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When monitoring the dynamics of stochastic systems, such as interacting particles agitated by
thermal noise, disentangling deterministic forces from Brownian motion is challenging. Indeed,
we show that there is an information-theoretic bound, the capacity of the system when viewed
as a communication channel, that limits the rate at which information about the force field can
be extracted from a Brownian trajectory. This capacity provides an upper bound to the system’s
entropy production rate, and quantifies the rate at which the trajectory becomes distinguishable
from pure Brownian motion. We propose a practical method, Stochastic Force Inference, that
uses this information to approximate force fields and spatially variable diffusion coefficients. This
technique readily permits the evaluation of out-of-equilibrium currents and entropy production with
a limited amount of data.
From nanometer-scale proteins to micron-scale col-
loids, particles in biological and soft matter systems un-
dergo Brownian dynamics: their deterministic motion
due to the forces competes with the random diffusion
due to thermal noise from the solvent. In the absence of
forces, all trajectories would look alike [1, 2] (Fig 1A):
the key information characterizing the system’s dynam-
ics thus lies in its force field, as long as one can neglect
spatial variations in diffusivity. In living or driven out-
of-equilibrium systems, active forces induce dissipative
currents, whose subtle characterization at the mesoscale
has been the focus of many recent studies [3–8]. In such
cases, the knowledge of the force field would permit to
measure the entropy production, thus quantifying the ir-
reversibility of the dynamics. However, reconstructing
the force field by inspecting microscopy observations of
the system’s trajectory is a hard problem [9, 10], for
two reasons. First, there needs to be enough informa-
tion about the force available in the trajectory: short
trajectories are dominated by noise (Fig 1A), and only
after a long enough observation time does the effect of
the force field become apparent (Fig 1B). Second, one
needs a practical method to extract that information
and reconstruct the force field, which is challenging for
force fields with a spatial structure (Fig 1C), in par-
ticular for high-dimensional processes (Fig 1D) and in
the presence of measurement noise (Fig 1E). Here we
address these two limitations for steady-state Brownian
trajectories. We first use communication-theory tools to
quantify the maximal rate at which information about
a force field can be inferred from a trajectory. We then
propose a practical procedure, Stochastic Force Inference
(SFI), to use this information and reconstruct the force
field by projecting it onto a finite-dimensional functional
space. Finally, the diffusion coefficient can depend on
the state of the system, which significantly complicates
force inference: in such cases, we show how our method
can be adapted to infer the space-dependent diffusion
and force field. Using simple model stochastic processes,
we demonstrate that our method permits a quantitative
evaluation of phase space forces, currents and diffusion
coefficients, circulation, and entropy production with a
minimal amount of data.
We focus in this article on stochastic systems governed
by the overdamped Langevin equation, where friction
dominates over inertia, as is typically the case in sub-
cellular biological systems for instance. We thus con-
sider a system where the phase space coordinates xµ obey
Brownian dynamics,
x˙µ = Fµ(x) +
√
2Dµνξν (1)
where Fµ(x) is the force field (we absorb the mobility
in its definition), Dµν is the diffusion tensor, and ξµ is a
Gaussian white noise, 〈ξµ(t)ξν(t′)〉 = δ(t−t′). In the first
two sections of this article, we assume that Dµν is space-
independent and known [11, 12]; in the third section we
address the case of inhomogeneous diffusion, which mod-
ifies Eq. 1. Note that beyond systems in contact with a
heat bath, Brownian dynamics is a general popular model
for stochastic systems [13, 14].
Brownian dynamics as a communication channel
We propose to interpret Brownian dynamics (Eq. 1) as
a noisy transmission channel, where the force is the en-
coded signal and
√
2Dξ is the noise. Information can be
read out from such a channel at a maximal rate C, called
the channel capacity, which relates to the signal-to-noise
ratio of the input [15]. This fundamentally limits the
ability to infer forces by monitoring the dynamics. To
build up intuition, consider the simplest case of a spa-
tially constant force with isotropic diffusion, correspond-
ing to drifted Brownian motion. The capacity is then
given by C = F 2/4D (expressed in natural information
units, or nats, per time unit — 1 nat = 1/ log 2 bits).
The force to infer is here equal to the persistent velocity,
which can be estimated as Fˆµ = ∆xµ/τ , where ∆x is
the end-to-end vector along the trajectory of duration τ
(Fig 1B). The relative error on this estimator due to ran-
dom diffusion is
〈
||Fˆ− F||2/F 2
〉
= 2dD/τF 2 = d/2I,
where d is the space dimension. We have identified here
I = Cτ , defining it as the information in the trajectory.
Persistent motion thus starts to emerge from the noise if
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2the trajectory length τ is longer than d/C, correspond-
ing to the diffusive-to-persistent transition for the mean-
squared displacement. Equivalently, the force starts to
be resolved if I > d, i.e. if more than one bit of in-
formation is available for each degree of freedom Fˆµ to
infer.
We now give a precise meaning to the notion of ca-
pacity for general Brownian systems, where inter-particle
interactions and external fields lead to a force that de-
pends on the position x in phase space. We recognize that
within communication theory, the dynamics of a Brown-
ian system (Eq. 1) corresponds to an infinite-bandwidth
Gaussian channel [15]. The signal transmitted is the
force, with signal power equal to its time-averaged am-
plitude. The corresponding channel’s capacity, which we
refer to as the system’s capacity, is thus [16]
C =
1
4
D−1µν
∫
Fµ(x)Fν(x)P (x)dx (2)
where P (x) is the steady-state probability distribution
function of the process, and we use the Einstein conven-
tion of summation over repeated indices throughout.
Interestingly, the capacity defined in Eq. 2 decomposes
into two positive parts, one related to dissipation and the
other to spatial structure, as
4C = S˙ +G (3)
Here S˙ is the steady-state entropy production of the
process [17], S˙ =
∫
vµD
−1
µν vνP (x)dx (we set the Boltz-
mann constant kB = 1 throughout), with vµ = Fµ −
Dµν∂ν logP the average phase space velocity, quan-
tifying the presence of irreversible currents. In the
case of thermal systems satisfying the Einstein rela-
tion, S˙ corresponds to the rate at which the system
dissipates heat into the bath, divided by the temper-
ature. The second term, which we dub dwelling rate,
G =
∫
gµDµνgνP (x)dx with gµ = ∂µ logP , reflects the
amount of information that the force field injects into the
system in order to maintain probability gradients against
diffusion, and is positive even at equilibrium. Indeed, in
a thought experiment where the force field would be sud-
denly switched off, G would correspond to the instanta-
neous entropy production rate due to the relaxation of
probability gradients [16]. The dwelling rate quantifies
the fact that in steady state, the system dwells in conver-
gent regions of the force field: an equivalent expression
for it is indeed G = − ∫ ∂µFµ(x)P (x)dx. In a deter-
ministic system, it would thus correspond to the average
phase space contraction rate. The connection between
the dwelling rate and the previously introduced notions
of traffic and frenesy [18, 19] is explored in the SI.
The decomposition of the information into dissipa-
tive and structural contributions introduced in Eq. 3
can be expressed at the level of individual trajecto-
ries in phase space. Indeed, the entropy production
rate corresponds to the rate at which trajectories, C =
{x(t)}t=0..τ , become distinguishable from their time-
reversed version, −C = {x(τ − t)}t=0..τ , as quanti-
fied by the Kullback-Leibler divergence rate [17]: S˙ =
limτ→∞ 1τ 〈logP(C|F )/P(−C|F )〉F . Here P(C|F ) is the
probability that the system follows a trajectory C un-
der Brownian dynamics (Eq. 1) in the force field F , and
〈 · 〉F corresponds to averaging over all possible trajec-
tories C with weight P(C|F ). Time reversal (C, F ) 7→
(−C, F ) changes the sign of the heat produced along
the trajectory, and thus connects dissipation and irre-
versibility of the dynamics. Interestingly, a similar ex-
pression can be derived for the dwelling rate: G =
limτ→∞ 1τ 〈logP(C|F )/P(−C| − F )〉F , where −F corre-
sponds to the reversed force field. Indeed, the opera-
tion (C, F ) 7→ (−C,−F ) now leaves the heat unchanged,
but reverses the sign of the divergence of the force. At
equilibrium, this corresponds to inverting the energy
landscape: for a typical trajectory that dwells in po-
tential wells, the reverse trajectory is atypical in the
force field −F , as it spends time around unstable max-
ima of energy. Finally, the capacity can be expressed
as 4C = limτ→∞ 1τ 〈logP(C|F )/P(C| − F )〉F : this op-
eration reverses both heat and force divergence. Intu-
itively, there is information about the force in a tra-
jectory if it allows to distinguish the force field from
its reverse. More naturally, the capacity quantifies the
rate at which a trajectory becomes distinguishable from
force-free Brownian motion: indeed, it can be written as
C = limτ→∞ 1τ 〈logP(C|F )/P(C|0)〉F .
Stochastic force inference
A trajectory of length τ contains finite information,
since the capacity (Eq. 2) is finite. We now show how
to use this information in practice and reconstruct the
force field through Stochastic Force Inference (SFI). In
contrast with the drifted Brownian motion, a spatially
variable force field is in principle characterized by an in-
finite number of degrees of freedom: the force value at
each point in space. With a finite trajectory, only a finite
number of combinations of degrees of freedom can be es-
timated. It is therefore natural to approximate the force
field as a linear combination of a finite basis of nb known
functions b = {bα(x)}α=1..nb . The force can, in prin-
ciple, be approximated arbitrarily well by using a large
enough set of functions from a complete basis, such as
polynomials or Fourier modes. Alternatively, a limited
number of functions might suffice if an educated guess
for the functional form of the force field can be made.
We propose to perform this approximation by project-
ing the force field onto the space spanned by bα(x) us-
ing the steady-state probability distribution function P
as a measure. This corresponds to a least-squares fit of
the force field by linear combinations of the bα’s. To
this aim, we define the projector cα(x) = B
−1/2
αβ bβ(x),
where Bαβ is an orthonormalization matrix such that∫
cαcβP (x)dx = δαβ . Our approximation of the force
field is then Fµ(x) ≈ Fµαcα(x) with the projection coef-
3FIG. 1: A. A typical 2D Brownian trajectory without force. B. A drifted Brownian motion trajectory with information
I = 12.1 bits, allowing to infer a force Fˆ (blue arrow) within 40% of the applied force (black arrow). C. An Ornstein-Uhlenbeck
trajectory under harmonic confinement. D. Time series of a 6D out-of-equilibrium Ornstein-Uhlenbeck process, with anisotropic
harmonic confinement and diffusion tensor, and circulation. E. The same trajectories as in D, with additional time-uncorrelated
measurement noise. F. The inferred force field for the trajectory in C, using SFI with functions b = {1, xµ} (blue arrows),
compared to the exact force field (black arrows). Inset: the inferred force components along the trajectory versus the exact
force components, with correlation coefficient. G. The average of the relative error [(Fˆµα−F τµα)D−1µν (Fˆνα−F τνα)]/[FˆµαD−1µν Fˆνα]
on the inferred projection coefficients Fˆµα and its self-consistent estimate Nb/2Iˆb both converge to Nb/2Ib, as expected from
theory [16]. Here F τµα =
∫
Fµ(x(t))cˆα(x(t))
dt
τ
is the projection of the exact force on the empirical projectors. H. SFI for the
trajectory in D allows precise identification of the plane of circulation and reconstruction of the force along the trajectory. I.
SFI applied to the trajectory in E, with measurement noise. It can still detect forces accurately. J. Convergence of the angular
error for cycle detection with increasing trajectory length, for the process shown in D-E. K. Inferred entropy production rate
for this process, with and without measurement noise (we subtracted here the systematic bias 2Nb/τ). The shadowed area
indicates the self-consistent confidence interval for the inferred entropy production. The dotted line shows the exact value of
the entropy produced; for the noisy process SFI underestimates this value due to blurring of the currents. In plots G,J,K, error
bars indicate standard deviation over an ensemble of 32 trajectories, and results from SFI on individual trajectories C-E are
marked correspondingly. Parameters of the simulations are presented in Supplementary Methods [16].
ficient
Fµα =
∫
Fµ(x)cα(x)P (x)dx. (4)
This is akin to projecting the dynamics onto a
finite-dimensional sub-channel of capacity Cb =
1
4D
−1
µν FµαFνα < C. Similarly, we can define the pro-
jection vµα of the phase space velocity. The correspond-
ing entropy production S˙b = D−1µν vµαvνα is then a lower
bound to the total entropy production. Interestingly,
for a system obeying Brownian dynamics (Eq. 1) but
where only a subset of degrees of freedom can be ob-
served, our framework gives the force averaged over hid-
den variables, and provides a lower bound on the entropy
production [16].
The projected force field has a finite number of degrees
of freedom Nb = dnb, one per element of the d× nb ten-
sor Fµα, and corresponds to a finite capacity Cb. Infer-
ring the approximate force with a finite trajectory is thus
in principle possible if the information Ib = τCb > Nb.
However, the force coefficients introduced in Eq. 4 are
not directly accessible. Indeed, neither the force nor the
probability distribution function P are known, the latter
being also required in the definition of the orthonormal
projectors cα. Instead, the available data is a discrete
time series x(ti) of phase space positions, at sampling
times ti = i∆t. We thus propose to estimate phase space
averages by discrete time integrals along the trajectory.
The empirical projectors are defined as cˆα = Bˆ
−1/2
αβ bβ ,
with Bˆαβ =
∑
i bα(x(ti))bβ(x(ti))
∆t
τ . Furthermore, the
force can be expressed in terms of a local Itô average of
x˙ [20]: a local estimator for the force at x(ti) is thus
∆x(ti)/∆t, with ∆x(ti) = x(ti+1) − x(ti). Combining
these two insights yields an operational definition for the
estimator of Eq. 4 in terms of a discrete Itô integral [16],
Fˆµα =
1
τ
∑
i
∆xµ(ti)cˆα(x(ti)) (5)
Indeed, discretizing Eq. 1 yields ∆x(ti) = F(x(ti))∆t+√
2D∆ξi, where ∆ξi is independent of x(ti): in the long
trajectory limit, the main contribution comes from the
force, while the noise averages to zero. Equation 5 corre-
sponds to a linear regression of the local force estimator,
and coincides with the maximum-likelihood estimator of
the force projection coefficients. A premise of Eq. 5 is
4that the time step ∆t is small compared to the rate of
variation of the force; as a practical criterion, the frame
rate should be such that C∆t < d, i.e. the informa-
tion per frame per variable should be small. Further
increasing the sampling frequency does not yield a signif-
icant increase in the precision of our method, as it does
not unfold more information about the force field [16].
The error on the inferred coefficients can be estimated
in practice as Fµα = Fˆµα(1 + O(
√
Nb/2Iˆb)) [16], where
Iˆb =
τ
4D
−1
µν FˆµαFˆνα is the empirical estimate of informa-
tion contained in the trajectory. This formula indicates
that again, in order to resolve the force coefficients, the
information in the trajectory should exceed the number
of inferred parameters.
We now demonstrate the utility of our method using
simulated data of simple models. The simplest spatially
varying force field is a harmonic trap, i.e. an Ornstein-
Uhlenbeck process (Fig 1C). We benchmark our method
by using a first-order polynomial basis, b = {1, xµ},
which can capture the exact force field. The 2D tra-
jectory displayed on Fig 1C has an information content
of I = 27.6 bits, while this linear channel has Nb = 6
degrees of freedom, allowing precise inference of the pro-
jected force field (Fig 1F). Indeed, the squared relative er-
ror on the force coefficients is 0.15; this is consistent with
the operational estimate of this error, Nb/2Iˆb = 0.16.
The force along the trajectory is thus inferred to a good
approximation (Fig 1F, inset). Furthermore, the pro-
jected force field Fˆµαcˆα(x) provides an ansatz that can be
extrapolated beyond the trajectory (Fig 1F), which works
equally well here as the functional form of the force field
is fully captured by our choice of basis. More quantita-
tively, we confirm the predicted behavior for the squared
relative error by studying an ensemble of trajectories (Fig
1G).
In the case of out-of-equilibrium Brownian systems,
our method also permits the approximation of phase
space currents and entropy production. Indeed, the
phase space velocity v can be expressed in terms of a
local Stratonovich average of x˙, reflecting the fact that it
is odd under time reversal [21]. Our estimator for the pro-
jection coefficients of the phase space velocity is thus [16]
vˆµα =
1
τ
∑
i
∆xµ(ti)cˆα
(
x(ti+1) + x(ti)
2
)
(6)
This allows the inference of the entropy production
rate ˆ˙Sb = D−1µν vˆµαvˆνα. This is a biased estima-
tor of the entropy production, with an error that can
be self-consistently controlled as ˆ˙Sb = S˙b + 2Nb/τ +
O((2 ˆ˙Sb/τ)
1/2 + 2Nb/τ): the entropy production rate in
the channel can thus be inferred using a single trajectory
provided that several kB ’s per degree of freedom have
been dissipated.
The simplest structure for phase space currents corre-
sponds to cyclic circulation. The detection of such fea-
tures in active biological systems has been the focus of
a number of recent studies, which employ phase space
coarse-graining [3, 5, 7]. This method is however lim-
ited to low-dimensional systems, and even then requires
large amounts of data: indeed, the capacity per degree
of freedom is low, as each grid cell is visited infrequently.
In contrast, our method provides a way to detect circu-
lation in any dimension with minimal data. Using the
centered linear basis bα(x) = x¯α = xα −
∫
xα
dt
τ , we can
infer the velocity coefficients vˆµα, which have a matrix
structure. This matrix reads vˆµα = C
−1/2
αβ Aβµ, where
Cµν =
∫
x¯µx¯ν
dt
τ is the covariance matrix, and the anti-
symmetric part of Aµν is A{µν} = 12τ
∫
x¯µdxν − x¯νdxµ,
which is the rate at which the process encircles area in
the (µ, ν) plane [8, 22]. This rate, sometimes called prob-
ability angular momentum [23, 24], intuitively quanti-
fies circulation and closely connects to cycling frequen-
cies [4, 25]. Indeed, the eigenvectors of A{µν} can be used
to define cycling planes [16]. The entropy production rate
due to cycling reads ˆ˙Sb = D−1µνA{νρ}C−1ρσ A{σµ}.
We demonstrate the potency of our cycle-detection
method on a challenging dataset: a short trajectory of
an out-of-equilibrium Ornstein-Uhlenbeck process in di-
mension d = 6 (Fig 1D), which is equivalent to popularly
used bead-spring models [3, 6, 25]. Our method identi-
fies the principal circulation plane accurately (Fig 1J),
together with the force field (Fig 1H). Quantitatively, we
demonstrate that the angular error in the identification
of this plane vanishes with increasing trajectory length
(Fig 1J), concomitant with the convergence of ˆ˙Sb to the
exact value (Fig 1K).
A major challenge in the inference of dynamical prop-
erties of stochastic systems from real data is time-
uncorrelated measurement noise, which dominates time
derivatives of the signal. Indeed, in our inference scheme,
Eq. 5 is highly sensitive to such noise. In contrast, the
time-reversal antisymmetry of the velocity coefficients
vˆµα makes them robust against measurement noise [16].
Exploiting this symmetry, we obtain an unbiased estima-
tor for the force by using the relation between Itô and
Stratonovich integration,
Fˆµα = vˆµα +Dµν gˆνα (7)
where gˆµα = −
∑
i
∆t
τ ∂µcˆα(x(ti)) is an estimator for the
projection of gµ = ∂µ logP onto the basis. Note that
this modification is only possible if the projection basis
is smooth, and would not apply to grid coarse-graining,
for instance. Using this modified force estimator allows
precise reconstruction of the force field, circulation and
entropy production even in the presence of large mea-
surement noise (Fig 1E,I-K).
We have so far considered only the case of linear sys-
tems projected onto linear functions. In general, force
fields are nonlinear, which can result in a complex spatial
structure. We illustrate this in Figs 2A-B for processes
with, respectively, non-polynomial forces and a complex
attractor [26]. For such processes, SFI with a linear ba-
sis captures the covariance and circulation of the data.
5FIG. 2: Stochastic force inference with non-linear force fields.
A. Trajectory of an out-of-equilibrium process with harmonic
trapping and circulation, and a Gaussian repulsive obstacle in
the center. B. Trajectory of the stochastic Lorenz process, a
3D process with a chaotic attractor. C-H. SFI for these two
trajectories, respectively with polynomials of order n = 1, 3, 5
and n = 1, 2, 3: inferred force versus exact force (left) and
bootstrapped trajectory using the inferred force field (right).
I-J. Capacity (top) and entropy production (bottom) of each
process projected on different bases for an asymptotically long
trajectory, as a function of the number of degrees of free-
dom Nb in the basis. These bases are polynomial and Fourier
functions with order n = 0 . . . 7, and a coarse-grained approx-
imations with variable number of grid cells n = 2 . . . 7 in each
dimension. Parameters and details of the simulations are pre-
sented in Supplementary Methods [16].
However, it fails to reproduce finer features, as evident by
inspecting bootstrapped trajectories generated using the
inferred force field (Fig 2C-D). A better approximation
of the force can be obtained by expanding the projection
basis, for instance by including higher-order polynomials
{xµxν}, {xµxνxρ} . . . (Fig 2 E-H) or Fourier modes. A
FIG. 3: Stochastic force inference for harmonically trapped
active Brownian particles with soft repulsive interactions
F (r) = 1/(1 + r2) between particles at distance r. A. Snap-
shot of a configuration for 25 active particles. The black dots
indicate the direction of self-propulsion. We perform SFI on
a trajectory of only 25 frames, blurred to mimic measurement
noise. Background shows the trajectory of one particle, and
force on each particle, inferred (blue arrows) and exact (black
arrows). The fitting basis for SFI consists in a combination
of harmonic trapping, constant velocity self-propulsion and
radial interactions between particles with the form rke−r/r0
with k = 0...5 and r0 a typical nearest-neighbour distance
between particles. B. Inferred versus exact components of
the force on all particles along the trajectory. C. Inferred
radial force between interacting particles, compared to the
exact force.
larger fraction of the capacity and entropy production is
then captured (Fig 2I-J), corresponding to finer geometri-
cal details: the force field is well resolved if the measured
capacity does not increase upon further expansion of the
basis. However, expanding the basis also results in an in-
crease in the number of parameters to infer, which even-
tually leads to overfitting. As a self-consistent criterion
to avoid this, we propose that one should truncate the
basis such that the inferred information Iˆb significantly
exceeds the number of fitting parameters Nb.
Systems with many degrees of freedom, such as active
interacting particles (Fig 3A), are challenging to treat.
Indeed, with limited data, the criterion Iˆb  Nb pre-
cludes even the inference of gross features of the force
field. In such cases however, the use of symmetries can
make the problem tractable. For instance, treating par-
ticles as identical implies that forces are invariant under
particle exchange, which greatly reduces the number of
parameters to infer. Forces can then be expanded as
one-particle terms, pair interactions, and higher orders,
by choosing an appropriate basis [16]. With this scheme,
a large number of particles actually results in enhanced
statistics, allowing accurate inference of the force compo-
nents (Fig 3A-B) and reconstruction of the pair interac-
tions (Fig 3C) with a limited amount of data. In contrast
to standard methods to infer pair interaction potentials,
we do not rely here on an equilibrium assumption.
6Inhomogeneous diffusion
We have so far assumed that the diffusion tensor does
not depend on the state of the system. While this is a
natural first approximation, it is rarely strictly the case:
for instance, the mobility of colloids depends on their
distance to walls and other colloids due to hydrodynamic
interactions [27]. In order to mathematically describe
Brownian dynamics in the presence of an inhomogeneous
diffusion tensor Dµν(x), Eq. 1 should be modified into
x˙µ = Fµ(x) + ∂νDµν(x) +
√
2D(x)µνξν , (8)
written in the Itô convention, i.e. evaluating D(x) at
the start of the step. Here Fµ corresponds to the physical
force. The additional drift term ∂νDµν , sometimes called
“spurious force”, combines with the noise term to ensure
that the dynamics does not induce currents and probabil-
ity gradients in the absence of forces [27]. The estimator
introduced in Eq. 5 is the projection of Fµ + ∂νDµν , and
thus includes this unphysical spurious force. In order to
recover the physical force, one must thus disentangle it
from the spurious drift, a task for which, to our knowl-
edge, there is no available method to this date.
Here we address this problem by first inferring the
spatial variations of the diffusion tensor. Following the
same idea as for the force and velocity fields, we pro-
pose to approximate Dµν(x) by its projection as a linear
combination of known functions, Dµν(x) ≈ Dµναcα(x)
with Dµνα =
∫
Dµν(x)cα(x)P (x)dx. As before, we
can estimate the projectors cˆα using trajectory aver-
ages; the only missing ingredient is a local estimate
for Dµν(x(ti)). Such an estimator can be constructed
as ∆xµ(ti)∆xν(ti)/2∆t, so that our estimator for Dµνα
reads
Dˆµνα =
1
2τ
∑
i
∆xµ(ti)∆xν(ti)cˆα(x(ti)) (9)
The relative error on these projection coefficients is of
order
√
Nb∆t/τ [16]. We test this estimator using a
minimal model of a two-dimensional process in a har-
monic trap with a constant diffusion gradient (Fig 4A).
We quantitatively recover the diffusion coefficient as a
function of position (Fig 4B) and confirm that the error
vanishes in the limit of long trajectories (Fig 4D). Im-
portantly, the estimator introduced in Eq. 9 is biased in
the presence of noise on the measured x, and becomes
effectively useless if this noise is larger than the typi-
cal ∆x. Inspired by the estimator proposed by Vester-
gaard et al. [12] for homogeneous, isotropic diffusion, we
define a bias-corrected local estimator [∆x(ti)∆x(ti) +
2∆x(ti)∆x(ti+1)]/2∆t. Modifying Eq. 9 accordingly
thus corrects measurement noise bias (Fig 4D), at the
price of an increased relative error for short trajecto-
ries [16].
We now combine our diffusion estimator with SFI to
reconstruct the force field. As in Eq. 7, we can use that
Fµ(x) = vµ(x) +Dµν(x)gν(x) to obtain an estimator for
FIG. 4: Stochastic inference of inhomogeneous diffusion and
forces. A. Typical trajectory of a minimal model of inhomo-
geneous diffusion: an isotropic harmonic trap in a constant
gradient of isotropic diffusion. B-C. Inferred versus exact dif-
fusion coefficient (using Eq. 9) and force components (using
Eq. 10) along trajectory A. The inference error goes to zero in
the limit of long trajectories. D. Convergence of the diffusion
projection estimator to its exact value for the process shown
in A. Circles: using Eq. 9, diamonds: using Eq. 9 in the pres-
ence of time-uncorrelated measurement noise; triangles: using
the bias-corrected local estimator. Error bars represent the
standard deviation over 64 samples. E. Trajectory of a com-
plex process with multiple potential wells, circulation, and
space-dependent anisotropic diffusion. F. The field of diffu-
sion tensor of the process shown in E, exact (red) and inferred
from trajectory E using Eq. 9 (blue); the crosses indicate the
principal axes of the tensor. The inferred diffusion tensor is
only represented close to the trajectory. Inset: Inferred versus
exact components of the diffusion tensor along the trajectory.
G. Similar representation of the inferred versus exact force
field for the process shown in E. Details and parameters in
Supplementary Methods [16].
the force projection that is not biased by measurement
noise:
Fˆµα = vˆµα −
∑
i
∆t
τ
∂ν [Dˆµν cˆα](x(ti)) (10)
where vˆµα is defined in Eq. 6. Here the second term is an
estimator for the projection of Dµν(x)gν(x) [16]. This
estimator allows for quantitative inference of the force
(Fig 4C) for the simple process presented in Fig 4A. To
illustrate the power of our method, we finally analyze the
trajectory presented in Fig 4E, generated using a com-
plex model involving a strong spatial dependence of the
diffusion tensor (Fig 4F) and force field (Fig 4G). Using a
generic basis not specifically adapted to this system, we
quantitatively reconstruct the force and diffusion fields
(Fig 4F-G, insets).
7Discussion
In this article, we have introduced Stochastic Force
Inference, a method to reconstruct force and diffusion
fields and measure entropy production using Brownian
trajectories. Based on the communication theory notion
of capacity, we have shown that such trajectories contain
a limited amount of information. With finite data, force
inference is thus limited by the information available per
degree of freedom to infer. SFI uses this information
to fit the force field with a linear combination of known
functions. We have demonstrated its utility on a variety
of model systems and benchmarked its accuracy using
data comparable to current experiments.
Other methods to infer forces in Brownian dynamics
exist: coarse-graining trajectories [9], relying on a linear
form for the force [28], combining coarse-graining with
a Bayesian method [10], or recently by using a linear-
by-parts approximation [29]. Alternative methods to es-
timate entropy production also exist, either by coarse-
graining trajectories to estimate currents [3, 7], by mea-
suring cycling frequencies [4, 25], by using non-Markovian
signatures of dissipation in hidden variables [30], or by
using thermodynamic bounds on fluctuations of macro-
scopic observables [6]. These methods are however in-
herently limited to relatively low-dimensional systems
with homogeneous diffusion, and even then require large
amounts of well-resolved data; SFI, in contrast, performs
well in high dimensions with short trajectories, includ-
ing in the presence of measurement noise, and addresses
inhomogeneous diffusion.
We have limited our scope here to systems whose
dynamics is described by Eq. 1 or 8, with a time-
independent force field and white-in-time noise. When
the force field varies in time, for instance due to the dy-
namics of unobserved variables, SFI captures the average
projection of the force onto the observed variables [16],
and could be extended to capture its time-dependence.
Finally, force inference is notably complicated by non-
Markovian terms in the dynamics, such as colored noise;
however, in such cases, our projection approach to esti-
mate phase-space velocities (Eq. 6) remains useful and
valid.
Our approach, all in all, proposes a solution to the in-
verse problem of Brownian dynamics: inferring the force
and diffusion fields from trajectories. This method con-
sists in a few intelligible equations, and provides a power-
ful data analysis framework that could be used on a broad
class of stochastic systems where inferring effective forces
and currents from limited noisy data is of interest. Our
work thus applies to microscopic systems where thermal
noise is relevant, such as single molecules [9], active col-
loids [31, 32] and cytoskeletal filaments [4, 7]. Beyond
thermal systems, for stochastic dynamical systems that
can be effectively modeled by Brownian dynamics, ap-
plications of our framework range from the behavior of
cells [33, 34] and animals [35], to modeling of climate dy-
namics [14, 28, 36] and trend finding in financial data [13].
Our method could be combined with sparsity-promoting
techniques, as used to infer dynamical equations in de-
terministic systems [37], to go from force fitting to iden-
tifying the simple rules governing the dynamics.
Material and methods
All formulas presented in this article are derived in
Supplementary Methods, together with the details of
each simulated system.
Code availability. A readily usable Python package
to perform Stochastic Force Inference is available at
https://github.com/ronceray/StochasticForceInference.
It includes minimal examples.
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I. COMMUNICATION THEORY AND STOCHASTIC THERMODYNAMICS
A. Gaussian channel interpretation of Brownian dynamics
In this Section, we address the question of quantifying the rate at which information can be read out, or is encoded
in a trajectory. We assume that the system follows the overdamped Langevin equation
x˙µ = Fµ(x) +
√
2Dµνξν 〈ξµ(t)ξν(t′)〉 = δ(t− t′). (11)
Here and in the main text, what we refer to as a "force" is in fact the physical force multiplied by the mobility matrix
M , which has the dimension of a mobility. So, in terms of our F , the system is out-of-equilibrium if D−1F does
not derive from a potential. Indeed, a system in equilibrium has a physical force that is derived from a potential,
and a mobility matrix which is proportional to the diffusion coefficient: D = MT where T is the temperature. Our
approach thus does not distinguish out-of-equilibrium systems due to difference in temperature between components,
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such as popular bead-spring models, from systems driven by non-reciprocal force fields. We assume through most of
this article that this diffusion matrix is known and space-independent (although it can be anisotropic); the case of a
spatially variable diffusion matrix, and how to infer it from data, is treated it Sec. VII. We also assume that a steady
state exists and that the system is ergodic, i.e. that time averages converge to phase space averages. Note however
that the discussion below can be readily extended to averages over an ensemble of trajectories instead of time averages
over a single long trajectory.
The complete force field is characterized by an infinite number of degrees of freedom, and thus in principle contains
an infinite amount of information (the value of the force components at each location in phase space). It is therefore
pertinent to ask if there is a bound to the rate at which this information can be read off from the trajectory. We
consider an infinite length trajectory, from which, in principle, all information about the force field can be recovered.
We argue that indeed there is such a maximal rate, given by the capacity (in natural information units, or nats)
C =
1
4
D−1µν
∫
dP (x)FµFν . (12)
To explain this formula, let us first focus on a one dimensional system. A trajectory which satisfies the dynamics
given by Eq. 11 encodes the information about the force field in the form of a continuous time signal F (x(t)) corre-
sponding to the values of the force field at the points x(t) that the trajectory visits. However, what can actually be
read out from the trajectory is x˙, i.e. the signal F (x(t)) with noise ξ added to it (Fig. 5). Thus, we can think of
the dynamics Eq. 11 as a noisy communication channel, with Gaussian white correlated noise, where the information
about the force is transmitted in the form of a codeword F (x(t)) which satisfies limτ→∞ 1/τ
∫ τ
0
F 2dt =
∫
dP (x)F 2(x).
In communication theory, such a channel is called an infinite bandwidth Gaussian channel [15]. It has a well defined
capacity, i.e. a maximal rate of information transmission: for codewords of length τ that satisfy the so-called “power
constraint” 1/τ
∫ τ
0
dtF 2(t) ≤ P, and a white noise with amplitude 2D the capacity is given by P/(4D) nats per
second. Information cannot be transmitted through the channel at a faster rate. Stated differently, the capacity
quantifies the (exponential) rate with which the maximal number of distinguishable signals grows with the length of
time the channel is used for, in particular as τ → ∞. In our case, the capacity is related to the distinguishability
of different force fields with the same power constraint. The maximal rate is obtained for a signal which saturates
the power constraint, so that the relevant constraint to consider is P = limτ→∞ 1/τ
∫ τ
0
F 2dt. Thus, our trajectory
which has limτ→∞ 1/τ
∫ τ
0
F 2dt =
∫
dP (x)F 2 cannot produce information about the force field at a rate faster than
the capacity as defined in Eq. 12. Note that in contrast to the usual communication theory setting, we do not control
the codeword through which the force field is encoded, only the decoding scheme—the code word is determined by
the dynamics, the force field being sampled according to the probability density function (pdf) P (x). To go from the
capacity for a one dimensional process to that of a d dimensional process, Eq. 12, we have decomposed the channel
into d parallel channels and added up their capacities. Indeed, let us first go into the basis where the noise is diagonal
and normalize its amplitude to two, such that all components of the new force D−1/2µν Fν have the same units (t−1/2).
The components of the noise become independent, and the d components in that basis become parallel channels, with
signals measured in the same units, whose capacities sum up to Eq. 12.
The Shannon-Hartley formula and infinite bandwidth channels. The infinite-bandwidth capacity of Brownian dy-
namics, as presented in Eq. 12, corresponds to that of the continuous dynamics. It can also be seen as the ∆t → 0
limit of a discrete signal (i.e. a finite bandwidth signal) such as can be acquired in practice. The capacity of such a
discrete Gaussian channel is given by the Shannon-Hartley formula [15]
C =
1
2∆t
log
(
1 +
P∆t
N
)
(13)
FIG. 5: The dynamics of an overdamped system can be seen as a noisy data transmission channel, encoding information
about the force field, with a rate bounded by the channel capacity C. Note that our definition of the capacity (Eq. 12) does
not include the information loss stemming from the measurement device.
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where we consider as before power-limited signals, where P∆t/N is the signal-to-noise ratio: P is the signal power
(note that it is not the power of the system in the energetic sense, only in the signal theory sense), and N/∆t the
noise power. When the bandwidth is taken to infinity, i.e. ∆t→ 0, we get
C0 =
P
2N log2 e bits per second (14)
which corresponds to Eq. 12. For a finite but small ∆t the expression for the capacity becomes
C =
P
2N −
P2∆t
4N 2 + ... ≈ C0 (1− C0∆t) (15)
The first correction to the continuous-time capacity due to finite rate of sampling is thus of relative order C0∆t,
i.e. the information per sample: the loss of information when monitoring Brownian dynamics at a finite rate is thus
negligible provided that the information per sample remains small. This has an important practical consequence for
experimental applications, where there is often a trade-off between acquisition rate and duration of the experiment
(for instance due to photobleaching of fluorescent proteins): when the information per sample becomes small, very
little can be learned about the force field by increasing the acquisition frequency.
Trajectory-based interpretation of the capacity. As mentioned in the main text, the capacity corresponds to the
rate at which a trajectory becomes distinguishable from pure Brownian motion in the absence of forces. Indeed, the
capacity as in Eq. 12 can also be written as the Kullback-Leibler divergence rate between the probability of phase
space trajectories Cτ = {x(t)|0 ≤ t ≤ τ} under dynamics with the force F and the probability of the same trajectory
for pure Brownian motion:
C = lim
τ→∞
1
τ
∫
DCτ P(Cτ |F ) log P(C
τ |F )
P(Cτ |0) = limτ→∞
1
τ
〈
log
P(Cτ |F )
P(Cτ |0)
〉
F
(16)
P(Cτ |F ) is the probability density of the trajectory Cτ of length τ given the force F , and can be expressed through a
path integral formula, the discrete version of which being [20]
P (CN |F ) = 1
(4pi∆t)dN/2 detDN/2
exp
(
−1
4
N−1∑
i=0
∆t
(
∆xµ(ti)
∆t
− Fµ(x(ti))
)
D−1µν
(
∆xµ(ti)
∆t
− Fν(x(ti))
))
P0(x(0))
(17)
for a trajectory CN = (x(0),x(∆t), ..x(N∆t)), with ti = i∆t, and where we have defined the discrete difference
∆xµ(ti) = xµ(ti + ∆t) − xµ(ti) and τ = N∆t. The discrete version of the path integral measure is given by
DCτ = Πni=0dx(ti), and we have defined P (CN |0) ≡ P (CN |F = 0) . Note that in the long time limit, the result is
independent of the distribution P0(x(0)) from which x(0) is drawn, since that contribution is not extensive in τ .
Relation Eq. 16 is obtained by using the path integral expression for the trajectory probabilities in the logarithm
in Eq. 16 :
lim
τ→∞
1
τ
∫
DCτ P(Cτ |F ) log P(C
τ |F )
P(Cτ |0) = limτ→∞
∫ Itô dt
τ
〈
1
2
x˙µD
−1
µν Fν(x(t))−
1
4
Fµ(x(t))D
−1
µν Fν(x(t))
〉
(18)
=
〈
1
4
Fµ(x(t))D
−1
µν Fν(x(t))
〉
= C (19)
Space-dependent diffusion matrix. In general, Brownian dynamics includes not only a state dependent force,
but also a state dependent diffusion coefficient. In that case, the noise is no longer additive: it has a multiplicative
component, and care must be taken to specify the convention within which the Langevin equation is written. We will
use the Itô convention here, writing:
x˙µ = Φµ(x) +
√
2D(x)µνξν (20)
where Φµ = Fµ(x(ti)) + ∂νDµν(x(ti)) is the drift term [27], and Fµ(x(ti)) equals the mobility matrix times the
physical force, and is what we would like to infer. For the heterogeneous diffusion coefficient we will use Eq. 16 as
the definition of the capacity (to the best of our knowledge a formula for the capacity for multiplicative noise does
not exist in transmission theory, and the interpretation may be further complicated as, from physical considerations,
we wish to infer Fµ rather than Φµ). We thus begin with the path integral formula for the probability density of a
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trajectory CN for a heterogeneous diffusion [20]
P(CN |F ) = P0(x(0))
(4pi)dN/2
N−1∏
i=0
1
(detD(x(ti))∆t)1/2
(21)
× exp
[
−1
4
∆t
(
∆xµ(ti)
∆t
− Fµ(x(ti))− ∂ρDµρ(x(ti))
)
D−1µν (x(ti))
(
∆xµ(ti)
∆t
− Fν(x(ti))− ∂σDνσ(x(ti))
)]
(22)
and obtain the formula for the capacity
C = lim
τ→∞
1
τ
∫
DCτ P(Cτ |F ) log P(C
τ |F )
P(Cτ |0) =
〈
1
4
Fµ(x(t))D
−1
µν (x(t))Fν(x(t))
〉
(23)
which essentially takes the same form as for a constant diffusion coefficient. Indeed,
C = lim
τ→∞
1
τ
∫
DCτ P(Cτ |F ) log P(C
τ |F )
P(Cτ |0) (24)
= lim
τ→∞
1
τ
〈
1
2
∫ Itô
dt x˙µD
−1
µν Fν(x(t))−
1
2
∫ τ
0
dt(∂ρDρµ)D
−1
µν Fν(x(t))−
1
4
∫ τ
0
dtFµD
−1
µν Fν(x(t))
〉
(25)
=
〈
1
4
Fµ(x(t))D
−1
µν (x(t))Fν(x(t))
〉
(26)
where we have used that
〈∫ Itô
dtx˙µD
−1
µν Fν(x(t))
〉
=
〈∫ τ
0
dt(Fµ + ∂ρDρµ)D
−1
µν Fν(x(t))
〉
.
To keep the discussion as general as possible, for the rest of this section we will consider the case of a heterogeneous
diffusion coefficient. It turns out that, like the capacity, the relations and quantities presented below take the same
form as the ones written in the main text, where the diffusion matrix was assumed constant.
B. The dwelling rate
Relation between the dwelling rate and an instantaneous entropy production rate. In the main text, we have
defined the dwelling rate G =
∫
dxP (x)gµDµνgν with gµ = ∂µ logP . Let us show that it corresponds to an instan-
taneous entropy production rate that would be present if the force was suddenly set to zero. Consider the entropy
S(t) = − ∫ dxP (x, t) logP (x, t), after the force is set to zero: Fµ = 0, denoting that instant by t = 0. At that instant
one has ∂tP = ∂µ[Dµν∂νP ]. Then
∂tS|t=0 = −
∫
dx logP (x)∂µ(Dµν∂νP (x)) +
∫
dx∂µ(Dµν∂νP ) =
∫
dx
∂µP (x)
P
Dµν∂νP (x)
=
∫
dxP (x)∂µ logP (x)Dµν(x)∂ν logP (x) = G
(27)
where we have used integration by parts, assuming boundary terms vanish. We can define vFickµ = −Dµνgν , a Fick
velocity related to the current jFickµ = −Dµν∂νP , that would result from diffusion of particles with an initial density
profile P (x) in the absence of forces. Indeed, in these notations G has a similar form to the entropy production rate
G =
∫
vFickµ v
Fick
ν D
−1
µν P (x)dx (28)
However, the dwelling rate is nonzero even at equilibrium. It measures the heterogeneity of the steady-state
probability distribution. Indeed, for an equilibrium process Fµ = Dµν∂µ logP (and G = C trivially). In a sense, it is
the amount of information that the force field needs to continuously inject into the system in order to maintain its
spatial structure; while the entropy production can be seen as the amount of information the force field injects into
the system to maintain its currents.
The dwelling rate as a phase space contraction rate. The relation Dµνgµ = Fµ − vµ (which holds even for a
heterogeneous diffusion coefficient) can be used to rewrite the dwelling rate as
G =
∫
dxP (x)gµDµνgν =
∫
dxP (x)(∂µ logP )(Fµ − vµ)
=
∫
dx(∂µP (x))Fµ +
∫
dx∂µ(vµP (x)) logP = −
∫
dxP (x)∂µFµ
(29)
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where in the second line the steady state relation ∂µ(vµP (x)) = ∂µjµ = 0 was employed. We have thus obtained an
expression for the dwelling rate as (minus) the average divergence of the force. In a deterministic dynamical system
this is equal to the average sum of the Lyapunov exponents and is called the average phase space contraction rate. It
then corresponds to the mean rate of entropy production in the environment [19]. For non-deterministic systems it
was mentioned in [19] as a "natural entropy production".
Trajectory based interpretation of the dwelling rate. Here we prove that an equivalent expression for the dwelling
rate is
G = lim
τ→∞
1
τ
∫
DCτ P(Cτ |F ) log P(C
τ |F )
P(−Cτ | − F ) = limτ→∞
1
τ
〈
log
P(Cτ |F )
P(−Cτ | − F )
〉
F
(30)
The simplest way to do that is to express the probability density of a trajectory (Eq. 22) in an alternative form, as
we now show. We begin with the expression for the probability of a transition to the point x from the point x′ in an
infinitesimal time ∆t [20]
P (x, t+ ∆t|x′, t) = 1√
(4pi)d detD(x)∆t
exp [∆t {−∂µΦµ(x) + ∂µ∂νDµν(x)
−1
4
(
xµ − x′µ
∆t
− Φµ(x) + 2∂ρDµρ(x)
)
D−1µν (x)
(
xν − x′ν
∆t
− Φν(x) + 2∂σDνσ(x)
)}] (31)
Note that here the diffusion coefficient and Φµ are both evaluated at the point x to which the system transitions. The
probability of a trajectory is then simply given by a product of such transition probabilities, and the distribution of
the initial point. Using that Φµ = Fµ + ∂νDµν we then get
P(CN |F ) = P0(x(0))
(4pi)dN/2
N−1∏
i=0
1
(detD(x(ti+1))∆t)1/2
exp [−∂µFµ(x(ti+1))∆t
−1
4
∆t
(
∆xµ(ti)
∆t
− Fµ(x(ti+1)) + ∂ρDµρ(x(ti+1))
)
D−1µν (x(ti+1))
(
∆xν(ti)
∆t
− Fν(x(ti+1)) + ∂σDνσ(x(ti+1))
)] (32)
It follows that the probability of the time reversed trajectory −CN = {x(tN ),x(tN−1)...,x(t0)} can be written in
the form
P(−CN |F ) = PN (x(N∆t))
(4pi)dN/2
N−1∏
i=0
1
(detD(x(ti))∆t)1/2
exp [−∂µFµ(x(ti))∆t
−1
4
∆t
(−∆xµ(ti)
∆t
− Fµ(x(ti)) + ∂ρDµρ(x(ti))
)
D−1µν (x(ti))
(−∆xν(ti)
∆t
− Fν(x(ti)) + ∂σDνσ(x(ti))
)] (33)
Now, it becomes straightforward to evaluate Eq. 30, dividing term by term in the product in Eq. 22 by the product
in P(−CN | − F ), using Eq. 33 with the reversed sign for the force. Indeed, we notice that all terms cancel out
except for the divergence of Fµ, which yields (we ignore the terms related to the initial and final distributions whose
contribution vanishes in the limit of τ →∞)
G = lim
τ→∞
1
τ
∫
DCτ P(Cτ |F ) log P(C
τ |F )
P(−Cτ | − F ) = − limτ→∞
∫ τ
0
dt
τ
〈∂µFµ(x(t))〉 (34)
C. Different decompositions of the capacity and the relation to traffic
The trajectory-based expression for the capacity, Eq. 16 and more generally Eq. 23, is related to the "dynamical
entropy" introduced in [18]: it is equal to the dynamical entropy per unit time in the limit τ → ∞, i.e to a rate of
dynamical entropy. In [18] the dynamical entropy was split into two contributions: a time anti-symmetric contribution,
equal to S˙/2 and a time symmetric contribution −T , where T is called the traffic (and is related to the so-called
frenesy in Markov jump processes). The relations between the capacity, the dwelling rate we have defined, the entropy
production and the steady state traffic T are
C = −T + 1
2
S˙ T = (S˙ −G)/4 (35)
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The decomposition of the capacity that we have presented in the main text can also be presented as the sum of time
symmetric and anti-symmetric parts, but corresponding to a different trajectory-based expression for the capacity:
4C = lim
τ→∞
1
τ
∫
DCτ P(Cτ |F ) log P(C
τ |F )
P(Cτ | − F ) = limτ→∞
1
τ
〈
log
P(Cτ |F )
P(Cτ | − F )
〉
F
(36)
= lim
τ→∞
1
τ
〈∫ Itô
dt x˙µD
−1
µν Fν(x(t))−
∫ τ
0
dt(∂ρDρµ)D
−1
µν Fν(x(t))
〉
(37)
= lim
τ→∞
1
τ
〈∫ Strat
dt x˙µD
−1
µν Fν(x(t))
〉
− lim
τ→∞
1
τ
〈∫ τ
0
dtDµρ∂ρ(D
−1
µν Fν)(x(t))−
∫ τ
0
dt∂ρ(Dρµ)D
−1
µν Fν(x(t))
〉
(38)
= lim
τ→∞
1
τ
〈∫ Strat
dt x˙µD
−1
µν Fν(x(t))︸ ︷︷ ︸
time anti-symmetric
〉
+ lim
τ→∞
1
τ
〈
−
∫ τ
0
dt∂µFµ(x(t))︸ ︷︷ ︸
time symmetric
〉
− lim
τ→∞
1
τ
〈∫ τ
0
dtFν ∂ρ(DρµD
−1
µν )︸ ︷︷ ︸
0
〉
(39)
Indeed, the first term in the last line is time anti-symmetric, and is equal to the entropy production rate, and the
second term is time symmetric and is equal to the dwelling rate.
One can think of the decomposition of the capacity into S˙ and G as decomposing the influence of the force field
into two types of “orders”: “go there! ” – corresponding to a dissipative, irreversible motion quantified by S˙ – and
“stay there! ” – corresponding to a nondissipative, reversible motion fighting thermal diffusion, and quantified by G.
II. SERIES EXPANSION OF THE FORCE FIELD ON A COMPLETE BASIS
In the main text, we focus on the approximation of the force field by a linear combination of a finite number
of functions. However, if sufficient information is available, this basis can be expanded hierarchically to obtain an
arbitrary level of precision. Here we discuss the algebraic structure of such a systematic expansion of the force field,
and its implications for the capacity and entropy production. In this section and the next ones, unless otherwise
specified, we take the diffusion coefficient to be constant.
Phase space decomposition in a complete basis. We consider a family of functions {b0α0 , b1α1 , b2α2 ....} (each with
a potentially distinct number of indices), from which we obtain an orthonormal complete basis {c0α0 , c1α1 , c2α2 ....}
hierarchically constructed such that
cnα(x) =
∑
m≤n
Bnmαβ b
m
β (x)
∫
dP (x)cnα(x)c
m
β (x) = δnmδα,β (40)
and
Fµ(x) =
∞∑
n=0
Fnµαc
n
α(x) vµ(x) =
∞∑
n=0
vnµαc
n
α(x) (41)
which gives the capacity and the entropy production in the form
S˙ =
∞∑
n=0
vnµαD
−1
µν v
n
να ≡
∞∑
n=0
S˙n C =
1
4
∞∑
n=0
FnµαD
−1
µν F
n
να ≡
∞∑
n=0
Cn (42)
Recall that the dwelling rate G, constructed out of gµ = ∂µ logP , gives the relation C = S˙ +G with
G =
∫
dP (x)gµDµνgν =
∞∑
n=0
gnµαDµνg
n
να ≡
∞∑
n=0
Gn. (43)
It is interesting to note that while gµ(x) is a gradient, its projection gbµ(x) ≡ gµαcα(x) onto any finite basis is not,
in general, a gradient. For this reason, it cannot be integrated in a well-defined way, and thus does not permit the
evaluation of the probability distribution function P (x). Note also that the projection onto the elements of the basis
does not preserve the orthogonality property of vµ and gµ: defining an “exchange term” En ≡ vnµαgnµα so that
4Cn = S˙n +Gn + 2En (44)
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we have in general En 6= 0: there is exchange of information between the different channels, which sum up to
zero when summing over all channels of a complete basis
∑∞
n=0En = 0. This is a consequence of the phase space
relation S˙ =
∫
dP (x)vµ(x)D
−1
µν vν(x) =
∫
dP (x)vµ(x)D
−1
µν Fν(x) (see Sec. IV for further details); however, projecting
this relation onto an incomplete basis does not preserve this identity between the two expressions for the entropy
production:
S˙n = v
n
µαD
−1
µν v
n
να 6= FnµαD−1µν vnνα := Q˙n (45)
For a basis which resolves most of the information (i.e. the force), most of the entropy production rate would be
captured by Q˙n. In practice, we have found that the exchange terms are small in all our numerical examples. However,
in all cases except the Ornstein-Uhlenbeck process, we find that they are statistically distinct from zero.
A concrete example: the polynomial basis. To illustrate our reasoning, let us consider the basis of polynomials in
d-dimensions, b = {1, xµ, xµxν , xµxνxρ, . . . }. This basis is complete, i.e. it can approximate any reasonably smooth
force field to an arbitrary level of precision. Performing the orthonormalization by applying the Gram-Schmidt
procedure at each polynomial order results in the following projector functions
c0(x) = 1
c1µ(x) =
√
C−1µν x¯ν
c2µν(x) = G
−1/2
µρνσ(x¯ρx¯σ − TρσδC−1δα x¯α − Cρσ)
. . .
with x¯µ = xµ−
∫
dP (x)xµ the centered variables, Cµν =
∫
dP (x)x¯µx¯ν the covariance matrix, Tρσβ =
∫
dP (x)x¯ρx¯σx¯β ,
and
Gµνρσ =
∫
dP (x)x¯µx¯ρx¯ν x¯σ − TµναC−1αβTρσβ − CρσCµν .
Note that the tensor Gµνρσ is symmetric under exchange of pairs of indices (µ, ν)↔ (ρ, σ), and thus can be thought
of as a d2 × d2 symmetric matrix: in Eq. 46, G−1/2 should be understood as the inverse-square-root of this matrix
(square-rooting a positive symmetric matrix is well-defined).
A key property of any basis for our inference scheme is the number of functions δαα it contains, as it controls
the number of degrees of freedom Nb = dδαα (with d the space dimension). For the polynomial basis, let us count
this number of degrees of freedom Nn at expansion order n. Here the “basis index” α is a list of n spatial indices,
α = (µ1, ...µn), corresponding to the function bα = xµ1xµ2 ...xµn , with µi taking d possible values. The same list of
indices in a different order corresponds to the same basis function. Counting the number of distinct ways to define
such functions is thus equivalent to counting the number of ways of distributing n unordered indices onto d labels,
and thus δαα =
(
n+d−1
d−1
)
so that we have Nn = d
(
n+d−1
d−1
)
. Note that for large n but finite d the number of degrees of
freedom goes like dnd−1/(d−1)!, i.e. polynomially with n. For large dimensions and finite n it goes as Nn ∼ dn+1/n!.
In both of these limits the initial exponential growth thus saturates, resulting in a tractable polynomial growth of the
complexity of our method with either increasing d or n; only when both are proportional does the number of functions
become exponential.
III. STOCHASTIC FORCE INFERENCE: ESTIMATING Fµα AND ITS ERROR
In this Section, we derive the core results of our article: how to perform SFI in practice, and self-consistently
estimate the error in the inference.
A. The force as a trajectory average
To be able to deduce the force from the trajectory one first needs an expression for the force in terms of measurable
quantities along the trajectory. We have
F(x) = lim
→0
〈
(x(t+ )− x(t))

∣∣∣∣x(t) = x〉 = 〈x˙+|x(t)〉 = 〈δ(x(t)− x)x˙+〉 /P (x) (46)
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where 〈 ·|x(t) = x〉 means averaging over realizations of the noise, conditioned on being at position x at time t. We
have defined here x˙+ as the right hand derivative, corresponding to Itô calculus (see Appendix A of [21]). The
coefficients of the force field in its decomposition with respect to the phase space projector cα(x) are:
Fµα =
∫
dxP (x)Fµ(x)cα(x) =
∫
dx
〈
δ(x(t)− x)x˙+µ
〉
cα(x)
=
〈∫
dxδ(x(t)− x)x˙+µ cα(x)
〉
=
〈
x˙+µ cα(x)
〉 (47)
Because of this last expression, the force projection coefficient Fµα can be expressed as an average quantity along an
infinitely long trajectory, which can thus be estimated by computing it on a finite trajectory.
Note that, similarly to the force, the phase space velocity can also be defined through an average of x˙, where the
time derivative is taken in the Stratonovich sense:
v(x) = lim
→0
〈
(x(t+ )− x(t− ))
2
∣∣∣∣x(t) = x〉 = 〈12(x˙+ + x˙−)
∣∣∣∣x(t) = x〉 = 〈δ(x(t)− x)12(x˙+ + x˙−)
〉
/P (x) (48)
(see Appendix A of [21]). The phase space velocity in its decomposition with respect to the phase space basis cα(x)
is, analogously to the force,:
vµα =
〈
1
2
(x˙+µ + x˙
−
µ )cα(x)
〉
(49)
B. Projection on the empirical basis
The second difficulty in evaluating Eq.2 of the main text in practice is that the phase space measure P (x) is
unknown in practice. As a consequence, the phase space basis, cα(x) is not known either, as it is the orthonormalized
basis derived from b using P as the measure. Our approach consists in approximating P (x) by the empirical measure
Pˆτ (x) =
1
τ
∫ τ
0
δ(x− x(t))dt (50)
corresponding to a time average along the trajectory.
We then define the empirical projector cˆα with respect to this measure, as in the main text:
cˆα(x) = Bˆ
−1/2
αβ bβ(x) with Bˆαβ =
∫
bα(x)bβ(x)
dt
τ
. (51)
Note that this idea of projecting onto a trajectory-dependent orthonormal basis is original to the best of our knowledge,
and crucial to our method. In the long-trajectory limit, these “empirical projectors” cˆα(x) converge to the phase-space
projectors cα(x); more precisely, we expect that for typical trajectories cˆα(x) = cα(x) + O(
√
τ0/τ), where τ is the
length of the trajectory and τ0 is a relaxation time of the system. In the case of the polynomial basis for instance, the
convergence of the basis at order n is related to the convergence of the n-th cumulant of the probability distribution
function, as apparent in Eq. 46. We do not seek to make this statement more mathematically precise here.
As an intermediate variable for this calculation, we define the projection coefficients F τµα of the (exact) force onto
these empirical projectors. These coefficients are trajectory dependent; however, cˆα are directly accessible from the
trajectory, as is the empirical measure with respect to which they are projectors, so that obtaining the coefficients
F τµα precisely, would result in an accurate approximation of the force field Fµ ≈ F τµαcˆα along the trajectory. For this
reason, we focus here on how the estimator Fˆµα as defined in Eq. 4 of the main text converges to F τµα. The relative
errors presented in the main text also refer to this convergence (rather than the convergence to the phase-space
projection Fµα). Recall that our estimator is given by
Fˆµα =
1
τ
∫ Itô
cˆα(x)dx
µ
t (52)
=
1
τ
∫ τ
0
cˆα(x)Fµ(x)dt︸ ︷︷ ︸
F τµα
+
1
τ
∫ Itô
cˆα(x)
√
2D1/2µν dξ
ν
t︸ ︷︷ ︸
Zµα
(53)
using the Langevin equation (11). Since F τµα is what we wish to infer, we propose to study now the statistics of
Zµα = Fˆµα − F τµα, i.e. its mean and variance.
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C. Statistics of the error in the inference of the projection coefficients
We thus study the first and second moment of the random tensor Zµα, i.e. respectively the systematic bias and
the typical error of Fˆµα as an estimator of F τµα. To make the norm of these moments meaningful, it is necessary here
to go to dimensionless coordinates: indeed, different phase space coordinates can have different dimensions (such as,
for instance, a phase space comprising both distances and angles), and thus different coordinates of Zµα cannot be
compared or summed. For this reason, we define Wµα = D
−1/2
µν Zνα, all the coordinates of which have the dimension
of t−1/2.
First recall that we defined both phase-space and empirical projectors as a linear combination of the basis functions
b, cα = B
−1/2
αβ bβ and cˆα = Bˆ
−1/2
αβ bβ , where
Bαβ =
∫
dxP (x)bβ(x)bα(x) Bˆαβ =
∫ τ
0
dt
τ
bβ(x(t))bα(x(t)) (54)
Thus we have limτ→∞ Bˆ
−1/2
αβ = B
−1/2
αβ and
〈
Bˆαβ
〉
= Bαβ . Let us denote ∆αβ = B
1/2
αγ Bˆ
−1/2
γβ − δαβ the dimensionless
error on the orthonormalization matrix (indeed, the basis functions bα can in principle have a dimension). We have
limτ→∞∆αβ = 0; typically, we’ll have more precisely ∆αβ = O(1/
√
τ), corresponding to the convergence of trajectory
integrals to phase-space integrals in Eq. 54. We then have
Zµα ≡ 1
τ
∫ Itô
cˆα(x)
√
2D1/2µν dξ
ν
t = B
−1/2
αβ
√
2D1/2µν
1
τ
∫ Itô
bβ(x)dξ
ν
t +B
−1/2
αβ ∆βγ
√
2D1/2µν
1
τ
∫ Itô
bγ(x)dξ
ν
t . (55)
For the remainder of this Section we will denote the Itô integral by a regular integration:
∫ Itô
dξνt =
∫ τ
0
dξνt . We
now put an upper bound on the first moment of Zµα, i.e. on the systematic bias. Note that the first term in Eq. 55
has zero average, as it is linear in the noise. In contrast, due to possible correlations between the noise and the
random variable ∆αβ , the second term may not average to zero. Going to dimensionless coordinates, we use the
Cauchy-Schwarz inequality to bound the norm of this bias:
‖ 〈Wµα〉 ‖2 =
∥∥∥∥〈B−1/2αβ ∆βγ 1τ
∫ τ
0
bγ(x)D
−1/2
µν
√
2D1/2νρ dξ
ρ
t
〉∥∥∥∥2 ≤ 2B−1βδ 〈∆βρ∆ρδ〉〈 1τ2
∫ τ
0
bγ(x)dξ
µ
t
∫ τ
0
bγ(x)dξ
µ
t′
〉
(56)
We can then use the so-called Itô isometry relation [38] to prove that〈∫ τ
0
bα(x)dξ
µ
t
∫ τ
0
bβ(x)dξ
µ
t′
〉
=
〈∫ τ
0
bα(x(t))bβ(x(t))dt
〉
=
〈
Bˆαβ
〉
(57)
which implies that
‖ 〈Wµα〉 ‖2 ≤ 2
τ
B−1βδ 〈∆βρ∆ρδ〉
〈
Bˆγγ
〉
(58)
Since ∆αβ = O(τ−1/2), we thus have 〈Wµα〉 = O(1/τ), which corresponds to a fast convergence of the bias towards
zero: the bias is negligible compared to the fluctuating part of inference error, which goes as O(τ−1/2).
Indeed, let us now compute the second moment of Wµα. We have
〈WµαWνβ〉 = 2
τ2
〈
Bˆ−1/2αγ Bˆ
−1/2
βδ
∫ τ
0
∫ τ
0
dξµt dξ
ν
t′bγ(x(t))bδ(x(t
′))
〉
(59)
As Bˆ−1/2αγ depends on all values of t, it is not adapted to the Wiener process dξµt , and thus we cannot apply the Itô
isometry. However, we have Bˆ−1/2αγ = B
−1/2
αβ (δβγ + ∆βγ). Applying the Itô isometry (Eq. 57) yields:
〈WµαWνβ〉 = 1
τ2
δµνB
−1/2
αγ B
−1/2
βδ 2τ
〈
Bˆγδ
〉
+Rµανβ (60)
=
2
τ
δµνδαβ +Rµανβ (61)
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where we have defined the remainder
Rµανβ =
2
τ2
〈(
B−1/2αγ B
−1/2
βλ ∆λδ +B
−1/2
αλ ∆λγBˆ
−1/2
βδ
)∫ τ
0
∫ τ
0
dξµt dξ
ν
t′bγ(x(t))bδ(x(t
′))
〉
(62)
which is, as we show now, subleading in Eq. 60. We now wish to bound the amplitude of the remainder
| 〈WµαWµα〉 − 2τNb| = |Rµαµα|. Since for typical trajectories ∆αβ = O(τ−1/2), we can bound every element of the
matrix |B−1/2αγ B−1/2αλ ∆λδ+B−1/2αλ ∆λγBˆ−1/2αδ | ≤ R ·Oγδ for such trajectories, where R = O(1/
√
τ) is a (non-fluctuating)
number and Oγδ is the matrix with ones at all places. We get
| 〈WµαWµα〉 − 2
τ
Nb| = 2
τ2
∣∣∣∣〈(B−1/2αγ B−1/2αλ ∆λδ +B−1/2αλ ∆λγBˆ−1/2αδ )∫ τ
0
∫ τ
0
dξµt dξ
µ
t′bγ(x(t))bδ(x(t
′))
〉∣∣∣∣
≤ 2
τ2
〈∣∣∣(B−1/2αγ B−1/2αλ ∆λδ +B−1/2αλ ∆λγBˆ−1/2αδ )∣∣∣ ∣∣∣∣∫ τ
0
∫ τ
0
dξµt dξ
µ
t′bγ(x(t))bδ(x(t
′))
∣∣∣∣〉
≤ 2
τ2
R ·Oγδ
〈∣∣∣∣∫ τ
0
∫ τ
0
dξµt dξ
µ
t′bγ(x(t))bδ(x(t
′))
∣∣∣∣〉
≤ 2
τ2
R ·Oγγ
〈∣∣∣∣∫ τ
0
∫ τ
0
dξµt dξ
µ
t′bδ(x(t))bδ(x(t
′))
∣∣∣∣〉
=
2
τ2
R ·Oγγ
〈∫ τ
0
dξµt bδ(x(t))
∫ τ
0
dξµt bδ(x(t))
〉
=
1
τ2
R ·Oγγ2τ
〈
Bˆδδ
〉
= O(1/τ3/2).
(63)
In the fourth line we have used that for two semi-definite matricesMαβ and Nαβ , MαβNβα ≤
√
M2ααN
2
ββ ≤MααNββ ,
an identity based on the Cauchy-Schwarz inequality. In the fifth line we employed the the Itô isometry (Eq. 57).
Again, this subleading term originates from the convergence of the empirical projected basis to its long-trajectory
limit.
D. Self-consistent estimate of the error on the projected force
Now that we know the statistical properties of the dimensionless error term Wµα, we can write the covariance of
the inferred force projection coefficients explicitly:〈(
Fˆµα − F τµα
)(
Fˆνα − F τνα
)〉
=
2Dµν
τ
δαβ(1 +O(1/
√
τ)) (64)
Now, let us define the information along the trajectory by
Iτb =
1
4
τF τµαD
−1
µν F
τ
να. (65)
In the long time limit, the rate of information Iτb /τ converges to the capacity we had discussed previously. Similarly,
we define the empirical estimate of the information along the trajectory,
Iˆb =
τ
4
FˆµαD
−1
µν Fˆνα = I
τ
b +
1
2
τF τµαD
−1
µν Zνα +
1
4
τZµαD
−1
µν Zνα = I
τ
b +
1
2
τFˆµαD
−1
µν Zνα −
1
4
τZµαD
−1
µν Zνα. (66)
so that
Iτb = Iˆb −
1
2
τFˆµαD
−1
µν Zνα +
1
4
τZµαD
−1
µν Zνα (67)
We can also relate the average of the empirical information to the trajectory information:〈
Iˆb
〉
− Iτb =
1
2
Nb (68)
at leading order. The estimator Iˆb is thus biased, with bias 12Nb.
In practice, the “true” force field is not known – inferring it is the goal here. It is therefore important to provide an
estimate of the inference error using only the inferred quantities. Eq. 64 allows us to propose such a self-consistent
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estimate of the error. Indeed, it can be interpreted as the (squared) typical error on the force projection coefficients,
its right-hand-side can be estimated using only trajectory-dependent quantities (again, we assume that the diffusion
matrix is known). We can also combine these quantities in a single number quantifying the relative inference error, as
(F τµα − Fˆµα)D−1µν (F τνα − Fˆνα)
FˆµαD
−1
µν Fˆνα
∼ 2Nb/Iˆ. (69)
Thus 2Nb/Iˆ provides a self-consistent estimate of the relative error. Note that in the absence of forces,
〈
Iˆ
〉
= Nb/2,
corresponding to an inferred error of 1, which is consistent.
E. The force estimator and maximum likelihood
Let us show that the estimator we propose in Eq. 53 is also the maximum log-likelihood estimator for Fµα. Indeed,
given a measured trajectory Cτ , we use the expression for the probability of a trajectory, Eq. 17, to calculate
0 =
∂ logP(Cτ |F )
∂F τµα
=
∫
dx
∂ logP(Cτ |F )
∂Fν(x)
∂Fν(x)
∂F τµα
. (70)
We have
∂ logP(Cτ |F )
∂Fν(x)
=
1
2
∫ τ
0
dtD−1νµ (x˙µ(t)− Fµ(x(t)))δ(x− x(t)) (71)
Next, the empirical projectors cˆα, corresponding to the trajectory, give the decomposition of the force as
Fν(x) = F
τ
ναcˆα(x) + F
⊥
ν (72)
so that
∂Fν(x)
∂F τµα
= cˆα(x)δµν (73)
and
0 =
∫
dx
∂ logP(Cτ |F )
∂Fν(x)
∂Fν(x)
∂F τµα
=
∫
dxcˆα(x)
∫ τ
0
dt(xν(t)− Fν(x(t)))δ(x− x(t)) (74)
resulting in ∫ τ
0
dtx˙ν(t)cˆα(x(t))
∫
dxδ(x− x(t))︸ ︷︷ ︸
1
=
∫
dxcˆα(x)Fν(x)
∫ τ
0
dtδ(x− x(t))︸ ︷︷ ︸
τPˆ (x)
= τF τνα (75)
which is solved by our estimator in Eq. 53. This estimator indeed maximizes the log-likelihood, since cˆα(x) is
independent of F τµα so that
∂ logP(Cτ |F )
∂F τµα∂F
τ
νβ
=
∂
∂F τνβ
∫
dx
1
2
∫ τ
0
dtD−1µρ (xρ(t)− Fρ(x(t)))δ(x− x(t))cˆα(x)
= −
∫
dx
1
2
∫ τ
0
dtD−1µν δ(x− x(t))cˆα(x(t))cˆβ(x(t)) = −
τ
2
δαβD
−1
µν
(76)
which is a negative definite matrix.
IV. INFERENCE OF VELOCITIES AND ENTROPY PRODUCTION
In this section, we show how our approach allows the inference of entropy production, and phase space currents
(or more specifically phase space velocities). We start by some phase-space reminders about the entropy production,
then discuss how to infer the entropy produced from a given trajectory.
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Phase space entropy production. The steady state entropy production rate is defined via [17]
S˙ =
∫
dxP (x)vµ(x)D
−1
µν vν(x) =
∫
dxP (x)vµ(x)D
−1
µν Fν(x) (77)
where vν(x) = jν(x)/P (x) is the phase space velocity, explicitly given by
vµ = Fµ −Dµν∂ν logP (x) (78)
and jν is the phase space current. The equality between the two expressions for the entropy production arises from
the steady state condition: ∂µjµ = 0, implying that gµ = ∂ν logP (x) is orthogonal to vµ with respect to the phase
space measure.
The quantity
∫
dxP (x)vµ(x)D
−1
µν Fν(x) is the entropy production related to the heat produced in the bath. Indeed,
if the Einstein relation between the mobility and diffusion matrix holds, then this term corresponds to the average
work performed by the force divided by the temperature. As the system is overdamped, any work performed is
dissipated into heat. Note however that even if we do not assume the Einstein relation holds (i.e. that the origin of
the white noise is a heat bath), this term can be interpreted as an entropy production.
Entropy production along a trajectory. One can define the entropy production along the trajectory, or equivalently
the dissipated energy divided by temperature corresponding to the work performed by the force, as [17]
∆Qτ =
∫ Strat
D−1F · x˙ dt =
∫ τ
0
D−1µν Fν(x(t)) ◦ dxtµ (79)
where the integral is to be understood in the Stratonovich sense (which following usual notations we denote as ◦dxtµ).
This entropy production is often referred to as the entropy produced in the medium, and one can also define what is
called the total entropy production along the trajectory (medium+system) [17]. Assuming the initial point is drawn
from the steady state pdf, the total entropy production is given by
∆Sτ =
∫ τ
0
D−1µν v
ν(x(t)) ◦ dxtµ (80)
In the limit τ →∞, when divided by τ , the two definitions for the entropy production converge to the same limit,
equal to the entropy production rate in the system: S˙ =
∫
dP (x)D−1µν vν(x)vµ(x) =
∫
dP (x)D−1µν Fν(x)vµ(x).
Velocity and entropy production inference. The probability density P (x) is generally not accessible, so that the
phase space velocity cannot be directly computed. However, we have already discussed the empirical density Pˆ (x)
and we can also define the empirical current (see for example [39]):
jˆµ(x) =
1
τ
∫ τ
0
δ(x(t)− x) ◦ dxtµ = Fµ(x)Pˆ (x)−Dµν∂ν Pˆ (x) +
1
τ
∫ Itô
δ(x(t)− x)dξtµ (81)
using in the last line that x(t) satisfies the Langevin equation and the relation between Itô and Stratonovich integrals.
This motivates the definition for the empirical phase space velocity
vˆµ = jˆµ(x)/Pˆ (x) (82)
and allows to write
∆Qτ = τ
∫
Fµ(x)D
−1
µν jˆν(x)dx = τ
∫
Fµ(x)D
−1
µν vˆν(x)dPˆ (x) (83)
Note that in this last equation, the force is the exact force, but the velocity (and probability measure) is the empirical
one, defined in Eq. 82, so that we obtain the trajectory-wise heat, as in Eq. 79. If we now insert into this relation the
projection onto the empirical basis of the force and phase space velocity we get the entropy production corresponding
to that basis:
∆Qτb = τF
τ
µαD
−1
µν vˆνα (84)
where
vˆµα =
∫ Strat
x˙µcˆα(x)
dt
τ
= F τµα +Dµν
∫
∂ν cˆα(x)
dt
τ
+
1
τ
∫ Itô
cˆα(x)
√
2D1/2µν dξ
t
ν = Fˆµα +Dµν
∫
∂ν cˆα(x)
dt
τ
(85)
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using integration by parts. The estimator for the entropy production related to the basis is
∆Qˆb = τFˆµαD
−1
µν vˆνα = ∆Q
τ
b + τZµαD
−1
µν vˆνα. (86)
It is important to note that the projected entropy production corresponding to the heat is not positive definite, unless
we are able to resolve the entire force. Therefore, it does not give a bound on the entropy produced. Furthermore,
recall that as was the case for the projection onto the phase space basis (Sec. II), the projected total entropy and the
heat generically differ.
On the other hand, the projection of the total entropy production is positive definite, and therefore does give a
lower bound on the entropy production. The expression vˆµαD−1µν vˆνα may be viewed as an estimator of the projection
of the total entropy production ∆Sτb /τ , or the total entropy production rate in the steady state S˙b = vµαD
−1
µν vµα,
however some caution is required. Indeed, consider
∆Sτ/τ =
∫
vµ(x)D
−1
µν jˆν(x)dx =
∫
vµ(x)D
−1
µν vˆν(x)dPˆ (x). (87)
(note that one velocity is empirical and the other is exact in this equation). then
∆Sτb /τ = v
τ
µαD
−1
µν vˆνα (88)
and we can define the estimator
ˆ˙Sb = vˆµαD
−1
µν vˆνα (89)
This estimator is less controlled than the estimator we have for Q˙τb . Indeed, the estimator vˆ has two sources of
error as an estimator of v. Defining
v˜µ = Fµ −Dµν∂ν log Pˆ (x) (90)
with the empirical pdf rather than the actual one, we have vˆ = v˜µ+ 1τ
∫ Itô
δ(x(t)−x)√2D1/2µν dξνt /Pˆ (x). In particular,
for the projection onto the empirical basis:
vˆµα = v˜
τ
µα + Zµα (91)
where v˜τµα − vτµα = δvτµα 6= 0, vτµα being the projection of the actual phase space velocity onto the empirical basis.
This is in contrast to the force, where our estimator includes the projection of the actual force.
We write
ˆ˙S = ∆Sˆb/τ = vˆµαD
−1
µν vˆνα = ∆S
τ
b /τ + ZµαD
−1
µν vˆνα + δv
τ
µαD
−1
µν vˆνα. (92)
This is a biased estimator, since
〈
ZµαD
−1
µν vˆνα
〉 ≈ 〈ZµαD−1µν Zνα〉 = 2Nbτ . We do not have a formal estimate for the
last term, δvτµαD−1µν vˆνα, but we expect δvτµα ∼ O(1/
√
τ) so that a reasonable estimate seems to be:
ˆ˙Sb =
∆Sτb
τ
+
2Nb
τ
+O
√2vˆµαD−1µν vˆνα
τ
+
2Nb
τ
 . (93)
Here, for the estimate of the fluctuating part (the error term) we have estimated
〈
ZµαD
−1
µν ZναZρβD
−1
ρσ Zσβ
〉 ∼
O((2Nb/τ)
2), and the contribution in the square root is the dominant term when vτµα is non-zero, i.e there is signal.
We focus on the long time limit, τ →∞, S˙τ → S˙ so that naturally an estimator of ∆Sτb /τ becomes also an estimator
of S˙b, with deviations which are again of order O(1/
√
τ). Thus, we may finally estimate
ˆ˙Sb = S˙b +
2Nb
τ
+O

√
2 ˆ˙Sb
τ
+
2Nb
τ
 . (94)
Where S˙b = vµαD−1µν vµα. We emphasize again that the estimates for the error here are rough, and are only intended
to capture the order of magnitude.
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V. INCOMPLETE OBSERVATIONS AND TIME-DEPENDENT FORCES
In this article, we make strong assumptions on the dynamics of the system we observe: that it obeys a Langevin
dynamics for the observed degrees of freedom x, and that the force field in phase space is time-independent. These
two assumptions are linked. Indeed, consider the very relevant case of systems which obey a Langevin dynamics,
but for which not all degrees of freedom are observable. In that case, the force on the observed degrees of freedom
depends on the state of the hidden variables, therefore apparently violating the assumptions of our formalism. It is
interesting to note however that this violation is only superficial. Indeed, “hiding” some degrees of freedom of the
system is completely equivalent to using a projection basis where these degrees of freedom do not appear explicitly
(i.e. functions that are constant with respect to these degrees of freedom). Therefore, provided that the system as a
whole obeys a constant-force Langevin equation, SFI will capture the projection of the dynamics onto the observed
degrees of freedom, effectively averaging over the hidden ones. Indeed, assume that the force takes the form F (x,y)
where only x can be measured. We thus project the force field onto a set of function bα(x) that depends only on x.
Hence
Fµα =
∫
dxdyP (x,y)cα(x)Fµ(x,y) =
∫
dxdyP (y|x)Fµ(x,y)P (x)cα(x) =
∫
dxF¯ (x)P (x)cα(x) (95)
where F¯ (x) =
∫
dyP (y|x)Fµ(x,y) is the force at x averaged over y. A similar formula applies to the phase space
velocity, as well as when replacing the phase space integral by a time integral— in which case one replaces the phase
space measure with the empirical measure. As a consequence, our formulas for the projected entropy production and
capacity remain valid, and provide lower bounds to total entropy production and capacity of the system:
S˙tot =
∫
dxdyP (x,y)vµ(x,y)D
−1
µν vν(x,y) =
∫
dxP (x)D−1µν vµvν(x) ≥
∫
dxP (x)D−1µν v¯µ(x)v¯µ(x) ≥ D−1µν vµαvµα = S˙b
(96)
VI. INFERENCE IN THE PRESENCE OF MEASUREMENT NOISE
Our inference method relies heavily on computing x˙, i.e. the first time derivative of the signal, and on being able
to resolve the difference between Itô and Stratonovich time derivatives for (the white noise part of) the signal. One
expects that measurement noise would then swamp the signal and make the distinction between the two, and thus
our inference method, impractical. It turns out, however, that even in the presence of measurement noise we can
suggest estimators vˆµα and Fˆµα which are unbiased by the measurement noise and accurately capture the currents
and forces, respectively.
Indeed, let us consider a noisy measure y of the system’s state x at discrete times ti = i∆t, defined as
yµ(ti) = xµ(ti) + η
i
µ
〈
ηiµη
j
ν
〉
= Λµνδi,j (97)
where x obeys the dynamics (11) and η is the measurement noise (which we assume to be of zero average, without
loss of generality). We assume this noise to be uncorrelated between different (discrete) time points. Consider first
the estimator Fˆ (noisy)µα for the force projection coefficient in the presence of noise (we define, as before, ∆yµ(ti) =
yµ(ti+1)− yµ(ti) and ∆xµ(ti) = xµ(ti+1)− xµ(ti)):
Fˆ (noisy)µα =
1
τ
∑
i
∆yµ(ti)cα (y(ti)) (98)
=
1
τ
∑
i
∆xµ(ti)cα (y(ti)) +
1
τ
∑
i
∆t cα (y(ti))
ηi+1µ − ηiµ
∆t
(99)
There are two parts to the error due to measurement noise, one stemming from the noise in the position and the other
from the noise in the velocity. We assume here that the former is relatively small, i.e. that we can write
cα (y(t)) ≈ cα (x(t)) + ηµ(t)∂µcα (x(t)) + ηµην
2
∂2µνcα (x(t)) + . . . (100)
Then the average (over measurement noise) of the estimator for the force projection reads〈
Fˆ (noisy)µα
〉
= Fˆµα − 〈ηµην〉
∆t
∫
∂νcα(x(t))
dt
τ
+ . . . (101)
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This second term is a “dangerous” bias, as it diverges with ∆t → 0, which is symptomatic of the influence of
measurement noise on force inference. Eq. 98 is thus impractical in this case.
In contrast, it is interesting to notice than when doing the same expansion with the velocity projection coefficients,
we have
vˆ(noisy)µα =
1
τ
∑
i
∆yµ(ti)cα
(
y(ti) + y(ti+1)
2
)
(102)
=
1
τ
∑
i
∆xµ(ti)cα
(
y(ti) + y(ti+1)
2
)
+
1
τ
∑
i
∆t
ηi+1µ − ηiµ
∆t
cα
(
y(ti) + y(ti+1)
2
)
(103)
and
cα
(
y(ti) + y(ti+1)
2
)
≈cα
(
x(ti) + x(ti+1)
2
)
+
(ηi+1µ + η
i
µ)
2
∂µcα
(
x(ti) + x(ti+1)
2
)
+ . . . (104)
Now all the dangerous terms in 1/∆t have zero average. Indeed, averaging over the measurement noise,〈
(ηi+1µ − ηiµ)
∆t
(ηi+1µ + η
i
µ)
2
∂νcα
(
x(ti) + x(ti+1)
2
)〉
=
〈
ηi+1µ η
i+1
ν − ηiµηiν
〉
2∆t
∂νcα
(
x(ti) + x(ti+1)
2
)
= 0 (105)
The reason for these useful cancellations is that by construction, the velocity projection coefficient is odd under
time-reversal of the trajectory; in contrast, all moments of the measurement noise are even under time reversal, as it
is assumed to be time-uncorrelated. Note that there remains a fluctuating term which is of the order O(
√
Λ/τ∆t),
where Λ is the magnitude of the measurement noise variance. Up to this zero-mean error term, our estimator for the
velocity projection coefficients is thus unaffected by measurement noise on time derivatives.
To obtain an unbiased estimator for the force, we may use the relation between Itô and Stratonovich integration
for a variable x which satisfies the stochastic differential equation (Eq. 11):
1
τ
∑
i
∆xµ(ti)cα (x(ti)) =
1
τ
∑
i
∆xµ(ti)cα
(
x(ti+1) + x(ti)
2
)
−Dµν 1
τ
∑
i
∂νcα
(
x(ti) + x(ti+1)
2
)
∆t. (106)
We can therefore use for the force estimator
Fˆµα = vˆµα −Dµν 1
τ
∑
i
∂νcα
(
y(ti) + y(ti+1)
2
)
∆t (107)
where we have seen that vˆµα is unbiased by the noise, and the last term does not include a time derivative of the
measurement and so is also under control.
Note that both the empirical information Iˆb and the estimated entropy production
ˆ˙Sb are now biased by the
measurement noise, the bias being of order O(1/(τ∆t)). Thus our treatment of the measurement noise remains
incomplete, and if no other method is used to take care of the measurement noise, requires sufficiently large τ as well
as not too small time steps ∆t. In addition, if the amplitude of the noise is not small compared to the typical spatial
variation of the trajectory then there are additional biases coming from evaluating the projectors at the wrong points.
VII. INFERENCE IN THE PRESENCE OF AN INHOMOGENEOUS DIFFUSION COEFFICIENT
Our method of inference for the diffusion coefficient follows a similar logic to that of the inference of the force. We
start with the local expression
Dµν(x) =
1
2
lim
→0
〈
(x(t+ )− x(t))µ(x(t+ )− x(t))ν

∣∣∣∣x(t) = x〉 (108)
and define the projections
Dµνα =
1
2
∫
dxP (x)Dµν(x)cα(x) =
∫
dx lim
→0
〈
δ(x(t)− x) (x(t+ )− x(t))µ(x(t+ )− x(t))ν

〉
cα(x)
=
1
2
〈∫
dxδ(x(t)− x) lim
→0
(x(t+ )− x(t))µ(x(t+ )− x(t))ν

cα(x)
〉
=
1
2
lim
→0
〈
(x(t+ )− x(t))µ(x(t+ )− x(t))ν

cα(x)
〉 (109)
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from which we get our estimator
Dˆµνα =
1
τ
N∑
i=0
∆t
∆xµ(ti)∆xν(ti)
2∆t
cˆα(x(ti)) (110)
A. Estimate of the error on the projected diffusion coefficient
Here we will work with the discrete version of the overdamped Langevin equation, written using the Itô convention:
∆xµ(ti) = xµ(ti+1)− xµ(ti) = Φ(x(ti))∆t+
√
2D(x(ti))µν∆ξ
ti
ν (111)
where Φµ = Fµ(x(ti)) + ∂νDµν(x(ti)) and ∆ξtiν is a centered Gaussian variable with variance
〈
∆ξtiν ∆ξ
ti
µ
〉
= ∆tδµνδij
. For the error calculation we will only consider the leading order terms in ∆t so that we may replace ∆xµ(ti)∆xν(ti)
by 2D1/2µρ D
1/2
νσ ∆ξtiρ ∆ξ
ti
σ . We thus have, to leading order:
Dˆµνα −Dµνα = 1
N
N∑
i=0
D1/2µρ (x(ti))D
1/2
νσ (x(ti))
(
∆ξtiρ ∆ξ
ti
σ
∆t
− δρσ
)
cˆα(x(ti)). (112)
We define the normalized (dimensionless) error
Eα = D¯
−1
µν (Dˆµνα −Dµνα) =
1
N
N∑
i=0
D˜ρσ(x(ti))ζ
ti
ρσ cˆα(x(ti)) (113)
where D¯µν is a reference constant diffusion matrix used for the normalization, which could be taken as the average
diffusion coefficient: D¯µν =
∫
Dµν(x)P (x)dx. We have also denoted D˜ρσ = D
1/2
ρµ D¯−1µνD
1/2
νσ and ζtiρσ = ∆ξtiρ ∆ξtiσ /∆t−
δρσ. Note that
〈
ζtiρσ
〉
= 0 and
〈
ζtiρσζ
tj
µν
〉
= δij(δρµδσν + δρνδσµ):
〈
ζtiρσζ
ti
µν
〉
=
〈(
∆ξtiρ ∆ξ
ti
σ
∆t
− δρσ
)(
∆ξtiµ ∆ξ
ti
ν
∆t
− δµν
)〉
=
〈
∆ξtiρ ∆ξ
ti
σ ∆ξ
ti
µ ∆ξ
ti
ν
〉
∆t2
− δρσδµν = δρµδσν + δρνδσµ (114)
using Wick’s theorem in the last equality. The normalized squared error is then given by:
〈EαEα〉 = 1
N2
N∑
i=0
N∑
j=0
〈
ζtjµνζ
ti
ρσD˜ρσ(x(ti))D˜µν(x(tj))cˆα(x(ti))cˆα(x(tj))
〉
(115)
We compute the leading order of this error, replacing cˆα(x(tj)) by cα(x(tj)), then
1
N2
N∑
i=0
N∑
j=0
〈
ζtjµνζ
ti
ρσD˜ρσ(x(ti))D˜µν(x(tj))cα(x(ti))cα(x(tj))
〉
=
1
N2
N∑
i=0
〈
ζtiµνζ
ti
ρσ
〉 〈
D˜ρσ(x(ti))D˜µν(x(ti))cα(x(ti))cα(x(ti))
〉
=
1
N2
N∑
i=0
〈
D˜νµ(x(ti))D˜µν(x(ti))cα(x(ti))cα(x(ti))
〉
=
1
N
〈∫ τ
0
dt
τ
D˜νµ(x(ti))D˜µν(x(ti))cα(x(ti))cα(x)
〉
≤ d(Dmax)
2
N
〈∫ τ
0
dt
τ
cα(x(ti))cα(x(ti))
〉
=
(Dmax)
2Nb
N
=
(Dmax)
2Nb∆t
τ
(116)
in the equality in the second line we have used that ζtiρσ is white in time correlated and centered: i.e that it is
uncorrelated with x(tj) for j ≤ i and that
〈
ζtiρσ
〉
= 0, which gives an Itô isometry type of result for the double sum.
In the line before last we have passed to the continuous limit of the sum, using τ = N∆t. In the last line we have
assumed that D˜νµ(x(ti)) is bounded from above in the domain. We denote by Dmax the maximum eigenvalue of
D˜νµ(x(ti)) in the domain, and bound D˜νµ(x(ti))D˜µν(x(ti)) ≤ d(Dmax)2.
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Let us comment that the correction to the above result, due to the difference between cˆα(x(tj)) and cα(x(tj)) can
be bounded in a similar fashion as was done in Section III C, if one again uses the assumption that D˜νµ(x(ti)) is
bounded in the domain. This correction should result in a term of order O(τ−3/2), which is sub-leading.
To summarize, we have the error estimate〈∣∣∣∣∣∣D¯−1µν (Dˆµνα −Dµνα)∣∣∣∣∣∣2〉 ≤ (Dmax)2Nb∆tτ (117)
with Dmax the maximum eigenvalue of D˜ρσ = D
1/2
ρµ D¯−1µνD
1/2
νσ in the domain. Here the choice of normalization D¯ is
arbitrary, and it may be chosen as a diagonal matrix with the maximal diffusion coefficients in the domain on the
diagonal, in a dimensionally consistent way (i.e if there are directions in phase space with different units each has its
own maximal diffusion). In that case Dmax becomes of order unity.
B. Inference of the diffusion coefficient with measurement noise
As in Sec. VI, we now consider the case where the exact trajectory is not known, but only a noisy approximation
of it, due to imperfections of the measurement device. To correct for such measurement noise, we suggest using the
modified estimator
Dˆ(noisy)µνα =
1
τ
N∑
i=0
1
2
[∆yµ(ti)∆yν(ti) + ∆yµ(ti+1)∆yν(ti) + ∆yµ(ti)∆yν(ti+1)] cˆα(y(ti)) (118)
Indeed, the bias due to the measurement noise cancels between the first and the last two terms in the parenthesis [12].
Recalling that ηi and ηj are uncorrelated for i 6= j the terms in the square parenthesis coming from the measurement
noise, and which do not average to zero individually, read:〈
ηi+1µ η
i+1
ν + η
i
µη
i
ν − 2ηi+1µ ηi+1ν
〉
= 0 (119)
Note that we have taken the leading order contribution expanding cˆα(y(ti)) ≈ cˆα(x(ti)).
Let us compare the squared error for the corrected estimator (Eq. 118) with that for the estimator (Eq. 110): on
the one hand the squared error for Eq. 110 has a non-vanishing bias of order D¯−2Λ2/∆t2 due to measurement noise,
while Eq. 118 only has a contribution of order D¯−2Λ2/(τ∆t), which vanishes for long trajectories. On the other hand,
the squared error for the corrected estimator (Eq. 118) has an additional contribution coming from the signal, due to
the contributions to
〈
ζtiρσζ
ti
µν
〉
from ∆yµ(ti+1)∆yν(ti)/∆t+ ∆yµ(ti)∆yν(ti+1)/∆t when squared:〈
∆ξ
ti+1
µ ∆ξ
ti+1
ρ
∆t
〉〈
∆ξtiν ∆ξ
ti
σ
∆t
〉
+
〈
∆ξtiµ ∆ξ
ti
ρ
∆t
〉〈
∆ξ
ti+1
ν ∆ξ
ti+1
σ
∆t
〉
+
〈
∆ξ
ti+1
ν ∆ξ
ti+1
ρ
∆t
〉〈
∆ξtiµ ∆ξ
ti
σ
∆t
〉
+
〈
∆ξtiν ∆ξ
ti
ρ
∆t
〉〈
∆ξ
ti+1
µ ∆ξ
ti+1
σ
∆t
〉
= 2δµρδνσ + 2δνρδµσ
(120)
giving a squared error that is four times larger than that of the biased estimator in Eq. 110. There is therefore a
trade-off where for short trajectories with sufficiently small measurement noise the estimator (110) may outperform
the corrected estimator, but the (squared) error on it would saturate at D¯−2Λ2/∆t2 for sufficiently long trajectories,
for which the error on the corrected estimator would continue decreasing. This behavior is demonstrated in Fig 4D
in the main text.
C. Force inference for an inhomogeneous diffusion coefficient
As discussed in the main text, an inhomogeneous diffusion coefficient results in an additional term, sometimes
called “spurious force”, to the Langevin equation. Thus, the force estimator we have used before ((53)) now includes
a contribution both from the spurious force and from the physical force F τµα, the latter being what we want to infer:
Φˆµα =
1
τ
∫ Itô
cˆα(x)dx
µ
t (121)
=
1
τ
∫ τ
0
cˆα(x)Fµ(x)dt︸ ︷︷ ︸
F τµα
+
1
τ
∫ τ
0
cˆα(x)∂νDµν(x)dt︸ ︷︷ ︸
spurious force projection
+
1
τ
∫ Itô
cˆα(x)
√
2D1/2µν (x)dξ
ν
t︸ ︷︷ ︸
Zµα
(122)
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Besides, this estimator is biased by measurement noise, as discussed in Sec. VI. We now present a way to infer the
projection of the physical force only, in a way that is not biased by measurement noise. As in Sec. VI, we use the
relation between Itô and Stratonovich integrals to relate it to vˆµα, which can be inferred as before and is unbiased by
measurement noise. We have:
1
τ
∫ Itô
cˆα(x)dx
µ
t =
1
τ
∫ Strat
cˆα(x)dx
µ
t −
1
τ
∫
Dµν(x)∂ν cˆα(x)dt = vˆµα − 1
τ
∫
Dµν(x)∂ν cˆα(x)dt (123)
Combining Eq. 123 and Eq. 122 we get
Φˆµα − 1
τ
∫ τ
0
cˆα(x)∂νDµν(x)dt = F
τ
µα + Zµα = vˆµα −
1
τ
∫
∂ν(Dµν cˆα(x))dt (124)
This equation is analogous, and in the long time limit converges, to the projection of the phase space relation Fµ(x) =
vµ(x) + Dµν(x)∂ν logP (x), with 1τ
∫
∂ν(Dµν cˆα(x))dt being an estimator for the projection of Dµν(x)∂ν logP (x).
Finally, we arrive at the estimator for the force by replacing Dµν by our estimator for the diffusion coefficient
Dˆµν = Dˆµναcˆα(x):
Fˆµα = vˆµα − 1
τ
∫
∂ν(Dˆµν cˆα(x))dt = vˆµα − 1
τ
∫
∂ν(Dˆµνβ cˆβ(x)cˆα(x))dt (125)
This latter approximation contains two sources of error: first, the error on the projection coefficients Dµνα resulting
from the use of the estimators Dˆµνα. We have seen that this error is suppressed by a factor of ∆t compared to what
we expect for the error on the force, and is therefore sub-leading. The more significant error we are making has to
do with the approximation Dˆµν = Dˆµναcˆα(x): if our estimator for the diffusion matrix does not capture its spatial
structure sufficiently well, Eq. 125 will result in an uncontrollably biased, and therefore poor, estimator.
VIII. MODEL DETAILS AND SIMULATION PARAMETERS FOR NUMERICAL RESULTS
A. Overdamped Langevin simulations
To benchmark our Stochastic Force Inference method, we test it on several simple models of Brownian dynamics.
We discretize the overdamped Langevin equation, x˙µ = Fµ + ξµ, into
x(t+ dt) = x(t) + dtF(x(t)) +
√
2Ddtζ (126)
where ζ is a vector of independent normal random variables with zero mean and unit variance. Again, the force here
includes the mobility matrix: the system is out-of-equilibrium if D−1F(x) does not derive from a potential, regardless
of whether this comes from violations of fluctuation-dissipation relations (such as interacting components at different
temperatures), non-reciprocal interactions or the presence of curl in the external force fields. Note that in order to
ensure numerical stability of this equation, the interval dt must be sufficiently small, while SFI can accommodate a
moderately large value of dt (see Sec. IA). We therefore run the simulations at a higher rate than the input for SFI;
the value of ∆t indicated in the parameters is that of the SFI input, while the elementary time step used to generate
the trajectories is denoted dt. All simulations presented here have an initial state pre-equlibrated.
In the simulations presented in this article, the diffusion matrix is assumed to be known. It can be inferred using
standard techniques such as fitting the mean-square displacement as a function of the time interval separating the
points; in general, in the strong-noise cases considered in this article, inferring the diffusion coefficient is significantly
less demanding than force inference, and results in very little additional error.
B. 2D Ornstein-Uhlenbeck processes (Figure 1C, F, G)
The first model we benchmark our method on is a 2D process in a linear trap, also known as an Ornstein-Uhlenbeck
process. We consider here an anisotropic equilibrium process with isotropic diffusion; we set the diffusion to unity,
Dµν = δµν . The force field is Fµ = −Ωµν(xν − x0µ) (black arrows in Fig. 1F), where we choose
x0 =
(
0
0
)
Ω =
(
1 0.5
0.5 1
)
(127)
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We use a simulation timestep dt = 0.005 and ∆t = 0.01. The trajectory presented in Fig. 1C and analyzed in Fig
1G of the main text has a length Nsamples = 4000. It is analyzed by SFI with basis b = {1, x1, x2}. The inferred
projected force field on this basis (blue arrow in Fig. 1F) has the form Fˆµ(x) = −Ωˆµν(xν − xˆ0) where the Nb = 6
inferred parameters are
xˆ0 =
(
0.27
0.13
)
Ωˆ =
(
1.15 0.27
0.42 0.76
)
(128)
Quantitatively, as mentioned in the main text, this results in a (squared) relative error on the inferred projection
coefficient [(Fˆµα − Fµα)D−1µν (Fˆνα − Fνα)]/[FˆµαD−1µν Fˆνα] = 0.15. The inferred information along this trajectory is
Iˆb = FˆµαD
−1
µν Fˆνα = 19.1 (i.e. 27.6 bits with the 1/log(2) nat-to-bit conversion factor). The self-consistent confidence
interval for this error is Nb/2Iˆb = 0.16: the actual error is thus within the confidence interval.
It is interesting to note that the inferred matrix Ωˆ (Eq. 128) is not symmetric, meaning that the inferred model is
out-of-equilibrium (it exhibits phase space cycling). This does not, however, result in significant entropy production.
Indeed, the inferred entropy produced is ∆ˆS = 0.5kB .
In Fig 1G of the main text, we study the statistics of the relative error, obtained over 64 realizations of trajectories
of the same model, with varying length Nsamples = 24, 25, ..., 217, 218. We present the average (and standard deviation,
blue symbols and error bars) of the squared relative error [(Fˆµα − Fµα)D−1µν (Fˆνα − Fνα)]/[FˆµαD−1µν Fˆνα]; the average
self-consistent estimate of this error Nb/2Iˆb (orange solid curve), and the asymptotic convergence to Nb/2τCb, i.e.
the actual information per degree of freedom (black dashed line). These quantities match quantitatively in the long
trajectory limit, as predicted from our analytical reasoning (Sec. III). Interestingly, in the regime where there is
little information available in the trajectory, our self-consistent formula reliably predicts a relative error of order 1,
consistent with the fact that there is no signal.
C. 6D circulating Ornstein-Uhlenbeck processes (Figure 1D, E, H-K)
The next example we use to test SFI is another Ornstein-Uhlenbeck process with force Fµ = −Ωµν(xν − x0µ), but
this time with several complications: it is high-dimensional (d = 6), with anisotropic diffusion and trapping, and such
that we exert a torque in a given plane. We challenge our method by applying it to the short trajectories displayed
in Fig. 1D in the main text, and even further in Fig. 1E in the presence of strong measurement noise.
More precisely, we generate the diffusion matrix using a d×d random matrixM with Gaussian centered independent
variables: we define D = (1−α)I+α d‖M.MT ‖M.MT , where we choose an anisotropy coefficient α = 0.5. This definition
ensures that D is symmetric and positive definite, with a controlled degree of anisotropy. Next, we choose the matrix
Ω as a sum of a symmetric part and an antisymmetric part Ω = S+A. The symmetric part is chosen according to the
same law as D, but with an independent choice of the random matrix M. The antisymmetric part A is constructed
by choosing two random unit vectors e1 and e2, isotropically on the 6-dimensional sphere and orthogonal to each
other, according to Aµν = T (e1µe2ν − e1νe2µ)/
√
2, where T = 3 controls the torque applied in this system in the (e1, e2)
plane.
All in all, these arbitrary definitions are an essentially irrelevant method to obtain sufficiently complicated and
generic parameters for our model. In this figure, we employ the following parameters:
Ω =

1.34 −0.25 −0. 0.73 0.38 0.23
−0.07 1.77 −0.45 1.92 0.88 −0.09
0.24 0.52 0.81 −0.63 0.05 0.97
−0.24 −1.14 0.52 0.93 −0.32 −0.69
0.16 −0.01 0.07 0.66 0.92 −0.02
0.51 0.52 0.27 0.79 0.61 2.45
 D =

1.92 1.27 0.29 −0.18 0.2 −0.02
1.27 1.87 0.26 −0.1 0.11 −0.25
0.29 0.26 0.98 −0.45 0.06 0.09
−0.18 −0.1 −0.45 1.03 −0.17 −0.15
0.2 0.11 0.06 −0.17 0.84 0.09
−0.02 −0.25 0.09 −0.15 0.09 0.81
 (129)
and x0 = 0. Our simulation parameters are ∆t = 0.05 and dt = 0.01. The trajectory presented in Fig. 1E has
Nsamples = 400 points, and the three plots correspond to three projections of the same trajectory, respectively (from
left to right) along directions (x1, x2), (x3, x4) and (x5, x6).
In Fig. 1H, we present the results of SFI at linear order (b = {1, xµ}) for the specific trajectory displayed in 1E.
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The inferred parameters are:
xˆ0 =

−0.86
−0.64
−0.29
−0.46
−0.25
0.25
 Ωˆ =

2.38 −1.24 0.47 0.4 0.19 0.29
0.96 1.06 −1.01 0.92 1.59 −0.91
−0.16 0.44 1.09 −1.13 0.58 0.96
0.18 −1.36 1.07 1.27 −0.91 −0.87
0.61 −0.28 −0. 0.36 1.01 0.22
0.25 0.29 0.86 0.91 0.29 3.
 (130)
with a squared relative error of 0.24, consistent with the self-consistent estimate Nb/2Iˆb = 0.22. The adequation
between the input and inferred values of Ω can be visually inspected by representing them as heat maps:
We show in Fig. 2H in the main text a 2D-slice of the inferred force field (blue) and the exact force field (black).
This slice is chosen as the plane of maximal inferred circulation. To determine this plane, we consider the non-
dimensionalized velocity projection coefficients, Rαβ = C
−1/2
αµ vˆµβ , with C the covariance matrix of the data. With
this choice of normalization, the rows and columns of R are normalized in the same way, and it thus makes sense
to consider its antisymmetric part to quantify circulation. The eigenvalues of 12 (Rαβ − Rβα) are imaginary and
come in conjugate pairs. We define the inferred principal circulation plane as the real-space plane (u,v) spanned by
(C
1/2
µα r1α, C
1/2
µα r2α), where (r1α, r2α) is the pair of eigenvectors of R associated to the eigenvalue of largest norm. We
compare this inferred plane to the exact plane of maximal circulation (u0,v0), obtained through the same procedure
but with an asymptotically long trajectory (Nsteps = 2.106). In Fig 1J, we present the statistics of the angular error
in this cycle detection. This angular error is defined as δ = ‖u− (u0.u)u0− (v0.u)v0‖2 +‖v− (u0.v)u0− (v0.v)v0‖2,
where (u,v) and (u0,v0) are the pairs of orthogonal unit vectors defining the inferred and exact maximal circulation
planes, respectively. This error is equal to 0.12 for the trajectory presented in Fig 1D, and decays to zero as δ ∼ τ−1
with increasing trajectory length, as the inferred matrix Ωˆ converges to Ω. Fig 1K shows the statistics of the de-biased
entropy production, ˆ˙S − 2Nb/τ .
Measurement noise. In Fig 1E, we present the same trajectories as in Fig 1D, with an added challenge to force
detection: a strong “measurement noise”, i.e. a time-uncorrelated error on the input data xµ. We model such noise
by adding Gaussian white noise to each coordinate of xµ, with standard deviation equal to 0.5 (half the standard
deviation of the data). In the presence of such time-uncorrelated noise, the estimate of x˙ becomes strongly noisy, and
we have to used the modified estimator for Fˆµα, Eq. 107. With this estimator, we infer:
xˆ0 =

−0.83
−0.64
−0.07
−0.51
−0.24
0.12
 Ωˆ =

1.92 −1.04 0.26 −0.09 0.18 −0.26
1.07 0.71 −1.12 0.28 1.01 −1.31
−0.19 0.48 0.88 −1.19 0.21 0.83
0.03 −0.66 0.78 0.92 −0.2 −1.12
0.27 0.06 −0.04 −0.1 1.01 −0.17
0.21 0.23 0.45 0.67 0.32 1.91
 (131)
with a squared relative error of 0.6 on Fˆµα and an angular error on cycle detection of 0.156. Visually:
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Note that we do not propose in this article an estimate of the bias on the entropy production due to such mea-
surement noise, nor a self-consistent estimate of the error on the force in this case. In the long trajectory limit, our
calculated entropy production slightly underestimates the actual entropy production, due to “blurring” of the currents:
as the position cannot be resolved perfectly due to the noise, a part of the details of the pdf, and hence of the currents,
is lost.
D. Nonlinear obstacle process (Figure 2A, C, E, G, I)
In Figure 2A, we study the case of a 2D stochastic process with circulation in a nonlinear force field, using Stochastic
Force Inference with a polynomial basis at different orders. The force field we use is:
Fµ(x) = −Ωµνxν + αe−x2/2σ2xµ with α = 10 , Ω =
(
2 2
−2 2
)
(132)
which is a non-polynomial force field, i.e. it cannot be captured exactly in our choice of basis. We use isotropic
diffusion with D = 1. We simulate this process with ∆t = 0.01 and dt = 0.001; the trajectory in Fig 2A has
Nsamples = 4096. We perform SFI on the trajectory with a polynomial basis at orders n = 1, 3, 5 in Figs.2C,E,G; note
that as the force field is odd under reversal x→ −x, the even orders in the polynomial expansion do not contribute to
it (as apparent in the n-dependency of the capacity in Fig 1I). The bootstrapped trajectories presented on the right
column of Fig 2C,E,G are obtained using the inferred projected force field, Fˆµαcˆα(x), to simulate new trajectories
with the same starting point, τ , dt and ∆t as the original trajectory.
In Fig 2I, we present the capacity Cb and entropy production S˙b captured by the projection of a long trajectory
with Nsamples = 218 onto three different bases:
• Polynomials of order n = 0...7.
• Fourier modes of order n = 0...7; specifically, we use all functions of the form cos
(
2pi
∑
µ kµ(xµ − 〈xµ〉)/Rµ
)
and sin
(
2pi
∑
µ kµ(xµ − 〈xµ〉)/Rµ
)
with non-negative integers kµ such that
∑
µ kµ ≤ n. Here we choose Rµ to
be 1.05 times the diameter of the trajectory in direction µ.
• A constant-by-part grid coarse-graining with n = 2...7 grid cells in each direction, centered on 〈xµ〉 and with
width Rµ.
E. Lorenz process (Figure 2B, D, F, H, J)
Our second nonlinear process is a stochastic variant of a popular model for dynamical systems, the Lorenz sys-
tem [26]. Its 3D Brownian dynamics is described by the force field
Fx = s(y − x) ; Fy = rx− y − zx ; Fz = xy − bz (133)
In our simulations, we employ the parameters r = 10, s = 3 and b = 1. Diffusion is isotropic with D = 1. We use
∆t = dt = 0.02, and the trajectory in Fig 2B has Nsamples = 212. All images of trajectories are in the (xz) plane.
It should be noted that this force field is polynomial of order 2, implying that it can be fully captured by the order
n = 2 of our polynomial expansion. Indeed, with polynomial SFI at orders 2 and 3 (Fig 2F,H) we capture precisely
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the force field, and bootstrapped trajectories are very similar to the original data. As apparent in Fig 2J, the order
n = 1 polynomial approximation only captures a fraction of the capacity and entropy production. Interestingly, the
order n = 2 polynomial approximation captures the whole capacity, but not the full entropy production, as there are
nonzero exchange terms with higher order moments (corresponding to the fact that the logarithm of the pdf is not
itself a polynomial).
F. Active Brownian Particles simulations (Figure 3)
The next system studied in this article corresponds to a model of self-propelled Brownian particles, mimicking
in a somewhat realistic manner experimental systems such as studied in Refs. [31, 32]. Specifically, we simulate
Nparticles = 25 self-propelled 2D particles, each characterized by its coordinates x and orientation θ. These particles
interact through soft repulsive pair interactions f(r) between particles at distance r, are self-propelled towards the
direction θ at velocity v, and are harmonically confined with strength ω: the force exerted on particle i is thus
Fi = −ωxi + v
(
cos θi
sin θi
)
−
∑
j 6=i
f(rij)
rij
rij
(134)
where rij = xj −xj . The angle θ is freely diffusing (note that we could include alignment interactions in this model).
In our simulations we use f(r) = 1/(r2 + 1), ω = 0.2, v = 1, isotropic diffusion with D = 1 in spatial coordinates and
angular diffusion with Dθ = 0.1. We use a large sampling time step ∆t = 1, while the simulation step is dt = 0.01.
The number of frames for our study is very limited, Nframes = 25, with significant positional and angular measurement
noise (on both x, y and θ with standard deviation 0.4). These limitations are chosen to mimic those of experimental
data. Note that we assume that the identity of the particles can be tracked along the trajectory.
Symmetrization of the forces. Each of the 25 particles being characterized by three degrees of freedom, the phase-
space of this system is 75-dimensional, making any “brute-force” approximation of the force field in phase space
hopeless: even a simple form such a linear polynomial (which would be a terrible approximation of Eq. 134) would
have 5700 variables. Here we propose to use a more subtle projection basis, making use of the invariance of the force
field when exchanging two particles. More precisely, instead of using a projection basis bα({xi}i=1..Nparticles) that
depends on each phase space coordinate in an explicit way, we will project on symmetrized functions bα(xi, {xj}j 6=i)
that consider the interaction between one particle i and all others, regardless of the identity of i. The projected force
field thus consists in an approximation of the force on any particle i as
Fi,µ ≈ Fµαcα (xi, {xj}j 6=i) (135)
where, crucially, the projection coefficient Fµα and the projector cα are independent of the identity of i. This drastically
reduces the number of degrees of freedom of our approximation: now the data on each particle contributes to the
inference of the same coefficients Fµα, and thus a large number of particles actually facilitates force inference. These
additional symmetry constraints on the projection do not fit strictly speaking in the framework developed in the rest
of this article. Specifically, the orthonormalization of the projector is now performed with an additional average over
all particles:
cˆα = Bˆαβbβ with Bˆαβ =
1
τNparticles
∑
i
∫
dt bα (xi(t), {xj(t)}j 6=i) bβ (xi(t), {xj(t)}j 6=i) (136)
and all integrals are adapted accordingly; for instance, the Itô integral for the force projection now reads
Fˆµα =
1
τNparticles
∑
i
∑
t
(xi,µ(t+ ∆t)− xi,µ(t)) cˆα (xi(t), {xj(t)}j 6=i) (137)
with ∆t the time step.
Choice of the basis. So far, we have only use the indiscernibility of the particles, without any assumption on the
nature of their interactions: Eq. 135 is completely generic, and could in principle approximate any type of interactions
– provided that the choice of projection basis is adapted. For instance, a natural choice would be to expand the
interaction in single-particle terms (i.e. external fields), pair interactions, and possibly higher orders, as
Fi,µ ≈ F (1)µα c(1)α (xi) + F (2)µβ
∑
j 6=i
c
(2)
β (xi,xj) + F
(3)
µγ
∑
j,k 6=i
c(3)γ (xi,xj ,xk) + . . . (138)
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where c(1), c(2), c(3) . . . are the respective projectors onto the space spanned by the 1-, 2- and 3-body interaction terms
in the basis. It is important to note that these projectors should be orthonormalized as a whole, either hierarchically
(through the Gram-Schmidt process, for instance by orthonormalizing the 1-body term, then the 2-body term with
respect to itself and the 1-body term, etc.) or in a single step as in Eq. 136, but with the index α now understood as
comprising all terms in the expansion.
Let us also note that while polynomials constitute a natural “default” basis for generic processes in an unstructured
phase space, no such natural choice exist for the interaction terms. Symmetries can serve as a guide: for instance, for ra-
dially/spherically symmetric particles the magnitude of the pair interaction should depend on the distance rij between
particles. The use of such symmetries warrants some caution: indeed, the choice of projection basis should be compat-
ible with these symmetries. For instance, for radial symmetry, the basis b = {(xi,xj) 7→ rnij}n=0,1,2..., i.e. polynomials
in the distance between particles, is not adapted. Indeed, a force written as a linear combination of these functions
would transform as a scalar under rotations, not as a vector. Instead, b = {(xi,xj) 7→ rij,µrn−1ij }µ=1..d,n=0,1,2... would
be adapted. This does not constrain the force to be invariant under rotation, but allows it. Finally, let us note that
while this choice is fine, it is not great: indeed, polynomials in r put most of their weight in the far-field, i.e. in
interaction between far-away particles: SFI will thus put most weight on capturing the tail of the interaction. In
most cases, interactions decay with distance, and it is more interesting to capture the details of the interaction forces
between nearby particles. For this reason, decaying functions of r, such as inverse power-laws or exponentials, are
better adapted. We finally note that non-power-law functions typically have a characteristic scale, or shape parame-
ters. These parameters are not optimized upon by SFI, which only fits the signal as a linear combination of the basis
functions: the outcome will thus depend on the choice of parameter. While such shape parameters could in principle
be optimized upon (for instance to maximize the inferred information captured by SFI), we find that in practice it
is simpler, both computationally and analytically, to improve the precision of SFI by expanding the basis than by
performing such shape parameter optimization. We leave this possibility open for future work.
Motivated by these considerations, in practice, our choice of basis for Figure 3 of the main text is
b(1) = {xµ, cos θ, sin θ} b(2) = {rij,µrk−1ij exp(−rij/r0)}k=0..5 (139)
where we choose r0 = 2, corresponding to half the first peak in the radial distribution function. The outcome of SFI
is not significantly affected by small changes in the number of functions or their shape.
G. Minimal model with diffusion gradient (Figure 4A-D)
Figure 4 of the main text deals with the case of Brownian dynamics with multiplicative noise, i.e. with a space-
dependent diffusion tensor. Panels A-D treat a minimal example of it: a 2D Ornstein-Uhlenbeck process with a
constant gradient of isotropic diffusion coefficient. Specifically, we choose the following form for the space-dependent
diffusion tensor:
Dµν(x) = (1 + aρxρ)δµν with a =
(
0.25
0
)
(140)
and the following force field:
Fµ(x) = −Dµν(x)xν (141)
corresponding to a potential well with energy E(x) = x2/2 and a space-dependent mobility matrix equal to the
diffusion tensor Dµν(x) (i.e. the system obeys the Einstein relation with kBT = 1). This choice ensures that the
probability distribution function of the process is unaffected by the inhomogeneity of D(x). We simulate this process
using the discretized version of Eq. 8 of the main text, with ∆t = dt = 0.02. The trajectory showed in panel 4A and
analyzed in panels B and C has length nsteps = 4096. The blue symbols in panel 4D show the convergence of the
diffusion estimator with increasing trajectory length Nsteps = 24 . . . 215. The green and orange symbols correspond to
the same data, with added measurement noise with amplitude 0.075.
H. Reconstruction of the force and diffusion field for a complex 2D process (Figure 4E-G)
The second part of Fig 4 (panels E-G) illustrates the power of our method on the example of a significantly
more complicated process with non-trivial spatial structure for both the diffusion tensor field (represented in Fig 4F)
and the force field (Fig 4G). The diffusion field is obtained through an essentially irrelevant combination of matrix
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inversion and square-roots of quadratic functions of x, with coefficients chosen as random matrices. The purpose of
this procedure is to obtain a strongly space-dependent and anisotropic diffusion tensor. The force field is chosen as
the sum of an overall harmonic trap with constant torque, three attractive Gaussian traps, and a repulsive one at the
center. The trajectory displayed in Fig 4E and studied in Figs 4F-G has Nsteps = 216, allowing precise reconstruction
of the model. We infer both the force field and the diffusion tensor field using a generic Fourier basis of order 5.
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