In this paper we analyze the family of Yosida algebraic fractional step schemes proposed in [A. Quarteroni, F. Saleri, and A. Veneziani, Comput. Methods Appl. Mech. Engrg., 188 (2000), pp. 505-526], [F. Saleri and A. Veneziani, SIAM J. Numer. Anal., 43 (2005), pp. 174-194], and [P. Gervasio, F. Saleri, and A. Veneziani, J. Comput. Phys., 214 (2006), pp. 347-365] when applied to time-dependent Stokes equations. Under suitable regularity assumptions on the data, splitting error estimates both for velocity and pressure are established. In particular we analyze the first three methods of this family, providing, respectively, convergence (of the fractional step solution towards the numerical solution achieved without any operator splitting) of orders 3/2, 5/2, 7/2 for the velocity and 1, 2, 3 for the pressure. Moreover a general way to set up higher-order schemes is proposed. The present analysis is carried out when spectral element methods are employed for space discretization.
1. Introduction. The aim of this paper is to provide convergence estimates for the class of Yosida methods proposed in [12, 13, 15, 8] for the numerical solution of time-dependent Stokes equations in the primitive variables velocity and pressure.
Yosida schemes are algebraic fractional step schemes in which the incompressibility constraint is relaxed in order to earn computational efficiency, and they are based on an inexact LU factorization of the matrix A arising from the full discretization (in space and time) of Stokes equations. The basic Yosida scheme was introduced in [13] . The accuracy analysis, carried out in [12] , shows that when the time discretization is based on a backward Euler method, Yosida splitting still maintains the first order accuracy in time both for velocity and pressure (with respect to appropriate norms).
Successively, in [15, 8] two improved versions of the basic Yosida method (named Yosida-3 and Yosida-4 in the present paper) have been proposed. A pressure correction step is introduced in these schemes, with the aim of increasing the accuracy in time for both velocity and pressure. A preliminary analysis of the consistency error has been carried out for Yosida-3 (resp., Yosida-4) in [15] (resp., [8] ) proving that the perturbation on the discretization matrix A is of third (resp., fourth) order in time with respect to the time-step. However, a complete splitting error analysis, i.e., the convergence analysis of the fractional step solution towards the numerical solution achieved without any operator splitting, is still missing. The aim of the present paper is essentially to perform such analysis when the space discretization is based on spectral element methods of Q N − Q N −2 type [11, 1, 3, 4 ], but we also emphasize the derivation of Yosida methods from a more general point of view than that given in [15, 8] , suggesting the formulation of higher-order schemes. The main result of the paper is Theorem 3.7, in which we prove that the splitting error induced by Yosida schemes (when they are coupled to BDFq (with q = 1, 2) for time discretization of the time-dependent Stokes equations) behaves like Δt p+3/2 (resp., Δt p+1 ) for the velocity (resp., for the pressure), where p = 0 for basic Yosida, p = 1 for Yosida-3, and p = 2 for Yosida-4. The thesis of Theorem 3.7 when q = 3, 4 has not been proved yet. Nevertheless in this paper we consider the more general contest with q = 1, . . . , 4 since numerical results relative to the choice q = p + 2 are encouraging and provide global approximation errors on the velocity of order q with respect to Δt. In the present paper no evidence is given to computational aspects concerned with Yosida methods, since the topic has been extensively discussed in [8] .
This paper is organized as follows. In section 2 we recall notation and settings about Stokes equations, spectral elements discretization, and some useful properties on symmetric positive definite matrices. In section 3 we present the derivation of Yosida methods for the unsteady Stokes equations, perform the splitting error analysis when spectral element methods are used for space discretization, and give some perspective for extending the analysis to unsteady Navier-Stokes equations. In section 4 we present some numerical results corroborating the convergence analysis developed in section 3. Even if the theory presented in this paper holds in R d , with d = 2, 3, only numerical results for the case d = 2 are reported here. where ν > 0 is the kinematic viscosity. It is well known that problem (2.1) admits a unique solution (see, e.g., [16] ). We approximate the time derivative by a backward differentiation formula (BDF) of order q. Given Δt ∈ (0, T ), we set t 0 = 0, t n = t 0 + nΔt (for any n ≥ 1) and
Problem statement and settings. We consider time-dependent
where u 0 = u 0 and β j (for j = −1, . . . , q) are the coefficients of BDF of order q. When BDF with order greater than one are used, initial data could be provided by suitable explicit schemes (e.g., Runge-Kutta) of the same order as the BDF used.
About the space discretization, we choose quadrilateral conforming spectral elements [11] . In order to overcome instabilities due to the mixed formulation of Stokes equations, we make use of the Q N − Q N −2 scheme with staggered grids [1] , according to which local polynomials of degree N in each variable are used to approximate every component of the velocity field, and local polynomials of degree N − 2 in each variable are used to approximate the pressure (Q N denotes the space of polynomials of degree less than or equal to N in each variable). By this choice, the inf-sup condition is satisfied with a constant β which is proportional to
. We introduce a conformal, regular, and quasi-uniform (see, e.g., [14] ) partition
Let us assume that every T k ∈ T h is the image of the reference squareT = (−1, 1) 2 through a smooth invertible mapping
The subscript H represents the discretization level and it stands for the couple (h, N ).
where (·, ·) N,T k denotes the discrete inner product in L 2 (T k ), based on the GaussLobatto-Legendre (GLL) quadrature formulas [3] . In each element T k of the partition we define a local GLL grid of (N + 1) 2 points and a local Gauss-Legendre (GL) grid of (N − 1) 2 points. The last grid is staggered with respect to the former one and is internal to T k . The unknowns of the discrete problem will be both the set of the velocity values on the GLL grid and the set of the pressure values on the GL grid [1] . By setting the finite-dimensional spaces
we reformulate problem (2.1) following the Galerkin approach and replace all exact integrals in L 2 (Ω) with GLL quadrature formulas; the resulting approach is named the spectral element method with numerical integration (SEM-NI) [4] . For any t n ∈ (0, T ), we denote byg(t n ) ∈ [H 1 (Ω)] 2 the extension of g(t n ) to Ω by any possible continuous
2 ; moreover, we denote its discrete counterpart byg
Therefore, we set N v (resp., N p ) the total number of GLL (resp., GL) grid points in Ω. For any u H ∈ V H , we denote by U ∈ R 2Nv the vector of the expansion coefficients of u H with respect to the Lagrange basis {ϕ j } 2Nv j=1 (defined on the GLL grid) in V H and by V G ⊂ R 2Nv (resp., V 0 G ⊂ R 2Nv ) the set of the vectors U corresponding to functions u H ∈ V H (resp., V 0 H ). In a similar way, for any p H ∈ Q H we denote by P ∈ R Np the vector of the expansion coefficients of p H with respect to the Lagrange basis {η l } Np l=1 (defined on the GL grid) in Q H and by Q G ⊂ R Np the set of the arrays P corresponding to functions p H ∈ Q H .
We denote by M ∈ R 2Nv×2Nv the mass matrix
, and by B ∈ R 2Nv×Np the matrix related to the discretization of −∇·: B lj = −(∇ · ϕ j , η l ) H,Ω , and we set (2.6)
Remark 1. Matrices M , K, and C are symmetric and positive definite. Moreover, thanks to the fact that the space discretization chosen satisfies the inf-sup condition, the matrix B is a full rank matrix and ker(B T ) = {0}. Finally, we remark that when SEM-NI is used, the mass matrix M is diagonal.
The system is reduced to the unknowns internal to Ω, and the right-hand side is modified accordingly, taking into account the contributions that Lagrange basis functions associated to Dirichlet boundary nodes give to those associated to internal nodes. This step produces a right-hand side [
T that is nonzero also in the continuity equation.
The algebraic form of (2.5) reads as follows: for n = n 0 , . . . , N T − 1 solve
or equivalently, for n = n 0 , . . . , N T − 1 solve
System (2.8) could be solved by a global approach such as a preconditioned Krylov method with either algebraic or differential preconditioners. Alternatively, a block LU factorization of A can be performed with
(2.10)
The matrix (2.11)
is the so-called pressure Schur complement matrix and −Σ > 0. Solving system (2.8) by a block LU factorization offers the advantage of splitting the original problem into subproblems of smaller size, even if the assembling of Σ is, however, quite expensive. The idea of Yosida schemes consists in replacing the block LU factorization (2.9) with an inexact one or, equivalently, in replacing algorithm (2.10) with a more efficient one from the computational point of view. The next section will be devoted to present the derivation of Yosida schemes, starting from (2.8).
We are now going to introduce some notation and report some properties we will use in the next sections, referring to [17] and [9] for an exhaustive treatment of these subjects. D5. For any matrix B ∈ R n×n , whose coefficients depend on Δt, we say that
where ||| · ||| denotes the 2-norm for matrices. P1. For any invertible matrices B, C ∈ R n×n it holds that
P2. As a consequence of the Courant-Fisher minimax theorem [17] , for any real symmetric matrices B, C ∈ R n×n it holds that
n×n are symmetric and C > 0, then the eigenvalues of BC are all real and In(BC) = In(B) (see, e.g., [5] ).
P5. If a matrix is the product of two s.p.d. matrices, then it is similar to an s.p.d. matrix (this is a consequence of P4).
P6. For any s.p.d. matrix C ∈ R n×n and X ∈ R m×n with ker(X T ) = {0}, it holds [18] that
3. Yosida schemes. Yosida schemes come basically from an inexact block LU factorization of matrix A. The first method of this family was introduced in [12, 13] and consists in replacing the Schur complement Σ by a suitable matrix S.
In [15] and [8] two improved versions of the Yosida method (here named Yosida-3 and Yosida-4) were proposed. Such improved Yosida schemes introduce a correction step on the pressure with the aim of increasing the accuracy in time for both velocity and pressure. In particular, these improved Yosida schemes are defined by a new matrix Q, inside the U -step of (2.10) and acting on the pressure, which corrects the approximation of the Schur complement Σ. All is done at the algebraic level, without a compulsory differential interpretation. This feature allows us to neglect the setting up of boundary conditions for the substeps. All methods and the analysis developed hereafter can be applied to different kinds of boundary conditions as well.
The idea of Yosida schemes is as follows: at each time-step, instead of solving system (2.8) by the block LU factorization set in (2.9), we are interested in solving a new system
whereÂ :=LÛ is generated by a suitableLÛ inexact factorization of A, W n+1 is an approximation of W n+1 defined as
; the inexact factorsL andÛ of A are chosen as follows:
where the nonsingular matrix Q may be set up by following different strategies (see section 3.1), and its choice leads the accuracy of the whole scheme. By setting
Matrix S is an approximation of the pressure Schur complement Σ of A and −S > 0.
(this is the Yosida counterpart of (2.7)) or again
(this is the Yosida counterpart of (2.10)). For any t n , system (3.1) is well posed iffÂ is invertible, i.e., iff Q is invertible. As a matter of fact, recalling the definition ofÂ and thanks to Schur's formula, we can write det(Â) = det(C) det(SQ).
In the following section we will present some possible choices for nonsingular matrices Q and provide algebraic fractional step schemes supplying different accuracy properties.
How to set up matrix
S, but the exact computation of Q is infeasible, since it would imply computing Σ directly, which is what we want to avoid. Our aim is to set suitable sequences of matrices {Q p } p≥0 approximating Q such that
where ||| · ||| denotes the 2-norm for matrices. The quantity |||Σ − SQ p ||| is named the consistency error and is due to the approximation of A byÂ. The direct definition of Q = S −1 Σ and its definition by the inverse Q −1 = Σ −1 S suggest two different strategies for deriving matricesQ p invoked in (3.8). The first strategy exploits the expansion in series of Σ (through the expansion of C −1 ) and the matrices so derived will be denoted by {Q p } p≥0 . The second strategy takes advantage of the expansion of Σ −1 as well and the resulting matrices will be denoted by {Q p } p≥0 . Let us begin to set up matrices Q p . If ρ(νHK) < 1, we can expand Σ as follows:
By setting (3.10)
The explicit forms of the first three items of {Q p } are
Remark 2. In the case of SEM-NI discretization, the assumption ρ(νHK) < 1 turns into
where c denotes a generic positive constant independent of Δt, N , and h [3, 4] . It follows that the convergence of the series k≥0 (−νHK)
It is worth remarking that condition (3.13) implies the nonsingularity of matrices Q p as well.
To derive the second sequence of matrices {Q p } we note that S = −D 0 and we write
. for p = 0, 1, 2 . . . .
By putting
To give the explicit form ofQ p (for p = 0, 1, 2) we compute the powers of R up to degree 3:
and recalling that
From definition (3.14) it follows that
where we have set D = BHCHB T and employed the fact that
We analyze the bound ρ(R) < 1 when SEM-NI are used. By construction, the leading part of R, for Δt → 0, is S −1 D 1 , and we can infer that, for sufficiently small Δt,
It is possible to prove that the condition ρ(R) < 1 is satisfied under assumption (3.13).
As a matter of fact we set
0 E 1 , and we denote by (λ i , p i ) an eigenvalue-eigenvector pair of E or, equivalently, an eigenvalue-eigenvector pair of the generalized eigenvalue problem E 1 p = λE 0 p. Since E 0 > 0, the eigenvectors p i can be chosen E 0 -orthogonal to one other, i.e., p
. It is easy to see that 
and, since B is a full rank matrix,Q −1 2 is nonsingular iff the matrix
and we note that matrix W is nothing more than the Schur complement of BHB
The thesis follows since K is nonsingular. As stated by the following lemma, both sequences of matrices Q p andQ p yield a consistency error satisfying estimate (3.8) . This lemma generalizes the results given in [15, 8] .
Lemma 3.2. There exist Δt = Δt(ν, N, h) > 0 and positive constants c p = c p (ν, N, h) andĉ p =ĉ p (ν, N, h ) such that for any Δt ∈ (0, Δt) and p = 0, 1, 2 the following estimates hold:
By using (2.13) we have
Estimate ( Even though both matrices Q p andQ p produce consistency errors of the same order with respect to Δt, we are inclined to choose matricesQ p instead of Q p to set up Yosida schemes, when p > 0 (recall that Q 0 =Q 0 = I). As a matter of fact we can easily prove that (3.22)ĉ 1 < c 1 ,
By exploiting the definition ofQ 1 and by using (2.14), with B = S = −D 0 and C = D 1 , we write the difference Σ − SQ 1 as follows:
On the other hand, that is,ĉ
Results shown in Figure 3 
-matrix-vector products, and solving p linear systems whose matrix is S. By recalling that matrix S is already assembled and factorized inside the algorithm, since it is used in theL-substep of (3.7), the computational cost related to the solution of allQP n+1 =P n+1/2 (for any n = n 0 , . . . , N T − 1) is proportional to (N v 
In conclusion, when we choose a direct algebraic solver to solve QP n+1 =P n+1/2 , if N T is large (i.e., N T N v ), the choice Q = Q p will be more convenient than Q =Q p . Nevertheless, matricesQ p (3.14) are preferable to matrices Q p (3.11) for what concerns accuracy with respect to Δt. In this paper we have preferred accuracy properties and have chosen to approximate Q byQ p inside the definition ofÂ (or equivalently in either (3.6) or (3.7)).
The choiceQ 0 yields the Yosida (or Yosida-2) method [13, 12] , while the choiceQ 1 (resp.,Q 2 ) provides the Yosida-3 (resp., Yosida-4) scheme introduced in [15] (resp., [8] ). From now on the term Yosida-(p + 2) (for p = 0, 1, 2) will denote the Yosida method obtained by replacing Q withQ p .
Finally, for any n ≥ n 0 we will denote by (û n H,p ,p n H,p ) ∈ V H × Q H the numerical solution of (3.6) obtained by replacing Q withQ p , while we will denote byÛ n p (resp., P n p ) the vector of the expansion coefficients ofû H,p (resp.,p H,p ) with respect to the Lagrange basis in V H (resp., Q H ). 
Convergence analysis. We define the global errors
We can upper-bound global errors (3.23) as follows:
where the first terms on the right-hand sides are the errors due to BDF, while the second ones, induced by the Yosida-(p + 2) scheme, are named splitting errors and are the errors between the solution (u H , p H ) of (2.10) and the solution (û H,p ,p H,p ) obtained by solving (3.6) with Q Q p . Therefore, for p = 0, 1, 2, we are interested in analyzing the splitting errors:
Remark 4. From the analysis carried out in [10] it is known that the solution of the Navier-Stokes problem can be regular for t → 0 under unrealistic nonlocal compatibility conditions. On the other hand, accuracy in the usual norms 2 (H 1 ) and 2 (L 2 ) can be attained only if the solution is regular enough, even when using high order discretization schemes. Otherwise, high order in time can be recovered only in suitable weighted norms. In what follows, we will assume that high regularity hypotheses hold. This ensures that when using BDFq time discretization of order q(> 1), without the fractional step approach, optimal accuracy is q for both velocity and pressure. Without such high regularity assumptions, optimal convergence estimates given in the present paper will hold only far from t = 0. We denote by || · || 2 w (V ) a suitable time-weighted norm; the scheme shown in Table 3 .1 summarizes results known in literature.
From now on, by (·, ·) and · = (·, ·) 1/2 we will denote the classic Euclidean inner product and the Euclidean norm, respectively, in R n . Let U, V ∈ V G be the vectors associated to u H , v H ∈ V H . By recalling that M and K are the mass and stiffness matrices, respectively, it holds that (M U, V) =
It is worth pointing out that the norm || · || 1 is the discrete counterpart to the L 2 -norm of ∇u. Thanks to the Poincaré inequality, which states that, for any function PAOLA GERVASIO 
see [6] for q = 2 guidelines of [6, 2] u ∈ H 1 0 (Ω), there exists a positive constant
, and thanks to the equivalence between the continuous L 2 -norm and its discrete counterpart induced by the discrete inner product (2.4) [14, 7] ,
, the following (discrete) Poincaré inequality holds:
Finally, from Lemma 3.2, we immediately deduce that, for p = 0, 1, 2,
Remark 5. In order to prove convergence estimates for the Yosida schemes, we need to prove that matrix Σ − SQ p is definite. With Lemmas 3.3, 3.4, and 3.5 we prove that Σ − SQ 0 > 0, −(Σ − SQ 1 ) ≥ 0 and, under suitable conditions, that Σ−SQ 2 > 0. Lemma 3.3 has been proved in [13] by using the analogy with the Yosida regularization operator; we present here a shorter proof, based on s.p.d. matrices properties. Lemma 3.4 has been proved in [15] with different arguments. Here we follow an approach exploiting (2.15), yielding a shorter proof.
Proof. Inside the proof of Lemma 3.1 we have proved that (
Proof. By definitions of Σ, S, andQ 1 we have
The thesis follows by putting X = BH and C = C in (2.15).
Inside the proof of the following lemma, we will use the matrix
MatrixB is symmetric, and numerical computations have shown thatB has real nonnegative eigenvalues for any space discretization we have considered. Nevertheless we cannot prove that it is positive definite, even if it is worth noting that nonnegativeness of its eigenvalues does not depend on the time-step (recalling definitions of matrices D k , all the addend in (3.28) are O(Δt 3 )).
Lemma 3.5. IfB > 0 and if Δt is sufficiently small, then Σ − SQ 2 > 0. Proof. As a particular case of (3.21) we have
and we analyze the sign of the three factors of the right-hand side of (3.29). Let us start by proving that if Δt is small enough, then −SQ 2 > 0. We set
SinceB is symmetric, then −SQ 2 is symmetric as well (and Σ − SQ 2 is also symmetric); moreover we can apply Sylvester's law of inertia [9] and conclude that −SQ 2 > 0 iffB > 0. In order to prove thatB > 0 we apply P2 of section 2. By construction, both D and −DS −1 D − B(HC) 2 HB T are symmetric matrices, and we can write that 
) and the thesis follows by noting that the matrix on the right is similar to a s.p.d. matrix (P5 of section 2) and by applying P4 of section 2, with B = Σ − SQ 2 and C = (−SQ 2 ) −1 . It is worth noting that the stability of BDFq+Yosida-(p + 2) depends on stability of both BDFq scheme and Yosida splitting. The following lemma extends stability results proved in [12, 15] and highlights the stability of Yosida splitting when the associated BDFq method is absolutely stable, i.e., q = 1, 2. On the contrary, when either BDF3 or BDF4 is considered, it is natural to expect that a stability condition due to BDF has to be ensured as well.
Lemma 3.6 (stability). BDFq+Yosida-(p + 2) scheme (3.7) is unconditionally stable if q = 1, 2 and p = 0, while it is conditionally stable if q = 1, 2 and p > 0.
Proof. We consider system (3.6) with Q =Q p , F 1 = 0, F 2 = 0. By using either the identity
, by summing from n = n 0 up to N T − 1, by Lemma 3.3, and by neglecting some positive terms, it holds that Û N T p 2 0 ≤ C, where C is a positive constant depending only on initial data. When q = 1, 2 and p = 1, we proceed as before. In particular, when p = 1, in view of Lemma 3.4, a sufficient condition to ensure stability is furnished by ν Û n+1 2 1 + ((Σ−SQ p )P n+1 ,P n+1 ) ≥ 0 for any n ≥ n 0 . By recalling (3.20), the previous estimate PAOLA GERVASIO infers a bound on Δt. Finally, when p = 2, Lemma 3.5 ensures positiveness of Σ−SQ p under suitable restrictions on Δt.
We
T , recalling that p is the subindex ofQ p .
Theorem 3.7 (convergence). Let us consider systems (2.7) and (3.6) with either q = 1 or q = 2, and (3.6) with Q =Q p for p = 0, 1, 2. If Δt is sufficiently small, then there exist two positive constants C p andC p , depending on space discretization, but independent of Δt, such that the following convergence estimates hold:
. We start by considering BDF1 for time approximation of both systems (2.7) and (3.6). They read
By subtracting (3.34) from (3.33), we obtain
then multiply the first and the second equations of (3.35) by
T , respectively, and we subtract the second equation from the first one. We obtain
Moreover, by using the identity 2(a − b, a) = |a| 2 − |b| 2 + |a − b| 2 and the definite positivity/negativity of (Σ − SQ p ) (Lemmas 3.3, 3.4, and 3.5), we have
where γ = 0 when p = 0 or when p = 2 andB > 0; otherwise γ = 1 when p = 1 or p = 2 andB is not positive definite.
By applying the Cauchy-Schwarz inequality, estimate (3.27), and the Young inequality it follows that
and by summing on n = n 0 , . . . , N T − 1 we obtain
We denote by β the inf-sup constant which depends on the space discretization but that is independent of Δt. Thanks to the inf-sup condition, to the first equation in (3.35), to (3.25) and (3.26), we have
and then
Now we note that there exists a positive constant C P such that Δt(
, while the discretization error on the pressure associated to the pure BDF1 scheme (3.33) satisfies the inequality Δt
. Therefore, we replace (3.38) in (3.37) and obtain
If γ = 0, we choose ε = β 2 /(18C 2 Ω ), we move on the left the terms depending on E U , and, under the assumption Δt ≤ 18C 2 Ω /ν, we obtain
Otherwise, if γ = 1, we choose ε = β 2 /(27C 2 Ω ), again we move on the left the terms depending on E U,p , and we have
If we require that Δt ≤ min
, an estimate like (3.39), but with a different numeric constant, is true as well.
In conclusion, by neglecting some positive terms the estimate (3.31) holds, that is, the Yosida-(p+2) method is (p+3/2)th order accurate on the velocity with respect to both ∞ (L 2 )-and
. Finally, from (3.38) and (3.31), the estimate (3.32) on the pressure holds as well, that is, the Yosida-(p + 2) is (p + 1)th order accurate on the pressure with respect to the
We take into account both systems (2.7) and (3.6) with q = 2 and subtract the second system from the first one, obtaining
(3.40)
Then we multiply the first and the second equations of (3.40) by
T , respectively, and subtract the second equation from the first one. We obtain
Moreover, by using the identity 2(3a − 4b + c, a) = |a| 2 − |b| 2 + |2a − b| 2 − |2b − c| 2 + |a − 2b + c| 2 , working as in the proof for BDF1, and by neglecting some positive terms, we obtain
By applying the inf-sup condition, we have
and then 
Therefore, by applying the same techniques as before, we have
where we have used n P n+1 − P n 2 ≤ 2 n P n+1 2 and n E n+1
positive terms, it holds that
By using (3.43) in (3.45) and by moving the terms with E U,p on the left, we have
We choose ε =
}, the estimate (3.31) follows. The estimate (3.32) follows by both (3.31) and (3.43).
Remark 6. It is worth noting that the assumptions required on the time-step by the previous theorem are not very restrictive; note that for Ω ⊂ R d it holds that
The most restrictive condition on the time-step is that given in (3.13) ensuring the series − k≥0 D k converges to Σ.
Remark 7. When either BDF3 or BDF4 are considered, under suitable stability conditions on the time-step, we expect that convergence estimates like (3.31)-(3.32) hold for the couple BDFq-Yosida-(p + 2), as well as for q = 3, 4, as numerical results of the next section show.
Remark 8 (extensions to the Navier-Stokes case). We consider now the semidiscretization of unsteady Navier-Stokes equations by the following semi-implicit scheme: for any n = n 0 , . . . , N T − 1, look for the solution (u n+1 , p n+1 ) of the system
where N represents either a full explicit discretization of the convective term if
and where α j ∈ R (for j = 0, . . . , q − 1) are the coefficients of an extrapolation formula of order q. When the convective term is handled by the explicit form (3.47) the Yosida method can be used to solve (3.46), (3.47 ) and the analysis can be easily extended provided that N (u
H ) is bounded. Otherwise, when the convective term is treated by the semi-implicit form (3.48) the counterpart of (3.6) reads as follows: for n = n 0 , . . . , N T − 1 solve
where C n ({U n−j } q−1
Δt M +νK+N (U n−q+1 , . . . , U n ), and N (U n−q+1 , . . . , U n ) is the matrix related to the discretization of the convective term. It is immediate to see that matrix Σ is now time-dependent and both the derivation and analysis of Yosida schemes cannot be easily extended starting from the Stokes case.
Nevertheless, many numerical results presented in [8, 7] show that the convergence orders proved in Theorem 3.7 for the Stokes case still hold for Navier-Stokes equations with semi-implicit treatment of the convective term. In Figure 4 .1 we report the splitting errors (3.24) obtained by using either BDF1 or BDF2. In Figure 4 .2 we show the global errors (3.23) for p = 0, 1, 2 by using for the velocity and Δt p+1 for the pressure, numerical results on the solution (4.1) provide that the splitting errors of Yosida-(p + 2) schemes behave like Δt p+2 for the velocity and like Δt p+3/2 for the pressure for both BDF1 and BDF2. Global errors depend on convergence order of both BDF and Yosida-(p + 2) schemes; in particular for the results of Figure 4 .2 we have used BDF4, so that, for p = 0, 1, 2, splitting errors prevail over the error of BDF. For the results of Figure 4 .3 we have coupled Yosida-2 with BDF2, Yosida-3 with BDF3, and Yosida-4 with BDF4 and have obtained a global approximation error of order p + 2 = q for the velocity and of order p + 3/2 for the pressure. We refer to [8, 7, 15] for numerical results about the approximation of Navier-Stokes equations.
