A two-species ratio-dependent predator-prey model with time delay and impulse is investigated. By using the continuation theorem of coincidence degree theory, the existence of a positive periodic solution for this system is established.
Introduction
An important problem in predator-prey theory and related topics in mathematical ecology concerns the existence of a positive periodic solution. There is growing explicit biological and physiological evidence that in many situations, especially when predators have to search, share and compete for food, a more suitable, general predator-prey model should be based on the "ratio-dependent" theory. We may see that the system is continuous. But the environmental factors, disease and human action have to be considered. These models are subject to short-term perturbations which are often assumed to be in the form of impulses in the modeling process. In this paper we incorporate into the ratio-dependent predator-prey system.
We consider the following T -periodic predator-prey system with time delay and impulsive effects ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ẋ = x(t) b 1 (t) − a 1 (t)x(t) − c(t)y(t) m 1 (t)y(t)+x(t) , t = t k , y = y(t) −b
where x(t), y(t) represent the densities of prey and predator at time t, respectively, τ is a positive constant time delay,
Existence of periodic solution
In [1] [2] [3] [4] [5] [6] , by using the continuation theorem of coincidence degree theory, the existence of a periodic solution is established. In this section, we shall study the existence of at least one periodic solution of system (1).
First we shall make some preparations. Let J ⊂ R. Denote by PC(J, R) the space of functions ψ : J → R which are continuous for t ∈ J , t = t k , are continuous from the left for t ∈ J and have discontinuities of the first kind at the points t = t k ∈ J . Let
Let X and Z be real Banach spaces, L : Dom L ⊂ X → Z is a Fredholm mapping of index zero and P :
Definition. The set F is said to be quasi-equicontinuous in [0, T ] if for any ε > 0 there exists
Lemma 1. [7]
The set F ⊂ PC T is relatively compact if and only if
In what follows, we shall use the notation
where g(t) is a T -periodic solution,
y(t).

Theorem. Assume that the following conditions
hold. Then system (1) has at least one positive T -periodic solution.
Proof. Consider the system
, where two operators are defined as
Furthermore, we find that the inverse k P : Im L → ker P ∩ Dom L:
Clearly, QN and k P (I − Q)N is continuous. By using Lemma 1 and Lebesgue convergence theorem, we can prove that k P (I − Q)N (Ω) is compact for any open bounded set
Ω ⊂ X. It is clear that QN (Ω) is bounded. So N is L-compact for any open bounded set Ω ⊂ X. Define isomorphism projector J : Im Q → ker L J : Im Q → ker L, h 1 h 2 , 0 0 q k=1 → h 1 h 2 .
Now, for using Lemma 2, we need find a open bounded set Ω, corresponding to
L u(t) v(t) = λN u(t) v(t)
, λ∈ (0, 1),
Then we shall prove that there exists M > 0 such that for any T -periodic solution of system (1),
u(t) PC T + v(t) PC T < M holds. Let (u(t), v(t)) is T -periodic solution of system (2). Integrating system (3) over the interval
[0, T ], we obtain T 0u (t) = λ T 0 f 1 , T 0v (t) = λ T 0 f 2 , i.e. t 1 0u (t) + t 2 t + 1u (t) + t 3 t + 2u (t) + · · · + T t + qu (t) = λ T 0 f 1 . Using Δu(t k ) = λ ln(1 + c k ), we obtain T 0 b 1 (t) − ln q k=1 1 1 + c k = T 0 a 1 (
t)e u(t) + c(t)e v(t) m 1 (t)e v(t) + e u(t) .
Following the arguments above, we show that
t)e u(t−τ ) m 2 (t)e v(t−τ ) + e u(t−τ ) .
(5)
From system (3), (4) we have
(t)e v(t) m 1 (t)e v(t) + e u(t) dt
We have u(t) ∈ X, so there exist
By (4) we obtain
By (4) we have
From the above formula we have
Δu(t k )
By (6) and (7) we obtain
From system (3), (5) we have
We have v(t) ∈ X, so there exist
By (5) we have
Clearly, B 1 , B 2 are independent of λ. Choosing B > B 1 + B 2 ,
X is a constant vector in R 2 and X = B, then 
If X is a solution of system (8) for X ∈ ∂Ω ∩ ker L, we have X < B 1 + B 2 which contradicts X = B > B 1 + B 2 . Therefore, this satisfies condition (2) of Lemma 2. Now we verify condition (3) of Lemma 2. Define This completes the proof of the theorem. 2
