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minimum distance is found via t h e adaptation of the Weil bound to cyclic codes. However, this bound is of no signiflcance for roughly half of these codes.
We partially All this gap by giving a lower bound for an infinite class of duals of BCH codes.
In the second part we present a lower bound obtained with an algorithm due to Massey and Schaub. In the case of binary codes of length 127 and 255, the results are surprisingly higher than all previously known bounds.
I. NOTATIONS A N D DEFINITION O F T H E CLASS
We consider cyclic codes of length n = p m -1 over G F ( p ) .
A defining-set of a code C is a set T C [O, n] , such that {aj, j E T } are the zeroes of the generator polynomial of C , where LI is a primitive element in G F ( p " ) . We call check-set of C a subset J of [0, n], such that the definingset T' of the dual C' of C is the union of the cyclotomic cosets of the elements of J . For these duals we shall give an explicit formula for the Weil bound and apply the Roos bound.
THE THEORETICAL BOUNDS
For the codes introduced in section 1, the Weil bound adapted by Wolfmann [l] turns into an explicit formula. It is given in assertion 4 of theorem 1 in the binary case, and in assertion 5 of theorem 2 for p # 2. The other statements come from applying the Roos [Ro] bound, except the third of theorem 1, which is derived from the inclusion in a Reed-Muller code.
Theorem 1 We assume p = 2, and we denote by 6 ( t ) , the minimum distance o f C ( t , 0).
THE ALGORITHMIC METHOD
In order to have a bound for other duals, we use an algorithmic method due to T . Schaub 
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Thus the minimum distance of a code C is equal to the minimum rank of the matrices Cc, for c E C. To find a lower bound on the minimum distance of a cyclic code with defining-set Z(C), the idea of Schaub-Massey is to compute a lower bound for generic matrices of the form C,, such that Ai = 0, i E I(C), while the other coefficients have no fixed value. We shall not describe this "rank-bounding'' algorithm in details, which can be seen as a Gaussian algorithm that guesses which rows are independant in a generic matrix C,,,.
We have applied this algorithm for duals of binary 
