The tempered fractional diffusion equation could be recognized as the generalization of the classic fractional diffusion equation that the truncation effects are included in the bounded domains. This paper focuses on designing the high order fully discrete local discontinuous Galerkin (LDG) method based on the generalized alternating numerical fluxes for the tempered fractional diffusion equation. From a practical point of view, the generalized alternating numerical flux which is different from the purely alternating numerical flux has a broader range of applications. We first design an efficient finite difference scheme to approximate the tempered fractional derivatives and then a fully discrete LDG method for the tempered fractional diffusion equation. We prove that the scheme is unconditionally stable and convergent with the order O(h k+1 + τ 2−α ), where h, τ and k are the step size in space, time and the degree of piecewise polynomials, respectively. Finally numerical experimets are performed to show the effectiveness and testify the accuracy of the method.
Introduction
Anomalous diffusion models which better describe transport processes in complex heterogeneous systems are the fluid limit of a time random walk with a probability distribution function for the displacements and the waiting times. In fact, from a view of practice, upper bounds are existed on the waiting times between the displacements that a particle could do or on these displacements. Thus one should consider these upper bounds in the model. In order to recover finite moments, truncating waiting time probability distribution function and the displacements is a feasible method. Mantegna and Stanley [2] and Koponen [14] applied truncated Lévy processes to get rid of large displacements. Rosiński [28] replaced the sharp cutoff by a smooth exponential damping of the tails of the probability distribution function. In the fluid limits, exponentially tempered Lévy processes result in a tempered fractional diffusion equation [1] . If the waiting times be tempered, a fractional diffusion equation with a tempered time derivative will be modeled [3] .
In recent years, many numerical methods are presented to solve fractional subdiffusion and superdiffusion equations, for example, finite difference methods [6, 9, 16, 17, 26, 30, 25, 23, 29] , finite element methods [8, 31, 18, 38, 13, 15] , spectral methods [5, 20, 22] , discontinuous Gakerkin methods [32] . Other numerical methods such as homotopy perturbation method and the variational method also works very efficiently, for details the readers can refer to [21, 24] . However, compared with a lot of papers on numerical methods of fractional partial differential equations, the literature about the tempered fractional differential equations is limited. Li and Deng [19] proposed some high-order schemes based on the weighted and shifted Grünwald difference operators to solve the space tempered fractional diffusion equations. In [36] , Yu et al. analyzed the third order difference schemes for the space tempered fractional diffusion equations. In [1] , Baeumera and Meerschaert developed a finite difference scheme to solve the tempered fractional diffusion equation, and discussed the stability and convergence of the method. Cartea and delCastillo-Negrete [4] considered a finite difference method for the tempered fractional Black-Merton-Scholes equation. Hanert and Piret [10] developed a pseudo-spectral method based on a Chebyshev expansion in space and time to discretize the space-time fractional diffusion equation with exponential tempering in both space and time, and proved that the proposed scheme yields an exponential convergence when the solution is smooth. Zhang et al. [37] discussed a high-order finite difference scheme for the tempered fractional Black-Scholes equation. Hao et al. [11] discussed a second-order difference scheme for the time tempered fractional diffusion equation, and analyzed its stability and convergence.
In order to broaden the applicable range of tempered fractional diffusion models, it is meaningful and challenging to construct high-order numerical schemes for the model equation. The discontinuous Galerkin (DG) methods is naturally formulated for any order of accuracy in each element, and is flexibility and efficiency in terms of mesh and shape functions [40] . In this paper, we will present a fully discrete local discontinuous Galerkin (LDG) method based on generalized alternating numerical fluxes to solve the tempered fractional diffusion equation
with the initial solution u(x, 0) = u 0 (x), where f and u 0 are given smooth functions, and ρ > 0 is the constant reaction rate. Here
is the tempered fractional derivative of order 0 < α < 1, with Γ(·) being the Gamma function.
In this paper we do not pay attention to boundary condition, hence the solution is considered to be either periodic. The outline of the paper is as follows. We first introduce some basic notations and preliminaries which will be used later. Then in Sec. 3 a fully discrete LDG method for the tempered fractional equation (1.1), and also discuss its stability and convergence. Numerical examples are provided to show the accuracy and capability of the scheme in Sect. 4. Some concluding remarks are given in the final section.
Fully-discrete LDG scheme
As the usual treatment in LDG method, we rewrite equation (1.1) as the equivalent first-order system:
Let M be a positive integer, and denote τ = T /M be the time step and t n = nτ be mesh point, with n = 0, 1, . . . , M . Namely, we would like to seek the approximation solutions u n h and p n h in the discontinuous finite element space.
Firstly consider the discretization of tempered fractional derivative C 0 D α,γ t u(x, t). At any time level t n , it is approximated as follows
and µ n (x) is the truncation error in time direction. Similar to the proof in [22] , we can know that
where the bounding constant C > 0 depends on T, α and u. Further manipulation yields
, for j = 1, . . . N , and denote h = max 1≤j≤N h j . We assume the partition is quasi-uniform mesh, that is, there exists a positive constant κ independent of h such that h j ≥ κh. The associated discontinuous Galerkin space V k h is defined as
As usual, at each cell interfaces x j+ 1 2 , we use v + , respectively, to denote the values from the right cell I j+1 and from the left cell I j . Furthermore, the jump and the weighted average are denoted by
where δ is the given weight. Now we are ready to define the fully-discrete LDG scheme. The numerical solutions satisfy
for all test functions v and w ∈ V k h . The hat terms in (2.7) in the cell boundary terms from integration by parts are the so-called numerical fluxes. Instead of using the purely alternating numerical fluxes as [33, 35, 34, 39] , the novelty of this paper is taking the following generalized alternating numerical fluxes
with a given parameter δ = 1 2 . If taking δ = 0 or 1, it will be purely alternating numerical fluxes. For the convenience of the notations and analysis, we would like to introduce a compact form of the above scheme. Adding up two equations in (2.7), we have
).
(2.10)
Stability analysis
For the sake simplifying the notations and without lose of generality, we take f = 0 in its numerical analysis. For the stability for the scheme (2.7), we have the following result. Proof. Taking the test functions v = u n h , w = p n h in (2.9), we obtain ], we have
After some detailed analysis, and sum (3.3) from 1 to N over j, we can get the following identity
Next, we prove Theorem 3.1 by mathematical introduction. Notice the fact that e −iγτ ≤ 1 for any i ≥ 0. Let n = 1 in (3.2), we can obtain
Suppose that we have proved for the given integer P the following inequalities
Letting n = P + 1 and taking the test functions v = u P +1 h and w = p P +1 h in (3.2), we can obtain
Hence, we can get the following inequality easily
which implies the conclusion of this theorem.
Error estimate
In this section we present the error estiamte. To do that, let us firstly recall some important results.
For any periodic function ω defined on [a, b], the generalized Gauss-Radau projection [27, 7] , denoted by P δ ω, is the unique element in V h . Let ω e = P δ ω − ω be the projection error. When δ = 1 2 , it satisfies for j = 1, 2, . . . , N , that
We have the following conclusion [7] .
where the bounding constant C > 0 is independent of h and ω. Here Γ h denotes the set of boundary points of all elements I j , and
.
Also we will use the following conclusion [12, 38] .
where C is a positive constant independent of h and τ .
In the present paper we use the notation C to denote a positive constant which may have a different value in each occurrence. The usual notation of norms in Sobolev spaces will be used. Denote by (·, ·) D the inner product on L 2 (D), with the associated norm by · D . If D = Ω, we drop D.
Now we are ready to present the following estimate.
Theorem 4.1. Let u(x, t n ) be the exact solution of the problem (1.1), which is sufficiently smooth with bounded derivatives, Let u n h be the numerical solution of the fully discrete LDG scheme (2.7), then there holds the following error estimates
where C is a constant depending on u, T, α.
Proof. Consider the seperation of numerical error in the form e n u = u(x, t n ) − u n h = ξ n u − η n u , ξ n u = P δ e n u , η n u = P δ u(x, t n ) − u(x, t n ), e n p = p(x, t n ) − p n h = ξ n p − η n p , ξ n p = P 1−δ e n p , η n p = P 1−δ p(x, t n ) − p(x, t n ).
(4.4)
Here η n u and η n p have been estimated by Lemma 4.1. In what following we are going to estimate ξ n u and ξ n p . Since the fluxes (2.8) are consistent, we can obtain the following error equation
Based on the error decomposition (4.4), and taking the test functions v = ξ n u and w = ξ n p in (4.5), we have the following error equations
By the definitions of P δ for u and P 1−δ for p, it is easy to see that
Based on the stability result (3.4), and notice ρ > 0, P δ e 0 u = 0, from (4.6) we can have
where β = τ α Γ(2 − α), and
here the simplified notation is used,
With the help of
then we can get
(4.8)
Similarly we have
An application of Young inequality yields
where ε is a small constant. By mean of e −iγτ ≤ 1, and (4.8), (4.9), (4.10), from (4.11) we can obtain
By Lemma 4.2, we can obtain the following result immediately
Finally, Theorem 4.1 follows by the triangle inequality and Lemma 4.1.
Numerical examples
In this section some numerical examples are carried out to illustrate the accuracy and capability of the method. With the help of successive mesh refinements we have verified that the scheme is numerically convergent.
then the exact solution is u(x, t) = e −γt t 2 sin(2πx). The time step is τ = 1/M and N is the number of the mesh in space. First, Spatial accuracy of the scheme (2.7) is tested by taking a sufficiently small step sizes τ = 1/1000 in time. We divide the space into N elements to form the uniform mesh and then randomly perturb the coordinates by 10% to construct the nonuniform mesh. We list both the L 2 -norm and L ∞ -norm errors, and the numerical orders of accuracy at time T = 1 for several αs and δs, for both the uniform and nonuniform meshes in Table 1 -4. One can find that the errors attain (k + 1)-th order of accuracy for piecewise P k polynomials.
Secondly, we will test the temporal accuracy of the scheme (2.7) with generalized alternating numerical fluxes (2.8) . We take a sufficiently small step sizes h = 1/200 so that the space discretization error is negligible as compared with the time error. The expected (2 − α)-th order convergence of scheme (2.7) in time could be seen in Table 5 . The forcing term on the right-hand side is determined by the exact solution.
We implement the scheme (2.7) in Ω = [0, 1]. Tables 6-9 show the convergence orders for the L 2 -norm and L ∞ -norm errors at time T = 1 for several αs and δs on the uniform mesh and nonuniform mesh, respectively. The optimal convergence orders in these tables show that the result in Theorem 3.2 is sharp. Example 4.3. In this example we present some numerical solutions using piecewise P 2 polynomials for the following homogeneous model: 2) and the initial conditions is taken as follows: 
Conclusion
In this paper we have proposed and analyzed an implicit fully discrete LDG method with the convergent orders O(h k+1 + (τ ) 2−α ) for the tempered fractional diffusion equation. Numerical examples are provided to confirm the order of convergence and show the effectiveness of the proposed scheme (2.7). It is worth to mention that the scheme can be extended to solve the two or higher dimensional case easily, and the theoretical results are also valid. However, the computation work will be huge. In future we would like to study this problem and try to design a effective scheme for the two dimensional case. Educational Committee(19A110005) and the National Natural Science Foundation of China (11461072). 
