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Abstract
We prove (Theorem 1.1) that if e0 > · · · > er > 0 are coprime integers, then the Newton functions Xei1 +
· · · + Xeir , i = 0, . . . , r , generate over Q the field of symmetric rational functions in X1, . . . ,Xr . This
generalizes a previous result of us for r = 2. This extension requires new methods, including: (i) a study
of irreducibility and Galois-theoretic properties of Schur polynomials (Theorem 3.1), and (ii) the study of
the dimension of the varieties obtained by intersecting Fermat hypersurfaces (Theorem 4.1). We shall also
observe how these results have implications to the study of zeros of linear recurrences over function fields;
in particular, we give (Theorem 4.2) a complete classification of the zeros of recurrences of order four with
constant coefficients over a function field of dimension 1.
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1. Introduction
As is well known, the field of symmetric functions in Q(X1, . . . ,Xr) is generated by the
elementary symmetric functions and also by the first r Newton functions (or power-sums)
N1, . . . ,Nr , where
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We shall see in the last section that there are some other choices of r such Newton functions
which have the same property, but we shall prove that certainly this does not generally happen.
However one may ask what happens on taking r + 1 distinct exponents e0 > · · · > er . We note at
once that if d := gcd(e0, . . . , er ), then the field Q(Ne0 , . . . ,Ner ) is contained in Q(Xd1 , . . . ,Xdr ),
hence a necessary condition for these Newton functions to generate the full symmetric field is
that d = 1. It seems natural to ask whether this is also sufficient.
In the case r = 2 this was conjectured in the paper [12] and was solved in the affirmative
in [4]. The arguments of [4] are, somewhat surprisingly, not very simple and of partially indirect
nature; also, they do not seem to admit an automatic extension to the case of several variables. It
is the main purpose of the present paper to present new ingredients in order to prove the general
result, namely:
Theorem 1.1. Let e0 > · · · > er > 0 be integers with gcd(e0, . . . , er ) = 1. Then the Newton func-
tions Nei (X1, . . . ,Xr), i = 0, . . . , r , generate over Q the field of symmetric rational functions in
X1, . . . ,Xr .
It is not surprising that this study leads to consider (r +1)× (r +1)-determinants of the shape
det(Xaji ), for integers a0, a1, . . . , ar . Dividing by the obvious Vandermonde factors, we obtain
the so-called Schur symmetric polynomials. For our purposes, it turns out to be relevant to under-
stand the Galois structure of the splitting field of such polynomials, considered as polynomials
in one variable over the field generated by the remaining ones. This structure will be described in
Section 3, Theorem 3.1. As a byproduct, we shall obtain the complete factorization of the Schur
polynomials. These facts seem to be not free of independent interest. To our knowledge, only
special cases appear in the literature; we refer for instance to the paper [3] for the case of the sum
of the monomials of given degree (see Lemma 2.1) and to the paper [15] for the case r = 3.
These Schur polynomials, considered as polynomials in a single variable, for fixed dimension
r and variable exponents ai , are instances of ‘lacunary’ polynomials, whose coefficients turn out
to be algebraically independent. Hence we are led to study the Galois group of the ‘general poly-
nomial in one variable with given number of terms and given monomial degrees’; for instance,
the case when the degrees are 0,1, . . . , r gives the general polynomial of degree r . Again, the
case of general exponents seems not to have been treated explicitly in the literature. In Theo-
rem 2.1 below we describe the structure of the Galois group in the general case, providing a
useful tool for the study of Schur polynomials.
To conclude the proof, we need to determine the dimension of some varieties which are irre-
ducible components of an intersection of Fermat hypersurfaces with given coefficients: we shall
prove in Theorem 4.1 a general result, showing that these varieties are a complete intersection
whenever the number of equations is not too large with respect of the number of variables. (This
result is also optimal, as remarked at the end of Section 4.)
As to the methods, to prove Theorem 2.1 we use some considerations of monodromy, whereas
Theorem 1.1 will be derived by combining the Galois group structure of certain function field
extensions with the action of derivations of those fields, introduced in Section 4.
We note that monodromy and Galois groups are used also in the paper [4], which is a similarity
with the present method. However, in going to higher dimensions it becomes harder to work with
explicit determinantal equations, which on the contrary was possible to a certain extent in [4].
In particular, the determination of ramifications of the involved field extensions leads to difficult
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larger and simpler to study; in practice we compute the ramification of a ‘general’ polynomial,
the study of which is simpler, and from this we draw properties of our actual ramification which
are sufficient for the present purposes.
In conclusion, our proof of Theorem 1.1 is rather indirect, and uses monodromy, which may
seem not directly linked with the context. One could ask for an ‘explicit’ proof of the theorem,
for instance producing ‘explicit’ rational functions Ri(Y0, . . . , Yr ), i = 1, . . . , r , such that the
i-th elementary symmetric function of X1, . . . ,Xr equals Ri(Ne0, . . . ,Ner ). However this plan
seems awkward even for r = 2. In fact, note that the Ri are determined only up a multiple of
a minimal equation relating Ne0, . . . ,Ner (this exists because trdeg(C(Ne0 , . . . ,Ner )/C) = r by
Lemma 4.1); and this equation itself seems not easy to write down explicitly in the general
case. (Here is a simple example, for r = 2, (e0, e1, e2) = (5,3,2): 5N62N3 − 15N32N33 − N53 −
6N52N5 + 30N22N23N5 − 15N2N3N25 + 2N35 = 0.) Even its mere degrees do not appear to be
simple functions of e0, . . . , er , except when r = 2. To our knowledge, there is just one general
positive result in this direction: in the very special cases when it is known that already r Newton
functions generate the whole symmetric field, Nakamura [13] gave explicit formulas, although
complicated, for the elementary symmetric functions in terms of these r Newton functions (see
the last section for more detail on this and the paper [7] for simplified proofs).
Actually, one may expect some difficulties by noting that another way to state Theorem 1.1
is to say that the polynomials Ne0, . . . ,Ner determine all the terms in the linear recurrence se-
quence consisting of all the polynomials N1,N2, . . . ; in other words, for ‘general’ ξ1, . . . , ξr , the
values Nei (ξ1, . . . , ξr ), for i = 0, . . . , r , determine all the values Nm(ξ1, . . . , ξr ). But now it is
well known that it is generally hard to reconstruct a whole recurrent sequence from a few sparse
values; hence one expects the Ri to be very complicated.
The results have applications to the study of the number of zeros of linear recurrences over
function fields (see [5,6] and [18], also for other references). This problem has been widely
studied, in analogy to the classical arithmetical case. For the case of a (simple) linear recurrence
of order 4, with constant coefficients, but over a function field of a curve, we prove that there
are at most two zeros, apart from a single exceptional case which we describe, and which gives
exactly three zeros. See Theorem 4.2.
In this context of recurrence sequences, we also note that a statement of similar type as Theo-
rem 1.1 should hold for more general ‘simple’ linear recurrences of the shape c1Xm1 +· · ·+crXmr ,
for general coefficients ci . However for simplicity we have limited this study to Section 4, inves-
tigating merely the dimension of the intersection of the resulting Fermat hypersurfaces.
1.1. Notations
k: an algebraically closed field of characteristic zero.
Sn: the symmetric group on n letters.
K¯ : an algebraic closure of the field K .
X: the vector of variables (X0, . . . ,Xr).
2. The Galois group of the general polynomial with r terms
Let t1, . . . , tr be independent indeterminates over k and put K := k(t1, . . . , tr ). For integers
a0 > a1 > · · · > ar−1 > ar = 0 we consider the polynomial
R. Dvornicich, U. Zannier / Advances in Mathematics 222 (2009) 1982–2003 1985P(X) := Xa0 + t1Xa1 + · · · + tr−1Xar−1 + tr ∈ K[X]. (2.1)
In this section we shall determine the Galois group G of P(X) over K, as a subgroup of Sa0 .
For instance when a0 = r (i.e. ai = r − i) we find the general polynomial of degree r , whence
G = Sr . It may happen that G is not the full symmetric group on a0 letters, since the ai may have
nontrivial common divisors. However we shall show that this is the only obstruction to G = Sa0 ,
which will allow a complete description. Before giving a precise statement, we pause for some
preliminary observations and notations.
We put d := gcd(a0, . . . , ar ) and write ai = dbi and
P(X) = Q(Xd), Q(X) = Xb0 + t1Xb1 + · · · + tr−1Xbr−1 + tr . (2.2)
For notational convenience we set a := a0 = degP , b := b0 = degQ. We denote by ξ1, . . . , ξb
the roots of Q in a fixed algebraic closure of K . Note that these roots are pairwise distinct, since
the discriminant Δ(t1, . . . , tr ) of Q(X) is not identically zero (e.g. because Δ(0, . . . ,0, tr ) = 0);
this fact will be implicit in our proofs.
Clearly the roots of P are the d-th roots of the ξi . So, we choose in some way a d-th root ρi
of ξi and then the set of roots of P will be {θρi | θd = 1, i = 1, . . . , b}.
From all of this it is clear that G permutes the blocks Bi := {θρi | θd = 1} (and is thus im-
primitive for d > 1).
We shall also consider the subgroup N of G fixing K(ξ1, . . . , ξb); it is the subgroup of G
stabilizing all the blocks Bi . Note that K(ξ1, . . . , ξb) = k(ξ1, . . . , ξb) since the ti are (symmetric)
rational functions of the ξj . It is a normal subgroup since K(ξ1, . . . , ξb) is the splitting field of
Q(X). Note that H := G/N is the Galois group of Q over K and therefore is a subgroup of Sb .
Let ζ ∈ k be a fixed primitive d-th root of 1. We define permutation cycles ci on Bi by
ci(θρi) = ζθρi and we let ci act on the union of the Bj by putting ci(θρj ) = θρj for j = i.
Clearly N is a subgroup of 〈c1〉 × · · · × 〈cb〉, because k contains all roots of unity and so the
action of N on each block is cyclic.
Theorem 2.1. In the above notation, we have:
(i) H := G/N ∼= Sb as a permutation group on the blocks Bi .
(ii) N = 〈c1〉 × · · · × 〈cb〉.
(iii) We have G ∼= N  Sb where the structure is defined by σciσ−1 = cσ(i) for σ ∈ Sb .
Proof. We argue by induction on r . The case r = 1 corresponds to the binomial Xa+ t1, so b = 1.
This case is of course easy and well known. Therefore we assume r  2 and the conclusion true
up to r − 1.
We prove separately the three items, defining throughout
L := K(ξ1, . . . , ξb) = k(ξ1, . . . , ξb).
(i) For this item, it suffices to prove that the Galois group of Q(X) over k(t1, . . . , tr ) is Sb .
We put Q0 = Q and Q1 = Q1(X) = Q(t1, . . . , tr−2,0, tr ,X) = Xb0 + · · · + tr−2Xbr−2 + tr ∈
k[t1, . . . , tr−2, tr ][X], so Q1 is the ‘specialization’ of Q(X) at tr−1 = 0.
Note that Q0(X),Q1(X) are irreducible over k(t1, . . . , tr ) (for instance because they are linear
in tr and primitive). Further, for j = 0,1 we define Hj as the Galois group of Qj(X) over
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an algebraic closure of k(t1, . . . , tr−1−j , tr ). Observe that since Qj(X) is irreducible, Hj is a
transitive subgroup of Sb .
We now pause on a simple but important fact: We may consider the H0,H1 as subgroups of Sb
in such a way that H1 ⊂ H0 ⊂ Sb , on viewing H1 as a decomposition group of H0, corresponding
to the specialization tr−1 = 0. There are several ways to prove this; we choose the following
topological approach. Since the matter is rather standard, we shall proceed rapidly.
Because of this approach, we shall work for this point with k = C; since the Qj are defined
over Q, this causes no loss of generality.
Let Δj ∈ Q[t1, . . . , tr−1−j , tr ] be the nonzero discriminant of Qj(X) and define Uj as the
complement of the zero locus of Δj in Ar−j (C). Also, define Vj as the affine algebraic variety
of points (μ1, . . . ,μb, τ1, . . . , τr−1−j , τr ) ∈ Ab+r−j (C) such that
(a) (τ1, . . . , τr−1−j , τr ) ∈ Uj ;
(b) The set {μ1, . . . ,μb} consists of the distinct roots of Qj(τ1, . . . , τr−1−j , τr ,X) = 0 in C.
Note that Vj is in fact affine because it is a closed subset of the affine subvariety of Ab+r−j ob-
tained as the complement of the hypersurface Δj(τ1, . . . , τr−1−j , τr )
∏
1i<jb(μi −μj ) = 0.
Let πj be the projection on the last r − j coordinates; it is a finite covering map (because
of (a)) with degree b!. Note that Sb acts transitively and freely on the fibers of πj , whence Vj
is a cover of Uj with group Sb as a subgroup of covering transformations. The variety Vj will
be possibly reducible, and Sb will permute its irreducible components. Let V ∗j be an irreducible
component; by taking a generic point (over C) we see that the function field C(V ∗j ) is isomorphic
to the splitting field of Qj(X) over C(t1, . . . , tr−1−j , tr ).
Also, V ∗j is an algebraic cover of Ar−j , unramified above Uj ; therefore, under πj it is a
connected topological cover of Uj . (For instance, because any irreducible algebraic variety over
C is connected.) Moreover, the irreducible components must be pairwise disjoint because πj is
an unramified covering map. Hence, by general topology, it is a connected component of Vj .
This argument shows that the connected components are exactly the irreducible components.
Now, Sb , as a subgroup of transformations of the cover Vj , permutes the connected com-
ponents of Vj . Therefore, since it acts transitively on the fibers, the stabilizer of a connected
component will also act transitively on its fibers; this proves that each connected component is
a Galois cover, with its stabilizer as Galois group. In particular, comparing degrees, we see that
Hj is the Galois group of V ∗j , as a cover of Uj .
We now cut U0 with tr−1 = 0. Note that by our definitions we just obtain U1, and π−10 (U1) isjust V1. Also, W := V ∗0 ∩V1 will be a Galois cover of U1 with group H0 and a union of connected
components of V1; hence we may choose V ∗1 as one of these components. At this point we may
view V ∗1 as a sub-cover of W and, as before, H1 is a subgroup of H0 (the stabilizer of V ∗1 in H0).
To go further, we prove some properties of the Hj , starting with H1. For this we shall use
the inductive assumption, letting d1 := gcd(b0, . . . , br−2). In particular, we immediately deduce
that:
Property H1. As a subgroup of Sb , H1 acts imprimitively on blocks Bi of length d1. Moreover,
given x, y, z ∈ {1, . . . , b} such that neither y nor z lies in the same block as x, there exists h ∈ H1
with h(x) = x, h(y) = z.
As to H0, we are going to prove the following property:
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br−1-cycles. Also, T0 contains some transposition.
One way to proceed is as follows: we may embed Q¯(t1, . . . , tr−1) in C and view tr as a vari-
able over C. We let T0 be the Galois group of Q0 over C(tr ); this T0 is in fact is a subgroup
of H0, as desired. It is transitive because Q0 is irreducible over C(tr ). By the general theory of
branched covers of P1(C) we infer that T0 is generated by all the permutations corresponding to
the inertia groups above all but one (at our choice) the branched points. (This is related to Rie-
mann Existence Theorem, but here we only need the weaker fact that every connected algebraic
possibly ramified cover of P1(C) of degree > 1 is ramified above at least two points. See [17].)
In order to calculate the branching data, we need a lemma.
Lemma 2.1. The derivative Q′0(X) ∈ C[X] has only simple zeros in C, apart from X = 0. Also,
Q0(X) takes on pairwise distinct values at these zeros.
Proof. For the derivative we have
Q′0(X) = b0Xb0−1 + t1b1Xb1−1 + · · · + tr−1br−1Xbr−1−1.
Hence the nonzero roots are the roots of the polynomial
q0(X) := X1−br−1Q′0(X) = b0Xb0−br−1 + t1b1Xb1−br−1 + · · · + tr−1br−1.
For the first assertion it suffices to prove that q0(X) has only simple roots. For this, just recall that
t1, . . . , tr−1 are algebraically independent over Q and that the discriminant of q0(X) is a nonzero
polynomial in the tj , with rational coefficients.
Now let us prove the remaining part. Let us denote by ξ, η ∈ C∗ two distinct zeros of q0(X).
We must prove that in any case Q0(ξ) = Q0(η). For this, consider the algebraic variety V ⊂
A∇+∞ over Q¯ defined by q0(X) = q0(Y ) = 0 and Q0(X)−Q0(Y ) = 0, where the equations are
viewed in the r +1 variables t1, . . . , tr−1,X,Y . Note that all components of V have codimension
 2 because the equations q0(X) = 0 and q0(Y ) = 0 have no common factor (in our r + 1
variables).
Let us argue by contradiction and assume that Q0(ξ) = Q0(η). Then the point P :=
(t1, . . . , tr−1, ξ, η) satisfies the three equations defining V . Since P has transcendence degree
 r − 1 over Q¯, and since V has dimension  r − 1, P must be a Q¯-generic point of a compo-
nent V of V . For the same reason that dim(P ) r − 1, V has codimension exactly 2, and since
ξ = η, V is not contained in the variety X = Y .
Since we have three equations holding on V , the Jacobian of these equations would have rank
 2 on the whole V . Let us write down this Jacobian matrix:
⎛
⎝ b1X
b1−b0 · · · br−1 q ′0(X) 0
b1Yb1−b0 ... br−1 0 q ′0(Y )
Xb1 − Yb1 · · · Xbr−1 − Ybr−1 Q′0(X) −Q′0(Y )
⎞
⎠ .
Note that Q′0(X) = Q′0(Y ) = 0 on V (because q0(X) = q0(Y ) = 0 on V ). Then, in particular,
on the whole V we must have q ′0(X)q ′0(Y )(Xbs − Ybs ) = 0, for s = 1, . . . , r − 1. This implies
q ′ (ξ)q ′ (η)(ξbs − ηbs ) = 0, for s = 1, . . . , r − 1. However, gcd(b1, . . . , br−1) = 1, whence, since0 0
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a double root, which has been excluded above. This concludes the proof of the lemma. 
Given this lemma, it is not difficult to calculate the branching data of the cover defined by Q0.
We have a b-cycle above the point tr = ∞. The finite branch points are the values of Q0(X)
at the zeros of Q′0(X). By the lemma, Q′0 has simple zeros apart from X = 0, when it has a zero
of multiplicity br−1 − 1. Also, Q0 takes distinct values at these points.
In conclusion, above tr = 0 each of the inertia groups is generated by a br−1-cycle.
Above the remaining finite branch points, each inertia group is generated by a transposition.
Note that there is at least one such branch point, because otherwise q0(X) would be constant,
which is not the case since r > 1 and so b0 > br−1.
We have remarked that T0 is generated by the inertia groups excluding ∞, and thus is gener-
ated by transpositions and br−1-cycles, proving Property H0.
Let Γ0 be the subgroup of H0 generated by all the transpositions in H0. Let O1, . . . ,Oγ denote
the orbits of Γ0. Since Γ0 is normal in H0, these orbits are blocks of imprimitivity for H0 and
thus have the same cardinality (because H0 is transitive), indicated here with ω. Our next goal is
to prove that γ = 1. If this is indeed the case, part (i) follows: in fact, Γ0 would then be transitive
and generated by transpositions, whence equal to the full symmetric group by a well-known
result. (See e.g. [16, p. 139].)
Then, let us again argue by contradiction, assuming γ > 1. We shall use here Proper-
ties H1,H0 above.
We first assert that each of the blocks Bi (of Property H1 above) is a union of blocks Oj . In
fact, otherwise there would exist two elements x, y in a same block Oμ but in distinct blocks
Bα,Bβ . Since γ > 1 there exists z ∈ Oν = Oμ. By interchanging x, y if necessary, we may
assume that z /∈ Bα . Now, pick h ∈ H1 as in Property H1. Since h(x) = x, h must stabilize the
block Oμ, so in particular z = h(y) ∈ Oμ, which does not hold. This proves the assertion.
In particular, we deduce that ω divides d1 = gcd(b0, . . . , br−2).
Secondly, we assert that any l-cycle σ in H0 sending Oi in Oj , for some i = j , is such that ω
divides l. In fact, in the first place the unique orbit of σ of length > 1 must contain Oi , because
σ sends Oi in Oj and so must move every element of Oi ; in particular, the orbit of any element
of Oi under σ is in fact the unique nontrivial orbit of σ and so contains Oi . We deduce that if
m > 0 is minimal so that σm(Oi) = Oi , then σm acts on Oi as a cycle of length ω. Since σ has
exact order l the assertion follows.
To conclude, recall that the subgroup T0 of H0 is transitive and generated by transpositions
and br−1-cycles. Since certainly its transpositions preserve every Oi , there must be some br−1-
cycle moving some Oi (and therefore sending it into Oj with j = i).
Putting everything together we obtain that ω divides gcd(d1, br−1) = 1. However this is im-
possible because H0 contains some transposition by Property H0.
This concludes the proof of part (i).
(ii) Let M = L(ρ1, . . . , ρb) = k(ρ1, . . . , ρb). Observe that certainly M/L is an abelian ex-
tension of exponent d , of Galois group N . Also, let Γ be the subgroup of L∗ generated by
ξ1, . . . , ξb . Since k contains the d-th roots of unity, by Kummer Theory we have an isomorphism
N ∼= Γ · (L∗)d/(L∗)d (where (L∗)d denotes the set of d-th powers of nonzero elements of L).
Hence it suffices to prove that the are no nontrivial relations among the ξi modulo d-th powers
in L∗; in turn, this will follow if we show the impossibility of nontrivial relations modulo p-th
powers of elements of L∗, for any prime p.
So, let us consider a possible such relation, which we write in the form
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m1
1 · · · ξmbb = yp, y ∈ L∗, (2.3)
where the mi are integers not all divisible by p.
The following easy lemma will be useful:
Lemma 2.2. Let K2/K1 be a Galois extension with group Sm, m > 1. Let p be a prime such
that K1 contains the p-th roots of 1. For p = 2, K2 does not contain a cyclic extension of K1
of degree p. For p = 2 there is only one such extension, namely the fixed field of the alternating
group.
This lemma is a restatement of the well-known fact that Sm does not contain normal subgroups
of index p for p = 2 whereas the alternating group is the unique subgroup of index 2 (for m> 1).
We now prove that (2.3) is impossible.
Assume first that p = 2. We distinguish two cases.
First case: mi ≡ mj (mod p) for all i, j . Now, up to p-th powers in L∗, which may be
absorbed in the right side of (2.3), we may assume that all the mi = m are equal. Then we obtain
that tmr = zp for a z ∈ L∗. So the extension K(z)/K is either trivial or cyclic of degree p. But
Gal(L/K) = H ∼= Sb by (i), whence the lemma excludes the second possibility, and so z ∈ K ,
which is impossible because m is not divisible by p.
Second case: there exist i = j with mi ≡ mj (mod p). Now we act with H on (2.3); since by
(i) H is isomorphic to Sb , we may in particular exchange ξi, ξj and leave all the other ξl fixed.
Dividing term by term the old relation by the new one, we get that (ξi/ξj )mi−mj is a p-th power
in L∗. Since mi − mj is not divisible by p, the same conclusion holds for ξi/ξj , i.e. we may
write
ξi
ξj
= ypij , yij ∈ L∗.
By acting with H we see that a similar relation is true actually for all pairs i = j , and of course it
holds trivially for i = j . Then, taking the product of these relations for all pairs (1, j) and taking
into account that
∏b
j=1 ξj = ±tr , we obtain
ξb1 = trvp
for some v ∈ L∗.
In particular, vp ∈ K(ξ1), so the extension K(ξ1, v)/K(ξ1) is either trivial or cyclic of de-
gree p. But Gal(L/K(ξ1)) ∼= Sb−1, whence again by the lemma we get v ∈ K(ξ1).
To conclude, we reduce to a purely transcendental field extension: in fact, the equation
Q(ξ1) = 0 yields tr ∈ k(t1, . . . , tr−1, ξ1), whence K(ξ1) = k(t1, . . . , tr−1, ξ1), which is purely
transcendental over k, necessarily of transcendental degree r .
Note that Q(ξ1) = 0 implies that −tr/ξb1 = 1 + t1ξb1−b1 + · · · + tr−1ξbr−1−b1 . This is plainly
not a p-th power in the field k(t1, . . . , tr−1, ξ1), since ξ1, t1, . . . , tr−1 are algebraically indepen-
dent and the degree in t1 is 1. (Note that t1 actually appears because in the present case we are
assuming r  2.)
Assume now p = 2. This case is similar but more complicated. Again, we distinguish two
cases.
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z lies in the fixed field of the alternating group. This field is precisely K(
√
Δ), where Δ =∏
i =j (ξi − ξj ) is the discriminant (the sign does not matter because k is algebraically closed).
Since z2 ∈ K∗, it is now standard that either z ∈ K∗ or z√Δ ∈ K∗.
The first possibility is impossible (as in the case p = 2).
The second possibility gives that trΔ is a square in K but tr is not. To exclude this we shall use
a specialization argument. Recall that r > 1, so we may first choose an index s ∈ {1, . . . , r − 1}
such that bs and b are not both even: this is possible because gcd(b0 = b, . . . , br−1) = 1; now we
specialize tj = 0 for j /∈ {r, s} (if there is any such j ). Putting for notational convenience tr = t ,
ts = u and bs = c, the specialized Δ, which we denote by Δ∗, may be easily computed:
Δ∗ = tc−1(λub +μtb−c), (2.4)
where λ,μ ∈ k∗ depend only on b, c and are immaterial for our purposes.
Clearly, if trΔ is a square in K , necessarily of a polynomial in k[t1, . . . , tr ], we have that
tΔ∗ = tc(λub + μtb−c) is a square in k[t, u]. However this is impossible, e.g. because b, c are
not both even.
Second case: not all the mi are odd. Now, as in the case p = 2 we arrive at the equation
ξb1 = trv2, for some v ∈ L∗. By Lemma 2.2 (applied to the extension L/K(ξ1)), v must lie in the
field K(ξ1,
√
δ), where δ is the discriminant of Q(X)/(X − ξ1) ∈ K(ξ1)[X], namely
δ = ±
∏
i =j
i,j>1
(ξi − ξj ).
As in the first case, we deduce that either v or v
√
δ lies in K(ξ1). The first possibility can be
excluded as in the case p = 2, so we assume that v√δ ∈ K(ξ1), i.e. that ξb1 tr δ is a square in
K(ξ1).
Note that we can work with Δ in place of δ, since
Δ = ±δ
(∏
j>1
(ξ1 − ξj )
)2
= ±δQ′(ξ1)2.
This implies that ξb1 trΔ is a square in K(ξ1). To exclude this we specialize as before, but now
this requires a little more precision. Note as in the case p = 2 that tr = −(ξb1 + t1ξb11 + · · · +
ξ
br−1
i tr−1), so K(ξ1) = k(ξ1, t1, . . . , tr−1). Then we see that ξb1 trΔ lies in k[ξ1, t1, . . . , tr−1],
whence it must be a square of a polynomial in the same ring. Hence it will remain a square after
the specialization used for the first case. Denoting by x a root of Xb + uXc + t , this yields that
xbtc(λub +μtb−c) is a square in k[x,u].
Because of the identity −t = uxc + xb = xc(u+ xb−c) we get that
xb+c2
(
u+ xb−c)c(λub ±μxc(b−c)(u+ xb−c)b−c)
is a square in k[x,u]. To get a contradiction and conclude we note that: u + xb−c is coprime
both to x and to u. Hence the terms xb+c2 , (u+ xb−c)c and (λub ±μxc(b−c)(u+ xb−c)b−c) are
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both b + c2 and c must be even, contrary to our choice.
(iii) Let R = {ρ1, . . . , ρb} and let H ∗ be the subgroup of G stabilizing R. We prove that H ∗
is a complement of N in G, isomorphic to Sb .
First, note that N ∩ H ∗ = {1}. In fact, let h be in the intersection. Then, since h ∈ N , it
stabilizes the blocks Bi . Then h(ρi) must lie in the intersection Bi ∩ R = {ρi}. So h fixes R
pointwise. On the other hand every element of N acts as a power of ci on Bi ; since h lies in N ,
h is the identity on the whole Bi .
In particular, the restriction to H of the natural map π : G → G/N is injective. We now show
that it is also surjective, concluding that G ∼= N  H ∼= N  Sb .
For this, let σ ∈ Sb and let g ∈ G be such that π(g) = σ . By definition such a g will send ρi
to some element of the block Bσ(i); so g(ρi) = θiρσ(i) for suitable d-th roots of unity θ1, . . . , θb.
Let ri be an integer such that criσ (i)(θiρσ(i)) = ρi . Note that by (ii) the product
∏b
i=1 c
ri
σ (i) lies
in N . Then, since cj acts trivially out of the block Bj we have that g′ :=∏bi=1 criσ (i)g belongs to
H and satisfies π(g′) = π(g) = σ .
To conclude the proof of part (iii) we have to verify that σciσ−1 = cσ(i) for σ ∈ Sb and in fact
by definition we must show this on replacing σ by the corresponding element h = hσ of H . Note
that this element h satisfies h(ρi) = ρσ(i), because it fixes the set R and permutes the blocks Bi
as σ does.
We have to show that hci(θρj ) = cσ(i)h(θρj ) for all i, j and for all d-th roots of unity θ . For
this we shall distinguish two cases, recalling that the roots of unity lie in k and so are fixed by G.
First case: i = j . Now ci fixes θρj , so
hci(θρj ) = h(θρj ) = cσ(i)h(θρj ),
since h(θρj ) ∈ Bσ(j), which is fixed by cσ(i).
Second case: i = j . Now we have
hci(θρi) = h(θζρi) = θζh(ρi) = θζρσ(i) = cσ(i)(θρσ(i)) = cσ(i)
(
θh(ρi)
)= cσ(i)(h(θρi)).
This concludes the proof of Theorem 2.1. 
3. Schur polynomials
We start by recalling the definition of Schur polynomials (sometimes also called Schur func-
tions). They are very classical in the context of polynomials defined by determinants, and we
refer to [8] and [11] for general results. However, we shall use our own notation for consistency.
Let a0 > a1 > · · · > ar−1 > ar  0 be integers and consider the polynomial
R(X) = R(X0, . . . ,Xr) = Ra0,...,ar (X0, . . . ,Xr) = det
(
X
aj
i
)
. (3.1)
Note that this is nonzero, because for instance it contains the monomial ±Xa00 Xa11 · · ·Xarr ; we
also note that it is homogeneous of degree a0 + · · · + ar and ‘alternating’, in the sense that for
a permutation σ of the variables we have R(σX) = (−1)σR(X). Also, since this polynomial
vanishes for Xi = Xj , it is divisible by the Vandermonde determinant V (X) = det(Xr−j ) =i
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i<j (Xi −Xj), with which it coincides when aj = r − j for j = 0, . . . , r . We define the Schur
polynomials as
S(X) = S(X0, . . . ,Xr) = Sa0,...,ar (X0, . . . ,Xr) =
R(X)
V (X)
= det(X
aj
i )
det(Xr−ji )
. (3.2)
They are clearly symmetric and they are known to be pairwise distinct and in fact a Z-basis for
the abelian group of symmetric polynomials with coefficients in Z (see [11] or [14]).
In this section we shall be concerned with the factorization of these polynomials in C[X] and
with their Galois group with respect to the variable X0.
In the notation of the previous section, for j = 0, . . . , r we set aj = dbj , where d :=
gcd(a0, . . . , ar ). We note that Ra0,...,ar (X) = Rb0,...,br (Xd), whence Sa0,...,ar (X) is divisible by
V (Xd)/V (X). We set
T (X) = Ta0,...,ar (X) =
S(X)V (X)
V (Xd)
= R(X)
V (Xd)
. (3.3)
We note that T (X) is symmetric, homogeneous of total degree d
∑r
i=0(bi + i − r). However the
degree of T with respect to every single variable is d(b0 − r) = d(b − r).
Theorem 3.1. For all integers a0 > a1 > · · · > ar = 0, the polynomial T (X) defined by (3.3) is
either constant (in which case bi = r − i for each i) or irreducible over C.
Let G be the Galois group of T (X) as a polynomial in X0 over C(X1, . . . ,Xr) and let G be
the group described in Theorem 2.1 above. Then, as a permutation group on the d(b0 − r) roots
of T , G is isomorphic to the subgroup of G which stabilizes each of the r blocks B1, . . . ,Br
among all the blocks B1, . . . ,Bb .
Moreover, such group G has the same structure as G, but with b − r in place of b.
Before giving the proof, we briefly comment on such a statement: due to the structure of G,
any choice of r among the b blocks would give rise to isomorphic stabilizers, all isomorphic to the
present G. Moreover, such stabilizers are actually conjugate in G. The proof will give an explicit
isomorphism, corresponding to some labeling of the roots of R(X), viewed as a polynomial
in X0; in this isomorphism, the blocks B1, . . . ,Br correspond to the roots X1, . . . ,Xr .
Proof. Let us assume at once that b > r , so T is not constant.
Since the variable X0 will play a separate role, for the moment we shall use a notation slightly
different from the above. We let ρ1, . . . , ρr ,X be algebraically independent over C and we put
P(X) := Ra0,...,ar (X,ρ1, . . . , ρr )
Ra1,...,ar (ρ1, . . . , ρr )
∈ Q(ρ1, . . . , ρr )[X]. (3.4)
Expanding along the first row we obtain the following expression:
P(X) = Xa0 + t1Xa1 + · · · + tr , (3.5)
where
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Ra1,...,ar (ρ1, . . . , ρr )
∈ C(ρ1, . . . , ρr ). (3.6)
Note that
P(ρi) = 0, i = 1, . . . , r. (3.7)
In particular, C(ρ1, . . . , ρr) is algebraic over C(t1, . . . , tr ), so t1, . . . , tr are algebraically inde-
pendent over C. Therefore we may identify the present P(X) with the one given by (2.1) and
apply to it all the results of the previous section.
Note that P(X) is irreducible over K = C(t1, . . . , tr ), has the Galois group stated in Theo-
rem 2.1, and we now want to find its factorization over K(ρ1, . . . , ρr ) = C(ρ1, . . . , ρr ).
We continue to denote d := gcd(a0, . . . , ar ). Then P(X) = Q(Xd), where Q(X) is given
by (2.2). Hence (3.7) yields P(θρi) = 0 for any d-th root of unity θ , so, since the θρi are pairwise
distinct for distinct pairs (θ, i), we have
P(X) =
(
r∏
i=1
(
Xd − ρdi
))
P ∗(X), (3.8)
where P ∗ ∈ C(ρ1, . . . , ρr )[X].
Now, Theorem 2.1 gives the structure of the Galois group G of P over K ; from this we easily
see that the subgroup G of G corresponding to the field K(ρ1, . . . , ρr) is transitive on the set
of roots of P(X) other than the roots θρi , i = 1, . . . , r . In particular, P ∗(X) is irreducible over
K(ρ1, . . . , ρr ).
Also, the structure of G shows that the group G as a permutation group on its a0 − dr =
d(b0 − r) roots, has the same structure of G, but with b − r in place of b.
It remains to prove that T (X) is irreducible. For this, we note that P ∗(X) is a multiple of
T (X,ρ1, . . . , ρr) by a ‘constant’ factor, by which we mean a factor in K(ρ1, . . . , ρr ). Also, they
have the same degree in X. In particular, taking into account the irreducibility of P ∗ and also the
symmetry, we have the following:
Assertion. T is irreducible as a polynomial in each single variable over the field generated over
C by the other variables.
Let us write a factorization T (X) = T1(X)m1 · · ·Th(X)mh into pairwise coprime irreducible
nonconstant factors T1, . . . , Th ∈ C[X], with exponents m1, . . . ,mh > 0. By the ‘Assertion’, each
variable occurs with positive degree in precisely one of the factors Ti , and by the same reason
each multiplicity mi = 1.
Suppose by contradiction that h > 1 and that some Ti , say T1, contains at least two variables
Xi,Xj , i = j , with positive degree. Since h > 1, T2 exists and has positive degree in some other
variable Xl . Since T is symmetric, it is invariant under the transposition τ interchanging Xj ,Xl ,
whence we find that T1(Xτ ) is a factor of T . This is however impossible because T1(Xτ ) depends
on both Xi,Xl ; hence T1(Xτ ) should be another factor of T , distinct from T1, containing Xi ,
a contradiction.
So, if h > 1, each Ti can depend on only a single variable, and by symmetry we have Ti(X) =
ciU(Xmi ), for some constants ci , distinct indices mi and a monic polynomial U(X) in a single
variable. By homogeneity, we must have U(X) = XD , where D = degX T = d(b − r) > 0,0
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which is not the case: in fact, we have already noted that if ar = 0, R(X) contains a monomial
not divisible by Xr . 
For the sake of completeness, we show that the Galois group does not change if we dehomog-
enize the polynomial T .
Corollary 3.2. Let Y = (Y0, . . . , Yr−1) where Yi = Xi/Xr for i = 0, . . . , r − 1 and set
T1(Y) = T (Y0, . . . , Yr−1,1). Then the Galois group of T1, viewed as a polynomial in Y0 over
C(Y1, . . . , Yr ), is isomorphic to the Galois group of T (X) viewed as a polynomial in X0 over
C(X1, . . . ,Xr).
Proof. Let F be a splitting field of T1 over C(Y1, . . . , Yr ). Since C(Y1, . . . , Yr ,Xr) =
C(X1, . . . ,Xr), we have that FC(X1, . . . ,Xr) is a splitting field for T . Now F/C(Y1, . . . , Yr )
is algebraic whereas C(Y1, . . . , Yr ,Xr)/C(Y1, . . . , Yr ) is purely transcendental, whence F ∩
C(Y1, . . . , Yr ,Xr) = C(Y1, . . . , Yr ). The corollary follows by standard Galois theory. 
4. Dimension of intersections of certain Fermat hypersurfaces
The following theorem is crucial for proving Theorem 1.1, but it can be applied to more
general situations and has some independent interest, because it shows that some affine varieties,
defined by intersecting certain Fermat hypersurfaces, are a complete intersection.
For positive integers l, s, let M = {m1, . . . ,ml} be a set of positive integers with m1 >m2 >
· · · > ml > 0, γm1, . . . , γml ∈ C and c1, . . . , cs ∈ C∗. Define δ as the greatest common divisor
of the numbers mi − mj for 1  j < i  l and let X ⊂ As be the affine variety defined by the
equations
s∑
i=1
ciX
m
i = γm for m ∈ M. (4.1)
Theorem 4.1. Let Z be an irreducible component of X not contained in any hyperplane defined
by an equation of type αiXi = αjXj for i = j and αi,αj ∈ C. If l  [ s2 ]+ 1, then dim Z  s − l,
unless s is even and l = s2 + 1. In this last case, dim Z > s − l = s2 − 1 implies:
(i) dim Z = s2 ;(ii) c1 = · · · = cl;
(iii) γ1 = · · · = γl = 0;
(iv) δ|mi for all i and m1 −ml  sδ.
Proof. Let C(Z) = C(x1, . . . , xd), d := dim(Z) and assume that d  s − l + 1. We may assume
without loss of generality that x1, . . . , xd are algebraically independent over C. For μ = 1, . . . , d ,
let Dμ be the derivation in the purely transcendental extension C(x1, . . . , xd) of C such that
Dμ(xν) = δμν for μ,ν = 1, . . . , d
and denote by the same letter Dμ the unique extension of this derivation to C(Z). Applying Dμ
to (4.1) we obtain
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m−1
μ +
s∑
i=d+1
ciDμ(xi)x
m−1
i = 0 for m ∈ M and μ = 1, . . . , d. (4.2)
For each μ = 1, . . . , d we may view Eqs. (4.2) as a linear system of l equations in the
s − d + 1 variables cμ, cd+1Dμ(xd+1), . . . , csDμ(xs). Our assumption on d is equivalent to
l  s − d + 1 and therefore for any set M′ ⊂ M with |M′| = s − d + 1 the (s − d + 1) × (s −
d + 1) determinants
det
(
xm−1μ ,xm−1d+1 , . . . , x
m−1
s
)
m∈M′, μ = 1, . . . , d,
vanish on Z (otherwise stated, the rank of the Jacobian of the system (4.1) is at most d on Z).
Since Z is not contained in any hyperplane defined by αiXi = αjXj , in fact the polynomials
TM′(xμ, xd+1, . . . , xs) vanish on Z (we are now using the shorter notation TM′ for Tm′1,...,m′s−d+1
if M′ = {m′1, . . . ,m′s−d+1}).
In particular, x1, . . . , xd are algebraic over C(xd+1, . . . , xs), so the transcendence degree of
C(xd+1, . . . , xs) over C is at least d . It follows that s  2d and, combining this inequality with
d  s − l+1, that l  s2 +1. This leads to a contradiction unless s is even and we have equalities
everywhere.
Suppose, from now on, that we are in the special case where s is even and l = s2 + 1.
To prove (i) it is enough to notice that dropping an equation from the system (4.1) we obtain
a bigger variety Xˆ ; by what we have just proved, every component Zˆ of this bigger variety not
contained in any hyperplane αiXi = αjXj has dimension  s2 , so the thesis follows trivially for
the components of X .
In view of (i), in the rest of the proof we shall assume s = 2d . To continue with the proof, we
shall use the results and the notation of Theorem 3.1. We have seen that x1, . . . , xd are roots of the
polynomial TM′(t, xd+1, . . . , xs) ∈ C(xd+1, . . . , xs)[t]. The Galois group G of this polynomial
acts on the set of its roots; since for any pair (μ, ν) with 1  μ < ν  d the ratio xμ/xν is
not constant on Z , the roots x1, . . . , xd lie in distinct blocks of this action. Hence G permutes
{x1, . . . , xd} in all possible ways, and in particular for any pair {μ,ν} in the set {1, . . . , d} there
is an element of G which interchanges xμ and xν and leaves all other xi fixed. Substituting in
Eqs. (4.1), this gives cμ = cν (we have used again that xμ/xν is not constant on Z), so c1 = c2 =
· · · = cd .
We now prove (ii). This is trivial for s = 2, d = 1, l = 2, since for c1 = c2 the linear sys-
tem (4.1) is nondegenerate in the variables Xm1 ,Xm2 . Suppose then d  2, and observe that the
algebraic relation TM′(xμ, xd+1, . . . , xs) = 0 implies that any variable involved is algebraically
dependent on the set of the others, and, since {xd+1, . . . , xs} is algebraically independent over
C, so is also any set {xμ, xd+1, . . . , xˆj , . . . , xs} with j ∈ {d + 1, . . . , s}. Arguing as before with
these sets, we see that the Galois group of TM′(t, xμ, xd+1, . . . , xˆj , . . . , xs) contains the transpo-
sition (ν, j) for any ν ∈ {1, . . . , d} and any j ∈ {d + 1, . . . , s}, so cj = cν for all such pairs.
Combining this with the previous equality, we get (ii) and, after rescaling, we may assume
c1 = c2 = · · · = cs = 1.
To prove (iii), first of all we push forward our preceding argument to show by induc-
tion on k = |Λ ∩ {1, . . . , d}| that any set Λ = {λ1, . . . , λd} ⊂ {1, . . . , s} with d elements
is algebraically independent. This has been proved explicitly when k = 0,1; assume the
claim true for |Λ ∩ {1, . . . , d}| = k, and let Λ ⊂ {1, . . . , s} be such that Λ ∩ {1, . . . , d} =
{i1, . . . , ik+1}, Λ ∩ {d + 1, . . . , s} = {j1, . . . , jd−k−1}. Pick an element jd−k ∈ {d + 1, . . . , s} \
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TM′(t, xi1 , . . . , xik , xj1, . . . , xjd−k ) interchanges xjd−k with xik+1 , and therefore xik+1 is alge-
braically dependent on the remaining d variables, which are algebraically independent by as-
sumption. In turn, this means that xjd−k depends algebraically on the variables indexed by Λ,
which are therefore algebraically independent.
Recall that for a (d + 1)-set Λ = {λ0, λ1, . . . , λd} ⊂ {1, . . . , s} we have
det
(
xmλ
)
m∈M
λ∈Λ
= 0.
Expanding this determinant with respect to the first column we get
x
m1
λ0
Δ1 − xm2λ0 Δ2 + · · · ± x
md+1
λ0
Δd+1 = 0, (4.3)
where the minors Δi are nonzero in view of the algebraic independence of any set of d variables.
Eq. (4.3) remains true if we replace λ0 with any λi (i = 1, . . . , s), because in this case two
columns of the matrix (xmλ ) become equal. Summing over i = 0,1, . . . , s we obtain
γm1Δ1 − γm2Δ2 + · · · ± γmd+1Δd+1 = 0
on Z . Since Δ1, . . . ,Δd+1 are nonzero polynomials of distinct degrees in the algebraically inde-
pendent variables xλ1, . . . , xλd , it follows that γm = 0 for each m ∈ M.
It remains to prove (iv). There exists an element of the Galois group of TM′(t, xd+1, . . . , xs)
which leaves all xd+1, . . . , xs fixed and sends xμ into xμζδ , where ζδ is a primitive δ-th root
of unity. Since xμζδ is also a root of TM′ , we have that ζmδ = 1 for every m ∈ M′, whence δ
divides all m ∈ M′. Substituting the variables xi with xδi , we may therefore assume that δ = 1.
Assume now, by contradiction, that m1 − ml > s. The degree of TM′ in each variable is m1 −
ml − (l − 1) > s − l + 1 = d . Then TM′(t, xd+1, . . . , xs) has a root x¯ different from x1, . . . , xd .
We may act with the Galois group of TM′ on the equation TM′ = 0 by leaving fixed all xi with
i ∈ {d + 1, . . . , s} and sending xμ to x¯. This implies that x¯m = xmμ for all m ∈ M′ and, since the
elements of M′ are now relatively prime, that x¯ = xμ, a contradiction. 
4.1. Remarks
(i) The result of Theorem 4.1 is best possible: in fact, given the conditions (ii), (iii) and (iv),
we show that for any d > 1 there are examples in which s = 2d , l = d + 1 and dim Z = d . (For
s = 2 and l = 2 the variety X is the union of lines X1 − ζm2−m1X2 = 0 as ζm2−m1 varies among
the (m2 −m1)-th roots of unity.)
For d > 1, let M = {2d + 1, d, d − 1, . . . ,2,1} (note that in this case we have δ = 1
and m1 − ml = 2d = s). We contend that a 2d-tuple (x1, . . . , x2d) satisfying the equations
Nm = Nm(x1, . . . , x2d) = 0 for m = 1, . . . , d necessarily satisfies also the equation N2d+1 = 0.
Indeed, by Newton’s formulas relating the Newton symmetric functions Nm with the elemen-
tary symmetric functions σm, we have that σm = σm(x1, . . . , x2d) = 0 for m = 1, . . . , d . Using
Newton’s formulas again, we get
N2d+1 = σ1N2d + · · · + (−1)d−1σdNd+1 + (−1)dσd+1Nd + · · · − σ2dN1 = 0.
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i = 1, . . . , d only.
We pause to show that X is irreducible. In fact, X is defined by the equations σi = 0
for i = 1, . . . , d , whereas the elementary symmetric functions σd+1, . . . , σ2d are free. So
(x1, . . . , x2d) ∈ X if and only if x1, . . . , x2d are the roots of the equation
X2d + (−1)d+1σd+1Xd−1 + · · · + σ2d = 0.
By Theorem 2.1, the Galois group of this equation over the field C(σd+1, . . . , σ2d), purely tran-
scendental of degree d over C, is the full symmetric group S2d . This implies that the function field
of any irreducible component Z of X is Galois of degree (2d)! over C(σd+1, . . . , σ2d), hence Z
is a Galois cover of Ad , of degree (2d)!. Hence the map (x1, . . . , x2d) → (σd+1, . . . , σ2d) from
X to Ad and its restriction to Z have the same degree, and therefore Z = X .
This also shows that dim X = d . Furthermore, X is not contained in any hyperplane of equa-
tion αiXi = αjXj . In fact, assume the contrary; then, by symmetry, X would be contained in the
hyperplane αiXi′ = αjXj ′ for any {i′, j ′} ⊂ {1, . . . ,2d}, so we would have dim X = 0.
(ii) Using the Brownawell and Masser S-unit theorem [1] one can show that in the exceptional
cases of Theorem 4.1 the maximum of mi/δ is bounded in terms only of s; this result [1] works
for curves, but also applies to higher dimensions by restricting to a ‘general’ curve. A bound
is immediately obtained from the said theorem if we estimate the genus of the relevant curve,
independently of the mi . For this, we just remark that the determinantal equations which arise
(see the displayed equations after (4.2) or before (4.3)) can be divided by a monomial to yield
equations whose degree depends only on the maximal difference mi −mj . Since this difference
is bounded in terms on s by Theorem 4.1 (if δ = 1), the degree, and hence the genus, is likewise
bounded, as required.
4.2. An application of Theorem 4.1
We give an application to simple linear recurrences of order 4, with constant coefficients over
a function field K of an irreducible curve C/C. Namely, we want to bound the number of zeros
in m > 0 of an exponential polynomial c1ξm1 + c2ξm2 + c3ξm3 + c4, m ∈ N, where ci ∈ C∗ and
ξi ∈ K . The case of recurrences of order 3 is easy: the arguments below show that (if the ξi
are nonconstant) there is at most one zero (see [18] or the arguments below). For order 4, known
bounds (see [18]) say that there are at most 6 zeros in nondegenerate cases, but the corresponding
proofs do not yield more precise informations. Here we improve on this for the cases of constant
coefficients, by the following best-possible result:
Theorem 4.2. Let ξ1, ξ2, ξ3 be rational functions on an irreducible curve C/C, not all constant,
and such that for some c1, c2, c3, c4 ∈ C∗, we have c1ξm1 + c2ξm2 + c3ξm3 + c4 = 0 for all m
in a set M of positive integers with gcd(M) = 1. Then either |M|  2 or M = {1,2,5} and
c1 = c2 = c3 = c4.
The condition that gcd(M) = 1 is just a normalization: it can be achieved by writing ξi in
place of ξδi , where δ = gcd(M).
Note that by Remark (i) the case M = {1,2,5} gives in fact rise to a solution, where ξi are the
coordinate functions on the irreducible curve defined by x + y + z + 1 = x2 + y2 + z2 + 1 = 0.
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we can find an example with any two prescribed zeros m1 > m2 > 0. For this, it suffices to
define C as any irreducible component of the affine curve defined in 3-space by the two equations
c1x
m
1 + c2xm2 + c3xm3 + c4 = 0, m = m1,m2. For the same reason, if we allow M to contain 0,
we can obtain any set of three elements M = {0,m1,m2}. Hence Theorem 4.2 gives a complete
classification of the possible sets of zeros in N. (We leave it to the interested reader to explore
the situation for negative elements in M.)
Proof. For our purposes we may suppose in what follows that |M|  3 and that 0 /∈ M ⊂ N.
We have the equations
c1ξ
m
1 + c2ξm2 + c3ξm3 + c4 = 0, m ∈ M. (4.4)
Let us first settle the easy case when some ξi or some ratio ξi/ξj , i = j , is constant. By
dividing by ξmj in the second case and replacing ξi/ξj with ξi , we need only consider the first
case when some ξi is constant, say ξ3 = γ ∈ C.
Now, neither ξ1 nor ξ2 can be constant, for otherwise all the ξi would turn out to be constant,
in view of Eqs. (4.4). Hence we may differentiate (4.4) with respect to any constant function in
the function field of C and obtain, since ξ ′3 = 0,
c1ξ
′
1ξ
m−1
1 + c2ξ ′2ξm−12 = 0, m ∈ M.
Eliminating the ciξ ′i from any two of these equations we get ξ r1 = ξ r2 for any difference r of two
elements of M. In particular, if |M| 2 the ratio ξ1/ξ2 is constant, and again Eqs. (4.4) would
imply that ξ1 is constant, a contradiction. (This argument also settles the case of recurrences of
order 2: there can be at most a single zero.)
Hence in the sequel we suppose that no function and no ratio is constant.
Define now W as the closure of the image of C in C3 by the map p → (ξ1(p), ξ2(p), ξ3(p)).
This W is an irreducible algebraic curve in C3. Now, let Z be the closure of the set
(x1, x2, x3, x4) ∈ C4: x4 = 0, (x1/x4, x2/x4, x3/x4) ∈ W . Then Z is an irreducible surface,
a cone over W . Note that by the above we have that Z is not contained in any hyperplane of
the shape αixi = αjxj , i = j .
Applying Theorem 4.1 with s = 4 and l = 3 and taking into account that dim Z = 2, we
deduce that c1 = c2 = c3 = c4 and that for any two elements m,m′ ∈ M, we have m − m′  4,
because we have assumed that δ = gcd(M) = 1. Calling a the least element of M, we may then
suppose that M is contained in the set {a, a + 1, a + 2, a + 3, a + 4}.
Since we have assumed |M| 3, there exist i = j , with 1 i, j  4, such that M ⊃ {a, a +
i, a + j}. Then, differentiating as above (4.4) and taking the determinant of the three resulting
equations (viewed as three linear equations with coefficients ξm−11 , ξm−12 , ξm−13 ), we have
det
(
ξm−11 , ξ
m−1
2 , ξ
m−1
3
)
m∈M = 0.
This yields det(ξm1 , ξ
m
2 , ξ
m
3 )m∈M = 0, and, summing to the third column the first two columns
and using Eqs. (4.4), we get
det
(
ξm, ξm,1
) = 0.1 2 m∈M
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a
2 we easily find
(
ξ i1 − 1
)(
ξ
j
2 − 1
)= (ξj1 − 1)(ξ i2 − 1). (4.5)
We now examine the various possibilities for the set {i, j}.
Assume first that one element of this set, say j , is equal to 3, and pick a point p ∈ C with
ξ1(p) = θ , where θ is a primitive cubic root of 1. (We can work here with a complete nonsingular
model of C, so such a p exists.)
If i < 3, evaluating (4.5) at p shows that p is not a pole of ξ2, and then ξ2(p) must also be a
cubic root of 1. The same holds for ξ3(p), by symmetry. But then it is trivial to check that the
sum ξm1 + ξm2 + ξm3 + 1 cannot be 0, a contradiction.
If i = 4 and p is not a pole of ξ2 then p cannot be a pole of ξ3 either, in view of (4.4). But
then we get the same contradiction as before.
If i = 4 and p is a pole of ξ2, then (4.4) implies that p must be also a pole of ξ3, of the
same order. Moreover, dividing (4.4) by ξm3 and evaluating at p yields ((ξ2/ξ3)(p))m + 1 = 0.
However, this is again impossible, because M would contain the two consecutive integers
a + 3, a + 4, but for any integer m there is no complex number η for which ηm = ηm+1 = −1.
Hence we remain with the cases {i, j} = {1,2}, {1,4}, {2,4}.
We can exclude the case {1,2} because, dividing (4.5) by (ξ1 − 1)(ξ2 − 1) = 0, we obtain
ξ1 = ξ2, contrary to our assumptions. The case {2,4} is rules out similarly, because it gives
ξ21 = ξ22 .
Therefore M ⊃ {a, a + 1, a + 4}. Since however M cannot contain other subsets {a, a +
i, a + j} of three elements, as just shown, the only possibility is to have equality.
Putting in (4.5) i = 1, j = 4 and dividing by (ξ1 − 1)(ξ2 − 1)(ξ1 − ξ2) we obtain ξ22 + ξ2ξ1 +
ξ21 + ξ2 + ξ1 + 1 = 0. By symmetry the same holds with ξ3 in place of ξ2. So the quadratic
equation X2 + (ξ1 + 1)X+ (ξ21 + ξ1 + 1) = 0 has the distinct roots ξ2, ξ3. Hence the sum ξ2 + ξ3
must equate −ξ1 − 1, so ξ1 + ξ2 + ξ3 + 1 = 0, proving that m = 1 satisfies (4.4) (recall that
we have shown that all the ci are equal). But then we may assume that 1 ∈ M, so a = 1 and
M = {1,2,5}. 
5. Generation of the field of symmetric functions by Newton power-sums
In this section we prove Theorem 1.1.
Lemma 5.1. If m1 > m2 > · · · > mr > 0 are integers, the polynomials Nm1, . . . ,Nmr are alge-
braically independent over C.
Proof. The relevant Newton power-sums are algebraically dependent over C if and only
if the Jacobian determinant J := det( ∂Nmi
∂Xj
) vanishes identically. On the other hand, J =
(
∏ mi
Xi
)det(Xmij ); this last determinant is nonzero, as is easily seen, concluding the argument. 
Let e0 > e1 > · · · > er > 0 be positive integers with gcd(e0, . . . , er ) = 1 and define Σ :=
Q(Ne0 , . . . ,Ner ) to be the field generated over Q by the corresponding Newton power-sums.
Following also the paper [4] we first prove that
[
Q(X1, . . . ,Xr) : Σ
]= [C(X1, . . . ,Xr) : CΣ]. (5.1)
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[
Q(X1, . . . ,Xr) : Q(Ne1 , . . . ,Ner )
]= [C(X1, . . . ,Xr) : C(Ne1, . . . ,Ner )]. (5.2)
Observe to start with that all the involved degrees are finite in view of Lemma 5.1. We prove (5.2)
directly. Let γ be a primitive element for Q(X1, . . . ,Xr) over Q(Ne1 , . . . ,Ner ) and let f ∈
C(Ne1, . . . ,Ner )[X] be its minimal equation over C(Ne1, . . . ,Ner ). We may write f = α1f1 +· · · + αhfh, where f1, . . . , fh ∈ Q(Ne1 , . . . ,Ner ) are nonzero and where the αi ∈ C are linearly
independent over Q. Specializing X = γ we obtain α1f1(γ )+ · · ·+αhfh(γ ) = 0. Now, fi(γ ) ∈
Q(X1, . . . ,Xr), which is linearly disjoint from C over Q (because the Xi are algebraically inde-
pendent over C). Then fi(γ ) = 0 for i = 1, . . . , h. Hence [Q(X1, . . . ,Xr) : Q(Ne1 , . . . ,Ner )]
degX fi  degX f = [C(X1, . . . ,Xr) : C(Ne1, . . . ,Ner )], proving (5.2) since the opposite in-
equality is trivial.
Now,
[
Q(X1, . . . ,Xr) : Q(Ne1 , . . . ,Ner )
]= [Q(X1, . . . ,Xr) : Σ][Σ : Q(Ne1, . . . ,Ner )]

[
Q(X1, . . . ,Xr) : Σ
][
CΣ : C(Ne1, . . . ,Ner )
]
.
Using (5.2) for the term on the left, we obtain
[
C(X1, . . . ,Xr) : C(Ne1, . . . ,Ner )
]

[
Q(X1, . . . ,Xr) : Σ
][
CΣ : C(Ne1, . . . ,Ner )
]
,
whence
[
C(X1, . . . ,Xr) : CΣ
]

[
Q(X1, . . . ,Xr) : Σ
]
.
Since the opposite inequality is trivial, this proves (5.1).
Hence, in proving our Theorem 1.1, we may replace the constant field Q with C.
From now on we argue by induction on r . For r = 1 the conclusion is true and easy: xe0, xe1
plainly generate C(x) over C if e0, e1 are coprime integers. Let us then assume r > 1 and the
conclusion true for all r ′ < r .
We shall proceed by contradiction, and we shall suppose that CΣ is a proper subfield of the
field of symmetric rational functions in C(X1, . . . ,Xr); then the degree [C(X1, . . . ,Xr) : CΣ]
is > r!.
Arguing geometrically, this field extension corresponds to the rational map (x1, . . . , xr ) →
(Ne0(x1, . . . , xr ), . . . ,Ner (x1, . . . , xr )) from Ar to Ar+1; note that by Lemma 5.1 this map
has finite degree above its image. Also, our present assumption says that above a generic
point (λ0, . . . , λr ) of the image, the fiber has more than r! elements. Hence, for a generic
(x1, . . . , xr ) ∈ Ar , there exists (y1, . . . , yr ), with the yi not a permutation of the xi , such that
xm1 + · · · + xmr = ym1 + · · · + ymr , m = e0, . . . , er . (5.3)
Now, let us view these Eqs. (5.3) as defining a subvariety X of A2r ; in view of Lemma 5.1, at
least r of these equations are algebraically independent, so X has dimension  r ; also, it has r!
obvious irreducible components Xσ of dimension r (actually isomorphic to Ar ), corresponding
to the permutations σ on {1, . . . , r}, and defined by yi = xσ(i). By the above observation that the
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of X \⋃σ Xσ on the first r coordinates is generically surjective. Hence X \⋃σ Xσ has at least
another irreducible component V such that the said projection restricted to V is generically
surjective, so in particular dimV = r .
From now on, we view x1, . . . , xr , y1, . . . , yr as the coordinate functions on V , so they sat-
isfy (5.3); recall that we have picked V so that the yi are not a permutation of the xi and such
that x1, . . . , xr are algebraically independent over C. Since the map (x1, . . . , xr , y1, . . . , yr ) →
(y1, . . . , yr , x1, . . . , xr ) is clearly an isomorphism of X , it follows that also (y1, . . . , yr ) are al-
gebraically independent over C. In particular, we have that no ratio xi/xj or yi/yj is constant.
Moreover, we have:
Lemma 5.2. No ratio yi/xj is constant.
Proof. Suppose the contrary, and let for instance y1 = cx1. Then the functions fm := (1 −
cm)xm1 + xm2 + · · · + xmr , m = e0, . . . , er , would lie in C(y2, . . . , yr ) and thus would generate
over C a field of transcendence degree  r − 1. Again by the Jacobian criterion, the (r + 1)× r
matrix with rows ((1 − ce0)xe01 , . . . , (1 − cer )xer1 ) and (xe0i , . . . , xeri ), i = 2, . . . , r , would have
rank  r − 1. Take now any r × r minor. Expanding by Laplace’s rule along the first row, and
using the fact that the lower (r − 1) × (r − 1) minors are nonzero, we deduce that 1 = cej
for every j = 0,1, . . . , r . Hence xm2 + · · · + xmr = ym2 + · · · + ymr for m = e0, . . . , er . De-
fine Ei := {e0, . . . , er} \ {ei} and let di be the gcd of the elements in Ei . Possibly di > 1 but
certainly gcd(d0, . . . , dr ) = 1. By the inductive hypothesis, for each i = 0, . . . , r , the Newton
powers xm2 + · · · + xmr , m ∈ Ei , generate over C the field of symmetric functions in xdi2 , . . . , xdir .
Since xm2 + · · · + xmr = ym2 + · · · + ymr for m ∈ Ei , we conclude that any symmetric function of
x
di
2 , . . . , x
di
r equals the same function of ydi2 , . . . , y
di
r , so the xdij are a permutation of the y
di
j , for
j = 2, . . . , r , and this holds for all i = 0, . . . , r . In other words, for i = 0, . . . , r , there exist per-
mutations σi on {2, . . . , r}, such that xdij = ydiσi (j) for j = 2, . . . , r . By the algebraic independence
of the xi , we deduce that the permutations σi are all equal, and by renumbering we may assume
that σi(j) is the identity for all i. Finally, this yields (xj /yj )di = 1 for all i, j . Since however the
di are coprime we obtain xj = yj for all j , a contradiction. 
We are now ready to finish the proof of Theorem 1.1. Our variety V is an irreducible compo-
nent of the variety defined by the equations
xm1 + · · · + xmr −
(
ym1 + · · · + ymr
)= 0, m = e0, . . . , er .
Moreover, by our definition of V and by Lemma 5.2, V is not contained in any hyperplane
αiXi = αjXj , αiYi = αjYj or αiXi = αjYj . By Theorem 4.1, we have dimV  r − 1, a contra-
diction which proves the theorem.
6. Some remarks on related questions
By Lemma 5.1, the degree D = D(m1, . . . ,mr) := [C(X1, . . . ,Xr) : C(Nm1, . . . ,Nmr )] is
finite if m1 > m2 > · · · > mr > 0, and it makes sense to ask for an ‘explicit’ formula for it; in
doing this it is enough to consider the case when gcd(m1, . . . ,mr) = 1, as we shall do from now
on. For r = 2 it is easy to show that the degree is m1m2 or m1m2 − m2 according as m1m2
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generalizations, is as follows.
Let ψ : A2 → A2 be the map ψ(X,Y ) = (Nm1,Nm2). The sought degree is the number of
points of the fiber of a generic point (u, v). Namely, we have to count the number of solutions of
xm1 + ym1 = u, xm2 + ym2 = v
in x, y, for ‘generic’ u,v. We may use Bezout Theorem after homogenization, on writing x =
X/Z, y = Y/Z. The total number of solutions is then m1m2 but we must subtract the number of
solutions at infinity (i.e. with Z = 0), counted with multiplicity. These last solutions correspond
to the system Xm1 + 1 = Xm2 + 1 = 0. Since gcd(m1,m2) = 1, necessarily we have X = ±1,
which leads to some solutions if and only if m1m2 is odd. If this is the case, there is only the
solution X = −1, whose multiplicity is calculated as m2, by local expansions. This method also
shows that the problem requires in particular to determine the common zeros in P1 of Xm + Ym
for m = m1,m2.
However, already for r = 3 the generalization of this last question seems not to admit any
simple ‘exact’ answer. For instance, there are common zeros (1,−1,0) if m1m2m3 is odd and
(1, r, r2), where 1+ r + r2 = 0, m1m2m3 is not a multiple of 3. It is not at all clear whether these
are the only common zeros. Curiously, this question of the common zeros appears also in the
paper [2], related to the completely different problem of describing the cases when the Newton
functions make up a regular sequence for the polynomial ring.
Note that in the case r = 2 the degree D is 2 (i.e. the Newton functions generate the
whole symmetric field) exactly when (m1,m2) = (2,1) or (m1,m2) = (3,1). More generally,
Kakeya [9] showed that the degree D is r! if the following condition holds:
the set N \ {m1, . . . ,mr} is closed under addition (∗)
and Nakamura [13] computed explicit rational functions giving all Newton functions in terms of
Nm1, . . . ,Nm whenever condition (∗) holds.
Kakeya also conjectured that the converse of his theorem is true, namely, that D = r! implies
condition (∗), but could only prove this conjecture (see [10]) under the further assumption that,
for any s  r , the Newton functions of s variables N1, . . . ,Ns generate the whole symmetric
field in s variables.
It is to be remarked that, if Kakeya’s conjecture is true, then D = r! also implies mr = 1
trivially, and m1  2r − 1. To prove this, note that if a, b are natural numbers such that a + b =
m1, then condition (∗) implies that at least one between a and b must belong to {m2, . . . ,mr};
but if m  2r the set {{a, b} | a + b = m} consists of at least r elements, a contradiction. In
particular, the conjecture would give an absolute bound for the number of cases when D = r!.
Independently of Kakeya’s conjecture, we sketch an argument to show that sometimes D is
much greater than r!, so the problem of determining whether r + 1 Newton functions generate
the whole symmetric field makes sense.
Consider the case when (m1, . . . ,mr) = (s, r − 1, . . . ,1) with s  r . We have a recursion
Nm = σ1Nm−1 − · · · + (−1)r−1σrNm−r , (6.1)
where σi is the i-th elementary symmetric function and where we interpret Nh = 0 for h < 0. An
easy induction now proves a formula
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where cm,pm are polynomials in N1, . . . ,Nr−1 with rational coefficients, and cm = 0 for
0  m  r − 1, cr = 1. The formula (5.1) easily leads to the following recursion for cm,
1m 2r − 1:
cm = σ1cm−1 − σ2cm−2 + · · · + (−1)rσr−1cm−r+1 + Nm−r
r
.
The specialization X1 = · · · = Xr−1 = 0, Xr = 1 produces in this recursion an increasing
sequence of positive numbers cm for r  m  2r − 1; therefore cm is not identically zero
for m in this range. Note that the above formula (5.2) says that Q(N1, . . . ,Nr−1,Nr) ⊂
Q(N1, . . . ,Nr−1,Nm), retrieving Kakeya’s Theorem for this case.
Repeating this argument, we obtain inductively that for m r the function Nm is a polynomial
in N1, . . . ,Nr of degree [mr ] in Nr ; in turn, this implies that D(m, r − 1, . . . ,1) = [mr ]r! for
m r .
Finally, note that the above procedure, together with Bezout Theorem, can be used (even in
the case of coprime exponents) to produce other families of r-tuples (m1, . . . ,mr) as above, with
unbounded degree D.
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