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Résumé
Plusieurs lois de comportement mécaniques possèdent une formulation tensorielle,
comme c’est par exemple le cas pour l’étude des matériaux élastiques. Dans ce cas in-
tervient un sous-espace de tenseurs d’ordre 4, noté Ela et appelé espace des tenseurs
d’élasticité. Les questions de classification des matériaux élastiques passent alors par la
nécessité de décrire les orbites de l’espace Ela sous l’action du groupe SO(3). Plus gé-
néralement, on est amené à étudier la géométrie d’un espace de tenseurs sur R3, via
l’action du groupe O(3).
Cette géométrie est tout d’abord caractérisée par ses différentes classes d’isotropies,
encore appelées classes de symétries. Chaque espace de tenseurs possède en effet un
nombre fini de classes d’isotropies. Nous proposons dans notre travail une méthode ori-
ginale et générale pour obtenir les classes d’istropie d’un espace de tenseurs quelconque.
Nous avons ainsi pu obtenir pour la première fois les classes d’isotropie d’un espace de
tenseurs d’ordre 8 intervenant en théorie de l’élasticité linéaire du second-gradient de la
déformation.
Dans le cas d’une représentation réelle d’un groupe compact, l’algèbre des polynômes
invariants sépare les orbites, ce qui motive donc la recherche d’une famille génératrice
minimale de polynômes invariants. Celle-ci se fait en exploitant le lien existant entre
les espaces de tenseurs et les espaces de formes binaires et plus précisément la théorie
classique des invariants. On ne fait donc plus intervenir le groupe SO(3) mais le groupe
SL(2,C). Nous avons ainsi repris et ré-interprété les approches effectives de cette théo-
rie, notamment développées par Gordan au XIXe siècle. Cette ré-interprétation nous a
permis d’obtenir de nombreux résultats, notamment la détermination d’une famille gé-
nératrice minimale d’invariants pour l’élasticité mais aussi pour la piézoélectricté. No-
tons aussi que nous avons pu retrouver d’une façon simple des relations importantes
intervenant en théorie classique des invariants, à savoir les fameuses séries de Gordan,
ainsi que des relations plus récentes d’Abdesselam–Chipalkatti sur les transvectants de
formes binaires.
Mots clés : Théorie classique des invariants, transvectants, covariants de formes bi-
naires, Elasticité linéaire
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Abstract
Tensorial formulation of mechanical constitutive equations is a very important matter
in continuum mechanics. For instance, the space of elastic tensors is a subspace of 4th
order tensors with a natural SO(3) group action. More generaly, we have to study the
geometry of a tensor space defined on R3, under O(3) group action.
To describe such a geometry, we first have to exhibit its isotropy classes, also named
symetry classes. Indeed, each tensor space possesses a finite number of isotropy classes.
In this present work, we propose an original method to obtain isotropy classes of a given
tensor space. As an illustration of this new method, we get for the first time the isotropy
classes of a 8th order tensor space occuring in second strain-gradient elasticity theory.
In the case of a real representation of a compact group, invariant algebra seperates
the orbits. This observation motivates the purpose to find a finite generating set of poly-
nomial invariants. For that purpose, we make use of the link between tensor spaces and
spaces of binary forms, which belongs to the classical invariant theory. We thus have to
deal with SL(2,C) group action. To obtain new results, we have reformulated and rein-
terpreted effective approaches of Gordan’s algorithm, developped during XIXth century.
We then obtain for the first time a minimal generating family of elasticity tensor space,
and a generating family of piezoelectricity tensor space. Using linear algebra arguments,
we were also able to get important relations of classical invariant theory, such as the
Gordan’s series and the Abdesselam–Chipalkatti’s quadratic relations on transvectants.
Key-Words : Classical invariant theory, transvectants, covariants of binary forms, Li-
near elasticity.
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Liste des notations
Sd(V ) dième puissance symétrique de V
gT ,AT Transposée d’une matrice g,A
g−1 Inverse d’une matrice g
Tn Espace des tenseurs d’ordre n sur R3
Sn Espace des tenseurs totalement symétriques d’ordre n sur R3
S2(R3) Espace des tenseurs symétriques d’ordre 2 sur R3
Hn Espace des tenseurs harmoniques d’ordre n sur R3
Sn(R3) Espace des polynômes homogènes de degré n sur R3
Hn(R3) Espace des polynômes homogènes harmoniques de degré n sur R3
Sn Espace des formes binaires de degré n sur C
Sn(Cd) Espace des formes d-aires de degré n sur C
SL(n,C) Groupe spécial linéaire de Cn
O(3) Groupe des transformations orthogonales de R3
SO(3) Groupe des rotations de R3
Sn Groupe des permutations de n éléments
[H] Classe de conjugaison d’un sous-groupe H
Σ[H] Strate associée à la classe d’isotropie [H]
TxX Espace tangent au point x à X
E ' F E est isomorphe à F
MorG(E,F ) Espace des morphsimes G-équivariants de E vers F
End(V ) Espace des endomorphisme de V
|n| n1 + · · ·+ ns où n := (n1, · · · , ns)
k[V ] Anneau des coordonnées d’un k espace vectoriel V
〈a1, . . . , an〉 Idéal engendré par a1, . . . , an
k[V ]G Anneau des polynômes G invariants sur V
Cov(Sn) Algèbre des covariants des formes binaires de degré n
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Invj(Sn ⊕ Sp) Algèbre des invariants joints de degré non nul en n et en p
Inv(Sn) Algèbre des invariants des formes binaires de degré n
[x] Partie entière d’un réel x
A unionsqB Union disjointe des ensembles A et B
〈v1,v2〉 Produit scalaire de deux vecteurs v1 et v2
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Introduction générale
La formulation tensorielle des lois de comportement linéaires occupe une part
très importante dans diverses théories physiques, touchant des domaines allant de
l’électromagnétisme à la mécanique des milieux continus :
• dans le cadre de l’élasticité linéaire, le tenseur des contraintes σ (d’ordre 2) et le
tenseur des déformations ε (d’ordre 2) d’un matériau sont liés par la loi de Hooke
généralisée σ = Cε. Le tenseur C, d’ordre 4, est appelé tenseur d’élasticité.
• dans le cadre de la piézeoélectricité, le tenseur des déformations ε (d’ordre 2) et le
tenseur électrique E (d’ordre 1) sont liés par la loi tensorielle ε = PE , où le tenseur
piézoélectrique P est un tenseur d’ordre 3 ;
Dans ces formulations tensorielles, les matériaux sont décrits par des tenseurs mais
une telle correspondance n’est pas univoque. Elle dépend en effet de l’orientation du
matériau dans l’espace. Du point de vue mathématique, cela correspond à l’action du
groupe des rotations sur l’espace des tenseurs étudié. Ainsi, pour reconnaître et identifier
un matériau, il est nécessaire de connaître et d’identifier l’orbite du tenseur associé.
De même, il est tout aussi important de tenir compte des symétries du milieu [Cur94].
Les symétries matériels peuvent être directement déduites des caractéristiques microsco-
piques du milieu. D’un autre côté, les symétries physiques du matériau, qui sont définies
pour un comportement donné, se déterminent théoriquement en étudiant les isotropies
de l’espace des orbites.
On remarque donc que cette formulation tensorielle sous-tend des questions mathé-
matiques qui ont leur intérêt (et leur difficulté) propre. A savoir : une fois donnée une
représentation tensorielle (T, ρ) du groupe G = O(3) ou G = SO(3), comment obtenir
des méthodes effectives pour
• déterminer les classes d’isotropie de cette représentation ;
• décrire l’espace des orbites T/G.
Ces deux questions, bien sûr, ne sont pas spécifiques aux représentations tensorielles
du groupe O(3) ou SO(3). Par la suite, on se place donc dans le cas d’une représentation
linéaire (V, ρ) d’un groupe de Lie compact. Qu’il s’agisse de questions relatives aux classes
d’isotropie ou bien à l’espace des orbites, il existe de nombreux résultats théoriques
importants que nous rappellerons. Mais dans ces deux cas, les questions d’effectivité
restent difficiles.
Calcul effectif des classes d’isotropie
Etant dans le cas d’une représentation d’un groupe compact, l’espace (V, ρ) se décom-
pose en une réunion finie et disjointe de classes d’isotropie (ou strates). Chacune de
ces strates correspond ainsi à une symétrie donnée, indexée par une classe de conjugai-
son d’un sous-groupe fermé de G. Un problème important et pour lequel il n’existe pas
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de méthode effective générale, est de déterminer explicitement les différentes classes
d’isotropie de cette représentation.
Dans le cas d’une représentation tensorielle du groupe O(3) ou SO(3), les classes d’iso-
tropie du tenseur d’élasticité n’ont été obtenues qu’en 1996 par Forte et Vianello [FV96].
Par la suite, cette méthode a permis d’établir d’autres résultats [GW02 ; FV97 ; LH11].
Néanmoins, il semble que cette approche n’ait pas permis de dégager une méthode sys-
tématique.
Dans le cas d’une représentation irréductible du groupe G = O(3) ou G = SO(3), les
classes d’isotropie ont été obtenues par Ihrig et Golubitsky [IG84]. A partir de ces résul-
tats, nous avons développé un outil, baptisé opération de clips, permettant de déterminer
les classes d’isotropie de la somme directe T1⊕T2 de deux représentations de G = O(3)
ou G = SO(3), connaissant celles de T1 et T2. Nous avons pu en déduire un algorithme
pour toute représentation (de dimension finie) de G = O(3) ou G = SO(3).
A partir de cette nouvelle approche, nous avons aussi pu etablir des théorèmes géné-
raux (théorèmes 4.4.3 et 4.4.7) concernant les classes d’isotropie associées à tout type
de lois de comportement, modélisées par un espace de tenseurs d’ordre pair [OA13] ou
d’ordre impair [OA14]. On a pu ainsi clore définitivement la question relative aux classes
d’isotropie d’une représentation tensorielle quelconque a.
Espace des orbites et structure semi-algébrique
Dans le cas d’une représentation réelle d’un groupe compact G, l’algèbre des invariants
sépare les orbites. Cette observation permet de construire une structure semi-algébrique
sur l’espace des orbites V/G de toute représentation réelle de dimension finie de G. Un
procédé systématique permettant, à partir de la donnée d’une famille génératrice d’inva-
riants polynomiaux, d’engendrer une telle structure a été décrit par Abud–Sartori [AS83]
puis rigoureusement établi mathématiquement par Procesi–Schwarz [PS85]. Il s’agit
d’une généralisation de la méthode de Hermite qui permet d’obtenir les inéquations que
doivent satisfaire les coefficients d’un polynôme réel pour avoir toutes ses racines réelles
(dans ce cas particulier, G est le groupe symétrique qui agit par permutation des coor-
données sur Rn).
La stratification en classes d’isotropie peut alors (en théorie) être décrite par de nou-
velles équations/inéquations. Une telle étude, dans le cas du tenseur d’élasticité, a été
initiée par Auffray, Kolev et Petitot dans [AKP14].
Dans tous les cas, les calculs associés nécessitent la connaissance d’une famille généra-
trice finie de l’algèbre des polynômes invariants.
Algèbres d’invariants : calculs effectifs
Sur ce point, qui touche à la théorie des invariants, il existe de nombreux résultats
théoriques. Le plus fameux est notamment le résultat de finitude de Hilbert. En effet,
pour toute représentation (réelle ou complexe) d’un groupe algébrique linéaire réductif b,
a. Nous avons obtenu, en particulier et pour la première fois, les classes d’isotropie du tenseur de
comportement d’ordre 6 intervenant en théorie de l’élasticité du second gradient [Min64 ; OA14].
b. Un tel groupe peut être vu comme un sous-groupe du groupe linéaire.
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l’algèbre des invariants est de type fini. Théoriquement, il existe donc une famille géné-
ratrice finie de l’algèbre des polynômes invariants mais sa détermination effective reste
un problème très difficile c.
La première preuve de finitude de Hilbert est essentiellement existentielle [Hil90].
Face à de nombreuses critiques formulées par ses contemporains d, il proposa une
deuxième preuve, plus constructive, trois ans plus tard [Hil93]. Finalement, suite à ce
résultat de Hilbert, il y eut un désintérêt certain pour les questions d’effectivité en théorie
des invariants [Fis66 ; Cri88].
A partir des années 1955, cependant, de nombreux travaux de mécanique des milieux
continus ont abordé ces questions de calculs effectifs dans le cas des espaces de ten-
seurs d’ordre inférieur ou égal à 2. De telles questions avaient été initiées par Rivlin–
Ericksen [RE55]. C’est ensuite vers les années 70 que des résultats complets furent
obtenus, essentiellement établis par des procédés géométriques élémentaires [Wan70 ;
Smi71]. D’autres travaux [Bet87 ; BKO94 ; SB97] ont alors abordé des espaces de ten-
seurs d’ordre 3 ou 4 mais en utilisant principalement des résultats déjà connus sur les
formes binaires.
Dans les années 80 et du fait de l’émergence de l’informatique, il y eut un regain
d’intérêt pour les questions relatives aux calculs effectifs sur les algèbres d’invariants
en mathématique. Les approches étaient essentiellement influencées par les travaux de
Hilbert et des outils de géométrie algébrique. On trouve ainsi dans [Der99 ; Stu08] une
formulation moderne de cette méthode, qui s’applique dans des situations très générales.
Mais à notre connaissance, les exemples traités demeurent assez simples.
Dans le cas spécifique des formes binaires, de nouveaux résultats ont été obtenus
récemment [BP10a ; BP10b]. Les méthodes de calcul sont elles aussi basées sur des
outils de géométrie algébrique et s’appuyent en grande partie sur les travaux de Dixmier
et al [Dix81 ; Dix82 ; DL88]. Par ces méthodes, il a été possible d’obtenir des familles
génératrices finies (et minimales) pour les invariants de formes binaires de degré 9 et
10.
Néanmoins, cette approche trouve ses limites lorsqu’il s’agit de calculer des bases
d’invariants joints (en particulier des bases de covariants) car une des étapes essentielles
consiste à déterminer un système de paramètres. Or il n’existe pas, à notre connaissance,
d’algorithme général pour obtenir un tel système pour une algèbre de type fini donnée.
De plus, un résultat théorique établi par M. Brion [Bri82, Théorème 3] montre qu’il est
particulièrement difficile, dans le cas générique, de trouver un système de paramètres
d’une algèbre d’invariants joints.
Invariants de tenseurs et formes binaires
Par un procédé de complexification, le calcul des invariants de tenseurs se ramène au
calcul des polynômes SL(2,C) invariants sur l’espace des formes binaires, ce qui constitue
la théorie classique des invariants [Olv99].
c. Ce point délicat où intervient un résultat théorique d’existence qui n’est pas associé à une construc-
tion effective, a été l’objet de nombreux débats épistémologiques au XIXe siècle [Bon04].
d. Sa première preuve de finitude fut notamment relue par Gordan qui se serait écrié « Ce n’est pas
de la mathématique mais de la théologie ».
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Historiquement, cette théorie, qui est née au début du XIXe siècle, est en fait le ber-
ceau de la théorie des invariants. Les préoccupations des « anciens e », étaient tout autant
effectives que théoriques. Ainsi, un résultat dû à Gordan [Gor68] établi la finitude des
algèbres de covariants des formes binaires. Par sa preuve, algorithmique, il obtint une
percée importante dans la détermination effective de familles génératrices finies de co-
variants f.
Calcul symbolique et morphismes équivariants
Les démonstrations que nous connaissons de cette preuve de finitude de Gordan
sont basées sur le calcul symbolique g [GY10 ; Gle15]. En suivant la démarche de
Weyl [Wey97], nous avons réinterprèté les opérations symboliques figurant au cœur de
leurs calculs explicites (l’opérateur de Cayley et les transvectants), en termes de mor-
phismes SL(2,C) équivariants.
Par cette approche, un covariant n’est rien d’autre qu’un morphisme équivariant, défini
sur des tenseurs symétriques. En travaillant alors sur des produits tensoriels, nous pouvons
exploiter la décomposition de Clebsch–Gordan et on découvre alors que les transvectants
forment des bases (vectorielles) naturelles de morphismes équivariants. La difficulté,
bien sûr, est de repasser des produits tensoriels (non symétriques) aux produits tensoriels
symétriques h.
Relations fondamentales
Les transvectants forment des projecteurs naturels sur les décompositions en irréduc-
tibles de produits tensoriels de formes binaires. On sait aussi que de tels transvectants
permettent de construire une famille génératrice infinie de l’algèbre des covariants.
De cette famille infinie, il faut donc être capable d’en extraire une famille finie. Avant
cela, nous montrons comment, par de simples arguments d’algèbre linéaire, il est pos-
sible de retrouver certaines relations fondamentales sur les algèbres de covariants.
La première famille de relations concernent les séries de Gordan, essentielles dans les
calculs effectifs de bases d’invariants, voir notamment les travaux de Shioda [Shi67] ou
de von Gall [Gal80].
La deuxième famille de relations a été établie dans le cadre de la théorie du re-
couplage i directement issue de la mécanique quantique [CFS95 ; KL94]. Dans ce cadre,
les travaux d’Abdesselam–Chipalkatti [AC09, Théorème 1.2] établissent un théorème
sur des relations quadratiques entre covariants, essentiellement démontré par des outils
homologiques et de géométrie algébrique. Dans notre approche, ce théorème se réduit à
un résultat d’algèbre linéaire. Notons aussi que l’approche développée dans cette théorie
du re-couplage est une version duale de notre travail.
e. Tels Boole, Cayley, Sylvester, Clebsch, Gordan, Aronhold, etc [Cri86 ; Cri88 ; Par89].
f. von Gall [Gal80] fut notamment le premier à obtenir une famille génératrice finie (non minimale)
des covariants d’une forme binaire de degré 8, en 1880.
g. Il existe une version moderne de cette preuve dans [Wey93], dont la formulation est très algébrique.
A notre connaissance, une telle approche n’a pas permis d’obtenir de nouveaux résultats effectifs.
h. La difficulté de ce passage au quotient est particulièrement visible dans l’approche de Kung–Rota
par le calcul Umbral [KR84].
i. A travers notamment les questions relatives aux 6j− symbols et aux 9j− symbols qui formalisent
les changements de bases sur des projecteurs SL(2,C) équivariants.
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L’algorithme de Gordan re-visité
Le cœur de l’algorithme de Gordan consiste à extraire, de la famille génératrice infi-
nie de transvectants, une famille finie. Néanmoins, pour pouvoir appliquer un tel algo-
rithme, nous avons choisi de le reformuler [Oli14], de manière à développer des mé-
thodes de calcul efficaces dans le cas des bases de covariants joints.
Une telle reformulation avait déjà été tentée par Pasechnik [Pas96] puis par Cröni [Cro02]
mais il ne semble pas qu’ils en aient déduit de nouveaux résultats effectifs. De même,
Olver avait aussi proposé une méthode appelée méthode de Gordan [Olv99]. Mais cette
méthode, qui ne correspond pas à l’algorithme de Gordan original, a été corrigée et
complétée par Brini et al. dans [BRT06]. Sa faiblesse principale est de ne fournir qu’une
« borne glissante » sur les degrés des covariants à calculer, ce qui rend les calculs pra-
tiques assez délicats.
De nouveaux résultats
Dans notre cas, l’algorithme de Gordan, une fois optimisé, nous a permis d’obtenir
pour la première fois des bases de covariants joints qui étaient restées jusqu’à présent
inaccessibles, à savoir une famille génératrice finie minimale de covariants de l’espace
S6 ⊕ S4
des formes binaires de degré 6 et 4.
Mais par cette reformulation, nous avons surtout pu répondre à une question vieille
de plus de 30 ans en mécanique des milieux continus : calculer effectivement une famille
génératrice finie des invariants du tenseur d’élasticité j.
En plus de ce résultat, il nous a également été possible d’obtenir pour la première
fois une famille génératrice minimale des polynômes SO(3) invariants de l’espace des
tenseurs piézoélectriques.
En résumé, au cours de ce travail de thèse, nous sommes parvenu à :
• produire une méthode générale et algorithmique pour déterminer les classes d’iso-
tropie d’une représentation tensorielle quelconque ;
• produire des théorèmes généraux sur les classes d’isotropie des espaces de tenseurs
associés à des lois de comportement ;
• obtenir pour la première fois une famille génératrice minimale de l’algèbre des
invariants polynomiaux (sous SO(3)) du tenseur d’élasticité ;
• obtenir une famille génératrice minimale des polynômes SO(3) invariants de l’es-
pace des tenseurs piézoélectriques.
Notons aussi que l’algorithme de Gordan possède une variante qui permet de calcu-
ler une base de covariants d’une forme binaire de degré n, connaissant des bases de
covariants pour les formes binaires de degré k < n. Un travail commun avec R. Ler-
cier [OL14] va donner pour la première fois une famille génératrice minimale de cova-
riants des formes binaires de degré 9 et 10. Nous avons également bon espoir que cette
j. Seule une partie de cette base était connue [BKO94], laquelle base ayant été directement déduite
du travail de Shioda [Shi67].
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approche permette de déterminer une famille génératrice minimale de covariants des
formes binaires de degré 12, aujourd’hui inconnue.
Plan de la thèse
Le chapitre 1 commence par une présentation assez générale du contexte mécanique
qui a motivé notre travail de thèse. La sous-section 1.1.2 présente ainsi les notions essen-
tielles de théorie de l’élasticité linéaire, puis nous introduisons dans la sous-section 1.1.3
quelques situations faisant intervenir des espaces de tenseurs d’ordre 3, notamment le
cas de la piézoélectricité.
Nous explicitons ensuite dans la section 1.2 les problématiques physiques associées
aux formulations tensorielles, à savoir les questions relatives à l’identification, la re-
connaissance et les symétries physiques d’un matériau élastique. Nous montrons dans
la même section comment ces problématiques se formulent mathématiquement, ce qui
nous permet d’aboutir au cadre proprement mathématique de notre thèse, qui consiste
à développer des méthodes effectives pour
• déterminer les classes d’isotropie d’une représentation linéaire (V, ρ) d’un groupe
compact ;
• déterminer une famille génératrice finie de l’algèbre R[V ]G des polynômes inva-
riants.
• décrire l’espace des orbites V/G d’une représentation linéaire d’un groupe de Lie
compact G ;
Nous nous sommes particulièrement intéressés aux approches effectives, appliquées
aux cas des représentations tensorielles du groupe O(3) ou SO(3).
Dans le chapitre 2, nous rappelons quelques propriétés essentielles des représentations
linéaires des groupes compacts. La section 2.2 aborde ainsi les questions liées aux classes
d’isotropie, à la stratification et à la géométrie des espaces d’orbites. Nous précisons
ensuite dans la section 2.3 la notion de système de paramètres, la structure de Cohen–
Macaulay de ces algèbres et leur série de Hilbert. Nous montrons dans la section 2.4 qu’il
est possible de considérer des familles de séparants, qui est une alternative intéressante
à la notion d’invariants. La sous-section 2.4.3 reprend d’ailleurs les résultats établis en
mécanique des milieux continus sur les séparants d’espaces de tenseurs d’ordre inférieur
ou égal à 2.
Le chapitre 3 spécifie un certain nombre de résultats généraux du chapitre 2 au cas
des représentations linéaires des groupes O(3) et SO(3). On aborde ainsi dans la sec-
tion 3.1 la décomposition harmonique des espaces de tenseurs, qui consiste à décompo-
ser les représentations tensorielles en espaces irréductibles (dont un modèle est donné
par des espaces de tenseurs dits harmoniques). Les sous-section 3.1.2 et 3.1.3 détaillent
la décomposition harmonique de l’espace des tenseurs piézoélectriques et élastiques.
Nous précisons ensuite dans la section 3.2 des résultats sur les classes d’isotropie des
représentations irréductibles de O(3) et SO(3), ce qui nécessite de décrire dans la sous-
section 3.2.1 la géométrie de leurs sous-groupes fermés. Enfin, dans la section 3.3 nous
explicitons un isomorphisme entre le complexifié des représentions tensorielles et les re-
présentations irréductibles du groupe SL(2,C). En termes d’invariants, le problème se
ramène ainsi à la théorie classique des invariants.
Dans le chapitre 4, nous définissons l’opération de clips sur les classes d’isotropie et
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nous donnons le résultat de ces opérations de clips sur les sous-groupes fermés de SO(3)
(théorème 4.2.7) puis de O(3) (théorème 4.2.8). A l’aide de ces résultats, on peut dé-
duire les classes d’isotropie de toute représentation tensorielle et nous illustrons cette
démarche dans le cas de la piézolélectricité (sous-section 4.3.1) puis dans le cas de
l’élasticité (sous-section 4.3.2). La section 4.4 présente alors les théorèmes généraux sur
les classes d’isotropie des lois de comportement tensorielles, d’abord dans le cas des ten-
seurs d’ordre pair (théorème 4.4.3) puis dans le cas des tenseurs d’ordre impair (théo-
rème 4.4.7). Les section 4.A et 4.B donnent les démonstrations des théorèmes 4.2.7
et 4.2.8 sur les opérations de clips des sous-groupes fermés de SO(3) et O(3). La sec-
tion 4.C donne enfin des résultats utiles à la description de la géométrie des espaces
d’orbites dans le cas des représentations des groupes SO(3) et O(3).
Dans le chapitre 5, nous introduisons la théorie classique des invariants. Dans la sec-
tion 5.1, nous définissons les notions d’invariant et de covariant d’une forme binaire,
puis nous introduisons dans la section 5.2 la notion de morphisme SL(2,C) équivariant.
Ces morphismes sont construits à partir de l’opérateur de Cayley et des transvectants, dé-
finis dans la sous-section 5.2.1. Ils permettent notamment d’avoir une forme explicite de
la décomposition de Clebsch–Gordan. Dans la sous-section 5.2.2, nous représentons gra-
phiquement les morphismes équivariants à l’aide de molécules, ce qui permet ensuite de
définir les covariants moléculaires, à la base de l’algorithme de Gordan. Nous montrons
alors dans la sous-section 5.2.3 comment passer des transvectants aux covariants molé-
culaires. En se plaçant dans l’espace des morphismes SL(2,C) équivariants définis sur
des produits tensoriels (non symétriques), nous exhibons dans la sous-section 5.3.1 des
bases vectorielles de transvectants, ce qui nous permet de re-démontrer (par des argu-
ments élémentaires) que l’algèbre des covariants est engendrée par la famille infinie des
transvectants (théorème 5.3.10). Certaines des relations obtenues à partir de ces bases
vectorielles de transvectants aboutissent alors à des relations fondamentales que nous
détaillons dans la sous-section 5.3.2 : il s’agit des séries de Gordan (corollaire 5.3.13) et
des relations quadratiques d’Abdesselam–Chipalkatti (théorème 5.3.15), que nous avons
pu re-démontrer par de simples arguments d’algèbre linéaire.
Dans le chapitre 6, nous présentons différentes approches pour les calculs effectifs de
famille génératrice d’une algèbre d’invariant. Nous présentons tout d’abord la méthode
de Hilbert dans la section 6.2, principalement basée sur la notion de nilcône, définie dans
la sous-section 6.2.1. Nous donnons ensuite dans la sous-section 6.2.2 les techniques
récentes de Brouwer–Popovisciu [BP10a] utilisées dans le cas des invariants des formes
binaires de degré 9 et 10. Après cela, nous présentons deux algorithmes de Gordan :
celui concernant les covariants joints dans la sous-section 6.3.1, puis celui concernant
les covariants simples dans la sous-section 6.3.2. La sous-section 6.3.3 illustre ensuite ces
algorithmes dans un certain nombre de situations nouvelles, telles celles des covariants
de S6 ⊕ S4 puis de S6 ⊕ S4 ⊕ S2.
En guise de conclusion, nous produisons dans le chapitre 7 une famille génératrice
finie de l’espace des tenseurs piézoélectrique ainsi qu’une famille génératrice finie (mi-
nimale) de l’espace des tenseurs d’élasticité, ce qui, à notre connaissance, n’avait pas été
obtenu jusqu’à présent.
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1. Motivations mécaniques
La mécanique des milieux continus a repose en grande partie sur l’utilisation d’un
formalisme tensoriel. Même si ce formalisme est commun à d’autres domaines de la
physique, comme par exemple l’électromagnétisme, la spécificité de la mécanique des
milieux continus b est son utilisation de tenseurs d’ordre supérieur à 2. Pour ces tenseurs
d’ordre supérieur, l’analyse classique au travers de représentations vectorielles ou ma-
tricielles ne suffit pas. De fait il y a en mécanique des milieux continus de nombreux
problèmes ouverts associés à ces espaces de tenseurs.
Parmi ces problèmes, nous nous sommes particulièrement intéressé à :
1. la détermination effective de leur stratification isotropique ;
2. la détermination effective d’une famille génératrice finie de leur algèbre d’inva-
riants (sous l’action des groupes SO(3) et/ou O(3)).
A notre connaissance, il n’existe pas à ce jour de réponse globale et systématique à
ces deux questions. Au cours de notre travail, cependant, nous avons pu produire un
algorithme effectif pour la détermination de la stratification isotropique, et nous avons
aussi repris et développé des concepts et outils permettant d’obtenir, pour la première
fois, une famille génératrice finie des algèbres d’invariants associées aux deux espaces
de tenseurs suivants :
• Ela := S2(S2(R3)) ;
• Piez := S2(R3)⊗ R3 ;
Le but de ce premier chapitre est d’introduire les problèmes physiques qui ont mo-
tivé cette thèse. Comme nous le verrons par la suite, ces questions de stratification et
d’algèbres d’invariants sont liés à des problématiques expérimentales qui concernent la
reconnaissance et l’identification de matériaux élastiques et piézoélectriques. Au cœur de
ces questions se pose le problème de la description géométrique explicite des espaces de
tenseurs Ela ainsi que Piez.
Il est important de noter que ces questions de description géométrique d’espaces de
tenseurs d’ordre supérieur (modulo O(3) ou SO(3)) constituent des problèmes de ma-
thématique et de calculs effectifs à part entière.
a. Pour une approche générale et détaillée de la mécanique des milieux continus, nous proposons au
lecteur de se reporter aux ouvrages classiques [Tru66 ; GM80 ; Sid80 ; Gur81 ; MH94 ; Cia05 ; For+09].
Notons aussi que des notes historiques intéressantes sur cette discipline, assez jeune (elle est naît au
XIXe siècle), se trouvent dans [Tim53 ; Dug88 ; Tru03 ; Mau13].
b. Une telle discipline englobe la mécanique des fluides et la mécanique des solides déformables comme
sous domaines. Dans le cadre de cette thèse, seule la mécanique des solides déformables sera considérée.
De fait, nous parlerons de mécanique des milieux continus de manière un peu abusive.
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1.1. Invitation à la mécanique des milieux continus
De manière à contextualiser notre travail de thèse dans le domaine scientifique qui
a motivé ces questions, nous proposons un bref panorama de la mécanique des solides
déformables. L’exposé visant à une certaine concision, nous nous placerons dans toute
la suite en :
1. Statique : les effets d’inertie sont ainsi négligés par la suite ;
2. Petite Transformation : les configurations initiale et finale du domaine matériel ne
sont pas distinguées ;
3. Réponse Linéaire : les lois de comportement qui modélisent les propriétés de la
matière sont linéaires donc tensorielles.
Ces hypothèses seront précisées dans les paragraphes suivants.
1.1.1. Équations canoniques
Au niveau le plus général, la mécanique des milieux continus est définie en dehors de
tout comportement et de tout matériau. Les concepts associés à ce niveau traitent d’une
part de la cinématique du milieu, et d’autre part de l’équilibre du milieu c. Comme nous
le verrons, ces équations sont insuffisantes pour résoudre un problème donné.
Cinématique
Précisons à présent l’objet de notre étude. On modélise un système de points matériels
par une variété différentielle nue, désignée par l’anglicisme Body. Une configuration de
ce body, noté B, est un plongement de B dans l’espace euclidien R3, muni de sa métrique
canonique q. Un mouvement de ce body est un chemin dans l’espace des configurations
t 7→ φt, φt : B −→ R3
On définit alors une transformation du body par
χt := φt ◦ φ−10 : P0 −→ Pt.
où P0 et Pt désignent, respectivement, les configurations initiale et actuelle du body.
c. Il est à noter que la dénomination d’équations canoniques est abusive, en effet elles reposent sur
des choix de modélisation. Toutefois elles se situent à un niveau plus fondamental que celui des lois de
comportement.
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Figure 1.1. – Transformation d’un Body
L’hypothèse des petites transformations que nous avons retenue consiste physiquement
à considérer la transformation comme une perturbation de la configuration initiale. Par
conséquent, sous cette hypothèse, on confond configurations initiale P0 et actuelle Pt.
Mathématiquement, le mouvement t 7→ χt est dans ce cas le flot d’un champ de vecteur
u défini sur P := P0. Ce champ u représente le déplacement infinitésimal du milieu.
En tant que tel, u ne nous renseigne pas directement sur la déformation de la ma-
tière. Pour ce faire, on introduit une nouvelle quantité, appelée le tenseur des petites
déformations
ε := 12
∂
∂t
[(χ∗t (q)− q)]|t=0 ,
où χ∗t (q) désigne le pull-back de la métrique par la transformation χt. Notons que, la
transformation χt étant le flot du champ u, il revient au même d’écrire
ε = 12Lu(q),
où Lu désigne la dérivée de Lie selon le champ des déplacements. Au delà de cette
interprétation géométrique, la définition la plus usuelle de ce tenseur est la suivante :
ε = 12
(
∇u+ (∇u)T
)
,
où ∇ est l’opérateur gradient d et T désigne la transposition. De manière évidente, ε
appartient à l’espace S2(R3) des tenseurs d’ordre 2 symétriques sur R3.
d. Il s’agit en fait de la connexion canonique de la métrique q.
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Statique
A coté de la description cinématique, il nous faut des équations pour déterminer l’équi-
libre d’un body soumis à un ensemble de forces.
Pour cela, il faut déterminer la nature des efforts qu’un élément de matière est capable
de supporter. On suppose dans le cadre de la mécanique des milieux continus classique
qu’un élément de matière est soumis à
• des efforts à distance modélisés par une densité volumique d’effort (f) ;
• des efforts de contact à son interface modélisés par une densité surfacique d’effort.
Ces hypothèses e conduisent à l’existence d’un tenseur σ d’ordre 2, appelé tenseur des
contraintes modélisant les efforts internes. Les équations d’équilibre volumiques s’écrivent
alors f {
∇ ·σ + f = 0
σ − σT = 0
La première équation indique la nullité de la somme des forces, et la seconde la nullité
de la somme des moments. Comme dans le cadre de la mécanique des milieux continus
classique, de tels moments ne sont pas pris en compte, cela impose la symétrie du tenseur
σ. De fait, σ est un élément de S2(R3), et l’équilibre se résume à :
∇ ·σ + f = 0.
Cet équation constitue l’expression locale du principe fondamental de la statique.
Physiquement, le concept de contrainte représente les efforts de cohésion au sein de
la matière [MH94]. Il s’agit en fait d’une notion duale de la déformation, qui traduit
les efforts infinitésimaux qui s’opposent à elle. La sommation, sur le volume, du produit
contrainte-déformation donne l’énergie de déformation du corps étudié. Nous revien-
drons sur ce point lorsque nous parlerons d’élasticité.
Loi de comportement
Ces concepts de déformations et de contraintes, ainsi que leurs équations associées,
définissent une classe de modèle mais ne permettent pas de résoudre un problème en
particulier. En effet, nous faisons le constat suivant :
• il y a 9 inconnues provenant des champs de déplacement et de contraintes ;
• il y a 3 équations provenant du principe fondamental de la statique.
Il nous faut donc des équations supplémentaires pour fermer le problème g.
e. De nombreux résultats et travaux justifient l’existence d’un tel champ de tenseurs [Nol59 ; Ger73 ;
GM80 ; MH94 ; DS95 ; TN04 ; For+09] qui a été introduit par Cauchy. Nous avons fait ici le choix de
postuler son existence. L’approche historique est basée sur la méthode dite du tétraèdre de Cauchy qui
consiste à écrire la conservation de la quantité de mouvement pour un volume tétraédrique tendant vers
0. Une approche plus actuelle repose sur le principe des puissances virtuelles, et construit les quantités
de type contrainte via un processus de dualité. Une dernière approche, peu exploitée à ce jour, repose
sur l’approche par tenseurs distributions proposée par Souriau [Sou91 ; Kol04].
f. Dans la définition complète du problème il ne faut pas oublier la prise en compte des conditions
aux limites. Toutefois ce point se situe en dehors du cadre de notre étude.
g. Ce problème de fermeture des équations n’est nullement lié à une insuffisance de la mécanique des
milieux continus mais est une caractéristique générale des théories physiques de champ.
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Remarquons ainsi qu’à ce niveau, les équations que l’on possède ne précisent pas :
1. de modèle de comportement ;
2. de matériau.
En toute généralité, de telles équations peuvent donc tout aussi bien décrire le com-
portement élastique du bois que l’élasto-plasticité d’un acier. Ainsi, avant de parler de
matériau, il nous faut choisir un modèle de comportement. Ceci est réalisé via l’introduc-
tion d’une loi de comportement qui relie, sous certaines hypothèses et dans une certaine
plage de paramètres, le tenseur des contraintes à celui des déformations. De manière gé-
nérale cette loi de comportement n’a aucune raison particulière d’être linéaire. Comme
précisé en amont, nous ferons néanmoins cette hypothèse de linéarité dans la suite.
En mécanique des solides déformables, le comportement fondamental est l’élasticité.
On peut d’une certaine manière considérer tout autre comportement comme une exten-
sion de ce dernier.
1.1.2. Elasticité linéaire
Du point de vue physique, un comportement élastique est caractérisé par le fait :
1. que la contrainte ne dépend que de l’état final, c’est-à-dire qu’il n’y a pas de dé-
pendance au trajet de chargement ;
2. que la suppression du chargement ayant provoqué la transformation ramène le
solide dans sa configuration initiale.
Cela signifie donc qu’il y a réversibilité du phénomène et qu’il n’y a pas de déformation
résiduelle.
Le prototype de l’élasticité en mécanique des milieux continus est le modèle du ressort,
où on a la relation linéaire
f = −ku
qui est la loi de Hooke établie en 1678. En latin, cette loi s’exprime ut tension sic vis,
ce qui signifie : « telle extension, telle force ». La constante k est la constante de raideur
du ressort. La loi de Hooke généralisée est la version tensorielle de cette relation. Il s’agit
d’une relation linéaire entre le tenseur des déformations ε et le tenseur des contraintes
σ. Une telle relation linéaire entre les espaces de tenseurs ε et σ est alors obtenue à
partir d’un tenseur C d’ordre 4 h
σij = Cklijεkl.
Du fait de l’existence d’une métrique euclidienne, nous pouvons cependant ne plus dis-
tinguer entre les indices covariants et contravariants. Ensuite, du fait des symétries des
tenseurs ε et σ, on a
Cijkl = Cjikl = Cijlk (1.1.1)
Pour plus de concision, on résumera ces symétries, dites petites symétries en mécanique,
de la manière suivante :
C(ij)(kl) (1.1.2)
h. Dans cette écriture, et de manière plus générale dans la suite de cette thèse, nous avons utilisé la
sommation d’Einstein sur les indices répétés.
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où la notation (..) désigne l’invariance par permutation des indices entre parenthèses.
On peut à présent revenir sur la notion d’énergie de déformation évoquée précédem-
ment. Dans le cadre de l’élasticité linéaire, on définit l’énergie élastique Wε du système
en posant
δWε(δε) := σ : δε, Wε(δε) :=
∫
P
δWε(δε) vol =
∫
P
(C : ε) : δε vol
où : désigne la double contraction des tenseurs d’ordre 2 et vol la mesure volume sur P.
On peut alors remarquer que cette énergie définit une 1-forme sur l’espace des tenseurs
ε. Pour préciser les choses, notons S2TP le fibré des tenseurs d’ordre 2 symétriques sur
P et
pi : S2TP −→ P
la projection associée. Notons alors Γ l’espace vectoriel des champs de tenseurs ε, i.e des
sections du fibré S2TP
Γ = {s : P −→ S2TP | pi ◦ s = id}
On voit ainsi que l’énergie Wε est une 1-forme sur Γ. Lorsque l’énergie provient d’un
potentiel, autrement dit, lorsque cette 1-forme est exacte, on dit que le milieu est hyper-
élastique. Puisque Γ est un espace vectoriel, cela reviendra au même de dire que Wε est
une 1-forme fermée. Dans le cas d’un milieu hyper-élastique, la condition de fermeture
se traduit alors par la symétrie supplémentaire, dite grande symétrie
C(ij)(kl) = C(kl)(ij) (1.1.3)
La grande symétrie traduit le fait que l’application linéaire entre ε et σ est auto-adjointe.
On résumera l’ensemble des symétries indicielles du tenseur d’élasticité de la manière
suivante :
C(ij) (lm) (1.1.4)
où la notation .. .. désigne une invariance par permutation des blocs soulignés.
Ceci nous amène à définir le premier des deux espaces de tenseurs que nous étudierons
de manière explicite au cours de cette thèse.
Définition 1.1.1. L’espace vectoriel des tenseurs d’élasticité, noté Ela, est le sous-espace
vectoriel i des tenseurs C d’ordre 4 sur R3 possédant les symétries (1.1.1) et (1.1.4). Cet
espace, de dimension 21, est l’espace des tenseurs d’ordre 2 symétriques sur S2(R3) :
Ela = S2(S2(R3))
Remarque 1.1.2. Dans la plupart des cas étudiés en mécanique des milieux continus, le
nombre de composantes d’un tenseur d’élasticité est ramené à 2 car on suppose que la
réponse mécanique ne dépend pas de la direction par rapport à laquelle le matériau est
sollicité. Dans cette situation, il existe plusieurs choix possibles pour ces coefficients. Les
plus couramment utilisés sont les coefficients de Lamé λ, µ ou bien le couple coefficient
i. En toute rigueur, on devrait supposer que ces tenseurs sont définis positifs pour que la notion
d’énergie élastique ait un sens. Notre étude ne concerne cependant que l’espace vectoriel Ela.
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de Poisson ν et module d’Young E. Un tenseur d’élasticité défini par ses coefficients de
Lamé λ, µ sera noté Cλ,µ.
Avant de conclure cette sous section, introduisons un point de terminologie qui sera
utilisé par la suite. Quand l’on considère une loi tensorielle de la forme
σij = Cijklεkl.
celle-ci implique deux types de tenseurs de natures physiques différentes :
• C qui représente la loi de comportement, sa nature tensorielle vient de la linéarité
du modèle de comportement choisi. Nous qualifierons de tels tenseurs de tenseurs
de comportement ;
• σ et ε qui représentent l’état de la matière en un point donné. Leur nature tenso-
rielle est indépendante des hypothèses faites sur le modèle de comportement. Nous
qualifierons de tels tenseurs de tenseurs d’état, le premier étant du type sthénique,
le deuxième du type cinématique.
1.1.3. Des tenseurs d’ordre 3 en mécanique
La relation de comportement élastique est l’archétype des relations de comportement
linéaire que l’on peut trouver en mécanique. Dans son formalisme, elle ne fait intervenir
que des tenseurs d’ordre 2 et d’ordre 4. De fait, tout modèle faisant intervenir des ten-
seurs d’ordre 3 sera une généralisation du modèle élastique. On va considérer 2 de ces
généralisations :
• la piézoélectricité ;
• l’élasticité à gradient de déformation.
Dans la première approche, le tenseur d’ordre 3 est introduit comme un tenseur de
comportement, tandis que dans la deuxième, il est introduit comme un nouveau tenseur
d’état.
Extension du comportement : Piézoélectricité
L’archétype du comportement décrit par un tenseur d’ordre 3 est la piézoélectricité. Ce
phénomène apparaît dans certains cristaux, quand on étudie des comportements de type
électro-mécanique. Il traduit la propriété qu’ont certains corps de se polariser électrique-
ment sous l’action d’une déformation, et réciproquement. Il s’agit d’un comportement
assez bien étudié pour des raisons :
• pratiques : les couplages électromécaniques sont à la base de la technologie des
capteurs, actionneurs et autres matériaux intelligents [Wel04 ; Yan09] ;
• historiques : les premiers travaux sur la symétrie des phénomènes physiques de
Pierre Curie concernaient la piézoélectricité [Cur94].
Dans sa modélisation linéaire, on considère comme variables cinématiques générali-
sées :
• le tenseur des petites déformations ε ;
• le tenseur du champ électrique E (d’ordre 1).
et comme variables sthéniques généralisées :
• le tenseur des contraintes σ ;
• le tenseur du déplacement électrique D (d’ordre 1).
25
Le couplage entre les processus mécaniques et électriques s’exprime, dans sa version
linéaire, à l’aide du tenseur d’élasticité C, du tenseur de permitivité  (d’ordre 2) et du
tenseur piézoélectrique P (d’ordre 3) :{
ε = CTε+PE
D = Pσ + E
Dans cette formulation, La transposition est définie par la permutation des p premiers
indices avec les q derniers, avec p l’ordre du tenseur image d’un tenseur d’ordre q.
Ceci nous amène à définir le deuxième espace de tenseurs que nous étudierons de
manière explicite au cours de cette thèse :
Définition 1.1.3. L’espace vectoriel des tenseurs piézoélectriques, noté Piez, est le sous-
espace vectoriel des tenseurs P d’ordre 3 sur R3 possédant la symétrie P(ij)k. Cet espace,
de dimension 18, est
Piez = S2(R3)⊗ R3
Extension de l’état : Élasticité à gradient de déformation
L’élasticité à gradient est une généralisation non-classique de la mécanique des mi-
lieux continus. En effet, ici, ce n’est pas tant la loi de comportement qui est changée que
la description de la cinématique élémentaire, et donc la description des efforts associés
[Min64 ; For06 ; Auf+13]. Ainsi on quitte le cadre du modèle standard pour rentrer dans
celui de la mécanique des milieux continus généralisés. La raison d’être de ce genre de mo-
dèle est à la fois d’introduire des longueurs internes en mécanique des milieux continus
et de doter les surfaces d’une énergie élastique propre. Cette approche permet de modé-
liser des phénomènes comme, entre autres, la capillarité et la tension superficielle des
liquides [Min65 ; Sou91 ; Sep96]
Dans sa modélisation linéaire, on considère comme variables cinématiques générali-
sées :
• le tenseur des petites déformations ε ;
• le tenseur du gradient de la déformation, noté η, d’ordre 3, symétrique sur ses
deux premiers indices et défini en coordonnées par j
η(ij)k = ∂kε(ij)
Ensuite, pour modéliser les contraintes, nous définissons :
• le tenseur des contraintes σ ;
• le tenseur d’hyper-contraintes τ , qui possède les mêmes symétries indicielles que
η.
La loi de comportement s’exprime, dans sa version linéaire, à l’aide du tenseur d’élasticité
C, du tenseur de couplage élastique M (d’ordre 5) et du tenseur d’élasticité du second
ordre A (d’ordre 6). Elle est donnée par :{
σ = C : ε+M ∴ η
τ = MT : ε+A ∴ η
j. L’opérateur ∂k est la dérivée spatiale
∂
∂xk
.
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Dans ces relations, ∴ désigne le produit contracté triple. Les tenseurs de comportement
C(4),M(5),A(6) sont caractérisés par les symétries indicielles suivantes :
C(ij) (lm), M(ij)(lm)n, A(ij)k (lm)n
Dans ce modèle, l’espace des tenseurs gradient de la déformation η est identique à celui
des tenseurs piézoélectriques.
1.1.4. De manière générale
Revenons au cas général des tenseurs de comportement et des tenseurs d’état. Fixons
un espace de tenseurs d’état cinématiques E1 ainsi qu’un espace de tenseurs d’état sthé-
niques E2. Une loi de comportement linéaire est postulée via une application linéaire
L ∈ L(E1,E2). Or, un tel espace est isomorphe au produit tensoriel E∗1⊗E2, qui est donc
identifié, via la métrique canonique de R3, au produit tensoriel E := E1⊗E2. Dans le cas
où les espaces E1 et E2 sont en dualité, l’application L est auto-adjointe, et le tenseur
associé est donc un élément de E1⊗sE2 (produit tensoriel symétrisé). La table 1.1 donne
quelques exemples qui illustrent cette construction.
Propriété E1 E2 Produit tensoriel
Elasticité linéaire T(ij)(déformation)
T(ij)
(contrainte) Symétrique
Piézoélectricité T(ij)(déformation)
Ti
(déplacement
électrique)
Standard
Elasticité
du premier gradient
T(ij)k
(gradient de la
déformation)
T(ij)k
(hyper contrainte) Symétrique
Flexoélectricité
T(ij)k
(gradient de la
déformation)
Ti
(déplacement
électrique)
Standard
Table 1.1. – Lois de comportement et tenseurs d’état
Cette construction sera utilisée en section 4.4, pour établir des résultats généraux sur
la stratification de lois de comportement quelconques.
1.1.5. Une donnée supplémentaire, l’anisotropie
Une fois spécifié un type de comportement linéaire, on arrive au niveau où l’on peut
prendre en compte dans la modélisation la nature des différents matériaux. Il se pose
alors la question du nombre de paramètres minimal nécessaires à la description d’un
matériau donné. Cette question est d’importance pratique car elle déterminera le nombre
d’essais mécaniques qu’il faudra réaliser pour identifier l’ensemble de ces paramètres.
La réponse à cette question n’est pas automatique. Elle nécessite d’identifier les sy-
métries microscopiques que possède le matériau (on parlera de symétrie matérielles) k
k. Il ne faut jamais oublier que la mécanique des milieux continus propose une description phénomé-
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ainsi que leurs conséquences vis-à-vis du comportement physique considéré. Pour une
propriété donnée, on parle ainsi d’isotropie lorsqu’elle ne dépend pas de l’orientation du
matériau, et d’anisotropie dans le cas contraire.
De fait, une question naturelle survient, sur laquelle nous reviendrons dans la suite de
cette thèse, qui est de savoir, pour un comportement donné, quelles sont ces différents
types d’anisotropie. En plus de cette connaissance, on doit prendre en compte le fait que
certains phénomènes, comme l’effet piézoélectrique, ne se produisent que pour certaines
symétries matérielles [Cur94 ; Wel04].
Le cadre mathématique concernant la notion de classe d’anisotropie va être précisé
dès la section suivante. A partir de maintenant, nous quittons le cadre général des lois
de comportement linéaires pour nous concentrer plus spécifiquement sur l’élasticité li-
néaire, et la caractérisation des matériaux élastiques l.
1.2. Caractérisation des matériaux élastiques
Le cas de l’élasticité linéaire offre, à nos yeux, un cadre privilégié pour comprendre
les questions soulevées par les modélisations tensorielles associés à des lois de compor-
tement linéaires. L’observation initiale est que, dans ce modèle, nous associons à un
matériau donné un certain tenseur d’élasticité C. Concrètement, ce sont les coordonnées
de ce tenseur qui sont mesurées dans un référentiel donné m. Du point de vu physique,
ces données nous renseignent donc sur le comportement du matériau dans une orien-
tation donnée. Or les caractéristiques physiques du matériau ne doivent pas dépendre
de l’observateur. Il est donc important de pouvoir caractériser le comportement d’un
matériau, indépendamment de son orientation dans l’espace. De même, nous devons
être assuré qu’un même matériau, étudié dans deux laboratoires différents, sera iden-
tifié comme le même matériau. Notons que, si cette question est transparente pour un
matériau isotrope, son importance croît lorsque les symétries du matériau diminue, et
devient capitale pour un matériau triclinique (sans symétrie). Au final, nous retiendrons
ces trois questions :
1. Quelles sont les différents types d’anisotropies possibles pour un matériau élas-
tique ?
2. Un matériau élastique étant donné, comment connaître son type d’anisotropie
éventuelle ?
3. Une fois connu le tenseur d’élasticité C d’un matériau, par quelle(s) méthode(s)
pouvons nous identifier ce matériau élastique ?
nologique (et donc macroscopique) des phénomènes physiques à l’œuvre au niveau microscopique. De
fait, ces symétries matérielles traduisent une organisation de la matière à une échelle inférieure à celle
de la description macroscopique. Ces symétries peuvent être liées à la structure cristalline du matériau,
à l’arrangement périodique de phases différentes, etc...
l. Tout ce qui va être dit par la suite pourra, bien évidemment, se transposer peu ou prou à la
piézoélectricité ainsi qu’à tout autre comportement linéaire.
m. On pourra se reporter à l’article [FGB98] pour avoir un exemple de détermination expérimentale de
ces coordonnées. Notons que la détermination expérimentale de l’ensemble des composantes d’un tenseur
d’élasticité est un tour de force. Il existe peu de résultats dans la littérature donnant ces résultats pour
des matériaux divers.
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1.2.1. Changement d’orientation
Ces questions, essentielles du point de vue physique, se traduisent naturellement dans
le cadre mathématique sous-jacent. Ainsi lorsque l’orientation d’un matériau est modi-
fiée dans l’espace, cela se traduit par l’action d’un groupe. Dans le cas qui nous occupe, ce
groupe est le groupe n SO(3). Ce groupe va donc agir, non pas en tant que changement
de référentiel mais sur le matériau lui-même. En notant C le tenseur d’élasticité du ma-
tériau (avant changement d’orientation), et C le tenseur d’élasticité du même matériau
mais obtenu après une transformation g ∈ SO(3), nous avons en fait la relation
Cijkl := gimgjngkpglqCmnpq. (1.2.1)
Nous définissons ainsi, pour tout g ∈ SO(3), une représentation
ρ(g) : C 7→ ρ(g)(C) := C, Ela −→ Ela
Remarque 1.2.1. Il y a ici une subtilité importante à comprendre. Un tenseur covariant
T d’ordre n sur R3 n’est rien d’autre qu’une forme multilinéaire
(v1, . . . ,vn) 7→ T(v1, . . . ,vn) ∈ R.
Un tel objet ne dépend donc pas du choix d’un repère. Bien sûr, si on veut obtenir
les coordonnées d’un tenseur dans deux repères donnés, nous pouvons établir des for-
mules (classiques) de changements de coordonnées. Ces formules ne font que traduire le
caractère covariant d’un tenseur. Si, par contre, on fixe un tenseur T et une rotation
g ∈ SO(3), on peut définir un nouveau tenseur par
(g ·T)(v1, . . . ,vn) := T(gTv1, . . . , gTvn),
et dans ce cas, dans un même repère de l’espace, les tenseurs T et g ·T n’auront pas les
mêmes coordonnées. En quelque sorte, on peut dire que, dans le premier cas, on fixe un
tenseur puis on fait « tourner » le repère. Dans le deuxième cas, on fixe un repère puis
on fait « tourner » un tenseur.
1.2.2. Classes d’isotropie
Nous avons conclu la section précédente sur la notion d’anisotropie. Il nous faut com-
prendre comment traduire mathématiquement cette problématique liée à l’identifica-
tion des types d’anisotropies éventuelles d’un matériau. Ces questions concernent les
symétries o [Cur94] caractéristiques du matériau. Mathématiquement, on cherche les
éléments g du groupe SO(3) tels que C = C, ce qui revient à considérer le sous-groupe
d’isotropie du tenseur C :
HC := {g ∈ SO(3) | g ·C = C}.
n. Notons qu’on ne considère pas de symétries planes du fait de la parité de l’ordre d’un tenseur
d’élasticité.
o. C’est dans le domaine de la cristallographie que cette notion a été le plus développée [Ste94]. La
recherche, dans ce domaine, reste d’ailleurs encore très active, à voir notamment les questions liées aux
quasi-cristaux [Sen95].
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En fait, un tel sous-groupe d’isotropie est nécessairement un sous-groupe fermé de SO(3)
[ZB94]. Ainsi, les symétries d’un matériau proviennent nécessairement de l’un de ces
sous-groupes. Néanmoins, il est naturel de se demander si tout sous-groupe fermé de
SO(3) est le groupe de symétrie d’un matériau élastique. En fait, la question ne va pas
porter sur un sous-groupe fermé en particulier mais sur la classe de conjugaison de ce
sous groupe
[H] :=
{
gHg−1, g ∈ SO(3)
}
.
Pour déterminer les symétries possibles d’un matériau élastique, il faut donc être ca-
pable de déterminer les classes d’isotropie de l’espace Ela, c’est-à-dire les classes des
sous-groupes fermés H qui peuvent être réalisées en tant que sous-groupe d’isotropie.
Exemple 1.2.2. Prenons l’exemple évident de l’action naturelle du groupe SO(3) sur
l’espace R3. Dans ce cas, les seules classes d’isotropie possibles sont : la classe [SO(3)]
qui est la classe d’isotropie du vecteur nul ou bien la classe [O(2)] qui est celle de
n’importe quel vecteur non nul.
La question des classes d’isotropie du tenseur d’élasticité a été résolue par Forte et
Vianello [FV96]. Ils ont en effet établi l’existence de huit classes de symétries p, à savoir
la classe isotrope [SO(3)], la classe cubique [O], la classe isotrope transverse [O(2)], la
classe tétragonale [D4], la classe trigonale [D3], la classe orthotropique [D2], la classe
monoclinique [Z2] et enfin la classe triclinique [1].
Remarque 1.2.3. Il a fallu un certain temps pour que la communauté mécanique définisse
de façon univoque cette notion de symétrie d’un matériau élastique. Du fait de ce manque
de définition, le nombre de « symétries » possible n’avait de cesse de changer. Il a fallu
attendre l’article de Forte–Vianelle [FV96] pour que cette notion de symétrie soit définie
en tant que classe d’isotropie et que le nombre de classes soit le même pour tous.
1.2.3. Identification
Si l’on revient à l’équation (1.2.1) le constat est que pour un même matériau, il n’y
aura non pas un unique tenseur d’élasticité C qui lui sera associé mais plutôt tous les
tenseurs C obtenus par changement d’orientation, ce qui revient à considérer l’orbite de
ce tenseur sous l’action (1.2.1) :
Orb(C) := {g ·C | g ∈ SO(3)}.
On observe donc que, du point de vue mathématique, un matériau élastique est un ten-
seur d’élasticité modulo le groupe SO(3). Décrire les matériaux élastiques revient donc
à décrire l’espace des orbites Ela/SO(3).
Pour décrire un tel espace, les approches considérées dans la littérature sont de deux
types :
1. Approche spectrale ;
2. Approche par invariants polynomiaux.
p. Le détail sur les sous-groupes fermés de SO(3) peut être obtenu en sous-section 3.2.1.
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Approche spectrale
Cette approche est à la base de la majorité des travaux actuels [Ryc84 ; MC91 ; Fra95 ;
BBS04a ; BBS04b ; BBS07 ; BBS08]. L’idée consiste à remarquer que l’espace Ela est
constitué d’endomorphismes auto–adjoints de S2(R3), lequel est un espace de dimen-
sion 6. On peut alors vérifier que l’action de SO(3) sur Ela peut être vue comme une
restriction de l’action par conjugaison de O(6) sur Ela. Nous avons ainsi [Ryc84] :
Théorème 1.2.4 (Rychlewski–1984). Etant donné un tenseur d’élasticité C ∈ Ela et
Vλ ⊂ S2E3 un espace propre de C associé à la valeur propre λ. Alors, g ∈ SO(3) est
dans la classe de symétrie de C si et seulement si il préserve tous les espaces propres Vλ
de C.
Il est ensuite possible d’établir des conditions spécifiques sur ces espaces propres
pour identifier les classes de symétrie. Citons par exemple le cas de la classe cubique
[O] [BBS07] :
Proposition 1.2.5. Etant donné un tenseur d’élasticité C tel que
1. C possède trois valeurs propres distinctes λ1, λ2, λ3 de multiplicité respective m1 =
1,m2 = 2 et m3 = 3 ;
2. Les sous-espaces propres Vλ1 et Vλ2 sont tels que
a) tout vecteur propre ε ∈ Vλ1 a une valeur propre de multiplicité trois ;
b) tous les vecteurs propres ε ∈ Vλ2 possèdent trois vecteurs propres en commun ;
Alors le tenseur C a pour classe de symétrie la classe cubique.
A notre connaissance et dans une perspective expérimentale dans laquelle les données
sont nécessairement bruitées, le fait d’avoir à calculer deux fois de suite des valeurs
propres (qui sont des invariants algébriques) et des vecteurs propres rend cette approche
difficile à mettre en œuvre.
De plus, si cette approche permet de reconnaître la classe de symétrie d’un tenseur
donné (question 2), sa capacité à distinguer les matériaux (et donc à répondre à la
question 3) n’est pas évidente. En fait nous verrons au paragraphe suivant qu’il n’en est
rien.
Approche par les invariants polynômiaux
Considérons le cas de l’action du groupe SO(3) sur l’espace S2(R3) des tenseurs d’ordre
2 symétriques. Dans ce cas, les trois invariants trA, trA2 et trA3 permettent de séparer
les orbites : deux tenseurs sont dans la même orbite si et seulement si ces trois invariants
sont égaux q. Cette situation n’est pas spécifique à l’action du groupe SO(3) sur l’espace
des tenseurs d’ordre 2 symétriques. En effet, dans le cas d’une représentation réelle d’un
groupe compact, les invariants polynomiaux vont toujours séparer les orbites r.
L’espace des orbites S2(R3)/SO(3) est donc facilement décrit à l’aide d’invariants poly-
nomiaux. Cette observation motive les questions relatives aux invariants d’une représen-
tation tensorielle quelconque. De nombreux articles [Wan69 ; Smi71 ; Liu82 ; Boe87 ;
q. Il reviendrait bien sûr au même ici de considérer comme invariants les valeurs propres de la matrice
mais ces invariants sont algébriques et leur détermination est moins directe.
r. Toutes ces questions seront reprises et détaillées au sous-section 2.3.4.
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Zhe93] de mécanique des milieux continus ont abordé ces questions dans le cas d’es-
paces de tenseurs d’ordre inférieur ou égal à 2. L’article [Zhe94] offre à ce propos une
synthèse de ces questions qui seront détaillées en sous-section 2.4.3.
L’extension au cas de l’espace des orbites Ela/SO(3) est un enjeu important en mé-
canique des milieux continus et répondrait à notre question 3. Une famille d’invariants
polynomiaux a été proposée par Betten [Bet82] en 1982. L’idée consiste simplement
à considérer le tenseur d’élasticité totalement isotrope Cλ,µ (remarque 1.1.2) puis à
construire le polynôme
BC(λ, µ) = det(C−Cλ,µ).
Les coefficients de ce polynôme forment ainsi une famille de polynômes SO(3) invariants
mais cette famille ne permet pas de séparer les orbites de l’espace Ela/SO(3) [AKP14].
Par un procédé de complexification, Boehler et al. [BKO94] ont pu reformuler ce pro-
blème de recherche d’invariants polynomiaux à l’aide de la théorie classique des inva-
riants, c’est-à-dire en termes d’action du groupe SL(2,C) sur l’espace S8 des formes bi-
naires s de degré 8 . En exploitant des résultats de Shioda [Shi67], ils ont ainsi pu obtenir
un système d’invariants qui séparent certains tenseurs génériques [AKP14, Théorème 2].
Ce résultat, essentiel, figure ci-dessous.
Proposition 1.2.6. Les 9 invariants fondamentaux de la partie déviatorique t d’ordre 4
de l’espace Ela sont donnés par
Jk := tr(dk), k = 2, . . . , 10.
avec
d2 = tr13(D2) d3 = tr13(D3) d4 = d22
d5 = d2Dd2 d6 = d32 d7 = d22Dd2
d8 = d22D2d2 d9 = d22Dd22 d10 = d22D2d22
Dans ce résultat, le produit de deux tenseurs D et C d’ordre 4 sera un tenseur d’ordre
4 donné par
(DC)ijkl := DijpqCpqkl.
On aura donc, par exemple
(d2)ij := DkipqDkjpq
On peut donner une forme graphique à ces invariants. Le principe est de représenter
un tenseur d’ordre 4 par un atome de valence 4. Chaque arête représente une opéra-
tion de trace sur ce tenseur. La figure 1.2 donne les invariants J2, · · · , J10 sous forme
graphique.
s. Espace de polynômes homogènes de degré 8 en (x, y) ∈ C2. Se reporter au chapitre 5 pour plus de
détails.
t. Il s’agit de la partie sans trace. La définition rigoureuse de cette notion sera donnée dans la
section 3.1 quand il sera question de décomposition harmonique.
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J2 J3 J4 J5
J6 J7 J8
J9 J10
Figure 1.2. – Invariants moléculaires d’un déviateur d’ordre 4 de Ela
Cette famille d’invariants étant connue, elle permet d’obtenir des relations définissant
les classes d’isotropie de l’espace des déviateurs d’ordre 4 de Ela. Ces questions seront
reprises et détaillées dans la sous-section 2.3.4.
On propose ici de donner le schéma de bifurcation (figure 1.3) obtenu par Auffray et
al. [AKP14]. Nous expliquons, sur un exemple, la signification de ce schéma : une fois
donné un déviateur d’ordre 4 de Ela ayant au moins la classe de symétrie trigonale [D3],
il possède la classe cubique lorsque
3J4 − J22 = 0, J2 6= 0
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Figure 1.3. – Chemins de bifurcation pour les classes d’isotropie du déviateur d’ordre 4 d’un
tenseur d’élasticité
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2. Représentation linéaire d’un groupe
compact
Nous allons introduire ici tous les concepts fondamentaux qui interviennent pour dé-
crire l’espace des orbites d’une représentation linéaire d’un groupe compact. Aucun des
résultats de ce chapitre n’est original et la plupart sont issus de [Bre72 ; Ste94].
2.1. Préambule
Du chapitre précédent, nous avons fait émerger plusieurs questions essentielles liées à
l’étude des lois de comportement tensorielles, à savoir celles concernant l’identification et
la classification des matériaux, puis celles concernant les symétries liées à ces matériaux.
Ces questions se traduisent mathématiquement par la nécessité de décrire un espace
d’orbites.
Or, l’une des difficultés principales concernant ces espaces d’orbites est qu’ils ne sont
pas munis, en général, d’une structure de variété différentiable. Pour s’en rendre compte,
prenons l’action du groupe SO(3) sur l’espace S2(R3). Dans l’orbite de tout tenseur S ∈
S2(R3), il existe une unique matrice diagonaleλ1 0 00 λ2 0
0 0 λ3

où λ1 ≤ λ2 ≤ λ3. On peut donc identifier l’espace des orbites S2(R3)/SO(3) avec
Σˆ =
{
(λ1, λ2, λ3) ∈ R3, λ1 ≤ λ2 ≤ λ3
}
⊂ R3
Un tel espace, dont la géométrie est donnée par la figure 2.1, se décompose en réunion
disjointe de quatre sous-espaces Σˆi (i = 1, . . . , 4), de dimensions respectives 0, 2, 2 et 3.
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Figure 2.1. – Géométrie de l’espace S2(R3)/SO(3)
Chaque sous-espace Σˆi est caractérisé par des équations ou des inéquations polynô-
miales. On dit ainsi que Σˆ peut être munie d’une structure de variété semi-algébrique [Cos02].
En fait, cette situation est générale à toute représentation réelle V (de dimension finie)
d’un groupe de Lie compact G. Il existe en effet dans ce cas un nombre fini de classes
d’isotropie, et la stratification isotropique de V est donnée par la réunion disjointe
V = Σ0 unionsq · · · unionsq Σn,
où chaque strate Σi est une sous-variété différentiable de V caractérisée par une cer-
taine classe d’isotropie [Hi]. L’article d’Abud–Sartori [AS83], complété et généralisé par
Procesi–Schwarz [PS85], montre que cette stratification fait de l’espace des orbites V/G
une variété semi-algébrique donc définie à partir de certaines inégalités sur les polynômes
invariants, ce qui nous amène donc, tout naturellement, à nous intéresser à l’algèbre des
polynômes invariants.
Etant dans le cas d’une représentation linéaire (V, ρ) d’un groupe compact, nous sa-
vons par le théorème de Hilbert [Hil78] que l’algèbre des polynômes invariants possède
toujours une famille génératrice finie. Nous savons aussi que de telles algèbres possèdent
la propriété d’être de Cohen–Macaulay, ce qui se traduit par le fait d’être un module libre
de type fini. Théoriquement, il existe donc pour ces algèbres d’invariants un système
d’invariants primaires (qui un système de paramètres) ainsi qu’un système d’invariants
secondaires. Enfin, les séries de Hilbert de ces algèbres, qui codent les dimensions des
espaces homogènes, sont toujours des fonctions rationnelles qui peuvent, la plupart du
temps, se calculer a priori.
Néanmoins, d’un point de vue effectif, nous devons trouver un moyen d’exhiber une
telle famille génératrice. Ce problème est classique en théorie des invariants. Précisons
à ce sujet que le théorème de Hilbert est essentiellement un théorème d’existence, qui
s’applique dans le cas général des groupes linéaires réductifs [Hil78]. La détermination
effective d’une famille génératrice finie reste un problème difficile en pratique, qui a
donné lieu jusqu’à présent à de multiples publications [Wey97 ; DC70 ; VP89 ; MFK94 ;
KP00 ; Pro07 ; Stu08].
Plusieurs travaux de mécanique des milieux continus [RE55 ; SR62] ont abordé la
recherche d’une famille génératrice finie dans les cas des espaces de tenseurs d’ordre
inférieur ou égal à 2. Une telle famille est désignée dans ces textes par le terme de base
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d’intégrité. Dans un premier temps, l’enjeu s’est porté sur le cas des espaces composés
de n tenseurs symétriques, de p tenseurs antisymétriques (tous d’ordre 2), ainsi que
de q vecteurs. En s’appuyant sur le premier théorème fondamental de Weyl sur les vec-
teurs [Wey97], il fut établi que ces algèbres sont engendrées par des familles (infinies) de
polynômes invariants, construits à partir d’opérations de trace. En utilisant des procédés
algèbriques [SR59a ; SR62], il fut alors possible d’extraire, de ces familles, des familles
finies, non nécessairement minimales. Par des procédés essentiellement géométriques,
des travaux plus récents [Wan70 ; Smi71 ; Zhe94] obtinrent des familles de séparants a,
appelées bases fonctionnelles.
Nous proposons de récapituler ici l’ensemble de ces idées.
2.2. Notions de base
Dans cette partie, G désigne un groupe compact et V un espace vectoriel réel de
dimension finie. Une représentation linéaire (V, ρ) du groupe G sur V est un morphisme
continu
ρ : G −→ GL(V ).
Pour simplifier, on notera cette action g ·v := ρ(g)(v).
2.2.1. Stratification isotropique
L’orbite d’un vecteur v ∈ V est notée
Orb(v) := {g ·v, g ∈ G} ⊂ V,
et le sous-groupe d’isotropie d’un vecteur v, encore appelé stabilisateur, est noté
Gv := {g ∈ G, g ·v = v} ⊂ G.
Le lemme suivant est immédiat.
Lemme 2.2.1. Pour tout vecteur v ∈ V , le sous-groupe d’isotropie Gv est un sous-
groupe fermé du groupe G. En particulier, lorsque G est un groupe de Lie, il est natu-
rellement muni d’une structure de groupe de Lie.
La classe de conjugaison [H] d’un sous-groupe H de G est définie par :
[H] := {gHg−1, g ∈ G}.
Il existe un ordre partiel sur les classes de conjugaison des sous-groupes d’un groupe
compact :
[H1]  [H2] si H1 est conjugué à un sous-groupe de H2. (2.2.1)
Une telle relation d’ordre est clairement réflexive et transitive. L’antisymétrie est plus
délicate à obtenir et n’est démontrée, a priori, que dans le cas d’un groupe fini ou com-
pact [Bre72].
a. Il s’agit d’une famille finie de polynômes invariants qui permet de séparer les orbites autant que
les invariants. Dans la plupart des cas, le cardinal d’une telle famille minimale est strictement plus petit
que celui d’une famille génératrice minimale.
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Définition 2.2.2. La classe d’isotropie d’un vecteur v ∈ V est la classe de conjugaison
[Gv] de son stabilisateur. Une classe de conjugaison [H] d’un sous-groupe fermé H de G
est une classe d’isotropie ssi H est le sous-groupe d’isotropie d’un vecteur v de V .
Remarque 2.2.3. Il est clair que, pour tout vecteur w ∈ V ,
w ∈ Orb(v)⇒ Gw ∈ [Gv].
Mais la réciproque de ce résultat est fausse. Pour s’en rendre compte, il suffit de considé-
rer l’action naturelle du groupe SO(3) sur R3. Dans ce cas, la classe d’isotropie de tout
vecteur non nul est [O(2)]. Or deux vecteurs non nuls ne sont pas nécessairement dans
la même orbite.
Définition 2.2.4. Pour toute classe d’isotropie [H], la strate b Σ[H] ⊂ V associée à [H]
est l’ensemble de tous les vecteurs v ∈ V ayant [H] pour classe d’isotropie :
Σ[H] := {v ∈ V, Gv ∈ [H]}.
Selon la remarque 2.2.3, il est clair que Σ[H] est une partie stable par G. Notons aussi
que la relation d’ordre (2.2.1) induit un ordre partiel (inversé) sur les strates
Σ[H2]  Σ[H1] ⇐⇒ [H1]  [H2].
Nous avons alors le théorème suivant [Bre72] :
Théorème 2.2.5. Soit (V, ρ) une représentation linéaire de dimension finie d’un groupe
de Lie compact G. Alors
1. Chaque strate Σ[H] est une sous-variété lisse de V ;
2. Le bord topologique de Σ[H] contient les strates inférieures à Σ[H] ;
3. Il existe une strate maximale Σ[H0] qui est un ouvert dense de V ;
4. Il existe un nombre fini c [H0], [H1], . . . , [Hn] de classes d’isotropie telles que
V =
n⊔
i=0
Σ[Hi].
Une orbite Orb(v) appartenant à la strate maximale Σ[H0] est une orbite générique et
la strate maximale Σ[H0] est appelée strate générique. La décomposition de V en réunion
disjointe de strates est appelée stratification isotropique.
Exemple 2.2.6. Si nous reprenons l’exemple de l’espace (S2(R3),SO(3)), on peut préciser
les isotropies d’un tenseur S en fonction de la multiplicité des valeurs propres :
• pour trois valeurs propres identiques, on obtient la classe [SO(3)] ;
• pour deux, et deux seulement, valeurs propres identiques, on obtient la classe
[O(2)] ;
b. Dans le cas général on parle plutôt de structures d’orbites [Bre72].
c. Dans le cas de l’action du groupe O(3) sur les espaces de tenseurs, un tel résultat est connu en
mécanique des milieux continus en tant que conséquence du théorème d’Herman [Her45 ; Auf08a].
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• enfin, pour trois valeurs propres distinctes, on obtient la classe d’isotropie du
groupe diédral [D2] , où le sous-groupe D2 est engendré par les retournements
σx :=
1 0 00 −1 0
0 0 −1
 et σy :=
−1 0 00 1 0
0 0 −1
 .
On obtient ainsi la stratification isotropique
S2(R3) = Σ[D2] unionsq Σ[O(2)] unionsq Σ[SO(3)]
où Σ[D2] est la strate générique.
2.2.2. Espace de points fixes et tranches linéaires
Pour tout sous-groupe H, on note :
V H := {v ∈ V, h ·v = v, ∀h ∈ H}
son espace des points fixes et
N(H) := {g ∈ G, gHg−1 = H}
son normalisateur.
Remarque 2.2.7. Pour tout sous-groupe H, l’espace des points fixes V H est un sous-
espace vectoriel de V . De plus
v ∈ V H ⇒ H ⊆ Gv.
On peut aussi remarquer que, pour tout vecteur v, H ⊆ Gv si et seulement si l’orbite de
v rencontre V H . Enfin, par définition même d’une strate, lorsque H est un sous-groupe
d’isotropie,
v ∈ V H ∩ Σ[H] ⇒ Gv = H.
Du point de vue géométrique, nous avons le lemme suivant :
Lemme 2.2.8. Pour tout sous-groupe fermé H, l’espace V H est N(H)-invariant. De
plus, si H est un sous-groupe d’isotropie, alors N(H) est le plus grand sous-groupe de
G laissant V H invariant.
Démonstration. Pour tout g ∈ N(H) et pour tout h ∈ H on sait que hg = gh′ pour un
certain h′ ∈ H ; mais alors, pour tout vecteur v ∈ V H on a
h · (g ·v) = (hg) ·v = (gh′) ·v = g ·v
et donc V H est bien N(H) invariant. Supposons maintenant que H = Gv est un sous-
groupe d’isotropie. Si un sous-groupe K laisse V H invariant, on veut montrer que K ⊂
N(H). Soit donc k ∈ K. Par hypothèse v ∈ V H donc k ·v ∈ V H et k−1 ·v ∈ V H . Ainsi,
pour tout h ∈ H,
k · (h · (k−1 ·v)) = k · (k−1 ·v) = v,
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ce qui montre que khk−1 ∈ Gv = H et donc k ∈ N(H). Remarquons que si on ne
fait pas l’hypothèse que H est un sous-groupe d’isotropie, on pourrait seulement écrire
khk−1 ∈ Gv ⊃ H.
Remarque 2.2.9. Lorsqu’un sous-groupe H = Gv est le sous-groupe d’isotropie d’un
vecteur non nul, le sous-espace vectoriel V H n’est pas trivial puisqu’il contient au moins
la droite engendrée par v. A l’opposé, si on suppose que le sous-espace vectoriel V H
n’est pas trivial, on ne peut pas en déduire que H est effectivement un sous-groupe
d’isotropie. Reprenons en effet l’exemple 2.2.6 de l’espace (S2(R3), SO(3)). Soit le sous-
groupe H = Z2 engendré par le retournement
σx :=
1 0 00 −1 0
0 0 −1
 .
L’espace des points fixes V Z2 est de dimension trois mais nous avons vu en 2.2.6 que [Z2]
n’était pas une classe d’isotropie. Ainsi, pour détecter les isotropies d’une représentation
donnée, il ne suffit pas de détecter les ensembles de points fixes non triviaux.
Grâce au lemme 2.2.8, nous pouvons restreindre l’action de G sur V H en une action
du normalisateur N(H). Dans le cas où H est un sous-groupe d’isotropie, l’action de
N(H)/H sur V H est fidèle d . De plus, comme souligné dans la remarque 2.2.7, l’isotropie
de chaque vecteur de l’intersection Σ[H] ∩ V H est exactement le sous-groupe H.
Ces observations permettent de réduire (localement sur chaque strate Σ[H]) l’action
du groupe G sur V en l’action du groupe Γ(H) := N(H)/H sur V H . Lorsque Γ(H) est
trivial, chaque orbite rencontre V H en au plus un point, et V H est donc une tranche
linéaire pour la strate Σ[H]. Dans le cas où Γ(H) est fini, on parlera encore de tranche et
on désignera Γ(H) par le terme de groupe de monodromie de la tranche.
Détaillons maintenant cette idée de réduction. Pour cela, notons
ρ|N(H) : N(H) −→ GL(V H)
l’action induite par ρ sur V H . Lorsque H est un sous-groupe d’isotropie, nous avons la
représentation fidèle
ρΓ(H) : Γ(H) −→ GL(V H) où Γ(H) = N(H)/H.
Lemme 2.2.10. Etant donné un sous-groupe d’isotropie H, et deux vecteurs
v1,v2 ∈ V H ∩ Σ[H],
v1 et v2 sont sur la même orbite sous l’action de (V, ρ) si et seulement si ils sont sur la
même orbite sous l’action de
(
V H , ρΓ(H)
)
.
Démonstration. Par hypothèse, on en déduit directement (remarque 2.2.7) que Gvi = H
(i = 1, 2). Si maintenant on suppose qu’il existe g ∈ G tel que v2 = g ·v1, on sait alors
que pour tout h ∈ H on aura (ghg−1) ·v2 = v2 et donc ghg−1 ∈ Gv2 = H, ce qui montre
que g ∈ N(H). La réciproque est évidente.
d. Une représentation (V, ρ) est dite fidèle si le noyau de ρ est réduit à l’identité.
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Grâce à ce lemme 2.2.10, on vient donc de réduire la description de l’espace des
orbites
(Σ[H] ∩ V H)/G
à celui de l’espace des orbites (Σ[H] ∩ V H)/Γ(H), pour chaque strate Σ[H].
Exemple 2.2.11. Reprenons ici l’action adjointe de SO(3) sur l’espace S2(R3) traité dans
l’exemple 2.2.6. Les classes d’isotropie sont :
[D2], [O(2)], [SO(3)].
La strate générique correspond à la classe d’isotropie du groupe D2. D’après la sec-
tion 4.C, on a
N(D2) = O, N(D2)/D2 = S3
où O désigne le groupe des symétries du cube et S3 le groupe des permutations à trois
éléments.
L’espace V D2 est exactement l’espace des matrices diagonales, et il s’agit dans ce cas
d’une tranche linéaire globale (ce qui est très rare en général). L’intersection
V D2 ∩ Σ[D2]
correspond aux matrices diagonales ayant trois valeurs propres distinctes, et l’action du
groupe de monodromie est simplement l’action de S3 par permutation sur ces valeurs
propres.
Lorsque G est un groupe de Lie compact, la dimension d’une strate Σ[H] est directement
liée à celle du normalisateur N(H) :
Lemme 2.2.12. Pour tout sous-groupe d’isotropie H on a
dim(Σ[H]) = dim(V H) + dim(G)− dim(N(H))
Démonstration. La restriction de la projection
pi : V −→ V/G
à une strate
pˆi : Σ[H] −→ Σ[H]/G
est un fibré de fibre type G/H. Localement, une strate est donc du type Σ[H]/G×G/H.
On a ainsi
dim(Σ[H]) = dim(G/H) + dim(Σ[H]/G)
où dim(G/H) = dim(G)− dim(H).
L’intersection V H∩Σ[H] est un ouvert dense de V H constitué de vecteurs de V H ayant
tous pour classe d’isotropie [H]. Par le lemme 2.2.10, on en déduit que la base Σ[H]/G du
fibré Σ[H] est difféomorphe (on peut se référer à [Bre72] sur ce point) à (V H ∩Σ[H])/ΓH .
Ainsi
dim(Σ[H]/G) = dim((V H ∩ Σ[H])/ΓH) = dim(V H)− dim(ΓH)
dim(Σ[H]) = dim(V H) + dim(G)− dim(N(H))
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Remarque 2.2.13. La dimension de V H se calcule à l’aide d’une formule de trace sur
l’opérateur de Reynolds [GSS88]. En notant χρ le caractère de la représention (V, ρ), on
a ainsi
dim(V H) = 1|H|
∑
h∈H
χρ(h)
dans le cas d’un groupe fini. Dans le cas d’un groupe compact, il suffit d’utiliser une
formule équivalente à l’aide d’une intégrale de Haar. La section A explicite ces dimensions
dans le cas des représentations des groupes O(3) et SO(3).
2.3. Algèbre d’invariants
Dans cette section, nous rappelons quelques notions générales sur les algèbres d’inva-
riants. Pour une présentation plus générale et plus complète, nous renvoyons le lecteur
à [VP89 ; KP00].
On désigne par k le corps R ou C. On fixe une représentation linéaire (V, ρ) d’un
groupe G. Un sous-espace W ⊂ V est dit stable si ρ(g)(W ) ⊂W pour tout g ∈ G. On dit
ensuite que la représentation est irréductible si les seuls sous-espaces stables sont ∅ et V
lui-même. Enfin, la représentation est dite complètement réductible si V se décompose
en somme directe de sous-espaces irréductibles.
Le groupe G est dit linéaire algébrique sur k si G ⊂ GL(n,k) pour un certain entier
n ≥ 1 et si G est défini par des équations polynomiales en les coordonnées (gij)1≤i,j≤n.
Définition 2.3.1. Un groupe linéaire algébrique G est dit réductif si toute représenta-
tion rationnelle e de dimension finie de G est complètement réductible.
Exemple 2.3.2. Les groupes compacts classiques O(n) et SO(n) sont linéaires réductifs
(notamment par le théorème de Peter–Weyl [Ste94]). Il en est de même des groupes
SU(2) et SL(n,C) (n ≥ 1).
Pour toute la suite, on fixe donc une représentation linéaire (V, ρ) de dimension finie
d’un groupe linéaire algébrique réductif G.
2.3.1. Théorème de finitude
Nous pouvons identifier l’espace V à kn (n ∈ N∗). L’algèbre des polynômes sur V , notée
k[V ], s’identifie à
k[V ] ' k[x1, . . . , xn]
où (x1, · · · , xn) désignent des indéterminées. Pour tout vecteur v ∈ V , on note
p(v) = p(x1, . . . , xn) ∈ k[V ]
un polynôme sur V . L’algèbre k[V ] est graduée par le degré en x1, . . . , xn. On note (k[V ])d
le sous-espace vectoriel des polynômes homogènes de degré d.
e. (V, ρ) est une représentation rationnelle si G −→ GL(V ) est un morphisme de groupes qui est aussi
un morphisme de variétés.
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L’action ρ de G sur V induit une action naturelle (à gauche) de G sur l’algèbre k[V ]
par
(g ·p)(v) := p(g−1 ·v)
où p ∈ k[V ] et g ∈ G.
Définition 2.3.3. L’algèbre des polynômes invariants associée à la représentation (V, ρ)
est donnée par
k[V ]G := {p ∈ k[V ], g ·p = p, ∀g ∈ G}
Définition 2.3.4. Une famille p1, · · · ,pN est une famille génératrice finie f de l’algèbre
k[V ]G si
k[V ]G = k[p1, · · · ,pN ].
Une telle famille est minimale si toute sous-famille stricte n’est plus génératrice.
Théorème 2.3.5 (Hilbert - 1890). Pour tout groupe linéaire algébrique réductif G,
l’algèbre des invariants k[V ]G possède une famille génératrice finie .
On peut trouver plusieurs démonstrations de ce théorème, initialement établi dans [Hil90].
Une version moderne se trouve par exemple dans [Der99].
Exemple 2.3.6. Considérons l’action naturelle de SO(3) sur R3 ⊕ R3. Les polynômes
p1(v1,v2) := ‖v1‖2, p2(v1,v2) := ‖v2‖2 et p3(v1,v2) := 〈v1,v2〉
forment une famille génératrice finie [Wey39 ; AS83] de l’algèbre R[R3 ⊕ R3]SO(3). On
montre directement qu’une telle famille est minimale. Une autre famille génératrice mi-
nimale est par exemple donnée par
‖v1‖2 + ‖v2‖2 ; ‖v1‖2 − ‖v2‖2 ; 〈v1,v2〉.
Exemple 2.3.7. Notons Sn le groupe des permutations de n éléments, et l’action de Sn
sur V = kn définie par
σ · (x1, . . . , xn) := (xσ−1(1), . . . , xσ−1(n)).
Une famille génératrice minimale [Stu08] de l’algèbre k[V ]Sn est donnée par les n fonc-
tions symétriques élémentaires
σk(x) =
∑
1≤i1≤...≤ik≤n
xi1 . . . xik , k = 1, . . . , n.
Une autre famille génératrice minimale s’obtient aussi à partir des sommes de Newton
pk(x) =
n∑
i=1
xki , k = 1, . . . , n.
f. Certains textes utilisent aussi la notion de base de Hilbert ou encore celle de base d’intégrité. Nous
avons choisi de bien faire la distinction entre une base (pour un espace vectoriel) et une famille génératrice
finie (pour une algèbre).
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2.3.2. Structure de Cohen-Macaulay
Pour mieux comprendre les propriétés d’une algèbre d’invariants, nous allons tout
d’abord rappeler certaines propriétés générales concernant les algèbres graduées de type
fini. Nous mettrons ainsi l’accent sur la notion de système de paramètres, puis nous pré-
ciserons la propriété de Cohen–Macaulay des algèbres d’invariants de groupes linéaires
algébriques réductifs. Enfin, nous introduirons la série de Hilbert d’une algèbre graduée,
qui est une fonction rationnelle pouvant dans la plupart des cas se calculer a priori.
Notons A une k algèbre graduée de type fini,
A =
⊕
i≥0
Ai
où A0 = k, et chaque Ai est un k espace vectoriel de dimension finie tel que
AiAj ⊂ Ai+j .
Un élément a ∈ Ai est appelé élément homogène de degré i.
Notons A+ := ⊕i>0Ai, l’idéal gradué de A engendré par les éléments non constants.
Le lemme suivant est une conséquence immédiate du caractère fini de l’algèbre A :
Lemme 2.3.8. L’algèbre
B := A/(A+)2 =
⊕
i≥0
Ai/(A+)2i où (A+)2i := (A+)2 ∩ Ai
est une algèbre graduée de dimension finie sur k.
Lemme 2.3.9. Si a1, · · · , aN est une famille génératrice de l’algèbre A, alors
N ≥ dimB − 1
De plus, il existe une famille génératrice finie de l’algèbre A de cardinal exactement
dimB − 1.
Démonstration. Il est d’abord clair que les projetés ai de ai dans B forment une famille
génératrice de B, ce qui montre la première partie du lemme. Ensuite, pour déterminer
effectivement une famille génératrice de l’algèbre A de cardinal dimB − 1, il suffit de
considérer dans chaque espace Ai une base d’un supplémentaire de (A2+)i.
Remarque 2.3.10. Pour tout algèbre d’invariants k[V ]G, le nombre n(V ) := dimB − 1
est le cardinal minimal d’une famille génératrice finie. Le lemme 2.3.9 montre qu’une
telle famille génératrice minimale existe mais aussi que son cardinal ne dépend pas du
choix d’un système de générateurs minimal. Dans la pratique, nous ne connaissons pas
de méthode effective pour calculer cet invariant. Dans les cas que nous avons étudiés,
seule une détermination effective d’une famille génératrice finie minimale nous a permis
de l’obtenir.
Nous allons maintenant introduire la notion de système de paramètres d’une algèbre de
type fini. Pour cela, nous rappelons dans un premier temps les notions de famille libre,
de famille liée, et enfin celle d’extension entière.
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Définition 2.3.11. Une famille {a1, · · · , an} ⊂ A est dite algébriquement liée s’il existe
un polynôme non nul p ∈ k[x1, · · · , xn] tel que p(a1, · · · , an) = 0. Dans le cas contraire,
on dit que la famille est algébriquement libre.
Le cardinal d’une famille algébriquement libre de A est majoré par la dimension de
Krull g de l’algèbre A, notée dimK(A). En notant F (A) le corps des fractions de A, on
peut vérifier que dimK(A) est en fait le degré de transcendance de F (A) sur k [Kna07].
Exemple 2.3.12. Nous avons déjà vu que pour V = kn, l’algèbre A = k[V ]Sn est engen-
drée par les n fonctions symétriques élémentaires σ1, . . . , σn (exemple 2.3.7). Une telle
famille est algébriquement libre [Stu08]. De plus, nous savons que dimK(A) = n.
L’algèbre B = k[V ]An où An est le groupe alterné, est engendrée par les fonctions
symétriques élémentaires ainsi que par le discriminant :
∆(x) :=
∏
i<j
(xj − xi), B = k[∆, σ1, . . . , σn].
La dimension de Krull de B est encore n, et la famille {∆, σ1, . . . , σn} est algébriquement
liée. En effet ∆2 ∈ k[V ]Sn et donc
∆2 ∈ k[σ1, · · · , σn].
Définition 2.3.13. Pour toute sous-algèbre B de A, un élément a ∈ A est dit entier
sur B s’il existe un polynôme unitaire p ∈ B[x] tel que
p(a) = 0.
On dit que A est entier sur B si tout élément de A est entier sur B.
Définition 2.3.14. Etant donné une algèbre A graduée de type fini, la famille algé-
briquement libre θ1, · · · , θs est un système de paramètres si l’une des deux conditions
équivalentes est vérifiée :
1. A est entière sur la sous-algèbre k[θ1, · · · , θs] ;
2. A est un k[θ1, · · · , θs]-module de type fini.
Dans ce cas, le nombre s est la dimension de Krull de A.
Exemple 2.3.15. On considère l’algèbre
A = k[x, y, z]/〈x2 − yz〉 = k[x, y, z]
où x, y, z désignent les projections respectives de x, y, z. Par construction même, la famille
{y, z} est algébriquement libre et x est entier sur k[y, z]. On remarque aussi que
A = k[y, z] + xk[y, z].
Ainsi, la famille {y, z} est un système de paramètres de A.
g. Il s’agit du nombre maximal d’idéaux dans une chaîne strictement croissante d’idéaux premiers
inclus dans l’algèbre.
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Exemple 2.3.16. Soit l’algèbre A = k[a2, a3, b, ab]. La famille {a2, b} est algébriquement
libre, et on remarque que
(a3)2 = (a2)3, (ab)2 = a2(b)2
et donc
{
a2, b
}
est un système de paramètres. On peut aussi remarquer que
A = a3k[a2, b] + abk[a2, b].
Par le lemme de normalisation de Noether [Lan02], une algèbre de type fini possède
toujours un système de paramètres. Dans le cas d’une algèbre graduée, on peut toujours
faire en sorte que tous les éléments du système de paramètres soient homogènes. On
parle dans ce cas de système homogène de paramètres.
Remarque 2.3.17. Un système de paramètres forme nécessairement une famille algébri-
quement libre maximale. Mais la réciproque est fausse. Si nous considérons en effet
l’algèbre
k[x, y, z]/〈xy − z〉
on peut vérifier que la dimension de Krull de cet algèbre est 2, et que les projections
x, z de x, z forment une famille algébriquement libre maximale. Mais la projection y de
y ne peut pas être entière sur k[x, z]. Ainsi la famille {x, z} ne forme pas un système de
paramètres.
Comme nous l’avons précisé, le lemme de normalisation de Noether nous assure que
toute algèbre de type fini possède toujours un système de paramètres, ce qui montre
qu’on peut toujours réaliser une telle algèbre comme un certain module de type fini
(sur une sous-algèbre). Nous pouvons maintenant exiger une propriété plus forte : celle
d’être un module libre de type fini.
Définition 2.3.18. Une k algèbre graduée A de type fini est dite de Cohen-Macaulay
si l’une des deux conditions équivalentes est vérifiée :
1. Il existe un système de paramètres θ1, · · · , θs tel que A soit un k[θ1, · · · , θs]-module
libre ;
2. Pour tout système de paramètres θˆ1, · · · , θˆs l’algèbre A est un k[θˆ1, · · · , θˆs]-module
libre.
Tout algèbre de Cohen–Macaulay peut ainsi s’écrire :
A = η1k[θ1, · · · , θs]⊕ · · · ⊕ ηrk[θ1, · · · , θs]. (2.3.1)
Cette décomposition étant appelée décomposition de Hironaka.
Exemple 2.3.19. En reprenant l’exemple 2.3.15, on a
k[x, y, z]/〈x2 − yz〉 = k[x, y, z] = k[y, z]⊕ xk[y, z].
Par contre, dans le cas de l’exemple 2.3.16, nous avons la relation
a3(b)− ab(a2) = 0
et donc k[a2, a3, b, ab] n’est pas un k[a2, b] module libre.
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Exemple 2.3.20. Dans l’algèbre C[x1, x2], notons h
I2 := x21 + x22, I4 := x21x22, J4 := x1x32 − x31x2
En utilisant des bases de Gröbner [Stu08 ; CLO07 ; GS], on peut vérifier que la famille
{I2, I4} ⊂ C[I2, I4, J4] est algébriquement libre et que J4 est entier sur C[I2, I4]. Plus
précisément :
J24 − I4I2 + 4I24 = 0
Finalement, on peut directement montrer que l’algèbre C[I2, I4, J4] est de Cohen–Macaulay.
Une décomposition de Hironaka de cette algèbre est par exemple donnée par
C[I2, I4, J4] = C[I2, I4]⊕ J4C[I2, I4]
Nous avons alors le résultat suivant [HR74] :
Théorème 2.3.21 (Hochster–Roberts - 1974). Pour toute représentation linéaire (V, ρ)
de dimension finie d’un groupe linéaire algébrique réductif G, l’algèbre des invariants est
Cohen–Macaulay.
2.3.3. Série de Hilbert
Pour toute algèbre graduée de type fini, chaque espace homogène est de dimension
finie. La série de Hilbert consiste à coder ces dimensions à l’aide d’une série formelle.
Lorsque l’algèbre est engendrée par une famille algébriquement libre, cette série s’ob-
tient directement. Dans le cas général, une telle série est rationnelle et peut très souvent
se calculer a priori.
Définition 2.3.22. La série de Hilbert i d’une algèbre graduée A, de type fini, est la
série formelle définie par
HA(z) :=
∑
i≥0
dim(Ai)zi.
Remarque 2.3.23. Dans le cas d’une algèbre multigraduée, il est possible de définir une
série de Hilbert associée à cette multigraduation. Si nous avons par exemple une double
graduation
A =
⊕
d1,d2≥0
Ad1,d2
on peut définir
H(z1, z2) :=
∑
d1,d2≥0
(dimAd1,d2)zd11 zd22 .
Nous savons alors facilement déterminer les séries de Hilbert pour les sommes directes
et les produits tensoriels :
HA⊕B(z) = HA(z) +HB(z) (2.3.2)
HA⊗B(z) = HA(z)×HB(z)
h. Il s’agit en fait de trois polynômes invariants sous l’action du groupe Z4 sur C2.
i. Une telle série est aussi appelée quelques fois série de Poincaré.
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Le résultat suivant est une conséquence directe de la formule (2.3.2) sur le produit
tensoriel :
Lemme 2.3.24. Si A = k[θ1, · · · , θs] est engendrée par la famille algébriquement libre
{θ1, · · · , θs}, composée de polynômes homogènes θi de degrés respectifs di, alors
HA(z) =
1
(1− zd1) · · · (1− zds) .
Nous avons ensuite, comme conséquence directe du théorème des syzygies de Hil-
bert [AM69], le résultat suivant :
Théorème 2.3.25 (Hilbert–Serre). La série de Hilbert de toute algèbre graduée A de
type fini est de la forme
HA(z) =
f(z)
(1− zd1) · · · (1− zds)
où f ∈ Z[z].
Dans le cas particulier d’une algèbre de Cohen-Macaulay, le résultat suivant est une
simple conséquence du lemme 2.3.24 et des formules (2.3.2) appliquées à la décompo-
sition de Hironaka (2.3.1) :
Corollaire 2.3.26. Etant donné une algèbre de Cohen-Macaulay dont la décomposition
de Hironaka est donnée par
A = η1k[θ1, · · · , θs]⊕ · · · ⊕ ηrk[θ1, · · · , θs],
en notant di = deg θi et ei = deg ηi, alors
HA(z) =
ze1 + · · ·+ zer
(1− zd1) · · · (1− zds) .
Exemple 2.3.27. Reprenons l’exemple 2.3.20 où nous considérions l’algèbre
A := C[I2, I4, J4] = C[I2, I4]⊕ J4C[I2, I4].
On a directement
HA(z) =
1 + z4
(1− z2)(1− z4) .
Comme nous l’avons précisé, les séries de Hilbert d’une algèbre d’invariants peuvent
souvent se calculer a priori. Dans le cas d’un groupe compact, nous avons :
Théorème 2.3.28 (Formule de Molien–Weyl [Wey68]). La série de Hilbert de la re-
présentation (V, ρ) d’un groupe compact G sur un espace vectoriel de dimension finie
s’écrit
H(z) =
∫
G
1
det(Id− ρ(g)z)dµ(g)
où Id est l’identité de GL(V ) et dµ est la mesure de Haar [Ste94] sur G.
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Remarque 2.3.29. Ce théorème s’applique en particulier aux représentations du groupe
O(3) ou SO(3) sur les espaces de tenseurs. De plus, dans cette situation, il existe un
package développé sous Maple par Bedratyuk [Bed11b], qui permet d’obtenir directement
ces séries de Hilbert.
Remarque 2.3.30. Si nous considérons le cas des algèbres d’invariants, qui sont de Cohen–
Macaulay (théorème 2.3.21), nous savons que leurs séries de Hilbert associées peuvent
toujours s’écrire sous la forme
H(z) = z
e1 + . . .+ zer
(1− zd1) . . . (1− zds) (2.3.3)
Mais dans le cas général, une telle écriture n’est pas nécessairement unique :
1 + z + z2 + z3 + z4
(1− z2)(1− z3) =
1 + z2 + z3 + z4 + z6
(1− z)(1− z6) .
Cependant, on peut définir une forme minimale de H comme étant une forme ration-
nelle 2.3.3 pour laquelle r est minimal [Dix82]. Une telle forme minimale n’est pas né-
cessairement unique, et Dixmier énonce alors deux problèmes [Dix82] :
1. Ce phénomène de non-unicité peut-il se produire pour une série de Hilbert associée
à une algèbre d’invariants ? La réponse est positive j.
2. Une fois donnée une écriture minimale d’une série de Hilbert d’une algèbre d’inva-
riants, cette écriture provient-elle d’un système de paramètres ? La réponse, néga-
tive, est apportée par [Sta78, ex 3.8] dans le cas d’un groupe fini.
2.3.4. Structure semi-algébrique sur l’espace des orbites
Pour toute représentation réelle de dimension finie d’un groupe compact, les poly-
nômes invariants séparent les orbites. La propriété suivante est attribuée à Weyl [Wey39] :
Proposition 2.3.31. Soit (V, ρ) une représentation linéaire réelle de dimension finie
d’un groupe compact G. Alors
Orb(v1) 6= Orb(v2)⇒ ∃p ∈ R[V ]G, p(v1) 6= p(v2)
Démonstration. Soit v ∈ V et K un sous-ensemble compact de V . Ayant fixé une norme
‖ · ‖ sur V , on définit la distance de v à K par
d(v,K) = min
w∈K
‖v−w‖.
Posons maintenant K1 et K2 deux G-orbites distinctes dans V . La fonction
f(v) = d(v,K1)− d(v,K2)
d(v,K1) + d(v,K2)
est continue sur V , avec f(v) = −1, pour v ∈ K1 et f(v) = +1, pour v ∈ K2.
j. Elle est apportée par l’algèbre des invariants C[S7]SL(2,C) où S7 est l’espace des formes binaires de
degré 7.
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Comme le groupe G est compact, les orbites sont compactes et il est donc possible de
déterminer une boule fermée B dans V qui contienne les deux orbites K1 et K2. On peut
maintenant appliquer le théorème de Stone-Weierstrass qui nous assure que l’espace des
fonctions polynômiales réelles forme un sous-espacce dense dans l’espace des fonctions
continues définies sur B (avec la norme sup). Ainsi, il existe une fonction polynômiale p
sur V telle que
p(v) ≤ −12 , ∀v ∈ K1, p(v) ≥
1
2 ,∀v ∈ K2.
Et il en est de même pour la fonction polynômiale invariante
p¯ =
∫
G
g ·p dµ
où µ est la mesure de Haar sur G. Un tel polynôme sépare les orbites K1 et K2.
Remarque 2.3.32. Ce résultat est spécifique au cas de la représentation réelle d’un groupe
compact. Dans le cas complexe, il suffit en effet de considérer la représentation du groupe
G = C∗ sur C2 donnée par simple multiplication :
t · (z1, z2) := (tz1, tz2).
Dans ce cas, l’algèbre des polynômes invariants est exactement l’algèbre des polynômes
constants.
Dans le cas d’une représentation réelle (V, ρ) d’un groupe compact, on va maintenant
décrire comment une famille génératrice d’invariants permet d’obtenir la structure de
variété semi-algébrique de l’espace des orbites. Après avoir présenté un résultat théo-
rique dû à Procesi–Schwarz [PS85], nous proposons de détailler l’approche originale
adoptée par Auffray et al. [AKP14] dans le cas de l’élasticité.
Structure semi-algébrique par la matrice de Gram
On fixe ici une représentation réelle (V, ρ) d’un groupe compact G. D’après le théo-
rème de Hilbert 2.3.5, l’algèbre R[V ]G est engendrée par une famille finie de polynômes
{θ1, θ2, . . . , θN}. L’application
v 7→ θ(v) := (θ1(v), θ2(v), . . . , θN (v)), V → RN ,
induit un homéomorphisme entre l’espace des orbites V/G et θ(V ) ⊂ RN . Un tel en-
semble est muni d’une structure de variété semi-algébrique [Cos02] de RN , c’est-à-dire
définie par des inégalités polynômiales. Plus précisément [AS83 ; PS85], considérons la
matrice de Gram (ou Bezoutiant)
γ := (< dθi, dθj >G)1≤i,j≤N
où< · , · >G désigne un produit scalaireG invariant k sur V . Les coordonnées de γ étant
des polynômes G invariants, on en déduit que γ est fonction de X := (θ1, · · · , θN ) ∈ RN .
k. Il est toujours possible de construire un tel produit scalaire en considérant < v1,v2 >G:=
∫
G
<
g ·v1, g ·v2 > dµ où µ est la mesure de Haar sur G.
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Théorème 2.3.33 (Procesi–Schwarz – 1985). Pour toute représentation réelle V d’un
groupe de Lie compact G,
V/G '
{
X ∈ RN ; γ(X) est semi définie positive
}
Remarque 2.3.34. Ce résultat est en fait une généralisation d’un résultat dû à Sylves-
ter [Pro78] sur les racines réelles d’un polynôme à coefficients réels. Notons en effet
p(x) = xn − σ1xn−1 + · · ·+ (−1)nσn
Alors le nombre de racines réelles distinctes de p est égal à la signature de la matrice de
Frankel l
B(p) := (Si+j−2)1≤i,j≤n
où Sk :=
∑n
i=1(λi)k et les λi sont les racines de p. En particulier, les racines de p sont
toutes réelles si et seulement si B(p) est semi définie positive.
Le théorème 2.3.33 peut être complété par certains résultats obtenus par Abud–
Sartori [AS83]. Avant cela, rappelons que la décomposition isotropique (sous-
section 2.2.1) de V permet d’écrire
V =
n⊔
i=0
Σ[Hi]
où on suppose que Σ[H0] est la strate maximale de V .
On considère ensuite l’ensemble Σ(k) ⊂ RN défini par les matrices de Gram γ (semi-
définie positive) de rang exactement k :
Σ(k) :=
{
X ∈ RN ; γ(X) est semi définie positive, rang(γ(X)) = k
}
.
Dans ce cas
Lemme 2.3.35. Pour tout entier 0 ≤ k ≤ dim(Σ[H0]), les composantes connexes de
Σ(k) sont en correspondance bi-univoque avec les strates de dimension k.
Dans la pratique, cependant, il est difficile de déterminer des inéquations explicites
lorsqu’il existe plusieurs composantes connexes, notamment du fait de la taille de la
matrice de Gram (reliée à une famille génératrice minimale de l’algèbre des invariants).
Dans l’exemple qui suit, seule une étude géométrique spécifique a permis de lever cette
ambiguïté.
Exemple 2.3.36. Nous reprenons ici un exemple directement issu de [AS83]. On considère
l’action du groupe O(3) sur R3 ⊕ R3 donnée par
g(x,y) := (g ·x, (det(g))g ·y)
Une famille génératrice minimale est donnée par
θ1(x,y) := ‖x‖2, θ2(x,y) := ‖y‖2, θ3(x,y) := 〈x,y〉2
l. Schwarz–Porcesi parlent ici du « Bezoutiant ».
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où 〈 · , · 〉 désigne le produit scalaire canonique sur R3. La matrice de Gram est donnée
par
γ(X) = 4
θ1 0 θ30 θ2 θ3
θ3 θ3 (θ1 + θ2)θ3

et on a
det(γ) = 64(θ1 + θ2)θ3(θ1θ2 − θ3)
La stratégie adoptée par [AS83] consiste ensuite à étudier la stratification en fonction
du rang de la matricem γ :
• le rang de γ est 3, ce qui correspond à la classe d’isotropie n minimale [1] ; les
inéquations associées étant
θ1θ2 > θ3 > 0
• le rang de γ est 2. Il y a ici deux classes d’isotropie possibles :
◦ la classe d’isotropie [SO(2)], dont les inéquations sont données par{
θ1θ2 = θ3
θ1, θ2 > 0
◦ la classe d’isotropie [Z2], dont les inéquations sont données par{
θ3 = 0
θ1, θ2 > 0
• le rang de γ est 1. Il y a ici encore deux classes d’isotropie possibles :
◦ la classe d’isotropie [O(2)], dont les inéquations sont données par{
θ2 = θ3 = 0
θ1 > 0
◦ la classe d’isotropie [Z2 ⊕ SO(2)], dont les inéquations sont données par{
θ1 = θ3 = 0
θ2 > 0
Equations par les invariants polynomiaux
Pour obtenir explicitement les inéquations des strates, Auffray et al. [AKP14] ont pro-
posé une approche originale que nous proposons ici d’expliciter. Leur objectif était de
pouvoir établir les équations de bifurcation associées à la stratification d’un certain sous-
espace V ⊂ Ela (espace de tenseurs d’ordre 4 totalement symétriques et de trace nulle,
voir section 3.1 pour plus de détails). De telles équations ont déjà été présentées dans la
figure 1.3.
On se situe donc à nouveau dans le cas d’une représentation réelle (V, ρ) d’un groupe
m. Rappelons que, dans tout les cas, cette matrice doit être semi-définie positive.
n. La sous-section 3.2.1 donne la classification des sous-groupes fermés de O(3).
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compact G. La question est de pouvoir déterminer les inéquations qui caractérisent la
strate Σ[H] ⊂ V d’un certain sous-groupe d’isotropie H. A cette fin, on établit en fait
les relations qui définissent la strate fermée o Σ[H] à l’aide d’une famille génératrice finie
{θ1, . . . , θN} de l’algèbre R[V ]G. La stratégie proposée est la suivante :
1. On fixe un sous-groupe H ∈ [H] ainsi que des coordonnées linéaires (xi)1≤i≤q sur
V H . On évalue ensuite les polynômes θi sur ces coordonnées xj puis on cherche à
résoudre les équations implicites du système
θk = Pk(x1, . . . xq), k = 1, . . . , N, Pk ∈ R[X1, . . . , Xq], (2.3.4)
satisfait par la restriction des polynômes θi sur V H .
Dans le cas général, il s’agit d’une étape difficile [CLO07]. De plus, il est possible
que la variété algébrique VI définie par un tel système d’équations implicites soit
plus grosse que la variété VP définie par le système (2.3.4). En plus de cela, nous
travaillons sur le corps des nombres réels, qui n’est pas algébriquement clos.
2. Pour contourner ces difficultés, Auffray et al. [AKP14] ont utilisé le fait que la res-
triction des polynômes θi sur V H est Γ(H) invariante (lemme 2.2.10). On peut
ainsi en déduire que ces polynômes s’expriment en fonction d’une famille géné-
ratrice finie σ1, . . . , σr de l’algèbre des polynômes Γ(H) invariants sur V H . On a
donc ramené le problème à la détermination des équations implicites du système
θk = pk(σ1, . . . , σr), k = 1, . . . , N, pk ∈ R[X1, . . . , Xr]. (2.3.5)
Pour cela, on peut utiliser des bases de Gröbner [CLO07] ou une chaîne régu-
lière [Bou+09].
3. Dans chacune des situations étudiées, le système (2.3.5) permet d’obtenir un sys-
tème de relations qui caractérise la strate fermée Σ[H]
Sj(θ1, θ2, . . . , θN ) = 0, j = 1, . . . l Sj ∈ R[X1, . . . , XN ], (2.3.6)
ainsi qu’un système
σi = Ri(θ1, θ2, . . . , θN ), i = 1, . . . , r Ri ∈ R(X1, . . . , XN ), (2.3.7)
qui exprime les σi rationnellement p en fonction de {θ1, . . . , θN}. Dans la plupart
des cas, de telles expressions rationnelles ne sont pas uniques. Cependant, si on
peut exprimer un certain σi en fonction de P1/Q1 ainsi que de P2/Q2, alors P1Q2−
P2Q1 appartient à l’idéal engendré par les Sj .
4. Sachant que les solutions sont rationnelles, on peut alors exploiter le fait que le
corps de base est le corps des réels et non celui des complexes. En effet, chaque so-
lution réelle θ1, . . . , θN de (2.3.6) correspond à une unique solution réelle (σ1, . . . , σr)
donnée par (2.3.7). Néanmoins, une solution réelle (σ1, . . . , σr) de (2.3.7) ne cor-
respond pas nécessairement à un point réel (x1, . . . , xq) de V H . Pour nous assurer
o. On obtient ainsi l’ensemble des vecteurs dont la classe d’isotropie est inférieure ou égale à [H],
selon la relation d’ordre (2.2.1).
p. Soulignons ici que le fait d’avoir une expression rationnelle n’est pas issu d’une propriété générale :
elle a simplement été observée dans le cas étudié par [AKP14].
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de cela, il faut calculer un nouveau système d’inégalités sur les σi ou, ce qui est
équivalent, sur les θj , permettant d’exclure les solutions complexes de
σi = Qi(x1, . . . xq), i = 1, . . . , r, Qi ∈ R[X1, . . . , Xq].
5. Dans les cas étudiés par [AKP14], les seuls groupes de monodromie Γ(H) = 1,S2
ou S3 intervenaient. Mais alors, dans le cas où le groupe de monodromie est le
groupe des permutations Sn avec pour action l’action standard, les invariants
σ1, . . . , σn sont algébriquement indépendants et, dans un système de coordonnées
bien choisi, x1, . . . , xn sont les racines du polynôme
p(z) = zn − σ1zn−1 + · · ·+ (−1)nσn.
Ainsi, dans ce cas, le problème consiste à obtenir les conditions sur σi pour que les
racines de p soient réelles, ce qui peut se faire à partir de la matrice de Frankel
( 2.3.34).
2.4. Polarisation et séparants
2.4.1. Théorèmes fondamentaux
Nous allons maintenant présenter quelques résultats généraux sur les familles généra-
trices d’une algèbre d’invariants. Les énoncés sont essentiellement dus à Weyl [Wey97].
L’idée consiste à étudier des familles génératrices de p copies d’un espace V et d’exhi-
ber des méthodes de construction de ces familles. Le premier cas que nous présentons
concerne les invariants de vecteurs.
Notons pour cela O(n) le groupe des transformations orthogonales sur V = kn (muni
d’une forme quadratique non dégénérée) et considérons son action naturelle. On vérifie
immédiatement que l’algèbre des invariants k[V ]O(n) est engendrée par le carré de la
norme.
Considérons ensuite l’espace V ⊕p := ⊕pi=1V muni de l’action diagonale de O(n).
Le résultat suivant est connu en tant que premier théorème fondamental sur les vec-
teurs [Wey97 ; KP00] :
Théorème 2.4.1 (Weyl - 1939). Pour tout entiers naturels n et p non nuls :
1. L’algèbre des invariants k[V ⊕p]O(n) est engendrée par les produits scalaires
〈i, j〉 : (v1, . . . ,vp) 7→ vi ·vj , 1 ≤ i ≤ j ≤ p.
2. L’algèbre des invariants k[V ⊕p]SO(n) est engendrée par les produits scalaires 〈i, j〉
et, lorsque p ≥ n, par les déterminants
[i1, . . . , in](v1, . . . ,vp) := det(vi1 , . . . ,vin).
Ce premier théorème fondamental q signifie en quelque sorte qu’il n’y a « qu’une seule
q. Il existe un deuxième théorème fondamental sur les vecteurs, qui concerne les relations entre les
invariants. Nous ne détaillerons pas ce point qui se trouve dans [Wey97].
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façon » d’obtenir des polynômes O(n) (ou SO(n)) invariants de p copies de vecteurs.
Notons que la famille génératrice donnée par le théorème de Weyl est une famille finie.
Remarque 2.4.2. Une conséquence importante de ce théorème est que, pour caractériser
l’orbite de p ≥ 3 vecteurs de Rn sous l’action naturelle de O(n), il suffit de caractériser
l’orbite de toute sous-famille de 2 vecteurs. Plus précisément, notons v := (v1, . . . ,vp)
et v := (v1, . . . ,vp) deux p-uplets de vecteurs. Le théorème 2.4.1 et la propriété 2.3.31
entraînent que r
OrbO(n)(v) = OrbO(n)(v)⇐⇒ OrbO(n)(vi,vj) = OrbO(n)(vi,vj), ∀i, j
Si on considère maintenant l’action de SO(n) sur p ≥ n copies de Rn, un même argument
montre qu’il suffit de considérer les sous-familles composées de n vecteurs :
OrbSO(n)(v) = OrbSO(n)(v)⇐⇒ OrbSO(n)(vI) = OrbSO(n)(vI), ∀I = (i1, . . . , in)
où on a noté vI = (vi1 , . . . ,vin).
Nous avons des résultats équivalents sur les matrices [Pro07]. Notons Mn(k) l’es-
pace vectoriel des matrices carrées d’ordre n. On peut définir l’action par conjugaison
du groupe O(n) sur Mn(k) par :
g ·M := gMg−1
On en déduit ainsi une action diagonale de O(n) sur (Mn(k))p. Nous avons alors [Pro07] :
Théorème 2.4.3. L’algèbre des invariants de (Mn(k))p (p ≥ 1), sous l’action diagonale
de O(n), est engendrée par les polynômes
tr(Ni1Ni2 · · ·Nik), Nih = M ou Nih = MT
où k désigne un entier naturel non nul quelconque.
Remarque 2.4.4. Contrairement au cas du premier théorème fondamental sur les vec-
teurs, un tel théorème ne donne qu’une famille génératrice infinie de l’algèbre des inva-
riants. Dans les cas de l’espace S2(R3), muni de l’action du groupe SO(3) par conju-
gaison, Young [You99] a obtenu une famille génératrice minimale de chaque espace
((S2(R3))p,SO(3)) (p ≥ 1). Dans tous les cas, on remarque que le degré maximal d’un
polynôme invariant est de 6.
En prenant par exemple p = 3, une famille génératrice minimale est ainsi composée
de 28 invariants, donnés par s
r. On note OrbG(v) l’orbite d’un vecteur v sous l’action du groupe G.
s. Ces résultats ont été vérifiés, notamment à l’aide des résultats figurant dans [BP11] obtenus dans
le cadre des formes binaires.
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Degré Expression # Cum
1 tr (Ai) 3 3
2 tr
(
A2i
)
3 6
tr (AiAj) , i < j 3 9
3 tr
(
A3i
)
3 12
tr
(
A2iAj
)
, i 6= j 6 18
tr (A1A2A3) 1 19
4 tr
(
A2iA2j
)
, i < j 3 22
tr
(
A2iAjAk
)
, i 6= j, i 6= k, j < k 3 25
5 tr
(
(AiAj)2Ak
)
, k 6= i, k 6= j, i < j 3 28
On peut ensuite remarquer que le nombre d’invariants augmente considérablement :
Degré des invariants p = 3 p = 4 p = 5
1 3 4 5
2 6 10 15
3 10 20 35
4 6 20 50
5 3 20 76
6 - 10 70
Cardinal d’une famille
génératrice minimale 28 84 251
2.4.2. Famille de séparants et polarisation
Une fois fixée une algèbre d’invariants k[V ]G, nous avons toujours l’implication
Orb(v1) = Orb(v2)⇒ p(v1) = p(v2), ∀p ∈ k[V ]G
Nous avons aussi vu (exemple 2.4.6) que la réciproque est fausse dans le cas général.
Dans le cas d’une représentation réelle (V, ρ) d’un groupe compact G, cependant, la
réciproque est vraie (propriété 2.3.31). Une famille génératrice finie de R[V ]G permet
donc de séparer les orbites. Mais dans la pratique (voir par exemple la remarque 2.4.4),
le cardinal d’une telle famille génératrice peut s’avérer très important. On peut donc se
demander si, parmi ces générateurs, certains ne sont pas superflus, voire même s’il n’est
pas pertinent de chercher des invariants non-polynomiaux rationnels. Nous proposons
donc dans cette section de définir la notion d’ensemble séparant [DK02 ; Kem03]. Dans
le cas des espaces de tenseurs d’ordre inférieur ou égal à 2, plusieurs articles [Wan70 ;
Smi71 ; Zhe93 ; Boe77] de mécanique des milieux continus ont pu obtenir des familles
de séparants particulièrement réduites : en reprenant l’exemple de (S2(R3))4, on obtient
ainsi une famille de 39 séparants, alors que la famille génératrice minimale de l’algèbre
compte, elle, 84 invariants.
Définition 2.4.5. On se fixe une représentation linéaire (V, ρ) d’un groupe linéaire
algébrique G. Un famille S de polynômes invariants est un ensemble séparant si, pour
tout vecteur v1 et v2 de V
∃p ∈ k[V ]G, p(v1) 6= p(v2)⇒ ∃h ∈ S, h(v1) 6= h(v2)
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Une sous-algèbre A ⊂ k[V ]G qui vérifie cette condition est appelée algèbre de séparants.
Une sous-algèbre engendrée par un ensemble séparant est nécessairement une algèbre
de séparants. Notons qu’en mécanique des milieux continus le terme employé est plutôt
celui de base fonctionnelle t.
Exemple 2.4.6. La notion d’ensemble séparant est distincte de celle de famille génératrice
finie. On peut citer, comme premier exemple, celui donné par Boehler et al. [BKO94].
Une famille génératrice finie (minimale) de (S2(R3), SO(3)) est donnée par
I1(A) := tr (A) , I2(A) := tr
(
A2
)
et I3(A) := tr
(
A3
)
En remarquant que I2(A) ≥ 0, on en déduit que la famille{
I1; (I2)2 ; I3
}
est un ensemble séparant qui n’est pas une famille génératrice.
Le deuxième exemple est donné par Dufresne [Duf08]. Notons pour G le groupe cy-
clique d’ordre 3, engendré par une racine cubique ζ de l’unité. Ce groupe agit sur V = C2
par le morphisme
ζ 7→
(
ζ 0
0 ζ
)
∈ GL(2,C)
En notant C[V ] = C[z1, z2], on vérifie directement que
C[V ]Z3 = C[z31 , z21z2, z1z22 , z32 ]
Or, pour z1 non nul, on a
z1z
2
2 =
(z21z2)2
z31
et dans le cas où z1 = 0 on aussi z1z22 = 0 ; au final l’ensemble {z31 , z21z2, z32} est donc un
ensemble séparant.
Processus de polarisation
Nous partons ici d’une représentation linéaire (V, ρ) de dimension n d’un groupe u G.
L’idée est de généraliser le théorème de Weyl 2.4.1 sur les vecteurs en construisant des
familles génératrices par un processus de polarisation.
Illustrons tout d’abord ce procédé sur l’exemple simple de l’espace (S2(R3),SO(3)). On
souhaite construire, par polarisation, des polynômes invariants sur (S2(R3))⊕2 à partir
de polynômes invariants sur S2(R3). Pour cela, on se donne l’application linéaire
(A1,A2) ∈ (S2(R3))⊕2 7→ a1A1 + a2A2 ∈ S2(R3).
t. L’idée est en effet de déterminer de familles de fonctions invariantes, même si en pratique les
invariants sont essentiellement polynomiaux [Boe77].
u. Dans cette situation, il n’est pas nécessaire de supposer que le groupe est linéaire réductif. Mais
nous restons néanmoins dans le cadre fixé par notre travail.
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En considérant le polynôme p(A) = trA2, on obtient ainsi le polynôme
Φ(p)(A1,A2) = tr(a1A1 + a2A2)2.
Les coefficients de ce polynômes sont des invariants qui déterminent les polarisés
Pol21(p) :=
{
trA21, trA22, 2 trA1A2
}
.
Dans le cas général, notons
A = (aij)1≤i≤q,1≤j≤p : kp → kq
une application linéaire quelconque. Ensuite, notons
v := (v1, . . . ,vp) 7→ Aˆ(v) :=
 p∑
j=1
a1jvj , . . . ,
p∑
j=1
aqjvj
 , V ⊕p −→ V ⊕q.
On définit enfin le morphisme Φ, de k[V ⊕q] sur k[V ⊕p], par
p 7→ Φ(p)(v1,v2, . . . ,vp) := p(Aˆ(v)), k[V ⊕q] −→ k[V ⊕p].
Définition 2.4.7. Pour tout polynôme p ∈ k[V ⊕q], on note Polpq(p) l’ensemble des
coefficients de Φ(p), vu en tant que polynôme en aij . Si S désigne un ensemble de
polynômes, alors Polpq(S) est la réunion des Polpq(p), pour p ∈ S.
Notons quelques résultats immédiats :
• Si p est un polynôme homogène de degré d, alors tout élément de Polpq(p) est
encore homogène de degré d ;
• Si S ⊂ k[V ⊕q]G, alors Polpq(S) ⊂ k[V ⊕p]G.
L’énoncé qui nous intéresse, directement déduit de [DKW08], est le suivant :
Théorème 2.4.8 (Draisma–Kemper–Welhau (2008)). Pour tout entier p ≥ n = dim(V ),
si S est un ensemble séparant de l’algèbre k[V ⊕n], alors Polpn(S) est un ensemble séparant
de k[V ⊕p].
Remarque 2.4.9. Ce résultat nous intéresse car il concerne les familles de séparants. En
effet, comme nous le verrons dans la cas des espaces de tenseurs d’ordre inférieur ou égal
à 2 (proposition 2.4.12), il peut être plus intéressant de considérer une telle famille plutôt
qu’une famille génératrice minimale de polynômes invariants. Notons cependant que le
théorème 2.4.8 possède une version similaire dans ce cas. On parle alors de théorème de
Weyl [KP00, Théorème 2.5A].
Le théorème 2.4.8 signifie donc que, pour construire une famille de séparants de p
copies d’un espace V de dimension n, il suffit de construire une famille de séparants pour
seulement n copies. Une conséquence de ce résultat concerne l’espace (S2(R3), SO(3)).
Pour un tel espace, le théorème 2.4.8 montre qu’une famille de séparants de p ≥ 6 copies
de S2(R3) s’obtient par polarisation d’une famille de séparants de 6 copies. Nous allons
maintenant voir que, par certains arguments géométriques [Wan70 ; Smi71 ; Zhe94], il
est possible de ramener ce nombre à 3 (par la proposition 2.4.11).
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2.4.3. Séparants d’espaces de tenseurs d’ordre inférieur ou égal à 2
Nous reprenons ici des résultats issus de la communauté mécanique. Ils trouvent leur
source dans des articles de Rivlin, Spencer et Pipkin [SR59a ; SR59b ; SR62 ; PR59] et
concernent des familles génératrices finies de
(S2(R3))⊕n ⊕ (W(R3))⊕p ⊕ (R3)⊕q,
sous l’action du groupe O(3). Dans cette somme, W(R3) désigne l’espace des tenseurs
antisymétriques d’ordre 2 et l’action de O(3) est donnée par
g · (S,W,v) := (gSgT , gWgT , gv), ∀g ∈ O(3).
Sur les espaces S2(R3) et W(R3), l’action se réduit donc à l’action du groupe SO(3).
Après avoir obtenu des familles génératrices (non nécessairement minimales) des
invariants de ces espaces [SR62 ; PR59], les travaux se sont portés sur la recherche
d’une famille de séparants [Wan70 ; Smi71 ; Zhe94]. Nous proposons ici de décrire la
démarche adoptée par Wang [Wan70] en nous limitant aux cas des espaces
(S2(R3))⊕n ⊕ (W(R3))⊕p.
L’idée consiste en fait à construire une application SO(3) équivariante de cet espace sur
(R3)⊕(3n+p), ce qui permet ainsi d’exploiter le théorème de Weyl 2.4.1 sur les vecteurs
de R3 et donc de réduire le problème à des familles de 3 vecteurs, comme souligné dans
la remarque 2.4.2.
Considérons donc dans un premier temps l’application
Ψ : S2(R3)→ (R3)⊕3
qui, à un tenseur S ∈ S2(R3), associe, selon :
• Les trois vecteurs propres (e1, e2, e3) de S, de norme 1, respectivement associés
aux valeurs propres distinctes λ1 < λ2 < λ3 ;
• les trois vecteurs (e,0,0) où e est le vecteur propre, de norme 1, associé à la valeur
propre µ de multiplicité 2 ;
• les trois vecteurs nuls (0,0,0), si S ne possède qu’une seule valeur propre de mul-
tiplicité 3.
On vérifie immédiatement que Ψ est une application SO(3) équivariante :
Ψ(g ·S) = g · Ψ(S), ∀g ∈ SO(3).
De la même façon, on peut définir une application SO(3) équivariante sur W(R3) qui, à
tout tenseur antisymétrique W ∈W(R3), associe un vecteur v ∈ R3.
Nous pouvons alors naturellement construire une application SO(3) équivariante
A := (S1, . . . ,Sn,W1, . . . ,Wp) 7→ Ψˆ(A) ∈ (R3)⊕(3n+p).
Maintenant, pour toute famille d’indices I = (i1, . . . , ik) et pour tout vecteur
v ∈ (R3)⊕(3n+p), A ∈ (S2(R3))⊕n ⊕ (W(R3))⊕p,
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on note
vI := (vi1 , . . . ,vik), AI := (Ai1 , . . . ,Aik).
Pour toute la suite, on suppose que n+ p ≥ 3. Une conséquence immédiate du théorème
de Weyl 2.4.1 et de la propriété de séparation 2.3.31 est que
Orb(v) = Orb(v)⇐⇒ Orb(vI) = Orb(vI), ∀I, #I = 3
Lemme 2.4.10. Si pour toute famille d’indice I de cardinal 3 on a Orb(SI) = Orb(SI),
alors Orb(A) = Orb(A).
Démonstration. On considère les vecteur v = Ψˆ(A) et v = Ψˆ(A). Si on prend une famille
d’indice I de cardinal 3, on remarque que chaque famille de trois vecteurs vI (resp. vI) va
nécessairement provenir d’une famille composée de maximum trois tenseurs T1,T2,T3
issus de A (resp. A). On en déduit donc que
Orb(vI) = Orb(vI), ∀I, #I ≤ 3,
ce qui montre que Orb(v) = Orb(v), autrement dit, qu’il existe g ∈ SO(3) tel que
g ·v = v. (2.4.1)
En écrivant
A = (S1, . . . ,Sn,W1, . . . ,Wp), A = (S1, . . . ,Sn,W1, . . . ,Wp),
l’hypothèse entraîne que g ·Ai et Ai ont les mêmes valeurs propres, ce qui montre fina-
lement que par la même rotation g issue de 2.4.1, on a
g ·A = A,
ce qui conclut la preuve.
Une fois ce lemme 2.4.10 établi, on peut donc ramener la recherche d’une famille de
séparants de l’espace (S2(R3))⊕n ⊕ (W(R3))⊕p aux cas n + p = 3, ce qui a été effectué
par Wang [Wan70].
Proposition 2.4.11 (Wang - 1971). Pour tout entiers naturels n, p tels que n+ p ≥ 3,
une famille de séparants de ((S2(R3))⊕n ⊕ (W(R3))⊕p,SO(3)) est obtenu en faisant la
réunion des invariants donnés par la table 2.1 où on a considéré une famille AI de
tenseurs quelconques, avec A = (S1, . . . ,Sn,W1, . . . ,Wp) et #I ≤ 3.
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Famille de tenseurs Invariants
Si trSi, trS2i , trS3i
Wj trW2j
Si,Sj trSiSj , trS2iSj , trSiS2j , trS2iS2j i < j
Si,Wj trSiW2j , trS2iW2j , trS2iW2jSiWj
Wi,Wj trWiWj i < j
Si,Sj ,Sk trSiSjSk i < j < k
Si,Sj ,Wk trSiSjWk, trS2iSjWk, trSiS2jWk, trSiW2kSjWk i < j
Si,Wj ,Wk trSiWjWk, trSiW2jWk, trSiWjW2k j < k
Wi,Wj ,Wk trWiWjWk i < j < k
Table 2.1. – Ensemble de séparants pour les familles SI
Le cas de l’espace
(S2(R3))⊕n ⊕ (W(R3))⊕p ⊕ (R3)⊕q,
a été étudié par Boehler [Boe77], faisant suite aux travaux de Smith [Smi71] et de
Wang [Wan70].
Proposition 2.4.12 (Boehler - 1977). Etant donné trois entiers naturels n, p, q, une
famille de séparants de
((S2(R3))⊕n ⊕ (W(R3))⊕p ⊕ (R3)⊕q,O(3))
est obtenue en faisant la réunion des familles d’invariants données, pour tout famille
AI , par la table 2.2, avec
A = (S1, . . . ,Sn,W1, . . . ,Wp,v1, . . . ,vq), #I ≤ 4
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Tenseurs Famille d’invariants
Si trSi, trS2i , trS3i
Wi trW2i
vi vi ·vi
Si,Sj trSiSj , trS2iSj , trSiS2j , trS2iS2j i < j
Si,Wj trSiW2j , trS2iW2j , trS2iW2jSiWj
Si,vj vj ·Sivj ,vj ·S2ivj
Wi,Wj trWiWj i < j
Wi,vj vj ·W2ivj
vi,vj vi ·vj
Si,Sj ,Sk trSiSjSk i < j < k
Si,Sj ,Wk trSiSjWk, trS2iSjWk, trSiS2jWk, trSiW2kSjWk i < j
Si,Wj ,Wk trSiWjWk, trSiW2jWk, trSiWjW2k j < k
Wi,Wj ,Wk trWiWjWk i < j < k
Si,vj ,vk vj ·Skvk,vj ·S2kvk j < k
Wi,Wj ,vk Wivk ·Wjvk,W2ivk ·Wjvk,Wivk ·W2jv i < j
Wi,vj ,vk vj ·Wivk,vj ·W2ivk j < k
Si,Wj ,vk Sivk ·Wjvk,S2ivk ·Wjvk,SiWjvk ·W2jvk
Si,Sj ,vk,vl Sivk ·Sjvl − Sivl ·Sjvk i < j, k < l
Si,Wj ,vk,vl Sivj ·Wjvl − Sivk ·Wjvl k < l
Wi,Wj ,vk,vl Wivk ·Wjvl −Wivl ·Wjvk i < j, k < l
Table 2.2. – Ensemble de séparants pour SI
Exemple 2.4.13. Dans la remarque 2.4.4, nous avons donné une famille génératrice finie
de l’espace ((S2(R3))3, SO(3)), composée de 28 invariants. En appliquant la proposi-
tion 2.4.12, nous obtenons 22 séparants :
Degré Expression # Cum
1 tr (Si) 3 3
2 tr
(
S2i
)
3 6
tr (SiSj) , i < j 3 9
3 tr
(
S3i
)
3 12
tr
(
S2iSj
)
, i 6= j 6 18
tr (S1S2S3) 1 19
4 tr
(
S2iS2j
)
, i < j 3 22
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3. Représentation linéaire des groupes
O(3) et SO(3)
Nous donnons dans ce chapitre des résultats concernant les représentations linéaires
des groupes O(3) et SO(3). Pour aborder ces questions, nous commençons tout d’abord
par rappeler certains résultats sur la décomposition harmonique des espaces de tenseurs.
Dans ce cas, en effet, les représentations irréductibles sont données par les espaces de
tenseurs harmoniques. Des résultats d’Irhig–Golubistky [IG84] nous permettent ensuite
de donner les classes d’isotropie de ces représentations irréductibles. Avant cela, nous
précisons les caractéristiques géométriques des sous-groupes fermés de O(3) et SO(3).
Ensuite, pour aborder les questions relatives aux invariants des espaces de tenseur,
nous montrons qu’un procédé de complexification permet de traduire le problème ten-
sorielle en termes de théorie classique des invariants, qui concerne les invariants des
espaces de formes binaires sous l’action du groupe SL(2,C).
3.1. La décomposition harmonique
3.1.1. Représentations irréductibles de O(3) et SO(3)
Les groupes O(3) et SO(3) étant compacts, on sait que toute représentation de dimen-
sion finie de l’un de ces groupes est complètement réductible [Bre72 ; Ste94], c’est-à-dire
qu’elle se décompose en une somme directe de sous-espaces irréductibles. Nous allons
préciser ici les deux modèles d’espaces O(3) ou SO(3) irréductibles, à savoir les espaces
de polynômes harmoniques ou de tenseurs harmoniques (sur R3). La décomposition har-
monique d’un espace de tenseurs est alors sa décomposition en espaces irréductibles.
Notons Sn(R3) le R–espace vectoriel des polynômes homogènes de degré n sur R3. Il
existe sur Sn(R3) une action naturelle de O(3) (et donc de SO(3)), notée ρn, donnée par
(ρn(g)(p))(v) := p(g−1 ·v) pour p ∈ Sn(R3) (3.1.1)
Il existe aussi sur Sn(R3) une autre représentation de O(3), notée ρ∗n, donnée par
ρ∗n(g) := det(g)ρn(g) (3.1.2)
On note ensuite Hn(R3) ⊂ Sn(R3) le sous-espace des polynômes harmoniques de de-
gré n sur R3, c’est-à-dire des polynômes dont le laplacien est nul. Un tel espace est de
dimension 2n+ 1. Nous avons alors [GSS88] :
Théorème 3.1.1. La représentation
(
Hn(R3), ρn
)
de SO(3) est irréductible. De plus,
toute représentation irréductible de SO(3) est équivalente à une représentation
(
Hn(R3), ρn
)
pour un certain entier n.
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Corollaire 3.1.2. Les représentations
(
Hn(R3), ρn
)
et
(
Hn(R3), ρ∗n
)
de O(3) sont irré-
ductibles. De plus, toute représentation irréductible de O(3) est équivalente à une repré-
sentation
(
Hn(R3), ρn
)
ou bien à une représentation
(
Hn(R3), ρ∗n
)
pour un certain entier
n.
Démonstration. Remarquons avant tout que, pour toute représentation linéaire (V, ρ) de
O(3), les sous-espaces SO(3)–stables et O(3)–stables sont les mêmes étant donné que
ρ(g)(W ) = ρ(det(g)g)(W )
Si on se donne maintenant une représentation irréductible (V, ρ) de O(3), il suffit de
considérer l’action de −Id ∈ O(3) où Id désigne l’identité de O(3). En effet, si ρ(−Id) =
IdV est l’identité de GL(V ), la représentation irréductible de O(3) sur V se restreint en
une représentation de SO(3). Mais, par la remarque initiale sur les sous-espaces stables,
cette représentation reste irréductible. On sait donc qu’il existe un isomorphisme
ϕ : V −→ Hn(R3)
SO(3) équivariant où la propriété d’équivariance signifie que le diagramme suivant est
commutatif :
V
g

ϕ // Hn(R3)
g

V ϕ
// Hn(R3)
Un tel isomorphisme s’étend naturellement en un isomorphisme O(3) équivariant et donc
(V, ρ) ∼
(
Hn(R3), ρn
)
Lorsque ρ(−Id) = −IdV il suffit de considérer la représentation
ρ∗(g) := det(g)ρ(g)
qui reste elle-aussi irréductible et qui nous ramène au cas précédent.
Remarque 3.1.3. Pour tout espace de polynômes harmoniques H2p(R3) de degré pair,
la représentation ρ2p de O(3) se réduit en fait en une représentation de SO(3). Seules
interviennent donc sur ces espaces les représentations ρ∗2p du groupe O(3).
Un autre modèle pour les représentations irréductibles des groupes O(3) et SO(3) est
donné par l’espace des tenseurs harmoniques. Notons dans un premier temps Tn l’espace
des tenseurs d’ordre n sur R3 :
Tn := ⊗nR3.
L’action naturelle de O(3) sur Tn, notée ρ˜n, est donnée par
(ρ˜n(T))(v1, · · · ,vn) := T
(
g−1v1, · · · , g−1vn
)
, ∀g ∈ O(3) (3.1.3)
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L’action ρ˜∗n est quant à elle donnée par
ρ˜∗n(g) := det(g)ρ˜n (3.1.4)
On note ensuite Sn ⊂ Tn l’espace des tenseurs totalement symétriques a sur R3, iso-
morphes à Sn(R3). Il n’existe sur Sn qu’une seule trace, comme par exemple
tr12(T)(v1,v2, · · · ,vn−2) :=
n∑
i=1
T(ei, ei,v1,v2, · · · ,vn−2).
où ei, i = 1, 2, 3 est une base orthonormée de R3. Notons qu’une telle formule ne dépend
pas du choix d’une telle base.
Définition 3.1.4. L’ensemble des tenseurs harmoniques, noté Hn, est l’ensemble des
tenseurs d’ordre n totalement symétriques et de trace nulle.
En fait, les espaces Hn(R3) et Hn sont O(3) équivariants. Du théorème 3.1.1 et de son
corollaire 3.1.2 on en déduit alors :
Corollaire 3.1.5. Toute représentation irréductible de O(3) est équivalente à (Hn, ρ˜n)
ou bien à (Hn, ρ˜∗n) pour un certain entier n, de dimension 2n + 1. De même, toute
représentation irréductible de SO(3) est équivalente à (Hn, ρ˜n) pour un certain entier n.
Nous obtenons alors :
Proposition 3.1.6 (Décomposition harmonique sous SO(3)). Pour toute représentation
linéaire (V, ρ) de dimension finie de SO(3), il existe un isomorphisme SO(3) équivariant
entre V et
l⊕
i=0
(Hni)⊕αi
avec pour chaque i, αi ∈ N∗.
Proposition 3.1.7 (Décomposition harmonique sous O(3)). Pour toute représentation
linéaire (V, ρ) de dimension finie de O(3), il existe un isomorphisme O(3) équivariant
entre V et
l⊕
i=0
(Hni)⊕αi
avec pour chaque i, αi ∈ N∗ et sur chaque Hn la représentation ρ˜n ou bien la représen-
tation ρ˜∗n.
Remarque 3.1.8. En notant (V, ρ) une représentation linéaire d’un groupe linéaire réduc-
tif, on peut écrire
V = V ⊕n11 ⊕ . . .⊕ V ⊕nrr
où chaque Vi est une représentation irréductible de G. Dans cette décomposition, on dit
que
V ⊕nii
a. Dans le cas des tenseurs d’ordre 2, nous avons désigné cet espace par S2(R3).
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est la composante isotypique de Vi. La décomposition harmonique est donc une applica-
tion particulière de ce résultat, et les composantes isotypiques sont déterminées par les
espaces de tenseurs harmoniques.
Remarque 3.1.9. Reprenons les espaces Hn(R3) et Sn(R3) et notons q := x2 + y2 + z2 ∈
S2(R3). On sait alors que [Ste94]
Sn(R3) = Hn(R3)⊕ qHn−2(R3)⊕ . . . ,
cette décomposition étant SO(3) équivariante. Ainsi, pour tout entier n, on connaît la
décomposition harmonique des espaces de tenseurs Sn :
Sn = Hn ⊕Hn−2 ⊕ . . .
On remarque dans ce cas que chaque composante isotypique se réduit à un seul espace
de tenseurs harmoniques. Dans un pareil cas, une telle décomposition est alors unique
(à une homothétie près) par le lemme de Schur.
Exemple 3.1.10. Reprenons l’exemple 2.2.6 où intervient l’action naturelle de SO(3) sur
S2(R3). Dans une base orthonormée, on a
qij := δij ,
où δij désigne le symbole de Kronecker. Pour tout tenseur S ∈ S2(R3), on a
S = D+ 13 tr(S)q
où
D := S− 13 tr(S)q ∈ H
2.
Cette décomposition, qui est unique et SO(3) équivariante, donne explicitement l’iso-
morphisme SO(3) équivariant
S2(R3) ' H2 ⊕H0
Remarquons que le terme
1
3 tr(S)q
correspond à ce que la littérature mécanique appelle la partie sphérique (également
appelée hydrostatique en mécanique) alors que l’autre partie correspond à la partie
déviatorique du tenseur S.
3.1.2. Décomposition harmonique de l’espace Piez
L’espace Piez des tenseurs piézoélectriques [Yan09] est un espace de tenseurs P,
d’ordre 3, sur R3. Il est caractérisé par les symétries indicielles
Pijk = Pjik.
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Il s’agit donc d’un espace de dimension 18. On considère sur Piez l’action ρ˜3 de O(3),
définie par 3.1.3, notée
(g ·P)ijk := girgjsgklPrsl.
Par application du corollaire 3.1.2, on sait que cette action se décompose en espaces de
tenseurs harmoniques O(3) irréductibles. Pour obtenir effectivement une telle décom-
position, nous considérons dans un premier temps la décomposition de Piez en espaces
GL3(R) irréductibles et nous décomposons ensuite chacune de ces composantes en es-
paces O(3) irréductibles.
Les espaces de tenseurs GL3(R) irréductibles b sont donnés par des modules de
Weyl [Wey97 ; Stu08]. Ces derniers sont caractérisés par certaines symétries indicielles
caractérisées par des tableaux de Young [Ful97]. Du fait des symétries déjà présentes
dans l’espace Piez et de sa dimension, on a
Piez = S3 ⊕ Sa(2,1),
où Sa(2,1) est l’espace des tenseurs caractérisés par le tableau de Young standard
c
1 2
3
On distingue cet espace Sa(2,1) de l’espace S
b
(2,1) caractérisé par le tableau de Young stan-
dard
1 3
2
L’espace Sa(2,1) est obtenu à l’aide du projecteur pi : T3 → Sa(2,1) définit par
pi(ei ⊗ ej ⊗ ek) := 13(e
i ⊗ ej ⊗ ek + ej ⊗ ei ⊗ ek − ek ⊗ ej ⊗ ei − ej ⊗ ek ⊗ ei),
où ei (i = 1, 2, 3) est la base canonique du dual de R3.
Lemme 3.1.11. La décomposition de l’espace Piez en composantes irréductibles sous
l’action de GL3(R) est donnée par
P = S⊕ L,
où S ∈ S3 et L ∈ Sa(2,1) sont définis par
Sijk :=
1
3(Pijk +Pikj +Pkji), Lijk :=
1
3(2Pijk −Pkji −Pkij)
Remarque 3.1.12. Chaque tenseur L ∈ Sa(2,1) vérifie l’identité
Lijk + Lkji + Likj = 0 (3.1.5)
b. C’est par la dualité de Schur–Weyl qu’on peut déterminer les représentations irréductibles du
groupe spécial linéaire [KP00].
c. Un tableau de Young est standard si les cases sont numérotées par des entiers strictement croissants
sur chaque ligne et sur chaque colonne.
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Une fois établie la décomposition de Piez en espaces GL3(R) irréductibles, on construit
sa décomposition harmonique en utilisant des opérations de traces sur S3 puis sur Sa(2,1).
Lemme 3.1.13. Pour tout S ∈ S3, il existe u ∈ H1 et D ∈ H3 tels que
Sijk = Dijk +
1
3(δijuk + δikuj + δkjui), (3.1.6)
cette décomposition est O(3) équivariante.
Démonstration. On reprend la métrique euclidienne canonique q de R3. On considère
ensuite le morphisme O(3) équivariant
v ∈ H1 7→ q  v ∈ S3,
où  désigne le produit tensoriel complètement symétrisé :
(q  v)ijk := 13(δijvk + δikvj + δkjvi).
En notant, pour S ∈ S3
(tr12(S))k := Siik ∈ H1.
On vérifie directement que
tr12(q  v) = 35v.
Il suffit donc de considérer
u := 53tr12(S) ∈ H
1 et D := S− q  u ∈ H3
pour obtenir la formule (3.1.6).
Pour obtenir la décomposition harmonique de Sa(2,1), nous utilisons le tenseur de Levi-
Civita, noté .
Lemme 3.1.14. Pour tout tenseur L ∈ Sa(2,1) il existe A ∈ H2 et v ∈ H1 tels que d
Lijk =
2
3Amimjk +
1
4(2δijvk − δkjvi − δkivj), (3.1.7)
cette décomposition étant O(3) équivariante et l’action de O(3) sur H2 étant donnée par
ρ˜∗2.
Démonstration. Pour tout tenseur L ∈ Sa(2,1), notons
(tr12(L))k := Liik ∈ H1,
et pour tout vecteur w ∈ H1, notons
(q ⊗(2,1) w)ijk := 2δijwk − δkjwi − δkiwj = 3pi ◦ (q ⊗w)
d. Rappelons que nous adoptons ici la convention d’Einstein sur les indices répétés.
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En remarquant que tr12(q⊗w) = 4w, on en déduit que le morphisme tr12 est surjectif.
Comme l’espace Sa(2,1) est de dimension 8, le noyau{
L0 ∈ Sa(2,1), tr12(L0) = 0
}
(3.1.8)
est de dimension 5.
Soit maintenant un tenseur A ∈ H2 et
(tr13(A⊗ ))ijk := Apipjk ∈ T3.
Le morphisme
ϕ : A ∈ H2 7→ pi ◦ tr13(A⊗ ) ∈ Sa(2,1)
est injectif et son image est dans le noyau 3.1.8. Comme H2 est de dimension 5, on en
déduit que son image est exactement ce noyau. On va maintenant montrer que, pour
tout g ∈ O(3),
ϕ ◦ ρ˜∗2(g) = ρ˜3(g) ◦ ϕ.
Pour cela, on remarque que ρ˜3(−Id) ◦ ϕ = −ϕ et que
ρ˜∗2(−Id)(A) = −A
Au final on en déduit que ϕ réalise un isomorphisme O(3) équivariant de (H2, ρ˜∗2) sur le
noyau 3.1.8. Ainsi, pour tout tenseur L ∈ Sa(2,1), il suffit de prendre
v := tr12(L)
et A ∈ H2 tels que
ϕ(A) = L− 14q ⊗(2,1) v
ce qui donne la décomposition 3.1.7.
Au final :
Corollaire 3.1.15. La décomposition harmonique de l’espace des tenseurs piézoélec-
triques Piez est donnée par
H3 ⊕H1 ⊕H2∗ ⊕H1
où H2∗ désigne l’espace (H2, ρ˜∗2).
Remarque 3.1.16. Nous avons ici donné une démarche et un isomorphisme explicite pour
la décomposition harmonique de l’espace Piez. Une telle décomposition est essentielle en
mécanique des milieux continus et la présence de la composante isotypique H1⊕H1 fait
que cet isomorphisme n’est pas unique. Ainsi, le choix que nous avons fait de commencer
par une première décomposition en composantes GL3(R) irréductibles est arbitraire. Il
est cependant important de construire des procédés de décomposition qui ont un sens
physique.
Comme illustré dans [Auf13], à travers l’espace des tenseurs gradients de la déforma-
tion S2(R3)⊗H1 (isomorphe à l’espace Piez) :
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1. Le choix de décomposer en passant par les composantes GL3(R) irréductibles per-
met d’interpréter (voir lemme 3.1.11) le tenseur totalement symétrique S en tant
que gradient de l’élongation et le tenseur L ∈ Sa(2,1) en tant que gradient de la rota-
tion. Il est intéressant de noter que, en se basant sur des raisonnements physiques,
cette décomposition avait déjà été proposée par Mindlin [Min64]. On retrouve ici
ce même résultat à partir d’une analyse basée sur les représentations irréductibles
de GL3(R). En un sens, ce résultat a un sens « physique » pour tout tenseur d’ordre
3.
2. Le choix de commencer par décomposer S2(R3) = H2⊕H0 en sa partie déviatorique
et sa partie sphérique est classique en physique. On obtient alors
S2(R3)⊗H1 = (H2 ⊗H1)⊕ (H0 ⊗H1)
Dans ce cas, le premier espace s’interprète en tant que gradient de la distortion et le
deuxième en tant que gradient de la dilatation. Il est à noter que cette interprétation
n’a de sens « physique » que lorsque le tenseur d’ordre trois est construit en tant
que gradient d’un tenseur d’ordre 2.
3.1.3. Décomposition harmonique de l’espace Ela
Rappelons ici que l’espace Ela des tenseurs d’élasticité est un espace de tenseurs
d’ordre 4. Du fait de la parité de l’ordre, l’action de O(3) se restreint en fait en une
action de SO(3). La décomposition harmonique e de l’espace Ela a été effectuée par Ba-
ckus [Bac70] :
Lemme 3.1.17. Il existe un isomorphisme SO(3) équivariant entre Ela et
H4 ⊕H2 ⊕H2 ⊕H0 ⊕H0
Pour obtenir une telle décomposition, la procédure est la même que celle adoptée
dans le cas de l’espace Piez. Cette procédure est d’ailleurs générale pour tout espace de
tenseurs. Notons Sa(2,2) (resp. S
b
(2,2)) l’espace des tenseurs d’ordre 4 caractérisés par le
tableau de Young
1 2
3 4 , resp.
1 3
2 4
Lemme 3.1.18. La décomposition de l’espace Ela en composantes irréductibles sous
l’action de GL3(R) est donnée par
C = S⊕E
où S ∈ S4 et C ∈ Sa(2,2) sont définis par
Sijkl =
1
3(Cijkl +Ckjil +Cljki) (3.1.9)
Eijkl =
1
3(2Cijkl −Ckjil −Cljki) (3.1.10)
e. Il s’agit de la première décomposition harmonique effectuée en mécanique des milieux continus.
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Une fois cette première décomposition effectuée, il faut effectuer une décomposition
des espaces S ∈ S4 et E ∈ Sa(2,2) par le moyen d’opérateurs de traces, tout comme dans le
cas de la piézoélectricité. Sans détailler cette étape, on obtient pour tout tenseurC ∈ Ela
les composantes
(D,A,B, λ, µ) ∈ H4 ⊕H2 ⊕H2 ⊕H0 ⊕H0
où on aura
Cijkl = Dijkl + (δijAkl + δklAij) + δikBjl + δjlBik + δilBjk + δjkBil
+ λδijδkl + µ(δikδjl + δilδjk),
en notant
α := −12Eijij ∈ H
0, cij := −6Eikjk − 4αδij ∈ H2
β := 15Sijij ∈ H
0, 7sij := 6Sijkk − 53βδij ∈ H
2
on a
Dijkl := Sijkl − β3 (δijδkl + δljδik + δkjδil)
− 16 (sijδkl + sklδij + sljδik + sikδjl + skjδil + silδkj)
6A := 2c+ s, 6B := s− c
3λ := 2α+ β, 3µ := β − α
Remarque 3.1.19. Les quantités (λ, µ) sont appelés coefficients de Lamé. Remarquons
cependant qu’il n’y a pas de décomposition canonique sur l’espace H0⊕H0 ainsi que sur
l’espace H2⊕H2. A la place des coefficients (λ, µ), on peut utiliser le couple (E, ν) com-
posé du module d’Young et du coefficient de Poisson ou tout autre couple de coefficients
ayant un sens physique (module de cisaillement, module d’élasticité isostatique, module
d’onde de compression, etc). Ce fait est bien connu en mécanique des milieux continus,
bien qu’il ne soit pas exprimé en termes de composantes isotypiques.
3.2. Isotropie des représentations irréductibles
3.2.1. Sous-groupes fermés de O(3) et SO(3)
Pour toute la suite, on note (e1, e2, e3) une base orthonormée de R3 et (x, y, z) les
coordonnées d’un vecteur dans ce repère. Pour tout vecteur v, on noteQ (v; θ) la rotation
d’angle θ autour de v.
Classification des sous-groupes
Rappelons ici que les sous-groupes fermés de SO(3) se composent :
• Des sous-groupes cycliques d’ordre n, notés Zn ;
• Des sous-groupes diédraux d’ordre 2n, notés Dn ;
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• Des sous-groupes exceptionnels T ,O et I correspondant respectivement aux groupes
de symétrie d’un tétraèdre régulier, d’un cube et d’un dodécaèdre ;
• Des sous-groupes maximaux SO(2) et O(2).
Notons ensuite Zc2 le centre de O(3), lequel sous-groupe est isomorphe à Z2 (sans lui
être conjugué).
Pour les sous-groupes fermés Γ de O(3), on distingue trois situations :
• lorsque Γ ⊂ SO(3), on dit que Γ est un sous-groupe de type I ;
• lorsque −1 ∈ Γ, il existe nécessairement un isomorphisme entre Γ et un groupe
K ⊕ Zc2 où K est un sous-groupe fermé de SO(3). On dit alors que Γ est de type II.
• lorsque Γ ne contient pas −1 mais n’est pas un sous-groupe de SO(3), on dit que
Γ est de type III.
Nous allons maintenant détailler les sous-groupes de type III. Tous ces sous-groupes
sont associés à un couple L ⊂ H de sous-groupes de SO(3) où L est un sous-groupe
d’indice 2 dans H [IG84]. La table 3.1 donne tous les couples possibles.
Γ H L
Z−2 Z2 1
Z−2n Z2n Zn
Dvn Dn Zn
Dh2n D2n Dn
O− O T
O(2)− O(2) SO(2)
Table 3.1. – Couples définissant les sous-groupes de type III
Le détail de ces sous-groupes de type III sera donné dans la section 3.2.1
Structure des sous-groupes de type I
Avant tout, nous précisons la convention d’écriture suivante [GSS88]
Définition 3.2.1. Etant donné des sous-groupes K1, K2, · · · , Ks d’un groupe Σ. Alors
Σ est la réunion directe des Ki si
a) Σ =
s⋃
i=1
Ki ; b) Ki ∩Kj = {e} ∀i 6= j.
Une telle union est notée K = ⊎si=1Ki.
Ensuite, nous spécifions les sous-groupes fermés suivants :
• on note Z0n le sous-groupe cyclique d’axe Oz. Pour tout rotation g ∈ SO(3), on note
a l’axe engendré par ge3 et Zan := gZ0ng−1.
• il existe n axes b1, . . . , bn, déduit les uns des autres par une rotation d’angle 2pi
n
autour de l’axe Oz, appelés axes secondaires et tel que b1 = Ox ; on note alors
D0n = Z0n
n⊎
l=1
Zbl2 (3.2.1)
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Pour chaque rotation g ∈ SO(3), on désigne par a l’axe engendré par ge3 et par b
l’axe engendré par ge1. On note enfin
Da,bn = gD0ng−1
le groupe diédral qui a pour axe principal l’axe a et dont l’un des axes secondaire
est l’axe b.
• on note T 0 le groupe de symétrie du tétraèdre T0 := A1A3A7A5 de la figure 3.2.
Ce sous-groupe se décompose en [IG84] :
T 0 =
4⊎
i=1
Zvti3
3⊎
j=1
Zetj2 (3.2.2)
Dans cette écriture, les axes de sommet du tétraèdre sont notés vti et les axes des
arêtes sont notés etj (voir figure 3.2). Chaque sous-groupe gT 0g−1 est caractérisé
par l’ensemble de ses axes (gvti, geti), g ∈ SO(3).
• on note O0 le groupe de symétrie du cube C0 de la figure 3.2 où
{Ai}i=1···8 = (±1;±1± 1)
désigne l’ensemble de ses sommets. Ce sous-groupe se décompose en
O0 =
3⊎
i=1
Zfci4
4⊎
j=1
Zvcj3
6⊎
l=1
Zecl2 (3.2.3)
où les axes de sommet, d’arête et de face sont respectivement notés : vci, ecj et fcj
(voir figure 3.1). Pour chaque rotation g ∈ SO(3), le sous-groupe Og := gO0g−1
b A1
b A2
bA3
bA4
bA5
b A6
b A7
bA8
b a1
ba2
b
a3
b
a4
b
a5
b a6
Figure 3.1. – Axes de symétrie C0
est caractérisé par les axes (gfci, gecj , gvcl).
• on note I0 le groupe de symétrie du dodécaèdre D0 de la figure 3.3. Sur cette
figure, les sommets sont définis par f :
f. φ désigne ici le nombre d’or.
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◦ douze sommets du type (±a2 ,±φ2 a2 , 0), obtenus par permutation circulaire ;
◦ huit sommets d’un cube de coordonnées (±φa2 ,±φa2 ,±φa2).
Ce sous-groupe se décompose en
I0 =
6⊎
i=1
Zfdi5
10⊎
j=1
Zvdj3
15⊎
l=1
Zedl2 (3.2.4)
où les axes de sommet, d’arête et de face sont respectivement notés : vdi, edj et
fdj (voir figure 3.3). Notons que les axes de sommet vdj sont caractérisés par les
sommets Dj , pour j = 1 · · · 10.
• on note SO(2)0 le groupe des rotations autour de l’axe Oz et O(2)0 ⊃ O(2)0 ayant
pour axe principal l’axe Oz.
b
A1
b
A2
b
A7
b
A6bA5
b
A8
b
A3
b
A4
bO
i
j
k
Figure 3.2. – Cube C0
b
D6
bD13
bD7
b
D14
b D15
b
D20
b
D19
b
D5
bD1
bD3
bD2
bD8
b
D9
bD17
bD16
b
D12
bD11
b
D18
bD4
bD10
b
O
Figure 3.3. – Dodécaèdre D0
Structures des sous-groupes de type III
Nous détaillons ici la structure géométrique des sous-groupes fermés de O(3) de type
III. Notons tout d’abord σz la réflexion selon le plan normal à l’axe Oz. De même, on
définit σb comme étant la réflexion selon le plan normal à l’axe b. On note ensuite Z−2 le
sous-groupe engendré par σz. Ce sous-groupe est isomorphe à Z2 et à Zc2 mais il ne lui
est pas conjugué. Les sous-groupes conjugués à Z−2 sont notés Z
σb
2 et définis par
Zσb2 := {1, σb} (3.2.5)
Puis :
• étant donné Z02n ⊃ Z0n (n > 1) où Z02n est le groupe des rotations
1,Q
(
e3;
pi
n
)
,Q
(
e3;
2pi
n
)
, · · · ,
en prenant r2n := Q
(
e3;
pi
n
)
∈ Z02n − Z0n on a alors
Z−2n := Z0n ∪ (−r2nZ0n)
Notons que chaque élément de −r2nZn est une rotation multipliée par une ré-
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flexion selon le plan xy. Z−2n a pour axe principal Oz. Pour toute rotation g, on
note Z−2n(a) := gZ−2ng−1 où l’axe a est l’image par g de l’axe Oz.
• étant donné D0n ⊃ Z0n, on sait que D0n contient Z0n ainsi que les rotations d’ordre 2
autour des axes bj (3.2.1). On note alors
Dvn := Zn
n−1⊎
j=0
Z
σbj
2 (3.2.6)
L’exposant v signifie ici que nous avons des réflexions selon des plans verticaux. On
note ensuite Dvn(a, b) := gDvng−1 où a est l’axe engendré par ge3 et b l’axe engendré
par ge1.
• étant donné D02n ⊃ D0n, on commence par définir les axes pj et qj (j = 0 · · ·n− 1)
respectivement engendrés par :
vj := Q
(
e3;
2jpi
n
)
· e1 pour pj ; wj := Q
(
e3;
(2j + 1)pi
2n
)
· e1 pour qj
(3.2.7)
On reprend r2n = Q
(
e3;
pi
n
)
. On sait alors que
D0n =
{
1,Q
(
e3;
2pi
n
)
,Q
(
e3;
4pi
n
)
, · · · ,Q (v0;pi) ,Q (v1;pi) , · · ·
}
,
puis on note
−r2nD0n =
{
−Q
(
e3;
pi
n
)
,−Q
(
e3;
3pi
n
)
, · · · ,−Q (w0;pi) ,−Q (w1;pi) , · · ·
}
,
dont les éléments ne sont pas dans D0n. On définit alors
Dh2n := D0n ∪ (−r2nD0n),
qui peut se décomposer en
Dh2n = Z−2n
n−1⊎
j=0
Zpj2
n−1⊎
j=0
Z
σqj
2 . (3.2.8)
Dans cette décomposition, remarquons qu’il y a n copies de sous-groupes conju-
gués à Z2 et n copies de sous-groupes conjugués à Z−2 . L’exposant h signifie que
nous avons des réflexions selon des plans horizontaux. On note ensuite Dh2n(a, b) :=
gDh2ng−1 où a est l’axe engendré par ge3 et b l’axe engendré par ge1.
• étant donné O0 ⊃ T 0, on utilise la décomposition suivante :
O0 =
3⊎
i=1
Zfci4
4⊎
j=1
Zvcj3
6⊎
l=1
Zecl2 = T 0 ∪ (O0 − T 0)
avec
T 0 =
4⊎
j=1
Zvtj3 unionmulti Zet12 unionmulti Zet22 unionmulti Zet32
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Remarquons que nous avons Zeti2 ⊂ Zfci4 . Ainsi, en multipliant chaque élément de
O0 − T 0 par −1, on en déduit le sous-groupe O− :
O− :=
3⊎
i=1
Z−4 (fi)
4⊎
j=1
Zvcj3
6⊎
l=1
Zσel2 (3.2.9)
Dans cette décomposition, on obtient six réflexions planes, lesquels plans sont per-
pendiculaires aux axes d’arêtes. On rappelle aussi que Z−4 (fi) est le sous-groupe
Z−4 d’axe principal fi.
• enfin, étant donné O(2) ⊃ SO(2), on remarque que chaque rotationQ(x;pi) d’ordre
2 où x est dans le plan horizontal xy, n’est pas un élément de SO(2). En notant,
σx := −Q(x;pi), on définit
O(2)− := SO(2)
⋃
x∈xy
Zσx2
Une fois définis tous ces sous-groupes, on donne dans la figure 3.4 les relations d’ordre
partiel entre les classes de sous-groupes deO− et dans la figure 3.5 celles entre les autres
classes de sous-groupes fermés de O(3).
[O−]
[Dh4 ] [T ] [Dv3]
[Z−2 ]
[Z−4 ] [D2] [Z3]
[Z2]
[1]
Figure 3.4. – Relations d’ordre partiel entre les classes de sous-groupes de O−
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Figure 3.5. – Relations d’ordre partiel entre les classes de sous-groupes de O(3)
3.2.2. Isotropies des représentations irréductibles
Nous présentons dans un premier temps des résultats établis par Golubitsky–Ihrig [IG84].
Le premier résultat établi dans [IG84] concerne les sous-groupes d’isotropie des re-
présentations irréductibles (Hn, ρ˜n) (3.1.3) de SO(3) :
Théorème 3.2.2. Les classes d’isotropie associées à la représentation irréductible (Hn, ρ˜n)
(n > 0) de SO(3) sont données par :
(a) 1 pour n ≥ 3 ;
(b) Zk (k ≥ 2) pour
k ≤ n lorsque n est impairk ≤ n2 lorsque n est pair
(c) Dk (k ≥ 2) pour k ≤ n ;
(d) T pour n = 3, 6, 7 ou k ≥ 9 ;
(e) O pour n 6= 1, 2, 3, 5, 7, 11 ;
(f) I pour n = 6, 10, 12, 15, 18 ou k ≥ 20 et n 6= 23, 29 ;
(g) SO(2) pour n impair ;
(f) O(2) pour n pair.
Pour les représentations irréductibles de O(3) rappelons que la représentation ρ˜∗n est
donnée par 3.1.4.
Théorème 3.2.3. Les classes d’isotropies associées à la représentation irréductible (Hn, ρ˜n)
(n impair) ou à la représentation irréductible (Hn, ρ˜∗n) (n pair non nul) de O(3) sont don-
nées par :
(a) 1 pour n ≥ 3 ;
(b) Zk pour 2 ≤ k ≤ n2 ;
(c) Z−2k pour k ≤
n
3 ;
(d) Dk pour
1 < k ≤
n
2 lorsque n est impair
1 < k ≤ n lorsque n est pair
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(e) Dvk pour
1 < k ≤ n lorsque n est impair1 < k ≤ n2 lorsque n est pair
(f) Dh2k pour 1 < k ≤ n, excepté Dh4 pour n = 3 ;
(g) T pour n 6= 1, 2, 3, 5, 7, 8, 11 ;
(h) O pour n 6= 1, 2, 3, 5, 7, 11 ;
(i) O− pour n 6= 1, 2, 4, 5, 8 ;
(j) I pour n = 6, 10, 12, 15, 16, 18 ou n ≥ 20 et n 6= 23, 29 ;
(k) O(2) lorsque n est pair ;
(l) O(2)− lorsque n est impair.
3.3. Invariants de tenseurs et espaces de formes binaires
Le groupe SU(2) est le revêtement universel du groupe SO(3) et le revêtement univer-
selle du groupe SO(3,C) (qui est le complexifié du groupe SO(3)) est le groupe SL(2,C).
Il existe donc un lien naturel entre les groupes SO(3) et SL(2,C), établi par un processus
de complexification. Dans cette section, nous précisons comment ce processus permet de
passer d’un espace de tenseurs harmoniques à un espace de formes binaires. Un tel pro-
cessus est très important au niveau des algèbres d’invariants car il permet de traduire le
problème en termes de théorie classique des invariants.
3.3.1. Complexification d’une représentation réelle
Le contenu de cette section n’a rien d’original. Les références utilisées sont [Vin94 ;
DK00].
Pour tout espace vectoriel réel V , on définit son complexifié par
V C := V ⊗R C ' V ⊕ iV
Nous définissons le complexifié d’un groupe de Lie compact en passant par son algèbre
de Lie. Si g désigne une algèbre de Lie réelle, on définit son algèbre complexifiée par
gC := g⊗R C, munie du crochet de Lie
[η1 ⊗ λ1, η2 ⊗ λ2] := [η1, η2]⊗ (λ1λ2)
On vérifie alors directement le lemme suivant :
Lemme 3.3.1. Etant donné g ⊂ Cn×n une sous algèbre de Lie totalement réelle, c’est-
à-dire vérifiant g ∩ ig = {0}. Alors gC est isomorphe à la sous-algèbre de Lie complexe
g⊕ ig ⊂ Cn×n.
Soit maintenant un groupe de Lie compact G. On sait qu’il existe un plongement de
G dans un groupe linéaire GL(N,R). On peut donc réaliser son algèbre de Lie g comme
une sous-algèbre totalement réelle de CN×N . Notons gC = g⊕ ig la complexification de
g, puis Gˆ l’unique groupe de Lie connexe dans GL(N,C) dont l’algèbre de Lie est gC. On
définit enfin GC := GGˆ comme étant la complexification du groupe G.
Comme exemple classique de complexification, nous avons
SO(n,R)C = SO(n,C), SU(n)C = SL(n,C)
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Soit maintenant (V, ρ) une représentation linéaire réelle de dimension finie d’un groupe
de Lie compact G. On peut alors montrer qu’il existe une unique représentation linéaire
complexe (V C, ρC) du complexifié GC qui étend la représentation (V, ρ). Un polynôme
de l’algèbre C[V C] peut être vu, par restriction, en tant que polynôme dans l’algèbre
C[V ] (il s’agit d’une identification formelle).
Lemme 3.3.2. La restriction induit un isomorphisme C[V C]G ' C[V ]G
Démonstration. On doit montrer que la restriction est en fait surjective. Notons p ∈
C[V ]G et p˜ ∈ C[V C] son unique extension. Pour tout g ∈ G on aura
(g · p˜)|V = g ·p = p = p˜|V
et donc p˜ ∈ C[V C]G.
Lemme 3.3.3. On a C[V C]G = C[V C]GC.
Démonstration. On fixe p ∈ C[V C]G. Pour tout vecteur v ∈ V C on considère l’applica-
tion
ψv : g 7→ ψv(g) := p(g−1 ·v), GC −→ C.
L’application ψv est une application holomorphe sur GC qui est constante sur G. Lo-
calement, on a donc une fonction holomorphe qui est constante sur RN ⊂ CN . En
appliquant les équations de Cauchy-Riemann, on en déduit que ψv doit être constante
et donc p ∈ C[V C]GC . L’autre inclusion est immédiate.
Au final :
Corollaire 3.3.4. Les algèbres C[V ]G et C[V C]GC sont isomorphes.
3.3.2. Isomorphisme SL(2,C) équivariant
Soit Sn(Cd) l’espace des formes d-aires de degré n sur C. Un tel espace est constitué
de polynômes homogènes de degré n donnés par :
p(x) :=
∑
I
aIxI , aI ∈ C
où I := (i1, · · · , id) est un multi-indice tel que i1 + · · ·+ id = n et
xI := xi11 x
i2
2 · · ·xidd .
Notons que Sn(Cd) est le complexifié de l’espace Sn(Rd) des formes d-aires de degré n
sur R. Dans ce cas, les coefficients aI définissant p sont simplement réels.
On peut définir sur Sn(Rd) l’opérateur laplacien
∆ := ∂
2
∂x21
+ · · ·+ ∂
2
∂x2d
.
Le sous-espace Hn(Rd) de Sn(Rd) des polynômes dont le laplacien est nul est alors appelé
espace des polynômes harmoniques réels. Il a pour complexifié le sous-espace Hn(Cd)
de Sn(Cd) des polynômes harmoniques complexes.
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Les représentations irréductibles réelles de SO(3) sont données pas les espaces de
polynômes harmoniques Hn := Hn(R3) (théorème 3.1.1). Le complexifié Hn(C3) reste
alors une représentation irréductible [Ste94] de SO(3) et donc du complexifié SO(3,C).
Notons ensuite sl(2,C) l’algèbre de Lie du groupe SL(2,C). L’action adjointe de SL(2,C)
sur son algèbre de Lie sl(2,C) est donnée par
Adg : M 7→ gMg−1, M ∈ sl(2,C), g ∈ SL(2,C).
Cette action préserve la forme quadratique detM sur sl(2,C) et on peut vérifier que
det Adg = 1, ∀g ∈ SL(2,C).
Comme dans le paramétrage
(x, y, z) 7→M =
(
iz x+ iy
−x+ iy −iz
)
(3.3.1)
de sl(2,C), on a
detM = x2 + y2 + z2.
on en déduit un morphisme de groupe
pi : SL(2,C)→ SO(3,C), g 7→ Adg
et on peut montrer que c’est un revêtement à deux feuillets de SO(3,C). Comme SL(2,C)
est simplement connexe, c’est le revêtement universel de SO(3,C).
Remarque 3.3.5. Si on se donne une représentation linéaire (V, ρ) de SO(3,C), elle s’étend
naturellement en une représentation linéaire de SL(2,C) en posant
g ·v := pi(g) ·v, g ∈ SL(2,C),v ∈ V.
En appliquant cette remarque au cas de l’espace Hn(C3), on a donc naturellement une
représentation induite de SL(2,C) sur Hn(C3).
Le groupe SL(2,C) agit naturellement sur l’espace des formes binaires Sk := Sk(C2) de
degré k sur C. En notant x := (x, y) ∈ C2 et
f(x) :=
k∑
i=0
aix
iyk−i ∈ Sk
une telle action est donnée par
(γ · f)(x) := f(γ−1x), ∀γ ∈ SL(2,C).
Cette représentation (Sk, ρk) est irréductible [Ste94]. Elle ne descend sur SL(2,C)/{±1}
que si ρk(−Id) = Id. Comme cette représentation induite reste irréductible, on en déduit
par le lemme de Schur :
Lemme 3.3.6. Il existe un isomorphisme SL(2,C)-équivariant entre Hn(C3) et S2n.
Nous allons maintenant construire explicitement cet isomorphisme. Cette construction
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nous permettra de passer d’un polynôme harmonique sur C3 à une forme binaire, de
façon équivariante et réciproquement.
3.3.2.1. Application de Cartan
Notons ω la forme volume (ou symplectique) canonique surC2 ainsi que l’isomorphisme
musical
X 7→ Xω, C2 →
(
C2
)∗
,
où
Xω(Y ) := ω(X,Y ), ∀Y ∈ C2.
Dans la base canonique de C2 et sa base duale, on en déduit les représentations
X =
(
u
v
)
, Xω =
(
−v u
)
.
L’application de Cartan (qui a été introduite lors de ses études sur la théorie des spi-
neurs, voir [Hob55]) est alors donnée par
X =
(
u
v
)
7→ XXω =
(
−uv u2
−v2 uv
)
.
On remarque immédiatement que trXXω = 0 et detXXω = 0. Autrement dit, nous
avons une application
φ : C2 → sl(2,C),
dont l’image est exactement le cône isotrope
C := {M ∈ sl(2,C); detM = 0} .
En notant (x, y, z) les coordonnées de sl(2,C) définies par (3.3.1), ce cône a exactement
pour équation
x2 + y2 + z2 = 0
et l’application de Cartan est donnée, implicitement, par les équations
iz = −uv, x+ iy = u2, −x+ iy = −v2.
Lemme 3.3.7. L’application de Cartan
φ : C2 → sl(2,C),
est SL(2,C)-équivariante. Autrement dit,
φ(g ·X) = Adg φ(X), X ∈ C2, g ∈ SL(2,C).
Démonstration. On a
φ(g ·X) = (gX)(gX)ω
81
mais
(gX)ω = Xωg−1,
d’où
φ(g ·X) = (gX)(Xωg−1) = AdgXXω = Adg φ(X).
3.3.2.2. Isomorphisme explicite entre Hn(C3) et S2n
L’application de Cartan permet d’envoyer C2 sur le cône isotrope de sl(2,C) ' C3, de
façon équivariante. On peut alors se servir de cette application de Cartan pour construire
un isomorphisme SL(2,C) équivariant entre Hn(C3) et S2n(C2). Rappelons que, d’après
le lemme de Schur, un tel isomorphisme est unique à une constante multiplicative près.
L’application φ : C2 → sl(2,C) ' C3 induit naturellement une application linéaire
φ∗ : Sn(C3)→ S2n(C2)
définie, pour tout p ∈ Sn(C3), par
(φ∗p)(u, v) := p(φ(u, v)).
C’est par la restriction de φ∗ à Hn(C3) que nous pouvons maintenant exhiber l’isomor-
phisme attendu :
Théorème 3.3.8. L’application
φ∗ : Hn(C3)→ S2n(C2)
est un isomorphisme SL(2,C)-équivariant.
Avant d’entamer la preuve du théorème, considérons sur C[x, y, z] le produit hermitien
suivant
〈p1,p2〉 :=
∑
α
α! pα1 pα2
où α := (αx, αy, αz), α! := αx!αy!αz!, pα2 désigne le conjugué et
pj =
∑
α
pαj x
αxyαyzαz , j = 1, 2.
On peut vérifier [MT86] que, relativement à ce produit hermitien, l’adjoint du laplacien
∆ n’est autre que la multiplication par la forme quadratique
q := x2 + y2 + z2.
Autrement dit, on a
〈p1,∆p2〉 = 〈qp1,p2〉, ∀p1,p2 ∈ C[x, y, z].
Preuve du théorème 3.3.8. Dans un premier temps, on remarque que l’équivariance de
φ∗ résulte immédiatement de l’équivariance de φ. Ensuite, il suffit de montrer que φ∗ est
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injective, étant donné que les deux espaces Hn(C3) et S2n(C2) ont même dimension. On
fixe donc un polynôme p ∈ Sn(C3) vérifiant les équations
∆p = 0, et φ∗p = 0,
et on doit montrer que p = 0. Déjà, la condition φ∗p = 0 signifie que p s’annule sur
le cône C définie par l’équation q = 0. Comme q est un polynôme irréductible, l’idéal
〈q〉 est premier donc radical. Autrement dit, la condition φ∗p = 0 entraîne p = qR où
R ∈ Sn−2(C3).
On a donc
‖p‖2 = 〈p,p〉 = 〈qR,p〉 = 〈R,∆p〉 = 0,
ce qui implique que p = 0 et termine la preuve.
3.3.3. Calculs explicites
Nous expliquons ici comment passer d’un polynôme harmonique de degré n à une
forme binaire de degré 2n et inversement.
D’un polynôme harmonique à une forme binaire
Ce calcul est simple, il s’agit seulement d’une substitution. Étant donné un polynôme
harmonique p ∈ Hn(Z3), la forme binaire associée f ∈ S2n(C2) est donnée par
f(u, v) := p
(
u2 + v2
2 ,
u2 − v2
2i , iuv
)
.
D’une forme binaire à un polynôme harmonique
Le calcul inverse est un peu plus compliqué. Il s’agit de résoudre dans Sn(C3) les
équations
∆p = 0, et φ∗p = f ,
où f ∈ S2n(C2) est donnée.
On va utiliser la décomposition harmonique (unique) d’un polynôme homogène p de
degré n (remarque 3.1.9).
p = p0 + qp1 + . . .qrpr,
où chaque pk est un polynôme harmonique et r = [n/2].
Connaissant f , on peut construire un polynôme homogène p de degré n tel que φ∗p =
f . Il suffit, par exemple, d’opérer la substitution
upvq →
{
(−iz)q(x+ iy)(n−q), si p ≥ q
(−iz)p(x− iy)(n−p), si q > p
pour chaque monôme upvq de f . Un autre processus de substitution conduirait à un
polynôme p′ différent mais qui coïncide avec p sur le cône isotrope. La projection ortho-
gonale p0 de p sur Hn(C3) est la solution du problème. En effet, sur le cône isotrope, on
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a p = p0 et donc
φ∗p0 = φ∗p = f .
Le calcul explicite de p0 s’effectue récursivement en calculant d’abord pr, puis pr−1,
. . .p0, à l’aide du lemme suivant.
Lemme 3.3.9. Soit p ∈ Hn(C3) et k ≥ 1. Alors
4k(qkp) = λk(n)p
où
λk(n) =
(2(n+ k) + 1)! k!n!
(2n+ 1)! (n+ k)! .
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4. Isotropie des espaces de tenseurs
Nous proposons dans cette partie de détailler les outils permettant d’établir les classes
d’isotropies de tout type de représentation tensorielle des groupes O(3) et SO(3), ce qui
nous permet de clore définitivement cette question. Notons que les résultats que nous
présentons ici ont fait l’objet de deux publications [OA13 ; OA14]. Les section 4.2 et 4.4
donnent les énoncés des résultats présent dans ces publications. Les démonstrations se
situent dans les section 4.A et 4.B.
4.1. Préambule
Jusqu’à présent, les classes d’isotropie d’un espace de tenseurs étaient établies à partir
de la méthode introduite par Forte et Vianello [FV96]. Dans cette méthode, la première
étape consiste à effectuer la décomposition harmonique de l’espace étudié a. Une fois
cette décomposition effectuée, il faut ensuite déterminer la décomposition de Cartan des
espaces irréductibles b. A partir de ces décompositions, on doit finalement étudier quel
sous-groupe fermé peut effectivement être un sous-groupe d’isotropie, en testant pour
cela l’ensemble des sous-groupes. Cette approche consiste donc à reprendre chacune de
ces étapes et ceci pour chaque nouvel espace de tenseurs étudié. A notre connaissance,
une telle approche a permis d’établir les classes d’isotropie des espaces donnés dans le
tableau 4.1. Enfin, il ne semble pas que cette méthode ait donné lieu à un algorithme de
calcul général sur les espaces de tenseurs.
Propriété Tenseurs # classes Ref
Elasticité T(ij) (kl) 8 [FV96]
Photoelasticité T(ij)(kl) 12 [FV97]
Piezoélectricité T(ij)k 15 [GW02]
Flexoélectricité T(ij)kl 12 [LH11]
Elasticité d’ordre 2 T(ij)k (lm)n 17 [Auf08b]
Table 4.1. – Nombre de classes de symétrie pour différentes lois de comportement
Pour notre part, nous avons préféré construire un algorithme général en nous
appuyant sur les classes d’isotropie des espaces irréductibles, établies par Ihrig–
Golubitsky [IG84]. L’idée a été de trouver un moyen de déterminer les classes d’isotropie
a. Dans la pratique, cette décomposition était effectuée en exhibant explicitement un isomorphisme
équivariant, même si un tel isomorphisme n’était pas nécessaire par la suite.
b. Ce qui revient à effectuer une deuxième décomposition irréductible mais cette fois-ci sous le groupe
O(2).
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d’un espace V1 ⊕ V2 une fois connues les classes associées à chaque espace Vi. La diffi-
culté est que l’intersection de deux classes de sous-groupe n’a pas de sens. Nous avons
donc défini un opérateur de clips sur les classes de sous-groupes, généralisant cette no-
tion d’intersection. A l’aide de cet opérateur, il est alors possible de déterminer les classes
d’isotropie d’une somme directe V1 ⊕ V2 à partir de celles de chaque espace V1 et V2.
Dans le cas des sous-groupes fermés de O(3) (ou SO(3)), nous avons ensuite déter-
miné explicitement toutes ces opérations de clips, dont les résultats figurent dans les
tables 4.2 et 4.3.
A partir de là, il est alors très facile de trouver les classes d’isotropie d’un espace de
tenseurs une fois connu la structure isotypique de sa décomposition harmonique. Nous
illustrons d’ailleurs dans les sous-section 4.3.1 et 4.3.2 la simplicité de notre approche,
sur le cas des espaces Piez et Ela, déjà obtenus par la méthode Forte–Vianello [FV96 ;
GW02].
Mais nous avons aussi pu établir des théorèmes généraux (théorèmes 4.4.3 et 4.4.7)
sur les classes d’isotropie des espaces de tenseurs associées à des lois de comportement. De
tels théorèmes permettent ainsi d’éviter la décomposition harmonique. Nous avons ainsi
pu obtenir pour la première fois les classes d’isotropie d’espaces de tenseurs intervenant
dans la théorie du premier gradient (sous-section 1.1.3), ainsi que dans la théorie du
second gradient de la déformation [OA13 ; OA14].
4.2. Opérations de clips et isotropies d’espaces de tenseurs
Pour toute représentation linéaire de dimension finie (V, ρ) d’un groupe de Lie com-
pact, nous savons (théorème 2.2.5) qu’il n’existe qu’un nombre fini de classes d’isotropie.
Notons
I(V ) := {[H0]; · · · ; [Hr]}
l’ensemble des classes d’isotropie associées à la représentation linéaire (V, ρ).
Lemme 4.2.1. Etant donné une représentation linéaire (V, ρ) d’un groupe de Lie com-
pact G qui se décompose en deux sous-espaces stables
V = V1 ⊕ V2 avec g ·V1 ⊂ V1 et g ·V2 ⊂ V2, ∀g ∈ G,
alors [H] ∈ I(V ) si et seulement si il existe [H1] ∈ I(V1) et [H2] ∈ I(V2) tels que
H = H1 ∩H2.
Démonstration. Si nous fixons [H1] ∈ I(V1) et [H2] ∈ I(V2), alors on sait qu’il existe
deux vecteurs v1 ∈ V1 et v2 ∈ V2 tels que Hi = Hvi (i = 1, 2). En posant v := v1 + v2,
on a pour tout g ∈ H1 ∩H2
g ·v1 + g ·v2 = v1 + v2 = v et donc H1 ∩H2 ⊂ Hv.
Inversement, pour tout g ∈ Hv
g ·v = v = g ·v1 + g ·v2.
Or, chaque espace Vi étant G-stable et en somme directe, nous avons nécessairement
g ·vi = vi (i = 1, 2). Au total on a bien H1 ∩H2 = Hv.
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La réciproque s’obtient de la même façon : en considérant [H] ∈ I(V ) on peut écrire
H = Hv pour un certain vecteur v ∈ V . Alors v se décompose en v1 + v2. On montre,
comme précédemment, que H = Hv1 ∩Hv2 .
Le lemme 4.2.1 montre comment les classes d’isotropie d’une somme directe sont liées
aux classes d’isotropies de chaque composante de la somme. Bien sûr, on ne peut pas
définir l’intersection de deux classes d’isotropie mais nous pouvons néanmoins envisager
de construire l’ensemble des intersections engendrées par tous les sous-groupes de deux
classes. C’est cette remarque qui nous a amené à construire l’opérateur de clips.
Avant cela :
Lemme 4.2.2. Etant donné deux classes d’isotropie [Hi] (i = 1, 2) associée au groupe
G, pour tout élément g1 et g2 de G, il existe g ∈ G tel que[
g1H1g
−1
1 ∩ g2H2g−12
]
= [H1 ∩ gH2g−1].
Démonstration. Posons g = g−11 g2 ; il suffit alors d’observer que
g1H1g
−1
1 ∩ g2H2g−12 = g1
(
H1 ∩ gH2g−1
)
g−11
ce qui donne directement le résultat du lemme.
Définition 4.2.3 (Opérateur de clips). Pour toute classe d’isotropie [H1] et [H2] as-
sociées à un groupe G, l’opérateur de clips de [H1] et [H2], noté [H1] } [H2], est défini
par
[H1]} [H2] :=
{
[H1 ∩ gH2g−1], ∀g ∈ G
}
.
En notant 1 le sous-groupe de G réduit à l’identité, on a immédiatement :
Lemme 4.2.4. Pour toute classe d’isotropie [H],
[1]} [H] = {[1]} et [G]} [H] = {[H]} .
Si nous notons V1 et V2 deux représentations linéaires du groupe G, on peut étendre
l’opération de clips aux ensembles I(Vi) (i = 1, 2), en notant
I(V1)} I(V2) :=
⋃
[H1]∈I(V1),[H2]∈I(V2)
[H1]} [H2].
Remarque 4.2.5. L’opération de Clips définie sur les ensemble de classes est clairement
une opération commutative et associative. De plus, dans le cas d’un groupe compact,
l’opération de clips donne toujours un nombre fini de classes.
Ainsi, du lemme 4.2.1, nous en déduisons directement le corollaire suivant :
Corollaire 4.2.6. Etant donné deux représentations linéaires V1 et V2 du groupe G, on
a
I(V1 ⊕ V2) = I(V1)} I(V2).
Dans le cas des représentations linéaires des groupes O(3) et SO(3), il nous a fallu
établir explicitement toutes les opérations de clips des sous-groupes fermés pour rendre
effectif le corollaire 4.2.6.
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Théorème 4.2.7. Etant donné deux sous-groupes fermés H1 et H2 strictement inclus
SO(3), on a toujours 1 ∈ [H1]}[H2]. Les autres classes de l’opération de clips [H1]}[H2]
sont données par la table 4.2
Esquisse de démonstration. L’ensemble des démonstrations figurent en section 4.A de ce
chapitre. Nous proposons de donner ici les idées essentielles.
Le principe est en fait d’argumenter selon les axes caractéristiques des sous-groupes
fermés de SO(3) (sous-section 3.2.1). On sait en effet que l’opération de clips [H1]} [H2]
est obtenue en considérant toutes les intersections
H1 ∩ (gH2g−1), g ∈ SO(3).
Le cas le plus simple est bien sûr le cas des sous-groupes cycliques. Si on veut étudier
les intersections (voir sous-section 3.2.1 pour les notations)
Z0m ∩ (gZ0ng−1)
on remarque directement que seul le cas où les deux axes e3 et ge3 coïncident doit être
étudié. Dans ce cas, on est en effet amené à étudier l’intersection
Z0m ∩ Z0n
ce qui se fait directement et dans le cas contraire, une telle intersection est nécessairement
réduite à l’identité.
A partir de toutes les caractéristiques géométriques des sous-groupes fermés de SO(3)
données à la sous-section 3.2.1, les démonstrations figurant dans la section 4.A per-
mettent alors de conclure.
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} [Zn] [Dn] [T ] [O] [I] [SO(2)] [O(2)]
[Zm] [Zd]
[Dm]
[Zd2 ]
[Zd]
[Zd2 ][
Zd′2
]
, [Zdz]
[Zd] , [Dd]
[T ] [Zd2 ]
[Zd3 ]
[Z2]
[Zd3 ] , [Dd2 ]
[Z2]
[Z3]
[T ]
[O]
[Zd2 ]
[Zd3 ]
[Zd4 ]
[Z2]
[Zd3 ] , [Zd4 ]
[Dd2 ] , [Dd3 ]
[Dd4 ]
[Z2]
[Z3]
[T ]
[Z2]
[D2] , [Z3]
[D3] , [Z4]
[D4] , [O]
[I]
[Zd2 ]
[Zd3 ]
[Zd5 ]
[Z2]
[Zd3 ] , [Zd5 ]
[Dd2 ]
[Dd3 ] , [Dd5 ]
[Z2]
[Z3]
[T ]
[Z2]
[Z3] , [D3]
[T ]
[Z2]
[Z3] , [D3]
[Z5] , [D5]
[I]
[SO(2)] [Zn]
[Z2]
[Zn]
[Z2]
[Z3]
[Z2]
[Z3] , [Z4]
[Z2]
[Z3] , [Z5]
[SO(2)]
[O(2)]
[Zd2 ]
[Zn]
[Z2]
[Dn]
[D2]
[Z3]
[D2]
[D3] , [D4]
[D2]
[D3] , [D5]
[Z2]
[SO(2)]
[Z2]
[O(2)]
Notations
Z1 := D1 := 1 d2 := gcd(n, 2) d3 := gcd(n, 3) d5 := gcd(n, 5)
d′2 := gcd(m, 2) dz :=
{
2 si d = 1
1 sinon
d4 :=
{
4 si 4 | n
1 sinon
Table 4.2. – Opérations de clips sur les sous-groupe fermés de SO(3)
Pour les sous-groupes fermés de O(3), les démonstrations sont très proches (voir sec-
tion 4.B). Le résultat est alors :
Théorème 4.2.8. Etant donné deux sous-groupes fermés H1 et H2 de O(3). Lorsque
[H1] ou [H2] est distinct de [O(2)−], on a toujours 1 ∈ [H1] } [H2]. De plus, pour tout
89
sous-groupe fermé H de SO(3) :
[Z−2 ]} [H] = [1] [Z−2n]} [H] = [Zn]} [H]
[Dvn]} [H] = [Zn]} [H] [Dh2n]} [H] = [Dn]} [H]
[O−]} [H] = [T ]} [H] [O(2)−]} [H] = [SO(2)]} [H]
Finalement, les opérations de clips [H1]} [H2] des sous-groupes fermés de type III sont
données par la table 4.3.
}
[
Z−2
] [
Z−2m
]
[Dvm]
[
Dh2m
]
[O−] [O(2)−][
Z−2
] [
Z−2
]
[
Z−2n
] [
Z−i(n)
]
Figure 4.1
[Dvn]
[
Z−2
]
Figure 4.1
[
Z−2
]
, [Dvd]
[Zd][
Dh2n
] [
Z−2
]
Figure 4.2 Figure 4.2 Figure 4.3
[O−]
[
Z−2
]
Figure 4.4
[Z−2 ]
[Zd3(m)]
[Dvd3(m)]
[Zd2(m)]
[Zvd2(m)]
Figure 4.5
[Z−2 ], [Z−4 ]
[Z3]
[O(2)−]
[
Z−2
] [Z−i(m)]
[Zm]
[Z−2 ], [Dvm]
[Zi(m)], [Z−2 ]
[Dvi(m)], [Dvm]
[Z−2 ], [Dv3]
[Dv2]
[Z−2 ], [O(2)−]
Notations pour la table 4.3 :
Z−1 := Dv1 := 1 d = gcd(n,m) d2(n) = gcd(n, 2)
i(n) := 3− gcd(2, n) =
{
1 si n est pair
2 si n est impair
d3(n) = gcd(n, 3)
Table 4.3. – Opérations de clips sur les sous-groupes de O(3) de type III
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4.3. Application à la mécanique des milieux continus
4.3.1. Géométrie de l’espace des tenseurs piézoélectriques
Nous proposons ici d’illustrer l’utilisation des opérations de clips dans le cas de l’espace
Piez. Rappelons ici que la décomposition harmonique de l’espace Piez est donnée par
Piez ' H3 ⊕H1 ⊕H2∗ ⊕H1 = H3 ⊕H2∗ ⊕ (H1)⊕2.d
Ensuite, par le théorème 3.2.3 nous savons que
I(H1) =
{
[O(2)−], [O(3)]
}
I(H2∗) =
{
[D2], [Dh4 ], [O(2)], [O(3)]
}
I(H3) =
{
[1], [Z−2 ], [Dv2], [Dv3], [Dh6 ], [O−], [O(2)−], [O(3)]
}
Par la table 4.3, on a directement
I((H1)⊕2) =
{
[Z−2 ], [O(2)−], [O(3)]
}
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Puis I(H2∗ ⊕ (H1)⊕2) s’obtient à l’aide des clips suivants :
} [Z−2 ] [O(2)−] [O(3)]
[D2] [1] [1], [Z2] [D2]
[Dh4 ] [1], [Z−2 ] [1], [Z−2 ], [Dv2] [Dh4 ]
[O(2)] [1] [1], [Z2], [SO(2)] [O(2)]
[O(3)] [Z−2 ] [O(2)−] [O(3)]
Ce qui donne
I(H2∗ ⊕H1 ⊕H1) =
{
[1], [Z2], [D2], [Z−2 ], [Dv2], [Dh4 ], [SO(2)], [O(2)], [O(2)−], [O(3)]
}
.
Pour établir le résultat final, on doit considérer I(H3)}I(H2∗⊕H1⊕H1), ce qui donne
Lemme 4.3.1. Les classes d’isotropie de l’espace (Piez,O(3)) sont données par
I(Piez) =
{
[1], [Z2], [Z3], [Dv2], [Dv3], [Z−2 ], [D2], [D3]
[Z−4 ], [Dh4 ], [Dh6 ], [SO(2)], [O(2)], [O(2)−], [O−], [O(3)]
}
Remarque 4.3.2. Dans [GW02], la classe [O(3)] n’est pas comptabilisée comme classe de
symétrie. Il ne figure donc dans cet article que 15 classes de symétrie et non 16 comme
établi ci-dessus.
Nous donnons dans la figure 4.6 l’ensemble partiellement ordonné de ces classes d’iso-
tropie. Une flèche allant de la classe [H1] à la classe [H2] signifie que [H1]  [H2] (défi-
nition (2.2.1)).
Figure 4.6. – Ensemble partiellement ordonné des classes d’isotropie de l’espace
(Piez,O(3))
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La géométrie de l’espace Piez/O(3) est détaillée c dans la table 4.4.
H NO(H) ΓH card ΓH dim V H dim Σ[H]/G dim Σ[H]
1 O(3) O(3) ∞ 18 15 18
Z−2 O(2)⊕ Z2 O(2)⊕ Z2 ∞ 10 9 12
Z2 O(2)⊕ Z2 O(2)⊕ Z2 ∞ 8 7 10
Z3 O(2)⊕ Z2 O(2)⊕ Z2 ∞ 6 5 8
Dv2 D4 ⊕ Z2 Z2 ⊕ Z2 4 5 5 8
Dv3 D6 ⊕ Z2 Z2 ⊕ Z2 4 4 4 7
Z−4 O(2)⊕ Z2 O(2)⊕ Z2 ∞ 4 3 6
D2 O ⊕ Z2 S3 ⊕ Z2 6 3 3 6
SO(2) O(2)⊕ Z2 Z2 ⊕ Z2 4 4 3 6
O(2)− O(2)⊕ Z2 Z2 2 3 2 5
D3 D6 ⊕ Z2 Z2 ⊕ Z2 4 2 2 5
Dh4 D4 ⊕ Z2 Z2 ⊕ Z2 4 2 2 5
Dh6 D6 ⊕ Z2 Z2 ⊕ Z2 2 1 1 4
O− O ⊕ Z2 Z2 2 1 1 4
O(2) O(2)⊕ Z2 Z2 ⊕ Z2 4 1 0 3
O(3) O(3) 1 1 0 0 0
Table 4.4. – Géométrie de l’espace (Piez,O(3))
4.3.2. Géométrie de l’espace des tenseurs d’élasticité
Nous partons de la décomposition harmonique (lemme 3.1.17)
Ela ' H4 ⊕ (H2)⊕2 ⊕ (H0)⊕2.
A partir de cette décomposition, les opérateurs de clips permettent d’obtenir directe-
ment les classes d’isotropie de l’espace Ela, ce qui donne
Corollaire 4.3.3. Les classes d’isotropie de l’espace (Ela,SO(3)) sont données par
I(Ela) = {[1], [Z2], [D2], [D3], [D4], [O], [O(2)], [SO(3)]} .
La géométrie de l’espace Ela/SO(3) est détaillée dans la table 4.5.
c. Le calcul des normalisateurs et des dimensions ont été effectués à l’aide du lemme 2.2.12 et des
formules figurant en section A.
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H N(H) ΓH card ΓH dimV H dim Σ[H]/G dim Σ[H]
1 SO(3) SO(3) ∞ 21 18 21
Z2 O(2) O(2) ∞ 13 12 15
D2 O S3 6 9 9 12
D3 D6 S2 2 6 6 9
D4 D8 S2 2 6 6 9
O(2) O(2) 1 1 5 5 7
O O 1 1 3 3 6
SO(3) SO(3) 1 1 2 2 2
Table 4.5. – Géométrie de l’espace (Ela,SO(3)).
Remarque 4.3.4. Cette table 4.5 est à rapprocher d’une table établie par Norris [Nor89]
en mécanique des milieux continus. Le principe est de savoir, pour une classe d’isotropie
donnée, s’il existe une base canonique dans laquelle le nombre de coordonnées non nulles
d’un tenseur est minimal.
Pour les classes [1], [Z2], on sait depuis longtemps qu’il n’existe pas de telle base. Dans
ce cas, en effet, le choix de la base est arbitraire car le groupe de monodromie Γ(H) est
continu :
• pour la classe d’isotropie triviale [1], V H ' V et il n’y a pas de moyen canonique
d’obtenir une forme normale. Le groupe de monodromie Γ(H) ' SO(3) et il y a
donc trois degrés de liberté pour choisir une « bonne base ».
• pour l’autre cas, dimV H est strictement plus petit que dimV et le nombre de
coordonnées non nulles d’un tenseur de V H peut être réduit. Le groupe de mono-
dromy Γ(H) ' O(2) et il y a donc un degré de liberté pour réduire le nombre de
coordonnées non nulles.
Dans chacun des cas étudié, on remarque ainsi qu’il est possible de choisir une base dans
laquelle ces paramètres angulaires sont nuls. Une telle base n’est pas nécessairement
unique et permet d’obtenir le nombre minimum de constantes élastiques, comme précisé
par Norris [Nor89]. Notons que ce nombre minimum est la dimension de l’orbite.
4.4. Théorèmes généraux sur les lois de comportement
tensorielles
Nous venons d’illustrer, sur le cas des espaces Piez et Ela, comment exploiter les opéra-
teurs de clips pour établir directement leurs classes d’isotropie. Nous pouvons cependant
aller plus loin en ce qui concerne les espaces de tenseurs associés à des lois de compor-
tement.
Comme précisé à la sous-section 1.1.4, une loi de comportement tensorielle est en
fait établie à partir d’un processus général. Le principe est de partir de deux espaces
de tenseurs E1 et E2, puis de construire une loi de comportement à partir de l’espace
E := E1 ⊗ E2 ou bien E1 ⊗s E2, selon l’existence ou non d’une énergie libre. Notons
aussi que, par construction même, les espaces E1 et E2 contiennent nécessairement les
tenseurs totalement symétriques.
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On va alors voir que, quelque soit les espaces considérés, le problème est en fait géné-
riquement ramené à l’étude des classes d’isotropie de l’espace Sk des tenseurs totalement
symétriques ou bien à l’étude de l’espace Tk = ⊗kR3 (il y a cependant une nuance dans
le cas des tenseurs d’ordre impair, nuance que nous préciserons à cette occasion).
4.4.1. Isotropie des espaces de tenseurs d’ordre pair
On suppose ici que la loi de comportement étudiée est associée à un espace de tenseurs
E2n d’ordre pair. Comme E1 et E2 contiennent les tenseurs totalement symétriques, on a
nécessairement
S2n ⊆ E2n ⊆ T2n.
Pour toute la suite, on note P(I(E)) (resp. S(I(E))) les classes d’isotropie correspon-
dant à des sous-groupes planaires (resp. spatiaux) d’un espace de tenseurs E.
Par application des opérations de clips, nous avons (voir [OA13] pour plus de détails) :
Lemme 4.4.1. Les classes d’isotropie planaires de S2n sous l’action de SO(3) sont :
P(I(S2) = {[D2], [O(2)], [SO(3)]}
P(I(S4)) = {[1], [Z2], [D2], [D3], [D4], [O(2)], [SO(3)]}
n ≥ 3, P(I(S2n)) =
{
[1], [Z2], · · · , [Z2(n−1)], [D2], · · · , [D2n], [O(2)], [SO(3)]
}
Les classes d’isotropie spatiales de S2n sous l’action de SO(3) sont :
n 2 ≥ 3
S(I(S2n)) {[O]} {[T ], [O], [I]}
Lemme 4.4.2. Les classes d’isotropie planaires de T2n sous l’action de SO(3) sont :
P(I(T2)) = {[1], [Z2], [D2], [SO(2)], [O(2)], [SO(3)]}
P(I(T4) = {[1], [Z2], [Z3], [Z4], [D2], [D3], [D4], [SO(2)], [O(2)], [SO(3)]}
n ≥ 3, P(I(T2n)) = {[1], [Z2], · · · , [Z2n], [D2], · · · , [D2n], [SO(2)], [O(2)], [SO(3)]}
Les classes d’isotropie spatiales de T2n sous l’action de SO(3) sont :
n 2 ≥ 3
S(I(T2n)) {[T ], [O]} {[T ], [O], [I]}
On peut résumer ces résultats dans la table suivante :
n 1 2 ≥ 3
#I(S2n) 3 8 2(2n+ 1)
#I(T2n) 6 12 4n+ 5
On a ensuite
Théorème 4.4.3. Etant donné deux entiers naturels p, q tels que p + q = 2n et deux
espaces de tenseurs E1 et E2 tels que
Sp ⊂ E1, Sq ⊂ E2.
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Alors les classes d’isotropies de l’espace E1⊗E2, sous l’action du groupe SO(3), sont les
mêmes que les classes d’isotropie de l’espace T2n :
I(E1 ⊗ E2) = I(T2n).
Lorsque p ≥ 3, les classes d’isotopies de l’espace E1⊗s E1 sous l’action du groupe SO(3)
sont les mêmes que les classes d’isotropies de l’espace T2p :
p ≥ 3⇒ I(E1 ⊗s E1) = I(T2p).
Remarque 4.4.4. Le théorème ne traite pas des cas E1 ⊗s E1, avec p = 1, 2. En fait :
• Le cas p = 1 correspond simplement à l’espace S2(R3).
• Le cas p = 2 correspond au cas de l’espace des tenseurs d’élasticité, étudié à la
sous-section 4.3.2.
Application à la théorie du premier gradient de la déformation
Dans ce cadre, la loi de comportement fait intervenir 3 tenseurs, dont 2 sont d’ordre
pair : le tenseur d’élasticité C ainsi que le tenseur d’élasticité du second ordre A (d’ordre
6). En notant Soe l’espace associé aux tenseurs A, nous avons
Soe = T(ij)k ⊗s T(ij)k
Par le théorème 4.4.3, nous avons donc directement
I(Soe) = I(T6)
et donc
I(Soe) = {[1], [Z2], · · · , [Z6], [D2], · · · , [D6], [SO(2)], [O(2)], [T ], [O], [I], [SO(3)]}
qui possède 17 classes d’isotropie.
4.4.2. Isotropie des espaces de tenseurs d’ordre impair
On se place ici dans le cas où la loi de comportement étudiée est associée à un espace
de tenseurs E2n+1 d’ordre impair. Le groupe qui agit ici est le groupe O(3). Notons aussi
qu’une telle situation ne peut intervenir que dans le cas d’une loi de comportement
associé à un produit E1 ⊗ E2 non symétrique.
Tout comme dans le cas pair, on a [OA14]
S2n+1 ⊆ E2n+1 ⊆ T2n+1
Ensuite, nous avons [OA14] :
Lemme 4.4.5. Les classes d’isotropie planaires de T2n+1, sous l’action du groupe O(3),
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sont :
P(I(T1)) = {[O(2)−]}
n ≥ 1, P(I(T2n+1)) =
{
[1], [Z2], · · · , [Z2n+1], [Dv2], · · · , [Dv2n+1], [Z−2 ], · · · , [Z−4n],
[D2], · · · , [D2n+1], [Dh4 ], · · · , [Dh2(2n+1)],
SO(2)], [O(2)], [O(2)−], [SO(3)], [O(3)]
}
avec :
∀n ≥ 2, #P(I(T2n+1)) = 10n+ 6 (4.4.1)
Lemme 4.4.6. Les classes d’isotropie spatiales de T2n+1 sous l’action du groupe O(3)
sont :
n 1 2 ≥ 3
S(I(T2n+1)) {[O−]} {[T ], [O−], [O]} {[T ], [O−], [O], [I]} (4.4.2)
On peut résumer ces résultats dans la table suivante :
n 1 2 ≥ 3
#I(T2n+1) 17 29 10(n+ 1) (4.4.3)
Notons T2n+1? le supplémentaire de la composante isotypique de H0 dans T2n+1. On
peut montrer [OA14] qu’un tel espace possède les mêmes classes d’isotropie que l’espace
T2n+1, à l’exception de la classe [SO(3)] :
n 1 2 ≥ 3
#I(T2n+1? ) 16 28 10n+ 9
Théorème 4.4.7. Etant donné deux entiers naturels p, q tels que p+ q = 2n+ 1 et deux
espaces de tenseurs E1 et E2 tels que
Sp ⊂ E1, Sq ⊂ E2.
Alors les classes d’isotropies de l’espace E2n+1 := E1⊗E2, sous l’action du groupe O(3),
sont données par
• Les classes d’isotropie de T2n+1? lorsque E1 = A2k+1 (resp. E2 = A2k+1) est un
espace de tenseurs d’ordre impair dont la décomposition harmonique ne contient
que des espaces d’ordre impair et E2 = B2l (resp. E1 = B2l) est un espace de ten-
seurs d’ordre pair dont la décomposition harmonique ne contient que des tenseurs
d’ordre pair ;
• Les classes d’isotropie de T2n+1 dans tous les autres cas.
Remarque 4.4.8. La première situation intervient dès lors que E2n+1 est obtenu à partir
de deux espaces de tenseurs complètement symétriques. Il s’agit par exemple du cas de
la piézoélectricité, pour lequel E1 = S2 et E2 = S1. On a donc I(Piez) = I(T3?) :
I(Piez) =
{
[1], [Z2], [Z3], [Dv2], [Dv3], [Z−2 ], [Z−4n], [D2], [D3],
Dh4 ], [Dh6 ], [SO(2)], [O(2)], [O(2)−], [O−], [O(3)]
}
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Application à la théorie du premier gradient de la déformation
Nous reprenons à nouveau la théorie du premier gradient de la déformation (sec-
tion 1.1.3). Il reste à établir les classes d’isotropie de l’espace Cef de tenseurs de cou-
plage élastique M (d’ordre 5). On sait en fait qu’un tel espace est obtenu à partir du
produit S2 ⊗ T(kl)m, produit dans lequel T(kl)m est isomorphe à l’espace Piez, dont la
décomposition harmonique (voir sous-section 3.1.2) est donnée par H3 ⊕ H2∗ ⊕ 2H1. Il
contient donc un espace de tenseur d’ordre pair. Le théorème 4.4.7 montre donc que
l’espace Cef possède 29 classes d’isotropie :
I(Cef) = I(T5) =
{
[1], [Z2], · · · , [Z5], [Dv2], · · · , [Dv5], [Z−2 ], · · · , [Z−8 ], [D2], · · · , [D5],
Dh4 ], · · · , [Dh10], [SO(2)], [O(2)], [O(2)−], [T ], [O−], [O], [SO(3)], [O(3)]
}
4.A. Opérations de clips sur les sous-groupes fermés de
SO(3)
Nous donnons ici les preuves concernant les opérations de clips des sous-groupes fer-
més de SO(3). L’idée centrale est de raisonner sur les axes caractéristiques de ces sous-
groupes (sous-section 3.2.1).
4.A.1. Sous-groupes planaires
Sous-groupes cycliques
Lemme 4.A.1. Etant donné deux entiers naturels m et n plus grands que 2 et deux
axes a et b :
• Si a 6= b alors Zan ∩ Zbm = 1.
• Si a = b alors, en notant d := gcd(m,n), on a Zan ∩ Zbm = Zad.
Démonstration. Notons g ∈ Zan∩Zbm, avec a 6= b. Les axes a et b sont engendrés par deux
vecteurs propres non colinéaires de g associés à la valeur propre 1. Comme det g = 1, la
troisième valeur propre est aussi 1 et donc g = Id, ce qui montre la première partie du
lemme. Si nous prenons maintenant une rotation appartenant à Zan∩Zam, alors l’angle de
cette rotation est de la forme θ = 2lpi
n
= 2rpi
m
où r et l sont des entiers. Ainsi lm = rn
et, en notant m = dm1 et n = dn1, on a nécessairement lm1 = rn1. Comme m1 et n1
sont premiers entre eux, on en déduit que
l = αn1 et donc θ =
2lpi
n
= 2αpi
d
∈ Z0d.
L’inclusion réciproque est évidente, ce qui permet d’en déduire le lemme.
Une application directe du lemme 4.A.1 à l’intersection Z0n ∩ (gZ0mg−1) entraîne :
Lemme 4.A.2. Etant donné deux entiers naturels n et m, on note d = gcd(n,m), alors
[Zn]} [Zm] = {[1], [Zd]}
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Sous-groupes diédraux
Lemme 4.A.3. Etant donné deux entiers naturels n et m, on note d := gcd(n,m) et
d2(m) := gcd(m, 2), alors
[Dn]} [Zm] =
{
[1], [Zd2(m)], [Zd]
}
.
Démonstration. Considérons dans un premier temps l’intersection Γ = D0n∩Zam. Comme
D0n = Z0n
⊎n
l=1 Z
bl
2 :
• lorsque Oz = a, on a Γ = Z0n ∩ Z0m et il suffit donc d’appliquer le lemme 4.A.1 ;
• lorsque, pour un certain entier l, a = bl, alors Z0n ∩ Zam = 1 et il suffit donc de
considérer l’intersection Zb2 ∩ Zam, qui se réduit à l’identité dès que m est impair.
Lemme 4.A.4. Etant donné deux entiers naturels n et m, on note d := gcd(n,m) et
d2(m) := gcd(m, 2) ; d2(n) := gcd(n, 2) ; dz :=
{
2 si d = 1
1 sinon
.
Alors [Dn]} [Dm] =
{
[1], [Zd2(n)], [Zd2(m)], [Zdz], [Zd], [Dd]
}
.
Démonstration. On doit ici étudier les intersections
Γ = D0n ∩ (gD0mg−1),
où
D0n = Z0n
n⊎
l=1
Zbl2 , gD0mg−1 = Zam
m⊎
l=1
Zgbl2 .
On doit donc étudier les cas suivants :
• lorsque Oz = a et Ox = gbl pour un certain entier l : si d = 1 alors Γ = Zb02 ;
• lorsque Oz = a et Ox 6= gbl, alors Γ = Z0d ;
• lorsque Oz = gbl pour un certain entier l : si n est pair alors Γ = Z2, sinon Γ = 1.
On obtient le même résultat lorsque l’axe principal de gD0mg−1 coïncide avec un
axe secondaire de D0n.
4.A.2. Opérations de clips sur les sous-groupes maximum et
exceptionnels
Nous considérons ici les sous-groupes T 0, O0, I0, SO(2)0 et O(2)0. Dans chacun de
ces cas, nous allons utiliser des résultats concernant leur sous-groupes propres [IG84].
Nous résumons ces résultats par le diagramme ci-dessous d [AKP14] :
d. Les flèches de la figure 4.7 traduisent une relation d’ordre partiel en termes de classes de conjugai-
son.
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Figure 4.7. – Relation d’ordre partiel sur des classes de sous-groupes de SO(3)
Sous-groupe du tétraèdre
On reprend ici la décomposition 3.2.2 :
T 0 = Zvt13 unionmulti Zvt23 unionmulti Zvt33 unionmulti Zvt43 unionmulti Zet12 unionmulti Zet22 unionmulti Zet32 .
Lemme 4.A.5. Pour tout entier naturel n non nul, on note d2(n) := gcd(n, 2) et
d3(n) := gcd(3, n) ; nous avons alors [Zn]} [T ] =
{
[1], [Zd2(n)], [Zd3(n)]
}
.
Démonstration. On doit étudier l’intersection T 0 ∩ Zan. Selon le lemme 4.A.1, pour que
l’intersection ne se réduise pas à l’identité, l’axe principal de Zan doit nécessairement être
un axe de sommet ou d’arête du tétraèdre. On utilise ce même lemme pour conclure.
Lemme 4.A.6. Pour tout entier naturel n non nul, on note d2(n) := gcd(2, n) et
d3(n) := gcd(3, n). Alors [Dn]} [T ] =
{
[1], [Z2], [Zd3(n)], [Dd2(n)]
}
.
Démonstration. Notons Γ = T 0 ∩ (gD0ng−1). Nous utilisons ici les axes principaux et
secondaires du sous-groupe diédral :
gD0ng−1 = Zan
n⊎
l=1
Zbl2 .
Rappelons aussi que les axes de sommet du tétraèdre sont notés vti et que les axes de
ses arêtes sont notés etj . Γ est nécessairement un sous-groupe de T 0. De plus :
• lorsque 3 | n et a = vti, alors Γ = Z3 est maximal ;
• lorsque 2 | n, il existe une rotation g telle que a = etj et dans ce cas, si b = etj ,
alors Γ = D2, sinon Γ = Z2.
• dans tous les autres cas, si nous avons b = etj , alors Γ = Z2.
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Lemme 4.A.7. On a [T ]} [T ] = {[1], [Z2], [Z3], [T ]}.
Démonstration. On doit ici étudier l’intersection Γ = T 0 ∩ (gT 0g−1). Pour cela, nous
utilisons des arguments exploitant à la fois les sous-groupes de T 0 et les axes caractéris-
tiques du tétraèdre.
• Dans un premier temps, on peut trouver une rotation g telle qu’aucun axe ne
coincide et donc Γ = 1 ;
• Sinon on peut trouver une rotation autour d’un axe de face ou d’arête telle que
seul cet axe est laissé invariant. Dans ce cas Γ = Z2 ou bien Γ = Z3, selon l’axe
laissé invariant.
• Si maintenant on a Γ ⊃ D2, alors on en déduit que g transforme deux axes d’arête
en deux axes d’arête. On peut alors permuter ces deux axes (tout en laissant T 0
fixe) et supposer que g laisse les axes vt1 and vt2 fixes. On en déduit ainsi que g
fixe nécessairement l’axe vt3 et donc que gT 0g−1 = T 0. Dans ce cas on a alors
Γ = T 0.
Sous-groupe du cube
On reprend ici la décomposition (3.2.3)
O0 =
3⊎
i=1
Zfci4
4⊎
j=1
Zvcj3
6⊎
l=1
Zecl2 .
En reprenant la démonstration exploitée dans le cas du tétraèdre, on a directement :
Lemme 4.A.8. Pour tout entier naturel n non nul, on note
d2(n) = gcd(n, 2) ; d3(n) = gcd(n, 3) ; d4(n) =
{
4 si 4 | n
1 sinon
.
Alors on a [Zn]} [O] =
{
[1], [Zd2(n)], [Zd3(n)], [Zd4(n)]
}
.
Lemme 4.A.9. Pour tout entier naturel n non nul, on note
d2(n) := gcd(n, 2) ; d3(n) := gcd(n, 3) ; d4(n) :=
{
4 si 4 | n
1 sinon
.
Alors [Dn]} [O] =
{
[1], [Z2], [Zd3(n)], [Zd4(n)], [Dd2(n)], [Dd3(n)], [Dd4(n)]
}
.
Démonstration. On suit ici la même démarche que dans le cas du tétraèdre. L’objectif
dans ce cas est d’étudier les axes du cube et du sous-groupe diédral. Les arguments sont
toujours les mêmes. Nous ne détaillons que le cas où 4 - n, 3 | n et n est impair :
• lorsque a = vcj , alors b = fcj implique Γ = D3 et sinon on obtient Γ = Z3.
• lorsque a = fcj = 0, alors b = fcj implique Γ = Z2 et sinon on obtient Γ = 1.
• enfin, lorsque a = ecj , alors b = ecj ou b = fcj implique Γ = Z2.
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Lemme 4.A.10. On a [T ]} [O] = {[1], [Z2], [Z3], [T ]}.
Démonstration. On note Γ = O0∩ (gT 0g−1). Dans ce cas, Γ est nécessairement un sous-
groupe commun à O0 et à gT 0g−1. Il est donc conjugué à l’un des sous-groupes 1, Z2,
Z3, D2 ou T . Ensuite :
• soit on considère une rotation g autour d’un axe d’arête de T 0 (qui est un axe
commun avec le cube) qui ne fixe que cet axe et dans ce cas Γ = Z2 ;
• soit on considère une rotation g autour d’un axe de sommet de T 0 (qui est un axe
commun avec le cube) qui ne fixe que cet axe et dans ce cas Γ = Z3 ;
• dès que Γ ⊃ D2, nous avons nécessairement Γ = T 0.
Lemme 4.A.11. On a [O]} [O] = {[1], [Z2], [D2], [Z3], [D3], [Z4], [D4], [O]}.
Démonstration. Pour l’étude de l’intersection Γ = O0∩(gO0g−1), nous utilisons aussi des
arguments basés sur les sous-groupes. Certaines situations sont néanmoins plus subtiles :
• soit on considère une rotation g qui ne fixe qu’un axe d’arête, on a Γ = Z2 ;
• soit on considère une rotation qui ne fixe qu’un seul axe d’arête, on a Γ = Z3 ;
• soit on considère une rotation qui ne fixe qu’un et un seul axe de face (voir fi-
gure 4.8(a)) ; dans ce cas Γ = Z4 ;
• soit on considère une rotation qui fixe un axe de face et qui transforme une axe
d’arête en un axe de face. Il suffit pour cela de considérer la rotation g = Q
(
e1; pi4
)
et dans ce cas Γ = Ze14 unionmulti Ze32 = D4 (c.f. figure 4.8(b)) ;
• si nous prenons g = Q
(
e3;
pi
4
)
◦Q
(
e1;
pi
4
)
, on obtient directement Γ = D2. On
remarque en effet dans ce cas que seuls gfc3 = ec6, gec1 = fc1 et gec2 = ec5 (c.f.
figure 4.8(c)).
• si nous prenons g = Q(vc1, pi), on a Γ = D3 où vc1 est un axe principal et ec5 un
axe secondaire.
• enfin si Γ ⊃ T 0 alors g fixe nécessairement les trois axes d’arête du tétraèdre et
donc g fixe le cube C0 donc Γ = O0.
b b
bb
b b
bb
b
b
b
b
b
b
b
b
b
(a) O0 ∩ (gO0g−1) = Z4
b b
bb
b b
bb
b
b
b
b
b
b
b
b
b
(b) O0 ∩ (gO0g−1) = D4
bA1
bA2
bA3
bA4
bA5
bA6
bA7
bA8
ba1
ba2
b
a3
b
a4
b
a5
ba6
(c) O0 ∩ (gO0g−1) = D2
Figure 4.8. – Etude de l’intersection O0 ∩ (gO0g−1)
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Sous-groupe du dodécaèdre
On reprend la décomposition (3.2.4)
I0 =
6⊎
i=1
Zfdi5
10⊎
j=1
Zvdj3
15⊎
l=1
Zedl2 .
Par les mêmes arguments que ceux développés dans le cas du cube et du tétraèdre, on a
directement :
Lemme 4.A.12. Pour tout entier naturel n non nul, on note
d2 := gcd(n, 2) ; d3 := gcd(n, 3) ; d5 := gcd(n, 5).
Alors on a [Zn]} [I] = {[1], [Zd2 ], [Zd3 ], [Zd5 ]}.
Ensuite :
Lemme 4.A.13. Pour tout entier naturel n non nul, on note
d2 := gcd(n, 2) ; d3 := gcd(n, 3) ; d5 := gcd(n, 5).
Alors on a [Dn]} [I] = {[1], [Z2], [Zd3 ], [Zd5 ], [Dd2 ], [Dd3 ], [Dd5 ]}.
Démonstration. Pour l’étude de l’intersection I0 ∩ (gD0ng−1), on utilise encore des argu-
ments sur les axes :
• si a = ftj ou a = vtj , alors Γ ∈ {Zd3 ,Zd5 ,Dd3Dd5} ;
• si a = etj , alors Γ ∈ {Zd2 ,Dd2}.
Par des arguments sur les axes secondaires de gD0ng−1, on peut toujours avoir Z2 comme
intersection.
Lemme 4.A.14. On a [T ]} [I] = {[1], [Z2], [Z3], [T ]}.
Démonstration. On doit étudier l’intersection I0∩ (gT 0g−1). Il est clair que, par l’inclu-
sion T 0 ⊂ I0, ce cas se réduit aux classes de l’opération [T ]} [T ]. Si cette intersection
contient un sous-groupe de D2, on exploite le fait que
D2 = Zget12 unionmulti Zget32 unionmulti Zget32
où geti sont les trois axes d’arête du tétraèdre gT0. Ces trois axes peuvent correspondre
à trois axes perpendiculaires du dodécaèdre. Après permutation de ces axes, qui laisse
fixe le dodécaèdre, on peut supposer que ces trois axes sont en fait engendrés par les
trois vecteurs e1, e2, e3. Mais alors, dans ce cas, les sommets du tétraèdre correspondent
aux sommets du cube imbriqué dans le dodécaèdre. Et donc, dans ce cas, l’intersection
est le sous-groupe T lui-même.
Lemme 4.A.15. On a [O]} [I] = {[1], [Z2], [Z3], [D3], [T ]}.
Démonstration. Nous devons étudier l’intersection Γ = I0 ∩ (gO0g−1). On considère
pour cela les classes de sous-groupes communes à [O] et à [I]. De telles classes sont
données par la figure 4.7. Dans un premier temps, il est clair que, si le cube associé
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au sous-groupe (gO0g−1) est imbriqué dans le dodécaèdre, alors Γ = T . Sinon, nous
pouvons trouver une rotation g telle que Γ contienne D3. En effet, il suffit pour cela que
g transforme un axe de sommet vc1 du cube sur un axe de sommet vd5 du dodécaèdre et
un axe d’arête ec5 du cube sur un axe d’arête ed7 du dodécaèdre. Par des arguments de
maximalité, on en déduit que Γ = D3. On doit ensuite examiner le cas des sous-groupes
D2, Z3 et Z2 :
• lorsque Γ ⊃ D2, alors, après permutation des axes du dodécaèdre, on peut supposer
que g laisse fixe les trois axes correspondants aux vecteurs de base. Or, ces axes
correspondent à des rotations d’ordre deux du dodécaèdre. Ainsi, dans ce cas, g
fixe le cube C0 et donc gO0g−1 = O0, auquel cas Γ = T .
• on peut trouver une rotation g autour d’un axe de sommet, par exemple vd5, telle
que Γ = Z3 ;
• enfin, comme ci-dessus, on peut trouver une rotation autour d’un axe d’arête telle
que Γ = Z2.
Lemme 4.A.16. On a [I]} [I] = {[1], [Z2], [Z3], [Z5], [D3], [D5], [I]}.
Démonstration. On note Γ = I0 ∩ (gI0g−1). On doit étudier les classes [T ], [D3], [D5],
[D2], [Z3], [Z5] et [Z2] :
• lorsque Γ ⊃ T ou Γ ⊃ D2, alors Γ contient les trois rotations d’ordre deux autour
des axes des coordonnées, qui sont trois axes d’arête du dodécaèdre. Après per-
mutation de ces axes, on en déduit que g laisse fixe trois axes perpendiculaires et
donc g laisse fixe I0, ainsi Γ = I ;
• on peut trouver une rotation g autour d’un axe d’arête telle que Γ = Z2. Un même
argument permet d’obtenir Z3 et Z5.
• si on prend une rotation g d’ordre deux autour de l’axe vd3, on vérifie que cette
rotation ne fixe que les axes vd3, ed6, ed8 et ed15 et donc Γ = D3.
• si on prend une rotation g d’ordre deux autour de l’axe de face fd1, on vérifie
directement que cette rotation ne fixe que les axes fd1, ed7, ed11, ed12 et ed14 et
donc Γ = D5.
4.B. Opérations de clips sur les sous-groupes fermés de O(3)
Remarquons dans un premier temps que −1 ∈ O(3) agit sur un espace vectoriel V
soit en tant que −IdV , soit en tant que IdV . Le second cas se ramène à une action du
groupe SO(3) que nous avons étudié précédemment. Dans le premier cas, on remarque
que, pour tout vecteur v,
(−1) ·v = −v.
Ainsi, aucun sous-groupe d’isotropie ne peut contenir−1 et donc on exclu de notre étude
les sous-groupes de type II. Ensuite, le lemme suivant se démontre directement :
Lemme 4.B.1. Pour tout sous-groupe H1 de type III et pour tout sous-groupe H2 de
type I, on a
H1 ∩ Σ2 = (H1 ∩ SO(3)) ∩H2.
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A l’aide de ce lemme et des résultats de la section 4.A, on peut en déduire toutes les
opérations de clips entre les sous-groupes de type I et ceux de type III. Nous devons
ensuite étudier le cas de chacun des sous-groupes de type III. Notons avant cela
Zσ1 := 1 ; Z−1 := 1; Dv1 := 1.
Les preuves, que nous ne détaillerons pas entièrement, exploitent les mêmes idées géo-
métriques que dans la section 4.A.
Lemme 4.B.2. Pour tout entier n ≥ 2, on a
[Dvn]}
[
Z−2
]
=
[
Dh2n
]
}
[
Z−2
]
=
[O−]} [Z−2 ] = [O(2)−]} [Z−2 ] = {1, [Z−2 ]} .
Et en notant
i(n) := 3− gcd(2, n) =
{
1 si n est pair
2 si n est impair
on a [
Z−2n
]
}
[
Z−2
]
=
{
1,
[
Z−i(n)
]}
.
Démonstration. Les deux premières opérations de clips sont immédiates. Pour la dernière
opération, il suffit de remarquer que σ = −Q(e3;pi) ∈ Z−2n uniquement lorsque n est
impair.
En utilisant des arguments basés sur les axes et les décompositions des sous-groupes,
on a le lemme suivant :
Lemme 4.B.3. Pour tout entier naturel n non nul, on définit i(n) comme dans le
lemme 4.B.2. Nous avons alors :
[O(2)−]} [Z−2n] =
{
[1], [Z−i(n)], [Zn]
}
; [O(2)−]} [Dvn] =
{
[1], [Z−2 ], [Dvn]
}
[O(2)−]} [Dh2n] =
{
[1], [Zi(n)], [Z−2 ], [Dvi(n)], [Dvn]
}
; [O(2)−]} [O−] =
{
[1], [Z−2 ], [Dv3], [Dv2]
}
[O(2)−]} [O(2)−] =
{
[Z−2 ], [O(2)−]
}
.
Cas des sous-groupes Z−2n
Pour toute la suite, on note
γ = Q
(
e3;
pi
n
)
. (4.B.1)
Lemme 4.B.4. Pour tout entier m et n, on note d = gcd(n,m). Alors
1. ou bien d = 1, n et m sont impairs, auquel cas
(−γZ0n) ∩ (−γZ0m) = {−Q(e3;pi)} ;
2. ou bien d 6= 1, n
d
et
m
d
sont impairs, auquel cas
(−γZ0n) ∩ (−γZ0m) = −γZd;
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3. sinon (−γZ0n) ∩ (−γZ0m) = ∅.
Démonstration. Prenons m1 et n1 tels que m = dm1 et n = dn1. Notons que l’intersec-
tion des sous-groupes est non vide si et seulement si il existe j et l tels que
(2j + 1) pi
dn1
= (2l + 1) pi
dm1
et alors (2j + 1)m1 = (2l + 1)n1.
Or cette égalité montre que ni n1 ni m1 ne peut être pair.
Ensuite, le lemme suivant est une conséquence directe du lemme 4.B.4 :
Lemme 4.B.5. Pour tout entier naturel n et m non nuls, on note d = gcd(n,m) et
i1(m,n) :=
2d si
n
d
et m
d
sont impairs
1 sinon
; i2(m,n) :=
1 si
n
d
et m
d
sont impairs
d sinon
.
Alors [
Z−2n
]
}
[
Z−2m
]
=
{
1,
[
Z−i1(m,n)
]
,
[
Zi2(m,n)
]}
.
Esquisse de la démonstration. L’idée est ici simplement de considérer le pgcd de m et
n, puis d’étudier la parité des entiers n
d
et m
d
: lorsqu’ils sont tous les deux impairs, on
sait que Z−2d ⊂ Z−2n et Z−2d ⊂ Z−2m. Mais alors, lorsque ces deux sous-groupes ont le même
axe principal, on en déduit que Z−2n ∩ Z−2m = Z−2d ; et dans ce cas l’opération de clips
donne
{
1,
[
Z−2d]
]}
. Mais nous pouvons aussi obtenir le sous-groupe Z−2 lorsque d = 1 et
les deux entiers m et n sont impairs. Dans les autres cas, nous ne pouvons avoir que
{1, [Zd]}.
Cas des sous-groupes Dvn
On rappelle ici la décomposition (3.2.6) :
Dvn := Z0n
n⊎
j=1
Z
σbj
2 .
Rappelons aussi que le sous-groupe Z0n a pour axe principal l’axe Oz et notons b1 l’axe
secondaire engendré par e1. Pour toute rotation g ∈ SO(3), on note a l’axe engendré par
ge3. On rappelle aussi qu’on note
Z−2m(a) := gZ−2mg−1.
Lemme 4.B.6. Pour tout entier n ≥ 2 et m ≥ 2, on note
i(m) := 3− gcd(2,m) =
{
1 si m est pair
2 si m est impair
et d = gcd(n,m).
Alors
[Dvn]}
[
Z−2m
]
=
{
1,
[
Z−i(m)
]
, [Zd]
}
.
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Démonstration. Il faut étudier l’intersection
Γ = Dvn ∩ Z−2m(a).
Par construction même de Z−2m(a), on a :
Z−2m(a) = Zam ∪ (−γZam).
Et donc, seuls deux cas sont à étudier :
• ou bien a 6= Oz, auquel cas le seul cas non trivial intervient lorsque −γZam contient
une réflexion −Q(x;pi) où x engendre l’un des axes bj . Cette situation ne peut
intervenir que lorsque ge3 = x et m est impair (ceci afin que Q(e3;pi) soit une
rotation de Z2m). Ainsi, dès que m est impair, Z−2 est un conjugué de Γ.
• ou bien a = Oz, auquel cas Γ se réduit à l’intersection Z0n ∩ Z0m, ce qui donne
directement Z0d où d = gcd(m,n).
Un argument basé sur les axes principaux et secondaires donne directement le lemme
suivant :
Lemme 4.B.7. Pour tout entier n ≥ 2 et m ≥ 2, on note d = gcd(n,m). On a alors
[Dvn]} [Dvm] =
{
1,
[
Z−2
]
, [Dvd] , [Zd]
}
.
Cas des sous-groupes Dh2n
Nous utilisons essentiellement le lemme suivant qui se démontre par un calcul direct :
Lemme 4.B.8. Pour tout entier naturel n non nul, on note
Dh2n = Z−2n
n−1⊎
j=0
Zpj2
n−1⊎
j=0
Z
σqj
2
avec
qj = Q
(
e3;
(2j + 1)pi
2n
)
, pj = Q
(
e3;
jpi
n
)
, j = 0 · · · (n− 1)
Alors
• si n est pair, il existe deux couples d’axes pk, pl, puis qr, qs, tels que
pk ⊥ pl, qr ⊥ qs, pi 6⊥ qj , ∀i, j.
• Si n est impair il existe un couple pi, qj d’axes perpendiculaires, sachant de plus
que
pk 6⊥ pl, ∀k 6= l, qr 6⊥ ql, ∀r, l.
A l’aide d’arguments sur les axes et du lemme 4.B.4, on aboutit à :
Lemme 4.B.9. Pour tout entier n ≥ 2 et m ≥ 2, on note d2(m) = gcd(m, 2),
i(m) =
{
1 si m est pair
2 sinon
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et d = gcd(n,m). Alors
• Si n
d
ou
m
d
est pair,
[Dh2n]} [Z−2m] =
{
1, [Zd2(m)], [Z
−
i(m)], [Zd]
}
.
• Si n
d
et
m
d
sont impairs,
[Dh2n]} [Z−2m] =
{
1, [Zd2(m)], [Z
−
i(m)], [Z
−
2d]
}
.
Par des arguments sur les axes, la parité et le lemme 4.B.8, on obtient :
Lemme 4.B.10. Pour tout entier n ≥ 2 et m ≥ 2, on note
i(m,n) :=
{
2 si m est pair et n est impair
1 sinon
; d2(m) := gcd(m, 2)
Alors on a
[Dh2n]} [Dvm] =
{
[1],
[
Zσi(m)
]
,
[
Zd2(m)
]
,
[
Dvi(m,n)
]
, [Zd] , [Dvd]
}
.
Des arguments du même type permettent aussi d’obtenir le lemme suivant :
Lemme 4.B.11. Pour tout entier naturel m et n non nuls, on note d = gcd(n,m) et
∆ = [Dh2n]} [Dh2m].
Alors :
• Pour toute valeur de d :
◦ Si m et n sont pairs, on a ∆ ⊃ {[Z2], [D2]} ;
◦ Si m et n sont impairs, on a ∆ ⊃
{
[Z−2 ]
}
;
◦ Sinon ∆ ⊃ {[Z2], [Dv2]} ;
• Si d = 1, alors
◦ Si m et n sont impairs, on a ∆ ⊃ {[Dv2]} ;
◦ sinon m ou n est pair et ∆ ⊃
{
[Z2], [Z−2 ]
}
;
• Si d 6= 1, alors
◦ Si m
d
et n
d
sont impairs, on a ∆ ⊃
{
[Z−2d], [Dh2d]
}
;
◦ Sinon m
d
ou n
d
est pair et ∆ ⊃ {[Zd], [Dd], [Dvd]} ;
Cas du sous-groupe O−
Par de simples arguments sur les axes, nous avons :
Lemme 4.B.12. Pour tout entier naturel n non nul, on note d3(n) = gcd(3, n). Alors
• Si n est impair
[O−]} [Z−2n] =
{
[1], [Z−2 ], [Zd3(n)]
}
.
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• Si n = 2 + 4k, k ∈ N
[O−]} [Z−2n] =
{
[1], [Z−4 ], [Zd3(n)]
}
.
• Si n est pair et 4 - n
[O−]} [Z−2n] =
{
[1], [Z2], [Zd3(n)]
}
.
Lemme 4.B.13. Pour tout entier naturel n non nul, on note d2(n) = gcd(n, 2) et
d3(n) = gcd(n, 3). Alors nous avons
[O−]} [Dvn] =
{
[1], [Z−2 ], [Zd3(n)], [D
v
d3(n)], [Zd2(n)], [D
v
d2(n)]
}
.
Ensuite, à l’aide du lemme 4.B.4 et d’arguments sur les axes :
Lemme 4.B.14. Pour tout entier naturel n non nul, on note d3(n) := gcd(n, 3)
• Si n est pair et n = 2 + 4k, k ∈ N
[O−]} [Dh2n] =
{
[1], [Z−4 ], [Dh4 ], [Zd3(n)], [D
v
d3(n)]
}
.
• Si n est pair et 4 | n alors
[O−]} [Dh2n] =
{
[1], [Z2], [D2], [Dv2], [Zd3(n)], [D
v
d3(n)]
}
.
• Si n est impair alors
[O−]} [Dh2n] =
{
[1], [Z2], [Z−2 ], [D2], [Dv2], [Zd3(n)], [D
v
d3(n)]
}
.
Lemme 4.B.15. On a
[O−]} [O−] =
{
[1], [Z−2 ], [Z−4 ], [Z3]
}
.
4.C. Normalisateurs des sous-groupes fermés de O(3)
Pour tout sous-groupe fermé H de SO(3), son normalisateur dans SO(3) est défini par
N(H) :=
{
g ∈ SO(3), gHg−1 = H
}
.
Nous avons [AKP14] :
Lemme 4.C.1. Les normalisateurs des sous-groupes fermés de SO(3) sont donnés par
N(SO(3)) = SO(3), N(O(2)) = O(2), N(SO(2)) = O(2),
N(O) = O, N(I) = I, N(T ) = O,
N(1) = SO(3), N(Zn) = O(2) for n ≥ 2,
N(Dn) = D2n for n ≥ 3,
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et N(D2) = O. De plus, les groupes quotients associés sont donnés par
N(SO(3))/SO(3) = 1, N(O(2))/O(2) = 1, N(SO(2))/SO(2) = Z2,
N(O)/O = 1, N(I)/I = 1, N(T )/T = Z2,
N(1)/1 = SO(3)), N(Zn)/Zn = O(2) for n ≥ 2,
N(Dn)/Dn = Z2 for n ≥ 3,
et N(D2)/D2 = S3, est le groupe symétrique à 3 éléments.
Si on se donne maintenant un sous-groupe fermé H de O(3), on note NO(H) son
normalisateur dans O(3) :
NO(H) :=
{
g ∈ O(3), gHγ−1 = H
}
On note pi le projecteur naturel de O(3) sur SO(3). On a alors le lemme suivant [CLM90] :
Lemme 4.C.2. Pour tout sous-groupe fermé H de O(3)
NO(H) = N(pi(H)) ∩N(H ∩ SO(3))⊕ Z2
Lemme 4.C.3. Les normalisateurs des sous-groupes de O(3) de type III sont donnés
par
NO(Z−2 ) = O(2)⊕ Z2, NO(Z−2n) = O(2)⊕ Z2, NO(Dv2) = D4 ⊕ Z2
NO(Dvn) = D2n ⊕ Z2(n ≥ 3), NO(Dh2n) = D2n ⊕ Z2(n ≥ 2), NO(O−) = O ⊕ Z2,
NO(O(2)−) = O(2)⊕ Z2
De plus, les groupes quotients sont donnés par
NO(Z−2 )/Z−2 = O(2)⊕ Z2 NO(Z−2n)/Z−2n = O(2)⊕ Z2 NO(Dv2)/Dv2 = Z2 ⊕ Z2
NO(Dvn)/Dvn = Z2 ⊕ Z2(n ≥ 3) NO(Dh2n)/Dh2n = Z2 ⊕ Z2(n ≥ 2) NO(O−)/O− = Z2
NO(O(2)−)/O(2)− = Z2
Démonstration. Par le lemme 4.C.2 et les résultats de [AKP14 ; IG84], on en déduit la
première partie du lemme. Ensuite, pour le groupe quotient NO(Z−2 )/Z−2 , on exploite le
fait que Z2 = {1,−σ}. De plus, nous savons que
O(2) = SO(2) ∪ σSO(2).
Ensuite, pour (g, ε) ∈ NO(Z−2 ) = O(2)⊕ Z2, on définit
ψ1(g, ε) = (ϕ1(g), κ1(g)ε)
où ϕ1 est le projecteur O(2) = N(Z2) −→ N(Z2)/Z2. On définit ensuite
κ1(g) =
{
1 si g ∈ SO(2)
−1 si g ∈ σSO(2) .
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On vérifie alors que ψ1 est un morphisme surjectif dont le noyau est exactement O(2).
Cela permet d’obtenir le premier groupe quotient.
Ensuite, pour le quotient NO(Dh2n)/Dh2n, on exploite la rotation r2n d’angle
pi
n
autour
de l’axe des z. Ainsi, on a
D2n = Dn ∪ (r2nDn) et Dh2n = Dn ∪ (−r2nDn)
et donc on peut exploiter le même type de morphismes que précédement. On démontre
tous les autres cas de la même façon, excepté le cas du sous-groupe Dv2. Pour ce dernier
cas, on trouve une preuve dans [CLM90].
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5. Invariants et covariants des formes
binaires
D’après le théorème de Hilbert 2.3.5, les algèbres d’invariants d’espaces de tenseurs
sont de type fini. Un tel résultat est en fait la généralisation d’un résultat précédemment
établi par Gordan [Gor68] au sujet des algèbres de covariants des formes binaires, dont
la preuve est constructive.
Au cœur de cette preuve figure la méthode symbolique qui s’interprète naturellement
en termes de morphimes équivariants définis sur des produits tensoriels de formes bi-
naires. On établit alors que certaines familles de projecteurs de Clebsch–Gordan, en-
core appelé transvectants, forment des bases (vectorielles) naturelles de ces morphismes
équivariants. Un covariant étant un morphisme équivariant défini sur des tenseurs symé-
triques, on en déduit ainsi une famille génératrice infinie de l’algèbre des covariants.
La preuve de finitude de Gordan consiste à réduire cette famille génératrice, ce qui
se fait par l’intermédiaire des covariants moléculaires. Il s’agit d’une représentation gra-
phique de certains covariants obtenus à partir de morphismes équivariants représentés
par des molécules.
Nous proposons ensuite de redémontrer, par des approches élémentaires d’algèbre
linéaire, des relations importantes sur les covariants : les séries de Gordan ainsi que les
relations quadratiques d’Abdesselam–Chipalkatti.
5.1. Théorie classique des invariants
La théorie classique des invariants a pour origine des travaux de Gauss [Gau86] ou
encore de Boole [Boo41], au XIXe siècle. La problématique a était initialement portée sur
le caractère fini de l’algèbre des invariants (ou des covariants) des formes binaires, mais
aussi sur la détermination explicite d’une famille génératrice éventuelle. Nous reprenons
donc cette approche effective au vu des objectifs fixés par notre travail, qui consiste no-
tamment à déterminer une famille génératrice finie des invariants de l’élasticité.
Cette section présente les notions et résultats de base de cette théorie classique des
invariants. Le lecteur peut se reporter à [GY10 ; Olv99 ; Stu08] pour plus de détails.
Nous avons déjà défini dans la sous-section 3.3.2 les espaces vectoriels complexes de
formes d-aires. Nous allons maintenant nous placer dans le cas spécifique des formes
binaires.
Définition 5.1.1. L’espace vectoriel complexe des formes binaires de degré n, noté Sn,
a. De nombreux articles et travaux abordent à la fois l’aspect historique de cette théorie [Par89 ;
Cri86 ; Cri88], mais aussi son aspect sociologique [Fis66] ou encore épistémologique [Bon04].
113
est l’espace des polynômes homogènes de degré n sur C2. On écrit b :
f(x) :=
n∑
i=0
(
k
k − i
)
aix
k−iyi, (x, y) ∈ C2.
Il s’agit d’un espace vectoriel de dimension n+ 1.
Nous avons sur Sn une action naturelle des groupes GL(2,C), SL(2,C) et SU(2). Pour
tout élément g de l’un de ces groupes, cette action est donnée par
(g · f)(x) := f(g−1 ·x). (5.1.1)
Un résulat classique de la théorie des représentations des groupes [FH91 ; Olv99 ; Ste94]
nous assure que la représentation de chacun de ces groupes sur Sn est irréductible.
Nous pouvons maintenant introduire la notion d’invariants et de covariants de formes
binaires. Déjà, l’action de SL(2,C) sur Sn entraîne une action naturelle de SL(2,C) sur
l’algèbre C[Sn]. Pour tout polynôme p ∈ C[Sn] on note :
(g ·p)(f) := p(g−1 · f).
Définition 5.1.2. Pour tout espace V := Sn1 ⊕ · · · ⊕ Sns de formes binaires, l’algèbre
des polynômes SL(2,C)-invariants est définie par
Inv(V ) := C[V ]SL(2,C) = {p ∈ C[V ], g ·p = p, ∀g ∈ SL(2,C)}.
On peut ensuite considérer l’action naturelle de SL(2,C) sur l’espace V⊕C2 et l’algèbre
des covariants :
Définition 5.1.3. Pour tout espace V := Sn1 ⊕ · · · ⊕ Sns de formes binaires, l’algèbre
des covariants de V est définie par :
Cov(V ) := C[V ⊕ C2]SL(2,C).
L’algèbre Cov(V ) possède une bigraduation naturelle, l’une en les coefficients de la
forme f ∈ V , appelée degré du covariant, et l’autre en les variables (x, y) ∈ C2, appelée
ordre du covariant. Pour deux entiers naturels d et k quelconques, on notera Covd,k(V )
le sous-espace vectoriel formé des covariants de degré d et d’ordre k. En particulier,
Inv(V ) correspond aux covariants d’ordre 0. On peut ainsi écrire
Cov(V ) =
⊕
d≥0,k≥0
Covd,k(V ).
Remarquons aussi que, lorsque V = Sn1 ⊕ · · · ⊕ Sns (s ≥ 2), les algèbres Inv(V ) et
Cov(V ) possèdent une multigraduation en chaque fi ∈ Sni .
Remarque 5.1.4. Le déterminant sur C2, préservé par SL(2,C), fournit un isomorphisme
entre C2 et son dual S1 = (C2)∗. Ainsi
C[V ⊕ C2]SL(2,C) ' C[V ⊕ S1]SL(2,C) = Inv(V ⊕ S1).
b. La présence des coefficients binomiaux a pour seul objectif de simplifier les calculs.
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Exemple 5.1.5. Soit une forme quadratique f(x) = a0x2 + 2a1xy+a2y2. Alors, pour tout
élément
g :=
(
α β
γ δ
)
∈ SL(2,C),
on a
(g · f)(x) = (δ2a0 − 2δγa1 + γ2a2)x2 + 2[(αδ + βγ)a1 − αγa2 − βδa0]xy
+ (β2a0 − 2αβa1 + α2a2)y2.
Par un calcul direct, on vérifie que le discriminant
∆(f) = 4(a21 − a0a2)
est un invariant. Pour un élément g ∈ GL2(C), notons que
∆(g · f) = (det(g))−2∆(f).
Remarquons alors que, dans l’approche classique [Olv99], on étudie en fait l’action du
groupe GL2(C) sur l’espace Sn. Dans ce cas, un invariant I est caractérisé par la relation
I(g · f) = (det(g))−wI(f), pour un certain poids w.
Il est clair que, pour tout entier naturel n, la forme f ∈ Sn est un covariant de degré 1
et d’ordre n. Ensuite, le lemme suivant est une conséquence direct du lemme 5.2.1
Lemme 5.1.6. Pour tout entier n ≥ 2, le Hessien d’une forme f , défini par
∂2f
∂x2
∂2f
∂y2
−
(
∂2f
∂x∂y
)2
,
est un covariant de degré 2 et d’ordre 2n− 4.
Remarque 5.1.7. La notion de covariant peut être définie dans un cadre bien plus géné-
ral [KP00]. Si on se donne, en effet, deux représentations linéaires V et W d’un même
groupe G, on peut définir un covariant de V de type W comme une application G
équivariante V −→ W ; c’est-à-dire une application telle que le diagramme suivant soit
commutatif :
V
g

//W
g

V //W
Dans le cas des formes binaires, tout covariant d’ordre k est associé à un morphisme
SL(2,C) équivariant
h : V −→ Sk.
En fixant une base xiyk−i (i = 0, · · · , k) de Sk, un tel covariant est de degré d si on peut
écrire
h(f)(x) =
k∑
i=0
hi(f)xiyk−i,
où chaque hi(f) est un polynôme de degré d en les coordonnées de f ∈ V .
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Par cette remarque, on peut donc voir un covariant de degré d comme un morphisme
équivariant de l’espace Sd(V ) (produit tensoriel symétrique) dans Sk. On note
MorSL(2,C)(Sd(V ),Sk) ∼ Covd,k(V )
l’espace vectoriel associé à ces morphismes.
Rappelons alors la décomposition de Clebsch–Gordan sur les espaces de formes bi-
naires :
Théorème 5.1.8 (Clebsch–Gordan). Pour tout entier naturel n et p, il existe un iso-
morphisme SL(2,C) équivariant entre Sn ⊗ Sp et
min(n,p)⊕
r=0
Sn+p−2r
Par ce théorème, on en déduit que, pour 0 ≤ r ≤ min(n, p), l’espace
MorSL(2,C)(Sn ⊗ Sp, Sn+p−2r)
est de dimension 1. Il existe donc un unique projecteur (modulo un facteur près)
pir : Sn ⊗ Sp −→ Sn+p−2r
qui correspond à l’opération de transvection.
Ces observations sont au cœur de la méthode symbolique, qui consiste donc à travailler
sur des morphismes équivariants définis sur des produits tensoriels (non symétriques). La
difficulté majeure consiste ensuite à quotienter par le groupe symétrique. Nous revien-
drons sur ces questions dans les sous-section 5.2.2 et 5.3.2.
Notons qu’il existe aussi la notion de semi-invariants, qui concerne des invariants du
groupe de Borel B+ ⊂ GL(2,C) défini par :
B+ :=
{(
1 t
0 1
)
, t ∈ C
}
.
Définition 5.1.9. L’algèbre des polynômes semi-invariants est l’algèbre C[V ]B+ des
polynômes B+ invariants sur V .
En fait, cette algèbre s’identifie à l’algèbre des covariants [Bri96] :
Proposition 5.1.10. Pour tout espace V de formes binaires, l’algèbre des covariants
Cov(V ) est isomorphe à l’algèbre C[V ]B+ des polynômes semi-invariants.
Remarque 5.1.11. On peut exhiber un tel isomorphisme à l’aide du monôme de tête d’un
covariant :
h(f ,x) 7→ ϕ(h)(f) := h(f , (1, 0)), Cov(V ) −→ C[V ]B+ .
On définit ensuite la réciproque sur chaque composante Sn ⊂ V . Pour cela, on note
(a0, a1, · · · , an) les coordonnées d’une forme binaire f ∈ Sn, et on définit l’opérateur
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différentiel c
∆ := na1
∂
∂a0
+ (n− 1)a2 ∂
∂a1
+ (n− 2)a3 ∂
∂a2
+ . . .
Pour tout p ∈ C[Sn]B+ , on note (α1, α2) (où α1 ≥ α2) le poids de p par rapport au
groupe des matrices diagonales. On définit alors
h :=
k∑
i=0
pixk−iyi, pi :=
1
i!∆
ip, k := α1 − α2,
et on peut vérifier directement que ϕ(h) = p. Notons que, dans ce cas, α2 est appelé le
poids du covariant h. Un autre approche [Bri96] consiste à écrire directement
h(f ,x) := 1
xα2
p(g(x) · f), g(x) :=
(
1 0
−y x
)
, x 6= 0,
sachant que cette quantité définie pour x 6= 0 s’étend naturellement en x = 0.
5.2. Covariants et morphismes SL2(C) équivariants
Nous détaillons ici comment réinterpréter le calcul symbolique des anciens en termes
de morphismes SL(2,C) équivariants. Comme nous l’avons déjà souligné dans la section
précédente, nous avons l’identification
Cov(V ) '
⊕
d≥0,k≥0
MorSL(2,C)(Sd(V ),Sk).
Mais par l’inclusion évidente
MorSL(2,C)(Sd(V ), Sk) ⊂ MorSL(2,C)(⊗d(V ), Sk),
nous pouvons considérer des morphismes définis sur des produits tensoriels non néces-
sairement symétriques. Pour construire de tels morphismes, les anciens utilisaient à la
fois des formes symboliques ainsi que des transvectants. Dans notre approche, nous allons
définir certains morphismes à l’aide de molécules d, qui donnent ainsi des représentations
graphiques des formes symboliques, ce qui nous permet ensuite de définir des covariants
moléculaires. La sous-section 5.2.3 précise le lien entre ces covariants moléculaires et les
transvectants.
En travaillant donc sur des morphismes, définis sur des produits tensoriels quelconque,
nous pouvons exploiter la décomposition de Clebsch–Gordan. Dans le cas d’un produit
tensoriel Sn ⊗ Sp, les composantes isotypiques (remarque 3.1.8) de la décomposition en
irréductibles ne contiennent qu’un seul espace. Dans le cas d’un produit tensoriel à plus
de trois brins, nous voyons apparaître des réécritures dans certaines composantes iso-
typiques, qui sont nécessairement à la base des relations (les fameuses syzygies) sur les
covariants.
c. Cet opérateur correspond à l’action d’un élément de l’algèbre de Lie de SL(2,C) sur C[Sn].
d. Notons que les molécules définies par Olver [Olv99] définissent des opérateurs différentiels et non
des morphismes équivariants. Ce point sera repris et détaillé dans la remarque 5.2.23.
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Mais en travaillant sur les espaces de morphismes, nous avons pu déterminer des bases
vectorielles (théorème 5.3.7) sur chacune de ces composantes isotypiques. Par passage au
quotient par le groupe symétrique, nous avons pu retrouver les séries de Gordan (propo-
sition 5.3.11) et les relations quadratiques d’Abdesselam–Chipalkatti (théorème 5.3.14).
Notons que l’une des difficultés de cette théorie, du moins dans son aspect effectif, est
justement ce passage au quotient : que ce soit par le calcul symbolique ou par le calcul
umbral [KR84], la symétrisation des relations reste le passage le plus délicat.
5.2.1. Opérateurs bi-différentiels et transvectants
Dans un premier temps, nous définissons l’opérateur de Cayley, qui est un opérateur
bi-différentiel agissant sur le produit tensoriel de deux formes binaires e :
Ωαβ :=
∣∣∣∣∣∣∣∣∣
∂
∂xα
∂
∂xβ
∂
∂yα
∂
∂yβ
∣∣∣∣∣∣∣∣∣ =
∂2
∂xα∂yβ
− ∂
2
∂yα∂xβ
(5.2.1)
Nous avons directement [Olv99] :
Lemme 5.2.1. Pour tout entier n et p plus grands que 1, l’opérateur de Cayley
Ωαβ : Sn ⊗ Sp −→ Sn−1 ⊗ Sp−1
est un opérateur SL(2,C) équivariant.
Définition 5.2.2. Etant donné deux couples de variables xα,xβ, on définit l’opérateur
de polarisation σαβ par
σαβ := xα
∂
∂xβ
+ yα
∂
∂yβ
(5.2.2)
On note aussi
σα := x
∂
∂xα
+ y
∂
∂yα
, σ˜α := xα
∂
∂x
+ yα
∂
∂y
Nous avons directement [Olv99] :
Lemme 5.2.3. Pour tout symbole α, β, γ, · · · , ε, les opérateurs de Cayley Ωαβ,Ωαγ , · · ·
et les opérateurs de polarisation σα, σβ, · · · commutent. De plus, pour tout symbole
α, β, γ, ε, on a
σαβσγε − σγεσαβ = δγβσαε − δαεσγβ
Ωαβσγε − σγεΩαβ = δγβΩαε − δαγΩβε
Enfin, on définit un opérateur de trace :
µ : h(xα,xβ) 7→ h(x,x), Sn ⊗ Sp −→ Sn+p.
e. Bien évidemment, un tel opérateur est défini sur l’espace des fonctions analytiques complexes mais
nous nous limitons au cas des formes binaires.
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En l’absence d’ambiguïté, on désigne par la même lettre µ cet opérateur de trace, quelque
soit les symboles qui interviennent. Dans le cas contraire, nous noterons
µλ(f(xα,xβ)) := [f(xα,xβ)]|xα=xβ=xλ .
Notons que, lorsque r > min(n, p), l’opérateur Ωrαβ est nul sur Sn ⊗ Sp.
Définition 5.2.4. Un triplet (n, p, r) d’entiers naturels est dit admissible si r ≤ min(n, p).
Définition 5.2.5 (Transvectants). Etant donné deux formes binaires f ∈ Sn et g ∈ Sp
ainsi qu’un entier naturel r quelconque, on définit le transvectant d’index r des formes
f et g comme étant la forme binaire
(f ,g)r :=
(n− r)!
n!
(p− r)!
p! µ ◦ Ω
r
αβ(f(xα)g(xβ)) ∈ Sn+p−2r.
Si le triplet (n, p, r) est admissible, le morphisme associé à cette opération est appelé
projecteur de Clebsch–Gordan
pir : Sn ⊗ Sp −→ Sn+p−2r
f ⊗ g 7−→ pir(f ⊗ g) := (f ,g)r . (5.2.3)
Remarque 5.2.6. La définition des transvectants que nous adoptons est celle donnée dans
les textes classiques [GY10]. Sans découpler les variables du produit de deux formes
binaires f(x)g(x), on a la formule directe
(f ,g)r =
(n− r)!
n!
(p− r)!
p!
r∑
i=0
(−1)i
(
r
i
)
∂rf
∂r−ix∂iy
∂rg
∂r−iy∂ix
.
Comme souligné plus haut, l’espace vectoriel associé à ces morphismes étant de dimen-
sion 1, ils se déduisent les uns des autres par un facteur multiplicatif. On trouve ainsi
dans [Olv99] une autre définition des transvectants, à savoir la forme binaire
µ ◦ Ωrαβ(f(xα)g(xβ)) (5.2.4)
Remarque 5.2.7. Par l’isomorphisme
Cov(Sn) '
⊕
d≥0,k≥0
MorSL(2,C)(Sd(Sn),Sk)
on peut obtenir tous les covariants de degré 2 d’une forme binaire, provenant des mor-
phismes MorSL(2,C)(⊗2(Sn),Sk), ce qui donne exactement comme covariants les trans-
vectants
(f , f)2, (f , f)4, . . .
Les transvectants d’indices impairs étant clairement nul, du fait de l’antisymétrie de
l’opérateur de Cayley.
Un des enjeux consiste à étudier comment on peut effectivement décomposer un pro-
duit tensoriel Sn ⊗ Sp. C’est en fait à partir des transvectants qu’on peut obtenir un tel
isomorphisme explicite entre Sn ⊗ Sp et ⊕min(n,p)r=0 Sn+p−2r. Avant cela, il nous faut définir
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certaines notations, puis donner quelques résultats techniques. A l’aide de ces notations
et de ces résultats, on peut alors exhiber des sections des projecteurs de Clebsch–Gordan
(proposition 5.2.13).
Définition 5.2.8. Pour deux couples de variables xα,xβ on désigne par (xαxβ) la
quantité
(xαxβ) := xαyβ − yαxβ.
De même, en notant a = (a0, a1) ∈ C2 et b = (b0, b1) ∈ C2, on désigne par (ab) le
déterminant
(ab) := a0b1 − a1b0.
Remarque 5.2.9. Si nous donnons pour f ∈ Sn et g ∈ Sp des puissances de formes
linéaires
f(xα) = (axα)n := (a0xα + a1yα)n, g(xβ) = (bxβ)n := (b0xβ + b1yβ)p
on a directement, pour tout r ≤ min(n, p)
((axα)n, (bxβ)n)r = (ab)r(ax)n−r(bx)n−r. (5.2.5)
La méthode symbolique consiste à ne considérer que des puissances de formes linéaires,
le transvectant de deux formes étant défini dans [GY10] par (5.2.5).
Notons d’ailleurs que les puissances de formes linéaires jouent un rôle particulier pour
l’espace des formes binaires :
Lemme 5.2.10. Les puissances des formes linéaires engendrent l’espace vectoriel Sn.
Démonstration. L’idée est d’exprimer chaque forme xn−iyi (i = 1, · · · , n−1) en fonction
de puissances de formes linéaires. Pour cela, notons ζ une racine n-ième de l’unité et i0
un entier compris entre 1 et n− 1. On peut alors directement établir que
n−1∑
k=0
ζk(n−i0)(x+ ζky)n =
n∑
i=0
(
n−1∑
k=0
(ζi+n−i0)k
)(
n
i
)
xn−iyi.
Or, comme la somme des puissances de ζi+n−i0 est nulle sauf pour i = i0, on en déduit
le lemme.
Décomposition de Clebsch–Gordan explicite
Le lemme suivant s’obtient par un simple calcul :
Lemme 5.2.11. Pour tout triplet (n, p, r) d’entiers naturels admissibles et pour tout
élément h ∈ Sn ⊗ Sp homogène de degré n− r en xα et homogène de degré p− r en xβ,
on a
Ωαβ(xαxβ)rh = r(n+ p− r + 1)(xαxβ)r−1h+ (xαxβ)rΩαβh
D’où, par une récurrence directe :
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Corollaire 5.2.12. Pour tout triplet d’entiers (n, p, r) admissibles et pour tout élément
h ∈ Sn ⊗ Sp homogène de degré n− r en xα et homogène de degré p− r en xβ, on a
µ ◦ Ωjαβ [(xαxβ)rh] = 0, j < r
µ ◦ Ωrαβ [(xαxβ)rh] =
r!(n+ p− r + 1)!
(n+ p− 2r + 1)! h
Proposition 5.2.13. Pour tout triplet d’entiers (n, p, r) admissibles, le morphisme
ιr :=
n!
(n− r)!
p
(p− r)!
n+ p− 2r + 1
r!(n+ p− r + 1)!(xαxβ)
rσ˜n−rα σ˜
p−r
β , Sn+p−2r −→ Sn ⊗ Sp
est une section de pir, SL(2,C) équivariante.
Démonstration. Il est clair que ιr est SL(2,C) équivariant. On sait alors par le lemme
de Schur que
pir ◦ ιr : Sn+p−2r −→ Sn+p−2r
est soit nul soit une homothétie. En utlisant le corollaire 5.2.12, il suffit alors de vérifier
sur h := xn+p−2r que pir ◦ ιr est bien l’identité.
Corollaire 5.2.14. Pour toute forme binaire h ∈ Sn ⊗ Sp on a
h =
min(n,p)∑
r=0
ιr ◦ pir(h).
Ce qui donne, pour toute forme binaire f ∈ Sn et g ∈ Sp
f(xα)g(xβ) =
min(n,p)∑
r=0
λ(n, p, r)(xαxβ)rσ˜n−rα σ˜
p−r
β (f ,g)r
avec
λ(n, p, r) := n!(n− r)!
p
(p− r)!
n+ p− 2r + 1
r!(n+ p− r + 1)!
Démonstration. Il s’agit d’une conséquence directe de la proposition 5.2.13, en remar-
quant de plus que pour r 6= k on a pir ◦ ιk = 0.
Remarque 5.2.15. Ce résultat fournit une expression explicite de la décomposition de
Clebsch-Gordan. On pourra trouver des résultats similaires dans [Abd12 ; AC09] et
[Fla83 ; Kir76]. Une telle décomposition figure aussi dans [GY10].
5.2.2. Covariants moléculaires
Les transvectants, l’opérateur de Cayley et les opérateurs de polarisation (5.2.5,5.2.1
et 5.2.2) permettent de construire de façon naturelle des morphismes SL(2,C) équiva-
riants. Pour ne plus faire apparaître l’opérateur de trace et pour obtenir des relations
simples sur les opérateurs, nous travaillerons désormais avec le projecteur de Clebsch–
Gordan
pˆir := n!p!pir : Sn ⊗ Sp −→ Sn+p−2r,
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qui peut aussi s’écrire
pˆir = Ωrαβσn−rα σ
p−r
β
Un tel monôme sera représenté par un graphe orienté et coloré (digraphe coloré)
α β
r
où l’atome α (resp. β) est coloré par Sn (resp. Sp).
Plus généralement, pour un espace V = Sn1⊕ . . .⊕Sns de formes binaires, nous allons
définir des applications équivariantes, multilinéaires, de V sur un certain espace Sk à
partir de monômes en Ωαβ, σγ , . . . et étiquettées par des molécules (digraphes colorés).
Notons ainsi V(D) = {α, β, . . . , ε} l’ensemble des sommets d’un digraphe coloré D
et E(D) l’ensemble de ses arêtes. Chaque sommet α de D, aussi désigné par le terme
d’atome, est coloré par un facteur S(α) := Sn de V . Dans ce cas, la valence de α est
val(α) := n. Notons ensuite respectivement o(e), t(e) et w(e) l’origine, l’extrémité et le
poids d’une arête e ∈ E(D). Finalement, la valence de α dans le digraphe D est la valence
libre de l’atome α ∈ V(D) :
valD(α) := val(α)−
∑
α=o(e) or α=t(e)
w(e).
Définition 5.2.16. Le morphisme SL(2,C)–equivariant φD, défini par la molécule D est
donné par
φD :=

∏
e∈E(D) Ω
w(e)
o(e) t(e)
∏
α∈V(D) σ
valD(α)
α si valD(α) ≥ 0, ∀α ∈ V(D)
0 sinon
.
Lorsque φD 6= 0, il s’agit d’un morphisme de S(α)⊗ · · · ⊗ S(ε) vers Sk où k = valD(α) +
. . .+ valD().
Exemple 5.2.17. Soit V = Sn ⊕ Sp ⊕ Sq (n, p, q ≥ 4) et
D =
α β
γ
2 avec S(α) = Sn, S(β) = Sp, S(γ) = Sq
Dans ce cas, on a valD(α) = n − 3, valD(β) = p − 1, valD(γ) = q − 2 et la molécule D
représente le morphisme SL(2,C) equivariant :
ΩαβΩ2αγσn−3α σ
p−1
β σ
q−2
γ : Sn ⊗ Sp ⊗ Sq −→ Sr avec r = n+ p+ q − 6
Il existe des relations sur les morphismes φD, qui proviennent de certaines relations
fondamentales sur les opérateurs. Notons α, β, γ et δ quatre atomes de valence respec-
tive n1, n2, n3 et n4.
1. La première relation provient de l’égalité
Ωαβ = −Ωβα.
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Ce qui donne la relation graphique :
α β = − α β (5.2.6)
2. La deuxième provient de la relation de Plücker [Olv99] :
Ωαβσγ = Ωαγσβ + Ωγβσα. (5.2.7)
Ce qui donne la relation graphique :
α β
γ
=
α β
γ
+
α β
γ
(5.2.8)
3. La troisième provient aussi d’une relation de Plücker, à savoir
ΩαβΩγδ = ΩαδΩβγ + ΩαγΩδβ.
Ce qui donne la relation graphique :
α β
γδ
=
α β
γδ
+
α β
γδ
(5.2.9)
Remarque 5.2.18. Du fait de la première syzygie (5.2.6), on remarque que
α β
2k = α β2k , k ≥ 1
Pour toute la suite, on ne distinguera donc plus le sens des arêtes dans le cas d’un poids
pair et on notera :
α β
2k := α β2k
Pour chaque atome α ∈ V(D), notons fα ∈ S(α). On peut alors évaluer φD en fα⊗ . . .⊗
fε, ce qui donne par construction même un covariant
φD
 ⊗
α∈V(D)
fα
 ∈ Cov(V ). (5.2.10)
On a ainsi une application de l’ensemble des molécules vers Cov(V ).
Définition 5.2.19. Un covariant moléculaire D est l’image d’une molécule par cette
application. Une forme binaire fα ∈ S(α) = Sn associée à une couleur S(α) de D est
appelée un atome de valence n dans le covariant moléculaire D.
123
Exemple 5.2.20. On fixe un espace V = Sn et on considère la molécule
D =
α β
γ
2
qui a donc pour image le covariant moléculaire
f f
f
2
Par les relations 5.2.8 et 5.2.6, nous avons
D =
α β
γ
+
α β
γ
2
= −
α β
γ
2 +
α β
γ
2 = −
α β
γ
2 −
α β
γ
2
En se plaçant dans S3(V ) (ce qui revient à faire agir le groupe des permutations à
trois élément), tous les symboles seront équivalents et donc toutes les molécules sont
équivalentes à D, ce qui donne
D = −D− D
3D = 0
On en déduit que
f f
f
2
= 0, f ∈ Sn
Remarque 5.2.21. La méthode symbolique consiste à travailler sur des covariants de puis-
sances de formes linéaires. Si on se donne par exemple trois formes (ax)n, (bx)p et (cx)q,
on peut considérer le covariant
(ab)(ac)2(ax)n−3(bx)p−1(cx)q−2.
En fait, un tel covariant s’interprète comme un covariant moléculaire obtenu à partir du
morphisme
ΩαβΩ2αγσn−3α σ
p−1
β σ
q−2
γ .
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Remarque 5.2.22. L’opérateur de polarisation
σα = x
∂
∂xα
+ y ∂
∂yα
agit en tant qu’homothétie sur une forme binaire f ∈ Sn. Ainsi, toute forme binaire f
correspond au covariant moléculaire
1
n! f  f .
Remarque 5.2.23 (Molécules et transvectants partiels). Etant donné des symboles
α1, β1, . . . , αn, βn, on peut définir l’opérateur différentiel
D :=
∏
i
Ωαiβi .
Un tel opérateur permet de définir le transvectant partiel [Olv99]
µ ◦ D(fα ⊗ · · · ⊗ fε).
Il y a alors une correspondance entre les molécules et les transvectants partiels. En effet,
à toute molécule D, on peut associer l’opérateur différentiel
D =
∏
e∈E(D)
Ωw(e)o(e) t(e).
On peut alors directement montrer que
φD =
 ∏
α∈V(D)
(valD(α))!
µ ◦ D (5.2.11)
Si nous prenons par exemple la molécule
D =
α β
γ
2 avec S(α) = Sn, S(β) = Sp, S(γ) = Sq
On a
φD = (n− 3)!(p− 1)!(q − 2)!µ ◦ D.
Ecrit en termes d’opérateurs, cela donne
ΩαβΩ2αγσn−3α σ
p−1
β σ
q−2
γ = (n− 3)!(p− 1)!(q − 2)!µ ◦ ΩαβΩ2αγ
Le théorème suivant est connu en tant que premier théorème fondamental [KR84 ;
Olv99] sur les forme binaires. Il a été démontré de multiples façon. On en trouve
ainsi une preuve dans Weyl [Wey97], dans Kraft–Procesi [KP00] ou encore dans Ol-
ver [Olv99]. Chacune de ces preuves utilisent une combinatoire assez complexe s’ap-
puyant sur l’identité de Capelli. On trouve aussi dans Kung–Rota [KR84] une preuve
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qui s’appuie sur le calcul Umbral. Dans notre approche, on peut le déduire du théo-
rème 5.3.10, démontré dans la sous-section 5.3.1 à partir de simples arguments d’al-
gèbre linéaire.
Théorème 5.2.24. Pour tout espace V de formes binaires, l’algèbre des covariants
Cov(V ) est engendrée par la famille (infinie) des covariants moléculaires.
Démonstration. Par le théorème 5.3.10, l’algèbre Cov(V ) est engendrée par la famille
composée des formes fi et des transvectants
(f1, f2)r1 , ((f1, f2)r1 , f3)r2 , . . . fi ∈ V, ri ∈ N.
Chaque forme fi est associée à une molécule (remarque 5.2.22) et on remarque qu’un
transvectant (f1, f2)r est exactement le covariant moléculaire
M = 1
n!p! f1 f2
r
De plus, par la propriété 5.2.27, tout transvectant ((f1, f2)r1 , f3)r2 se décompose en somme
de covariants moléculaires. On montre ainsi que le théorème 5.3.10 implique le théo-
rème 5.2.24.
5.2.3. Transvectants et covariants moléculaires
Rappelons qu’un transvectant est représenté par un simple covariant moléculaire :
(fα, fβ)r  
1
n!
1
p! fα fβ
r
, fα ∈ Sn, fβ ∈ Sp
Pour établir des relations plus générales entre les transvectants et les covariants mo-
léculaires, nous devons définir certaines opérations spécifiques sur les covariants molé-
culaires.
Définition 5.2.25. Etant donné deux covariants moléculaires D et E, r ≥ 0 un entier
et ν(r) un symbole, on définit le covariant moléculaire Mν(r), noté graphiquement
D E
ν(r)
comme étant un nouveau covariant moléculaire obtenu en attachant D et E avec r arêtes
d’une certaine façon ν(r).
Exemple 5.2.26. Soit des atomes fα, . . . , f de valence plus grande que 4. Notons
D = fβ fγfα
2 et E = fδ f
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On peut définir
D E
ν1(2)
=
fβ fγfα
fδ f
2
2
ou encore
D E
ν2(2)
=
fβ fγfα
fδ f
2
Par une application directe de la formule de Leibniz, on a [Olv99] :
Proposition 5.2.27. Etant donné un entier r ≥ 0 et deux covariants moléculaires D
et E, le transvectant (D,E)r est une combinaison linéaire de covariants moléculaires f
Mν(r), avec des coefficients rationnels positifs, pour chaque attache possible ν(r) entre
D et E :
(D,E)r =
∑
ν(r)
aν(r)Mν(r) (5.2.12)
où aν(r) ∈ Q+.
Remarque 5.2.28. Pour établir les expressions exactes des coefficients aν , il faut exploi-
ter le lien entre les covariants moléculaires et les transvectants partiels (5.2.11) de la
remarque 5.2.23. Illustrons ce principe à travers un exemple simple.
Fixons trois atomes fα, fβ, fγ de valence respective n, p, q ≥ 4 et notons
D = fα fβ
2 et E = fγ
Par la formule (5.2.11), on peut écrire
D = (n− 2)!(p− 2)!µ ◦ Ω2αβ(fα ⊗ fβ), E = q!fγ
où D est d’ordre n+ p− 2 et E est d’ordre q ; ainsi
(D,E)2 =
(n+ p− 4− 2)!
(n+ p− 4)!
(q − 2)!
q! µ ◦ Ω
2
κγ (Dκ ⊗Eγ)
= (n+ p− 6)!(n+ p− 4)!
(q − 2)!
q! (n− 2)!(p− 2)!q!µ ◦ Ω
2
κγ
[
µκ ◦ Ω2αβ(fα ⊗ fβ)⊗ fγ
]
f. Le covariant Mν(r) est appelée un terme dans [GY10].
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Mais alors [Olv99], on a
(D,E)2 = λ× µ ◦ [Ωαγ + Ωβγ ]2 Ω2αβ(fα ⊗ fβ ⊗ fδ), λ :=
(n+ p− 6)!
(n+ p− 4)!(q − 2)!(n− 2)!(p− 2)!
En développant on fait entre autre apparaître
µ ◦ Ω2αγΩ2αβ(fα ⊗ fβ ⊗ fγ) =
1
(n− 4)!(p− 2)!(q − 2)!
fα fβ
fγ
2
2
Et au final
(D,E)2 = aν(1)
fα fβ
fγ
2
2 + aν(2)
fα fβ
fγ
2
+ aν(3)
fα fβ
fγ
2
2
avec
aν1 =
λ
(n− 4)!(p− 2)!(q − 2)! , aν2 =
2λ
(n− 3)!(p− 3)!(q − 2)!
aν3 =
λ
(n− 2)!(p− 4)!(q − 2)!
Définition 5.2.29. Etant donné un covariant moléculaire D et un entier k ≥ 0, on
définit g Dµ(k) comme étant le covariant moléculaire obtenu en ajoutant k arêtes sur D
d’une certaine façon µ(k).
Exemple 5.2.30. Etant donné des atomes fα, fβ, fγ de valence plus grande que 4, notons
D =
fα fβ
fγ
2
On peut alors considérer
Dµ1(2) =
fα fβ
fγ
3
ou Dµ2(2) =
fα fβ
fγ
2
2
Proposition 5.2.31. Etant donné un entier r ≥ 0 et deux covariants moléculaires D et
g. Cette opération est appelée convolution dans [GY10].
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E, tout covariant moléculaire Mν(r) appartenant à la décomposition 5.2.12 de (D,E)r,
alors
Mν(r) = a(D,E)r +
∑
r′,k1,k2
ar′,k1,k1(D
µ1(k1),Eµ2(k2))r′ ,
avec a 6= 0, k1 + k2 + r′ = r étant constant et r′ < r.
Esquisse de preuve. On le démontre par récurrence sur r. Prenons par exemple le cas
r = 1 et un covariant moléculaire Mν(1) dans (D,E)1. Dans ce covariant moléculaire, il
existe une attache entre un atome fα1 de D et un atome fβ1 dans E. Notons Mµ(1) un
autre covariant moléculaire dans la décomposition de (D,E)1, avec une attache entre
fα2 6= fα1 dans D et fβ1 6= fβ2 dans E. Par la relation 5.2.8 nous avons
fα1 fα2
fβ2fβ1
=
fα1 fα2
fβ2fβ1
+
fα1 fα2
fβ2fβ1
où le dernier covariant moléculaire est un transvectant (D,E1)0. Par la même rela-
tion 5.2.8 nous avons :
fα1 fα2
fβ2fβ1
=
fα1 fα2
fβ2fβ1
+
fα1 fα2
fβ2fβ1
où le dernier covariant moléculaire est un transvectant (D1,E)0. Ainsi, tout covariant
moléculaire de la décomposition du transvectant (D,E)1 peut s’exprimer comme une
combinaison linéaire de Mν(1) et de transvectants (Da1 ,Ea2)0. Par la proposition 5.2.27
on peut donc écrire
(D,E)1 = λ1Mν(1) +
∑
λa1,a2(D
a1 ,Ea2)0, λ1 > 0
On a donc démontré le cas r = 1.
Exemple 5.2.32. Notons V = Sn (n ≥ 4) et les covariants moléculaires :
D = fα fβ
2 et E = fγ
Soit le transvectant (D,E)2 et le covariant moléculaire :
M =
fα fβ
fγ
2
2
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Par la proposition 5.2.31 :
M = a1
(
fα fβ
2
, fγ
)
2
+ a2
(
fα fβ
3
, fβ
)
1
+ a3
(
fα fβ
4
, fγ
)
0
5.3. Bases vectorielles de morphismes SL(2,C) équivariants
Nous exhibons dans cette section des bases vectorielles de morphismes sur les espaces
MorSL(2,C)(Sn1 ⊗ · · · ⊗ Sns , Sk).
De telles bases vectorielles sont issues de morphismes définis à partir de transvectants
itérés. Une fois ce résultat établi, on en déduit que les covariants d’un espace de formes
binaires sont algébriquement engendrés par les transvectants itérés (vus en tant que co-
variants). La difficulté, rappelons-le, est qu’une telle famille est infinie et nous devons
établir des relations algébriques pour réduire cette famille génératrice.
Dans la sous-section 5.3.1, nous obtenons donc une série de résultats d’algèbre linéaire
et dans la sous-section 5.3.2, nous montrons comment, à partir de ces résultats, on en
déduit certaines relations algèbriques sur les covariants, à savoir les séries de Gordan
et les relations quadratiques d’Abdesselam–Chipalkatti. Notons aussi que dans la sous-
section 5.2.3, nous montrons directement le premier théorème fondamental sur les formes
binaires, sans passer par l’identité de Capelli [Olv99 ; KP00].
5.3.1. Bases vectorielles de transvectants
Nous allons exhiber ici des bases vectorielles de projecteurs construits à partir de
transvectants itérés, définis à l’aide d’arbres binaires.
Pour un entier naturel s ≥ 1, notons ainsi Ys l’ensemble des arbres binaires possédant
s+ 1 feuilles.
Y0 = { } ; Y1 =
{
•
}
Y2 =

•
•
;
•
•

Pour un triplet (n, p, r) d’entiers admissibles, nous représentons le projecteur de Clebsch–
Gordan
pir : Sn ⊗ Sp −→ Sn+p−2r
f ⊗ g 7−→ pir(f ⊗ g) := (f ,g)r (5.3.1)
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à l’aide de l’arbre pondéré
T(n, p, r) :=
n p
r
Plus généralement, fixons un entier s ≥ 3, un arbre T ∈ Ys et un produit tensoriel
W = Sn1 ⊗ · · · ⊗ Sns . L’objectif va être de définir un projecteur
pi : W −→ Sk
où Sk est une composante irréductible (non nécessairement unique) de W .
Pour cela, on fixe un parenthésage sur le produit tensoriel Sn1 ⊗ · · · ⊗ Sns à l’aide d’un
arbre binaire T ∈ Ys. Ensuite, pour utiliser des transvectants, nous fixons des indices à
l’aide d’un s − 1 uplet r := (r1, r2, · · · , rs−1) ∈ Ns−1. Pour éviter toute ambiguïté, on
décide de pondérer les feuilles de T par le s uplet n := (n1, · · · , ns) en suivant l’ordre
gauche–droite et on décide de pondérer les nœuds de T par r, en suivant l’ordre gauche–
droite puis haut–bas. Cet arbre pondéré est noté T(n, r).
Exemple 5.3.1. On considère l’arbre binaire
T :=
•
• • • • •
• •
•
ainsi que les uplets n = (n1, n2, n3, n4, n5), r = (r1, r2, r3, r4). On définit alors
T(n, r) :=
r4
n1 n2 n3 n4 n5
r1 r2
r3
Définition 5.3.2. Pour tout l’arbre T à deux feuilles, un triplet (n, p, r) est dit T-
admissible s’il est admissible au sens classique (définition 5.2.4). Si
T(n, r) =
T1(n1, r1) T2(n2, r2)
r
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on dit que (n, r) est T-admissible si
(n1, r1) est T1-admissible
(n2, r2) est T2-admissible
0 ≤ r ≤ min(|n1| − 2|r1|, |n2| − 2|r2|)
Enfin, si
T(n, r) =
n1 T2(n2, r2)
r
on dit que (n, r) est T-admissible si{
(n2, r2) est T2-admissible
0 ≤ r ≤ min(n1, |n2| − 2|r2|)
Définition 5.3.3. Etant donné un arbre T et un uplet (n, r) T-admissible, le projecteur
pin,r associé à l’arbre pondéré T(n, r) est le projecteur SL(2,C) équivariant, défini à
partir du parenthésage fixé par T sur Sn1 ⊗ · · · ⊗ Sns et où chaque nœud de poids ri
défini un transvectant d’index ri.
pin,r : Sn1 ⊗ · · · ⊗ Sns −→ Sk, k = |n| − 2|r|
Exemple 5.3.4. L’arbre pondéré de l’exemple 5.3.1 est associé au projecteur
pi(n,r)(f1 ⊗ · · · ⊗ f5) = ((f1, f2)r1 , (f3, (f4, f5)r2)r3)r4
L’uplet (n, r) est T−admissible si et seulement si
0 ≤ r1 ≤ min(n1, n2)
0 ≤ r2 ≤ min(n4, n5)
0 ≤ r3 ≤ min(n3, n4 + n5 − 2r2)
0 ≤ r4 ≤ min(n1 + n2 − 2r1, n3 + n4 + n5 − 2(r2 + r3)
Dorénavant, on fixe un arbre binaire quelconque T ∈ Ys et un entier s ≥ 2.
Lemme 5.3.5. Pour tout s uplet n = (n1, · · · , ns) ∈ Ns, on a
Sn1 ⊗ · · · ⊗ Sns '
⊕
(n,r) T−admissible
S|n|−2|r|
Démonstration. Il suffit de remarquer que pour s = 2, on a directement
Sn1 ⊗ Sn2 '
⊕
(n1,n2,r) admissible
Sn1+n2−2r
En remarquant que tout arbre T ∈ Ys (s ≥ 3) peut s’écrire
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T =
T1 T2
r
une récurrence immédiate sur s permet de conclure.
Corollaire 5.3.6. Etant donné un entier naturel k, le nombre de composantes isoty-
piques de Sk dans Sn1 ⊗ · · · ⊗ Sns est donné par
dim MorSL(2,C)(Sn1 ⊗ · · · ⊗ Sns ,Sk) =
#{r ∈ Ns−1, (n, r) est T− admissible, 2|r| = |n| − k}
Démonstration. Nous savons que, dans la décomposition du produit tensoriel Sn1 ⊗
· · · ⊗ Sns en espaces SL(2,C) irréductibles, le nombre de composantes isotypiques de la
représentation Sk est un invariant donné par
dim MorSL(2,C)(Sn1 ⊗ · · · ⊗ Sns ,Sk).
Notons ensuite
R := {r ∈ Ns−1, (n, r) est T− admissible, 2|r| = |n| − k}.
Maintenant, par le lemme 5.3.5, nous avons
Sn1 ⊗ · · · ⊗ Sns '
⊕
(n,r) T−admissible
S|n|−2|r|
=
⊕
k
⊕r∈RSk
ce qui permet de conclure.
Théorème 5.3.7. La famille des projecteurs de Clebsch–Gordan pin,r tels que (n, r) soit
T-admissible et 2|r| = |n| − k correspond à une base de
MorSL(2,C)(Sn1 ⊗ · · · ⊗ Sns , Sk)
Démonstration. Par le corollaire 5.3.6, nous pouvons écrire
Sn1 ⊗ · · · ⊗ Sns =
⊕
k=|n|−2i, 0≤2i≤|n|
S⊕α(k)k
où
α(k) = #{r ∈ Ns−1, (n, r) est T− admissible, |r| = i}.
En remarquant que pour des représentations linéaires de dimension finie de SL(2,C),
MorSL(2,C)(E1 ⊕ E2, F ) ' MorSL(2,C)(E1, F )⊕MorSL(2,C)(E2, F )
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on en déduit par le lemme 5.3.5 que
MorSL(2,C)(Sn1 ⊗ · · · ⊗ Sns , Sk)
se décompose en somme directe d’espaces de dimension 1, chacun de ces espaces étant
engendré par un projecteur de Clebsch–Gordan pin,r où (n, r) est T-admissible et |r| =
i.
Remarque 5.3.8. Une telle preuve est directement adaptée d’une preuve figurant
dans [CFS95, Lemme 2.6.1] où les transvectants sont définis de manière duale.
Remarque 5.3.9. Nous pouvons bien sûr pondérer les feuilles de l’arbre T ∈ Ys par une
permutation quelconque σ ·n := (nσ−1(1), · · · , nσ−1(s)) du s uplet n = (n1, · · · , ns), ce
qui donnerait une autre base de l’espace
MorSL(2,C)(Sn1 ⊗ · · · ⊗ Sns , Sk)
Le théorème 5.3.7 permet d’obtenir directement un résultat central en théorie clas-
sique des invariants :
Théorème 5.3.10. Pour tout espace V = Sn1⊕. . .⊕Sns de formes binaires, l’algèbre des
covariants Cov(V ) est engendrée par la famille composée des formes binaires fi ∈ Sni
et fermée par opération de transvectants
(f1, f2)r1 , ((f1, f2)r1 , f3)r2 , ((f1, f2)r1 , (f3, f4)r2)r3 . . . fi ∈ V, ri ∈ N.
Un tel théorème fournit une famille génératrice infinie pour l’algèbre Cov(V ). Tout
l’enjeu consiste donc à pouvoir réduire une telle famille. Avant de décrire l’algorithme
de Gordan qui donne un moyen effectif d’en extraire une famille génératrice finie, nous
allons donner quelques relations essentielles qui ont été au cœur des calculs effectifs
des bases de covariants du XIXe siècle ainsi que des relations quadratiques obtenues
récemment [AC09].
5.3.2. Séries de Gordan et relations quadratiques
Nous allons ici exploiter les résultats d’algèbre linéaire établis précédemment pour en
déduire des relations sur les transvectants de formes binaires. Les preuves qui figurent
dans cette sous-section étant très techniques, nous proposons dans un premier temps
d’en donner les idées essentielles.
Que ce soit pour établir les séries de Gordan sur les covariants ou les relations quadra-
tiques d’Abdesselam–Chipalkatti, l’idée est d’exprimer un certain morphisme équivariant
dans deux bases vectorielles différentes de morphismes équivariants. Ensuite, il faut ob-
tenir les coordonnées de ce morphisme dans chacune de ces bases. Pour cela on évalue
ces relations vectorielles sur certaines formes binaires qui permettent d’obtenir un sys-
tème de Gauss sur les coefficients. Dans le cas des relations quadratiques d’Abdesselam–
Chipalkatti, il est aussi nécessaire de symétriser la relation vectorielle obtenue, puis de
vérifier que la relation ainsi obtenue n’est pas triviale.
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Séries de Gordan
Les séries de Gordan ont été particulièrement utilisées pour réduire les familles géné-
ratrices d’invariants ou de covariants [Gal80 ; Shi67]. La forme exacte de ces séries est
donnée dans le lemme 5.3.13 mais nous commençons par en donner une forme généra-
lisée.
Proposition 5.3.11. Etant donné trois entiers positifs non nuls n1, n2 et n3, on fixe
trois entiers e1, e2 et e3 tels que ei + ej ≤ nk, (i, j, k tous trois distincts). Il existe alors
des coefficients λi et µj tels que, pour toute forme binaire fi ∈ Sni,∑
i
λi((f1, f2)e3+i, f3)e1+e2−i =
∑
j
µj((f1, f3)e2+j , f2)e1+e3−j .
Les coefficients λi et µj s’obtiennent par un processus de récurrence de la manière sui-
vante. On définit les morphismes
ϕ := (n1 − e2 − e3)!(n3 − e1 − e2)!(n2 − e1 − e3)!
n1!e3!n3!(n2 − e3)! µ ◦ Ω
e3
αβΩ
e2
αγΩe1βγ (5.3.2)
ψi := f1 ⊗ f2 ⊗ f3 7→ ((f1, f2)e3+i, f3)e1+e2−i
υi := f1 ⊗ f2 ⊗ f3 7→ ((f1, f3)e2+i, f2)e1+e3−i,
puis les tenseurs
hi := xn1α xn2−e3−iβ y
e3+i
β y
n3
γ , gi := xn1α yn2β x
n3−e2−i
γ y
e2+i
γ .
Ce qui donne alors
λ0 =
ϕ(h0)
ψ0(h0)
, µ0 =
ϕ(g0)
υ0(g0)
λi =
ϕ(hi)−∑i−1k=0 λkψk(hi)
ψi(hi)
, µi =
ϕ(gi)−∑i−1k=0 µkυk(gi)
υi(gi)
(5.3.3)
Démonstration. Il suffit de remarquer que, par le théorème 5.3.7, la famille des projec-
teurs
f1 ⊗ f2 ⊗ f3 7→ ((f1, f2)i, f3)|e|−i
forme une base de MorSL(2,C)(Sn1 ⊗ Sn2 ⊗ Sn3 , S|n|−2|e|). Comme le morphisme ϕ défini
par (5.3.2) appartient à
MorSL(2,C)(Sn1 ⊗ Sn2 ⊗ Sn3 ,S|n|−2|e|),
on en déduit qu’il existe une famille de coefficients αi tels que
ϕ(f1 ⊗ f2 ⊗ f3) =
∑
i
αi((f1, f2)i, f3)|e|−i
Si on considère ensuite les formes f1 := xn1α et f2,i := xn2−iβ yiβ on remarque que
Ωαβ(f1 ⊗ f2,i) = 0, ∀i ≤ e3
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On peut donc en déduire, par récurrence, que α0 = α1 = · · · = αe3−1 = 0. Cela montre
donc que
ϕ(f1 ⊗ f2 ⊗ f3) =
∑
i
λi((f1, f2)e3+i, f3)e1+e2−i =
∑
i
λiψi
Si on évalue alors cette relation sur
h0 := xn1α xn2−e3β y
e3
β y
n3
γ
on remarque que
ψ0(h0) 6= 0, ψi(h0) = 0, ∀i > 0
On en déduit alors que
λ0 =
ϕ(h0)
ψ0(h0)
Puis, en évaluant sur
h1 := xn1α xn2−e3−1β y
e3+1
β y
n3
γ
on a
ψ1(h1) 6= 0, ψi(h1) = 0, ∀i > 1
ce qui permet d’obtenir le coefficient λ1 ; les autres coefficients s’obtiennent par les
formules de récurrences données par (5.3.3). On utilise la même preuve pour l’autre
partie du lemme.
Exemple 5.3.12. Si nous prenons
(n1, n2, n3) = (9, 8, 7), (e1, e2, e3) = (2, 3, 4)
on obtient
35((f1, f2)4, f3)5 +
70
9 ((f1, f2)5, f3)4 − 10((f1, f2)6, f3)3 − 2((f1, f2)7, f3)2
+76((f1, f2)8, f3)1 =
35((f1, f3)3, f2)6 + 14((f1, f3)4, f2)5 − 354 ((f1, f3)5, f2)4
−103 ((f1, f3)6, f2)3 + ((f1, f3)7, f2)2
Les séries de Gordan [GY10] sont un cas particulier des relations obtenues par la
proposition 5.3.11. Dans ce dernier cas, cependant, les coefficients peuvent être obtenus
explicitement.
Lemme 5.3.13 (Séries de Gordan). Etant donné trois entiers positifs non nuls n1, n2
et n3, on fixe trois entiers e1, e2 et e3 tels que ei + ej ≤ nk, (i, j, k tous trois distincts).
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Lorsque e1 = 0 ou e2 + e3 = n1, on a
∑
i
(
e2
i
)(
n2 − e1 − e3
i
)
(
n1 + n2 + 1− 2e3 − i
i
)((f1, f2)e3+i, f3)e1+e2−i =
(−1)e1
∑
i
(
e3
i
)(
n3 − e1 − e2
i
)
(
n1 + n3 + 1− 2e2 − i
i
)((f1, f3)e2+i, f3)e1+e3−i
Démonstration. Nous n’aborderons ce calcul que pour le cas où e1 = 0. On considère à
nouveau le morphisme
ϕ := (n1 − e2 − e3)!(n3 − e2)!(n2 − e3)!
n1!n2!n3!
µ ◦ Ωe3αβΩe2αγ
qui, par le théorème 5.3.7 se décompose déjà en
ϕ(f1 ⊗ f2 ⊗ f3) =
∑
i
λi((f1, f2)e3+i, f3)e2−i (5.3.4)
En prenant des puissances de formes linéaires
f1 := (axα)n1 , f2 := (bxβ)n2 , f3 := (cxγ)n3 ,
on remarque que
ϕ(f1 ⊗ f2 ⊗ f3) = (ab)e3(ac)e2(ax)n1−e2−e3(bx)n2−e3(cx)n3−e2
((f1, f2)e3+i, f3)e2−i = (ab)e3+i
(
(axν)n1−e3−i(bxν)n2−e3−i, (cxγ)n3
)
e2−i
et la relation (5.3.4) devient donc
(ac)e2(ax)n1−e2−e3(bx)n2−e3(cx)n3−e2 =
∑
i
(ab)i
(
(axν)n1−e3−i(bxν)n2−e3−i, (cxγ)n3
)
e2−i
(5.3.5)
Soit ensuite l’opérateur
Ωab :=
∂
∂a1
∂
∂b2
− ∂
∂a2
∂
∂b1
En notant κi :=
(
(axν)n1−e3−i(bxν)n2−e3−i, (cxγ)n3
)
e2−i on vérifie directement que
Ωabκi = 0, Ωab
[
(ab)iκi
]
= i(n1 + n2 − 2e3 − i+ 1)(ab)i−1κi
ce qui montre que
Ωiab
[
(ab)iκi
]
= i!(n1 + n2 − 2e3 − i+ 1)!(n1 + n2 − 2e3 − 2i+ 1)!κi (5.3.6)
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D’un autre côté, on a directement
Ωiab
[
(ac)e2(ax)n1−e2−e3(bx)n2−e3(cx)n3−e2
]
=
e2!(n2 − e3)!
(e2 − i)!(n2 − e3 − i)! (ac)
e2−i(ax)n1−e2−e3(bx)n2−e3−i(cx)n3−e2+i
cela permet, après avoir posé a = b, d’en déduire que
λi =
(
e2
i
)(
n2 − e1 − e3
i
)
(
n1 + n2 + 1− 2e3 − i
i
)
Pour obtenir le coefficient µi, on fait de même en appliquant l’opérateur Ωac.
Relations quadratique d’Abdesselam–Chipalkatti
Nous allons maintenant retrouver le [AC09, théorème 1.2]. On fixe pour cela deux
entiers m et n plus grand que 2 ainsi que deux formes binaires f1 ∈ Sm et f2 ∈ Sn. On
note enfin
uk := (f1, f2)k.
Théorème 5.3.14 (Abdesselam–Chipalkatti - 2009). Pour tout triplet (m,n, r) d’en-
tiers admissibles plus grands que 2, il existe des coefficients ki,j ∈ Q tels que
ur =
1
u0
∑
0≤i≤j<r
ki,j(ui, uj)r−i−j
Dans ce résultat, les coefficients ki,j sont obtenus à partir de formules qui sont, se-
lon les termes mêmes des auteurs, très compliquées. Nous allons pour notre part éta-
blir ce résultat en nous appuyant sur les résultats d’algèbre linéaire établis à la sous-
section 5.3.1 et nos coefficients seront obtenus par de simples processus de récurrence.
Théorème 5.3.15. Pour tout triplet (m,n, r) d’entiers admissibles plus grands que 2,
il existe des coefficients ci,j ∈ Q tels que
ur =
1
u0
∑
0≤i≤j<r
ci,j(ui, uj)r−i−j
En notant
c0 := 1− (−1)r

(
n
r
)
+
(
m
r
)
(
m+ n− r + 1
r
)

les coefficients ci,j s’obtiennent directement à partir des coefficients λi,j obtenus par les
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lemmes 5.3.17 et 5.3.18, selon les formules
ci,j =
λi,j + (−1)r−i−jλj,i
c0
, i 6= j
ci,i = λi,i
Exemple 5.3.16. Nous reprenons ici des exemples déjà traités dans [AC09]. En prenant
(m,n, r) = (5, 3, 2), les lemmes 5.3.17, 5.3.18 et le théorème 5.3.14 nous donnent la
relation
8
21u0u2 − (u0, u0)2 −
1
2(u0, u1)1 −
15
32u
2
1 = 0
qui est exactement la même relation que celle obtenue dans [AC09].
Lorsque (m,n, r) = (7, 5, 4) on obtient ici
−4363u0u4+(u0, u0)4 +
186
55 (u0, u2)2 +
5
6(u0, u3)1 +
35
12(u1, u1)2 +
7
11(u1, u2)1+
49
72u1u3 +
252
605u
2
2
Dans ce cas, nos coefficients sont différents de ceux obtenus par [AC09]. Comme souligné
dans cet article, cette situation n’est pas étonnante étant donné qu’il existe plusieurs
relations possibles obtenues à partir des mêmes transvectants ui.
Afin d’obtenir la preuve du théorème 5.3.14, nous devons préciser de nouvelles nota-
tions. Notons φ et ψi,j des morphismes équivariants du produit tensoriel Sn⊗Sm⊗Sn⊗Sm
dans l’espace S2m+2n−2r définis par
φ(f1 ⊗ f2 ⊗ f3 ⊗ f4) := (f1, f2)0(f4, f3)r (5.3.7)
et
ψi,j(f1 ⊗ f2 ⊗ f3 ⊗ f4) := ((f1, f4)i, (f3, f2)j)r−i−j (5.3.8)
D’après le théorème 5.3.7, la famille ψi,j forme une base de l’espace
MorSL(2,C)(Sn ⊗ Sm ⊗ Sn ⊗ Sm, S2m+2n−2r)
et donc il existe des coefficients λi,j tels que
φ =
∑
i,j
λi,jψi,j (5.3.9)
Lemme 5.3.17. Pour tout triplet (m,n, r) d’entiers admissibles plus grands que 2 on a
λ0,j = (−1)j n!(n− j)!
r!
(r − j)!
(m+ n− 2j + 1)!
j!(m+ n− j + 1)! (5.3.10)
λi,0 = (−1)i m!(m− i)!
r!
(r − i)!
(m+ n− 2i+ 1)!
i!(m+ n− i+ 1)! (5.3.11)
où 0 ≤ i ≤ r et 0 ≤ j ≤ r.
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Démonstration. On écrit la relation (5.3.9) pour
f1 := (axα)m, f2 := (bxβ)n, f3 := (cxγ)n, f4 := (axδ)m
ce qui donne
(ac)r(ax)m+n−r(bx)n(cx)m−r =
r∑
j=0
λ0,j(cb)j
(
(axα)m+n, (cxν)m−i(bxν)n−i
)
r−j
(5.3.12)
En appliquant l’opérateur Ωbc, on réexploite la relation (5.3.6) pour le membre de droite.
On remarque ensuite que
Ωjbc
[
(ac)r(ax)m+n−r(bx)n(cx)m−r
]
= (ax)m+n−r(cx)m−rΩibc [(bx)n(ac)r]
= n!i!(n− i)! (ax)
m+n−r+i(cx)m−r(bx)n−i(ac)r−i
En évaluant ensuite sur b = c, on obtient les coefficients λ0,j ; on fait de même pour les
autres coefficients en considérant cette fois les formes
f1 := (axα)m, f2 := (bxβ)n, f3 := (bxγ)n, f4 := (dxδ)m
et en appliquant ensuite successivement les opérateurs Ωiad.
Soit maintenant la famille ui,j ∈ Sn ⊗ Sm ⊗ Sn ⊗ Sm définie par :
ui,j := xmα ynβxjγym−jγ xn−iδ y
i
δ
On observe que ψi1,j1(ui,j) = 0 dès que i1 > i ou j1 > j, puis :
Lemme 5.3.18. Pour tout entier j ≥ 1 et i ≥ 1 on a
λi,j =
φ(ui,j)−∑i−1i1=1∑r−i1j1=0 λi1,j1ψi1,j1(ui,j) +∑j−1j1=0 λi,j1ψi,j1(ui,j)
ψi,j(ui,j)
Nous aurons ensuite besoin d’un simple résultat sur les coefficients binomiaux avant
de donner une preuve du théorème 5.3.14
Lemme 5.3.19. Pour tout triplet (m,n, r) d’entiers admissibles plus grands que 2 on a(
n
r
)
+
(
m
r
)
<
(
m+ n− r + 1
r
)
Démonstration. Dans le cas où m = n remarque que(
2n− r + 1
r
)
= (2n− r + 1)(2n− r) . . . (2n− r + 1− r + 2)2(n− r + 1)
2
(
n
r
)
= n(n− 1) . . . (n− r + 2)2(n− r + 1)
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Mais alors, pour tout entier k = 0 . . . r − 2, on a 2n− r + 1− k > n− k, ce qui permet
de conclure dans le cas m = n. Dans le cas où m > n on remarque que(
m+ n− r + 1
r
)
= 1
r! (m+ n− r + 1)(m− 1 + n− r + 1)
(m− 2 + n− r + 1) · · · (m− r + 1 + n− r + 1)
=
(
m
r
)
+ 1
r! (m− 1)(m− 2) · · · (m− r + 1)(n− r + 1) + α, α > 0
Mais comme m ≥ n+ 1 on a
1
r! (m− 1)(m− 2) · · · (m− r + 1)(n− r + 1) ≥
1
r!n(n− 1) · · · (n− r + 2)(n− r + 1)
ce qui conclut la preuve.
Preuve du théorème 5.3.15. Il suffit de considérer la relation (5.3.9) et de l’appliquer
pour f3 = f1 et f4 = f2. On remarque ensuite que le coefficient de u0ur est donné par
1− λ0,r − λr,0 = 1− (−1)r

(
n
r
)
+
(
m
r
)
(
m+ n− r + 1
r
)

mais par le lemme 5.3.19 on en déduit que ce coefficient est non nul, ce qui permet de
conclure la preuve.
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6. Méthodes effectives
Nous détaillons ici les différentes méthodes que nous avons utilisées pour déterminer
effectivement des familles génératrices finies d’algèbres d’invariants. Certaines d’entre
elles sont très générales car valables dans le cas de n’importe quel groupe linéaire réduc-
tif mais à notre connaissance, seuls des exemples très simples ont été traités à l’aide de
celles-ci [Stu08 ; Kem03].
Pour aborder le cas des espaces de tenseurs Piez et Ela, il s’est avéré que l’algorithme
de Gordan a été le plus efficace. Précisons aussi que, grâce à cet algorithme, nous avons
pu, pour la première fois, établir une famille génératrice minimale de covariants de
l’espace S6⊕S4⊕S2, qui comporte 494 éléments. Notons également que, dans un travail
en collaboration avec Reynald Lercier [OL14], nous avons pu obtenir de cette façon
et pour la première fois des familles génératrices minimales des algèbres Cov(S9) et
Cov(S10), ce qui ne restait à ce jour qu’une conjecture.
6.1. Préambule
Nous retiendrons essentiellement deux approches pour les calculs effectifs de familles
génératrices d’invariants : l’algorithme de Gordan et celle que nous appelons la mé-
thode de Hilbert. Il existe bien sûr d’autres approches. Celle développée par Bedra-
tyuk [Bed08 ; Bed09] utilise des méthodes infinitésimales sur les semi-invariants. Par
cette approche, les familles génératrices de covariants de S7 et S8 ont été retrouvées
mais à notre connaissance, les algorithmes utilisés ne possèdent pas de bornes effec-
tives [Bed11a]. On peut aussi trouver chez Olver [Olv99] une méthode appelée méthode
de Gordan mais qui ne doit pas être confondue avec l’algorithme original de Gordan.
Cette méthode, qui a été complétée et corrigée par Brini et al. [BRT06], ne possède pas
de temps d’arrêt effectif et ne peut s’appliquer qu’à la détermination d’une famille géné-
ratrice de covariants d’une forme binaire simple. En dernier lieu, nous pouvons évoquer
le travail de Kung–Rota [KR84], qui reformulent la méthode symbolique en termes de
calcul Umbral. Mais l’algorithme de calcul proposé dans cet article ne traite que des cas
les plus simples.
Ainsi, en faisant l’état des lieux sur les résultats effectifs obtenus pour les familles
génératrices de covariants de formes binaires, il semble que l’algorithme de Gordan et
la méthode de Hilbert soient les approches les plus efficaces.
La méthode de Hilbert est directement issue de la deuxième démonstration de fini-
tude de Hilbert [Hil90 ; Hil78] a. L’idée de cette preuve, qu’on peut trouver dans certains
traités classiques [Stu08], tient en quelques lignes, et s’appuie sur la noetheriannité de
a. Sa première démonstration fut sérieusement critiquée par ses contemporains pour son manque
d’effectivité. Ainsi, lorsque Gordan prit connaissance de cette preuve, il se serait écrié « Ce n’est pas de
la mathématique mais de la théologie ! » [Fis66]
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l’anneau C[V ]. Dans cette méthode, la première étape consiste à construire le lieu des
points où tous les invariants s’annulent, qui est une sous-variété affine de V appelée le
nilcône, notée NV . On considère alors l’idéal I(NV ) ⊂ C[V ] définit par ce nilcône. Par
noetheriannité, on sait que cet idéal est engendré par une famille finie I1, · · · , Im d’in-
variants. On montre alors que l’algèbre des invariants C[V ]G n’est rien d’autre que la
clôture intégral du sous module C[I1, . . . , Im] dans le corps des fractions C(V ) [Stu08].
Derksen [Der99] et Sturmfels [Stu08] proposent un algorithme directement issu de cette
approche mais il ne nous semble pas que cet algorithme ait conduit à des résultats nou-
veaux b.
Sans passer par le processus de clôture intégrale, il est néanmoins possible d’exploiter,
lorsque c’est possible, un système de paramètres de l’algèbre des invariants. En effet, une
fois obtenu un tel système de paramètres, la connaissance de la série de Hilbert et de la
structure de Cohen–Macaulay [HR74] de l’algèbre des invariants, permet d’en déduire
une borne sur les degrés des générateurs. C’est d’ailleurs par une telle stratégie que
Brouwer–Popovisciu [BP10a ; BP10b] ont obtenu de nouveaux résultats, notamment sur
les invariants des formes binaires de degré 9 et de degré 10. Mais la difficulté principale
réside dans la détermination d’un système de paramètres, étape pour laquelle nous ne
connaissons pas d’algorithme véritablement effectif [Log89 ; Has08]. De plus, dans le
cas des familles génératrices d’invariants joints, un résultat de Brion [Bri82] montre
qu’il ’existe pas, en général, de système de paramètres qui respecte la multigraduation.
Face à toutes ces difficultés, il nous a donc paru essentiel de comprendre l’approche dite
des « anciens » qui, malgré tout, avaient obtenu de nombreux résultats sans recourir à
un ordinateur.
L’algorithme de Gordan s’appuie lui aussi sur quelques idées simples. L’idée de départ
est que l’algèbre des covariants d’un espace de formes binaires est engendrée par une
famille (infinie) de transvectants ou ce qui est équivalent (théorème 5.2.24), par une
famille (infinie) de covariants moléculaires. Ensuite, on observe que le poids maximal
des arêtes d’une molécule (son grade), qui est un ordre de dérivation, est nécessairement
borné par les degrés des formes binaires. On définit alors la famille des idéaux de Gordan
Ir, r = 1, . . . , n, engendré par tous les covariants moléculaires issus de molécules de
grade r. Une telle famille est nécessairement finie, et décroissante par construction, avec
In = {0}. Au final, Gordan trouva le moyen de construire, par récurrence, une famille
génératrice de l’algèbre des covariants modulo chaque idéal Ir. La dernière étape du
processus fournit alors la famille génératrice finie cherchée.
Cet algorithme, tel qu’il est par exemple présenté par Grace–Young [GY10] à travers la
méthode symbolique, est bien sûr accessible « en l’état ». Mais, comme a pu le souligner
Weyl [Wey97], il s’avère que la théorie de la représentation offre un cadre très fécond
pour reprendre et réinterpréter cette méthode symbolique, et donc en particulier cet al-
gorithme de Gordan. Weyman [Wey93] propose d’ailleurs une reformulation algèbrique
de cette preuve mais cette reformulation ne semble pas, à notre connaissance, avoir
débloqué la situation. De notre côté, nous avons préféré insister sur les morphismes
SL(2,C) équivariants et donc sur la théorie de la représentation des groupes. Comme
nous l’avons déjà précisé, une telle approche figure également au cœur même de la
théorie dite du re-couplage [CFS95 ; AC07 ; AC09 ; AC12], qui traite notamment des
b. Derksen [Der99] traite le cas des invariants de S1 ⊕ S1 ⊕ S2 et Sturmfels [Stu08] traite le cas des
invariants d’une cubique.
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questions relatives aux 6j-symbols et aux 9j-symbols.
Précisons enfin que l’algorithme original de Gordan a très vite permis d’obtenir des
résultats surprenant pour l’époque c, à savoir les familles génératrices de covariants des
formes binaires allant du degré cinq au degré huit [Gor68 ; Gal80 ; Gal88]. Elle nous a
permis d’obtenir les familles génératrices de covariants des espaces S6⊕S4, S6⊕S4⊕S2,
ainsi que les familles génératrices d’invariants de l’espace des tenseurs piézoélectriques
et de l’espace des tenseurs d’élasticité.
6.2. Méthode de Hilbert
6.2.1. Nilcône d’un espace de formes binaires
On fixe une représentation complexe (V, ρ) d’un groupe linéaire réductif. On note
C[V ]G son algèbre des invariants et I+ ⊂ C[V ] l’idéal engendré par tous les polynômes
homogènes invariants de degré strictement positif.
Définition 6.2.1 (nilcône). Le nilcône NV ⊂ V est la variété affine définie par l’idéal
I+
NV :=
{
v ∈ V, p(v) = 0, ∀p ∈ I+
}
.
Notons cette caractérisation du nilcône [DK02] :
Lemme 6.2.2. Le nilcône NV est l’ensemble des vecteurs v ∈ V pour lesquels la ferme-
ture de l’orbite contient 0.
Dans le cas des groupes SLn(C), Hilbert a démontré le théorème suivant qui fut en-
suite généralisé par Mumford et al. [MFK94].
Théorème 6.2.3 (Hilbert–Mumford). Etant donné un tore maximal T ⊂ G, notons
NT,V ,NG,V ⊂ V les nilcônes respectifs de T et de G dans V . Alors NG,V = G · NT,V .
Corollaire 6.2.4. Etant donné l’action du groupe SL(2,C) sur l’espace Sn des formes
binaires, une forme f ∈ Sn est dans le nilcône si et seulement si f possède une racine de
multiplicité µ > n2 .
Démonstration. On applique le théorème 6.2.3 avec pour tore maximal
T =
{
γt :=
(
t 0
0 t−1
)
, t ∈ C∗
}
. (6.2.1)
Pour f = a0xn + a1xn−1y + . . .+ anyn ∈ Sn on a alors
γt · f = a0xnt−n + a1xn−1yt−n+2 + . . .+ anyntn
c. Cayley avait conjecturé que l’algèbre des invariants de S5 n’était pas de type fini. Il rechigna
d’ailleurs à utiliser ou comprendre la preuve de finitude de Gordan, preuve pour laquelle Sylvester
précisa qu’elle était « so long and complicated and so artificial a structure that it requires a very long
study to master and there is not one person in Great Britain who has mastered it » [Cri88].
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Ainsi, par le lemme 6.2.2, f est dans le nilcône de T si et seulement si f est divisible par
xr ou yr avec
r =
[
n
2
]
+ 1
Et donc, f est dans le nilcône de SL(2,C) si et seulement si f est divisible par l’un des
scalaires (γ ·x)r ou (γ · y)r pour un certain γ ∈ SL(2,C), ce qui permet de conclure.
On peut adapter cette preuve au cas des espaces quelconques de formes binaires :
Corollaire 6.2.5. Etant donné l’action diagonale de SL(2,C) sur l’espace V = Sn1 ⊕
· · · ⊕ Sns, une forme binaire
f = (f1, · · · , fs)
est dans le nilcône si et seulement si les formes f1, . . . , fs possèdent une racine commune
de multiplicité µi >
ni
2 en fi.
6.2.2. Nilcône et famille génératrice d’invariants
Le nilcône est une variété affine définie par l’idéal I+. Par notheriannité d, l’idéal IV
associé au nilcône, qui est le radical de l’idéal I+, est nécessairement de type fini. On note
{I1, . . . , Im} la famille d’invariants qui engendrent IV . Dans le cas d’une représentation
complexe du groupe spécial linéaire SLn(C) [Stu08] :
Théorème 6.2.6 (Hilbert–1893). L’algèbre des invariants C[V ]SLn(C) est entière sur
C[I1, . . . , Im].
Corollaire 6.2.7. Sous les mêmes hypothèses que dans le théorème 6.2.6, l’algèbre des
invariants C[V ]SLn(C) est la clôture intégrale de C[I1, . . . , Im] dans le corps C(V ) des
fonctions rationnelles sur V .
Ces résultat sont au cœur des méthodes développées par Derksen [Der99] ou Sturm-
fels [Stu08]. Néanmoins, comme nous l’avons déjà précisé, seuls quelques exemples
simples ont été traités par cette approche.
Remarquons cependant que le nilcône peut également être utilisé pour déterminer un
système de paramètres (définition 2.3.14). En effet, si le nombre d’invariants I1, . . . , Im
qui engendrent IV est égal à la dimension de Krull de C[V ]G, alors ils forment néces-
sairement un système de paramètres. Dans le cas particulier des formes binaires, cela
donne le résultat suivant :
Proposition 6.2.8. Soit n un entier plus grand que 3, et θ1, . . . , θn−2 ∈ C[Sn]SL(2,C)
une famille de n − 2 invariants homogènes. Alors les deux conditions suivantes sont
équivalentes :
1. NSn = V(θ1, . . . , θn−2).
2. θ1, . . . , θn−2 est un système de paramètres homogène de C[Sn]SL(2,C).
d. L’anneau C[V ] est noetherien car V est de dimension finie.
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Dans tous les cas, une fois exhibé un système de paramètres θ1, . . . , θr d’une algèbre
d’invariants C[V ]G, on sait par la propriété de Cohen–Macaulay (définition 2.3.18) qu’il
existe une famille η1, . . . , ηs telle que
C[V ]G = η1C[θ1, . . . , θr]⊕ . . .⊕ ηsC[θ1, . . . , θr]
Il est alors clair que la famille θi, ηj est une famille génératrice de l’algèbre des invariants.
Or, par le corollaire 2.3.26, la série de Hilbert de C[V ]G est de la forme
H(z) = z
e1 + · · · zer
(1− zd1) · · · (1− zds)
où ei ∈ N et dj = deg(θj). Si on connaît un système de paramètres et la série de Hilbert
de l’algèbre des invariants, on peut donc en déduire une borne sur les invariants secon-
daires. Par cette approche, on cherche donc à déterminer un système de paramètres, on
calcule ensuite la série de Hilbert et on en déduit une borne sur les degrés des généra-
teurs qui restent à déterminer.
Exemple 6.2.9. Les cas n = 2, 3, 4 sont simples
H2(z) =
1
1− z2 , H3(z) =
1
1− z4 , H4(z) =
1
(1− z2)(1− z3)
et on sait que dans chacun de ces cas les algèbres respectives sont libres.
Pour une forme quadratique u ∈ S2 ou pour une forme cubique v ∈ S3, l’algèbre des
invariants est respectivement engendrée par
∆2 := (u,u)2, ∆3 = ((v,v)2, (v,v)2)2
Pour une forme f ∈ S4, l’algèbre est libre et engendrée par les invariants
i := (f , f)4, j := (f , (f , f)2)4
Pour une forme g ∈ S6, on peut exhiber [BP10a] un système de paramètres de degrés
respectifs 2, 4, 6 et 10. La série de Hilbert est alors donnée par
H5(z) =
1 + z15
(1− z2)(1− z4)(1− z6)(1− z10)
ce qui montre l’existence d’un générateur de degré 15.
Remarque 6.2.10. Il se peut bien sûr que la famille génératrice θi, ηj ne soit pas minimale.
En effet, on peut avoir des décompositions de Hironaka du type
C[V ]G = J1C[θ1, . . . , θs]⊕ J2C[θ1, . . . , θs]⊕ J1J2C[θ1, . . . , θs]
auquel cas une famille génératrice est donnée par J1, J2, θ1, . . . , θs. Une telle situa-
tion [Shi67] intervient d’ailleurs dans le cas des formes binaires de degré 8.
Cette méthode, qui consiste à exhiber un système de paramètres pour en déduire, via
la série de Hibert, une borne sur les degrés des générateurs, est celle qui a été utilisée par
Brouwer–Popoviciu [BP10a ; BP10b] dans le calcul des invariants des formes binaires de
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degré 9 et 10. Dans ces cas, on obtient une borne sur les degrés des invariants secondaires
qui vaut 66 pour les générateurs C[S9]SL(2,C) et 48 pour les générateurs de C[S9]SL(2,C).
La difficulté d’une telle approche réside dans la détermination d’un système de pa-
ramètres. Bien sûr, le lemme de normalisation de Noehter nous assure l’existence d’un
tel système pour les algèbres de type fini mais les seuls algorithmes dont nous avons
pu prendre connaissance [Log89 ; Has08] ne traitent là aussi que de situations assez
simples.
Une autre difficulté résulte d’un théorème de Brion [Bri82, Théorème 3]. Notons V =
Sn1⊕ . . .⊕Snl (s ≥ 2) un espace de formes binaires, θ1, . . . , θs un système de paramètres
de C[V ]SL(2,C) et
C[V ]G = η1C[θ1, · · · , θs]⊕ · · · ⊕ ηrC[θ1, · · · , θs]
sa décomposition de Hironaka.
Théorème 6.2.11 (Brion–1982). Les conditions suivantes sont équivalentes :
1. On peut choisir θ1, . . . , θs, η1, . . . , ηr homogènes par rapport à chaque Sni (i =
1, . . . , l).
2. C[V ]G possède un système de paramètres homogène par rapport à chaque Sni.
3. La série de Hilbert H(z) de C[V ]G (à l variables) admet pour dénominateur un
produit de s termes de la forme 1− ze, e ∈ Nl.
4. (n1, . . . , nl) fait partie de la liste suivante :
(l = 2) (1, 1) ; (1, 2); (1, 3); (1, 4); (2, 2); (2, 3); (2, 4); (3, 3); (4, 4)
(l = 3) (1, 1, 1) ; (1, 1, 2); (1, 2, 2); (2, 2, 2).
Exemple 6.2.12. L’article [BP11] donne de nombreux exemples d’algèbre d’invariants et
de covariants en petite dimension homologique (qui est la différence entre le nombre
minimal de générateurs et la dimension de Krull). Ainsi, on peut considérer le cas de
l’espace
V = S1 ⊕ S2 ⊕ S4
pour lequel l’algèbre des invariants C[V ]SL(2,C) n’est rien d’autre que l’algèbre des cova-
riants de S2 ⊕ S4. En notant (l,q, f) ∈ V , il existe un système de paramètres [BP11] de
degrés respectifs 2,2,3,3,4,5,6, et donné par
(q,q)2, (f , f)4
(f , (f , f)2)4 + (f ,q2)4, (q, l2)2 − (f , (f , f)2)4
((f , f)2,q2)4, (f , l4)4, ((f , f)2,q4)4
Du fait de la difficulté de trouver un système de paramètres dans le cas général, nous
avons donc choisi d’étudier l’algorithme de Gordan pour traiter le cas des espaces Piez
et Ela, lesquels sont, rappelons-le, des espaces de dimensions respectives 18 et 21, et
respectivement isomorphes à
S6 ⊕ S2 ⊕ S4 ⊕ S2, et S8 ⊕ S4 ⊕ S4 ⊕ S0 ⊕ S0
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6.3. Algorithme de Gordan
6.3.1. Algorithme de Gordan pour les covariants joints
L’algorithme de Gordan pour les covariants joints permet d’obtenir une famille géné-
ratrice finie de Cov(V1 ⊕ V2), une fois connue une famille génératrice finie de Cov(V1)
et Cov(V2).
Familles complètes
Définition 6.3.1. On fixe une famille A = {f1, f2, . . . } ⊂ Cov(V ) de covariants d’un
espace V de formes binaires. AlorsCov(A) est l’algèbre engendrée par tous les covariants
fi ainsi que par les transvectants itérés e
(f1, f2)r1 , ((f1, f2)r1 , f3)r2 , . . . , fi ∈ A, ri ∈ N.
Pour toute famille A et B, on a directement Cov(Cov(A)) = Cov(A) et
A ⊂ B⇒ Cov(A) ⊂ Cov(B). (6.3.1)
Par le théorème 5.2.24 :
Lemme 6.3.2. Si V = Sn et la famille A contient le covariant f ∈ V , alors Cov(A) = Cov(V ).
De plus, par (6.3.1) :
Lemme 6.3.3. Etant donné A1 et A2 deux familles de Cov(V ). Si
A1 ⊂ A2 ⊂ Cov(A1)
alors Cov(A1) = Cov(A2)
Définition 6.3.4. Une famille de covariants A de V est dite complète siCov(A) = C[A],
c’est-à-dire que tout élément de Cov(A) s’écrit comme un polynôme en A.
Remarque 6.3.5. La notion de famille complète est plus faible que celle de famille géné-
ratrice. Notons en effet f ∈ S3 et
H := (f , f)2, T := (f ,H)1 et ∆ := (H,H)2.
On sait que la famille A1 = {f ,H,T,∆} est une famille génératrice de covariants [GY10 ;
Olv99] de Cov(A1) = Cov(S3) et donc une famille complète. Considérons maintenant
la famille
A2 := {H,∆}.
On sait que Cov(A2) ( Cov(V ) et on remarque que A2 est exactement la famille
génératrice de covariants [GY10] de la forme quadratique H ∈ S2, ainsi A2 est une
famille complète mais n’est pas une famille génératrice de Cov(V ).
e. Ou, se qui revient au même, par tous les covariants moléculaires composés d’atomes issus de A.
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Transvectants et systèmes linéaires diophantiens
A partir de maintenant, notons V1 et V2 deux espaces de formes binaires, puis
A := {f1, · · · , fp} ⊂ Cov(V1), B := {g1, · · · ,gq} ⊂ Cov(V2),
deux familles finies et complètes de covariants. Notons ai = Ord(fi) (resp. bj = Ord(gi))
l’ordre de fi (resp. gj). Soit ensuite U (resp. V) un monôme de C[A] (resp. C[B]) :
U := fα11 . . . fαpp , V := g
β1
1 . . .gβqq .
On observe alors que si le transvectant
(U,V)r,
est non nul alors κ := (α,β, u, v, r) est solution entière du système linéaire
S(A,B) :
{
a1α1 + . . .+ apαp = u+ r,
b1β1 + . . .+ bqβq = v + r,
. (6.3.2)
Inversement, à chaque solution entière κ de S(A,B) on peut associer un transvectant
(U,V)r bien défini.
Lemme 6.3.6. Si κ est une solution réductible de (S), alors il existe un covariant
moléculaire non connexe f dans la décomposition 5.2.27 du transvectant (U,V)r.
Démonstration. Fixons une solution entière réductible κ = κ1 + κ2, avec
κi = (αi,βi, ui, vi, ri) solution de (6.3.2).
Ainsi U = U1U2 et V = V1V2, et il existe donc ν(r), ν1(r1) et ν2(r2) tels que
U V
ν(r)
= U1 V1
ν1(r1)
U2 V2
ν2(r2)
qui est un covariant moléculaire non connexe dans la décomposition 5.2.27 du transvec-
tant (U,V)r.
Remarque 6.3.7. Si une solution entière associée au transvectant (U,V)r est réductible,
cela ne signifie pas que ce transvectant soit réductible. Ainsi, prenons par exemple f ∈ S6,
A = B := {f} et les transvectants
(fα1fα2 , fβ1)5.
Alors la solution (α1, α2, β1, u, v, 5) = (1, 1, 1, 7, 1, 5) est réductible, et le transvectant
(f2, f)5 (6.3.3)
contient le covariant moléculaire
f. C’est-à-dire image d’une molécule non connexe.
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f f
f
5
qui est un covariant nul. Mais alors la proposition 5.2.31 entraîne que le transvectant
(6.3.3) est une combinaison linéaire des transvectants
((f , f)4, f)1, ((f , f)3, f)2 = 0, ((f , f)2, f)3, ((f , f)1, f)4 = 0,
et on peut même montrer par un calcul direct que
(f2, f)5 =
65
66((f , f)4, f)1,
où ((f , f)4, f)1 est un covariant irréductible car il fait partie de la famille génératrice de
Cov(S6) (voir table 6.2).
Nous avons néanmoins le résultat suivant :
Lemme 6.3.8. Notons a := max(ai), b := max(bj) et
U := fα11 . . . fαpp , V := g
β1
1 . . .gβqq .
Soit ensuite u =Ord(U)− r et v =Ord(V)− r. Si
u+ v ≥ a + b, (6.3.4)
alors le transvectant (U,V)r est réductible.
Démonstration. De la condition (6.3.4) on en déduit que u ≥ a ou v ≥ b et donc
le transvectant (U,V)r contient un covariant moléculaire non connexe T (la solution
entière κ associée n’est pas minimiale). Par la proposition 5.2.31, le transvectant est
donc une combinaison linéaire de T et des transvectants
(Uµ(k1),Uµ(k2))r′ ,
où r′ < r et k1 + k2 = r − r′. Or, comme les familles A et B sont complètes, nous avons
Uµ(k1) = fα
′
1
1 . . . f
α′p
p , Vµ(k2) = gβ
′
1
1 . . .g
β′q
q ,
où l’ordre du transvectant (Uµ(k1),Vµ(k2))r′ est u′ + v′ = u + v. Ayant supposé que
u+ v ≥ a + b, on en déduit que u′ + v′ ≥ a + b et donc on peut conclure le preuve par
récurrence sur r.
Remarque 6.3.9. L’hypothèse u+ v ≥ a+ b ne peut pas être remplacée par l’hypothèse
plus faible u ≥ a ou v ≥ b. En reprenant l’exemple de la remarque 6.3.7, pour f ∈ S6 et
h := (f2, f)5, on a u = v = 7 ≥ 6 mais h n’est pas réductible.
Le lemme 6.3.8 conduit directement à :
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Corollaire 6.3.10. Notons F ∈ Cov(V ) un covariant d’ordre s et {F1, · · · ,Fk} ⊂
Cov(V ) une famille de covariants homogènes. Notons ti l’ordre de Fi et t = max(ti).
Pour tout entier r, si
k∑
i=1
ti ≥ a + 2r,
alors le transvectant (F1 . . .Fk,F)r est réductible.
Démonstration. Notons f1, . . . , fp une famille génératrice de covariants de Cov(V ) où
chaque fi est un covariant homogène d’ordre ai. Alors, chaque covariant Fj est une
combinaison linéaire des monômes fαi1i1 . . . f
αil
il
avec ai ≤ tj ≤ t. On en déduit que le
covariant F1 . . .Fk se décompose en monômes U des fi, avec
Ord(U) =
k∑
i=1
ti et max(ai) ≤ t.
Or on peut aussi écrire F = fβj1j1 . . . f
βjm
jm
avec max(aj) ≤ s. Par le lemme 6.3.8, on en
déduit que chaque transvectant (U,V)r est un covariant réductible.
Algorithme de Gordan pour les covariants joints
Le système entier S(A,B) (6.3.2) possède un nombre fini de solutions entières ir-
réductibles g (voir par exemple [Sta12 ; Sta83 ; Stu08] pour les détails). Notons C :={
τ 1, · · · , τ l
}
l’ensemble des transvectants associé à ces solutions irréductibles.
Théorème 6.3.11. L’algèbre Cov(A∪B) est engendrée par la famille finie et complète
C = {τ 1, · · · , τ l}.
Démonstration. Remarquons tout d’abord que chaque fi (resp. chaque gj) correspond à
une solution irréductible de S(A,B) donc A ⊂ C et B ⊂ C.
En utilisant la définition 5.2.25, tout covariant moléculaire M peut s’écrire
M = D E
ν(r)
où D ∈ Cov(A) et E ∈ Cov(B) sont deux covariants moléculaires, et r est un certain
entier. Mais alors, par la proposition 5.2.31, tout covariant de Cov(A ∪ B) est une
combinaison linéaire des transvectants
(D,E)r, (D
µ1 ,Eµ2)r
Sachant que la famille A est complète, on peut supposer que tous les covariants D,Dµ1
sont des monômes en les fi. On peut supposer de même que tous les covariants E,E
µ2
sont des monômes V en les gj . Au final, on doit donc considérer des covariants issus de
la famille des transvectants (U,V)r.
On raisonne maintenant par récurrence sur r. Pour r = 0, nous avons déjà observé
que A ⊂ C et B ⊂ C donc la propriété est vérifiée.
g. Il existe des algorithmes effectifs de résolutions de tels systèmes [CD91 ; CF90 ; CD94 ; PV04].
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Soit maintenant (U,V)r un transvectant associé à une solution entière réductible κ.
Par la proposition 5.2.31, (U,V)r est une combinaison linéaire de produits de τ i et des
transvectants
(Uµ1(k1),Vµ2(k2))r′ , r′ < r (6.3.5)
Mais Uµ1(k1) ∈ Cov(A) (resp. V et B), et comme A (resp. B) est une famille complète,
on sait que que les transvectants (6.3.5) sont des combinaisons linéaires de
(U′,V′)r′ , r′ < r,
oùU′ (resp.V′) est un monôme en les fi’s (resp. gj). Ainsi, par récurrence sur r, l’algèbre
Cov(A ∪ B) est engendrée par la famille finie C.
Il reste à montrer que la famille C est complète. Pour cela, on remarque que
A ∪ B ⊂ C ⊂ Cov(A ∪ B),
et donc
Cov(C) = Cov(A ∪ B) = C[C],
Une application directe du théorème 6.3.11 concerne les covariants joints. En effet,
ce théorème donne un procédé constructif pour obtenir une famille génératrice de co-
variants de V1 ⊕ V2, une fois connue une famille génératrice de chaque espace V1 et
V2.
Notons aussi que le lemme 6.3.8 donne une borne sur les ordres de chaque élément
d’une famille génératrice de covariants joints :
Corollaire 6.3.12. Notons V = Sn1 ⊕· · ·⊕Sns. Si µi est l’ordre maximal d’une famille
génératrice minimale de Sni, alors, pour chaque élément h d’une famille génératrice
minimal de V , on a
ord(h) ≤
s∑
i=1
µi.
Exemple 6.3.13. On peut directement appliquer le théorème 6.3.11 au cas de Cov(S3 ⊕
S4). Ce résultat avait déjà été obtenu par Popoviciu–Brouwer [BP12], avec bien plus de
calculs. Notons u ∈ S3 et v ∈ S4. Rappelons aussi que [GY10 ; Olv99] :
• l’algèbre Cov(S3) est engendrée par les trois covariants
u ∈ S3 h2,2 := (u,u)2 ∈ S2, h3,3 := (u,h2,2)1 ∈ S3
et l’invariant ∆ := (u, t)3 ;
• l’algèbre Cov(S4) est engendrée par les trois covariants
v ∈ S4, k2,4 := (v,v)2 ∈ S4, k3,6 := (v,k2,4)1 ∈ S6
et les deux invariants i := (v,v)4, j := (v,k2,4)4 ;
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Nous devons ensuite résoudre le système diophantien
(S) :
{
2α1 + 3α2 + 3α3 = u+ r
4β1 + 4β2 + 6β3 = v + r
(6.3.6)
En utilisant le package Normaliz de Macaulay 2 [BI10], on en déduit 104 solutions.
La famille des covariants associés a pour degré total maximal 18 (le degré total d’un
covariant est la somme de son degré et de son ordre), sachant qu’une solution entière
(α1, α2, α3, β1, β2, β3, u, v, r)
est associé à un covariant de degré
α1 + 2α2 + 3α3 + β1 + 2β2 + 3β3.
Ensuite, la série de Hilbert de Cov(S4 ⊕ S3) est donnée par
H(z) = 1 + z2 + 2 z3 + 5 z4 + 10 z5 + 18 z6 + 31 z7 + 55 z8 + 92 z9
+ 144 z10 + 223 z11 + 341 z12 + 499 z13 + 725 z14 + 1031 z15
+ 1436 z16 + 1978 z17 + 2685 z18 + . . .
En utilisant des scripts écrits en Macaulay 2 [GS], nous avons réduit cette famille de 104
générateurs en un ensemble minimal de 63 générateurs. Les résultats sont fournis dans
la table 6.1, déjà obtenus par Popoviciu–Brouwer [BP12].
d/o 0 1 2 3 4 5 6 # Cum
1 − − − 1 1 −− 2 2
2 1 1 1 1 1 1 − 6 8
3 1 1 2 2 1 1 1 9 17
4 1 2 2 2 1 −− 8 25
5 2 3 3 1 1 −− 10 35
6 2 3 2 1 −−− 8 43
7 3 3 1 −−−− 7 50
8 3 2 − −−−− 5 55
9 4 1 − −−−− 5 60
10 2 − − −−−− 2 62
11 1 − − −−−− 1 63
Tot 20 16 11 8 5 2 1 63
Table 6.1. – Famille génératrice minimale de Cov(S3 ⊕ S4)
Optimisation de l’algorithme de Gordan
Une fois obtenues les solutions irréductibles du système diophantien S(A,B), nous
obtenons une famille génératrice de covariants exprimés sous forme de transvectants. Or,
une telle famille n’a aucune raison d’être minimale (exemple 6.3.13). Nous proposons
ici une méthode qui permet, sous certaines hypothèses, de procéder à une première
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réduction de cette famille, sans la rendre forcément minimale.
Nous commençons par illustrer cette méthode dans le cas de l’algèbre Cov(S3 ⊕ S4).
Nous avons déjà vu dans l’exemple 6.3.13 que le système diophantien associé possède
104 solutions. Or, en reprenant les notations de cet exemple, on connaît dans Cov(S4)
la relation
12k23,6 = −6k32,4 − 2jv3 + 3iv2k2,4, (6.3.7)
Par cette relation, on peut se limiter aux solutions minimales
(α1, α2, α3, β1, β2, β3, u, v, r), β3 ≤ 1
Dans le cas général, on se fixe deux familles A = {f1, . . . , fp} et B = {g1, . . . ,gq}, et
on suppose qu’il existe une sous-famille
A0 := {fl+1, · · · , fp} ⊂ A
telle que C[A] soit un C[A0]–module de type fini, engendré par des monômes apparte-
nant à l’algèbre C[f1, · · · , fl]. On note S ⊂ Np+q+3 la famille finie des solutions entières
irréductibles du système entier S(A,B). Sous l’hypothèse de finitude du module C[A],
on en déduit une sous-famille S∗ ⊂ S de solutions entières irréductibles.
Théorème 6.3.14. Sous les hypothèses ci-dessus, en notant C∗ = {τ 1∗, . . . , τn∗} la fa-
mille des transvectants correspondants à a sous-famille S∗ de solutions entières irré-
ductibles du système S(A,B), l’algèbre Cov(A ∪ B) est engendrée par la famille finie et
complète C∗.
Démonstration. Il suffit en fait de reprendre la démonstration du théorème 6.3.11. On
commence par remarquer que chaque fi correspond à un élément de S∗. On sait donc
que A ⊂ C et B ⊂ C. Ensuite, on remplace chaque covariant D ∈ Cov(A) ou chaque
monôme U de l’algèbre C[A] par une somme∑
i
ηiFi, (6.3.8)
où Fi ∈ C[A0] et ηi est un monôme de l’algèbre C[f1, · · · , fl]. Dans la preuve, on doit
donc considérer des covariants du type (ηiFi,V)r.
Mais alors, dans la récurrence, lorsque ce transvectant correspond à une solution en-
tière κ minimale de S(A,B), il est nécessairement un élément de la famille C∗. Dans
le cas contraire, on peut écrire κ = κ1 + κ2, et comme κi ≤ κ, toute solution entière
minimale intervenant dans cette décomposition est nécessairement dans la famille S∗, ce
qui permet de conclure.
Remarque 6.3.15. On a bien sûr un résultat similaire dans le cas où l’algèbre C[B] est
elle aussi un C[B0]–module de type fini, avec
B0 := {gs+1, · · · ,gq} ⊂ B
Dans ce cas, on peut alors réduire le nombre de solutions entières minimales en obtenant
à la fois des bornes sur les αi et des bornes sur les βj . Une telle situation a par exemple
été appliquée au cas de l’algèbre Cov(S4⊕S4), intervenant dans un calcul intermédiaire
des invariants de l’élasticité (section 7.3).
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6.3.2. Algorithme de Gordan pour des covariants simples
Cette autre version de l’algorithme de Gordan permet d’obtenir une famille génératrice
finie de covariants de Sn, une fois connue une famille génératrice de covariants de Sk,
(k < n).
Définition 6.3.16. Etant donné un idéal homogène I ⊂ Cov(V ), une famille A =
{f1, · · · , fp} ⊂ Cov(V ) de covariants homogènes est relativement complète modulo I si
chaque covariant homogène h ∈ Cov(A) de degré d peut s’écrire
h = p(f1, . . . , fp) + hI avec hI ∈ I,
où p(f1, . . . , fp) et hI sont nuls ou bien des covariants homogènes de degré d.
Pour toute molécule D (définition 5.2.16), définie à partir d’un espace V de formes
binaires, le grade de D, noté gr(D) est le poids maximal des arêtes de D :
gr(D) := max
e∈E(D)
w(e).
Définition 6.3.17. Soit r un entier naturel ; on désigne par Gr(V ) l’ensemble de tous les
covariants moléculaires (définition 5.2.19) provenant d’une molécule de grade supérieur
ou égal à r.
Remarquons tout de suite que, pour V = Sn, on a Gr(Sn) = {0} dès que r > n. De
plus
Gi+1(V ) ⊂ Gi(V ) pour tout i. (6.3.9)
Définition 6.3.18 (Idéal de Gordan). Soit r un entier naturel. l’idéal de Gordan Ir(V )
est l’idéal homogène h engendré par Gr(V ). On note
Ir(V ) := 〈Gr(V )〉.
On remarque directement que
• Ir(Sn) = {0} pour tout r > n ;
• Par 6.3.9, on a Ir+1(V ) ⊂ Ir(V ) pour tout entier r.
Par la proposition 5.2.27 :
Lemme 6.3.19. Si hr ∈ Ir(V ), alors pour tout covariant h ∈ Cov(V ) et pour tout
entier j ≥ 0,
{hr,h}j ∈ Ir(V ).
Remarque 6.3.20. Ce lemme signifie que les idéaux de Gordan sont stables par transvec-
tion. On peut observer que les idéaux de Cov(V ) engendré par des invariants sont eux
aussi stables par transvections. En effet, en notant ∆ ∈ Inv(Sn), on a
(h,∆k)r = ∆(h,k)r.
pour tout covariant h,k et pour tout entier r ≥ 0.
h. Un tel idéal est engendré par des éléments homogènes
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Dorénavant, on fixe un espace V = Sn de forme binaire. Pour f ∈ Sn, on note
H2k := (f , f)2k
Lemme 6.3.21. Pour tout entier k ≥ 1, l’idéal I2k est engendré par les transvectants
du type
(M,H2j)r, r ≥ 0, j ≥ k
où M est un covariant quelconque.
Démonstration. Il suffit de remarquer que les générateurs de I2k sont des covariants
moléculaires de la forme
D Hm
ν(r)
, m ≥ 2k
Mais alors, par la proposition 5.2.31, un tel covariant est combinaison linéaire de trans-
vectants
(D,Hm)r1 , (D
µ1 ,Hm
µ2)r2
où Hm
µ2 = Hj′ avec j′ ≥ j. On remarque alors que pour j′ impair ce covariant est nul
et on en déduit le lemme.
Notons A et B deux familles de covariants, κ1, . . . , κl les solutions irréductibles du
système S(A,B) (6.3.2) et τ i les transvectants associés. Notons
f ∈ Sn, ∆ ∈ Cov(V ),
un invariant et k ≥ 0. Finalement, notons J2k+2 = I2k+2 ou J2k+2 = I2k+2 + 〈∆〉.
Théorème 6.3.22. Supposons que la famille A soit relativement complète modulo I2k et
contienne la forme binaire f . Supposons aussi que B soit relativement complète modulo
J2k+2 et contienne le covariant H2k. Alors la famille finie C := {τ 1, . . . , τ l} associée
aux solutions entières irréductibles de S(A,B) est relativement complète modulo J2k+2
et
Cov(C) = Cov(A ∪ B) = Cov(Sn).
Avant de donner la preuve de ce théorème, nous avons besoin de deux lemmes.
Lemme 6.3.23. Sous les mêmes hypothèses du théorème 6.3.22, soit h2k ∈ I2k un
covariant de degré d en f , et soit V un monôme de C[B]. Pour tout entier r ≥ 0, le
transvectant
(h2k,V)r, (6.3.10)
est combinaison linéaire de
(U,V′)r′ et hJ ∈ J2k+2,
où U est un monôme de C[A], de degré strictement inférieur à d, V′ est un monôme de
C[B] r′ ≥ 0 un entier quelconque.
Démonstration. Par le lemme 6.3.21, tout covariant h2k ∈ I2k degré d est combinaison
linéaire de transvectants
(M,H2j)r1 , r ≥ 0, j ≥ k
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où M est nécessairement un covariant de degré strictement plus petit que d.
Parmi ces transvectants, on distingue :
• les transvectants (M,H2j)r1 où j > k, qui appartiennent à J2k+2 ;
• les transvectants (M,H2k)r1 . Pour cette situation, on exploite le théorème 5.3.7 sur
les bases vectorielles de transvectants qui permet d’effectuer un reparenthésage :
((M,H2k)r1 ,V)r =
∑
i
λi(M, (H2k,V)i)r1+r−i,
pour des coefficients λi fixés. Mais alors
H2k ∈ B et (H2k,V)i ∈ Cov(B)
La famille B étant relativement complète modulo J2k+2, (H2k,V)i est combinaison
linéaire de monômes V′ de C[B], et de hJ ∈ J2k+2. On obtient finalement une
combinaison linéaire de transvectants
(M,V′)r1+r−i
(M,hJ)r1+r−i ∈ J2k+2 par le lemme 6.3.21
Comme M est un covariant de degré strictement plus petit que d, on en déduit le
lemme.
Lemme 6.3.24. Sous les mêmes hypothèses du théorème 6.3.22, notons U (resp. V)
un monôme de l’algèbre C[A] (resp. C[B]). Alors pour tout entier r ≥ 0, il existe un
polynôme p tel que
(U,V)r = p(τ 1, . . . , τ l) + h2k+2, h2k+2 ∈ J2k+2,
Démonstration. On remarque dans un premier temps que le lemme est valable pour des
monômes U et V de degré 1 car chaque fi et gj correspond à une solution minimale du
système S(A,B).
Nous raisonnons par récurrence sur le degré d de U en f ∈ Cov(V ) et sur r.
• Pour d = 1, on a nécessairement U = f ; ensuite
◦ Pour r = 0, il suffit de considérer un produit f ·V, qui est un produit des τ i ;
◦ Pour un entier r > 0 fixé, si (f ,V)r correspond à une solution réductible de
S(A,B), par la proposition 5.2.31, on a
(f ,V)r = T1T2 +
∑
(fµ1 ,Vµ2)r′<r
Mais nécessairement fµ1 = f , et donc par récurrence sur r le lemme est vrai
pour U = f .
• Pour le cas d = 2
◦ Lorsque r = 0, il suffit de considérer un produit UV, qui est un produit des
τ i ;
◦ Pour un entier r > 0 fixé, si (U,V)r correspond à une solution réductible de
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S(A,B), par la proposition 5.2.31 on a
(U,V)r = T1T2 +
∑
(Uµ1 ,Vµ2)r′<r, (6.3.11)
où chaque Uµ1 est de degré 2. Comme A est relativement complète modulo I2k,
on en déduit que
Uµ1 = U1 + h2k,
où chaque covariant est de degré 2 en f . On peut donc en déduire que h2 =
H2k ∈ B. De même on a
Vµ2 = V1 + h2k+2 + ∆h.
Mais alors, dans (6.3.13), on doit considérer les transvectants
(U1,V1)r′<r,
(U1,h2k+2)r′<r ∈ J2k+2,
(U1,∆h)r′<r = ∆(U1,h)r′<r ∈ J2k+2,
(H2k,V1)r′<r ∈ Cov(B),
(H2k,h2k+2 + ∆h)r′<r ∈ J2k+2,
oùU1, qui est de degré 2, intervenient dans un transvectant d’index strictement
inférieur à r. On en déduit par récurrence le cas d = 2.
• Pour un entier d > 2 fixé, on utilise les mêmes idées que dans le cas d = 2.
◦ Lorsque r = 0, il suffit de considérer un produit UV, qui est un produit des
τ i ;
◦ Pour un entier r > 0 fixé, si (U,V)r correspond à une solution réductible de
S(A,B), par la proposition 5.2.31 on a
(U,V)r = T1T2 +
∑
(Uµ1 ,Vµ2)r′<r (6.3.12)
où chaqueUµ1 est de degré d en f . Comme A est relativement complète modulo
I2k on en déduit que
Uµ1 = U1 + h2k, h2k ∈ I2k
où chaque covariant est de degré d en f . On peut aussi écrire
Vµ2 = V1 + h2k+2 + ∆h.
On doit donc considérer les transvectants
(U1,V1)r′<r, (6.3.13)
(U1,h2k+2 + ∆h)r′<r ∈ J2k+2,
(h2k,V1)r′<r, (6.3.14)
(h2k,h2k+2 + ∆h)r′<r ∈ J2k+2.
Le transvectant 6.3.13 est construit avec un monôme U1 de degré d et un index
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r′ < r ; donc la récurrence sur r permet de conclure sur ce transvectant. Ensuite,
par le lemme 6.3.23, le transvectant (6.3.14) s’écrit comme combinaison linéaire
de
(U′,V′)r′ , h ∈ J
où U′ est un monôme en A de degré strictement inférieur à d. On peut donc
conclure ici par récurrence sur d.
Preuve du théorème 6.3.22. Etant donné que A ⊂ C et f ∈ A, on en déduit que
Cov(Sn) = Cov(A) = Cov(A ∪ B) = Cov(C).
Nous savons ensuite que Cov(C) est engendré par les transvectants
(D,E)r.
où D ∈ Cov(A) et E ∈ Cov(B). Par hypothèse, on peut alors supposer que
D = U+ h2k, h2k ∈ I2k E = U+ hJ , hJ ∈ J2k+2.
On doit ainsi considérer les transvectants
(U,V)r, (6.3.15)
(U,hJ)r ∈ J2k+2 par le lemme 6.3.19 et la remarque 6.3.20,
(h2k,V)r, (6.3.16)
(h2k,hJ)r ∈ J2k+2.
(6.3.17)
Les lemmes 6.3.23 et 6.3.24 nous permettent ensuite de conclure.
L’algorithme
Notons V = Sn (n > 2) et f ∈ Sn. Par le corollaire C.2, la famille A0 := {f} est
relativement complète modulo I2. Cela signifie que tout covariant h ∈ Cov(Sn) peut
s’écrire
h = p(f) + h2 avec h2 ∈ I2
Soit maintenant le covariant H2 = (f , f)2, d’ordre 2n− 4.
• Si 2n − 4 > n, on prend B1 := {H2} qui est, par le lemme C.4, relativement
complet modulo I4 ; on applique alors le théorème 6.3.22, et on obtient une famile
A1 := C relativement complète modulo I4.
• Si 2n − 4 = n, on prend B1 := {H2,∆} qui est, par le lemme C.5, relativement
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complet modulo I4 + 〈∆〉 ; où ∆ est l’invariant
∆ =
f f
f
n
2
n
2
n
2
Dans ce cas, on applique le théorème 6.3.22 et on pose A1 = C ∪ {∆}. Une ré-
currence immédiate sur le degré montre que A1 est relativement complète modulo
I4.
• Si 2n− 4 < n, on suppose déjà connu une famille génératrice de S2n−4 ; on prend
alors B1 comme étant cette famille génératrice, qui est finie est complète donc finie
et relativement complète modulo I4 ; on applique directement le théoreme 6.3.22
et on pose A1 := C.
Si maintenant on suppose donné, par récurrence, une famille Ak, qui contient f , et
qui est finie et relativement complète modulo I2k. On se donne alors le covariant H2k =
(f , f)2k.
• Si H2k est d’ordre p > n, on pose Bk := {H2k} qui est, par le lemme C.4, re-
lativement complet modulo I2k+2. En appliquant le théorème 6.3.22 on prend
Ak+1 := C.
• Si H2k est d’ordre p = n, on prend Bk := {H2k,∆} qui est, par le lemme C.5,
relativement complet modulo I2k+2 + 〈∆〉 ; où ∆ est l’invariant
∆ =
f f
f
n
2
n
2
n
2
Dans ce cas, on applique le théorème 6.3.22 et on pose Ak+1 = C ∪ {∆}. Une
récurrence immédiate sur le degré montre que Ak+1 est relativement complète
modulo I2k+2.
• Si H2k est d’ordre p < n, on suppose déjà connu une famille génératrice de Sp ;
on prend alors Bk comme étant cette famille génératrice, qui est finie est complète
donc finie et relativement complète modulo I2k+2 ; on applique directement le
théoreme 6.3.22 et on pose Ak+1 := C.
Ainsi, dans tous les cas, on peut construire une famille Ak+1.
Maintenant, selon la parité de n :
• Si n = 2q est pair, on sait que la famille Aq−1 est relativement complète modulo
I2q ; de plus la famille Bq−1 ne contient que l’invariant ∆q := {f , f}2q. Au final la
famille Ap est donnée par
Ap := Ap−1 ∪ {∆q}
qui est relativement complète modulo I2q+2 = {0}, et donc est la famille généra-
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trice finie cherchée.
• Si n = 2q + 1 est impair, la famille Bq−1 contient la forme quadratique H2q :=
{f , f}2q ; on sait alors que la famille Bq−1 est composée du covariant H2q et de
l’invariant δq := {H2q,H2q}2. Par le théorème 6.3.22, la famille Aq := C est relati-
vement complète modulo I2q+2 = {0}. Il s’agit donc de la famille génératrice finie
cherchée.
Remarque 6.3.25. On peut aussi optimiser cet algorithme comme dans le cas des co-
variants joints où il existe un théorème similaire au théorème 6.3.14, ce qui permet de
travailler sur une sous-famille S∗ de solutions entières irréductibles à chaque étape. Un
tel procédé a été exploité dans le cas des covariants de S9 et S10 [OL14].
6.3.3. Exemples et applications
6.3.3.1. famille génératrice de covariants de S6 ⊕ S2
Il existe une procédure très simple pour déterminer une famille génératrice de cova-
riants de l’espace V ⊕ S2 une fois connue une famille génératrice de covariants de V .
Une telle procédure est donnée par le théoreme suivant [GY10].
Théorème 6.3.26. Notons {h1, . . . ,hs} une famille génératrice de covariants de Cov(V ),
et notons u ∈ S2. Alors les covariants irréductibles de Cov(V ⊕ S2) sont issus de la fa-
mille :
• {hi,ur}2r−1 pour i = 1 . . . s ;
• {hi,ur}2r pour i = 1 . . . s ;
• {hihj ,ur}2r où hi est d’ordre 2p+ 1 et hj est d’ordre 2r − 2p− 1.
On note hd,o un covariant de degré d et d’ordre o, issu de la famille génératrice de
covariants de S6 donnée par la table 6.2 (voir Grace–Young [GY10]), et on note u ∈ S2.
Par le théorème 6.3.26, il suffit de considérer les transvectants
{h,ur}2r−1 ou {h,ur}2r.
Rappelons ici que l’algèbre Cov(V ) := Cov(S6 ⊕ S2) est multi-graduée :
Cov(V ) =
⊕
d1≥0,d2≥0,o≥0
Cov(V )d1,d2,o.
où d1 est le degré en la forme binaire f ∈ S6, d2 est le degré en la forme binaire u ∈ S2
et o le degré en la variable x ∈ C2. On peut donc considérer la série de Hilbert associée :
H6,2(z1, z2, t) :=
∑
d1,d2,o
dim(Cov(V )d1,d2,o)zd11 z
d2
2 t
o,
Une telle série a été calculée à l’aide du package Maple de Bedratyuk [Bed11b]. Le
théorème 6.3.26 fournit une famille génératrice finie (non nécessairement minimale).
A l’aide de la série de Hilbert multigraduée, on a pu vérifier le degré de chaque espace
homogène et rendre cette famille génératrice minimale (par des scripts écrits en Macau-
lay 2 [GS], ce qui donne au final 99 covariants. Notons que, par cette procédure, nous
avons pu nous limiter à des espaces homogènes de degré 15 au maximum. Les résultats
figurent dans la table 6.3.
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D/O 0 2 4 6
1 f
2 (f , f)6 h2,4 := (f , f)4
3 h3,2 := (h2,4, f)4 h3,6 := (h2,4, f)2
4 (h2,4,h2,4)4 (h3,2, f)2 h4,6 := (h3,2, f)1
5 (h2,4,h3,2)2 (h2,4,h3,2)1
6 (h3,2,h3,2)2
h6,61 := (h3,8,h3,2)2
h6,62 := (h3,6,h3,2)1
7 (f ,h23,2)4 (f ,h23,2)3
8 (h2,4,h23,2)3
9 (h3,8,h23,2)4
10 (h33,2, f)6 (h33,2, f)5
12 (h3,8,h33,2)6
15 (h3,8,h43,2)8
D/0 8 10 12
2 h2,8 := (f , f)2
3 h3,8 := (h2,4, f)1 (h2,8, f)1
4 (h2,8,h2,4)1
5 h5,8 := (h2,8,h3,2)1
Table 6.2. – famille génératrice finie de covariants de S6
d/o 0 2 4 6 8 10 12 # Cum
1 − 1 − 1 − − − 2 2
2 2 − 2 1 1 − − 6 8
3 − 3 2 2 2 − 1 10 18
4 4 3 3 4 − 2 − 16 34
5 − 4 6 − 3 − − 13 47
6 5 7 − 5 − − − 17 64
7 3 1 6 − − − − 10 74
8 1 8 − − − − − 9 83
9 7 − 1 − − − − 8 91
10 1 2 − − − − − 3 94
11 2 − − − − − − 2 96
12 − 1 − − − − − 1 97
13 1 − − − − − − 1 98
14 − − − − − − − − 98
15 1 − − − − − − 1 99
Tot 27 30 20 13 6 2 1 99
Table 6.3. – famille génératrice minimale de covariants de S6 ⊕ S2
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27 invariants
5 invariants issus de S6, 1 invariant de S2 et 21 invariants joints.
Degré 4 (h1,6,u3)6 (h2,4,u2)4 (h3,2,u)2
Degré 6 (h3,6,u3)6 (h2,8,u4)8 (h4,4,u2)4 (h5,2,u)2
Degré 7 (h5,4,u2)4 (h3,8,u4)8 (h4,6,u3)6
Degré 8 (h7,2,u)2
Degré 9 (h7,4,u2)4 (h6,61,u3)6 (h4,10,u5)10
(h5,8,u4)8 (h8,2,u)2 (h3,12,u6)12 (h6,62,u3)6
Degré 11 (h10,2,u)2 (h9,4,u2)4
Degré 13 (h12,2,u)2
30 covariants d’ordre 2
1 issu de S2, 6 de S6 et 23 covariants joints.
Degré 3 (f ,u2)4 (h2,4,u)2
Degré 4 (h2,4,u2)3 (h3,2,u)1 (f ,u3)5
Degré 5 (h2,8,u3)6 (h4,4,u)2 (h3,6,u2)4
Degré 6 (h2,8,u4)7 (h4,4,u2)3 (h5,2,u)1 (h3,6,u3)5
(h5,4,u)2 (h3,8,u3)6 (h4,6,u2)4
Degré 8 (h7,2,u)1 (h7,4,u)2 (h6,6b,u2)4
(h5,8,u3)6 (h3,12,u5)10 (h4,10,u4)8 (h6,6a,u2)4
Degré 10 (h9,4,u)2
20 covariants d’ordre 4
5 covariants issus de S6 et 15 covariants joints.
Degré 2 (f ,u)2
Degré 3 (h2,4,u)1 (f ,u2)3
Degré 4 (h3,6,u)2 (h2,8,u2)4
Degré 5 (h3,8,u2)4 (h3,6,u2)3 (h4,4,u)1 (h4,6,u)2 (h2,8,u3)5
Degré 7 (h6,61,u)2 (h3,12,u4)8 (h4,10,u3)6 (h6,62,u)2 (h5,8,u2)4
13 covariants d’ordre 6 :
5 covariants issus de S6 et 8 covariants joints.
Degré 2 (f ,u)1
Degré 3 (h2,8,u)2
Degré 4 (h2,8,u2)3 (h3,6,u)1 (h3,8,u)2
Degré 7 (h5,8,u)2 (h4,10,u2)4 (h3,12,u3)6
suite à la page suivante
163
suite de la page précédente
6 covariants d’ordre 8 :
3 covariants issus de S6 et 3 covariants joints.
Degré 3 (h2,8,u)1
Degré 5 (h4,10,u)2 (h3,12,u2)4
2 covariants d’ordre 10 :
1 covariant issu de S6 et 1 covariant joint.
Degré 3 (h3,12,u)2
1 covariant d’ordre 12 issu de S6.
6.3.3.2. famille génératrice de covariants de S6 ⊕ S4
Notons f ∈ S6 et v ∈ S4. Une famille génératrice minimale de Cov(S6) est donnée par
la table 6.2, et une famille génératrice minimale de Cov(S4) est donnée par
v ∈ S4 k2,4 := (v,v)2 k3,6 := (v,k2,4)1
i := (v,v)4 j := (v,k2,4)4
Par la relation (6.3.7), nous avons :
Lemme 6.3.27. Cov(S4) est un C[i, j,v,k2,4]–module de type fini :
Cov(S4) = C[i, j,v,k2,4] + k3,6C[i, j,v,k2,4].
Nous pouvons aussi exploiter des relations dans Cov(S6), du type :
36h24,10 = −h2,0h22,4f2 + 6h22,4fh3,6 − 3h32,4h2,8 − 6h3,2h2,4fh2,8
+ 3h2,0h2,4h22,8 − 9h4,4h22,8.
Ainsi, nous avons :
Lemme 6.3.28. Notons hd,k le covariant de Cov(S6) de degré d et d’ordre k, donné
par la table 6.2. Posons
A0 := {h2,0,h4,0,h6,0,h10,0,h15,0,h3,2,h5,2,h2,4,h4,4, f ,
h3,6,h4,6,h2,8,h3,8}
Alors Cov(S6) est un C[A0]–module de type fini, engendré par les monômes
hu17,2h
u2
8,2h
u3
10,2h
u4
12,2h
u5
5,4h
u6
7,4h
u7
9,4h
u8
6,61h
u9
6,62h
u10
5,8 h
u11
4,10h
u12
3,12
avec
ui ≤ 1, ∀i, et u3 + u4 ≤ 1
A partir des lemmes 6.3.27 et 6.3.28, le théoreme 6.3.14 nous permet d’obtenir 1072
générateurs. Remarquons aussi que nous savons exactement dans quel espace homogène
Cov(S6 ⊕ S4)d1,d2,o chacun de ces générateurs appartient où d1 désigne le degré en S6,
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d2 le degré en S4 et o l’ordre du covariant. La série de Hilbert de Cov(S6 ⊕ S4) a été
calculée à l’aide du package Maple de Bedratyuk [Bed11b].
d/o 0 2 4 6 8 10 12 # Cum
1 − − 1 1 − − − 2 2
2 2 1 3 1 2 − − 9 11
3 2 4 4 5 3 1 1 20 31
4 4 6 9 5 2 1 − 27 58
5 4 12 11 3 1 − − 31 89
6 9 14 6 2 − − − 31 120
7 9 17 2 − − − − 28 148
8 9 7 1 − − − − 17 165
9 8 3 1 − − − − 12 177
10 5 2 − − − − − 7 184
11 3 1 − − − − − 4 188
12 2 1 − − − − − 3 191
13 1 − − − − − − 1 192
14 1 − − − − − − 1 193
15 1 − − − − − − 1 194
Tot 60 68 38 17 8 2 1 194
Table 6.4. – famille génératrice minimale de covariants de S6 ⊕ S4
Ensuite, il y a exactement 339 invariants parmi ces 1072 générateurs initiaux. Le degré
total maximal d1 + d2 de ces invariants est de 24 et, pour ce degré, un seul invariant
intervient, avec d1 = 21 et d2 = 3. D’après la série de Hilbert, il a donc fallu vérifier un
espace homogène de dimension
dim(Cov(S6 ⊕ S4))21,3,0 = 324.
La table 6.5 donne d’autres exemples de degrés et de dimensions d’espaces homogènes
associés.
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Degré d1 d2 dim Degré d1 d2 dim
23 20 3 335 21 18 3 258
22 19 3 248 17 4 354
18 4 498 16 5 621
17 5 650 15 6 747
16 6 1005
15 7 1142
Table 6.5. – Dimensions d’espaces homogènes de l’algèbre Cov(S6 ⊕ S4)
Après réduction, il ne reste plus que 53 invariants joints.
A l’ordre 2, on trouve 433 covariants issus de la famille initiale. Le degré total maximal
d1+d2 est de 24. Pour ce degré, il ne reste qu’un seul covariant, avec d1 = 21 et d2 = 3. Au
vu de la série de Hilbert, il suffit ensuite de vérifier un espace homogène de dimension
1063. Les résultats sont résumés dans la table 6.4.
60 invariants
5 invariants issus de S6, 2 invariants de S4 et 53 invariants joints.
Degré 3 (h2,4,v)4
Degré 4 (h2,8,v2)8 (h2,4,k2,4)4 (f ,k3,6)6
Degré 5 (h3,8,v2)8 (h4,4,v)4 (h2,8,v ·k2,4)8 (f2,v3)12
Degré 6 (h3,8,v ·k2,4)8 (f2,v2 ·k2,4)12 (h2,8,k22,4)8 (h3,6,k3,6)6
(h3,12,v3)12 (h5,4,v)4
(h4,4,k2,4)4 (h3,2 · f ,v2)8
Degré 7 (h23,2,v)4 (h5,4,k2,4)4 (h5,8,v2)8 (f ·h3,6,v3)12
(f2,v ·k22,4)12 (h3,2 · f ,v ·k2,4)8
(h4,6,k3,6)6 (h3,12,v2 ·k2,4)12 (h3,8,k22,4)8
Degré 8 (h3,2h2,4,k3,6)6 (h3,12,v ·k22,4)12 (h3,2h3,6,v2)8 (h23,2,k2,4)4
(h7,4,v)4 (f ·h4,6,v3)12
(f ·h3,6,v2 ·k2,4)12 (h3,2 · f ,k22,4)8 (h5,8,v ·k2,4)8
Degré 9 (h7,4,k2,4)4 (h3,2 ·h5,2,v)4 (h5,2 · f ,v ·k2,4)8
(h3,12,k32,4)12 (h3,2 ·h2,8,v ·k3,6)10
(fh4,6,v2 ·k2,4)12 (h23,6,v3)12 (h3,2 ·h4,6,v2)8
Degré 10 (h9,4,v)4 (h3,2 ·h2,8,k2,4k3,6)10 (h5,2 ·h3,6,v2)8 (f ·h6,61,v3)12
Degré 11 (h25,2,v)4 (f ·h6,62,v2 ·k2,4)12 (h3,2 ·h6,61,v2)8
Degré 12 (h3,2 ·h8,2,v)4 (h3,2 ·h6,62,vk2,4)8
suite à la prochaine page
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Degré 13 (h8,2 ·h3,6,v2)8
Degré 14 (h3,2 ·h10,2,v)4
68 covariants d’ordre 2
6 covariants issus de S6, et 62 covariants joints.
Degré 2 (f ,v)4
Degré 3 (h2,4,v)3 (f ,k2,4)4 (f ,v2)6
Degré 4 (h2,4,k2,4)3 (f ,v ·k2,4)6 (f ,k3,6)5 (h2,8,v2)7 (h3,2,v)2 (h3,6,v)4
Degré 5 (h3,6,k2,4)4 (h4,4,v)3 (h3,6,v2)6
(h2,8,v ·k2,4)7 (f ,k22,4)6 (h3,2,k2,4)2
(f2,v3)11 (h4,6,v)4 (h2,8,k3,6)6 (h2,4,k3,6)4 (h3,8,v2)7
Degré 6 (f2,v2 ·k2,4)11 (h2,8,v ·k3,6)8 (h3,2 · f ,v2)7 (h2,8,k22,4)7
(h4,4,k2,4)3 (h4,10,v2)8 (h3,12,v3)11 (h5,2,v)2
(h4,6,v2)6 (h3,6,v ·k2,4)6 (h4,6,k2,4)4 (h3,8,v ·k2,4)7
(h3,8,k3,6)6 (h5,4,v)3
Degré 7 (h2,8,k2,4 ·k3,6)8 (h6,62,v)4 (h3,12,v2 ·k2,4)11 (h4,10,v3)10 (h6,61,v)4
(f ·h3,6,v3)11 (h23,2,v)3 (h5,2,k2,4)2 (h3,8,v ·k3,6)8 (h22,4,k3,6)6 (h5,8,v2)7
(h4,6,v ·k2,4)6 (f2,v ·k22,4)11 (h5,4,k2,4)3 (h4,10,v ·k2,4)8 (h4,6,k3,6)5
Degré 8 (h3,2 ·h3,6,v2)7 (h7,2,v)2 (h23,2,k2,4)3
(h6,61,k2,4)4 (h6,62,v2)6 (h4,10,k22,4)8
Degré 9 (h8,2,v)2 (h23,2,k3,6)4 (h3,2 ·h5,2,v)3
Degré 10 (h5,2 ·h3,6,v2)7
Degré 11 (h25,2,v)3
38 covariants d’ordre 4 :
2 covariants issus de S4, 5 covariants de S6 et 31 covariants joints.
Degré 2 (f ,v)3
Degré 3 (h2,4,v)2 (f ,v2)5 (h2,8,v)4 (f ,k2,4)3
Degré 4 (h3,8,v)4 (h3,2,v)1 (h2,8,k2,4)4
(h2,4,k2,4)2 (h2,8,v2)6
(f ,k3,6)4 (f ,v ·k2,4)5 (h3,6,v)3
Degré 5 (h2,8,v ·k2,4)6 (h3,12,v2)8 (h4,6,v)3 (h3,2,k2,4)1
(h3,6,k2,4)3 (h4,4,v)2 (h3,8,k2,4)4 (h2,8,k3,6)5 (f ,k22,4)5 (h3,6,v2)5
Degré 6 (h5,2,v)1 (h3,12,v ·k2,4)8 (h5,8,v)4 (h5,4,v)2 (h4,6,k2,4)3 (h3,6,k3,6)4
Degré 7 (h5,8,k2,4)4
Degré 8 (h7,4,v)2
suite à la prochaine page
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17 covariants d’ordre 6 :
1 covariant issu de S4, 5 covariants de S6 et 11 covariants joints.
Degré 2 (f ,v)2
Degré 3 (f ,k2,4)2 (h2,4,v)1 (h2,8,v)3
Degré 4 (h2,8,k2,4)3 (h3,8,v)3 (h2,8,v2)5 (h2,4,k2,4)1
Degré 5 (h4,10,v)4 (h4,4,v)1 (h4,6,v)2
8 covariants d’ordre 8 :
3 covariant issus de S6, 5 covariants joints.
Degré 2 (f ,v)1
Degré 3 (f ,k2,4)1 (h2,8,v)2
Degré 4 (h3,8,v)2 (h3,12,v)4
2 covariants d’ordre 10 :
1 covariant issu de S6 and 1 covariant joint.
Degré 3 (h2,8,k1,4)1
1 covariant d’ordre 12 issu de S6.
6.3.3.3. famille génératrice de covariants de S6 ⊕ S4 ⊕ S2
On utilise directement le théorème 6.3.11 avec V = S6⊕S4. Les résultats sont résumés
dans la table 6.6
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d/o 0 2 4 6 8 10 12 # Cum
1 − 1 1 1 − − − 3 3
2 3 2 5 2 2 − − 14 17
3 4 10 9 8 4 1 1 37 54
4 12 19 20 10 3 2 − 66 120
5 15 38 24 6 3 − − 86 206
6 37 46 12 5 − − − 100 306
7 42 31 7 − − − − 80 386
8 38 15 1 − − − − 54 440
9 22 4 1 − − − − 27 467
10 9 3 − − − − − 12 479
11 6 1 − − − − − 7 486
12 3 1 − − − − − 4 490
13 2 − − − − − − 2 492
14 1 − − − − − − 1 493
15 1 − − − − − − 1 494
Tot 195 171 80 32 12 3 1 494
Table 6.6. – Famille génératrice minimale de S6 ⊕ S4 ⊕ S2
195 invariants : 5 issus de S6, 2 de S4, 1 de S2, 21 invariants joints de S6 ⊕ S2 donnés par 6.3.3.1,
53 invariants joints de S6 ⊕ S4 donnés dans 6.3.3.2. Reste ensuite 113 invariants.
Degré 3 (v,u2)4 ((f ,v)4,u)2
Degré 4 (k2,4,u2)4 ((f ,v)3,u2)4 ((f ,v2)6,u)2 ((f ,k2,4)4,u)2 ((h2,4,v)3,u)2
Degré 5 ((f ,v)2,u3)6 ((f ,k2,4)3,u2)4 ((f ,v2)5,u2)4 ((f ,k3,6)5,u)2
((f ,v ·k2,4)6,u)2 ((h2,8,v)4,u2)4 ((h2,4,v)2,u2)4 ((h2,8,v2)7,u)2
((h2,4,k2,4)3,u)2 ((h3,6,v)4,u)2
((h3,2,v)2,u)2
Degré 6 (k3,6,u3)6 ((f ,v)1,u4)8 ((f ,k2,4)2,u3)6 ((f ,k3,6)4,u2)4
((f ,v ·k2,4)5,u2)4 ((f ,k22,4)6,u)2 ((h2,4,v)1,u3)6 ((h2,8,v)3,u3)6
((h2,8,v2)6,u2)4 ((h2,8,k2,4)4,u2)4 ((h2,4,k2,4)2,u2)4 ((h2,8,v ·k2,4)7,u)2
((h2,8,k3,6)6,u)2 ((f2,v3)11,u)2 ((h2,4,k3,6)4,u)2 ((h3,6,v)3,u2)4
((h3,8,v)4,u2)4 ((h3,2,v)1,u2)4 ((h3,6,k2,4)4,u)2 ((h3,6,v2)6,u)2
((h3,2,k2,4)2,u)2 ((h3,8,v2)7,u)2 ((h4,4,v)3,u)2 ((h4,6,v)4,u)2
Degré 7 ((f ,k2,4)1,u4)8 ((f ,k22,4)5,u2)4 ((h2,8,v)2,u4)8 ((h2,8,v2)5,u3)6
suite à la prochaine page
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((h2,8,k2,4)3,u3)6 ((h2,4,k2,4)1,u3)6 ((h2,8,v ·k2,4)6,u2)4 ((h2,8,k3,6)5,u2)4
((h2,8,k22,4)7,u)2 ((f2,v2 ·k2,4)11,u)2 ((h2,8,v ·k3,6)8,u)2 ((h3,8,v)3,u3)6
((h3,2,k2,4)1,u2)4 ((h3,8,k2,4)4,u2)4 ((h3,6,v2)5,u2)4 ((h3,12,v2)8,u2)4
((h3,6,k2,4)3,u2)4 ((h3,6,v ·k2,4)6,u)2 ((h3,12,v3)11,u)2 ((h3,8,v ·k2,4)7,u)2
((h3,8,k3,6)6,u)2 ((h4,6,v)3,u2)4 ((h4,4,v)2,u2)4 ((h4,6,k2,4)4,u)2
((h4,6,v2)6,u)2 ((h4,4,k2,4)3,u)2 ((h4,10,v2)8,u)2 ((h3,2 · f ,v2)7,u)2
((h5,4,v)3,u)2 ((h5,2,v)2,u)2
Degré 8 ((h2,8,v)1,u5)10 ((h2,8,k2,4 ·k3,6)8,u)2 ((f2,v ·k22,4)11,u)2 ((h3,12,v)4,u4)8
((h3,8,v)2,u4)8 ((h3,12,v ·k2,4)8,u2)4 ((h3,6,k3,6)4,u2)4 ((h3,8,v ·k3,6)8,u)2
((h3,12,v2 ·k2,4)11,u)2 ((h4,10,v)4,u3)6 ((h4,6,v)2,u3)6 ((h4,4,v)1,u3)6
((h4,6,k2,4)3,u2)4 ((h4,6,v ·k2,4)6,u)2 ((h4,10,v3)10,u)2 ((f ·h3,6,v3)11,u)2
((h4,10,v ·k2,4)8,u)2 ((h4,6,k3,6)5,u)2 ((h22,4,k3,6)6,u)2 ((h5,8,v)4,u2)4
((h5,2,v)1,u2)4 ((h5,4,v)2,u2)4 ((h5,2,k2,4)2,u)2 ((h5,8,v2)7,u)2
((h5,4,k2,4)3,u)2 ((h6,62,v)4,u)2 ((h23,2,v)3,u)2 ((h6,61,v)4,u)2
Degré 9 ((h4,10,k22,4)8,u)2 ((h5,8,k2,4)4,u2)4 ((h3,2 ·h3,6,v2)7,u)2 ((h6,61,k2,4)4,u)2
((h23,2,k2,4)3,u)2 ((h6,62,v2)6,u)2 ((h7,2,v)2,u)2
Degré 10 ((h23,2,k3,6)4,u)2 ((h7,4,v)2,u2)4 ((h8,2,v)2,u)2 ((h3,2 ·h5,2,v)3,u)2
Degré 11 ((h5,2 ·h3,6,v2)7,u)2
Degré 12 ((h25,2,v)3,u)2
171 covariants d’ordre 2 : 6 issus de S6, 1 de S2, 23 covariants joints issus de S6 ⊕ S2 et donnés
dans 6.3.3.1, 62 covariants joints de S6 ⊕ S4
donnés dans 6.3.3.2. Reste 79 covariants donnés ci-dessous :
Degré 2 (v,u)2
Degré 3 (v,u2)3 (k2,4,u)2 ((f ,v)4,u)1 ((f ,v)3,u)2
Degré 4 ((1,k2,4)0,u2)3 ((f ,v)2,u2)4 ((f ,v)3,u2)3 ((f ,k2,4)3,u)2
((f ,v2)5,u)2 ((f ,k2,4)4,u)1 ((f ,v2)6,u)1 ((h2,4,v)2,u)2
((h2,8,v)4,u)2 ((h2,4,v)3,u)1
Degré 5 (k3,6,u2)4 ((f ,v)2,u3)5 ((f ,v)1,u3)6 ((f ,k2,4)2,u2)4
((f ,k2,4)3,u2)3 ((f ,k3,6)5,u)1 ((f ,v ·k2,4)5,u)2 ((f ,v ·k2,4)6,u)1
((f ,k3,6)4,u)2 ((h2,8,v)4,u2)3 ((h2,4,v)1,u2)4 ((h2,8,v)3,u2)4
((h2,4,v)2,u2)3 ((h2,8,v2)7,u)1 ((h2,4,k2,4)3,u)1 ((h2,8,k2,4)4,u)2
((h2,8,v2)6,u)2 ((h2,4,k2,4)2,u)2 ((h3,2,v)1,u)2 ((h3,6,v)4,u)1
((h3,2,v)2,u)1 ((h3,6,v)3,u)2 ((h3,8,v)4,u)2
Degré 6 ((f ,k2,4)1,u3)6 ((f ,k22,4)5,u)2 ((f ,k22,4)6,u)1 ((h2,8,v)2,u3)6
suite à la prochaine page
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((h2,8,v2)5,u2)4 ((h2,8,k2,4)4,u2)3 ((h2,8,k2,4)3,u2)4 ((h2,4,k2,4)1,u2)4
((h2,8,v ·k2,4)7,u)1 ((h2,8,k3,6)5,u)2 ((h2,8,k3,6)6,u)1 ((h2,8,v ·k2,4)6,u)2
((h3,8,v)3,u2)4 ((h3,6,v)3,u2)3 ((h3,2,k2,4)1,u)2 ((h3,8,k2,4)4,u)2
((h3,6,v2)5,u)2 ((h3,6,v2)6,u)1 ((h3,6,k2,4)3,u)2 ((h3,2,k2,4)2,u)1
((h3,12,v2)8,u)2 ((h3,8,v2)7,u)1 ((h4,6,v)3,u)2 ((h4,6,v)4,u)1
((h4,4,v)2,u)2
Degré 7 ((h2,8,v)1,u4)8 ((h3,8,v)2,u3)6 ((h3,12,v)4,u3)6 ((h3,12,v ·k2,4)8,u)2
((h3,6,k3,6)4,u)2 ((h4,6,v)2,u2)4 ((h4,4,v)1,u2)4 ((h4,10,v)4,u2)4
((h4,6,v2)6,u)1 ((h4,6,k2,4)3,u)2 ((h5,4,v)2,u)2 ((h5,8,v)4,u)2
((h5,4,v)3,u)1 ((h5,2,v)1,u)2
Degré 8 ((h5,8,k2,4)4,u)2
Degré 9 ((h7,4,v)2,u)2
80 covariants d’ordre 4 : 5 issus de S6, 2 de S4, 15 covariants joints issus de S6 ⊕ S2
et donnés dans 6.3.3.1, 31 covariants joints issus de S6 ⊕ S4
et donnés dans 6.3.3.2. Reste 27 covariants donnés ci-dessous :
Degré 2 (v,u)1
Degré 3 (k2,4,u)1 ((f ,v)2,u)2 ((f ,v)3,u)1
Degré 4 (k3,6,u)2 ((f ,v)2,u2)3 ((f ,v)1,u2)4 ((f ,k2,4)3,u)1
((f ,k2,4)2,u)2 ((h2,8,v)4,u)1 ((h2,4,v)2,u)1 ((h2,8,v)3,u)2
((h2,4,v)1,u)2
Degré 5 ((f ,k2,4)1,u2)4 ((h2,8,v)2,u2)4 ((h2,8,k2,4)4,u)1 ((h2,8,v2)5,u)2
((h2,8,k2,4)3,u)2 ((h2,4,k2,4)1,u)2 ((h3,6,v)3,u)1 ((h3,8,v)3,u)2
Degré 6 ((h2,8,v)1,u3)6 ((h3,8,v)2,u2)4 ((h3,12,v)4,u2)4 ((h4,10,v)4,u)2
((h4,4,v)1,u)2 ((h4,6,v)2,u)2
32 covariants d’ordre 6 : 5 issus de S6, 1 de S4, 8 covariants joints issus de S6 ⊕ S2
et donnés dans 6.3.3.1, 11 covariants joints issus de S6 ⊕ S4
et donnés dans 6.3.3.2. Reste 7 covariants donnés ci-dessous :
Degré 3 ((f ,v)2,u)1 ((f ,v)1,u)2
Degré 4 ((f ,k2,4)1,u)2 ((h2,8,v)2,u)2
Degré 5 ((h2,8,v)1,u2)4 ((h3,12,v)4,u)2 ((h3,8,v)2,u)2
12 covariants d’ordre 8 : 3 issus de S6, 3 covariants joints issus de S6 ⊕ S2 et donnés dans 6.3.3.1,
5 covariants joints issus de S6 ⊕ S4 et donnés dans 6.3.3.2. Reste 1 covariant donné ci-dessous :
Degré 4 ((h2,8,v)1,u)2
Il reste ensuite 3 covariants d’ordre 10 : 1 issu de S6, 1 covariant joint issu de S6 ⊕ S2
et donné par 6.3.3.1, puis 1 covariant joint issu de S6⊕S4 et donné par 6.3.3.2. Au final,
il reste 1 covariant d’ordre 12 issu de S6.
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6.3.3.4. famille génératrice de covariants de S8
On applique ici l’algorithme de Gordan pour les formes binaires simples.
Pour la première étape, on a A0 = {f}, avec f ∈ S8. La famille B0 ne contient que
h2,12 := (f , f)2 ∈ S12.
Pour obtenir la famille A1, il faut considérer les transvectants
(fa,hb2,12)r,
sachant qu’on travaille modulo I4. Par le lemme C.1, on a nécessairement r ≤ 2. Fixons
ensuite la molécule
α β
γδ
2
2
2
En appliquant le lemme B.4 avec e0 = 2 et e1 = 2, une telle molécule est de grade 3 et
donc par le lemme C.1, elle est de grade 4.
De tout cela, on en déduit que la famille A1 est composée des 4 covariants
f , h2,12, h3,18 := (f ,h2,12)1.
La famille B1 est constituée de l’unique forme
h2,8 := (f , f)4 ∈ S8.
Pour obtenir la famille A2, on doit alors considérer les transvectants
(fa1ha22,12h
a3
3,18,hb2,8)r.
En utilisant le même genre d’arguments que ci-dessus, et donc à l’aide de lemme du
type B.4, on en déduit [GY10 ; Gor75] que :
Lemme 6.3.29. La famille A2 est constituée des sept covariants
f , h2,8 = (f , f)4, h2,12 = (f , f)2, h3,12 := (f ,h2,8)2, h3,14 := (f ,h2,8)1
h3,18 := (f ,h2,12)1, h4,18 := (h2,12,h2,8)1
Rappelons aussi qu’il faut considérer l’invariant
(f ,h2,8)8.
Enfin, la famille B2 est donnée par la famille génératrice du covariant
h2,4 := (f , f)6 ∈ S4.
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Comme nous l’avons vu dans la sous-sous-section 6.3.3.2, une telle famille génératrice
de covariant est par exemple donnée par
h2,4, h4,4 := (h2,4,h2,4)2, h6,6 := (h2,4, (h2,4,h2,4)2)1
et les deux invariants
h4,0 := (h2,4,h2,4)4, h6,0 := (h2,4, (h2,4,h2,4)2)4
Pour obtenir la famille A3, on doit considérer les transvectants
(fa1ha22,8h
a3
2,12h
a4
3,12h
a5
3,14h
a6
3,18h
a7
4,18,h
b1
2,4h
b2
4,4h
b3
6,6)r
et donc le système{
8a1 + 8a2 + 12a3 + 12a4 + 14a5 + 18a6 + 18a7 = u+ r
4b1 + 4b2 + 6b3 = v + r
. (6.3.18)
On peut ensuite exploiter la relation connue dans Cov(S4) :
12h26,6 + 6h34,4 + 2h6,0h32,4 − 3h22,4h4,4h4,0 = 0.
A l’aide de scripts écrits en Macaulay 2 [GS], on obtient finalement une famille géné-
ratrice de covariant de S8, donnée ci-dessous.
8 invariants
Degré 2 h2,0 := (f , f)8
Degré 3 (f ,h2,8)8
Degré 4 (h2,4,h2,4)4
Degré 5 (f ,h22,4)8
Degré 6 (h4,4,h2,4)4
Degré 7 (f ,h2,4h4,4)8
Degré 8 (h2,12,h32,4)12
Degré 9 (h3,12,h32,4)12
Degré 10 (h2,12,h22,4h4,4)12
14 covariants d’ordre 2.
Degré 5 (f ,h22,4)7
Degré 6 (h2,8,h22,4)7
Degré 7 (f ,h6,6)6 (f ,h2,4h4,4)7
Degré 8 (h2,12,h32,4)11 (h2,8,h6,6)6
Degré 9 (h3,14,h32,4)12 (h3,12,h32,4)11 (f ,h24,4)7
suite à la prochaine page
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Degré 10 (h2,12,h2,4h6,6)10 (h2,12,h22,4h4,4)11
Degré 11 (h3,18,h42,4)16 (h3,14,h22,4h4,4)12
Degré 12 (h4,18,h42,4)16
13 covariants d’ordre 4.
Degré 2 h2,4 := (f , f)6
Degré 3 (f ,h2,4)4
Degré 4 h4,4 := (h2,4,h2,4)2
(h2,8,h2,4)4
Degré 5 (f ,h4,4)4 (f ,h22,4)6
Degré 6 (h2,12,h22,4)8 (h2,8,h4,4)4
Degré 7 (h3,12,h22,4)8 (f ,h6,6)5
Degré 8 (h2,12,h2,4h4,4)8 (h2,12,h32,4)10
Degré 9 (h3,14,h32,4)11
12 covariants d’ordre 6.
Degré 3 (f ,h2,4)3
Degré 4 (h2,8,h2,4)3
Degré 5 (f ,h4,4)3 (f ,h22,4)5
Degré 6 h6,6 := (h4,4,h2,4)1 (h2,12,h22,4)7 (h2,8,h4,4)3
Degré 7 (h3,14,h22,4)8 (h3,12,h22,4)7 (f ,h6,6)4
Degré 8 (h2,12,h6,6)6 (h2,12,h2,4h4,4)7
6 covariants d’ordre 8.
Degré 1 f
Degré 2 h2,8
Degré 3 (f ,h2,4)2
Degré 4 (h2,12,h2,4)4
Degré 5 (f ,h4,4)2
Degré 6 (h2,12,h4,4)4
7 covariants d’ordre 10.
Degré 3 (f ,h2,4)1
Degré 4 (h2,12,h2,4)3 (h2,8,h2,4)1
Degré 5 (h3,14,h2,4)4 (h3,12,h2,4)3
(f ,h4,4)1
Degré 6 (h2,12,h4,4)3
3 covariants d’ordre 12.
suite à la prochaine page
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Degré 2 h2,12
Degré 3 h3,12 := (f ,h2,8)2
Degré 4 (h2,12,h2,4)2
3 covariants d’ordre 14.
Degré 3 h3,14 := (f ,h2,8)1
Degré 4 (h2,12,h2,4)1
Degré 5 (h3,12,h2,4)1
2 covariants d’ordre 18.
Degré 3 h3,18 := (f ,h2,12)1
Degré 4 (h2,12,h2,8)1
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7. Applications à la mécanique des
milieux continus
Ce chapitre concerne les résultats que nous avons pu établir concernant les familles
génératrices finies des algèbres d’invariants des espaces Piez et Ela. Il s’agit, rappelons-
le, d’un objectif essentiel de notre travail, motivé par des questions mécaniques.
Comme souligné dans la section 3.3, ces questions se traduisent en termes d’espaces
de formes binaires, ce qui revient à étudier les algèbres d’invariants de l’espace
S6 ⊕ S2 ⊕ S4 ⊕ S2,
pour l’espace Piez ainsi que de l’espace
S8 ⊕ S4 ⊕ S4 ⊕ S0 ⊕ S0
pour l’espace Ela.
Dans ce chapitre, nous montrons aussi comment passer des invariants des formes
binaires aux invariants des tenseurs, en exploitant des opérateurs SO(3) invariants et en
définissant ainsi des transvectants de tenseurs.
Au final, nous avons pu obtenir pour la première fois une famille génératrice minimale
de 299 invariants de l’algèbre des invariants de l’élasticité. Par ce résultat, on ferme une
question vieille de plus de 30 ans. Concernant l’algèbre des polynômes SO(3) invariants
de l’espace Piez, nous avons obtenu une famille génératrice minimale de 495 invariants.
De cette famille de polynômes SO(3) invariants, on en déduit une famille génératrice
finie de polynômes O(3) invariants sur Piez mais qui n’est pas encore minimale à ce jour.
La réduction de cette famille fera l’objet d’une publication ultérieure.
7.1. Opérateurs invariants
Rappelons ici qu’il existe deux modèles pour les espaces SO(3) ou O(3) irréductibles
(sous-section 3.1.1) : les espaces Hn(R3) de polynômes harmoniques ou les espaces Hn
de tenseurs harmoniques sur R3. Nous allons proposer ici de définir des transvectants
sur les tenseurs. Pour les formes binaires, une telle opération est en fait un projecteur
associé à la décomposition de Clebsch–Gordan de l’espace Sn ⊗ Sp. Dans le cadre des
tenseurs, nous avons
Proposition 7.1.1. Pour tout entier naturel n et p
Hn(R3)⊗Hp(R3) '
min(n,p)⊕
r=0
Hn+p−r(R3).
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7.1.1. Transvectants de tenseurs
Pour définir explicitement des projecteurs associés à cette décomposition de Clebsch–
Gordan, nous commençons par définir des opérateurs SO(3) invariants, qui jouent un
rôle similaire aux opérateurs définis dans le cadre des formes binaires (sous-section 5.2.1).
Rappelons avant tout que Sn(R3) désigne l’espace des polynômes homogènes de degré
n sur R3 et notons xα,xβ,xγ des variables de R3.
Soit maintenant
Ωαβγ :=
∣∣∣∣∣∣∣∣∣∣∣∣∣
∂
∂xα
∂
∂xβ
∂
∂xγ
∂
∂yα
∂
∂yβ
∂
∂yγ
∂
∂zα
∂
∂zβ
∂
∂zγ
∣∣∣∣∣∣∣∣∣∣∣∣∣
qui est un clairement un opérateur SO(3) invariant. Ensuite, on définit le polarisé du
laplacien :
∆αβ :=
∂
∂xα
∂
∂xβ
+ ∂
∂yα
∂
∂yβ
+ ∂
∂zα
∂
∂zβ
qui est O(3) invariant. On désigne par
µ : F(xα)G(xβ) 7→ F(x)G(x), Sn(R3)⊗ Sp(R3) −→ Sn+p(R3)
un opérateur de trace. Enfin, pour tout polynôme F ∈ Sn(R3) , on désigne par JFK sa
projection orthogonale sur Hn(R3) (voir sous-section 3.3.2).
Définition 7.1.2. Pour tout triplet (n, p, r) d’entiers naturels
• si r = 2k est un entier pair, on note
(F,G)r := Jµ ◦∆kαβ(F(xα)G(xβ))K ∈ Hn+p−r(R3).
• si r = 2k + 1 est un entier impair, on note
(F,G)r := Jµ ◦ Ωαβγ∆kαβ(F(xα)G(xβ)Q(xγ))K ∈ Hn+p−r(R3).
Si le triplet est admissible, on note p˜ir : Hn(R3)⊗ Hp(R3) −→ Hn+p−r(R3) la projection
de Clebsch–Gordan associée.
7.1.2. Covariants généralisés d’un tenseur
L’algèbre des covariants d’un espace V = Sn est défini comme l’algèbre des invariants
de Sn⊕S1. On sait aussi que tout covariant d’une forme binaire est associé à un morhisme
SL(2,C) équivariant
Sn −→ Sk
et s’obtient naturellement à partir de transvectants (théorème 5.3.10).
Dans le même esprit, nous pouvons définir un covariant de tenseur comme un mor-
phisme SO(3) équivariant
Hn(R3) −→ Hk(R3)
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ce qui revient en fait à considérer l’algèbre des invariants a Hn(R3)⊕H1(R3).
Les transvectants définis par 7.1.2 permettent de définir naturellement de tels cova-
riants. Ainsi, en notant F ∈ Hn(R3) (n ≥ 4), on a
(F,F)2 ∈ H2n−2(R3), ((F,F)4,F)2 ∈ H2n−8(R3), . . .
Cependant, dans la pratique, de tels covariants ne sont pas très facile à manier (car
il faut prendre la partie harmonique). On propose donc de définir des covariants de
type Sk(R3), adoptant par là même la notion générale de covariant précisée dans la
remarque 5.1.7.
Définition 7.1.3. Pour tout tenseur F et G et pour tout entier k ≥ 0, on note
{F,G}2k := µ ◦∆kαβ(F(xα)G(xβ)) ∈ Sn+p−2k(R3)
{F,G}2k+1 := µ ◦∆kαβΩαβγ(F(xα)G(xβ)Q(xγ)) ∈ Sn+p−2k−2(R3).
Remarque 7.1.4. On peut aussi définir des opérateurs équivalents en termes tensoriels.
Rappelons que  désigne le tenseur (d’ordre 3) de Levi–Civita. Notons
µε : A⊗B 7→ T, Hn ⊗Hp −→ Tn+p−1
où on a écrit
Ti1j1...jn−1k1...kp−1 := i1jkAjj1...jn−1Bkk1...kp−1 .
En prenant la partie totalement symétrique de µε(A⊗B), cela correspond alors à l’opé-
rateur µ ◦ Ωαβγ .
On peut ensuite définir un deuxième opérateur de trace, noté
µk : A⊗B 7→ T′, Hn ⊗Hp −→ Tn+p−2k
qui correspond à une contraction sur les k premiers indices :
T′i1...in−kj1...jp−k := Al1...lki1...in−kBl1...lkj1...jp−k .
Pour tout tenseur T ∈ Tm, on note JTK sa partie harmonique.
Au final, pour r = 2k, on définit
(A,B)r := Jµk(A⊗B)K
puis, pour r = 2k + 1, on définit
(A,B)r := Jµε ◦ µk(A⊗B)K
qui donnent les équivalents tensoriels des transvectants.
a. Une fois complexifié, cela correspond à l’algèbre des invariants de S2n ⊕ S2.
178
7.2. Invariants du tenseur piézoéléctrique
Nous cherchons ici à établir une famille génératrice des invariants de l’espace Piez. Un
tel espace, qui est isomorphe à l’espace des tenseurs gradient de la déformation, a pour
décomposition harmonique b (voir sous-section 3.1.2)
H3 ⊕H1 ⊕H2∗ ⊕H1
Si nous nous limitons aux cas des polynômes SO(3) invariants, le problème revient à
chercher une famille génératrice de l’espace
S6 ⊕ S2 ⊕ S4 ⊕ S2.
7.2.1. Famille génératrice minimale de l’algèbre Inv(S6 ⊕ S2 ⊕ S4 ⊕ S2)
Nous exploitons ici une famille génératrice de l’algèbre Cov(S6 ⊕ S2 ⊕ S4), obtenue
dans la sous-sous-section 6.3.3.3, puis nous appliquons l’algorithme de Gordan sur les
covariants joints (théorème 6.3.26) des espaces du type V ⊕ S2.
La famille génératrice ainsi obtenue n’étant pas nécessairement minimale, nous avons
utilisé des scripts écrits en Macaulay 2 [GS] pour réduire cette famille.
Au final, nous avons
Théorème 7.2.1. L’algèbre Inv(S6 ⊕ S2 ⊕ S4 ⊕ S2) possède une famille génératrice
minimale de 495 invariants, résumée dans la table 7.2.
Les tables en 7.1 donne un résumé plus détaillé de ces résultats. Dans ces tables, la
notation Invj(V1 ⊕ V2) signifie que nous ne considérons que des invariants joints de
degré non nuls en V1 et en V2. On note enfin (u1,u2) ∈ S2 ⊕ S2.
b. Rappelons ici que H2∗ signifie que l’action de −Id est donnée sur H2 par l’opposé de l’identité.
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degré Inv(S6) Inv(S4) Inv(S2) Invj(S2 ⊕ S2) Invj(S6 ⊕ S4) Invj(S6 ⊕ S2) Invj(S4 ⊕ S2)
1 − − − − − − −
2 1 1 1 1 − − −
3 − 1 − − 1 − 1
4 1 − − − 3 3 1
5 − − − − 4 − −
6 1 − − − 8 4 1
7 − − − − 9 3 −
8 − − − − 9 1 −
9 − − − − 8 7 −
10 1 − − − 4 − −
11 − − − − 3 2 −
12 − − − − 2 1 −
13 − − − − 1 − −
14 − − − − 1 − −
15 1 − − − − − −
Tot 5 2 1 1 53 21 3
degré Invj(S4 ⊕ S2 ⊕ S2) Invj(S6 ⊕ S2 ⊕ S2) Invj(S6 ⊕ S4 ⊕ S2) Invj(S6 ⊕ S4 ⊕ S2 ⊕ S2)
1 − − − −
2 − − − −
3 1 − 1 −
4 3 3 4 2
5 2 6 11 11
6 2 6 23 32
7 − 16 30 35
8 − − 28 24
9 − 18 7 1
10 − − 4 −
11 − 1 1 −
12 − − 1 −
13 − − − −
14 − − − −
15 − − − −
Tot 8 50 110 106
Table 7.1. – Invariants joints de S6 ⊕ S4 ⊕ S2 ⊕ S2
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On résume ensuite ces résultats dans la table 7.2.
degré Inv(S6 ⊕ S4 ⊕ S2 ⊕ S2)
1 −
2 5
3 7
4 28
5 45
6 105
7 126
8 91
9 55
10 14
11 10
12 6
13 1
14 1
15 1
Tot 495
Table 7.2. – Famille génératrice minimale de Inv(S6 ⊕ S4 ⊕ S2 ⊕ S2)
On propose au lecteur de se reporter à la sous-section 6.3.3 pour la liste des invariants
déjà calculés. Finalement, les invariants de Invj(S4 ⊕ S2 ⊕ S2) sont donnés par
8 invariants
Degré 3 ((v,u1)2,u2)2
Degré 4 ((v,u1)1,u22)4 ((v,u21)3,u2)2 ((k2,4,u1)2,u2)2
Degré 5 ((k2,4,u1)1,u22)4 ((k2,4,u21)3,u2)2
Degré 6 ((k3,6,u1)2,u22)4 ((k3,6,u21)4,u2)2
Ensuite, les invariants de Invj(S6 ⊕ S2 ⊕ S2) sont donnés par
50 invariants
Degré 4 ((f ,u1)2,u22)4 ((f ,u21)4,u2)2 ((h2,4,u1)2,u2)2
Degré 5 ((f ,u1)1,u32)6 ((f ,u21)3,u22)4 ((f ,u31)5,u2)2
((h2,4,u1)1,u22)4 ((h2,4,u21)3,u2)2 ((h3,2,u1)1,u2)2
Degré 6 ((h2,8,u1)2,u32)6 ((h2,8,u21)4,u22)4 ((h2,8,u31)6,u2)2
suite à la page suivante
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((h3,6,u1)2,u22)4 ((h3,6,u21)4,u2)2 ((h4,4,u1)2,u2)2
Degré 7 ((h2,8,u1)1,u42)8 ((h2,8,u21)3,u32)6 ((h2,8,u31)5,u22)4
((h2,8,u41)7,u2)2 ((h3,8,u1)2,u32)6 ((h3,6,u1)1,u32)6
((h3,6,u21)3,u22)4 ((h3,8,u21)4,u22)4 ((h3,8,u31)6,u2)2
((h3,6,u31)5,u2)2 ((h4,4,u1)1,u22)4 ((h4,6,u1)2,u22)4
((h4,6,u21)4,u2)2 ((h4,4,u21)3,u2)2
((h5,2,u1)1,u2)2 ((h5,4,u1)2,u2)2
Degré 9 ((h3,12,u1)2,u52)10 ((h3,12,u21)4,u42)8 ((h3,12,u31)6,u32)6
((h3,12,u41)8,u22)4 ((h3,12,u51)10,u2)2 ((h4,10,u1)2,u42)8
((h4,10,u21)4,u32)6 ((h4,10,u31)6,u22)4 ((h4,10,u41)8,u2)2
((h5,8,u1)2,u32)6 ((h5,8,u21)4,u22)4 ((h5,8,u31)6,u2)2
((h6,62,u1)2,u22)4 ((h6,61,u1)2,u22)4 ((h6,61,u21)4,u2)2
((h6,62,u21)4,u2)2 ((h7,4,u1)2,u2)2 ((h7,2,u1)1,u2)2
Degré 11 ((h9,4,u1)2,u2)2
Finalement, les invariants de Invj(S6 ⊕ S4 ⊕ S2 ⊕ S2) sont donnés par
106 invariants
Degré 4 (((f ,v)4,u1)1,u2)2 (((f ,v)3,u1)2,u2)2
Degré 5 (((f ,v)3,u1)1,u22)4 (((f ,v)2,u1)2,u22)4 (((f ,v)2,u21)4,u2)2
(((f ,v)3,u21)3,u2)2 (((f ,v2)6,u1)1,u2)2 (((f ,k2,4)3,u1)2,u2)2
(((f ,v2)5,u1)2,u2)2 (((f ,k2,4)4,u1)1,u2)2 (((h2,4,v)2,u1)2,u2)2
(((h2,4,v)3,u1)1,u2)2 (((h2,8,v)4,u1)2,u2)2
Degré 6 (((f ,v)1,u1)2,u32)6 (((f ,v)2,u1)1,u32)6 (((f ,v)2,u21)3,u22)4
(((f ,v)1,u21)4,u22)4 (((f ,v)2,u31)5,u2)2 (((f ,v)1,u31)6,u2)2
(((f ,k2,4)2,u1)2,u22)4 (((f ,k2,4)3,u1)1,u22)4 (((f ,k2,4)3,u21)3,u2)2
(((f ,k2,4)2,u21)4,u2)2 (((f ,k3,6)4,u1)2,u2)2 (((f ,v ·k2,4)5,u1)2,u2)2
(((f ,v ·k2,4)6,u1)1,u2)2 (((f ,k3,6)5,u1)1,u2)2 (((h2,8,v)4,u1)1,u22)4
(((h2,4,v)1,u1)2,u22)4 (((h2,4,v)2,u1)1,u22)4 (((h2,8,v)3,u1)2,u22)4
(((h2,8,v)4,u21)3,u2)2 (((h2,8,v)3,u21)4,u2)2 (((h2,4,v)1,u21)4,u2)2
(((h2,4,v)2,u21)3,u2)2 (((h2,8,v2)7,u1)1,u2)2 (((h2,4,k2,4)3,u1)1,u2)2
(((h2,4,k2,4)2,u1)2,u2)2 (((h2,8,k2,4)4,u1)2,u2)2 (((h2,8,v2)6,u1)2,u2)2
(((h3,8,v)4,u1)2,u2)2 (((h3,6,v)4,u1)1,u2)2
(((h3,6,v)3,u1)2,u2)2 (((h3,2,v)2,u1)1,u2)2 (((h3,2,v)1,u1)2,u2)2
Degré 7 (((f ,k2,4)1,u1)2,u32)6 (((f ,k2,4)1,u21)4,u22)4 (((f ,k2,4)1,u31)6,u2)2
suite à la page suivante
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(((f ,k22,4)5,u1)2,u2)2 (((f ,k22,4)6,u1)1,u2)2 (((h2,8,v)2,u1)2,u32)6
(((h2,8,v)2,u21)4,u22)4 (((h2,8,v)2,u31)6,u2)2 (((h2,8,v2)5,u1)2,u22)4
(((h2,4,k2,4)1,u1)2,u22)4 (((h2,8,k2,4)4,u1)1,u22)4 (((h2,8,k2,4)3,u1)2,u22)4
(((h2,4,k2,4)1,u21)4,u2)2 (((h2,8,k2,4)3,u21)4,u2)2 (((h2,8,v2)5,u21)4,u2)2
(((h2,8,k2,4)4,u21)3,u2)2 (((h2,8,k3,6)6,u1)1,u2)2 (((h2,8,k3,6)5,u1)2,u2)2
(((h2,8,v ·k2,4)6,u1)2,u2)2 (((h2,8,v ·k2,4)7,u1)1,u2)2 (((h3,6,v)3,u1)1,u22)4
(((h3,8,v)3,u1)2,u22)4 (((h3,6,v)3,u21)3,u2)2 (((h3,8,v)3,u21)4,u2)2
(((h3,6,v2)6,u1)1,u2)2 (((h3,8,k2,4)4,u1)2,u2)2 (((h3,6,k2,4)3,u1)2,u2)2
(((h3,12,v2)8,u1)2,u2)2 (((h3,2,k2,4)1,u1)2,u2)2 (((h3,2,k2,4)2,u1)1,u2)2
(((h3,6,v2)5,u1)2,u2)2 (((h3,8,v2)7,u1)1,u2)2 (((h4,6,v)4,u1)1,u2)2
(((h4,4,v)2,u1)2,u2)2 (((h4,6,v)3,u1)2,u2)2
Degré 8 (((h2,8,v)1,u1)2,u42)8 (((h2,8,v)1,u21)4,u32)6 (((h2,8,v)1,u31)6,u22)4
(((h2,8,v)1,u41)8,u2)2 (((h3,12,v)4,u1)2,u32)6 (((h3,8,v)2,u1)2,u32)6
(((h3,12,v)4,u21)4,u22)4 (((h3,8,v)2,u21)4,u22)4 (((h3,8,v)2,u31)6,u2)2
(((h3,12,v)4,u31)6,u2)2 (((h3,12,v ·k2,4)8,u1)2,u2)2 (((h3,6,k3,6)4,u1)2,u2)2
(((h4,6,v)2,u1)2,u22)4 (((h4,10,v)4,u1)2,u22)4 (((h4,4,v)1,u1)2,u22)4
(((h4,6,v)2,u21)4,u2)2 (((h4,10,v)4,u21)4,u2)2 (((h4,4,v)1,u21)4,u2)2
(((h4,6,k2,4)3,u1)2,u2)2 (((h4,6,v2)6,u1)1,u2)2 (((h5,4,v)2,u1)2,u2)2
(((h5,4,v)3,u1)1,u2)2 (((h5,2,v)1,u1)2,u2)2 (((h5,8,v)4,u1)2,u2)2
Degré 9 (((h5,8,k2,4)4,u1)2,u2)2
Degré 10 (((h7,4,v)2,u1)2,u2)2
7.2.2. Famille génératrice des polynômes SO(3) invariants
Les polynômes SL(2,C) invariants de l’espace S6 ⊕ S2 ⊕ S4 ⊕ S2 sont associés aux
polynômes SO(3) invariants de l’espace Piez.
L’objectif est donc d’établir une famille génératrice minimale pour l’algèbre des po-
lynômes SO(3) invariants de l’espace Piez. Pour déterminer une telle famille, nous dé-
finissons sur H3(R3) des covariants de type Sk(R3) (définition 7.1.3), directement issus
de la famille génératrice des covariants de S6, donnés par la table 7.3. Les opérateurs
différentiels utilisés ont été définis en section 7.1. A priori, nous ne savons pas si une
telle famille est une famille génératrice de l’algèbre des covariants de type Sk(R3) de
H3(R3). Elle n’est utilisée que pour construire des invariants de Piez.
Précisons aussi que ces covariants ne donnent que des polynômes symétriques, non
nécessairement harmoniques. Ainsi, le covariant H2,4 est un polynôme symétrique de
degré 2 en F ∈ H3(R3). Ensuite, pour un polynôme V ∈ H2(R3), on note
K2,4 := {V,V}2 K3,6 := {V,K2,4}1.
Si nous reprenons la famille génératrice de l’algèbre Inv(S6 ⊕ S4 ⊕ S2 ⊕ S2), en rem-
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D/O 0 2 4 6
1 F
2 {F,F}6 H2,4 := {F,F}4
3 H3,2 := {H2,4,F}4 H3,6 := {H2,4,F}2
4 {H2,4,H2,4}4 {H3,2,F}2 H4,6 := {H3,2,F}1
5 {H2,4,H3,2}2 {H2,4,H3,2}1
6 {H3,2,H3,2}2 H6,61 := {H3,8,H3,2}2H6,62 := {H3,6,H3,2}1
7 {F,H23,2}4 {F,H23,2}3
8 {H2,4,H23,2}3
9 {H3,8,H23,2}4
10 {H33,2,F}6 {H33,2,F}5
12 {H3,8,H33,2}6
15 {H3,8,H43,2}8
Table 7.3. – Covariants de type Sk(R3) de H3(R3)
plaçant chaque forme (f ,v,u1,u2) par les tenseurs
(F,V,U1,U2) ∈ H3(R3)⊕H2(R3)⊕H1(R3)⊕H1(R3)
on obtient une famille Fp d’invariants définis à partir des opérateurs 7.1.3, ce qui donne
par exemple les invariants
{H1,6,U31}6, {H2,4,V}4, . . .
Ensuite, nous savons que les algèbres Inv(S6 ⊕ S4 ⊕ S2 ⊕ S2) et C[Piez]SO(3) sont
isomorphes (corollaire 3.3.4). Du théorème7.2.1, on en déduit donc :
Lemme 7.2.2. L’algèbre C[Piez]SO(3) possède une famille génératrice minimale de 495
invariants, dont les degrés sont donnés par la table 7.2.
La famille Fp est composée de 495 invariants dont les degrés correspondentf exacte-
ment à ceux de la table 7.2. Nous avons alors vérifié par le calcul, pour chaque espace
homogène associé à ces degrés, qu’il s’agit bien d’une famille génératrice, tous les cal-
culs ayant été effectués à l’aide de scripts écrits en Macaulay 2 [GS]. Sachant de plus
que tous ces invariants sont à coefficients réels, on en déduit le théorème suivant :
Théorème 7.2.3. La famille Fp, composée de 495 invariants, est une famille génératrice
minimale de l’algèbre R[Piez]SO(3).
184
7.2.3. Famille génératrice des polynômes O(3) invariants
Pour obtenir l’algèbre des polynômes O(3) invariants, nous ne devons conserver que
les polynômes SO(3) invariants de degré pair. Plus précisément, notons
A := C[Piez]O(3), As := C[Piez]SO(3).
Il est clair que
A ⊂ As. (7.2.1)
Ensuite, en tant qu’algèbre graduée, on a :
As = As0 ⊕As1 ⊕ · · · ⊕ Asi · · ·
Lemme 7.2.4. On a exactement
A = As0 ⊕As2 ⊕ · · · ⊕ As2i · · ·
Démonstration. Il suffit de remarquer que, pour un polynôme p ∈ A homogène de degré
j, alors
p(−g ·T) = p(T) = (−1)jp(g ·T) = (−1)jp(T)
pour tout g ∈ SO(3) et T ∈ Piez.
Notons maintenant {I1, . . . , I250} la famille des générateurs homogènes de degrés
pairs de R[Piez]SO(3) et {J1, . . . , J245} la famille des générateurs homogènes de degrés
impairs. Le lemme suivant est immédiat :
Lemme 7.2.5. L’algèbre R[Piez]O(3) est engendrée par la famille composée des inva-
riants I1, . . . , I250 et des produits JkJl, 1 ≤ k ≤ l ≤ 245.
Remarque 7.2.6. Bien sûr, une telle famille n’a aucune raison d’être minimale (elle
contient 250 + 30628 = 30878 générateurs). Nous proposerons dans un travail ultérieur
une famille minimale de cette algèbre.
7.3. Invariants du tenseur d’élasticité
L’objectif ici est d’obtenir une famille génératrice minimale de l’espace des tenseurs
d’élasticité, dont la décomposition harmonique est donnée par
H4 ⊕H2 ⊕H2 ⊕H0 ⊕H0
Pour déterminer une telle famille génératrice, on exploite une famille génératrice mi-
nimale des algèbres Cov(S8) et Cov(S4 ⊕ S4). Remarquons que pour nos calculs, nous
avons utilisé une famille génératrice minimale c de Cov(S8) différente de celle obtenue
dans la sous-sous-section 6.3.3.4.
c. Une telle famille a été exploitée pour déterminer une famille génératrice minimale de
Cov(S10) [OL14].
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Ces familles génératrices minimales sont données dans les tables 7.4 et 7.5. Dans ces
tables, hn (resp. fn) désigne le covariant de S4 ⊕ S4 (resp. S8) qui est défini par la ligne
n.
d/o 0 2 4 6 # Cum
1 - - 2 - 2 2
2 3 1 3 1 8 10
3 4 2 2 4 12 22
4 1 3 - - 4 26
5 - 2 - - 2 28
Tot 8 8 7 5 28
Numéro Covariant (d1, d2, o) Numéro Covariant (d1, d2, o)
1 v1 (1, 0, 4) 15 (v1,h8)3 (1, 2, 2)
2 v2 (0, 1, 4) 16 (v2,h7)3 (2, 1, 2)
3 (v1,v1)4 (2, 0, 0) 17 (v1,h8)2 (1, 2, 4)
4 (v2,v2)4 (0, 2, 0) 18 (v2,h7)2 (2, 1, 4)
5 (v1,v2)4 (1, 1, 0) 19 (v1,h7)1 (3, 0, 6)
6 (v1,v2)3 (1, 1, 2) 20 (v2,h8)1 (0, 3, 6)
7 (v1,v1)2 (2, 0, 4) 21 (v1,h8)1 (1, 2, 6)
8 (v2,v2)2 (0, 2, 4) 22 (v2,h7)1 (2, 1, 6)
9 (v1,v2)2 (1, 1, 4) 23 (h7,h8)4 (2, 2, 0)
10 (v1,v2)1 (1, 1, 6) 24 (h7,h8)3 (2, 2, 2)
11 (v1,h7)4 (3, 0, 0) 25 (h19,v2)4 (3, 1, 2)
12 (v2,h8)4 (0, 3, 0) 26 (v1,h20)4 (1, 3, 2)
13 (v1,h8)4 (1, 2, 0) 27 (v21,h20)6 (2, 3, 2)
14 (v2,h7)4 (2, 1, 0) 28 (h19,v22)6 (3, 2, 2)
Table 7.4. – Famille génératrice minimale de Cov(S4 ⊕ S4)
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Numéro Covariant (d,o) Numéro Covariant (d,o) Numéro Covariant (d,o)
1 f (1, 8) 26 (f21, f)8 (5, 4) 51 (f41, f)4 (7, 6)
2 (f , f)8 (2, 0) 27 (f20, f)7 (5, 4) 52 (f7f16, f)8 (8, 0)
3 (f , f)6 (2, 4) 28 (f22, f)8 (5, 6) 53 (f51, f)6 (8, 2)
4 (f , f)4 (2, 8) 29 (f21, f)7 (5, 6) 54 (f50, f)6 (8, 2)
5 (f , f)2 (2, 12) 30 (f22, f)7 (5, 8) 55 (f51, f)5 (8, 4)
6 (f4, f)8 (3, 0) 31 (f23, f)8 (5, 10) 56 (f50, f)5 (8, 4)
7 (f5, f)8 (3, 4) 32 (f22, f)6 (5, 10) 57 (f51, f)4 (8, 6)
8 (f5, f)7 (3, 6) 33 (f21, f)5 (5, 10) 58 (f50, f)4 (8, 6)
9 (f5, f)6 (3, 8) 34 (f23, f)6 (5, 14) 59 (f15f16, f)8 (9, 0)
10 (f5, f)5 (3, 10) 35 (f3f7, f)8 (6, 0) 60 (f58, f)6 (9, 2)
11 (f5, f)4 (3, 12) 36 (f33, f)8 (6, 2) 61 (f57, f)6 (9, 2)
12 (f5, f)3 (3, 14) 37 (f33, f)7 (6, 4) 62 (f16f17, f)8 (9, 2)
13 (f5, f)1 (3, 18) 38 (f32, f)7 (6, 4) 63 (f58, f)5 (9, 4)
14 (f9, f)8 (4, 0) 39 (f34, f)8 (6, 6) 64 (f17f25, f)8 (10, 0)
15 (f11, f)8 (4, 4) 40 (f33, f)6 (6, 6) 65 (f17f27, f)8 (10, 2)
16 (f10, f)7 (4, 4) 41 (f32, f)6 (6, 6) 66 (f17f26, f)8 (10, 2)
17 (f12, f)8 (4, 6) 42 (f34, f)7 (6, 8) 67 (f27f29, f)8 (11, 2)
18 (f12, f)7 (4, 8) 43 (f34, f)6 (6, 10) 68 (f27f28, f)8 (11, 2)
19 (f13, f)8 (4, 10) 44 (f27 , f)8 (7, 0) 69 (f29f38, f)8 (12, 2)
20 (f12, f)6 (4, 10) 45 (f43, f)8 (7, 2)
21 (f13, f)7 (4, 12) 46 (f42, f)7 (7, 2)
22 (f13, f)6 (4, 14) 47 (f43, f)7 (7, 4)
23 (f13, f)4 (4, 18) 48 (f42, f)6 (7, 4)
24 (f23 , f)8 (5, 0) 49 (f43, f)6 (7, 6)
25 (f20, f)8 (5, 2) 50 (f42, f)5 (7, 6)
Table 7.5. – Famille génératrice minimale de Cov(S8)
Résolution du système diophantien
Pour appliquer l’algorithme de Gordan, nous devons résoudre un système diophantien
associé aux ordres des covariants donnés par les tables 7.4 et 7.5.
Il s’agit donc du système diophatien à 81 inconnues
(Se) :

2x1,1 + . . .+ 2x14,1 + 4x1,2 + . . .+ 4x13,2 + 6x1,3 + . . .+ 6x12,3 + 8x1,4 + · · ·+ 8x6,4+
10x1,5 + . . .+ 10x7,5 + 12x1,6 + . . .+ 12x3,6 + 14x1,7 + . . .+ 14x3,7 + 18x1,8 + 18x2,8 = r
2y1,1 + . . .+ 2y8,1 + 4y1,2 + . . .+ 4y7,2 + 6y1,3 + . . .+ 6y5,3 = r
Pour résoudre un tel système, on utilise un résultat de Clausen–Fortenbacher [CF90].
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Le principe est de considérer dans un premier temps le système
(S′) :
{
2X1 + 4X2 + 6X3 + 8X4 + 10X5 + 12X6 + 14X7 + 18X8 = r
2Y1 + 4Y2 + 6Y3 = r
Les solutions minimales du système (Se) sont alors obtenues à partir des solutions mini-
males (a1, a2, . . . , a8, b1, b2, b3) du système (S′) en résolvant
x1,1 + . . .+ x14,1 = a1
. . .
x1,8 + x2,8 = a8
y1,1 + . . .+ y8,1 = b1
y1,2 + . . .+ y7,2 = b2
y1,3 + . . .+ y5,3 = b3
Le système (S′) a finalement été résolu à l’aide du package Normaliz [BI10] de Macaulay
2 [GS]. Après déploiement, on obtient 695 754 solutions entières irréductibles pour le
système (Se), correspondant à des invariants allant du degré 3 au degré 49.
Premier processus de réduction
Il était bien sûr particulièrement délicat de minimaliser la famille initiale de 695 754
invariants associés aux solutions entières irréductibles initiales. Nous avons donc cherché
à exploiter des relations sur les algèbres Cov(S8) et Cov(S4 ⊕ S4). Pour le premier
processus de réduction, nous avons des relations dans l’algèbre Cov(S8) permettant
d’utiliser le théorème de réduction 6.3.14.
Pour obtenir ces relations, nous avons fixé un ordre sur la famille génératrice minimale
de Cov(S8) (table 7.5), à savoir :
h69 > h67 > h68 > h66 > h65 > h64 > h63 > h62 > h61 > h60 > h59 > h58 >
h57 > h55 > h56 > h53 > h54 > h52 > h49 > h50 > h51 > h48 > h47 > h45 >
h46 > h43 > h42 > h40 > h41 > h39 > h37 > h38 > h36 > h34 > h32 > h33 >
h31 > h30 > h28 > h29 > h27 > h26 > h25 > h23 > h22 > h21 > h19 > h20 >
h18 > h17 > h15 > h16 > h13 > h12 > h11 > h10 > h9 > h8 > h7 > h5 >
h4 > h3 > h1
Une fois cet ordre fixé, un algorithme développé par Lercier [OL14] a permis d’établir
l’existence de 1723 relations. Le principe de cet algorithme est le suivant :
1. On se donne un monôme du type h2i , hihj , qui appartient à un certain espace
homogène
Covd,k(S8);
2. On détermine tous les autres monômes de Cov(S8) qui appartiennent à ce même
espace homogène Covd,k(S8) et qui ne contiennent que des facteurs plus légers ;
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3. On vérifie s’il existe une relation linéaire entre le monôme de départ et ces autres
monômes par un calcul de rang.
Néanmoins, ce processus de réduction n’a été appliqué que pour les 437 984 solutions
entières irréductibles correspondants aux invariants allant du degré 22 au degré 49, ce
qui réduit ce nombre à 250 251. Après ce premier processus de réduction, il reste ainsi
257 770 + 250 251 = 508 021
solutions entières irréductibles.
Deuxième processus de réduction
A ce stade, rappelons que chaque solution entière irréductible correspond à des inva-
riants d définis par des transvectants du type
(M1,M2)r
où M1 (resp. M2) est un monôme de l’algèbre Cov(S8) (resp. Cov(S4 ⊕ S4).
Notons ici I8 ⊂ Cov(S8) (resp. I44 ⊂ Cov(S4⊕S4) l’idéal engendré par les invariants
de S8 (resp. S4 ⊕ S4).
Lemme 7.3.1. Si M1 ∈ I8 ou M2 ∈ I44, alors
(M1,M2)r
est réductible.
Démonstration. Il suffit de remarquer que, pour tout invariant I de S8 (par exemple),
on a
(IM′1,M2)r = I(M′1,M2)r
Ensuite :
Lemme 7.3.2. Etant donné un monôme M2 qui se décompose en M2 = m11 +m12, si
(M1,m11)r et (M1,m12)r
correspondent à des solutions entières réductibles, alors le transvectant
(M1,M2)r
est réductible modulo des transvectants d’index r′ strictement plus petits que r.
Pour appliquer ce lemme, on se donne un monôme M1 (resp. M2) appartenant à un
certain espace homogène de degré/ordre (d, k), puis on le décompose en somme de mo-
nômes mi appartenant au même espace homogène. On teste alors pour chaque monôme
d. Dans l’algorithme général, on a ici des covariants. Nous nous sommes limités dans ce cas aux
solutions entières qui correspondent à des invariants.
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mi si la solution entière associée au transvectant
(M1,mi)r
est réductible ou non.
Au final, nous avons pu établir :
• 179 relations pour lesquels le monôme de Cov(S4 ⊕ S4) est dans l’idéal engendré
par les invariants ;
• 98 relations permettant d’utiliser le lemme 7.3.2.
Exemple 7.3.3. Nous considérons les solutions entières correspondants au degré 26. Il
reste à ce degré 20 392 solutions entières. A l’aide des relations faisant intervenir l’idéal
des invariants, il ne reste plus que 1822 solutions à étudier, correspondants aux index
24, 30 et 36. Parmi les transvectants associés, on a par exemple le transvectant
(f18f12f22,h310h319)36.
Par un calcul direct effectué sous Macaulay 2, on vérifie que
12h219 + 6h37 + 2h11h31 − 3h3h21h7 = 0.
On est donc amené à étudier les transvectants
(f18f12f22,h310h19h7)36, (f18f12f22,h310h19h11h31)36, (f18f12f22,h310h19h3h21h7)36
où h11 et h3 sont des invariants. Or, on remarque directement que
(f18f12f22,h310h19h7)36
contient un terme réductible. On peut donc exprimer ce transvectant à l’aide de ce terme
réductible et des invariants de même degré mais correspondants à des transvectants
d’index r′ < 36. On fait alors de même pour les deux autres index.
En conséquence de toutes ces relations, il ne reste plus de solutions à étudier pour les
invariants allant du degré 22 au degré 49.
Troisième processus de réduction
A ce stade, il reste donc à étudier les 257 770 solutions entières correspondant aux
invariants allant du degré 3 au degré 21. La stratégie est très proche de celle adoptée au
cours du deuxième processus de réduction. Mais cette fois ci, nous avons établi
• 4085 relations pour lesquels le monôme de Cov(S8) est dans l’idéal I8 ⊂ Cov(S8)
engendré par les invariants ;
• 964 relations permettant d’utiliser le lemme 7.3.2.
Bien sûr, pour les degrés 3 à 21, il reste toujours des solutions entières irréductibles.
Pour finir de minimaliser la famille d’invariants qui correspond à l’ensemble de ces so-
lutions entières obtenues après réduction, on utilise la série de Hilbert multigraduée
de l’espace S8 ⊕ S4 ⊕ S4, calculée à l’aide d’un package Maple développé par Bedra-
tyuk [Bed11b].
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En notant d1 le degré d’un invariant en S8, d2 le degré en le premier S4 et d3 le degré
en l’autre S4, on a ainsi
Inv(S8 ⊕ S4 ⊕ S4) =
⊕
d1,d2,d3≥0
Invd1,d2,d3(Ve)
Détaillons par exemple ce troisième processus de réduction pour le degré 12. Il reste
à ce stade 740 solutions entières, correspondants à des invariants multigradués donnés
par la table 7.6.
d1, d2, d3 Dimension d1, d2, d3 Dimension d1, d2, d3 Dimension
4, 4, 4 1004 3, 9, 0 44 8, 4, 0 176
6, 3, 3 1003 5, 7, 0 126 6, 5, 1 494
8, 2, 2 544 5, 6, 1 414 6, 4, 2 871
10, 1, 1 135 4, 6, 2 611 7, 4, 1 488
4, 8, 0 91 4, 5, 3 872 9, 3, 0 131
3, 4, 5 695 4, 7, 1 290 10, 2, 0 95
3, 8, 1 157 5, 5, 2 788 7, 2, 3 747
3, 7,2 350 5, 3, 4 1046 8, 3, 1 404
3, 6, 3 558 7, 5, 0 176 9, 1, 2 271
Table 7.6. – Espaces homogènes restants au degré 12
Nous avons donc vérifié les dimensions des espaces homogènes engendrés par les
invariants précédemment obtenus (du degré 3 au degré 11), pour comparer ce résultat
aux dimensions de la table 7.6. En cas d’inégalité, on complète alors par des invariants
issus des solutions entières. Notons qu’à ce degré, aucun nouvel invariant ne doit être
ajouté à la famille génératrice.
Famille génératrice minimale de Inv(S8 ⊕ S4 ⊕ S4 ⊕ S0 ⊕ S0)
A l’aide de scripts écrits en Macaulay 2 [GS], on a
Théorème 7.3.4. L’algèbre des invariants Inv(S8⊕S4⊕S4⊕S0⊕S0) est engendré par
une famille génératrice minimale de 299 invariants résumés dans la table 7.7.
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degré Inv(S8) Inv(S4) Inv(S0) Invj(S4 ⊕ S4) Invj(S8 ⊕ S4) Invj(S8 ⊕ S4 ⊕ S4)
1 − − 1 − − −
2 1 1 − 1 − −
3 1 1 − 2 2 1
4 1 − − 1 4 6
5 1 − − − 7 18
6 1 − − − 10 36
7 1 − − − 11 53
8 1 − − − 10 45
9 1 − − − 5 10
10 1 − − − 2 2
11 − − − − 2 3
Tot 9 2 1 4 53 174
Table 7.7. – Famille génératrice minimale de Inv(S8 ⊕ S4 ⊕ S4 ⊕ S0 ⊕ S0)
Nous donnons ensuite les invariants joints de S8 ⊕ S4. On note pour cela v ∈ S4 puis
k2,4 := (v,v)2, k3,6 := (v,k2,4)1
53 invariants joints de Invj(S8 ⊕ S4).
Degré 3 (f3,v)4 (f1,v2)8
Degré 4 (f1,v ·k2,4)8 (f4,v2)8 (f3,k2,4)4 (f7,v)4
Degré 5 (f1,k22,4)8 (f4,v ·k2,4)8 (f5,v3)12 (f7,k2,4)4
(f9,v2)8 (f15,v)4 (f16,v)4
Degré 6 (f4,k22,4)8 (f5,v2 ·k2,4)12 (f11,v3)12 (f9,v ·k2,4)8
(f8,k3,6)6 (f15,k2,4)4 (f18,v2)8 (f16,k2,4)4
(f26,v)4 (f27,v)4
Degré 7 (f5,v ·k22,4)12 (f10,v ·k3,6)10 (f11,v2 ·k2,4)12 (f18,v ·k2,4)8
(f17,k3,6)6 (f21,v3)12 (f30,v2)8 (f27,k2,4)4
(f26,k2,4)4 (f37,v)4 (f38,v)4
Degré 8 (f47,v)4 (f48,v)4 (f37,k2,4)4 (f38,k2,4)4
(f42,v2)8 (f29,k3,6)6 (f30,v ·k2,4)8 (f20,v ·k3,6)10
(f21,v2 ·k2,4)12 (f11,v ·k22,4)12
Degré 9 (f28 ,v3)12 (f48,k2,4)4 (f47,k2,4)4 (f55,v)4 (f56,v)4
suite à la prochaine page
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suite de la page précédente
Degré 10 (f56,k2,4)4 (f63,v)4
Degré 11 (f63,k2,4)4 (f225,v)4
Ensuite, nous donnons les invariants joints de S8 ⊕ S4 ⊕ S4. On note hi le covariant
numéro i de la base de Cov(S4 ⊕ S4), donné par la table 7.4.
174 invariants joints de Invj(S8 ⊕ S4 ⊕ S4).
Degré 3 (f1,h1 ·h2)8
Degré 4 (f1,h1 ·h8)8 (f1,h2 ·h9)8 (f1,h2 ·h7)8 (f1,h1 ·h9)8
(f3,h9)4 (f4,h1 ·h2)8
Degré 5 (f1,h8 ·h9)8 (f1,h2 ·h17)8 (f1,h7 ·h8)8 (f1,h2 ·h18)8
(f1,h29)8 (f1,h7 ·h9)8 (f1,h1 ·h18)8 (f4,h1 ·h8)8
(f4,h2 ·h9)8 (f5,h1 ·h22)12 (f3,h17)4 (f4,h2 ·h7)8
(f3,h18)4 (f4,h1 ·h9)8 (f5,h21 ·h2)12 (f9,h1 ·h2)8
(f7,h9)4 (f8,h10)6
Degré 6 (f1,h8 ·h17)8 (f1,h2 ·h26)8 (f1,h9 ·h17)8 (f1,h9 ·h18)8
(f1,h1 ·h26)8 (f1,h7 ·h18)8 (f4,h2 ·h17)8
(f5,h1 ·h2 ·h8)12 (f4,h8 ·h9)8 (f5,h22 ·h9)12 (f4,h2 ·h18)8
(f5,h1 ·h2 ·h9)12 (f5,h21 ·h8)12 (f4,h29)8
(f4,h7 ·h8)8 (f5,h22 ·h7)12 (f5,h21 ·h9)12 (f4,h7 ·h9)8
(f4,h1 ·h18)8 (f5,h1 ·h2 ·h7)12 (f9,h1 ·h8)8
(f8,h21)6 (f10,h2 ·h10)10 (f8,h2 ·h6)6 (f9,h2 ·h9)8
(f11,h1 ·h22)12 (f11,h21 ·h2)12 (f10,h1 ·h10)10 (f9,h2 ·h7)8
(f9,h1 ·h9)8 (f8,h1 ·h6)6 (f8,h22)6 (f16,h9)4
(f17,h10)6 (f18,h1 ·h2)8 (f15,h9)4
Degré 7 (f5,h22 ·h17)12 (f5,h1 ·h28)12 (f5,h2 ·h8 ·h9)12
(f5,h22 ·h18)12 (f5,h1 ·h8 ·h9)12 (f5,h2 ·h7 ·h8)12
(f5,h2 ·h29)12 (f5,h1 ·h29)12 (f5,h2 ·h7 ·h9)12
(f5,h1 ·h2 ·h18)12 (f5,h1 ·h7 ·h8)12 (f5,h1 ·h7 ·h9)12
(f5,h21 ·h18)12 (f5,h2 ·h27)12 (f10,h2 ·h21)10 (f10,h1 ·h20)10
(f11,h22 ·h9)12 (f11,h1 ·h2 ·h8)12 (f10,h22 ·h6)10
(f12,h22 ·h10)14 (f10,h1 ·h2 ·h6)10 (f11,h21 ·h8)12
(f10,h1 ·h21)10 (f10,h2 ·h22)10 (f12,h1 ·h2 ·h10)14
(f11,h1 ·h2 ·h9)12 (f11,h22 ·h7)12 (f9,h29)8
suite à la prochaine page
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(f10,h1 ·h22)10 (f11,h1 ·h2 ·h7)12 (f11,h21 ·h9)12
(f10,h21 ·h6)10 (f10,h2 ·h19)10 (f12,h21 ·h10)14 (f21,h1 ·h22)12
(f18,h2 ·h9)8 (f17,h21)6 (f17,h2 ·h6)6 (f20,h2 ·h10)10
(f19,h2 ·h10)10 (f18,h1 ·h8)8 (f17,h1 ·h6)6 (f18,h1 ·h9)8
(f17,h22)6 (f20,h1 ·h10)10 (f21,h21 ·h2)12 (f19,h1 ·h10)10
(f18,h2 ·h7)8 (f29,h10)6 (f30,h1 ·h2)8 (f26,h9)4
(f27,h9)4 (f28,h10)6
Degré 8 (f37,h9)4 (f38,h9)4 (f40,h10)6 (f41,h10)6
(f42,h1 ·h2)8 (f29,h21)6 (f30,h1 ·h8)8 (f30,h2 ·h9)8
(f31,h2 ·h10)10 (f32,h2 ·h10)10 (f33,h2 ·h10)10 (f29,h22)6
(f30,h1 ·h9)8 (f30,h2 ·h7)8 (f31,h1 ·h10)10 (f32,h1 ·h10)10
(f33,h1 ·h10)10 (f20,h2 ·h22)10 (f20,h1 ·h2 ·h6)10 (f21,h21 ·h8)12
(f21,h1 ·h2 ·h9)12 (f21,h22 ·h7)12 (f22,h1 ·h2 ·h10)14 (f20,h1 ·h22)10
(f20,h21 ·h6)10 (f21,h21 ·h9)12 (f21,h1 ·h2 ·h7)12 (f22,h21 ·h10)14
(f11,h2 ·h7 ·h9)12 (f12,h21 ·h2 ·h6)14 (f13,h21 ·h2 ·h10)18 (f11,h2 ·h27)12
(f12,h13 ·h6)14 (f13,h13 ·h10)18 (f11,h2 ·h29)12
(f12,h1 ·h22 ·h6)14 (f13,h1 ·h22 ·h10)18 (f20,h2 ·h21)10
(f20,h22 ·h6)10 (f21,h1 ·h2 ·h8)12 (f21,h22 ·h9)12
(f22,h22 ·h10)14 (f11,h2 ·h8 ·h9)12 (f12,h23 ·h6)14
(f13,h23 ·h10)18
Degré 9 (f1 · f25,h2 ·h10)10 (f43,h2 ·h10)10 (f28 ,h1 ·h22)12 (f1 · f25,h1 ·h10)10
(f28 ,h21 ·h2)12 (f43,h1 ·h10)10 (f3 · f25,h10)6 (f51,h10)6
(f48,h9)4 (f47,h9)4
Degré 10 (f54,h6)2 (f56,h9)4
Degré 11 (f61,h6)2 (f62,h6)2 (f63,h9)4
Invariants du tenseur d’élasticité
Nous procédons ici de la même manière que dans le cas des polynômes SO(3) inva-
riants du tenseur piézoélectrique :
1. il existe un isomorphisme (corollaire 3.3.4) entre les algèbres Inv(S8 ⊕ S4 ⊕ S4 ⊕
S0 ⊕ S0) et
C[Ela]SO(3)
2. par le théorème 7.3.4 on sait donc qu’il existe une famille génératrice minimale de
299 invariants de C[Ela]SO(3) dont les degrés sont donnés par la table 7.7.
3. on note D ∈ H4(R3), a et b dans H2(R3), puis on construit les covariants de type
Sk(R3) de ces tenseurs à l’aide des tables 7.4 et 7.5, utilisant pour cela l’opérateur
donné par la définition 7.1.2. On a par exemple
D4 := {D,D}4 ∈ S4(R3), D7 := {D5,D}8 ∈ S2(R3)
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On traduit ensuite tous les invariants de la famille génératrice minimale de Inv(S8⊕
S4 ⊕ S4 ⊕ S0 ⊕ S0) en termes de tenseurs à l’aide de cet opérateur et on obtient
ainsi une famille Fe d’invariants à coefficients réels dont les degrés correspondent
à ceux donnés par la table 7.7.
Par des scripts écrits en Macaulay 2 [GS], on a finalement pu vérifier le théorème :
Théorème 7.3.5. La famille Fe, composée de 299 invariants, est une famille génératrice
minimale de l’algèbre R[Ela]SO(3).
Un tel résultat nécessite bien sûr d’être détaillé pour que les résultats soient exploi-
tables. En effet, les calculs s’effectuent sur des polynômes harmoniques, à l’aide d’opé-
rations de transvectants. La traduction de ces résultats en termes d’opérations de traces
sur des tenseurs harmoniques se fera dans un travail ultérieur.
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Conclusion et perspectives de recherche
Ce travail de thèse a initialement été motivé par des questions issues de la formulation
tensorielle des lois de comportement en mécanique des milieux continus. Mathématique-
ment, il nous a fallu comprendre et développer des méthodes effectives pour
1. calculer des classes d’isotropies ;
2. calculer des familles génératrices finies d’algèbres d’invariants.
Par les opérations de Clips, nous avons pu développer un algorithme général pour
répondre à la première question dans le cas des espaces de tenseurs. C’est ensuite par
une reformulation de l’algorithme de Gordan que nous avons pu obtenir de nouveaux
résultats sur les algèbres d’invariants et de covariants de formes binaires, ce qui se traduit
ensuite directement en termes d’invariants d’espaces de tenseurs.
Mais les résultats montrent que le travail initié dans cette thèse ne peut s’arrêter en
l’état. Dans le cas de l’élasticité, en effet, nous avons pu déterminer une famille gé-
nératrice minimale de 299 invariants. A partir d’une telle famille, on pourrait tenter
d’en extraire une famille de séparants plus petite, si elle existe. Une autre piste consiste
à rechercher un système générateur du corps des invariants rationnels, en cherchant
par exemple des invariants rationnels. L’une des applications possible de ces recherches
est de finir le travail initié par Aufray et al. [AKP14] sur la stratification de l’espace
(Ela,SO(3)).
Indépendamment de ces résultats obtenus sur les tenseurs piézoélectriques et élas-
tiques, la reformulation de l’algorithme de Gordan ouvre aussi des pistes sur les algèbres
de covariants de formes binaires de degré plus grand que 8. Par un travail commun avec
Lercier, nous avons déjà pu obtenir des bases de covariants de formes binaires de degré 9
et 10, démontrant ainsi les conjectures sur ces degrés. Les covariants de formes binaires
de degré 12 semblent eux aussi accessibles, ce qui permettrait notamment d’étudier une
conjecture de Dixmier sur les systèmes de paramètres des invariants de formes binaires :
Conjecture 7.3.6. Pour tout entier n ≥ 1, l’algèbre C[S4n]SL(2,C) possède un système
de paramètres de degré 2, 3, . . . , 4n− 1.
Un telle conjecture n’a été montrée que pour n = 1 et n = 2. Un nouveau résultat sur
S12 permettrait ainsi de progresser sur ce point.
Enfin, précisons que les questions d’effecivité interviennent aussi en informatique quan-
tique, ce qui fait intervenir des formes ternaires [Luq07]. Dans ce cadre, certains travaux
avaient été tenté, par les anciens, pour adapter l’algorithme de Gordan mais le sujet
demeure globalement encore assez vierge.
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ANNEXES
A. Dimensions des espace de points fixes
Nous avons des formules directes du calcul des dimensions de V H [IG84] : en notant
(V, ρ) une représentation linéaire de O(3), qui a pour décomposition harmonique :
V ∼=
n⊕
k=0
(Hk)⊕αk
où αk est la multiplicité de Hk dans la décomposition ; alors, pour les sous-groupes de
type III on a
dim V Z
−
2p = 2
n∑
k=0
αk
[
k + p
2p
]
(A.1)
dim V D
v
p =
[n2 ]∑
i=0
α2i
[2i
p
]
+
[n−12 ]∑
i=1
α2i+1
([2i+ 1
p
]
+ 1
)
dim V D
h
2p =
n∑
k=0
αk
[
k + p
2p
]
(A.2)
dim V O
− =
n∑
k=0
αk
([
k + 2
4
]
+
[
k
3
]
+
[
k + 1
2
]
− k
)
Par ailleurs, pour les sous-groupes de SO(3) on a
dimV Zp = 2
n∑
k=0
αk
[
k
p
]
+
n∑
k=0
αk
dimV Dp =
n∑
k=0
αk
[
k
p
]
+
[n2 ]∑
k=0
α2k
dimV T =
n∑
k=0
αk
(
2
[
k
3
]
+
[
k
2
]
− k + 1
)
dimV O =
n∑
k=0
αk
([
k
4
]
+
[
k
3
]
+
[
k
2
]
− k + 1
)
dimV I =
n∑
k=0
αk
([
k
5
]
+
(
k
3
]
+
[
k
2
]
− k + 1
)
(A.3)
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Précisons aussi que
dimV SO(2) =
n∑
k=0
αk dimV O(2) =
[n2 ]∑
k=0
α2k
dimV O(2)− =
[n−12 ]∑
k=1
α2k+1
B. Relations de Stroh et relations de degrée 3
La relation algébrique suivante a été obtenue par Stroh [Str88] (voir aussi [GY10]).
Lemme B.1. Notons u1, u2 et u3 trois variables commutatives telles que
u1 + u2 + u3 = 0.
Alors nous avons
(−1)k2
k1∑
i=0
(
g
i
)(
k1 + k3 − i
k3
)
ug−i3 u
i
1 + (−1)k3
k2∑
i=0
(
g
i
)(
k2 + k1 − i
k1
)
ug−i1 u
i
2+
(−1)k1
k3∑
i=0
(
g
i
)(
k3 + k2 − i
k2
)
ug−i2 u
i
3 = 0, (B.1)
avec k1 + k2 + k3 = g − 1.
De cette formule on en déduit des relations sur des molécules de degré 3. Notons0
V = Sn et (e0, e1, e2) trois entiers naturels tels que ei + ej ≤ n (i 6= j). On note ensuite
D(e0, e1, e2) :=
α β
γ
e0
e1e2
with weight w = e0 + e1 + e2, (B.2)
Remarquons qu’on a D(e0, e1, e2) ∈ MorSL(2,C)(Sn ⊗ Sn ⊗ Sn, S3n−2w).
Lemme B.2. Etant donné w ≤ n et m1,m2,m3 ≥ 1 des entiers naturels tels que
m1 +m2 +m3 = w + 1, alors la molécule D(e0, e1, e2) est combinaison linéaire de
D(w − i1, i1, 0), D(0, w − i2, i2), D(i3, 0, w − i3),
with is = 0 . . .ms − 1,
Sketch of proof. En utilisant la décomposition de Clebsch–Gordan, on remarque dans
un premier temps que
dim MorSL(2,C)(Sn ⊗ Sn ⊗ Sn, S3n−2w) = w + 1
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Si maintenant on suppose qu’on a la relation
w∑
i=0
λiD(w − i, i, 0) = 0.
En prenant fα = xnα, fβ = ynβ et fγ = ynγ on en déduit que λ0 = 0 ; et donc par récur-
rence on a λi = 0 pour tout i. Ainsi F1 := {D(w − i, i, 0), i = 0 . . . w} est une base de
MorSL(2,C)(Sn⊗Sn⊗Sn, S3n−2w). On fait de même pour F2 := {D(0, w − i, i), i = 0 . . . w}
et F3 := {D(i, 0, w − i), i = 0 . . . w}.
Notons alors
u1 = Ωαβσγ , u2 = Ωβγσα, u3 = Ωγασβ
Il s’agit de variables commutatives vérifiant u1 + u2 + u3 = 0. Si on se donne alors la
famille
F := {D(w − i1, i1, 0),D(0, w − i2, i2),D(i3, 0, w − i3), is = 0 . . .ms − 1}
le lemme B.1, avec k1 = m1, k2 = m2, k3 = m3 + 1 (pour m3 < w) et g = w + 3 montre
que D(m3 + 1, 0, w−m3− 1) ∈ F3 est engendrée par la famille F . Par récurrence, F3 et
donc toutes les molécules sont engendrées par F .
Lemme B.3. Notons D(e0, e1, e2) une molécule donnée par B.2.
1. Si w ≤ n alors
D(e0, e1, e2) est de grade r ≥ 23w.
2. Si w > n alors
D(e0, e1, e2) est de grade r ≥ n− w3 .
Sketch of proof. La preuve détaillée se trouve dans [GY10]. On se limite ici au cas où
w ≤ n avec w = 3k − 1. En prenant m1 = m2 = m3 = m dans le lemme B.2, on en
déduit une famille F dont les molécules sont de grade au moins 2k. On utilise le même
genre d’argument pour traiter les cas w = 3k + 2 et w = 3k.
Un cas particulier du lemme B.3 est :
Lemme B.4. Notons D(e0, e1, e2) une molécule donnée par B.2 avec ei+ej ≤ n (i 6= j).
Si on suppose que
e0 ≤
n
2 et e1 + e2 >
e0
2 ,
alors
D(e0, e1, e2) est de grade e0 + 1,
à moins que e0 = e1 = e2 =
n
2.
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C. Familles relativement complètes d’une forme binaire
simple
Nous donnons ici quelques résultats sur la réduction de certaines familles de cova-
riants, modulo un idéal. On fixe un espace Sn de formes binaires. Dans un premier
temps :
Lemme C.1. Etant donné un entier k tel que 2k ≤ n, alors
I2k−1 = I2k.
Démonstration. Il faut considérer des covariants moléculaires issus de molécules de grade
2k − 1, qui contiennent donc
E := fα fβ
2k − 1
Un tel covariant moléculaire est un terme du transvectant {E,E′}r pour un certain entier
r et un certain covariant moléculaire E′. Par la propriété 5.2.31, D est combinaison
linéaire de
{E,E′}r et {Eµ1 ,E′µ1}r.
Or tous les symboles sont équivalents donc E = 0 et chaque transvectant {Eµ1 ,E′µ1}r
est dans l’idéal I2k par le lemme 6.3.19.
Tout covariant moléculaire issu d’une molécule de grade 1 est donc dans I2. Ainsi
Corollaire C.2. La famille A0 := {f} est relativement complète modulo I2
Le lemme suivant concerne les covariants moléculaires de degré 3.
Lemme C.3. Notons V un espace de formes binaires, α, β et γ trois atomes de valence
respective n, p, q. Soit un entier r tel que r ≤ min(n, p, q), alors
α β
γ
r
=
r∑
i=0
(
r
i
) α β
γ
i r − i (C.1)
Démonstration. On part de la relation (5.2.7) :
Ωαβσγ = Ωαγσβ + Ωγβσα,
ce qui donne
Ωrαβσrγ =
r∑
i=0
(
r
i
)
ΩiαγΩr−iγβ σ
i
βσ
r−i
γ ,
et il suffit de multiplier chaque membre de l’équation par σn−rα σ
p−r
β σ
q−r
γ .
Rappelons ici que pour f ∈ Sn et pour un entier k ≥ 0 donné, on définit H2k :=
{f , f}2k.
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Lemme C.4. Si 2n − 4k > n alors la famille B = {H2k} est relativement complète
modulo I2k+2
Démonstration. On considère des covariants moléculaires contenant
D :=
fα fβ
fγfδ
2k
2k
r avec 1 ≤ r ≤ 2k,
tous les symboles étant équivalents. Pour r > k, le covariant moléculaire
fα fβ
fγ
e0 = 2k
e1 = r
est de grade 2k+1 par le lemme B.4. Donc D est dans l’idéal I2k+1 = I2k+2 (lemme C.1).
Lorsque r < k, by , D est combinaison linéaire de (relation (C.1))
fα fβ
fγfδ
2k
r2k − i
i avec 0 ≤ i ≤ 2k.
Mais alors :
• si i ≥ k, on considère le covariant moléculaire
fα fβ
fγ
e0 = 2k
e1 = re2 = i
de poids w = 2k + r + i ≥ 3k + r > 3k. Comme 2k + r + i ≤ n, ce covariant
moléculaire est issu d’une molécule de grade r geq
2
3w > 2k, par le lemme B.3 ;• si i < k, on considère le covariant moléculaire
fα fβ
fδ
e0 = 2k
e2 = 2k − i
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et le lemme B.4 permet de conclure.
De la même façon :
Lemme C.5. Si n = 4k, alorsH2k est d’ordre n et la famille B = {H2k} est relativement
complète modulo I2k+2 + 〈∆〉, où ∆ est l’invariant
f f
f
n
2
n
2n2
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