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Abstract
Westudy the exact distributionof linear combinations of order statistics of arbitrary (absolutely continuous)
dependent random variables. In particular, we examine the case where the random variables have a joint
elliptically contoured distribution and the case where the random variables are exchangeable.We investigate
also the particular L-statistics that simply yield a set of order statistics, and study their joint distribution.
We present the application of our results to genetic selection problems, design of cellular phone receivers,
and visual acuity. We give illustrative examples based on the multivariate normal and multivariate Student t
distributions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Consider a random vector X = (X1, . . . , Xn)T and assume it has a probability density func-
tion (pdf) on Rn. Denote by X(n) = (X(1), . . . , X(n))T the vector of order statistics induced by X,
whereX(1) · · · X(n).We are interested in the problem of ﬁnding the exact jointp-dimensional
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distribution of linear combinations of the vector of order statistics, also called L-statistics:
LX(n), (1)
for a rectangular matrix L ∈ Rp×n, under an arbitrary distribution of X. The exact distribution
of the maximum of dependent random variables, a particular case of (1) with p = 1, has been
investigated recently byArellano-Valle and Genton [4]. Some exact results for the distribution of
(1) with p = 1 have been derived by Gupta and Pillai [15] but only in the setting of a multivariate
normal distribution for X and sizes n = 3 and 4. Moreover, some of their results are in error and
have been corrected by Nagaraja [20]; see also exercise 5.3.2 in David and Nagaraja [10]. In the
particular case of independent and identically distributed (i.i.d.) components of X, some exact
results exist for uniform and exponential distributions, see David and Nagaraja [10, Section 6.5]
and references therein, but otherwise only asymptotic results have been derived. An interesting
particular case of (1) with p = 1 is the range X(n) −X(1), for which a saddlepoint approximation
of its pdf has been given by Ma and Robinson [19] when the components of X are i.i.d.
The exact pdf of X(n) when X is an exchangeable multivariate normal random vector, i.e. its
covariance matrix is equicorrelated, has been computed by Tong [25, p. 126], who proposed
to derive this pdf as a location mixture of the pdf of order statistics from i.i.d. normal random
variables. Thus, an integration problem needs to be solved in order to useTong’s result.We provide
another exact form of this pdf and give also an extension to arbitrary (absolutely continuous)
dependent random variables, not necessarily normal and/or independent. In particular, when the
distribution ofX is exchangeable, we show that the exact distribution ofX(n) belongs to the family
of fundamental skew (FUS) distributions recently introduced by Arellano-Valle and Genton [3].
Speciﬁcally, let X = (Y|Z0), where Y ∈ Rn is a random vector with probability density
function fY, Z ∈ Rm is a random vector, and the notation Z0 is meant componentwise.
Then Arellano-Valle and Genton [3] say that X has an n-dimensional FUS distribution with pdf
given by
fX(x) = K−1m fY(x)Qm(x), x ∈ Rn, (2)
whereQm(x)=P(Z0|Y=x) andKm =E(Qm(Y))=P(Z0). Thus, when fY is a symmetric
pdf (i.e. fY(−y) = fY(y) for all y ∈ Rn), (2) deﬁnes the fundamental skew-symmetric (FUSS)
class of distributions. Note thatKm is a normalizing constant and the termQm may be interpreted
as a function causing skewness in the pdf fX. Indeed, we consider Y conditionally on Z0
and this selection mechanism induces skewness, see the book edited by Genton [12] for further
properties and applications of these distributions, and Arellano-Valle et al. [2] for a uniﬁed view
on skewed distributions resulting from selections.
The main motivation to study the exact distribution of (1) comes from a genetic selection
problem in agricultural research, originally considered by Rawlings [23] and Hill [16,17], and
more recently by Tong [25, p. 129]. To describe the problem brieﬂy, suppose that an agricultural
genetic selection project involves n animals, for example pigs, and the top k performers, k <n,
are to be selected for breeding. Let X1, . . . , Xn be the measurements of a certain biological or
physical characteristic of the n animals, such as the body weights or back fats of the pigs. The
animals with score X(n−k+1), . . . , X(n) are to be selected. If X1, . . . , Xn are independent with
mean , then the common mean of the observations of off-springs of the ith selected animal
with score X(i) is E(X(i)), and therefore the expected gain in one generation is E(X(i)) − .
However, the assumption of independence is often not satisﬁed since the animals under selection
are usually genetically related. This is the case, for example, when the pigs are from the same
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family and have the same parents. In this situation, a variance components model is generally
assumed by geneticists, which means that X = (X1, . . . , Xn)T has an exchangeable multivariate
normal distribution [25, p. 108] with a common mean , a common variance 2 and a common
correlation coefﬁcient  ∈ [0, 1). In summary, the distribution of X is assumed to be multivariate
normalNn(1n, 2{(1−)In+1n1Tn }), with  ∈ [0, 1), 1n ∈ Rn a vector of ones, and In ∈ Rn×n
the identity matrix. Our goal is to derive an explicit form for the joint pdf of X(n−k+1), . . . , X(n)
in the above context, but also in more general settings of dependence. In addition, the L-statistics∑n
i=n−k+1X(i) are related to selection differentials [10, pp. 41–42] and are of great interest in
the agricultural genetic selection problem described above.We derive their exact distribution and
study the shape of their pdf as a function of .
A secondmotivation comes from the design of future cellular phone receivers that will select the
strongest n − k signals X(k+1), . . . , X(n) out of n received signals X1, . . . , Xn from n antennae,
and then process these signals. Under the assumption that Xi ∼ N(i , 2), i = 1, . . . , n, i.i.d.,
Wiens et al. [27] have derived the exact distribution of the L-statistics ∑ni=k+1X(i). We extend
the computation of this exact distribution to elliptically contoured [11] random variables.
Another motivation comes from vision research where a single measure of visual acuity is
made in each eye, X1 and X2 say. A person’s vision total impairment is deﬁned as the L-statistic
T I = 34X(1) + 14X(2), where the extremes of visual acuity are X(1) = min{X1, X2} and X(2) =
max{X1, X2}, seeViana [26] and references therein.A bivariate normal distribution is commonly
assumed for (X1, X2). We compute the exact distribution of the total impairment TI in this case,
and explore the effect of relaxing this assumption tomore heavy-tailed distributions.The particular
case of the distribution of X(i), i = 1, 2, for a bivariate normal random vector has been studied by
Roberts [24], Cain [6], Cain and Pan [7], Olkin and Viana [21], and Loperﬁdo [18].
Although this paper focuses on the exact distribution of L-statistics, the derivation of closed-
form expressions for moments and cumulants of L-statistics is of great interest too, as described
in the genetic selection problem above. We believe that the results of this paper are useful for
such derivations, and we give a simple example related to visual acuity in Section 5.3. However,
general derivations are beyond the scope of this paper and we leave them for future research.
The structure of the paper is set up as follows. In Section 2, we derive our main results, namely
the exact pdf of (1) for arbitrary dependent random variables. In particular, we examine the case
where the random variables have a joint elliptically contoured distribution. In Section 3, we focus
on exchangeable random variables. We present also results for the particular case of contrast
L-statistics where the matrix L in (1) satisﬁes L1n = 0. In Section 4, we focus on the particular
L-statistics that yield p order statistics, and study their joint distribution. Finally, in Section 5,
we revisit the applications to genetic selection, design of cellular phone receivers, and visual
acuity. We give illustrative examples based on the multivariate normal and multivariate Student t
distributions.
2. L-statistics from dependent random variables
2.1. Arbitrary distributions
In this section, we study the distribution of the L-statistics (1) for which the vector of order
statistics X(n) = (X(1), . . . , X(n))T is induced by an arbitrary (absolutely continuous) random
vectorX=(X1, . . . , Xn)T . First, note thatX(n) ∈ P(X), whereP(X)={Xi =PiX; i=1, . . . , n!}
is the collection of random vectors Xi corresponding to the n! different permutations of the
components of X. Here Pi ∈ Rn×n are permutation matrices with Pi = Pj for all i = j . Let
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 ∈ R(n−1)×n be the difference matrix such that X = (X2 − X1, X3 − X2, . . . , Xn − Xn−1)T ,
i.e., the ith row of  is eTn,i+1 − eTn,i , i = 1, . . . , n − 1, where e1, . . . , en are the n-dimensional
unit basis vectors. The region
Sp = {y = Lx; x0, x ∈ Rn} (3)
is deﬁned onRp and represents the support of any linear selection based on the order of a random
vector X, i.e. LX|X0. Our most general result is the following.
Proposition 1. LetX=(X1, . . . , Xn)T be an absolutely continuous random vector and denote by
Xi its ith permutation and byX(n)=(X(1), . . . , X(n))T its corresponding vector of order statistics.
Let L ∈ Rp×n and suppose that for each i = 1, . . . , n!, LXi has a pdf on Rp denoted by fLXi .
Then, the pdf fLX(n) of LX(n) is
fLX(n) (y) =
∑n!
i=1fLXi (y)P (Xi0|LXi = y), y ∈ Sp. (4)
Proof. Denote by FLX(n) and FLXi |Xi0 the cumulative distribution functions (cdf) of LX(n)
and LXi |Xi0, respectively. By the theorem of total probability, we have for y ∈ Sp:
FLX(n) (y) =
n!∑
i=1
FLXi |Xi0(y)P (Xi0),
implying, after differentiation with respect to y, that
fLX(n) (y) =
∑n!
i=1fLXi |Xi0(y)P (Xi0).
Thus, the proof follows by noting from Bayes’ theorem that
fLXi |Xi0(y) = fLXi (y)
P (Xi0|LXi = y)
P (Xi0)
. 
In the particular case L= In, we have P(Xi0|LXi = y)= I {y0}, an indicator function,
for all i. Note from the last two expressions of the proof above that the resulting pdf (4) is a
mixture on the FUS pdf (2) corresponding toLXi |Xi0, i=1, . . . , n!. The computation of this
pdf will, however, be laborious in most situations, particularly for large values of n. Nevertheless,
there is a number of situations where the computation of (4) simpliﬁes signiﬁcantly as will be
shown in the next sections.
2.2. Elliptically contoured distributions
Weconsider next the distribution of (1)when the original randomvectorX follows an elliptically
contoured distribution; see Cambanis et al. [8] for the most general deﬁnition of this family. We
say that a random vector X ∈ Rn has an elliptically contoured distribution with location vector
μ ∈ Rn, nonnegative deﬁnite dispersion matrix  ∈ Rn×n, and characteristic generator , if the
centered random vector X − μ has characteristic function of the form X−μ(t) = (tTt), for
t ∈ Rn. In such case, we write X ∼ ECn(μ,,), and its cdf will be denoted by Fn(x;μ,,),
for x ∈ Rn. It is well known that this family of distributions is closed under linear transformations,
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marginalization, and conditioning. In particular, if X ∼ ECn(μ,,) with  of full rank n, then
−1/2(X − μ) ∼ ECn(0, In,). Moreover, if the pdf of X exists, then it is of the form
fn(x;μ,, h(n)) = ||−1/2h(n)[(x − μ)T−1(x − μ)], x ∈ Rn, (5)
where h(n) is the density generator function, see also Fang et al. [11]. In this case,  can be
replaced by h(n) in the above notation. Moreover, for each k = 1, . . . , n − 1, we have that any
n-dimensional density generator h(n) has an associated k-dimensional marginal density generator
and an (n−k)-dimensional conditional density generator, which can be expressed in terms of h(n)
by h(k)(u)= {(n−k)/2/[(n− k)/2]} ∫∞0 u(n−k)/2−1h(n)(u+ v)dv and by h(n−k)a (u)= h(n)(u+
a)/h(k)(a), with a, u0, respectively. That is, for any partition (XT1 ,XT2 )T ofX, whereX1 ∈ Rk ,
the generators h(k) and h(n−k)a determine the pdfs of X1 and X2|X1 = x1, respectively. The same
occurs with the characteristic generators, but in this case it is not possible to express directly the
conditional generators a in terms of . In this setting, we have the following result.
Proposition 2. Let X= (X1, . . . , Xn)T ∼ ECn(μ,,) and suppose that X has a pdf given by
(5). Then, the pdf fLX(n) of LX(n) is
fLX(n) (y) =
n!∑
i=1
fp(y;Lμi , LiiLT , h(p))
× Fn−1(iiLT (LiiLT )−1(y − Lμi );
0,iiT − iiLT (LiiLT )−1LiiT ,qi (y)), y ∈ Sp, (6)
where μi = Piμ, ii = PiPTi , qi(y) = (y − Lμi )T (LiiLT )−1(y − Lμi ), and Pi ∈ Rn×n is
the ith permutation matrix.
Proof. By the properties of elliptically contoured distributions (see [8]),
LXi = LP iX ∼ ECp(Lμi , LiiLT ,),
with pdf given by
fLXi (y) = fp(y;Lμi ,ii , h(p)) = |LiiLT |−1/2h(p)(qi(y)),
where μi = Piμ and ii = PiPTi are the location and the dispersion of the ith permutation
Xi = PiX of X, and qi(y) = (y − Lμi )T (LiiLT )−1(y − Lμi ). Moreover, Xi |LXi = y has
distribution
ECn−1(iiLT (LiiLT )−1(y − Lμi ),iiT − iiLT (LiiLT )−1LiiT ,qi (y)),
and thus the probability P(Xi0|LXi = y) is equal to
Fn−1(iiLT (LiiLT )−1(y − Lμi ); 0,iiT − iiLT (LLT )−1LiiT ,qi (y)).
Then the result follows from Proposition 1. 
For L-statistics of the form LX(n) =∑nr=1arX(r), i.e., with p = 1 and L= aT = (a1, . . . , an),
we have some relevant simpliﬁcation when = 2In, since ii = 2In for all i = 1, . . . , n!, and
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thus (6) reduces to
fLX(n) (y) =
n!∑
i=1
f1(y; i , 2, h(1))Fn−1(a˜zi; 0,{In − a˜a˜T }T , h(n−1)z2i ), y ∈ R, (7)
where zi = (y − i )/, i =
∑n
j=1ajij , 
2 = 2∑nj=1a2j and a˜ = a/√∑nj=1a2j . Additional
simpliﬁcations occur for some special cases, such as when the vectorL=aT satisﬁesLμi =i =0
for all i = 1, . . . , n!; or aj = 1 for all j = 1, . . . , n; or a1 = · · · = ak = 0 and ak+1 = · · · = an = 1.
In this latter case, the pdf of LX(n) =∑ni=k+1X(i), is given by (7) with i =∑nj=k+1ij , and in
(7) the summation∑n!i=1 reduces to k!(n − k)!∑nki=1, where nk = n!/[k!(n − k)!].
For the normal case, we have a(s) = (s) = exp{s/2}, s0, and h(m)a (u) = h(m)(u) =
(2)−m/2 exp{−u/2}, a, u0.The notation fn(x;μ,, h(n))=	n(x;μ,) andFn(x;μ,,)=
n(x;μ,) will be used in this case.
When X ∼ ECn(μ,,), we have X ∼ ECn−1(μ,T ,), hence P(X0)=
Fn−1(μ; 0,T ,). An important simpliﬁcation in the computation of this factor occurs
when μ = 0, because under this condition P(X0) = P(Y0), where Y ∼ Nn(μ,),
and thus:
P(X0) = Fn−1(0; 0,T ,) = n−1(0; 0,T ),
for any dispersion matrix  and characteristic generator . The condition μ = 0 holds, in
particular, when X ∼ ECn(μ,,) is an exchangeable elliptically contoured random vector,
under which X ∼ ECn−1(0, 2T ,), see Section 3, and so the exchangeability implies
P(X0) = Fn−1(0; 0,T ,) = n−1(0; 0,T ) = 1
n!
,
for each n2 and elliptically contoured characteristic generator . Note that T = (
i,j ), with

i,i = 2, 
i−1,i = 
i+1,i = −1, and 
i,j = 0 otherwise.
3. L-statistics from exchangeable random variables
3.1. Exchangeable arbitrary distributions
A simple but important situation is when X is an exchangeable random vector, for instance
such as in the genetic selection problem. This condition means that PX d=X for any permutation
matrix P ∈ Rn×n, and thus each of the n! different permutations Xi of X will have the same
distribution as X. Consider the selection deﬁned by X(i) = (Xi |Xi0), i = 1, . . . , n!, where
X0 means X2 −X10, . . . , Xn −Xn−10, and thus X1X2 · · · Xn. Since Xi0 is
equivalent to Xi = X(n), it follows that X(i) = X(n) if and only if Xi = X(n). Thus, when X is an
exchangeable random vector, we have for all i that Xi
d=X and so X(i) d=(X|X0), implying
that X(n)
d=(X|X0). In other words, under exchangeability of X, the distribution of X(n) is
intimately related to the speciﬁc selectionmechanism considered above. Next, we derive the pdf of
LX(n), for any ﬁxed matrix L ∈ Rp×n, by assuming that the distribution of X is such that LX has
a pdf denoted by fLX, only. Then, we focus on exchangeable elliptically contoured distributions,
for which LX(n)
d=(LX|X0), implying that the distributions of L-statistics are in the FUS
class (2).
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When the random vector X = (X1, . . . , Xn)T is exchangeable, we have in (4) that fLXi = fLX
and P(Xi0|LXi = y) = P(X0|LX = y) for all i, yielding the following result based on
Proposition 1.
Corollary 1. Let X= (X1, . . . , Xn)T be an absolutely continuous exchangeable random vector.
Then, the pdf fLX(n) of LX(n) is
fLX(n) (y) = n!fLX(y)P (X0|LX = y), y ∈ Sp, (8)
where fLX is the marginal pdf of LX.
Because exchangeability implies P(X0)= 1/n!, we can rewrite (8) as fLX(n) (y)= fLX(y)
P (X0|LX = y)/P (X0) which is also the pdf of (LX|X0), and hence
LX(n)
d=(LX|X0) (9)
in this setting. Corollary 1 is a generalization of a result given recently by Crocetta and Loperﬁdo
[9], who established a link to FUSS distributions in the case of i.i.d. components ofX. Their result
is now a byproduct of Corollary 1.
3.2. Exchangeable elliptically contoured distributions
When X ∼ ECn(μ,,) is an exchangeable elliptically contoured random vector, we have
μ= μn and = n, where
μk = 1k, k = 2(1 − )k, k = Ik + 1k1Tk ,  = /(1 − ),  ∈ [0, 1). (10)
Rigorously speaking, the condition  ∈ [0, 1) means that we are considering the exchangeability
of an inﬁnite sequence of elliptically contoured random variables. However, with the exception
of the results in Section 3.3, most of the results given for such an inﬁnite sequence can be applied
to a ﬁnite sequence of exchangeable or permutation-symmetric elliptically contoured random
variables, for which in (10)  ∈ (−1/(n − 1), 1) when k = n; see Tong [25, p. 109] for more
details on this distinction. Since n has full rank n, we can assume that X ∼ ECn(μn,n,) has
a pdf of the form (5), under which LX ∼ ECp(Lμn, LnLT ,) has a pdf for any L ∈ Rp×n of
rank p, given by
fLX(y) = fp(y;Lμn, LnLT , h(p)) =
|LnLT |−1/2h(p)(q(y))
p(1 − )p/2 , y ∈ R
p
, (11)
where q(y) = uT (LnLT )−1u, with u = (y − Lμn)/(
√
1 − ). Moreover, since 1n = 0, and
so n = 2(1 − ), we have from the properties of elliptically contoured distributions that
X|LX = y has a distribution given by
ECn(L
T (LnL
T )−1(y − Lμn), 2(1 − ){In − LT (LnLT )−1L}T ,q(y)),
implying that
P(X0|LX = y) = Fn−1(LT (LnLT )−1u; 0,{In − LT (LnLT )−1L}T ,q(y)).
Therefore, we have the following result based on Proposition 2.
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Corollary 2. Let X = (X1, . . . , Xn)T ∼ ECn(μn,n,) be an exchangeable elliptically con-
toured random vector, i.e. with μn and n as in (10), and assume it has a pdf of the form (5).
Then, for any L ∈ Rp×n of rank p (1pn), the pdf fLX(n) of LX(n) is
fLX(n) (y) = n!fp(y;Lμn, LnLT , h(p))Fn−1(LT (LnLT )−1u;
0,{In − LT (LnLT )−1L}T ,q(y)), y ∈ Sp, (12)
where q(y) = uT (LnLT )−1u, with u = (y − Lμn)/(
√
1 − ) and n as in (10).
When  = 0, (12) corresponds to the pdf of LX(n) under a spherically contoured distribution
ECn(1n, 2In,) for X. Moreover, if  is the normal characteristic generator, then we obtain
the pdf corresponding to the L-statistics of i.i.d. N(, 2) random variables.
When L1n = 0, we have that LnLT = 2(1 − )LLT , and the pdf of LX(n) can be obtained
assuming X ∼ ECn(0, 2(1 − )In,). Since there are many important L-statistics satisfying
the condition L1n = 0, e.g. such as the range LX(n) = X(n) − X(1), we establish the following
result (see also Corollary 4 in the next subsection).
Corollary 3. Let LX(n) be the L-statistics induced by an exchangeable elliptically contoured
random vector X ∼ ECn(1n, 2{(1−)In+1n1Tn },), satisfying the conditionL1n=0. Then
LX(n)
d= √1 − LU(n), where U(n) is the vector of order statistics induced by the spherically
contoured random vector U ∼ ECn(0, In,),  ∈ [0, 1).
Finally, when p = 1 we have univariate L-statistics of the form LX(n) =∑ni=1aiX(i), which
by (12) have a pdf of the form
fLX(n) (y) = n!f1(y; , 2, h(1))Fn−1(za; 0,{In − aaT }T , h(n−1)z2 ), y ∈ R, (13)
where =∑ni=1ai , 2=2(1−){∑ni=1a2i +(∑ni=1ai)2}, z=(y−)/ and a=a/{∑ni=1a2i +
(
∑n
i=1ai)2}1/2, with =/(1−). Thus, from (13) we can obtain, e.g. the pdf of the sum of the
two best X(n−1) +X(n), the range X(n) −X(1), the midpoint (X(1) +X(n))/2, the median when n
is even (X(n/2) +X(n/2+1))/2, and so on. For example, for the sum of the two bestX(n−1) +X(n),
we have a = (en−1 + en)/√2 + 4,  = 2 and 2 = 2(1 + )2, and by (13) its pdf is
fX(n−1)+X(n) (y) = n!f1(y; 2, 2(1 + )2, h(1))Fn−1(z(en−1 + en);
0,{In − [1/(2 + 4)](en−1+en)(en−1+en)T }T , h(n−1)z2 ), y ∈ R, (14)
where z = (y − 2)√(1 − )/(1 + )/(2). Moreover, as indicated in Corollary 3, those cases
with L1n =∑ni=1ai = 0 yield additional simpliﬁcations, since = 0 and a = a0 = a/√∑ni=1a2i .
For instance, the range LX(n) =X(n) −X(1) yields =0, 2 =22(1−) and a0 = (en − e1)/
√
2.
By (13), the pdf of the range is
fX(n)−X(1) (y) = n!f1(y; 0, 2(1 − )2, h(1))Fn−1(z(en − e1);
0,{In − (1/2)(en − e1)(en − e1)T }T , h(n−1)z2 ), y ∈ R, (15)
where z = y/(2√1 − ).
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Remark 1. If the n-dimensional unit basis vectors ei’s are denoted by en,i’s to indicate explicitly
that they have dimension n, then in the computation of en,i , we can use the fact that en,1 =
−en−1,1, en,n = en−1,n−1 and en,i = en−1,i−1 − en−1,i , for i = 2, . . . , n − 1.
3.3. Stochastic representation
Let U0, U1, . . . , Un be uncorrelated standardized random variables and let
X = {√1 − U + √ 1nU0} + 1n,  ∈ [0, 1), (16)
where U= (U1, . . . , Un)T . Let P ∈ Rn×n be a permutation matrix, i.e. P1n =1n. It follows from
(16) thatPX d=X ⇔ PU d=U; in other words,X is exchangeable if and only ifU is exchangeable.
Since PPT = In, this fact holds, e.g., when U is a spherically contoured random vector. Thus,
(16) holds also under the following situations:
(i) U0, U1, . . . , Un are i.i.d. random variables;
(ii) U ∼ ECn(0, In,) and is independent of U0;
(iii) (U0,UT )T ∼ ECn+1(0, In+1,).
From (16) it is immediate that
LX(n)
d= {√1 − LU(n) + √L1nU0} + L1n,  ∈ [0, 1), (17)
where U(n) = (U(1), . . . , U(n))T is the vector of order statistics induced by U = (U1, . . . , Un)T .
Thus, if we consider situation (iii), then (16) implies X ∼ ECn(1n, 2{(1− )In + 1n1Tn },),
and LX(n) has pdf given by (12). For the other situations speciﬁed in (i) and (ii), we can apply
the more general result (8) to derive the conditional pdf of LU(n) given U0 = x0, and therefore
obtain the pdf of LX(n) as follows.
Proposition 3. Let fLU|U0=x0 be the conditional pdf of LU given U0 = x0 and fU0 be the pdf of
U0. The pdf of LX(n) is
fLX(n) (y) =
n!
p(1 − )p/2
∫ ∞
−∞
fLU|U0=x0(u −
√
L1nx0)
× P(U0|LU = u − √L1nx0, U0 = x0)fU0(x0) dx0, y ∈ Sp, (18)
where u = (y − L1n)/(√1 − ) and  = /(1 − ).
Proof. Conditioning (17) on U0 = x0, we have by (9) that
(LX(n)|U0 = x0) d= (LX|X0, U0 = x0)
= √1 −  (LU|U0, U0 = x0) + √ x0L1n + L1n
d= √1 −  (LU(n)|U0 = x0) + √ x0L1n + L1n,
R.B. Arellano-Valle, M.G. Genton / Journal of Multivariate Analysis 98 (2007) 1876–1894 1885
which implies that
fLX(n) (y) =
1
p(1 − )p/2
∫ ∞
−∞
fLU(n)|U0=x0 [(y − 
√
 x0L1n − L1n)/(
√
1 − )]
× fU0(x0) dx0,
y ∈ Sp. Thus, the result follows by applying (8) to obtain fLU(n)|U0=x0 and then replace it in the
last expression above, where we note also that
P(X0|LX = y, U0 = x0)
= P(U0|LU = (y − √ x0L1n − L1n)/(
√
1 − ), U0 = x0). 
This approach yields signiﬁcant simpliﬁcations in the derivation of the distribution of L-
statistics satisfying L1n = 0. In fact, by (17) we have that LX(n) d= √1 − LU(n), so that (18)
reduces to
fLX(n) (y) =
1
p(1 − )p/2 fLU(n) (y/
√
1 − )
= n!
p(1 − )p/2 fLU(y/
√
1 − )P (U0|LU = y/(√1 − )),
y ∈ Sp. (19)
Note that this fact does not depend on the distribution of U0 and holds whatever the distribution
of the exchangeable random vector U. Therefore, we obtain the following extension of the result
given in Corollary 3 for the speciﬁc case of the elliptically contoured family.
Corollary 4. LetLX(n) be theL-statistics deﬁnedby (17). IfL1n=0, thenLX(n) and√1 − LU(n)
have the same distribution, with pdf given by (19).
This approach yields the results obtained by Tong [25] for the normal distribution of X. Tong
[25] extended also these results to the Student t distribution by using its representation as a scale
mixture of the normal distribution.
Another important application of (17) is that it can be used to obtain the moments of LX(n),
following Afonja [1] who considered the special case of the normal and Student t distributions.
4. Joint distribution of p order statistics
4.1. Dependent random variables
We consider now one of the most common L-statistics studied in the literature under the partic-
ular case of i.i.d. random variables and also under some speciﬁc exchangeable parent distributions
such as the normal one (see, e.g. [25]). Speciﬁcally, for any matrix L ∈ Rp×n such that L1n = 1p
and LLT = Ip, i.e. L= (er1 , . . . , erp ), where ej denotes the j th n-dimensional unit basis vector,
we consider L-statistics of the form
LX(n) = (X(r1), . . . , X(rp))T , 1r1 < · · ·<rpn,
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for which a substantial reduction in the computation of their pdf (4) is possible whatever the abso-
lutely continuous distribution ofX=(X1, . . . , Xn)T . In fact, note ﬁrst thatLX=(Xi1 , . . . , Xip )T
and Sp = {y ∈ Rp : −∞<y1 · · · yp <∞} by (3). Now, there are np = n!/(n−p)! ways of
choosing the p components, say (Xi1 , . . . , Xip ), from (X1, . . . , Xn), and there are
kp =
(
n − p
r1 − 1
)⎡⎣ p∏
j=2
(
n − p − rj + 1
rj − rj−1 − 1
)⎤⎦
permutation vectorsXj ofX for which (X(r1), . . . , X(rp))=(Xi1 , . . . , Xip ), i.e. such thatXj 0
given LXi = (Xi1 , . . . , Xip )T . Hence, for any 1r1 < · · ·<rpn and y = (y1, . . . , yp)T ∈ Sp,
we have
fLX(n) (y) =
np∑
i=1
fLXi (y)
kp∑
j=1
P(Xj 0|LXi = y),
that is,
fX(r1),...,X(rp)
(y1, . . . , yp) =
∑
i1 =···=ip
fXi1 ,...,Xip
(y1, . . . , yp)
×
∑
(i1,...,ip)
P (Xj1Xi1 , . . . , Xjr1−1Xi1 ,
Xi1 <Xjr1+1Xi2 , . . . , Xi1 <Xjr2−1Xi2 , . . . ,
Xip−1 <Xjrp−1+1Xip , . . . , Xip−1 <Xjrp−1Xip ,
Xjrp+1 >Xip , . . . , Xjn >Xip |Xi1 = y1, . . . , Xip = yp),
(20)
where
∑
(i1,...,ip) denotes the summationover all kp sets of indices (j1 . . . , jr1−1, jr2+1, . . . , jrp−1,
jrp+1, . . . , jn) such that 1j1 < · · ·<jr1−1n, 1jr1+1 < · · ·<jr2−1n, . . . , 1jrp+1 <
· · ·<jnn, and jm1 = · · · = jmp+1 = im m1 = 1, . . . , r1 − 1, . . . , mp+1 = rp + 1, . . . , n,
m = i1, . . . , ip.
When p=1, we have for any 1rn and −∞<x <∞ that
fX(r) (x) =
n∑
i=1
fXi (x)
∑
(i)
P (Xj1Xi, . . . , Xjr−1Xi,Xjr+1 >Xi, . . . , Xjn >Xi |Xi = x),
where
∑
(i) denotes the summation over all(
n − 1
r − 1
)
sets of indices (j1, . . . , jr−1, jr+1, . . . , jn) such that 1j1 < · · ·<jr−1n,1jr+1 < · · ·<
jnn, and jk = jm = i, k=1, . . . , r −1,m= r +1, . . . , n. The particular case with r =n yields
the distribution of X(n) = max{X1, . . . , Xn}, which was studied recently by Arellano-Valle and
Genton [4].
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When p = 2 we have for any 1r < sn and −∞<xy <∞ that
fX(r),X(s) (x, y) =
∑
i =j
fXi,Xj (x, y)
∑
(i,j)
P (Xj1Xi, . . . , Xjr−1Xi ,
Xi <Xjr+1Xj , . . . , Xi <Xjs−1Xj ,
Xjs+1 >Xj , . . . , Xjn >Xj |Xi = x,Xj = y),
where
∑
(i,j) denotes the summation over all(
n − 2
r − 1
)(
n − r − 1
s − r − 1
)
sets of indices (j1, . . . , jr−1, jr+1, . . . , js−1, js+1, . . . , jn) such that 1j1 < · · ·<jr−1n,
1jr+1 < · · ·<js−1n, 1js+1 < · · ·<jnn, and jk = jl = jm = i, j , k = 1, . . . , r − 1,
l = r + 1, . . . , s − 1, m = s + 1, . . . , n.
4.2. Exchangeable random variables
When X = (X1, . . . , Xn)T is exchangeable, (20) allows us to express the pdf (8) for LX(n) =
(X(r1), . . . , X(rp))
T
, 1r1 < · · ·<rpn, in terms of a conditional probability on Rn−p, as is
indicated next. Let
Y0 = LX = (Xr1 , . . . , Xrp )T and Ys = AsX = (Xrs−1+1, . . . , Yrs−1)T , s = 1, . . . , p + 1,
where r0 = 0, rp+1 = n+ 1 and the As’s are matrices of dimensions (rs − rs−1 − 1)× n such that
As1n = 1rs−rs−1−1, AsATs = Irs−rs−1−1, LATs = 0 and AsATs′ = 0, s = s′. (21)
Note for any y = (y1, . . . , yp)T , with −∞<y1 · · · yp <∞, that
P(X0|LX = y) = P(X1 · · · Xn|Xr1 = y1, . . . , Xrp = yp)
= Qn−p(y)
(r1 − 1)![∏pj=2(rj − rj−1 − 1)!](n − rp)! ,
where
Qn−p(y) = P(Y11r1−1y1, 1r2−r1−1y1 <Y21r2−r1−1y2, . . . ,
1rp−ip−1−1yp−1 <Yp−11rp−rp−1−1yp, 1n−rpyp <Yp+1|Y0 = y), (22)
yielding the following result.
Corollary 5. Let X= (X1, . . . , Xn)T be an exchangeable random vector, and consider a matrix
L ∈ Rp×n such that L1n = 1p, LLT = Ip and LX= (Xr1 , . . . , Xrp )T , with 1r1 < · · ·<rpn.
Then, for any y = (y1, . . . , yp)T , with −∞<y1 · · · yp <∞, the pdf of LX(n) =
(X(r1), . . . , X(rp))
T is
fLX(n) (y) = cnfLX(y)Qn−p(y), (23)
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where Qn−p(y) is given by (22) and
cn = n!
(r1 − 1)![∏pk=2(rk − rk−1 − 1)!](n − rp)! .
When Y0,Y1,Y2, . . . ,Yp+1 are independent random vectors, we have
Qn−p(y) = P(Y11r1−1yr1)P (1r2−r1−1y1 <Y21r2−r1−1yr2)
· · ·P(1rp−rp−1−1yrp−1 <Yrp−11rp−rp−1−1yrp )P (1n−rpyrp <Yp+1).
Hence, when the Xi’s are i.i.d. random variables with cdf F , this probability reduces to
[F(y1)]r1−1
(
p∏
k=2
[
F(yk) − F(yk−1)
]rk−rk−1−1) [1 − F(yp)]n−rp .
From (23), we obtain the following well-known joint pdf for X(r1) · · · X(rp) when F has
pdf f :
fX(r1),...,X(rp)
(y1, . . . , yp) = cn
⎛
⎝ p∏
j=1
f (yj )
⎞
⎠ [F(y1)]r1−1
×
(∏p
k=2
[
F(yk) − F(yk−1)
]rk−rk−1−1) [1 − F(yp)]n−rp ,
where −∞<y1 · · · yp <∞.
Whenp=1,wehaveQn−1(y)=P(Y1y1r−1,Y2>y1n−r |Xr=y),withY1=(X1, . . . , Xr−1)T
and Y2 = (Xr+1, . . . , Xn)T , so that (23) reduces to
fX(r) (y) =
n!
r1!(n − r)!fXr (y)P (Y1y1r−1,Y2 >y1n−r |Xr = y), y ∈ R.
When X = (X1, . . . , Xn)T has an exchangeable elliptically contoured distribution, we have
Y0 = LX = (Xr1 , . . . , Xrp )T ∼ ECp(μp,p,),
where by (10) μp = 1p and p = 2(1 − )p, with p = Ip + 1p1Tp , since L1n = 1p
and LLT = Ip, and so Lμn = μp and LnLT = p. Thus, if we assume that X has a pdf,
then by (11)
fLX(y) = fp(y;μp,p, h(p)) =
|p|−1/2h(p)(qp(y))
p(1 − )p/2 , y ∈ R
p
,
whereqp(y)=uT−1p u, withu=(y−μp)/(
√
1 − ).Moreover,writingY=(YT1 , . . . ,YTp+1)T =
AX, with A = diag{A1, . . . , Ap+1}, we have by (21) and some standard computations that
(Y|LX = y) ∼ ECn−p(p1n−p, 2(1 − )n−p,qp(y)),
where p = (1 − pp)+ ppy¯p and n−p = In−p + p1n−p1Tn−p, with y¯p = (
∑p
i=1yi)/p and
p = /[1 + (p − 1)]. Thus, letting U = (Y − p1n−p)/(
√
1 − ) in (22), we have
Qn−p(y) = P(U ∈ C|LX = y) =
∫
C
fn−p(v; 0,n−p, h(n−p)qp(y) ) dv,
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since (U|Y0 = y) ∼ ECn−p(0,n−p,qp(y)). Here for any partition v = (vT1 , . . . , vTp+1)T , with
vs ∈ Rrs−rs−1−1, s = 1, . . . , p + 1, C is the subset of Rn−p given by
C = {v11r1−1u1, 1r2−r1−1u1 < v21r2−r1−1u2, . . . ,
1rp−ip−1−1up−1 < vp−11rp−rp−1−1up, 1n−rpup < vp+1},
with ui =(yi −p)/(
√
1 − ), i=1, . . . , p. In other words, whenX has an exchangeable ellipti-
cally contoured distribution, the pdf (23) of LX(n) = (X(r1), . . . , X(rp))T can be
expressed as
fLX(n) (y) = cnfp(y;μp,p, h(p))
∫
C
fn−p(v; 0,n−p, h(n−p)qp(y) ) dv,
for any y = (y1, . . . , yp)T , with −∞<y1 · · · yp <∞. For p = 1, this yields the following
pdf for X(r), the rth order statistic, r = 1, . . . , n:
fX(r) (y) =
n!
(r − 1)!(n − r)!f1(y; , 
2, h(1))
× Fn−1(z
√
1 − Jn−1; 0, In−1 + 1n−11Tn−1, h(n−1)z2 ), y ∈ R,
where z= (y−)/ and Jn−1 = (1Tr−1,−1Tn−r )T . For example, if h(n)(u)= (2)−n/2 exp{−u/2},
i.e. the n-dimensional normal generator, then
fLX(n) (y) = cn	p(y;μp,p)
∫
C
	n−p(u; 0,n−p) du,
and for p = 1,
fX(r) (y) =
n!
(r − 1)!(n − r)!	1(y; , 
2)n−1(z
√
1 − Jn−1; 0, In−1 + 1n−11Tn−1),
y ∈ R.
Note, however, that for p = 1, (12) yields the following pdf for X(r), the rth order statistic,
r = 1, . . . , n:
fX(r) (y) = n!f1(y; , 2, h(1))Fn−1(z
√
1 − er ; 0,{In − (1 − )ereTr }T , h(n−1)z2 ),
y ∈ R,
where z= (y − )/ and er is the rth n-dimensional unit basis vector, implying for r = 1, . . . , n:
Fn−1(z
√
1 − ei; 0,{In − (1 − )eieTi }T , h(n−1)z2 )
= Fn−1(z
√
1 − Jn−1; 0, In−1 + 1n−11Tn−1, h(n−1)z2 )
(r − 1)!(n − r)! , z ∈ R,
which holds for any density generator h and values of  in [0, 1). In particular, for = 0 we have
from this last relation that
Fn−1(zei; 0,{In − eieTi }T , h(n−1)z2 ) =
Fn−1(zJn−1; 0, In−1, h(n−1)z2 )
(r − 1)!(n − r)! , z ∈ R.
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5. Applications
5.1. Genetic selections
We revisit the application to genetic selection in agricultural research described in the Introduc-
tion. We assume that X = (X1, . . . , Xn)T has an exchangeable multivariate normal distribution.
Algorithms for numerical evaluation of multivariate normal cdfs have been studied by Genz [13]
and made available in the library mvtnorm of the statistical software R [22].We make use of this
computing power to study the shape of the distribution of two L-statistics.
First, we consider the exact pdf (14) of the sum of the two best X(n−1) + X(n), related to
the selection differential, for a sample of size n = 5. Fig. 1 depicts this pdf based on an ex-
changeable standard multivariate normal distribution with correlation  = 0, 0.1, . . . , 0.9. The
bold curve is the pdf for  = 0. The dashed curve is the marginal pdf of the sample. The lim-
iting case  = 1 is a N(0, 4) pdf. We can see that stronger correlation (larger ) among the n
animals leads to weaker skewness in the pdf of the sum of the two best animals to be selected for
breeding.
Second, we consider the exact pdf (15) of the range X(n) − X(1) for a sample of size n = 5.
Fig. 2 depicts this pdf based on an exchangeable standard multivariate normal distribution with
correlation  = 0, 0.1, . . . , 0.9. The bold curve is the pdf for  = 0. The dashed curve is the
marginal pdf of the sample. The limiting case  = 1 is a degenerate N(0, 0) pdf.
0.4
D
e
n
s
it
y
 o
f 
th
e
 S
u
m
 o
f 
th
e
 T
w
o
 B
e
s
t
0.3
0.2
0.1
0.0
y
-4 -2 0 2 4 6
Sum of the Two Best: Normal Exchangeable, n=5
Fig. 1. Genetic selections: exact pdf of the sum of the two best X(n−1) + X(n) for a sample of size n = 5 based on an
exchangeable standard multivariate normal distribution with correlation = 0, 0.1, . . . , 0.9. The bold curve is the pdf for
= 0. The dashed curve is the marginal pdf of the sample. The limiting case = 1 is a N(0, 4) pdf.
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Range: Normal Exchangeable, n=5
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Fig. 2. Genetic selections: exact pdf of the rangeX(n)−X(1) for a sample of size n=5 based on an exchangeable standard
multivariate normal distribution with correlation  = 0, 0.1, . . . , 0.9. The bold curve is the pdf for  = 0. The dashed
curve is the marginal pdf of the sample. The limiting case = 1 is a degenerate N(0, 0) pdf.
5.2. Design of cellular phone receivers
We study the exact pdf of the L-statistic X(n−1) + X(n) representing the two best signals out
of n = 5 received signals X1, . . . , Xn that will be selected by future cellular phones. We assume
a multivariate Student t joint distribution for the signal vector X = (X1, . . . , Xn)T , with mean
vector μ= (1, . . . , n)T , i = i, scale matrix = 2In, and degrees of freedom .
The density generator of the multivariate Student t distribution with  degrees of freedom is
h(n)(v) = c(n, )/2{ + v}−(n+)/2, v0, with c(n, ) = [(n + )/2]/([/2]n/2) and the
conditional density generator is h(n−1)a (v) = c(n − 1,  + 1)( + a)(+1)/2{ + a + v}−(n+)/2.
Denote this distribution by Studentn(μ,, ) with pdf tn(x;μ,, ) and cdf Tn(x;μ,, ),
where μ and  are the location vector and dispersion matrix, respectively. Based on (7), the exact
pdf of X(n−1) + X(n) is given by
2(n − 2)!
n(n−1)/2∑
i=1
t1(y; in−1 + in , 22, )
× Tn−1
(
azi/
√
2; 0,  + z
2
i
 + 1 (In − aa
T /2)T ,  + 1
)
, y ∈ R, (24)
where zi = (y − in−1 − in )/(
√
2) and a = (0, 0, 0, 1, 1)T .
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Sum of the Two Best: Student t, n=5
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Fig. 3. Design of cellular phone receivers: exact pdf of the sum of the two best X(n−1) +X(n) for a sample of size n= 5
from amultivariate Student t distribution with =3, 5, 10, 20,∞ degrees of freedom. The bold curve is the pdf for =∞.
The dashed curves are the ﬁve marginal pdfs for the case = ∞.
Algorithms for numerical evaluation of the multivariate Student t cdf have been studied by
Genz and Bretz [14] and also made available in the statistical software R. Fig. 3 depicts the pdf
(24) for n=5 and =3, 5, 10, 20,∞ degrees of freedom. The bold curve is the pdf for =∞ (the
normal case) also derived by Wiens et al. [27] from another approach. The dashed curves are the
ﬁve marginal pdfs for the case  = ∞. We can see that heavy tails (small ) in the marginal pdfs
of the received signals lead to stronger skewness in the pdf of the sum of the two best selected
signals.
5.3. Visual acuity
We revisit the application to visual acuity described in the Introduction. Let LX(2) = a1X(1) +
a2X(2), where we assume that X = (X1, X2)T has a bivariate exchangeable normal distribution
N2(12, 2{I2 + 121T2 }), with = /(1− ) and  ∈ (−1, 1). It is straightforward to obtain the
pdf of LX(2) from (13). In particular, when a1 = , a2 = 1 − , 01, we have
fLX(2) (y) = (2/)	1(z)1(z), y ∈ R, (25)
where z = (y − )/,  = √1 − 2(1 − )(1 − ) and  = (1 − 2)√(1 − )/(1 + ). Note
that (25) has exactly the form of a skew-normal pdf; see Azzalini [5], who provides all the
moments for this model. In particular, E(LX(2)) = √2/
2 and Var(LX(2)) = 2{1 − (2/)
2},
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Total Impairment: Student t, n=2
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Fig. 4. Visual acuity: exact pdf of the total impairment TI for a bivariate Student t distribution with = 2, 3, 5, 10, 20,∞
degrees of freedom. The bold curve is the pdf for = ∞.
where 
= /
√
1 + 2. The special case of the visual impairment is obtained by letting = 34 . We
explore the effect of heavy-tailed distributions on the visual impairment TI by assuming thatX has
a bivariate exchangeable Student t distribution with  degrees of freedom and making use of the
exact distribution given by (13).We use the estimates ˆ=0.424, ˆ=0.386 and ˆ=0.496 obtained
by Viana [26] on a real data set. Fig. 4 depicts the exact pdf (13) of TI for  = 2, 3, 5, 10, 20,∞
degrees of freedom. The bold curve is the pdf for  = ∞ (the normal case), i.e. (25) with  = 34 .
We can see that heavy tails (small ) in the bivariate distribution of X leads to stronger skewness
in the pdf of the total impairment TI.
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