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CRITICAL ELLIPTIC SYSTEMS IN POTENTIAL FORM
EMMANUEL HEBEY
Abstract. Let (M, g) be a smooth compact Riemannian n-manifold, n ≥ 3.
Let also p ≥ 1 be an integer, and Msp(R) be the vector space of symmetrical
p× p real matrix. For A : M →Msp(R) smooth, A = (Aij), we consider vector
valued equations, or systems, like
∆pgU +A(x)U =
1
2⋆
DU |U|
2
⋆
,
where U : M → Rp is a p-map, ∆pg is the Laplace-Beltrami operator acting on
p-maps, and 2⋆ is critical from the Sobolev viewpoint. We investigate various
questions for this equation, like the existence of minimizing solutions, the exis-
tence of high energy solutions, blow-up theory, and compactness. We provide
the complete H2
1
-theory for blow-up, sharp pointwise estimates, and prove
compactness when the equations are not trivially coupled and of geometric
type.
Contents
1. Preliminary definitions and remarks 3
2. Minimizing solutions and variational structure 6
3. High energy solutions 14
4. The H21 -theory for blow-up 17
5. Pointwise estimates 25
6. L2-concentration 31
7. Sharp pointwise asymptotics 38
8. Standard rescaling 54
9. Pseudo-compactness and compactness 59
References 71
Let (M, g) be a smooth compact Riemannian n-manifold, n ≥ 3. Let also p ≥ 1
be an integer, and M sp (R) be the vector space of symmetrical p × p real matrix.
Namely the vector space of p×p real matrix S = (Sij) which are such that Sij = Sji
for all i, j. For A : M → M sp (R) smooth, A = (Aij), we consider vector valued
equations like
∆pgU +A(x)U =
1
2⋆
DU |U|2⋆ , (0.1)
where U :M → Rp is a map, sometimes referred to as a p-map to underline the fact
that the target space is Rp, ∆pg is the Laplace-Beltrami operator acting on p-maps,
2⋆ = 2n/(n−2), and DU is the derivation operator with respect to U . Writing that
U = (u1, . . . , up), we have that |U|2⋆ =
∑p
i=1 |ui|2
⋆
, that 12⋆DU |U|2
⋆
=
(|ui|2⋆−2ui)i,
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and that ∆pgU = (∆gui)i, where i = 1, . . . , p, and ∆g = −divg∇ is the Laplace-
Beltrami operator for functions. Another way we can write (0.1) is like in the
following elliptic system in potential form:
∆gui +
p∑
j=1
Aij(x)uj = |ui|2⋆−2ui , (0.2)
where the equations have to be satisfied in M , and for all i = 1, . . . , p. We say the
system is of order p, and refer to it as a p-system. The system has a variational
structure. It is also critical from the Sobolev viewpoint since, if H21 is the Sobolev
space of functions in L2 with one derivative in L2, then 2⋆ is the critical Sobolev
exponent for the embeddings of H21 into Lebesgue spaces. When p = 1, (0.2)
reduces to Yamabe type equations like
∆gu+ h(x)u = |u|2⋆−2u , (0.3)
where h :M → R, h = A11, is smooth. In the same order of ideas, if A is diagonal,
then (0.2) consists of p copies of Yamabe type equations like (0.3) with h = Aii,
i = 1, . . . , p. When A is diagonal, the equations are independent one from another,
and the system is said to be trivial, or trivially coupled.
Equations like (0.1) generalize the intensively studied Yamabe type equations.
In this paper we study various questions for (0.1), like the existence of minimizing
solutions for (0.1), the existence of high energy solutions, blow-up theory, and
compactness properties of (0.1). Section 1 of the paper is devoted to preliminary
definitions and remarks on our systems. We insist in this section on some of the
differences we can find between the scalar case (where p = 1) and the vector valued
case addressed in this paper (where p ≥ 2). A major difference is the lack of
maximum principle. We exhibit in Section 1 examples of nonnegative solutions of
systems like (0.1) which are not positive. In other words, examples of solutions such
that the factors of the solutions are nonnegative, nonzero, but with zeros in M – a
phenomenon which does not occur when p = 1 (where, by the maximum principle,
nonnegative solutions are either identically zero or everywhere positive). In Section
2 of the paper we discuss the variational structure attached to our systems. In
particular, we prove that if the minimum energy of the system is sufficiently small,
then the system possesses a minimizing solution (of small energy). The existence of
high energy solutions is discussed in Section 3. Blow-up theory for our systems and
for nonnegative solutions is discussed in Sections 4 to 8. We adopt in these sections
the dynamical viewpoint (in the sense of the terminology introduced in [23]) which
consists in considering sequences of solutions (or Palais-Smale sequences) of families
of equations and not only sequences of solutions (or Palais-Smale sequences) of one
given equation (in our case, of families of systems and not of one given system).
The H21 -theory for blow-up is discussed in Section 4. We provide in this section
a complete description of the asymptotic behaviour of Palais-Smale sequences in
the Sobolev space H21,p consisting of p-maps whose components are in L
2 with
one derivative in L2. Global pointwise estimates for sequences of solutions are
discussed in Section 5. We prove that we can add pointwise estimates to the
Sobolev asymptotics of the H21 -theory when passing from Palais-Smale sequences
to sequences of solutions. The notion of L2-concentration, which turns out to be
important for compactness issues, is addressed in Section 6. In Section 7 we prove
sharp local pointwise estimates for sequences of solutions. Standard rescaling is
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discussed in Section 8. The blow-up theory developed in Sections 4 to 8 is applied in
Section 9 to get compactness results in the conformally flat case. Roughly speaking,
we prove that, for conformally flat manifolds, systems like (0.1) are compact when
their coupling does not involve a trivial coupling related to the geometric equation.
1. Preliminary definitions and remarks
In what follows we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, p ≥ 1 integer, and A : M →M sp (R), A = (Aij), be a smooth map
from M to M sp (R). We consider systems like
∆gui +
p∑
j=1
Aij(x)uj = Λ|ui|2⋆−2ui (1.1)
in M , for all i = 1, . . . p, where Λ ∈ R. We let H21,p(M) be the space consisting of
p-maps U : M → Rp, U = (u1, . . . , up), such that the ui’s are all in the standard
Sobolev space H21 (M). Namely,
H21,p(M) =
{
U = (u1, . . . , up) , ui ∈ H21 (M) for all i
}
,
where H21 (M) is the standard Sobolev space of functions in L
2(M) with one deriv-
ative in L2. The space H21,p(M) is an Hilbert space when equipped with the scalar
product
〈U ,V〉H2
1,p
=
∑
i
(ui, vi) ,
where (·, ·) is the usual scalar product in H21 (M), the ui’s are the components of
U , and the vi’s are the components of V . A map U = (u1, . . . , up) in H21,p(M)
is said to be a weak solution of (1.1) if the equations in (1.1) are satisfied in the
distributional sense by the ui’s. By regularity theory (see the proof of Theorem 2.1
in Section 2), any weak solution U = (u1, . . . , up) of (1.1), U ∈ H21,p(M), is in C2,θ
for all 0 < θ < 1 (in the sense that the ui’s are in C
2,θ for all i).
In what follows we say that a p-map U = (u1, . . . , up) is nonnegative if the ui’s
are all nonnegative functions (i.e ui ≥ 0 for all i), weakly positive if the ui’s are all
positive functions unless they are identically zero (i.e, for any i, either ui > 0 or
ui ≡ 0), and strongly positive if the ui’s are all positive functions (i.e ui > 0 for all
i). For short, a p-map is said to be positive if it is either weakly positive, or strongly
positive. Following standard terminology in the elliptic system literature, we say
that a matrix S = (Sij) is cooperative if Sij ≥ 0 for all i 6= j. If S :M →M sp (R) is
a map, S is said to be cooperative in M if Sij(x) ≥ 0 for all i 6= j, and all x ∈ M .
At last, still following standard terminology in the elliptic system literature, we say
that the system (1.1) is fully coupled if the index set {1, . . . , p} does not split in
two disjoint subsets {i1, . . . , ik} and {j1, . . . , jk′}, k + k′ = p, such that Aiαjβ ≡ 0
for all α = 1, . . . , k and β = 1, . . . , k′. When (1.1) is not fully coupled, up to
permuting the equations, A can be written in diagonal blocks S : M →M sk(R) and
T : M → M sp−k(R) for some k < p, like in (1.8) below, and the p-system splits
in two independent systems. Namely a k-system with respect to S and a (p − k)-
system with respect to T . If U = (ui)i is a solution of (1.1), and σ is a permutation
of Σp = {1, . . . , p}, then U˜ = (uσ(i))i is a solution of (1.1) when we replace the
Aij ’s by A˜ij = Aσ(i)σ(j). Possible references on elliptic systems are De Figueiredo
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[11], De Figueiredo and Ding [12], De Figueiredo and Felmer [13], El Hamidi [21],
Hulshof, Mitidieri and Van der Vorst [30], Mancini and Mitidieri [39], Mitidieri and
Sweers [41], and Sweers [52].
In Remarks 1.1 and 1.2 below we discuss two important examples which show
that nonnegative solutions of systems like (1.1) are not necessarily weakly positive,
and, in the same order of ideas, that weakly positive solutions of systems like (1.1)
are not necessarily strongly positive.
Remark 1.1: Contrary to the case p = 1, nonnegative solutions of a system like
(1.1) are not necessarily weakly positive (and thus not necessarily strongly positive
as well). We may have a nonnegative solution U = (u1, . . . , up) with one of the ui’s
non identically zero, but with zeros in M . A possible construction when p = 2 is
as follows. We let (Sn, g0) be the unit n-sphere. The Yamabe equation on (S
n, g0)
reads as
∆g0u+
n(n− 2)
4
u = u2
⋆−1 (1.2)
and the positive solutions of (1.2) are given by
uλx0(x) =
(
n(n− 2)
4
(λ2 − 1)
)n−2
4
(λ− cos dg0(x0, x))1−
n
2 , (1.3)
where λ > 1 and x0 ∈ Sn. We fix x0 ∈ Sn and let uλ = uλx0 . Then
uλ =
(
n(n− 2)
4
)n−2
4
+ ελ (1.4)
where ελ → 0 in C0(Sn) as λ → +∞. Let mλ = minSn uλ. Let also ε˜λ and εˆλ be
the functions given by
ε˜λ(x) =
uλ(x)−mλ
uλ(x)
, and
εˆλ(x) =
n(n− 2)
4
− uλ(x)2
⋆−2 +
(uλ(x) −mλ)2
⋆−1
uλ(x)
,
(1.5)
where x ∈ Sn. By (1.4), ε˜λ → 0 and εˆλ → 0 in C0(Sn) as λ→ +∞ while, by (1.2),
letting uλ1 = uλ −mλ and uλ2 = uλ, we easily get that Uλ = (uλ1 , uλ2 ) is a solution
of the 2-system
∆g0ui +
2∑
j=1
Aλij(x)uj = |ui|2
⋆−2ui (1.6)
in Sn, for all i = 1, 2, if ε˜λA
λ
11 + A
λ
12 = εˆλ and ε˜λA
λ
21 + A
λ
22 =
n(n−2)
4 . Let
Aλ11 =
n(n−2)
4 . Then the 2-map Uλ = (uλ1 , uλ2 ) is a solution of (1.6) for all λ, where
Aλ = (Aλij) can be chosen in the form
Aλ =
(
n(n−2)
4 ε
′
λ
ε′λ
n(n−2)
4 + ε
′′
λ
)
, (1.7)
and where ε′λ → 0 and ε′′λ → 0 in C0(Sn) as λ → +∞. Obviously, uλ1 = uλ −mλ
is nonnegative with one zero (at −x0). In particular, Uλ = (uλ1 , uλ2 ) is not weakly
positive. However, Uλ is a nonnegative solution of the 2-system (1.6). Summarizing,
we constructed a nonnegative solution of a system like (1.1) with one factor in
the solution which is non identically zero, but has zeros in M . This shows that
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nonnegative solutions of systems like (1.1) are not necessarily weakly positive. By
(1.7), for λ > 1 sufficiently large, Aλ is positive and the operator ∆2g0 + A
λ is
coercive (coercivity is defined in Section 2). Of course, (1.6) is also fully coupled
since, if not, the maximum principle for functions would lead to a contradiction.
Remark 1.2: In a similar way, weakly positive solutions of a system like (1.1) are
not necessarily strongly positive. There is of course a trivial construction where
we create 0-factors by adding “artificial” equations to the system. For instance, if
U is a solution of (1.1) with Λ = 1, then we may regard the map (U , 0), 0 ∈ R,
as a solution of the system (1.1)–(0.3) we get by adding to (1.1) one equation like
(0.3). In such constructions, the resulting system is obviousy not fully coupled.
However, there are easy examples of fully coupled systems with weakly positive
solutions having zero factors (and thus with weakly positive solutions which are
not strongly positive). To get such examples we may consider a positive solution u
of an equation like (0.3), and note that U = (u, u, 0) is a solution of (1.1) with p = 3
(and Λ = 1) when the Aij ’s are such that Aij = Aji, A11+A12 = h, A21+A22 = h,
and A13 = −A23. For instance, if u is a positive solution of (0.3), then U = (u, u, 0)
is a solution of (1.1) with p = 3 and Λ = 1, when
A =

 12h 12h α1
2h
1
2h −α
α −α β

 ,
h is as in (0.3), and α, β are arbitrary functions. The system is obviously fully
coupled when α is nonzero.
The following lemma, that we will use several times in the sequel, shows that
the above examples in Remarks 1.1 and 1.2 stop to hold, or reduce to the trivial
case, when −A is cooperative, respectively when −A is cooperative and the system
is also fully coupled.
Lemma 1.1. Let (M, g) be a smooth compact Riemannian manifold of dimension
n ≥ 3, p ≥ 1 integer, and A : M → M sp (R), A = (Aij), be a smooth map from M
to M sp (R). If −A is cooperative, then any nonnegative solution of (1.1) is weakly
positive. If −A is cooperative and (1.1) is fully coupled, then any weakly positive
solution of (1.1) is strongly positive.
Proof. If −A is cooperative, and U = (u1, . . . , up) is a solution of (1.1), we can
write that
∆gui +Aiiui ≥ Λu2
⋆−1
i
for all i. Then the classical maximum principle for scalar equations can be applied
so that either ui > 0 everywhere in M , or ui ≡ 0. This proves the first assertion
in the lemma. Concerning the second assertion, we prove that if −A (or A) is
cooperative, and U is a weakly positive solution of the system, then A can be
factorized in blocs with respect to the zero and nonzero components of U . More
precisely, if we write U = (u1, . . . , uk, 0, . . . , 0) with k < p, and ui > 0 for all i, then
A =
(
S 0
0 T
)
, (1.8)
where S : M → M sk(R), T : M → M sp−k(R), and the 0’s are null matrix of
respective order k× (p− k) and (p− k)× k. This easily follows from the equations∑k
j=1 Aijuj = 0 for all i ≥ k + 1, so that we necessarily have that Aij = 0 for all
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i ≥ k + 1 and j ≤ k. The p-system (1.1) splits into two independent systems – a
k-system where A is replaced by S, and a (p− k)-system where A is replaced by T .
In particular, if −A is cooperative and (1.1) is fully coupled, any weakly positive
solution of (1.1) is strongly positive. 
Remark 1.3 below is concerned with the negative case where Λ < 0 in (1.1).
With respect to scalar equations (where p = 1) we loose uniqueness but still have
the a priori L∞-bound. Like when p = 1, the difficult case in equations like (1.1),
with respect to existence or compactness of solutions, is when Λ is positive.
Remark 1.3: There are different behaviour of (1.1) depending on the sign of Λ.
In the negative case, when Λ < 0, the positive solution is known to be unique if
p = 1. This obviously stops to hold for systems and there are counter examples
involving only constant maps, and so only algebra. Suppose for instance that p = 2
and n = 6. Let λ > 0, uλ = λ, vλ = λ + 1, and wλ = (λ
2 + (λ + 1)2)/(2λ + 1).
Let also A11(λ), A22(λ), and A12(λ) = A21(λ) be given by A11(λ) = A22(λ) =
−(3λ2 + 3λ + 1)/(2λ + 1) and A12(λ) = (λ2 + λ)/(2λ + 1). Then, for any λ > 0,
(uλ, vλ), (vλ, uλ), and (wλ, wλ) are three distinct strongly positive solutions of
(1.1) with Λ = −1 and A = A(λ), where A(λ) is the matrix of components Aij(λ),
i, j = 1, 2. However, though uniqueness is not anymore true for systems, it is still
true, like when p = 1, that there is a bound (depending only onA and Λ) for the L∞-
norm of positive solutions of the system. If U = (u1, . . . , up) is a positive solution
of (1.1) with Λ < 0, and xi is a point where ui is maximum, then ∆gui(xi) ≥ 0 and
we get with the equations in (1.1) that
‖ui‖2⋆−1∞ ≤
1
|Λ|‖A‖∞ maxj=1,...,p ‖uj‖∞
for all i, where ‖A‖∞ = maxi,j ‖Aij‖∞. In particular, there exists C = C(‖A‖∞,Λ),
C > 0 depending only on ‖A‖∞ and Λ, such that ‖ui‖∞ ≤ C for all i.
2. Minimizing solutions and variational structure
By the Sobolev inequality in Euclidean space, there exists K > 0 such that
‖u‖2⋆ ≤ K‖∇u‖2 for all smooth functions u with compact support in Rn. We let
Kn be the sharp constant K in this inequality, so that
Kn =
√
4
n(n− 2)ω2/nn
, (2.1)
where ωn is the volume of the unit n-sphere. A preliminary claim is that we also
have that
K−2n = infU∈Hp
Rn
p∑
i=1
∫
Rn
|∇ui|2dx (2.2)
for all p ≥ 1, where Hp
Rn
consists of the maps U = (u1, . . . , up), ui : Rn → R, which
are such that ui ∈ D21(Rn) for all i, and
∑p
i=1
∫
Rn
|ui|2⋆dx = 1, where D21(Rn) is
the Beppo-Levi space defined as the completion of C∞0 (R
n), the space of smooth
function with compact support in Rn, with respect to the norm ‖u‖ = ‖∇u‖2.
When p = 1, (2.2) is obvious since it reduces to the basic definition of the sharp
constant K in the inequality ‖u‖2⋆ ≤ K‖∇u‖2. That (2.2) is also true for p > 1
was first noticed by Amster, De Na´poli and Mariani [1]. Let Λp be the right hand
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side in (2.2). Taking U = (u, 0, . . . , 0), we easily get that Λp ≤ Λ1. Conversely,
since 2/2⋆ < 1, so that (
∑ |ai|)2/2⋆ ≤∑ |ai|2/2⋆ , ai ∈ R, we can write that(
p∑
i=1
∫
Rn
|ui|2
⋆
dx
)2/2⋆
≤
(
p∑
i=1
(
1
Λ1
∫
Rn
|∇ui|2dx
)2⋆/2)2/2⋆
≤ 1
Λ1
p∑
i=1
∫
Rn
|∇ui|2dx
(2.3)
and it follows that we also have that Λp ≥ Λ1. This proves the above claim that
(2.2) is true for all p. Now, we return to the case of manifolds. For (M, g) a
smooth compact Riemannian manifold of dimension n ≥ 3, and A : M → M sp (R),
A = (Aij) smooth, we let IA : H
2
1,p(M)→ R be the functional given by
IA(U) =
p∑
i=1
∫
M
|∇ui|2dvg +
p∑
i,j=1
∫
M
Aij(x)uiujdvg , (2.4)
where H21,p(M) is as in Section 1. Let also Φ : H
2
1,p(M) → R be the functional
given by Φ(U) =∑pi=1 ∫M |ui|2⋆dvg. The definition of Φ makes sense thanks to the
Sobolev embedding of H21 into L
2⋆ . We define µpA,g(M) by
µpA,g(M) = infU∈HpM
IA(U) , (2.5)
whereHpM consists of the maps U ∈ H21,p(M) which satisfy the constraint Φ(U) = 1.
Let S :M → R be a function, and Idp be the p×p-identity matrix. We let µ1S,g(M)
be the infimum µ1SId1,g(M). An easy claim in the spirit of (2.2) is that
µpSIdp,g(M) = µ
1
S,g(M) (2.6)
if S is such that µ1S,g(M) ≥ 0 (for instance S ≥ 0). In order to prove this claim, we
first note that, taking U = (u, 0, . . . , 0) in (2.5), we get that µpSIdp,g(M) ≤ µ1S,g(M).
We assume µ1S,g(M) ≥ 0. It follows that we also have that µpSIdp,g(M) ≥ 0. In
particular, if µ1S,g(M) = 0, then µ
p
SIdp,g
(M) = 0, and (2.6) is true in this case. Let
us now assume that µ1S,g(M) > 0. As in (2.3), we may write that(
p∑
i=1
∫
M
|ui|2⋆dvg
)2/2⋆
≤

 p∑
i=1
(
1
µ1S,g(M)
∫
M
(|∇ui|2 + Su2i ) dvg
)2⋆/2
2/2⋆
≤ 1
µ1S,g(M)
p∑
i=1
∫
M
(|∇ui|2 + Su2i ) dvg
and we get that ISIdp(U) ≥ µ1S,g(M)Φ(U)2/2
⋆
for all maps U ∈ H21,p(M), where IA
is given by (2.4), and Φ is as in the definition of HpM in (2.5). As a consequence
we get that µpSIdp,g(M) ≥ µ1S,g(M), and this proves the above claim that (2.6) is
true when µ1S,g(M) ≥ 0. In particular, if Ag = n−24(n−1)SgIdp, where Sg is the scalar
curvature of g, and if the Yamabe invariant Y[g](M) of (M, g) is nonnegative, then
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µpAg,g(M) = Y[g](M). For instance, if (S
n, g0) is the unit n-sphere, then, similarly
to (2.2), we can also write that K−2n = µ
p
Ag0 ,g0
(Sn) for all p. A possible survey
reference for the Yamabe material we used here is Lee and Parker [34]. We refer
also to Aubin [5], Hebey [24], and Schoen [48].
When µ1S,g(M) < 0 and p > 1, an equation like µ
p
SIdp,g
(M) = µ1S,g(M) stops
to hold and we do get that µpSIdp,g(M) < µ
1
S,g(M). In order to see this, we let
u > 0 be a minimizer for µ1S,g(M), and let U ∈ H21,p(M) be the p-map given by
U = (p−1/2⋆u, . . . , p−1/2⋆u). Then Φ(U) = 1, where Φ is as in the definition of HpM
in (2.5), and it follows from (2.4) that ISIdp(U) = p1−(2/2
⋆)µ1S,g(M). In particular,
µpSIdp,g(M) < µ
1
S,g(M) when p > 1 and µ
1
S,g(M) < 0.
As in Section 1, we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, A : M → M sp (R), A = (Aij), be a smooth map, and we consider
systems like
∆gui +
p∑
j=1
Aij(x)uj = Λ|ui|2⋆−2ui (2.7)
in M , for all i = 1, . . . p, where Λ ∈ R. We claim here that the following theorem
holds. The case p = 1 in the result is well known and goes back to Aubin [4]
and Trudinger [53] (see also Yamabe [56]). Note that by considering test functions
U ∈ H21,p(M) for IA in the form U = (u, 0, . . . , 0), we easily get from the p = 1 case
that µpA,g(M) ≤ K−2n for all A and all (M, g).
Theorem 2.1 (Existence of Minimizers). Let (M, g) be a smooth compact Rie-
mannian manifold of dimension n ≥ 3, p ≥ 1, and A : M → M sp (R) be a smooth
map. Assume µpA,g(M) < K
−2
n , where µ
p
A,g(M) is given by (2.5), and Kn is given
by (2.1). Then there exists a minimizer U for µpA,g(M). Namely, U ∈ HpM and
IA(U) = µpA,g(M), where IA is given by (2.4), and HpM is as in (2.5). In particular,
U = (u1, . . . , up) is a minimizing solution of the system (2.7) with Λ = µpA,g(M).
The ui’s are in C
2,θ for all i and 0 < θ < 1. The solution U can be chosen weakly
positive if −A is cooperative in M , and strongly positive if the system is also fully
coupled.
Proof. First we prove the existence of a minimizer U for µpA,g(M) when we assume
that µpA,g(M) < K
−2
n . Then we prove the regularity of weak solutions, not nec-
essarily minimizing, of systems like (2.7). Concerning the existence of U , we let
(Uα)α be a minimizing sequence for µpA,g(M), and write that Uα = (u1α, . . . , upα) for
all α. Since Uα ∈ HpM for all α, the uiα’s are uniformly bounded in H21 (M) for all i.
Up to passing to a subsequence, we may therefore assume that, for any i, uiα ⇀ ui
weakly in H21 (M), u
i
α → ui strongly in L2(M), and uiα → ui almost everywhere in
M . By the weak convergence in H21 ,∫
M
|∇uiα|2dvg =
∫
M
|∇(uiα − ui)|2dvg +
∫
M
|∇ui|2dvg + o(1) (2.8)
for all i, where o(1) → 0 as α → +∞. We also have, for instance by Bre´zis and
Lieb [7], that∫
M
|uiα|2
⋆
dvg =
∫
M
|uiα − ui|2
⋆
dvg +
∫
M
|ui|2⋆dvg + o(1) (2.9)
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for all i and α, where o(1) → 0 as α → +∞. Moreover, by the sharp Sobolev
inequality in Hebey and Vaugon [28, 29], we can write that
(∫
M
p∑
i=1
|uiα − ui|2
⋆
dvg
)2/2⋆
≤
p∑
i=1
(∫
M
|uiα − ui|2
⋆
dvg
)2/2⋆
≤ K2n
p∑
i=1
∫
M
|∇(uiα − ui)|2dvg +B
p∑
i=1
∫
M
|uiα − ui|2dvg
(2.10)
for all i and α, where B > 0 does not depend on i and α. Then, since Uα ∈ HpM
for all α, we get by combining (2.8)–(2.10) that
(
1−
p∑
i=1
∫
M
|ui|2
⋆
dvg
)2/2⋆
≤ K2n
p∑
i=1
(∫
M
|∇uiα|2dvg −
∫
M
|∇ui|2dvg
)
+ o(1)
(2.11)
for all i and α, where o(1) → 0 as α → +∞. Since IA(Uα) = µpA,g(M) + o(1) for
all α, and uiα → ui in L2(M) for all i, we get with (2.11) that(
1−
p∑
i=1
∫
M
|ui|2⋆dvg
)2/2⋆
≤ K2n
(
µpA,g(M)− IA(U)
)
+ o(1)
≤ K2nµpA,g(M)

1−
(
p∑
i=1
∫
M
|ui|2
⋆
dvg
)2/2⋆+ o(1)
(2.12)
for all α, where U is the p-map whose components are the ui’s, o(1)→ 0 as α→ +∞,
and we used the equation
IA(U) ≥ µpA,g(M)
(
p∑
i=1
‖ui‖2⋆2⋆
)2/2⋆
.
Noting that
0 ≤ 1−
(
p∑
i=1
∫
M
|ui|2
⋆
dvg
)2/2⋆
≤
(
1−
p∑
i=1
∫
M
|ui|2
⋆
dvg
)2/2⋆
for all α, we get with (2.12) that
K2nµ
p
A,g(M) < 1 ⇒
p∑
i=1
∫
M
|ui|2
⋆
dvg = 1 . (2.13)
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In particular, U ∈ HpM , and then, by writing with (2.13) that
p∑
i=1
(∫
M
|∇uiα|2dvg −
∫
M
|∇ui|2dvg
)
= IA(Uα)− IA(U) + o(1)
≤ µpA,g(M)− µpA,g(M)
(
p∑
i=1
∫
M
|ui|2
⋆
dvg
)2/2⋆
+ o(1)
= o(1) ,
we get with (2.8) that
p∑
i=1
∫
M
|∇(uiα − ui)|2dvg → 0 (2.14)
as α → +∞. By (2.14), uiα → ui strongly in H21 (M) for all i, as α → +∞. In
particular, IA(U) = µpA,g(M), and since U ∈ HpM , U = (u1, . . . , up) is a minimizer
for µpA,g(M). If −A is cooperative, IA(|U|) ≤ IA(U) where |U| = (|u1|, . . . , |up|). In
particular, if −A is cooperative, up to replacing U by |U|, we can choose U to be
nonnegative. Independently, we clearly have that U is a weak solution of the system
(2.7) with Λ = µpA,g(M), in the sense that for any Φ = (ϕ1, . . . , ϕp) in H
2
1,p(M),
and any i, ∫
M
(∇ui∇ϕi)dvg +
p∑
j=1
∫
M
Aijuiϕjdvg = Λ|ui|2
⋆−2uiϕi . (2.15)
Now we prove the regularity of U , and more generally of any solution of (2.15). Here
we follow the arguments developed by Trudinger [53] for the Yamabe equation. By
standard elliptic theory, it suffices to prove that the ui’s are all in L
q(M) for some
q > 2⋆. For λ > 0 we let Fλ and Gλ be real functions defined by

Fλ(x) = |x|p0 if |x| ≤ λ
Fλ(x) = p0λ
p0−1|x| − (p0 − 1)λp0 if not
(2.16)
and 

Gλ(x) = |x|p1 if |x| ≤ λ
Gλ(x) = p0λ
2(p0−1)|x| − (p0 − 1)λ2p0−1 if not ,
(2.17)
where 2p0 = 2
⋆ and p1 = 2
⋆ − 1 so that 2p0 = p1 + 1. For i = 1, . . . , p, we let also
u1i,λ = Fλ(ui) and u
2
i,λ = Gλ(ui) .
Noting that Fλ and Gλ in (2.16) and (2.17) are Lipschitz functions, we get that the
u1i,λ’s and u
2
i,λ’s are all in H
2
1 (M). Independently, we also have that for any x ≥ 0,
Fλ(x) ≤ xp0 , Gλ(x) ≤ xp1 , Fλ(x)2 ≥ xGλ(x)
and F ′λ(x)
2 ≤ p0G′λ(x) if x 6= λ .
(2.18)
Taking ϕi = u
2
i,λ in (2.15), since ui ∈ L2
⋆
(M) for all i, and by (2.18), we can write
that ∫
M
G′λ(ui)|∇ui|2dvg ≤ C1 + |Λ|
∫
M
|ui|2⋆−1Gλ(ui)dvg (2.19)
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for all i, where C1 > 0 does not depend on λ. Still by (2.18) it follows from (2.19)
that
1
p0
∫
M
|∇u1i,λ|2dvg ≤ C1 + |Λ|
∫
M
|ui|2⋆−2Fλ(ui)2dvg . (2.20)
Given K > 0 we let
H1i,K =
{
x s.t. |ui(x)| ≤ K
}
and H2i,K =
{
x s.t. |ui(x)| ≥ K
}
.
By Ho¨lder’s inequality, and the Sobolev inequality for the embedding H21 ⊂ L2
⋆
,
namely ‖ϕ‖2⋆ ≤ A‖∇ϕ‖H2
1
for all ϕ ∈ H21 (M), we write that∫
M
|ui|2⋆−2Fλ(ui)2dvg
≤
∫
H1K
|ui|2
⋆−2Fλ(ui)2dvg +
∫
H2K
|ui|2
⋆−2Fλ(ui)2dvg
≤
∫
H1K
|ui|2
⋆−2Fλ(ui)2dvg +
(∫
H2K
|ui|2
⋆
dvg
)2/n(∫
M
Fλ(ui)
2⋆dvg
)2/2⋆
≤
∫
H1K
|ui|2
⋆−2Fλ(ui)2dvg + ε
2/n
i,KA
2
∫
M
(|∇u1i,λ|2 + (u1i,λ)2) dvg ,
(2.21)
where, since ui ∈ L2⋆(M), εi,K =
∫
H2K
|ui|2⋆dvg is such that
lim
K→+∞
εi,K = 0 .
We let K > 0 be such that p0A
2ε
2/n
i,K < 1. For λ > K,∫
H1K
|ui|2
⋆−2Fλ(ui)2dvg ≤ K2(2
⋆−1)Vg , (2.22)
where Vg is the volume of M with respect to g. Similarly, by (2.18), and since
ui ∈ L2⋆(M), there exists C2 > 0, independent of λ, such that∫
M
(u1i,λ)
2dvg ≤ C2 (2.23)
for all i. Inserting (2.21)–(2.23) into (2.20), and since K is such that p0A
2ε
2/n
K < 1,
we get that ∫
M
|∇u1i,λ|2dvg ≤ C3 , (2.24)
where C3 > 0 is independent of λ. In particular, by (2.23), (2.24), and the Sobolev
inequality, there exists C4 > 0 independent of λ such that∫
M
(u1i,λ)
2⋆dvg ≤ C4
for all i. Letting λ→ +∞, it clearly follows that the ui’s are all in L2⋆p0(M). Since
p0 > 1, we then get that the ui’s are all in L
q(M) for some q > 2⋆. By standard
elliptic theory, the ui’s are in C
2,θ(M), 0 < θ < 1, for all i. This holds for U
minimizing or not. If we assume that −A is cooperative, see Lemma 1.1 in Section
1, the maximum principle for functions applies. In particular, if U is minimizing, it
can be chosen weakly positive since, as mentionned above, up to replacing U by |U|,
it can be chosen nonnegative. If the system is also fully coupled, see again Lemma
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1.1 in Section 1, U is necessarily strongly positive when it is weakly positive. This
ends the proof of Theorem 2.1. 
In what follows we say that the operator ∆pg+A is coercive if there exists K > 0
such that
IA(U) ≥ K‖U‖2H2
1,p
for all U ∈ H21,p(M), where the norm in the right hand side is the norm of H21,p(M).
Define λA(g) to be the infimum of the IA(U)’s for U ∈ H21,p(M), U = (u1, . . . , up),
such that
∑
i
∫
M u
2
idvg = 1. If λA(g) > 0, we can write that
IA(U) ≥ εIA(U) + (1− ε)λA(g)
p∑
i=1
∫
M
u2i dvg
≥ ε‖U‖2H2
1,p
for all U ∈ H21,p(M), where ε > 0 is such that (1− ε)λA(g)Idp + εA ≥ εIdp in the
sense of bilinear forms, and Idp is the p× p-identity matrix. In particular, ∆pg +A
is coercive. Conversely, since the L2-norm is controlled by the H21 -norm, we easily
get that λA(g) > 0 if ∆
p
g + A is coercive. This proves that ∆
p
g + A is coercive if
and only if λA(g) > 0. Noting that µ
p
A,g(M) > 0 if and only if λA(g) > 0, it follows
that µpA,g(M) > 0 if and only if ∆
p
g +A is coercive.
When µpA,g(M) ≤ 0, the existence of a minimizing solution for (2.7) directly
follows from Theorem 2.1. When µpA,g(M) > 0, and thus ∆
p
g +A is coercive, there
are several situations where Theorem 2.1 can be applied. For instance, we get with
the developments in Aubin [4] that if n ≥ 4 and
Aii(x) <
n− 2
4(n− 1)Sg(x)
for some i and some x, where Sg is the scalar curvature of g, then µ
p
A,g(M) < K
−2
n .
We also get that µpA,g(M) < K
−2
n if
∫
M
Aiidvg < K
−2
n V
2/2⋆
g for some i, where Vg is
the volume ofM with respect to g, or, by Schoen [46], if Aii ≡ n−24(n−1)Sg for some i,
and the manifold is conformally distinct to the unit sphere. By Theorem 2.1, (2.7)
with Λ = 1 possesses a minimizing solution in such cases.
Remark 2.1: The above examples involve test maps with no coupling. Namely test
maps like U = (u1, . . . , up) where, given some i = 1, . . . , p, we ask that uj ≡ 0 for
all j 6= i. There are of course several examples where coupling will help decreasing
the value of IA. Let for instance (S
n, g0) be the unit n-sphere, p = 2, and Aα be
the matrix
Aα =
(
n(n−2)
4 α
α n(n−2)4
)
,
where α : Sn → R is a smooth function. If α ≡ 0, then, with the notations at the
beginning of the section, A0 = Ag0 and we get that µ
2
A0,g0
(Sn) = K−2n . On the
other hand, it is easily seen that µ2Aα,g0(S
n) < K−2n if α 6≡ 0. Indeed, if we let
u0 > 0 be a minimizer for the Yamabe invariant on the sphere with ‖u0‖2⋆ = 1,
there is an entire family of such minimizers (including one constant function), and
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if we let Uε = (u0,−εα), where ε > 0 is small, then, for IA as in (2.4), and Φ as in
the definition of HpM in (2.5),
IAα(Uε) ≤
(
K−2n − 2ε
∫
Sn
α2u0dvg0 + YSn(α)ε
2
)
Φ(Uε)2/2⋆ ,
where
YSn(α) =
∫
Sn
(
|∇α|2 + n(n− 2)
4
α2
)
dvg0 .
Taking ε > 0 sufficiently small such that YSn(α)ε < 2
∫
Sn
α2u0dvg0 , this proves the
above claim that µ2Aα,g0(S
n) < K−2n when α 6≡ 0.
Remark 2.2: When p = 1, minimizers are always positive or negative (since if u is
a minimizer, then |u| is also a minimizer and we can apply the maximum principle).
When p > 1, this is not true anymore. However, in several situations, we are still
dealing with positive solutions of systems like (2.7). Suppose for instance that
p = 2, and let A, A′ be the matrix
A =
(
α β
β γ
)
and A′ =
(
α −β
−β γ
)
, (2.25)
where α, β, γ are smooth functions in M , and A is supposed to be such that ∆pg+A
is coercive so that µ(A) = µ2A,g(M) > 0. For U = (u, v) in H21,2(M) we let U ′
be given by U ′ = (u,−v). We suppose that β ≥ 0, β 6≡ 0, is nontrivial and
nonnegative. If U0 = (u0, v0) is a minimizer for µ(A), then IA(U0) ≤ IA(U ′0) and
we get that
∫
M
βu0v0dvg ≤ 0. In particular, since β ≥ 0 and β 6≡ 0, U0 cannot
be strongly positive. Pushing further the analysis, noting that IA(U) = IA′(U ′) for
all U ∈ HpM , we easily get that U0 is a minimizer for µ(A) if and only if U ′0 is a
minimizer for µ(A′) = µ2A′,g(M). But A
′ is such that −A′ is cooperative, so that
|U ′0| = (|u0|, |v0|) is also a minimizer for µ(A′). Since we assumed that β 6≡ 0, the
system is fully coupled. It follows that both |u0| and |v0| are positive functions.
Summarizing, if β ≤ 0, and β 6≡ 0, −A is cooperative and the system is fully
coupled. Minimizers for µ2A,g(M) are like U0 = (u0, v0) or U0 = (−u0,−v0), where
u0 and v0 are positive functions in M . Then, up to a positive constant scale factor,
U = (u0, v0) is a strongly positive solution of the original system{
∆gu0 + αu0 + βv0 = u
2⋆−1
0
∆gv0 + βu0 + γv0 = v
2⋆−1
0 .
Conversely, if β ≥ 0, and β 6≡ 0, minimizers for µ2A,g(M) are like U0 = (u0,−v0) or
U0 = (−u0, v0), where u0 and v0 are positive functions in M . They are not positive
(neither negative). However we are still dealing with strongly positive solutions of
2-systems. In this case, up to a positive constant scale factor, U = (u0, v0) is a
strongly positive solution of the modified system{
∆gu0 + αu0 + β
′v0 = u2
⋆−1
0
∆gv0 + β
′u0 + γv0 = v2
⋆−1
0 ,
where β′ = −β. As one can check, the above discussion, and the arguments we
developed, extend to higher order systems.
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3. High energy solutions
Let (M, g) be a smooth compact Riemannian manifold, n ≥ 3. A preliminary
remark is that there are several ways to construct positive solutions of p-systems
from positive solutions of q-systems when q < p. Suppose for instance that we have
two positive solutions of scalar equations like (0.3). Namely, ∆gu + hu = u
2⋆−1
and ∆gv+ kv = v
2⋆−1 in M , where h and k are two smooth functions in M . Then
U = (u, v) is a strongly positive solution of the 2-system{
∆gu+ αu + βv = u
2⋆−1
∆gv + βu+ γv = v
2⋆−1 (3.1)
as soon as α, β, and γ are such that(
h(x) − α(x))u(x)
v(x)
=
(
k(x) − γ(x))v(x)
u(x)
= β(x)
(3.2)
for all x ∈ M . In other words, two positive solutions of scalar equations like (0.3)
provide several examples (e.g like a one parameter family w.r.t β) of 2-systems
with strongly positive solutions. These solutions, see Remark 2.2 in Section 2, are
certainly not minimizing if β > 0.
In what follows we discuss particular examples where we do get solutions with
arbitrarily large energies (Proposition 3.1), and multiple solutions with distinct
energies (Proposition 3.2). ForM a smooth compact Riemannian (n−1)-manifold,
n ≥ 3, and S1 the circle in R2 of radius 1 centered at 0, we let Mˆ = S1 ×M and
gˆ be the standard product metric on Mˆ . For p ≥ 1, and A : M → M sp (R), we
consider the system
∆gˆui +
p∑
j=1
Aij(x)uj = |ui|2
⋆−2ui (3.3)
in Mˆ , for all i = 1, . . . p, where (t, x), t ∈ S1, x ∈ M , is the variable in Mˆ . For
U = (u1, . . . , up) a solution of (3.3), we let E(U) be the energy of U given by
E(U) = ∑pi=1 ‖ui‖2⋆2⋆ . We let also Λmin = K−nn , where Kn is as in (2.1), and let
Idp be the p × p-identity matrix. If U = (u1, . . . , up) is a minimizer for µpA,g(M),
and µpA,g(M) > 0, where µ
p
A,g(M) is defined in (2.5), then U˜ = (u˜1, . . . , u˜p) is a
solution of (3.3) when we let u˜i = µ
p
A,g(M)
(n−2)/4ui for all i. Its energy E(U˜) is
such that E(U˜) ≤ Λmin. We prove here that the following result holds.
Proposition 3.1. Let (M, g) be a smooth compact Riemannian (n− 1)-manifold,
n ≥ 3. For any Λ > 0 there exist positive real numbers K1(Λ) < K2(Λ) such that
if A :M →M sp (R) satisfies that
K1(Λ)Idp < A(x) < K2(Λ)Idp (3.4)
for all x, in the sense of bilinear forms, then (3.3) in Mˆ = S1 ×M possesses a
solution U of energy Λ ≤ E(U) ≤ Λ + Λmin. The solution can be chosen weakly
positive if −A is cooperative, and strongly positive if the system is also fully coupled.
Proof. For m ≥ 1, we let S1(1/m) be the circle in R2 of radius 1/m centered at
0. We let Mm = S
1(1/m) ×M and gm be the standard product metric on Mm.
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We denote by (t, x) the variable in S1(1/m) × M , and Gm be the subgroup of
O(2) generated by z → e2iπ/mz. We regard Gm as acting on Mˆ = S1 × M by
(t, x)→ (σ(t), x) for σ ∈ Gm. Then Mˆ/Gm =Mm. We define Bm = B0(gm) to be
the smallest B such that
‖u‖22⋆ ≤ K2n‖∇u‖22 +B‖u‖22
for all u ∈ H21 (Mm). For t ∈ (0, Bm), and t′ = K−2n t, we let λt = µ1t′,gm(Mm) with
the notations in Section 2. It can be proved (see for instance Druet, Hebey and
Robert [20]) that Bm exists, that Bm ≥ V −2/ngm , where Vgm is the volume of Mm
with respect to gm, that λt is nondecreasing in T , and that λt → K−2n as t→ Bm.
For Λ > 0 we let m = mΛ be given by m = [Λ
−1
minΛ] + 1, where, for X > 0, [X ] is
the greatest integer not exceeding X . We let also T (Λ) ∈ (0, Bm) be such that
Λ <
(
[Λ−1minΛ] + 1
)
λ
n
2
t (3.5)
for all T (Λ) < t < Bm. Then we define
K1(Λ) = K
−2
n T (Λ) and K2(Λ) = K
−2
n Bm .
Let A :M →M sp (R) be such that (3.4) holds for all x ∈M , in the sense of bilinear
forms. Since A does not depend on the variable t, we may regard A as defined in
Mm. Moreover, since M is compact, there exist tmin < tmax in (K1(Λ),K2(Λ))
such that tminIdp ≤ A(x) ≤ tmaxIdp for all x, in the sense of bilinear forms. In
particular, by (2.6), we can write that
µ1tmin,gm(Mm) ≤ µpA,gm(Mm) ≤ µ1tmax,gm(Mm) . (3.6)
Since tmax < K2(Λ), coming back to the very first definition of Bm, we do get
that µ1tmax,gm(Mm) < K
−2
n . Then, by Theorem 2.1, there exist U = (u1, . . . , up) a
solution in Mm of the system
∆gmui +
p∑
j=1
Aij(x)uj = µ
p
A,gm
(Mm)|ui|2⋆−2ui
for all i, and such that
∑p
i=1 ‖ui‖2
⋆
2⋆ = 1. The solution can be chosen weakly positive
if −A is cooperative, and strongly positive if the system is also fully coupled. We
let u˜i be given by
u˜i = µ
p
A,gm
(Mm)
n−2
4 ui
and uˆi be the function in Mˆ such that uˆi/Gm = u˜i. Then Uˆ = (uˆ1, . . . , uˆp) is a
solution of (3.3), and by (3.5) and (3.6), its energy
E(Uˆ) = mµpA,gm(Mm)n/2
is such that Λ ≤ E(Uˆ) ≤ Λ + Λmin. This proves the proposition. 
Following ideas in Hebey and Vaugon [27] we may also prove existence of several
solutions of distinct energies in particular cases. For T > 0, and n ≥ 3, let MT be
the manifold MT = S
1(T )× Sn−1 and gT be the standard product metric on MT .
For p ≥ 1, and A : Sn−1 →M sp (R), we consider the system
∆gT ui +
p∑
j=1
Aij(x)uj = |ui|2⋆−2ui (3.7)
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in MT , for all i = 1, . . . p, where (t, x), t ∈ S1(T ), x ∈ Sn−1, is the variable in MT .
We claim that the following multiplicity result holds. Such a result goes back to
Schoen [48] (see also Hebey and Vaugon [27]) where it was proved when p = 1 for
the Yamabe equation.
Proposition 3.2. For any integer k ≥ 1, and any q > n/2, there exists T (k, q) > 0
with the property that if T ≥ T (k, q) and A : Sn−1 →M sp (R) is such that(
(n− 2)2
4
− 1
T q
)
Idp ≤ A(x) ≤ (n− 2)
2
4
Idp (3.8)
for all x, in the sense of bilinear forms, then (3.7) possesses k solutions of distinct
energies in MT = S
1(T ) × Sn−1. Moreover, these solutions can be chosen weakly
positive if −A is cooperative, and strongly positive if the system is also fully coupled.
Proof. Let t > 0. We know from Hebey and Vaugon [27] that
1
K2n
‖u‖22⋆ ≤ ‖∇u‖22 +
(
(n− 2)2
4
+
1
4t2
)
‖u‖22 (3.9)
for all u ∈ H21 (Mt). We fix k ≥ 1 integer, and let Gα, α = 1, . . . , k, be k groups of
order α like the Gm’s in the proof of Proposition 3.1. We let Gα act onMT , T > 0,
by (t, x) → (σ(t), x) for σ ∈ Gα. Then MT /Gα = MT/α. Noting that A depends
only on the variable in Sn−1, we can regard A as defined on all the MT/α’s. We
assume that A satisfies (3.8) with T = t, t > 0, and let θn = (n − 2)2/4. Then
θn =
n−2
4(n−1)Sgt for all t > 0, where Sgt is the scalar curvature of gt, and it follows
from the right inequality in (3.8), Theorem 2.1, and the resolution of the Yamabe
problem, that there exists a minimizer Ut for µpA,gt(Mt). Moreover, still by Theorem
2.1, Ut can be chosen weakly positive if −A is cooperative, and strongly positive if
the system is also fully coupled. For u ∈ L2⋆(Mt), of norm 1 in L2⋆(Mt), we can
write with Ho¨lder’s inequality that ‖u‖2 ≤ (2πtωn−1)1/n, where ωn−1 is the volume
of the unit (n− 1)-sphere. By (2.6), (3.8), and (3.9) we then get that
(1− Fq(t))K−2n ≤ µpA,gt(Mt) ≤ K−2n , where
Fq(t) = (2πωn−1)2/nK2n
(
1
tq
+
1
4t2
)
t2/n .
(3.10)
Given T > 0, we let UT,α be the minimizer Ut for t = T/α. Then we let UˆT,α be
the map on MT such that UˆT,α/Gα = UT,α, and
WT,α = µpA,gT/α(MT/α)
n−2
4 UˆT,α .
It is easily checked that WT,α is a solution of (3.7) in MT for all α, and that the
energy E(WT,α) is such that
E(WT,α)2/n = α2/nµpA,gT/α(MT/α) . (3.11)
In particular, it follows from (3.10) and (3.11) that E(WT,α−1)2/n < E(WT,α)2/n
for all α = 2, . . . , k if Fq(T/α) <
(
α2/n − (α− 1)2/n)α−2/n for all α = 2, . . . , k.
Since q > 2/n, such inequalities are satisfied for T ≥ T (k, q) sufficiently large, and
we get k solutions WT,α of (3.7) in MT with distinct energies. This proves the
proposition. 
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4. The H21 -theory for blow-up
In what follows we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, p ≥ 1 integer, and (A(α))α, α ∈ N, be a sequence of smooth maps
A(α) :M →M sp (R). We let A(α) = (Aαij), and consider systems like
∆gui +
p∑
j=1
Aαij(x)uj = |ui|2
⋆−2ui (4.1)
in M , for all i = 1, . . . p. We assume in what follows that the A(α)’s satisfy that
there exists C > 0, independent of α, and a continuous map A : M → M sp (R),
A = (Aij), such that
|
∑
i,j
Aαij(x)XiXj| ≤ C
∑
i
(Xi)
2 , and
Aαij → Aij in L2(M) as α→ +∞ ,
(4.2)
where the first equation in (4.2) should hold for all α, x ∈M , andX = (X1, . . . , Xp)
in Rp, and the second equation in (4.2) should hold for all i, j. We denote by Iα,p
the functional defined for U = (u1, . . . , up) in H21,p(M) by
Iα,p(U) = 1
2
p∑
i=1
∫
M
|∇ui|2dvg + 1
2
p∑
i,j=1
∫
M
Aαijuiujdvg
− 1
2⋆
p∑
i=1
∫
M
|ui|2⋆dvg
(4.3)
We say that a sequence (Uα)α in H21,p(M) is a Palais-Smale sequence for (4.1), or
for Iα,p, if the Iα,p(Uα)’s are bounded with respect to α, and DIα,p(Uα) → 0 in
H21,p(M)
′ as α→ +∞. The Palais-Smale sequence is said to be nonnegative if the
components of Uα are nonnegative functions. For (xα)α a converging sequence of
points in M , and (µα)α a sequence of positive real numbers converging to zero, we
define a 1-bubble as a sequence (Bα)α of functions in M given by
Bα(x) =

 µα
µ2α +
dg(xα,x)2
n(n−2)


n−2
2
. (4.4)
The xα’s are referred to as the centers and the µα’s as the weights of the 1-bubble
(Bα)α. We define a p-bubble as a sequence (Bα)α of p-maps such that, if we write
that Bα = (B1α, . . . , Bpα), then (Biα)α is a 1-bubble for exactly one i, and for j 6= i,
(Bjα)α is the trivial zero sequence. In other words, a p-bubble is a sequence of p-
maps such that one of the components of the sequence is a 1-bubble, and the other
components are trivial zero sequences. One remark with respect to the definition
(4.4) is that if u : Rn → R is given by
u(x) =
(
1 +
|x|2
n(n− 2)
)−n−2
2
, (4.5)
then u is a positive solution of the critical Euclidean equation ∆u = u2
⋆−1, where
∆ = −∑ ∂2/∂x2i . More precisely, u is the only positive solution of the equation
in Rn which is such that u(0) = 1 and u is maximum at 0. All the other positive
solutions of the equation ∆u = u2
⋆−1 in Rn, see Caffarelli, Gidas and Spruck [8]
18 EMMANUEL HEBEY
and Obata [43], are then given by u˜(x) = λ(n−2)/2u (λ(x − a)), where λ > 0 and
a ∈ Rn. Another remark with respect to the definition (4.4) is that the Bα’s in
(4.4) live on balls centered at xα and radii of the order of
√
µα. Indeed, an equation
like Bα(x) ≥ C is equivalent to dg(xα, x) ≤ C′√µα, where C,C′ > 0, and we can
write that for any R > 0,
inf
x∈Bxα(R
√
µα)
Bα(x) =
(
n(n− 2)
R2
)n−2
2
+ εα , and
sup
M\Bxα (R
√
µα)
Bα(x) =
(
n(n− 2)
R2
)n−2
2
+ εα ,
(4.6)
where the sequence (εα) is such that εα → 0 as α → +∞. In particular, the Bα’s
converge to 0 in M\Bxα(Rα
√
µα) if Rα → +∞ as α → +∞. On the other hand
(see, for instance Druet and Hebey [18]), the Bα’s in (4.4) consume their H
2
1 -norm
on balls centered at xα and radii of the order of µα. We sometimes refer to
√
µα
as the C0-range of interaction of (Bα)α, and to µα as the H
2
1 -range of interaction
of (Bα)α.
Since we assumed that (4.2) holds, there is a limit system for (4.1). The limit
system writes as
∆gui +
p∑
j=1
Aij(x)uj = |ui|2⋆−2ui (4.7)
in M , for all i = 1, . . . p, where the Aij ’s are as in (4.2). We let I∞,p be the
functional defined for U = (u1, . . . , up) in H21,p(M) by
I∞,p(U) = 1
2
p∑
i=1
∫
M
|∇ui|2dvg + 1
2
p∑
i,j=1
∫
M
Aijuiujdvg
− 1
2⋆
p∑
i=1
∫
M
|ui|2⋆dvg .
(4.8)
We prove in this section that the following result holds. The case p = 1 goes
back to Struwe [51], with related references by Bre´zis and Coron [6], Lions [38],
Sacks-Uhlenbeck [45], Schoen [48], and Wente [55]. Theorem 4.1 fully answers the
question of describing the asymptotic behaviour of Palais-Smale sequences for (4.1)
in terms of Sobolev spaces.
Theorem 4.1 (H21 -Theory). Let (M, g) be a smooth compact Riemannian manifold
of dimension n ≥ 3, p ≥ 1, and (A(α))α, A(α) : M →M sp (R) , a sequence of smooth
maps satisfying (4.2). Let also (Uα)α be a nonnegative Palais-Smale sequence for
(4.1). Then there exists a nonnegative solution U0 of the limit system (4.7), there
exists k ∈ N, and there exist p-bubbles (Bj,α)α, j = 1, . . . , k, such that, up to a
subsequence,
Uα = U0 +
k∑
j=1
Bj,α +Rα (4.9)
for all α, where (Rα)α is a sequence in H21,p(M) converging strongly to 0 in H21,p(M)
as α→ +∞.
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Let Uα = (u1α, . . . , upα), U0 = (u01, . . . , u0p), and Rα = (R1α, . . . , Rpα). Another way
we can write the H21 -decomposition (4.9) is that for any i,
uiα = u
0
i +
ki∑
j=1
Bij,α +R
i
α , (4.10)
where the ki’s are nonnegative integers such that
∑p
i=1 ki = k, possibly ki = 0 for
some i = 1, . . . , p, and the (Bij,α)α’s are the 1-bubbles from which the p-bubbles
(Bj,α)α’s in (4.9) are defined.
In addition to (4.9), we also have that the energy of the Uα’s split. Namely we
can write that for any α,
Iα,p(Uα) = I∞,p(U0) + k
n
K−nn + o(1) , (4.11)
where Kn is as in (2.1), Iα,p is as in (4.3), I∞,p is as in (4.8), and o(1) → 0
as α → +∞. Note that for (Bα)α a p-bubble, Iα,p(Bα) = n−1K−nn + o(1). An
independent remark is that if −A is cooperative, then U0 is weakly positive, and
if −A is cooperative and the limit system (4.7) is fully coupled, then either U0 is
zero, or it is strongly positive.
Let η : Rn → R, 0 ≤ η ≤ 1, be a smooth cutoff function such that η = 1 in
B0(δ), and η = 0 in R
n\B0(2δ), for δ > 0 small. In what follows we say that a
sequence of functions (Bˆα)α, Bˆα :M → R, is a generalized 1-bubble if we can write
that
Bˆα(x) = (Rα)
n−2
2 ηα(x)u
(
Rα exp
−1
xα (x)
)
, (4.12)
where u 6≡ 0 is a solution in Rn of the critical Euclidean equation ∆u = |u|2⋆−2u,
(Rα)α is a sequence of positive real numbers such that Rα → +∞ as α → +∞,
(xα)α is a converging sequence of points in M , and ηα = η ◦ exp−1xα . The xα’s are
referred to as the centers and the Rα’s as the weights of (Bˆα)α. If u is positive,
see for instance Druet and Hebey [18], generalized 1-bubbles are like 1-bubbles in
the sense that for any (Bˆα)α there exists (Bα)α such that Bˆα = Bα +Rα for all α,
where Rα → 0 in H21 (M) as α→ +∞.
Proof. We prove Theorem 4.1 by coming back to the well understood p = 1 case.
Let (Uα)α be a nonnegative Palais-Smale sequence for (4.1). As above, we write
that Uα = (u1α, . . . , upα). First we claim that
the sequence (Uα)α is bounded in H21,p(M) . (4.13)
In order to prove (4.13), we start noting that the equation
DIα,p(Uα).Uα =
p∑
i=1
∫
M
|∇uiα|2dvg +
p∑
i=1
∫
M
Aαiju
i
αu
j
αdvg
−
p∑
i=1
∫
M
(uiα)
2⋆dvg ,
and the equation DIα,p(Uα).Uα = o
(
‖Uα‖H2
1,p
)
, give that
Iα,p(Uα) = 1
n
p∑
i=1
∫
M
(uiα)
2⋆dvg + o
(
‖Uα‖H2
1,p
)
.
20 EMMANUEL HEBEY
By the definition of a Palais-Smale sequence, |Iα,p(Uα)| ≤ C, where C > 0 is
independent of α. Hence,
p∑
i=1
∫
M
(uiα)
2⋆dvg ≤ C + o
(
‖Uα‖H2
1,p
)
, (4.14)
where C > 0 is independent of α, and by Ho¨lder’s inequality, we can also write that
p∑
i=1
∫
M
(uiα)
2dvg ≤ C + o
(
‖Uα‖2/2
⋆
H2
1,p
)
, (4.15)
where C > 0 is independent of α. By (4.14),
p∑
i=1
∫
M
|∇uiα|2dvg +
p∑
i=1
∫
M
Aαiju
i
αu
j
αdvg
= 2Iα,p(Uα) + 2
2⋆
p∑
i=1
∫
M
(uiα)
2⋆dvg
≤ C + o
(
‖Uα‖H2
1,p
)
,
(4.16)
where C > 0 is independent of α. By (4.2) we can write that
‖Uα‖2H2
1,p
=
p∑
i=1
∫
M
|∇uiα|2dvg +
p∑
i=1
∫
M
(uiα)
2dvg
≤
p∑
i=1
∫
M
|∇uiα|2dvg +
p∑
i=1
∫
M
Aαiju
i
αu
j
αdvg + C
p∑
i=1
∫
M
(uiα)
2dvg
and we easily get that the Uα’s are bounded in H21,p(M) by combining the above
equation with (4.15) and (4.16). This proves (4.13). Now we let Ip be the decoupled
functional defined for U = (u1, . . . , up) in H21,p(M) by
Ip(U) = 1
2
p∑
i=1
∫
M
|∇ui|2dvg − 1
2⋆
p∑
i=1
∫
M
|ui|2
⋆
dvg . (4.17)
By (4.13), up to passing to a subsequence, we may assume that Uα ⇀ U0 weakly in
H21,p(M), that Uα → U0 strongly in L2p(M), and that Uα → U0 almost everywhere,
where U0 = (u01, . . . , u0p) is some map in H21,p(M), the convergences have to be
understood as α → +∞, and the convergence in L2p(M) means that uiα → u0i in
L2(M) for all i. In particular, U0 is a nonnegative p-map. We let Uˆα = Uα − U0,
and uˆiα = u
i
α − u0i for i = 1, . . . , p. Now we claim that
U0 is a nonnegative solution of the limit system (4.7) ,
(Uˆα)α is a Palais-Smale sequence for Ip , and
Ip(Uˆα) = Iα,p(Uα)− I∞,p(U0) + o(1) for all α ,
(4.18)
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where o(1) → 0 as α → +∞. In order to prove (4.18), we first observe that if
Φ = (ϕ1, . . . , ϕp), then
DIα,p(Uα).Φ =
p∑
i=1
∫
M
(∇uiα∇ϕi)dvg +
p∑
i,j=1
∫
M
Aαiju
i
αϕjdvg
−
p∑
i=1
∫
M
(uiα)
2⋆−1ϕidvg
= o(1) ,
(4.19)
where o(1) → 0 as α → +∞. By (4.2), Aαij → Aij in Lq(M) for all q ≥ 1 and all
i, j, as α→ +∞. Then, by Ho¨lder’s inequality, and (4.13), we can write that∫
M
∣∣Aαij −Aij ∣∣ uiα|ϕj |dvg ≤ ‖uiα‖2⋆ ∥∥Aαij −Aij∥∥n ‖ϕj‖2
= o(1) ,
(4.20)
where o(1)→ 0 as α → +∞. Combining (4.19) and (4.20), passing to the limit as
α→ +∞, it easily follows that
p∑
i=1
∫
M
(∇u0i∇ϕi)dvg +
p∑
i,j=1
∫
M
Aiju
0
iϕjdvg =
p∑
i=1
∫
M
(u0i )
2⋆−1ϕidvg .
Since Φ is arbitrary, this proves that U0 is a nonnegative solution of the limit system
(4.7). Now we compute the energy of Uˆα. We write that∫
M
Aαiju
i
αu
j
αdvg −
∫
M
Aiju
0
iu
0
jdvg
=
∫
M
(
Aαij −Aij
)
uiαu
j
αdvg +
∫
M
Aij(u
i
α − u0i )ujαdvg
+
∫
M
Aiju
0
i (u
j
α − u0j)dvg
(4.21)
for all α, and all i, j. By (4.2), as already mentionned, Aαij → Aij in Lq(M) for all
q ≥ 1 and all i, j. In particular, Aαij → Aij in Ln/2(M), and by (4.2) and (4.13),
we get with (4.21) that
p∑
ij=1
∫
M
Aαiju
i
αu
j
αdvg =
p∑
ij=1
∫
M
Aiju
0
iu
0
jdvg + o(1) , (4.22)
where o(1)→ 0 as α→ +∞. Since uiα ⇀ u0i in H21 ,∫
M
|∇uiα|2dvg =
∫
M
|∇u0i |2dvg +
∫
M
|∇uˆiα|2dvg + o(1) (4.23)
for all α and i. By (4.22) and (4.23), we then get that
Iα,p(Uα) = I∞,p(U0) + Ip(Uˆα)− 1
2⋆
∫
M
Kαdvg + o(1) (4.24)
for all α, where o(1)→ 0 as α→ +∞, and
Kα =
p∑
i=1
(
|uˆiα + u0i |2
⋆ − |uˆiα|2
⋆ − |u0i |2
⋆
)
.
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Noting that there exists C > 0, independent of α, such that∫
M
|Kα|dvg ≤ C
p∑
i=1
∫
M
(
|uˆiα|2
⋆−1|u0i |dvg + |u0i |2
⋆−1|uˆiα|
)
dvg
for all α, and that, by basic integration theory,∫
M
|uˆiα|2
⋆−1|u0i |dvg = o(1) and
∫
M
|u0i |2
⋆−1|uˆiα|dvg = o(1)
for all α and i, we get with (4.24) that
Iα,p(Uα) = I∞,p(U0) + Ip(Uˆα) + o(1)
for all α, where o(1)→ 0 as α→ +∞. This proves the third assertion in (4.18). It
remains to prove the second assertion, namely that (Uˆα)α is a Palais-Smale sequence
for Ip. Let Φ = (ϕ1, . . . , ϕp) be given in H
2
1,p(M). With similar arguments to those
used above, and thanks to the Sobolev inequality, we can write that
p∑
i,j=1
∫
M
Aαiju
i
αϕjdvg =
p∑
i,j=1
∫
M
Aiju
0
iϕj + o
(
‖Φ‖H2
1,p
)
for all α. In particular, since U0 is a solution of the limit system (4.7), we can write
that
DIα,p(Uα).Φ = DIp(Uˆα).Φ−
∫
M
KΦαdvg + o
(
‖Φ‖H2
1,p
)
(4.25)
for all α, where
KΦα =
p∑
i=1
(
|uˆiα + u0i |2
⋆−2(uˆiα + u
0
i )− |uˆiα|2
⋆−2uˆiα − |u0i |2
⋆−2u0i
)
ϕi .
Noting that there exists C > 0, independent of α, such that∫
M
|KΦα |dvg ≤ C
p∑
i=1
∫
M
(
|uˆiα|2
⋆−2|u0i ||ϕi|+ |u0i |2
⋆−2|uˆiα||ϕi|
)
dvg
≤ C
p∑
i=1
(∥∥∥|uˆiα|2⋆−2u0i∥∥∥
2⋆/(2⋆−1)
+
∥∥∥|uˆ0i |2⋆−2uiα∥∥∥
2⋆/(2⋆−1)
)
‖ϕi‖2⋆
for all α, and that, by basic integration theory,∥∥∥|uˆiα|2⋆−2u0i∥∥∥
2⋆/(2⋆−1)
= o(1) and
∥∥∥|uˆ0i |2⋆−2uiα∥∥∥
2⋆/(2⋆−1)
= o(1)
for all α and i, we get with (4.25) and the Sobolev inequality that
DIα,p(Uα).Φ = DIp(Uˆα).Φ + o
(
‖Φ‖H2
1,p
)
.
Since (Uα)α is a Palais-Smale sequence for Iα,p, we get that (Uˆα)α is a Palais-Smale
sequence for Ip. This proves (4.18). For U = (u1, . . . , up) and Φ = (ϕ1, . . . , ϕp),
we clearly have that DIp(U).Φ =
∑p
i=1DI1(ui).ϕi. Then an easy remark is that
(Uˆα)α is a Palais-Smale sequence for Ip if and only if for any i, the sequence (uˆiα)α
is a Palais-Smale sequence for I1. We may therefore apply the result in the p = 1
case to the (uˆiα)α’s (see, for instance, Druet, Hebey and Robert [20] or Druet and
Hebey [18] for a presentation of the p = 1 case in the Riemannian setting). In
particular, we get from this result in the p = 1 case that for any i, there exists ki
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integer, and generalized 1-bubbles (Bˆij,α)α as in (4.12), j = 1, . . . , ki, such that, up
to a subsequence,
uˆiα =
ki∑
j=1
Bˆij,α +Rα and I1(uˆ
i
α) =
ki∑
j=1
Ef (u
i
j) + o(1) , (4.26)
where o(1) → 0 as α → +∞, uij is the nontrivial solution of ∆u = |u|2
⋆−2u from
which the generalized 1-bubble (Bˆij,α)α is defined, namely
Bˆij,α(x) =
(
Rij,α
)n−2
2 ηij,α(x)u
i
j
(
Rij,α exp
−1
xij,α
(x)
)
with notations like in (4.12), and Ef (u) =
1
2
∫
Rn
|∇u|2dx− 12⋆
∫
Rn
|u|2⋆dx .We define
u˜ij,α : B0
(
δµij,α
)→ R, δ > 0 small, by
u˜ij,α(x) = (µ
i
j,α)
n−2
2 uˆiα
(
expxij,α
(
µij,αx
))
,
where µij,α = (R
i
j,α)
−1. Then, see, for instance, Druet, Hebey and Robert [20], we
also have that, up to a subsequence, u˜ij,α → uij a.e in Rn as α → +∞. This holds
for all i = 1, . . . , p, and all j = 1, . . . , ki. Let v˜
i
α : B0
(
δµij,α
)→ R be given by
v˜ij,α(x) = (µ
i
j,α)
n−2
2 u0i
(
expxij,α
(
µij,αx
))
.
Noting that v˜ij,α → 0 a.e in Rn as α → +∞, and since uiα ≥ 0 for all i and all α,
it follows that uij ≥ 0 for all i = 1, . . . , p, and all j = 1, . . . , ki. By the maximum
principle for scalar equations, we then get that uij > 0 for all i = 1, . . . , p, and all
j = 1, . . . , ki. As already mentioned, this is a situation where generalized 1-bubbles
are like 1-bubbles. In particular, for any i = 1, . . . , p, and any j = 1, . . . , ki, there
exists a one bubble (Bij,α)α such that Bˆ
i
j,α = B
i
j,α+R
i
j,α for all α, where R
i
j,α → 0
in H21 (M) as α → +∞. In other words, we may replace in (4.26) the generalized
1-bubbles (Bˆij,α)α by 1-bubbles (B
i
j,α)α, and letting k =
∑p
i=1 ki, we get that (4.9)
follows from (4.26). By noting that Ef (u) = K
−n
n /n when u is a positive solution
of ∆u = |u|2⋆−2u, where Kn is as in (2.1), we also get (4.11) with (4.18) and (4.26).
This ends the proof of the theorem and of the remark after the theorem concerning
the splitting of the energy. 
The weak limit U0 and k are clearly invariants of the decomposition (4.9) in
Theorem 4.1. Let ki be the number of p-bubbles (Bj,α)α’s which are such that
the ith-component of (Bj,α)α is a 1-bubble. As we easily get from the proof of
Theorem 4.1, k =
∑p
i=1 ki and the ki’s are also invariants of the decomposition
(4.9). Uniqueness conditions for decompositions like (4.9) are known in the p = 1
case. They can be found, for instance, in Druet and Hebey [18]. Thanks to these
conditions, an additional result we easily get from the above proof is that if we
write two decompositions (4.9) with respect to two families (Bj,α)α and (B˜j,α)α of
p-bubbles, then, up to renumbering, for any i = 1, . . . , p, and any j = 1, . . . , ki,
µij,α
µ˜ij,α
→ 1 and dg(x
i
j,α, x˜
i
j,α)
µij,α
→ 0
as α→ +∞, where the xij,α’s and µij,α’s (resp. the x˜ij,α’s and µ˜ij,α’s) are the centers
and weights of the 1-bubbles (Bij,α)α (resp. (B˜
i
j,α)α) from which the (Bj,α)α’s (resp.
(B˜j,α)α’s) are defined. We also get from the proof of Theorem 4.1, and structure
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conditions we know to hold in the p = 1 case, that for any i = 1, . . . , p, and any
j1, j2 = 1, . . . , ki, the structure equations
µij1,α
µij2,α
+
µij2,α
µij1,α
+
dg(x
i
j1,α, x
i
j2,α)
µij1,αµ
i
j2,α
→ +∞
hold as α→ +∞ when j1 6= j2. An independent result we get from the proof of the
theorem is that, up to replacing p-bubbles by generalized p-bubbles, Theorem 4.1
still holds if we do not assume that the Uα’s are nonnegative, where, following the
definition of a p-bubble, we define a generalized p-bubble as a sequence of p-maps
such that one of the components of the sequence is a generalized 1-bubble, and the
other components are zero.
An easy consequence of Theorem 4.1 is the L2
⋆
-theory for blow-up (Corollary
4.1 below) where the blow-up phenomenon is described as a sum of Dirac masses
in the L2
⋆
-Lebesgue’s space. The Dirac masses in Corollary 4.1 are the limits of
the (Bij,α)
2⋆ ’s as α → +∞, i = 1, . . . , p, j = 1, . . . , ki, where the (Bij,α)α’s are
the 1-bubbles in the H21 -decomposition (4.10) following Theorem 4.1. More direct
proofs of Corollary 4.1 can be given.
Corollary 4.1. Let (M, g) be a smooth compact Riemannian manifold of dimension
n ≥ 3, p ≥ 1, and (A(α))α a sequence of smooth maps A(α) : M → M sp (R)
satisfying (4.2). Let also (Uα)α be a nonnegative Palais-Smale sequence for (4.1).
For any i = 1, . . . , p, up to a subsequence,
(uiα)
2⋆ ⇀ (u0i )
2⋆ +
k′i∑
j=1
λijδxij (4.27)
weakly in the sense of measures as α→ +∞, where U0 = (u01, . . . , u0p) is a nonneg-
ative solution of the limit system (4.7), k′i is an integer, the x
i
j ’s are points in M ,
and the λij’s are positive real numbers, j = 1, . . . , k
′
i.
Proof. By Theorem 4.1, up to a subsequence, we may assume that (4.9) and (4.10)
hold for the Uα’s. For i = 1, . . . , p, we let Si be the set consisting of the limits as
α → +∞ of the centers xij,α of the 1-bubbles (Bij,α)α in (4.10). Then we let k′i be
the number of points in Si, and let the x
i
j ’s, j = 1, . . . , k
′
i, be the points in Si. We
have that k′i ≤ ki, and it might be that k′i < ki since distinct sequences may have
the same limits. It might also be that k′i = 0, and hence that Si = ∅ for some i. Let
δ0 > 0 be such that 2δ0 is less than any distance between two distinct points in Si
(when k′i ≥ 2). Since Palais-Smale sequences are bounded in H21,p(M), see (4.13)
in the proof of Theorem 4.1, and by the Sobolev embedding theorem, the uiα’s are
bounded in L2
⋆
(M). In particular, up to a subsequence, we may assume that for
any i, and any j = 1, . . . , k′i, there exists λ
i
j such that
lim
α→+∞
∫
B
xi
j
(δ0)
(uiα)
2⋆dvg =
∫
B
xi
j
(δ0)
(u0i )
2⋆dvg + λ
i
j . (4.28)
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We fix i and j, and let (Bij,α)α be a 1-bubble in (4.10) such that its centers x
i
j,α
converge to xij as α→ +∞. With the notations in (4.10), we can write that∫
B
xi
j
(δ0)
(uiα)
2⋆dvg =
∫
B
xi
j
(δ0)
(
u0i +
ki∑
m=1
Bim,α
)2⋆
dvg + o(1)
≥
∫
B
xi
j
(δ0)
(u0i )
2⋆dvg +
∫
B
xi
j
(δ0)
(Bij,α)
2⋆dvg + o(1)
(4.29)
where o(1) → 0 as α → +∞. Combining (4.28) and (4.29), noting that the L2⋆ -
integral of the 1-bubble (Bij,α)α in the right hand side of (4.29) goes to K
−n
n as
α→ +∞, where Kn is as in (2.1), it follows that λij > 0 for all i = 1, . . . , p and all
j = 1, . . . , k′i. Let Bi(δ) be the union from j = 1 to k′i of the geodesic balls Bxij (δ),
0 < δ < δ0. By (4.10), u
i
α → u0i in L2
⋆
(M\Bi(δ)) for all δ > 0. In particular, for
any δ ∈ (0, δ0), any i = 1, . . . , p, and any j = 1, . . . , k′i,∫
B
xi
j
(δ0)\Bxi
j
(δ)
(uiα)
2⋆dvg =
∫
B
xi
j
(δ0)\Bxi
j
(δ)
(u0i )
2⋆dvg + o(1) , (4.30)
where o(1) → 0 as α → +∞. Let f ∈ C0(M) and i = 1, . . . , p. Given ε > 0, let
also δ ∈ (0, δ0) be such that |f(x) − f(xij)| < ε if dg(xij , x) < δ, j = 1, . . . , k′i. We
can write that∫
M
f
(
(uiα)
2⋆ − (u0i )2
⋆
)
dvg =
k′i∑
j=1
∫
B
xi
j
(δ)
f
(
(uiα)
2⋆ − (u0i )2
⋆
)
dvg + o(1) , (4.31)
where o(1)→ 0 as α→ +∞, and, by (4.28) and (4.30), we can also write that
λijf(x
i
j)− Cε ≤
∫
B
xi
j
(δ)
f
(
(uiα)
2⋆ − (u0i )2
⋆
)
dvg ≤ λijf(xij) + Cε (4.32)
for all α and all j = 1, . . . , k′i, where C > 0 does not depend on α, ε, i, and j. Since
ε > 0 is arbitrary, and f ∈ C0(M) is arbitrary, we get with (4.31) and (4.32) that
(4.27) is true. This proves Corollary 4.1. 
5. Pointwise estimates
In what follows we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, p ≥ 1 integer, and (A(α))α, α ∈ N, be a sequence of smooth maps
A(α) :M →M sp (R). We let A(α) = (Aαij), and consider systems like
∆gui +
p∑
j=1
Aαij(x)uj = |ui|2
⋆−2ui (5.1)
in M , for all i = 1, . . . p. We assume in this section that the A(α)’s satisfy that
there exists a C0,θ-map A :M →M sp (R), A = (Aij) and 0 < θ < 1, such that
Aαij → Aij in C0,θ(M) (5.2)
for all i, j as α → +∞. In particular, (4.2) is satisfied. A sequence (Uα)α is said
to be a sequence of nonnegative solutions of (5.1) if, for any α, Uα is a nonnegative
solution of (5.1). Clearly the sequence is a Palais-Smale sequence for (5.1) when
(and, actually, if and only if) it is also bounded in H21,p(M). We prove in this
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section that passing from Palais-Smale sequences to sequences of solutions we can
add pointwise estimates to the description in Theorem 4.1. The main result of this
section is as follows.
Theorem 5.1 (Pointwise Estimates). Let (M, g) be a smooth compact Riemannian
manifold of dimension n ≥ 3, p ≥ 1, and (A(α))α a sequence of smooth maps
A(α) : M →M sp (R) satisfying (5.2). Let (Uα)α be a bounded sequence in H21,p(M)
of nonnegative solutions of (5.1). In addition to the decomposition (4.9) in Theorem
4.1, there exists C > 0 such that, up to a subsequence,
(
min
i,j
dg(x
i
j,α, x)
)n−2
2
√√√√ p∑
i=1
(uiα(x)− u0i (x))2 ≤ C (5.3)
for all α and all x ∈ M , where U0 is as in (4.9), Uα = (u1α, . . . , upα) for all α,
the u0i ’s are the components of U0, and the xij,α’s are the centers of the 1-bubbles
(Bij,α)α in (4.10) from which the p-bubbles (Bj,α)α’s in (4.9) are defined.
Proof. Let Φα be the function such that Φα(x) is the minimum over i, j of the
dg(x
i
j,α, x)’s, where x ∈M , and let Ψα be the function
Ψα(x) =
√√√√ p∑
i=1
uiα(x)
2Φα(x)
n−2
2 . (5.4)
In order to prove (5.3), it suffices to prove that (Ψα)α is bounded in L
∞(M). We
proceed by contradiction. We let the yα’s be points in M such that the Ψα’s
are maximum at yα and Ψα(yα) → +∞ as α → +∞. Up to a subsequence, we
may assume that ui0α (yα) ≥ uiα(yα) for some i0 = 1, . . . , p, and all i. We set
µα = u
i0
α (yα)
−2/(n−2). Then µα → 0 as α→ +∞, and by (5.4) we also have that
dg(x
i
j,α, yα)
µα
→ +∞ (5.5)
for all i, j, as α→ +∞. Let δ > 0 be less than the injectivity radius of (M, g). For
i = 1, . . . , p, we define the function viα in B0(δµ
−1
α ) by
viα(x) = µ
n−2
2
α u
i
α
(
expyα(µαx)
)
, (5.6)
where B0(δµ
−1
α ) is the Euclidean ball of radius δµ
−1
α centered at 0, and expyα is the
exponential map at yα. Given R > 0 and x ∈ B0(R), the Euclidean ball of radius
R centered at 0, we can write with (5.4) and (5.6) that
viα(x) ≤
µ
n−2
2
α Ψα
(
expyα(µαx)
)
Φα
(
expyα(µαx)
) n−2
2
(5.7)
for all i, when α is sufficiently large. For any i, j, and x ∈ B0(R),
dg
(
xij,α, expyα(µαx)
) ≥ dg (xij,α, yα)−Rµα
≥
(
1− Rµα
Φα(yα)
)
Φα(yα)
when α is sufficiently large so that, by (5.5), the right hand side of the last equation
is positive. Coming back to (5.7), thanks to the definition of the yα’s, we then get
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that for any i, and any x ∈ B0(R),
viα(x) ≤
µ
n−2
2
α Ψα(yα)
Φα
(
expyα(µαx)
) n−2
2
≤ √p
(
1− Rµα
Φα(yα)
)−n−2
2
(5.8)
when α is sufficiently large. In particular, by (5.5) and (5.8), up to passing to a
subsequence, the viα’s are uniformly bounded in any compact subset of R
n for all
i. Let Vα = (v1α, . . . , vpα). The Vα’s are solutions of the system
∆gαv
i
α +
p∑
j=1
µ2αA˜
α
ijv
j
α = (v
i
α)
2⋆−1 , (5.9)
where
A˜αij(x) = A
α
ij
(
expyα(µαx)
)
, and
gα(x) =
(
exp⋆yα g
)
(µαx) .
Let ξ be the Euclidean metric. Clearly, for any compact subset K of Rn, gα → ξ
in C2(K) as α → +∞. Then, by standard elliptic theory, we get that the viα’s
are uniformly bounded in C2,θloc (R
n) for all i, where 0 < θ < 1. In particular, up
to a subsequence, we can assume that viα → vi in C2loc(Rn) as α → +∞ for all i,
where the vi’s are nonnegative functions in C
2(Rn). The vi’s are bounded in R
n by
(5.8), and such that vi0(0) = 1 by construction. Without loss of generality, we may
also assume that the vi’s are in D21(Rn) and in L2
⋆
(Rn) for all i, where D21(Rn) is
the Beppo-Levi space defined as the completion of C∞0 (R
n), the space of smooth
function with compact support in Rn, with respect to the norm ‖u‖ = ‖∇u‖2. We
let V = (v1, . . . , vp). According to the above, V 6≡ 0 is nonnegative and nonzero.
For any i, and any R > 0,∫
Byα (Rµα)
(uiα)
2⋆dvg =
∫
B0(R)
(viα)
2⋆dvgα .
It follows that for any i, and any R > 0,∫
Byα (Rµα)
(uiα)
2⋆dvg =
∫
Rn
(vi)
2⋆dx+ εR(α) , (5.10)
where εR(α) is such that limR limα εR(α) = 0, and the limits are as α → +∞ and
R → +∞. Thanks to the decomposition (4.9) in Theorem 4.1, see also (4.10), we
can write that for any i, and any R > 0,
∫
Byα (Rµα)
(uiα)
2⋆dvg =
∫
Byα (Rµα)

u0i +
ki∑
j=1
Bij,α + R
i
α


2⋆
dvg ,
where Riα → 0 in H21 (M) as α → +∞. In particular, we get that for any i, and
any R > 0, ∫
Byα (Rµα)
(uiα)
2⋆dvg ≤ C
ki∑
j=1
∫
Byα (Rµα)
(Bij,α)
2⋆dvg + o(1) , (5.11)
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where o(1) → 0 as α → +∞, and C > 0 is independent of α, i, and R. Now we
claim that, thanks to (5.5),
lim
α→+∞
∫
Byα (Rµα)
(Bij,α)
2⋆dvg = 0 (5.12)
for all R > 0 and all i, j. In order to prove (5.12), we distinguish two cases. In what
follows we fix R > 0, i, and j, and let the µij,α’s be the weights of the 1-bubbles
(Bij,α)α. In the first case we assume that for any R
′ > 0, up to a subsequence,
Byα(Rµα)
⋂
Bxij,α(R
′µij,α) = ∅
for all α. Then,∫
Byα (Rµα)
(Bij,α)
2⋆dvg ≤
∫
M\B
xi
j,α
(R′µij,α)
(Bij,α)
2⋆dvg .
Noting that ∫
M\B
xi
j,α
(R′µij,α)
(Bij,α)
2⋆dvg = εR′(α) ,
where limR′ limα εR′(α) = 0, and the limits are as α → +∞ and R′ → +∞, we
get that (5.12) is true in this case. In the second case we assume that there exists
R′ > 0 such that, up to a subsequence,
Byα(Rµα)
⋂
Bxij,α(R
′µij,α) 6= ∅
for all α. Then
dg(x
i
j,α, yα) ≤ Rµα +R′µij,α
and it follows from (5.5) that µα = o(µ
i
j,α) and dg(x
i
j,α, yα) = O(µ
i
j,α). Writing
that
Byα(Rµα) ⊂ expxij,α
(
µij,αBzα (CΛα)
)
,
where zα =
1
µij,α
exp−1
xij,α
(yα) converges in R
n (up to a subsequence), C > 1 is
independent of α and R, and Λα = Rµα/µ
i
j,α, we then get that∫
Byα (Rµα)
(Bij,α)
2⋆dvg ≤
∫
Bzα (CΛα)
u2
⋆
dvg˜α ,
where u is given by (4.5), and g˜α is the metric given by g˜α(x) =
(
exp⋆
xij,α
g
)
(µij,αx).
Since µα = o(µ
i
j,α), we have that∫
Bzα (CΛα)
u2
⋆
dvg˜α = o(1)
and this proves (5.12) in this case. In particular, (5.12) is true, and coming back
to (5.10) and (5.11), we get that, for any i, and any R > 0,∫
Rn
(vi)
2⋆dx = εR(α) , (5.13)
where εR(α) is such that limR limα εR(α) = 0, and the limits are as α → +∞ and
R→ +∞. Letting α→ +∞, and then R→ +∞, this implies that ∫
Rn
(vi)
2⋆dx = 0
for all i. Since V 6≡ 0, we get the desired contradiction. The theorem is proved. 
CRITICAL ELLIPTIC SYSTEMS 29
Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions of (5.1).
Up to passing to a subsequence, the decomposition (4.9) in Theorem 4.1, and the
estimate (5.3) of Theorem 5.1 are satisfied by the Uα’s. We let Sgeom be the set
consisting of the limits of the xij,α’s, where the x
i
j,α’s, are the centers of the 1-
bubbles (Bij,α)α in (4.10) from which the p-bubbles (Bj,α)α’s in (4.9) are defined.
Let Uα = (u1α, . . . , upα). Easy consequences of Theorem 5.1 are that Sgeom 6= ∅ if
and only if the sequences (uiα)α are not all bounded in L
∞(M), but also that the
sequences (uiα)α are all bounded in L
∞
loc(M\Sgeom), i = 1, . . . , p. From (5.1), and
by standard elliptic theory, it easily follows that
uiα → u0i in C2loc(M\Sgeom) (5.14)
as α→ +∞, for all i, where the u0i ’s are, as in (5.3), the components of U0 in (4.9).
The points in Sgeom are referred to as the geometrical blow-up points of the sequence
(Uα)α. Needless to say, since different sequences may have the same limits, Sgeom
may consist of any number m ≤ k of points, where k is the number of p-bubbles
involved in (4.9). We say that the sequence (Uα)α blows up when Sgeom 6= ∅.
An important complement to Theorem 5.1 is given by the following lemma.
Lemma 5.1. Let (M, g) be a smooth compact Riemannian manifold of dimension
n ≥ 3, p ≥ 1, and (A(α))α a sequence of smooth maps A(α) :M →M sp (R) satisfy-
ing (5.2). Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions of
(5.1). In addition to the decomposition (4.9) in Theorem 4.1, and to the estimate
(5.3) in Theorem 5.1, there also holds that, up to a subsequence,
lim
R→+∞
lim
α→+∞

 sup
x∈M\Ωα(R)
(
min
i,j
dg(x
i
j,α, x)
)n−2
2
√√√√ p∑
i=1
(uiα(x)− u0i (x))2

 = 0 ,
where U0 is as in (4.9), Uα = (u1α, . . . , upα) for all α, the u0i ’s are the components
of U0, the xij,α’s and µij,α’s are the centers and weights of the 1-bubbles (Bij,α)α in
(4.10) from which the p-bubbles (Bj,α)α’s in (4.9) are defined, and where Ωα(R) for
R > 0 is given by Ωα(R) =
⋃
i,j Bxij,α(Rµ
i
j,α).
Proof. As in the proof of Theorem 5.1, we let Φα be the function such that Φα(x)
is the minimum over i, j of the dg(x
i
j,α, x)’s, where x ∈ M . We proceed by con-
tradiction and assume that there exists a sequence (yα)α of points in M , and that
there exists δ0 > 0 such that for any i, j,
dg(x
i
j,α, yα)
µij,α
→ +∞ (5.15)
as α→ +∞, and such that
Φα(yα)
n−2
2
p∑
i=1
∣∣uiα(yα)− u0i (yα)∣∣ ≥ δ0 (5.16)
for all α. By (5.14), Φα(yα)→ 0 as α→ +∞ since, if not, uiα(yα)− u0i (yα)→ 0 as
α→ +∞ for all i. Up to a subsequence, we may assume that ui0α (yα) ≥ uiα(yα) for
some i0 = 1, . . . , p, and all i. We set µα = u
i0
α (yα)
−2/(n−2). Since Φα(yα)u0i (yα)→ 0
as α→ +∞ for all i, up to passing to another subsequence, we get with (5.16) that
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Φα(yα)
µα
≥ δ1 (5.17)
for all α, and some δ1 > 0. In particular, µα → 0 as α → +∞. Let δ > 0 be less
than the injectivity radius of (M, g). For i = 1, . . . , p, we define the function viα in
B0(δµ
−1
α ) by
viα(x) = µ
n−2
2
α u
i
α
(
expyα(µαx)
)
, (5.18)
where B0(δµ
−1
α ) is the Euclidean ball of radius δµ
−1
α centered at 0, and expyα is
the exponential map at yα. By (5.17) we can write that for any sequence (xα)α of
points in B0(δ1/2), and for any i, j,
dg
(
xij,α, expyα(µαxα)
) ≥ dg (xij,α, yα)− dg (yα, expyα(µαxα))
≥ δ1µα − |xα|µα
≥ Cµα
for all α, where C > 0 is independent of α. With the estimate (5.3) of Theorem
5.1, we then get that there exists C > 0 such that
viα(x) ≤ C (5.19)
for all x ∈ B0(δ1/2), all i, and all α. In particular, we may now follow the arguments
developed in the proof of Theorem 5.1. We let Vα = (v1α, . . . , vpα). Then the Vα’s
are solutions of the system
∆gαv
i
α +
p∑
j=1
µ2αA˜
α
ijv
j
α = (v
i
α)
2⋆−1 , (5.20)
where A˜αij(x) = A
α
ij
(
expyα(µαx)
)
, and gα(x) =
(
exp⋆yα g
)
(µαx). Let ξ be the
Euclidean metric. Clearly, for any compact subset K of Rn, gα → ξ in C2(K) as
α→ +∞. By standard elliptic theory, (5.19), and (5.20), we then get that the viα’s
are uniformly bounded in C2,θ (B0(δ1/4)) for all i, where 0 < θ < 1. In particular,
up to another subsequence, we can assume that the viα’s converge in C
2 (B0(δ1/8))
for all i. If vi is the limit of the v
i
α’s, it follows from the definition of µα that
vi0(0) = 1. Let δ2 = δ1/8. For any i,∫
Byα (δ2µα)
(uiα)
2⋆dvg =
∫
B0(δ2)
(viα)
2⋆dvgα
=
∫
B0(δ2)
(vi)
2⋆dx+ o(1) ,
(5.21)
where o(1) → 0 as α → +∞. Thanks to the decomposition (4.9) in Theorem 4.1,
see also (4.10), we can write that for any i,∫
Byα (δ2µα)
(uiα)
2⋆dvg ≤ C
ki∑
j=1
∫
Byα (δ2µα)
(Bij,α)
2⋆dvg + o(1) , (5.22)
where o(1)→ 0 as α→ +∞, and C > 0 is independent of α and i. As in the proof
of Theorem 5.1, see (5.12), we can also write that
lim
α→+∞
∫
Byα (δ2µα)
(Bij,α)
2⋆dvg = 0 (5.23)
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for all i, j. We prove (5.23) as we prove (5.12) by considering the two cases where
Byα(δ2µα) ∩ Bxij,α(Rµij,α) = ∅ for all R > 0, and Byα(δ2µα) ∩ Bxij,α(Rµij,α) 6= ∅
for some R > 0. In the second case we recover (5.5) thanks to (5.15) by noting
that (5.17) and the nonempty intersection give that δ1µα ≤ δ2µα + Rµij,α so that
µα ≤ Cµij,α. Then, combining (5.21)–(5.23), we get that∫
B0(δ2)
(vi)
2⋆dx = 0
for all i, and taking i = i0, we get a contradiction with the equation vi0 (0) = 1.
Lemma 5.1 is proved. 
6. L2-concentration
In what follows we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, p ≥ 1 integer, and (A(α))α, α ∈ N, be a sequence of smooth maps
A(α) :M →M sp (R). We let also A(α) = (Aαij), and consider systems like
∆gui +
p∑
j=1
Aαij(x)uj = |ui|2
⋆−2ui (6.1)
in M , for all i = 1, . . . p. We assume in this section that the A(α)’s satisfy that
there exists a C0,θ-map A :M →M sp (R), A = (Aij) and 0 < θ < 1, such that
∆pg +A is coercive, and
Aαij → Aij in C0,θ(M)
(6.2)
as α→ +∞, where the second equation in (6.2) should hold for all i, j. The goal in
what follows is to prove L2-concentration (Theorem 6.1 below) for sequences (Uα)α
of nonnegative solutions of (6.1).
A remark concerning the coercivity assumption in (6.2) is that when −A is
cooperative, the existence of strongly positive solutions to systems like (0.1) implies
the coercivity of the operator ∆pg +A in (0.1). For such systems, like when p = 1,
coercivity follows from the existence of positive solutions. Let λA(g) be, as in
Section 2, the infimum of the functional IA in (2.4) over the U = (u1, . . . , up) which
are such that
∑
i
∫
M
u2i dvg = 1. By compactness of the embedding of H
2
1 in L
2,
we easily get that there exists a minimizer UA ∈ H21,p(M) for λA(g). If −A is
cooperative, then UA can be chosen weakly positive. We let UA = (uA1 , . . . , uAp ),
and let also U = (u1, . . . , up) be a solution of (0.1). Since (∆pg +A)UA = λA(g)UA,
we can write that
p∑
i=1
∫
M
uAi u
2⋆−1
i dvg =
∑
i
∫
M
uAi

∆gui + p∑
j=1
Aijuj

 dvg
=
∑
i
∫
M
ui

∆guAi +
p∑
j=1
Aiju
A
j

 dvg
= λA(g)
p∑
i=1
∫
M
uiu
A
i dvg .
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In particular, we get that if −A is cooperative and U is a strongly positive solution
of (0.1), then λA(g) > 0 and (see Section 2) ∆
p
g + A is coercive. This proves
the above claim that when −A is cooperative, the existence of a strongly positive
solution to a system like (0.1) implies that the operator ∆pg+A in the left hand side
of (0.1) is coercive. In general, when no assumption is made on A, and contrary to
the scalar case p = 1, the existence of a strongly positive solution to a system like
(0.1) when p ≥ 2 does not imply the coercivity of ∆pg + A. For instance, with the
examples (3.1)–(3.2) of Section 3, one easily constructs 2-systems like (0.1) with
strongly positive solutions and such that A12 ≫ A11 + A22, and A11, A22 > 0. In
particular, the operator ∆2g +A is not coercive.
Before we discuss L2-concentration, we need to prove a De Giorgi-Nash-Moser
iterative scheme for our systems. Let A :M →M sp (R), A = (Aij), be a continuous
map. Let also U = (u1, . . . , up) be a nonnegative p-map in H21,p(M). We say that
U satisfies that
∆gui +
p∑
j=1
Aij(x)uj ≤ u2
⋆−1
i (6.3)
in the sense of distributions, for all i = 1, . . . p, if for any Φ = (ϕ1, . . . , ϕp) in
H21,p(M), Φ nonnegative, and any i, we can write that∫
M
(∇ui∇ϕi) dvg +
p∑
j=1
∫
M
Aijuiϕjdvg ≤
∫
M
(ui)
2⋆−1ϕidvg ,
where (∇ui∇ϕi) is the pointwise scalar product of ∇ui and ∇ϕi. In what follows,
for U = (u1, . . . , up), and q > 0, we let |U|q =
∑p
i=1 |ui|q. In particular, when
q = 1, we let |U| = ∑pi=1 |ui|. For Ω ⊂ M we let also ‖U‖Lθ(Ω) = ∑i ‖ui‖Lθ(Ω).
The De Giorgi-Nash-Moser iterative scheme for our systems is as follows.
Lemma 6.1. Let (M, g) be a smooth compact Riemannian manifold of dimension
n ≥ 3, p ≥ 1 integer, and A : M → M sp (R), A = (Aij), be a continuous map. If
U ∈ H21,p(M) is a nonnegative p-map satisfying (6.3) in the sense of distributions,
then |U| ∈ L∞(M). Moreover, for any x ∈ M , any Λ > 0, any δ > 0, any s ≥ 1,
and any q > 2⋆, if U satisfies also that ‖U‖Lq(Bx(2δ)) ≤ Λ, then
max
y∈Bx(δ)
|U(y)| ≤ C‖U‖Ls(Bx(2δ)) , (6.4)
where C > 0 does not depend on U .
Proof. Let U = (u1, . . . , up), U 6≡ 0, be a nonnegative p-map satisfying (6.3) in
the sense of distributions. Applying a Trudinger type argument like in the proof
of Theorem 2.1, we easily get that U ∈ Lk(M) for some k > 2⋆. In particular,
the first claim in Lemma 6.1 follows from the second claim. Summing the different
equations in (6.3), we can write that
∆g|U| ≤ C|U|+
p∑
i=1
u2
⋆−1
i
≤ C
(
1 + |U|2⋆−2
)
|U|
(6.5)
where C > 0 does not depend on U , |U| =∑pi=1 ui since U is nonnegative, and the
inequality is to be understood in the sense of distributions. Namely, (6.5) holds in
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the sense that ∫
M
(∇|U|∇ϕ)dvg ≤ C
∫
M
(
1 + |U|2⋆−2
)
|U|ϕdvg (6.6)
for all nonnegative ϕ ∈ H21 (M). If ‖U‖Lq(Bx(2δ)) ≤ Λ for some q > 2⋆, the function
f = |U|2⋆−2 is bounded independently of U in Ls (Bx(2δ)) for some s > n/2. In
particular, by (6.6), we can apply the standard De Giorgi-Nash-Moser iterative
scheme for functions. We get that U ∈ L∞(M) if U ∈ Lk(M) for some k > 2⋆, and
that for any x ∈M , any Λ > 0, any δ > 0, any s > 0, and any q > 2⋆, if U satisfies
that ‖U‖Lq(Bx(2δ)) ≤ Λ, then (6.4) is true. This proves the lemma. 
Concerning the dependency of the constant C in (6.4) with respect to A, it easily
follows from the above proof that C can be chosen to depend only on the C0-norm of
K =
∑
i,j |Aij |. Another easy remark is that if A is cooperative, then Lgui ≤ u2
⋆−1
i
for all i, where Lg = ∆g +Aii, and the De Giorgi-Nash-Moser iterative scheme for
functions can be applied directly to the ui’s.
Now that we have a De Giorgi-Nash-Moser iterative scheme for our systems, we
return to (6.1). We assume that (6.2) holds, and let (Uα)α be a sequence of solutions
of (6.1). Namely, for any α, Uα is a solution of (6.1). By the second equation in
(6.2), there exists C > 0 such that for α ≥ α0 sufficiently large, IA(α)(U) ≥ CIA(U)
for all U ∈ H21,p(M), where IA(α) and IA are as in (2.4). By (6.1) and the coercivity
assumption in (6.2) we then get that for α ≥ α0 sufficiently large,∫
M
|Uα|2
⋆
dvg ≥ C1IA(Uα)
≥ C2
(∫
M
|Uα|2⋆dvg
)2/2⋆
,
where C1, C2 > 0 are independent of α. In particular, when we assume (6.2),
there exists K > 0 such that for any sequence (Uα)α of solutions of (6.1), and any
α ≥ α0,
∫
M
|Uα|2⋆dvg ≥ K if Uα 6≡ 0. Now L2-concentration states as follows. For
U = (u1, . . . , up), we write ‖U‖2 =
∑
i ‖ui‖2.
Theorem 6.1 (L2-concentration). Let (M, g) be a smooth compact Riemannian
manifold of dimension n ≥ 4, p ≥ 1 integer, and (A(α))α, A(α) : M → M sp (R),
be a sequence of smooth maps satisfying (6.2). Let (Uα)α, Uα 6≡ 0, be a bounded
sequence in H21,p(M) of nonnegative solutions of (6.1) such that ‖Uα‖2 → 0 as
α→ +∞. Then, up to a subsequence, Sgeom 6= ∅ and
lim
α→+∞
∫
Bδ |Uα|2dvg∫
M
|Uα|2dvg = 1 (6.7)
for all δ > 0, where Bδ =
⋃m
i=1 Bxi(δ), and the xi’s are the geometrical blow-up
points of the Uα’s, namely Sgeom = {x1, . . . , xm}.
When n = 3, bubbles do not concentrate in the L2-norm, and L2-concentration
turns out to be false when n = 3. Dimension 4 is the smallest dimension for which
we can get L2-concentration.
Proof. Up to a subsequence, Theorem 4.1 and Theorem 5.1 apply to the Uα’s. Since
‖Uα‖2 → 0 as α → +∞, we have that U0 ≡ 0 in (4.9). If in addition Sgeom = ∅,
we would get by (5.14) that |Uα| → 0 uniformly in M as α → +∞, and this is
34 EMMANUEL HEBEY
in contradiction with the lower bound
∫
M
|Uα|2⋆dvg ≥ K we discussed above. In
other words, up to a subsequence, there is a nonempty finite set Sgeom of geometrical
blow-up points for the Uα’s. By the second equation in (6.2), there exists C > 0
such that for α ≥ α0 sufficiently large, IA(α)(U) ≥ CIA(U) for all U ∈ H21,p(M),
where IA(α) and IA are as in (2.4). Let f = (f1, . . . , fp) be a smooth map such
that fi > 0 in M for all i. For instance, fi ≡ 1 for all i. Minimizing IA(α) over the
constraint
∑
i
∫
M
fiuidvg = 1, we easily get the existence of Wα ∈ H21,p(M) such
that
∆pgWα +A(α)Wα = f (6.8)
for all α ≥ α0. By the coercivity assumption and (6.8), ‖Wα‖2 ≤ C, and by
standard regularity results, we get that Wα is smooth and that there exists K > 0
such that |Wα| ≤ K in M for all α ≥ α0. Then, by (6.8), since fi > 0 for all i, and
|Wα| ≤ K, we can write that for any α ≥ α0,
p∑
i=1
∫
M
uiαdvg ≤ C
p∑
i=1
∫
M
fiu
i
αdvg
= C
p∑
i=1
∫
M

∆gwiα +∑
j
Aαijw
j
α

 uiαdvg
= C
p∑
i=1
∫
M

∆guiα +∑
j
Aαiju
j
α

wiαdvg
≤ C
p∑
i=1
∫
M
|wiα|(uiα)2
⋆−1dvg
≤ C
p∑
i=1
∫
M
(uiα)
2⋆−1dvg ,
(6.9)
where C > 0 is independent of α, and Wα = (w1α, . . . , wpα). In particular, by (6.9),
there exists C > 0 such that∫
M
|Uα|dvg ≤ C
∫
M
|Uα|2
⋆−1dvg (6.10)
for all α ≥ α0. We refer to (6.10) as the L1/L2⋆−1-controlled balance property of
the system (6.1). Up to a subsequence, (6.10) holds for all α. Now, for δ > 0, we
let Bδ be as in the statement of the theorem, and let Rδ(α) be the ratio
Rδ(α) =
∫
M\Bδ |Uα|2dvg∫
M
|Uα|2dvg . (6.11)
Thanks, for instance, to Theorem 5.1, we can apply the De Giorgi-Nash-Moser
iterative scheme in Lemma 6.1 to the Uα’s in M\Bδ with s = 2. By the L1/L2⋆−1-
controlled balance (6.10), and the De Giorgi-Nash-Moser iterative scheme, we then
get that ∫
M\Bδ
|Uα|2dvg ≤
(
max
M\Bδ
|Uα|
)∫
M\Bδ
|Uα|dvg
≤ C
√∫
M
|Uα|2dvg
∫
M
|Uα|2
⋆−1dvg ,
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where C > 0 is independent of α. In particular,
Rδ(α) ≤ C
∫
M
|Uα|2⋆−1dvg√∫
M
|Uα|2dvg
(6.12)
for all α, where C > 0 is independent of α. If we assume now that n ≥ 6, then
2⋆ − 1 ≤ 2, and we can write with Ho¨lder’s inequality that
∫
M
(uiα)
2⋆−1dvg ≤ V
3−2⋆
2
g
(∫
M
(uiα)
2dvg
) 2⋆−1
2
for all i, where Vg is the volume of M with respect to g. In particular, there exists
C > 0 such that
∫
M
|Uα|2⋆−1dvg ≤ C
(∫
M
|Uα|2dvg
) 2⋆−1
2
,
and since 2⋆ > 2 and ‖Uα‖2 → 0, we get with (6.12) that Rδ(α)→ 0 as α → +∞.
This proves (6.7) when n ≥ 6. If n = 5, then 2 ≤ 2⋆ − 1 ≤ 2⋆, and we can write
with Ho¨lder’s inequality that
(∫
M
(uiα)
2⋆−1dvg
) 1
2⋆−1
≤
(∫
M
(uiα)
2dvg
) θ
2
(∫
M
(uiα)
2⋆dvg
) 1−θ
2⋆
,
where θ = 32(2⋆−1) . Since the sequence (Uα)α is bounded in H21,p(M), there exists
C > 0 such that
∫
M |Uα|2
⋆
dvg ≤ C for all α. Then we get that
∫
M
|Uα|2⋆−1dvg ≤ C
(∫
M
|Uα|2dvg
) 3
4
,
where C > 0 does not depend on α, and since 34 >
1
2 and ‖Uα‖2 → 0, we get with
(6.12) that Rδ(α)→ 0 as α→ +∞. This proves (6.7) when n = 5. Now it remains
to prove (6.7) when n = 4. The argument when n = 4 is slightly more delicate and
requires the H21 -theory in Section 4. We start writing that∫
M |Uα|2
⋆−1dvg√∫
M
|Uα|2dvg
=
p∑
i=1
∫
M (u
i
α)
2⋆−1dvg√∫
M
|Uα|2dvg
≤
p∑
i=1
∫
M (u
i
α)
2⋆−1dvg√∫
M (u
i
α)
2dvg
.
(6.13)
For i = 1, . . . , p, we let the xij,α’s and µ
i
j,α’s be the centers and weights of the
1-bubbles (Bij,α)α in (4.10) from which the p-bubbles (Bj,α)α’s in (4.9) are defined,
where j = 1, . . . , ki, and
∑
i ki = k. For R > 0, and i = 1, . . . , p, we let also Ωi,α(R)
be given by
Ωi,α(R) =
ki⋃
j=1
Bxij,α(Rµ
i
j,α) , (6.14)
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and Ωi,α(R) = ∅ if uiα → 0 in H21 (M) as α → +∞. We fix i = 1, . . . , p. Since
2⋆ = 4, we can write, thanks to Ho¨lder’s inequalities, that∫
M
(uiα)
2⋆−1dvg ≤
∫
Ωi,α(R)
(uiα)
2⋆−1dvg
+
√∫
M\Ωi,α(R)
(uiα)
2⋆dvg
√∫
M
(uiα)
2dvg
Then we get that∫
M (u
i
α)
2⋆−1dvg√∫
M
(uiα)
2dvg
≤
√∫
M\Ωi,α(R)
(uiα)
2⋆dvg +
∫
Ωi,α(R)
(uiα)
2⋆−1dvg√∫
M
(uiα)
2dvg
, (6.15)
where Ωi,α(R) is as in (6.14). For ϕ ∈ C∞0 (Rn), where C∞0 (Rn) is the set of smooth
functions with compact support in Rn, we let ϕij,α be the function defined by the
equation
ϕij,α(x) = (µ
i
j,α)
−n−2
2 ϕ
(
(µij,α)
−1 exp−1
xij,α
(x)
)
. (6.16)
Straightforward computations give that for any j1 6= j2, any i, and any α,
(i)
∫
M
(Bij2,α)
2⋆−1ϕij1,αdvg = o(1),
where o(1)→ 0 as α→ +∞. Similarly, for any R > 0, any i, any j, and any α,
(ii)
∫
M\Ωij,α(R)
(Bij,α)
2⋆dvg = εR(α),
(iii)
∫
Ωij,α(R)
(Bij,α)
2⋆−1ϕij,αdvg =
∫
B0(R)
u2
⋆−1ϕdx + o(1),
(iv)
∫
Ωij,α(R)
(Bij,α)
2(ϕij,α)
2⋆−2dvg =
∫
B0(R)
u2ϕ2
⋆−2dx+ o(1)
where u is as in (4.5), Ωij,α(R) = Bxij,α(Rµ
i
j,α), o(1) → 0 as α → +∞, and the
εR(α)’s are such that
lim
R→+∞
lim sup
α→+∞
εR(α) = 0 . (6.17)
By (ii) we can write that ∫
M\Ωi,α(R)
(uiα)
2⋆dvg = εR(α) , (6.18)
where Ωi,α(R) is as in (6.14), and the εR(α)’s are such that (6.17) holds. From now
on, we let ϕ in (6.16) be such that ϕ = 1 in B0(R). Then,∫
Ωi,α(R)
(uiα)
2⋆−1dvg ≤
ki∑
j=1
(µij,α)
n−2
2
∫
Ωij,α(R)
(uiα)
2⋆−1ϕij,αdvg
while, thanks to (i) and (iii),∫
Ωij,α(R)
(uiα)
2⋆−1ϕij,αdvg ≤ C
∫
Ωij,α(R)
(Bij,α)
2⋆−1ϕij,αdvg + o(1)
≤ C
∫
B0(R)
u2
⋆−1dx+ o(1) ,
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where o(1)→ 0 as α→ +∞, and C > 0 does not depend on α and R. In particular,
we can write that∫
Ωi,α(R)
(uiα)
2⋆−1dvg ≤
(
C
∫
B0(R)
u2
⋆−1dx + o(1)
)
ki∑
j=1
(µij,α)
n−2
2 , (6.19)
where o(1)→ 0 as α→ +∞, u is as in (4.5), ki is as in (4.10), and C > 0 does not
depend on α and R. Independently, for any j,∫
M
(uiα)
2dvg ≥
∫
Ωij,α(R)
(uiα)
2dvg
≥ (µij,α)n−2
∫
Ωij,α(R)
(uiα)
2(ϕij,α)
2⋆−2dvg
Here, 2⋆ − 2 = 2. As is easily checked, we can write with (4.10) that∫
Ωij,α(R)
(uiα)
2(ϕij,α)
2⋆−2dvg
=
∫
Ωij,α(R)
(
ki∑
m=1
Bim,α
)2
(ϕij,α)
2⋆−2dvg + o(1)
≥
∫
Ωij,α(R)
(Bij,α)
2(ϕij,α)
2⋆−2dvg + o(1)
and thanks to (iv) we get that∫
Ωij,α(R)
(uiα)
2(ϕij,α)
2⋆−2dvg ≥
∫
B0(R)
u2dx + o(1) .
Hence, for any j, ∫
M
(uiα)
2dvg ≥ (µij,α)n−2
(∫
B0(R)
u2dx+ o(1)
)
and we can write that∫
M
(uiα)
2dvg ≥
(
max
j=1,...,ki
µij,α
)n−2(∫
B0(R)
u2dx+ o(1)
)
, (6.20)
where o(1) → 0 as α → +∞, ki is as in (4.10), and u is as in (4.5). Then, since
i is arbitrary, we get by combining (6.12), (6.13), (6.15), (6.18), (6.19), and (6.20)
that, for any R > 0,
lim sup
α→+∞
Rδ(α) ≤ εR + C
∫
B0(R)
u2
⋆−1dx√∫
B0(R)
u2dx
, (6.21)
where εR → 0 as R→ +∞, and C > 0 does not depend on R. It is easily seen that
lim
R→+∞
∫
B0(R)
u2
⋆−1dx =
∫
Rn
u2
⋆−1dx
< +∞
On the other hand, when n = 4,
lim
R→+∞
∫
B0(R)
u2dx = +∞ .
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Coming back to (6.21), it follows that Rδ(α) → 0 as α → +∞, and (6.7) when
n = 4 is true. This ends the proof of Theorem 6.1. 
A possible estimate we could have add to L2-concentration is the L2/∇L2-
balance stating that for any δ > 0, and any x ∈ M , there exists C > 0 such
that
p∑
i=1
∫
Bx(δ)
|∇uiα|2dvg ≤ C
p∑
i=1
∫
Bx(2δ)
(
1 + (uiα)
2⋆−2
)
(uiα)
2dvg (6.22)
for all α, where the uiα’s are the components of the Uα’s. We prove (6.22) by
mutliplying the ith equation of (6.1) by η2uiα, and integrating over M , where η is
such that η = 0 in Bx(δ) and η = 1 in M\Bx(2δ). Using that by (6.2), there exists
C > 0 such that −A(α) ≤ CIdp for all α in the sense of bilinear forms, where Idp
is the p× p-identity matrix in M sp (R), we get (6.22). In particular, it follows from
(6.22), the pointwise estimate in Section 5, and L2-concentration, that∫
M\Bδ
|∇Uα|2dvg = o
(∫
M
|Uα|2dvg
)
for all α, where |∇Uα|2 =
∑p
i=1 |∇uiα|2, |Uα|2 =
∑p
i=1(u
i
α)
2, Bδ =
⋃m
i=1 Bxi(δ), and
the xi’s are the geometrical blow-up points of the Uα’s.
7. Sharp pointwise asymptotics
In what follows we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, p ≥ 1 integer, and (A(α))α, α ∈ N, be a sequence of smooth maps
A(α) :M →M sp (R). We let also A(α) = (Aαij), and consider systems like
∆gui +
p∑
j=1
Aαij(x)uj = |ui|2
⋆−2ui (7.1)
in M , for all i = 1, . . . p. We assume as in Section 6 that the A(α)’s satisfy that
there exists a C0,θ-map A :M →M sp (R), A = (Aij) and 0 < θ < 1, such that
∆pg +A is coercive, and
Aαij → Aij in C0,θ(M)
(7.2)
as α → +∞, where the second equation in (7.2) should hold for all i, j. The limit
system we get by combining (7.1) and (7.2) reads as
∆gui +
p∑
j=1
Aij(x)uj = |ui|2⋆−2ui (7.3)
in M , for all i = 1, . . . p. The goal in this section is to prove sharp pointwise
asymptotics for sequences of nonnegative solutions of (7.1) when standing close to
one specific bubble of the H21 -decomposition of Theorem 4.1.
Let (Uα)α, Uα 6≡ 0, be a bounded sequence in H21,p(M) of nonnegative solutions
of (7.1). Then the sequence (Uα)α is a Palais-Smale sequence for (7.1) and we can
apply Theorem 4.1. In particular, up to a subsequence, (4.9) and (4.10) hold. In
what follows, we assume that the sequence blows up and let the xij,α’s and µ
i
j,α’s be
the centers and weights of the 1-bubbles (Bij,α)α in (4.10) from which the p-bubbles
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(Bj,α)α’s in (4.9) are defined, where i = 1, . . . , p, j = 1, . . . , ki, and
∑
i ki = k. Up
to renumbering, and up to a subsequence, we may assume that
µ11,α = max
i,j
µij,α . (7.4)
Then we let µα stand for µ
1
1,α, so that µα is the largest weight among all the possible
weights µij,α, and we let xα stand for x
1
1,α, so that xα is the corresponding x
i
j,α. In
other words, up to renumbering, and up to a subsequence, we assume (7.4), and
then let
µα = µ
1
1,α and xα = x
1
1,α (7.5)
for all α. We let also U˜α be the p-map defined in the Euclidean ball B0(1) ⊂ Rn
centered at 0 and of radius 1 by U˜α = (u˜1α, . . . , u˜pα) and
u˜iα(x) = u
i
α
(
expxα (
√
µαx)
)
(7.6)
for all α, where expxα is the exponential map at xα, and Uα = (u1α, . . . , upα). The
terminology harmonic in Theorem 7.1 below refers to the Euclidean Laplacian.
Namely ϕ : Ω → R is harmonic, where Ω is an open subset of Rn, if ∆ϕ = 0 in Ω,
where ∆ is the Euclidean Laplacian in Rn.
Theorem 7.1 (Sharp Asymptotics). Let (M, g) be a smooth compact Riemannian
manifold of dimension n ≥ 3, p ≥ 1 an integer, and (A(α))α a sequence of smooth
maps A(α) : M → M sp (R) satisfying (7.2). Let (Uα)α be a bounded sequence in
H21,p(M) of nonnegative solutions of (7.1) which blows up. Then there exist δ > 0,
nonnegative real numbers Ai, and harmonic functions ϕi : B0(δ)→ R, i = 1, . . . , p,
such that, up to a subsequence, for any i,
u˜iα(x)→
Ai
|x|n−2 + ϕi(x) (7.7)
in C1loc (B0(δ)\{0}) as α→ +∞, where the u˜iα’s are given by (7.6). If the −A(α)’s
are cooperative for all α, then at least one of the Ai’s is positive. If the −A(α)’s
are cooperative for all α, the limit system (7.3) is fully coupled, and U0 6≡ 0, where
U0 is as in Theorem 4.1, then the ϕi’s are positive functions in B0(δ) for all i.
We prove Theorem 7.1 in several steps (Steps 7.1 to 7.8 below). For p1 and p2
such that 2⋆/2 < p2 < 2
⋆ < p1, and σ > 0, we define the norm ‖ · ‖p1,p2,σ on
L∞(M), the space of bounded functions in M , by
‖u‖p1,p2,σ = inf
{
C > 0 s.t. (Iσp1,p2) holds for u
}
,
where (Iσp1,p2) holds for u if there exist nonnegative functions u
1, u2 ∈ L∞(M) such
that |u| ≤ u1 + u2, ‖u1‖p1 ≤ C, and
‖u2‖p2 ≤ Cσ
n
2⋆
− np2 .
For the sake of completeness, we mention the following specific (and easy) result
from elliptic theory that we will repeatedly use in the proof of Steps 7.1 to 7.3.
Namely that if u ∈ Hp2 (M) and f ∈ Lp(M), p > 1, are such that ∆gu+ λu = f for
some λ > 0, then ‖u‖Hp
2
≤ C‖f‖p where C > 0 depends only on the manifold, p,
and λ. In order to prove this we write that
‖u‖Hp
2
≤ C (‖u‖p + ‖Lλu‖p) , (7.8)
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where Lλ = ∆g + λ, and C > 0 depends only on the manifold, p, and λ. Equation
(7.8) follows from standard elliptic theory. Then, by (7.8), it suffices to prove that
‖u‖p ≤ C‖Lλu‖p where C > 0 depends only on the manifold, p, and λ. We proceed
by contradiction and assume that there exists a sequence (uα) in H
p
2 (M) such that
‖uα‖p = 1 for all α and ‖Lλuα‖p → 0 as α → +∞. By (7.8), the sequence (uα)
is bounded in Hp2 (M). By compactness of the embedding of H
p
2 in H
p
1 , up to a
subsequence, we may assume that uα → u in Hp1 . Then ‖u‖p = 1 while Lλu = 0.
But Lλu = 0 implies u = 0 since λ > 0. A contradiction and this proves that if
u ∈ Hp2 (M) and f ∈ Lp(M), p > 1, are such that ∆gu + λu = f , for some λ > 0,
then ‖u‖Hp
2
≤ C‖f‖p where C > 0 depends only on the manifold, p, and λ.
Step 7.1 in the proof of Theorem 7.1 is as follows. In the sequel, once and for all,
the A(α)’s are assumed to satisfy (7.2). We will also always assume, up to passing
to a subsequence, that the Uα’s satisfy (4.9) and (4.10).
Step 7.1. Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions of
(7.1) which blows up. There exists p(n) > 2⋆ with the property that for any p1, p2
such that
p0(n) < p2 < 2
⋆ < p1 < p(n) , (7.9)
where p0(n) = max(
2n
n+2 ,
n
n−2 ), there exists C > 0 such that, up to a subsequence,
for any i, and any α,
‖uiα‖p1,p2,µ−1α ≤ C , (7.10)
where Uα = (u1α, . . . , upα), and µα is as in (7.4)–(7.5).
Proof of Step 7.1. We fix λ > 0 and let G be the Green’s function of the operator
∆g + λ. By (7.1) and (7.2), we may write that
uiα(x) =
∫
M
G(x, y)uiα(y)
2⋆−1dvg(y)−
p∑
j=1
∫
M
(
Aαij − λδij
)
G(x, y)ujα(y)dvg(y)
≤
∫
M
G(x, y)uiα(y)
2⋆−1dvg(y) + C
p∑
j=1
∫
M
G(x, y)ujα(y)dvg(y)
for all i = 1, . . . , p and x ∈ M , where C > 0 is independent of α, x, and i, and
where the notation dvg(y) emphasizes that integration is with respect to y. By the
H21 -theory, Theorem 4.1, writing that u
i
α(y)
2⋆−1 = uiα(y)
2⋆−2uiα(y), we then get
that
uiα(x) ≤ C1
p∑
j=1
∫
M
G(x, y)ujα(y)dvg(y)
+ C2
ki∑
j=1
∫
M
G(x, y)Bij,α(y)
2⋆−2uiα(y)dvg(y)
+ C3
∫
M
G(x, y)|Riα(y)|2
⋆−2uiα(y)dvg(y)
(7.11)
for all i = 1, . . . , p and x ∈M , where C1, C2, C3 are positive constants independent
of α, x, and i, and where ki, the 1-bubbles B
i
j,α, and the remaining terms R
i
α are
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as in (4.9) and (4.10). Let wα be the function given by
wα(x) =
p∑
j=1
∫
M
G(x, y)ujα(y)dvg(y) . (7.12)
Then ∆gwα + λwα =
∑p
j=1 u
j
α, and since the right hand side in this equation
is bounded in L2
⋆
(M), independently of α, it follows from elliptic theory that the
sequence consisting of the wα’s is bounded inH
2⋆
2 (M). In particular, by the Sobolev
embedding theorem, there exists a dimensional constant p(n) > 2⋆ such that
‖wα‖p1 ≤ C (7.13)
for all α and all 2⋆ ≤ p1 ≤ p(n), where C > 0 is independent of α, and wα is given
by (7.12). Similarly, if we let wij,α be the function given by
wij,α(x) =
∫
M
G(x, y)Bij,α(y)
2⋆−2uiα(y)dvg(y) , (7.14)
then
∆gw
i
j,α + λw
i
j,α = (B
i
j,α)
2⋆−2uiα . (7.15)
Let 1 < q < r be such that 1/q = (1/r) + (1/2⋆). We can write that
‖(Bij,α)2
⋆−2uiα‖q ≤ ‖(Bij,α)2
⋆−2‖r‖uiα‖2⋆
≤ C‖(Bij,α)2
⋆−2‖r ,
(7.16)
where C > 0 is independent of α, i, and j. Moreover, by the equation (4.4) of a
1-bubble, we can write that for δ > 0 sufficiently small,∫
M
(Bij,α)
(2⋆−2)rdvg =
∫
Bδ
(Bij,α)
(2⋆−2)rdvg +O
(
(µij,α)
2r
)
,
where Bδ = Bxij,α(δ), and the x
i
j,α’s and µ
i
j,α’s are the centers and weights of the
1-bubble (Bij,α), while we also have that∫
Bδ
(Bij,α)
(2⋆−2)rdvg ≤ C(µij,α)n−2r
if r > n/4, where C > 0 is independent of α, i, and j. In particular, if r ∈ (n4 , n2 ),
then ∫
M
(Bij,α)
(2⋆−2)rdvg ≤ C(µij,α)n−2r
≤ C(µα)n−2r ,
(7.17)
where C > 0 is independent of α, i, and j, and where µα is as in (7.4)–(7.5). By
elliptic theory, (7.15), (7.16), and (7.17), we then get that the sequence consisting
of the wij,α’s is bounded in H
q
2 (M) where 1/q = (1/r) + (1/2
⋆). By the Sobolev
embedding theorem, since r is arbitrary in
(
n
4 ,
n
2
)
, it easily follows that
‖wij,α‖p2 ≤ C(µ−1α )
n
2⋆
− np2 (7.18)
for all p2 ∈
(
2n
n+2 , 2
⋆
)
, α, i, and j, where C > 0 is independent of α, i, and j, and
wij,α is given by (7.14). At last, we let w
i
α be the function given by
wiα(x) =
∫
M
G(x, y)|Riα(y)|2
⋆−2uiα(y)dvg(y) . (7.19)
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Then
∆gw
i
α + λw
i
α = |Riα|2
⋆−2uiα
and by Step 7.2 below, since Riα → 0 in H21 as α → +∞, we can write that if
2⋆/2 < p2 < 2
⋆ < p1, then
‖wiα‖p1,p2,µ−1α ≤ C‖(Riα)2
⋆−2‖n/2‖uiα‖p1,p2,µ−1α
= o
(
‖uiα‖p1,p2,µ−1α
) (7.20)
for all α and i, where wiα is given by (7.19). Combining (7.11), (7.13), (7.18), and
(7.20), it follows that there exists a dimensional constant p(n) > 2⋆ such that
‖uiα‖p1,p2,µ−1α ≤ C
for all α and i, and all p1, p2 such that p0(n) < p2 < 2
⋆ < p1 < p(n), where p0(n)
is as in Step 7.1, and C > 0 is independent of α, and i. In particular, (7.9) and
(7.10) are true. This proves Step 7.1. 
Step 7.2 that we used in Step 7.1 is as follows.
Step 7.2. Let u, v ∈ H21 (M) ∩ L∞(M) and K ∈ L∞(M) be nonnegative functions
such that
∆gu+ λu ≤ Kv
in M , where λ > 0. Let p1, p2 be such that 2
⋆/2 < p2 < 2
⋆ < p1. Then
‖u‖p1,p2,σ ≤ C‖K‖n/2‖v‖p1,p2,σ
for all σ > 0, where C > 0 is independent of u, v, and σ.
Proof of Step 7.2. Let Λ > ‖v‖p1,p2,σ. Then there exist v1, v2 ≥ 0 in L∞(M) such
that v ≤ v1 + v2, ‖v1‖p1 ≤ Λ, and ‖v‖p2 ≤ Λσ
n
2⋆
− np2 . Let u1, u2 be such that
∆gu1 + λu1 = Kv1 , and
∆gu2 + λu2 = Kv2 .
(7.21)
Then u1 and u2 are nonnegative functions in H
p
2 (M) for all p > 1, in particular
u1, u2 ∈ L∞(M), and since ∆g (u−
∑
ui) + λ (u−
∑
ui) ≤ 0, we also have that
u ≤ u1 + u2. Let q1 and q2 be such that 1/qi = (1/pi) + (2/n), i = 1, 2. Since
pi > 2
⋆/2, we have that qi > 1, and we can also write that
‖Kvi‖qi ≤ ‖K‖n/2‖vi‖pi , (7.22)
for i = 1, 2. By elliptic theory, (7.21), (7.22), and the Sobolev embedding theorem
we then get that
‖ui‖pi ≤ C‖ui‖Hqi
2
≤ C‖K‖n/2‖vi‖pi
for i = 1, 2, where C > 0 depends only on the manifold, λ, and the pi’s, i = 1, 2.
Since u ≤ u1+u2, it follows that ‖u‖p1,p2,σ ≤ C‖K‖n/2Λ, and since Λ > ‖v‖p1,p2,σ
is arbitrary, Step 7.2 is proved. 
The next step in the proof of Theorem 7.1 is as follows. In its statement, we let
θ(n) be given by θ(n) = n(n+2)2(n−2) .
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Step 7.3. Let u, v, w ∈ H21 (M) ∩ L∞(M), u, v ≥ 0, be such that
∆gu+ λu = v
2⋆−1 + w (7.23)
in M , where λ > 0. Let p1, p2 be such that 2
⋆− 1 < p2 < 2⋆ < p1 < θ(n), and q1, q2
be such that 1qi =
2⋆−1
pi
− 2n , for i = 1, 2. Then
‖u‖q1,q2,σ ≤ C
(
1 + max (‖v‖p1,p2,σ, ‖w‖p1,p2,σ)2
⋆−1
)
(7.24)
for all σ > 0, where C > 0 is independent of u, v, w, and σ.
Proof of Step 7.3. Let Λ > max (‖v‖p1,p2,σ, ‖w‖p1,p2,σ). Then there exist nonnega-
tive functions f1, f2, f
′
1, and f
′
2 in L
∞(M) such that
v ≤ f1 + f2 , ‖f1‖p1 ≤ Λ , ‖f2‖p2 ≤ Λσ
n
2⋆
− np2 , and
|w| ≤ f ′1 + f ′2 , ‖f ′1‖p1 ≤ Λ , ‖f ′2‖p2 ≤ Λσ
n
2⋆
− np2 .
(7.25)
We let D = D(n), D > 0 depending only on n, be such that
v2
⋆−1 + w ≤ v2⋆−1 + |w|
≤ D
(
(f1 + f
′
1)
2⋆−1
+ 1
)
+D (f2 + f
′
2)
2⋆−1
and let H1, H2 be given by H1 = D
(
(f1 + f
′
1)
2⋆−1
+ 1
)
and H2 = D (f2 + f
′
2)
2⋆−1
.
We also define u1 and u2 by
∆gu1 + λu1 = H1 , and
∆gu2 + λu2 = H2 .
(7.26)
Then u1, u2 are nonnegative functions in H
p
2 for all p > 1. In particular, we have
that u1, u2 ∈ L∞(M), and by elliptic theory and the Sobolev embedding theorem,
we can write that
‖ui‖qi ≤ C‖ui‖Hp˜i
2
≤ C‖Hi‖p˜i (7.27)
for i = 1, 2, where 1/qi = (1/p˜i)− (2/n), p˜i = pi/(2⋆− 1), and C > 0 depends only
on the manifold, λ and the pi’s, i = 1, 2. By (7.23),
∆gu+ λu ≤ H1 +H2 ,
and it follows from (7.26) and the maximum principle that u ≤ u1+u2. As is easily
checked,
(2⋆ − 1)
(
n
2⋆
− n
p2
)
=
n
2⋆
− n
q2
.
It follows that ‖H1‖p˜1 ≤ C
(
1 + Λ2
⋆−1) and ‖H2‖p˜2 ≤ CΛ2⋆−1σ n2⋆− nq2 , where C > 0
is independent of u, v, w, and σ. Since Λ > max (‖v‖p1,p2,σ, ‖w‖p1,p2,σ) is arbitrary,
and since u ≤ u1 + u2, we get with (7.27) that (7.24) is true. This proves Step
7.3. 
The next step in the proof of Theorem 7.1 is as follows. Estimates like in Step
7.4, where the norm ‖·‖p1,p2,σ is involved, have been introduced in Devillanova and
Solimini [14].
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Step 7.4. Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions
of (7.1) which blows up. Let p1, p2 be such that 2
⋆/2 < p2 < 2
⋆ < p1. There exist
C > 0 and sequences (vi1,α)α, (v
i
2,α)α of nonnegative functions in L
∞(M) such that,
up to a subsequence, uiα ≤ vi1,α + vi2,α, ‖vi1,α‖p1 ≤ C, and
‖vi2,α‖p2 ≤ Cµ
n
p2
− n
2⋆
α (7.28)
for all i and α, where Uα = (u1α, . . . , upα), and µα is as in (7.4)–(7.5).
Proof of Step 7.4. We prove Step 7.4 by induction, starting from Step 7.1, using
Step 7.3. An easy remark is that
‖u‖p˜1,p2,σ ≤ C‖u‖p1,p2,σ (7.29)
if p˜1 ≤ p1, where C > 0 depends only on the manifold. We fix p1, p2 such that
2⋆
2 < p2 < 2
⋆ < p1. We let p
0
1 > 2
⋆ be close to 2⋆, and let k0 ≥ 1 be such that the
increasing sequence (pk1)k given by
1
pk+11
=
2⋆ − 1
pk1
− 2
n
satisfies pk1 < θ(n) for all k ≤ k0, and pk0+11 ≥ θ(n), where θ(n) is as in Step 7.3.
Similarly, for p02 < 2
⋆ we construct the decreasing sequence (pk2)k by
1
pk+12
=
2⋆ − 1
pk2
− 2
n
.
We choose p02 such that p
k0+2
2 = p2. Then, since p2 > 2
⋆/2, we get that pk2 > 2
⋆− 1
for all k ≤ k0 + 1. The more p01 > 2⋆ is close to 2⋆, the more k0 is large, and the
more k0 is large, the more p
0
2 < 2
⋆ has to be close to 2⋆. In particular, we can
assume that p02 > 2
⋆/(2⋆ − 1). We fix λ > 0, and, by (7.1), we write that
∆gu
i
α + λu
i
α = (u
i
α)
2⋆−1 +
p∑
j=1
A˜αiju
j
α
for all i and α, where A˜αij = λδij −Aαij . In particular, by (7.2), there exists C > 0
such that ‖A˜αij‖C0 ≤ C for all i, j, and α. Then, by Steps 7.1 and 7.3, we can write
that there exists C > 0 such that, up to a subsequence,
‖uiα‖pk0+1
1
,p
k0+1
2
,µ−1α
≤ C
for all i and α. In particular, by (7.29), ‖uiα‖p˜1,pk0+12 ,µ−1α ≤ C for p˜1 < θ(n) as close
as we want to θ(n). We then apply Step 7.3 once more and get that
‖uiα‖pˆ1,pk0+22 ,µ−1α ≤ C ,
where pˆ1 → +∞ as p˜1 → θ(n). Choosing p˜1 sufficiently close to θ(n), we can
assume that pˆ1 ≥ p1, and, thanks to (7.29), we get that there exist C > 0 and
sequences (vi1,α)α, (v
i
2,α)α of nonnegative functions in L
∞(M) such that, up to a
subsequence, uiα ≤ vi1,α + vi2,α, ‖vi1,α‖p1 ≤ C, and (7.28) holds. This proves Step
7.4. 
Going on with the proof of Theorem 7.1, we now prove integral estimates for
sequences of nonnegative solutions of (7.1). Step 7.5 is as follows.
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Step 7.5. Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions
of (7.1) which blows up. There exist C1, C2 > 0 such that, up to a subsequence,
1
rn−1
∫
∂Bxα (r)
uiαdσg ≤ C1 + C2
µ
n−2
2
α
rn−2
(7.30)
for all i, all α, and all r > 0 sufficiently small, where Uα = (u1α, . . . , upα), the xα’s
and µα’s are as in (7.4)–(7.5), and dσg is the measure induced on ∂Bxα(r) by g.
Proof of Step 7.5. Thanks, for instance, to the Bishop-Gromov comparison theo-
rem (see Chavel [9]), there exists C > 0 such that Volg (Bxα(r)) ≤ Crn for all α
and r > 0 small, where Volg (Bxα(r)) is the volume of the ball Bxα(r). By (7.1)
and (7.2) we may then write that∫
Bxα (r)
(∆gu
i
α)dvg =
∫
Bxα (r)
(uiα)
2⋆−1dvg −
p∑
j=1
∫
Bxα (r)
Aαiju
j
αdvg
≤ C
p∑
i=1
∫
Bxα (r)
(
(uiα)
2⋆−1 + C
)
dvg
≤ Crn + C
p∑
i=1
∫
Bxα (r)
(uiα)
2⋆−1dvg
(7.31)
for all α, i, and all r > 0 small, where the above constants C > 0 are independent
of α, i, and r. By Step 7.4 that we apply to the Uα’s with p1 = (2⋆ − 1)n and
p2 = 2
⋆ − 1, there exist C > 0 and sequences (vi1,α)α, (vi2,α)α of nonnegative
functions in L∞(M) such that, up to a subsequence, uiα ≤ vi1,α+vi2,α, ‖vi1,α‖p1 ≤ C,
and ‖vi2,α‖p2 ≤ Cµ(n/p2)−(n/2
⋆)
α for all i and α. In particular, by Ho¨lder’s inequality,
∫
Bxα (r)
(uiα)
2⋆−1dvg ≤ C
∫
Bxα (r)
(vi1,α)
2⋆−1dvg + C
∫
Bxα (r)
(vi2,α)
2⋆−1dvg
≤ C‖vi1,α‖2
⋆−1
p1 Volg (Bxα(r))
n−1
n + C
(
µ
n
p2
− n
2⋆
α
)2⋆−1 (7.32)
for all α, i, and all r > 0 small, where the above constants C > 0 are, here again,
independent of α, i, and r. Combining (7.31) and (7.32), we get that there exists
C1, C2 > 0 such that ∫
Bxα (r)
(∆gu
i
α)dvg ≤ C1rn−1 + C2µ
n−2
2
α (7.33)
for all α, i, and all r > 0 small. Given x0 ∈M , there exists βx0 a smooth function
around x0 such that for u smooth in M , and r > 0 small (less than the injectivity
radius of the manifold),
d
dr
(
1
rn−1
∫
∂Bx0 (r)
udσg
)
=
1
rn−1
∫
∂Bx0 (r)
(
∂u
∂ν
)
dσg +
1
rn−1
∫
∂Bx0 (r)
βx0udσg ,
(7.34)
where ∂Bx0(r) is the boundary of the geodesic ball Bx0(r), where dσg is the volume
element on ∂Bx0(r) induced by g, and
∂
∂ν is the normal derivative with respect
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to the outward unit normal vector ν. As is well known, see again Chavel [9],
βx0(x) = O
′ (dg(x0, x)) where the notation in the right hand side of this equation
stands for a C1-function such that the kth derivatives of this function, k = 0, 1,
are bounded by Cdg(x0, x)
1−k where C > 0 does not depend on x0 and x. For
i = 1, . . . , p, we define Φiα : (0, δ)→ R, δ > 0 small, by
Φiα(r) =
1
rn−1
∫
∂Bxα (r)
uiαdvg .
Then, by (7.34), we can write that
dΦiα
dr
(r) = − 1
rn−1
∫
Bxα (r)
(∆gu
i
α)dvg +H
i
α(r)Φ
i
α(r) (7.35)
for all α, i, and all r > 0 small, where the Hiα’s are uniformly bounded with respect
to α and r. By (5.14), there exists δ > 0, δ arbitrarily small, with the property
that, for any i, the Φiα(δ)’s are bounded uniformly with respect to α. Integrating
(7.35) between r and δ, 0 < r < δ, we get that
−
[
e−
∫
t
0
Hiα(s)dsΦiα(t)
]δ
r
=
∫ δ
r
(
e−
∫
t
0
Hiα(s)ds
tn−1
∫
Bxα (t)
(∆gu
i
α)dvg
)
dt ,
and then, it follows from (7.33) that
Φiα(r) ≤ Ce−
∫
r
0
Hiα(s)dsΦiα(r)
≤ Ce−
∫ δ
0
Hiα(s)dsΦiα(δ) + C
∫ δ
r
(
C1 + C2µ
n−2
2
α t
1−n
)
dt
≤ C3 + C4 1
rn−2
µ
n−2
2
α
for all α, i, and all 0 < r < δ, where C1, C2 are as in (7.33), and the constants C,
C3, and C4 are positive and independent of α, i, and r. This proves (7.30) and
Step 7.5. 
Now that we have Step 7.5, we can prove the first part of Theorem 7.1. This is
the subject of the following step.
Step 7.6. Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions
of (7.1) which blows up. There exist δ > 0, nonnegative real numbers Ai, and
harmonic functions ϕi : B0(δ) → R, i = 1, . . . , p, such that, up to a subsequence,
for any i,
u˜iα(x)→
Ai
|x|n−2 + ϕi(x) (7.36)
in C1loc (B0(δ)\{0}) as α→ +∞, where the u˜iα’s are given by (7.6).
Proof of Step 7.6. We let gα be given by gα(x) =
(
exp⋆xα g
)
(
√
µαx), where x ∈ Rn,
and the xα’s and µα’s are as in (7.4)–(7.5). Clearly, gα → ξ in C2(K) for any
compact subset K of Rn, where ξ is the Euclidean metric. We also have that
∆gα u˜
i
α + µα
p∑
j=1
A˜αij u˜
j
α = µα(u˜
i
α)
2⋆−1 (7.37)
for all i, where A˜αij(x) = A
α
ij
(
expxα(
√
µαx)
)
. If the xij,α’s are the centers of the
1-bubbles (Bij,α)α in (4.10) from which the p-bubbles (Bj,α)α’s in (4.9) are defined,
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up to passing to a subsequence, we may assume that there exists C > 0 such that
for any i, j, either dg(x
i
j,α, xα) ≤ C
√
µα for all α, or dg(x
i
j,α, xα)/
√
µα → +∞ as
α→ +∞. If A is the finite set consisting of the i, j’s such that dg(xij,α, xα) ≤ C
√
µα
for all α, we let Sˆ be given by
Sˆ =
{
lim
α→+∞
1√
µα
exp−1xα (x
i
j,α) , i, j ∈ A
}
(7.38)
where, up to passing to another subsequence, we assume that the limits in Sˆ exist.
Clearly, 0 ∈ Sˆ. Given 0 < δ < R, we let K = B′0(R)\
⋃
x∈Sˆ Bx(δ), where B
′
0(R)
stands for the closed Euclidean ball of radius R centered at 0. We let also hiα be
given by
hiα = µα(u˜
i
α)
2⋆−2 . (7.39)
Then, by (7.37), we can write that
∆gα u˜
i
α + µα
p∑
j=1
A˜αij u˜
j
α = h
i
αu˜
i
α (7.40)
for all i, where the A˜αij ’s are as in (7.37), and the h
i
α’s are given by (7.39). By the
estimate (5.3) in Theorem 5.1, that we apply to x˜α = expxα(
√
µαx), we easily get
that there exists C > 0 such that for any i, and any x ∈ K, |hiα(x)| ≤ C. We claim
that by Lemma 5.1, we actually have that
hiα → 0 in L∞(K) (7.41)
for all i, as α→ +∞. In order to prove (7.41), we first note that there exists C > 0,
C = C(K), such that
dg
(
xij,α, expxα(
√
µαx)
) ≥ C√µα (7.42)
for all α, i, j, and x ∈ K. Then, since µα is the largest weight among all the possible
weights µij,α, we get with (7.42) that
1
µij,α
dg
(
xij,α, expxα(
√
µαx)
)→ +∞ (7.43)
in L∞(K) for all i, j, as α → +∞. We may therefore apply Lemma 5.1 to the
x˜α = expxα(
√
µαx), and we get with this lemma and (7.42) that h
i
α → 0 in L∞(K)
for all i, as α → +∞. This proves the above claim that (7.41) is true. Now that
we proved (7.41), we claim that for any 0 < δ1 < δ2, and any p ∈
(
1, nn−2
)
, there
exists C = C(δ1, δ2, p), C > 0, such that∫
R(δ1,δ2)
(u˜iα)
pdvgα ≤ C (7.44)
for all α and i, where R(δ1, δ2) is the Euclidean annulus centered at 0 and of radii
δ1, δ2. In order to prove (7.44), we fix 0 < δ1 < δ2, p ∈
(
1, nn−2
)
, and let A(α, δ1, δ2)
be the annulus in M centered at xα and of radii δ1
√
µα, δ2
√
µα. By the integral
estimate (7.30) in Step 7.5, we can write that
1
Volg (An(α))
∫
An(α)
uiαdvg ≤ C (7.45)
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for all α and i, where An(α) = A(α, δ1, δ2), Volg (An(α)) is the volume of An(α)
with respect to g, and C > 0 is independent of α and i. By (7.1) and (7.2), like in
(7.31), we can also write that
∫
An(α)
|∆guiα|dvg ≤ CVolg (An(α)) + C
p∑
k=1
∫
An(α)
(ukα)
2⋆−1dvg (7.46)
for all α and i, where C > 0 is independent of α and i. By Step 7.4 that we apply
to the Uα’s with p1 = (2⋆ − 1)n and p2 = 2⋆ − 1, there exist C > 0 and sequences
(vi1,α)α, (v
i
2,α)α of nonnegative functions in L
∞(M) such that, up to a subsequence,
uiα ≤ vi1,α + vi2,α, ‖vi1,α‖p1 ≤ C, and ‖vi2,α‖p2 ≤ Cµ(n/p2)−(n/2
⋆)
α for all i and α. In
particular, by Ho¨lder’s inequality,∫
An(α)
(uiα)
2⋆−1dvg ≤ C
∫
An(α)
(vi1,α)
2⋆−1dvg + C
∫
An(α)
(vi2,α)
2⋆−1dvg
≤ C‖vi1,α‖2
⋆−1
p1 Volg (An(α))
n−1
n + C
(
µ
n
p2
− n
2⋆
α
)2⋆−1
≤ CVolg (An(α))
n−1
n + Cµ
n−2
2
α
(7.47)
for all α and i, where the above constants C > 0 are, here again, independent of α
and i. Combining (7.46) and (7.47), we get that there exists C > 0 such that
1
Volg (An(α))
∫
An(α)
|∆guiα|dvg ≤
C
µα
(7.48)
for all α and i. Then, by (7.45) and (7.48), we can write that∫
R(δ1,δ2)
u˜iαdvgα ≤ C and
∫
R(δ1,δ2)
|∆gα u˜iα|dvgα ≤ C (7.49)
for all α and i, where C > 0 is independent of α and i. We let F iα be such that
F iα = ∆gα u˜
i
α in R(δ1, δ2) and F
i
α = 0 outside R(δ1, δ2). Given δ > δ2 we let also Gα
be the Green’s function of ∆gα in B0(δ) with zero Dirichlet boundary condition,
and set
viα(x) =
∫
B0(δ)
Gα(x, y)F
i
α(y)dvgα(y) .
By standard properties of the Green’s function, there exists C > 0 such that
Gα(x, y) ≤ C|y − x|n−2 (7.50)
for all x ∈ R(δ1, δ2), all y ∈ B0(δ), and all α. Given p ∈
(
1, nn−2
)
, we let q be such
that 1p +
1
q = 1. For ϕ ∈ Lq (R(δ1, δ2)), by (7.50), we can write that∣∣∣∣∣
∫
R(δ1,δ2)
viαϕdx
∣∣∣∣∣ ≤ C
∫
R(δ1,δ2)
(∫
R(δ1,δ2)
ϕ(x)
|y − x|n−2 dx
) ∣∣F iα(y)∣∣ dy .
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By Ho¨lder’s inequality, since p < nn−2 , we then get that∣∣∣∣∣
∫
R(δ1,δ2)
viαϕdx
∣∣∣∣∣
≤ C‖ϕ‖Lq(R(δ1,δ2))
∫
R(δ1,δ2)
(∫
R(δ1,δ2)
dx
|y − x|p(n−2)
)1/p ∣∣F iα(y)∣∣ dy
≤ C‖ϕ‖Lq(R(δ1,δ2))
∥∥F iα∥∥L1(R(δ1,δ2))
and, by (7.49), it follows that∣∣∣∣∣
∫
R(δ1,δ2)
viαϕdx
∣∣∣∣∣ ≤ C‖ϕ‖Lq(R(δ1,δ2))
for all α and i, where C > 0 does not depend on α, i, and ϕ. Thus, by duality,
taking ϕ = (viα)
p−1, we get that∫
R(δ1,δ2)
(viα)
pdvgα ≤ C, (7.51)
for all α and i, where C > 0 is independent of α and i. Since ∆gα
(
viα − u˜iα
)
= 0
in R(δ1, δ2), it follows from the De Giorgi-Nash-Moser iterative scheme that if
Ω ⊂⊂ R(δ1, δ2), then
sup
Ω
∣∣viα − u˜iα∣∣ ≤ C ∥∥viα − u˜iα∥∥L1(R(δ1,δ2)) ,
where C > 0 is independent of α and i. By (7.49) and (7.51), and since δ1 < δ2 are
arbitrary, this implies the above claim that (7.44) is true. In particular, combining
(7.40), (7.41), and (7.44), we get with standard elliptic theory (see, for instance,
Theorem 9.11 in Gilbarg-Trudinger [22]) that the u˜iα’s are uniformly bounded in
Hp2 (Ω) for all p ∈
(
1, nn−2
)
, all i, and all Ω ⊂⊂ Rn\Sˆ. By standard bootstrap
arguments, it follows that the u˜iα’s are uniformly bounded in H
p
2 (Ω) for all p > 1,
all i, and all Ω ⊂⊂ Rn\Sˆ. By the Sobolev embedding theorem we may then assume
that, up to a subsequence, and for all i, the u˜iα’s converge in C
1
loc(R
n\Sˆ) to some
nonnegative u˜i as α → +∞. By (7.40), and (7.41), see also (7.2), the u˜i’s are
harmonic in Rn\Sˆ. Let us now write that Sˆ = {x1, . . . , xm}, where x1 = 0. By
classical results in harmonic analysis, see, for instance, Ve´ron [54], since the u˜i’s
are both harmonic and nonnegative in Rn\Sˆ, we can write that for any i, there
exists a harmonic function ψi : R
n → R, and real numbers Aij ∈ R, such that
u˜i(x) =
m∑
j=1
Aij
|x− xj |n−2 + ψi(x) (7.52)
for all x ∈ Rn\Sˆ. Since u˜i ≥ 0, the harmonic function ψi is bounded from below.
By Liouville’s theorem we then get that ψi is constant. Clearly, since u˜i ≥ 0, we
also have that the Aij ’s are nonnegative. Letting ϕi be given by
ϕi(x) =
m∑
j=2
Aij
|x− xj |n−2 + ψi , (7.53)
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the ϕi’s are harmonic in B0(δ) for some δ > 0 small, and nonnegative. Then, since
the u˜iα’s converge to u˜i in C
1
loc(R
n\Sˆ), we get with (7.52) and (7.53) that
u˜iα(x)→
Ai
|x|n−2 + ϕi(x)
in C1loc(B0(δ)\{0}) for all i, where Ai = Ai1 is nonnegative. In particular, (7.36)
holds true, and this proves Step 7.6. 
As a remark, note we proved a slightly more general result than the one in Step
7.6. Namely that there exists a finite subset Sˆ of Rn, given by (7.38), such that,
up to a subsequence, and for any i,
u˜iα(x)→
m∑
j=1
Aij
|x− xj |n−2 +Ki (7.54)
in C1loc(R
n\Sˆ) as α→ +∞, where the Aij ’s and Ki’s are nonnegative constants, and
where the xj ’s, j = 1, . . . ,m, are the points in Sˆ. Now, going on with the proof of
Theorem 7.1, we claim that if the −A(α)’s are cooperative for all α, then at least
one of the Ai’s in (7.36) is positive. This is the best we can prove in the sense that
it might be that one and only one of the Ai’s is positive. Easy such examples (for
instance, on the sphere) can be exhibited. Step 7.7 states as follows.
Step 7.7. Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions
of (7.1) which blows up. If the −A(α)’s are cooperative for all α, then at least one
of the Ai’s in (7.36) is positive.
Proof of Step 7.7. We prove that if the −A(α)’s are cooperative for all α, then we
have that Ai > 0, where i is such that xα = x
i
j,α for some j, and the x
i
j,α’s are
the centers of the 1-bubbles (Bij,α)α in (4.10) from which the p-bubbles (Bj,α)α’s
in (4.9) are defined. By (7.5), i = 1. We let Lαg be the operator acting on functions
given by Lαg u = ∆gu+A
α
11u. By (7.2), the operators ∆g +A(α) are coercive for α
sufficiently large. Up to passing to a subsequence, we can assume they are coercive
for all α. Then, as is easily checked by considering p-maps like U = (u, 0, . . . , 0), Lαg
is also coercive for all α. We let Gα be the Green’s function of L
α
g . By (7.2), and
standard properties of Green’s functions (see, for instance, appendix A in Druet,
Hebey and Robert [20]), we can write that there exists C > 0 such that
Gα(x, y) ≥ C
dg(x, y)n−2
(7.55)
for all α, and all x 6= y. Up to passing to another subsequence, we also assume in
what follows that the ratios dg(xα, x
i
j,α)/µα have limits (possibly +∞) as α→ +∞,
for all i, j, where the µα’s are given by (7.4) and (7.5) . We let δ1 < δ2, δ1, δ2 > 0,
be such that [δ1, δ2] does not contain any such limits. Then, there exists C > 0
such that
dg
(
xij,α, expxα(µαx)
) ≥ Cµα (7.56)
for all x ∈ B0(δ2)\B0(δ1), all i, j, and all α (up to passing to a subsequence so that
we only have to consider large α’s). Let v1α be the function given by
v1α(x) = µ
n−2
2
α u
1
α
(
expxα(µαx)
)
. (7.57)
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By Theorem 5.1, and (7.56), there exists C > 0 such that v1α ≤ C in B0(δ2)\B0(δ1)
for all α. In particular, we can write that∫
B0(δ2)\B0(δ1)
(v1α)
2⋆dvgα ≤ C
∫
B0(δ2)\B0(δ1)
(v1α)
2⋆−1dvgα (7.58)
where gα is the metric given by gα(x) =
(
exp⋆xα g
)
(µαx). Clearly, gα → ξ in C2(K)
as α→ +∞ for all K ⊂⊂ Rn. By Theorem 4.1, and more precisely (4.10) that we
consider for i = 1, we have that∫
B0(δ2)\B0(δ1)
(v1α)
2⋆dvgα =
∫
Bxα (δ2µα)\Bxα (δ1µα)
(u1α)
2⋆dvg
≥
∫
Bxα (δ2µα)\Bxα (δ1µα)
B2
⋆
α dvg + o(1)
(7.59)
for all α, where (Bα)α is the 1-bubble of center the xα’s and weights the µα’s, and
where o(1)→ 0 as α→ +∞. We also have that∫
Bxα (δ2µα)\Bxα (δ1µα)
B2
⋆
α dvg =
∫
B0(δ2)\B0(δ1)
u2
⋆
dvgα , (7.60)
where u is given by (4.5). Combining (7.59) and (7.60), it follows that∫
B0(δ2)\B0(δ1)
(v1α)
2⋆dvgα ≥ C (7.61)
for all α, where C > 0 is independent of α, and the v1α’s are given by (7.57). We
let δ > 0 small as in Step 7.6. For x ∈ B0(δ)\{0}, y ∈ B0(δ2)\B0(δ1), and α
sufficiently large such that x 6= √µαy, we let also Gˆα(x, y) be given by
Gˆα(x, y) = Gα
(
expxα(
√
µαx), expxα(µαy)
)
. (7.62)
By (7.1), Lαg u
1
α = (u
1
α)
2⋆−1 −∑j 6=1 Aαijujα. We fix x. Then,
u˜1α(x) =
∫
M
Gα
(
expxα(
√
µαx), y
)
(u1α)
2⋆−1(y)dvg(y)
−
∑
j 6=1
∫
M
Gα
(
expxα(
√
µαx), y
)
Aα1j(y)u
j
α(y)dvg(y) ,
(7.63)
and since we assumed that the −A(α)’s are cooperative for all α, we can write that
u˜1α(x) ≥
∫
M
Gα
(
expxα(
√
µαx), y
)
(u1α)
2⋆−1(y)dvg(y) (7.64)
for all α sufficiently large. By (7.64) we also have that
u˜1α(x) ≥
∫
Bxα (δ2µα)\Bxα (δ1µα)
Gα
(
expxα(
√
µαx), y
)
(u1α)
2⋆−1(y)dvg(y)
≥ µ
n−2
2
α
∫
B0(δ2)\B0(δ1)
Gˆα(x, y)(v
1
α)
2⋆−1(y)dvgα(y) ,
(7.65)
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while, by (7.55),
µ
n−2
2
α Gˆα(x, y) ≥ Cµ
n−2
2
α∣∣√µαx− µαy∣∣n−2
≥ C∣∣x−√µαy∣∣n−2 .
(7.66)
for all y ∈ B0(δ2)\B0(δ1), and all α sufficiently large. Combining (7.58), (7.61),
(7.65), and (7.66), we get that there exists C > 0 such that
u˜1(x) ≥ C|x|n−2 (7.67)
for all x ∈ B0(δ)\{0}, where u˜1 is the C1loc-limit of the u˜1α’s (which exists by Step
7.6). By (7.36),
u˜1(x) =
A1
|x|n−2 + ϕ1(x) , (7.68)
for all x ∈ B0(δ)\{0}, where ϕ1 is harmonic in B0(δ). In particular, it follows from
(7.67) and (7.68) that A1 > 0. This proves Step 7.7. 
The last step in the proof of Theorem 7.1 is as follows.
Step 7.8. Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions
of (7.1) which blows up. If the −A(α)’s are cooperative for all α, the limit system
(7.3) is fully coupled, and U0 6≡ 0, where U0 is as in Theorem 4.1, then the ϕi’s in
(7.36) are positive functions in B0(δ) for all i.
Proof of Step 7.8. By (7.2), the limit map −A is cooperative when the −A(α)’s are
assumed to be cooperative. Assuming that U0 6≡ 0, since the limit system (7.3) is
also fully coupled and U0 is a solution of (7.3), we get, see Lemma 1.1 in Section 1,
that u0i > 0 for all i, where the u
0
i ’s are the components of U0. We fix i = 1, . . . , p.
Then we let Lαg be the operator given by L
α
g u = ∆gu + A
α
iiu, and let Gα be the
Green’s function of Lαg . As already mentionned, see (7.54), there exists a finite
subset Sˆ of Rn, such that, up to a subsequence,
u˜iα(x)→
m∑
j=1
Aij
|x− xj |n−2 +Ki (7.69)
in C1loc(R
n\Sˆ) as α → +∞, where the Aij ’s and Ki’s are nonnegative constants,
and the xj ’s, j = 1, . . . ,m, are the points in Sˆ. We let x ∈ Rn\{0}. Like in (7.63),
we can write that
u˜iα(x) =
∫
M
Gα
(
expxα(
√
µαx), y
)
(uiα)
2⋆−1(y)dvg(y)
−
∑
j 6=i
∫
M
Gα
(
expxα(
√
µαx), y
)
Aαij(y)u
j
α(y)dvg(y) ,
(7.70)
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for all α, where the xα’s and µα’s are given by (7.4) and (7.5). Then, by (7.70),
u˜iα(x) =
∫
M
Gα
(
expxα(
√
µαx), y
)
(uiα)
2⋆−1(y)dvg(y)
−
∑
j 6=i
∫
M\Bx0 (r)
Gα
(
expxα(
√
µαx), y
)
Aαij(y)u
j
α(y)dvg(y)
−
∑
j 6=i
∫
Bx0 (r)
Gα
(
expxα(
√
µαx), y
)
Aαij(y)u
j
α(y)dvg(y)
for all α and r > 0 small, where x0 is the limit of the xα’s, and since the −A(α)’s
are cooperative, we can write that
u˜iα(x) ≥
∫
M\Bx0 (r)
Gα
(
expxα(
√
µαx), y
)
(uiα)
2⋆−1(y)dvg(y)
−
∑
j 6=i
∫
M\Bx0 (r)
Gα
(
expxα(
√
µαx), y
)
Aαij(y)u
j
α(y)dvg(y)
(7.71)
for all α and r > 0 small. Letting α→ +∞, it follows from (7.71) that
u˜i(x) ≥
∫
M\Bx0 (r)
G (x0, y) (u
0
i )
2⋆−1(y)dvg(y)
−
∑
j 6=i
∫
M\Bx0 (r)
G (x0, y)Aij(y)u
0
j(y)dvg(y)
where u˜i is the C
1
loc-limit of the u˜
i
α’s in R
n\Sˆ, and G is the Green’s function of
∆g +Aii. Then, letting r → 0, we get that
u˜i(x) ≥
∫
M
G (x0, y) (u
0
i )
2⋆−1(y)dvg(y)
−
∑
j 6=i
∫
M
G (x0, y)Aij(y)u
0
j(y)dvg(y)
≥ u0i (x0)
since U0 is a solution of the limit system (7.3). By (7.69), letting |x| → +∞, we
then get that Ki ≥ u0i (x0), and hence that Ki > 0 for all i. Since ϕi in (7.36) is
given by
ϕi(x) =
∑
xj∈Sˆ\{0}
Aij
|x− xj |n−2 +Ki ,
and since the Aij ’s are nonnegative, it follows that the ϕi’s are positive functions in
B0(δ) for all i. This proves Step 7.8. 
Clearly Theorem 7.1 follows from Steps 7.1 to 7.8. The proof of Theorem 7.1
proceeds as follows.
Proof of Theorem 7.1. We let the A(α)’s be such that (7.2) is satisfied, and let
(Uα)α be a bounded sequence in H21,p(M) of nonnegative solutions of (7.1) which
blows up. By Step 7.6, there exist δ > 0, nonnegative real numbers Ai, and
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harmonic functions ϕi : B0(δ) → R, i = 1, . . . , p, such that, up to a subsequence,
for any i,
u˜iα(x)→
Ai
|x|n−2 + ϕi(x)
in C1loc (B0(δ)\{0}) as α → +∞, where the u˜iα’s are given by (7.6). By Step 7.7,
if we assume that the −A(α)’s are cooperative for all α, then at least one of the
Ai’s is positive. By Step 7.8, if we also assume that the limit system (7.3) is fully
coupled, and that U0 6≡ 0, where U0 is as in Theorem 4.1, then the ϕi’s are positive
functions in B0(δ) for all i. This ends the proof of Theorem 7.1. 
Let R =∑pi=1 Aiϕi(0). By Theorem 7.1, R > 0 if we assume that the −A(α)’s
are cooperative for all α, that U0 6≡ 0, and that the limit system (7.3) is fully
coupled. If we drop this assumption that the limit system (7.3) should be fully
coupled, and assume only that the −A(α)’s are cooperative for all α and that
U0 6≡ 0, we might get that R = 0. For instance, if u0 is a positive solution of
the Yamabe equation (1.2) on the unit sphere, and (uα)α is a blowing-up sequence
of positive solutions of (1.2), then Uα = (u0, uα) is a solution of (7.1) on the unit
sphere, where p = 2 and A(α) is such that Aα11 =
n(n−2)
4 , A
α
12 = 0, and A
α
22 =
n(n−2)
4
for all α. Here U0 = (u0, 0) is not zero. However, R = 0.
8. Standard rescaling
In what follows we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, p ≥ 1 integer, and (A(α))α, α ∈ N, be a sequence of smooth maps
A(α) :M →M sp (R). We let also A(α) = (Aαij), and consider systems like
∆gui +
p∑
j=1
Aαij(x)uj = |ui|2
⋆−2ui (8.1)
in M , for all i = 1, . . . p. We assume that the A(α)’s satisfy that there exists a
C0,θ-map A :M →M sp (R), A = (Aij) and 0 < θ < 1, such that
Aαij → Aij in C0,θ(M) (8.2)
for all i, j as α→ +∞. We let (Uα)α, Uα 6≡ 0, be a bounded sequence in H21,p(M) of
nonnegative solutions of (8.1). In particular, the sequence (Uα)α is a Palais-Smale
sequence for (8.1) and we can apply Theorem 4.1. Up to a subsequence, (4.9) and
(4.10) hold. In what follows, we assume that the sequence blows up and let the
xij,α’s and µ
i
j,α’s be the centers and weights of the 1-bubbles (B
i
j,α)α in (4.10) from
which the p-bubbles (Bj,α)α’s in (4.9) are defined, where i = 1, . . . , p, j = 1, . . . , ki,
and
∑
i ki = k. We fix i0 = 1, . . . , p and j0 = 1, . . . , ki arbitrary. Then, for x0 ∈ Rn,
we define xˆα ∈ Rn and µˆα > 0 by
xˆα = expxi0j0,α
(µˆαx0) and µˆα = µ
i0
j0,α
, (8.3)
for all α, where the notation expx stands for the exponential map at x. We also
define the standard rescaled functions uˆiα of the u
i
α’s with respect to the xˆα’s and
µˆα’s, i = 1, . . . , p, by
uˆiα(x) = µˆ
n−2
2
α u
i
α
(
expxˆα(µˆαx)
)
, (8.4)
where x ∈ B0(1), the xˆα’s and µˆα’s are as in (8.3), and Uα = (u1α, . . . , upα) for all
α. We claim here that the following convergence result holds.
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Theorem 8.1 (Standard Rescaling). Let (M, g) be a smooth compact Riemannian
manifold of dimension n ≥ 3, p ≥ 1, and (A(α))α a sequence of smooth maps
A(α) : M →M sp (R) satisfying (8.2). Let (Uα)α be a bounded sequence in H21,p(M)
of nonnegative solutions of (8.1) which blows up. Then there exist δ > 0, and
x0 ∈ Rn such that, up to a subsequence, for any i,
uˆiα → ui in C2 (B0(δ)) (8.5)
as α → +∞, where uˆiα is given by (8.3)–(8.4), and the ui’s are nonnegative (not
all trivial) solutions of the Euclidean equation ∆u = u2
⋆−1 in Rn.
The ui’s, i = 1, . . . , p, see the discussion at the beginning of Section 4, can be
written as
ui(x) =

 λi
λ2i +
|x−xi|2
n(n−2)


n−2
2
(8.6)
where x ∈ Rn, λi ≥ 0, and xi ∈ Rn. An equivalent statement to the statement that
the ui’s are not all trivial is that at least one of the λi’s is positive.
Proof. First we claim that we can choose x0 ∈ Rn, |x0| > 0 small, such that, up to
a subsequence,
dg
(
xˆα, x
i
j,α
) ≥ Rµˆα (8.7)
for all α and all i, j, where R > 0 small is independent of α, i, and j. In order
to prove (8.7), we let x˜α = x
i
j,α when i = i0 and j = j0. Up to passing to a
subsequence, we can assume that the ratios dg(x˜α, x
i
j,α)/µˆα have limits (possibly
+∞) as α→ +∞, for all i, j. We write that
λij = limα→+∞
dg(x˜α, x
i
j,α)
µˆα
,
and let H be the set consisting of the i, j’s such that λij > 0. Let λ > 0 be such
that λ < λij for all i, j ∈ H. We choose x0 ∈ Rn such that |x0| < λ/2. If i, j ∈ H,
then
dg
(
xˆα, x
i
j,α
)
µˆα
≥ dg
(
x˜α, x
i
j,α
)
µˆα
− dg (xˆα, x˜α)
µˆα
=
dg
(
x˜α, x
i
j,α
)
µˆα
− |x0|
≥ |x0|
for α large, and we get that (8.7) holds true for any such i, j’s. If, on the contrary,
i, j 6∈ H, then λij = 0, and
dg
(
xˆα, x
i
j,α
)
µˆα
≥ dg (xˆα, x˜α)
µˆα
− dg
(
x˜α, x
i
j,α
)
µˆα
= |x0| −
dg
(
x˜α, x
i
j,α
)
µˆα
≥ |x0|
2
for α large and, here again, we get that (8.7) holds true. Clearly, this proves that
we can choose x0 ∈ Rn, |x0| > 0 small, such that, up to a subsequence, (8.7) is
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true. Let δ0 > 0 small such that 2δ0 < R, where R > 0 is as in (8.7). By (8.7), we
can write that for any x ∈ B0(δ0), any i, j, and any α,
dg
(
xij,α, expxˆα(µˆαx)
) ≥ dg (xij,α, xˆα)− dg (xˆα, expxˆα(µˆαx))
≥ Rµˆα − δ0µˆα
≥ R
2
µˆα .
(8.8)
By Theorem 5.1, it follows from (8.8) that the uˆiα’s are uniformly bounded in B0(δ0).
They are solutions of the system
∆gα uˆ
i
α + µˆ
2
α
p∑
j=1
Aˆαij uˆ
j
α = (uˆ
i
α)
2⋆−1 (8.9)
for all i, where
gα(x) =
(
exp⋆xˆα g
)
(µˆαx) and Aˆ
α
ij(x) = A
α
ij
(
expxˆα(µˆαx)
)
.
Clearly, gα → ξ in C2(K) for any K ⊂⊂ Rn, where ξ is the Euclidean metric.
Then, since the uˆiα’s are uniformly bounded in B0(δ0), it follows from (8.2), (8.9),
and standard elliptic theory, that the uˆiα’s are uniformly bounded in C
2,θ (B0(δ1))
for δ1 < δ0, where 0 < θ < 1. Up to a subsequence, we may then assume that
uˆiα → ui in C2 (B0(δ)) as α → +∞, for some δ > 0 small, and all i. By rescaling
invariance, the uˆiα’s are bounded in H
2
1 (B0(R
′)) for all R′ > 0. Up to passing to
another subsequence, we may therefore assume that we also have that uˆiα ⇀ vi
weakly in H21,loc(R
n), that uˆiα → vi strongly in L2loc(Rn), and that uˆiα → vi almost
everywhere, for all i. We can also write that
(uˆiα)
2⋆−1 ⇀ (vi)2
⋆−1
weakly in Lsloc(R
n) for all i, where s = 2⋆/(2⋆ − 1). Then, we get with (8.2) and
(8.9) that the vi’s are nonnegative solutions of the Euclidean equation ∆u = u
2⋆−1
in Rn. Clearly, we also have that vi = ui in B0(δ), for all i. It follows that there
exist δ > 0, and x0 ∈ Rn such that, up to a subsequence, and for any i,
uˆiα → ui in C2 (B0(δ)) (8.10)
as α → +∞, where the ui’s are nonnegative solutions of the Euclidean equation
∆u = u2
⋆−1 in Rn. Now it remains to prove that the ui’s are not all trivial. We
prove in what follows that ui0 6≡ 0, and hence that ui0 is everywhere positive in
R
n. By Theorem 4.1, given 0 < r < δ, we can write that∫
Bxˆα (rµˆα)
(ui0α )
2⋆dvg ≥
∫
Bxˆα (rµˆα)
(Bi0j0,α)
2⋆dvg + o(1) , (8.11)
where o(1) → 0 as α → +∞, and (Bi0j0,α)α is the 1-bubble of centers the x˜α’s and
weights the µˆα’s. By rescaling invariance, and (8.10), we also have that∫
Bxˆα (rµˆα)
(ui0α )
2⋆dvg =
∫
B0(r)
(uˆi0α )
2⋆dvgα
=
∫
B0(r)
u2
⋆
i0 dx + o(1) ,
(8.12)
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where o(1)→ 0 as α→ +∞, since gα → ξ as α→ +∞. Independently,∫
Bxˆα (rµˆα)
(Bi0j0,α)
2⋆dvg =
∫
Ωα
u2
⋆
dvgˆα , (8.13)
where u is given by (4.5), gˆα is the metric given by gˆα(x) =
(
exp⋆x˜α g
)
(µˆαx), and
Ωα =
1
µα
exp−1x˜α (Bxˆα(rµˆα)) .
As is easily checked, there exists t0 > 0 such that Bx0(t0) ⊂ Ωα for all α. Hence,∫
Ωα
u2
⋆
dvgˆα ≥
∫
Bx0 (t0)
u2
⋆
dvgˆα
≥
∫
Bx0 (t0)
u2
⋆
dx+ o(1) ,
(8.14)
where o(1) → 0 as α → +∞, since we also have that gˆα → ξ as α → +∞.
Combining (8.11)–(8.14), letting α→ +∞, we get that∫
B0(r)
u2
⋆
i0 dx ≥
∫
Bx0 (t0)
u2
⋆
dx > 0 ,
and it follows that ui0 6≡ 0. In particular, the ui’s are not all trivial. Together with
(8.10), this ends the proof of Theorem 8.1. 
An easy but important corollary to Theorem 8.1 is as follows.
Corollary 8.1. Let (M, g) be a smooth compact Riemannian manifold of dimen-
sion n ≥ 3, p ≥ 1, and (A(α))α a sequence of smooth maps A(α) : M → M sp (R)
satisfying (8.2). Let (Uα)α be a bounded sequence in H21,p(M) of nonnegative solu-
tions of (8.1) which blows up. For any δ > 0 there exists C > 0 such that, up to a
subsequence,
p∑
i=1
∫
Bxα (δ
√
µα)
(uiα)
2dvg ≥ Cµ2α , (8.15)
where Uα = (u1α, . . . , upα) for all α, and the xα’s and µα’s are given by (7.4) and
(7.5) in Section 7.
Proof. Let xα and µα be given by (7.4) and (7.5). By Theorem 8.1, there exists
x0 ∈ Rn and δ0 > 0 such that, up to a subsequence, for any i, uˆiα → ui in
C2 (B0(δ0)) as α→ +∞, where uˆiα is given by
uˆiα(x) = µ
n−2
2
α u
i
α
(
expxˆα(µαx)
)
,
where xˆα = expxα(µαx0), and the ui’s are nonnegative (not all trivial) solutions
of the Euclidean equation ∆u = u2
⋆−1 in Rn. Let δ > 0 be given, and δ1 = δ0/2.
Clearly,
Bxˆα(δ1µα) ⊂ Bxα(δ
√
µα)
for α large. In particular, we can write that, up to a subsequence,
p∑
i=1
∫
Bxα (δ
√
µα)
(uiα)
2dvg ≥
p∑
i=1
∫
Bxˆα (δ1µα)
(uiα)
2dvg
= µ2α
p∑
i=1
∫
B0(δ1)
(uˆiα)
2dvgα ,
(8.16)
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where gα is the metric given by
gα(x) =
(
exp⋆xα g
)
(µαx) .
Clearly, gα → ξ in C2(K) for all K ⊂⊂ Rn as α→ +∞. We also have that uˆiα → ui
in C0 (B0(δ0)) as α → +∞, for all i. Since the ui’s are not all trivial, so that at
least one of the ui’s is a positive function, we can write that, up to a subsequence,
p∑
i=1
∫
B0(δ1)
(uˆiα)
2dvgα ≥
1
2
p∑
i=1
∫
B0(δ1)
u2idx > 0 (8.17)
for all α. Combining (8.16) and (8.17), we get that (8.15) holds true. This proves
Corollary 8.1. 
By changing the xα’s in the estimates (7.7) of Theorem 7.1, as in (8.3), we can
ask to have both the estimates (8.5) of Theorem 8.1 and the estimates (7.7) of
Theorem 7.1. In order to see this, we assume in the sequel that (7.2) holds. We
let also µα stand for the largest weight among all the possible weights µ
i
j,α, and xα
stand for the corresponding xij,α. Up to renumbering, and up to a subsequence, we
can assume that the xα’s and µα’s correspond to the choice i = j = 1. Then (7.4)
and (7.5) hold. For x0 ∈ Rn, we let xˆα ∈ Rn be given by the first equation in (8.3)
when i0 = j0 = 1. Namely,
xˆα = expxα (µαx0) , (8.18)
and, as in (8.4), we define the standard rescaled function uˆiα of u
i
α with respect to
xˆα and µˆα = µα by
uˆiα(x) = µ
n−2
2
α u
i
α
(
expxˆα(µαx)
)
, (8.19)
where x ∈ B0(1), i = 1, . . . , p, and Uα = (u1α, . . . , upα). Given R > 0, we let B0(R)
be the Euclidean ball centered at 0 of radius R, and let fα : B0(R)→ Rn be given
by
fα(x) =
1√
µα
exp−1xα
(
expxˆα (
√
µαx)
)
, (8.20)
where x ∈ B0(R), and xˆα is as in (8.18). It is easily seen that there exists C > 0
such that
|fα(x)− x| ≤ C√
µα
dg(xα, xˆα)
for all x ∈ B0(R) and all α. In particular,
lim
α→+∞
(
sup
x∈B0(R)
|fα(x)− x|
)
= 0 . (8.21)
Choosing R ≫ 1, we then get with Theorem 7.1 and (8.21) that there exist δ > 0,
nonnegative real numbers Ai, and harmonic functions ϕi : B0(δ)→ R, i = 1, . . . , p,
such that up to a subsequence, for any i,
u˜iα(x)→
Ai
|x|n−2 + ϕi(x) (8.22)
in C0loc (B0(δ)\{0}) as α→ +∞, where Uα = (u1α, . . . , upα), the u˜iα’s are the rescaled
functions given by
u˜iα(x) = u
i
α
(
expxˆα (
√
µαx)
)
,
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xˆα is as in (8.18), and x0 ∈ Rn is arbitrary. Independently, by Theorem 8.1, we also
have that for a suitable choice of x0, and for δ > 0 small, uˆ
i
α → ui in C2 (B0(δ))
as α→ +∞, where the uˆiα’s are given by (8.19), and the ui’s are nonnegative (non
all trivial) solutions of the Euclidean equation ∆u = u2
⋆−1 in Rn. In particular,
by slightly changing the xα’s in the estimates of Theorem 7.1, as in (8.18), we can
ask to have both the estimates (8.5) of Theorem 8.1 and the estimates (8.22) of
Theorem 7.1.
9. Pseudo-compactness and compactness
In what follows we let (M, g) be a smooth compact Riemannian manifold of
dimension n ≥ 3, p ≥ 1 integer, and (A(α))α, α ∈ N, be a sequence of smooth maps
A(α) :M →M sp (R). We let also A(α) = (Aαij), and consider systems like
∆gui +
p∑
j=1
Aαij(x)uj = |ui|2
⋆−2ui (9.1)
in M , for all i = 1, . . . p. We assume that the A(α)’s satisfy that there exists a
C1-map A :M →M sp (R), A = (Aij), such that
∆pg +A is coercive, and
Aαij → Aij in C1(M)
(9.2)
as α → +∞, where the second equation in (9.2) should hold for all i, j. The limit
system we get by combining (9.1) and (9.2) reads as
∆gui +
p∑
j=1
Aij(x)uj = |ui|2⋆−2ui (9.3)
in M , for all i = 1, . . . p. The goal in this section is to prove compactness results
for sequences of nonnegative nontrivial solutions of (9.1). Compactness for second
order scalar equations goes back to the remarkable work of Schoen [47, 48, 49] on
the Yamabe equation
∆gu+
n− 2
4(n− 1)Sgu = u
2⋆−1 , (9.4)
where Sg is the scalar curvature of g. Compactness for scalar curvature type equa-
tions was also discussed in Devillanova and Solimini [14], Druet [15, 16], Druet and
Hebey [17], Khuri and Schoen [33], Li and Zhu [37], Li and Zhang [35, 36], and
Marques [40]. A possible survey reference is Druet and Hebey [18]. We refer also
to Druet, Hebey and Robert [19, 20] where the blow-up analysis used in [15] is
developed. The dynamical viewpoint, in the sense of the terminology introduced in
Hebey [23], where we discuss sequences of equations and not only one equation, is
considered in Druet [15], Druet and Hebey [17, 18], and Druet, Hebey and Robert
[19, 20]. With this viewpoint, that we also adopt here, several blow-up phenomena
can be made concrete in specific examples. In particular, we can construct examples
of sequences of solutions with no a priori bound on the energy, or which blow up
with an arbitrary number of bubbles in their Sobolev decomposition and an arbi-
trary number of geometrical blow-up points. In the case of systems, by combining
the examples in Druet and Hebey [17] with the construction at the beginning of
Section 3, we get that the following result holds.
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Proposition 9.1. Let (M, g) be a space form of positive curvature +1, and dimen-
sion n ≥ 6. Let also s = ±1. There exist sequences (hα)α, (h˜α)α of smooth func-
tions, converging in C1(M) to n−24(n−1)Sg, and sequences (εα)α, (ε˜α)α, and (βα)α of
smooth positive functions, converging to 0 in C1(M), such that the 2-systems (9.1),
where p = 2 and
A(α) =
(
hα − sεα sβα
sβα h˜α − sε˜α
)
, (9.5)
are fully coupled, and possess sequences of strictly positive solutions with either no
bound on their H21,2-norm, or which blow up with an arbitrary number of bubbles in
their Sobolev decomposition and an arbitrary number of geometrical blow-up points.
By a sequence of solutions which blows up with an arbitrary number of bubbles in
its Sobolev decomposition and an arbitrary number of geometrical blow-up points,
we mean here that the components of the solutions have an arbitrary number mi
of bubbles in their H21 -decomposition (4.10), and that the set of geometrical blow-
up points can be chosen with any number m ≤ ∑mi of points. In particular,
when m <
∑
mi, there are distinct bubbles which accumulate on the same point.
Refinements where we also control the number of bubbles which accumulate on a
given point are possible. Depending on whether s = −1 or s = +1, −A(α) or A(α)
in (9.5) is cooperative.
Proof. (i) We prove that there are 2-systems like (9.1), where A(α) is as in (9.5),
which are fully coupled, and possess sequences of strictly positive solutions which
blow up in any possible configuration. We fix m1, m2, m, and s = ±1. Let q1, q2
integers such that m = q1 + q2, q1 ≤ m1, and q2 ≤ m2. By the examples in
Druet and Hebey [17], see also [18], there exist sequences (hα)α, (h˜α)α of smooth
functions, converging in C1(M) to n−24(n−1)Sg, and sequences (uα)α and (u˜α)α of
positive solutions of the scalar equations
∆guα + hαuα = u
2⋆−1
α , and
∆gu˜α + h˜αu˜α = u˜
2⋆−1
α
(9.6)
such that the uα’s have m1 bubbles in their H
2
1 -decomposition, and q1 geometrical
blow-up points, and such that the u˜α’s havem2 bubbles in their H
2
1 -decomposition,
and q2 geometrical blow-up points. We let (βα)α be a sequence of positive functions
converging to 0 in C1(M). We choose the βα’s sufficiently small in the C
1-norm
such that βαvα → 0 and βαwα → 0 in C1(M) as α→ +∞, where vα = uα/u˜α and
wα = u˜α/uα. Letting the εα’s and ε˜α’s be given by
εα
uα
u˜α
= ε˜α
u˜α
uα
= βα (9.7)
for all α, the sequences (εα)α and (ε˜α)α consist of positive functions and converge
to 0 in C1(M). Moreover, by combining (9.6) and (9.7), we get that the Uα’s given
by Uα = (uα, u˜α) for all α, are solutions of the 2-systems (9.1), where the A(α)’s
are as in (9.5), and the sequences (hα)α, (h˜α)α, (εα)α, (ε˜α)α, and (βα)α are as
above. The systems are fully coupled, the components of the Uα’s have mi bubbles
in their Sobolev decomposition, and the set of geometrical blow-up points consists
of m points. In particular, there are 2-systems like (9.1), where A(α) is as in (9.5),
which are fully coupled, and possess sequences of strictly positive solutions which
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blow up with an arbitrary number of bubbles in their Sobolev decomposition and
an arbitrary number of geometrical blow-up points..
(ii) We prove that there are 2-systems like (9.1), where A(α) is as in (9.5), which
are fully coupled, and possess sequences of strictly positive solutions with no bound
on their H21,2-norm. By the examples in Druet and Hebey [17], see also [18], there
are sequences (hα)α of smooth functions, converging in C
1(M) to n−24(n−1)Sg, and
sequences (uα)α of positive solutions of the scalar equations
∆guα + hαuα = u
2⋆−1
α , (9.8)
such that
lim
α→+∞ ‖uα‖H21 = +∞ .
We let (εα)α be a sequence of positive functions converging to 0 in C
1(M). Letting
ε˜α = βα = εα, and h˜α = hα for all α, the Uα’s given by Uα = (uα, uα) for all α, are
solutions of the 2-systems (9.1), where the A(α)’s are as in (9.5). The systems are
fully coupled, and the components of the Uα’s have no bound on their H21 -norm.
In particular, there are 2-systems like (9.1), where A(α) is as in (9.5), which are
fully coupled, and possess sequences of strictly positive solutions with no bound on
their H21,2-norm. Together with (i), this ends the proof of the Proposition. 
There are several notions of compactness in the literature. We distinguish two
notions in this paper: pseudo-compactness, and compactness. The family (9.1)
is said to be pseudo-compact if for any bounded sequence (Uα)α in H21,p(M) of
nontrivial nonnegative solutions of (9.1) which converges weakly in H21,p(M), the
weak limit U0 of the Uα’s is not zero, and thus is a nonnegative nontrivial solution
of the limit system (9.3). In contrast, we say that the family (9.1) is compact if any
bounded sequence (Uα)α in H21,p(M) of nonnegative solutions of (9.1) is actually
bounded in C2,θ(M), 0 < θ < 1, and thus converges, up to a subsequence, in
C2(M) to some p-map U0, where the bound in C2,θ(M) and the convergence in
C2(M) have to be understood for the components of the Uα’s and U0. Because of
the examples in Proposition 9.1, we need to assume a bound on the energy in these
definitions. In terms of the H21 -decomposition
Uα = U0 +
k∑
j=1
Bj,α +Rα
of the Uα’s, given by Theorem 4.1, pseudo-compactness reduces to U0 6≡ 0, and,
by the pointwise estimates in Section 5 and elliptic theory, compactness reduces to
k = 0. Compactness is clearly a stronger notion than pseudo-compactness. Indeed,
by (9.2), we easily get that if k = 0, then U0 6≡ 0. In order to see this we can write,
as in Section 6, that∫
M
|Uα|2⋆dvg ≥ C1IA(Uα)
≥ C2
(∫
M
|Uα|2⋆dvg
)2/2⋆
,
where C1, C2 > 0 are independent of α, and IA is given by (2.4). In particular, if
the Uα’s are nonzero, then
‖Uα‖2⋆ ≥ C3
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for all α and some C3 > 0 independent of α, so that U0 6≡ 0 if k = 0. Pseudo-
compactness provides the existence of a nontrivial solution of the limit system
(9.3). Compactness is closely related to the a priori estimates one needs to prove
to develop a Morse theory for systems like (9.1). For minimal energy sequences, as
studied in Hebey [25], pseudo-compactness and compactness are one and only one
notion. Compactness and a priori estimates for nonlinear (in general subcritical)
systems in bounded domains of the Euclidean space, or for the critical Toda system
on Riemann surfaces, are discussed in Angenent and Van der Vorst [2, 3], Cle´ment,
Mana´sevich and Mitidieri [10], De Figueiredo [11], Jost, Lin and Wang [32], Jost
and Wang [31], Montenegro [42], and Qing [44].
We know from the work of Schoen [47, 48, 49] that the Yamabe equation on
manifolds conformally distinct to the sphere is compact. Related references are
Druet [16], Khuri and Schoen [33], Li and Zhu [37], Li and Zhang [35, 36], and
Marques [40]. A very elegant proof of this compactness result is in Schoen [49]
when the manifold is assumed to be conformally flat. In particular, it follows from
this result that for manifolds distinct to the sphere, the trivially coupled system
consisting of p-copies of the Yamabe equation is compact. We prove here that
our systems (9.1) are also compact when their coupling stands far from this trivial
coupling. By far we mean here that one of the three following situations occur:
(A1) A− n−24(n−1)SgIdp has a sign, or
(A2) Aii <
n−2
4(n−1)Sg for all i, or
(A3) Aii >
n−2
4(n−1)Sg for all i,
where A is the limit map in (9.2), Sg is the scalar curvature of g, Idp is the p× p-
identity matrix, and, for B : M → M sp (R), we say that B has a sign if either
B(x).(X,X) < 0 for any x ∈ M and any X ∈ Rp\{0}, or B(x).(X,X) > 0 for
any x ∈M and any X ∈ Rp\{0}. Because of the dynamical viewpoint we adopted
here, and the examples in Proposition 9.1, we need to assume conditions like (A1),
(A2), or (A3) in order to get pseudo-compactness or compactness. Actually, it is
easily seen that we also need to assume more than (A2) or (A3), as indicated in
the remark below.
Remark 9.1: Conditions like (A2) or (A3) alone are not sufficient to guarantee
compactness (or pseudo-compactness). Let, for instance, (uα)α be a blowing-up
sequence of solutions of the Yamabe equation on the sphere, and Uα = (uα, uα) for
all α. Let also a, b, c be real numbers such that
a+ b = b+ c =
n(n− 2)
4
,
and a, c > 0. Then (Uα)α is a blowing-up sequence of solutions of the 2-system
∆g0u+ au+ bv = u
2⋆−1
∆g0v + bu+ cv = v
2⋆−1 ,
and we can choose a, b, and c such that the matrix in the system is coercive and
either a, c < n(n−2)4 , or a, c >
n(n−2)
4 . In the first case b > 0, and A is cooperative.
In the second case, b < 0 and −A is cooperative.
Our compactness result states as follows. With respect to the examples we just
discussed in Remark 9.1, the assertions in Theorem 9.1 that the −A(α)’s should be
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cooperative when we assume (A2), or that the A(α)’s should be cooperative when
we assume (A3), are sharp.
Theorem 9.1 (Compactness). Let (M, g) be a smooth compact conformally flat
Riemannian manifold of dimension n ≥ 4, p ≥ 1, and (A(α))α a sequence of
smooth maps A(α) : M → M sp (R) satisfying (9.2). If (A1) holds, then the family
(9.1) is pseudo-compact when n ≥ 4, and compact when n ≥ 7. If (A2) holds,
and the −A(α)’s are cooperative for all α, then the family (9.1) is pseudo-compact
when n ≥ 4, and compact when n ≥ 7. It is also compact when n ≥ 4 if we assume
in addition that the limit system (9.3) is fully coupled. At last, if (A3) holds, and
the A(α)’s are cooperative for all α, then the family (9.1) is pseudo-compact when
n ≥ 4, and compact when n ≥ 7.
We prove Theorem 9.1 by proving first the pseudo-compactness part, and then
the compactness part of the theorem. For both these parts, the proof is by con-
tradiction. We use in the process the blow-up theory developed in Sections 4 to
8. We also use conformal invariance, and an independent relation given by the Eu-
clidean Pohozaev identity (9.9) below. The key estimate for pseudo-compactness
is L2-concentration in Section 6. The key estimate for compactness is the sharp
asymptotic in Section 7. For Ω a smooth bounded domain in the Euclidean space,
and u a smooth function in Ω, the Pohozaev identity we use in the sequel reads as∫
Ω
(xk∂ku)∆udx+
n− 2
2
∫
Ω
u(∆u)dx
= −
∫
∂Ω
(xk∂ku)∂νudσ +
1
2
∫
∂Ω
(x, ν)|∇u|2dσ
− n− 2
2
∫
∂Ω
u∂νudσ ,
(9.9)
where ∆ is the Euclidean Laplacian, ν is the outward unit normal to ∂Ω, dσ is the
Euclidean volume element on ∂Ω, and there is a sum over k from 1 to n. We easily
get (9.9) by integrating by parts the first term in the left hand side of (9.9). As one
can check from the proof of the theorem, see below, the pseudo-compactness part
in Theorem 9.1, and the compactness part when n ≥ 7, are also true if we assume
that (A2) holds and −A is cooperative, or that (A3) holds and A is cooperative,
where A is the limit of the A(α)’s in (9.2).
Proof of Theorem 9.1. We prove Theorem 9.1 by contradiction, and, as already
mentionned, we proceed in two steps by proving first the pseudo-compactness part
of the theorem, and then the compactness part of the theorem. In what follows, we
let (Uα)α be a bounded sequence in H21,p(M) of nontrivial nonnegative solutions of
(9.1). We assume that the Uα’s blow up. Up to a subsequence, we may then write
that
Uα = U0 +
k∑
j=1
Bj,α +Rα , (9.10)
where U0 is a weak nonnegative solution of the limit system (9.3), the (Bj,α)α’s
are p-bubbles, and the Rα’s converge strongly to 0 in H21,p(M) as α→ +∞. First
we prove that, under the assumptions concerning pseudo-compactness in Theorem
9.1, we have that U0 6≡ 0 in (9.10). Then we prove that, under the assumptions
concerning compactness in Theorem 9.1, we also get that k = 0 in (9.10). We
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let Sgeom be the set consisting of the geometrical blow-up points of the sequence
(Uα)α. We let also the uiα’s be the components of the Uα’s. In the first case, when
proving pseudo-compactness, we apply (9.9) to the uiα’s on balls Bxi(δ), δ > 0,
where xi ∈ Sgeom. In the second case, when proving compactness, we apply (9.9)
on the smaller balls Bxα(δ
√
µα), δ > 0, where µα stand for the largest weight among
all the possible weights of the bubbles in (9.10), and xα stand for the corresponding
center in (9.10).
Proof of pseudo-compactness. We assume that U0 ≡ 0 in (9.10). Let x0 ∈ Sgeom.
Since g is conformally flat, there exist δ > 0 and a conformal metric gˆ to g such
that gˆ is flat in Bx0(4δ). Let gˆ = ϕ
4/(n−2)g, where ϕ is smooth and positive, and
uˆiα = u
i
αϕ
−1 for all α and i. By conformal invariance of the conformal Laplacian,
see, for instance, Lee and Parker [34], and by (9.1), Uˆα = (uˆ1α, . . . , uˆpα) is a solution
of the system
∆uˆiα +
p∑
j=1
Aˆαij uˆ
j
α = (uˆ
i
α)
2⋆−1 (9.11)
in Bx0(4δ) for all i and all α, where ∆ = ∆gˆ is the Euclidean Laplacian,
Aˆαij =
1
ϕ2⋆−2
(
Aαij −
n− 2
4(n− 1)Sgδij
)
, (9.12)
and Sg is the scalar curvature of g. We choose δ > 0 sufficiently small such that
Sgeom ∩ Bx0(4δ) = {x0}. We regard the uˆiα’s, ϕ, and the Aˆαij ’s as defined in the
Euclidean space. Also we assimilate x0 with 0. The u
i
α’s, see Section 5, are uni-
formly bounded in C0loc(M\Sgeom). By the De Giorgi-Nash-Moser iterative scheme
in Section 6, it follows that the C0-norm of the uˆiα’s in small neighbourhood of
∂B0(δ) are controlled by the L
2-norm of the |Uˆα|’s in annuli like B0(2δ)\B0(δ/2).
By standard elliptic theory, as developed in Gilbarg and Trudinger [22], we then
get that for Tδ a sufficiently small neighbourhood of ∂B0(δ),
∥∥uˆiα∥∥2C1,θ(Tδ) ≤ C
∫
B0(2δ)\B0(δ/2)
|Uˆα|2dx (9.13)
for all α and i, where C > 0 does not depend on α, |Uˆα|2 =
∑
i(uˆ
i
α)
2, and θ ∈ (0, 1).
Let
Rδα =
∫
B0(2δ)\B0(δ/2)
|Uˆα|2dx . (9.14)
By (9.13), plugging the uˆiα’s in the Pohozaev identity (9.9), with Ω = B0(δ), we
can write that
∫
B0(δ)
(xk∂kuˆ
i
α)∆uˆ
i
αdx+
n− 2
2
∫
B0(δ)
uˆiα(∆uˆ
i
α)dx = O
(Rδα) (9.15)
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for all α and i, where Rδα is as in (9.14). Combining (9.11) and (9.15), summing
over i = 1, . . . , p, we then get that
p∑
i=1
∫
B0(δ)
(xk∂kuˆ
i
α)(uˆ
i
α)
2⋆−1dx−
p∑
i,j=1
∫
B0(δ)
(xk∂kuˆ
i
α)Aˆ
α
ij uˆ
j
αdx
+
n− 2
2
p∑
i=1
∫
B0(δ)
(uˆiα)
2⋆dx− n− 2
2
p∑
i,j=1
∫
B0(δ)
Aˆαij uˆ
i
αuˆ
j
αdx
= O
(Rδα)
(9.16)
for all α, where the Aˆαij ’s are as in (9.12), and Rδα is as in (9.14). Integrating by
parts, we can write with (9.13) that
p∑
i,j=1
∫
B0(δ)
(xk∂kuˆ
i
α)Aˆ
α
ij uˆ
j
αdx
= −n
2
p∑
i,j=1
∫
B0(δ)
Aˆαij uˆ
i
αuˆ
j
αdx
− 1
2
p∑
i,j=1
∫
B0(δ)
(xk∂kAˆ
α
ij)uˆ
i
αuˆ
j
αdx+O
(Rδα)
(9.17)
for all α, where Rδα is as in (9.14). We can also write that
p∑
i=1
∫
B0(δ)
(xk∂kuˆ
i
α)(uˆ
i
α)
2⋆−1dx
= −n− 2
2
p∑
i=1
∫
B0(δ)
(uˆiα)
2⋆dx+O
(Rδα)
(9.18)
for all α, where Rδα is as in (9.14). In particular, plugging (9.17) and (9.18) in
(9.16), it follows that
p∑
i,j=1
∫
B0(δ)
Aˆαij uˆ
i
αuˆ
j
αdx+
1
2
p∑
i,j=1
∫
B0(δ)
(xk∂kAˆ
α
ij)uˆ
i
αuˆ
j
αdx
= O
(Rδα)
(9.19)
for all α, where Rδα is as in (9.14). By the C1-convergence in (9.2), the ∂kAˆαij ’s are
uniformly bounded. Coming back to the manifold, noting that dvgˆ = ϕ
2⋆dvg, and
summing over the x0 in Sgeom, we get with (9.2), (9.19), and L2-concentration in
Section 6, that
p∑
i,j=1
∫
Bδ
(
Aij − n− 2
4(n− 1)Sgδij
)
uiαu
j
αdvg
= εδO
(
p∑
i=1
∫
M
(uiα)
2dvg
)
+ o
(
p∑
i=1
∫
M
(uiα)
2dvg
) (9.20)
for all α, where εδ → 0 as δ → 0, the first term in the right hand side of (9.20)
depends on δ only by εδ, the Aij ’s are the components of the limit map A given by
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(9.2), and
Bδ =
⋃
x∈Sgeom
Bx(δ) .
If we assume that (A1) holds, then either Aij >
n−2
4(n−1)Sgδij or Aij <
n−2
4(n−1)Sgδij
in the sense of bilinear forms. In both cases, it follows from (9.20) and L2-
concentration that there exists C > 0, independent of α and δ, such that
C
p∑
i=1
∫
M
(uiα)
2dvg ≤ εδO
(
p∑
i=1
∫
M
(uiα)
2dvg
)
+ o
(
p∑
i=1
∫
M
(uiα)
2dvg
)
(9.21)
for all α, where εδ → 0 as δ → 0. If we assume that the A(α)’s are cooperative,
then, by (9.2), A is also cooperative. In particular, Aiju
i
αu
j
α ≥ 0 for i 6= j, and
if we assume in addition that (A3) holds, then we get here again that there exists
C > 0, independent of α and δ, such that (9.21) holds for all α. The same conclusion
(9.21) holds if we assume (A2) and that −A is, or that the −A(α)’s are, cooperative.
Taking δ > 0 sufficiently small, the contradiction follows from (9.21). In particular,
U0 6≡ 0 in (9.10), and this ends the proof of the pseudo-compactness part of Theorem
9.1. 
Proof of compactness. We let the xα’s and µα’s be given by (7.4) and (7.5) in
Section 7. We let also δ > 0 small be less than the δ given by Theorem 7.1. Since
g is conformally flat, there exists a conformal metric gˆ to g such that gˆ is flat
in Bx0(4δ), where x0 is the limit of the xα’s. We let gˆ = ϕ
4/(n−2)g, where ϕ is
smooth, positive, and such that ϕ(x0) = 1, and let uˆ
i
α = u
i
αϕ
−1 for all α and i.
By conformal invariance of the conformal Laplacian, and by (9.1), equation (9.11)
holds in Bx0(4δ) for all α and all i. Namely,
∆uˆiα +
p∑
j=1
Aˆαij uˆ
j
α = (uˆ
i
α)
2⋆−1
in Bx0(4δ) for all i and all α, where ∆ = ∆gˆ is the Euclidean Laplacian, and the
Aˆαij ’s are given by (9.12). In what follows we assimilate xα with 0 ∈ Rn (thanks to
the exponential map at xα). We also regard the uˆ
i
α’s, ϕ, and the Aˆ
α
ij ’s in (9.11) as
defined in the Euclidean space. Plugging the uˆiα’s in the Pohozaev identity (9.9),
with Ω = B0(δµα), we get that
∫
B0(δ
√
µα)
(xk∂kuˆ
i
α)∆uˆ
i
αdx+
n− 2
2
∫
B0(δ
√
µα)
uˆiα(∆uˆ
i
α)dx
= −
∫
∂B0(δ
√
µα)
(xk∂kuˆ
i
α)∂ν uˆ
i
αdσ +
1
2
∫
∂B0(δ
√
µα)
(x, ν)|∇uˆiα|2dσ
− n− 2
2
∫
∂B0(δ
√
µα)
uˆiα∂ν uˆ
i
αdσ
(9.22)
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for all α and i. Combining (9.11) and (9.22), summing over i = 1, . . . , p, it follows
that
p∑
i=1
∫
B0(δ
√
µα)
(xk∂kuˆ
i
α)(uˆ
i
α)
2⋆−1dx −
p∑
i,j=1
∫
B0(δ
√
µα)
(xk∂kuˆ
i
α)Aˆ
α
ij uˆ
j
αdx
+
n− 2
2
p∑
i=1
∫
B0(δ
√
µα)
(uˆiα)
2⋆dx− n− 2
2
p∑
i,j=1
∫
B0(δ
√
µα)
Aˆαij uˆ
i
αuˆ
j
αdx
= −
p∑
i=1
∫
∂B0(δ
√
µα)
(xk∂kuˆ
i
α)∂ν uˆ
i
αdσ +
1
2
p∑
i=1
∫
∂B0(δ
√
µα)
(x, ν)|∇uˆiα|2dσ
− n− 2
2
p∑
i=1
∫
∂B0(δ
√
µα)
uˆiα∂ν uˆ
i
αdσ
(9.23)
for all α. Integrating by parts,
p∑
i=1
∫
B0(δ
√
µα)
(xk∂kuˆ
i
α)(uˆ
i
α)
2⋆−1dx
= −n− 2
2
p∑
i=1
∫
B0(δ
√
µα)
(uˆiα)
2⋆dx+
n− 2
2n
p∑
i=1
∫
∂B0(δ
√
µα)
(x, ν)(uˆiα)
2⋆dσ ,
(9.24)
and
p∑
i,j=1
∫
B0(δ
√
µα)
(xk∂kuˆ
i
α)Aˆ
α
ij uˆ
j
αdx
= −n
2
p∑
i,j=1
∫
B0(δ
√
µα)
Aˆαij uˆ
i
αuˆ
j
αdx−
1
2
p∑
i,j=1
∫
B0(δ
√
µα)
(xk∂kAˆ
α
ij)uˆ
i
αuˆ
j
αdx
+
1
2
p∑
i,j=1
∫
∂B0(δ
√
µα)
(x, ν)Aˆαij uˆ
i
αuˆ
j
αdσ
(9.25)
for all α. By (9.2), we can write that∫
∂B0(δ
√
µα)
(x, ν)(uˆiα)
2⋆dσ = o
(∫
∂B0(δ
√
µα)
|Uˆα|2
⋆
dσ
)
, and
∫
∂B0(δ
√
µα)
(x, ν)Aˆαij uˆ
i
αuˆ
j
αdx = o
(∫
∂B0(δ
√
µα)
|Uˆα|2dσ
)
for all α, i, and j, where |Uˆα|q =
∑
i |uˆiα|q. By Theorem 7.1, and the change of
variables x =
√
µαy, we also have that∫
∂B0(δ
√
µα)
|Uˆα|qdσ = O
(
µ
n−1
2
α
)
for all α, and all q = 2, 2⋆. Hence,∫
∂B0(δ
√
µα)
(x, ν)(uˆiα)
2⋆dσ = o
(
µ
n−1
2
α
)
, and
∫
∂B0(δ
√
µα)
(x, ν)Aˆαij uˆ
i
αuˆ
j
αdx = o
(
µ
n−1
2
α
) (9.26)
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for all α, i, and j. By the C1-convergence in (9.2),
∫
B0(δ
√
µα)
(xk∂kAˆ
α
ij)uˆ
i
αuˆ
j
αdx = o
(∫
B0(δ
√
µα)
|Uˆα|2dx
)
(9.27)
for all α, i, and j. By (9.23)–(9.27), we then get that
p∑
i,j=1
∫
B0(δ
√
µα)
Aˆαij uˆ
i
αuˆ
j
αdx+ o
(∫
B0(δ
√
µα)
|Uˆα|2dx
)
+ o
(
µ
n−1
2
α
)
= −
p∑
i=1
∫
∂B0(δ
√
µα)
(xk∂kuˆ
i
α)∂ν uˆ
i
αdσ +
1
2
p∑
i=1
∫
∂B0(δ
√
µα)
(x, ν)|∇uˆiα|2dσ
− n− 2
2
p∑
i=1
∫
∂B0(δ
√
µα)
uˆiα∂ν uˆ
i
αdσ
(9.28)
for all α. In what follows we let RHS(α) be the right hand side in (9.28). By
the change of variables x =
√
µαy, by Theorem 7.1, and since we assumed that
ϕ(x0) = 1, we can write that
lim
α→+∞
µ
−n−2
2
α RHS(α) = R , (9.29)
where
R = −
p∑
i=1
∫
∂B0(δ)
(xk∂ku˜i)∂ν u˜idσ +
1
2
p∑
i=1
∫
∂B0(δ)
(x, ν)|∇u˜i|2dσ
− n− 2
2
p∑
i=1
∫
∂B0(δ)
u˜i∂ν u˜idσ ,
(9.30)
and where, for i = 1, . . . , p, the u˜i’s are the limits of the u˜
i
α’s given by Theorem
7.1. In particular,
u˜i(x) =
Ai
|x|n−2 + ϕi(x) (9.31)
for all i, where Ai ≥ 0, and ϕi is harmonic in an open ball B0(δ′), δ′ > δ. We
clearly have that ∆u˜i = 0 in B0(δ
′)\{0}. Applying the Pohozaev identity (9.9) to
the u˜i’s in annuli like B0(δ)\B0(r), where 0 < r < δ, and letting r → 0, it follows
that
R = lim
r→0
[
−
p∑
i=1
∫
∂B0(r)
(xk∂ku˜i)∂ν u˜idσ +
1
2
p∑
i=1
∫
∂B0(r)
(x, ν)|∇u˜i|2dσ
− n− 2
2
p∑
i=1
∫
∂B0(r)
u˜i∂ν u˜idσ
]
,
(9.32)
and by (9.31), we can write with (9.32) that R = (n−2)22 ωn−1
∑p
i=1 Aiϕi(0), where
ωn−1 is the volume of the unit (n − 1)-sphere. We have that dvgˆ = ϕ2⋆dvg. By
(9.28)–(9.29), and also by (9.2), we then get, by coming back to the manifold, that
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p∑
i,j=1
∫
Bxα (δ
√
µα)
(
Aij − n− 2
4(n− 1)Sgδij
)
uiαu
j
αdvg
+ o
(∫
Bxα (δ
√
µα)
|Uα|2dvg
)
=
(n− 2)2
2
(
p∑
i=1
Aiϕi(0) + o(1)
)
ωn−1µ
n−2
2
α
(9.33)
for all α, where the Ai’s and ϕi’s are given by Theorem 7.1, the Aij ’s are the
components of the limit map A given by (9.2), o(1) → 0 as α → +∞, and ωn−1
is the volume of the unit (n− 1)-sphere. Now, if we assume that (A1) holds, then
either Aij >
n−2
4(n−1)Sgδij or Aij <
n−2
4(n−1)Sgδij in the sense of bilinear forms. In
both cases, it follows from (9.33) that there exists C > 0, independent of α, such
that
C
p∑
i=1
∫
Bxα (δ
√
µα)
(uiα)
2dvg = O
(
µ
n−2
2
α
)
(9.34)
for all α. When n ≥ 7, n−22 > 2 so that µ
n−2
2
α = o
(
µ2α
)
, and the contradiction follows
from (9.34) and Corollary 8.1. If we assume that the A(α)’s are cooperative, then,
by (9.2), A is also cooperative. In particular, Aiju
i
αu
j
α ≥ 0 for i 6= j, and if we
assume in addition that (A3) holds, then we get here again that there exists C > 0,
independent of α and δ, such that (9.34) holds for all α. The same conclusion
(9.34) holds if we assume (A2) and that the −A(α)’s are cooperative. Here again,
the contradiction follows from (9.34) and Corollary 8.1 when the dimension n ≥ 7.
In particular, U0 6≡ 0 and k = 0 in (9.10). Now we assume that n ≥ 4, that
(A2) holds, that the −A(α)’s are cooperative for all α, and that the limit system
(9.3) is fully coupled. By (9.34), since we assumed (A2) and that the −A(α)’s are
cooperative for all α, there exists C > 0, independent of α, such that
C
∫
Bxα (δ
√
µα)
|Uα|2dvg + (n− 2)
2
2
(
p∑
i=1
Aiϕi(0) + o(1)
)
ωn−1µ
n−2
2
α ≤ 0 (9.35)
for all α. By the pseudo-compactness we proved above, we also have that U0 in
(9.10) is nonzero when n ≥ 4. Then, by Theorem 7.1, since we assumed that the
−A(α)’s are cooperative for all α and that the limit system (9.3) is fully coupled,
we can write that
∑p
i=1Aiϕi(0) > 0, and the contradiction follows from (9.35).
This proves the compactness part of Theorem 9.1. 
Summarizing, we let (Uα)α be a bounded sequence in H21,p(M) of nontrivial
nonnegative solutions of (9.1). We assume that the Uα’s blow up and, up to a
subsequence, that the decomposition (9.10) is true. By the first part of the proof,
the pseudo-compactness part, if (A1) holds, or (A2) holds and the −A(α)’s are
cooperative for all α, or (A3) holds and the A(α)’s are cooperative for all α, then U0
in (9.10) is nonzero when n ≥ 4. By the second part of the proof, the compactness
part, we also get that k = 0 when the dimension n ≥ 7 if (A1) holds, or (A2)
holds and the −A(α)’s are cooperative for all α, or (A3) holds and the A(α)’s are
cooperative for all α. Moreover, when n ≥ 4, still by the second part of the proof,
if we assume that (A2) holds, that the −A(α)’s are cooperative for all α, and that
the limit system (9.3) is fully coupled, then, we again get that k = 0 in (9.10).
Since (Uα)α is arbitrary, this ends the proof of Theorem 9.1. 
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One more remark with respect to Theorem 9.1 is as follows.
Remark 9.2: We have already mentionned, in Remark 9.1 just before stating
Theorem 9.1, that we cannot get compactness or pseudo-compactness for systems
like (9.1) if we only assume (A2) or (A3). In the same spirit, we mention that,
without further assumptions, we cannot hope as well to get compactness or pseudo-
compactness with a mix of conditions like (A2) and (A3) on the diagonal of the
limit matrix A. Let, for instance, (uα)α be a blowing-up sequence of solutions of
the Yamabe equation on the sphere, and Uα = (uα, uα, uα) for all α. Let also A be
the matrix
A =

a b 0b c −d
0 −d e

 , (9.36)
where a, b, c, d, e are positive real numbers. If λn =
n(n−2)
4 , hence λn =
n−2
4(n−1)Sg0 ,
we choose a, b, c, d, e such that a + b = λn, b + c = d + λn, and e = d + λn. For
any α, the map Uα is a positive solution of the 3-system
∆g0u
i +
p∑
j=1
Aiju
j = (ui)2
⋆−1
in Sn, for all i = 1, 2, 3, where the Aij ’s are the components of the matrix A in
(9.36). The uα’s blow up with a zero (pointwise) limit. It follows that the system
is not pseudo-compact (and thus, not compact as well). However, by choosing
d < b sufficiently small, the operator ∆3g0 +A is coercive, Aii < λn for i = 1, 2, and
A33 > λn. Compactness when we mix conditions like (A2) and (A3) on the diagonal
is false in general. We get compactness type behaviour under such assumptions
when the energy of the sequence is of minimal type, see Hebey [25], or, of course,
if we assume that Aαij ≡ 0 for all i 6= j and all α.
The following easy corollary of Theorem 9.1 shows that the theorem is sharp
when regarded on the unit sphere. Corollary 9.1 below states that the trivially
coupled system on the sphere, consisting of p copies of the Yamabe equation, is,
in some sense, the only system on the sphere which is not compact. Concerning
notations, we let (Sn, g0) be the unit n-sphere, and A : S
n →M sp (Sn) be a smooth
map. We assume that A(x) is positive in the sense of bilinear forms for all x ∈ Sn,
and for t ∈ R, we define
At =
n(n− 2)
4
Idp + tA , (9.37)
where Idp is the p× p-identity matrix in M sp (R). We let Λ0 be the maximum over
i = 1, . . . , p and x ∈ Sn of the eigenvalues λi(x) of A(x). The operator ∆pg + At
is coercive for all t in the interval I0 = (−Λ,+∞), where 4Λ0Λ = −n(n − 2). For
t ∈ I0 = (−Λ,+∞), where 4Λ0Λ = −n(n− 2), we consider the systems
∆gui +
p∑
j=1
Atij(x)uj = |ui|2
⋆−2ui (9.38)
inM , for all i = 1, . . . p, where the Atij ’s are the components ofAt, andAt is given by
(9.37). Corollary 9.1 isolates the trivially coupled system on the sphere as the only
system for which pseudo-compactness or compactness fails in families of systems
like (9.38), providing an illustration that blow-up phenomena and noncompactness
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occur only with the geometric equation (in the case of the sphere), or perturbations
of the geometric equation (by Proposition 9.1).
Corollary 9.1. Let (Sn, g0) be the unit n-sphere, and A : S
n → M sp (Sn) be a
smooth map such that A(x) is positive in the sense of bilinear forms for all x ∈ Sn.
For any t ∈ I0\{0}, where I0 = (−Λ,+∞) is as above, the system (9.38) is pseudo-
compact when n ≥ 4, and compact when n ≥ 7. On the other hand, when t = 0,
(9.38) is neither compact nor pseudo-compact. In particular, the trivially coupled
system (9.38) when t = 0, corresponding to p-copies of the Yamabe equation on
the sphere, is the only system in the family (9.38), t > −Λ, which is not compact,
respectively not pseudo-compact (depending on whether n ≥ 4 or n ≥ 7).
Pseudo-compactness and compactness in the corollary follow from Theorem 9.1.
Since we assumed that A(x) is positive in the sense of bilinear forms for all x ∈ Sn,
(A1) holds for the At’s when t 6= 0 and we can apply the theorem. On the other
hand, that (9.38) is neither compact nor pseudo-compact when t = 0 follows from
the observation that (9.38) when t = 0 consists of p-copies of the Yamabe equation
on the sphere which, as is well known, possesses sequences of solutions which blow
up with one bubble and a zero (pointwise) limit in their Sobolev decomposition.
Acknowledgements: The author is indebted to Olivier Druet and Fre´de´ric Robert
for their valuable comments on the manuscript.
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