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組む傾向が高まっている（Purwins et al. 2008）。例えば，2007年に欧州委員会が立ち上げた S2S2 
















し，旋律のクエリー検索（Query-by-Singing/Humming, QBSH）システム（McNab 1996, Cao 
et al. 2009）に応用され，音楽ジャンルに特化した大規模音楽コーパスが公開されている。
Essen Folksong Collection（Schaffrath 1995），“The Dictionary of Musical Themes”2，“Répertoire 
International des Sources Musicales Collection”（RISM Collection）3などが代表的な音楽コーパスと
して挙げられる。そして，大規模音楽コーパスの構築と並行して，旋律のフレーズ分割やグルー
















ら音組織の抽出を試みた Kawase and Tokosumi（2008, 2010a）や，日本民謡と中国民謡との比較
を実施した Kawase and Tokosumi（2010b），明治維新以降から戦後までの日本音楽を対象とした
2 http://www.multimedialibrary.com/barlow/index.asp（2008年発表。2013年 12月 12日参照）
3 http://www.rism.info/（2006年発表。2013年 12月 12日参照）



































124 河瀬　彰宏／国立国語研究所論集 7: 121–150 (2014)
では，音楽コーパスの旋律中に繰り返し出現するパターンをどのように抽出するか，青森県の子
守唄を事例に挙げて説明する。5節と 6節では，Kawase and Tokosumi（2010b）を基礎に，音楽
コーパスから抽出したパターンから音組織を捉える。7節から 10節は，日本民謡のデータを地
域ごとに分け，5節で抽出したパターンが地域ごとにどのように異なるのかを検証する。ここで



















　日本民謡の比較対象として，スタンフォード大学音楽学部 CCARH（Center for Computer 
Assisted Research in the Humanities）が所有する楽譜資料 KernScores5を電子データ化して，中国民
謡の音楽コーパスを構築する。KernScoresは，CCARHが楽曲データの学術利用を目的に構築し
ている大規模音楽データベースの一部であり，J.S. Bach，W.A. Mozart，L. v.Beethovenなどの近














時間の分布である。ただし，図 2では四分音符を 48 tickという長さに統一して集計している 7。
　図 1の平均値 μは，日本民謡 112.78音，中国民謡 62.84音であり，変動係数C.V.は，日本民謡 7.61，
中国民謡 6.85であった。また，図 2の平均値 μは，日本民謡 6485.67 tick，中国民謡 4684.28 tick
であり，変動係数 C.V.は，日本民謡 7.97，中国民謡 6.81であった。つまり，日本民謡よりも中
国民謡の方が 1曲あたりの発音数は少なく，歌唱時間も短い傾向があること，分布のばらつき具
合にほとんど違いがないことがわかる 8。日本民謡の音楽コーパスのデータのうち，音符の出現回





均して 6485.67 ÷ 48 ≃ 135.11秒の長さと考えられる。









length Markov chain，以下 VLMC）モデルを用いる。VLMCモデルは，状態系列の中から繰
り返し出現するパターンを確率・統計的に抽出し，後述する文脈木とよばれる木構造（tree 








　確率過程 {Xt}(t∈ Z)を考え，任意の確率変数 Xtの実現値 xt∈ を時刻 tの状態とよぶ。そし
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言語モデルにおいて最も一般的なモデルである（Manning and Schütze 1999）。ただし，Nの値が
小さいと，状態系列の構造上の特徴を充分に反映したモデルを構築することが難しくなる。一方
で，Nの値が大きいと，パラメータ数が指数関数的に増大して統計的に信頼性のおけるモデルを
構築することが難しくなる（Pearce et al. 2008）。以下では，Nを固定長ではなく可変長にするこ
とで高い精度と信頼性を保ったモデルを扱う。
　VLMCは，状態の履歴に応じて動的に Nの値が変化するマルコフ連鎖である。例えば DNA
の塩基配列 {Xt}があり，確率変数 Xtの実現値が  = {A, C, G, T}であるとする。このとき通常の
2重マルコフ連鎖は次のように最大 16通りの推移確率ベクトルをもった確率過程として表され
る：
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この事例では，{Xt}の履歴を再帰的に参照し，Xt –1 = A, C, Tに該当するパターンの直前の振る舞
い Xt –2∈ {A, C, G, T}はモデルに組み込まないことを判断している。また，Xt –1 = Gを含むパター
ンでは，Xt –2 = Cおよび Xt –2∈ {A, G, T}に場合分けして表現している。以降の節では，状態系列
は













ではある節点 nのラベルが α∈ ，その子節点 n'のラベルが β∈ であるとき，n'から nに至
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る経路は αβ（ただし，x0 = α, x-1 = β）と表現する。そして，任意の節点 nにおける確率分布 Pn(x)


















ば，context algorithmでは，原理的に文脈 jix を wu = w|w|, w|w|-1, …, w2, w1, u|u|, u|u|-1, …, u2, u1のよう
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　文脈木の枝刈りは，Δwuが閾値 Kを越えるか否かによって決断されるため，閾値 Kの決定はモ
デルの構築を左右する重要な役割を担う。恣意性を限りなく排除し客観的に閾値を決定するため






　文脈木の任意の節点には ( )1 1| t tt t t N t NP X x X x− −− −= = が割り当てられる。これを節点の推移確率と
よぶ。状態系列における文脈 1
tx の出現回数を #( 1tx )とすれば，節点の推移確率は状態系列に出現
する文脈の相対頻度から次のように算出できる：
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　文脈1 1( )t tP X x= の生成確率 1 1( )t tP X x= は，乗法定理（chain rule）によって次のように算出する：
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ていることが心理実験を通して確認されている（Eerola et al. 2001）。そのため，旋律の音高では
10  Kullback-Leibler距離の定義より，D(P(x)||Q(x)) = 0⟺P(x) = Q(x)が成り立つ。このことから，D(P(x)||Q(x))







元ほか 1983）。そして，AICが最小となる Kが Kullback-Leibler距離を最小とする（Tong 1975）。
　よって，ここでは K = arg minK {AIC(K)}を探索し，これを閾値として文脈木の枝刈りに用いることで，問
題を回避しながら最適な文脈木を構築する。




する場合，音高の差分は半音の数を負の整数（−1，−2，−3，…）で表す。例えば，音程 xt = +3とは，
A4→ C5（ラ→ド）のように音高間が半音 3つ分（短 3度）上行していることを示し，xt = −7とは，














Step 1. 楽曲データの旋律の音高情報を状態系列 {sk}として取り出す。
Step 2. {sk}の任意の音高 skを次式で整数値に変換し，{σk}を生成する：
 河瀬　彰宏／国立国語研究所論集 7: 121–150 (2014) 131






= + × ≡ 
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　ただし音高 .
Step 3.  {σk}の前後の音高の差分を取って音程情報の状態系列 {xt}を生成する。ただし，任意の







 (s1, s2, s3, ⋯, sk, ⋯, s|s|) = (E
♭5, D5, E♭5, C5, ⋯, D5, D5, D5) ———(Step 1)
ただし，|s| = 50は {sk}の項の総数を表す。続いて，{sk}の各項を整数値に変換する：
 (σ1, σ2, σ3, ⋯, σk, ⋯, σ|s|) = (75, 74, 75, 72, ⋯, 74, 74, 74) ———(Step 2)
そして，{σk}の前後の項の差分を取り，σk+1 − σk = 0となる項をすべて除いた記号列 {xt}を生成する：




　この記号列を context algorithmに当てはめることで文脈木を構築する（図 6）。頂上に根 εがあ
り，各節点には音程情報のラベル とともに，その音程が文脈中に出現する確率値が与えられ
ている。
　図 6では，1次の文脈が 3つ―x0 = -2, -1, +3―；2次の文脈が 5つ―(x0, x-1) = (-3, -1)，(+1, 
+2），(+1, +4)，(+2, +4)，(+4, -1)―；3次の文脈が 1つ―(x0, x-1, x-2) = (+1, -1, +3)―；以上 9
つの文脈が抽出されており，それぞれ図 5の旋律中に繰り返し出現するフレーズに対応する。例
えば，(x0, x-1, x-2) = (+1, -1, +3)は文脈全体の音程推移が +3（短 3度上行）を形成するフレーズで






　音楽コーパスの楽曲データを用いて Kの値を 0.01刻みの間隔で変化させながら AIC(K)の値
を求めた。その結果，各コーパスにおける AICの最小値を与える Kは次の通りであった：
日本民謡：  { }28.92,min AIC 452738K = = ,











このうち末端の節点から根 εに至る文脈は 234種類存在した。マルコフ連鎖の最大次数は，N = 















































































音程 のヒストグラム（確率分布）と（b）音程 の累積度数分布―をそれぞれ図 9，図 10
に示す。また，分布の基本統計量を表 2（括弧内は音程 0を考慮した場合の値）に示す。
　表 2より，2カ国の平均値を比較すると，どちらも 0 <  < 1の範囲内にあることから，音程
の上行と下行には，ほとんど違いがないことがわかる。また，日本民謡の変動係数の値が中国民
謡よりも高いことから，日本民謡の 1音 1音の唄われ方は中国民謡よりも偏りがあるといえる。
　図 9より，日本民謡の第 1推移 x0は， = ±2, ±3を使用する傾向が極めて高く，|| ≤ 5の区間
に全体の 97.04%が収まることから，|| > 5よりも広い音程をほとんど使用しない傾向が読み取
れる。これに対して，図 10より，中国民謡の第 1推移 x0は，|| ≤ 5の区間に全体の 90.31%，
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表 2　音程情報に関する基本統計量
　したがって，中国民謡の音程情報と比較して，日本民謡の旋律を構成する 1音 1音の動きは，
 = ±5，すなわち完全 4度音程の狭い音程の範囲内に，ほぼ収まる特徴があることがわかる。
5.3 第 2次（3音高間）の推移パターン
　表 3と表 4は，2次の文脈（x0, x-1）の生成確率を算出し，節点ごとに上位 3位までの文脈を集
計した結果である。
　表 3より，日本民謡では，文脈全体の音程推移 (∑txt)が 0または ±5を形成するパターンが上位
に現れることがわかる。文脈全体の音程推移が 0となるパターンは，3音の並びのうち，最初と
最後の音高の位置が変化しないフレーズ―例えば，図 11（a）の A4→ C5→ A4（ラ→ド→ラ）
や A4→ E4→ A4（ラ→ミ→ラ）―を指す。合計が ±5となるパターンは，3音の並びのうち，
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（ラ→ド→レ）や A4→ G4→ E4（ラ→ソ→ミ）―を指す。とくに，このような 3音の並び
のうち，中間の音高が完全 4度音程を越えないパターン―例えば，図 11（b）。図 11（c）の
A4→ E5→ D5（ラ→ミ→レ）や A4→ C4→ E4（ラ→ド→ミ）では，中間の音高が完全 4度音
程を越えてしまう―は，小泉文夫のテトラコルド理論 11とよばれる音型（フレーズを構成する
単位）そのものである。
表 3　日本民謡における 2次の文脈の生成確率（上位 3位／節点）
表4　中国民謡における2次の文脈の生成確率（上位3位／節点）
図 11　2次の音程推移が 0と ±5となるパターンの譜例
11 小泉文夫のテトラコルド理論（小泉 1958）については，稿末の付録を参照。
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表 5　日本民謡の 3次の文脈全体が 0または ±5を形成するパターン（上位 10位）
図 12　表 5の文脈に対応するフレーズの具体例
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音程を形成していることが確認できる。これに対して，中国民謡では，日本民謡と異なる傾向を
示すことがわかる（表 6および図 13）。
表 6　中国民謡の 3次の文脈全体が 0または ±5を形成するパターン（上位 10位）
図 13　表 6の文脈に対応するフレーズの具体例







表 7　文脈の音程が 0または ±5を形成するパターンの個数

























































































その並び替え（転回形，inversion）は，3! = 6通り存在する。したがって，小泉のテトラコルドは 4種存在す
ることから，1地域につき 4 × 6 = 24通りのパターンが考えられる。
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図 15　11地域のデンドログラム
図 16　地図上にプロットした東側グループ CEastと西側 CWestグループ
　まず，CEastから北陸と東海の楽曲データを除いた EastC − グループと，CWestから近畿の楽曲デー
タを除いた WestC − グループを準備し，両グループの特徴ベクトル EastV − と WestV − を求める：
EastV − :=  (41.25, 12.41, 6.01, 10.82, 45.63, 5.16, 10.79, 2.78, 3.31, 1.62, 14.81, 1.19, 39.24, 7.94, 3.34, 6.00, 
38.62, 6.27, 4.37, 0.21, 0.11, 1.03, 6.64, 0.84),
WestV − :=   (42.91, 10.45, 6.17, 10.75, 52.39, 4.46, 6.18, 1.27, 1.43, 0.90, 8.51, 0.63, 35.23, 5.72, 4.49, 4.83, 
41.11, 4.49, 3.20, 0.37, 0.29, 0.40, 5.06, 0.06).
そして，コサイン類似度を用いて北陸，東海，近畿の 3地域の特徴ベクトルがベクトル空間上で
EastV − または WestV − のどちらに近いかを測り，近い方のグループに分類する。その結果，北陸と東


































































14  http://www.ninjal.ac.jp/publication/catalogue/laj_map/（第 1集～第 6集刊行 1966–1974。PDF形式　2013年
12月 12日参照）
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Structural Extraction from Large Music Corpora of Japanese Folk Songs
KAWASE Akihiro
Adjunct Researcher, Center for Corpus Studies, NINJAL
Abstract
In this study, we focus on the melodies of endangered Japanese folk songs, which were created by 
anonymous nonprofessional musicians or poets, and have been orally handed down from ancient 
times. The goal of the study is (1) to extract the basic structures from both traditional Japanese and 
Chinese folk songs that represent the characteristics found within the vast majority of the music 
corpora, and (2) to form regional classifications based on transition probabilities of the extracted 
musical patterns. Chinese folk songs were chosen as a target for comparison to Japanese folk songs 
because, despite the considerable influence of Chinese culture on Japan, the musical characteristics 
of both countries differ in many aspects. Specifically, we sample 1,794 works from Nihon Min-yo 
Taikan (Anthology of Japanese Folk Songs, 1944–1993) to investigate Japanese folk songs and 
1,984 folk songs from a website providing virtual musical scores for Chinese folk songs. With 
this data, we probabilistically created a tree structure modeling a variable length Markov chain 
(VLMC) in order to compare minimum transition patterns occurring with high probabilities 
in terms of pitch intervals. As a result, we successively classify the regions into two basic groups, 
Eastern and Western Japan, which correspond to geographical factors and cultural backgrounds, 
and also matches accent distributions observed in the Japanese language.
Key words: music corpora, numerical analysis, variable length Markov chain model, Tonesystem
