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Dans  la  pratique clinique, on  fait souvent appel  aux études de  bioéquivalence afin  de 
comparer deux médicaments.  Un  premier objectif de  ce  mémoire  est d'introduire  la  notion 
phannacocinétique  et  statistique  de  ce  type  d'étude,  ainsi  que  de  définir  et  de  présenter 
l'application des tests d'équivalence à travers les études de bioéquivaJence. 
Pour réaliser l'inférence statistique des études de  bioéquivalence, en  pratique on  utilise 
le test t de Student. Le second but de  ce mémoire est l'utilisation du  test de permutations dans 
le  cas  où  les  hypothèses du  test paramétrique ne  sont pas  satisfaites. À travers une  étude de 
simulation des données de plusieurs  lois on  compare la  performance du  test de  permutations 
avec  le  test t de  Student et  Je  test de  Wi Icoxon  pour deux échanti lions.  Ce dern ier est le test 
non paramétrique uti 1isé dans la pratique courante des études de bioéquivalence. 
Mots  clés:  bioéquivalence,  tests  d'hypothèses,  plan  d'expérience  croisé,  test  de 
permutation. INTRODUCTION
 
De point de vue clinique les études de bioéquivalence consistent à montrer que deux ou 
plusieurs  médicaments  qui  contiennent  le  même  ingrédient  actif donnent  le  même  effet 
thérapeutique. Le  plus  souvent,  ce  type d'étude se  fait  pour deux  médicaments où  le  patent 
d'un médicament déjà sur le marché est en cours d'expiration et qu'un médicament générique 
est créé pour le  remplacer. 
De point de vue statistique les études de  bioéquivalence consistent à démontrer, par  le 
biais de  l'inférence statistique, l'équivalence en  termes de  mesures de  biodisponibilité (voir 
chapitre  1) du  nouveau médicament et du médicament standard. Dans ce mémoire, on appelle 
alors  par  traitement  Référence  le  médicament  standard  et  par  traitement  Test  le  nouveau 
méd icament. 
Généralement, pour comparer deux moyennes /lT  et /ln  on met e  =  /lT  - /lR  et on définit 
un test de deux hypothèses concurrentes de la façon suivante: 
contre l'une des hypothèses 
Dans  le  cadre  d'une  étude  de  bioéquivalence  on  inverse  l'hypothèse  nulle  et 
l'hypothèse  alternative.  De  plus,  contrairement à  un  test  ordinaire,  l'hypothèse alternative 
d'une  étude  de  bioéquivalence  est  définie  par  un  intervalle  d'équivalence  comme  dans 
l'exemple suivant: 
d'où l'alternative 2 
avec  El  et  Ez  connues.  Ainsi,  on  prend  l'inéquivalence des  traitements  Test  et  Référence 
comme hypothèse nulle et J'équivalence des traitements comme hypothèse alternative. 
En  pratique,  les valeurs El  et  Ez  sont établie d'avance par des agences qui  contrôlent 
la  mise sur le  marché des nouveaux médicaments. Aux États-Unis, l'agence FDA  (Food and 
Drug Administration), propose ce qu'on appelle la  règle ±20 comme critère de  base pour les 
études de  bioéquivalence.  D'après cette règle,  la  bioéquivalence est conclue,  si  la  moyenne 
du  traitement Test n'excède pas  les limites de  ±20% de  la  moyenne du  traitement Référence. 
En  d'autres  termes,  le  rapport  des  moyennes  /-Iri/-iR  ne  doit  pas  dépasser  les  limites 
[80%,120%).  Notons  que,  dans  la  pratique  courante,  les  valeurs  des  mesures  de 
biodisponibilité  qui  servent  à  évaluer  la  bioéquivalence  des  traitements  sont  souvent 
transformées  en  logarithme  naturel  dans  le  but  d'obtenir des  données  qui  suivent des  lois 
normales.  Dans  ce  contexte,  ce  qu'on  appelle  intervalle  de  bioéquivalence  revient  à 
[80%,125%) (voir chapitre 3, section 3.5). 
Ce  mémoire  vise  à  définir  brièvement  les  études  de  bioéquivalence  en  termes 
pharmacocinétiques, à présenter plus en détailles tests d'équivalence, dont la  bioéquivalence 
est un  cas  pratique, ainsi que  leur motivation statistique. On  se concentre aussi sur les  plans 
d'expérience  croisés  qui  sont  Je  plus  souvent  utilisés  pour  ce  type  d'étude,  ainsi  qu'à 
l'application et a l'analyse des résultats des tests statistiques courants dans le cadre des études 
de  bioéquivalence. De  plus, on  propose d'utiliser des tests de  permutations dans ce contexte 
et  on  compare  leur  performance  avec  les  tests  habituels  de  la  pratique  pharmacocinétique 
(test de t de Student et test de Wilcoxon pour deux échantillons). Cette comparaison se fait à 
travers une étude de simulation. 
Donc,  une  brève  introduction  à  la  pharmacocinétique,  aux  principaux  paramètres 
pharmacocinétiques, ainsi qu'aux mesures de  biodisponibilité est donnée dans  le  chapitre  1. 
À  la  fin  de  ce  chapitre  on  présente  un  exemple  de  calcul  et  d'estimation  de  quelques 
paramètres pharmacocinétiques. 3 
Le  chapitre 2 débute avec  un  rappel  des  notions générales sur les tests d'hypothèses 
et l'inférence statistique, ainsi qu'avec une brève description de cel1ains tests classiques pour 
des échantillons indépendants et appariés.  On  parle plus en  détails du  test non  paramétrique 
de  permutation qui  est utilisé ultérieurement dans  nos simulations (chapitre 4).  On  décrit  la 
motivation pratique des  tests de  bioéquivalence. On  introduit  la  notion  de  test d'équivalence 
ainsi que le principe d'intervalle de confiance dans  le cadre des études d'équivalence. 
Dans le chapitre 3 on  motive  le choix du  plan d'expérience dans  le cadre des études 
de  bioéquivalence et on  s'arrête plus en détails sur le  plan croisé 2 x 2,  le plan  le plus utilisé 
pour ce type d'études. On finit ce chapitre avec une section où on se concentre sur les tests de 
bioéquivalence,  en  particulier  sur  le  principe  de  Schuirmann  (1981,  1987)  des  deux  tests 
unilatéraux d'équivalence. 
Finalement, dans  le  chapitre 4 on  décrit étape  par étape  la  méthodologie appliquée 
pour  simuler  et  analyser  des  données.  On  décrit  les  résultats  obtenus  par  le  test  de 
pellTIutations et on  les compare à ceux obtenus avec  le test t de Student et le test de Wilcoxon 
pour deux échantillons. CHAPITRE 1 
BIOÉQUNALENCE  (QUESTION PRATIQUE) 
L'objectif d'une étude de  bioéquivalence est  de  comparer  un  nouveau  traitement 
(médicament  ),  appelé  Test,  abrégé  T,  à  un  traitement  (médicament)  standard,  appelé 
Référence,  abrégé  R,  et  d'estimer  leur  équivalence  en  termes  de  mesures  de 
biodisponibilité. Ces mesures sont: le  taux et l'étendue de  l'absorption de  l'ingrédient actif 
du  traitement dans  l'organisme. Généralement,  le  traitement référence  représente  le  produit 
de  l'innovateur (produit ancien), tandis que  le traitement test est un  produit générique ou  une 
nouvelle  formulation  du  traitement  référence.  La  biodisponibilité d'Un  médicament  est  le 
terme  utilisé  pour indiquer la  quantité totale de  médicament et la  vitesse avec  laquelle cette 
quantité  atteint  la  circulation  sanguine  et  est  disponible  au  site  d'action,  après 
l'administration du  médicament. Deux produits pharmaceutiques déclarés bioéquivaJents sont 
supposés aussi  équivalents de  point  de  vue  thérapeutique.  Cela veut dire  que  ces  produits 
contiennent  la  même  quantité  du  même  ingrédient  actif du  médicament  et  ils  donnent  le 
même effet thérapeutique. 
Le  concept statistique de  bioéquivalence consiste à comparer les  lois  marginales  des 
mesures de biodisponibilité des deux traitements. 
Dans  le contexte de  la bioéquivalence,  il  existe trois types d'études: 
•  la bioéquivalence moyenne; 
•  la  bioéquivalence de  la population; 
•  la bioéquivalence individuelle. 5 
Pour  une  étude  de  bioéquivalence  moyenne  (average  bioequivalence),  on  teste 
«l'égalité» (dans  un  sens  qui  sera précisé dans  le  chapitre 2)  qu'on appelle «l'équivalence» 
des  moments d'ordre un  des  lois  marginales  de  la  biodisponibilité du  traitement Test et du 
traitement  Référence,  respectivement.  Pour  une  étude  de  bioéquivalence  de  population 
(population  bioequivalence),  en  plus  des  premiers  moments,  on  teste également «l'égalité» 
des  moments  d'ordre  deux.  Donc,  comparativement  à  la  bioéquivalence  moyenne,  la 
bioéquivalence de population porte sur la  comparaison de  la  variabilité de  la  biodisponibilité 
des deux traitements et pas seulement sur les moyennes. Si  une mesure de biodisponibilité du 
traitement Test et du  traitement Référence suit une loi  normale,  la  comparaison se fait entre 
leurs moyennes et leurs variances, où, si Mx(t) dénote la fonction génératrice des moments, 
E[X]  = M'(O)  = Il, 
et donc 
Quelques  exemples  d'études  d'égalité  des  moyennes  et  des  variances  des 
biodisponibilités des traitements Test et Référence,  respectivement, sont présentées dans  les 
figures 1.1-\ .3. 
Finalement,  la  bioéquivalence  individuelle  compare  le  premier  et  le  deuxième 
moment des  lois  marginales de  la  biodisponibilité des deux traitements  pour  le  même sujet. 
Ces  valeurs  sont  obtenues  suite  à  des  administrations  répétées  du  traitement  Test  et  du 
traitement Référence. 
D'après les  critères de  bioéquivalence de  plusieurs agences qui  contrôlent la  mise  en 
marché des  nouveaux traitements,  il  est suffisant de  montrer «l'égalité» des  premiers deux 
moments  des  biod isponibilités  des  deux  traitements  pour  que  ces  traitements  soient 
considérés bioéquivalents. 6 
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Figure 1.3  «Égal ité» des variances mais pas des moyennes 
Dans  ce  mémoire  on  traite  la  bioéquivalence  moyenne,  et  on  présente  les  analyses 
statistiques usuelles dans ce contexte. 
Dans les sections suivantes on introduit brièvement la notion de pharmacocinétique et 
des  paramètres pharmacocinétiques, et on  définit les  mesures  de  biodisponibilité et  leurs 
méthodes de calcul. 
1. J  Paramètres pharmacocinétiques 
La  pharmacocinétique  étudie  l'absorption,  la  distribution,  le  métabolisme  et 
l'élimination  d'un  médicament  de  l'organisme.  Les  mesures  de  biodisponibilité  sont  des 
paramètres pharmacocinétiques. L'estimation des  paramètres pharmacocinétiques s'effectue à 
partir  des  données  expérimentales  obtenues  chez  le  sujet  suite  à  l'administration  du 
médicament.  II  s'agit,  le  plus  souvent,  de  l'évolution  des  concentrations  plasmatiques 
(sanguines) du  médicament au cours du  temps, mais  les données urinaires peuvent également 8 
être  utilisées.  Après  l'administration  d'une  dose  de  médicament,  ces  concentrations 
plasmatiques (sanguines) varient dû  à  l'ensemble des  transferts entre  le  milieu  extérieur,  le 
sang et les tissus. Leurs valeurs dépendent donc de  la vitesse des transferts propres à chacune 
des étapes pharmacocinétiques. 
Les  paramètres  pharmacocinétiques  peuvent  être  calculés  selon  une  approche 
compartimentale  ou  non-compartimentale.  Avec  l'approche  non-compartimentale,  les 
paramètres  pharmacocinétiques  sont  déduits  directement  de  la  courbe  obtenue  à  partir  des 
concentrations plasmatiques (sanguines) observées à des  moments de  temps fixés  d'avance 
(figure  1.4).  Avec l'approche compartimentale, la  variation des concentrations est expl iquée 
par  la  notion  de  modèle  pharmacocinétique compartimentai,  où  l'organisme est  représenté 
par  un  ou  plusieurs compartiments.  Le terme  compartiment désigne  le  volume  fictif dans 
lequel  le médicament se distribue, comme par exemple le volume du sang. 
•	  Si  on  considère  que  l'organisme  se  comporte  comme  un  ensemble  homogène,  la 
cinétique (la  vitesse  des  transferts) du  médicament est  représentée  par  un  modèle 
mono-compartimentaI. 
•	  Si  on  considère  que  l'organisme  se  comporte  comme  plusieurs  ensembles 
homogènes,  la cinétique du  médicament est représentée par un  modèle bi- ou  plu ri­
compartimentaI  avec  un  compartiment central  et  un  ou  plusieurs  compartiments 
périphériques. 9 
Te mp s  (h) 
Figure 1.4  Concentrations plasmatiques après l'administration d'un traitement 
Avec  cette notion  de modèle,  l'évolution des concentrations dans  le  plasma (sang) au 
cours du  temps peut être décrite par des équations mathématiques simples.  La  résolution de 
ces équations permet de calculer les paramètres pharmacocinétiques. 
Dans  ce  chapitre,  on  traite  brièvement  l'approche  mono-compartimentale  et  non­
compartimentale. 
Après  l'administration d'une dose  par voie extravasculaire (buccale,  intramusculaire, 
etc.),  la concentration n'augmente pas  instantanément à la circulation générale du sang, car le 
médicament doit  franchir  des  barrières  biologiques  avant  d'y arriver.  Cependant,  par  vOie 
intraveineuse, le médicament est absorbé directement dans le sang (figure] .5). \0
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Figure 1.5  Concentrations plasmatiques après l'administration intraveineuse d'un 
traitement 
En  ce  qui  suit on  analysera,  donc,  en  lignes  générales  les  transfères  du  médicament 
dans J'organisme en considérant les deux cas suivantes d'administration du  médicament: 
1.  par voie intraveineuse; 
2.  par voie extravasculaire. 
1. Administration intraveineuse du  médicament 
L'évolution  des  concentrations  au  cours  du  temps  est  la  résultante  de  l'entrée  du 
médicament dans  l'organisme et  de  son élimination.  Tel  que  mentionné,  par administration 
intraveineuse  le  médicament est  absorbé  directement dans  le  sang,  donc,  on  n'analyse que 
l'absorption maximale et  la  phase de  décroissance des  concentrations dans ce  cas.  Dans ce 
contexte, Je  taux d'élimination du  médicament de l'organisme peut être décrit par l'équation 
déterministe: Il 
dG = -k G  (1. J ) 
dt  e , 
où  GCt)  représente  la  quantité  du  médicament  dans  l'organisme  au  moment  t  après 
l'administration et ke  est  la  constante du taux d'élimination qui  représente  la  fraction  de 
médicament  éliminée  par  l'organisme  par  unité  de  temps.  Pour  décrire  les  transferts  du 
médicament dans  l'organisme après son administration, on  intègre  l'équation (1.1). Comme 
résultat on obtient 
( 1.2) 
une fonction exponentielle décroissante. 
En transformant les deux parties de l'équation (1.2) en logarithme naturel, on obtient 
(1.3 ) 
Étant donné que InCa) = 2.303log1ü Ca),  on a aussi 
(J.4 ) 
La relation entre la quantité de médicament dans l'organisme (G) et la concentration du 
médicament dans le plasma ou sang (C) est habituellement décrite par la formule 
G= VC,  (1.5 ) 
où V est une constante et représente le  volume apparent de distribution du  médicament dans 
l'organisme. On  dit apparent car V n'a pas de  réalité physiologique, c'est-à-dire il  ne  fait pas 
de  référence au  volume réel.  Ainsi,  la  valeur du  V pour un  sujet, dont le  poids est de  70  kg, 
peut  être  de  quelques  centaines  de  litres.  Ce  paramètre  correspond  au  volume  fictif dans 
lequel  le  médicament devrait être  réparti  pour être dans  la  même concentration que dans  le 
plasma (sang). Ainsi, la constante V traduit J'intensité de la distribution du  médicament dans 
l'organisme. 12 
En  substituant (1.5) dans  (lA) on  obtient une  transformation  de  la  relation  quantité­
temps en relation concentration-temps équivalente à C :::::  Coe -ket1 c'est-à-dire: 
( 1.6) 
La  valeur  Co  représente  la  concentration  du  médicament  dans  Je  plasma  (sang) 
immédiatement après administration.  D'après l'équation obtenue, on  constate que  la  courbe 
lOglO(C) versus temps t est linéaire avec une pente définit par la formule suivante (voir aussi 
figure  1.6) : 
La  valeur de  la  constante d'élimination ke  peut  s'obtenir à  partir de  la  valeur de  la 
pente, A, ou à partir de l'équation suivante: 
_  0.693  (1.7) ke­
tl/2 
1 
où  le  paramètre  pharmacocinétique  t 1/ 2  représente  la  demi-vie du  médicament.  Sa  valeur 
correspond  au  temps  nécessaire  pour  que,  après  l'administration  d'un  médicament,  sa 
concentration diminue de  moitié. La demi-vie est exprimée en  unités de temps et peut varier 
de quelques minutes à plusieurs semaines selon  le médicament.  La  fraction  de  médicament 
éliminée dans  le  temps dépend donc de sa  demi-vie. On  considère que  presque la  totalité de 
médicament (97%) est éliminée au  bout de 5 demi-vies. 
2. Administration extravasculaire du médicament 
L'administration d'un  médicament par voie  intraveineuse est réservée aux situations où  un 
effet rapide est recherché ou  lorsque  les  médicaments  ne  peuvent pas  être  administrés  par 
voie extravasculaire, car ils sont peu ou mal absorbés. L'étape d'absorption existe pour toutes 
les  voies  d'administration extravasculaire (buccale,  cutanée,  intramusculaire etc).  Elle  peut 13 
être accompagnée d'une perte en médicament, correspondant à une fraction non absorbée qui 
n'atteindra pas  la circulation générale. 
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Figure 1.6  Concentrations plasmatiques (transformées en  laglo près l'administration 
intraveineuse d'un traitement (selon la formule (1.6)) 
Contrairement  à  l'administration  intraveineuse,  les  processus  d'absorption  et 
d'élimination coexistent et l'aspect de  la courbe varie avec les durées respectives de chacune 
de ces phases (figure lA): 
•	  Phase  d'augmentation  des  concentrations:  les  concentrations  augmentent  tant  que 
l'absorption est plus importante que l'élimination 
•	  Pic des  concentrations: à un  niveau de concentration donné,  la  vitesse d'élimination 
est égale à  la  vitesse d'absorption  et  la  concentration  atteint une  valeur  maximale, 14 
•	  Phase de décroissance des concentrations: les processus d'absorption et d'élimination 
coexistent  toujours  mais  la  vitesse  d'élimination  est  supérieure  à  la  vitesse 
d'absorption. 
L'évolution des concentrations au cours du temps satisfait l'équation: 
( 1.8) 
où 
•	 F est  la fraction  de  la  dose administrée au  temps zéro,  Go,  qui  atteint  la  circulation 
sanguine suite à l'administration du médicament par la voie extravasculaire. 
•	  ka  est  la  constante d'absorption du  médicament,  dont  la  valeur dépend  du  type  du 
médicament, de  la forme  pharmaceutique (tablette, capsule, solution, poudre, etc.) et 
de la voie d'administration (orale, intramusculaire, cutanée etc.). 
1.2  Mesures de biodisponibilité 
Dans ce qui suit, nous décrivons quelques paramètres les  plus utilisés en  pratique. Ces 
paramètres sont: 
•	  l'exposition de  l'organisme au  médicament, AUC; 
•	  la  concentration  plasmatique  (sanguine)  maximale  atteinte  pendant  la  phase 
d'absorption du médicament (traitement), Cmax; 
•	  le temps où la concentration maximale est atteinte, tmax  ' 
Le  paramètre  pharmacocinétique  utilisé  pour  quantifier  l'intensité  d'absorption  du 
médicament,  est  la  surface  totale  sous  la  courbe  des  concentrations  au  cours  du  temps, 
Jaco C(t)dt, couramment notée  par  AUCa- co . Ce  paramètre  représente J'exposition  totale de 
l'organisme  au  médicament,  car  la  surface  sous  la  courbe  des  concentrations  est 
propoltionnelle à la quantité totale de médicament ayant atteint la circulation sanguine. 15 
Pour  le  modèle  mono-compartimentai  la  valeur  de  AUCo- oo  s'obtient à  partir  de  la 
formule: 
Co 
AUCo_oo  =k' 
e 
où  Co  représente  la  concentration  initiale obtenue  par  une  administration  intraveineuse  du 
médicament et ke est définie par ke = O.693/t1/ 2 . 
Par l'approche non-compartimenta le,  la  surface sous  la  courbe des  concentrations est 
calculée par analyse graphique.  En  appliquant la  méthode d'interpolation qui  utilise  la  règle 
trapézoïdale  (voir  appendice  A),  on  peut  évaluer  le  paramètre  AUCO- t,  qui  représente  la 
surface sous la  courbe des concentrations plasmatiques (sanguines) sur l'intervalle de  temps 
(O,t).  La valeur de t correspond au temps du dernier prélèvement sanguin. 
Soit  Co, Cp"" Ck  les  concentrations  plasmatiques  (sanguines)  obtenues  aux  temps 
O,tj ,,,.,tk  respectivement. Alors AUCO- tk s'évalue numériquement par la formule suivante: 
Notons que la surface sous la courbe des concentrations à partir de  t  k  et jusqu'à l'infini 
pourrait être importante, si  la  concentration  plasmatique (sanguine) au  temps  t  k  est élevée. 
La  surface de  cette dernière  portion  peut s'evaluer en  divisant  la  concentration  du  dernier 
prélèvement,  Ck  ,  par  la constante d'élimination du  médicament de  l'organisme,  k . Donc  la e 
valeur du AUCo- oo  s'obtient par: 
C k 
AUCo- oo  = AUCO- tk + k' 
e 
En  pratique, on  observe  Co' Cl'"''  Ck  pour un  patient donné.  Alors,  un  petit nombre 
de  valeurs  manquantes  et/ou  observations  aberrantes  sur  la  courbe  concentration-temps 16 
(intervaJJe  (t l ,tk )  n'a pas  de  gros  impact  sur  le  calcul  du  AUCo- et  du  AUCo Par tk  _oo . 
contre, s'il existe beaucoup de valeurs manquantes et/ou valeurs inattendues sur la  courbe et 
surtout aux extrémités (t l ,tk ), le  biais d'estimation du AUC est substantiel. 
La  concentration  plasmatique  (sanguine)  maximale  atteinte  pendant  la  phase 
d'absorption  du  médicament,  C '  et  le  temps  où  cette  concentration  est  atteinte,  t  '  max  max 
représentent  deux  paramètres  pharmacocinétiques  dont  les  valeurs  sont  analysées  pour 
caractériser  le  taux  d'absorption  du  médicament  dans  l'organisme.  Par  l'approche  non­
compartimentale,  les  valeurs  de  ces  paramètres  sont  estimées  directement  à  partir  de  la 
courbe  des  concentrations  observées.  La  valeur  maximale  des  concentrations, 
Cmax  =max{Co'CI'"'' Ck }, et  tmax  est le  temps  où  cette concentration de médicament est 
observée. 
Pour  un  modèle  mono-compaI1imental,  les  valeurs  de  Cm"x  et  tmax  sont évaluées à 
pal1ir de la formule (1.8). En développant cette formule on obtient: 
( 1.9) 
La dérivée dC/dt  de  C(t) donnée par l'équation (1.9) est: 
(1.10) de =  k~FGo  e-kn'_  kakeFGo  e-k ". 
dt  V(k  - kJ  V(k - kJ a a 
Au  moment  tmax  où  la  concentration 
maximale, la dérivée est dC/dt =O.  Alors, 
plasmatique  (sangu ine)  atteint  la  valeur 
(1.1  1) 
qui  se réduit à : 17 
1.3 
ka  e-kr/max  ( 1.12) 
k e-ko'ma'!<  • 
e 
En  transformant en  logarithme  naturel  les deux  membres de  (1.12) et en  solutionnant 
pour la valeur  tmax' on obtient: 
In(kJ-ln(kJ  (1.13) = --'--..::.-'--------'---''--'­
k  -k  a e 
ou, en  base  10, 
(1.14) 
t  =  2.303  la  (~~. 
max  k  - k  g  k 
a e  e 
La valeur de C se calcule en substituant la valeur de  t  dans J'équation (1.8) :  max  max 
( 1.15) 
Pour  résumer,  les  paramètres  pharmacocinétiques  le  plus  souvent  utilisés  en 
bioéquivalence sont:  AUe, C et t '  qui  sont calculés ou  estimés soit par l'approche  max  max 
compal1imentale soit par l'approche non-compartimentale. 
Exemple de calcul et estimation des paramètres pharmacocinétiques 
Dans  le  tableau  1.1  sont donné  les  concentrations  de  primidone  (mg/mL) obtenues 
suite à l'administration du traitement à un  sujet (Chow, 2000). Des prélèvements de sang ont 
été faits tout de suite après  l'administration du  traitement et aux heurs: 0.5,  1.0,  1.5, 2,  3,  4, 
6,8,12,16,24 et 32. 18 
Tableau 1.1  Concentrations sanguines de primidone (mg/mL) obtenues suite à 
l'administration du traitement à un sujet. 
i t i  Ci  (Ci + CI_1)/2  t l  - t/-1  (CI + C/-l)(t/ - t/-1)/ 
1  0.0  0.0 
2  0.5  0.0  0.00  0.5  0.00 
3  1.0  2.8  1.40  0.5  0.70 
4  1.5  4.4  3.60  0.5  1.80 
5  2.0  4.4  4.40  0.5  2.20 
6  3.0  4.7  4.55  1.0  4.55 
7  4.0  4.1  4.40  1.0  4.40 
8  6.0  4.0  4.05  2.0  8.10 
9  8.0  3.6  3.80  2.0  7.60 
10  12.0  3.0  3.30  4.0  13.20 
II  16.0  2.5  2.75  4.0  11.00 
12  24.0  2.0  2.25  8.0  18.00 
13  32.0  1.6  1.80  8.0  14.40 
En ce qui suit, on estime les valeurs de certains paramètres pharmacocinétiques d'après 
les méthodes du  modèle non-compartimentaI. 
Le  paramètre pharmacocinétique, AUCO- 32 , qui représente J'exposition de  l'organisme 
au  médicament sur l'intervalle de temps de 0.0 à 32 heures se calcule de  la façon suivante: 
o+ 0  2.8 + 0  1.6 + 2  =--(1- 0.5) + --(1.5  -1) + ... + --(32  - 24)
222 
=  85.95(11 . h/mL). 
La concentration maximale, C =  max(O,O,2.8, ... ,1.6) =  4.7 j1g/m, a été atteinte à  max 
3.0 heures, c'est-à-dire tmax = 3.0h. 19 
Pour estimer la  valeur de  la  constante d'élimination, ke, on  considère les  dernières 7 
valeurs  de  la  concentration  du  primidone  (mg/mL) dans  le  sang  du  sujet,  c'est-à-dire  on 
prend  que  les  concentrations  enregistrées  après  que  C a été  atteint.  On  transforme  ces  max 
valeurs  en  lagio  et  on  applique  la  régression  linéaire  pour  déterminer  l'équation  de  cette 
partie  de  la  courbe, c'est-à-dire de  la  partie  de  la  courbe qui  correspond  à l'élimination du 
traitement du sang. On obtient, donc, l'équation: 
Tel  que  mentionné,  à  partir  de  la  pente  de  cette  équation,  À = -0.01518, on  peut 
calculer la constante d'élimination du traitement du sang en appliquant la formule: 
ke = -2.303,1 = 2.303 * 0.01518 = 0.03496 (unités: h-i ). 
À partir de cette valeur on calcule facilement la demi-vie du traitement qui est égale à: 
tl/Z = 0.693/ke  = 0.693/0.03496 = 19.8 (unités: h). 
Finalement, le  paramètre pharmacocinétique AUCo_oo  qui  représente l'exposition totale 
de l'organisme au  médicament se calcule comme suit: 
AUCho =  AUCO- 32 + C 32 /ke = 85.95 + 1.6/0.03496 = 131.72 (unités: /-lg  . h/mL). 
Il  faut  noter que  pour cet exemple  la  concentration  maximale est  C max = 4.7 {tg /m et 
que  la courbe d'élimination du  traitement de  l'organisme n'est composée que des dernières 7 
concentrations  (voir  tableau  l.l).  Donc,  pour  estimer  la  constante  d'élimination,  on  a 
considéré ces 7 dernières concentrations. Toutefois, en  pratique, le  nombre de concentrations 
utilisées pour cette estimation dépend de la courbe des concentrations pour chaque sujet. 
Finalement, si  on a un échantillon de n sujets, on répète les calculs du tableau  l.1  pour 
chacun des n sujets. Dans ce qui  suit,  notre référence statistique va  porter sur un  échantillon 
de valeurs AUCo- ce , noté: AUCi,AUCz, ... ,AUCn . CHAPITRE II 
TESTS EN BIOÉQUIVALENCE 
Dans  le  cadre  d'une  étude  d'efficacité,  un  nouveau  traitement  est  comparé  à  un 
placebo.  Le  but de cette expérience serait de  démontrer que  le  nouveau traitement donne de 
mei lIeurs  résultats thérapeutiques que  le  placebo.  En  termes  de  test d' hypothèses (approche 
traditionnelle) cela peut être décrit par 
Ho:  J1  =  0 contre Ha:  J1  > 0, 
où  J1  =  J1T  - J1p  est  la  différence  entre  la  moyenne  du  traitement,  appelé  Test,  J1T,  et  la 
moyenne du  placebo,  J1p.  L'hypothèse  Ho  représente J'hypothèse par défaut,  le  statu quo.  En 
d'autres  termes,  le  but  de  cette  expérience  serait  de  démontrer  qu'il  existe  une  différence 
significative entre l'effet du  nouveau traitement et l'effet du placebo. 
Dans  le  contexte de  la  bioéquivalence,  le  but  d'une étude serait de  démontrer qu'un 
nouveau  traitement,  appelé  Test,  est  bioéquivalent  à  un  traitement  standard,  appelé 
Référence.  Si  l'approche  traditionnelle  est  utilisée  pour  démontrer  la  bioéquivalence, 
J'hypothèse  d'équivalence  des  traitements,  Ho,  représenterait  l'hypothèse  par  défaut.  Si 
jamais  la  vraisemblance de  J'hypothèse d'inéquivalence  Ha  ne  peut  pas  être  prouvée,  cela 
impliquerait  que  l'expérience  n'avait  pas  été  bien  planifiée  et  qu'il  n'y  a  pas  eu  assez 
d'évidence pour rejeter l'hypothèse nulle. Un  peu  plus loin dans ce chapitre on  parle plus  en 
détails de la  motivation pratique des tests utilisés en  bioéquivalence. 
On  commence,  donc,  ce  chapitre  avec  un  rappel  de  quelques  notions  de  base  en 
inférence  statistique  et  on  décrit  brièvement certains  tests  classiques  pour  des  échantillons 21 
indépendants et appariés. On  parle plus en détails du test de  permutations et on continue avec 
la définition et la description des tests d'équivalence. 
2.\  Généralités sur les tests d'hypothèses 
Nous commençons par présenter brièvement des notions de  base et des tests classiques 
de la  pratique statistique. 
Définition 2.1  .'  Le  test d'hypothèses représente un  processus de  dichotomisation des 
conclusions possibles d'une expérience et l'utilisation de  la théorie probabiliste dans  le but de 
choisir une option plutôt qu'une autre. 
Les  hypothèses concurrentes sont  nommées  respectivement l'hypothèse nulle,  Ho,  et 
l'hypothèse alternative, Ha.  Généralement, le choix de  l'hypothèse nulle se fait comme dans 
le  cas  d'un  accusé,  qui  est  considéré  innocent  tant  que  sa  culpabilité  n'a  pas  été  encore 
prouvée. 
Définition  2.1.a:  L'erreur de  type  l  (notée  a)  représente  la  probabilité  de  rejeter 
1'hypothèse nulle dans  la  faveur de  l' hypothèse alternative, dans  le cas où  1'hypothèse nulle 
est vraie. 
Définition 2.1.b: L'erreur de type II (notée souvent par  fJ)  représente  la  probabilité 
de  ne  pas  rejeter l'hypothèse nulle dans  la  faveur de  l'hypothèse alternative, dans  le  cas où 
J'hypothèse nulle est fausse. 
Définition 2.2 : Un  test statistique est une fonction des données. La décision de rejeter 
ou  de  ne  pas  rejeter  l'hypothèse  nulJe  se  base  sur  les  valeurs  de  cette fonction.  La  région 
critique  représente  l'ensemble  des  valeurs  du  test  statistique  pour  lesq uelles  l' hypothèse 
nulle  est rejetée.  La valeur critique représente  le  point particulier qui  sépare  la  région  de 
rejet de celle d'acceptation pour une seule variable. 
Définition  2.3.'  La  probabi lité  que  la  statistique  du  test  se  trouve  dans  la  région 
critique, quand l'hypothèse nulle est vraie, s'appelle seuil de signification et il  est noté par a. 22 
Définition  2.4:  La  valeur-p  (p-value)  associée  à  un  test  statistique  représente  la 
probabilité d'obtenir une  valeur du  test statistique qui  est si  extrême ou  plus extrême que ce 
qui a été observée (relativement à l'hypothèse alternative), étant donné que l'hypothèse nulle 
est vraie. 
Définition 2.5: Deux variables aléatoires 5 et T sont appelées égales en loi, si elles ont 
la même fonction de  répartition, c'est-à-dire P(S  ~  x) = peT  ~  x) pour tous  les x. La notation 
d 
uti 1 isée dans ce cas est S =T , qui est interprétée comme: 5 a la même loi que T. 
2.2  Tests classiques de comparaison des moyennes 
2.2.1  Échantillons indépendants 
Dans un  plan d'expérience classique, un échantillon de n sujets reçoit le traitement A et 
un  échantillon  de  m  sujets  reçoit  le  traitement  B  dans  le  cadre  d'une  étude  clinique. 
L'ensemble  des  données  est  composé  de  (n + m)  variables  aléatoires  indépendantes  est 
X1,XZ'  ... ,Xn, Y 1, Yz, ... , Y m ,  où  Xi  représente  le  résultat  observé  suite  à  l'administration  du 
traitement  A et  }j  est  le  résultat observé suite à  l'administration  du  traitement  B.  Dans  ce 
contexte, la différence possible entre les traitements peut être représentée par la relation: 
c'est-à-dire  les  deux  variables  aléatoires  sont  identiques  en  loi  à  part  un  paramètre  de 
position. 
Notons que Je  plan d'expérience utilisé pour cette étude est un  plan parallèle. D'après 
ce  plan,  chaque sujet est attribué aléatoirement à l'un des  traitements.  Donc,  durant l'étude 
chaque sujet ne  reçoit  qu'un seul  traitement.  Plus  de  détails  sur ce  plan  d'expérience sont 
donnés au chapitre 3. 
Dans le  cadre du  plan d'expérience parallèle, les traitements sont égales en  loi, c'est-à­
dire  la  loi  du  traitement  A  peut être obtenue en  décalant toutes les valeurs du  traitement  B 23 
par  la  même  distance  181  à droite  (si  8 > 0)  ou  à  gauche  (si  e < 0).  Certaines  conditions 
doivent être satisfaites: 
1.	  Les  variables  aléatoires  Xl' Xz,  ... , Xn, YI' Y z, ... , Y m ,  sont  indépendantes.  Les  Xi> 
i = 1, .. , n  sont  de  même  fonction  de  répartition,  F  et  les  l'j,  j  = 1,2, ... , m  sont  de 
même  fonction de répartition, G. 
2.	  Il existe une constante e ER, telle que F(x) =  G(x - e)  pour tout x  E  R. 
J 
En  effet,  si  on  suppose  que  Xi =Y + (),  les  fonctions  de  répartition
J 
Fx (x) =Gy +0 (x),  i =1, ..,n >  j  = l, ... , m.  D'après  la  définition  d'une  fonction  de 
, 1 
répartition  on  obtient  p(Xi  ::; x) = p(Yj  + e::; x) = p(Y
J 
::; x- e).  Cela  impl ique  l'égal ité 
Fx (x) = Gy  (x - ()) (condition 2).  , ) 
Les tests classiques dans le contexte des échantillons indépendants sont: 
1.	  le test t de Student; 
2.	  le test de Wilcoxon pour deux échantillons indépendants; 
3.	  le test non  paramétrique de permutations qui prend de  plus en  plus de  place en ce qui 
concerne son application. 
En  ce  qui  suit  on  parle  brièvement  du  test  t  de  Student  pour  deux  échantillons 
indépendants et du  test de  Wilcoxon pour deux échantillons indépendants. On  donne plus de 
détails sur le test de permutations. 
1. Test t de Student pour deux échantillons indépendants 
Soit	 XI' X 2"'" X n  et  1;, Y 2 , ...  , Y m  deux échantillons aléatoires indépendants. De plus, 
on  suppose  que  ces  variables  suivent  des  lois  normales  des  moyennes  flA  et  flB, 
respectivement, et de même variance (Tz. 
On veut tester l'hypothèse: 24 
contre l'une des alternatives 
Le plus souvent 80 =o. 
Lorsque  la  vanance  est  Inconnue  et  les  tailles  des  échantillons  sont  grandes,  la 
statistique du test au  seuil de signification a% est définie par: 
où X - Y suis une  loi  normale de  moyenne e et de variance (}2(l/n + l/m) sous l'hypothèse 
nulle et s; =  l/(n -1)  l:r=l(Xi  - X)2  et s~  = l/(m - 1) l:j=l(lj - vt 
Par contre, si  les  tailles des  échantillons sont petites,  la  statistique du  test au  seuil  de 
signification  de  a%  suit  une  loi  t de  Student avec  n + m - 2  degrés  de  liberté  et  elle  est 
définie par: 
T- _ =  X-Y-8 
x - y  -sp-J=(;=l +=~=)' 
(n-l)s}+(m-l)s~
où  Sp =  n+m-2 25 
2. Test de Wilcoxon pour deux échantillons 
Un  traitement  A  est  administré  aléatoirement  à  n  sujets  et  un  traitement  B  est 
administré aléatoirement à m sujets.  Les résultats obtenus sont rangés en  ordre croissant en 
leur  assignant  un  rang  RI' Rz, ... , RN>  N =  n + m.  Si  deux  ou  plusieurs  valeurs  sont  égales 
(<<ties»),  on  leur  donne  un  rang  moyen, défini  par  la  moyenne  des  rangs  que  ces  valeurs 
auraient eu si elles étaient différentes. 
On prend, comme précédemment, e=  j.1 A  - j.1 il et on propose de tester l' hypothèse 
Ho  : e=0 
contre l'une des hypothèses alternatives: 
Ha: e =!- 0, test bi latéral 
Ha  : e> °ou  Ha  :e< 0, tests unilatéraux. 
Considérons par exemple le cas, où  l' hypothèse alternative est: 
L'hypothèse  Ho  est rejetée si  les  résultats obtenus suite à l'administration du  traitement  A 
reçoivent des rangs assez élevés. La statistique du test est définie par: 
L'hypothèse  Ho  est  rejetée  au  seuil  de  signification  de  Cl:  et,  donc,  le  traitement  A  est 
considéré plus efficace par rapport au traitement B , si 
où c est la valeur critique qui satisfait J'égalité suivante: 26 
La  valeur  critique  est  établie à  partir du  résultat  que,  sous  Ho,  la  loi  de  toutes  les 
répartitions des rangs RI1 Rz, ... , RN  à travers ces N  = n + m sujets est uniforme sur {1,2, ... , N}. 
En d'autres mots, si e= 0 il  n'y a pas de raison de supposer que les personnes qui ont reçu  le 
traitement ont des réponses de rangs plus élevés parmi  les N. 
3. Test des permutations 
Généralement, les  études de  bioéquivalence sont basées sur des  échantillons de  petite 
taille dont les sujets sont attribués aléatoirement aux traitements. En  pratique, on  utilise le test 
t de  Student pour réaliser  l'inférence statistique dans  le  cadre de  ces études.  Généralement, 
l'une des  hypothèses  importantes  sous  lesquelles  ce  test  paramétrique  est  appliqué  est  la 
normalité  de  la  loi  des  observations  ou  d'une  transformation  de  celle-ci.  De  plus,  les 
observations doivent  être  indépendantes  et  leurs  variances  égales.  Si  jamais,  l'une  de  ces 
hypothèses n'est pas satisfaite, les probabilités obtenues en appliquant le test paramétrique ne 
sont plus exactes. Cependant, le test de permutations n'exige aucune hypothèse sur  la  loi  des 
données,  à  part  le  fait  que  les  sujets  soient  attribués  aléatoirement  aux  traitements.  En 
recalculant  la  statistique  pour toutes  les  permutations  possi bles  de  l'échanti lion  observé,  le 
test de permutations génère lui-même la  loi de référence. 
Soit un  exemple où  un  nouveau  traitement A est comparé à un  traitement standard  B 
(Ernst,  2004).  Les  observations  constituent  le  temps  (en  jours)  de  rétablissement  post 
opératoire  des  sujets.  N  sujets  ont  participés  à  cette  étude,  parmi  lesquels  n  ont  reçu  le 
nouveau traitement A et m = N - n ont reçu  le traitement standard B. 
Considérons un exemple où  les hypothèses d'intérêt sont: 
Ho:  f../A  - f../B  = 0 contre Ha:  f../A  - f../B  < O. 
Notons que d'autres hypothèses alternatives peuvent aLlssi être définies: 27 
Hal: /lA  - /lB  > 0, 
Soit noté  par Xl ,X2, ""Xn et Y l , Y 2, .. "  Y m  les résultats obtenus suite à l'administration du 
traitement A et B,  respectivement. Pour mesurer la  différence entre les traitements,  la  valeur 
D = X- Y est calculée. On veut déterminer si cette différence est assez extrême par rapport à 
une certaine loi de référence pour que le nouveau traitement soit considéré meilleur. 
Dans  le  tableau  2.1  sont  donnés  les  résultats  obtenus  suite  à  l'administration  du 
nouveau traitement A à n =  4 sujets et du  traitement standard B à m =  3 sujets.  La différence 
entre  les  moyennes observées est de X- Y=-9 jours, qui  indique une possible diminution 
du  temps de rétablissement après l'administration du  traitement A, 
Si  jamais  l'hypothèse  nulle  est  vraie,  c'est-à-dire  qu'il  n'existe  pas  de  différence 
significative entre  les  traitements,  alors  le  temps  de  rétablissement  du  chaque  sujet  est  le 
même  indépendamment du  traitement reçu.  Par exemple,  le  sujet 2 s'est rétabli  en  22 jours 
après avoir reçu  le  nouveau  traitement A. Sous l'hypothèse nulle, ça  lui  aurait pris  la  même 
période  de  temps  pour se  rétablir,  si  on  lui  administrait  le  traitement standard  B.  Donc,  le 
temps de rétablissement n'est pas aléatoire, car les sujets ne sont pas tirés aléatoirement d'une 
population dans cet exemple. Par contre, l'attribution des sujets aux traitements est aléatoire. 
La  loi  discrète  de  probabilité  de  X- Y peut  être  construite  en  se  basant  sur  l'attribution 
aléatoire des  N  sujets  aux  deux  traitements.  L'ensemble des  valeurs observées ne  constitue 
qu'une  seule  permutation  parmi  la  totalité  de  (~)  permutations  équiprobables,  où  la 
probabilité  d'observer  une  valeur  parmi  (~)  est  de  1/(~),  Donc  la  loi  de  X- Y peut  être 
construite en  calculant  la  valeur X- Y pour toutes  les  penTIutations  possibles  de  sujets  au 
traitement A et au  traitement  B,  Dans  le  tableau  2,]  sont énumérées toutes  les  permutations 
possibles  pour  la  totalité  de  7  résultats,  c'est-à-dire  des  4  observations  obtenues  pour  le 
traitement A et 3 observations obtenues pour le traitement B. 28 
Tableau 2.1  Toutes les permutations possibles de 7 résultats obtenus suite à 
J'administration du traitement A à n = 4 sujets et du traitement B à m = 3 sujets. 
Traitement  Différence 
des moyennes 
Permutation  A  B  X-Y 
1  19  22  25  26  23  33  40  -9 
2  22  23  25  26  19  33  40  -6.67 
3  22  33  25  26  19  23  40  -0.83 
4  22  25  26  40  19  23  33  3.25 
5  19  23  25  26  22  33  40  -8.42 
6  19  25  26  33  22  23  40  -2.58 
7  19  25  26  40  22  23  33  1.50 
8  19  22  23  26  25  33  40  -10.17 
9  19  22  26  33  23  25  40  -4.33 
10  19  22  26  40  23  25  33  -0.25 
II  19  22  23  25  26  33  40  -10.75 
12  19  22  25  33  23  26  40  -4.92 
13  19  22  25  40  23  26  33  -0.83 
14  23  25  26  33  19  22  40  -0.25 
15  22  23  26  33  19  25  40  -2.00 
16  22  23  25  33  19  26  40  -2.58 
17  19  23  26  33  22  25  40  -3.75 
18  19  23  25  33  22  26  40  -4.33 
19  19  22  23  33  25  26  40  -6.08 
20  23  25  26  40  19  22  33  3.83 
21  22  23  26  40  19  25  33  2.08 
22  22  23  25  40  19  26  33  1.50 
23  19  23  26  40  22  25  33  0.33 
24  19  23  25  40  22  26  33  -0.25 
25  19  22  23  40  25  26  33  -2.00 
26  25  26  33  40  19  22  23  9.67 
27  22  26  33  40  19  23  25  7.92 
28  22  25  33  40  19  23  26  7.33 
29  19  26  33  40  22  23  25  6.17 
30  19  25  33  40  22  23  26  5.58 
31  19  22  33  40  23  25  26  3.83 
32  23  26  33  40  19  22  25  8.50 
33  23  25  33  40  19  22  26  7.92 
34  22  23  33  40  19  25  26  6.17 
35  19  23  33  40  22  25  26  4.42 
Dans  ce  tableau  sont  aussi  présentées  les  différences  entre  les  moyennes  calculées  pour 
chacune des permutations. Sous l'hypothèse nulle, la  probabilité d'une permutation est égale 
à 1/35 pour cet exemple. 29 
En  conclusion,  le  test  de  permutations  permet  de  déterminer  la  loi  de  référence  en 
calculant la statistique du  test pour toutes les attributions possibles des sujets aux traitements 
A et B. 
Notons que  la statistique considérée dans cet exemple représente la différence entre les 
moyennes des observations obtenues pour les deux traitements. C'est la  même statistique que 
celle  utilisée  dans  le  cadre  des  études  de  bioéquivalence.  Cependant,  d'autres  statistiques 
peuvent être considérées pour le test de permutation, comme par exemple: 
•  la différence des médianes; 
•  la somme des résultats obtenus suite à J'administration d'un des traitements; 
•  la somme des rangs des observations d'un des traitements après que les résultats des 
deux traitements soient rangés et qu'ils aient reçu un rang de 1 à N. 
La  dern ière statistique est celle du  test de  Wilcoxon  pour deux échantillons.  Donc, ce 
test est un cas patiicul ier du test de permutations. 
La valeur-p du  test de  permutations est la  probabilité d'obtenir une statistique extrême 
ou  plus extrême que la valeur d*  = )( - Y*  observée de  l'échantillon. Étant donné que toutes 
les permutations  (~)  sont équiprobables, sous l'hypothèse nulle,  la valeur-p est définie par: 
<;'(~) [Cd '<d*) =P(D < d*IH) = i.i=l  t-
P  - 0  (~)' 
où  di  c'est la  valeur de  la  statistique D = X- Y pour  la  permutation  i et  1(-)  est  la  fonction 
indicatrice. Pour l'exemple présenté dans le tableau 2.1, la statistique observée est d*  =  -9 et 
la valeur-p est la suivante: 
- - ) 3 P = (  Y $  -9  = 35  ~  0.0857. P X ­
D'après  ce  résultat  on  constate  qu'il  n'existe  pas  de  différence  significative  entre  les 
traitements A et B au seuil de 5%. 30 
Notons que dans ce cas les valeurs-p doivent être des multiples de  la  probabilité 1/C), 
c'est-à-dire  elles  sont  égales  à  l'une  des  valeurs  kl(~),  où  k = 1,2, ... , C).  Si  le  seuil  de 
signification a = ko/C) pour un ko, alors 
(2.1 ) 
Donc,  le  test de  permutations est un  test exact.  Si jamais, la valeur de  a est considérée 
égale à l'un des kIC), k = 1,2, ... , C), alors on retient la valeur k telle que 
k 
P(Erreur type I) = G) < a 
et  le  test  de  permutations  est  conservateur.  Toutefois,  dans  les  deux  cas,  le  test  de 
permutations assure  le  contrôle de  l'erreur de type 1avec une seule condition: que  les sujets 
soient attribués aléatoirement aux traitements. 
Le  test  de  permutations  peut  être  réal isé  d'après  les  étapes  suivantes  (pratique 
courante) : 
•  on calcule la statistique de  l'ensemble observé, d*  ; 
•  on  permute l'ensemble observé de  (~)  façons équiprobables et on calcule la 
statistique du test di  pour chacun des ensembles permutés;
 
•  on calcule la valeur-p d'après la formule (2.1).
 
Ce test est uti 1isé dans notre étude de simu lation (chapitre 4). 
2.2.2  Observations appariées 
Dans un  autre plan d'expérience classique, chaque sujet reçoit deux traitements  A  et 
B. Soit  (X,Y)  la  paire  aléatoire,  où  X  et  Y  représentent  les  résultats  obtenus  suite  à 
l'administration  des  traitements  A  et  B,  respectivement.  Ces  données  sont  appelées 31 
appariées.  Les  conditions  sous  lesquelles  les  deux  traitements  ont  été  administrés  sont 
considérées  strictement  équilibrées.  Cela  permet  d'interpréter  la  différence  intra-sujet 
D = X - Y  qui  quantifie l'efficacité du  traitement  A  par  rapport au  traitement  B, pour le 
même  sujet.  Dans  le  contexte  des  données  appariées,  la  notion  de  positionnement  est 
introduite  par  une  nouvelle  hypothèse  par  laquelle  toute  différence  potentielle  entre  les 
traitements  A  et  B  représente  le  déplacement de  la  loi  de  la  différence  D  de  8 unités  par 
rapport à l'origine zéro.  Par contre, la  loi dans ce cas est la même pour les deux traitements. 
Dans  l'absence  d'une  différence  entre  les  traitements,  on  suppose  que  la  loi  de  la 
différence  D  est de  fonction  de  densité  fo  : R -; [0,1],  continue et symétrique par rapport 
au zéro. 
L'ensemble  (XI' ~), ..., (XN' ~v)  représente  un  échantillon  aléatoire  de  toutes  les 
N  paires d'observations obtenues suite à l'administration des deux traitements. L'inférence 
statistique est  alors  basée  sur des  hypothèses qui  sont définies  par  rapport  aux  différences 
Di  = Xi - y:. Dans ce cas les conditions suivantes doivent être satisfaites: 
1.	  DI' D2 , ••• , DN  sont indépendantes et identiquement distribuées (i.i.d.). 
2.	  P[D,  ~  d]= Fo(d -8), pour tout  i = 1,2,...,N,  où  Fo(-d)= 1- Fo(d)  et d, e 
représente le paramètre d'intérêt. 
Notons  que  les  valeurs  positives  8> 0  indiquent  une  meilleure  efficacité  du 
traitement  A  par rapport au traitement  B . 
Les tests les plus utilisés dans le contexte des données appariées sont: 
].	  le test t de Student; 
2.	  le test des rangs signés de Wilcoxon. 
En ce qui suit on parle brièvement du test t de Student pour deux échantillons appariés 
et du test des rangs signés de  Wilcoxon. 32 
1. Le test t de Student pour données appariées 
La comparaison de  la  moyenne des deux échantillons appariés est fondée sur l'analyse 
des  différences  observées  pour  chacune  des  N  paires  d'observations  i,  c'est-à-dire  sur 
Di  = Xi  - fi,  i = 1,2, ... ,N. 
Lorsque les variables aléatoires Xi  et Yi  suivent des lois normales de variance inconnue, 
la  statistique du  test sous l'hypothèse nulle suit une loi  t de Student à n - 1 degrés de  liberté 
et elle se défin it par: 
T  =~ 
D  SD/YN' 
2. Le test des rangs signés de Wilcoxon 
Le traitement  A  et le traitement  B  est administré de façon aléatoire à chacune de  N 
paires de  sujets. Notons par  D,  la  différence entre le  résultat obtenu suite à l'administration 
du  traitement  A ,  X, 1  et  le  résultat  obtenu  suite  à  l'administration  du  traitement  B,  Y", 
i = 1,2, ... , N.  Considérons  le  nombre  de  différences  positives  égal  à  n  et  le  nombre  de 
différences  négatives  égal  à  m = N - n.  Le  paramètre  d'intérêt  est  la  différence  des 
moyennes e= Ji A  - Ji B '  où eest un  paramètre de positionnement. 
On veut tester l'hypothèse nulle 
contre l'une des hypothèses alternatives: 
Ha: e*- 0, test bi latéral, 
Ha  : e> 0  ou  Ha  :e< 0, tests unilatéraux. 
Pour illustrer ce test considérons le cas où  Ha  :e> O. 33 
La statistique du test est obtenue selon les étapes suivantes (pratique courante): 
Étape 1.  On  ignore  les  différences nulles, car elles  n'apPol1ent pas  d'information sur 
la différence entre le traitement  A  et le traitement  B. On  diminue respectivement le 
nombre  N  par le nombre de différences nulles. 
Étape 2.  On range  les différences ID; 1  en ordre croissant. 
Étape 3.  On  assigne  les  rangs  Rt  < R;  < ... < R:  aux  différences  positives  et  les 
rangs  R,- < R;  < ... < R,:  aux  différences  négatives.  Si  deux  ou  plusieurs  valeurs 
sont égales (lies), on  leur donne un  rang moyen, défini par la moyenne des rangs que 
ces valeurs auraient si elles étaient différentes. 
Étape 4.  On calcule la statistique du test  V,+  =Rt + R; + ... + R:  qui est basée sur la 
somme des rangs attribués aux différences positives. 
On  constate que  le  test des  rangs  signés tient compte non  seulement des  signes,  mais 
aussi  la valeur des différences  D, . 
L'hypothèse nulle  est rejetée  lorsque  la  valeur  V,+  est suffisamment grande,  c'est-à­
dire si  V,+  ~  c. Il  existe des  tables de  Wilcoxon  qui  donnent  la  probabilité d'une valeur au 
moins  aussi  grande  que  la  valeur critique  c, au  seuil  de  signification  de  a, c'est-à-dire 
PH (V,+  ~  c). 
On  voit  que  ce  test  ressemble  au  test  de  Wilcoxon  pour  deux  échanti lIons,  où  le 
premier échantillon serait celui  des  différences positives,  le  deuxième celui  des  différences 
négatives. Sous  Ho,  on  a la  répal1ition  uniforme sur {1,2, ... , N}  des N rangs des «+» et des 
«-» (conditionellement au  nombre de  «+» et des «-»). De plus, la répal1ition entre «+» et «-» 
est indépendante de  la grandeur relative des différences IXi  - Yd,  i = 1,2, ... 1 N. 
Lorsque  N  est  grand,  la  loi  de  Wilcoxon  peut  être  remplacée  par  l'approximation 
2 normale N(j.1, a  ), de paramètres: 34 
Il = E  (v.+) = N(N + 1)
r"  0  s  --4--' 
2  +  N(N + 1)(2N + 1) 
cr  =  Varoo-~  ) =  24 ' 
c'est-à-dire on peut utiliser 
2.3  Motivation pratique des tests utilisés en bioéquivalence 
Selon Wellek (2000) chapitre l, dans les problèmes des tests d'hypothèses il  existe une 
asymétrie  logique  implicite  en  ce  qui  concerne  les  rôles  joués  par  l'hypothèse  nulle  et 
l'hypothèse alternative. C'est entre ces deux hypothèses qu'il faut faire un  choix en se basant 
sur des  données collectées pendant une étude ou  une expérience.  Le  risque de  prendre une 
décision erronée en faveur de J'hypothèse alternative ne dépasse pas  un  seuil de signification 
a  défini  d'avance,  tandis  que  le  risque  de  faire  un  mauvais  choix  dans  la  faveur  de 
l'hypothèse nulle peut être aussi  élevé que (1- a). En  d'autres mots,  l'erreur de  type  l,  qui 
est  fixée  d'avance,  est  généralement  contrôlée.  Cela  implique  que  l'acceptation  de 
l' hypothèse alternative, quand  elle est en  réal ité fausse est contrôlée d'une certaine façon.  Si 
jamais a  est fixé  à 5%,  le  risque de  rejeter l'hypothèse nulle  quand  elle est en  réalité  vraie 
(donc d'accepter l'hypothèse alternative  quand  elle  est  fausse)  ne  dépasse  pas  cette  limite. 
Cependant, l'erreur de  type  JI  n'est pas contrôlée. Le  risque  f3  peut aller jusqu'à I-a  (95% 
si  a  est de  5%).  La  question serait:  pourquoi ne  pas  inverser les hypothèses dans  le  cadre 
des  études  de  bioéquivalence  pour  pouvoir  contrôler  le  risque  d'accepter  l'hypothèse  de 
bioéquivalence  des  traitements,  dans  le  cas  où  cette  hypothèse  n'est  pas  vraie  en  réalité. 
C'est-à-dire, on  propose de tester l'hypothèse de bioinéquivalence,  Ho, pour que le risque de 
rejeter celle-ci  en  faveur de  l'hypothèse de  bioéquivalence,  Ha' dans  le  cas où  1'hypothèse 
nulle est vraie ne soit pas plus élevé que le seuil de signification a  fixé à priori. 3S 
Tout cela suggère l'importance d'inversion des  hypothèses dans le  cadre des études de 
bioéquivalence.  Pour illustrer cette  idée,  soit  l'r  la  moyenne d'un traitement Test et  l'II  la 
moyenne d'un traitement Référence. Dans ce contexte, notons par  (J  la  différence  l'r - l'II 
et  par  (Jo  une  valeur  fixée.  En  vertu  de  ce  principe,  on  inverse  l'hypothèse  nulle  avec 
1'hypothèse alternative bilatérale et on  obtient: 
Cela nous amène au  point essentiel est le  suivant: ce n'est pas tout à fait approprié de 
définir  l'hypothèse  alternative  comme  une  égalité,  car  cette  définition  n'admet  pas  de 
solutions. 
Afin  d'expliquer  la  difficulté,  soit  un  échantillon  aléatoire  de  N  données 
DI' D2 ,.•., DN  indépendantes et identiquement distribuées tel que défini dans la section 2.2.1 
par  exemple.  Pour  la  simplicité,  on  suppose  que  les  données  suivent  une  loi  normale 
Nell, (Jo),  où 8 = Ilr - IlR  et (Jo  est connu. 
Soit 80  fixé tel  que 8 "*  80 , alors,  la  probabilité de  la  région d'acceptation serait égale 
à: 
p (X  2:  80 + za/2 :ln III > 80 )  + P (X  ~  80  - za/2 :ln 1/1  < 80 ) 
ce qui donne 
:<-6  6-60  1 )  (:<-6  8-80  1 )
P ( uo/.fii +  uo/.fii 2:  za/2 8 > 80 + P  uo/.fii +  uo/.fii S;  -za/2 8 < 80 ) 
d'où 
où 8.  =  (8 - 8o)/(ao/.,fii). Donc, 36 
p(z ~  Za/2 - Cl) + p(Z :s;  -Za/2 - Cl). 
La variable aléatoire Z suit une loi  normale N(O,l) et Cl>  0, si e> eoet Cl<  0, si e< eo. Donc 
on a obtenu 
qui  est une  fonction continue en  f'j,.  Par définition de  la  continuité,  la  probabilité va  toujours 
converger vers  la valeur  a  quand  f'j,--7  0, donc la  puissance est toujours plus grande ou égale 
à la valeur fixe 1 - a, ce qui est absurde. 
Une solution à ce problème serait de définir un  intervalle (ou une région) de valeurs  8 
assez proches  de  la  valeur  80  pour que  la différence entre  8  et  80  soit non  pertinente de 
point de vue pratique. Pour conclure, dans le cadre d'une étude d'équivalence, l'idée ne serait 
pas que d'inverser les hypothèses d'un test traditionnel, mais également de les transformer. 
2.4  Tests d'équivalence 
Rappelons  que  dans  le  cadre  d'une  étude  d'équivalence,  on  compare  un  traitement 
Test,  abrégé  par  T,  et  un  traitement  Référence,  abrégé  par  R.  Soit  8 =/lT  - /lu  Je 
paramètre qui  mesure  la  différence entre les  effets de ces traitements.  Le  test d'équivalence 
est défini par les hypothèses: 
(2.2) 37 
où  (Ba  - CI ,Ba +C2)  représente ('intervalle d'équivalence. Les valeurs  CI'  c 2  sont choisies 
sans que  les  données à analyser soient connues.  Ho  représente l'hypothèse d'inéquivalence 
et  Ha  représente l'hypothèse d'équivalence. 
2.4.1  Test unilatéral  (non infériorité) 
Comparativement aux  études  d'équivalence définies  par  les  hypothèses  2.2,  dans  le 
cadre  d'un test  unilatéral  d'équivalence  la  région  de  rejet  n'est bornée  qu'inférieurement. 
C'est-à-d ire,  par  un  test unilatéral  d'équivalence on  vérifie si  l'effet du  traitement Test,  T, 
n'est  pas  significativement  inférieur  à  j'effet  du  traitement  Référence,  R. Cependant,  la 
supériorité de  l'effet du  traitement  T  par rapport à l'effet du  traitement  R  n'est pas  testée. 
Cela est en contradiction avec les études d'équivalence bilatérale, définies par les  hypothèses 
(2.2), où on vérifie l'hypothèse de  non  infériorité et de  non supériorité du  traitement Test par 
rappoli au  traitement Référence.  La  borne supérieure  pour  un  test de  non  infériorité est  de 
+ 00  comparativement à Ba  + c2  d'un test d'équivalence bilatéral. 
Les hypothèses du test de non  infériorité sont définies par: 
(2.3) 
où  C > 0 est suffisamment petit et connu. 
Soit les hypothèses d'un test unilatéral ordinaire défini par: 
(2.4) 
Un  test de non  infériorité se distingue d'un test unilatéral ordinaire par  le déplacement 
de  - C  unités de la borne qui sépare les deux hypothèses,  Ba. 
Même si  le  test unilatéral d'équivalence se distingue du  test unilatéral ordinaire par  la 
définition des  hypothèses, de  point de  vue  statistique, juste une  légère  modification  du  test 38 
statistique est requise et les conclusions sont faites  un  peu différemment, mais  le  principe de 
raisonnement reste le même.  En ce qui suit, cette modification sera décrite plus en détail pour 
la  comparaison  des  deux  traitements,  T  et  R, dans  le  cas  des  observations  appariées  et 
indépendantes. 
(i) Échantillons appariés 
Soit le test unilatéral ordinaire défini par les hypothèses: 
Ho  :8 S 0  contre  Ha  :8 > O.  (2.5) 
Ce test peut être obtenu en  remplaçant  80 =0  et  E = 0 dans (2.3). 
Dans  le  cas des  données appariées (voir section 2.2.2),  la  région  de  rejet  au  seuil  de 
signification  0:  est définie par 
(2.6) 
où  TO  est  un  test  statistique  et  ca  c'est la  0:  100%  percentile  supérieur  de  la  loi  des 
variables aléatoires (DI' D2 ,•.. , Dn) dans le cas où  8 =0 . 
Si  on  redéfinit les  différences intra-sujet  Di  par  Di = D,  + E ,  les  valeurs du  vecteur 
(151,1\,...,15J  seront  également  indépendantes  et  identiquement distribuées  et  elles  vont 
satisfaire la cond ition 
pour  8 =8 + E , où  8  représente le paramètre transformé. Pour le  paramètre transformé  8 
le test unilatéral ordinaire sera défini par 39 
Ho  : (J  ~  0 contre  Ha  : (J  > O. 
Étant donné que  'if =(J  + E;  , ce test peut être écrit comme 
Ho  : (J + E;  ~  0  contre  Ha: e+ E;  > 0, 
d'où le test d'hypothèses 
Ho  : (J  ~  -E;  contre  Ha  : (J  > -E;.  (2.7) 
Le  test  obtenu  de  cette  façon  va  rejeter  l'hypothèse  d'infériorité  Ho  : (J  ~  -E;  si  et 
seu lement si  la statistique 
(2.8) 
où  la  fonction  T(.)  et  ca  sont calculés de  la  même  façon  que dans  le  cas  du  test  unilatéral 
ordinaire. L'approche décrite plus haut est illustrée par J'exemple 2.2 donné à la  fin  de cette 
section. 
(ii) Échantillons indépendants 
Dans le cas des échantillons indépendants, le test unilatéral d'équivalence 
Ho: (J  ~  -E;  contre  Ha: (J  > -E;  (2.9) 
(cas où  (Jo  =0) peut être réduit au test unilatéral ordinaire 
(2.10) Ho:(J  ~O  contre  Ha:(J >0 
de  façon  simi laire  au  cas  des  données  appariés.  Pour  le  test  ordinaire  la  région  de  rejet au 
seuil de signification  a  sera définie par 40 
(2.11 ) 
Ol!  TC)  est une statistique de  n + m arguments,  ca  c'est la  a  \00% percentile supérieur de 
la  loi des variables aléatoires  (XI ,..., X n' 1'"; ,..., YJ quand e= O. 
Si  X,  est transformé en  X,  =  Xi + E,  i = l, ... , n  et on  pose  Y
j  = YI'  j  = l, ... , m , 
d 
alors  Xi = Y
j  + e. 
d 
En  effet,  comme  Xi =Y
j  + e,  alors  p(Xi  ~  x) = p(Yj  + ()  ~  x).  Pour  une  cettaine 
valeur E, les probabilités suivantes sont égales 
d'ol! on constate que 
Fx,  +c (x + E) = Gy
; +8 (x) 
et donc 
F- (x)= G- (x -e). x,  Y; 
Alors, 
d 
X,  =~  + e, 
c'est à dire les variables aléatoires  Xi  et  Y j  + e sont égales en  loi. 
Pour les variables aléatoires transformées les suppositions suivantes sont satisfaites. 41 
On a: 
même fonction de répartition  F , et tous les  ~  sont de même fonction répartition  G 
•  pour une constante e  E R,  F(X') =C(x - B)  pour tout x ER. 
De  façon  similaire au  cas  des  données appariées,  le  test  statistique pour  les  variables 
transformées peut se définir par 
(2.12) 
où  la  statistique TO  et  ca  sont calculés de  la  même façon  que dans  le  cas du  test unilatéral 
ordinaire. 
TI  faut  noter  que  l'approche  paramétrique  peut  être  facilement  implémentée  dans  ce 
cas, si on considère les fonctions de répartition 
F(x) =  <P C:
8 
)  et G(y) =  <P  (~), 
respectivement,  qui  représentent  des  lois  normales  avec  la  même  variance,  (J 2 .  Alors  les 
deux échantillons peuvent être comparés à l'aide du test t de Student. Sous l'hypothèse nulle, 
la statistique TO  se définit par: 
(2.13) 
où  la différence X - Ydoit être changée en X - Y+ E et 42 
(2.14) (nx  - l)s; + (ny - l)s~  s ­ p­ nx + n y  - 2 
Donc,  dans  le  cas  des  échantillons  indépendants comme  dans  le  cas  des  échantillons 
appariés,  le  test  d'hypothèses d'équivalence unilatérale  peut  être  réduit à un  test  unilatéral 
ordinaire en transformant légèrement la statistique du  test.  Les conclusions seront différentes 
d'un test à l'autre, mais les calculs des régions de  rejet et des valeurs critiques sont faits de  la 
même façon. 
On conclut avec un exemple numérique d'application de ces tests (Wellek, chapitre 2). 
Exemple 2.1: L'étude (Miller,  1990)  consiste dans  l'analyse de  l'effet de  la  consommation 
d'olestra (un  substitut de  la  graisse) sur l'absorption des  contraceptifs excessivement riches 
en  substances  lipophile  (fat  substitute  olestra  on  the  absorbtion  of highly  lipophilic  oral 
contraceptives).  28  sujets,  tous  des  femmes  pré-ménopausées,  ont  été  recrutés  pour  cette 
étude.  Au  cours  de  28  jours chaque  sujet  a consumé  18  mg  d'olestra  par jour.  En  même 
temps, les  femmes ont pris des contraceptifs oraux sous forme de combinaison de 300 mg de 
norgestrel et 30  mg de ethinyl estradiol. Des prélèvements sanguins ont été pris aux jours  12 
et  14 et analysés pour la concentration d'ethinyl et d'estradiol. Pour la période OlJ  on  ingère  le 
placebo,  la  consommation d'olestra pendant les  repas a été  remplacée par  la  consommation 
des  triglycérides,  tandis  que  l'instrument  expérimental  et  celui  de  mesure  sont  restés  les 
mêmes que pour la  période d'administration du  traitement (consommation d'olestra). Dans  le 
tableau  2.2  sont données  les  valeurs  maximales  de  la  concentration  du  norgestrel  (nglml) 
dans  le  sérum  sanguin  des  28  femmes.  Ces  concentrations  correspondent  au  paramètre 
pharmacocinétique  Cmax  ' 
Notons  que  Cmax  représente  la  concentration  maximale du  norgestrel (ng/ml)  dans  le 
sérum sanguin.  Si  on considère  [;  = 1.5  alors les valeurs  Di  = Di +[; , pour i =  1,2, ... ,28 et 43 
Î{+  est le  rang du  i-ème femme, si  on ordonne les valeurs absolues  ID; 1  (voir données dans 
le tableau 2.2). 
Tableau 2.2  Concentrations maximales de norgestrel (ng/ml) dans le sérum 
sanguin des 28 femmes pour la consomation d'olestra, X;, et la consomation des repas 
contenant du triglycéride ordinaire,  -0 . 
i  Xi  Yi Di  R+ i 
/  6.03  6.62  0.9/  /2 
2  5.62  678  0.34  5 
3  6.93  6.85  /.58  /8 
4  5.86  809  -0.73  1/ 
5  89/  9/8  1.23  /5 
6  5.86  7.47  -0//  / 
7  9.43  990  1.03  /3 
8  5.30  429  2.5/  22 
9  4.99  380  2.69  24 
/0  6/2  7.0/  06/  8 
1/  /2.45  9.53  4.42  28 
/2  5.48  6.39  059  7 
13  6.04  4.63  2.9/  25 
/4  8.32  5.54  4.28  27 
/5  11.8/  11./9  2./2  2/ 
/6  872  9.55  0.67  9 
/7  7.0/  5.53  2.98  26 
/8  7./3  67/  /.92  20 
/9  6.56  6.53  /.53  /7 
20  4.22  5.39  0.33  4 
2/  4./3  4.92  07/  /0 
22  6.57  9.92  -1.85  /9 
23  8.83  10.5/  -0./8  2 
24  9.05  /0./5  0.40  6 
25  9.3/  9.55  126  /6 
26  7.67  8.95  022  3 
27  7.66  6.63  253  23 
28  5.45  8.0/  -1. 06  /4 
L'hypothèse initiale du  projet était que  la  consommation d'olestra ne  réduisait pas  la 
biodisponibilité  du  norgestrel  (mesuré  par  Cmax  )  de  façon  significative  par  rapport  à une 
limite pertinente pré-définie. 44 
Soit  ()  la  médiane de  la  loi  des  différences  intra-sujet  Di  = Xi - Y"  alors  E =1.5 
représente la  limite pertinente pré-définie. Le test des rangs signés de  Wilcoxon (voir section 
2.2.2)  à été  utilisé  dans  le  but de  vérifier  l'hypothèse du  test  unilatéral  d'équivalence.  Les 
résultats obtenus sont les suivants: 
•  La somme des rangs  V,+  des valeurs positives de  Di  est  f;:+  =359. 
•	  Pour  () = -E = -1.5,  P,+  suit  asymptotiquement  une  loi  normale  d'espérance 
Eo(f;:+ )et de variance Varo (fi;+ ).
 
La valeur de l'espérance
 
_  N(N + 1)
Eo(Vs+) =  4  = 28 * 29 = 203 
et celle de la variance 
_+)  N(N + 1)(2N + 1)
Varo (Vs  =  24  = 1928.5. 
En  tenant compte de  la  correction de continuité (de 0.5),  la valeur approximative de  la 
probabilité observée est égale à 
203 - 359 + 0.5)
P = cD	  = cD[-3.5410] = 0.0002.  (  ...)1928.5 
D'après la valeur-p obtenue par l'application du test des rangs signés de Wilcoxon,  il  a 
été constaté que l'effet d'olestra sur norgestrel était  non  significatif même  pour  un  seuil  de 
signification de  1%. En d'autres mots,  les résultats de  l'étude de Miller soutiennent fortement 
l'hypothèse  nulle,  que  la  consommation  d'olestra  ne  réduit  pas  significativement  la 
biodisponibilité de norgestrel. 45 
2.5  Principe d'intervalle de confiance 
L'approche  la  plus  populaire  et  fréquemment  utilisée  pour  les  tests  unilatéraux  et 
bilatéraux d'équivalence est celle qui utilise l'estimation par intervalles de confiance. 
Soit  ~(X, a)  et  B(X, a)  respectivement  les  bornes  inférieure  et  supérieure  de  e au 
même niveau de confiance unilatéral 1 - a, où X représente l'ensemble de toutes les données 
obtenues  pendant  l'étude. Par exemple,  les  valeurs de  X = (XII X21  ... 1 Xnl Y II Y 21  "'1 Y m ), où  Xi 
représente  les  résultats obtenus suite à l'administration du  traitement Test,  T, et }j sont les 
résultats  obtenus  suite  à  la  l'administration  du  traitement  Référence,  R.  Pour  un  test 
d'équivalence défmi par les hypothèses: 
(2.15) 
1'hypothèse  nulle  (d' inéquivalence)  est  rejetée  si  et  seulement  si  l'intervalle  aléatoire 
(~(X; a), B(X; a»)  est complètement couvel1 par  l'intervalle d'équivalence (80  - El' 80 + E2) 
défini  par  l'hypothèse  alternative  (d'équivalence).  En  d'autres  mots,  l'hypothèse 
d'équivalence est acceptée si et seulement si les inégalités 
(2.16) 
e(x; a)  ::::::  eo + c2 
sont satisfaites simu Itanément. Sous les hypothèses définies pour les fonctions des paramètres 
de  position, échantillons appariés ou  échantillons indépendants (voir section  2.2),  le  niveau 
de  confiance  bilatéral  de  l'intervalle  (~(X; a), B(X; a»)  est  1 - Za.  Cependant,  le  seuil  de 
signification du test d'équivalence devrait être a et pas 2a. On va  montrer que cela est  le cas 
en suivant le raisonnement suivant. 46 
En  effet,  par  définition,  la  région  de  rejet  C  pour  l'approche  par  intervalles  de 
confiance peut être présentée sous la forme: 
c = {X180  - Cl  < ~(X; a),  e(x; a) < 80 + C2}'  (2. J 7) 
Par définition, 
Pe [8  E  (~(x;a),e(x;a))]  ~ 1- 2a 
et, si  l'intervalle est symétrique, 
Pe[8  ~  ~(X;a)j  ~  a, 
{ Pe[8  ~ e(x; a)j  ~  a. 
Donc, si une valeur fixée 8*  satisfait 
on a, en effet, 
(2. J 8) 
car le domaine  {~(X; a) > 80  - cd est inclus dans  {~(X;  a) ~  8*}. 
De même, soit une valeur fixée 8*  qui  satisfait 
8* ~  80 + [2 > e(x; a). 
Alors, on a que 
Pe·[ë(x; a) < 80 + C2]  ~  Pe*[e(x; a) ~  8*]  ~  a,  (2.19) 
car le domaine e(X; a) < 80 + C2  est inclus dans à [B(X; a) ~  8*}. 47 
Par exemple,  pour un  intervalle de  confiance de  90%, la  valeur du  seuil du  test bilatéral est 
a = 5%  et  pas a = 10%, car seulement une des conditions suivantes peut être satisfaite: soit 
8·  :::; 80  - El' soit 8· ~  80 +  E2'  La  probabilité de  commettre une  erreur de  type  1 est de  5% 
d'un côté de l'intervalle et 0% de l'autre côté de  l'intervalle, ce qui donne en tout 5% et  pas 
10%. 
Donc,  même  si  le  niveau  de  confiance  bilatéral  de  l'intervalle  (~(X; a), B(X; a)) est 
1 - Za,  Je seuil de signification du test d'équivalence est a et pas Za. CHAPITRE III 
PLANS D'EXPÉRIENCE EN BIOÉQUIVALENCE 
Faire le  bon  choix du  plan d'expérience et essentiel pour une étude de  bioéquivalence. 
Le  plan  sélectionné joue un  rôle  important dans  l'analyse des  données,  l'interprétation des 
résultats et  la conclusion par rapport à la  bioéquivalence des traitements. 
Le  choix  du  plan  dépend  premièrement de  la  variabilité  entre  les  observations.  Par 
exemple,  la  réaction  à un  celtain  médicament peut être très  différente d'un sujet à  l'autre, 
d'où la  variabilité entre  les  sujets (variabilité inter-sujet). Dans ce  contexte,  un  critère de 
choix du  plan  d'expérience serait sa capacité d'identifier et d'isoler la  variabilité  inter-sujet 
de  la variabilité intra-sujet (due à la  prise des différents traitements par le  même sujet) dans 
l'analyse  des  données.  Le  plan  d'expérience  capable  d'éliminer  cette  variabilité  dans  la 
comparaison  des  traitements  serait préféré  pour  l'analyse des  données  dans  le  cadre d'une 
étude de bioéquivalence. Le plan d'expérience pour ce type d'études est donc principalement 
choisi en tenant compte des facteurs suivants: 
•	  l'objectif de  l'étude; 
•	  le nombre des traitements à être comparé; 
•	  les  caractéristiques  du  traitement et sa  pharmacocinétique  (absorption,  distribution, 
élimination de  l'organisme); 
•	  la disponibilité des sujets; 
•	  la variabilité inter-sujet et la variabilité intra-sujet; 
•	  la durée de l'étude ou  le nombre des périodes; 
•	  le coût d'addition d'un sujet comparativement au coût d'addition d'une période; 
•	  le taux d'abandon des sujets. 49 
3.1 
Les  plans  d'expérience  le  plus  souvent  utilisés  dans  le  cadre  d'une  étude  de 
bioéquivalence  sont  les  plans  complètements  aléatoires  ou  autrement  appelés  les  plans 
parallèles,  les  plans  d'expérience aux  blocs  complets,  c'est-à-dire  les  plans  croisés  et  les 
carrés latins, les plans d'expérience aux blocs incomplets. Tous ces plans peuvent être utiles 
dépendamment  du  paramètre  à  être  évalué,  des  caractéristiques  du  traitement  et/ou  des 
restrictions médicales etc. (Chow et Liu, 2000). 
Dans les sections qui suivent, une brève description et quelques exemples sont donnés 
sur le  plan d'expérience parallèle et le  plan croisé g x p. Plus de détails sont apportées sur le 
plan d'expérience croisé 2 x 2 à travers des tests classiques et des tests de bioéquivalence. 
Plan d'expérience parallèle 
Le plan  parallèle est un  plan  d'expérience complètement aléatoire,  où  les  sujets ne 
reçoivent qu'un seul traitement pendant l'étude. 
Dans  le  cadre  d'un  tel  type  de  plan  d'expérience  les  sujets  sont  attribués  aux 
traitements de façon aléatoire. Donc, chaque sujet a la même chance de recevoir le  traitement 
qui  lui  sera administré au  long de  l'expérience. Normalement, le  nombre des sujets attribué 
aux différents groups des traitements est le même. 
L'exemple le  plus simple d'un plan  parallèle est celui qui  compare deux traitements. 
Soient  deux  traitements  administrés  à  vingt  sujets  de  façon  aléatoire.  Dix  d'entre  eux 
reçoivent le  nouveau traitement, Test, et les  autres dix sujets reçoivent le  traitement courant 
ou standard, Référence, de la façon suivante: 50 
Tableau 3.1  Exemple de plan  parallèle 
Traitement  Sujet 
Test	  2,3,5,9,10,13,15,17,18,20 
Référence  1,4,6,7,8, Il, 12,14,16,19 
Le pJan parallèle peut être décrit par le modèle linéaire: 
où  y  représente  la  variable dépendante et Yij est l'observation obtenue pour  le  sujet i dans  le 
groupe du traitement), pour tout i = 1,2, ... , nt et) = 1,2, ... , t, et : 
•	  /-l  est la moyenne globale de la  population, /-l  =  Ji  =L:j=t(/-lj/t), où  /-lj  représente la 
moyenne de  la population du traitement) ; 
•	  Tj représente l'effet direct du traitement), c'est-à-dire la déviation de  la moyenne /-lj 
par rapport à la moyenne globale /-l,  Tj = /-lj  - /-l  et L:j=t Tj = 0; 
•	  eij est J'erreur expérimentale de  l'observation Yij, eij =Yij - /-lj; 
•	  les erreurs {eij} sont des observations indépendantes de moyennes E(eiJ =aet de 
variance  V(eij) =  (J;  supposée égale pour toutes les populations des traitements j. 
Pour tester l' hypothèse nu Ile : 
par rapport à 
Ha:	  il existe au moins un) * k  ou  Tj *  Tk 
la  statistique suivante est utilisée: 
MST 
F. -­
0- MSE' 51 
où 
•  Fa  suit une loi  F  sous l'hypothèse nulle; 
•  MST décrit la variation entre les traitements; 
•  MSE décrit l'erreur expérimentale. 
Les formules de calcul de MST et de  MSE sont données dans  le tableau d'analyse de variance 
(tableau 3.2). 
Tableau 3.2  Analyse de Variance pour un  plan d'expérience parallèle 
Source  Degrés 
de  de  Somme des carrés (SS)  Moyenne des carrées 
variation  libertés 
Traitements  t - 1  SST I
t 
SST = .  nlY.j - yJ 2  MST=-­
t - 1 J=l 
Erreur  N - t  2  SSE I
t  In; SSE = .  .  (Yij  - Yj)  MSE=-­ N - t J=l  t=l 
Totale  N-l  2 SSTotal =I
t 
.  In; .  (Yij  - yJ
J=l  t=l 
L'hypothèse Ho  est rejetée au seuil de signification a, si et seulement si 
Fa  > Fa,(t-1),(N-t), 
où  N =  Lf=l ni représente le nombre total des sujets palticipants à l'étude et Fa,(t-l),(N-t) est le 
a-quantile de  la  loi  F avec t - 1 et N - t degrés de liberté. 
Il  faut  noter  que  le  plan  d'expérience  parallèle  est  peu  utilisé  dans  les  études  de 
bioéquivalence.  Particulièrement, cela s'explique par  le  fait que  la  variabilité intra-sujet, qui 
joue un  rôle  important dans  l'évaluation de  la  bioéquivalence,  ne  peut pas  être  identifiée et 
calculée séparément de  la variabilité inter-sujet. Ces deux sources de variation ne peuvent pas 52 
être  isolées, car les  sujets reçoivent la  même  formulation tout au  long  de  l'expérience. Cela 
implique qu'en utilisant  le  plan  parallèle la  bioéquivalence est établie par des  comparaisons 
basées sur les  variabilités intra- et inter-sujet. Malgré  le  fait que  le  plan  parallèle ne  soit pas 
capable d'isoler et d'éliminer la variabilité inter-sujet de  la comparaison des formulations, ce 
plan est considéré comme une alternative aux autres types de plans d'expérience utilisés dans 
le cadre des études de bioéquivalence dans les conditions suivantes: 
•	  le traitement est potentiellement toxique et/ou d'une très longue durée d'élimination; 
•	  la  population d'intérêt est composée de patients très malades; 
•	  le  coût  de  l'ajout  d'un  groupe  supplémentaire  de  sujets  est  plus  petit 
comparativement au coût de l'ajout d'une autre période expérimentale. 
3.2  Plan croisé g x p 
Le  plan  d'expérience croisé  représente  une  version  modifiée  du  plan  aléatoire  par 
blocs.  Généralement,  le  bloc  peut  être  composé  d'une  unité  ou  d'un  group  d'unités 
expérimentales  homogènes.  On  peut  considérer  comme  critère  d' homogénéité  l'âge  ou  le 
poids du  sujet, par exemple, si  l'unité expérimentale représente  la  personne.  Si  le  bon  critère 
est choisi,  la  variation  entre  les  unités  expérimentales  du  même  bloc  est  plus  petite  que  la 
variation entre les unités expérimentales des différents blocs. 
Dans  le  cadre d'un  plan  d'expérience croisé,  le  bloc  est  composé  d'une seule  unité 
expérimentale.  La  même  unité  expérimentale  reçoit  plusieurs  traitements  pendant  J'étude. 
Ces  traitements  sont administrés  pendant différentes  périodes  de  temps  nommées  périodes 
expérimentales. Quand  les  traitements sont comparés sur  la  même  unité expérimentale (le 
même  sujet),  la  variation  entre  les  unités  expérimentales  est  isolée  et éliminée de  l'erreur 
expérimentale.  Les  unités  expérimentales  individuelles  sont  utilisées  comme  bloc  dans  Je 
cadre des plans croisés pour diminuer l'erreur expérimentale et pour augmenter J'efficacité de 
l'étude. Comparativement aux plans complètement aléatoires, la comparaison des traitements 
d'un plan  aux  blocs est plus  précise, car la  variation bloc (entre Jes  blocs) est éliminée de  la 
comparaison des  traitements sur la  même  unité  expérimentale. Donc,  c'est la  précision  plus 
élevée qui  constitue l'avantage principal des  plans  par blocs.  Un  bloc est considéré complet, 53 
si  toutes  les  unités  expérimentales  du  bloc  reçoivent  tous  les  traitements  à être  comparés 
pendant ['étude. L'ordre dans  lequel  les  unités  expérimentales reçoivent ces traitements est 
nommé séquence. Un  plan  d'expérience croisé est composé de  plusieurs séquences, définies 
de  telle  façon  pour  que  l'effet  traitement  ne  soit  pas  confondu  avec  l'effet  période;  plus 
précisément, pour que ces  deux effets  puissent être distingués  l'un de  l'autre.  Par exemple, 
pour  le  plan  croisé  2  x  2  (composé  des  deux  séquences  et  deux  périodes),  utilisé  pour 
comparer deux traitements A et B,  dans  la  première séquence  le  traitement A est administré 
dans la  période  1 et Je traitement B est administré dans  la  période 2.  L'ordre d'administration 
des traitements change dans  la  deuxième séquence, où  le traitement B est administré dans  la 
période  1 et  le  traitement  A  est  administré  dans  la  période  2.  Cette  façon  de  définir  les 
séquences,  permet  d'éviter que  les  effets  période  et  traitement  soient  confondus.  Le  plan 
croisé, dont le  nombre de séquences est égal  à 9 et le  nombre de  périodes expérimentales est 
égal à p,  est nommé plan croisé 9 x p. 
Généralement, dans  le cadre des études de bioéquivalence les unités expérimentales ou 
bien  les  blocs représentent des sujets non  malades.  Chaque sujet est attribué aléatoirement à 
une des séquences. Donc les séquences sont composées des réponses de sujets différents. 
Pour le  plan croisé on distingue: 
•	  l'effet direct du traitement qui  représente  l'effet du  traitement mesuré  pendant  la 
période expérimentale; 
•	  l'effet résidu (carry-over) qui  représente  l'effet du  traitement qui  dure encore après 
la fin  de la  période expérimentale. 
Si  l'effet résidu  dure  pendant une  seule période,  il  s'appelle effet de  premier rang. 
Dans le cas où  il  dure pendant jusqu'à c périodes, il  s'appelle effet de  rang c. 
Généralement, dans le cadre des études de bioéquivalence, les  périodes expérimentales 
sont séparées  par  un  intervalle  de  temps  nommé  washout (lavage).  Pendant cette  période, 
l'effet du  premier traitement devrait être éliminé de l'organisme pour ne pas être présent dans 
la  période  suivante.  Cet  intervalle  doit  être  assez  long  pour  amener  Je  sujet  à  ['état 
physiologique  ou  psychologique  initial.  Cette  période  est  définie,  d'habitude,  comme  cinq 54 
fois  la  demi-vie  du  traitement (St1/ Z)'  11  faut  rappeler que  le  paramètre  t1/ Z  correspond  au 
temps nécessaire pour que, après l'administration du  traitement, sa concentration diminue de 
moitié.  D'après  la  littérature,  une  période  de  temps  égale  à cinq  demi-vies  est considérée 
suffisante pour que 97% de l'effet du traitement soit éliminé de l'organisme. 
Notons  que,  même  si  le  washout  est  assez  long,  J'état  physiologique  peut  être 
suffisamment  affecté  pour  qu'un  certain  effet  du  traitement  soit encore  présent  dans  les 
périodes  expérimentales  suivantes.  En  utilisant  un  plan  croisé  dans  ce  cas,  une  période 
d'élimination  suffisamment  longue  doit  être  définie  pour  que  le  traitement  soit  éliminé 
complètement  de  l'organisme.  L'expérience  risque  de  durer  trop  long  temps,  ce  qui  peut 
amener  à  un  grand  nombre  d'abandons  de  l'étude.  Cela  constitue  un  des  inconvénients 
majeurs des plans d'expérience croisés. 
3.2.1  Exemples de plans croisés 
En ce qui suit, quelques exemples des plans d'expérience croisés sont présentés. 
1. Plan d'expérience 2 x 2 
Dans  le  cadre d'une étude de bioéquivalence un  nouveau  traitement, appelé Test (T), 
est  comparé  à  un  traitement  standard,  appelé  Référence  (R),  en  util isant  le  plan  croisé 
suivant: 
Tableau 3.3  Plan croisé 2 x 2 
Période 
Séquence  1  2 
Test (T)  Référence (R) 
2  Référence (R)  Test (T) 55 
Ce  dernier  représente  un  plan  à 2 séquences  et  2  périodes.  Chaque  sujet  reçoit  les 
traitements Test et  Référence dans  deux  périodes expérimentales différentes.  Pour éviter  le 
biais, les sujets sont assignés de façon aléatoire à une de ces deux séquences, TR et RT.  Les 
périodes  expérimentales  sont  séparées  par  une  période  de  washout  assez  longue  pour  que 
l'effet résidu soit complètement éliminé. Le  plan d'expérience 2 x 2 représente un  carré latin. 
Le carré latin est un  plan d'expérience dont les  L traitements sont arrangés dans un  carré de 
L lignes et L colonnes où chaque ligne et chaque colonne ne contient qu'un seul traitement, et 
L = 2 dans ce cas. 
2. Plans d'ol'dl'e supédeui' 
Deux traitements ne sont pas toujours comparés en  utilisant un  plan croisé 2 x 2.  Dans 
certaines situations, des  plans croisés d'ordre supérieur, dont  le  nombre des  périodes ou  des 
séquences  n'est pas  nécessairement égal  au  nombre  des  traitements,  sont  plus  appropriés. 
Typiquement, on  peut avoir un  traitement qui est hautement va.-iable, c'est-à-dire il y a une 
grande  dispersion  intra-sujet  (une  déviation  standard  de  plus  de  0.30,  Patterson  et  Jones 
(2006), chapitre 2), ou  un traitement dont l'effet résidu dure longtemps dû à une longue demi­
vie,  à un  faible  métabolisme ou  à d'autres facteurs qui  influence  le  processus d'élimination 
plus  rapide du  traitement de  l'organisme.  Dans  ces cas,  deux  traitements sont comparés en 
utilisant les  plans  croisés 2 x 3 ou  2 x 4.  Pour ces  plans croisés,  le  nombre de  périodes est 
plus grand que  le nombre de traitements. 
D'après le  plan d'expérience 2 x 3 (ou demi-répétés), les sujets vont recevoir les deux 
traitements.  Cependant,  un  traitement est administré deux fois.  Lequel  des  deux traitements 
est  administré  deux  fois  dépend  de  la  séquence qu'on  a attribué  aléatoirement  au  sujet.  Il 
existe six séquences possibles pour ce  plan d'expérience, mais juste deux d'entre elles sont le 
plus souvent utilisées (indiquées en caractères gras dans le tableau 3.4). 56 
Tableau 3.4  Séquences du  plan croisé 2 x 3 
Période 
Séquence  2 3 
T R R 
2  R T T 
3  T T  R 
4  R  R T 
5  T  R T 
6  R T  R 
D'après le  plan  d'expérience 2 x 4 (pleinement répété),  les sujets reçoivent deux fois 
chaque traitement.  Il  existe six séquences possibles  pour ce  plan  d'expérience.  En  pratique, 
deux  d'entre elles sont  plus  souvent  uti lisées  (indiquées  en  caractères  gras  dans  le  tableau 
3.5). 
Tableau 3.5  Séquences du  plan croisé 2 x4 
Période 
Séquence  2  3  4 
T  R  R  T 
2  R  T  T  R 
3  T  T  R  R 
4  R  R  T  T 
5  T  R  T  R 
6  R  T  R  T 57 
3. Plan d'expérience 3 x 3 
Dans le  cadre d'une étude, c'est possible que des plans croisés pour comparer plus de 
deux  traitements  soient  utilisés  pour  tester  la  bioéquivalence.  Cependant,  ils  sont  moins 
courants que les plans déjà mentionnés. 
Supposons que,  deux formulations  référence  R et  S sont comparées à  la  formulation 
test T.  La formulation R peut représenter une dose composée de  trois comprimés de  100 mg 
et  la  formulation  S peut représenter une dose composée d'un comprimé de  200 mg et d'un 
comprimé de  100 mg, tandis que  la formulation test peut être composée d'un seul comprimé 
de  300  mg.  Le  but  de  l'étude  est  de  comparer  la  bioéquivalence  de  T  avec  R  et  la 
bioéquivalence de T avec S. Le plan d'expérience 3 x 3 (voir tableau 3.6) est à utiliser, où  les 
sujets sont attribués aléatoirement à une des six séquences possibles. 
Tableau 3.6  Séquences du plan croisé 3 x 3 
Période 
Séquence  1  2  3 
T  R  S 
2  R  S  T 
3  S  T  R 
4  T  S  R 
5  R  T  S 
6  S  R  T 
On  constate que  le  plan  3 x 3 est formé de  deux carré  latins,  où  l'un d'entre eux est 
formé par les séquences l, 2,  3 et l'autre est formé par les séquences 4,  5,  6.  En  pratique, un 
seu 1 carré latin est souvent uti 1isé  pour comparer les traitements.  II  est préférable, cependant, 
que le plan complet soit utilisé. 58 
4. Plan d'expérience 4 x 4 
Si  jamais  la  bioéquivalence de  deux  formulations  test et deux formulations  référence 
est à tester,  le  plan d'expérience 4 x 4, composés des séquences suivantes, est préférable. 
Tableau 3.7  Séquences du  plan croisé 4 x 4 
Période 
Séquence  2  3  4 
1  A  D  B  C 
2  B  A  C  D 
3  C  B  D  A 
4  D  C  A  B 
On  a  noté  par  A,  C  la  dose  élevée  et  la  dose  basse  du  traitement  Référence, 
respectivement, et par B, D la dose élevée et la dose basse du traitement Test, respectivement. 
3.2.2  Modèle 1 inéaire général 
Supposons  que  pour  comparer  L traitements  (t = 1,2, ... ,L) on  utilise  le  plan  croisé 
9 x p.  Comme c'était déjà  mentionné, ce plan est composé de  p périodes U=  1,2, ... , p) et de 
9  séquences (k  =  1,2, ... , g). Le nombre de  périodes expérimentales n'est pas nécessairement 
égal  au  nombre de  traitements. Un  total de nk sujets (i = 1,2, ... , nk) est attribué aléatoirement 
à chacune de ces séquences. 
Soit Yijk  j'observation (par exemple la valeur observée de AUC  ou C max ) du sujet i de  la 
séquence k dans la période j. 
Définition  3.1 :  Un  facteur  Al  à n  niveaux  {aIl' alZ, ... , aln  }  est  dit  emboîté dans  un 
facteur  Az  à  m  niveaux  {aZI' aZZ' ... , azm },  lorsque  à  chaque  niveau  al E {aIl' al2, ... , aln } 
correspond un seul  niveau az E {azl,azz, ... , azm }. 59 
Le modèle linéaire qui correspond à ce plan croisé peut être décrit par la formule: 
(3.1 ) 
i = 1,2, ... , nk, j  = 1,2, ... , p, k = 1,2, ... , g 
où: 
•	  f..l  est la moyenne globale; 
•	  Yk  représente l'effet fixe de  la séquence k, k = 1,2, ... ,g, et on a I~=l Yk  = 0; 
•	  Sil'  est l'effet aléatoire du  sujet i emboîté dans  la  séquence k  (i = 1,2, ... , nk), c' est-à­
dire  que  chaque sujet  n'est attribué  qu'à une  des  deux  séquences  et  pas  aux  deux 
séquences simultanément; 
•	  Tfj  est l'effet fixe de la période j, j  =  1,2, ... , p, et on a Ij=l  Tfj  =  0; 
•	  T(j.I()  représente  J'effet  direct  du  traitement  administré  dans  la  période  j  de  la 
séquence k. C'est un effet fixe  pour lequel Itl  TU.k)  =  0; 
•	  ÀU- 1,k)  est  l'effet  fixe  du  résidu  (effet  résidu  de  premier  rang)  du  traitement 
administré dans  la période j  - 1 de la séquence k, où  À(o'/()  =  0 et I~=l  ÀU- 1,k); 
•	  eijk est l'erreur expérimentale pour l'observation Yijk' 
On a les suppositions suivantes: 
1.	  les  effets aléatoires  {SiI(}  sont  indépendants et  identiquement distribués de  moyenne 
E(Sik) = 0 et de variance V(Sik) = (Ji,  i = 1,2, ... , nk, k = 1,2, ... , g; 
2.	  les  erreurs  {eijk},  sont  indépendantes  de  moyenne  E(eijlJ =  0  et  de  variance 
V(eijk) = (Jl,  i = 1,2, ... , nk,j = 1,2, ... ,p, k = 1,2, ... ,g, t = 1,2, ... ,L, où L représente  le 
nombre de traitements à comparer. Par exemple, dans  le  plan croisé 2 x 2 le  nombre 
de  traitements L =  2,  dans  les  plans  d'ordre supérieur 2 x 3 ou  2 x 4 le  nombre  de 
traitements L = 2, mais dans le plan croisé 3 x 3 le nombre de traitements L = 3 etc.; 
3.	  les ensembles {Sid et {eijk} sont mutuellement indépendants. 60 
La  vanance  aJ  décrit  la  variabilité  inter-sujet,  tandis  que  la  variance  al  décrit  la 
variabilité intra-sujet pour le traitement t =  1,2, ... , L. 
Soit Y.llu YZk' ... , Y.pk  les  moyennes observées pour les périodes 1,2, ... , p de  la séquence 
k obtenues par  la formule Yjk = (l/nk)  I~;l Yijb j  = 1,2, ... , pet k = 1,2, ... , g. 
Sous l'hypothèse de  la normalité de l'effet aléatoire et de l'erreur expérimentale, l'effet 
période,  l'effet  direct  du  traitement  et  l'effet  résidu  du  modèle  peuvent  être  estimés  en 
utilisant des contrastes linéaires appropriés définies à partir de ces 9 * P moyennes. 
Définition  3.2:  Le  contraste  linéaire  intra-sujet  de  la  séquence  k  représente  une 
combinaison linéaire des moyennes observées Y.lk,Y.Zk' ... ,Y.pk, c'est-à-dire: 
1 =  Câ.lk + czY.Zk + ... + CpY.pk, 
,  ,"p  - 0 ou  L..j=l Cj  - . 
On  constate que  la  variance du  contraste 1 ne  consiste que de  la  variabi 1 ité  intra-sujet 
ac z,  t = 1,2, ... ,L.  Alors,  les  inférences  statistiques  pour  l'effet  période,  l'effet  direct  du 
traitement  et  l'effet résidu  peuvent être  réalisées  en  se  basant  sur  la  variabilité  intra-sujet. 
Dans  la  section  suivante  des  tests  classiques  sont  appliqués  afin  de  réaliser  les  inférences 
statistiques sur les effets fixes du  plan croisé 2 x 2. 
3.3  Inférence statistique pour le plan croisé 2 x 2 (tests classiques) 
Le  plan  le  plus  populaire dans  le  cadre  des  études  de  bioéquivalence d'un  nouveau 
traitement, Test (T), et un  traitement standard, Référence CR), est le  plan croisé 2 x 2. Tel que 
vu  auparavant,  ce  plan  est  composé  de  deux  séquences  et  deux  périodes  expérimentales. 
Chaque sujet est attribué aléatoirement à l'une des séquences RT ou TR.  Les sujets reçoivent 
les  deux  traitements durant  l'étude,  un  dans  la  période  expérimentale un  et  l'autre dans  la 
période expérimentale deux. Typiquement, les  périodes expérimentales sont séparées par une 
période  washout  assez  longue  pour que  l'effet résidu  d'un traitement  ne  soit  pas  rapporté 
d'une période expérimentale à l'autre. 61 
Soit Yijk  la  valeur observée (par exemple AUC  ou Cmax )  pour le  sujet i (i =  1,2, ... ,nJ 
de  la séquence k (k = 1,2) dans la période j  Ci = 1,2). 
D'après Chow et Liu, 2000, chapitre 3,  le modèle linéaire du plan croisé 2 x 2 peut être 
décrit par les quatre combinaisons période-séquence suivantes (voir tableau 3.8): 
Tableau 3.8  Combinaisons période-séquence du modèle linéaire du plan croisé 2x2 
Période 
Séquence  1	 2 
1(RT) 
2 (TR) 
où: 
•	  J1  est la moyenne globale; 
•	  Sil et 5(2 sont les effets aléatoires des sujets i et ( emboîtés dans  la séquence  1 et 2, 
respectivement, i = 1,2, ... ,nt et ( = 1,2, ... ,n2; 
•	  1f1 et 1f2 sont les effets fixes de  la période 1 et 2, respectivement, et 1f1 + 1f2 = 0; 
•	  TT  et  Tn  représentent  les  effets  directs  du  traitement  T  et  du  traitement  R, 
respectivement, et TT + Tn  =  0; 
•	 ÀT  et  Àn  représentent  les  effets  résidu  dû  au  traitement  T  ou  au  traitement  R, 
respectivement, et ÀT + Àn = O.  Il  n'existe pas d'effet résidu dans la première période, 
c'est-à-dire  qu'il  se  peut  qu'un  effet  résidu  soit  présent  que  pour  la  deuxième 
période; 
•	  eil1' ei21'  e (12  et  e(22  sont  les  erreurs  expérimentales  pOlif les  observations Yill' Yi2l' 
Y(12  etY(22' respectivement, i =  1,2, ... ,nt  et (= 1,2, ... ,n2· 62 
On a les suppositions suivantes: 
1.	  les  effets  aléatoires  Sil  et  S(2'  sont  indépendants,  identiquement  distribués  et  ils 
suivent une  loi  normale N(O, Œf); 
2.	  les  erreurs expérimentales  {eijk}  (i = 1,2, ... , nk' j  = 1,2,  k = 1,2) sont indépendantes, 
identiquement distribuées et elles suivent une  loi  normale N(O,  Œ~); 
3.	  les  ensembles  {Sid  et  {eijk}  (i = 1,2, ... ,nk>  j  = 1,2,  k = 1,2)  sont  mutuellement 
indépendants. 
Les  hypothèses  du  modèle  défini  par  les  effets  du  tableau  3.8  sont  plus  restreintes, 
comparativement aux  hypothèses du  modèle du  plan  croisé 9 x P à 9  séquences et p périodes 
défini dans  la  section précédente, où  les ensembles {Sid, et {eijd  Ci =  1,2, ... , n'e, j =  1,2, ... , p, 
k = 1,2, ... , g)  ne  suivaient  pas  nécessairement  des  lois  normales.  De  plus,  les  variabilités 
intra-sujet de  L  traitements  Œ,2  (t = 1,2, ... ,L), variait d'un traitement à  l'autre  pour  le  plan 
croisé 9 x p.  Dans  le cas du  plan 2 x 2,  la variabilité intra-sujet  Œ~  est la  même  pour les deux 
traitements. 
Notons que dans notre cas L =  2. 
Les  effets  fixes  du  plan  croisé 2 x 2 pour  chacune des  quatre combinaisons  période­
séquence, sont présentés dans  le tableau suivant: 
Tableau 3.9  Les effets fixes du plan croisé 2 x 2 sans effet séquence 
Période 
Séquence  1	  2 
1 (RT) 
2 (TR) 
où  on a supposé que 7fl + 7f2 = 0,  TR + TT = °et ÀR + ÀT  = O. 
L'objectifest d'isoler l'effet direct du traitement des autres effets et de  l'estimer. 63 
Il  faut  noter que  le  modèle linéaire définit d'après Chow et Liu, 2000, chapitre 3,  ne contient 
que quatre  paramètres à estimer, c'est-à-dire  jJ.,  n,  T  et il. D'après Patterson et Jonce,  2006, 
chapitre  3,  étant  donné  que  les  sujets  sont  attribués  aléatoirement  aux  séquences,  l'effet 
séquence peut être supposé absent. Si jamais l'effet séquences était conservé dans  le  modèle, 
on n'aurait pas eu  la  possibilité d'estimer tous  les cinq paramètres, car juste quatre moyennes 
observées sont disponibles (voir tableau 3.10). Dans  ce  cas  l'effet résidu  est confondu avec 
l'effet séquence (Chow et Liu, chapitre 2). 
Tableau 3.10  Les effets fixes du  plan croisé 2 x 2 avec effet séquence 
Pédode 
Séquence  1  2 
1(RT) 
2 (TR) 
Les  espérances  du  tableau  3.10  ont été  obtenues en  substituant  les  égalités suivantes 
TT = -TR, ilT = -ilR, Y2  = -h et n2 = -nI dans  le tableau 3.9. Ces égalités ont été obtenues à 
partir des suppositions TR  +TT = 0, ilR +ilT = 0,  h  + Y2  = 0, nI +n2 = 0, respectivement. 
Les  effets  aléatoires  du  plan  croisé  2  x  2,  pour  chacune  des  quatre  combinaisons 
période-séquence, sont présentés dans  le tableau 3.11  suivant: 
Tableau 3.11  Les effets aléatoires du  plan croisé 2 x 2 
Période 
Séquence  1  2 
1 (RT) 
2 (TR) 64 
i =  1,2, ... ,n1 eti' =  1,2, ... ,n2' 
La variance du sujet i de la séquence k dans la période j, est 
(3.2) 
On  retrouve aussi  la  formu le  de  la  covariance entre deux observations dans  la  même 
séquence, mais dans des périodes différentes, qui est égale à : 
COV(Yilk' Yi2k)  =  COV(Sik + eilk' SUt  + ei2k)  =  Cov(Suo SilJ =  (3.3) 
V(SuJ = (Ji,  i = 1,2, ... , nlo k = 1,2. 
La corrélation, p,  entre deux  observations du  même sujet sur des  périodes différentes 
se calcule selon  la formule: 
Notons  que  les  formules  (3.3.2)  et  (3.3.3)  restent  valables  si  les  lois  des  erreurs 
expérimentales ne sont pas normales. 
Sous les hypothèses du  modèle définie dans  le  tableau  3.8, des  inférences statistiques 
peuvent  être  réalisées  pour  les  effets  fixes  en  utilisant  des  tests  t  de  Student  pour  deux 
échantillons indépendants. Plus de  détails sur ces  inférences seront donnés dans  les  sections 
suivantes. 
3.3.1  L'effet résidu 
Avant de tester l'effet direct du  traitement on  va  se  rassurer que  la  présence de  l'effet 
résidu  n'est pas  significative,  car,  au  cas  contraire,  il  n'existe  pas  d'estimateur  non-biaisé 
pour l'effet direct du traitement. 65 
Soit  la  somme entre  l'observation de  la  période  1 et l'observation de  la  période 2 du 
sujet  i  Ci  = 1,2, ... , nk) de  la  séquence k  (k = 1,2) notée par Uik'  Alors,  pour chaque sujet on 
peut considérer l'égalité suivante: 
Uik  = Yi1k  + Yi2k,  i = 1,2, ... , nk,  k = 1,2.  (3.4) 
Les  espérances mathématiques  des  variables Uif,  (i = 1,2, ... , nk'  k = 1,2) sont données 
dans le tableau suivant: 
Tableau 3.12  Les espérances mathématiques des variables Uif, 
Séquence 
E(Uil) = E(Yill + Yi21)  = 2/1 + (7[1 + 7[2) + (T R + Tr) + ÀR = 2/1 + ÀR 
2  E(Ui2) = E(Yi12  + Yi22)  = 2/1 + (7[1 + 7[2) + (Tr + TR) + Àr = 2/1 + Àr 
où  E(Sik) = 0, E(eijk) = 0 (i = 1,2, ... , nk' k = 1,2, j  = 1,2) et 7[1 + 7[2 = 0, Tr + TR = O. 
La variance des Uif, (i = 1,2, ... , nk'  k = 1,2) est décrite par la formule: 
V(Uik) = V(Yilk + Yi2k)  = V(YilIJ + V(Yi2IJ + 2COV(Yi11"Yi2k)  = 2(a~ + aD + 2a; = 
2(a~ + 2a;) . 
Donc on a 
(3.5) 
Pour tester l'effet résidu, on  va  considérer le  paramètre À = Àr - ÀR.  Sous la  contrainte 
Àr + ÀR = 0,  les effets résidus des deux traitements sont égaux si  et seulement si  Àr = ÀR = O. 
Alors, tester l'absence de  l'effet résidu c'est la  même chose que montrer l'égalité entre l'effet 
résidu du  traitement Test et l'effet résidu du  traitement Référence, Àr  =  ÀR .  Dans  le  cas où  il 
n'existe pas d'effet résidu,  l'effet direct du traitement est estimé à partir des observations des 66 
deux périodes.  Si jamais les  effets  résidu  des deux traitements ne sont pas égaux,  il  n'existe 
pas  d'estimateur  non-biaisé  pour  estimer  l'effet direct  du  traitement,  d'où  l'importance de 
tester la signification de ['effet résidu. 
On définit les hypothèses suivantes: 
(3.6) 
contre 
Sijamais l'hypothèse Ho  est rejetée, cela signifie que l'effet résidu est significatif. 
Notons par 
(3.7) k =  1,2, 
les  moyennes  des valeurs  Uik  pour chacune des  séquences.  Alors,  U,1  et U,2  représentent  les 
moyennes de  deux échantillons aléatoires  indépendants tirés de  populations qui  suivent des 
lois  normales de  la  même variance. Dans ces conditions,  l'inférence statistique sur il peut se 
faire facilement en appliquant un test t de Student pour deux échantillons indépendants. Étant 
donné que il est inconnu,  il  sera estimé par Je contraste linéaire des moyennes U,1  et U,2  : 
x= U,2  - U,1  = (5'.12 +  )122) - ()I.11 +  )121)'  (3.8) 
Sous les  hypothèses du  modèle du  plan  croisé 2 x 2 (voir tableau  3.8), X suit une  loi 
normale d'espérance mathématique suivante: 
c'  est-à-d ire 
E(X) = il,  (3.9) 
où 67 
La variance est: 
(3.10) 
et elle s'obtient de la façon suivante: 
car  Uik  sont  indépendants  pour  i = 1,2, ... ,nk'  En  particu 1 ier,  COV(U,2' U,I) = 0  par 
l'indépendance entre les séquences. 
La variance V(Â)  s'estime par V(Â) = âJ(l/nI  + 1/n2), où  (JJ  est remplacé par âJ, où  : 
(3.11 ) 
L'estimateur Â est un  estimateur non-biaisé de  À et  âJ  est un  estimateur non-biaisé de 
2 D 1 (  ) ~2'  l' 2 2  , 2  .  bl  h'  d (Ju·  e p us,  nI + n2  - 2  (Ju  SUIt  une  01  (JuX(  +  2)' ou  X( +  2)  est une varIa  e c  1- eux nl  nz- nl  nz­
avec (nI + n2  - 2) degrés de liberté. 
Sous l' hypothèse Ho  le test statistique 
(3.12) 
suit  une  loi  t de  Student avec  (nI + n2 - 2)  degrés  de  liberté.  L'hypothèse  Ho:  ÀT =  ÀR est 
rejetée en faveur de l'hypothèse alternative Ha:  ÀT  *- ÀR au seuil de signification a, si 68 
(3.13) 
où  t(a/2,  n1 + nz - 2)  représente la  valeur critique supérieure (qui correspond à a/2) de  la 
loi t de Student avec (n1 + nz - 2) degrés de  liberté. 
En  analysant  la  variance  O"J  = 2(20"t + O"~),  on  constate  qu'elle  inclut  la  variabilité 
inter-sujet et la variabilité intra-sujet. Dans le cas où  la variabilité inter-sujet est relativement 
grande  par  rapport  à  la  variabilité  intra-sujet,  la  puissance  du  test  Tc  peut  être  petite.  En 
pratique, le  nombre de sujets d'une étude de  bioéquivalence est déterminé en se basant sur la 
variabilité intra-sujet d'une étude préliminaire. Pour augmenter la  puissance du  test,  Grizzle 
(1965)  suggère  de  considérer  un  seuil  de  signification  de  10%  et  pas  de  5%  pour  tester 
l'hypothèse nulle (voir Chow et Liu, 2000, chapitre 3). 
L'intervalle de confiance (1  - a)100% basé sur la statistique Tc  pour À peut être calculé 
d'après la formule: 
(3.14) 
Si  l'intervalle de confiance contient la valeur 0,  l'hypothèse Ho  n'est pas  rejetée, et on 
conclue que l'effet résidu n'est pas significatif. 
3.3.2  L'effet direct du traitement 
En ce qui suit on va tester l'effet direct du traitement. 
Soit noté par: 69 
(3.15) 
la  différence entre  l'observation de  la  période 2 et  l'observation  de  la  période  1 du  sujet  i 
Ci  =  1,2, ... , nk) de  la séquence k (k  =  1,2). 
Les  espérances  mathématiques  des  variables  du,  (i = 1,2, ... , ni"  k = 1,2) sont données 
dans  le tableau 3.13  : 
Tableau 3.13  Les espérances mathématiques des variables du, 
Séquence 
2 
La variance des dik est: 
2  (3.16) V(dik  )  =  ad  =  Œ 2w, (i =  1,2, ... , nk, k =  1,2). 
En  vertu  des  formules  (3.3.2)  et  (3.3.3)  on  constate  que  la  variance  des  dik  comprend 
seulement  la  variabilité intra-sujet dans son calcul, d'où l'avantage des  plans croisés dans  la 
comparaison  des  effets  des  traitements.  Cependant,  les  espérances  mathématiques  des  du, 
comprennent l'effet période et l'effet résidu. 
Soit l'effet période et l'effet direct du  traitement défini  par  Tr =  Trz  - TrI  et  T =  TT  - TR' 
respectivement. 
Pour  chacune  des  deux  séquences,  la  moyenne  des  dik  (i =  1,2, ... , ni,)  est  calculée 
d'après la formule: 70 
- _ 1  "nk
 
d k  - nk L..i=l dik ,  k =  1,2.  (3.17)
 
Si  on  considère  le  contraste  linéaire  f =  Cl 1  - Clz  et  on  calcule  son  espérance 
mathématique, on obtient: 
E(Cl 1  - Clz) =  E(Cl1 )  - E(Clz) 
= Z
1 
[((1rz - 1r1 )  + (TT  - TR) + ÀR) - ((1rz - 1r1 )  + (TR  - TT) + ÀT)] 
1  ~-~  À
=Z[2(TT-TR)+(ÀR-ÀT)]=TT-TR +  2  =T-Z' 
c'est-à-dire: 
(
- -d
-)  À  (3.18) Ed  =T-­ .1.Z  Z' 
On  constate que f  représente un  estimateur non-biaisé du  paramètre T, si  et seulement 
si  l'effet résidu est nul. 
En effet, soit ÀT  =  ÀR, alors 
_ _ 1  (3.19)
f =  dl - d z =  Z[(YZl  - Y.11)  - (yzz - yd] =  YT  - YR' 
Donc, sous l'hypothèse de l'absence de l'effet résidu, 
est un estimateur non-biaisé du  T. Les valeurs 
YT  =  ~(YZl  + Y.d et YR  =  ~(Yll  + Y.d 
représentent  les  moyennes  obtenues  par  les  moindres  carrés  (least  square  means)  des 
traitements Teste et Référence, respectivement. 71 
Notons que  J'effet direct du  traitement, T, est noté également par la différence flT - flR, où  flT 
et  flR  sont  Jes  moyennes  des  populations  du  traitement  Test  et  du  traitement  Référence, 
respectivement. 
Sous  les  hypothèses du  modèle défini pour le plan croisé 2 x 2 (section 3.3), f  suit une 
loi  normale d'espérance T et de variance 
(3.20) 
Les ensembles {d i1 },  i = 1,2, ... ,n1  et {dd,  i = 1,2, ... , n z représentent deux échantillons 
indépendants tirés de  populations normales avec variances égales.  Dans  le  cas où  il  n'existe 
pas  d'effet résidu,  pour tester l'effet direct du  traitement on  se  base sur  le  test t de  Student 
pour deux échantillons indépendants, de statistique suivante: 
(3.21 ) 
où 
~2  _  1  ,,2  "nk (d  a)2  (3.22) 
ad  - ni +nz-2 L.k=l L.i=l  ik  - .k  . 
Étant donné que (n1 +nz - 2)8J suit une  Joi  (J"JxZ(n1 +nz - 2), la statistique rd  suit une  loi  t 
de  Student avec n1 +nz - 2 degrés de liberté.  L'intervalle de confiance (1- a)100% pour T 
peut être calculé d'après la formule: 
(3.23) 
Pour  tester  la  présence  de  l'effet  direct  du  traitement  on  définit  les  hypothèses 
suivantes: 
(3.24) 
L'hypothèse Ho  est rejetée, si 72 
(3.25) 
Notons que la  procédure décrite plus haut teste l'égalité des effets traitement, mais pas 
la  bioéquivalence.  L'adaptation  des  tests  de  cette  section  dans  le  cadre  des  études  de 
bioéquivalence sera décrite dans la section 3.5. 
3.3.3  L'effet période 
En ce qui  suit on teste l'effet période. 
Soit définies les différences croisées entre l'observation de la période 2 et l'observation 
de  la  période  1 du  sujet  i  (i =  1,2, ... ,nl )  de  la  séquence  k = 1 et entre  l'observation de  la 
période 2 et l'observation de la période J du sujet i (i = 1,2, ... ,nz) de la séquence k = 2: 
(3.26) 
Les espérances mathématiques et la variance des Wik sont, respectivement: 
(3.27) 
et 
(3.28) 
Soit les moyennes Wl et Wz  dans la séquence 1 et 2 définies par: 
- _{d. l ,  k = 1,  (3.29) 
W·k  - ­
-d.z,  k = 2. 73 
Le  contraste  linéaire  ft =  W.1  - W.2  est un  estimateur non-biaisé  de  ['effet  période  rr. 
C'est-à-dire 
E(ft] = E(w.1- W.2]  = E [~((Y.21  - Y.ll) - (Y.12  - 51'22)]] 
="2
1
(2(rr2  - rr1 )  + (ilR + ilT )] =rr2  - rr1  =rr. 
Sous la contrainte ilR + ilT  =  0, ft est un estimateur non-biaisé de rr  indépendamment du 
fait que l'effet résidu est significatif ou  pas. 
L'intervalle de confiance (1  - a) x 100% pour rr  peut être calculé d'après la formule: 
(3.30) 
L'hypothèse Ho:  rr1 =  rr2  est rejetée contre l'hypothèse alternative Ha:  rr1 *- rr2,  si 
où 
(3.31 ) 
3.4  L'analyse de variance pour le plan croisé 2 x 2 
Dans  les  sections  précédentes,  les  inférences  statistiques  pour  les  effets  fixes  du 
modèle linéaire décrit par les effets du  tableau 3.9 ont été déduites en se  basant sur des tests t 
de  Student pour deux  échantillons  indépendants.  Ces tests  sont adaptés au  cas des  tests  de 74 
bioéquivalence.  Cependant,  les  mêmes  analyses  peuvent être  réalisées  avec  la  méthode  de 
l'analyse  de  la  variance.  On  présente  cette  approche  pour  que  la  présentation  des  plans 
croisés soit complète. 
L'analyse de  la  variance étudie  la  dispersion  des  observations en  divisant  la  somme 
totale des carrés (SS) en sommes des carrés pour les effets fixes et pour les effets aléatoires. 
Soit y ...  Ia moyenne globale de toutes les  Z(n} +nz) observations obtenues pour un  plan 
croisé standard 2 x 2. 
Alors la somme totale des carrés pour ce plan d'expérience est définie par  la formule: 
où: 
•  Y i .k  =  O/Z) L7=1 Yijk; 
•  SSB  représente la somme des carrés due aux sujets (inter-sujet); 
•  SSw  représente la somme des carrés intra-sujet. 
Étant  donné  que  le  nombre  total  d'observations  est  Z(n} +nz),  la  somme  SSrocal  a 
Z(n1 +nz) - 1  degrés  de  libel1é.  Le  nombre  total  de  sujets  dans  les  deux  séquences  est  de 
n} +nz,  d'où  le  nombre  de  degrés  de  liberté  pour  SSB  et  SSw  sont  n1 +nz - 1  et  n1 +nz, 
respectivement. 
La somme SSB  est sous-divisée elle aussi en deux sommes des carrés, l'une pour l'effet 
résidu et l'autre pour l'effet aléatoire inter-sujet: 
où 75 
Z  nk  Z  Z Z 
55Inter  - Yi'k_I  ~  . -I I 
k=1  i=1  2  k=1  2nk 
Les  sommes  55R  et 551nter  ont  1 et nI+nz - 2 degrés  de  liberté,  respectivement.  Une 
somme des  carrés divisée par son nombre de degrés de  liberté représente une moyenne des 
sommes des carrés (MS). 
Pour tester l'effet résidu la statistique suivante est utilisée en analyse de variance: 
MScarry
Fe  =-----'-
MSlnter 
Sous  l'hypothèse  Ho:  À =  0  (ou Àr  =  ÀR),  la  statistique  Fe  suit  une  loi  F  avec  1 et 
nI + nz - 2 degrés de libetié. 
L'hypothèse nulle sera rejetée au seuil de signification a,  si 
Fe  > F(a, 1, nI + nz - 2), 
où  Fa  est le a-quantile de la  loi  F. 
Il  faut noter que  la distribution de  Fisher, F,  avec  1 et v degrés de  liberté est égale au 
carré de  la  loi  t de Student avec v degrés de  libetié. Alors  la statistique  Fe  est équivalente à la 
z statistique Tc  de (3.9), car Fe  =  Te  . 
Notons  également que  pour  le  plan  croisé  2 x 2 l'effet séquence  est confondu  avec 
l'effet  résidu.  Cela  explique  la  présence  de  la  somme  des  carrés  des  résidus  comme 
composante de la somme des carrés due aux sujets, 55B. 76 
De  façon  similaire,  la  somme  SSw  peut être sous-divisée en  trois  autres  sommes des 
carrés, c'est-à-dire la somme pour l'effet direct du  traitement, la somme pour la  période et la 
somme pour les erreurs intra-sujet, donc 
SSw =  SSrrt + SSper + SS'ntra' 
où 
Z  'J  ··k I
z  IZ  I 
nk  I ZI Z 2  I ZyZ y  k SSlntra  =  Yijk - - + -. 
k=l  j=l  i=l  k=l  j=l nk  /(=1 Znk 
Un degré de  liberté est associé à chacune des sommes SSrrt et SSper  et n1 + nz - Z degrés de 
liberté sont associés à SS'ntra. 
Notons que 
où 8J  est de  la même formule que (3.11), c'est-à-dire 
Si  l'effet  résidu  est  non  significatif,  Ar  =  AR,  l'hypothèse  nulle  d'égalité  des  effets  des 
traitements Test et Référence, Ho:  TR  = Tr, est testé en utilisant la statistique: 
La  statistique  Fd  suit une  loi  F  avec  1 et  n1 + nz - Z degrés  de  liberté.  L'hypothèse 
nulle est rejetée au seuil de signification a, si 77 
Fa> F(a, 1,n1 +nz - 2). 
La statistique Fa  est équivalente à la  statistique Ta  définie par la formule (3.8), c'est-à­
dire 
car Fa  = Tl. 
Pour  tester  l'hypothèse nulle  d'égalité des  effets  période  1 et  2,  Ho:  7T1 =  7Tz,  on  peut 
considérer la statistique 
La  statistique  F p  suit une  loi  F  avec  1 et  n1 + nz  - 2 degrés  de  liberté.  L'hypothèse 
nulle est rejetée au seuil de signification a, si 
Fp > F(a, 1,n1 + nz - 2). 
La statistique F p  est équivalente à la statistique Tw  définie par la formule (3.12), c'est-à­
dire 
car F p =  T~. 
Le tableau 3.14 présenté à la  fin  de cette section résume  l'analyse de  la  variance pour 
le plan croisé 2 x 2. 
Notons qu'à partir des valeurs MSlnter et MSlntra la présence de  la variabilité inter-sujet 
peut être évaluée en testant l' hypothèse nulle 
où  la statistique à util iser est: 78 
MS'nter F v =--­
MS'ntra 
La  statistique F suit une  loi  F  avec  nI + nz- 2 et  nI + nz  - 2 degrés de  liberté sous  v 
l'hypothèse nulle. L'hypothèse Ho  est rejetée au seuil de signification a, si 
En  conclusion, les plans d'expériences croisés, et surtout le  plan croisé 2 x 2,  sont très 
souvent  appliqués  dans  le  cadre des  études  de  bioéquivalence.  Leur  premier avantage  par 
rapport  à  d'autres  types  de  plans,  est  d'être  capable  d'estimer  la  variabilité  intra-sujet 
séparément de  celle  inter-sujet.  Cependant, dans  le  cas où  le  traitement est potentiellement 
toxique,  ou  qu'il a une  vie  très  longue,  c'est-à-dire qu'une  période  de  temps  relativement 
longue est nécessaire pour que le traitement soit complètement éliminé de l'organisme, il  est 
préférable d'utiliser le  plan d'expérience parallèle. Même si  un  effet résidu  du  traitement est 
encore présent après la fin  de  la  période pendant laquelle ce dernier avait été administré, cela 
ne  cause  pas  de  problème  à  l'analyse  de  données.  Le  plan  parallèle  ne  contient  qu'une 
période.  De  plus,  l'étude aura fini  plus  vite,  ce  qui  diminue  le  risque d'abandon des  sujets 
durant l'étude. 79 
Tableau 3.14  Analyse de la Variance 
Source de  Degrés de  SS  MS =SS/ddl  E(MS)  F 
variation  libertés (ddl) 
Inter-sujets 
Résidus  1  SSR  SSR  Zn1nz 
(À T ­
n1 + nz 
z  z  z
ÀR)  + Zab  + aw 
Fe  = MSR/MSlncer 
Erreur Inter  nt + nz - 2  SSlncer  SSlncer  Fv = MSlncer/MSlncra 
n1 + nz  - Z  Za; + a~
 
lntra-sujets 
Traitement  1  SSTrc  SSTrc  Zn1nZ/(n1 + nz) x  [(TT  - TR) + (À T ­ ÀR)/Z]Z + a~
  Fd.  = MSTrc/MSlncra 
Période  1  SSper  SSper  Zn1nz/(n1 + nz) x  (Jrz ­ Jr1)Z + a~
  Fp = MSper / MSlncra 
Erreur Intra  n1 + nz  - Z  SSlncra  SSlncra  (7z
w 
nI + nz  - Z 
Totale  Z(n1+nz) ­ 1  SSTocal so
 
3.5  Tests de bioéquivalence 
Tel  que  vu  dans  le  chapitre  1,  la  bioéquivalence  d'un  traitement  Test  et  un  traitement 
Référence est  testée  en  fonction  du  taux  et de  l'exposition totale de  la  biodisponibilité.  La 
biodisponibilité d'un traitement représente le terme utilisé pour indiquer la quantité totale du 
traitement  (médicament)  et  la  vitesse  avec  laquelle  cette  quantité  atteint  la  circulation 
sanguine.  Tel  que  vu  au  chapitre  l,  le  paramètre  pharmacocinétique  AUC,  qui  représente 
l'aire sous  la  courbe  des  concentrations du  traitement dans  le  sang  ou  le  plasma,  décrit  le 
mieux  l'exposition  totale  de  la  biodisponibilité.  La concentration  maximale  du  traitement 
absorbée  dans  le  sang  ou  le  plasma,  et  le  temps  où  cette  valeur  est  atteinte,  Cmax  ,  tmax  , 
caractérisent  le  taux  de  la  biodisponibilité.  Donc,  une  étude  de  bioéquivalence  consiste  à 
comparer  Je  traitement Test par rapport au  traitement Référence et à tester  leur équivalence 
par rapport aux paramètres pharmacocinétiques AUC, Cmax et souvent tmax également. 
D'après les règlements des agences qui contrôlent la  mise sur le  marché des  nouveaux 
médicaments,  il  suffit  de  comparer  les  moyennes  des  valeurs  observées  des  paramètres 
pharmacocinétiques  pour  tester  l'équivalence  des  traitements.  Tel  que  mentionné,  ce  type 
d'étude s'appelle bioéq uivalence moyenne. 
Cependant,  une  différence  statistiquement  significative  entre  les  mesures  de 
biodisponibilité  des  deux  traitements  n'implique  pas  nécessairement  une  différence 
significative de point de vue clinique. Par exemple, en  terme de AUC, une valeur de  SO%  de 
la  biodisponibilité  du  traitement  Test  est  obtenue  par  rappol1  à  la  biodisponibiJité  du 
traitement  Référence.  Donc,  il  existe  une  différence  de  20%  entre  les  AUC  des  deux 
traitements  qui  peut  être  statistiquement  significative.  Cette  différence  n'est  pas 
nécessairement cliniquement impor1ante en termes d'équivalence thérapeutique. Juste pour se 
rappeler,  deux  médicaments  (traitements)  sont  considérés  équivalents  de  point  de  vue 
thérapeutique, s'ils contiennent la  même quantité du  même  ingrédient actif du  traitement et, 
de  plus,  ils  donnent  le  même  effet  thérapeutique.  Malgré  la  différence  de  20%  entre  les 81 
valeurs de  Aue  du  traitement Test et  du  traitement Référence ces deux traitements peuvent 
avoir le  même effet thérapeutique. Donc, dans ce cas,  ils doivent être considérés équivalents 
de point de vue thérapeutique. 
Comme déjà mentionné dans  le  chapitre 2,  les hypothèses de bioéquivalence des deux 
traitements, Test et Référence, se définissent par: 
(3.32) 
où  J-iT  et J-iR  sont les  moyennes des traitements Test et Référence, respectivement, et 80  - El' 
80 + E2  sont des  limites  cliniquement  pertinentes  définies  à  priori.  Rappelons-nous  que  la 
différence  J-iT  - J-iR  n'est que  l'effet direct du  traitement, r  (voir section  3.3.2) et  que  par  le 
test  décrit  à  la  section  3.3.2  on  ne  teste  que  l'égalité des  effets  traitements,  mais  pas  leur 
équivalence. 
En  pratique, ce qu'on appelle la  règle ±20 proposée par  l'agence qui  contrôle  la  mise 
sur  le  marché  des  nouveaux  médicaments  aux  États  Unis,  FDA  (Food  and  Drug 
Administration),  est  appliquée,  généralement,  pour  les  études  de  bioéquivalence.  D'après 
cette règle,  la  bioéquivalence est conclue, si  la  biodisponibilité moyenne du  traitement Test 
n'excède pas  les  limites de  ±20% de  la biodisponibilité du  traitement Référence. En  d'autres 
termes,  le  rapport des  moyennes J-idJ-iR  ne doit pas dépasser les  limites [0.80;  1.20]. D'après 
la règle ±20, 
-0.20 ~  J-iT  - J-iR  ~  0.20, 
J-iR 
J-iT -0.20 ~ - - 1 ~  0.20, 
J-iR 
0.80  ~  J1T  ~  1.20, 
l'R 82 
OÙ  f.l.r  est la  moyenne du traitement Test et /AR  est la  moyenne du  traitement Référence. Donc, 
80 - El = -0.20f.l.R  et  80 + E2  = 0.20/AR'  En  termes  du  rappOlt  de  la  moyenne  du  traitement 
Test et de  la  moyenne  du  traitement  Référence  le  test  de  bioéquivalence est décrit  par  les 
hypothèses: 
/Ar  5:  (3.33) ->  Uu 
/AR 
où  OL  =  0.80 et Ou  = 1.20. 
Notons  que,  d'après  leur définition,  les  paramètres  AUC  et  Cmax  ne  prennent que  des 
valeurs  positives  (~  0)  et qu'ils  ne  suivent pas  des  lois  normales,  mais  plutôt des  lois  log 
normales comme dans la figure 3.1. 
L  . 0 ire  10  courbe 
Figure 3.1  Loi  log normale 
Dans  la  pratique courante, les  valeurs de ces paramètres sont souvent transformées en 
logarithme  naturel  dans  le  but d'obtenir des  valeurs  qui  suivent des  lois  normales.  Dans  le 83 
tableau  3.15  sont donnés  certains paramètres  importants de  la  loi  normale  et  de  la  loi  log­
normale, respectivement. 
Tableau 3.15  Paramètres importants de la  loi normale et de  la loi  log-normale 
Loi normale  Loi log normale 
Moyenne 
Variance 
Coefficient de variation (CV) 
Le  paramètre tmax  n'est pas transformé, habituellement. 
Soit  lnX1, lnXz, ... ,lnXn1  et  lnY 1, lnYz, ... ,lnYnz  les  valeurs  transformées  d'un  des 
paramètres  pharmacocinétiques  (A UC  ou  C par  exemple).  Alors,  les  moyennes max  , 
échantillonales des valeurs logarithmiques sont: 
x  = Inl  ln(Xi)  et Y  = Inz  In(Yj) 
ln  !=1  nl  ln  )=1  nz  ' 
respectivement.  Pour représenter les  résu ltats à l'échelle non-transformée on  transforme ces 
moyennes en exponentielle, c'est-à-dire, on considère 
Donc comme résultat on obtient des moyennes géométriques. 
Si  les  hypothèses définies  par  (3.33) sont formulées en  termes de  logarithme  naturel, 
on  obtient le test d' hypothèses pour les valeurs  log-transformées (voir 3.34). Notons que ces 
hypothèses  sont  équivalentes  à  celles  du  (3.32)  définies  pour  des  observations  non 
transformées. Donc, on considère 84 
(3.34)
 
étant donné que 
Cependant,  pour  les  valeurs  transformées  les  limites  de  bioéquivalence sont fixées  à 
[ln 0.80, ln 1.25]  par  l'agence  responsable  de  la  mise  des  médicaments  sur  le  marché  aux 
États-Unis, FDA.  La  raison de cela est, 
In(0.80)  ~  In(J.lr) -ln(J.ln) ~  In(1.25), 
d'où 
Tandis que, si  on avait pris 
In(0.80)  ~  In(J.lr) -ln(J.lR)  ~  In(1.20), 
cela aurait donné 
et on préfère avoir un changement de signes pour les bornes de la différence. 
Rappelons-nous  que  les  valeurs  des  paramètres  pharmacocinétiques  sont  souvent 
transformées  en  logarithme  naturel  dans  le  but  d'obtenir  des  valeurs  qui  suivent  des  lois 85 
normales.  Soit  les  valeurs  du  paramètre  Aue,  par  exemple,  transformées  en  logarithme 
naturel. Notons par 
les moyennes échantillonales des valeurs logarithmiques. 
Leurs espérances mathématiques sont égales à: 
E[Xln ] = E[U]  =!J.u et  E[~n]  = E[V] = !J.v. 
Si on transforme ces valeurs en exponentielle, on obtient: 
(3.35) 
Toutefois,	 en  pratique  on  ramène  les  valeurs  des  moyennes  X/n,  Yin  à  l'échelle  non 
eU et eYln transformée en faisant eXln  = =  eV. 
Notons leurs espérances mathématiques par: 
(3.36) 
Remarquons qu'on n'a pas d'égalité entre les valeurs des formules (3.35) et les valeurs 
des formules (3.36), c'est-à-dire que: 
Donc, on constate que: 
(3.37) 
Par une transformation en logarithme naturel on obtient les inégalités: 86 
Cependant, on veut savoir si  l'égalité suivante n'est pas erronée, c'est-à-dire si  on a 
(3.38) 
Commençons par calculer 
Comme 
alors 
respectivement.  De  plus,  leurs  espérances  mathématiques sont égales,  car YI - J..lu  et  V - J..lv 
suivent des lois normales de même moyenne égale à zéro et de même variance. Donc, 
On obtient, 
c'  est-à-d ire 
et donc, 87 
ln (::) = !J.u  - !J.v, 
d'où 
Donc,  malgré  que  In(!J.r)  '*!J.u  et  ln(!J.R)  '*!J.v  les  différences  de  ces  moyennes  sont 
égales et  l'égalité (3.38) est satisfaite.  De  plus,  même,  si  on  a supposé que  les  échantillons 
sont de  lois  normales,  ces  raisonnements se  généralisent à deux échantillons de  même  loi  et 
de même variance. 
D'après la  procédure proposée par Schuirmann (1981,1987), le  test de  bioéquivalence 
défini  par  les  hypothèses  (3.32)  peut  s'effectuer  en  considérant  deux  tests  unilatéraux 
d'équivalence. 
On obtient donc, 
(3.39) 
et 
(3.40) 
Par  les  hypothèses (3.39) on  vérifie si  la  biodisponibilité du  traitement Test n'est pas 
inférieure  à  la  biodisponibilité  du  traitement  Référence  (hypothèse  alternative).  Par  les 
hypothèses  (3.40),  par  contre,  on  teste  si  la  biodisponibilité  du  traitement  Test  n'est  pas 
supérieure à celle du traitement Référence (hypothèse alternative). 
Notons qu'on a émis les hypothèses pour le cas où  les données sont non-transformées. 
Toutefois,  cette  procédure  est  appliquée  de  la  même  façon  au  cas  où  on  transforme  les 
données, en remplaçant !J.r,  !J.R  par leur logarithme (voir 3.34). 
H
D'après la procédure des tests unilatéraux d'équivalence, on constate l'équivalence des 
moyennes  !J.r  et  !J.R  au  seuil  de  signification  de  a%, si  et seulement si  les  hypothèses nulles 
Ül  et HÜ2  sont rejetées simultanément au seuil de signification de a%. 88 
Notons  que  la  procédure  composée  des  deux  tests  unilatéraux  pour  tester  la 
bioéquivalence entre deux moyennes au seuil de signification de a% se réduit à un  intervalle 
de confiance à (1-2 a)IOO%. 
En  effet, sous l'hypothèse de  normalité des données,  les  deux ensembles d'hypothèses 
unilatérales d'équivalence sont testés par des  tests t de  Student unilatéraux. Tel que vu  dans 
le chapitre 2, section 2.4, le principe de raisonnement pour un test unilatéral d'équivalence est 
le même que pour un test unilatéral ordinaire. 
De  plus,  les  moyennes  fJ.T  et  fJ.R  sont équivalentes, si  les  statistiques  TL  et Tu  satisfont 
simultanément les inégalités suivantes: 
(3.4 1) 
et 
Tel que définit à la section 3.3.2, les  valeurs Y T  et Y R  sont les  moyennes des  moindres 
carrés du  traitement Test et du  traitement Référence,  respectivement. On  a aussi  l'estimateur 
ad de  la variance (Jd  des différences dik entre l'observation de  la  période 2 et j'observation de 
la  période  1 du  sujet i  (i = 1,2, ... , nk) de  la  séquence k (k = 1,2) pour un  plan  d'expérience 
croisé 2 x 2. 
Les deux dernières statistiques (3.41) peuvent être également écrites sous la forme: 
(3.42) 
et Elles sont aussi équivalentes à : 
(3.43 ) 
La dernière expression (3.43) n'est que l'intervalle classique de confiance à (1- 2a)100%. 
Donc, on conclut que  la  procédure composée des deux tests unilatéraux pour tester  la 
bioéquivalence entre deux moyennes au  seuil de signification de a% se réduit à un  intervalle 
de confiance à ( )-2 a)} 00%. 
Notons que  J'intervalle de confiance est construit à 90%,  par exemple, tandis  que  le 
seuil de signification reste à a = 5% et pas à a = 10%. En effet, tel  que vu  dans le chapitre 2, 
section 2.5,  sous  Ho  on  a soit  I-lT  -I-lR < 80  - El,  soit  I-lT  -I-lR > 80 + E2  et  la  différence des 
moyennes ne  peut pas être dans les deux intervalles en  même temps. Donc,  la  probabilité de 
commettre une erreur de  type  l reste  de  5% d'un côté de  l'intervalle [80  - El,Bo + E2] et 0% 
pour l'autre côté de  l'intervalle [80  - Ev 80 + E2],  ce qui donne en total 5% et pas 10%. 
Si  les valeurs des paramètres pharmacocinétiques sont transformées en  logarithme 
naturel, l'intervalle de confiance est faci lement transformé dans un  interva Ile de confiance 
pour le rappol1 (I-l riI-lR ) : 
(3.44) 
Dans notre étude de simulation on va appliquer le principe du Schuirmann (1981, 
1987) des deux tests unilatéraux pour répondre à une question de test bilatéral. CHAPITRE TV 
ÉTUDE DE SIMULATION 
4. J  Description de  l'expérience et de ses paramètres 
Généralement,  les  études de  bioéquivalence sont basées sur des échantillons de  petite 
taille dont les sujets sont attribués aléatoirement aux traitements. En  pratique, on utilise  le test 
t de  Student pour réaliser  J'inférence statistique dans  le  cadre de  ces études.  Généralement, 
l'une des  hypothèses  importantes  sous  lesquelles  ce  test  paramétrique  est  appliqué  est  la 
normalité de  la  loi des observations ou d'une transformation de celle-ci. Dans ce chapitre, on 
applique le test t de Student aux données transformées. 
En  deuxième,  considérons  le  test  de  permutations  (chapitre  2),  un  test  non 
paramétrique qui  n'exige aucune hypothèse sur la  loi des données, à part le fait que les sujets 
soient  attribués  aléatoirement aux  traitements.  En  recalculant  la  statistique  pour  toutes  les 
permutations possibles de  l'échantillon observé,  le  test de  permutations génère  lui-même  la 
loi  de référence. 
En  troisième, considérons le  test de  Wilcoxon  pour deux échantillons (chapitre 2)  qui 
est  un  test  non  paramétrique  libre  de  loi  lui  aussi,  mais  qui  est  basé  sur  les  rangs  des 
observations et pas sur les valeurs elles-mêmes, contrairement au  test de  permutations. Parmi 
les  trois tests  mentionnés ci-dessus, ce dernier est  le  test  le  plus conservateur (qui  rejette  le 
moins souvent). 
Dans ce chapitre, on  simule des données de  plusieurs types de  loi.  On  applique  le  test 
des  permutations sur ces données simulées et ensuite on  compare  les  résultats obtenus avec 
ce test aux résultats du test t de Student et du test de Wilcoxon pour deux échantillons. 91 
Dans  notre  cas,  on  suppose  que  les  observations  simulées  représentent  des  valeurs 
In(AUC) générées selon le modèle de plan croisé 2 x 2 défini dans  le chapitre 3. 
Les effets fixes et aléatoires du modèle sont initialisés de la façon suivante: 
•	  les effets de la période, 7[1, 7[2, et les effets résidus dû au traitement Test et au 
traitement Référence, AT, AR,  respectivement, sont considérés nuls; 
•	  les effets aléatoires des deux séquences, Sil, S(2' suivent une loi  normale 
N(O, (J§); 
•	  en ce qui concerne les erreurs expérimentales, eijk, on étudie plusieurs 
situations: 
Situation 1.  les erreurs suivent une loi  normale N (0, (Ja,); 
Situation 2.  les  erreurs suivent une  loi  de  mélange  composée d'une loi  normale 
N(O, (Ja,)  et  d'une  loi  double-exponentielle,  'DE(O, (Jw/{2)  ,  les  deux 
d'espérance zéro  et  de  variance  (Ja,.  La  fonction  de  répartition  de  cette  loi  est 
donnée par la formule: 
F(x) = pFl(x) + (1- p)F2 (x), 
où  p est la  proportion de  la  loi  normale caractérisée par la fonction de répartition 
Fl  et  (1 - p)  est la  proportion de  la  loi  double-exponentielle caractérisée par  la 
fonction de répartition F2  ; 
Situation 3.  les  erreurs  suivent une  loi  double-exponentielle 'DE( 0, (Jw /{2), de 
moyenne zéro et de variance (Ja,. 
Afin de tester la bioéquivalence des traitements au seuil de signification de a = 5%, on 
utilise la procédure des deux tests unilatéraux d'équivalence définis par les hypothèses 
(4.1.) 
contre Hal:  In(~T)  -ln(~R)  > In(O.SO) 
et (4.2.) 
contre Ha2 :  In(IiT) -ln(IiR) < \n(l.25). 
Tel que  mentionné, dans ce chapitre on  analyse  les  résultats obtenus en  appliquant le 
test de  permutation sur des données simulées d'après le  modèle du  plan  d'expérience croisé 
2 x 2, dont les erreurs expérimentales suivent plusieurs types de  lois: la  loi  normale, la  loi  de 
mélange  (la  loi  normale  contaminée  par  la  loi  double-exponentielle)  et  la  loi  double­
exponentielle. De plus, pour chacun de ces cas, le  rapport des moyennes du traitement Test et 
du  traitement  Référence,  lidlin,  est  considéré  égal  à  80%,  90%,  100%,  110%  et  125%. 
Rappelons-nous  que,  pour une  étude  de  bioéquivalence,  l'équivalence des  deux traitements 
est  défin ie  par  l' hypothèse  alternative.  Pour  les  observations  des  paramètres 
pharmacocinétiques  log  transformées  l'intervalle  de  bioéquivaJence  est  de  [80%,125%J  ce 
qui  revient  à  [80%,120%J  pour  les  données  non  transformées.  De  plus,  en  transformant 
exponentiellement la différence des moyennes des moindres carrées des traitements obtenues 
suite à une  analyse de  bioéquivalence sur des  données qui  suivent une  loi  log  normale,  on 
obtient un  rapport des  moyennes géométriques des  traitements Test et Référence (noté dans 
cette section par 1ir/IiR)' 
Donc,  dans  la  section  des  résultats  on  étudie  les  erreurs de  type  l et  les  puissances 
qu'on obtient avec le test de permutations aux bornes de  J'intervalle de  bioéquivalence (80% 
et 125%) et pour le rapport des moyennes IiT/IiR  égale à:  90%, ]00%, 110%, respectivement. 
Ensuite,  on  compare  ces  valeurs  à ceux  obtenus  par  un  test  paramétrique  et  un  test  non 
paramétrique,  c'est-à-dire  par  le  test  t  de  Student  et  le  test  de  Wilcoxon  pour  deux 
échanti lions. 
En  ce  qui  suit,  on  décrit  la  procédure  utilisée  pour simuler des  variables  aléatoires. 
Pour réaliser la partie pratique, on a utilisé le  progiciel SAS, version 9.1.3. 93 
4.2  Simulation des erreurs expérimentales 
Le progiciel SAS contient déjà des fonctions pour simu 1er des variables aléatoires pour 
certaines lois  discrètes ou  continues comme:  la  loi  binomiale, uniforme,  normale, etc.  Pour 
générer des  données  de  loi  normale  N(O,l), on  utilise  la  fonction  SAS,  rannor(seed), où 
seed est le germe. Dans Je cas où  les données suivent la  loi N(/-i,a  2 ), on utilise la formule: 
x =  /-i  + a * rannor(seed). 
Cependant,  il  n'existe  pas  de  telles  fonctions  prédéfinies  pour  simuler  une  variable 
aléatoire  de  loi  double-exponentielle,  par  exemple,  et,  particulièrement,  pour  une  loi  de 
mélange.  En  ce qui  suit on  décrit la  démarche utilisée  pour créer des  outils afin  de  simuler 
des  variables  aléatoires  de  loi  double-exponentielle  VE(O,l)  définie  par  la  fonction  de 
répattition suivante: 
l (4.3.) _eX  x<O 
F(x) =  ; _  ~e-x
{  x~O 2 ' 
dont la fonction de densité est: 
l 
1  -e-x,  x~O 
[(x) =- e-1xl =  2 
2 1 { -ex  x<O 2 ' 
Par  la suite, on  parle comment on simule des variables de  la  loi de mélange définie par 
la  fonction de répartition donnée par la formule: 
F(x) = pF1 (x) +(l - p)F2 (x),  (4.4.) 
Où  F 1  est la fonction de répartition de  loi  normale N(O,aJ,;) et F2  est la fonction de répartition 
de  loi double-exponentielle VE(0, aw / ..fi), les deux d'espérance zéro et de variance aJ,;. 94 
Notons que la variance d'une loi double-exponentielle est égale à 20"2 et dans notre cas 
0"  =  O"w/,f2, donc 
Soit  la  variable  aléatoire  X  qui  suit  une  loi  double-exponentielle  de  fonction  de 
répartition définie dans (4.3.). Par définition, la probabilité 
1 1 
P(IXI  :s;  x) = P(-x:s; X:s; x) = F(x) - F(-x) = 1-2e-x - 2e-x = 1-e-x. 
Étant donné que la  loi  double-exponentielle 7)[(0,1) est symétrique par rapport à zéro, 
alors les  probabilités suivantes sont égales: 
P(X> 0) = P(X < 0) = 1/2. 
Dans ces conditions, on a : 
1  1 1 
P(IXI:s; x,X > 0) = P(-x:s; X:S; x,X > 0) = F(x) - F(O)  = 1-2e-x -2 = 2(1- e-
X
) 
=  P(IXI  :s;  x)P(X > 0). 
Donc  pour  générer  une  variable  aléatoire  de  loi  double  exponentielle,  il  suffit  de 
générer une variable aléatoire de fonction de répal1ition : 
F(x) = 1 - e-
X  (4.5.) 
et de  l'affecter par un  signe «+» ou  «-» simulé par la  loi  Bernoulli, Ber(1/2), de  probabilité 
de succès p =  1/2 de la façon suivante: 
rI, si B =  0 2B - 1 = 
1,  si  B =  l' 
où  B~Ber(1/2)  est une variable aléatoire Bernoulli. 95 
Tel  que  mentionné,  il  existe  déjà  une  fonction  en  SAS  pour  simuler  des  variables 
aléatoires binomiales, ranbin(seed, n,p). Donc on peut générer une variable Bernoulli à partir 
de  la  loi  binomiale Bin(l,p) avec la fonction SAS ranbin(seed, 1,p). 
Pour simuler des variables aléatoires, x, de fonction de répartition (4.5.), on  peut créer 
notre propre fonction basée sur le théorème classique suivant: 
Soit U une variable aléatoire uniforme (0,1).  Pour toute fonction de répartition continue F la 
variable aléatoire X  définit par X = F-1 (U)  est de  loi dont la fonction de répartition est F. 
Ainsi, F-1(u) est égale à la valeur x et F(x) =  u. 
On pose, donc, 
u = F(x) = 1 - e-x,  (4.6.) 
où u est une variable aléatoire de  loi uniforme 'U(0,1). Alors, 
1 - u = e-X  et 
x = F-1(u) =- Jog(l - u). 
On  conclut  que  pour  générer  des  variables  aléatoires  de  loi  double-exponentielle 
1)[(0,1) on suit les étapes suivantes. 
Étape 1.	 on génère des variables aléatoires Bernoulli, Bi-Ber G) 
Étape 2.	 on génère des variables aléatoires uniformes, Ui-'U(O,l) ; 
Étape 3.	 la variable aléatoire Xi  de loi double-exponentielle 1)6(0,1) est obtenue par: 
Xi  = (2Bi  - 1)(-log(l- Ua)· 
Notons  qu'on  génère  une  variable  uniforme  'U(0,1)  avec  la  fonction  SAS 
ranuni(seed).  Pour  générer  une  variable  aléatoire  de  loi  double-exponentielle 
1)E(O, ([w I-J2), on remplace l'Étape 3 par J'Étape 4 suivante: 
Étape 4.	 la variable aléatoire Xi  de loi double-exponentielle 1)6(0, O'w/-J2) est 
obtenue par: 96 
En effet, si x dans la formule (4.6.) est remplacé par: 
x-p. 
Y=-b-' 
alors on obtient la fonction: 
x-p. 
y =--= F-1(u) = -log(l - u), 
cr 
d'où on constate que: 
x = p.  - cr log(l - u). 
Dans notre cas p. = 0 et cr  = crw /.J2, donc la valeur du x est calculée par: 
crw 
x = - .J21og(l - u). 
Soit X  une  variable  aléatoire  de  loi  de  mélange,  dont  la  fonction  de  répartition  est 
définie par: 
F(x) = pF1 (x) + (1  - p)Fz(x). 
En termes de probabilité, cette fonction peut être écrite sous la forme: 
P(X  :s;  x) = P(X :s;  xlB = l)P(B = 1) + P(X  :s;  xlB = O)P(B = 0), 
où  B~'Ber(p)  est une  variable  Bernoulli  et  P(B = 1)  = P et  P(B = 0) = 1- p.  Pour générer 
une variable aléatoire de  loi de mélange, on suit les étapes suivantes: 
Étape 1.  on génère des variables aléatoires Bernoulli, Bi-'Ber(p) ; 
Étape 2.  si  Bi =  1, on génère une variable aléatoire Xi  de  loi normale N(O, eJa,)  ; si 
Bi  = 0, on génère une variable aléatoire Xi  de loi double-exponentielle 
'DE(O,  eJw /J2). 97 
Pour ce qui est du code utilisé pour simuler des données du modèle du  plan croisé 2 x 2 
avec des effets aléatoires Sik, (i = 1,2, ... , n ; k = 1,2) et des  erreurs expérimentales eijk, pour 
une des  lois énumérées dans  la  section 4.1,  il  est présenté dans  l'appendice B et  se  base sur 
l'équation (définit dans le chapitre 3, section 3.3) qui décrit le plan d'expérience croisé 2 x 2. 
4.3  Tests effectués 
En ce qui suit, on décrit les étapes utilisées pour réaliser les tests de bioéquivalence. 
Étape 1.  D'après le  modèle  du  plan  croisé 2 x 2 on  simule une  base  de  2n  données 
avec n données dans chaque séquence. 
Notons que le  nombre de sujets dans  la séquence  1 peut être différent du  nombre dans 
la  séquence 2.  Cependant,  il  est  préférable que  ce  nombre de  sujets dans  les  séquences soit 
équilibré. 
Étape 2.  On  réduit  le  plan  croisé  2  x  2  à  deux  échantillons  indépendants  qUI 
représentent les données des séquences: TR  (séquence 1) et RT (séquence 2), en appliquant la 
procédure  décrite  dans  le  chapitre  3,  section  3.3.2.  Cette  procédure  consiste  à  soustraire 
l'observation de  la  période 2 de  l'observation de  la  période  1 du  sujet i (i = 1,2, ... , n)  de  la 
séquence k (k  =  1,2), c'est-à-dire: 
où, tel que mentionné, on suppose que Yijk sont des valeurs observées de  la variable ln(AUC). 
Les échantillons obtenus sont indépendants et ils se  l'un de  l'autre par la différence du 
logarithme naturel  de  la  moyenne du  traitement Test et du  logarithme naturel  de  la  moyenne 
du  traitement Référence,  In(~rI~R)  =  In(~T)  -lnC~R)'  En  effet, tel que vu  dans  le chapitre 3, 
sections  3.3  et  3.5,  l'espérance  mathématique  de  la  différence  entre  l'observation  de  la 
période  J et  l'observation de  la  période 2 du  sujet i Ci  =  1,2, ... , n) de la séquence 1 ou  2 peut 98 
être réduite aux formules données dans le  tableau 4.1, car pour notre étude de  simulation on 
considère l'effet période (nI' n 2) et l'effet résidu (À r , À R) nul. 
Tableau 4.1  L'espérance mathématique de la différence entre l'observation de  la 
période 1 et l'observation de la période 2 du  sujet i (i = 1,2, ... ,n) dans la séquence 1 ou 2. 
Séquence 
2 
Pour calculer l'effet direct du traitement, de  la valeur obtenue pour la séquence 1 (voir 
tableau 4.1) on  soustrait la  valeur obtenue pour  la  séquence 2 (voir procédure de  la  section 
3.3). Cela, tel que mentionné, donne la différence suivante: 
Étape 3.  Pour le test unilatéral  d'équivalence (4.1.) on  soustrait  la  constante In(80)/2 
des  observations  de  la  séquence  1 et  on  rajoute  cette  constante  aux  observations  de  la 
séquence 2. Cela s'explique par le raisonnement suivant. 
Le test unilatéral d'équivalence (4.1) peut être également écrit sous la forme: 
contre Hal:  In(/-Ir) -In(/-IR) -ln(0.80) > O. 
Cette différence définie par les hypothèses du test, peut être décomposée comme suit: 
In(/-IT) - In(/-IR)  In(0.80)]  [In(/-IR) - In(J.lT)  In(0.80)]
ln(/-Ir) -In(/-IR) -ln(0.80) =  2  - 2 - 2  +  2 . [ 99 
Notons que  chaque terme  de  la  dernière formule  n'est que  l'espérance mathématique de  la 
différence  entre  l'observation  de  la  période  1 et  l'observation  de  la  période  2  du  sujet  i 
(i = 1,2, ... ,n)  de  la  séquence  k = 1  et  k = 2,  respectivement,  de  laquelle  on  soustrait  la 
constante In(0.80)/2 pour la séquence  1 et à laquelle on  rajoute la  constante In(0.80)/2 pour 
la  séquence 2.  Comme  J'espérance mathématique d'une constante est égale à une constante, 
on  peut donc se réduire aux formules suivantes: 
In(J1T) -ln(J1R)  In(0.80)  E[Yill  - Yizd  In(0.80)  E[Yill - Yi21  -ln(0.80)]
---2---- 2 =  2  - 2 =  2  ,k = 1, 
In(J1R) -ln(J1T)  In(0.80) _ E[YilZ - Yi22]  In(0.80) _  E[Yi12  - Yi22 + In(0.80)]  _ { 
2  +  2 - 2  +  2 - 2  ,k - 2. 
Cela explique la procédure appliquée aux données des deux séquences mentionnée plus haut. 
Par  le  même  raisonnement,  pour le  test unilatéral  d'équivalence (4.2)  on  soustrait  la  valeur 
1n(125)/2 des observations de  la  séquence 1 et on  rajoute cette valeur aux observations de  la 
séquence 2. 
Étape 4.  On  teste  l'hypothèse  de  bioéquivalence  par  la  procédure  des  deux  tests 
uni latéraux définie par Schuirmann (1981,  1987). On  applique le test de  permutations,  le test 
t de  Student et le test de Wilcoxon pour deux échantillons sur les données obtenues à l'étape 
3.  Les  traitements  Test  et  Référence  sont  considérés  bioéquivalents,  si  et  seulement  si  les 
deux tests unilatéraux rejettent l'hypothèse nulle. 
Étape S.  On répète les étapes de  1 à 4 plusieurs fois (500 ou  1000 dans notre cas). 
Pour  réaliser  le  test  de  permutations  on  s'est inspiré  de  l'article  de  Balasubramani 
(2005) qui décrit la  procédure de  réalisation de  toutes les  permutations possibles des valeurs 
des deux échantillons indépendants. Cela diffère de la  littérature qui  propose d'échantillonner 
des permutations parmi toutes les permutations possibles. 
En  effet,  le  nombre de  permutations devient énorme au  fur et à mesure que  les  tailles 
échantillonales augmentent. Par exemple, pour n1=nz = 5 le  nombre de  permutations est de 
252, pour nI = nz = 7 il est de 3432, mais pour n1= 14 et nz = 10  le nombre de  permutations 
est presque 2,000,000 (voir tableau 4.2). 100 
Tableau 4.2  Nombre total des permutations pour différentes tailles 
échantillonales. 
Nombre sujets séquence 1  Nombre sujets séquence 2  Nombre total de 
(nl)  (nz)  permutations 
5  5  252 
7	  7  3,432 
9	  9  48,620 
14	  la  1,961,256 
Le  temps  nécessaire pour réaliser toutes ces  permutations croît  lui  aussi,  une fois  les 
tailles  échantillonales  (qui  constituent  les  séquences  dans  notre  modèle)  augmentent.  Par 
exemple,  il  faut approximativement 310 secondes pour réaliser toutes  les  3432 permutations 
pour des  tailles  échantillonales n1 = nz = 7  par  un  ordinateur de  vitesse  opérationnelle  de 
1.99  Go.  Il  ne  faut  pas  oublier  aussi  qu'on  parle  ici  du  nombre  de  permutations  pour  la 
réalisation  d'un  seul  test  unilatéral  appliqué  sur  une  seule  base  de  données  simulée. 
Cependant,  il  faut  simuler plusieurs  bases de  données.  De  plus,  pour chacune des  bases de 
données  simulée  on  réalise deux  testes  unilatéraux,  afin  d'appliquer  la  procédure  proposée 
par Schuirmann (1981,  1987).  Étant donné ces contraintes, on  a simulé un  total de 500 bases 
de données de 7 sujets par séquence pour la  majorité des exemples analysés dans ce chapitre. 
Et juste dans  un  seul  cas  on  a simulé  1000  bases  de  données  (voir tableau  4.4,  section  des 
résultats). Le nombre de sujets par séquence est assez réaliste, car en  pratique il se peut qu'un 
minimum de 6 sujets soit recruté par séquence. 
Dans  la  section  suivante on  présente  les  résultats obtenus  pour  les  données simulées 
d'après  le  modèle  du  plan  croisé 2 x 2,  dont  les  erreurs  expérimentales  satisfont  plusieurs 
types de loi. Tel que mentionné ci-dessus, les cas sont: 
•	  la  loi  normale N(O; (Jar)  de variance (Jar  = 0.01 pour certains cas analysés et 
(Jar  = 0.03 pour d'autres cas. lOl 
•	  la loi de mélange composée d'une loi  normale N(O, aa,) et d'une loi double­
exponentielle 'DE( 0, aw j-l2), les deux de variance aa,  = 0.03. 
Dans  le cadre de nos analyses on considère deux lois de mélange: 
1.  la  loi composée de 70% loi  normale et de 30% loi double-exponentielle; 
2.  la  loi composée de 60% loi normale et de 40%  loi double-exponentielle. 
Afin  de  visualiser  ces  deux  lois,  leurs  histogrammes  obtenus  à  partir  de  3000 
simulations des données sont présentés dans  les figures 4.1  - 4.2 . 
•	  la loi double-exponentielle 'DE (0,aw j -12) de variance aa,  = 0.03 (voir figure 4.3). 
Figure 4.1  Histogramme de loi de mélange composée de 70% loi normale et de 30% 
loi double-exponentielle et densité de  loi normale 102 
Figure 4.2  Histogramme de  loi de mélange composée de 60% loi  normale et de 40% 
loi double-exponentielle et densité de loi  normale 
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Figure 4.3  Loi double-exponentielle 103 
4.4  Résultats 
Les  résultats  de  notre  étude  sont  présentés  dans  les  tableaux  4.3  - 4.7.  Dans  les 
tableaux  4.3  - 4.4,  sont  analysés  les  cas  où  les  erreurs  expérimentales  suivent  une  loi 
normale.  Dans  les  tableaux 4.5 - 4.6, ces erreurs sont simulées à partir d'un mélange de  loi 
normale  et  loi  double-exponentielle.  Et,  finalement,  dans  le  tableau  4.7  les  erreurs  sont 
simulées à pat1ir  d'une loi  double-exponentielle.  Dans  l'analyse on  compare principalement 
le test de permutations avec les deux autres tests. 
Tableau 4.3  Comparaison des valeurs-p (pour un seuil de signification ex  = 5%) 
des trois tests quand  les erreurs expérimentales suivent une loi  normale; (JJ  =0.015 ; 
(Ja,  = 0.01 (500 simulations). 
Test 
f.lrlf.lR  (%)  In(f.lrlf.lR)  Permutations  T de Student  Wilcoxon 
80  -0.223  0.046  0.042  0.044 
90  -O. J05  0.91  0.91  0.886 
100 0  1  1  1 
110  0.105  0.936  0.938  0.92 
125  0.223  0.038  0.04  0.04 
Quand les erreurs expérimentales suivent une loi  normale (tableau 4.3) on constate des 
puissances très élevées (plus que 90%) atteintes par le test de  permutations pour chacune des 
trois valeurs du  rapport des  moyennes J.J.rI J.J.R  égal  à: 90%,  100%  et  110%.  Ces valeurs sont 
très  comparables  à celles  obtenues  avec  le  test  t de  Student.  Comparativement  aux  deux 
autres tests, le test de WiJcoxon donne les puissances les moins élevées dans ce cas. En ce qui 
concerne  les  erreurs de  type  l,  les  valeurs obtenues avec  le  test  de  permutations sont  plus 
petites  que  5%  pour  les  bornes  [80%.125%]  de  l'intervalle  de  bioéquivalence.  Les  deux 
autres tests donnent des  erreurs  légèrement plus élevées, mais  toujours plus  petites que  5%, 104 
pour un  rapport des  moyennes f-lrlf-lR  de  125%. Par contre, elles sont moins élevées que  les 
erreurs obtenues avec le test de permutations pour la borne de  80%. 
Dans  le  tableau  qui  suit  (voir  tableau  4.4)  on  a  refait  nos  tests  pour  les  bornes 
[80%,125%]  quand  les  erreurs  expérimentales  sont  de  loi  normale,  en  utilisant  plus  de 
simulations (1000 comparativement aux 500 du tableau 4.3). 
Tableau 4.4  Comparaison des valeurs-p (pour un  seuil de signification a = 5%) 
des trois tests quand les erreurs expérimentales suivent une loi  normale; (Jj  =  0.015 ; 
(Jar  =  0.01  (1000 simulations). 
Test 
f-lrlf-lR  (%)  ln(f-lrlf-lR)  Permutations  T de Student  Wilcoxon 
80  -0.223  0.041  0.038  0.039 
125  0.223  0.044  0.044  0.042 
Comparativement  aux  résultats  obtenus  pour  500  simulations  (voir  tableau  4.3),  les 
erreurs de  type  1 de  la  borne  supérieure de  l'intervalle de  bioéquivalence (125%) sont  plus 
élevés  pour  les  trois  tests  dans  le  cas  où  on  simule  1000  bases  de  données  (tableau  4.4). 
Toutefois, elles restent toujours  plus  petites que 5% et le  test de  Wilcoxon s'avère le  test  le 
plus  conservateur.  En  ce  qui  concerne  les  erreurs  de  type  1 pour  la  borne  inférieure  de 
l'intervalle  de  bioéquivalence  (80%),  la  valeur  obtenue  par  le  test  de  permutations  est  de 
nouveau  la  plus  élevée  (mais  plus  petite  que  5%)  parmi  les  résultats  des  trois  tests. 
Cependant,  on  constate  une  diminution  des  erreurs  de  type  1 dans  le  cas  de  1000  bases 
simulées comparativement aux 500 bases simulées du cas précédent. 105 
Tableau 4.5  Comparaison des valeurs-p (pour un seuil de signification a = 5%) 
des trois tests quand  les erreurs expérimentales suivent une loi de mélange de  loi  normale 
(70%) et de loi double-exponentielle (30%) ; (JJ  := 0.045 ; (Ja"  := 0.03. 
Test 
fJ.dfJ.R  (%)  ln (fJ.dfJ.R)  Permutations  T de Student  Wilcoxon 
80  -0.223  0.064  0.064  0.054 
90  -0.105  0.52  0.522  0.504 
100  0  0.892  0.892  0.874 
110  0.105  0.544  0.584  0.546 
125  0.223  0.042  0.04  0.052 
Pour  le  mélange  composé  de  la  loi  normale  contaminée  avec  la  loi  double­
exponentielle  dans  la  proportion  de  30%  (voir  tableau  4.5)  on  constate  qu'il  y  a  une 
diminution des  puissances comparativement aux valeurs du  cas  de  la  loi  normale.  Même si 
les puissances restent encore assez élevées pour le rapport de moyennes iJ.r!iJ.R  de  100%, elles 
n'atteignent  plus  90%.  C'est important  de  constater à quel  point  diminuent  les  puissances 
calcu lées lorsque le rapport des moyennes iJ.T / iJ.R  est égal à 90% et 110%. Ces valeurs sont un 
peu  plus élevées que 0.5. Comparativement aux résultats obtenus pour les  mêmes valeurs du 
rapport des  moyennes iJ.r!iJ.R  pour la  loi  normale, ces puissances sont presque 1.8 fois  moins 
élevées. Donc, pour un  rapport des  moyennes iJ.r!iJ.R  égal à 90% et 110%, on  rejettera environ 
une  fois  sur  deux  l'hypothèse  alternative  de  bioéquivalence  quand  en  réalité  les  deux 
traitements étudiés sont bioéquivalents. Cette tendance est la même à travers les trois tests. 
Les  puissances obtenues avec le test de permutations sont très comparables à celles du 
test t de Student, tandis que le test de Wilcoxon donne des valeurs plus petites. 
On constate une erreur de type 1plus élevée que 5% pour la  borne de 80% (voir valeurs 
en gras, Tableau 4.5) et une  erreur moins élevée que 5%  pour la  borne de  125% dans le cas ]06 
du  test de  permutations. Les  erreurs de type 1 du  test t de  Student sont comparables a celles 
obtenues par  le  test de  permutations. Par contre, le  test de  Wilcoxon donne une erreur moins 
élevée que  les autres deux tests pour la  borne de  80% et une erreur plus élevée pour la  borne 
de  125% (voir valeurs en  gras,  Tableau 4.5). Rappelons-nous que  les  hypothèses  du  test de 
bioéquivaJence sont inversées par rapport à un test d'hypothèses ordinaire. Et cela dans le  but 
de  pouvoir contrôler  le  risque  d'accepter l'hypothèse de  bioéquivaJence dans  Je  cas  où  les 
deux  traitements  sont  bioinéquivalents.  Dans  ce  contexte,  avec  le  test  de  Wilcoxon  on 
acceptera moins  de  fois  la  bioéquivalence des  traitements quand  cette  hypothèse  est  fausse 
qu'avec les deux autres tests pour la  borne inférieure de  l'intervalle de bioéquivalence (80%). 
Tandis  que  pour  la  borne  supérieure  de  bioéquivalence  (]25%),  le  risque  de  prendre  une 
fausse  décision en  faveur de  la  bioéquivalence est  un  peu  plus élevé que  5% pour  Je  test de 
Wilcoxon. 
Dans le cas suivant (voir tableau 4.6) on refait nos tests pour la  loi de mélange, mais on 
considère  déjà  une  contamination  plus  élevée  de  la  loi  normale  par  la  loi  doubJe­
exponentielle (60% loi  normale et 40% loi double-exponentielle) que dans  le cas qu'on vient 
d'analyser. 
Tableau 4.6  Comparaison des valeurs-p (pour un seuil de signification a =5%) 
des trois tests quand les erreurs expérimentales suivent une  loi de mélange de  loi  normale 
(60%) et de loi double-exponentielle (40%); (JJ  = 0.045; (Jar  = 0.03. 
Test 
J1.r/J1.R  (%)  ln  (J1.r/ J1.R)  Permutations  T de Student  Wilcoxon 
80  -0.223  0.034  0.032  0.028 
90  -0.105  0.516  0.514  0.488 
100  0  0.858  0.864  0.822 
110  0.105  0.568  0.576  0.562 
125  0.223  0.058  0.058  0.06 107 
Malgré une diminution plus importante des puissances obtenues par les trois tests (voir 
tableau  4.6),  les  conclusions  restent  essentiellement  les  mêmes  que  dans  le  cas  précédent 
(voir tableau 4.5).  Par contre, les  erreurs de type l sont moins élevées pour  le  rapport f1r1 f1R 
de  80%  et  plus  élevées pour  le  rapport f1r1  f1R  de  125%.  Comme ces dernières erreurs  sont 
plus  grandes  que  5%  (voir valeurs  en  gras,  Tableau  4.6),  le  risque  de  prendre  une  fausse 
décision en faveur de la  bioéquivalence est plus élevé pour les trois tests dans ce cas. 
Tableau 4.7  Comparaison des valeurs-p (pour un seuil de signification cr  = 5%) 
des trois tests quand les erreurs expérimentales suivent une  loi double-exponentielle; 
aJ = 0.045 ; aa"  = 0.03. 
Test 
fJ.rlfJ.R  (%)  In(fJ.rlfJ.R)  Permutations  T de Student  Wilcoxon 
80  -0.223  0.046  0.046  0.042 
90  -0.105  0.56  0.556  0.558 
100  0  0.858  0.858  0.868 
110  0.105  0.59  0.59  0.584 
125  0.223  0.054  0.056  0.052 
Pour  la  loi  double-exponentielle  (voir  tableau  4.7),  on  constate  que  les  puissances 
obtenues avec  le  test  de  permutations  pour  un  rapport des  moyennes  f1r1 f1R  de  100%  sont 
semblables aux puissances obtenues pour la  loi de mélange composée de 60% de  loi  normale 
et  de  40%  de  loi  double-exponentielle.  Quant aux  puissances  pour  les  valeurs  du  rapport 
f1r1 f1R  égales à 90%  et  110%  on  constate  le  même phénomène que dans  le  cas  des  lois  de 
mélange.  Ces  puissances  ne  dépassent  pas  60%  et,  donc,  on  peut  dire  qu'on  rejettera 
l'hypothèse alternative  de  bioéquivalence  en  environ  40%  des  fois  où  en  réal ité  les  deux 
traitements étudiés sont bioéquivalents. 108 
Comme dans  les  cas précédents, les  puissances obtenues avec  le  test de  permutations 
sont très  comparables à celles évaluées  par  le  test t de  Student.  Cependant, ce type  de  loi 
rentre dans la catégorie de celles où  le  test de Wilcoxon commence à mieux performer que  le 
test de  t de  Student, par exemple.  Pour un  rapport /ld/lR  de  100%  le  test de  Wilcoxon  est 
légèrement  plus  puissant  que  les  autres  tests.  De  plus,  ce  dernier  s'avère  le  test  le  plus 
conservateur parmi  les  trois  tests,  car  pour cette  loi  les  erreurs de  type 1 sont moins élevées 
que celles obtenues par  le  test de  permutations et le  test t de  Student. Comme les  trois  tests 
dépassent  le  seuil  de  a =  S%  (voir valeurs en  gras,  Tableau 4.7),  le  test de  Wilcoxon est à 
nouveau le mei lieur des trois pour la valeur de  125%, suivi par le test de  permutations. 
Pour résumer,  on  peut dire que  pour tous  les  cas analysés on  constate une  puissance 
plus élevée que  85% pour le  test de permutations quand  le  rapport /ld/lR  est égal  à  100% et 
ces résultats sont très  comparables à ceux obtenus par les  deux autres tests.  Même dans  les 
cas où  les erreurs expérimentales ne suivent pas des lois normales (cas de  la  loi de mélange et 
de  la  loi  double-exponentielle)  les  puissances obtenues  pour toutes  les  valeurs  étudiées  du 
rapport /ld/lR  par  le  test t de  Student sont très  proches, voir égales, à celles obtenues par  le 
test  de  permutations.  Le  test  de  Wilcoxon  s'avère  le  moins  puissant dans  le  cas  de  la  loi 
normale et de  la  loi  de  mélange, mais  il  donne une puissance légèrement plus élevée que  les 
autres deux tests pour la loi double-exponentielle pour un  rapport /ld/lR  de  100%. 
Lorsque  le  rapport  des  moyennes  /ld/lR  est  égal  à  90%  et  à  110%  et  les  erreurs 
expérimentales suivent une  loi  de  mélange  ou  une  loi  double-exponentielle,  les  puissances 
obtenues par les  trois tests sont autour de  0.5.  Donc, dans ces  cas,  on  rejettera environ  une 
fois  sur deux l'hypothèse alternative de bioéquivalence quand en  réalité  les deux traitements 
étudiés  sont  bioéquivalents.  Cette  constatation  est  particulièrement  intéressante  pour  la 
pratique médicale. 
On  a donc constaté que le test de permutations est très puissant et il  donne des valeurs 
très semblables à celles obtenues par le test t de Student pour la  loi  normale et les  lois mixtes 
définies dans  notre étude (mélanges de  loi  normale et double-exponentielle). Ces puissances 
sont plus  élevées que  celles du  test de  Wilcoxon  pour  les  lois  énumérées.  Par contre,  la  loi 
double-exponentielle  rentre  dans  la  catégorie des  lois  où  le  test  de  Wilcoxon  commence  à 109 
mieux  performer  que  les  autres  deux  tests  et  dans  ce  dernier  cas  la  puissance  du  test  de 
Wilcoxon est légèrement plus élevée que celle du  test de permutations et du  test t de Student. 
En  analysant les  erreurs de type 1 obtenues dans notre étude de simulation, on  a retrouvé un 
résultat  attendu,  que,  dans  presque  tous  les  cas  analysés,  le  test  de  Wilcoxon  est  plus 
conservateur que les deux autres tests. Par contre, lorsque les données ne sont plus normales, 
même les deux autres tests peuvent dépasser légèrement la probabilité de 5% pour un  rapport 
situé à la frontière, ce qui  veut dire qu'on risque d'accepter la  bioéquivalence quand elle n'est 
pas vraie, même si ce risque est assez petit. 
Toutefois, on  pense que, si  on avait pu  réaliser beaucoup plus de simulations, on aurait 
pu  dégager des conclusions plus tranchantes pour tous  les  tests et,  en  palticulier, pour le  test 
de  permutations.  D'après  la  littérature,  ce  test  est  plus  puissant si  on  le  compare aux  tests 
purement  non  paramétriques et,  de  plus,  il  assure  le  contrôle de  l'erreur de  type 1 sous une 
condition très minimale: de randomiser les unités expérimentales (les sujets dans  le cas d'une 
étude  de  bioéquivalence)  aux  traitements  (Ernst,  2004).  En  effet,  avec  la  procédure  de 
Balasubraman i (2005)  le  nombre de permutations devient énorme au  fur et à mesure que  les 
tailles échantillonnales augmentent, ce qui  requiert beaucoup de temps de  calcul.  Une autre 
approche  de  la  littérature  récente  est  d'échantillonner  des  permutations  parmi  toutes  les 
permutations  possibles.  En  appliquant cette procédure,  le  temps  de  réalisation  des  tests  de 
permutation est diminué considérablement. CONCLUSION
 
Tel que mentionné dans ce mémoire, une étude de  bioéquivalence consiste à comparer 
un  nouveau  traitement,  Test,  à  un  traitement  standard,  Référence,  et  à  estimer  leur 
équivalence en  termes de mesures de  biodisponibilité médicale. Généralement,  il  existe trois 
types  d'études de  bioéquivalence:  moyenne,  de  population et  individuelle.  Dans  ce  travail, 
nous avons étudié la  bioéquivalence moyenne qui compare les  moyennes des traitements, flr 
et flR. 
Deux éléments caractérisent les  études de  bioéquivalence.  En  premier,  pour contrôler 
le  risque  de  prendre  une  mauvaise  décision  en  faveur  de  l'hypothèse  d'équivalence  des 
traitements,  on  inverse  l'hypothèse  nulle  et  l'hypothèse  alternative.  Ainsi,  on  prend 
l'inéquivalence des  traitements  Test et  Référence  comme  hypothèse  nulle  et  l'équivalence 
des traitements comme hypothèse alternative. De plus, l'hypothèse alternative d'une étude de 
bioéquivalence est définie par un  intervalle d'équivalence. Les  limites  de  cet intervalle sont 
connues et établies d'avance. 
Après avoir présenté les bases théoriques du  concept de  bioéquivalence et  les analyses 
statistiques les  plus courantes, nous avons effectué une étude de simulation afin de comparer 
plusieurs  tests  statistiques  de  la  pratique  biomédicale,  auxquels  on  a  ajouté  un  test  de 
permutations. Ainsi, à travers notre étude de simulation, on a comparé la  performance du  test 
de  permutations par rapport au  test t de  Student et au  test de  Wilcoxon sur des données qui 
proviennent de plusieurs types de  lois. Le test de permutations a été réalisé selon la procédure 
proposée par Balasubramani (2005) qui effectue toutes les permutations possibles des valeurs 
des deux échantillons indépendants, une procédure qui  prend beaucoup de temps de calcul. 
En  général, on  a constaté que  le  test de  permutations est très  puissant et  il  donne des 
valeurs très semblables à celles obtenues par le test t de Student pour la  loi  normale et les  lois 
mixtes  définies  dans  notre  étude  (mélanges  de  loi  normale  et  double-exponentielle).  Ces III 
puissances  sont  plus  élevées  que  celles  du  test  de  Wilcoxon  pour  les  lois  énumérées.  Par 
contre,  la  loi  double-exponentielle rentre  dans  la  catégorie des  lois  où  le  test de  Wilcoxon 
commence à mieux performer que les  autres deux tests et dans ce dernier cas la puissance du 
test de  Wilcoxon est légèrement plus élevée que celle du  test de  permutations et du  test t de 
Student.  En  analysant  les  erreurs de  type  l  obtenues dans  notre  étude  de  simulation,  on  a 
retrouvé un  résultat attendu, que, dans presque tous  les  cas analysés,  le  test de  Wilcoxon est 
plus  conservateur  que  les  deux  autres  tests.  Par  contre,  lorsque  les  données  ne  sont  plus 
normales, même les deux autres tests peuvent dépasser légèrement  la  probabilité de  5% pour 
un  rapport  situé  à  la  frontière,  ce  qui  veut  dire  qu'on  risque  d'accepter  la  bioéquivalence 
quand  elle  n'est pas  vraie,  même si  ce risque est assez petit.  Toutefois, on  pense que,  si  on 
avait  pu  réaliser  beaucoup  plus  de  simulations,  on  aurait  pu  dégager des  conclusions  plus 
tranchantes pour tous les tests et, en particulier, pour le test de permutations. 
Notre plus  importante constatation est  la  baisse  importante de  la  performance de  tous 
les  tests quand  les  données sont contaminées par des ailes  non  normales et on  s'éloigne du 
centre  de  l'intervalle  de  bioéquivalence  (cas  de  l'égal ité  parfaite),  par  exemple  lorsqu'on 
atteint un  rappot1 f1r1f1R  de 90% ou  110%. Nous avons trouvé des  puissances d'environ 55% 
dans  la  plupart de  ces  cas.  Ce  résultat est  intéressant  pour  la  pratique, où  on  utilise depuis 
longtemps des  tests non  paramétriques afin de tenir compte de  la  possibilité que  les  données 
ne soient pas normales. Ce qui  se passe, malgré tout, est qu'environ la moitié du temps on ne 
peut  pas  détecter  la  bioéquivalence,  si  les  deux  moyennes  ne  sont  pas  suffisamment 
rapprochées. APPENDICE A 
RÈGLE TRAPÉZOÏDALE 
b 
A.1  Règle trapézoïdale d'approximation de l'intégrale J f(x)d'(  113 
a 11 J 
b 
A.l  Règle trapézoïdale d'approximation de l'intégrale ff(x)dx 
a 
Soit  f(x)  une courbe continue définie sur l'intervalle  [a, b]. La méthode trapézoïdale 
consiste  à  diviser  l'intervalle  [a,b]  en  sous-intervalles  a = X o< XI  < ... < xn  = b.  La 
surface sous  la  courbe peut être estimer en  utilisant l'approximation trapézoïdale sur chacun 
des  sous-intervalles  [Xi-!' xJ En  joignent les  points  (x;, f(xJ)  par des  lignes  droites,  on 
obtient un ensemble des trapèzes. Leur surface peut être calculée en  utilisant la formule 
(une demi de la somme des bases du trapèze multiplier par sa hauteur). 
L'approximation  de  l'intégrale f
h 
f(x)dt  par  la  règle  trapézoïdale  est  définie  par  la 
a 
formule 
(A.!) 
Généralement  les  points  Xi  sont  équidistants,  où  !Xx;  =(b-a)/n,  x,  =a+i(b-a)/n. 
Dans ces conditions, la formule (A.!) peut être écrite sous la forme 
(A.2) ((b - a)/n )I~=ll/2 [j(X'_I) + f(x, H APPENDICE B 
MACRO SAS 
B.l  Macro de simulation des données d'après le modèle du plan croisé 2 x 2 avec des 
effets aléatoires Sik, (i  =  1,2, ... ,n  ; k  =  1,2) et des erreurs expérimentales eijk, 
(i = 1,2, ... ,n  ; k = 1,2;j  = 1,2) pour la loi normale (patterson et Jones, 2006)........ 115 115 
B.l	  Macro de simulation des  données d'après  le  modèle du  plan croisé 2  x  2 avec des 
effets  aléatoires  Sib  (i = 1,2, ... ,n;  k = 1,2)  et  des  erreurs  expérimentales  eijk> 
(i  = 1,2, ... , n; k = 1,2;j = 1,2) pour la loi normale (Patterson et Jones, 2006). 
%macro  simul_data(seed1,seed2,seed3,seed4,seed5,seed6,valmuT,  valmuR,  param); 
data  simulTR  simulRT; 
per1=O;  I*effet  période  1*1 
per2=O;  I*effet  période  2*1 
lamdaT=O;  I*effet  résidu  du  traitement  Test*1 
lamdaR=O;  I*effet  résidu  du  traitement  Référence*1 
varB=O.015;  I*variabilité  inter-sujet*1 
varW=O.01;  I*variabilité  intra-sujet*1 
muT=&valmuT;  I*la  moyenne  des  logarithmes  naturel  des  valeurs  Test  *1 
muR=&valmuR;  I*la  moyenne  des  logarithmes  naturel  des  valeurs  Référence  *1 
I*Simultation  des  données  pour  la  séquence  1*1 
do i=1  to 13 by 2; 
E11=rannor(&seed1); 
E12=rannor(&seed2); 
S1=rannor(&seed3) ; 
y11=per1+sqrt(varB)*S1+muT+sqrt(varW)*E11; 
y12=per2+sqrt(varB)*S1+muR+lamdaT+sqrt(varW)*E12; 
subj=i; 
seq=1; 
output  simulTR; 
end; 
I*Simultation  des  données  pour  la  séquence  2*1 
do  i=2 to  14  by  2; 
E21=rannor(&seed4); 
E22=rannor(&seed5); 
S2=rannor(&seed6) ; 
y21=per1+sqrt(varB)*S2+muR+sqrt(varW)*E21; 
y22=per2+sqrt(varB)*S2+muT+lamdaR+sqrt(varW)*E22; 
subj=i; 
seq=2; 
output  simulRT; 
end;
 
run;
 
data  simulTR;
 
set  simulTR;
 
keep  y11  y12  seq  subj;
 
run;
 
data  simulRT;
 
set  simulRT;
 
keep  y21  y22  seq  subj;
 
run;
 
data  simulTR;
 
set  simulTR;
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rename  y11=T;
 
rename  y12=R;
 
run;
 
data  simulRT;
 
set  simulRT;
 
rename  y21=R;
 
rename  y22=T;
 
run;
 
data  simul  (keep=subj  seq  T  R);
 
set  simulTR  simulRT;
 
run;
 
proc  sort  data=simul;
 
by  subj  seq;
 
run;
 
proc  transpose  data=simul  out=simul_t  prefix=&param;
 
by  subj  seq;
 
var  T R;
 
run;
 
data  simul_out;
 
set  simul_t;
 
treat=_name_;
 
rename  &param.1=&param;
 
if seq=1  and  treat='T'  then  per=1;
 
if  seq=1  and  treat='R'  then  per=2;
 
if  seq=2  and  treat='R'  then  per=1;
 
if  seq=2  and  treat='T'  then  per=2;
 
drop  name;
 
run;
 
%mend  simul_data;
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