The objective of the present study was to evaluate the predictive ability of direct genomic values for economically important dairy traits when genotypes at some single nucleotide polymorphism (SNP) loci were imputed rather than measured directly. Genotypic data consisted of 42,552 SNP genotypes for each of 1,762 Jersey sires. Phenotypic data consisted of predicted transmitting abilities (PTA) for milk yield, protein percentage, and daughter pregnancy rate from May 2006 for 1,446 sires in the training set and from April 2009 for 316 sires in the testing set. The SNP effects were estimated using the Bayesian least absolute selection and shrinkage operator (LASSO) method with data of sires in the training set, and direct genomic values (DGV) for sires in the testing set were computed by multiplying these estimates by corresponding genotype dosages for sires in the testing set. The mean correlation across traits between DGV (before progeny testing) and PTA (after progeny testing) for sires in the testing set was 70.6% when all 42,552 SNP genotypes were used. When genotypes for 93.1, 96.6, 98.3, or 99.1% of loci were masked and subsequently imputed in the testing set, mean correlations across traits between DGV and PTA were 68.5, 64.8, 54.8, or 43.5%, respectively. When genotypes were also masked and imputed for a random 50% of sires in the training set, mean correlations across traits between DGV and PTA were 65.7, 63.2, 53.9, or 49.5%, respectively. Results of this study indicate that if a suitable reference population with high-density genotypes is available, a low-density chip comprising 3,000 equally spaced SNP may provide approximately 95% of the predictive ability observed with the BovineSNP50 Beadchip (Illumina Inc., San Diego, CA) in Jersey cattle. However, if fewer than 1,500 SNP are genotyped, the accuracy of DGV may be limited by errors in the imputed genotypes of selection candidates.
INTRODUCTION
The recent introduction of high-throughput assays for dense genotyping of SNP in cattle (Van Tassell et al., 2008) has stimulated hundreds of research projects and transformed practical breeding programs. Tens of thousands of dairy cattle, mostly progeny-tested bulls in commercial AI programs or young bulls that are candidates for such programs, have been genotyped using the BovineSNP50 BeadChip (Illumina Inc., San Diego, CA) during the past 2 yr. Numerous methods have been proposed for estimating SNP effects and predicting direct genomic values (DGV) of selection candidates (e.g., Hayes et al., 2009) , some of which are variations of the whole-genome selection model proposed in the ground-breaking publication of Meuwissen et al. (2001) . In North America, genomic information has been used in national genetic evaluations for routine calculation of PTA for production, conformation, and fitness of dairy cattle since January 2009 .
Despite the impressive gains in reliability of young selection candidates that have been achieved using current high-density genotyping platforms, such as the BovineSNP50 BeadChip , the commercial price of such assays may limit their application to males and elite females. Inexpensive, lowdensity genotyping platforms with, for example, 300 to 3,000 SNP, could stimulate widespread commercial use for applications such as preliminary screening of young bulls, selection of replacement heifers, discovery of parentage, identification of optimal mating sires, or development of genome-guided management protocols. In practice, the optimal size of such platforms and the characteristics of the SNP that comprise them will depend on the population and family structure, the extent of linkage disequilibrium (LD) in the species and breed of interest, the genetic architecture underlying economically important traits, the number and proportion of animals with high-density SNP genotypes and accurate phenotypes (i.e., the training set), and the extent of relationships between these individuals and future candidates for selection (i.e., the testing set).
In a recent study, Weigel et al. (2009) found that genotyping young Holstein bulls for 300 to 2,000 highly selected SNP could provide DGV for lifetime net merit with correlations of 0.43 to 0.57 with future PTA from progeny testing, compared with a correlation of 0.61 when all markers on the BovineSNP50 BeadChip were used. Furthermore, Vazquez et al. (2009) reported that low-density genotyping platforms with 500 to 1,000 selected SNP, where selection was based on the largest estimated SNP effects for individual production or fitness traits, could provide correlations of 0.55 to 0.65 with subsequent PTA from progeny testing in Holstein cattle. Furthermore, Vazquez et al. (2009) noted that a low-density platform composed of SNP with the largest effects for lifetime net merit in Holsteins provided correlations of 0.40 to 0.55 with progeny-test PTA for specific production and fitness traits, but correlations tended to be higher for production than for fitness. These challenges, coupled with technological advances that continue to drive down the per locus cost of genotyping, suggest that one should consider genotyping a slightly larger set of equally spaced SNP that would facilitate imputation of high-density SNP genotypes using haplotypes from a reference population that has already been genotyped on a high-density platform.
Numerous algorithms and public domain software packages have been developed for construction of haplotypes and imputation of genotypes in humans (e.g., Scheet and Stephens, 2006; Kong et al., 2008; Howie et al., 2009) . In most applications involving humans, the objective is to combine data sets containing subjects (usually cases and controls) who have been genotyped with different high-density platforms for the purpose of carrying out a genome-wide association study for one or more disease traits (e.g., Halperin and Stephan, 2009; Hao et al., 2009) . Combining data from competing high-density SNP arrays has not yet been a major issue in cattle, because the majority of genotyping has involved the Illumina BovineSNP50 BeadChip. However, it is likely that multiple high-density (e.g., tens of thousands of SNP) and ultra-high-density (e.g., hundreds of thousands of SNP) genotyping platforms will soon be commercially available, and combining data from different platforms may become relevant in cattle as well.
In food animal species, an alternative use of haplotyping and imputation could involve genotyping a large number of potential selection candidates using an inexpensive, low-density genotyping platform containing equally spaced SNP, and subsequently using this information in conjunction with high-density SNP genotypes (and perhaps pedigrees) of animals in a reference panel to impute missing high-density genotypes in the selection candidates. In a simulation study, Habier et al. (2009) noted that low-density genotyping of selection candidates in the current generation with equally spaced SNP, coupled with high-density genotyping of their parents and grandparents, could lead to rapid and cost-effective genetic progress in commercial breeding programs, particularly if the newly selected parents in each generation were re-genotyped on the high-density platform. Recently, Weigel et al. (2010) masked varying proportions of BovineSNP50 genotypes on 3 chromosomes in Jersey cattle and showed that publicly available, population-based algorithms could impute more than 90% of masked genotypes correctly when as few as 2,000 to 3,000 loci were unmasked in the study sample. However, the effect of imputation errors on the predictive ability of resulting DGV has not yet been documented.
The objective of the present study was to evaluate the predictive ability of DGV for economically important dairy traits when a large proportion of SNP genotypes have been imputed rather than measured directly. Specifically, we sought to determine the reduction in accuracy of DGV for milk yield, milk composition, and female fertility that should be expected if the majority of young selection candidates, and perhaps also a significant proportion of their ancestors, were genotyped using low-density panels consisting of varying numbers of equally spaced SNP.
MATERIALS AND METHODS
Genotypes of 1,762 Jersey sires were provided by the USDA-ARS Animal Improvement Programs Laboratory (Beltsville, MD) and consisted of 42,552 SNP markers distributed across the 29 Bos taurus autosomes and the X chromosome. These represented the subset of SNP on the BovineSNP50 BeadChip that are used for routine genomic evaluation of dairy cattle in the United States ) and were obtained after removal of SNP with (1) a call rate of less than 90%; (2) greater than 1% parent-progeny conflicts; (3) complete LD with an adjacent SNP; (4) minor allele frequency of less than 1% in each of the Holstein, Jersey, and Brown Swiss breeds, or (5) unknown physical position on the chromosome based on the UMD2 assembly of B. taurus (Zimin et al., 2009 ). Genotypes at each locus were coded as 0 (homozygous for allele B), 1 (heterozygous), 2 (homozygous for allele A), or missing.
Phenotypes, which were also provided by the USDA-ARS Animal Improvement Programs Laboratory, represented the results of progeny testing and consisted of PTA for milk yield, protein percentage, and daughter pregnancy rate (DPR); each trait was standardized to a sample variance of 1. As shown in Table 1 , the training set comprised 1,446 sires with official PTA (i.e., at least 10 daughters) for milk yield, protein percentage, and DPR in May 2006, whereas the testing set comprised 316 sires that obtained their first official PTA between May 2006 and April 2009. Note that the April 2009 PTA used in the present study were traditional animal-model BLUP evaluations based only on phenotypic data, rather than officially published PTA that included both phenotypic and genomic information. As shown in Table 1 , the majority of sires and maternal grandsires of animals in the training and testing sets had been genotyped and were therefore present in the training set. In fact, almost all North American Jersey sires that have been marketed through commercial AI programs have been genotyped with the BovineSNP50 Beadchip. The average reliabilities for milk yield, protein percentage, and DPR for sires in the testing set in April 2009 were 83.9, 83.9, and 53.7%, respectively, so the realized accuracy of genomic predictions computed in the present study may have been reduced slightly by measurement errors in the quantities we attempted to predict, especially for DPR.
As noted previously, genotypes for 42,552 SNP were available for all sires that were represented in the training and testing sets. Our objective was to evaluate the effect of genotype imputation on the accuracy of DGV, or more specifically the effect of imputation errors that might arise when low-density genotypes from inexpensive chips are used to impute high-density genotypes for the purpose of whole genome selection. We began with a subset of 3,000 SNP from the BovineSNP50 Beadchip that were selected by the USDA-ARS Bovine Functional Genomics Laboratory (Beltsville, MD) as candidates for a low-density chip based on equidistant physical location and high minor allele frequency across a broad range of Bos taurus and Bos indicus breeds. After applying the edits described previously, a total of 2,942 potential low-density SNP remained for analysis.
Two alternative genotyping strategies were considered. In both cases we masked genotypes for 93.1% (all but 2,942), 96.6% (all but 1,468), 98.3% (all but 741), or 99.1% (all but 366) of the 42,552 original SNP loci. The latter 3 subsets of SNP were obtained by ordering the original list of 2,942 SNP by chromosome and physical location within chromosome and then picking every second, fourth, or eighth SNP. A breakdown of the number of SNP per chromosome, in total and for each alternative masking rate, is given in for a masking rate of 96.6%, 12 to 44 for a masking rate of 98.3%, and 6 to 20 for a masking rate of 99.1%. In the first genotyping strategy, we masked genotypes for all sires that were in the testing set, whereas in the second scenario we masked genotypes for all sires that were in the testing set plus a randomly chosen 50% of sires from the training set. The first genotyping strategy sought to mimic a situation in which all actively marketed AI sires were genotyped using a high-density platform and all young candidates for selection were genotyped using an inexpensive, low-density platform. The second genotyping strategy sought to mimic a situation in which a significant proportion of the actively marketed AI sires (including many bulls that would be used to estimate SNP effects) were also genotyped only on a low-density platform. One might expect to encounter the former situation during the first year or two after low-density genotyping platforms become commercially available, whereas one might encounter the latter situation after such platforms have been used widely for several years. Next, masked genotypes were imputed using the algorithm of Howie et al. (2009) , which was implemented via the IMPUTE 2.0 software (Department of Statistics, University of Oxford, United Kingdom). This algorithm accommodates multiple reference panels of phased or unphased genotypes that may represent different SNP sets of varying density. The algorithm estimates haplotypes at SNP that are present in both the reference panel (i.e., training set) and the study sample (i.e., testing set) and then imputes genotypes in the latter, assuming that these haplotype guesses are correct. Uncertainty about phasing is taken into account by iterating these steps in a Markov chain Monte Carlo framework. Thus, IMPUTE 2.0 gains accuracy by using information from the reference panels and the study sample during phasing. To enhance computational feasibility, it uses a subset of haplotypes when building the conditional distribution of haplotypes for an animal in the study sample in a given iteration, considering the animal's genotype, the haplotypes of other animals in the study sample, and the haplotypes of animals in the reference panel. These "conditioning states" correspond to selected sets of haplotypes that are "closest" to the animal in question. For computational reasons, the number of conditioning states was set to 40 in the present study, as in the aforementioned study of Weigel et al. (2010) . Howie et al. (2009) creases in accuracy might be achieved by increasing the number of conditioning states, albeit with a quadratic increase in computing time. In large data sets, the computational feasibility of programs such as IMPUTE 2.0 can be enhanced by breaking chromosomes into pieces of more manageable size before analysis. In the present study, BTA1 to BTA11 were broken into 3 pieces of equal size, BTA12 to BTA24 were broken into 2 pieces, and BTA25 to X were analyzed in their entirety. Note that in the first genotyping strategy, in which genotypes were masked only for sires in the testing set, 1,446 sires in the training set provided reference haplotypes for imputation of high-density genotypes from the lowdensity genotypes of 316 sires in the testing set. In the second genotyping strategy, 723 sires that represented a randomly chosen 50% of animals in the training set provided reference haplotypes for imputation of highdensity genotypes in the remaining 1,039 sires (316 from the testing set and 723 from the training set). Because uncertainty exists in the imputed genotypes, it is possible to apply a minimum threshold when calling genotypes and, in turn, to leave genotypes missing for loci at which the probability of the most likely genotype fails to meet this user-defined threshold. An alternative, which was the approach utilized in the present study, is to use the genotype probabilities provided by IMPUTE 2.0 (which range from 0 to 1 for each of the 3 possible genotypes of 0, 1, and 2 at a given locus) to compute the expected "dosage" value at each locus for each individual. The dosage value simply represents the sum of genotypes (0, 1, and 2) multiplied by their respective probabilities (0.00 to 1.00), which is a continuous covariate that ranges from 0.00 to 2.00 for each locus, rather than a set of 3 discrete values.
After imputation of masked genotypes, the May 2006 PTA for milk yield, protein percentage, and DPR of sires in the training set were regressed on marker covariates using the Bayesian least absolute selection and shrinkage operator (LASSO) method of Park and Casella (2008) . This method has been used previously in the context of genomic selection (e.g., de los Campos et al., 2009; Weigel et al., 2009) . Briefly, the probability model of the Bayesian LASSO is defined as follows:
where y = (y 1 ,…, y n )′ is the response vector; μ is an effect common to all subjects; β = (β 1 ,…, β p )′ is a vector of marker effects; σ ε 2 is a residual variance; .These values give priors that yield high mass over a wide range of relevant values of the corresponding parameters. A chain of 120,000 samples was run, and the first 10,000 samples were discarded as burn-in. Posterior summaries were computed using a thinning rate of 50. Convergence was checked by visual inspection of trace plots. Next, DGV were computed using the imputed genotypes of sires in the testing set. The estimated effects from the "full" Bayesian LASSO model described above, ˆ,ˆ, μ β j { } were used to compute DGV using imputed genotypes as Because a key question regarding low-density platforms is the difference in predictive ability that one should expect when imputing missing high-density genotypes versus the alternative of removing loci with a large proportion of missing genotypes from the analysis, we also fit 4 "reduced" Bayesian LASSO models to data of sires in the training set. These models contained 2,942, 1,468, 741, or 366 markers, respectively, for masking rates of 93.1, 96.6, 98.3, or 99.1%, and loci selected for these reduced models corresponded to SNP that were unmasked in the respective testing sets. As before, estimated regression coefficients were multiplied by observed SNP genotypes and summed across markers, for each of the 2,942, 1,468, 741, or 366 unmasked loci to obtain DGV, and these were subsequently correlated with April 2009 PTA from progeny testing.
Finally, an important issue with respect to the design of breeding programs based on low-density genotyping is the potential loss in accuracy that might occur in future generations if some animals whose phenotypes contribute to the estimation of SNP effects (i.e., members of the training set) lack high-density genotypes. For this reason, we employed a second genotyping strategy in which 50% of the sires in the training set (chosen at random) also had only low-density SNP genotypes. In this case, the 42,552 high-density genotypes used for estimation of SNP effects in the full Figure 1 shows the mean proportion of masked SNP genotypes that were imputed correctly (i.e., where the most likely genotype provided by IMPUTE 2.0 matched the original BovineSNP50 genotype call), averaged across animals, for 316 Jersey sires in the testing set. With a masking rate of 93.1%, the proportion of genotypes that were imputed correctly ranged from 0. Figure 1 also shows the proportion of masked SNP genotypes that were imputed correctly when masking was applied to 316 sires in the testing set plus 723 sires in the training set (i.e., a randomly chosen 50%). In other words, the size of the reference panel from which haplotypes were estimated decreased from 1,446 to 723, and the size of the study sample in which genotypes were imputed increased from 316 to 1,039. In this case, the mean proportions of genotypes that were imputed correctly were 0.896, 0.860, 0.782, or 0.733 for masking rates of 93.1, 96.6, 98.3, or 99.1%, respectively. These proportions were 0.016, 0.015, 0.007, or 0.002 lower, respectively, than when genotypes were masked only for sires in the testing set, indicating that halving the size of the reference panel led to a small reduction in imputation accuracy. The ranges in accuracy across chromosomes were 0.861 to 0.916, 0.822 to 0.893, 0.727 to 0.824, or 0.695 to 0.783, respectively, which were only slightly greater than the ranges observed when the reference panel included all 1,446 sires.
RESULTS AND DISCUSSION
Regardless of whether imputation was done in the testing set only or in the testing set and half of the training set, accuracy was reasonably high at masking rates of 93.1% and, to a lesser extent, 96.6%. This seems to indicate that a low-density chip comprising 1,500 to 3,000 equally spaced SNP could provide sufficiently accurate imputation for applications such as preliminary screening of selection candidates or initial screening of chromosomal regions affecting a quantitative trait in a genome-wide association study. In addition to the number and spacing of SNP on a low-density platform, two other key considerations may affect the accuracy of imputation in practice. First is the extent of LD within a given breed (noting that LD phase is not conserved between breeds at the marker density provided by the BovineSNP50 BeadChip). The present study used data from North American Jersey cattle, which may have slightly greater LD than other common dairy cattle breeds. Recently, Villa-Angulo et al. (2009) reported that average r 2 across 101 high-density regions of BTA6, BTA14, and BTA25 that were 100 kb in length, with an average of 19.6 SNP per region, was 0.380 in Jersey cattle and 0.377, 0.333, 0.323, and 0.324, respectively, in the Brown Swiss, Guernsey, Holstein, and Norwegian Red breeds. Our preliminary results (unpublished) suggest that imputation accuracy based on roughly 3,000 equally spaced SNP will be 3 to 4% lower in the Holstein breed compared with the Jersey breed. Second is the similarity of LD patterns between animals in the study sample, whose missing genotypes will be imputed, and their counterparts in the reference panel (typically ancestors), whose haplotypes will serve as the basis for imputation. Studies involving different ethnic groups in humans (e.g., Hao et al., 2009 ) have shown clearly that the individuals who make up the reference panel must be representative of the genetic background of individuals in the study sample. Although this might seem obvious, situations may arise in practice in which some animals in the study sample result from crossbreeding, importation of genetic material from another country, or selection for atypical traits (e.g., polled condition or red coat color in Holsteins); in such situations, the accuracy of imputed genotypes may be poorer than anticipated.
ACCURACY OF DIRECT GENOMIC VALUES FROM IMPUTED GENOTYPES
Journal of Dairy Science Vol. 93 No. 11, 2010 Figure 1 . Mean proportion of masked SNP genotypes that were imputed correctly when genotypes were masked and subsequently imputed for bulls in the testing set only, and when genotypes were masked and subsequently imputed for bulls in the testing set plus a randomly chosen 50% of bulls in the training set. Table 3 shows the posterior means of the residual variance ( σ ε 2 ) from the Bayesian LASSO model. Given that PTA were standardized to have a sample variance equal to 1, the residual variance can be interpreted as the proportion of variance that was not explained by the model, noting that a small residual variance might also reflect over-fitting of data from the training set in models with an extremely large number of explanatory variables. In the reference model, in which no genotypes were masked and 42,552 SNP covariates were used for estimation of SNP effects, estimates of the residual variance were 0.098, 0.081, and 0.171, respectively, for milk yield, protein percentage, and DPR. This indicates slightly greater model fit for protein percentage than for milk yield, but substantially poorer fit for DPR than for either of the production traits. As the number of SNP covariates in the reduced Bayesian LASSO models (which, in this case, contained only SNP that remained unmasked in the testing set) decreased from 2,942 to 366, the residual variances for milk yield, protein percentage, and DPR increased from 0.162 to 0.417, 0.184 to 0.556, and 0.280 to 0.533, respectively. As expected, goodness of fit decreased as the number of covariates in the model decreased. Also, these results showed that goodness of fit was consistently greater for milk yield than for protein percentage or DPR. Table 4 shows estimates of the residual variance obtained when models were fitted to a training set in which 50% of the sires had imputed genotypes at varying masking rates (93.1 to 99.1%). For a masking rate of 93.1%, the estimated residual variances for milk yield, protein percentage, and DPR increased by 31, 54, and 37%, respectively, relative to the reference model (see Table 3 ). As the proportion of masked SNP increased from 96.6 to 99.1%, estimated residual variances increased by 65, 143, and 242% for milk yield; 111, 243, and 374% for protein percentage; and 46, 87, and 154% for DPR, respectively, relative to the reference model. It is important to note that, in every case, the estimated residual variances from models in which the majority of the 42,552 SNP covariates were imputed in half of the sires in the training set were substantially smaller than estimates from corresponding reduced models in which only 2,942, 1,468, 741, or 366 unmasked SNP genotypes were used as covariates. For example, at a masking rate of 93.1%, estimated residual variances from the models with 42,552 SNP covariates (imputed for half of the sires in the training set) were 21, 32, and 16% lower for milk yield, protein percentage, and DPR, respectively, than estimates from the corresponding reduced model with 2,942 unmasked SNP covariates (see Table 3 ). As noted earlier, a smaller estimated residual variance indicates better fit of the model to data from the training set, but this does not guarantee greater predictive ability when this model is applied to data from an independent testing set.
Tables 3 and 4 also show estimates of the regularization parameter (λ) for the shape of the prior distribution of the scaling parameter ( τ j 2 ) controlling the prior precision variance of the jth marker effect. As λ approaches zero, the Bayesian LASSO model tends toward ordinary least squares, whereas large values of λ increase the extent of shrinkage of estimates of marker effects. In the present study, estimates of λ were 67.6, 51.6, and 82.3, respectively, for the reference model with 42,552 SNP covariates and no masking (see Table  3 ). In reduced Bayesian LASSO models with 2,942 to 366 SNP covariates, estimates of λ decreased from 27.3 to 19.2 for milk yield, 24.6 to 22.3 for protein percentage, and 35.5 to 22.2 for DPR (see Table 3 ). Estimates of λ from models with 42,552 SNP covariates, in which 93.1 to 99.1% of genotypes were imputed for half of the sires in the training set, ranged from 73.6 to 112.3 for milk yield, 61.1 to 109.6 for protein percentage, and 97.8 to 131.2 for DPR, and λ consistently increased as the masking rate increased; that is, as the proportion of imputed SNP increased (see Table 4 ). In all models that were based on imputed genotypes, estimates of λ were greater than estimates from the reference model. This indicates that the distribution of estimated SNP effects tended to have greater mass around zero (i.e., thinner tails) when the majority of SNP genotypes were imputed for half of the sires in the training set, and the proportion of mass at zero increased as the proportion of imputed genotypes increased. Figures 2, 3 , and 4 show the correlations between the DGV obtained by applying estimated SNP effects derived from May 2006 data from sires in the training set to actual or imputed genotypes of sires in the testing set and the April 2009 progeny test PTA of sires in the testing set for milk yield, protein percentage, and DPR, respectively. Again, values denoted as reference correspond to the full Bayesian LASSO model in which none of the 42,552 SNP genotypes were masked in the training set or testing set. For a masking rate of 93.1%, reduced models with 2,942 SNP covariates for milk yield, protein percentage, and DPR provided correlations of 0.617, 0.687, and 0.608, respectively, compared with reference correlations of 0.673, 0.770, and 0.674, respectively. When SNP genotypes were imputed for sires in the testing set only and 42,552 SNP covariates were used in the Bayesian LASSO model, correlations were 0.673, 0.740, and 0.642, respectively. Likewise, when SNP genotypes were imputed for sires in the testing set and half of the sires in the training set, corresponding correlations were 0.640, 0.690, and 0.641, respectively. Averaged across traits at a masking rate of 93%, predictive ability was approximately 97% as great as that of the reference model when genotypes were imputed in the testing set only, and about 93% as great when genotypes were imputed in the testing set and half of the training set. In most applications of genomic selection in dairy cattle, the testing set consists largely of animals that are progeny or grandprogeny of animals in the training set. Thus, the approach suggested by Habier et al. (2009) , namely re-genotyping of the selected parents in each generation with a high-density assay, should be an effective strategy to maximize the accuracy of DGV of young selection candidates. It is important to recognize that high-density genotypes of both parents were required in the simulation study of Habier et al. (2009) , and therefore relatively few equally spaced SNP were required to generate accurate DGV of the progeny. In the present study, only a reference population consisting of representative animals of the same breed is needed. In practice, high-density genotypes will be unavailable for many of the dams of animals that are genotyped with low-density assays on commercial farms.
When 96.6% of SNP were masked in the testing set only, the correlations between DGV and progeny test PTA were 0.649, 0.676, and 0.619, respectively, for milk yield, protein percentage, and DPR using full models with 42,552 (mostly) imputed SNP genotypes, compared with 0.515, 0.614, and 0.585 for reduced models with 1,468 actual SNP genotypes. When genotypes were also imputed for half of the sires in the training set, correlations decreased to 0.628, 0.658, and 0.610, respectively. Thus, correlations obtained with imputation were clearly superior to those obtained by deleting these loci from the analysis.
With a masking rate of 98.3%, correlations between DGV and progeny-test PTA in the testing set were 0.525, 0.546, and 0.572 for milk yield, protein percentage, and DPR, respectively, when genotypes were imputed in the testing set only. By comparison, correlations were 0.537, 0.534, and 0.546, respectively, when genotypes were imputed in the testing set and half of the training set, and 0.532, 0.539, and 0.544, respectively, when reduced models containing 741 unmasked SNP were applied. Last, with a masking rate of 99.1%, imputation of masked genotypes in the testing set provided correlations of only 0.367, 0.468, and 0.470 for milk yield, protein percentage, and DPR, respectively, compared with 0.472, 0.506, and 0.506, respectively, for imputation in the testing set and half of the training set, and 0.492, 0.504, and 0.518, respectively, for reduced models containing only 366 unmasked SNP. At a masking rate of 99.1%, predictive ability tended to be greater for reduced models in which loci with missing genotypes had been deleted, rather than full models in which missing genotypes had been imputed, presumably because of poor imputation accuracy. Paradoxically, for a masking rate of 99.1%, correlations were higher when genotypes were imputed in the testing set and half of the training set, compared with imputation in the testing set only, despite the fact that the reference panel for imputation was significantly smaller (723 sires vs.1,446 sires) and the accuracy of imputation was slightly lower (0.733 vs. 0.735). A likely explanation is that because many sires in the testing set were close relatives (e.g., progeny) of the random 50% of sires in the training set that were subject to masking, some of the haplotyping errors may have been consistent between the training and testing sets. In such a case, imputation errors would not occur randomly, but rather they would be consistent within families and could serve as a proxy for pedigree relationships, and this would lead to an unexpected gain in predictive ability. Nonetheless, predictive ability tended to be poor for all models at masking rates of 98.3 and 99.1%, and neither imputation of missing SNP genotypes nor application of reduced models with actual genotypes for equally spaced, low-density SNP is recommended. Recently, Vazquez et al. (2009) showed that correlations between DGV and progeny test PTA of Holstein sires for milk yield using 1,500, 750, or 375 selected SNP with largest estimated effects on milk yield were approximately 94, 88, or 84% as great, respectively, as those provided by the full set of 32,518 SNP. sponding ratios for DPR were approximately 89, 85, or 78%, respectively. However, assays developed using SNP that were selected for individual traits such as milk yield or DPR would, by definition, be trait-specific. Correlations between DGV and progeny-test PTA for milk yield using 1,500, 750, or 375 selected SNP with largest effects on lifetime net merit were roughly 79, 76, or 70% as great, respectively, as those provided by the full SNP set, whereas corresponding ratios for DPR were 80, 74, or 63%, respectively. In comparison, ratios obtained in the present study using 2,942, 1,468, 741, or 366 equally spaced SNP with imputation were 97, 92, 78, or 62%, respectively, averaged across the traits of milk yield, protein percentage, and DPR. Thus, it appears that genotyping 1,500 to 3,000 equally spaced SNP with subsequent imputation of high-density genotypes would provide greater predictive ability than genotyping a comparable number of selected SNP with large estimated effects. On the other hand, if cost considerations limit genotyping to 750 loci or fewer, assays based on selected SNP with large estimated effects on lifetime net merit may be preferred.
Many recent studies involving humans and other model or food animal species have focused on construction of haplotypes (e.g., Khatkar et al., 2007; Kong et al., 2008) , which can be used directly when carrying out genome-wide association studies involving a particular region of the genome (e.g., Druet and Georges, 2010) or making inferences about the evolutionary history or substructure of a given population (e.g., Lohmueller et al., 2009) . In other cases, haplotypes may simply represent an intermediate step in the process of imputing missing genotypes or computing genotype probabilities, as was the case in the present study using the IM-PUTE2.0 software. Algorithms that utilize both pedigree and genomic information (e.g., Albers et al., 2007; Ding et al., 2007) might provide enhanced imputation accuracy, given that extensive pedigree recording has occurred in most livestock populations during the past century. For this reason, a major effort is underway to prepare national genetic evaluation systems for the arrival of data from low-density and ultra-high-density genotyping platforms. Specifically, the challenge is to integrate new genomic information into the extensive progeny-test PTA using full or reduced models with 42,552 or 366, 741, 1,468, or 2,942 SNP covariates, respectively, with or without imputation of masked genotypes for bulls in the testing set or bulls in the testing set and a randomly chosen 50% of bulls in the training set. The bars denoted as "reference" correspond to correlations from a full model in which all 42,552 SNP genotypes were left as unmasked in both the training and testing sets. genotypic databases that have been compiled using the BovineSNP50 BeadChip, and a likely solution involves construction of haplotypes and subsequent imputation of genotypes using both genomic and pedigree information (G. R. Wiggans, Animal Improvement Programs Laboratory, ARS, USDA, Beltsville, MD; personal communication).
CONCLUSIONS
Results of the study described herein indicate that low-density genotyping of selection candidates using a panel of roughly 3,000 equally spaced SNP, followed by imputation of missing high-density genotypes from a reference panel of 1,500 or more animals with similar genetic background, can provide approximately 95% of the predictive ability achieved through high-density genotyping of all selection candidates. Accuracy of imputation, and hence predictive ability, may be slightly greater for Jersey cattle than for other common dairy breeds because of the smaller effective population size. Regardless, the level of accuracy should be sufficient for commercial applications such as prescreening of young bulls that are candidates for AI programs, screening of lactating cows on commercial dairies that may offer superior or unique genetic contributions, or selection among extra replacement heifers that have been generated by using sex-sorted semen. If such genotyping platforms can be offered at a modest price, the technology of genomics may extend its reach beyond AI companies and pedigree breeders to achieve routine application on commercial dairy farms. In the future, the accuracy of breeding values derived from low-density genotypes may be compromised if high-density genotypes are lacking for a significant proportion of animals in the training set, from which SNP effects are estimated, so re-genotyping of selected individuals (e.g., males to be marketed through AI programs) will likely be justified.
