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Abstract. The quantized Dirac field is known, by a result of Fewster and Verch,
to satisfy a Quantum Weak Energy Inequality (QWEI) on its averaged energy
density along time-like curves in arbitrary four-dimensional globally hyperbolic
spacetimes. However, this result does not provide an explicit form for the bound.
By adapting ideas from the earlier work, we give a simplified derivation of a QWEI
for the Dirac field leading to an explicit bound. The bound simplifies further in
the case of static curves in static spacetimes, and, in particular, coincides with
a result of Fewster and Mistry in four-dimensional Minkowski spacetime. We
also show that our QWEI is compatible with local covariance and derive a simple
consequence.
PACS numbers: 03.70.+k, 11.10.-z
1. Introduction
No quantum field (obeying Wightman axioms) can have a nontrivial energy density
whose expectation values are always nonnegative [1]. Moreover, in all models studied
(and all models with certain scaling behaviour [2]) the energy density at any given
point can be made arbitrarily negative by a suitable choice of the state of the field.
Taken at face value, these surprising facts would raise concerns about the possibility
of violations of the second law of thermodynamics [3] or other instabilities arising from
extended distributions of ‘exotic matter’. However, as was originally realized by Ford
[3], quantum field theory appears to contain mechanisms—ultimately related to the
uncertainty principle—which constrain the magnitude and duration of violations of
the classical energy conditions. These are expressed by Quantum Energy Inequalities
(QEIs), which give lower bounds on the averages of the stress-energy tensor taken
along the world-line of an observer, or over a spacetime volume. When the energy
density itself is averaged, the more specific term Quantum Weak Energy Inequality
(QWEI) is often used.
QEIs are known for scalar, spin- 12 and spin-1 free fields in arbitrary globally
hyperbolic spacetimes, and also for all positive energy unitary conformal field theories
in two-dimensional Minkowski spacetime [4]. Reviews of the literature on QEIs and
their applications (and related issues) may be found in [2, 5].
The general results in arbitrary spacetimes are all obtained using techniques
drawn from microlocal analysis. However, while the QWEIs obtained for the scalar
[6] and spin-1 [7] fields follow a common pattern and lead to explicit bounds, the
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general spin- 12 QWEI obtained by Fewster and Verch [8] was proved by breaking the
averaged energy density into a number of terms which were bounded by undetermined
(although finite) constants. The only explicit Dirac QWEI known in four dimensions
was obtained by Fewster and Mistry [9] in Minkowski spacetime, based on an identity
discovered in [8]. The same approach may be applied to Rarita–Schwinger fields in
Minkowski spacetime [10, 11], and has been adapted to the case of two-dimensional
Minkowski spacetime by Dawson [12]; different methods have been used to treat the
specific case of massless Dirac fields in two dimensional curved spacetimes [13].
In this paper, we will combine the language and formalism of [8] with the general
approach of [9]; this tactic results in a bound that is easily compared and contrasted
with the other general world-line QWEIs [6, 7].
Our result may be stated as follows. Let (M,g) be a four-dimensional globally
hyperbolic Lorentzian manifold, which is orientable and time-orientable, and suppose
that such orientations have been chosen, along with a spin structure. As we review in
§2, the Dirac field may be formulated on (M,g), along with an appropriate notion of
Hadamard states, for which the stress tensor may be defined by point-splitting. Let
ω0 be any Hadamard state of this theory and use it as a reference state to define the
normal-ordered stress tensor :Tµν : as described in [8]. If γ : I → M is a proper-time
parameterization of a smooth future-directed time-like curve in (M,g) for some open
interval I ⊆ R, then the normal-ordered energy density, as seen by an observer with
world-line γ, is
〈:ρ:〉ω (τ) := ω (uµ (τ) uν (τ) :Tµν : (γ (τ))) , (1)
where u(τ) = γ˙(τ) is the unit tangent vector to γ at τ . We will make some comments
on the nature of the normal ordered stress tensor at the end of this section.
Using a combination of parallel transport and Fermi–Walker transport‡, we
construct a local section E of the spin bundle near γ such that the induced tetrad
e = (ea) (a = 0, 1, 2, 3) obeys e0(γ(τ)) = u(τ). Together with the reference state, this
permits us to define distributions near γ by
W0 (f, h) := δ
ABω0
(
Ψ+ (fEA)Ψ
(
hE+B
))
(2)
W
Γ
0 (f, h) := δ
ABω0
(
Ψ
(
hE+B
)
Ψ+ (fEA)
)
, (3)
where EA (A = 1, 2, 3, 4) form a spin-frame induced by E, and Ψ and Ψ
+ are the Dirac
field and its Dirac adjoint. These distributions may be shown to be independent of
the freedom in the construction of E.
With these assumptions, our main result is the following:
Theorem 1. For any real-valued weight g ∈ C∞0 (I), and any Hadamard state ω of
the Dirac field on (M,g),∫
dτ 〈:ρ:〉ω (τ) g (τ)2 ≥ − 1
2π
∫ ∞
0
dµ µ
(
Sµ + S
Γ
µ
)
> −∞, (4)
where Sµ and S
Γ
µ are positive functions, decaying rapidly as µ→ +∞, and depending
on γ, g, and the distributions W0 and W
Γ
0 . They are defined by
Sµ := [g ⊗ gγ∗2W0]̂(−µ, µ) , (5)
SΓµ :=
[
g ⊗ gγ∗2WΓ0
]̂(µ,−µ) , (6)
where γ∗2 denotes the pull-back by γ2(τ, τ
′) := (γ(τ), γ(τ ′)) and the hat denotes the
Fourier transform (according to conventions given below).
‡ See Appendix A, for a review.
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It is worth making a few remarks before we proceed. First, the bound of equation
(4) is far more explicit than that given in [8]. Second, W0 may be regarded as a
point-split unrenormalized charge density for the reference state, and WΓ0 is closely
related to the corresponding quantity for the charge conjugate state. If the reference
state ω0 is charge-conjugation invariant, this relation causes the bound to simplify by
virtue of the relation SΓµ = Sµ.
Third, the bound also takes on a simpler form for a static observer in a static
spacetime, as will be discussed in §4. In particular, the Minkowski spacetime result
of [9] is recovered as a special case in §4.2. Fourth, as we will show in §5, our QWEI
is a locally covariant difference QWEI, in the sense recently developed in [14]. Fifth:
although explicit, the bound is not expected to be optimal. As already mentioned,
the general technique of [9] was applied to the case of two-dimensional flat spacetime
in [12]; in the massless limit, the result was weaker than the optimal bounds of Vollick
[13] (cf. also [15, 16]).
Finally, we reiterate that our bound is a difference QWEI; that is, it applies to
the normal ordered energy density with respect to a reference state ω0, rather than
the renormalized stress tensor T renµν , which is covariantly defined without the use of a
reference state and exhibits a trace anomaly. Now, it is one of the Wald axioms [17] for
stress tensor renormalization that ω(T renµν (x))−ω0(T renµν (x)) = ω(:Tµν :(x)), so we may
replace :ρ: by ρren in our result (4) at the expense of adding
∫
γ
dτ 〈ρren(γ(τ))〉ω0g(τ)2
to the right-hand side. Since ω0 is Hadamard, this is a finite modification and the
renormalized energy density is also seen to be bounded from below (thus constituting
an absolute QWEI). In the scalar case, an absolute QWEI may be obtained without
appealing to a reference state [18], and one expects that this can also be done for Dirac
fields. It is also worth noting that Wald’s prescription for stress tensor renormalization
[19] involves the addition of certain terms ‘by hand’ to ensure that the expectation
value of the stress tensor is conserved, and vanishes in the Minkowski vacuum state.
In the scalar case, it has recently been shown by Moretti [20] that an ingenious
modification of the stress tensor, which leaves the classical expression unchanged for
solutions to the Klein–Gordon equation, removes the necessity for such additions and
gives the same final result. It would be interesting to see whether a similar programme
can be carried out for the free Dirac field (cf. e.g., [21]); of course, our QWEI would
still apply, as the expectation values are unchanged.
1.1. Definitions and notational conventions
We work in ‘natural’ units, so that ~ = c = 1. Lower (respectively, upper) case Latin
characters will be used to label tetrad (respectively, spinor) indices. Tetrad indices
take values 0–3; spinor indices take values 1–4. Spacetime indices are indicated by
lower-case Greek characters.
The smooth map ek : R
n → C is defined by
x 7→ ek (x) := eik·x, k ∈ Rn. (7)
We define the Fourier transform f̂ of a function f ∈ L1(Rn) using the ‘usual non-
standard’ convention
f̂ (k) :=
∫
dnx f (x) ek (x) . (8)
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In terms of these definitions, the Fourier transform of a distribution u ∈ E ′(Rn) is
defined by
û (k) := u (ek) . (9)
2. The quantized Dirac field on a curved spacetime
2.1. Geometry of Dirac fields on curved spacetimes
In order for the present work to be reasonably self-contained, we will summarize here
the essential features that allow one to formulate a meaningful description of a Dirac
field on a spacetime manifold. We shall adhere closely to the definitions, terminology
and notation of [8, 22], and much of the following material is drawn directly from
those sources.
We begin by defining L to be the group of 4× 4 real Lorentz matrices Λab with
the defining property that ηabΛ
a
cΛ
b
d = ηcd, where η = diag(+1,−1,−1,−1) is the
usual Minkowski metric. The identity connected component of L is the subgroup of
proper orthochronous Lorentz matrices L ↑+. We also fix a set of 4× 4 Dirac matrices
γa (a = 1, . . . , 4) obeying
γaγb + γbγa = 2ηab1l (10)
and belonging to a standard representation, which means that
γ†0 = γ0 and γ
†
k = −γk (11)
for k = 1, 2, 3, where † denotes the usual Hermitian transpose on matrices.
According to a general theorem of Pauli [23], any two sets of Dirac matrices are
intertwined by a nonsingular matrix, unique up to a scalar multiple. In particular,
there is a nonsingular matrix C such that
Cγa = −γaTC. (12)
The matrix C may be shown to be antisymmetric; moreover, in a standard
representation C may be normalized so that
C†C = −C2 = 1l (13)
which fixes it up to an overall sign. In consequence we also have
C = C = −C†. (14)
The spin group Spin(1, 3) is the group of matrices S ∈ SL(4,C) such that
SγaS
−1 = γbΛ
b
a (15)
for some coefficients Λba which, by equation (10), are necessarily the components of
a Lorentz matrix. It can be shown that the map S 7→ Λ(S) is a two-to-one covering
homomorphism from the identity-connected component Spin0(1, 3) to L
↑
+, with kernel
{1l,−1l}, so we also have Spin0(1, 3) ∼= SL(2,C).
By considering the transpose of (15) and using the definition of C it is easy to
show that CSγa(CS)
−1 = S−1
T
Cγa(S
−1TC)−1 for each a. By Pauli’s theorem this
entails that CS = kSS
−1TC for each S, where the constants kS are readily seen to
obey k4S = 1 on considering determinants. Using continuity and k1l = 1, we may
conclude that kS = 1 for all S, yielding
STC = CS−1 (16)
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for all S ∈ Spin0(1, 3). In a similar way, we may use the identity
γ0γa = γ
†
aγ0, (17)
which holds in standard representations, to deduce that
S†γ0 = γ0S
−1 (18)
for all S ∈ Spin0(1, 3). This has a useful consequence: if Λ(S) is a pure rotation, so
that Sγ0S
−1 = γ0, then S
†γ0 = γ0S
−1 = S−1γ0, and hence S is unitary.
Turning to the curved spacetime setting, we assume that an orientation and time
orientation have been chosen on (M,g). The frame bundle F (M,g) is the bundle of
oriented and time-oriented orthonormal frames e = (ea)a=0,...,3 over (M,g) with the
convention that e0 is time-like and future pointing. This is a principal L
↑
+-bundle,
with the right action
(RΛe)a = ebΛ
b
a. (19)
A spin structure on (M,g) is a principal Spin0(1, 3)-bundle S(M,g) over (M,g)
together with a fibre-bundle homomorphism ψ : S(M,g) → F (M,g) such that ψ
intertwines the right action of the structure groups on these bundles:
ψ ◦RS = RΛ(S) ◦ ψ. (20)
Spin structures necessarily exist on the spacetimes we consider, but are not necessarily
unique. We assume that a particular spin structure has been chosen from now on.
Spinor fields are now defined as sections of another bundle DM, which is an
associated Spin0(1, 3)-bundle
DM = S (M,g)⋉Spin0(1,3) C
4. (21)
That is, the fibre of DM at p ∈ M consists of equivalence classes [T, x]p for
T ∈ S(M,g)p, x ∈ C4 (considered as a 4-dimensional complex column vector) where
[T ′, x′]p = [T, x]p if and only if T
′ = R−1S T , x
′ = Sx for some S ∈ Spin0(1, 3). The
upshot is that DM has fibre C4 at each point p ∈ M and a left action of Spin0(1, 3)
given by
LS [T, x]p = [T, Sx]p . (22)
The dual bundle D∗M may be constructed similarly, with fibres consisting of
equivalence classes [T, ℓ]∗p for T ∈ S(M,g)p and ℓ ∈ C4 (considered as a 4-dimensional
complex row vectors) with [T ′, ℓ′]∗p = [T, ℓ]
∗
p if and only if T
′ = R−1S T , ℓ
′ = ℓS−1 for
some S ∈ Spin0(1, 3). Elements of DM are called spinors, while elements of D∗M
are called cospinors, and have a natural dual action on spinors: if vp = [T, ℓ]
∗
p and
up = [T, x]p, then
v (u) |p= ℓ · x (23)
where the dot denotes the usual matrix multiplication.
We may now define the Dirac adjoint and charge conjugation maps. The Dirac
adjoint u 7→ u+ maps antilinearly between spinors and cospinors so that(
[T, x]p
)+
=
[
T, x†γ0
]∗
p
, (24)
which is well-defined owing to equation (18). The inverse map is also denoted in the
same way. Charge conjugation u 7→ uc is an antilinear map of DM to itself defined by(
[T, x]p
)c
=
[
T, γ0C
†x
]
p
(25)
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which is well-defined owing to equations (18) and (16). The definition is extended to
D∗M by duality:(
[T, ℓ]
∗
p
)c
=
[
T, ℓCγ0
]∗
p
(26)
which entails that vc(uc) = v(u). Both spinors and cospinors obey the identities
ψcc = ψ, ψc+ = −ψ+c.
If B is any bundle over M, we use the notation C∞(B) to denote the space of
smooth sections of B, and C∞0 (B) for those of compact support. In particular, we will
denote Dsp = C
∞
0 (DM) and Dcosp = C
∞
0 (D
∗
M), endowed with their usual topologies,
for spaces of smooth compactly supported (co)spinor test fields, as in [8].
Finally, any (local) section E of S(M,g) determines a (local) frame field e =
(e0, . . . , e3) = ψ ◦ E and (local) sections EA of DM such that EA(p) = [Ep, bA]p,
where bA (A = 1, . . . , 4) is the standard basis in C
4. These induce a dual frame
(e0, . . . , e3) and dual sections EA of D∗M by ea(eb) = δ
a
b and E
A(EB) = δ
A
B, and
permit arbitrary mixed tensor-spinor fields to be expressed in component form. In
particular, γ ∈ C∞(T ∗M⊗DM⊗D∗M) is defined to have components γ Aa B (= the
matrix components of the Dirac matrix γa) in some (and hence any) such system.
2.2. The Dirac equation
As usual, the metric induces a covariant derivative ∇ on C∞(TM); if k = kbeb ∈
C∞(TM) is a smooth section, then we have
∇k = (∇gkc) eg ⊗ ec =
(
∂bk
a + Γabfk
f
)
eb ⊗ ea (27)
where the second equation defines the Christoffel connection coefficients Γabd.
In turn, a further covariant derivative, which we also denote by ∇, is induced on
C∞(DM). If (e0, . . . , e3) and (EA)
3
A=1 are induced by a section E in S(M,g) and
f = fAEA is a local section in DM, then ∇f ∈ C∞(T ∗M⊗DM) is given by
∇f = (∇bfA) eb ⊗ EA = (∂bfA + σ Ab BfB) eb ⊗ EA. (28)
The connection coefficients σ Ab B appearing in the second equation are defined by
σ Ab B = −
1
4
Γabdγ
A
a Cγ
dC
B, (29)
and
∂bf
A = dfA (eb) , (30)
where dfA is the exterior derivative of the function fA.
The action of ∇ can be extended uniquely to cospinor and mixed spinor-tensor
fields by imposing the usual requirements that the covariant derivative be Leibniz and
that it commute with arbitrary contractions. Thus, for example, if h = hBE
B is a
cospinor field, then the components of ∇h = ∇bhBeb ⊗ EB are
∇bhB = ∂bhB − hCσ Cb B. (31)
With the covariant derivative defined in this way, it follows that ∇γ = 0.
The first-order differential equation
(−i∇/ +m)u = 0 (32)
for the spinor field u ∈ C∞(DM) is known as the Dirac equation. The corresponding
Dirac equation for the cospinor field v ∈ C∞(D∗M) is
(i∇/ +m) v = 0. (33)
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The constantm ≥ 0 is interpreted as the field mass. As usual, ∇/ is the Dirac operator,
and maps (co)spinor field to (co)spinor fields by
∇/ f = (∇/ f)AEA = ηabγaAB
(∇bfB)EA, (34)
∇/ h = (∇/ h)B EB = ηab (∇bhC) γaCBEB, (35)
where f = fAEA ∈ C∞(DM) and h = hBEB ∈ C∞(D∗M).
The advanced (−) and retarded (+) fundamental solutions, in the spinor case,
are continuous linear maps
S±sp : C
∞
0 (DM)→ C∞ (DM) (36)
such that
(−i∇/ +m)S±spu = u = S±sp (−i∇/ +m)u, (37)
and so that suppS±spu ⊂ J±(supp u), where J±(suppu) is the causal future(+)/causal
past(−) of suppu. The fundamental cospinor solutions S±cosp are similarly defined,
and the retarded-minus-advanced fundamental solutions are then written as
Ssp = S
+
sp − S−sp and Scosp = S+cosp − S−cosp. (38)
2.3. The field algebra
Let Ddouble = Dcosp⊕Dsp be the space of ‘doubled’ test (co)spinors, on which we may
define operators
D := i
(
i∇/ +m 0
0 −i∇/ +m
)
, S := i
(
Scosp 0
0 Ssp
)
(39)
(D = D⊲ and S = S⊳ in the notation of [8]) and an antilinear map
Γ
([
h
f
])
=
[
f+
h+
]
. (40)
We use Ddouble to label a set of abstract objects: to each F ∈ Ddouble, we associate
an object Ξ(F ). We may now define the field algebra to be a unital ∗-algebra F(M,g)
consisting of all (finite) polynomials in the Ξ(F ), their adjoints Ξ(F )∗, and the identity
1l, subject to the following relations, which hold for all F, F1, F2 ∈ Ddouble, λ1, λ2 ∈ C.
Q1. Linearity: Ξ(λ1F1 + λ2F2) = λ1Ξ(F1) + λ2Ξ(F2).
Q2. Adjoint: Ξ(ΓF ) = Ξ(F )∗.
Q3. Field equation: Ξ(DF ) = 0.
Q4. Canonical anticommutation relations:
Ξ (F1) Ξ (F2) + Ξ (F2) Ξ (F1) = −iS (F1, F2) 1l. (41)
It should be noted that it is the requirementQ4 that contains the essentially ‘quantum’
feature of the algebraic structure.
The usual Dirac field and its Dirac adjoint field are obtained as special cases of
the above. For any h ∈ Dcosp and f ∈ Dsp we define
Ψ(h) := Ξ
([
h
0
])
and Ψ+(f) := Ξ
([
0
f
])
, (42)
and interpret them as smeared fields. The charge conjugation map ψ 7→ ψc may be
used to define a ∗-automorphism αc of F(M,g) by
αcΞ
([
h
f
])
= Ξ
([ −f c+
hc+
])
, (43)
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In particular, we have αcΨ(h) = Ψ
+(hc+), αcΨ
+(f) = −Ψ(f c+), and αc ◦ αc = id.
The algebra F(M,g) can be endowed with a norm, with respect to which its
completion is a C∗-algebra, namely the CAR algebra. However we will not need this
extra structure below. Finally, we remark that F(M,g) should not be regarded as
the algebra of observables for this theory, owing to the failure of commutativity at
space-like separation. As in [22], the net of local algebras should be generated by
elements of the form Ψ+(f)Ψ(h).
2.4. States, two-point functions and the Hadamard condition
A state in this framework is a linear functional ω : F(M,g) → C which is positive
[ω(A∗A) ≥ 0 for all A ∈ F(M,g)] and normalized [ω(1l) = 1], with ω(A) interpreted
as the expectation value of observable A in the state ω. A state ω will be called
charge conjugation invariant if it is invariant under αc, so that ω(αcA) = ω(A) for all
A ∈ F(M,g). We will only consider states which are regular enough that the two-point
function ω2, defined by
ω2 (F1 ⊗ F2) := ω (Ξ(F1)Ξ(F2)) , F1, F2 ∈ Ddouble, (44)
is a continuous linear functional on Ddouble ⊗Ddouble. In this case we may introduce
distributions W and WΓ on Dsp ⊗Dcosp, defined by§
W (f ⊗ h) := ω2
([
0
f
]
⊗
[
h
0
])
= ω
(
Ψ+ (f)Ψ (h)
)
, (45)
WΓ (f ⊗ h) := ω2
([
h
0
]
⊗
[
0
f
])
= ω
(
Ψ(h)Ψ+ (f)
)
, (46)
where f ∈ Dsp, h ∈ Dcosp. The distributionsW andWΓ will also be referred to as two-
point functions. Given a reference state ω0, with corresponding two-point functions
W0 and W
Γ
0 , we may also define normal-ordered two-point functions:
:W : = W −W0 (47)
:W :Γ = WΓ −WΓ0 . (48)
An important fact, arising as a direct consequence of Hermiticity (axiom Q2) and
positivity of states, is that ω2 is a distribution of positive type, in the sense that
ω2 (Γ (F )⊗ F ) ≥ 0 ∀F ∈ Ddouble. (49)
The following positivity properties of W and WΓ follow immediately:
W
(
f ⊗ f+) ≥ 0 ∀f ∈ Dsp, (50)
WΓ
(
h+ ⊗ h) ≥ 0 ∀h ∈ Dcosp, (51)
W
(
h+ ⊗ h) ≥ 0 ∀h ∈ Dcosp, (52)
WΓ
(
f ⊗ f+) ≥ 0 ∀f ∈ Dsp. (53)
Notice that the anti-commutation relations
Ψ+ (f)Ψ (h) + Ψ (h)Ψ+ (f) = −i〈h, Sspf〉1l, h ∈ Dcosp, f ∈ Dsp (54)
for the field Ψ and its adjoint, when evaluated in a state ω, lead to the result
W (f ⊗ h) +WΓ (f ⊗ h) = −i〈h, Sspf〉, h ∈ Dcosp, f ∈ Dsp. (55)
§ Comparison with equations (2.49) and (2.50) of [8] reveals that the two-point functions ωQ and ω
Γ
Q
defined there are equal to our W and WΓ for the special case in which ω is quasi-free. We emphasize
that our treatment is not restricted to quasi-free states.
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Observe that the right-hand side is independent of the state chosen (the states are
normalized, by definition). It then follows that the normal-ordered two-point functions
satisfy
:W : (f ⊗ h) = −:W :Γ (f ⊗ h) , h ∈ Dcosp, f ∈ Dsp. (56)
It is also easily seen that, if ω is charge-conjugation invariant, then
WΓ (f ⊗ h) = −W (hc+ ⊗ f c+) . (57)
For the remainder of this paper we will restrict to the class of Hadamard states,
which are distinguished by the singularity structure of their two-point functions. For
scalar fields, the Hadamard condition was originally formulated in terms of the so-
called Hadamard series [24]; however, Radzikowski [25] realized that the condition
was equivalent to demanding a particular form for the wave-front set [26] of the two-
point function. As we will use only those features of the wave-front set which have
been used before in the context of QEIs, we refer the reader to [6, 8] for the relevant
background.
Radzikowski’s reformulation of the Hadamard condition was extended to Dirac
fields in [27, 28, 29] (see also [30, 31] for the Hadamard series in this connection). The
upshot is that a (not necessarily charge conjugation invariant) state ω on F(M,g) is
Hadamard if and only if the wave-front set of its two-point function ω2 satisfies the
micro-local spectrum condition
WF(ω2) =
{
(p, ξ; p′,−ξ′) ∈ T˙ ∗ (M×M) | (p, ξ) ∼ (p′, ξ′) ; ξ ∈ N+p
}
. (58)
Here T˙ ∗(M ×M) is the cotangent bundle—without the zero section—over M ×M,
(p, ξ) ∼ (p′, ξ′) means that there is a light-like geodesic connecting the points p and
p′ in M, to which ξ and ξ′ are co-tangent, and along which ξ and ξ′ are related by
parallel transport. Finally, N+p is the set of all future-directed null covectors at p.
For Hadamard states, the two-point functions W and WΓ satisfy the micro-local
spectrum conditions
WF (W ) =
{
(p, ξ; p′,−ξ′) ∈ T˙ ∗ (M×M) | (p, ξ) ∼ (p′, ξ′) ; ξ ∈ N+p
}
, (59)
WF
(
WΓ
)
=
{
(p, ξ; p′,−ξ′) ∈ T˙ ∗ (M×M) | (p, ξ) ∼ (p′, ξ′) ; ξ ∈ N−p
}
. (60)
Except for charge conjugation-invariant states, neither of these is sufficient on its own
to prove that the state is Hadamard [29].
2.5. Scalar distributions derived from the two-point function
We now introduce various scalar bidistributions obtained from the two-point functions
W and WΓ, which are needed in the statement and proof of Theorem 1.
Suppose a local section E of S(M,g) is given, defined over some open subset
N of M. Then we may define spinor fields EA on N as described at the end of
§2.1. Given any Λ ∈ (Dsp ⊗ Dcosp)′, we may define a matrix of scalar bidistributions
ΛAB ∈ D ′(N ×N) (A,B = 1, . . . , 4) by
ΛAB (f, h) := Λ
(
fEA ⊗ hE+B
)
, f, h ∈ D(N). (61)
Applied to W and WΓ, we obtain matrices WAB and W
Γ
AB which are positive type in
the sense that, for example,
WAB
(
fA ⊗ fB
)
≥ 0, ∀fA ∈ D (N) , A = 1, 2, 3, 4, (62)
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where we sum over the repeated indices. In particular, the ‘traces’
W = δABWAB and W
Γ = δABWΓAB (63)
are obviously positive type distributions in D ′(N ×N) by equation (62).
Several other properties of W and WΓ will be used below. First, their wave-front
sets are easily seen to be constrained by
WF (W) ⊂ WF(W ) |N×N, (64)
WF
(
W
Γ
) ⊂ WF (WΓ) |N×N, (65)
because these distributions are simply sums of products of W and WΓ with smooth
local sections‖ of the outer bundle product DM⊠D∗M.
Second, let UBA be any fixed unitary matrix, and define local spinor fields by
E′A = U
B
AEB . Then
W (f, h) = δABW
(
fE′A ⊗ h (E′B)+
)
(66)
W
Γ (f, h) = δABWΓ
(
fE′A ⊗ h (E′B)+
)
(67)
for all f, h ∈ D(N), which demonstrates a modest level of independence of W, WΓ
from the particular spinor fields used in the construction. This follows because
elements of Dsp ⊗ Dcosp can be identified with smooth compactly supported sections
of DM ⊠ D∗M; in particular, fEA ⊗ hE+B corresponds to the section (p, p′) 7→
f(p)h(p′)(EA ⊠ E
+
B )(p, p
′). Since
δABE′A ⊠ (E
′
B)
+
= δABUCAUDBEC ⊠ E
+
D = δ
CDEA ⊠ E
+
B (68)
because δABUCAUDB = (UU
†)CD = δCD we obtain (66) as claimed. Some particular
instances of this situation are summarized in the following:
Lemma 2. Equation (66) holds in the following cases:
(i) E′A = [E, b
′
A] for any orthonormal basis b
′
A of C
4.
(ii) E′A = [RSE, bA] for a fixed S ∈ Spin0(1, 3) such that Λ(S) is a pure rotation.
(iii) E′A = E
c
A
(iv) E′A = E
A+ where EA = [E, b†A]
∗.
Proof: We need only check that E′A = U
B
AEB for some constant unitary U
B
A in
each of the cases given. In case (i) we simply observe that there is a unique unitary
such that b′A = U
B
AbB. For case (ii) we note that [RSE, bA] = [E, SbA] = S
B
A[E, bB]
and that S is unitary because Λ(S) is a rotation (see the remark after (18)). For case
(iii), we observe that EcA = [E, γ0C
†bA] = (γ0C
†)BA[E, bB] and use the facts that
γ0C
† is unitary in standard representations, and that bB is an orthonormal basis of
C4. Finally, in case (iv), since E′A = γ0
B
AEB, we use the fact that γ0 is unitary in
standard representations. 
One particular consequence is that, when ω is charge-conjugation invariant,
W
Γ (f ⊗ h) = δABWΓ (fEA ⊗ hE+B)
= δABW
(−hE+c+B ⊗ fEc+A )
= δABW
(
hEcB ⊗ fEc+A
)
= W (h⊗ f) (69)
‖ The external vector bundle tensor product is defined locally as follows. If B and B′ are vector
bundles over M and M ′, with projections π and π′, then B ⊠B′ is a vector bundle over M ×M ′
whose fibre at (p, p′) is π−1(p)⊗π′−1(p′). This is in contrast to the tensor product B⊗B′ of bundles
B and B′ over the same base M ; in particular, B ⊗ B′ is again a bundle over M .
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where we have used (57), the spinor identity v+c+ = −vc, and Lemma 2(iii).
Third, if we invoke a reference state ω0 and form its corresponding distributions
W0 and W
Γ
0 , we may define normal-ordered versions :W: = W − W0 and :W:Γ =
W
Γ −WΓ0 , which are smooth if both ω and ω0 are Hadamard. Note that we have
:W: = −:W:Γ.
Finally, using Lemma 2(iv) let us note that
W (f, h) = δABω
(
Ψ+
(
fEA+
)
Ψ
(
hEB
))
= ω
(
Ψ+
(
fEA
)
γ0
A
BΨ
(
hEB
))
(70)
so we may interpret W as a point-split unrenormalized charge density with respect to
the tetrad ea. Indeed, the :W:(p, p) is precisely the normal-ordered charge density
:W: (p, p) = 〈:Ψ+e0 · γΨ:〉ω (p) (71)
in this frame. Here, and below, the · denotes contraction of tensor indices or the
metric-induced inner product as appropriate.
3. The quantum weak energy inequality
3.1. The energy density
Let E be any local section of S(M,g) and define corresponding spinor fields EA and
tetrad ea. Then the classical stress-energy tensor has frame components
Tab =
i
2
(
ψ+γ(a∇b)ψ − (∇(aψ+)γb)ψ
)
. (72)
In §3 of [8] it is shown how the normal-ordered energy density, with respect to the
given frame and a fixed choice ω0 of Hadamard reference state, may be obtained by a
point-splitting prescription as
〈:ρ:〉ω (p) =
(
L
AB:WAB :
)
(p, p) (73)
where
L
AB =
1
2
{
[1l⊗ (ie0 · ∇)− (ie0 · ∇)⊗ 1l] δAB +ΘAB
}
(74)
and we have defined
ΘAB := i
(
δCBσ0
A
C − δACσ0BC
)
= ΘBA, (75)
and
σ0
A
B := −1
4
Γa0dγa
A
Cγ
dC
B . (76)
There are two main differences between our approach in this paper and that
adopted in [8]: first, we make a particular choice of section E near the sampling
world-line γ in which the coefficients ΘAB vanish on γ; second, a cleaner treatment
of the remaining terms is used to obtain explicit bounds. In the remainder of this
subsection we will describe the first of these elements, leaving the second to the next
subsection.
Accordingly, let γ : I → M be a fixed smooth, future-directed time-like curve,
parameterized by proper time in an open interval I of R (including the possibility
I = R) and denote its velocity by uµ. The first step in the construction of a suitable
section E is to select an arbitrary τ0 ∈ I, and to choose a tetrad ea at γ(τ0) with
eµ0 = u
µ(τ0). Next, the tetrad is propagated along γ by Fermi–Walker transport,
so that eµ0 |γ(τ) = uµ(τ) for all τ ∈ I. Let Nγ be the largest open neighbourhood
of γ in which every point is joined to γ by a unique space-like geodesic meeting
γ orthogonally,¶ and extend the tetrad into Nγ by parallel transport along such
¶ To be precise, Nγ is the union of all such open neighbourhoods.
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geodesics. Finally, the resulting local section of F (M,g) may be lifted to a local
smooth section E of S(M,g) using the argument set out in §3 of [8]. (There are of
course two possible lifts.)
Although the construction involves several arbitrary choices, only limited freedom
is available.
Lemma 3. If E and E′ are any two local sections of S(M,g) obtained in the above
fashion, then there is a fixed S ∈ Spin0(1, 3), with Λ(S) a pure rotation, such that
E′ = RSE on Nγ .
Proof: At any individual point of γ, the corresponding tetrads ea and e
′
a differ by
a pure rotation, because e0 = e
′
0. Since Fermi–Walker transport preserves angles,
this must be a fixed rotation. Moreover, the parallel transport used to propagate
the tetrads into the remainder of Nγ also preserves angles, so there is a rigid rotation
linking the two frames: e′ = RΛe for some rotation Λ in SO(1, 3). At any given point p,
therefore, E′p = RS(p)Ep, where S(p) is one of the two possible matrices in Spin0(1, 3)
with Λ(S) = Λ [recall that these two possibilities differ by a sign]; continuity then
imposes constancy of S(p) on Nγ . 
The main consequence of this construction has already been mentioned above:
Lemma 4. If E is any local section of S(M,g) obtained in the above fashion from
the curve γ, then the corresponding coefficients ΘAB vanish identically on γ.
Before giving the proof, we note that the energy density on γ may now be written
in the simpler form
〈:ρ:〉ω (γ (τ)) =
(
1
2
[1l⊗ ie0 · ∇ − ie0 · ∇ ⊗ 1l] :W:
)
(γ (τ) , γ (τ)) , (77)
where :W: is defined as in §2.5. Furthermore, this expression is independent of the
particular local section E used, provided it is obtained as described above, by Lemma 3
and Lemma 2(ii). This expression will form the basis of our QWEI proof in the next
subsection.
Proof of Lemma 4: First note that
ΘAB (τ) = i
(
σ0
AB − σ0BA
)
. (78)
(We drop the |γ(τ) notation for the moment, assuming all quantities to be evaluated
at a fixed point on γ.) Now
σ0
AB − σBA0 = −
1
4
Γa0dχa
dAB, (79)
where we have defined
χa
dAB :=
[
γaγ
d
]AB − [γaγd]BA
=
[
γaγ
d
]AB − [(γaγd)∗]AB
=
[
γaγ
d − (γaγd)∗]AB
=
[
γaγ
d − γd∗γ∗a
]AB
. (80)
But in a standard representation, we have γ∗0 = γ0 and γ
∗
k = −γk, from which it
follows (on using the anti-commutation relations for the γa) that
χa
dAB =
{
2
[
γaγ
d
]AB
a 6= 0, d 6= 0, d 6= a
0 otherwise.
(81)
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So we are left with
ΘAB (τ) = − i
2
3∑
a=1
3∑
d 6=a=1
Γa0d|γ(τ)
[
γaγ
d
]AB
, (82)
where we have restored the explicit |γ(τ) notation. We remark that the spin connection
coefficients ΘAB do not appear to vanish trivially; secondly, because the components
γb
A
B are constant, the variation in Θ
AB along γ is entirely contained in the Christoffel
symbols Γa0d|γ(τ).
From (27), we have
(e0 · ∇) k = (∇0kc) ec =
(
∂0k
a + Γa0dk
d
)
ea, (83)
where we have made use of the orthonormality property ea(eb) = δ
a
b . Taking
k = δfdef = ed, we have
(e0 · ∇) ed = (∇0δcd) ec = (∂0δad + Γa0d) ea = Γa0dea. (84)
Now, the tetrad {ea} is Fermi–Walker transported along γ, so (substituting γ˙ = e0
in the definition (A.3))
DF-Wed
Dτ
= (e0 · ∇) ed − [(e0 · ∇) e0] (ed · e0) + e0 {ed · [(e0 · ∇) e0]} = 0. (85)
Using (84), this gives
Γa0dea − Γa00ea (ed · e0) + Γa00e0 (ed · ea) = 0, (86)
which, after operating on eb, using ea(e
b) = δba, and swapping the indices a and b,
gives
Γa0d = Γ
a
00 (ed · e0)− Γb00δa0 (ed · eb) . (87)
Consideration of this result reveals that Γa0d vanishes unless one and only one of a, d is
zero. Returning to equation (82) we now see that, if the frame {ea} is Fermi–Walker
transported along γ, then
ΘAB (τ) = 0. (88)
This proves the required result. 
3.2. Proof of the QWEI
We briefly summarize the situation at this point. Let ω and ω0 be Hadamard states
of the Dirac field. Given any smooth, future-directed curve γ : I →M, parameterized
by proper time, we have constructed a class of local sections of S(M,g) in an open
neighbourhood Nγ of γ and used this to define distributions W, W
Γ (respectively, W0,
W
Γ
0 ) from the two point-functions of ω (respectively, ω0). These distributions in fact
depend only on the states and the curve, rather than the particular section used (from
our class). Furthermore, the energy density along γ is given by (77) in terms of the
smooth normal-ordered quantity :W:.
Now fix any real-valued g ∈ C∞0 (I), and choose η ∈ C∞0 (Nγ) so that η = 1 on
a neighbourhood of γ(supp g). Then η ⊗ η:W: is smooth and compactly supported in
Nγ ×Nγ and its pull-back
(γ∗2η ⊗ η:W:) (τ, τ ′) = (η ⊗ η:W:) (γ (τ) , γ (τ ′)) (89)
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is smooth and compactly supported in I × I. We extend this to R × R so that it
vanishes identically outside I × I. Using an argument taken from [8], the smeared
energy density
I :=
∫
dτ 〈:ρ:〉ω (τ) g (τ)2 (90)
may now be expressed in the form
I =
1
8π2
∫
dλ dλ′ (λ+ λ′) ĝ2 (λ− λ′) [γ∗2 (η ⊗ η:W:)]̂(−λ, λ′) (91)
(see equations (4.3) and (4.4) of [8]). Note that the integral in (91) is absolutely
convergent, because :W: is smooth. The roˆle of η is simply to enforce compact support
at this stage; it will be eliminated at a suitable stage in the argument.
The following identity is the key to our derivation of the QWEI, and is based on
results which also played a roˆle in [8, 9]:
Lemma 5. If g ∈ C∞0 (R) is real-valued, and F ∈ E ′(R2) is smooth then
1
(2π)2
∫
dλ dλ′ (λ+ λ′) ĝ2 (λ− λ′) F̂ (−λ, λ′) = 1
π
∫
dµ µF (ge−µ ⊗ geµ) . (92)
Proof: Applying Lemma 6.1 of [8], we see that
(λ+ λ′) ĝ2 (λ− λ′) = 1
π
∫
dµ µĝ (λ− µ) ĝ (λ′ − µ). (93)
On the other hand,
F (ge−µ ⊗ geµ) = ((g ⊗ g)F )̂(−µ, µ)
=
1
(2π)
2
∫
dλ dλ′ F̂ (−λ, λ′) ĝ (λ− µ) ĝ (λ′ − µ) (94)
by the convolution theorem and the fact that ĝ(−u) = ĝ(u) because g is real-valued.
All that remains is to justify the interchange of integration order between µ and λ, λ′.
For some constant C > 0, estimate
|ĝ (u)| ≤ C/ (1 + u2) . (95)
Then the arithmetic-geometric mean inequality gives∫
dµ
∣∣∣µĝ (λ− µ) ĝ (λ′ − µ)∣∣∣ ≤ C
2
∫
dµ
 |µ|(
1 + (λ− µ)2
)2 + |µ|(
1 + (λ′ − µ)2
)2

≤ Cπ
4
(|λ|+ |λ′|) + C
≤ C (1 + |λ|+ |λ′|) . (96)
This result, together with the fact that F̂ (−λ, λ′) is of rapid decay as (λ, λ′) → ∞,
completes the proof by a simple application of Fubini’s theorem. 
Applying Lemma 5 to the averaged energy density I, we have
I =
1
2π
∫
dµ µγ∗2 (η ⊗ η:W:) (gµ ⊗ gµ) , (97)
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where we have defined gµ := ge−µ. Because η ◦ γ equals unity on the support of g, we
may now discard η and write
I =
1
2π
∫ ∞
−∞
dµ µγ∗2 :W: (gµ ⊗ gµ)
=
1
2π
∫ ∞
0
dµ µγ∗2 :W: (gµ ⊗ gµ) +
1
2π
∫ 0
−∞
dµ µγ∗2 :W: (gµ ⊗ gµ)
=
1
2π
∫ ∞
0
dµ µγ∗2 :W: (gµ ⊗ gµ)−
1
2π
∫ 0
−∞
dµ µγ∗2 :W:
Γ (gµ ⊗ gµ) , (98)
where we have made use of the result :W: = −:W:Γ in the last step.
So far, we have worked with smooth functions, such as :W: and :W:Γ, for which
the existence and smoothness of pull-backs is trivial. We now wish to separate :W:
(respectively, :W:Γ) into contributions from W and W0 (respectively, W
Γ and WΓ0 ).
Even though these are non-smooth distributions the pull-backs exist as distributions
in D ′(I× I) by standard techniques in microlocal analysis: the argument is exactly as
in [6, 8] and will not be repeated here, except to mention that the key issue is that—as
can be seen from (64)—their wave-front sets involve only null covectors, which cannot
annihilate the time-like tangent vectors of γ; furthermore, the wave-front sets of γ∗2W
and γ∗2W
Γ are
WF (γ∗2W) ⊂ I × R+ × I × R−, and (99)
WF
(
γ∗2W
Γ
) ⊂ I × R− × I × R+. (100)
(The same holds, of course, for γ∗2W0 and γ
∗
2W
Γ
0 .) Furthermore, the pull-backs inherit
the positive-type property by Theorem 2.2 of [6]. Consequently, on substituting
γ∗2 :W: = γ
∗
2W−γ∗2W0 and γ∗2 :W:Γ = γ∗2WΓ−γ∗2WΓ0 in (98) we see that the contribution
from the state ω is nonnegative (note that the second integral runs over negative values
of µ). Discarding this contribution, we obtain the inequality
I ≥ − 1
2π
∫ ∞
0
dµ µγ∗2W0 (gµ ⊗ gµ) +
1
2π
∫ 0
−∞
dµ µγ∗2W
Γ
0 (gµ ⊗ gµ) (101)
or, equivalently,
I ≥ − 1
2π
∫ ∞
0
dµ µ
{
γ∗2W0 (gµ ⊗ gµ) + γ∗2WΓ0 (g−µ ⊗ g−µ)
}
. (102)
The right-hand side depends only upon the choice of the reference state ω0 and the
curve γ, as well as the function g. Furthermore, it is manifestly negative. Most
importantly, it is finite, because the structure of the wave-front sets of γ∗2W0 and
γ∗2W
Γ
0 ensures that the integrand is of rapid decay in µ as µ → +∞. (Compare, for
example, with the proof of Theorem 4.1 in [6].)
We therefore have∫
dτ 〈:ρ:〉ω (τ) g (τ)2 ≥ − 1
2π
∫ ∞
0
dµ µ
(
Sµ + S
Γ
µ
)
> −∞, (103)
where Sµ and S
Γ
µ are given by equation (5). We have thus proved our main result,
Theorem 1.
When the reference state is charge conjugation invariant, there is a further
simplification, due to the relation (69). By arguments similar to those used to prove
Theorem 2.2 in [6] the pull-backs have the same relationship, so γ∗2W
Γ
0 (f ⊗ h) =
γ∗2W0(h⊗ f) for f, h ∈ D(I). Consequently, SΓµ = Sµ, and we have∫
dτ 〈:ρ:〉ω (τ) g (τ)2 ≥ − 1
π
∫ ∞
0
dµ µSµ. (104)
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4. Example: static spacetimes
4.1. General case
In this section, we will obtain a simplified form for the bound (4), for the case in
which the energy density is averaged along a static trajectory in a static spacetime,
and when the reference state ω0 is itself static. Further simplifications occur if ω0 is
charge conjugation invariant, or a ground state. Finally, we show that the simplified
bounds reduce to the bound of [9] in Minkowski spacetime, using the Minkowski
vacuum (which is, of course, charge conjugation invariant) as the reference state.
Accordingly, the spacetime (M,g) is henceforth assumed to admit a one-
parameter group of isometries βt, whose orbits are smooth, time-like and generated
by a hypersurface-orthogonal Killing vector field ξµ. We choose γ to be one of these
orbits and assume, without loss, that ξµξµ = 1 on γ. In several respects our argument
will resemble that used for scalar fields in [6] (in which stationary spacetimes were
treated) and we will therefore concentrate our attention on those aspects which are
different for the Dirac field.
The first task is to promote βt to a one-parameter group of ∗-automorphisms of
the algebra F(M,g); we employ the strategy outlined in [32]. To start, note that βt
induces the push-forward βt∗ : TM → TM and, in an obvious way, an action on the
frame bundle F (M,g), which we will also denote βt∗. This action lifts uniquely to
β̂t∗ : S(M,g) → S(M,g) so that β̂0∗ = idS(M,g), t 7→ β̂t∗E is continuous for each
E ∈ S(M,g) and ψ(β̂t∗E) = βt∗(ψ(E)), where ψ : S(M,g) → F (M,g) encodes the
spin structure. In turn, we may induce action β˜t∗ on DM by β˜t∗[T, x]p = [β̂t∗T, x]βt(p),
and similarly on D∗M by β˜t∗[T, x]
∗
p = [β̂t∗T, x]
∗
βt(p)
, so that β˜t∗ commutes with Dirac
adjoint. All these bundle maps cover the original isometries βt, mapping the fibre
over p to the fibre over βt(p); they also induce maps [for which we use the same
notation] on the corresponding spaces of (local) sections over these bundles, e.g.,
(β˜t∗f)(p) = β˜t∗(f(β
−1
t (p))) for f ∈ C∞(DM) etc. The maps β˜t∗ act in an obvious
way on Ddouble, and this action is easily seen to commute with the conjugation
Γ, the doubled Dirac operator D and the fundamental solutions S±(co)sp, so that
S(β˜t∗F1, β˜t∗F2) = S(F1, F2) for all Fi ∈ Ddouble, t ∈ R. In consequence, the
map αt defined by αt(Ξ(F )) := Ξ(β˜t∗F ) extends uniquely to a unit-preserving ∗-
automorphism of F(M,g).
A state ω0 is said to be static for αt if ω0(αt(A)) = ω0(A) for all A ∈ F(M,g),
t ∈ R. In particular, this entails that the corresponding two-point functions obey
W0
(
β˜t∗f ⊗ β˜t∗h
)
= ω0
(
Ψ+
(
β˜t∗f
)
Ψ
(
β˜t∗h
))
= ω0
(
αt
(
Ψ+ (f)Ψ (h)
))
=W0 (f ⊗ h) (105)
for all f ∈ Dsp, h ∈ Dcosp and similarly,
WΓ0
(
β˜t∗f ⊗ β˜t∗h
)
=WΓ0 (f ⊗ h) . (106)
We construct a local section E of S(M,g) as in §3.1, within the open
neighbourhood Nγ of γ, and claim that it is invariant under the static isometries:
β̂t∗E = E. (Clearly, Nγ is also invariant under the Killing flow.) To see this, first
note that Fermi–Walker transport and Lie transport coincide on γ, because ξµ is
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hypersurface-orthogonal (see Proposition 8 of Appendix A). Thus the tetrad ea is
Lie transported along γ. By construction, ea is propagated into the rest of Nγ by
parallel propagation along the space-like geodesics meeting γ orthogonally. Since
(i) the connecting geodesic for a point βt(q) is simply the image under βt of the
connecting geodesic for q; (ii) the tangent map β′t intertwines parallel transport along
these geodesics, and (iii) we have already argued that the tetrad is Lie transported
along γ, it follows that ea|βt(q) = β′tea|q for all q ∈ Nγ . Thus βt∗e = e, and so any
smooth lift E to S(M,g) satisfies β̂t∗E = E, while the corresponding local spinor
fields obey β˜t∗EA = EA.
Accordingly, if f ∈ D(M) then β˜t∗(fEA) = (βt∗f)EA, where βt∗f = f ◦β−1t . The
upshot is that the distributions W0,W
Γ
0 ∈ D ′(N × N) are positive-type distributions
obeying
W0 (βt∗f ⊗ βt∗h) = W0 (f ⊗ h) , (107)
W
Γ
0 (βt∗f ⊗ βt∗h) = WΓ0 (f ⊗ h) , (108)
and with wave-front sets sufficiently well-placed that the pull-backs γ∗2W0 and γ
∗
2W
Γ
0
exist. Arguing exactly as in the Appendix to [6] there must exist W0, W
Γ
0 ∈ D ′(R)
such that
γ∗2W0 (f ⊗ g) = W0 (f ⋆ g˜) , (109)
γ∗2W
Γ
0 (f ⊗ g) = WΓ0 (f ⋆ g˜) , (110)
where g˜(τ) := g(−τ) and the ⋆ denotes convolution. These distributions are positive-
type in the sense that W0(f ⋆ f˜) ≥ 0, for example, and their wave-front sets are easily
seen to obey
WF (W0) ⊂ R× R+, (111)
WF
(
W
Γ
0
) ⊂ R× R−, (112)
because, for example, W0 = ϕ
∗γ∗2W0, where ϕ : R → R2 is defined by ϕ(τ) := (τ, 0).
From here we may employ a variant of the Bochner–Schwartz theorem, Theorem A.11
in [33], to deduce that W0 (respectively, W
Γ
0 ) is a tempered distribution whose Fourier
transform is a polynomially bounded measure such that (−∞, u) (respectively, (u,∞))
has finite measure for any u ∈ R. Moreover, arguing again as in §5 of [6],
Sµ = Ŵ0
(|ĝµ|2) = ∫ dζ
2π
Ŵ0 (ζ) |ĝ (ζ + µ)|2 (113)
and
SΓµ = Ŵ
Γ
0
(
|ĝ−µ|2
)
=
∫
dζ
2π
ŴΓ0 (ζ) |ĝ (ζ − µ)|2
=
∫
dζ
2π
ŴΓ0 (−ζ) |ĝ (ζ + µ)|2 (114)
for any real-valued g ∈ C∞0 (R). Writing
T (ζ) = ŴΓ0 (ζ) + Ŵ
Γ
0 (−ζ) , (115)
we may then write∫ ∞
0
dµ µ
(
Sµ + S
Γ
µ
)
=
∫ ∞
0
dµ µ
∫
dζ
2π
T (ζ) |ĝ (ζ + µ)|2 =
∫
du |ĝ (u)|2Q (u) (116)
where
Q (u) :=
∫
(−∞,u)
dζ
2π
(u− ζ) T (ζ) (117)
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is a positive, polynomially bounded function. Accordingly, we have the simplified form
of the QWEI bound:∫
dτ 〈: ρ :〉ω (τ) g (τ)2 ≥ − 1
2π
∫
du |ĝ (u)|2Q (u) . (118)
If, in addition, ω0 is charge conjugation invariant then we have T(ζ) = 2Ŵ0(ζ).
Finally, if ω0 is a ground state, that is, in its GNS representation π0, we have
π0 (αt (A)) = e
−iHtπ0 (A) e
iHt (119)
for a positive Hamiltonian H , then exactly the same arguments used in the Appendix
to [6] may be used to argue that Ŵ0 is supported in [0,∞), while ŴΓ0 is supported
in (−∞, 0]. Thus T is supported in [0,∞) and the integration region in the definition
(117) of Q may be restricted to [0, u).
4.2. Minkowski spacetime
Now consider the case of Minkowski spacetime, with ω0 the charge conjugation
invariant ground state. We take γ to be the world line (t,x0) of a static observer.
Then the bound has the simplified form of equation (118), but with Q(u) replaced by
QM (u) :=
1
π
∫
[0,u)
dζ (u− ζ) Ŵ0 (ζ) (120)
Now it is a standard result that, in un-smeared notation,
ω0
(
Ψ+A (x)Ψ
B (x′)
)
=
∫
d3k
(2π)
3
(2ωk)
(
kaγa
B
A +mδ
B
A
)
ek (x
′ − x) (121)
with the latter expression understood as an oscillatory integral, and where ΨB(f) :=
Ψ(fEB), Ψ+A(f) := Ψ
+(fEA) are the component fields of Ψ and Ψ
+. In addition,
ka = (ωk,k) with ωk =
√
‖k‖2 +m2. It then follows from (70), along with Tr γ0 = 0,
Tr γaγb = 4ηab (which hold in any representation of the Dirac matrices) that
W0(x, x
′) = 2
∫
R3
d3k
(2π)
3 ek (x
′ − x) . (122)
It follows that the pull-back W0 = ϕ
∗γ∗2W0 may be written as
W0(t) = 2
∫
R3
d3k
(2π)
3 e−ωk (t)
=
1
π2
∫
R+
dk k2e−ωk (t) , (123)
where we have used spherical polar coordinates to simplify the integral in the second
line. Changing the integration variable to ζ = ωk, we have
W0(t) =
1
2π
∫
R
dζ
[
2
π
ζ
√
ζ2 −m2Θ(ζ −m)
]
e−ζ (t) , (124)
where Θ here denotes the Heaviside unit step function. The integral is now clearly a
Fourier inversion integral, so that we immediately have
Ŵ0 (ζ) =
2
π
ζ
√
ζ2 −m2Θ(ζ −m) , (125)
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and hence
QM (u) =
2
π2
∫
[m,u)
dζ (u− ζ) ζ
√
ζ2 −m2
=
1
12π2
[
u
(
2u2 − 5m2)√u2 −m2 + 3m4 ln(u+√u2 −m2
m
)]
=
1
6π2
u4 ×QD3 (u/m) , (126)
where the function QD3 is defined by equation (1.4) of [9].
So, the bound of equation (118) has the final form∫
dτ 〈: ρ :〉ω (τ) g (τ)2 ≥ − 1
12π3
∫ ∞
m
du |ĝ (u)|2 u4QD3 (u/m) (127)
in Minkowski spacetime. This is identical to the bound of [9], demonstrating that the
approach used there is generalized here.
5. Local Covariance
A disadvantage of our QWEI is that it is a difference quantum energy inequality: it
constrains only the normal-ordered energy density with respect to a reference state. In
general spacetimes one would not have access to the two-point function of a reference
Hadamard state in sufficient detail to be able to compute the bound. However, it has
recently been shown, for scalar fields, how difference QEIs may be combined with local
covariance to provide constraints on the renormalized stress-energy tensor in locally
Minkowskian spacetimes [14] (see also [34] for the locally Schwarzschild case). This
relies on showing that the QEI in question is locally covariant. Here, we indicate how
the Dirac QWEI derived above can be fitted into the locally covariant framework, and
derive a simple consequence. A number of details will be suppressed. Our account of
local covariance for Dirac fields is based on [22, 35]; note that an elegant formulation
of local covariance in terms of category theory underlies both of these references and
is developed in full in [36]. We will not use this language here, but see [37] for an
account of QEIs in this setting.
Our interest is in the situation where one globally hyperbolic spacetime (M,g)
with spin structure encoded by S(M,g) and ψ : S(M,g) → F (M,g) can be
isometrically embedded in another such spacetime (M′,g′), whose spin structure is
encoded by S(M′,g′) and ψ′ : S(M′,g′) → F (M′,g′). We denote the first spacetime
and spin structure simply by M, and the second by M′. The embedding is required
to be compatible with both causality and the spin structure. To be precise, the
embedding Θ is a pair (Θ, ϑ) of maps Θ : S(M,g)→ S(M′,g′) and ϑ : M→M′ such
that
(i) ϑ is a diffeomorphism of M onto its range ϑ(M) in M′.
(ii) ϑ is an isometry (ϑ∗g′ = g), and preserves orientation and time orientation.
(iii) Any causal curve in (M′,g′) with endpoints in ϑ(M) lies entirely in ϑ(M).
(iv) Θ covers ϑ, in the sense that π′ ◦ Θ = ϑ ◦ π, where π and π′ are the base-space
projections of S(M,g) and S(M′,g′).
(v) Θ intertwines the right-actions RS and R
′
S of Spin0(1, 3) on S(M,g) and
S(M′,g′):
R′S ◦Θ = Θ ◦RS . (128)
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(vi) Θ and ϑ intertwine the spin structures in the sense that
ψ′ ◦Θ = Dϑ ◦ ψ, (129)
where Dϑ is the tangent mapping of ϑ.
Under these circumstances, we write Θ : M → M′ and say that Θ is an admissible
embedding. In addition, we may extend the action of Θ to the spinor and cospinor
bundles, defining, for example, Θ̂ : DM→ DM′ by
Θ̂ [Ep, x]p = [ΘEp, x]ϑ(p) ; (130)
we also use Θ̂ for the corresponding action on D∗M. These maps induce push-
forwards Θ̂∗ between the smooth compactly supported sections of these bundles and
hence between the spaces of doubled (co)spinors, Ddouble,M and Ddouble,M′ . Further,
the map ΞM(F ) 7→ ΞM′(Θ̂∗F ) may be extended to an injective, unit-preserving ∗-
homomorphism αΘ : F(M,g)→ F(M′,g′). The dual map α∗Θ sends Hadamard states
on F(M′,g′) to Hadamard states on F(M,g).
We may now explain how our Dirac QWEI may be considered as a locally
covariant difference QEI. First, on anyM we may form a class TM of all distributional
tensors f, acting on second rank covariant tensors t by
f (t) =
∫
I
dτ g (τ)
2
uµuνtµν |γ(τ) (131)
where γ : I → M is a time-like curve meeting our usual hypotheses, uµ is its velocity
and g belongs to C˜∞0 (I;R), the class of smooth functions with compact connected
support contained in I and having no zeros of infinite order in the interior of their
support.+ The restriction to C˜∞0 (I;R) is fairly mild, as it is dense in C
∞
0 (I;R) [14].
Next, define QM(f, ω0) for each f ∈ TM, and Hadamard state ω0 on F(M,g) to equal
the right-hand side of (4), where f is related to I, γ and g by (131) [note that I, γ
and g may be reconstructed from f up to trivial reparameterizations]. Then in any
spacetime, our QWEI takes the form
〈TM (f)〉ω − 〈TM (f)〉ω0 ≥ −QM (f, ω0) (132)
for all Hadamard states ω, ω0 on F(M,g) and f ∈ TM. Here TM denotes the
renormalized stress-energy tensor on M, so the difference on the left-hand side is
precisely the stress-energy tensor normal-ordered with respect to ω0. This is the
general form of a difference QEI given in [14]; what remains is to verify that it is
locally covariant.
To establish covariance, we must show that, given any admissible embedding
Θ : M→M′, we have ϑ∗TM ⊂ TM′ and
QM (f, α
∗
Θω
′
0) = QM (ϑ∗f, ω
′
0) (133)
for all f ∈ TM and Hadamard states ω′0 on F(M′,g′). The first of these requirements
was established in [14]. To prove the second, write γ′ = ϑ◦γ, ω0 = α∗Θω′0 and construct
distributions W0,W
Γ
0 ∈ D ′(Nγ × Nγ), and W′0,W′Γ0 ∈ D ′(Nγ′ × Nγ′) from ω0 and ω′0
respectively, according to our usual construction, based on local sections E and E′ of
S(M,g) and S(M′,g′). Below, we will prove:
Lemma 6. There is an open neighbourhood of γ in which ϑ∗W′0 (respectively, ϑ
∗
2W
′Γ
0 )
coincides with W0 (respectively, W
Γ
0 ), where ϑ2 : M × M → M′ × M′ is the map
ϑ2(p, p
′) = (ϑ(p), ϑ(p′)).
+ Our class TM of sampling tensors was denoted F
weak
M
in [14].
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From this, it follows immediately that γ∗2W0 = γ
′∗
2 W
′
0 and γ
∗
2W
Γ
0 = γ
′∗
2 W
′Γ
0 , thus
entailing that (133) holds, and establishing local covariance.
The following assertion may now be proved on exactly the same lines as
Proposition III.1 of [14], using two facts about the four-dimensional Minkowski space
bound obtained in [9]: (i) the QWEI bound for m > 0 is more stringent than that for
m = 0; (ii) the bound for massless Dirac fields is exactly a factor 4/3 weaker than its
scalar counterpart.
Proposition 7. Let N be a four-dimensional globally hyperbolic spacetime with spin
structure. Suppose a time-like geodesic segment γ of proper duration may be enclosed
in an admissibly embedded subspacetime∗ N′ of N. If N′ may be admissibly embedded
in Minkowski space then
sup
γ
〈TNabuaub〉ω ≥ − C
τ40
(134)
for any Hadamard state ω of the Dirac field on N, where the constant C = 4.226477 . . .
The constant C is just 4/3 of that appearing in Proposition III.1 of [14]. Rather more
stringent bounds are expected for m > 0 and will be discussed elsewhere. In a similar
way, the other results of [14] can be extended to the Dirac case.
It remains to prove Lemma 6.
Proof of Lemma 6: Note that
W0 (f ⊗ h) = δABα∗Θω′0
(
Ψ+
M
(fEA)ΨM
(
hE+B
))
= δABω′0
(
Ψ+
M′
(
Θ̂∗ (fEA)
)
ΨM′
(
Θ̂∗(hE
+
B )
))
= δABW ′0
(
Θ̂∗ (fEA)⊗ Θ̂∗
(
hE+B
))
(135)
for f, h ∈ D(Nγ). By the same arguments as in §2.5, it is enough to show that
δABΘ̂∗EA ⊠ Θ̂∗E
+
B = δ
ABE′A ⊠ E
′+
B (136)
for some open neighbourhood O′ of γ′, for then
W0 (f ⊗ h) = W′0 (ϑ∗f ⊗ ϑ∗h) (137)
for all f, h ∈ D(O) where O = ϑ−1(O′). Hence W0 and ϑ∗2W′0 coincide on O and the
result is proved.
To establish (136) we observe that
(ψ′ (Θ∗E)) (p) = ψ
′
(
ΘEϑ−1(p)
)
= Dϑ|ϑ−1(p)ψ
(
Eϑ−1(p)
)
= (ϑ∗e) (p) (138)
where e = ψ(E) is the tetrad induced by E. Since ϑ is an isometry, we may deduce
that the tetrad ϑ∗e is Fermi–Walker transported along γ and parallel transported
along geodesics in O′ := Nγ′ ∩ ϑ(Nγ) meeting γ′ orthogonally. Using the argument of
Lemma 3, we must have Θ∗E = R
′
SE
′ on O′ for some fixed S ∈ Spin0(1, 3) with Λ(S)
a pure rotation. Then (136) follows by Lemma 2(ii). 
∗ That is, N′, endowed with the metric and spin structure obtained by restriction from N, is
admissibly embedded in N by the inclusion map.
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6. Conclusion
To conclude, let us compare the Dirac QWEI with the scalar field bound of [6]. The
assumptions about the spacetime, curve γ, and sampling function g are essentially the
same♯ as those made here, and the QWEI bound is∫
dτ 〈:ρ:〉ω (τ) g (τ)2 ≥ − 1
π
∫ ∞
0
dµ [g ⊗ gγ∗2T0]̂(−µ, µ) > −∞, (139)
where T0 is a distribution defined in N×N for some open neighbourhood N of γ, and
which is defined with the aid of a tetrad ea on N, such that e0 coincides with the
velocity of the curve on γ. The freedom introduced by the choice of tetrad was not
explored in [6]; recently, however, it has been noted [14] that the subclass of tetrads
which are invariant under Fermi–Walker transport along γ all lead to the same value
for the bound.
There are therefore several key similarities between the bound presented here,
and the scalar bounds (and the spin-1 bounds [7]). In particular, the roˆle of Fermi–
Walker transport seems worthy of further investigation: do other choices of tetrad
lead necessarily to less stringent bounds within this method? It is also interesting
that the Dirac QWEI turns out to involve the point-split charge density; we do not
have a good physical understanding as to why this should be.
In terms of applications, we now see that the Dirac QWEI has a simple form
in static spacetimes very much along the lines of those for the scalar and spin-1
fields. Thus the Dirac field falls into the abstract QWEI setting that was used in
[33] to investigate the links between the microlocal spectrum condition, QWEIs and
the second law of thermodynamics (in the guise of ‘passivity’). In fact the Dirac field
would be technically easier to analyze and one might expect to close some of the
small technical gaps left in the scalar field case. In addition, we have seen that local
covariance can be invoked in conjunction with the QWEI, just as in the scalar case
[14] and can used to obtain a priori bounds on energy densities in locally Minkowskian
spacetimes.
Finally, we have only discussed QWEIs for the Dirac field, and it would also be
interesting to consider more general QEIs. In the scalar case, such generalizations are
quite straightforward (see, for example, [38]); however, it does not appear to be as
easy in the Dirac case.
Appendix A. Fermi–Walker transport
In this section we will give an account—brief, but sufficient for our needs—of Fermi–
Walker transport. Relevant references include [39, 40, 41]; we also mention that our
original inspiration for investigating Fermi–Walker transport in this context was [42],
where other applications to quantum field theory are explored.
Let the time-like curve γ(τ), where the parameter τ is the proper time, be an
integral curve of the vector field uµ, such that uµ is a unit tangent to the curve:
uµ =
dγµ
dτ
= γ˙µ, gµνu
µuν = +1. (A.1)
The acceleration of γ is
aµ := uν∇νuµ (A.2)
♯ The only difference is that here we have permitted curves parameterized by finite intervals of proper
time, but this would require only trivial modifications to [6].
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and (by definition) satisfies gµνa
µuν = 0.
The Fermi–Walker derivative of a vector field X along γ is defined by
DF-WX
Dτ
:=
DX
Dτ
− Dγ˙
Dτ
(X · γ˙) + γ˙
(
X · Dγ˙
Dτ
)
, (A.3)
where DX/Dτ := (γ˙ · ∇)X . Useful expressions, in terms of components, are
DF-WX
µ
Dτ
= uν∇νXµ − gστ (uτaµ − aτuµ)Xσ
= uν {∇νXµ − gστ (uτ∇νuµ − uµ∇νuτ )Xσ} . (A.4)
The definition (A.3), together with the requirement that the Fermi–Walker derivative
be Leibniz and that it commute with contractions, allows the Fermi–Walker derivative
of an arbitrary tensor field to be uniquely determined.
The vector field X is said to be Fermi–Walker transported along γ if it satisfies
DF-WX
Dτ
= 0 (A.5)
everywhere on γ. An important property of the Fermi–Walker derivative is that
the tangent vector field γ˙ is automatically preserved under Fermi–Walker transport.
Notice also that, if γ is a geodesic, then the Fermi–Walker derivative reduces to the
ordinary absolute derivative D/Dτ ≡ (γ˙ · ∇) along γ.
Finally, consider the important case in which γ is a static trajectory in a static
spacetime. Then γ is one of the smooth, time-like orbits generated by a hypersurface-
orthogonal Killing vector field ξ. In this case, we have the following useful result.
Proposition 8. Let the vector field X be invariant under the Killing flow, so that it
is Lie-transported along γ with respect to ξ:
£ξX |γ = 0. (A.6)
Then X is Fermi–Walker transported along γ.
Proof: Since ξµξµ is constant on γ, we can assume, without loss of generality that
ξµξµ = 1; this simply amounts to the proper-time parameterization on γ. Writing
f = ξµξµ, the acceleration of γ is given by a
µ = − 12∇µf . Since £ξX = 0, we have
ξµ∇µXν = Xµ∇µξν , and so the Fermi–Walker derivative may be written as
DF-W
Dτ
Xν = X
µ
(∇µξν + ξ[µ∇ν] ln |f |) . (A.7)
But a hypersurface-orthogonal Killing vector field ξ with ξµξµ 6= 0 satisfies
∇µξν = −ξ[µ∇ν] ln |ξσξσ| , (A.8)
(see, for example, [43]) and so we have the required result. 
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