The ANTARES deep-sea neutrino telescope comprises a three-dimensional array of photomultipliers to detect the Cherenkov light induced by upgoing relativistic charged particles originating from neutrino interactions in the vicinity of the detector. The large scattering length of light in the deep sea facilitates an angular resolution of a few tenths of a degree for neutrino energies exceeding 10 TeV. In order to achieve this optimal performance, the time calibration procedures should ensure a relative time calibration between the photomultipliers at the level of ∼1ns. The methods developed to attain this level of precision are described.
Introduction
The ANTARES Collaboration has constructed a neutrino telescope in the Mediterranean Sea [1] . The main aim of the project is the search for highenergy neutrinos of astrophysical origin. This is achieved by the detection of Cherenkov photons induced by the passage of relativistic charged particles resulting from neutrino interactions in the material surrounding the detector, the most important channel being the charged current interactions producing muons. Other signatures, such as the cascades produced both in charged and neutral currents are also detected. These photons are detected in a large threedimensional array of 885 photomultipliers (PMTs) installed on twelve vertical lines anchored on the sea bed at a depth of 2475 m. First physics results have been published [2] [3] [4] .
Detailed simulations have shown [5] that the theoretically achievable angular resolution of the telescope (crucial for the search for cosmic point sources) in the muon channel reaches a few tenths of a degree at energies larger than 10 TeV. This sub-degree resolution has been preliminary confirmed on data [6] . The reconstruction of the tracks is based on the probability density function (PDF) of arrival times of photons at the photomultipliers. A good timing calibration is therefore mandatory to ensure the reliability of the track reconstruction algorithms. The precision required for the relative time calibration system derives from the transit time spread (TTS) of the photomultipliers (σ T T S ∼1.3 ns) and the effect of the chromatic dispersion in water (∼1.5 ns for a typical light path of 40 m). The addition in quadrature of these contributions leads to a best possible time resolution of ∼2 ns per single photon.
The measurement of the detection times of the PMT hits is based on clock signals which are distributed from shore so that a common reference time is used in the whole apparatus, as explained in Section 3. The clock distribution system determines the propagation delays for these signals to reach the different electronics containers offshore with sub-nanosecond precision. The time measurements from individual PMTs have however to be corrected by appropriate offsets, which are determined in situ by means of a calibration system based on LED and laser devices (optical beacons) emitting light flashes at known times [7] . In order to ensure that the apparatus reaches its maximum pointing accuracy, it is necessary that the accuracy with which all such offsets are determined, in the so-called relative time calibration, remains below 1 ns, so that the resulting systematic error is significantly smaller than the intrinsic event-by-event fluctuations.
The absolute time calibration is less demanding. A precision of a few seconds is sufficient to correlate reconstructed neutrino directions with steady point sources and an accuracy of the order of milliseconds is sufficient for association to transient astrophysical events (GRBs, AGN flares, SGR bursts, etc.) As it will be explained later, the GPS system provides a good enough time stamping.
The structure of this article is as follows. A brief description of the ANTARES detector and its data-acquisition (DAQ) system is given in Section 2. In Section 3, the main characteristics of the master clock of the experiment, used to synchronize all detector elements, are presented. Section 4 describes the calibration of the time offsets specific to each PMT performed in the laboratory before deployment and in situ. In Section 5 independent cross-checks of the system performance are presented.
The ANTARES detector
The ANTARES detector is located in the Mediterranean Sea, about 40 km from Toulon, off the French coast. It consists of 885 10-inch PMTs (model R7081-20 from Hamamatsu) distributed over twelve lines, of 25 triplet PMT storeys each, anchored to the sea bottom (see Figure 1 ). The total length of each line is 480 m. The lowest storey of each line is located 100 m above the sea bed. The distance between consecutive storeys is 14.5 m and the horizontal separation between lines is 60-80 m. The PMTs [8] are coupled with optical gel to the inner surfaces of pressure-resistant glass spheres (optical modules, OMs [9] ). A µ-metal cage inside the OM shields the PMT from the Earth magnetic field. Each storey comprises a triplet of OMs and an electronics module (Local Control Module, LCM). Five consecutive storeys along the line are grouped into a "sector" sharing common data and clock distribution elements. One LCM of a sector (Master Local Control Module, MLCM) contains an Ethernet switch and a Dense Wavelength Division Multiplexing transceiver of a specific wavelength to establish data connection from the sector to shore along optical fibres. At the bottom of each line, a String Control Module (SCM) houses the power units and the optical (de)multiplexers. Furthermore, each line incorporates four LED Optical Beacons (OBs) [7] used for time calibration and studies of the optical properties of the sea water. In addition, two Laser Beacons are located at the bottom of two of the central lines.
The lines are connected to a junction box from where the Main Electro-Optical Cable (MEOC), of a length of 45 km, links the detector to the shore station. The shore station houses a computer farm for data filtering and storage and the master clock. A more detailed description of the ANTARES DAQ system can be found in [10] .
The signals from one PMT are processed in situ by ASICs (named Analogue Ring Samplers or ARSs [11] ), located in the LCMs. Two ARSs are used in However, differential non-linearities of the ADCs (i.e. not all bins have the same width) result in an effective precision about four times larger, which is still adequate for our requirements to keep time calibration resolution below ∼1 ns.
The fact that the PMT signals are discriminated by the ARSs using a fixed amplitude threshold leads to a walk effect: a PMT signal with high amplitude crosses the threshold earlier than a coincident low amplitude signal. The difference between the threshold crossing times of pulses of different amplitudes can be of the order of a few nanoseconds. This effect can be corrected if the photo-electron pulse shape (PPS) is known: the PPS function is scaled up or down to reproduce the total charge of the hit and the corresponding thresholdcrossing time is calculated. During standard data acquisition the total charge of a PMT hit is integrated by the ARS and the information about its shape is lost. However, the ARSs can be operated in a special acquisition mode which records PMT signals as waveforms sampled into 128 channels over 200 ns and digitized by an ADC. The PPS used to extract the walk correction is computed by fitting the average waveform obtained from single photo-electron events of all the ARSs. The walk effect correction as a function of the pulse amplitude is shown in Figure 3 . It is systematically applied before event reconstruction.
The Clock System
The main goal of the clock system is to provide a common signal to synchronize the readout of the OMs. It consists of a 20 MHz generator on shore, a distribution network and a signal transceiver in each LCM. The optical clock signals received from shore are converted and decoded by an electronics board inside the LCM, and are then distributed over an electrical bus to the ARS chips.
The absolute time stamping is performed by interfacing the clock system with a dedicated electronics board to the GPS timing system that provides a time accuracy of ∼100 ns with respect to the Universal Time Coordinated, well within the requirements (a few seconds to provide the direction of the neutrino in celestial coordinates and a few milliseconds to correlate it to astrophysical phenomena).
Track reconstruction requires the knowledge of the relative arrival times of the Cherenkov photons at the PMTs and therefore only their relative time offsets.
The layout of the clock distribution network is shown in Figure 4 . It is based on a bi-directional optical communication system. The clock signals are transmitted (received) between shore and the SCMs of the lines using infrared signals of 1534 nm (1549 nm) wavelength, while within each detector line wavelengths of 1550 nm and 1310 nm are used for transmissions in the two opposite directions. In order to measure the time delays for individual storeys due to the propagation time along the cables, special clock signals are addressed to each LCM clock transceiver which responds by sending back a signal to the shore. The corresponding round-trip time is twice the propagation time to each individual LCM. During the standard operation of the telescope, the round-trip times to all the LCMs of the detector are monitored once per hour, which ensures to have at least one measurement per data taking run. An average of many such measurements provides the required precision. Figure 5 shows an example of the time evolution of the measured round-trip time from the shore station to the SCM of a line. Clock delay variations of the order of a few hundreds of picoseconds are observed and found to be correlated with temperature variations in the onshore section of the MEOC. Figure 6 shows the stability of the round-trip times between an LCM and the SCM of a line. In this case, the delay variations in the common part of the MEOC cable cancel out and the relative uncertainty is reduced to around 16 ps. 
OM time offset calibration
The time elapsed between the incidence of a photon on the photocathode of the PMT and the time stamping of the associated signal in the ARS must be determined. This delay depends on the PMT signal transit time, the length of the cable linking the OM to the LCM, the front-end electronics response time and the ARS threshold. The relevant time constants are initially deter- mined with a dedicated calibration set-up in a dark room prior to deployment. These constants could change slightly after deployment due to the temperature changes, stressing of cables during transportation/deployment, etc. Morever, when the high voltage applied to the PMTs change, the time offsets change too. Using the optical beacon system, they are periodically monitored and recomputed when the lines are operated in the sea.
Onshore calibration
Before deployment the functionality of each line is verified and a complete calibration is performed. The onshore time calibration is carried out illuminating simultaneously groups of OMs by short laser pulses. The propagation times from SCM to LCM are known from the clock system calibration. The contribution from the cable that links the LCM to the OM, the PMT transit time and the front-end electronics delay can thus be extracted.
The time calibration is performed in batches of five storeys (a sector) in the dark room (see Figure 7) . The light source used is a Q-switched, Nd-YAG laser [12] that emits intense (E∼1 µJ) and short (FWHM∼0.8 ns) pulses of green light (λ=532 nm) externally triggered at a frequency of 1 kHz. The light is split using a 1-to-16 optical splitter and distributed to the 15 OMs of each sector through optical fibres. Each optical fibre is coupled to a Lambertian diffuser which spreads the laser light over the full area of the corresponding PMT photocathode. The output amplitude of the light (equivalent to about 10 12 photons) is attenuated in order to produce a few tens of photoelectrons in the PMTs. The fibre lengths are adjusted such that the corresponding time differences are less than 0.3 ns. Measurements with the optical fibres swapped between OMs are made to cross-check these time differences. The time reference is provided by the laser internal photodiode. A reference LCM digitises this photodiode signal in order to synchronize the time measurements for OMs of different sectors. An example of the distribution of the difference between the time of the signal recorded by an OM and the emission time of the pulse as recorded by the laser photodiode is shown in Figure 8 . The mean value of this distribution yields the difference between the laser light signal time measured by the PMT (including the PMT transit time and the electronics delay) and the time measured by the photodiode channel. The sigma of the distribution is 0.5 ns.
The time offsets between each OM of a line and the first OM of its lowest storey, which is chosen as a reference, are computed for each of the 30 ARSs of each sector. An example result is shown in Figure 9 . The spread of the time offsets is of the order of a few nanoseconds, and is due to differences in the internal cabling of the OMs to the storey electronics as well as differences in PMT transit times. These time offsets are stored in the ANTARES database and are used as initial time constants in order to analyse data immediately after the installation of the line on the sea bed. The relative time calibration of the monitoring PMTs of the LED optical beacons (used for the in situ calibration described in subsection 4.2.1) is also performed during the onshore calibration. One of the fibres of the optical splitter is used in this case to send the light to the small PMT within each OB. Since this PMT is meant to measure the relatively high intensity of light emitted by the LEDs, the incident laser light intensity is tuned to be about twenty times higher than that provided to the OMs.
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In situ calibration
The in situ measurement of the time offsets of all the OMs is performed with the optical beacon system [7] . This comprises two kinds of complementary devices: LED beacons that emit blue light (λ = 470 nm) and laser beacons emitting green light (λ = 532 nm) (see [9] for a description of the response of the OM as a function of the wavelength). Pictures of both devices before assembly are shown in Figure 10 . The LED beacons are used to monitor the relative time offsets among OMs of the same line (intra-line calibration), whereas the laser beacons are used for monitoring the relative time offsets among the lines (inter-line calibration) and the calibration of the lowest storeys. The in situ calibration allows to re-measure the time constants computed onshore and is particularly important in case of a change in the PMT high-voltage and threshold settings. 
LED beacons
Four LED optical beacons are located along every line of the detector in storeys 2, 9, 15 and 21 (counted from bottom to top). Each LED OB contains 36 LEDs distributed on six faces forming a hexagonal prism. The LEDs emit blue light with a maximum intensity of ∼160 pJ per flash (∼4×10 8 photons per pulse) and a pulse width of 4 ns (FWHM). The emission time of the LED light is measured by an 8-mm PMT placed inside the frame of the LED OB (see reference [7] for more details). Figure 11 shows the distribution of signal time residuals, i.e. the difference between the signal time recorded in the OM and the emission time of the corresponding LED flash, using the time offsets measured in the dark room and once the nominal travel time of the light from the beacon to the OM has been subtracted. The plot on the left shows the distribution corresponding to an OM close to the OB (∼30 m) which receives a high amount of light. The plot on the right shows the distribution for an OM located seven storeys above the OB (∼100 m). In this case, a tail at positive times due to light scattering in water can be observed. A Gaussian fit to the region including the rising edge of the time distribution and the first bin after its maximum is performed. The range of the fit is restricted in order to use mostly the earliest photons, whose delay due to scattering can be neglected.
The position of the time residual peak, i.e. the mean value of the Gaussian best-fit curve described above, as a function of the distance from the OM to one optical beacon is shown in Figure 12 , together with the slopes of such fits for all the OBs. The increase of the time residual with distance originates from an "early photon" effect, arising from the duration of the light pulse and the fact that the first photons detected by the PMT determine the recorded time of the pulse [13] . The PMTs closer to the beacon, which detect a higher amount of photons per pulse, tend to trigger on the photons emitted earlier in the flash, whilst for PMTs farther away the probability distribution for the measured time of the signal is determined by the pulse width. photon obeys the order statistics [14] . A Monte Carlo simulation taking into account this effect as well as the exponential decrease of the intensity caused by the light attenuation shows that a linear increase in the time residual is expected when the number of photons reaching the PMTs is sufficiently high. A straight line is fitted to the time residual peaks ordered by the distance of the optical modules from the optical beacon. If a point deviates more than 2 ns, the fit is redone excluding it. The deviations from the fit are then used to obtain the time offset correction. The distribution of these time offset corrections for all OMs that can be calibrated with the OBs is shown in Figure 13 . It is found that 15% of the cases need a correction to the dark room offsets larger than 1 ns.
Seven storeys above each OB, excluding the one just above the beacon (which receives too much light), can be calibrated. The storeys farther away, which do not receive enough light, are monitored with the next OB along the line. The OMs of the first three storeys of each line can not be calibrated with the LED OBs since they are below or just above the lowest OB. For these, the time offsets given by the dark room measurements are used, corrected by the laser beacon and potassium-40 measurements as explained later.
A way to check the validity of a set of time offsets is to calculate the signal time differences for pairs of OMs in the same storey (intra-storey time differences) when illuminated by the optical beacon. In Figure 14 , the intra-storey time differences for one of the lines using the time offsets measured onshore and in situ are shown. The time differences become smaller when using the in situ offsets. For a detector configuration when 10 lines were installed, the RMS of the average intra-storey time difference distribution for the OMs which can Figure 12 and the corresponding value of the fitted line.
be re-calibrated decreases from 0.72 ns to 0.48 ns after the application of the in situ calibration. This is a 30% improvement, which is equivalent to a subtraction of 0.54 ns in quadrature. In terms of sigma, the change is from 0.60 ns to 0.33 ns. Initially calibration runs were performed once per week, but after the time offsets were found to be very stable, the frequency has been reduced to once per month. Since each set of calibration runs takes about two hours, the total dead time is about one day per year, which is considered short enough. 
Laser beacon
The relative time offsets among lines can be obtained with the laser beacons. This inter-line calibration is needed because the time offsets measured in the dark room are calculated with respect to a reference OM specific to each line. Being much more powerful than the LED beacons, the lasers can illuminate all detector lines. Given that only distances where the OMs are illuminated below the one-photoelectron level are considered and since the time width of the laser pulse is very narrow (FWHM∼0.8 ns), the early photon effect is negligible. As a consequence, the time residuals do not depend on the distance to the source, as can be seen in Figure 15 . The relative time offsets among lines are then computed as the average of the time residual peaks. The calculated inter-line time offsets are shown in Figure 16 . In addition to the inter-line calibration, the laser beacon also provides a tool to compute the time offsets of the OMs in the lowest storeys.
Potassium-40
The radioactive potassium-40 ( 40 K) present in sea water can be used for time and efficiency calibration of the detector using the Cherenkov light induced by the electron emitted in the β-decay of potassium [3, 15] . If such a decay occurs within a distance of a few meters from a storey, coincident signals can be recorded by two OMs. In Figure 17 (left) an example of the distribution of the measured time differences between hits in two OMs of the same storey is shown. A clear peak is found, in good agreement with the expectations from simulations. The data has been fitted to the sum of a Gaussian distribution and a flat background. The width of these distributions (FWHM=9 ns) is set by the difference in the distance from the point where the decay occurs to each of the OMs of the pair. The position of the peak can be used to cross-check within each storey the time offsets provided by the onshore dark room and optical beacon calibrations (Figure 17, right) . If the time offset of one of the OMs of the pair were incorrect, we would see that the peak is displaced from zero. The RMS of the mean intra-storey time difference distribution determined by the 40 K improves from 0.72 ns to 0.57 ns when using the time offsets calculated in situ rather than those determined from the dark room calibration. It is worth noticing that the 40 K intra-storey calibration is independent of the LED OB system and relies on a completely different light source: the 40 K is a dim, distributed and closeby source, whereas the beacons are powerful, point-like and distant sources.
Internal LEDs
Each optical module also incorporates an internal LED (of the same model as those used in the LED beacons) which is used exclusively to monitor the stability of the PMT transit time. The LED is located on the back of the phototube and illuminates the photocathode from behind. It is triggered by the clock signal at a constant rate. Figure 18 shows the mean time of the internal LED flashes as recorded by the corresponding PMT as a function of time. The values, measured in situ every week, vary less than 0.2 ns (RMS) over an eight month period.
Time resolution of the front-end electronics
The impact of the front-end electronics on the time resolution can be determined during onshore and in situ calibrations. In this section we present three different methods to estimate this front-end electronics contribution.
At low light intensity, the time resolution of an OM measured in the laboratory is dominated by the transit time spread of the PMT (σ T T S ∼ 1.3 ns). At high intensity, this contribution decreases as the square root of the number of photoelectrons and therefore the dominant term to the width of this distribution is the constant contribution due to the front-end electronics. This irreducible contribution is found to be ∼0.5 ns in the dark room calibration (see Figure 8 ).
The in situ estimation of the time resolution of the electronics is obtained from the distribution of the difference in the time measured by an OM close to an OB with respect to the emission time of the OB pulse. The sigma of the time distribution of the signal in an OM is given by
where σ T T S is the transit time spread of the PMT, σ water is the spread due to the scattering and chromatic dispersion of light in water (∼1.5 ns for a light path of 40 m), σ OB is the uncertainty of the measured emission time of the pulse and σ elec the spread due to the electronics. For an OM close to an OB, N pe and N γ are high and their corresponding contributions become negligible. Due to the fast rise time of the internal PMT of the OB, σ OB can also be neglected. An example of the time difference distribution is given in Figure 19 . Measurements with several OMs close to OBs give a time resolution of ∼0.5 ns for the electronics, in agreement with the results obtained during the onshore calibration.
A third way to check this time resolution is given by comparing the times measured by two OMs in the same storey when illuminated at high intensity. In this case, the sigma of the distribution (see Figure 20) is given by σ OM −OM = √ 2σ elec . A front-end electronics time resolution of 0.5 ns is obtained.
These checks indicate that the uncertainty introduced by the readout system is negligible with respect to the irreducible contributions from the chromatic dispersion and TTS.
Conclusion
The completion of the ANTARES telescope has opened a new window to the neutrino Southern sky. Since the main physics goal of ANTARES is the search for cosmic point sources, an important feature is its angular resolution (a few tenths of a degree above 10 TeV), unsurpassed for this kind of instruments. The track reconstruction algorithms are based on the PDF of the photon arrival times to the PMTs. Therefore, in order to ensure an optimal performance, a precise time calibration of the detection system is crucial.
An onshore calibration performed in the laboratory provides a preliminary time calibration. Once the detector is deployed in the sea, time calibrations are performed in situ with a system of optical beacons. Although most of the corrections to the onshore time offsets are small, there are 15% of cases where they are larger than 1 ns. The observation of coincident photons from the decay of 40 K provides a completely independent verification for these measurements.
The adopted calibration systems and methods attain a relative time calibration between detector elements of less than 1 ns, as required.
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