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1. Introduction 
Traditional video coding is devoted to represent the video data compactly by dealing with 
low-level features (e.g., color, motion, texture, etc.) of the video. However, with the 
insatiable demand of Internet and increased use of multimedia, the bit-rate control issues 
are more and more important. In order to achieve more efficient representation for coping 
with diverse network or devices, many researches devised scalable video coding schemes 
which adaptively change the bit-rate according to the available bandwidth or user 
requirements. However, most scalable video coding algorithms only consider low-level 
features of video content in frame-based format without utilizing semantic information, 
which lose the possibility of improving coding efficiency by employing semantic meaning of 
content. Therefore, it is valuable to investigate methodologies of semantic-level video 
coding to produce more compact and flexible coding results for various user preferences. 
Semantic analysis for video content will provide richer information about the content and 
then assist achieving higher compression rate with good visual quality. Besides the coding 
efficiency, various functions are required in current video services, such as manipulating, 
searching and interacting with semantic-level objects. To enhance the flexibility and 
interactivity for accessing and manipulating the video content adaptively for different users, 
user-aware functionalities based on semantic video analysis should be discussed. In this 
chapter, we will discuss the theory and practice of user-aware semantic video coding, 
focusing on the aspect of semantic manipulation and user adaptation of video, including the 
semantic analysis techniques, scalable coding, user attention model construction, and user-
aware video coding, by considering requirements for different applications and giving an 
explanation about the methodologies for some example applications.  
2. Semantic video coding 
For instance, the background except the couple in the wedding video can be compressed 
with a higher rate than the area of the bride and groom because of its lower semantic 
importance (less interesting to humans). Many researches (Cheng et al., 2008; Bertini et al., 
2006; Ng et al., 2010) investigate methodologies for analyzing the semantic meaning of the 
video. Within the MPEG-7 (ISO/IEC 15938) Multimedia Description Schemes specification, 
"event" is used in the Creation and Production description tools to describe the agents and 
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tools involved in creation process. The semantic event is also a fundamental concept in the 
Semantics Description tools where it is used to describe what is happening or being 
depicted in the actual content of the video object, which also plays a major role in MPEG's 
latest initiative, MPEG-21 (ISO/IEC 21000). Since the MPEG-21 standard (Vetro, 2004) 
highlights the importance of semantic video coding, more and more semantic video analysis 
approaches were devised for various applications. Fig. 1 shows the architecture of semantic 
video coding. The result of semantic analysis provides information for enhancing the spatial 
and temporal processing and then improves the coding efficiency. 
 
 
Fig. 1. The architecture of semantic video coding. 
2.1 Object extraction and encoding 
To mine semantic meaning from the video, low-level features have to be extracted at first, 
such as colour, texture, edge, shape, or motion features, to segment and describe objects 
with various descriptions, such as histogram, slope, graphs, and coefficients transformed to 
frequency-domain. By using the obtained low-level features of the objects, semantic rules 
can be applied to understand the video content by detecting meaningful events in the video. 
Object extraction is an essential procedure in semantic video analysis. The extracted objects 
are important basis for content event detection, and background except objects is the minor 
part of the video, which can be compressed with a higher rate while video coding. Fig. 2 
(Bertini et al., 2006) shows one example of object extraction in the sports video. 
 
 
                                (a)                                         (b)                                           (c) 
Fig. 2. (a) Original frame; (b) playfield shape and playfield lines; (c) soccer players’ blobs 
and playfield lines (Bertini et al., 2006). 
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However, in many applications, the objects in the video can not be easily found without 
segmenting the frame image at first. And the stability of the object-segment extraction is 
important for correctly detecting events in the video content. Before object extraction, the 
video frame has to be firstly segmented into several segments for locating candidates of the 
object-segment. Unfortunately, the pixel-based segmentation results of gray-level images are 
usually sensitive to the changes of the image pixels. Some researches (Lin et al., 2006) 
proposed reliable segmentation techniques called Geometric-Invariant Segmentation which 
is invariant to pixel changes. Even though the object moves, different frames will have the 
same segmentation result, so that the object extraction would be stable. Image pixels are 
firstly smoothed and binarized to reduce the noise possibly introduced in the edge detection 
step of the proposed segmentation algorithm. Instead of binarizing the image by a hard 
decision method, a fuzzy binarization approach was applied. A well-known segmentation 
method, Fuzzy Kohonen Clustering Network (FKCN) (Bezdek et al., 1992), was often 
applied to segment images. The comparison is provided in Fig. 3. After segmenting the 
video frame, the objects can be extracted according to criteria based on domain knowledge, 
 
 
       (a)                         (b)                           (c) 
Original 
Lena 
Noise 
addition 
Rotation 
Shift right 
Sim=0.67649Sim=0.82375
Sim=0.853419 Sim=0.77111
Sim=0.8770Sim=0.94463
 
Fig. 3. The comparison between Geometric-Invariant Segmentation (GIS) and FKCN: 
Corresponding Sim values (the similarity between the segments of the manipulated image 
and original one) of GIS and FKCN after applying various attacks are listed below the images: 
(a) images manipulated by geometrical operations or signal processing, (b) the resulting 
images segmented by GIS, and (c) by FKCN. (Lin et al., 2006) 
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such as skin colour in the news video or playfield colour in the sports video. Bertini et al. 
(2006) segmented the playfield region from colour histogramming using grass colour 
information. There are many other segmentation algorithms and schemes proposed in the 
literature (Chen et al., 2005; Mezaris, et al., 2004; Borenstein & Ulman, 2008; Kokkinos et al., 
2009). 
Another type of object extraction methods is to find objects using motion features. The 
highlight (the atomic entities of videos at semantic level) often has specific motions in the 
video rather than static, so it can be detected by analyzing the motion information. Some 
sport analysis algorithms (Li et al., 2010) estimate the motion vector to align the background. 
From the global motion analyzing result of two successive frames, the background can be 
accurately aligned (Fig. 4). This method also can be applied in moving background sports 
video. The player can be detected correctly in the video of diving game. Some researches 
(Papadopoulos et al., 2009) derived statistical approaches to determining the motion area. 
The kurtosis was used to localize active and static pixels in a video sequence to measure 
each pixel’s s activity (Fig. 5).  
 
 
                           (a)                                             (b)                                                 (c) 
Fig. 4. Result of global motion estimation: (a) -(b) two successive video frames, and (c) the 
detected background (Li et al., 2010).  
 
 
Fig. 5. One example of kurtosis field and activity area mask computation for a news video 
(Papadopoulos et al., 2009). 
The object with higher semantic-level can be encoded by a structural description using low 
semantic-level objects. Xu et al. (2008) designed a hierarchical compositional model to 
represent the face, which makes the face representation more condensed and efficient for 
coding and recognition, as shown in Fig. 6. In another object-based video coding scheme 
(Wang et al., 2005), the high-level object is composed of the low-level shape and texture 
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information (Fig. 7). Another semantic video coding for videophone sequences (Zhang, 
1998) used an adaptive face model using the deformable template to construct a 3D 
wireframe for the face (Fig. 8). 
 
Fig. 6. The hierarchical compositional model for face representation (Xu et al., 2008). 
 
 
                               (a)                                             (b)                                           (c) 
Fig. 7. Example of composition of shape and texture. (a) Shape. (b) Texture. (c) Composed 
object (Wang et al., 2005). 
 
 
Fig. 8. The 3D wireframe of the face (Zhang, 1998). 
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2.2 Event detection and encoding 
An event in the video content contains not only its spatial characteristics, but also particular 
features of the temporal order. Since it has even more semantic-level messages than objects, 
the structure of the video content should be analyzed based on more domain knowledge. A 
video can be represented as a multilayer structure, as illustrated in Fig. 9. Scenes, shots and 
frames are the units that can be found in video. A meaningful story is composed of several 
scenes. And a scene contains several shots which consist of the video frames that have been 
continuously recorded with a single camera operation. Shot change detection (Cotsaces et 
al., 2006; Koprinska & Carrato, 2001; Yuan et al., 2007) is to identify the shots of the video for 
the purpose of further video analyses and encoding. 
 
Video
Scene
Shot
Frame Shot change
Scene
Shot Shot Shot
 
Fig. 9. The video structure.  
Sports videos (Bertini et al., 2006; Li et al., 2010) were a frequently discussed application in 
semantic coding. Bertini et al. (2006) designed a automatic annotation scheme for soccer 
video based on MPEG-2 (ISO/IEC 13818), which performed event and event-object level 
compression by detecting camera motion, playfield zone, and players’ position in the 
playfield (Fig. 2). And the players’ position determines penalty kicks or free kicks. Further 
event detection for Forward launch, Shot on goal, Placed kicks, Attack action, and Counter 
attack are modelled with finite state machine constructed based on soccer rules. 
 
 
Fig. 10. One example of four successive wedding events (Cheng et al., 2008). 
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Besides the finite sate machine, the Hidden Markov Model (Rabiner, 1989) is another 
common tool for modelling the content event. Based on the observation of wedding events, 
including speech/music types, applause activities, picture-taking activities, and leading 
roles, Cheng et al. (2008) exploited an HMM framework for segmenting wedding videos, 
which integrates the wedding event statistical models and the event transition model. 
Fig. 10 illustrates one example of four successive events, in which OP, WV, RE, WK 
represents officiant presenting, wedding vows, ring exchange, and wedding kiss, respectively. 
3. User-aware semantic video coding 
In a heterogeneous network/device environment, the video content should be adaptively 
encoded to satisfy different users’ requirements. However, conventional user adaptive video 
coding approaches transform the video into bitstreams of various formats independently of 
the video content. The video is represented and compressed to the adaptive transmission 
rate and quality by only considering the physical environment, despite of user preferences. 
Therefore, besides the codec aspects of transmission and presentation constraints of the 
user’s device or transmission capacity, understanding semantic components of the video 
content while coding, by analyzing the video content using semantic-based temporal or 
spatial features, could also be a major issue to help produce more condensed and 
meaningful video for different transmission requirements and user preferences. In this 
section, we will firstly introduce scalable video coding, then explain how user-aware 
semantic analysis and manipulations (including construction of user attention models, ROI 
extraction, and enhancing the interactivity of video coding) assist in improving the coding 
efficiency.  
3.1 Scalable video coding 
Scalable video coding is a technique to enable the encoding standard to encode the video 
into a set of bitstreams with different visual quality to satisfy the needs of different 
terminals/channels. As defined in MPEG-2, the bitstream is encoded into a base layer and a 
few enhancement layers, in which the enhancement layers add spatial, temporal, and/or 
SNR quality to the reconstructed base layer. Later, the fine granular scalability (FGS) is 
developed in the MPEG-4 (ISO/IEC 14496) Visual standard, which allows a much finer 
scaling of bits in the enhancement layer. Based on FGS provided in the MPEG-4, (Barrau, 
2002) proposed both close-loop and open-loop solutions for the FGS transcoder, which 
reduce the bit-rate by cutting the enhancement information at know locations.(Qian et al., 
2005) combined a scalable transcoder with space time block codes (STBBC) for an 
orthogonal frequency division multiplexing (OFDM) system to provide robust access to the 
pre-encoded high quality video server from mobile wireless terminals. 
Heterogeneous transcoding converts the pre-compressed bitstream into another bitstream 
with different format. It is particularly important for the multimedia services which pre-
encode the bitstream for storage and transmission. In (Siu et al., 2007), a transcoder from 
MPEG-2 to H.263 is proposed to convert a B-picture to a P-picture using the information of 
motion compensation in the DCT domain. Since one of the major differences between 
MPEG-2 and H.264/AVC is that MPEG-2 uses 8-tap DCT and H.264 uses 4-tap integer 
(DCT-like) transform (IT), (Shen, 2004; Chen et al., 2006a) designed fast DCT-to-IT 
algorithms to perform the MPEG-2-to-H.264 transcoding. Since wireless channels have 
lower bandwidth and higher error rate than wired channels, the error resilience transcoding 
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over wireless channel is more important. It is particularly useful in hostile environments, 
such as mobile networks and the Internet. There are many strategies to provide error 
resilience transcoding (Vetro et al., 2005): 1. Removing the spatial/temporal redundancy can 
help reduce the error propagation. 2. Group the coded data into several parts according to 
their importance to allow the unequal protection. 3. Add error-checking bits to the bitstream 
for robust decoding. 4. Embed additional information into the coded stream to enable the 
improved error concealment. (Chen et al., 2006b) designed a content-aware intra-refresh 
(CAIR) transcoding to improve efficiency of the intra-refresh allocation by avoiding the 
error propagation in the same prediction path.  
Fig. 11 illustrates a video transcoder, which provides a seamless interaction between content 
creation and consumption, or among different channels/terminals. The format can be 
characterized by the bit-rate, frame rate, coding syntax, spatial resolution, or content (as 
shown in Fig. 11, in which RI, FI, CI are parameters of the input video, and RO, FO, CO are 
those of the output video). 
 
Video 
Transcoder 
Bit-rate: RI 
Frame rate: FI 
… 
Coding standard CI 
Bit-rate: RO 
Frame rate: FO 
… 
Coding standard CO 
 
Fig. 11. The video transcoder.  
Since video or image have much larger data sizes than other types of data, they have more 
needs for trascoding.  For different applications, the requirements and techniques of the 
video/image trascoding are still quite different. A common requirement of transcoding is to 
reduce the complexity of the transcoder and the bit-rate of the data while preserving 
suitable content quality. It is especially an important issue for video streaming applications 
in both wired and wireless networks (Chen & Zakhor, 2005).  To achieve a target bit-rate 
while maintaining consistent video/image quality and satisfying the required parameters, 
(e.g. bandwidth, delay, resolution, and memory constraints), there are various types of 
trancoding detailed as the following: 
A. Frequency domain transcoding 
Many video/image compression standards (e.g. JPEG, MPEG-2, MPEG-4, and H.264/AVC) 
carry out the residual coding in the DCT domain, which consists several steps: the run-
length coding, quantization, and the motion compensation (MC). Consequently, many 
researches try to design DCT-based transcoders because the computational complexity will 
be much lower than in the pixel domain. (Kim et al., 2006) proposed a bit-rate adaptation 
method for streaming video in a QoS-based home gateway service, in which the input 
bitstream is partially decoded into the DCT domain first, then an adaptive motion mapping 
refinement and a DCT-based image downsizer are utilized to adapt the bit-rate. In (Assunco 
& Ghanbari, 1998), a drift-free transcoder working entirely in the frequency domain was 
proposed, in which a Lagrangian rate-distortion optimization was applied for bit 
reallocation to ensure the quality of the bitstream. Some literatures requantized the DCT 
coefficients to transcode the bitstream: (Werner, 1999) derived a cost function to estimate the 
quantizer so that the quantizer can achieve a larger SNR at the same bit-rate compared with 
the original quantizer used in MPEG-2. Besides, the MSE-based cost function and maximum 
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a posteriori used in this paper need minor additional complexity. Since the time complexity 
issue is significant in the real-time applications, (Seo et al., 2000) found an efficient 
requantization by using a piecewise linearly decreasing model.     
B. Temporal resolution adaptation 
Both spatial and temporal redundancies should be considered in a video compression 
algorithm. Besides the MC-based transcodings, temporal redundancies can also be removed 
by dropping some redundant frames while preserving the temporal smoothness of coded 
frames. Of course, temporal resolution adaptation is also one of the bit-rate control 
trascoding for video. In (Shu & Chau, 2005), some video frames are skipped by considering 
the motion change and reduces the jerky effect caused by undesired frame skipping. 
(Bonuccelli et al., 2005) designed a buffer-based temporal transcoding in a real-time mobile 
video application. Rather than dropping frames directly, Shu & Chau (2005) proposed a 
frame-layer bit allocation method to assign different number of bits for different frames.    
C. Spatial resolution adaptation 
Resizing is needed to adapt the spatial resolutions to devices with different display 
capabilities. Moreover, with the emergence of mobile devices and the desire for users to 
access video originally captured in a high spatial resolution, there is also a need to reduce 
the resolution for transmitting to and being displayed in such devices. (Shu & Chau, 2007) 
designed a two-stage structure for arbitrary resizing in DCT-based transcoding, in which 
some constraints are derived for anti-aliasing.    
Although many studies (Lei & Georganas, 2003; Warabino et al., 2000; Elsharkawy et al., 
2007) have investigated methodologies to solve the problems related to transcoding in the 
wireless environment, the rate control and error resilience for wireless applications are still 
challenging problems, especially for H.264/AVC, the more efficient but complex video 
standard.  
3.2 User-aware semantic video analysis 
As described in Section 3.1, different coding requirements should be satisfied for 
heterogeneous display resolution or communication abilities, which can give temporal, 
spatial, and quality scalability for the encoded bit stream. However, only considering low-
level codec aspects produces limited efficiency gains. Semantic-level analysis will help 
design more feasible and flexible coding algorithms for different users’ needs. To achieve 
this purpose, the user-aware attention model should be constructed for different 
applications: For real-time road traffic monitoring, content-based scalable coding (Ho et al., 
2005) can help increase the compression rate. In the wireless environment, a temporal 
scalability scheme with background composition (Hung & Huang, 2003) was proposed in 
MPEG4. And effective bit-rate control can be achieved by considering the Region of Interest 
(ROI) (Grois et al., 2010). As shown in Fig. 12, the ROI is used as the baselayer of 
H.264/AVC standard, which can provide various resolution and bit-rates for different users’ 
needs. Table 1 presents the bit-rate savings when exploiting this method. For lecture videos, 
a learner-focused model can be designed to reduce the network traffic in case of the real-
time streaming video (Lin et al., 2009, 2010a). Fig. 13 illustrates one example of lecture 
video coding, in which a lot of lecture video frames are compressed into one lecture slide 
with teaching focus and the temporal redundancy is reduced based on semantic-level 
analysis.  
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Inter Layer Prediction 
CIF
SD
QCIF ROI
Layer 0
Layer 1
Layer 2Intra/Inter prediction
 
Fig. 12. Example of the ROI dynamic adjustment and scalability for mobile devices with 
different spatial resolution (Grois et al., 2010). 
 
Quantization 
Parameters 
Four Layers (640x360, and 
three HD layers) 
Eight Layers (two CIF 
layers, three SD layers, and 
three HD layers) 
Bit-Rate 
Savings 
(%) 
PSRN Bit-Rate PSNR Bit-Rate 
32 34.48 2566.15 34.49 3237 20.73 
34 33.93 1730.21 33.93 2359 26.66 
36 33.27 1170.01 33.27 1759 33.48 
Table 1. The bit-rate savings when using ROI adaptive scalable video coding (Grois et al., 
2010). 
… 
Compression 
 
Fig. 13. Lecture video coding: (a) the lecture video frames are compressed into (b) the lecture 
slide with detected teaching focuses (Lin et al., 2009).  
In the following, we will introduce user-aware semantic understanding techniques for 
videos by extracting and analyzing user-aware visual/aural features, including the analysis 
of expression, gesture, emotion, motion, and event detection, for the purpose of enhancing 
the video coding. 
Fig. 14 illustrates one example of user-aware video analysis schemes, in which the learner-
focused attention model was constructed and provided for enhancing the video lecture 
representation (Lin et al., 2010b). 
Visual analysis can be used to understand the video semantically by merely finding low-
level features (color, texture, pixel histogram, etc.) or further extracting semantic-level 
features (gesture, expression, action, etc.) from low-level visual features, which will be 
introduced by providing examples in the following. 
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Fig. 14. One example of the user-aware video analysis scheme for constructing a learner-
focused attention model. (Lin et al., Sept. 2010b) 
3.2.1 User-aware visual analysis 
Low-level features can be extracted by directed computig the visual characteristics in the 
spatical or frequency domain, which contains no semantic meaning for humans at first 
glance. In the adaptive video learning system proposed in (Lin et al., 2010b),  the importance 
of the lecture content are decided by analyzing the extracted lecture content and also the 
instructor’s behavior. In lecture content, color features are used to couting the chalk pixels. 
The blackboard region is at first obtained by extracting the regions of the blackboard colour 
and merging them(Fig. 15 (a)). After deciding the blackboard region, the set of chalk pixels 
Pchalk can be computed as  
  ( )chalk cpP x I x I  , (1) 
where I(x) is the luminance of pixel x and Icp  is the luminance threshold. Fig. 15 shows one 
example of lecture content extraction. 
The chalk text or figures written on the blackboard by the lecturer are undoubtedly the most 
important part that lecturers want students to pay attention to. It is obvious that the more 
there is lecture content (chalk handwriting or figures), the more revealed semantics are in 
the lecture video. Therefore, the attention values are evaluated by extracting the lecture 
content on the blackboard and analyzing the content fluctuation in lecture videos. 
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                                        (a)                                                                       (b) 
Fig. 15. Lecture content extraction: (a) the blackboard region, and (b) the extracted lecture 
content. 
Another important low-level feature for videos is motion extracted in the pixel or 
compression domain. Many sophisticated motion estimation algorithms has been developed 
in the literature, for examples, the optical flow in (Beauchemin & Barron, 1995) and the 
feature tracking in (Shi & Tomasi, 1994). However, they often have high computational 
complexity because the operations are executed in the pixel domain and the estimated 
motions are accurate. In the work of (Chang et al., 2010a), accurate motion estimation is not 
needed, so the motion information can be directly extracted from the motion vectors of a 
compressed video. Since the process is done directly in the compression domain, the 
induced complexity is very low. Therefore, the motions in each video frame can be 
efficiently obtained.  
As mentioned in Section 3.1.1, object extraction is an important process before deciding 
video events. In many user-aware applications, human detection is the major work while 
extracting objects. In the lecture video application, the lecturer should be detected for 
further analysis. In the work of Lin et al. (2009), the human area was extracted by detecting 
the moving object in the video frames, which was carried out by finding the eigenregions in 
the frames. That is, the moving objects can be distinguished from the still objects by 
methods of classification. The PCA (Principal Component Analysis)-based approach is used 
in this paper, which is detailed in the following. Three successive frames Fi-1, Fi, and Fi+1 are 
firstly transformed into a matrix X=[Fi-1 Fi Fi+1], then the covariance C is computed as 
C=XTX. Finally, each frame is aligned with the first two principle vectors (which are the 
eigenvectors of C associated with the two largest eigenvalues. Thus, the area with higher 
values represents that with higher variances, i.e., the moving object.  
After the eigenregion is extracted, the produced image (Fig. 16 (d)) is binarized and applied 
by morphological operators to fill and smooth the region in order to obtain a more stable 
mask. Fig. 16 shows one example of moving object detection, in which (a), (b), and (c) are 
three successive frames, (d) is the corresponding eigenregion, (e) is the binarized one, and (f) 
is the final mask after morphological operations.    
Low-level feature can provide limited information for human perception, for example, the 
DCT coefficients could not be understood well by humans, even though these features play 
an important role in pattern recognition. Therefore, semantic understanding for videos can 
be improved by extracting semantic-level features like gestures, expression, actions, etc. For 
instance, the posture of the lecturer will generally change with the delivered lecture content 
or the situation in lecture presentation. For example, when teaching the math problems, the 
lecturer may firstly write the lecture content on the blackboard and shows their back to the 
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(a)
(f)(e)(d)
(c)(b)
 
Fig. 16. Human detection: (a), (b), and (c) are successive frames, (d) Eigenregion (lighter area), 
(e) binarized  eigenregion, and (f) the resulting mask. (Lin et al., Sept. 2010b) 
students. Next, he starts to narrate the written equations and moves sideways to avoid 
occluding the content which students should focus their gazes on. After writing the 
complete lecture content, the lecturer will face the students to further explain the details. All 
of the lecturing statuses and postures mentioned above will repeatedly occur with 
alternative random order in a course presentation. Different states represent different 
presentation states and also different semantics. Therefore, the lecturing states can be 
decided according to the changes of the lecturer’s posture. In (Lin et al., 2010b), the skeleton 
of the lecturer is extracted to represent the posture and then the lecturing states are 
identified by using the SVM approach. The regions of the head and hands are detected by 
using the skin-color features. The lecturer’s skeleton is then constructed by considering the 
relations between the positions of head and hands. 
 
 
Fig. 17. Analysis of lecturer’s posture. 
After constructing skeletons, several features derived from the skeleton are used for posture 
discrimination to estimate the lecturing state (Fig. 17), including the distance between end 
points of the skeleton, the joint angle of the skeleton, and the orientation of the joint angle. 
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Then features mentioned above are used to train a SVM classifie, so that the other defined 
lecturing states can be identified. 
3.2.2 User-aware aural analysis 
Aural information in multimedia contents is also an important stimulus to attract viewers 
and should be utilized to affect the inserted virtual content. Compared to visual saliency 
analysis, researches on aural saliency analysis are rare. In (Ma et al., 2005), an aural attention 
modeling method, taking aural signal, as well as speech and music into account, was 
proposed to incorporate with the visual attention models for benefiting video summarization. 
Intuitively, a sound with loud volume or sudden change usually grabs human’s attention no 
matter what they are looking at. If the volume of sound keeps low, even if a special sound 
effect or music is played, the aural stimulus will easily be ignored or be treated as the 
environmental noise. In other words, loudness of aural information is a primary and critical 
factor to influence human perception and can be used to model aural saliency. Similar to the 
ideas stated in  (Ma et al., 2005), the sound is considered as a salient stimulus in terms of 
aural signal if the following situation occurs: loudness of sound at a specific time unit 
averages higher than the ones within a historical period which human continued listening 
so far, especially with peaks.  
Based on the observations and assumptions, the aural saliency response ( , ),hAR T T  is 
defined at a time unit T  and within a duration hT , to quantify the salient strength of the 
sound. That is, 
 
( )( )
( , ) ,
ˆ ˆ( ) ( )
peakavr
h
avr h peak h
E TE T
AR T T
E T E T
   (2) 
where ( )avrE T and ( )peakE T are the average sound energy and the sound energy peak in the 
period T, respectively.  
After analyzing the aural saliency of the video, an AS feature sequence is generated which 
describes the aural saliency response with the range [0, 1] at each time unit T, as shown in 
Fig. 18. 
 
 
Fig. 18. The normalized aural saliency response of the audio segment. 
In (Lin et al., 2010b), besides gesture and posture, making sounds or changing tones is 
another way that lecturers usually used to grab students’ attentions while narrating the 
lecture content. Therefore, aural information of lecturers is an important cue to estimate the 
attentions for lecture videos. Since more words are spoken by lecturers within a period may 
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imply more semantics are conveyed or delivered in such duration, the aural attention can be 
modeled based on the lecturer’s speech speed. Generally, each Chinese character 
corresponds to at least one syllable, so we can analyze the syllables by extracting the 
envelope (Iked et al., 2005) of audio samples to estimate the lecturer’s speech speed as (3). 
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where ( )syllablesW t represents whether it is a syllable ending at time t, ( )e t is the envelope size 
at time t, T is a time period, and wc  is a threshold. 
3.3 ROI estimation 
ROI could be considered as one of the semantic scalability in spatial dimension. The virtual 
content should be inserted at suitable spatial and temporal location, which is often an area 
attractive to humans, that is, the ROI region. While considering the human perception and 
viewing experience, a compelling multimedia content is usually created by artfully 
manipulating the salience of visual and aural stimulus. Therefore, attractive regions or 
objects are usually utilized to direct and grab viewers’ attention and play an important role 
in multimedia contents. Algorithms of both patial and temporal ROI estimation will be 
discussed in this section. 
In order to automatically identify such attractive information in visual contents, a great deal 
of research efforts on estimating and modeling the visual attention in human perception 
have proliferated for years. The systematic investigations about the relationships between 
the vision perceived by humans and attentions are provided in (Chun & Wolfe, 2001; Itti & 
Koch, 2001; Chen et al., 2003; Ma et al., 2005; Liu et al., 2007; Zhang et al., 2009). Itti et al. 
(2001) presented a frameworkfor a computational and neurobiological understanding of 
visual attention modeling. Ma et al.(2005) proposed a generic framework of user attention 
model by fusing several visual and aural features and applied it to video summarization. As 
for practical applications, numerous visual attention models were explored to adapt images 
(Chen et al., 2003; Liu et al., 2007) and videos (Cheng et al., 2007) for improving viewing 
experience on the devices with small displays. Zhang et al. (2009) proposed a distortion-
weighing spatiotemporal visual attention model to extract the attention regions from the 
distorted videos. Instead of directly computing a bounding contour for attractive regions or 
objects, most approaches construct a saliency map to represent the attention strength or 
attractiveness of each pixel or image block in visual contents. The value of a saliency map is 
normalized to [0, 255] and the brighter pixel means higher salience. Several fusion methods 
for integrating each of the developed visual feature models have been developed and 
discussed in (Dymitr & Bogdans, 2000). Different fusion methods are designed for different 
visual attention models and applications. The goal of this module is to be able to provide a 
flexible mechanism to detect various ROIs as the targets, which the inserted ads can interact 
with, according to the users’ requirements. For this purpose, Chang et al. (2009) utilize linear 
combinations for fusion, so that users can flexibly set each weight of corresponding feature 
salience maps. The ROI saliency map, which is denoted as SROI , is computed as  
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where Fi is the i-th feature map of that frame, and wi is the i-th weight of the corresponding 
i-th feature map Fi with the constraints of 
1
0, and 1
n
i i
i
w w

  . The ROI can be easily 
derived by evaluating the center of gravity and the ranging variance on the basis of the 
saliency map.  
A human visual system (HVS) has been introduced for finding ROIs in many researches. In 
(Lee et al., 2006) and (Kankanhalli & Ramakrishnan, 1998), an HVS was used to improve the 
quality of a watermarked image. In (Geisler & Perry, 1998), an HVS was used to skip bits 
without influencing the visual perceptibility of video encoding applications. It also can be 
applied to build the user-attentive model proposed in (Cox et al., 1997) for deciding the ROI. 
In (Lin et al., 2010b), the user-attentive model is constructed based on the graylevel and 
texture features of the image. Regions with mid-gray levels will have a high score for 
selection because regions with very high or low gray levels are less noticeable to human 
beings. In addition, the strongly textured segments will have low scores. The distances to 
the image center are also considered because human beings often focus on the area near the 
center of an image.  
Besides the spatial ROIs, temporal ROIs should also be considered for removing temporal 
redundancy. The temporal ROI is the video clip which is attractive to humans. The curve 
derived from the user attention model can be used to determine the temporal ROIs, which 
have higher values of user attention function. 
3.4 Interactivity of video coding 
Some video coding standards, such as the MPEG-4, allow developing algorithms of audio-
visual coding for not only high compression, but also interactivity and universal 
accessibility of the video content. In addition to the traditional “frame”-based functionalities 
of the MPEG-1 and MPEG-2 standards, the MPEG-4 video coding algorithm will also 
support access and manipulation of “objects” within video scenes. The “content-based” 
video functionality is to encode the sequence in a way that will allow the separate decoding 
and reconstruction of the objects using the concept of Visual Objects (VOs), and to allow the 
manipulation of the original scene by simple operations on the bit stream. The properties of 
objects are described in the bit stream of each object layer. As illustrated in Fig. 19, a video 
scene can be encoded into several Visual Object Planes (VOPs), wich can be manipulated by 
simple operations. 
 
 
Fig. 19. Composition and manipulation of MPEG-4 videos. 
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To enhance the interactivity of the video content for user adaptive applications, Chang et al. 
(2010a, 2010b) presented an interactive virtual content insertion architecture which can 
insert virtual contents into videos with evolved animations according to predefined 
behaviors emulating the characteristics of evolutionary biology. The videos are considered 
not only as carriers of message conveyed by the virtual content but also the environment in 
which the lifelike virtual contents live. Thus, the inserted virtual content will be affected by 
the videos to trigger a series of artificial evolutions and evolve its appearances and 
behaviors while interacting with video contents. By inserting virtual contents into videos 
through the system, additional entertaining storylines can be easily created and the videos 
will be turned into visually appealing ones. The above mentioned concept is illustrated in 
Fig. 20. 
 
 
Fig. 20. The augmented videos can be served by using techniques in interactive virtual 
content insertion to enrich the original videos. 
 
 
Fig. 21. Snapshots of sample results of the virtual learning e-Partner. The e-Partner can 
evolve according to the lecturer’s teaching behavior in the lecture video and assist in 
pointing out or enhancing the important lecture content. 
In (Chang et al., 2010b), a virtual learning e-partner scheme was presented. The e-partner is 
assigned the ability to seek for the salient object, which is detected by finding the ROIs 
based on the algorithms described in Section 3.3, and is simulated to obtain the color and 
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texture by absorbing the energy of the salient object. At last, the e-partner owns the ability to 
dance with the music or show the astonished expression while perceiving loud sound. 
Besides, the e-partner would interact with the moving salient object in an intelligent 
manner. The e-partner would either tend to imitate the behavior of the moving salient 
object, or moves to the salient object for further interactions. With the extracted feature 
space of the lecture videos and the behavior modeling of the e-partner, the proposed system 
automatically generates impressive animations with an evolution way on a virtual layer. 
Finally, the virtual layer, in which the e-partner is animated on, is integrated with the video 
layer. Fig. 21 shows sample results of the virtual learning e-partner, in which the e-partner 
can evolve according to the lecturer’s teaching behavior in the lecture video and assist in 
pointing out or enhancing the important part of lecture content. 
To support the interactivity of video coding, many researches (Naman & Taubman, 2007; 
Ng et al., 2010; Wang et al., 2005; Tran et al., 2004) propsed content-based scalable coding 
schemes, most of which applied the concept of VOPs of MPEG-4. Fig. 22 shows a generic 
architecture of semantic scalable video coding based on the multilayer structure.  
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Fig. 22. The architechre of object-based scalable video coding. 
5. Conclusion 
With the rapid development of information technology, access to internet service and use of 
multimedia has been increasing in recent years. Since the network bandwidth is limited, it is 
important to investigate approaches to control the bit-rate adaptively for various 
requirements of different transmission capacity, devices, or user preferences. Moreover, in 
order to increase the flexitility and interactivitly for accessing and manipulating the video 
content, semantic-level analysis should be considered to achieve user-aware functionalities. 
In this chapter, we have introduced theory and practice of user-aware semantic video 
coding., includng concepts and techniques of salable video coding, transcoding, semantic 
analysis, and semantic coding. In addition, related methods for user adaptive video coding, 
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containing ROI estimation, virtual content insertion, and object-based video coding, are also 
discussed. 
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