Character-based and word-based methods are two main types of statistical models for Chinese word segmentation, the former exploiting sequence labeling models over characters and the latter typically exploiting a transition-based model, with the advantages that word-level features can be easily utilized. Neural models have been exploited for character-based Chinese word segmentation, giving high accuracies by making use of external character embeddings, yet requiring less feature engineering. In this paper, we study a neural model for word-based Chinese word segmentation, by replacing the manuallydesigned discrete features with neural features in a word-based segmentation framework. Experimental results demonstrate that word features lead to comparable performances to the best systems in the literature, and a further combination of discrete and neural features gives top accuracies.
Introduction
Statistical word segmentation methods can be categorized character-based (Xue, 2003; Tseng et al., 2005) and word-based (Andrew, 2006; Zhang and Clark, 2007) approaches. The former casts word segmentation as a sequence labeling problem, using segmentation tags on characters to mark their relative positions inside words. The latter, in contrast, ranks candidate segmented outputs directly, extracting both character and full-word features.
An influential character-based word segmentation model (Peng et al., 2004; Tseng et al., 2005) uses B/I/E/S labels to mark a character as the beginning, internal (neither beginning nor end), end and only-character (both beginning and end) of a character-based word-based discrete Peng et al. (2004) Andrew (2006) Tseng et al. (2005) Zhang and Clark (2007) neural Zheng et al. (2013) this work Chen et al. (2015b) Figure 1: Word segmentation methods.
word, respectively, employing conditional random field (CRF) to model the correspondence between the input character sequence and output label sequence. For each character, features are extracted from a five-character context window and a twolabel history window. Subsequent work explores different label sets (Zhao et al., 2006) , feature sets (Shi and Wang, 2007) and semi-supervised learning (Sun and Xu, 2011) , reporting state-of-the-art accuracies.
Recently, neural network models have been investigated for the character tagging approach. The main idea is to replace manual discrete features with automatic real-valued features, which are derived automatically from distributed character representations using neural networks. In particular, convolution neural network 1 (Zheng et al., 2013) , tensor neural network (Pei et al., 2014) , recursive neural network (Chen et al., 2015a ) and longshort-term-memory (LSTM) (Chen et al., 2015b) have been used to derive neural feature representations from input word sequences, which are fed into a CRF inference layer.
In this paper, we investigate the effectiveness of word embedding features for neural network segmentation using transition-based models. Since it is challenging to integrate word features to the CRF inference framework of the existing step action buffer(· · · w−1w0) queue(c0c1 · · · ) 0 -
Figure 2: Segmentation process of "中 国 (Chinese) 外 企 (foreign company) 业 务 (business) 发展 (develop) 迅速 (quickly)".
character-based methods, we take inspiration from word-based discrete segmentation instead. In particular, we follow Zhang and Clark (2007) , using the transition-based framework to decode a sentence from left-to-right incrementally, scoring partially segmented results using both character-level and word-level features. Beam-search is applied to reduce error propagation and large-margin training with early-update (Collins and Roark, 2004 ) is used for learning from inexact search. We replace the discrete word and character features of Zhang and Clark (2007) with word and character embeddings, respectively, and change their linear model into a deep neural network. Following Zheng et al. (2013) and Chen et al. (2015b) , we use convolution neural networks to achieve local feature combination and LSTM to learn global sentence-level features, respectively. The resulting model is a word-based neural segmenter that can leverage rich embedding features. Its correlation with existing work on Chinese segmentation is shown in Figure 1 .
Results on standard benchmark datasets show the effectiveness of word embedding features for neural segmentation. Our method achieves stateof-the-art results without any preprocess based on external knowledge such as Chinese idioms of Chen et al. (2015a) and Chen et al. (2015b) . We release our code under GPL for research reference. 2
Baseline Discrete Model
We exploit the word-based segmentor of Zhang and Clark (2011) as the baseline system. It incrementally segments a sentence using a transition system, with a state holding a partially-segmented 2 https://github.com/SUTDNLP/NNTransitionSegmentor. sentence in a buffer s and ordering the next incoming characters in a queue q. Given an input Chinese sentence, the buffer is initially empty and the queue contains all characters of the sentence, a sequence of transition actions are used to consume characters in the queue and build the output sentence in the buffer. The actions include:
• Append (APP), which removes the first character from the queue, and appends it to the last word in the buffer;
• Separate (SEP), which moves the first character of the queue onto the buffer as a new (sub) word.
Given the input sequence of characters "中国 外 企 业 务 发 展 迅 速" (The business of foreign company in China develops quickly), the correct output can be derived using action sequence "SEP APP SEP APP SEP APP SEP APP SEP APP", as shown in Figure 2 . Search. Based on the transition system, the decoder searches for an optimal action sequence for a given sentence. Denote an action sequence as A = a 1 · · · a n . We define the score of A as the total score of all actions in the sequence, which is computed by:
where w is the model parameters, f is a feature extraction function, s and q are the buffer and queue of a certain state before the action a is applied. The feature templates are shown in Table 1 , which are the same as Zhang and Clark (2011) . These base features include three main source of information. First, characters in the front of the queue and the end of the buffer are used for scoring both separate and append actions (e.g. c 0 ). Second, words that are identified are used to guide separate actions (e.g. w 0 ). Third, relevant information of identified words, such as their lengths and first/last characters are utilized for additional features (e.g. len(w −1 )).
We follow Zhang and Clark (2011) in using beam-search for decoding, shown in Algorith 1, where Θ is the set of model parameters. Initially the beam contains only the initial state. At each step, each state in the beam is extended by applying both SEP and APP, resulting in a set of new states, which are scored and ranked. The top B are 
used as the beam states for the next step. The same process replaces until all input character are processed, and the highest-scored state in the beam is taken for output. Online leaning with max-margin is used, which is given in section 4.
Transition-Based Neural Model
We use a neural network model to replace the discrete linear model for scoring transition action sequences. For better comparison between discrete and neural features, the overall segmentation framework of the baseline is used, which includes the incremental segmentation process, the beamsearch decoder and the training process integrated with beam-search (Zhang and Clark, 2011) . In addition, the neural network scorer takes the similar feature sources as the baseline, which includes character information over the input, word information of the partially constructed output, and the history sequence of the actions that have been applied so far.
The overall architecture of the neural scorer is shown in Figure 3 . Given a certain state configuration (s, q), we use three separate recurrent neural networks (RNN) to model the word sequence · · · w −1 w 0 , the character sequence · · · c −1 c 0 c 1 · · · , and the action sequence · · · a −1 a 0 , respectively, resulting in three dense real-valued vectors {r w , r c and r a }, respectively. All the three feature vectors are used scoring the SEP action. For APP, on the other hand, we use only the character and action features r c and r a because the last word w 0 in the buffer is a partial word. Formally, given r w , r c , r a , the action scores are computed by:
The neural networks take the embedding forms of words, characters and actions as input, for extracting r w , r c and r a , respectively. We exploit the LSTM-RNN structure (Hochreiter and Schmidhuber, 1997) , which can better capture non-local syntactic and semantic information from a sequential input, yet reducing gradient explosion or diminishing during training.
In general, given a sequence of input vectors x 0 · · · x n , the LSTM-RNN computes a sequence of hidden vectors h 0 · · · h n , respectively, with each h i being determined by the input x i and the previous hidden vector h i−1 . A cell structure ce is ... used to carry long-term memory information over the history h 0 · · · h i for calculating h i , and information flow is controlled by an input gate ig, an output gate og and a forget gate fg. Formally, the calculation of h i using h i−1 and x i is:
where U, V, W, b are model parameters, and denotes Hadamard product. When used to calculate r w , r c and r a , the general LSTM structure above is given different input sequences x 0 · · · x n , according to the word, character and action sequences, respectively.
Input representation
Words. Given a word w, we use a looking-up matrix E w to obtain its embedding e w (w). The matrix can be obtained through pre-training on large size of auto segmented corpus. As shown in Figure 4(a) , we use a convolutional neural layer upon a two-word window to obtain · · · x w −1 x w 0 for the LSTM for r w , with the following formula:
Actions. We represent an action a with an embedding e a (a) from a looking-up table E a , and apply the similar convolutional neural network to obtain · · · x a −1 x a 0 for r a , as shown in Figure 4 (b).
Given the input action sequence · · · a −1 a 0 , the x a i is computed by:
Characters. We make embeddings for both character unigrams and bigrams by looking-up matrixes E c and E bc , respectively, the latter being shown to be useful by Pei et al. (2014) . For each character c i , the unigram embedding e c (c i ) and the bigram embedding e bc (c i−1 c i ) are concatenated, before being given to a CNN with a convolution size of 5. For the character sequence · · · c −1 c 0 c 1 · · · of a given state (s, q), we compute its input vectors · · · x c −1 x c 0 x c 1 · · · for the LSTM for r c by:
For all the above input representations, the looking-up tables E w , E a , E c , E bc and the weights W w , W a , W c , b w , b a , b c are model parameters. For calculating r w and r a , we apply the LSTMs directly over the sequences · · · x w −1 x w 0 and · · · x a −1 x a 0 for words and actions, and use the outputs h w 0 and h a 0 for r w and r a , respectively. For calculating r c , we further use a bi-directional extension of the original LSTM structure. In particular, the base LSTM is applied to the input character sequence both from left to right and from right to left, leading to two hidden node sequences · · · h cL −1 h cL 0 h cL 1 · · · and · · · h cR −1 h cR 0 h cR 1 · · · , respectively. For the current character c 0 , h cL 0 and h cR 0 are concatenated to form the final vector r c . This is feasible because the character sequence is input and static, and previous work has demonstrated better capability of bi-directional LSTM for modeling sequences (Yao and Zweig, 2015) .
Integrating discrete features
Our model can be extended by integrating the baseline discrete features into the feature layer. In particular,
where f sep and f app represent the baseline sparse vector for SEP and APP features, respectively, and ⊕ denotes the vector concatenation operation.
Algorithm 2 Max-margin training with earlyupdate.
Training
To train model parameters for both the discrete and neural models, we exploit online learning with early-update as shown in Algorithm 2. A maxmargin objective is exploited, 3 which is defined as:
where Θ is the set of all parameters, {A g k } K n=1 are gold action sequences to segment the training corpus, A k is the model output action sequence, λ is a regularization parameter and η is used to tune the loss margins.
For the discrete models, f (·) denotes the features extracted according to the feature templates in Table 1 . For the neural models, f (·) denotes the corresponding h sep and h app . Thus only the output layer is updated, and we further use backpropagation to learn the parameters of the other layers (LeCun et al., 2012) . We use online Ada-3 Zhou et al. (2015) find that max-margin training did not yield reasonable results for neural transition-based parsing, which is different from our findings. One likely reason is that when the number of labels is small max-margin is effective. Table 3 : Hyper-parameter values in our model.
Grad (Duchi et al., 2011) to minimize the objective function for both the discrete and neural models. All the matrix and vector parameters are initialized by uniform sampling in (−0.01, 0.01).
Experiments

Experimental Settings
Data. We use three datasets for evaluation, namely CTB6, PKU and MSR. The CTB6 corpus is taken from Chinese Treebank 6.0, and the PKU and MSR corpora can be obtained from BakeOff 2005 (Emerson, 2005 . We follow Zhang et al. (2014) , splitting the CTB6 corpus into training, development and testing sections. For the PKU and MSR corpora, only the training and test datasets are specified and we randomly split 10% of the training sections for development. Table 1 shows the overall statistics of the three datasets. Embeddings. We use word2vec 4 to pre-train word, character and bi-character embeddings on Chinese Gigaword corpus (LDC2011T13). In order to train full word embeddings, the corpus is segmented automatically by our baseline model. Hyper-parameters. The hyper-parameter values are tuned according to development performances. We list their final values in Table 3 .
Development Results
To better understand the word-based neural models, we perform several development experiments.
All the experiments in this section are conducted on the CTB6 development dataset. 
Embeddings and beam size
We study the influence of beam size on the baseline and neural models. Our neural model has two choices of using pre-trained word embeddings. We can either fine-tune or fix the embeddings during training. In case of fine-tuning, only words in the training data can be learned, while embeddings of out-of-vocabulary (OOV) words could not be used effectively. 5 In addition, following Dyer et al. (2015) we randomly set words with frequency 1 in the training data as the OOV words in order to learn the OOV embedding, while avoiding overfitting. If the pretrained word embeddings are not fine-tuned, we can utilize all word embeddings. Figure 5 shows the development results, where the training curve of the discrete baseline is shown in Figure 5 On the other hand, with fine-tuning, the results are different. The model with beam size 1 gives better accuracies compared to the other models with the same beam size. However, as the beam size increases, the performance increases very little. The results are consistent with Dyer et al. (2015) , who find that beam-search improves the results only slightly on dependency parsing. When a beam size of 16 is used, this model performs the 5 We perform experiments using random initialized word embeddings as well when fine-tune is used, which is a fully supervised model. The performance is slightly lower. worst compared with the discrete model and the neural model without fine-tuning. This is likely because the fine-tuning of embeddings leads to overfitting of in-vocabulary words, and underfitting over OOV words. Based on the observation, we exploit fixed word embeddings in our final models.
Feature ablation
We conduct feature ablation experiments to study the effects of the word, character unigram, character bigram and action features to the neural model. The results are shown in Table 4 . Word features are particularly important to the model, without which the performance decreases by 4.5%. The effects of the character unigram, bigram and action features are relatively much weaker. 6 This demonstrates that in the word-based incremental search framework, words are the most crucial information to the neural model.
Integrating discrete features
Prior work has shown the effectiveness of integrating discrete and neural features for several NLP tasks (Turian et al., 2010; Table 5 : Main results on CTB60 test dataset.
2013; Durrett and Klein, 2015; . We investigate the usefulness of such integration to our word-based segmentor on the development dataset. We study it by two ways. First, we compare the error distributions between the discrete and the neural models. Intuitively, different error distributions are necessary for improvements by integration. We draw a scatter graph to show their differences, with the (x, y) values of each point denoting the F-measure scores of the two models with respect to sentences, respectively. As shown in Figure 6 , the points are rather dispersive, showing the differences of the two models.
Further, we directly look at the results after integration of both discrete and neural features. As shown in Table 4 , the integrated model improves the accuracies from 95.45% to 96.30%, demonstrating that the automatically-induced neural features contain highly complementary information to the manual discrete features. Table 6 shows the final results on CTB6 test dataset. For thorough comparison, we implement discrete, neural and combined character-based models as well. 7 In particular, the character-based discrete model is a CRF tagging model using character unigrams, bigrams, trigrams and tag transitions (Tseng et al., 2005) , and the character-based neural model exploits a bi-directional LSTM layer to model character sequences 8 and a CRF layer for Table 6 : Main results on PKU and MSR test datasets.
Final Results
output (Chen et al., 2015b) . 9 The combined model uses the same method for integrating discrete and neural features as our word-based model. The word-based models achieve better performances than character-based models, since our model can exploit additional word information learnt from large auto-segmented corpus. We also compare the results with other models. Wang et al. (2011) is a semi-supervised model that exploits word statistics from auto-segmented raw corpus, which is similar with our combined model in using semi-supervised word information. We achieve slightly better accuracies. Zhang et al. (2014) is a joint segmentation, POS-tagging and dependency parsing model, which can exploit syntactic information.
To compare our models with other state-of-theart models in the literature, we report the performance on the PKU and MSR datasets also. 10 Our combined model gives the best result on the MSR dataset, and the second best on PKU. The method of Zhang et al. (2013a) gives the best performance on PKU by co-training on large-scale data.
Error Analysis
To study the differences between word-based and character-based neural models, we conduct error analysis on the test dataset of CTB60. First, we examine the error distribution on individual sentences. Figure 7 shows the F-measure values of each test sentence by word-and characterbased neural models, respectively, where the xaxis value denotes the F-measure value of the word-based neural model, and the y-axis value denotes its performance of the character-based neural model. We can see that the majority scatter points are off the diagonal line, demonstrating strong differences between the two models. This results from the differences in feature sources. Second, we study the F-measure distribution of the two neural models with respect to sentence lengths. We divide the test sentences into ten bins, with bin i denoting sentence lengths in [5 * (i − 1), 5 * i]. Figure 8 shows the results. According to the figure, we observe that word-based neural model is relatively weaker for sentences with length in [5, 10] , while can better tackle long sentences.
Third, we compare the two neural models by their capabilities of modeling words with different lengths. Figure 9 shows the results. The perfor- mances are lower for words with lengths beyond 2, and the performance drops significantly for words with lengths over 3. Overall, the word-based neural model achieves comparable performances with the character-based model, but gives significantly better performances for long words, in particular when the word length is over 3. This demonstrates the advantage of word-level features.
6 Related Work Xue (2003) was the first to propose a charactertagging method to Chinese word segmentation, using a maximum entropy model to assign B/I/E/S tags to each character in the input sentence separately. Peng et al. (2004) showed that better results can be achieved by global learning using a CRF model. This method has been followed by most subsequent models in the literature (Tseng et al., 2005; Zhao, 2009; Sun et al., 2012) . The most effective features have been character unigrams, bigrams and trigrams within a five-character window, and a bigram tag window. Special characters such as alphabets, numbers and date/time characters are also differentiated for extracting features. Zheng et al. (2013) built a neural network segmentor, which essentially substitutes the manual discrete features of Peng et al. (2004) , with dense real-valued features induced automatically from character embeddings, using a deep neural network structure (Collobert et al., 2011) . A tag transition matrix is used for inference, which makes the model effectively. Most subsequent work on neural segmentation followed this method, improving the extraction of emission features by using more complex neural network structures. Mansur et al. (2013) experimented with embeddings of richer features, and in particular charac-ter bigrams. Pei et al. (2014) used a tensor neural network to achieve extensive feature combinations, capturing the interaction between characters and tags. Chen et al. (2015a) used a recursive network structure to the same end, extracting more combined features to model complicated character combinations in a five-character window. Chen et al. (2015b) used a LSTM model to capture long-range dependencies between characters in a sentence. Xu and Sun (2016) proposed a dependency-based gated recursive neural network to efficiently integrate local and long-distance features. The above methods are all character-based models, making no use of full word information. In contrast, we leverage both character embeddings and word embeddings for better accuracies. (Morita et al., 2015; Liu et al., 2016; Cai and Zhao, 2016) , which are different from our work in the basic framework. For instance, Liu et al. (2016) follow Andrew (2006) using a semi-CRF for structured inference.
We followed the global learning and beamsearch framework of Zhang and Clark (2011) in building a word-based neural segmentor. The main difference between our model and that of Zhang and Clark (2011) is that we use a neural network to induce feature combinations directly from character and word embeddings. In addition, the use of a bi-directional LSTM allows us to leverage non-local information from the word sequence, and look-ahead information from the incoming character sequence. The automatic neural features are complementary to the manual discrete features of Zhang and Clark (2011) . We show that our model can accommodate the integration of both types of features. This is similar in spirit to the work of Sun (2010) and Wang et al. (2014) , who integrated features of character-based and word-based segmentors.
Transition-based framework with beam search has been widely exploited in a number of other NLP tasks, including syntactic parsing (Zhang and Nivre, 2011; Zhu et al., 2013) , information extraction (Li and Ji, 2014) and the work of joint models (Zhang et al., 2013b; Zhang et al., 2014) . Recently, the effectiveness of neural features has been studied for this framework. In the natural language parsing community, it has achieved great success. Representative work includes Zhou et al. (2015) , Weiss et al. (2015) , Watanabe and Sumita (2015) and Andor et al. (2016) . In this work, we apply the transition-based neural framework to Chinese segmentation, in order to exploit wordlevel neural features such as word embeddings.
Conclusion
We proposed a word-based neural model for Chinese segmentation, which exploits not only character embeddings as previous work does, but also word embeddings pre-trained from large scale corpus. The model achieved comparable performances compared with a discrete word-based baseline, and also the state-of-the-art characterbased neural models in the literature. We further demonstrated that the model can utilize discrete features conveniently, resulting in a combined model that achieved top performances compared with previous work. Finally, we conducted several comparisons to study the differences between our word-based model with character-based neural models, showing that they have different error characteristics.
