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Resumen: Se analizan los referentes teóricos y conceptuales de la evaluación de ontolo-
gías para conocer los procedimientos utilizados en la evaluación de estos sistemas y 
establecer nuevas pautas para calibrar el sistema ontológico empleado por el progra-
ma Satcol, especializado en Ingeniería de Puertos y Costas. En el trabajo se describen 
las características de la ontología Onto-Satcol y se evalúa la misma mediante el uso 
de varios indicadores (léxicos, de recuperación de información y de la estructura sin-
táctica). Mediante un experimento llevado a cabo por 6 expertos, y con la ayuda de 
la herramienta Protex, se identifi can inconsistencias semánticas, estructurales y errores 
en la organización del conocimiento de dicha ontología.
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A model for ontology evaluation. The case of Onto-Satcol
Abstract: This paper analyzes the conceptual and theoretical framework for the evaluation 
of ontologies, in order to understand the procedures used in the evaluation of these 
systems and to establish new guidelines for evaluating the system employed by the 
ontological program, SATCOL, that specializes in Port and Coastal Engineering. This 
paper describes the characteristics of the Onto-SATCOL ontology and evaluates it by 
using several indicators (lexical, information retrieval, and syntactic structure). Through 
an experiment conducted by six experts aided by the tool, Protex, semantic and structural 
inconsistencies are identifi ed, as are errors in the ontology’s organization of knowledge.
Keywords: Ontologies, Ontology Evaluation, Domain ontologies, Ontological analysis and 
evaluation, port engineering, coastal engineering.
1. Introducción
En la representación del conocimiento es cada vez más común el uso de las 
ontologías como herramientas que permitan relacionar los conceptos que apare-
cen dentro de un área de conocimiento. Estas especifi caciones formales cuentan 
con varios mecanismos y fases para ser construidas, así como múltiples proyec-
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tos y publicaciones que respaldan la validez de todas las metodologías propues-
tas. En general, de todas ellas se puede concluir lo mismo: no hay un único 
camino para construir una ontología, pero el producto resultante debe ser con-
secuente con los orígenes que lo propiciaron.
Al mismo tiempo, y de casi forma natural, surge la necesidad de evaluar lo 
realizado. La mayoría de metodologías empleadas para la creación de las onto-
logías también incluyen un apartado dedicado a la evaluación del resultado. Pero, 
en casi todos los casos, esta evaluación está excesivamente mediatizada por el 
sistema empleado en la formalización [por ejemplo, methontology (Fernández-
López y otros, 1997)] o, directamente, no informa sobre cómo debe llevarse a 
cabo, pero sí indica la necesidad de ello [como sucede con Uschold (Uschold y 
King, 1995)], o es demasiado subjetiva [caso, por ejemplo, de la propuesta de 
Grunninger (Grunninger y Fox, 1995)].
Por otra parte, hay que recordar que una de las claves del éxito de las onto-
logías se encuentra en la posibilidad que ofrecen para su reutilización. Es decir, 
emplear total o parcialmente otra/s ontología/s para adaptarla/s a la nueva que 
se está creando. Si bien es cierto que cada ontología responde a una manera 
diferente de contemplar o comprender el estado de un conocimiento concreto, 
no es menos evidente que los conceptos, conceptos son, y siempre es posible 
emplear sólo elementos determinados en función de las necesidades (capturar la 
taxonomía principal o tratar la ontología origen únicamente como base termino-
lógica, obviando otras propiedades, axiomas, instancias, etc., para la ontología 
destino son las dos soluciones más comunes). Sea cual sea la opción, siempre 
es necesario realizar una evaluación de las ontologías candidatas con el fi n de 
averiguar cuál se adapta mejor a los requerimientos.
En la actualidad existen diversos mecanismos o métodos que permiten evaluar 
ontologías (Evermann y Fang, 2010; Staab, 2004). Los trabajos de Gómez-Pérez 
(Gómez Pérez, 1994) apuntan hacia la existencia de varias formas de evaluación 
de recursos ontológicos desde el punto de vista industrial, cognitivo y con el 
empleo de técnicas matemáticas generalmente conocidas como métricas. Varios 
proyectos de nivel ontológico (Yu y otros, 2009) han sido objeto de evaluación 
mediante el empleo de diversas técnicas y presupuestos teóricos, encaminados 
a evaluar esencialmente la expresión, la precisión, los problemas de diseño y las 
inconsistencias semánticas.
Una de las aplicaciones que se han desarrollado en el campo de la organi-
zación del conocimiento por medio de ontologías es Satcol (Leiva-Mederos y 
otros, 2009). Se trata de una aplicación que permite realizar procesos de minería 
de texto con los documentos de un corpus concreto, facilitando la creación de 
relaciones de acuerdo a la estructura gramatical y conceptual que presenten. Este 
programa emplea a un conjunto de autómatas que se encargan de la modelación, 
el análisis documental y la simulación del comportamiento de resumidores. Para 
llevar a cabo ese trabajo se emplea Onto-Satcol, ontología formada por una es-
trategia cognitiva y otra semántica que sirve para expresar las relaciones semán-
ticas, interpersonales y de guía en el trabajo de los agentes.
JOSE A. SENSO, AMED ABEL LEIVA-MEDEROS, SANDOR EDUARDO DOMÍNGUEZ-VELASCO
336 Rev. Esp. Doc. Cient., 34, 3, julio-septiembre, 334-356, 2011. ISSN: 0210-0614. doi: 10.3989/redc.2011.3.788
Al ser Satcol una herramienta para representar información en el terreno de 
la Ingeniería de Puertos y Costas, provoca que la ontología resultante sea «dife-
rente» al resto en cuanto a diseño y desarrollo. El hecho de no contar esta dis-
ciplina con diccionarios especializados y la ausencia de una teoría específi ca 
debido a la juventud de esta parcela del conocimiento, obligan a buscar métodos 
diferentes para la evaluación de la ontología. Onto-Satcol no posee los cánones 
clásicos (a nivel conceptual) de diseño ontológico como otros modelos de onto-
logías. Su estructura responde a la desambiguación del conocimiento generado 
en disímiles terrenos, entre los que se encuentran: medio ambiente, costas, puer-
tos, ingeniería de caminos y canales.
Con Onto-Satcol se pretendió solucionar el problema de integrar los conoci-
mientos que eran necesarios para la ingeniería de Puertos y Costas y contribuir 
así a la construcción de un sistema sumista que se apoyara en la semántica de 
la ontología para extraer, desambiguar y recuperar información.
Este artículo tiene como objetivo mostrar los pasos seguidos en la evaluación 
de la ontología Onto-Satcol, empleando para ello algunas métricas y principios 
específi cos desarrollados pensando en las características concretas de este sistema. 
De esa forma, además de medir su efi cacia, estaremos mostrando una metodo-
logía diferente para evaluar ontologías que se puede unir a las comentadas an-
teriormente.
2. Los métodos de evaluación de ontologías
Los modelos de evaluación de ontologías poseen diversas aplicaciones, de 
acuerdo a la ontología en cuestión que se esté analizando. Las formas de evaluar 
los sistemas ontológicos se han basado esencialmente en la semántica externa 
de las ontologías, la precisión de los modelos cognitivos, la estructura del cono-
cimiento representado así como en medidas basadas en los criterios de exhaus-
tividad y precisión (Kent, 1955) clásicos de la recuperación de información.
Los autores han decidido agrupar los métodos esenciales de evaluación en 
función a la fi losofía principal que motiva dicha evaluación (básicamente recu-
perar información, costo que supone su implementación, uso de métricas mate-
máticas y análisis de la taxonomía creada) para, después, pasar a describir el mo-
delo que servirá de base a la ontología Onto-Satcol. Teniendo en cuenta que el 
objetivo de este texto no es el de establecer una clasifi cación de sistemas y mé-
todos, algo que por otra parte ya ha sido propuesto en otros artículos que tratan 
ese tema de manera monográfi ca, como los de Brank (Brank y otros, 2005), Obrst 
(Obrst y otros, 2007) o Hartmann (Hartmann y otros, 2005), no se seguirá un 
esquema lingüístico o semántico en su listado, ni por supuesto un recorrido ex-
haustivo, sino que se desarrollará sobre parámetros de practicidad, ya que no to-
dos los métodos han sido igual de documentados ni implementados, por eso aquí 
mencionaremos únicamente aquellos que cuentan con información sufi ciente y 
clara, y que, además, hayan sido empleados con éxito en proyectos concretos.
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2.1. Empleo de criterios clásicos en la recuperación de información
La primera variante utiliza dos métricas estándar en la recuperación de infor-
mación para valorar la ontología: precisión (proporción de material relevante 
recuperado —bien por medio de clases o subclases, bien por medio de objetos 
asociados a éstas, etc.— del total de objetos recuperados) y exhaustividad (ca-
pacidad de la ontología para recuperar objetos —clases, subclases, documentos, 
etc.— relevantes del total de objetos relevantes almacenados en la ontología). En 
la mayoría de trabajos que han aplicado estos criterios se ha contemplado tanto 
la dimensión semántica, inherente a cualquier ontología, como la más pura ver-
tiente de recuperación de información.
La aportación más interesante en este tipo de trabajos la presenta Zhang 
(Zhang y otros, 2008) quien defi ende una relación puramente semántica del con-
cepto de precisión, dentro de la posición y evaluación de mapas ontológicos. 
Para evaluar dichos mapas él y sus colaboradores comparan los criterios neta-
mente semánticos con otros valores normalizados y simétricos.
Otro aspecto que caracteriza las evaluaciones realizadas a partir de estos cri-
terios es la multiplicidad de variantes que, tanto precisión como exhaustividad, 
pueden aportar, y que son comentados en diversas contribuciones, en la línea 
de la defendida por Ramos (Ramos y otros, 2009) que presenta una variante para 
calcular la exhaustividad y la precisión basada específi camente en las capacidad 
semántica de la ontología y su operatividad en determinado corpus. Sin embargo, 
las fórmulas con las que trabaja son las típicas de estos dos criterios, y los valo-
res resultantes deberían ser completados con la medida de F, que sirve para 
corregir el error de la distancia que se produce en aquellos casos en los que la 
exhaustividad y la precisión se compensan.
Un sistema que emplea un mecanismo parecido, y que presenta ese mismo 
inconveniente es Evalexon (Spyns, 2005), que trabaja de manera conjunta con la 
ontología y el corpus sobre el que ésta se ha generado. Emplea diversas técnicas 
de minería de texto para realizar una evaluación más conceptual que lingüística, 
ya que se preocupa más de cómo de apropiados son los términos escogidos para 
representar conceptos, en función de la frecuencia con la que esos términos 
aparecen tanto en la ontología como en el corpus.
El principal problema que presentan estos métodos de evaluación es la ne-
cesidad de un entrenamiento previo de los observadores, para que puedan va-
lorar las conclusiones de manera objetiva. En muchas ocasiones, los resultados 
no son los más factibles, debido a que tanto precisión como exhaustividad son 
dos cuestiones que se deben interpretar desde el punto de vista de la persona 
que interactúa con el sistema. El no contar con un criterio formal (expresado en 
cantidades) o una visión semántica clara (expresada por medio de la posición 
que existe entre el objeto que se obtiene y lo que el usuario necesita) son los 
principales hándicaps del empleo exclusivo de este método.
La segunda variante emplea las posibilidades que ofrece el modelo de espa-
cio vectorial (Salton y otros, 1975) dentro de una ontología y un corpus de tex-
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to. En este modelo de evaluación, que se denomina ontología de ajuste (ontolo-
gy fi t) y que fue propuesto por Brewster (Brewster y otros, 2004), se emplea una 
ontología base, que es comparada con la ontología que se desea generar. La idea 
sobre la que se construye ese sistema es el de evaluar el corpus de los textos 
empleados en la creación de la ontología en relación con las instancias de dicha 
ontología, construyendo un cluster que permita valorar el nivel de consistencia 
semántica alcanzado.
Los resultados deberían revelar si la metodología empleada para el diseño de 
la ontología ha sido la idónea, o si el corpus con el que se ha trabajado cumple 
con los estándares correctos, pero no se centra demasiado en valorar el nivel de 
recuperación de información obtenido, o las inconsistencias semánticas (taxono-
mías mal formadas, errores en la ubicación de las clases, axiomas mal declarados, 
descripciones simplistas de las clases por el uso incorrecto de anotaciones, etc.). 
Un ejemplo claro de difi cultad a la hora de aplicar esta técnica se produjo en el 
análisis de Wordnet (http://wordnet.princeton.edu/), donde existen instancias 
declaradas en diferentes partes de la ontología con evidente relación semántica 
entre ellas, pero sin que dicha relación esté explicitada de forma alguna (Fell-
baum, 1998). Según este sistema de evaluación, esa ontología tenía problemas 
metodológicos de construcción debido a ese tipo de relaciones, ya que era de-
tectado como un problema estructural, cuando precisamente era uno de los fuer-
tes de esta herramienta terminológica.
2.2. Sistemas centrados en el costo
A nadie se le escapa que el proceso de construcción de una ontología, inde-
pendientemente del modelo escogido (desde cero, con herramientas para la ob-
tención automática, o semi-automática desde información textual, desde modelos 
entidad/relación, aprendizaje, etc.), es posiblemente el más costoso, desde todos 
los puntos de vista, dentro de la representación del conocimiento. Tanto es así, 
que existen numerosos sistemas que hacen especial hincapié en este apartado 
cuando se evalúa una ontología. En ocasiones, demasiado.
Teniendo en cuenta que existe una estrecha relación entre la ingeniería de 
software y la construcción de ontologías (dependiendo del modelo escogido para 
la creación se pueden llegar a solapar diversas etapas), no son pocos los autores 
que han defendido la idea de adoptar sistemas híbridos basados en ambos. Así 
por ejemplo, Ontocom (Paslaru Bontas y Mochol, 2005) usa el sistema Cocomo 
(Constructive Cost Model) como principio para construir un mecanismo de eva-
luación de ontologías. Emplea para ello la unión de tres metodologías propias 
de la ingeniería de procesos, como son top-down, parametric y expert-based 
(Boehm, 1981) para analizar el costo de construcción, mantenimiento y reutiliza-
ción de la ontología teniendo en cuenta valores tales como el número de perso-
nas involucradas en la construcción, cantidad de horas dedicadas, tamaño de la 
ontología, etc.
Modelo para la evaluación de ontologías. Aplicación en Onto-Satcol
Rev. Esp. Doc. Cient., 34, 3, julio-septiembre, 334-356, 2011. ISSN: 0210-0614. doi: 10.3989/redc.2011.3.788 339
El principal problema que presentan este tipo de sistemas se localiza en la 
total ausencia de análisis de la estructura taxonómica creada, la semántica apor-
tada, las relaciones entre las propiedades, los axiomas, etc.
2.3. Basados en métricas
Aquí recopilamos aquellos sistemas que utilizan diferentes cálculos, general-
mente con base matemática, para valorar diversos aspectos de la ontología. Éste 
es el caso, por ejemplo, del modelo propuesto por Yao (Yao y otros, 2005), don-
de se emplean un determinado número de métricas de cohesión específi camen-
te creadas para su uso en ontologías. Están basadas en diferentes teorías mate-
máticas y analizan, fundamentalmente, la profundidad de la descripción en 
función del número de clases principales, subclases, notaciones formales, pro-
fundidad media del árbol taxonómico, etc. Para llevar a cabo su propuesta se 
evaluaron varias ontologías con licencia creative commons por medio de un par-
ser xml denominado OMP (Ontology Metrics Parser). Para la fase fi nal del expe-
rimento se empleó a 18 evaluadores con dilatada experiencia en el proceso de 
creación de ontologías, no tanto en la materia que era representada en dichas 
herramientas.
Otros sistemas de evaluación también emplean métricas diferentes, y, además, 
con objetivos distintos. Así, por ejemplo, OntoMetric (Lozano-Tello y Gómez-
Pérez, 2004), se centra más en analizar la posible reutilización de la ontología 
que la calidad de la misma. Para ello utiliza la jerarquía de procesos analíticos 
(Analytic Hierachi Process, AHP) como criterio para adoptar procesos de negocio 
a los ontológicos, analizando el contenido representado en la ontología, el len-
guaje con que la ontología es implementada, la metodología con la que se llevó 
a cabo la construcción de la ontología, el software empleado y el costo de uso 
del sistema.
En total, este sistema analiza 160 características diferentes, convirtiéndose en 
una de las metodologías más exhaustivas. Quizá el principal problema que ten-
ga es que, en ocasiones, está demasiado centrada en la reutilización de la onto-
logía, y no en la evaluación como herramienta para la recuperación de informa-
ción. En ese sentido, cabe destacar el trabajo de Sabou (Sabou y otros, 2006), 
que emplea un conjunto de variables muy parecidas a las de OntoMetric, pero 
orientadas hacia ese aspecto. Destaca el análisis que realizó sobre el conocido 
motor de búsqueda Swoogle (http://swoogle.umbc.edu/).
2.4. Sistemas basados en el análisis de jerarquías
Mediante este análisis, basado en la comparación, se facilita el estudio de la 
estructura conceptual de una ontología concreta para observar los posibles erro-
res de exhaustividad y precisión, además de otro tipo de restricciones. Emplea 
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como medida de evaluación el cálculo de distancias y la similaridad entre clases 
de las ontologías analizadas.
En esencia, compara una ontología con otra —que se considera como la «on-
tología ideal» o perfecta, que no necesariamente de ser de la misma temática, 
pero sí debe contar con similares características en cuanto a estructura y profun-
didad en la representación— asignando valores de 0 a 1 a cada una de las clases 
e instancias de ambas. Estos valores son los que se emplean para delimitar la 
distancia entre nodos, determinando el nivel léxico que existe entre las dos re-
presentaciones. Cuando más se aproximen a cero más iguales serán las ontologías 
y, por tanto, más cercana a la ontología ideal estará la creada.
Es un mecanismo parecido al empleado en OntoClean (Guarino y Welty, 2002) 
que, además de establecer criterios de selección de ontologías a partir de una 
taxonomía base, analiza la posible existencia de problemas de inconsistencia 
semántica y/o estructural. Se centra especialmente en las propiedades defi nidas 
en la ontología, sobre todo las relaciones «is a» y «part of», lo que en ocasiones 
conlleva evaluaciones demasiado simplistas si la ontología es conceptualmente 
muy amplia.
2.5. Otros sistemas de evaluación
En alguna de las metodologías comentadas anteriormente se hablaba de la 
existencia de observadores que, generalmente al fi nal del proceso, se encargaban 
de aplicar los criterios de calidad. Existen otras opciones, como por ejemplo, que 
sobre estos observadores recaiga un peso mayor. Aunque no suele ser muy ha-
bitual, por el elevado nivel de subjetividad que implica, no es menos cierto que 
existen experiencias basadas en esta idea.
En el trabajo de Fernández-Breis (Fernández-Breis y otros, 2009) se utiliza un 
sistema basado en la ISO 9126 que, aunque está pensada para la evaluación de 
la calidad del software, los autores logran adaptar al mundo de las ontologías, 
reconvirtiendo los 10 criterios generales de esta ISO en aspectos específi cos del 
análisis de aspectos internos, externos y de uso de las ontologías. Una vez con-
feccionada la plantilla, 8 alumnos de doctorado realizan la evaluación de dos 
versiones diferentes de una ontología especializada en biología.
Resulta evidente que, en este tipo de métodos, el peso que debe soportar la 
evaluación se encuentra sobre un terreno excesivamente subjetivo. Además de 
mencionar que criterios relacionados con la calidad y la cantidad de clases y sus 
relaciones no son analizados con la profundidad que se requiere. Algo que, por 
otra parte, no sucede con el sistema propuesto por Gangemi (Gangemi y otros, 
2005), quien emplea una meta-ontología (se trata de una propuesta meta-teórica 
sobre cómo se debe realizar la evaluación tanto de la ontología como de las 
anotaciones que incluya), denominada O y una ontología específi ca para la eva-
luación y validación, llamada oQual, que es la que incluye los parámetros a 
aplicar.
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Hemos dejado para el fi nal los métodos experimentales llevados a cabo por 
Evermann (Evermann y Fang, 2010), quien evalúa la ontología desde un para-
digma cognitivo, muy apegado a los principios del desarrollo de aplicaciones.
3. Errores frecuentes en el diseño de ontologías
Independientemente del esquema escogido para evaluar la ontología, lo nor-
mal es que se presente al fi nal un listado de errores, que pueden ser achacados 
a su creación, implementación en el sistema de información, disonancia entre el 
objetivo y lo realizado, etc. La importancia de éste determinará al fi nal el nivel 
de operatividad alcanzado con la misma. La tipología de errores en el diseño de 
ontologías va desde los fallos en la taxonomía y diseño, hasta equivocaciones en 
la semántica conceptual, en la postura estructural y en los axiomas que se de-
claran. Todas estas cuestiones son las causantes de los posibles bajos resultados 
cuando se realizan operaciones contra estos sistemas.
Son múltiples los errores que comprometen el desarrollo exitoso de una on-
tología. En el trabajo de Fahad (Fahad y Abdul Qadir, 2008) se describe un sin-
número de anomalías en el diseño ontológico. Dichos errores de diseño y concep-
ción pueden clasifi carse como simples errores de construcción, pues evidencian 
problemas en el diseño de las instancias y en la construcción de las clases del 
sistema ontológico. Otros autores, Staab, por ejemplo (Staab, 2004), analizan los 
problemas de construcción de las ontologías y los ponen en relación con los re-
sultados que acarrean estos fallos. Recogemos a continuación la relación de erro-
res más comunes, a partir de lo expuesto por Faha (Fahad y Abdul Qadir, 2008), 
Staab (Staab, 2004), Ning (Ning y Shihan, 2006), Maedche (Maedche y otros, 2003) 
y nuestra propia experiencia:
• Errores de ubicación: Se producen cuando no se tienen en cuenta la dis-
posición correcta de las clases y se solapan estas, principalmente por la 
existencia de cruces entre nodos y estructuras conceptuales (Ning y Shihan, 
2006). Suele suceder cuando una misma clase es defi nida como una sub-
clase y como una superclase al mismo tiempo en diferentes niveles de je-
rarquía de la ontología. Este tipo de errores se producen cuando, a la hora 
de construir las relaciones semánticas, no se realizan análisis lingüísticos 
y/o terminológicos de los conceptos, provocando una estructuración del 
conocimiento débil o poco coherente.
• Errores de distribución. Suele aparece cuando, a la hora de estructurar el 
conocimiento, los procesos creados se realizan desde una base netamente 
clasifi catoria. Es en ese momento cuando se puede producir una excesiva 
dependencia (genérico/específi co o «tipo de» y «subtipo de») entre las clases 
y las subclases (Ning y Shihan, 2006). Como resultado de este error apare-
cen clases que están mutuamente atadas a subclases disjuntas (Qadir y 
Noshairwan, 2007). Otra inconsistencia de este problema está en la frag-
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mentación de una clase en muchas subclases, sin tener en cuenta que las 
instancias de las subclases no necesariamente tienen que pertenecer a 
las subclases que se han declarado.
• Errores de inconsistencia semántica. Se produce al desarrollar una jerarquía 
de nodos para un concepto erróneo. Es decir, cuando en la jerarquía apa-
recen conceptos que no pertenecen a la clase principal. La razón principal 
de este error es el poco conocimiento semántico y terminológico del área 
del conocimiento con la que se está trabajando.
• Clases y clasifi caciones incompletas. En ocasiones se presta muy poca aten-
ción a elementos muy importante en la descripción, en la anotación y en 
la conceptualización de la ontología, cuestión que favorece la ambigüedad 
y entorpece la construcción de herramientas de razonamiento. Esto reper-
cute en clases o clasifi caciones poco documentadas.
• Omisión de conocimiento disjunto. Errores que ocurren cuando existe un 
gran número de clases y subclases, y en su creación se obvia la inclusión de 
axiomas, que tienen determinado grado de disjunción. Según Qadir (Qadir 
y Noshairwan, 2007) estos errores aparecen en la fase de diseño debido a 
la falta de conexión entre el desarrollador y los usuarios, lo que hace que 
se obtengan resultados catastrófi cos.
• Omisión de conocimiento por falta de exhaustividad. Se produce cuando 
los constructores de la ontología no crean restricciones de integridad, de-
clarando de forma arbitraria particiones y subclases de un mismo concepto. 
Con esto se deja en el aire la capacidad de exhaustividad del sistema, con-
duciendo a la redundancia.
• Errores de redundancia. La repetición de conceptos, lo que evidencia la 
falta de un plan en la confección de las taxonomías de base del sistema, 
como apunta Fahad (Fahad y Abdul Qadir, 2008).
• Errores en la poca especifi cación o delimitación de las propiedades de los 
componentes del sistema. Esto produce que el razonamiento se vea poco 
desarrollado, ya que se da una misma defi nición a todo, desde el punto de 
vista formal y conceptual.
• Errores por falta de exhaustividad en la declaración de etiquetas. Este error 
está muy asociado a la construcción de inferencias en las ontologías que 
generan su estructura usando OWL. Las etiquetas que deben ser desarro-
lladas o declaradas tienen que tener sufi cientes elementos y atributos para 
detallar correctamente un dominio, y contribuir a que los conceptos puedan 
estar asociados a determinadas propiedades. En algunos sistemas ontológi-
cos se pasa por alto esta propiedad, lo que hace que los modelos de razo-
namiento se vean desarticulados. Los problemas esenciales que se describen 
por este error son del tipo IFPO (Omisión de las Propiedades), es decir, 
que si no se declaran estos valores el sistema sólo identifi ca un único valor 
para un concepto y una sola clave en la base de datos.
• Errores por no describir correctamente el conocimiento. Lo que acarrea 
que no se reconozca exactamente qué elemento se está declarando en 
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cada concepto, ya que no hay defi niciones exactas para subclases y sus 
relaciones con los conceptos (Maedche y Staab, 2002). Esto obliga a 
una necesaria descripción de reglas que proporcionen criterios esencia-
les para la interacción con nuevos conceptos (Kuhn, 1979) que se creen 
en las subclases y sus relaciones, es decir, obliga a generar modelos de 
axiomas, complementaciones y restricciones para el trabajo con la onto-
logía.
• Errores de redundancia en las extensiones. Aparece cuando se describe un 
concepto como disjunto con otro concepto de la misma jerarquía (Kuhn, 
1979; Maedche y Staab, 2002).
4. Evaluación de Ontol-Satcol
Onto-Satcol es una ontología desarrollada para formalizar parte del conoci-
miento asociado al dominio de la Ingeniería de Puertos y Costas. Su nacimiento 
viene provocado por dos motivos: como herramienta para un sistema de desam-
biguación de textos científi cos, y para dar respuesta a la necesidad de paliar el 
desigual aumento de información en lo que se refi ere a la existencia de herra-
mientas terminológicas que faciliten la recuperación de información (taxonomías, 
tesauros y ontologías) dentro de esta área.
La Ingeniería de Puertos y Costas es un ejemplo de este último problema. 
Aunque se trata de una disciplina relativamente nueva, mezcla de la clásica In-
geniería de Caminos, Canales y Puertos y las ingenierías oceánica y naval, la 
notable evolución científi ca que ha experimentado debida al desarrollo de nuevas 
técnicas de construcción, explotación y gestión de estructuras y recursos marinos 
no ha sido sufi ciente como para que exista una formalización de las estructuras 
de conocimiento que representen los procedimientos, defi niciones, objetos y 
metaconocimiento que en ella se llevan a cabo.
Esto es fácilmente comprobable si se realiza una consulta simple sobre dos 
tipos de herramientas de ontologías, buscando por los términos —en español y 
su correspondiente en inglés— más representativos relacionados con cuatro dis-
ciplinas escogidas de forma aleatoria dentro de la Ingeniería (Agrícola, Geológi-
ca, Aeronáutica y Civil) a la que sumamos la Ingeniería de Puertos y Costas. El 
resultado será, por tanto, el número total de clases dentro de las ontologías que 
tratan, de una manera u otra, aspectos relacionados con dichas disciplinas y, por 
tanto, que permitan representar el conocimiento inherente a ellas. Para esta sen-
cilla demostración se emplean diversas herramientas:
• Buscadores de fi cheros OWL y, en general, cualquier tipo de lenguaje para 
ontologías:
— Swoogle (http://swoogle.umbc.edu/).
— Falcons (http://iws.seu.edu.cn/services/falcons/conceptsearch/index.jsp).
JOSE A. SENSO, AMED ABEL LEIVA-MEDEROS, SANDOR EDUARDO DOMÍNGUEZ-VELASCO
344 Rev. Esp. Doc. Cient., 34, 3, julio-septiembre, 334-356, 2011. ISSN: 0210-0614. doi: 10.3989/redc.2011.3.788
— Intellidimension (http://www.semanticwebsearch.com/query/?st=yss=ar
chitectureygo=search).
— Dr Watson (http://watson.kmi.open.ac.uk/editor_plugins.html).
• Repositorios de ontologías:
— OwlSight Ontology Repository (http://pellet.owldl.com/ontology- browse).
— OpenOntology Repository (http://ontolog.cim3.net/cgi-bin/wiki.
pl?OpenOntologyRepository).
— Tones (http://owl.cs.manchester.ac.uk/repository/).
Los resultados, plasmados en la fi gura 1, demuestran la poca formalización que 
tiene la disciplina de Ingeniería de Puertos y Costas, al menos en «formato onto-
logía», en relación con el resto dentro de su misma área de actuación. Como es 
bien sabido, no existen herramientas similares que permitan realizar este tipo de 
búsquedas sobre tesauros.
FIGURA 1
Número de clases y subclases en ontologías sobre ingeniería
Esta búsqueda demuestra que nuestra ontología es única en su tipo, al menos 
para los buscadores especializados. Con el fi n de evaluar Onto-Sactol se utiliza-
ron diversas métricas, sobre todo aquellas que facilitaran la evaluación de su 
diseño y aplicación en los procesos extractivos y semánticos.
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Se trata de una ontología de elevado nivel de complejidad, tanto por la te-
mática como por su desarrollo. Posee 6.284 conceptos en español y 23.546 ins-
tancias, formalizadas en OWL, al igual que los 89 axiomas que facilitan la estruc-
turación del conocimiento. Esta ontología posee, además, imágenes que están 
asociadas a los conceptos, así como una estructura conceptual que deriva rela-
ciones paradigmáticas con un elevado nivel de complejidad, parecido a Wordned 
y EuroWordned.
Los términos de la ontología están asociados a subclases que enuncian su 
estructura semántica (término, sustantivo, adjetivo, homónimo, merónimo, hipó-
nimo, hiperónimo, etc.). Cada término defi nido como clase principal tiene aso-
ciada una propiedad que se denomina translate, es decir, un conjunto de equi-
valencias para ese término en inglés y alemán. Se prefi rió este camino al uso de 
las anotaciones con el fi n de enriquecer las futuras búsquedas en otros idiomas. 
A la vez, cada término tiene asociada una imagen, almacenada en el sistema 
junto a su anotación, defi nida por las siguientes etiquetas:
• Connotativo: información sobre lo que connota el objeto.
• Denotativo: elementos que facilitan declarar aquellas características que se 
declaran en la imagen: dimensiones, estado físico, técnica de reproducción 
y obtención, etc.
• Palabras clave.
• URL: ubicación donde se encuentra ese archivo.
• Autor: responsable del documento y de su información.
• Datos onomásticos: personalidades, etc., incluidas en la imagen.
• Datos topográfi cos: lugar físico de donde se ha tomado la imagen.
El sistema ontológico trabaja con textos estructurados en RDF Schema, y con 
etiquetas que están en consonancia con la ontología, con lo que se facilita que 
un sistema automático (generalmente llevado a cabo por autómatas) realice ac-
ciones concretas en el documento (localizar nuevos documentos, conectar enla-
ces a clases, etc.) (véase fi gura 2).
La ontología cuenta también con un modelo de desambiguación de textos aso-
ciado a partir de las palabras que se marcan en el texto. Dicho modelo, empleado 
también para la recuperación de la información, se implementó con un sistema de 
anotación constituido por el conjunto de metadatos Dublin Core junto a otro  grupo 
de etiquetas creadas ad-hoc que tienen como fi nalidad el facilitar los procesos de 
recuperación, extracción, desambiguación y equivalencia semántica de los textos.
Este elevado nivel de complejidad obliga a que los procesos de evaluación de 
la aplicación sean desarrollados de forma diferente a los propuestos hasta la fecha, 
y ya comentados en el apartado 2 de este artículo. Se ha desarrollado un conjun-
to de medidas o métricas construidas a partir de las necesidades de los disímiles 
procesos que asume esta gran ontología. Los indicadores de análisis de la  ontología 
se han desarrollado a partir de las mismas métricas que se conocen, pero se les 
ha dado una connotación especial para adaptarlas a la aplicación que se  desarrolla.
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5. Indicadores para la evaluación: análisis
Los indicadores para la evaluación de esta ontología están pensados para eva-
luar los objetivos de la misma dentro de un sistema de extracción y desambigua-
ción de textos, con el fi n de introducir mejoras para futuras aplicaciones y sistemas. 
Para evaluar la ontología se han declarado indicadores léxicos, de recuperación 
de la información, de la estructura sintáctica y una fase de constatación.
5.1. Indicadores léxicos
Miden la calidad del léxico en lo referente a la cobertura temática, exhausti-
vidad de la anotación, redundancias semánticas, taxonomías ambiguas, capacidad 
de desambiguación y capacidad de traducción. A continuación se declaran las 
ecuaciones y la explicación de cada indicador:
FIGURA 2
Estructura sintáctica de los documentos de la ontología en RDF visualizada 
a través del editor XMLSpy
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Cobertura temática: una ontología tiene cobertura temática sufi ciente si for-
maliza la mayoría de los conceptos de la esfera del conocimiento que represen-
ta. En el caso de los sistemas que simbolizan una materia o conocimiento nuevo 
habría que verifi car cuál es el nivel de alcance de la ontología en cuanto a con-
ceptos dentro de esta ciencia nueva. Se desarrolla con la fórmula Ct = CCO/CCM, 
donde CCM representa las temáticas y CCO es la cantidad de conceptos que po-
see la ontología.
Exhaustividad de la anotación: valora el nivel de las anotaciones y su va-
lor semántico en el momento de representar la información. La fórmula emplea-
da es: EA = CNC/CN, donde EA es la exhaustividad de la anotación, CNC es la 
cantidad de notas correctas y CN es la cantidad de notas de la ontología. Se en-
tiende que una anotación es correcta cuando describe correctamente el objeto al 
que está asociado o cuando cumple de manera efi caz la función para la que se 
creó, ya que hay anotaciones que no necesariamente deben servir para defi nir 
conceptos. Dado que esta comprobación es un trabajo arduo y de difícil auto-
matización, se puede emplear una muestra representativa en lugar del análisis 
de la ontología completa. Cuanto más se aproxime el resultado a 1 mejor des-
crita estará la ontología.
Redundancias semánticas: la fórmula usada es: RSE = CCA/CCO, donde 
RSE son las redundancia semánticas, CCA la cantidad de conceptos ambiguos y 
CCO representa a la cantidad de conceptos de la ontología. Se entiende que un 
objeto es ambiguo cuando no está claramente defi nido su uso, no está bien ubi-
cado en la categoría que le corresponde, o cuenta con una descripción vaga. El 
objetivo es que haya cero redundancias semánticas.
Capacidad de desambiguación: se calcula con la fórmula CDA = NTDA/NTD, 
donde CA es capacidad de desambiguación, NTDA es el número de etiquetas 
desambiguadas en un documento y NTD responde al número de etiquetas mar-
cadas en el documento. Para su aplicación se calcula la sumatoria de cada resul-
tado de cada etiqueta desambiguada, entre las etiquetas de cada uno de los do-
cumentos de la colección de estudio declarado.
Capacidad de traducción: es la capacidad que tiene el sistema de realizar 
equivalencia en el texto con aquellos términos que poseen una etiqueta como 
marca (en nuestro caso, esa propiedad es «translate»). Se denota aquí como CT = 
= CTT/CTE, donde CTT es la cantidad de términos traducidos dividido entre la 
cantidad de términos equivalentes (CTE). No se trata de una capacidad excesi-
vamente desarrollada en las ontologías, pero que se consideró importante en 
función de los objetivos del proyecto dentro del cual se enmarca Onto-Satcol.
5.2. Indicadores de recuperación de información
Estos indicadores miden la efectividad de la ontología para recuperar infor-
mación relevante para el usuario, a partir de las medidas clásicas de recuperación 
de la información: precisión y exhaustividad. Dado que estas medidas están pen-
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sadas para evaluar la recuperación de información, hemos desarrollado una va-
riación con el fi n de que se pueda adaptar específi camente a la ontología que 
estamos analizando.
Precisión en la recuperación de documentos: esta medida estudia la ca-
pacidad del sistema para recuperar documentos relevantes a una petición de los 
usuarios. La fórmula es PrecD = CDR /CDO, donde CDR es la cantidad de docu-
mentos recuperados y CDO la cantidad de documentos en la ontología.
Precisión en la recuperación de documentos de tipo 2: es la capaci-
dad de la ontología de devolver imágenes relativas a algún elemento lingüístico, 
y se calcula con PrecD2 = CIR /CIO, donde CIR es la cantidad de imágenes re-
cuperadas y CIO es la cantidad de imágenes que han sido descritas en la onto-
logía.
Exhaustividad: es la proporción de material relevante recuperado, del total 
de objetos relevantes de la ontología, y se calcula con la fórmula ExausD = DR/ 
/CDOst, donde DR es la cantidad de objetos relevantes a la solicitud y CDOst, es 
la cantidad de objetos que existen sobre ese tema en la ontología.
5.3. Indicadores para la evaluación de la estructura sintáctica
Para evaluar la ontología a nivel sintáctico utilizamos Protex, una herramien-
ta desarrollada específi camente para este sistema de información. Protex (Domí-
guez, 2010) está desarrollado a partir de un algoritmo que genera un parser y 
un analizador sintáctico escrito en Phyton, permitiendo la visualización de los 
elementos de una taxonomía al igual que las herramientas Case (Computer Aided 
Software Engineering) desarrolladas a tales efectos. El objetivo de esta fase del 
análisis es la localización de incumplimientos en los estándares ontológicos como 
OWL (Ontology Web Language), RDF (Resource Description Framework) y DAML 
(Darpa Agent Markup Lenguaje). Protex fue creado con la fi nalidad de permitir 
localizar los siguientes errores:
• Identifi cación de solapamiento en el desarrollo de clases
• Localización de conceptos vacíos
• Omisión de conocimiento disjunto
• Omisión de conocimiento por falta de exhaustividad
• Conceptos mal formulados
5.4. Adecuación de los requerimientos
Como en todo sistema ontológico que se evalúa, siempre se hace imprescin-
dible valorar los resultados del proceso. Para ello es obligatorio decidir si la on-
tología cumple claramente con los estándares internacionales y si los resultados 
que arroja la investigación empírica tiene la validez necesaria para ser tomados 
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en cuenta De lo contrario habrá que comenzar desde el inicio para valorar las 
defi ciencias.
6. Experimento
Para llevar a cabo la evaluación se han escogido a 6 expertos en el tema de 
la Ingeniería de Puertos y Costas. En otros métodos, como los comentados an-
teriormente en el apartado 2, se suele elegir principalmente a expertos en onto-
logías antes que a expertos del área de conocimiento. Entendemos que esa opción 
aporta una visión excesivamente sesgada de la evaluación, muy centrada en la 
ontología y poco en el grado de concreción de la organización del conocimien-
to plasmada, y por eso hemos optado por esta otra. Ellos serán los que analiza-
rán los documentos y la estructura semántica de la ontología, y verifi carán la 
precisión y la exhaustividad de cada una de las preguntas empleando los indi-
cadores anteriormente descritos. Para llevar a cabo su trabajo emplearon Protex 
ya que, por un lado permite la navegación dentro de la ontología, y por otro 
tiene implementados gran parte de los indicadores propuestos en este modelo, 
por lo que puede generar los informes necesarios para proceder a la evaluación.
7. Resultados
7.1. Indicadores léxicos
Se valoran a partir de los datos aportados por los observadores, analizando el 
nivel de cobertura temática alcanzado en los nodos principales de la ontología. 
Cada experto anota el número de nodos temáticos que cree se corresponden con 
el dominio que representa. Los resultados han sido calculados de forma individual 
para cada uno de los procesos, añadiendo una variación en la fórmula básica para 
el cálculo fi nal. El cálculo de la cobertura temática (Ct = CCO/CCM) será la media 
de resultados aportados por cada observador (Ct1=CCOb1/CCM). En nuestro caso, 
el resultado fi nal ha sido 0,7 lo que indica que sólo un 70 % de los conceptos re-
lativos a ese dominio están representados conceptualmente en esa ontología (véa-
se tabla I). En parte es lógico este resultado, ya que la ontología está todavía en 
proceso de creación, y aún no se ha terminado de vaciar una parte del corpus. La 
inclusión de los conceptos que faltan implica, además, el establecimiento de rela-
ciones con los que ya existen, la creación de axiomas para facilitar su comporta-
miento y añadir la correspondiente anotación para la descripción y posterior recu-
peración. Por ejemplo, se constató con este indicador que una de las clases menos 
desarrolladas era «Procesos naturales» (fi gura 3), que aglutina todos aquellos pro-
cesos que lleva a cabo la propia naturaleza, y que no ha sido estudiada del todo 
en esta fase de creación de la ontología. Esto sucede especialmente con los «suce-
sos bióticos», la «abrasión», los «procesos hidrodinámicos» y los «eventos hidrológicos».
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TABLA I
Indicadores de Evaluación Léxica
Indicadores Valor
Cobertura temática 0,7
Exhaustividad de la anotación 0,16
Redundancias semánticas 0,15
Capacidad de desambiguación 0,88
Capacidad de traducción 0,78
FIGURA 3
Representación gráfi ca de los nodos principales de la ontología por medio 
de la herramienta Jambalaya
Aquellas clases que cuentan con muchas subclases ofrecen una representación formada por muchos cuadros 
pequeños. Por el contrario, los cuadros grandes —caso de «procesos naturales», que aparece abajo a la derecha 
y ampliado abajo a la izquierda— se muestran como un gran cuadrado vacío, lo que implica una mala repre-
sentación de la clase.
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Para el cálculo de la exhaustividad en la anotación los expertos dividieron la 
ontología en 6 secciones, y tenían como objetivo valorar todas las notas que no 
estaban correctas. De las 23.546 instancias sólo 376 estaban correctas, lo que  otorga 
un valor de 0,16. Esto indica que las anotaciones no son efi cientes, lo que puede 
impedir una buena recuperación de la información y provocar una baja relevancia. 
Una parte de esas instancias son ejemplos de clases (por ejemplo, los diferentes 
grados con los que se mide un terremoto en la escala Richter, o las denominacio-
nes para el oleaje —marejadilla, marejada, gruesa, arbolada, montañosa— en la 
escala Douglas) y otra parte pueden ser clases que, con el fi n de agilizar las con-
sultas, en ocasiones se convierten en instancias, aunque su naturaleza siga siendo 
la de clase. Esta técnica se emplea sólo en aquellas consultas en las que no sea 
necesario inferir conocimiento, puesto que cuando una clase se convierte en ins-
tancia pierde la mayoría de las relaciones que la conectan con el resto de clases.
Para analizar las redundancias de signifi cado se utilizó la estructuración Sen-
se de la herramienta PROTEX, la cual brindó a los expertos la posibilidad de 
visualizar los nodos para determinar, mediante etiquetado, aquellas redundancias 
semánticas. El índice resultante fue de 0,15, lo que indica que el nivel de repre-
sentación en una buena cantidad de términos es relativamente bajo. Ese nivel de 
ambigüedad conceptual es muy importante, y posiblemente esté debido a la ex-
tensión de la ontología, lo que nos indica que es necesario hacer cambios en la 
estructura de la misma con el fi n de tener mejores resultados. No obstante, de-
pendiendo del nivel de profundidad de los nodos se observaba una varianza 
evidente en cuando a la ambigüedad se refi ere. Esto podía ser debido a que 
algunas subáreas de conocimiento estaban mal representadas, pero no todas (fi -
gura 3). Por ese motivo realizamos un test de desambiguación.
Con el fi n de conocer si la ontología se podría emplear como herramienta para 
desambiguar textos especializados se han seleccionado 50 documentos de ese tipo 
debidamente etiquetados con RDF. En cada uno de ellos se han marcado palabras 
clave, así como verbos, sustantivos, adjetivos y frases semánticas. Los textos fueron 
sometidos a desambiguación, por medio de la opción correspondiente de la he-
rramienta Protex. De las 890 palabras marcadas en cada texto se desambiguaron 
789, con un nivel de desambiguación de 0,88, lo que indica que el sistema es 
bastante fi able en cuanto a desambiguación y trasformación del corpus.
Para el estudio de la capacidad de traducción se analizaron 50 textos, en los 
cuales aparecían 150 marcas de equivalencia, que permitieron la traducción de 
118 términos, lo que evidencia que se consigue un índice elevado de traducción, 
0,78, en función de la muestra.
7.2. Precisión en la recuperación de documentos
Para analizar este indicador se pidió a los expertos que realizaran 15 búsquedas 
en el sistema y que midieran la relevancia de los documentos recuperados. Con el 
fi n de difi cultar más el proceso, y aumentar el riesgo de ruido, las consultas  estaban 
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formadas por un único término. El resultado fue que de los 2.890 documentos de 
media recuperados, 2.345 de media eran relevantes, evidenciando un elevado nivel 
de relevancia, un valor medio de 0.81. En cuanto a la recuperación de docu mentos 
de tipo dos, es decir, material no textual, se recuperaron todas las imágenes del 
sistema para las 15 peticiones, aportando un valor de 1. Esto indica que el sistema 
es confi able en lo que respecta a precisión cuando recupera material no textual.
7.3. Indicadores de evaluación de la estructura sintáctica
La herramienta empleada para estos cálculos, Protex, descubrió la existencia 
de 26 clases que poseen un nombre diferente, pero un contenido (expresado en 
la anotación) similar, por tanto, se solapan. Se han visualizado 69 conceptos va-
cíos, es decir, con errores de signifi cado, eso crea problemas semánticos y hace 
más compleja la taxonomía. En la ontología se han encontrado 89 errores al tra-
tar conocimiento disjunto y 67 conceptos macro, que poseen igual número de 
sub-conceptos con igual estructura jerárquica. De igual forma aparecen 67 pro-
blemas por conceptos mal descritos por falta de calidad en la exhaustividad en 
la descripción de los documentos (tabla II). Para solucionar de manera automa-
tizada estos problemas se está analizando la posibilidad de integrar en el sistema 
ORE-Tool (Ontology Repair and Enrichment), de la Universidad de Leipzig, que 
permite depurar inconsistencias y crear axiomas de manera automática.
TABLA II
Problemas de sintaxis y semántica. Se muestra el número de clases 
que han presentado problemas después del cálculo realizado con Protex 
y el porcentaje que supone esas clases erróneas con respecto al número total 
de clases de la ontología
Conceptos 
vacíos
Conocimiento 
disjunto
Conceptos 
macro
Descripciones 
erróneas
Clases solapadas
0,11 0,14 0,11 0,11 0,04
69 89 67 67 26
Este experimento no puede terminar hasta que no exista una verifi cación de 
la exactitud de los datos y la calidad de los mismos. Para ello se decidió formu-
lar algunas preguntas que facilitarán la detección de los conceptos, la traducción 
y la desambiguación. Estas preguntas fueron las siguientes:
1. ¿Cuáles son los efectos que produce la marea en la costa de Cantabria?
2. ¿Cuáles son las centrales azucareras más contaminantes de Cuba?
3. ¿Con qué sustancia química se hace la espectrografía de gases?
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4. ¿Cuáles son las zonas geográfi cas de menor desarrollo portuario?
5. ¿Cuál es la traducción del término «rompiente de derrame» en alemán?
6. ¿Cuál es su contexto de aplicación?
7. ¿Cuántas imágenes de derrame de petróleo existen en la ontología?
Los resultados de estas preguntas demostraron valores muy similares a los 
observados durante los experimentos, con lo que queda demostrada la veracidad 
de la información proporcionada por el experimento. Las respuestas a estas inte-
rrogantes fueron contestadas por la ontología con los siguientes niveles (tabla III).
TABLA III
Nivel de respuesta del sistema en la fase de adecuación
Exhaustividad Precisión
Pregunta 1 0,5 0,832
Pregunta 2 0,3 0,901
Pregunta 3 0,5 0,700
Pregunta 4 0,7 0,892
Pregunta 5 0,1 0,823
Pregunta 6 0,1 0,992
Pregunta 7 0,2 0,657
8. Conclusiones
Estamos ante un modelo de evaluación de ontología que, si bien emplea con-
ceptos clásicos en el desarrollo de las ontologías, también aporta nuevos paráme-
tros para el quehacer de las evaluaciones de estos sistemas. Máxime si represen-
tan el conocimiento de dominios noveles, construidos a partir de otras disciplinas.
Los dos principales problemas detectados en los sistemas de evaluación em-
pleados en la actualidad se centran en un exceso de peso por parte de las apor-
taciones de los observadores, y en contar con una visión centrada únicamente 
en una o dos dimensiones del problema ontológico. El modelo propuesto aquí 
emplea diferentes criterios para evaluar parámetros relacionados con cuestiones 
léxicas (midiendo la cobertura temática, la anotación, las redundancias semánticas, 
la capacidad de desambiguación y la de traducción), de recuperación de infor-
mación y de la estructura sintáctica. Es decir, que se aporta una visión que con-
templa las tres dimensiones de una ontología.
Este modelo de evaluación ha permitido desarrollar nuevas formas de reco-
nocer en la ontología patrones de relevancia semántica y establecer equivalencias 
para la traducción y desambiguación.
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Aunque el proceso de evaluación de la ontología no se suele contemplar en 
muchas de las metodologías para la construcción de ontologías, los resultados 
de la evaluación permiten conocer los errores del sistema antes de su puesta en 
marcha, por lo que entendemos que debería de formar parte de ésta, favorecien-
do la construcción por medio de la retroalimentación.
Por otra parte, pensamos que queda patente la necesidad de contar con he-
rramientas que faciliten el proceso de evaluación. Si bien es cierto que en la 
mayoría de métodos propuestos este apartado no se suele tocar demasiado, es 
impensable realizar el proceso de la evaluación de manera manual. En nuestro 
caso la  aplicación Protex, creada específi camente para este proyecto, se ha per-
fi lado como un instru mento fundamental en el marcado automático de errores 
en la ontología y la visualización de los nodos y los conceptos. Esto ha facilita-
do la eliminación de inconsis tencias semánticas, estructurales y ambigüedades en 
los conceptos de la ontología.
Como trabajo futuro, y no necesariamente relacionado con el proceso de 
evaluación, será imprescindible seguir desarrollando la ontología Onto-Satcol, ya 
que ha quedado patente que cuenta con numerosas inconsistencias semánticas 
que ponen el peligro su puesta en marcha dentro de un sistema de mayor cala-
do. Por otra parte, se hace necesario minimizar su complejidad, ya que puede 
ser causante de un hecho que no ha sido contemplado en esta evaluación, pero 
que se planteará en una revisión del modelo propuesto. Se trata del tiempo que 
el sistema tarda en dar respuesta a las preguntas de los usuarios.
Es evidente que existen y existirán muchas formas para evaluar las ontologías. 
Sin embargo será necesario que estos mecanismos de evaluación vayan en bus-
ca de análisis integrales de los sistemas ontológicos, de manera que los mismos 
puedan ser valorados en su totalidad. Las ontologías de dominios de conocimien-
to nuevo tienen que buscar mejores formas de presentación para que su repre-
sentación cognitiva sea cada vez más apegada a las necesidades de los futuros 
usuarios. Es por ello que en los nuevos métodos de evaluación el usuario fi nal 
debe tener una marcada interacción en los procesos evaluativos.
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