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ABSTRACT
Observations have revealed a relative paucity of red giant (RG) stars within the central 0.5 pc in
the Galactic Center (GC). Motivated by this finding we investigate the hypothesis that collisions
of stars with a fragmenting accretion disk are responsible for the observed dearth of evolved stars.
We use 3-dimensional hydrodynamic simulations to model a star with radius 10R and mass 1M,
representative of the missing population of RGs, colliding with high density clumps. We find that
multiple collisions with clumps of column density & 108 g cm−2 can strip a substantial fraction of the
star’s envelope and in principle render it invisible to observations. Simulations confirm that repeated
impacts are particularly efficient in driving mass loss as partially stripped RGs expand and have
increased cross sections for subsequent collisions. Because the envelope is unbound on account of the
kinetic energy of the star, any significant amount of stripping of the RG population in the GC should
be mirrored by a systematic decay of their orbits and possibly by their enhanced rotational velocity.
To be viable, this scenario requires that the total mass of the fragmenting disk has been several orders
of magnitude higher than that of the early type stars which now form the stellar disk in the GC.
Subject headings: Galaxy: center – stars: late type – hydrodynamics
1. INTRODUCTION
Encounters of stars with a nuclear accretion disk are
likely to play an important role in the appearance and
evolution of nuclear regions in galaxies. In this pro-
cess, both the accretion disk and the nuclear star clus-
ter (NSC) may be affected. For example, gravitational
torquing and impacts by the cluster stars can enhance
angular momentum transport in the nuclear accretion
disks (Ostriker 1983), produce bright hot spots (Zentsova
1983) and result in hotter disks (Norman & Silk 1983;
Perry & Williams 1993). Stellar impacts can also lift
off filaments of gas from the disk surface which have
been proposed as the origin of the broad emission lines
in quasars (Zurek et al. 1994).
On the other hand, cluster stars can lose orbital en-
ergy and angular momentum in each collision with the
disk causing the systematic decay of their orbits around
the central supermassive black hole (SMBH; Rauch 1995;
Karas & Sˇubr 2001). It was found for example that the
star-disk interactions tend to order stellar orbits, drag-
ging them into the disk plane, while star-star collisions
tend to scatter them (Vilkoviskij & Czerny 2002). Stars
that loose a sufficient amount of orbital energy and mo-
mentum can be brought to co-rotation with the disk and
continue to spiral in until they are tidally disrupted or
collide with other stars (Syer et al. 1991). If a star in
question happens to be a white dwarf, it could gain a
substantial amount of mass through accretion and burst
repeatedly as a nova (Shields 1996). Alternatively, com-
pact objects may spiral in to the center of the cluster
and coalesce with the SMBH through emission of gravi-
tational waves.
Given a rich phenomenology of star-disk interactions it
is interesting to consider whether any of these phenom-
tkieffer3@gatech.edu, tamarab@gatech.edu
ena operate in our own Galactic Center (GC), which is
one of the best laboratories for high resolution studies
of nuclear stellar dynamics. Stellar impacts for example
have been proposed as an explanation for the luminous
X-ray flares (Nayakshin et al. 2004; Dai et al. 2010) that
have been observed in the GC (Baganoff et al. 2001). It
has also been suggested that star-disk interactions can
have important implications for the properties and ap-
pearance of the NSC in the GC (Ghez et al. 2005; Genzel
& Karas 2007; Gillessen et al. 2009).
These studies provide a broader context for the ques-
tion investigated in this paper, which pertains to the im-
pact of star-disk interactions on the population of red
giant (RG) and horizontal branch (HB) stars in the GC.
The motivation for this investigation stems from obser-
vations that indicate a relative paucity of evolved stars
and a high concentration of younger, hot blue stars in
the central half-parsec (Krabbe et al. 1991; Najarro et al.
1994; Buchholz et al. 2009; Do et al. 2009; Bartko et al.
2010; Støstad et al. 2015). Down to their limiting mag-
nitude (Ks ∼ 18) these surveys indicate that the missing
late type stars comprise RGs and HBs with age & 1 Gyr
and mass in the range 0.5 − 4M (Genzel et al. 2010).
For brevity, we will only refer to the RG population in
the remainder of the manuscript while keeping in mind
both populations of evolved stars.
If the early and late type stellar populations evolved
under similar conditions, both should exhibit a character-
istic, cuspy distributions centered on the SMBH. The in-
dication that the two distributions differ however points
to a mechanism that can create a core in the observed
population of RGs, by either removing them physically
or by rendering them unobservable. Proposed explana-
tions for the dearth of RGs within the central parsec
of the GC include star-star collisions (Genzel et al. 1996;
Davies et al. 1998; Bailey & Davies 1999; Alexander 1999;
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Dale et al. 2009), MBH binaries scouring out a core in
the GC via three-body interactions (Baumgardt et al.
2006; Portegies Zwart et al. 2006; Matsubayashi et al.
2007; Lo¨ckmann & Baumgardt 2008; Gualandris & Mer-
ritt 2012), and infalling star clusters (Kim & Morris 2003;
Ernst et al. 2009; Antonini et al. 2012). All of these mech-
anisms have encountered varying degrees of difficulty in
explaining the properties of the observed stellar popula-
tions in the GC.
More recently, Amaro-Seoane & Chen (2014) (here-
after, ASC) proposed that the observed distribution of
the RG stars can be a consequence of the star-disk colli-
sions. This hypothesis is motivated by the observational
evidence for a disk of early-type stars surrounding the
SMBH and extending from approximately 0.04 pc out
to 0.5 pc (Paumard et al. 2006; Lu et al. 2009; Bartko
et al. 2009; Støstad et al. 2015). These are Wolf-Rayet
and O-type (WR/O) stars with the age of only several
Myr and masses in the range 10 − 60M. The exis-
tence of the stellar disk is indicative of in-situ star for-
mation which presumably started with fragmentation of
a gravitationally unstable nuclear gas disk (Levin & Be-
loborodov 2003; Levin 2007; Alexander et al. 2008). In
the star-disk collision scenario the RGs in the NSC collide
with dense clumps in the fragmenting disk. Because they
have compact cores surrounded by tenuous outer layers,
RGs are particularly vulnerable to collisions, which can
lead to large amounts of mass loss from the star. It
follows that collisions of RGs with the fragmenting ac-
cretion disk could potentially render them “invisible” to
observations or even completely disrupted.
In this work we test the hypothesis that the missing
RGs are a result of impacts with a fragmenting disk via
high resolution hydrodynamic simulations. This inves-
tigation is preceded by that of Armitage et al. (1996)
who used smoothed particle hydrodynamic simulations
to study whether stripped RGs are a significant source
of fuel for SMBHs in active galactic nuclei (AGN). They
show that RGs with R∗ ≈ 150R can in some cases be
completely stripped of their outer envelope leaving only
the central high density core, in agreement with the more
recent analytic results of ASC.
Here we focus on more compact stars with radii R∗ ≈
10R and mass M∗ ≈ 1M that are representative of
the missing population of RG and HB stars in the GC.
Because a smaller stellar radius implies higher binding
energy of the envelope, evolved stars with these proper-
ties are harder to strip and disrupt. As a consequence,
significant mass loss for the RGs in the GC can occur
only in the late stages of nuclear disk fragmentation and
after multiple collisions with high density clumps. Given
these more stringent criteria motivated by our simula-
tions, we re-evaluate the hypothesis that star-disk colli-
sions are responsible for the dearth of the late type stars
in the central 0.5 pc of our Galaxy.
This paper is organized as follows: in §2 we give an
overview of the numerical methods and initial conditions
for the star and disk configuration. In §3 we present the
results of the study, in §4 discuss their implications and
limitations and conclude in §5.
2. NUMERICAL SETUP
We construct models in a Cartesian coordinate system
(x, y, z) with a cubic spatial domain centered on the star.
The size of the domain is defined by x = ±2R∗, y =
±2R∗, z = ±2R∗, where R∗ is the radius of the star.
A base numerical resolution used in the majority of the
simulations is 1283 unless noted otherwise. All boundary
surfaces use a zero-gradient outflow boundary condition
(i.e., the fluid may freely flow out) except for the surface
through which matter, representing a local region of the
accretion disk, flows into the domain. In this setup, we
are essentially placing the RG in a “wind tunnel”. Before
impacting the disk the star is momentarily immersed in
a low density atmosphere, ρa = 10
−15ρc,0 where ρc,0 is
the central density of the RG at the beginning of the
simulation.
To simulate the star-disk encounters we use a version
of the hydrodynamic code VH-1 (Hawley et al. 2012) to
solve the equations for inviscid flow of an ideal compress-
ible gas. VH-1 is a grid based parallel code that combines
a three-dimensional finite difference approach for hydro-
dynamics and a spectral co-location technique for the
self-gravity (see Cheng & Evans 2013, for description of
the implementation, tests and applications). The code is
based on the Piecewise Parabolic Method (PPM; Colella
& Woodward 1984) and uses the Lagrangian-remap for-
mulation of the method.
2.1. Properties of the star
A modeled star has the initial radius R∗ = 10R and
mass M∗ = 1M, similar to the properties of the missing
giants in the GC. We describe it as a self-gravitating
atmosphere in hydrostatic equilibrium with a polytropic
equation of state, P = KρΓ, where K is the polytropic
constant, Γ = 1 + 1/n is the adiabatic index, and n is
the polytropic index. The initial density profiles of the
stars are constructed by numerically solving the Lane-
Emden equation for n = 3/2 and n = 3, corresponding
to Γ = 5/3 and Γ = 4/3, respectively (Chandrasekhar
1967). Regardless of the structure of the star we evolve
the properties of the gas everywhere in the computational
domain using the equation of state of ideal gas and a fixed
adiabatic index γ = 5/3.
The left panel of Figure 1 shows the initial density
profiles for Γ = 5/3 (solid) and 4/3 (dashed) mod-
els. Both are normalized to the initial central density
of the star which for Γ = 5/3 (Γ = 4/3) corresponds
to ρc,0 = 8.4 × 10−3 g cm−3 (ρc,0 = 7.6 × 10−2 g cm−3).
Note that the central densities of RG stars are in reality
much higher (∼ 105 g cm−3) within the central ∼ 109cm
in the stellar core. Our polytropic stellar models do not
capture this peak in the central density but can rather
be thought of as the density distribution of an extended
envelope in hydrostatic equilibrium. We discuss further
the implications of this choice in § 4.
The right panel of Figure 1 shows the initial column
density profiles for the same two models. The ”kink” in
the Γ = 4/3 column density profile that appears close
to the star surface is the artifact that arises from the
polynomial interpolation and integration of the numeri-
cal solution to the Lane-Emden equation. Since the mass
of the stellar envelope enclosed in the kink region is neg-
ligible, we conclude that this artifact does not affect the
stability of the modeled star or results of our simulations.
While neither polytropic profile is a precise descrip-
tion of the RG structure, together they outline a family
of models representative of the low mass stars (M∗ ∼
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Fig. 1.— Left: Initial density profiles of simulated RGs: Γ = 5/3 (blue, solid) and 4/3 (red, dashed). Right: Initial column density
profiles for the same two models. Horizontal lines at 107 and 108 g cm−2 correspond to column densities of simulated clumps. The ”kink”
in the Γ = 4/3 profile close to the surface of the star is a numerical artifact (see the text).
0.1M, Γ = 5/3) to moderate mass stars with compact
cores (M∗ ∼ 1M, Γ = 4/3). A majority of our simula-
tions focus on the polytropic model Γ = 5/3 due to the
numerical facility, since simulation of a Γ = 4/3 model
requires numerical resolution higher than 2563 in order
to resolve the steep pressure and density gradients in the
compact core region at radii < 0.3R∗ (left panel of Fig-
ure 1). This makes Γ = 4/3 models > 24 times more
computationally expensive relative to the remainder of
the simulations in this study. We discuss the conver-
gence of our models as a function of numerical resolution
in more detail in the Appendix. In Table 1 we name
Γ = 5/3 runs with the letter “A” and Γ = 4/3 runs with
“B”. The second component in the run names marks nu-
merical resolution, when it is different from the baseline
resolution of 1283. For example, run A7 256 corresponds
to the Γ = 5/3 model and numerical resolution of 2563.
We assume that the velocity of a star-disk encounter is
comparable to the orbital velocities of the stars about the
center of the NSC, which within the radius of r ≤ 0.5 pc
correspond to v∗ = (GM•/r)1/2 & 200 km s−1 (Trippe
et al. 2008). Here we account for the mass of the black
hole in the GC (M• = 4.3 × 106M; Ghez et al. 2008;
Gillessen et al. 2009) and neglect the contribution due
to the mass of the enclosed NSC stars, which at r ≤
0.5 pc is about an order of magnitude lower than that of
the SMBH (Scho¨del et al. 2009). We therefore simulate
the initial encounter velocities in the range from 150 to
1200 km s−1, as outlined in Table 1.
Note that the orbital velocity of the RG decreases over
the course of the simulation due to the exchange of linear
momentum with the accretion disk. We continuously ad-
just the reference frame of the computational domain so
that the star remains at rest and centered on the domain
throughout the simulation.
2.2. Properties of the Fragmenting Accretion Disk
We assume that just before fragmentation the nuclear
accretion disk in the GC is characterized by the critical
value of the Toomre parameter, Q ≈ 1, and has proper-
ties as described by Levin (2007). Assuming that it has
the same spatial extent as the young stellar disk presently
observed in the GC (see Section 1), the surface density
and half-height of such fragmenting disk are
Σ0.04 ' 200 g cm−2 and Σ0.5 ' 1 g cm−2 (1)
h0.04 ' 1.4× 1014 cm and h0.5 ' 1.3× 1015 cm (2)
where subscripts 0.04 and 0.5 in parsecs refer to the val-
ues at the inner and outer disk edge, respectively. Be-
cause the disk is relatively cold (T ≈ 10 − 102 K), its
opacity is dominated by light scattering off ice grains and
in some cases by scattering off metal dust. Levin (2007)
finds that such marginally self-gravitating disk can reach
the total mass of ∼ few × 104M, is capable of forming
clumps with mass ∼ 102M and possibly up to 103M,
if massive clumps can avoid opening a gap in the disk
from which they are assembling.
Because of its relatively low surface density (compared
to the star), the encounter with the disk of such proper-
ties leaves the RG unscathed. We choose a similar setup
as a numerical test of the stability of the star placed in a
low density background flow (see Appendix) and in the
remainder of the paper consider collisions of the RG star
with the higher density clumps.
The initial properties of the accretion disk imply that
clumps that form from it as a consequence of fragmenta-
tion and runaway collapse of gas clouds must have radii
smaller than the disk half-thickness h
Rc ' min {
√
Mc/piΣc, h} (3)
where Rc, Mc and Σc are the clump radius, mass, and
surface density, respectively. It also follows that the sur-
face density of the clump must be larger than that of
the disk initially. We choose clump surface densities
Σc = 10
7 and 108 g cm−2, for which the RG losses a
non-negligible amount of its outer envelope due to strip-
ping (Figure 1). Following the approach by ASC, who
conjecture that the clumps must be sufficiently massive
to produce the WR/O stars in the observed stellar disk
in the GC, and consistent with the estimates by Levin
(2007), we adopt the clump mass of Mc = 100M. We
use equation 3 to estimate the clump radius, Rc, and list
the corresponding values in Table 1.
Assuming that collapsing clumps evolve through a
sequence of hydrostatic equilibria, where at every in-
stance the gravity and thermal pressure are in near bal-
ance, we estimate the sound speed in the clumps as
cs ≈ (γkBTc/mp)1/2 ≈ (γGMc/Rc)1/2, where Tc is the
4 Kieffer & Bogdanovic´
TABLE 1
Simulation parameters. Γ – polytropic index. Nres – numerical resolution. v∗ – velocity of the star. Σc – clump column
density. Rc – clump radius. M – Mach number. tcc – clump crossing time. tsim – simulation length. Ncoll – number of
collisions.
Run Γ Nres v∗ Σc Rc M tcc tsim Ncoll
(km s−1) (g cm−2) (cm) (tdyn) (tdyn)
A1 5/3 128 300 107 7.9× 1013 1.8 52 100 2
RA1 5/3 128 300 107 7.9× 1013 1.8 52 300 2
B1 4/3 128 300 107 7.9× 1013 1.8 52 100 2
B1 256 4/3 256 300 107 7.9× 1013 1.8 52 100 2
B1 300 4/3 300 300 107 7.9× 1013 1.8 52 100 2
B1 512 4/3 512 300 107 7.9× 1013 1.8 52 44 <1
A2 5/3 128 600 107 7.9× 1013 3.6 26 100 4
A3 5/3 128 900 107 7.9× 1013 5.4 17 100 6
A4 5/3 128 1200 107 7.9× 1013 7.1 13 100 7.5
A5 5/3 128 150 108 2.5× 1013 0.5 33 100 3
RA5 5/3 128 150 108 2.5× 1013 0.5 33 293 3
A6 5/3 128 300 108 2.5× 1013 1.0 16 100 6
A7 5/3 128 600 108 2.5× 1013 2.0 8 100 12.5
A7 64 5/3 64 600 108 2.5× 1013 2.0 8 100 12.5
A7 256 5/3 256 600 108 2.5× 1013 2.0 8 100 12.5
RA7 5/3 128 600 108 2.5× 1013 2.0 8 265 12
B7 300 4/3 300 600 108 2.5× 1013 2.0 8 100 12
A8 5/3 128 900 108 2.5× 1013 3.0 5 100 20
A9 5/3 128 1200 108 2.5× 1013 4.0 4 100 25
Note. — Note that Ncoll is the same for corresponding continuous and repeated impact runs so that in both scenarios the star spends
equal time traveling within the clump.
clump temperature and the constants have their usual
meaning. With the central temperature on the order
of ∼ 106 K and characteristic size of several AU, such
clumps are veritable protostars at the verge of deuterium
burning (Masunaga & Inutsuka 2000; Bate et al. 2014).
The resulting sound speeds are about 170 and 300 km s−1
for the clumps with surface densities 107 and 108 g cm−2,
respectively. Given the range orbital velocities of stars
in the central 0.5 pc (see § 2.1), it follows that for this
choice of parameters a majority of star-disk encounters
will be supersonic, as illustrated by the value of the Mach
number, M = v∗/cs, shown in Table 1.
In simulations, we model clumps as uniform density
slabs and neglect their inner structure (e.g., density gra-
dients and granularity). The clump is introduced as a
continuous inflow of gas from one boundary of the com-
putational domain with a velocity determined by the or-
bital velocity of an RG. In a subset of simulations, this
inflowing gas is continually injected into the domain, sim-
ulating a star impacting a clump once and never exiting.
However, in order to investigate the effect of repeated
impacts, simulations are also carried out in which the
RG travels through multiple, discrete slabs of gas. The
thickness of each slab is determined by the clump cross-
ing time (see equation 7, §2.3). The examples of “con-
tinuous” and “repeated impact” simulations are the runs
A7 and RA7, respectively.
2.3. Characteristic time scales
We use the dynamical time as a natural time unit in
our simulations
tdyn =
R
3/2
∗
(GM∗)1/2
' 11.4 h
(
R∗
10R
)3/2(
M∗
M
)−1/2
(4)
which for a star in hydrostatic equilibrium is comparable
to its sound crossing time scale. The time scale that
describes thermal evolution of the star is given by its
Kelvin-Helmholtz time scale. For the population of late-
type giants in the GC, with temperatures in the range
∼ 3500− 3700 K (Genzel et al. 2010), it amounts to
tKH =
GM2∗
R∗L∗
' 3.2×105 yr
(
M∗
M
)2(
R∗
10R
)−1(
L∗
10L
)−1
(5)
where L∗ is the RG luminosity. The orbital period of a
star at the radius r from the center of the cluster is
torb =
2pir
v∗
' 1.6× 104 yr r3/20.5 M−1/2• (6)
where r0.5 is in units of 0.5 pc, and M• is the mass of the
black hole in the GC. For these values, torb in equation 6
corresponds to ∼ 107 tdyn. Given that 1M star spends
trg ∼ 108 yr in the RG and HB phase of evolution (see
Figure 1 in MacLeod et al. 2012) the number of orbits
that stars within the central 0.5 pc of the NSC complete
during this time can be trg/torb & 3 × 104. This simple
estimate does not take into account the evolution in the
orbital period nor the fact that the star may be disrupted
by the SMBH or as a consequence of collisions with the
disk.
Over the course of each orbit the star will only spend a
fraction of time interacting with the clumps in the frag-
menting disk. We refer to this time scale as the clump
crossing time and express it as
tcc =
Rc
v∗
' 1.7× 10−2 yr Rc,13 r1/20.5 M−1/2• . (7)
where Rc,13 = Rc/10
13 cm. The clump crossing time for
each simulation is shown in Table 1. For a full range of
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Fig. 2.— Three-dimensional isosurfaces of density (left), temperature (middle), and the Mach number (right) from run A7 256 taken at
10 tdyn after the initial impact. Fluid that represents the clump is moving upwards as indicated by the shape of the bow shock. Color bars
below the density and temperature panels show values in units of ρc,0 and Kelvin, respectively.
the clump properties and RG orbital velocities considered
here tcc ranges from 4 to 50 tdyn.
Another relevant time scale is the life time of a clump,
during which the clump collapses to form a protostar.
According to models of the protostellar collapse (Ma-
sunaga & Inutsuka 2000; Bate et al. 2014) the slow-
est process that dominates the life time of a collapsing
clump is the assembly of the initial clump core up to
the point when its central temperature reaches the dis-
sociation temperature for molecular hydrogen. This time
scale is well described by the free-fall time of the initial
clump core,
tlc ≈
√
3pi
32Gρ
∼ 2400 yr Σ−1/20.5 h1/20.5 (8)
where for the purpose of this estimate we used properties
of the fragmenting disk at its outer edge from equations 1
and 2. The time scale is shorter still at the inner edge
of the marginally unstable disk, indicating that once the
critical mass in the disk has been exceeded, the frag-
mentation and formation of protostellar clumps is fairly
rapid. Consequently, multiple generations of clumps can
be perpetually produced and destroyed (through mergers
and disruption) during the life time of the O/WR type
stars. Observations indicate that most of the O/WR-
stars in the central 0.5 pc are coeval and have formed in
a well-defined star formation episode of duration tOWR ∼
6 ± 2 Myr (Paumard et al. 2006). This time scale then
provides a reasonable estimate for the extent of time dur-
ing which the clumps could have been available for colli-
sions with RGs. Therefore, the hierarchy of time scales is
such that tdyn < tcc  tlc < torb  tKH < tOWR  trg.
We also tabulate the length of each simulation (tsim)
and the number of collisions in each simulation (Ncoll).
In continuous runs Ncoll is simply calculated as the num-
ber of clump crossings, tsim/tcc, whereas in the repeated
impact runs it accounts for the integer number of sim-
ulated impacts. Note that we keep Ncoll the same for
corresponding continuous and repeated impact runs, so
that in both scenarios the RG spends equal time trav-
eling within the clump (approximately 100 tdyn). This
choice allows for a straight forward comparison of results
in these two sets of runs later.
3. RESULTS
3.1. Energetics of star-clump collisions
Figure 2 illustrates the “star in the wind tunnel” setup
used in our simulations. The 3-dimensional snapshots
from run A7 256 show surfaces of constant density (in
units of ρc,0), temperature (in Kelvin), and the Mach
number 10 tdyn after the initial collision with the clump.
The clump fluid is moving upwards as indicated by the
shape of the bow shock that develops as a consequence
of the supersonic impact characterized by M ' 2.0.
The temperature of the flow downstream from the shock
raises by a factor of few and is highest directly in front
of the star. This hot, high-pressure region is visible as a
low density ”blister” in the left panel of Figure 2. Also
noticeable is the subsonic turbulence that forms behind
the star as a consequence of the Kelvin-Helmholtz in-
stability, which is triggered by the velocity shear on the
surface of the star.
During each impact a fraction of the RG mass is re-
moved on the account of the star’s linear momentum
and kinetic energy. To characterize the strength of
the encounter and for the purposes of comparisons with
the simulations we estimate analytically the amount of
mass in the clump impacted by the star, Mi = piΣcR
2
∗,
the impact momentum, pi = Miv∗, and kinetic energy,
Ei = Mi v
2
∗/2. We also calculate from simulations the av-
erage change in the linear momentum and kinetic energy
of the star per impact, 〈∆p〉 and 〈∆Ek〉, after identify-
ing the self-bound mass that represents the star and by
measuring the velocity of its center with respect to the
background clump fluid. These values are recorded in
Table 2.
We find that the change in linear momentum and ki-
netic energy of the star measured from simulations is
for most runs consistent with the analytic expectations
within a factor of few, where the values from simulations
tend to be lower than the analytic estimate of the im-
pact momentum and energy. This indicates that not all
momentum and kinetic energy available in the impact
are used to unbind the stellar envelope or to heat and
accelerate the clump fluid around the star.
The outlier to this trend is the run B1 (a Γ = 4/3
model) where at higher numerical resolutions the values
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TABLE 2
Simulation results. Run – simulation name. Mi – estimated impacted mass. pi – estimated impact momentum. Ei – estimated
impact energy. 〈∆p〉 – average change in momentum per impact. 〈∆Ek〉 – average change in kinetic energy per impact. ∆Ma
– estimated mass loss over 100 tdyn. ∆M – mass loss measured in simulations over tsim. ∆M/∆Ma – ratio of simulated and
analytically estimated mass loss.
Run Mi pi Ei 〈∆p〉 〈∆Ek〉 ∆Ma ∆M ∆M/∆Ma
(M) (g cm s−1) (erg) (g cm s−1) (erg) (M) (M)
A1 7.6× 10−3 4.5× 1038 6.8× 1045 1.9× 1038 5.0× 1045 3.0× 10−5 9.2× 10−4 31
RA1 7.6× 10−3 4.5× 1038 6.8× 1045 2.6× 1038 7.0× 1045 3.0× 10−5 9.8× 10−4 32
B1 7.6× 10−3 4.5× 1038 6.8× 1045 1.4× 1038 4.1× 1045 8.6× 10−6 7.3× 10−4 85
B1 256 7.6× 10−3 4.5× 1038 6.8× 1045 1.8× 1037 2.7× 1044 8.6× 10−6 6.0× 10−4 70
B1 300 7.6× 10−3 4.5× 1038 6.8× 1045 1.9× 1037 2.8× 1044 8.6× 10−6 6.3× 10−4 73
B1 512 7.6× 10−3 4.5× 1038 6.8× 1045 2.6× 1037 3.8× 1044 3.8× 10−6 3.5× 10−4 92
A2 7.6× 10−3 9.1× 1038 2.7× 1046 4.2× 1038 2.3× 1046 3.6× 10−4 3.6× 10−3 10
A3 7.6× 10−3 1.3× 1039 6.1× 1046 7.0× 1038 5.1× 1046 1.6× 10−3 8.2× 10−3 5.1
A4 7.6× 10−3 1.8× 1039 1.0× 1047 1.1× 1039 1.0× 1047 4.4× 10−3 1.4× 10−2 3.2
A5 7.6× 10−2 2.2× 1039 1.7× 1046 1.1× 1039 1.5× 1046 6.1× 10−4 1.5× 10−2 25
RA5 7.6× 10−2 2.2× 1039 1.7× 1046 1.2× 1039 1.6× 1046 6.1× 10−4 1.8× 10−2 29
A6 7.6× 10−2 4.5× 1039 6.8× 1046 1.4× 1039 3.5× 1046 7.6× 10−3 2.9× 10−2 3.8
A7 64 7.6× 10−2 9.1× 1039 2.7× 1047 3.5× 1039 1.5× 1047 7.7× 10−2 1.2× 10−1 1.6
A7 7.6× 10−2 9.1× 1039 2.7× 1047 2.7× 1039 1.3× 1047 7.7× 10−2 8.1× 10−2 1.1
A7 256 7.6× 10−2 9.1× 1039 2.7× 1047 2.6× 1039 1.2× 1047 7.7× 10−2 8.6× 10−2 1.1
RA7 7.6× 10−2 9.1× 1039 2.7× 1047 3.7× 1039 1.6× 1047 7.7× 10−2 1.8× 10−1 2.3
B7 300 7.6× 10−2 9.1× 1039 2.7× 1047 2.1× 1039 1.0× 1047 4.5× 10−2 5.8× 10−2 1.3
A8 7.6× 10−2 1.3× 1040 6.1× 1047 4.8× 1039 2.3× 1047 2.6× 10−1 1.6× 10−1 0.62
A9 7.6× 10−2 1.8× 1040 1.0× 1048 5.2× 1039 4.4× 1047 5.1× 10−1 2.9× 10−1 0.57
of 〈∆p〉 and 〈∆Ek〉 fall short of the analytic estimates by
a factor of about 20. This is an encounter at a relatively
low velocity of 300 km s−1, where only a small fraction of
the total impact momentum and energy is sufficient to
unbind a low density outer envelope extending beyond
0.8R∗ while the more compact remainder of the star con-
tinues on its trajectory like a bullet. As a consequence,
the star does not experience a big change in 〈∆p〉 and
〈∆Ek〉. On the other hand, in more energetic collisions
captured in simulation B7 300, which affect deeper layers
of the stellar envelope, 〈∆p〉 and 〈∆Ek〉 approach the to-
tal impact momentum and kinetic energy within a factor
of a few. It follows that the strength of star-disk interac-
tions, besides the collision velocity and column density of
the clump, also depends on the structure of the star, the
fact that is not captured in the simple analytic estimates
of pi and Ei.
3.2. Mass loss and the structure of the star
Figure 3 and entries in Table 2 illustrate the change
in the total mass of the RG measured from simulations
A1−A9 over a period of 100 tdyn. Note that the period of
100 tdyn represents multiple clump crossing times (in the
”continuous” setup) and for simulations described here
corresponds to a number of collisions Ncoll = 2 − 25.
The mass of the RG in simulations is calculated at ev-
ery time step by evaluating the gravitationally bound
mass of the star. For a range of simulated impact veloc-
ities the RG loses .1.5% of its mass in collisions with a
clump with column density of 107 g cm−2 (left panel of
Figure 3). The mass loss is more substantial and reaches
up to 30% for collisions with the clump of column density
108 g cm−2.
Because the values of ∆M reported in Table 2 are quite
low in some runs, we ensure that the smallest mass loss
that is reliably measured in our simulations is several
orders of magnitude lower. Along similar lines, our reso-
lution studies indicate that the mass loss measurements
in 1283 runs are numerically converged (see Appendix for
more information). For example, a comparison of run A7
with A7 256 yields a range, ∆M = (8.1±0.5)×10−2M,
which corresponds to an effective error of about 6%.
In Table 2 we compare the mass loss measured in sim-
ulations to the analytic estimate, ∆Ma, calculated fol-
lowing the approach by Armitage et al. (1996). This
calculation is based on the analytic theory developed by
Wheeler et al. (1975), who considered the effect of a su-
pernova blast wave on the companion in a binary star
system. For the purpose of the analytic estimate we as-
sume that momentum transfer is the dominant mecha-
nism responsible for the stripping of the RG and neglect
the mass loss by ablation (shock heating of the mate-
rial on the surface of the star). This is justified because
ablation becomes important at high Mach numbers char-
acteristic of supernova blast waves, when the blast wave
collision velocity significantly exceeds the escape velocity
at the surface of the impacted star.
We calculate the critical radius, Rcrit, where the mo-
mentum transferred to a cylindrical shell is sufficient to
accelerate it to the stellar escape velocity at that radius:
Σ∗(R)ves(R)− v∗Σc = 0 . (9)
Here ves(R) and Σ∗(R) are the escape velocity and the
column density of the RG at the radius R ≤ R∗, respec-
tively. The mass loss ∆Ma then corresponds to the mass
in the envelope exterior to a cylinder of radius Rcrit.
We find that in most cases (except A8 and A9) the
analytic estimate tends to underestimate the mass loss
relative to the simulations. Furthermore, ∆Ma provides
a better estimate of mass loss (within a factor of few) for
runs with Ncoll > 3, in which stars tend to slow down
due to the loss in kinetic energy. In these cases the mass
loss averaged over many clump crossings more closely
corresponds to the analytic value while it tends to be
higher than average during the initial couple of passages
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Fig. 3.— Total mass of RG as a function of time in the encounters with clumps of column density 107 g cm−2 (left) and 108 g cm−2 (right).
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Fig. 4.— Central density of RG as a function of time in the encounters with clumps of column density 107 g cm−2 (left) and 108 g cm−2
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Fig. 5.— Mass loss as a function of the impact velocity for clump
column densities Σc = 107 (green squares) and 108 g cm−2 (red
triangles), all measured over a period of 100 tdyn. Solid and dashed
lines are the best fit to the data given by the least squares regres-
sion.
(see discussion in Section 3.3).
Figure 4 shows the central density of the RG as a func-
tion of time for the same set of runs shown in Figure 3.
They illustrate the perturbation in the inner, core region
of the star and its departure from initial equilibrium as a
consequence of collision. The perturbed star ”rings” as
illustrated by the presence of damped oscillations in the
central density with characteristic time scale of ∼ 3 tdyn.
In addition to the core the outer layers of the star also
oscillate on longer time scales, an effect noticeable in the
first ∼ 40 tdyn for collisions with lower density clumps
(left panel of Figure 4). An RG that enters a denser
clump (right panel) is stripped of its outer envelope and is
also confined by the stronger pressure of the surrounding
medium. Consequently, its central density oscillations
decay more rapidly and oscillations of the outer envelope
are absent. At the same time, the RG tunneling through
the 108 g cm−2 medium experiences a precipitous drop
in the central density as its mass decreases and the star
expands to adjust to a new hydrostatic equilibrium.
A trend observed in all runs with continuous setup is
that the mass loss increases with the increasing impact
velocity as shown in Figure 5. For example, in collisions
with the lower clump density the impact velocity triples
from run A1 to A3 and the measured increase in mass loss
is by a factor of 9. Similarly, the velocity doubles from
run A1 to A2 and from A2 to A4 and in both cases the
corresponding increase in mass loss is by a factor close
to 4, indicating the mass loss dependance ∝ v2∗. This
proportionality follows from equation 9 where the total
column density encountered by the star traveling through
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Fig. 6.— Sequence of two-dimensional snapshots showing RG as it impacts (left) and exits (right) the clump in RA7 256. Each snapshot
is a slice through the center of the star. Color bar indicates density in units of ρc,0 and time stamps indicate the time each snapshot was
taken in the simulation (in units of tdyn).
the continuous medium of density ρmed is determined by
Σc = ρmed v∗ tsim and hence, Σ∗(R) ∝ ∆M ∝ v2∗.
In collisions with the higher density clump, the impact
velocity triples from the run A6 to A8 while the measured
increase in mass loss is a factor of ∼ 7. In a sequence
of runs from A5, A6, A7 to A9 the mass loss increases
by an average factor of 2.6 each time the impact velocity
doubles, indicating the dependance on v∗ which is super-
linear but not quite quadratic. This is due to the fact
the star is slowing down as it travels through the clump,
an effect which is more pronounced at the higher clump
density.
These trends are confirmed by the fits to the data
points plotted in Figure 5, which indicate different ex-
ponential dependance on velocity for collisions with the
lower and higher density clumps
log ∆M7 =−7.96 + 1.99 log v∗ (10)
log ∆M8 =−4.74 + 1.35 log v∗ (11)
The linear fits are obtained using the basic least squares
regression, where ∆M is in units of solar masses and v∗
is in km s−1. The subscripts on ∆M indicate the fits to
the Σc = 10
7 and 108 g cm−2 data points.
In addition to the A-runs where stars are modeled as
Γ = 5/3 polytropes we also carried out simulations with
Γ = 4/3 polytropes (B-runs). These include runs B1 300
and B7 300, which are counterparts to the A1 and A7,
respectively, in terms of the impact velocity and clump
column density. In both cases the measured mass loss
for the A and B models was comparable to within about
30%, with B runs resulting in a smaller mass loss. In
comparison to the Γ = 5/3 polytropes, Γ = 4/3 mod-
els are vulnerable to stripping to a much smaller radius
within the star (Figure 1). Their tenuous and extended
envelopes however contain only a small fraction of the to-
tal mass and the combination of these two effects results
in a smaller overall mass loss for Γ = 4/3 polytropes.
We therefore consider the value of the mass loss mea-
sured from the A-runs as an upper bound on the mass
loss from both models.
The discussion of mass loss up to this point focused
on the runs with the continuous setup. In the following
section, we discuss the effect of repeated impacts on the
mass loss and structure of the star.
3.3. The effect of repeated impacts
During realistic encounters with a fragmenting disk an
RG may have multiple collisions with individual clumps.
It has been pointed out by Armitage et al. (1996) that
such successive impacts can be very efficient in removing
the outer layers of the RG star. To investigate this ef-
fect we carried out the runs RA1, RA5, and RA7, which
are counterparts to A1, A5, and A7, respectively. In RA
runs, the RG travels through the clump and exits after
an interval of time tcc, then continues to move through
the low density medium for 2tcc before collision with an-
other clump. The choice for the interval of time between
collisions in our simulations is fiducial and in all cases
amounts to > 16 tdyn, allowing the star to relax before
the next impact. In reality, the time scale between re-
peated RG collisions depends on the number of clumps
and orientation of the RG orbit relative to the fragment-
ing disk, but is always expected to be considerably longer
than ∼ tdyn (see § 4 for discussion).
In all RA runs we assume that successive collisions in-
volve clumps of the same column density. A visualization
of this is provided as a sequence of snapshots from run
RA7 265 shown in Figure 6. The left set of panels shows
the density of the surrounding medium as the star en-
ters the clump for the first time. The characteristic bow
shock in front of the star and the plume of gas stripped
from the star develop quickly and within only a few tdyn
after the impact.
The RG whose envelope is truncated through strip-
ping tends to expand beyond its original size in order to
achieve a new hydrodynamic equilibrium and the cen-
tral density of the star decreases. The smooth evolution
through a sequence of equilibria is interrupted once RG
exits the clump and finds itself almost instantaneously in
a low pressure environment of the interstellar medium.
Figure 7 shows the spherically averaged density profiles of
the star in the RA7 run at t = 0 and as it emerges from
the clump at t = 71 tdyn, in the aftermath of its third
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Fig. 7.— Spherically averaged density profiles of RG in RA7
at t = 0 (red, solid line) and as it emerges from a clump after
the third collision at t = 71 tdyn (blue, dashed). Expansion of
the envelope increases the cross section of the star to subsequent
collisions, making the mass loss efficient.
successive impact. The latter profile illustrates subse-
quent expansion of the outer layers of the star, which
decreases their binding energy and increases the cross
section for collision with the next clump, making RG
more susceptible to mass loss. The envelope expansion
is also noticeable in the right panels of Figure 6 as a dif-
fuse atmosphere that forms in front of the star after it
leaves the clump.
Figure 8 shows the total mass (left) and kinetic en-
ergy (righ panel) of RG for runs A7 and RA7. The left
panel illustrates that RA7 has five star-clump encounters
during the initial 100 tdyn and each time RG impacts a
clump there is a steep drop in the mass of the star. When
RG exits the clump, some of the low density atmosphere
and trailing gas retracts to the star, increasing its mass
by a small amount. Figure 8 shows RG losing more mass
in run A7 than run RA7, because in A7 the star tunnels
through a larger column of gas during the 100 tdyn inter-
val (equivalent to 12 star-clump collisions). Comparing
the mass loss in A7 and RA7 after the star has completed
12 encounters in both runs, we find that in the RA7 run
RG loses two times more mass than in A7 (18% versus
8.1%, respectively). Similar trend is noticeable for run
pairs A1 – RA1 and A5 – RA5, although less pronounced
given the fewer simulated impacts.
Comparing the mass loss measured in repeated impact
simulations to the analytic estimates we find that the
latter underestimate it by a factor of ∼ few − 30 (last
column of Table 2). Also, the simulated values of mass
loss in repeated impact scenarios tends to diverge slightly
more from the analytic estimates than the continuous
setup runs. This points to the importance of repeated
impacts for the evolving structure of the star which is
not captured by the analytic treatment.
We also find in all runs with repeated impacts that the
loss of kinetic energy is larger relative to the continuous
setup runs, and so is the loss of linear momentum. The
right panel of Figure 8 illustrates the evolution in the
kinetic energy of a star as a function of time for runs A7
and RA7. In both runs the mass loss and kinetic energy
largely mirror one another, indicating that the surface
TABLE 3
Values of the mass loss factor
Run f1 f2 f3 f4 f5 f6 〈floss〉
A1 0.97 - - - - - 0.97
RA1 1.34 - - - - - 1.34
B1 0.87 - - - - - 0.87
A2 1.16 0.99 - - - - 1.07
A3 1.32 0.93 0.99 1.02 - - 1.06
A4 1.27 1.02 0.95 1.00 1.05 0.99 1.04
A5 0.82 0.97 - - - - 0.89
RA5 1.21 1.02 - - - - 1.11
A6 0.73 0.97 0.97 0.96 1.00 - 0.92
A7 1.26 0.81 0.91 0.94 0.97 0.96 0.97
RA7 1.69 1.10 1.14 1.07 0.97 1.02 1.10
B7 1.29 0.85 0.99 0.94 0.97 0.98 0.99
A8 0.78 1.60 0.93 0.86 0.93 0.96 0.99
A9 0.79 1.44 1.13 0.86 0.87 0.92 1.00
layers of the star are unbound on account of its kinetic
energy. After a dozen impacts we measure the change
in the kinetic energy of the star ∆Etotk = 1.9 × 1048 erg
in RA7 and ∆Etotk = 1.6× 1048 erg in A71. This degree
of kinetic energy loss is larger than the binding energy
of the star, Eg ∼ GM2∗/R∗ = 3.8× 1047 erg and it leads
to a slowdown of the star to about a half of the initial
velocity. This indicates that damage to the star can in
principle be substantial. We indeed measure an RG mass
loss of order of tens of percent of the initial mass after
12 impacts. The fact that the star is not completely
destroyed even though ∆Etotk > Eg suggests that the
remaining fraction of the RG’s kinetic energy is spent on
accelerating and heating the clump gas.
3.4. The value of the mass loss factor, floss
In order to provide a straight forward way to estimate
the mass loss for an arbitrary number of impacts we use
our simulations to calibrate the mass loss factor floss,
defined by ASC as the ratio of mass losses for two con-
secutive impacts.
floss =
∆Mi+1
∆Mi
(12)
where floss > 1 and ∆Mi is the mass loss after the ith
impact. Assuming that floss remains relatively constant
from one impact to another implies that the (i + 1)th
impact strips a mass ∆Mi+1 = f
i
loss∆M1. Summing over
n impacts yields the total mass loss
∆M = ∆M1
n−1∑
i=0
f iloss = ∆M1
fnloss − 1
floss − 1 (13)
ASC note that the typical value of floss ≈ 2 for RGs
with radii R∗ = 150R (similar to those simulated by
Armitage et al. 1996) and floss < 2 for smaller RGs. For
their analytic estimate ASC adopt floss = 1.01 − 1.1.
Although it is not obvious how was this range of values
selected, it turns out to be a rather good assumption for
R∗ = 10R RGs.
Table 3 shows the values of the mass loss factor mea-
sured from simulations for consecutive impacts, fi, and
their average value, 〈floss〉. We report the mass loss
1 We tabulate the average change in the kinetic energy per im-
pact in Table 2.
10 Kieffer & Bogdanovic´
0.9
0.92
0.94
0.96
0.98
1
0 20 40 60 80 100
M
∗
(M

)
time (tdyn)
RA7
A7
1
21
24
27
30
33
36
0 20 40 60 80 100
E
k
(1
04
7
er
g)
time (tdyn)
RA7
A7
1
Fig. 8.— Total mass (left) and kinetic energy (right) of the star as a function of time for the runs A7 (dotted) and RA7 (solid line). The
step like appearance of the solid curves illustrates the star losing mass and kinetic energy every time it collides with a clump. The clump
crossing time for RA7 is tcc = 8 tdyn and time between the collisions was arbitrarily set to 2tcc.
factors for the first seven impacts only, where fi =
∆Mi+1/∆Mi. Note that seven impacts were arbitrar-
ily chosen for illustration and that some simulations had
more and some fewer impacts (in such cases Table 3
shows no values). 〈floss〉 was however calculated as an
average of all impacts captured in a given run, even if
they are not listed in this table.
For majority of runs the value of 〈floss〉 is close to unity
and in the range (0.9− 1.1) for runs with three or more
impacts. The simulations show that fi fluctuates signifi-
cantly during the first few impacts and then asymptotes
to a value close to 1. The RA runs are characterized
by values of 〈floss〉 > 1, reflecting more efficient strip-
ping measured for repeated impacts. In all simulations
the first two to three impacts also seem to be the most
damaging to the star.
Note that the calculated values of 〈floss〉 apply to a
finite number of star-clump collisions. However, for stars
that experience many more energetic collisions, the star
may eventually slow down to the degree when it can be
captured by a massive clump or lose so much mass that
all of its envelope is effectively disrupted. We do not
explore these regimes in our simulations.
4. DISCUSSION
4.1. The star-clump collision time scale
Earlier sections quantify physical conditions necessary
to remove a significant fraction of mass (& 10%) from
RGs similar to those commonly found in the central par-
secs of the GC. We find that this is possible for stars that
experience tens of collisions with compact, high density
clumps (& 108 g cm−2) that form in late stages of disk
fragmentation. The relevant question is then, how likely
is it that a star will experience multiple collisions with
such clumps while in RG or HB phase of its life?
Assuming that RGs orbiting in the GC cross the plane
of the fragmenting disk twice per orbit, we estimate the
rate of collisions from geometric arguments as
Γcoll =
2Nc
torb
(
Rc
Rd
)2
(14)
where Nc is the total number of clumps in the disk and
Rd is the radius of the fragmenting disk. One can then
estimate the average time between two consecutive star-
disk collisions as
tcoll =
1
Γcoll
≈ (15)
8× 109 yr
(
Nc
100
)−1(
Rd
0.5 pc
)2(
Rc
10−5 pc
)−2(
r
0.1 pc
)3/2
This is significantly longer than both the RG / HB stellar
phase for a 1M star (trg ∼ 108 yr) and the time scale
over which clumps may have been present in the GC
(constrained by the life time of the O/WR type stars,
tOWR ∼ 6±2 Myr), indicating that collisions are unlikely.
However, there are several additional factors that could
affect this time scale by several orders of magnitude.
• The value of Nc shown in equation 15 is motivated
by observations of the GC that show existence of
a young stellar disk containing about 100 WR/O
stars (Paumard et al. 2006; Lu et al. 2009; Bartko
et al. 2009) and by theoretical models which indi-
cate that the mass of the fragmenting disk must
have been at least few × 104M (Levin 2007).
There are indications however that the observed
system of stars is the remnant of what used to be
a more densely populated stellar disk created in a
common star formation event (Yelda et al. 2014).
If so, the number of clumps could have been signifi-
cantly higher in the past, given that only a fraction
of the clumps would have formed stars, and only a
fraction of the stars remains in the observed disk.
• In our simulations we assume that all clumps
have the same mass, Mc = 100M (see Sec-
tion 2.2). In that case the dependance of tcoll ∝
R−2c ∝ (Σc/Mc)2 implies that collisions of RGs
with even more compact clumps (Σc > 10
8 g cm−2)
are increasingly unlikely because of their dimin-
ished cross-section. More realistically however, the
clumps will be characterized by some mass distri-
bution function and should the average clump be
more massive than 100M, this could further in-
crease the chance for repeated collisions.
• Furthermore, the RG orbit may intersect with the
Star-disk Collisions in the GC 11
fragmenting disk at some oblique angle and be
driven to the plane of the disk by repeated star-
disk interactions (Syer et al. 1991; Rauch 1995).
ASC estimate that if the orbital plane of RG is
coplanar with the disk, its path inside the disk will
be longer by a factor of pir/h relative to the per-
pendicular orbital configuration. Here, h/r is the
geometric aspect ratio of the half-thickness of the
disk at a given radius and the radius itself. Assum-
ing h/r ≈ 0.1 for the stellar disk implies that the
rate of collisions for an RG can be up to 31 times
higher on a coplanar orbit than on a perpendicular
orbit. Most RGs should have orbits at intermediate
inclinations to the clump disk and may therefore
have tcoll shorter than that in equation 15 by a fac-
tor less than 31. Along similar lines, RGs brought
into co-rotation with the disk will impact clumps
at lower relative velocities, diminishing the overall
effectiveness of collisions (Rauch 1995). Therefore,
unless most RGs within the central 0.5 pc in the GC
can be brought in counter-rotation with the clump
disk, the orientation of the RG orbits cannot be the
dominant factor that explains their paucity.
In order to allow for tens of RG-clump collisions within
the O/WR stellar evolutionary phase, the collision time
scale shown in equation 15 would need to be shorter by a
factor of at least∼ 104. As mentioned previously this can
be achieved if the average mass and number of clumps
were larger in the past, implying the initial mass of the
fragmenting disk that is at least ∼ 102−103 times larger
than that of the presently observed young stellar disk in
the GC. For example, based merely on scaling of tcoll with
Mc and Nc, this would require increasing only Mc by 2
orders of magnitude or increasing each Mc and Nc by
1 and 2 orders of magnitude, respectively. Whether the
clump number and their mass function can combine to
reduce tcoll to such a degree is an open question. Given
significant uncertainties in the fragmentation and star
formation history of the young stellar disk in the GC,
this possibility cannot be ruled out.
4.2. Does mass loss produce less luminous RGs?
One important implicit assumption made by ASC and
adopted here is that the mass loss beyond certain thresh-
old can render RGs in the GC invisible to the current
observations. For example, if the entire envelope of an
RG star is stripped, the remnant white dwarf like core
is expected to be significantly less luminous, especially
in the K-band. The stripping of RGs through multiple
star-clump collisions is however likely to be gradual, pro-
ducing a distribution of cores that retain between 0 and
100% of their envelope. A relevant question for such pop-
ulation is: at which point a stripped RG drops below the
sensitivity threshold of existing observational surveys?
The answer to this question requires calculation of evo-
lutionary tracks of stripped RGs which are beyond the
scope of this work. Note however that partial loss of its
envelope may not necessarily result in dimming of an RG.
For example, Dray et al. (2006) calculate evolutionary
tracks of stripped intermediate mass giants (3 − 8M)
via the tidal forces produced by a SMBH. They show
that depending on the exact evolutionary stage in which
the stripping happens and the fraction of the envelope re-
maining, the post-stripping luminosity of the giant star
can be either larger or smaller than the pre-stripping lu-
minosity and that it is changing with time. While giants
considered by Dray et al. (2006) are more massive than
RGs in this work, their results illustrate that the answer
to the question of observability of stripped RGs is likely
to be nuanced and depend on additional factors besides
the mass loss fraction.
One way to sidestep the complexity of gradual strip-
ping of the RG envelopes is by setting a requirement
that envelopes of most RGs must be obliterated in a sin-
gle collision. Our simulations indicate that such con-
ditions are achieved for high clump column densities of
Σc > 10
8 g cm−2 and collision velocities v∗ & 900 km s−1.
In the aftermath of such impact the RG star becomes
severely distorted and loses a significant amount of its
kinetic energy and mass.
4.3. Simplifying assumptions and their implications
While we also investigated scenarios in which most of
the RG envelope is disrupted in a single impact (men-
tioned in the previous paragraph), we do not include
them in Table 2, because their simulated mass loss is not
reliable. This is because our polytropic models of RG
stars capture the density profile of the extended enve-
lope but do not account for the presence of the point-like
compact core (see Section 2.1). The compact core makes
RG more resilient to stripping, relative to the envelope-
only model, once ∼ 50% or more of the stellar mass has
already been removed. This is because the layers of the
star close to the compact core are more strongly gravi-
tationally bound and difficult to remove. The envelope-
only stellar model (used in this work) provides a reli-
able measure of the envelope stripping for scenarios with
moderate mass loss, when most of the stellar mass is still
enclosed within the stripping radius.
It is worth noting that when the requirement that tens
of RG-clump collisions occur within several Myr is sat-
isfied, the average time between collisions becomes com-
parable to the thermal time scale of RG stars estimated
in equation 5. This coincidence has interesting implica-
tions, particularly in cases when tcoll > tKH, implying
that RG had a sufficient time to radiate away any excess
thermal energy deposited by the previous collision be-
fore it encounters the next clump. As a consequence, the
layers of such thermally relaxed stars are cooler, more
tightly bound and harder to strip. Our simulations do
not capture thermal relaxation of RGs (as they do not
account for radiative processes) and in this case mass
loss values reported in this study should be considered
as an upper limit. Our computational setup is therefore
a more faithful representation of tcoll . tKH scenario.
Our simulations indicate that collisions capable of
stripping a non-negligible amount of RG stellar mass also
tend to decrease the kinetic energy of a star per impact
by a comparable percentage. It follows that any signifi-
cant amount of stripping of the RG population in the GC
must inevitably be mirrored by evolution and systematic
decay of their stellar orbits (Syer et al. 1991; Rauch 1995;
Karas & Sˇubr 2001; Vilkoviskij & Czerny 2002). As a
consequence, the density of stars (RG remnants) in the
central cluster is expected to steadily increase until the
process of migration is counteracted by stellar collisions
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at cluster radii . 10−2 pc (equation 16 in Armitage et al.
1996). Note that the SMBH in the Galactic Center is too
massive to disrupt the RG cores, even if they are ”trans-
ported” by the disk close to its event horizon. The tides
from the SMBH can however help with stripping of the
envelopes of RGs delivered within the central ∼ 10−4 pc
(equation 1 in Bogdanovic´ et al. 2014, for e.g.). The RGs
subject to grinding by an accretion disk and tidal strip-
ping by the SMBH will therefore reach the center of the
cluster as compact remnants.
An additional simplification used in this work is that
the gas clumps are modeled as slabs of uniform density,
rather then as discrete clouds with some characteristic
density profile. Because the clumps are more spatially
extended than RG stars by a few orders of magnitude,
majority of collisions should happen off-center with re-
spect to the clump core. Such asymmetric collisions can
induce rotational velocity change in the star by exerting
a torque on the surface of the star. This happens because
the density gradient within the clump drives a nonuni-
form change in the linear momentum across the surface
of the star. If most of the change in the linear momen-
tum during the impact (shown in Table 2) is imparted
to one side of RG, then the maximum rotational velocity
of the star will be comparable to the escape velocity at
the critical (stripping) radius inside the star, as defined
by equation 9. Therefore,
vrot < ves(Rcrit) ≈ 140 km s−1
(
Rcrit
3R
)−1/2(
M∗
M
)1/2
(16)
Note that multiple collisions are not necessarily going to
torque the star coherently (leading to spin-up or spin-
down) and hence the upper limit on the rotational ve-
locity. Spectroscopic studies of G and K giants un-
affected by collisions show that the rotational velocity
at their surface is about 10 km s−1 (Hekker & Mele´ndez
2007). Therefore, enhanced rotational velocity may serve
a smoking gun of an RG population affected by collisions.
Note that clumps are commonly not destroyed in col-
lisions with RGs, even after multiple encounters. The
binding energy of a clump with the properties considered
in this work amounts to Eg ≈ GM2c /Rc ∼ 1049−50erg,
which is orders of magnitude larger than the kinetic
energy per impact for most encounters listed in Ta-
ble 2. The clumps would however be vulnerable to
disruption by the SMBH tides within the radius rt ≈
Rc (M•/Mc)1/3 ∼ 1015 cm from the center of the Galaxy.
Therefore, star-disk collisions cannot be the mechanism
responsible for the scarcity of RGs within the central
∼ 10−3 pc. It is within this region however that the
SMBH tides become strong enough to strip the RG en-
velopes, as discussed earlier in this section.
The simulations presented here are purely hydrody-
namic and do not take into account ambient magnetic
fields that may be present in the fragmenting, proto-
stellar disk. The role of magnetic fields has previously
been investigated in scenarios that involve overdense gas
clouds (rather then stars) impacted by magnetized shock
fronts in the interstellar medium (Mac Low et al. 1994;
Fragile et al. 2005; Dursi 2007; Shin et al. 2008). These
studies find that magnetic field lines draped over the
cloud tend to suppress the growth of destructive hydro-
dynamic instabilities and protect it from fragmentation.
If instead of a gas cloud one considers a supersonic im-
pact of RG with a magnetized clump, these findings sug-
gest that presence of magnetic fields could help to shield
the RG star from stripping.
5. CONCLUSIONS
We investigate the hypothesis that collisions of stars
with a fragmenting accretion disk are responsible for the
observed dearth of RG and HB type stars within the
central 0.5 pc of the Galactic Center. In this context, we
model evolved stars representative of the missing popu-
lation as they collide with dense clumps of gas and es-
tablish physical conditions under which stars can lose a
significant fraction of their initial mass. Our main find-
ings are as follows.
• Substantial mass loss (& 10%) is possible for stars
that experience multiple collisions with clumps of
column densities & 108 g cm−2. Such high column
densities are characteristic of the accretion disks in
the late stage of fragmentation and on the verge of
forming stars.
• Repeated star-clump impacts are found to be par-
ticularly efficient at stripping the RG envelopes, as
predicted by Armitage et al. (1996). This is be-
cause repeated impacts and incremental mass loss
drive expansion of the star between collisions and
increase its cross section in subsequent encounters.
Comparing simulations where the star is tunnel-
ing through a continuous medium to those with
repeated impacts, we find that the latter show sys-
tematically larger changes in the momentum and
kinetic energy of the star, as well as the mass loss
per impact.
• We compare the mass loss measured in simulations
with analytic expectations and find them to be in
reasonable agreement (within a factor of 10), when-
ever simulated mass loss is averaged over more than
a few impacts. For most runs, the analytic expec-
tations underestimate the values of mass loss mea-
sured from simulations. We also use simulations to
calibrate the mass loss factor which can be used to
obtain an empirical estimate of the mass loss for
an arbitrary number of impacts, as long as the star
is losing mass in a steady, non-runaway fashion.
• To investigate the effect of stellar structure on mass
loss we model RG stars as Γ = 5/3 and Γ = 4/3
polytropes. We find that the simulated mass loss
is comparable for the two models to within 30%
with Γ = 4/3 polytropes resulting in a smaller
mass loss. While RGs modeled as the Γ = 4/3
polytropes are vulnerable to stripping to a much
smaller radius within the star, their tenuous en-
velopes contain only a small fraction of the total
mass and the combination of these two effects re-
sults in a smaller overall mass loss. We therefore
consider the value of the mass loss measured from
the Γ = 5/3 polytropes as an upper bound for both
models.
• Collisions strip the RG envelope on account of the
kinetic energy of the star, causing it to drop by the
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percentage comparable and slightly larger than the
mass loss percentage. Therefore, any significant
amount of stripping of the RG population in the
GC must be mirrored by a systematic decay of their
stellar orbits. Along similar lines, collisions with
clumps can induce rotational velocity change in the
star by torquing the surface of the star. Isolated
G and K giants are relatively slow rotators and
therefore, enhanced rotational velocity may serve
a smoking gun of an RG population affected by
collisions.
• In order to allow for multiple RG star-clump col-
lisions within the several Myr long phase during
which clumps are abundant, the total mass of the
fragmenting disk must be ∼ 2 − 3 orders of mag-
nitude higher than that of the WR/O stars which
now form the stellar disk in the GC. While we can-
not determine the plausibility of that physical sce-
nario based on this work, such possibility cannot be
ruled out given significant uncertainties in the frag-
mentation and star formation history of the young
stellar disk in the GC.
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TABLE 4
A0 run parameters. Γ – polytropic index. Nres – numerical resolution. v∗ – velocity of the star. Σ – disk column density.
h – disk half-height. M – Mach number. tdc – disk crossing time. tsim – simulation length. Ncoll – number of collisions.
∆Ma – estimated mass loss over 300 tdyn. ∆M – mass loss measured in simulations over 300 tdyn.
Run Γ Nres v∗ Σ h M tdc tsim Ncoll ∆Ma ∆M
(km s−1) (g cm−2) (cm) (tdyn) (tdyn) (M) (M)
A0 5/3 128 300 2472 6.8× 1015 284 4502 300 <1 ≈ 0 1.4× 10−7
APPENDIX
NUMERICAL CONVERGENCE AND STABILITY OF THE STAR
In this section we describe the criteria for numerical convergence and uncertainties associated with the finite numerical
resolution employed in our simulations. As mentioned in Section 2.1 we model RGs as the Γ = 5/3 and Γ = 4/3
polytropes in order to investigate the effect of the stellar structure on mass loss. We choose numerical resolution 1283
for the Γ = 5/3 model and prior to simulating RG-clump collisions verify that this resolution is sufficient to capture
the structure of the star over the time scales relevant to this study.
Figure 9 shows the evolution of the central density and mass of the star in run A0 (shown in Table 4). In this run
the star is tunneling through a smooth gaseous accretion disk, which properties correspond to a marginally stable disk
described by Levin (2007) at a radius ∼ 0.02 pc. Because of its very low surface density, compared to the star and the
clumps in the fragmenting disk, the perturbation in the central density of the star and mass loss are negligible. Most
of the evolution seen in Figure 9 can actually be attributed to the expansion of the star due to numerical diffusion,
caused by the finite numerical resolution. We therefore use the A0 run as a test of numerical stability of the star placed
in a low density background flow. We require that the evolution of the star in the baseline simulation is slow and that
central density remains above 0.97ρc,0. This criterion is satisfied during the initial 300 tdyn at numerical resolution
of 1283 and we apply it to the remainder of simulations in this work (in all simulations we do not consider the data
beyond 300 tdyn). We use the mass loss of 1.4× 10−7M recorded during 300 tdyn in the A0 simulation as an estimate
of the absolute error in the mass loss measurements for all simulations (i.e., the smallest mass loss that can be reliably
measured) due to the approximate stability of the star.
We also examine the central density and mass loss as a function of numerical resolution as a test of numerical
convergence in our runs. Figure 10 shows the numerical convergence test for run A7 (Γ = 5/3 polytrope). The
numerical resolution of 643 is insufficient to properly resolve the pressure and density gradients within the star and
as a consequence the central density drops precipitously, the star expands and experiences increased mass loss. The
simulations with resolutions 1283 and 2563 converge to comparable values and have two noticeable differences. Firstly,
oscillations in the central density of the star decay more quickly in the lower resolution run A7, which is expected to
be more diffusive. Secondly, the difference in the mass loss between the runs A7 and A7 256 over 100 tdyn is about
5 × 10−3. We use this measurement to establish a relative error in the mass loss measurements caused by the finite
numerical resolution as ∆M = (8.1± 0.5)× 10−2M, which corresponds to about 6%.
Figure 11 shows the numerical convergence test for run B1 (Γ = 4/3 polytrope). Because they have much steeper
0.976
0.98
0.984
0.988
0.992
0.996
1
0 50 100 150 200 250 300
ρ
c
(ρ
c,
0
)
time (tdyn)
A0
1
0.99999984
0.99999988
0.99999992
0.99999996
1.00000000
0 50 100 150 200 250 300
M
∗
(M

)
time (tdyn)
A0
1
Fig. 9.— Central density (left) and mass (right) of RG as a function of time for run A0. We require that the evolution of the star in
the baseline simulation is slow and that the central density remains above 0.97 ρc,0. This stability criterion is satisfied during the initial
∼ 300 tdyn at numerical resolution of 1283.
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Fig. 10.— Evolution of the central density (left) and mass of the star (right) as a function of numerical resolution for runs A7 64, A7,
and A7 256. Simulations with resolutions 1283 and 2563 converge to comparable values and show relative difference in the mass loss
corresponding to 6% after 100 tdyn. Different line styles correspond to resolutions of 64
3 (blue, dotted), 1283 (yellow, dashed), and 2563
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Fig. 11.— Evolution of the central density (left) and mass of the star (right) as a function of numerical resolution for runs B1, B1 256,
B1 300, and B1 512. Different line styles correspond to resolutions of 1283 (red, solid), 2563 (blue, dashed), 3003 (yellow, dotted), and
5123 (black, dotted). Simulation with resolution 5123 is computationally expensive and we only run it for about 40 tdyn. Simulations with
resolutions 3003 and 5123 show a a few percent difference in the central density and 0.01% difference in the mass loss.
central pressure and density gradients stars modeled as Γ = 4/3 polytropes require higher numerical resolution relative
to the Γ = 5/3 polytropes. We show the central density and mass of RG in run B1 for numerical resolutions of 1283,
2563, 3003, and 5123. In this case, numerical resolution of 1283 is insufficient to capture the structure of the star,
which quickly dissolves. The evolution of the star appears similar for resolutions 2563 and 3003 and we choose the
latter as the standard resolution in our simulations of Γ = 4/3 polytropes. Note that increased numerical resolution
makes these runs (300/128)4 ≈ 30 times more computationally expensive than those at 1283 and we carry out fewer of
these runs. We also carried out a shorter simulation at resolution of 5123 and note that B1 512 exhibits less diffusive
behavior when it comes to the central density and differences at the level of ∼ 10−4M in the mass loss. Note that
the compact core in the Γ = 4/3 polytropic model remains largely unperturbed in this scenario and in contrast to the
Γ = 5/3 models, there is no ”ringing” in the central density.
