Metaheuristic techniques are usually used to solve optimization problems, that is, they are used in problems that seek the minimum or maximum points that satisfy a function [1] . The solution found is approximate and is located around the exact point of the solution. On the other hand, we have the optimization techniques with restrictions, which are based on the Lagrange multipliers and convert the restricted optimization problem with n variables to an unrestricted problem with n+k variables, where k is equal to the number of restrictions, and whose equations can be resolved more easily.
Introduction
Metaheuristic techniques allow to solve optimization problems of any kind, that is, convex, concave, linear and non-linear. Among some of the advantages to use metaheuristic techniques such as the particle cluster (PSO), is that this technique explores the entire field of solution scattering particles and evaluating each of these in the objective function and determine which best satisfies the conditions of this function, conditions of equality, conditions of inequality among other conditions. It also has that the methods of optimization with restrictions allow to minimize or maximize systems and functions of multiple variables subject to restrictions of other functions [2] . In the optimization these restrictions or conditions can be equal, Lagrange multipliers method, and/or inequality, conditions or Karush-Kuhn-Tucker method. Here, the problem to be solved is that of cost optimization in order to cover the largest area, taking advantage of the greater amount of material.
Development of the metaheuristic technique and method of optimization
For the problem of material cost optimization (1), it is required to cover the largest amount of area using the total amount of material and for this the objective function must be defined (2):
As the idea is to cover the largest amount of area, for this it is necessary to obtain real quantities greater than zero for the variables x 1 and x 2 , that is why some equalities (3) and inequalities (4) are defined as input restrictions to solve the problem [3] .
with x 1 , x 2 ∈ R + . Therefore, 1 0 0 1
Now the problem is written in a simpler way
subject to
with x 1 , x 2 ∈ R + .
The problem described above will be solved by means of two techniques: a metaheuristic technique (PSO) and an exact technique [4, 5] . The following describes the techniques and how their solution algorithms work. The population-based metaheuristic technique, such as the particle pool (PSO, Particle Swarm Optimization), begins its iterative process from an initial population of individuals that are within a solution space. This technique uses the displacement and speed functions that are updated in each iteration. During each iteration, each individual gives performance information, that is, how is their behavior to satisfy the objective function and restrictions. The following algorithm is used to minimize the objective function (2): Algorithmic1PSO pn=particlesnumber var=variablesnumber x(pn,var)← create initial population while iter≤Maxiter & Tol≤ 1e − 6 do
The parameter γ 1 represents the model of the cognitive behavior of the particle and is equal to 1, the parameter γ 2 represents the model of social behavior of the set of solutions and is equal to 1.5, since γ 1 + γ 2 < 4. Now, the Karush-Kuhn-Tucker conditions [6] solve a general problem of maximization or minimization of an objective function f (x):
Also we have that h j (x) are the equality constraints, commonly used in Lagrange multipliers, and g i (x) are the inequality constraints, with l and m the respective number of equality and inequality conditions. These conditions are said to be necessary and sufficient to solve an optimization problem. The solution form is implemented in a two-block algorithm:
Block I: Construction from the Lagrange multipliers of the function:
Here, the j + i + 1 equations are generated that minimize or maximize f (x) with the partial derivatives gradient products.
Block II: Conditions of complementary slack
If the problem is maximization the u j and the v i must be positive, for minimization problems, the opposite, the multipliers must be less than zero [7] . Finally, the equations proposed that can be non-linear are solved, and in order to find the corresponding values an iterative method should be used.
Application and results

Metaheuristic technical results
Xf inal = [24.563 25.437], pn = 500, minimum value of the cost function: 22456U S, maximum area covered: 624.8094U
2 , amount of material required:100, parameters: a 1 = 500, b 1 = 400, a 2 = 2, b 2 = 2, number of iterations: 51 and tolerance: 1e − 6. In Figure 1 , which shows the distribution of the final points of the solution, the 500 best final solutions that satisfy the objective functions, the equal restrictions and the inequality constraints. In figures 2 and 3 the area behavior was graphed to maximize and the maximum area solution is found graphically and is equal to 625U
2 , but this solution does not satisfy the objective function of minimizing the cost of the materials.
Figures 4 and 5 represent the feasible region where the solution that meets the lowest cost of materials is located and that maximizes the area.
Results obtained by the conditions of Karush Kuhn
Tucker 
Conclusion
The importance of the solution by Karush Kuhn Tucker's conditions lies in the possibility of associating a utility function with preferences, which is a formidable tool in mathematical analysis for the study of optimization.
The results obtained by means of the two methods satisfy the conditions of equality and inequality. The method of particle cluster optimization requires a greater number of iterations to arrive at the result in comparison with the Karush Kuhn Tucker optimization method, in conscience with the first exposed method it is possible to minimize the cost of the materials to cover the area but when passing to the second method the area is maximized by penalizing In general, the methods used in this document are widely used as models in the multivariable optimization solution, multiobjective and with equality and inequality restrictions obtaining results that satisfy all the conditions of the proposed. 
