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POINTWISE CONVERGENCE ON THE BOUNDARY IN THE
DENJOY-WOLFF THEOREM
PIETRO POGGI-CORRADINI
Abstract. If φ is an analytic selfmap of the disk (not an elliptic automorphism) the Denjoy-
Wolff Theorem predicts the existence of a point p with |p| ≤ 1 such that the iterates φn
converge to p uniformly on compact subsets of the disk. Since these iterates are bounded
analytic functions, there is a subset of the unit circle of full linear measure where they
all well-defined. We address the question of whether convergence to p still holds almost
everywhere on the unit circle. The answer depends on the location of p and the dynamical
properties of φ. We show that when |p| < 1(elliptic case), pointwise a.e. convergence holds
if and only if φ is not an inner function. When |p| = 1 things are more delicate. We show
that when φ is hyperbolic or type I parabolic, then pointwise a.e. convergence holds always.
The last case, type II parabolic remains open at this moment, but we conjecture the answer
to be as in the elliptic case.
1. Introduction
Let φ be an analytic map defined on the unit disk D = {z ∈ C : |z| < 1}, and assume
that φ(D) ⊂ D (we call φ a self-map of the disk from now on). The iterates of φ are
φn = φ ◦ · · · ◦ φ, n times. The following result is classical (elliptic automorphisms are those
that can be conjugated to a rotation).
Theorem 1.1 (Denjoy-Wolff). If a self-map of the disk φ is not an elliptic automorphism,
then there exist a point p ∈ D such that the sequence φn(z) converges uniformly on compact
subsets of D to p.
Moreover, when p ∈ D, φ(p) = p and |φ′(p)| < 1, while when p ∈ ∂D, then φ(p) = p and
0 < φ′(p) ≤ 1 in the sense of non-tangential limits.
The point p is referred to as the Denjoy-Wolff point of φ. When p ∈ D, the map φ is called
elliptic. When p ∈ ∂D, φ is called hyperbolic if φ′(p) < 1 and parabolic if φ′(p) = 1.
Since the functions φn are bounded analytic functions, it is well-known that one can define
the corresponding boundary functions
φ⋆n(e
iθ) = lim
r↑1
φn(re
iθ)
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for almost every eiθ on ∂D. More precisely, for every n = 1, 2, 3, . . . , there is a set En ⊂ D
of linear measure zero, so that φ⋆n is well-defined on ∂D \ En. Then W = ∂D \ ∪
∞
n=1En has
full measure and every iterate φn extends to W .
It is natural to ask whether for almost every point ζ ∈ W the sequence φ⋆n(ζ) still converges
to p as n→∞. An answer to this question in the elliptic case (when p is not super-attracting)
can be extracted from the proofs of our paper [P-C97]. The purpose of this note is to do a
more systematic study of this problem.
Before stating our result, we need to recall some definitions.
A bounded analytic function f on the unit disk D is an inner function if the corresponding
boundary function f ⋆(eiθ) has modulus equal to 1 for almost every eiθ on ∂D.
Recall the hyperbolic distance, defined for z, w ∈ D as:
ρ(z, w) = log
1 +
∣
∣ z−w
1−wz
∣
∣
1−
∣
∣ z−w
1−wz
∣
∣
.
Given a self-map φ of parabolic type, pick a point z0 ∈ D and let zn = φn(z0) be the
corresponding orbit. Define sn := ρ(zn, zn+1), i.e. the hyperbolic step of the orbit. By
Schwarz’s Lemma, φ is a contraction with respect to the metric ρ, in particular, sn is a
non-increasing sequence, and hence s∞ = limn→∞ sn exists. There are two cases: φ is type
I parabolic (or non-zero-step) if s∞ > 0, and type II parabolic (or zero-step) if s∞ = 0. It
follows from the main theorem of [Po79] that this classification does not depend on the choice
of z0 (also see comments after Theorem 1.8 of [P-C03]).
Theorem 1.2. Suppose φ is an analytic self-map of the disk which is not an elliptic auto-
morphism.
(1) If φ is elliptic, then φ⋆n(ζ) converges to the Denjoy-Wolff point of φ, for almost every
ζ in ∂D, if and only if φ is not an inner function.
(2) If φ is hyperbolic or type I parabolic, then φ⋆n(ζ) converges to the Denjoy-Wolff point
of φ, for almost every ζ in ∂D.
Our proofs do not extend to the type II parabolic case, which in some sense is more
similar to the elliptic case since the hyperbolic steps are tending to zero. In fact, we make
the following conjecture.
Conjecture 1.3. Suppose φ is an analytic self-map of the disk which is type II parabolic.
Then φ⋆n(ζ) converges to the Denjoy-Wolff point of φ, for almost every ζ in ∂D, if and only
if φ is not an inner function.
In Section 2 we tackle the elliptic case. In Section 3 we deal with the hyperbolic and type
I parabolic cases.
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2. The elliptic case
Assume that φ is elliptic, i.e., the Denjoy-Wolff point p of φ is in D (and assume that φ is
not an automorphism). If φ is inner then for almost every ζ ∈ ∂D, |φ⋆n(ζ)| = 1 for all n, so
the convergence to p does not occur.
The converse is less straightforward. Assume then also that φ is not an inner function.
The argument revolves around showing that there cannot exist a set E ⊂ ∂D of positive
linear measure on which all the iterates φ⋆n have modulus one.
2.1. An exhaustion of the unit disk. Given n = 1, 2, 3, . . . , fix a parameter t > 0,
and consider the open set Un(t) = {z ∈ D : ρ(φn(z), p) < t}. Then, let Ωn(t) be the
connected component of Un(t) which contains p, and let Fn(t) be ∂Ωn(t) ∩ D. Notice that
Fn(t) consists of at most countably many piecewise analytic Jordan arcs, and either there
is only one closed arc, or all the arcs have the property that their two ends tend to ∂D (by
the maximum principle). Let C(r) = {z ∈ D : ρ(z, p) = r}, then there is r > 0 such that
φ(z) 6= p, for all z ∈ C(r). Therefore, we can find t0 > 0 small enough so that Ω1(t0) is
compactly contained in D, and therefore F1(t0) consists of one closed Jordan arc. From now
on we write Ωn for Ωn(t0), and Fn for Fn(t0).
By definition
(2.1) φk(Ωn+k) ⊂ Ωn and φk(Fn+k) ⊂ Fn
for n, k = 1, 2, 3, . . . . Moreover, we also have
(2.2) Ωn ∪ Fn ⊂ Ωn+1,
for n = 1, 2, 3, . . . . This because whenever ζ ∈ Ωn ∪ Fn, there is a path γ ⊂ Ωn ∪ Fn
connecting p to ζ , and by the invariant form of Schwarz’s Lemma and the fact that φ(p) = p,
ρ(p, φn+1(γ(s))) ≤ ρ(p, φn(γ(s))) < t0, 0 ≤ s ≤ 1.
2.2. Harmonic measure. If Ω is an open set and E a closed set, then we write
ω(z, E,Ω)
for the Perron solution of the Dirichlet problem, in the component U of Ω \E containing z,
with data χE (the characteristic function of E). Recall that this is obtained by taking the
supremum of all the values v(z), when v ranges among all subharmonic functions on U such
that lim supz→ζ v(z) ≤ χE(ζ), for all ζ ∈ ∂Ω ∪ E (these functions v are often referred to as
“candidates”).
Write ωn(z) = ω(z, Fn,Ωn). We will need two results about harmonic measure. We refer
to [R95] for the potential theory background that is needed.
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Lemma 2.1 (Schwarz-type Lemma). Let E be a closed set in D with Cap(φ−1(E)) > 0.
Then,
ω(z, φ−1(E),D \ φ−1(E)) ≤ ω(φ(z), E,D \ E).
Proof of Lemma 2.1. This proof is similar to the proof of Lemma 3.1 in [P-C97]. Let G =
D \ φ−1(E). Let v be a candidate for the Dirichlet problem on G with data χφ−1(E), and
let u(z) = ω(φ(z), E,D \ E). When z ∈ G, φ(z) 6∈ E, and hence v − u is subharmonic
on G. Suppose now that ζ ∈ ∂G. There are two cases. First assume that ζ ∈ ∂D, i.e.
ζ 6∈ φ−1(E). Then by definition of v and since u is positive, lim supz→ζ[v(z) − u(z)] ≤ 0.
When ζ ∈ φ−1(E), lim supz→ζ v(z) ≤ 1. Also, CapE > 0 by Corollary 3.6.6 of [R95], and at
nearly every η ∈ E we have limz→η ω(z, E,D \E) = 1, by Theorem 4.2.5 of [R95] (Kellogg’s
Theorem), and by Theorem 4.3.4 (b) of [R95]. Therefore, since φ is analytic, for nearly
every ζ ∈ φ−1(E), limz→ζ u(z) = 1. By the extended maximum principle for subharmonic
functions, [R95] Theorem 3.6.9. (b), v−u ≤ 0 on G, and the conclusion is reached by taking
the supremum over all the candidates v. 
The second result is a well-known “conditional probability estimate”.
Lemma 2.2 (Conditional Probability). Suppose that Ω is an open set and E is a non-empty
Borel subset of ∂Ω. Also suppose that F is a closed subset of Ω which separates a point z ∈ Ω
from E in Ω, i.e., if U is the connected component of Ω \ F containing z, then E ∩ ∂U = ∅.
We have
ω(z, E,Ω) ≤ ω(z, F,Ω) sup
ζ∈F
ω(ζ, E,Ω).
Proof. With U as above, u(w) := ω(w, F, U) = ω(w, F,Ω) is harmonic in U . Let v be
a subharmonic candidate for ω(z, E,Ω). Then f(w) := v(w) − u(w) supζ∈F ω(ζ, E,Ω) is
subharmonic in U . First note that since F separates z from E in Ω, we must have CapF > 0,
see Corollary 3.6.4 of [R95]. Then, for nearly every ξ ∈ F , limw→ξ u(w) = 1, see Theorem
4.3.4 of [R95]. Moreover, since ξ 6∈ E and v is upper-semicontinuous, lim supw→ξ v(w) ≤
v(ξ) ≤ ω(ξ, E,Ω). Therefore lim supw→ξ f(w) ≤ 0. On the other hand, if ξ ∈ ∂U \ F , then
ξ ∈ ∂Ω \ E; therefore, since u(w) ≥ 0, and since by definition lim supw→ξ v(w) ≤ 0, we
again have lim supw→ξ f(w) ≤ 0. So by the extended maximum principle for subharmonic
functions, [R95] Theorem 3.6.9 (b), f(w) ≤ 0 for w ∈ U . The conclusion is reached by taking
the supremum over all candidates v. 
2.3. Non-inner elliptic selfmaps. Recall the exhaustion Ωn defined in Section 2.1, and
that ωn(z) := ω(z, Fn,Ωn).
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Lemma 2.3. Assume that the elliptic selfmap of the disk φ is not inner. Then, there is an
integer N > 1 large enough such that ωN(z) < 1 for every z ∈ ΩN . In particular,
(2.3) α := sup
ζ∈F1
ωN(ζ) < 1.
Proof of Lemma 2.3. This argument is very similar to the one on p. 506 of [P-C97]. We
reproduce it here for convenience. Since φ is not inner, there is a set of positive measure
A ⊂W (recall W ⊂ ∂D is the set of full-measure where all the iterates of φ are well-defined)
such that φ⋆(A) ⊂ D. By Lindelo¨f’s Theorem ([G81] p. 92), it is well-known that the radial
limits of φ coincide with its non-tangential limits. Therefore, for ζ ∈ ∂D, we define the
non-tangential region:
Γ(ζ) = {z ∈ D : |ζ − z| < 2
1 + |p|
1− |p|
(1− |z|)}
(notice that p ∈ Γ(ζ) for all ζ ∈ ∂D).
By restricting ourselves to a subset of A of positive linear measure, we can assume that
sup{φ(z) : z ∈ Γ(ζ)} ≤ s < 1, for some 0 < s < 1 . By uniform convergence of φn on sD,
there is N ∈ N such that ρ(p, φ⋆N(z)) < t0 for all z ∈ Γ(ζ) and all ζ ∈ A. Thus the region
G = ∪ζ∈AΓ(ζ) is a Jordan domain contained in ΩN . The boundary of G is locally Lipschitz,
so harmonic measure on ∂G is absolutely continuous with respect to linear measure (this
follows from McMillan’s Sector Theorem; see Section 6.6 of [Po92]). Hence ω(z, A,G) > 0 for
z ∈ G. By the maximum principle, then, ω(z, A,ΩN ) > 0 as well, and since ω(z, .,ΩN) is a
probability measure on ∂ΩN , we must have ω(z, FN ,ΩN ) < 1 for z ∈ ΩN (recall FN ⊂ D). 
Proposition 2.4. Assume that the elliptic selfmap of the disk φ is not inner. With the
notations above,
(2.4) ωn(p)→ 0, as n→∞.
Proof. We apply Lemma 2.1 with E = FN (where N and α are as in Claim 2.3), and
ψk := φ(N−1)k (k = 1, 2, 3, . . . ) instead of φ, to obtain
ω(z, ψ−1k (FN ),D \ ψ
−1
k (FN)) ≤ ω(ψk(z), FN ,D \ FN )
For notational simplicity, let Tk = FN+(N−1)k and Gk = ΩN+(N−1)k. Then, by (2.1), Tk ⊂
ψ−1k (FN ) and ψ
−1
k (FN) ∩Gk = ∅. Therefore, for z ∈ Gk,
ω(z, ψ−1k (FN ),D \ ψ
−1
k (FN)) = ω(z, Tk, Gk).
Taking the supremum for z ∈ Tk−1, which is a subset of Gk by (2.2), and since by (2.1)
ψk(Tk−1) ⊂ F1, we obtain:
sup
ζ∈Tk−1
ω(ζ, Tk, Gk) ≤ sup
ζ∈F1
ω(ζ, FN ,ΩN) = α < 1.
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Now, we use the conditional probability estimate of Lemma 2.2, for n > N
ωn(p) ≤ α sup
ζ∈FN
ω(ζ, Fn,Ωn) ≤ α.
Likewise, for n > 2N − 1,
ωn(p) ≤ α sup
ζ∈FN
ω(ζ, Fn,Ωn) ≤ α sup
ζ∈FN
ω(ζ, F2N ,Ω2N ) sup
ζ∈F2N
ω(ζ, Fn,Ωn) ≤ α
2.
More generally, for n > N + k(N − 1),
ωn(p) ≤ α
k → 0
as k tends to infinity. Therefore (2.4) is proved. 
2.4. Proof in the elliptic case. Observe that, given a point ζ ∈ W , if φ⋆n(ζ) ∈ D, then
φ⋆n+k(ζ) = φk(φ
⋆
n(ζ))→ p, as k →∞. Thus, if the sequence φ
⋆
n does not converge pointwise
to p, there is a set A ⊂ W of positive linear measure such that for any ζ ∈ A, |φ⋆n(ζ)| = 1
for all n = 1, 2, 3, . . . . We claim that
(2.5) 0 < ω(p, A,D) ≤ ωn(p)
but letting n tend to infinity and using (2.4) we thereby reach a contradiction.
To prove (2.5), we use the fact that, although Fn may not separate A from p, it at least
does so “radially”. Fix an integer n, and for every ζ ∈ A, since |φ⋆n(ζ)| = 1, we can find
0 < r(ζ) < 1 so that ρ(φn(rζ), p) > t0 for r(ζ) ≤ r < 1. In particular, the slit Sζ = [r(ζ)ζ, ζ)
does not intersect Ωn. So, letting A˜ = ∪ζ∈ASζ, we find that
(2.6) ω(p, A˜,D \ A˜) ≤ ωn(p),
as one can see from Lemma 2.2, for instance.
Finally, the proof of (2.5) is completed if we can show that
(2.7) ω(p, A,D) ≤ ω(p, A˜,D \ A˜).
To see (2.7), let v(z) be a subharmonic candidate for ω(z, A,D). By the maximum principle,
v(z) ≤ 1 for all z ∈ D. So v is also a candidate for A˜ in D \ A˜, i.e., v(z) ≤ ω(z, A˜,D \ A˜),
and (2.7) is proved by taking the supremum over the v’s and evaluating at z = p.
This completes the proof of Theorem 1.2 in the case of an interior Denjoy-Wolff point.
2.5. Remarks. We have just shown that the pointwise a.e. convergence on ∂D of the
iterates to the Denjoy-Wolff point holds whenever the self-map is elliptic and non-inner. As
mentioned above, this fact at least in the case when the derivative of φ at p is non-zero was
already contained in [P-C97] and [P-C99]. However, there the main tool was the conjugating
map σ : D :→ C due to Kœnigs [Koe84], which solves the functional equation
σ ◦ φ(z) = φ′(p)σ(z),
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and the following dichotomy was proved: either φ is not inner and then σ has finite non-
tangential limits (in Hp(D)) almost everywhere on ∂D, or φ is inner and then the radial
maximal function of σ is infinite a.e. on ∂D. In the case when φ′(p) = 0, one would have to
use a different conjugating map due to Bo¨ttcher [Bo04], which is not even well-defined in D,
but the logarithm of its modulus is, see [CG93] p. 33.
What we have done here is purge the map σ from the arguments. We will see below in
the hyperbolic and parabolic cases, that conjugations will again be useful.
3. The case when the Denjoy-Wolff point is on the boundary
When the Denjoy-Wolff point p is on ∂D it is customary to change variables with the
Mo¨bius transformation i(w + z)/(w − z) so that φ becomes a self-map of the upper-half
plane H with Denjoy-Wolff point at infinity. Julia’s lemma then implies that φ can be
written as
(3.1) φ(z) = Az + p(z)
for some A ≥ 1 and some function p, with Im p(z) ≥ 0 for all z ∈ H, such that
n. t. -limz→∞
p(z)
z
= 0.
In particular, the horodisks H(t) = {z ∈ H : Im z > t} (t > 0) are mapped into themselves,
and the map φ is classified as hyperbolic if A > 1 and parabolic if A = 1.
The proof of Theorem 1.2 in the elliptic case hinged on the fact that for non-inner selfmaps
of the disk there cannot exist a set E ⊂ ∂D of positive linear measure on which the non-
tangential limits φ⋆n of each iterate φn all have modulus one. This, however, is quite possible
for non-inner selfmaps of hyperbolic and parabolic type, as the following example shows.
Example 3.1. Let G be the upper half-plane minus the slits Ln = {z = x + iy : x =
2n, 0 < y ≤ 2n} for n = 1, 2, 3, . . . , and minus the rectangle R = {z = x + iy : −1 ≤ x ≤
1, 0 < y ≤ 1}. The domain G is simply connected, so let σ be the Riemann map of H onto
G, such that n. t. -limz→∞ σ(z) = ∞. Defining φ(z) := σ
−1(2σ(z)), one can check that φ
is hyperbolic, non-inner, and all its iterates have zero imaginary part on σ−1(L1) ⊂ R. A
parabolic example can be obtained by letting Ln = {z = x + iy : x = n, 0 < y ≤ 1} for
n = 1, 2, 3, . . . , and R = {z = x+ iy : x ≤ 0, 0 < y ≤ 1}.
Therefore the proof in the hyperbolic and parabolic cases must necessarily be different.
We begin with the hyperbolic case.
3.1. The hyperbolic case. We need the following conjugation due to Valiron; see also
[BP-C03] for a recent exposition of this result.
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Theorem 3.2 (Valiron [Va31]). Assume φ is as in (3.1) with A > 1, i.e., φ is hyperbolic.
Then, there is an analytic map σ with σ(H) ⊂ H such that n. t. -limz→∞ σ(z) = ∞ and
actually σ is isogonal at infinity, i.e. n. t. -limz→∞Arg σ(z) = 0, which satisfies the functional
equation:
σ ◦ φ = Aσ
Since σ is bounded analytic (after a change of variables), it has non-tangential limits
almost everywhere on the real axis. We let σ⋆ be the boundary function. By the F. and M.
Riesz Theorem ([G81] p. 65) the set Z = {x ∈ R : σ⋆(x) = 0} has measure zero. Suppose
x ∈ R \ Z is a point at which σ⋆(x) and all the iterates φ⋆n(x) are well-defined, and assume
that
lim inf
n→∞
|φ⋆n(x)| = R <∞.
Choose a sequence of integers n for which |φ⋆n(x)| < 2R. For each such n, define γn(t) =
φn(x + it), for t > 0. Then, γn is a curve which connects the ball B(2R) = {|z| ≤ 2R} to
infinity. By the F. and M. Riesz Theorem, we also have that the boundary function σ⋆(x)
is finite almost everywhere. In particular, there exists s > 2R such that σ⋆(s), σ⋆(−s) <∞.
Therefore if Γ = {z ∈ H : |z| = s}, then
(3.2) M := sup
z∈Γ
|σ(z)| <∞.
Let zn = φn(x+ itn) be a point in Γ ∩ γn, which is necessarily non-empty. Then,
M ≥ |σ(zn)| = |σ(φn(x+ itn))| = A
n|σ(x+ itn)|
Therefore, since A > 1, limn→∞ |σ(x+ itn)| = 0. However, since limt→+∞ σ(x+ it) =∞, and
|σ(x + it)| > 0 for all t > 0, we must conclude that tn tend to 0, i.e., that σ
⋆(x) = 0. But
this contradicts our hypothesis x 6∈ Z.
In conclusion, we find that except for a set of linear measure zero, at all points x where
the iterates φ⋆n(x) are well-defined we have limn→∞ |φ
⋆
n(x)| = ∞, which proves Theorem 1.2
in the hyperbolic case.
3.2. The type I parabolic case. The counterpart of Valiron’s Theorem in the type I
parabolic case is the following result of Pommerenke.
Theorem 3.3 (Pommerenke, [Po79] Theorem 1 and (3.17)). Let φ be an analytic self-map
of H of parabolic type as in (3.1) with A = 1, and let {zn = φn(i)}
∞
n=0 be a forward-iteration
sequence. Then,
Im zn+1
Im zn
−→ 1
as n tends to infinity.
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Moreover, if φ is type I, i.e. ρ(zn, zn+1) ↓ s∞ > 0, letting zn = un+ivn and considering the
automorphisms of H given by Mn(z) = (z−un)/vn, the normalized iterates Mn ◦φn converge
uniformly on compact subsets of H to a function σ which satisfies the functional equation
σ ◦ φ = σ + b
where
(3.3) b := lim
n→∞
un+1 − un
vn
6= 0.
The conjugation σ is a selfmap of H by construction and Pommerenke also shows that
n. t. -limz→∞ Im σ(z) = +∞ (and actually the region of convergence can be extended to a
tangential one). However, this is not enough information about the behavior of σ at infinity,
in particular some information on the behavior of Re σ(z) at infinity is necessary if one wants
to repeat the same argument as in the hyperbolic case.
Instead we modify the argument slightly. Let σ be the conjugation of Theorem 3.3 and
assume without loss of generality that the constant b in (3.3) is positive, so that un is
eventually an increasing sequence and since vn ≥ v0:
(3.4) lim
n→∞
un = +∞.
Let σ⋆ be the boundary function. Suppose x ∈ R is a point at which all the iterates φ⋆n(x)
are well-defined, and where σ⋆(x) is finite. Assume also that
lim inf
n→∞
|φ⋆n(x)| = R <∞.
Instead of considering the half-line {z = x+ it, t > 0}, let zn = φn(i) = un + ivn, and define
P to be the polygonal curve
P = [x, i] ∪ [i, z1] ∪ [z1, z2] ∪ · · ·
At one end, P tends non-tangentially to x. Near infinity, P is a simple curve tending to
infinity. Moreover, by (3.4), Re z → +∞ as z tends to infinity along P . Also, as Pommerenke
remarks, in [Po79] Remark 1,
(3.5)
vn
un
→ 0 as n→∞,
so the argument of z tends to zero as z tends to infinity along P .
Choose a sequence of integers n so that |φ⋆n(x)| < 2R, and let γn = φn(P ). By construction,
if z tends to x along P , then φn(z) tends to φ
⋆
n(x), and hence intersects the ball B(2R). If
z tends to infinity along P , we claim that
(3.6) lim
P∋z→∞
|φn(z)| = +∞.
In fact, find k so that z ∈ [zk, zk+1]; then by Schwarz’s Lemma
ρ(φn(z), zk+n) ≤ ρ(z, zk) ≤ ρ(z1, z2) <∞,
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so φn(z) tends to infinity.
Also, we claim that
(3.7) m := inf
z∈P
Re σ(z) > −∞
This holds on [x, i] by our choice of x. Also, for k = 1, 2, 3, . . . , σ(zk) = σ(φk(i)) = σ(i)+kb,
and for z ∈ [zk, zk+1]; so Schwarz’s Lemma implies
ρ(σ(z), σ(i) + kb) ≤ ρ(z, zk) ≤ ρ(z1, z2) <∞
which yields (3.7) at once.
Find s > 2R such that σ⋆(s), σ⋆(−s) < ∞, which can be done since σ is a selfmap of H.
Then each curve γn must intersect the circle {|z| = s} at a point of the form φn(wn) for
some wn ∈ P . Also, sup|z|=s |σ(z)| =M <∞, so by (3.7)
M ≥ |σ(φn(wn))| = |σ(wn) + nb| ≥ Re σ(wn) + nb ≥ m+ nb→ +∞
which is a contradiction.
Thus, except for a set of linear measure zero, at all points x where the iterates φ⋆n(x) are
well-defined we have limn→∞ |φ
⋆
n(x)| =∞, which proves Theorem 1.2 in the type I parabolic
case.
4. Remarks about the type II parabolic case
Here we collect some remarks on the type II parabolic case, or, in Pommerenke’s termi-
nology, the identity case. Recall that these are analytic self-maps φ of the upper half-plane
H that can be written as in (3.1) with A = 1, and such that the hyperbolic steps ρ(zn, zn+1)
of the forward-iteration sequence zn = φn(i) tend to zero. We have already mentioned in
the introduction that the fact that the hyperbolic steps tend to zero does not depend on
the choice of the starting point i. Moreover, given any point z ∈ H, we also have that
ρ(φn(z), φn(i))→ 0, as n tends to infinity. This also follows from Pommerenke’s Theorem 1
[Po79]. In fact, with the notations of Theorem 3.3, the normalized iterates Mn ◦φn converge
uniformly on compact subsets of H to i in this case. So
(4.1) ρ(φn(z), φn(i)) = ρ(Mn ◦ φn(z),Mn ◦ φn(i)) = ρ(Mn ◦ φn(z), i)→ 0.
It also follows from (3.1) that for any given z ∈ H the sequence of imaginary parts Imφn(z)
is strictly increasing, hence it either has a finite limit or it tends to infinity. Again this is a
property that does not depend on z, and in the type I parabolic case both cases arise. In
[P-C03], we left open the problem of producing examples in the type II parabolic case as
well. However, we now realize that this question can be easily answered.
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Proposition 4.1. If φ is a type II parabolic self-map of H as above, then given z ∈ H,
lim
n→∞
Imφn(z) = +∞.
The proof of this proposition is immediate because otherwise one would have
ℓ∞ := lim
n→∞
Imφn(i) <∞
and by (4.1) limn→∞ Imφn(z) = ℓ∞ as well, for any z ∈ H, which contradicts the fact that
Imφn(z) increases as soon as Im z > ℓ∞.
References
[Bo04] L. E. Bo¨ttcher, The principal laws of convergence of iterates and their applications to analysis, (Rus-
sian), Izv. Kazan. Fiz.-Mat. Obshch., 14 (1904), 155-234.
[BP-C03] F. Bracci and P. Poggi-Corradini, On Valiron’s Theorem, Future Trends in Geometric Function
Theory, RNC Workshop Jyva¨skyla¨ 2003 Rep. Univ. Jyva¨skyla¨ Dept. Math. Stat. 92 (2003), pp. 39–55.
[CG93] L. Carleson and T. Gamelin, Complex Dynamics, Springer-Verlag, 1993.
[C81] C. Cowen, Iteration and the solution of functional equations for functions analytic in the unit disk,
Trans. Amer. Math. Soc. 265, no. 1 (1981), 69-95.
[G81] J. Garnett, Bounded analytic functions, Academic Press, 1981.
[Koe84] G. Kœnigs, Recherches sur les inte´grales de certaines e´quations fonctionnelles, Ann. Sci. E´cole
Norm. Sup. (3rd series) 1 (1884), Supple´ment 3-41.
[P-C03] P. Poggi-Corradini, Backward-iteration sequences with bounded hyperbolic steps for analytic self-
maps of the disk, Rev. Mat. Iberoam. Vol. 19, no. 3 (2003), 943-970.
[P-C99] P. Poggi-Corradini, Norm convergence of normalized iterates and the growth of Kœnigs maps, Ark.
Mat., 37 (1999), 171-182.
[P-C97] P. Poggi-Corradini, The Hardy class of Kœnigs maps, Michigan Math. J., 44 (1997), no. 3, 495–507.
[Po92] C. Pommerenke, Boundary behaviour of conformal maps, Springer-Verlag, 1992.
[Po79] C. Pommerenke, On the iteration of analytic functions in a halfplane, I, J. London Math. Soc. (2),
19 (1979), 439-447.
[R95] T. Ransford, Potential theory in the complex plane, Cambridge University Press, 1995.
[Sh00] J. Shapiro, What do composition operators know about inner functions? Monatsh. Math. 130 (2000),
no. 1, 57–70.
[Va31] G. Valiron, Sur l’ite´ration des fonctions holomorphes dans un demi-plan, Bull. Sci. Math. (2) 55
(1931), 105-128.
Department of Mathematics, Cardwell Hall, Kansas State University, Manhattan, KS
66506, USA.
E-mail address : pietro@math.ksu.edu
