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Resumen 
 
Este documento describe el desarrollo del Proyecto de Fin de Carrera 
realizado en la empresa Mier Comunicaciones S.A. 
 
El objetivo de este proyecto es el diseño y la implementación de una 
herramienta informática que nos permita gestionar y controlar los recursos y 
procesos vinculados a la producción de equipos para la industria aeroespacial. 
 
Las principales tareas llevadas a cabo y que recoge este documento son el 
análisis y especificación de requerimientos del sistema, el diseño de la 
arquitectura, la elección de las tecnologías a utilizar y la posterior 
implementación del diseño. 
 
Al finalizar el proyecto hemos obtenido una herramienta fiable y que cumple 
todos los requerimientos especificados, cumpliendo así con los objetivos 
fijados. 
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Overview 
 
This report describes the development of the Final Project done in the 
enterprise Mier Comunicaciones S.A. 
 
The goal of this project is to obtain the design and the implementation of a tool 
that enable us to manage and to control the resources and processes related 
to the equipments production of the aerospace industry. 
 
The main tasks done and described in this document are the system 
requirements analysis and specification, the architecture design, the choice of 
the technologies to use and the later design implementation. 
 
At the end of the project we have obtained a reliable management tool that 
fulfills all the specified requirements, reaching all the fixed objectives. 
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INTRODUCCIÓN 
 
 
El funcionamiento de una empresa es en ocasiones extremadamente complejo.  
Cada uno de los departamentos que interviene en el ciclo de producción de un 
equipo genera un gran volumen de documentación tanto para uso interno como 
para el resto de departamentos.  De la misma forma también necesita tener 
acceso a la información generada por otras áreas de la empresa. 
 
El soporte tradicional para toda esta información ha sido el papel.  La migración 
de este soporte hacia un medio digital resulta natural debido a la facilidad que 
éste ofrece para almacenar documentos y navegar por ellos. 
 
Si a este nuevo modo de gestionar la información le sumamos los términos 
“distribuido” y “en tiempo real” las ventajas que puede obtener una empresa de 
esta combinación son muy grandes. 
 
La empresa Mier Comunicaciones SA  se dedica al diseño y producción de 
equipos electrónicos de comunicaciones.  Una de las secciones que la forman, 
en el contexto de la cuál se desarrollará este proyecto, es la División de 
Espacio, en la que se diseñan y fabrican equipos de RF/Microondas para 
aplicaciones espaciales, parte de proyectos desarrollados por agencias como la 
ESA o la NASA. 
 
Los requerimientos de calidad para la producción de equipos en el sector 
aeroespacial son estrictos y obligan a generar un gran volumen de información 
para todo proyecto, de cara a mantener un control total sobre cada uno de los 
procesos y componentes que han intervenido en el desarrollo de los productos. 
 
El principal objetivo de este proyecto es diseñar e implementar una herramienta 
informática de gestión que substituya  al actual sistema de control de procesos 
de producción de la División de Espacio.  Esta herramienta permitirá, a través 
de la intranet empresarial, desarrollar las siguientes labores: 
 
· Control de stock de almacén 
· Gestión de recursos vinculados a la producción 
· Trazabilidad de procesos y componentes de los equipos 
 
Este documento recoge las principales tareas desarrolladas en el transcurso 
del proyecto.  Está dividido en cinco capítulos en los que, por este orden, se ha 
descrito brevemente la actividad de la empresa y el por qué de la necesidad de 
llevar a cabo este proyecto, el análisis de requerimientos, el diseño de la 
arquitectura del sistema a implementar, las tecnologías escogidas para ello y, 
finalmente se exponen los resultados obtenidos y las pruebas realizadas. 
 
En la sección de anexos se incluyen descripciones más detalladas de ciertas 
tecnologías y todos aquellos elementos que por cuestiones de espacio u 
organización no han tenido cabida en el cuerpo del documento.
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Capítulo 1.  Contexto del proyecto 
 
1.1. Introducción 
 
Este proyecto se desarrolla en la empresa Mier Comunicaciones.  En este 
capítulo presentamos brevemente alguna de las principales características de 
la empresa, así como las necesidades o carencias a cubrir que constituyen el 
origen y la justificación del proyecto. 
1.2. La empresa: Mier Comunicaciones, S.A. 
 
Mier Comunicaciones es una empresa catalana fundada en el 1987.  Se dedica 
al diseño y producción de equipos electrónicos de comunicaciones, teniendo en 
plantilla aproximadamente 125 trabajadores. 
 
 
 
Fig 1.1 Logo de la empresa 
 
Su actividad se divide principalmente en tres líneas de negocio: 
 
· Transmisiones: Diseño y producción de equipos transmisores y 
repetidores de RF, TV y telefonía móvil. 
· Espacio:  Diseño y producción de equipos de RF/Microondas para 
aplicaciones espaciales 
· Instalaciones y mantenimiento:  Ingeniería, instalaciones, mantenimiento 
y puestas en marcha, sistemas de gestión, etc 
 
1.2.1. División de Espacio 
 
El proyecto se desarrollará en el contexto de la División de espacio.  En esta 
sección, como se introducía en el apartado anterior, se desarrollan equipos 
electrónicos como parte de otros proyectos espaciales de agencias públicas, 
como la ESA o NASA, y también de empresas privadas..   
 
En Mier se realiza el ciclo completo de producción de los equipos, que va 
desde el diseño de los productos hasta la fabricación y verificación de los 
mismos.   
 
La producción de equipos para el sector espacial exige el cumplimiento de 
numerosas normas de calidad que regulan especificaciones y características 
4                                                          Gestión de la producción en el sector aeroespacial, diseño e implementación 
   
de los equipos, procedimientos de fabricación y también regulan aspectos 
organizativos y de gestión. 
 
Algunos de estos aspectos de gestión que deben cumplirse y de los que nos 
ocuparemos durante el desarrollo del proyecto son los siguientes: 
 
· Trazabilidad de los componentes utilizados en la fabricación de un 
equipo 
 
Debemos poder saber en cualquier momento en qué equipo se ha montado 
cierto componente.  Para cada equipo que se produce se elabora una lista con 
todos los componentes que han sido montados en él, con sus respectivos 
códigos de lote (relativos al pedido en el que han sido adquiridos) y números de 
serie. 
 
· Registro de la autoría de las diferentes tareas de que consta la 
fabricación de un equipo 
 
Debe elaborarse una lista con todas las tareas que se han llevado a cabo 
durante la fabricación de un equipo.  En ella debe constar la designación de la 
tarea, la identificación del operario que la ha realizado, los componentes que se 
han utilizado y la fecha y hora en que ha sido completada. 
 
· Registro de incidencias ocurridas durante la elaboración del equipo 
 
Debemos guardar un registro con las No-Conformidades o incidencias relativas 
a un equipo.  En él se marcan las soluciones adoptadas y los procesos 
seguidos para la resolución de la incidencia. 
 
Si tenemos en cuenta que para cada equipo que se fabrica se generan estos 
datos, vemos que el volumen de información que debemos almacenar es 
importante.  Actualmente el seguimiento de estas tareas se realiza en forma de 
documentos sobre papel que se recogen en voluminosas carpetas. 
 
Aunque el volumen de producción en espacio es relativamente bajo, en 
comparación con otras áreas de producción de equipos electrónicos, los 
requisitos de trazabilidad y controles de calidad hacen que el volumen de 
información impresa generada sea muy elevado. 
 
1.2.1.1 Necesidad de cambio de formato 
 
Para cada equipo se genera una carpeta.  Con una capacidad teórica de 
producción de unos 300 equipos anuales se generaría  el mismo número de 
carpetas de documentación.  Por otro lado los datos de fabricación de un 
producto deben guardarse durante 5 años.  Se hace obvio que gestionar y 
almacenar toda esa documentación es algo incómodo e ineficiente.  El volumen 
total de documentos a almacenar hace que el formato físico no sea el mejor 
para ello, pudiendo optar a la utilización de medios digitales. 
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Realizar una búsqueda de algún dato entre toda esa documentación 
conllevaría un tiempo elevado, mientras que esa misma consulta sobre 
documentos en formato digital consumiría  pocos segundos. 
 
Se hace necesaria la implantación de un sistema informático de gestión que 
facilite el control de los procesos de producción de la división y permita una 
mejor cooperación entre los distintos departamentos involucrados en el proceso 
de fabricación: Calidad, AIT e Ingeniería. 
 
1.3. Sistemas informáticos de gestión: ERP 
 
ERP son las siglas del término Enterprise Resource Planning, un sistema 
informático que procura integrar las funciones de los distintos departamentos 
de una compañía, unificándolos en un único sistema, para facilitar la 
compartición de la información y mejorar la comunicación entre los distintos 
departamentos. 
 
Tradicionalmente cada departamento dentro de una empresa ha  tenido sus 
propias aplicaciones de gestión.  El departamento financiero ha utilizado 
aplicaciones que cubrieran sus necesidades, el de recursos humanos otras que 
cubrieran las suyas, y lo mismo para almacén, compras o ventas.  Un sistema 
ERP integra las distintas aplicaciones y permite que desde un departamento 
pueda consultarse información de otros departamentos. 
 
 
1.3.1. Aplicaciones ERP en el mercado 
 
Casi todas las grandes compañías de software ofrecen sus propias soluciones 
de ERP.  Como representativas podemos señalar las siguientes empresas con 
alguno de sus productos: 
 
· SAP: mySAP 
· Microsoft Dynamics: Axapta, Navision… 
· SSA Global: SSA ERP 
 
Estos productos normalmente ofrecen unos módulos estándar que comprenden 
los procesos de gestión más habituales y normalizados, como por ejemplo los 
relacionados con contabilidad, recursos o gestión de stocks.  Adicionalmente 
ofrecen otros módulos más específicos de cara a una mejor adaptación a las 
necesidades de la empresa. 
 
1.3.2. Desarrollo de un ERP 
 
Para el correcto funcionamiento de un ERP éste debe encajar perfectamente 
con los procesos internos de la empresa.  Esto puede conseguirse de dos 
formas: 
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· Modificando el funcionamiento del ERP para que se ajuste a los 
procesos de la compañía. 
· Modificando los procesos de la compañía para que se ajusten al 
funcionamiento del ERP. 
 
Cada una de estas dos opciones tiene sus ventajas y sus inconvenientes.  
Modificar el software puede implicar problemas de estabilidad o “bugs”, además 
del coste del desarrollo, y modificar los procesos de la compañía puede 
suponer pérdida de competitividad al modificar algo que funcionaba bien, 
además de conllevar un coste de aprendizaje debido al cambio y provocar 
cierto desconcierto al alterar algo que “siempre”  se había hecho de cierta 
forma. 
 
Los procesos que en este caso se quieren gestionar son muy específicos y las 
herramientas existentes no se adaptan a ellos,  por lo que sería necesario 
desarrollar un sistema a medida. 
 
En el caso de desarrollar un ERP a medida, sin basarse en soluciones 
comerciales ya existentes, debemos decidir qué procesos y qué departamentos 
englobará.  Un ERP puede ser una herramienta orientada a mejorar 
características específicas de un proceso de producción o puede ser un 
recopilatorio de peticiones muy diferentes de distintos departamentos.  Cuanto 
más específicos sean los objetivos a alcanzar mayor será la efectividad del 
sistema desarrollado. 
 
En nuestro caso y como ejemplo, algunas de las características a optimizar son 
las siguientes: 
 
· Integración de la información 
 
Esto permitirá que una persona de un departamento pueda consultar el estado 
de un producto, que un diseñador pueda obtener un “feedback” acerca de 
posibles problemas de producción con alguno de sus diseños, o que un 
operario pueda notificar al departamento de compras que cierto componente 
está próximo a agotarse. 
 
· Optimización de los procesos de fabricación 
 
Consulta de especificaciones de componentes o tareas, búsqueda de 
componentes, gestión de incidencias… 
 
· Gestión de recursos 
 
Permitirá asignar recursos a productos, así como conocer qué recursos de qué 
departamentos están asignados a cada producto. 
 
· Gestión de almacén 
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Agilizará el control del stock del almacén, actualizando en tiempo real el 
inventario y guardando registro de transacciones, facilitando la adición de 
nuevos componentes y gestionando componentes de vida limitada. 
 
Al desarrollar un ERP debemos tener en cuenta que a la gente no le gusta 
cambiar la forma que tiene de hacer las cosas.  Puede parecer que este hecho 
carezca de importancia, pero si procuramos que el nuevo sistema parezca sólo 
una actualización y una mejora del sistema anterior el tiempo de aprendizaje 
será menor y el ERP más eficiente.  Si por el contrario el cambio es muy radical 
el tiempo aumentará e incluso es probable que los usuarios no lo utilicen de 
forma adecuada, con lo cuál la implantación del ERP será un fracaso. 
 
1.4. Implicaciones medioambientales 
 
Al tratarse de un proyecto de software las repercusiones medioambientales del 
mismo no son de demasiada importancia. 
 
Como aspecto positivo podemos destacar que la substitución del soporte 
impreso por un soporte digital nos permitirá ahorrar una gran cantidad de papel, 
con las ventajas medioambientales que esto representa. 
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Capítulo 2. Especificación de requerimientos 
2.1 Introducción 
 
El primer paso que deberemos dar antes de empezar a diseñar un sistema es 
definir y acotar qué funcionalidades debe realizar éste.  En el proyecto que nos 
ocupa implementaremos una herramienta de gestión de los procesos de 
producción del departamento, de cara a digitalizar y optimizar el sistema 
existente. 
  
Para ello debemos conocer todos los procesos que deberá gestionar nuestra 
aplicación, qué actores intervendrán en ellos y cómo deberemos responder en 
todo momento y frente a posibles eventualidades.  También deberemos aclarar 
otro tipo de características como por ejemplo cuánto tardaremos en realizar 
una determinada operación o cuántos usuarios podrán trabajar con la 
aplicación de forma simultánea. 
 
2.2 Requerimientos Funcionales 
 
La herramienta que se estudia desarrollar durante el transcurso de este 
proyecto tiene como objetivo substituir al actual sistema de control de procesos 
de producción, de cara a agilizar dichas tareas y a reducir el tiempo invertido en 
ellas por los diferentes usuarios implicados. 
 
El sistema debe permitir realizar todas aquellas tareas relacionadas con el 
control de stock, que podríamos resumir con el siguiente listado: consulta, 
adición, sustracción y modificación de la lista de componentes disponibles en el 
almacén.  El sistema debe también permitir una gestión cómoda de proyectos y 
productos: creación, modificación y finalización de proyectos y productos, 
asignación de recursos o generación de informes. 
 
El sistema debe realizar las tareas relacionadas con la trazabilidad de 
productos: control de estado de procesos y autoría de los mismos, control de 
componentes utilizados, con códigos de lote y números de serie, registro de 
transacciones e incidencias. 
 
Del mismo modo será conveniente que la plataforma proporcione a los usuarios 
otras facilidades, como por ejemplo la mejora de la comunicación entre los 
diferentes usuarios asignados a un proyecto o acceso a información vinculada 
a proyecto, producto o componente. 
 
El sistema también deberá posibilitar a los usuarios realizar la administración 
tanto de usuarios como del propio sistema. 
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2.2.1 Actores 
 
No todos los usuarios que accederán al sistema lo harán para realizar las 
mismas operaciones ni tendrán los mismos permisos.  En el anexo podemos 
encontrar una lista de los diferentes actores y sus atribuciones.  Dos ejemplos 
son los siguientes, en los que se detallan las funciones a desarrollar por cada 
usuario en el contexto de la aplicación: 
 
2.2.1.1 Responsable de Fabricación 
 
Se encarga de la gestión de proyectos y productos, con funcionalidades 
añadidas sobre los componentes.  A continuación presentamos sus funciones: 
 
· Administración de proyectos: 
o Inicio y fin de proyecto 
o Aborto de proyecto 
o Eliminación de proyecto 
· Administración de productos: 
o Inicio y entrega de producto 
o Aborto de producto 
o Eliminación de producto 
o Asignación de recursos 
o Elaboración de Hojas de Ruta de Fabricación 
 
Además de estas funciones exclusivas, el Responsable de Fabricación podrá 
asumir las funciones de otros roles para ejecutar de forma puntual alguna otra 
operación. 
 
2.2.1.2 Operario 
 
El Operario podrá realizar las siguientes funciones: 
· Seleccionar número de serie de los materiales en la “Lista de partes y 
materiales” 
· Agregar nuevos componentes a la “Lista de partes y materiales” de los 
productos. 
· Solicitud de revisión/adición de componente asociado inicialmente al 
producto. 
· Finalización de tarea en la “Lista de Procesos” 
· Generar “No Conformidad” 
· Solicitud de Validación o Inspección 
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2.2.2 Casos de Uso 
 
Los casos de uso son una herramienta que ayuda a describir las acciones que  
debe llevar a cabo un sistema.  Describen el comportamiento del sistema 
desde el punto de vista del usuario a partir de las acciones que realiza éste y 
las respuestas que le devuelve el sistema: 
 
· Situación inicial o precondiciones: estado en el que se encuentra el 
sistema antes de la acción del usuario. 
· Acción del usuario: descripción de la acción que realiza el usuario, 
detallando todos los parámetros de entrada. 
· Respuesta de la plataforma: descripción de la respuesta del sistema. 
· Resultado o postcondiciones: estado en el que queda el sistema tras la 
petición y procesos resultantes de la acción del usuario. 
 
Como vemos, al describir las acciones que debe realizar el sistema, estamos 
describiendo los requerimientos funcionales del mismo, así que podemos 
utilizar los casos de uso para ilustrar los requerimientos. Como ejemplo de 
casos de uso que deberemos describir, podemos utilizar los siguientes: 
 
· Alta de un usuario 
· Modificación de contraseña 
· Creación de un proyecto 
· Creación de un producto 
· Selección de un componente 
· … 
La lista de casos de uso puede llegar a ser infinitamente extensa cuando el 
sistema a acotar es medianamente complejo.  La elaboración detallada de los 
casos de uso es larga y costosa, pero es la única forma de asegurarse de que 
el sistema implementado realizará todas las funciones que inicialmente se 
esperaban. 
 
Una vez elaborada la lista de Casos de Uso podemos relacionarla con los 
Actores que intervendrán en el sistema mediante un diagrama de casos de uso. 
 
2.2.2.1 Diagrama de Casos de Uso 
 
El diagrama de casos de uso nos sirve para relacionar los actores con los 
casos de uso. De esta manera sabremos quién accederá a cada una de las 
funcionalidades del sistema. En la Fig 2.1 mostramos el diagrama de casos de 
uso del sistema. 
 
Aunque los casos de uso sean una buena herramienta a la hora de detallar los 
requerimientos funcionales, no debemos basarnos sólo en ellos, pues no 
podemos especificar totalmente todos los requerimientos. 
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Fig 2.1 Diagrama de casos de Uso 
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Los casos de uso describen el comportamiento del sistema desde el punto de 
vista del usuario, pero el comportamiento interno del sistema queda oculto a los 
ojos de éste.   
 
2.3 Requerimientos No-Funcionales 
 
Aparte de los requerimientos púramente funcionales que desglosábamos en el 
anterior apartado existen otros requerimientos, de una naturaleza distinta, que 
también hay que tener en cuenta a la hora de realizar el diseño del sistema.  
 
Los requerimientos no-funcionales son requerimientos que no están 
relacionados con la funcionalidad del sistema. Tratan aspectos como la 
seguridad o la disponibilidad, y pueden llegar a considerarse restricciones o 
limitaciones sobre el sistema, pues deben respetarse a la hora de establecer 
los requerimientos funcionales. 
 
Podemos clasificarlos según su naturaleza en requerimientos de producto, de 
proceso o externos, aunque en ocasiones no quede demasiado clara la 
pertenencia a uno u otro grupo. La manera de discriminar entre ellos sería 
fijándonos en las siguientes consideraciones: 
 
· Los requerimientos de producto especifican características que el 
sistema debe poseer, como la disponibilidad o la cantidad de peticiones 
por segundo que puede procesar el sistema. 
· Los requerimientos de proceso hacen referencia a las normas que hay 
que seguir en el desarrollo de un sistema. Por ejemplo pueden definir 
qué documentación debe generarse durante la implementación o la 
metodología a seguir durante la elaboración del proyecto. 
· Los requerimientos externos tienen que ver con el entorno en el que se 
desarrolla el proyecto, como por ejemplo el entorno de explotación en el 
que debe integrarse el sistema. 
 
El bloque de requerimientos que más nos afectan en este caso es el primero.  
A continuación pasaremos a enumerarlos en función de qué aspectos definen. 
 
2.3.1 Rendimiento 
 
Dentro del apartado de rendimiento debemos especificar qué parámetros de 
rendimiento deberán alcanzarse para que el sistema pueda llevar a cabo su 
labor con efectividad.  Por ejemplo, el sistema debe poder crear un proyecto, 
pero si tarda 5 minutos en hacerlo podría ser frustrante para el usuario. 
2.3.1.1 Volumen de peticiones 
 
Es importante definir la carga de trabajo que será capaz de procesar el 
sistema.  El número de peticiones que procesará el sistema depende 
básicamente de dos factores: 
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· El número de usuarios que accederá al sistema. 
· El perfil de dicho usuario y por lo tanto la utilización que éste haga del 
sistema. 
 
Vemos que no sólo hay que tener en cuenta el número de usuarios sino el uso 
que estos le darán al sistema.  No es lo mismo un usuario que se limita a 
consultar el estado de un producto un par de veces al día que otro usuario que 
frecuentemente altera el contenido de las tablas. 
 
Actualmente y clasificados según el rol que ocuparán, podemos decir que el 
número de usuarios será: 
 
· Responsables: 1 
· Gestores de Almacén: 1 
· Operarios: 8 
· Supervisores de Calidad: 4 
· Supervisores de Ingeniería: 2 
· Usuarios espectadores: 6 (Project Managers, etc) 
 
Perfil de usuario: Aunque una intranet está basada en el funcionamiento de 
Internet no podemos decir que el tipo de uso que hacen los usuarios sea el 
mismo.  Un usuario de Internet se comporta según el siguiente patrón a la hora 
de visionar páginas web: 
 
· Recibe la página web solicitada. 
· Pasa un tiempo leyéndola o buscando nuevos links que le interesen. 
· Solicita una página web.  La secuencia vuelve a comenzar. 
 
No todos los usuarios de nuestra intranet se comportarán de la misma forma.  
El usuario con el perfil más parecido será el usuario espectador.  Pero otro tipo 
de usuario, como por ejemplo el usuario Operario se comportará según la 
siguiente secuencia: 
 
· Solicita una serie de páginas hasta que llega a la que desea. 
· Envía información al sistema (informando de una tarea realizada o un 
componente seleccionado). 
· Sigue realizando tareas ajenas al sistema. Pasado un rato volveremos al 
inicio de la secuencia. 
 
El tráfico generado por el usuario de la Intranet seguramente estará formado 
por ráfagas de peticiones con un tiempo de inactividad entre ellas.  En cambio 
en el tráfico generado por un usuario web esas ráfagas no serán tan largas, 
sino que el tráfico estará constituido por peticiones más espaciadas. 
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Fig 2.2 Tráfico generado por usuarios de Internet e Intranet 
 
El número total de usuarios que podrán acceder de forma simultánea al 
sistema es de 22.  En previsión de un posible futuro aumento del número de 
usuarios que accederán al sistema sobredimensionaremos un 30% la 
capacidad del sistema, con lo cuál consideraremos que el volumen de usuarios 
que deberá soportar nuestra plataforma será de aproximadamente 30 usuarios.   
 
En el apartado de Usabilidad definiremos cuáles serán los tiempos de espera 
tolerables para las peticiones.  Por la naturaleza del tráfico los tiempos de 
espera tendrán una gran importancia. 
 
2.3.2 Usabilidad 
 
En este proyecto el usuario ejecutará la aplicación a través de una interfaz web.  
Existen numerosos estudios sobre usabilidad referentes a este ámbito y que 
podremos extrapolar a nuestro dominio.  Aunque los perfiles de uso en la 
navegación web y el uso de una intranet como la que nos ocupa no son 
exactamente iguales si tendrán mucha similitud. 
 
Los problemas de usabilidad en una Intranet corporativa repercuten en una 
disminución de la productividad de los empleados y por lo tanto en una pérdida 
de dinero. 
 
2.3.2.1 Microcontenidos 
 
Es importante que los títulos de página, subjects de notificaciones o cualquier 
titular cumplan las siguientes premisas: 
 
· Que sean una breve descripción del macrocontenido asociado. 
· Lenguaje plano 
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· Omisión de artículos en el inicio. 
· Procurar que la primera palabra sea la más importante 
· Que los títulos de todas las páginas no empiecen con la misma palabra. 
· En las notificaciones mostrar quién es el remitente del mensaje. 
 
2.3.2.2 Formularios 
 
A la hora de presentar formularios al usuario para que éste los rellene hay que 
tener en cuenta las siguientes características: 
 
· Complejidad de la información solicitada: la información solicitada al 
usuario ha de permitirle rellenarla sin esfuerzo.  Procurar que la 
información no sea más compleja y en cualquier caso ofrecerle el 
material o documentación necesarios para ello. 
· Número de pasos: Que el número de pasos necesario para completar la 
operación sea reducido. 
· Que los campos sean siempre los mismos y haya una única secuencia o 
flujo de operaciones. 
· Que la secuencia de pasos sea lineal. 
· Omitir todos aquellos campos que no sean necesarios y hagan que el 
formulario sea demasiado largo e incómodo. 
 
2.3.2.3 Número de Pasos 
 
El número de pasos en el que un usuario puede realizar cualquier operación 
debería estar acotado.  Para nuestro caso consideramos adecuado que un 
usuario pueda acceder a cualquier página con sólo tres saltos (una vez 
identificado en el sistema). 
 
2.3.2.4 Tiempos de Espera 
 
En los primeros estudios sobre tiempos de espera y usabilidad de páginas web, 
se consideraba que el máximo tiempo que el usuario podía esperar mientras 
cargaba una página sin desviar su atención era de 10 segundos.  Actualmente 
el usuario ya se ha acostumbrado a tiempos de espera menores. 
 
La naturaleza de nuestra aplicación hace que deba comportarse como una 
aplicación corriendo de forma local en un equipo, por lo que los tiempos de 
espera también deben ser menores.  Consideraremos como válidos tiempos de 
espera en que el máximo no supere los 4 segundos y la media se sitúe 
alrededor de 1 segundo. 
 
2.3.2.5 Look&Feel 
 
Cumplir las siguientes premisas: 
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· Todas las pantallas de la aplicación deben mostrar el logo identificativo 
de la empresa. 
· Conveniente la presencia de los colores corporativos, siempre que no 
choquen con los requerimientos de usabilidad de la aplicación. 
· La presentación de datos en forma de Hojas de Ruta y otros debe ser 
similar al actual modelo impreso, de cara a facilitar en todo momento la 
rápida y fácil adaptación del sistema actual al modelo digital. 
2.3.3 Seguridad 
 
La aplicación debe garantizar la integridad de los datos que maneja.  También 
debe asegurar que estos datos sólo serán accesibles por aquellos usuarios que 
hayan sido autorizados para ello. 
 
Los principales aspectos de seguridad que se deben garantizar para considerar 
una aplicación como segura son la confidencialidad de los datos, la integridad, 
y el no-repudio. 
 
En nuestro caso debemos alcanzar un compromiso entre seguridad y 
funcionalidad: una aplicación que constantemente solicitara al usuario 
contraseñas, claves de seguridad o certificados a través de protocolos cifrados 
podría ser muy segura, pero no sería nada funcional. 
 
El sistema debe garantizar que: 
 
· Sólo los usuarios autorizados podán acceder al sistema 
· Sólo estos usuarios podrán acceder a la información gestionada por el 
sistema y sólo a la que les esté permitido acceder. 
 
Adicionalmente debemos tener la opción de trabajar con protocolos seguros o 
no, de manera que puedan habilitarse niveles superiores de seguridad. 
 
2.3.3.1 Política de Seguridad 
 
Los usuarios deberán cumplir con la Política de Seguridad diseñada para la 
Plataforma.  Se creará un documento con la Política de Seguridad que se 
facilitará a los usuarios. 
 
Las políticas de seguridad indican y obligan a los usuarios cómo deben 
interactuar con el sistema de forma correcta, de manera que se reduzcan las 
posibilidades de que se produzcan problemas de seguridad. 
 
Algunas cláusulas habituales en estos documentos son por ejemplo: 
 
· Obligatoriedad de utilizar contraseñas complejas y seguras: 
combinaciones alfanuméricas de longitud mínima. 
· Prohibición de comunicar dichas contraseñas a compañeros. 
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· Obligatoriedad de finalizar la sesión en el sistema cuando se abandone 
el lugar de trabajo. 
 
Como vemos regulan aspectos triviales que podrían comprometer la seguridad 
de un sistema. 
2.3.4 Fiabilidad 
 
La aplicación a implementar será la herramienta de gestión de un 
departamento.  Un grupo de personas trabajarán apoyándose en esta 
herramienta y los errores o el no funcionamiento de ésta repercutirán 
directamente en la productividad del grupo, con su correspondiente efecto 
económico. 
 
Por lo tanto es importante asegurar: 
 
· Alta disponibilidad: El sistema debe estar operativo y funcionando en 
todo momento. 
· Integridad de la información: Debemos garantizar que no perdemos 
información. 
 
De cara a asegurar el requerimiento de alta disponibilidad dependemos 
básicamente de tres factores: La estabilidad de la plataforma desarrollada, el 
funcionamiento de los equipos donde se aloja y la fiabilidad de la red. 
 
La integridad de la información dependerá en gran medida de la disponibilidad 
del sistema y de que el acceso a los datos se realice de forma ordenada 
evitando problemas de concurrencia. 
 
2.3.5 Software libre 
 
Un requerimiento del tipo externo es el uso de Software Libre.  El uso de 
tecnologías de Software Libre reduce los costes de adquisición de las distintas 
herramientas a utilizar para el desarrollo y explotación del proyecto. 
 
Siendo el coste de un proyecto un factor muy importante para la rentabilidad 
del mismo, deberemos utilizar herramientas gratuitas cuando éstas estén 
disponibles y nos ofrezcan garantías de que no repercutirán negativamente en 
el funcionamiento de la plataforma. 
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Capítulo 3.  Diseño de la arquitectura 
 
 
3.1 Introducción 
 
Una vez especificados los requerimientos tanto funcionales como no 
funcionales debemos definir qué piezas formarán parte de nuestro sistema y 
cuál será el modo en que estas piezas se unirán.  De estas decisiones depende 
en gran manera que el sistema desarrollado cumpla con los requerimientos 
especificados inicialmente. 
 
La plataforma que queremos desarrollar está orientada a ofrecer un servicio a 
los usuarios de la intranet empresarial.  La forma en que ésta proporcionará el 
servicio a los usuarios es la típica de las aplicaciones web: siguiendo un 
modelo cliente-servidor y a través de una interfaz de usuario html accesible 
desde cualquier navegador. 
 
Las ventajas de este modelo son entre otras: 
 
· Accesibilidad desde cualquier máquina conectada a la intranet 
empresarial. 
· Ausencia de necesidad de instalar aplicaciones en las máquinas de los 
usuarios para acceder al sistema. 
· Aplicación en red y en tiempo real: se asegura la disponibilidad e 
integridad de los datos 
 
La implementación de este modelo hace que tengamos que tener en cuenta 
diversos factores para garantizar el correcto funcionamiento del sistema: 
 
· Asegurar el acceso concurrente a los recursos del sistema. 
· Implementar un control de acceso fiable y funcional. 
· Proteger el sistema frente a posibles errores de manera que estos no 
afecten a la disponibilidad del mismo. 
 
3.2 Diseño de la Arquitectura de la plataforma 
 
3.2.1 Patrón de Diseño 
 
Como apuntábamos en el apartado anterior, el esquema de funcionamiento de 
la plataforma va a ser el modelo cliente-servidor, típico de las aplicaciones web. 
 
El desarrollo de aplicaciones web es un campo muy maduro y en la mayoría de 
los proyectos es habitual utilizar patrones de diseño fiables y de funcionamiento 
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contrastado.  Actualmente existen dos patrones de diseño de uso extendido 
que se conocen por Modelo 1 y Modelo 2. 
 
En los Anexos de este documento podemos hallar una descripción detallada de 
sus características y conocer qué parámetros han hecho que nos decidamos 
por uno de los dos modelos. 
 
El modelo escogido como patrón de diseño es el Modelo 2 o Modelo Vista-
Controlador: 
 
 
Fig 3.1 Funcionamiento del Modelo 2 
 
3.2.2 Arquitectura de la Plataforma 
 
Siguiendo este patrón de diseño podemos hacer una separación en capas de 
los distintos bloques lógicos que conformarían la aplicación. 
 
 
Fig 3.2 Capas que forman el sistema 
 
· Capa de Presentación 
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o Vista: genera el código html que se le presentará al usuario 
o Controlador: recibe las peticiones del usuario y decide qué 
elemento de Vista contestará a la petición. 
· Lógica de negocio: implementación de los casos de uso especificados 
en los requerimientos.  
· Capa de datos: implementa las comunicaciones con la base de datos y 
el repositorio de ficheros. 
 
3.2.2.1 Diagrama de clases 
 
En el diagrama de clases siguiente podemos observar clases que forman parte 
de las distintas capas.  Se trata de una versión simplificada del diagrama. 
 
· Controlador: CreateProjectAction 
· Lógica de Negocio: ProjectLogic 
· Acceso a datos: ProjectDB, ProductDB, UserDB 
 
 
 
Fig 3.3 Diagrama de Clases 
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3.2.2.2 Diagrama de secuencia 
 
A través del siguiente diagrama de secuencia podemos hacernos una idea de 
cuál será el comportamiento del sistema.  El diagrama muestra de forma 
resumida el flujo normal del caso de uso “Crear Proyecto”: 
 
 
Fig 3.4 Diagrama de secuencia de la operación “Crear Proyecto” 
 
(1) Vemos en la gráfica que el actor “Responsable de Fabricación” inicia la 
operación con la acción createProject.do. 
(2) El servlet controlador recibe la petición y la redirige a la clase 
CreateProjectAction. 
(3) Se crea una instancia de la clase de lógica de negocio ProjectLogic y se 
invoca el método createProject. 
(4) Desde este método se instancia la clase ProjectDB y se llama al método 
createProject 
(5) Desde ese método se accede al DBMS y se insertan los datos. 
(6) El DBMS devuelve la Primary Key de la entrada realizada 
(7 y 8) ProjectLogic recibe los datos y devuelve un objeto Project como 
resultado de la acción. 
(9) CreateProjectAction guarda el objeto Project en la sesión y comunica al 
Controller que la operación ha sido exitosa (ActionForward) 
(10) El Controller consulta qué elemento de Vista debe utilizar cuando la 
operación es exitosa.  El elemento de Vista genera la respuesta y la 
devuelve al usuario que ha iniciado la operación. 
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Obviamente esta es una descripción muy resumida del funcionamiento, puesto 
que el número de operaciones que deben realizarse por parte de la lógica de 
negocio son numerosas: 
· Comprobaciones de permisos 
· Operaciones internas: asignaciones de usuarios a proyectos 
· Logs, notificaciones, etc. 
 
 
3.3 Acceso a datos 
 
La plataforma deberá gestionar una gran cantidad de información.  En primer 
lugar deberemos almacenar los datos relativos al stock del almacén y las hojas 
de ruta de fabricación.  Del mismo modo deberemos almacenar datos rela tivos 
tan sólo al funcionamiento interno de la plataforma: usuarios, permisos, 
vínculos, etc. 
 
Para almacenar los datos de una forma adecuada deberemos utilizar una base 
de datos y un repositorio de ficheros. 
 
3.3.1 Base de Datos 
 
Para trabajar con una gran cantidad de datos en tiempo real y de forma 
distribuida es necesario el uso de un Sistema de Gestión de Bases de Datos 
(DBMS), o lo que es lo mismo, un servidor de bases de datos que se encargue 
de gestionar las peticiones de los usuarios y modificar los datos asegurando la 
integridad y coherencia de los mismos. 
 
La forma en que el “Modelo”  se comunique con la base de datos es crítica para 
el rendimiento global del sistema.  Para reducir el tiempo que tarda en 
realizarse una consulta hay dos vías:  la primera es la elaboración de “queries” 
o consultas adecuadas, que veremos en el “modelo de datos”, y la otra vía es 
la correcta gestión de las conexiones al DBMS. 
 
Debemos procurar utilizar las conexiones recurrentemente para realizar 
peticiones, puesto que el coste de abrirlas y cerrarlas constantemente es 
elevado y compromete el rendimiento de la aplicación.  Para ello es común el 
uso de un “Pool de conexiones”. 
 
Un “Pool de conexiones” funciona como un pool o depósito: mantenemos 
varias conexiones  activas constantemente.  En el instante en que nuestra 
aplicación necesita realizar alguna consulta al sistema, cogemos esa conexión 
del depósito y no tenemos que esperar el tiempo de establecimiento de la 
conexión.  Cuando finalizamos la consulta la conexión se libera y vuelve al pool 
hasta que tenga que volver a utilizarse.  De esta forma nos ahorramos los 
tiempos de conexión y el coste computacional que supondría abrir y cerrar una 
conexión para cada consulta, tanto para el que realiza la consulta como para el 
DBMS. 
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3.3.2 Repositorio de Ficheros 
 
Utilizaremos un repositorio de ficheros para almacenar documentos como por 
ejemplo hojas de recepción, especificaciones o informes de fin de producto. 
 
Ha de permitir crear, eliminar o consultar documentos, sin problemas de 
concurrencia al trabajar con ellos múltiples usuarios. 
 
Para trabajar de forma distribuida, de cara a garantizar la escalabilidad del 
sistema, el repositorio debe ser accesible a través de la red.  De esta manera 
podrá replicarse el núcleo de la plataforma de cara a mejorar el rendimiento del 
sistema. 
 
3.4 Modelo de datos 
3.4.1 Modelo relacional 
 
El modelo más utilizado actualmente para la gestión de datos es el modelo 
relacional. 
 
En el modelo relacional todos los datos se representan mediante relaciones N-
arias matemáticas, pudiendo tratar la información mediante expresiones que 
devolverán valores booleanos True o False. 
 
El modelo de datos relacional permite crear una representación lógica y 
consistente de la información. 
 
3.4.2 Nomenclatura 
 
Para hacer más comprensible a simple vista la estructura de la base de datos, 
sus tablas, y el significado de los campos es conveniente seguir alguna 
convención de nomenclatura, de forma que haya una uniformidad y cierta 
lógica común en toda la base de datos. 
 
A nivel global no hay ningún estándar de nomenclatura ni ningún convenio que 
sea seguido de facto por todos los desarrolladores.  Sí hay, en cambio, una 
serie de “buenas maneras” o restricciones que deben seguirse y que 
aplicaremos a nuestra propia nomenclatura. 
 
A continuación expondremos cuáles han sido las pautas seguidas para 
nombrar los diferentes elementos de nuestras tablas. 
3.4.2.1 Nombre de Tablas 
 
En este punto hemos escogido unos nombres que resultaran descriptivos, de 
una extensión moderada y sin caracteres extraños. 
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3.4.2.2 Nombre de Columnas 
 
El nombre de las columnas estará formado de la siguiente manera: 
 
· USRNP_ID 
 
Las tres primeras letras USR son un identificador de la tabla a la que 
pertenece: USER 
 
La siguiente letra N indica que se trata de un campo numérico. 
 
La siguiente letra P indica que el campo realiza la función de clave Primaria 
 
Se separa mediante un guión bajo ‘_’ el resto del nombre. 
 
A continuación utilizamos un nombre descriptivo y lo más corto posible: ID 
como abreviatura de Identificador. 
 
De esta manera y de un vistazo podemos visualizar de forma fácil el significado 
del campo y saber cuál será la función del mismo en la tabla. 
 
Los identificadores de tipo de dato utilizados son: 
 
· N para Numérico 
· T para Texto 
· D para Date o Timestamp 
 
Los identificadores de función son: 
 
· P para clave primaria 
· U para clave única 
· F para clave externa (Foreign) 
· I para índice 
· N para Normal 
3.4.2.3 Nombre de Claves 
 
Igual que en el caso de los campos, el seguir un cierto patrón en la 
nomenclatura de las claves nos resultará útil a medio y largo plazo, aunque 
ahora pueda parecernos extraño.  Siguiendo un patrón similar al anterior 
nombraremos a las claves de la siguiente manera: 
 
· Claves Primarias: PRIMARY El nombre viene fijado por la BBDD y no lo 
podemos cambiar, por lo tanto no hay más discusión posible. 
· Claves Únicas: UKCML_LOTCODE. Las dos primeras letras expresan 
que se trata de una Unique Key, y van seguidas de la abreviatura de 3 
letras del nombre de la tabla a la que pertenece la clave.  Tras la 
separación por un ‘_’ sigue el nombre del campo.  En caso de que la 
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clave estuviera formada por más de un campo, estos irían separados por 
‘_’ de la misma manera. 
· Claves Externas: FKCMP_CMPLOT_ID.  En este caso vemos el 
identificador de Clave externa (FK) seguido de la abreviatura de la tabla.  
Separado con un ‘_’ tenemos el nombre de la tabla (abreviado en este 
caso) a la que se refiere esta clave y a continuación el campo en 
concreto al que hace referencia. 
· Índices: para los índices seguiremos la nomenclatura de claves únicas, 
pero substituyendo ‘UK’ por ‘IN’. 
3.4.3 Diagrama ER 
 
Los diagramas ER son un lenguaje gráfico formal que nos permite, mediante 
dibujos, describir la información con la que trabajará nuestro sistema y la forma 
en que éste lo hará. 
 
Mediante estos diagramas podemos representar el modelo de datos del 
sistema.  Éste es el primer paso para poder diseñar nuestra base de datos.   
 
Primero debemos diferenciar los diferentes elementos que representaremos en 
nuestro diagrama: 
 
· Entidades:  
 
Una entidad es cualquier “objeto” o elemento sobre el cuál tenemos 
información.  Se representa mediante un rectángulo o caja etiquetado con su 
nombre.  Por ejemplo: usuario, proyecto o producto.  Cada unidad o ejemplar 
de esta Entidad es una Instancia. 
 
· Relaciones: 
 
Una relación es la representación de cualquier interdependencia entre dos 
entidades.  Se representa mediante un rombo etiquetado en su interior con un 
verbo (que identifica la relación).  Dicho rombo se une con líneas a las 
entidades que relaciona. 
 
· Atributos: 
 
Son propiedades relativas a una Entidad.  Se representan mediante un círculo 
o elipse etiquetado en el interior de una entidad.  Suelen omitirse en los 
diagramas por motivos de legibilidad y se describen aparte, por ejemplo en la 
especificación de las tablas. 
 
3.4.4 Diagramas Entidad-Relación Extendidos 
 
Para superar las limitaciones del modelo ER normal éste se ha ampliado para 
incorporar nuevos matices. 
 
· Entidades Fuertes y Débiles:  
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Entidades Débiles son las que dependen de la relación con otra Entidad para 
existir.  Por ejemplo un Producto, que no puede pertenecer a un Proyecto si 
éste no existe.  Las entidades Débiles se representan con un doble rectángulo. 
 
· Cardinalidad de las Relaciones:  
En una relación binaria puede ser de uno a uno (1:1), de uno a muchos (1:N) o 
de muchos a muchos (N:M). 
 
· Atributos de Relación:  
Es posible que sea importante algún detalle vinculado con una relación, como 
por ejemplo la fecha en la que ésta se ha producido: por ejemplo la fecha en la 
que se realiza una transacción. 
 
· Herencia: 
Similar a las herencias del paradigma orientado a objetos.  Una clase hereda 
ciertas características de otro: se unen mediante un triángulo interconectado 
con líneas, uniendo un vértice a la Entidad padre y la base del triángulo a la 
Entidad hijo. 
 
3.4.4.1 Diagrama 
A continuación presentamos el diagrama entidad-relación de la Base de datos, 
generado con la herramienta Use Cases v2.2. 
 
 
Figure 3.5 Fragmento simplificado del DER 
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3.5 Otros aspectos de diseño 
3.5.1 Logs 
 
Es muy importante que podamos obtener en tiempo real datos acerca del 
funcionamiento del sistema.  Tanto en las fases iniciales de implantación como 
en estados más maduros, poder obtener y analizar información detallada sobre 
el comportamiento de la aplicación nos ayudará a poder detectar el origen de 
posibles errores que de otra manera supondrían un terrible quebradero de 
cabeza. 
 
Un sistema que genere una gran cantidad de trazas verá afectado su 
rendimiento, debido al consumo de recursos que esto implica.  Por otro lado 
almacenar datos de manera insuficiente no nos ayudará en caso de que 
necesitemos revisar esa información. 
 
Este problema puede solucionarse de manera que podamos escoger en cada 
momento el nivel de detalle con el que queremos almacenar la información.  
Los niveles de detalle en nuestro caso serán: 
 
· Debug: nivel de detalle muy elevado.  Recomendable utilizar tan sólo en 
fases de pruebas y de implantación donde necesitemos revisar a 
conciencia el funcionamiento de la aplicación. 
· Info: nivel de detalle medio, en el que podemos seguir la secuencia de 
ejecución de una acción pero no datos como valores de variables, etc. 
· Warn: nivel de detalle bajo.  En este caso el sistema guarda detalle de 
los errores provocados por un uso indebido pero controlado del sistema.  
Ejemplo: un usuario intenta ejecutar una acción con parámetros de 
entrada incorrectos.  
· Error:  nivel de detalle muy bajo.  Sólo escribirá datos en el blog cuando 
se produzcan errores al margen del correcto funcionamiento del sistema.  
Por ejemplo: la conexión con la base de datos se cierra e impide realizar 
un commit. 
 
También es importante la forma en que almacenaremos los datos.  Si lo 
hacemos en un fichero en el disco duro de nuestra máquina convendrá limitar 
la longitud total del fichero, puesto que trabajar con ficheros de un tamaño muy 
extenso disminuye la eficiencia del sistema.  En nuestro caso el fichero en el 
que se almacenan los datos irá cambiando diariamente, de manera que para 
cada fichero de log tendremos una distinción según la fecha en que se haya 
generado. 
 
No almacenaremos en ficheros de log información sensible como pueden ser 
contraseñas.  Por otra parte procuraremos almacenar siempre los ficheros en 
un directorio con los permisos adecuados para que no puedan ser accesibles 
por usuarios indeseados. 
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3.5.2 Configuración 
 
La utilización de mecanismos de configuración aporta cierta flexibilidad a una 
aplicación, ya que podemos variar ciertos parámetros de comportamiento de la 
misma sin necesidad de modificar el código de la aplicación. 
 
Realizar una modificación en el código fuente, por sencilla que sea, puede 
suponer una gran inversión en tiempo, y por lo tanto en dinero.  La trivial 
modificación del valor de una constante supondría: 
 
· Modificar el código fuente 
· Compilar el código 
· Empaquetar el código 
· Re-Instalar la aplicación 
 
Puede no parecer tan complicado, pero cuando la persona que realiza la 
modificación no es la misma que ha creado la aplicación, o cuando ha pasado 
un tiempo desde que se llevó a cabo la implementación hasta que se modifica, 
se hace más probable que cualquier pequeño detalle (ausencia de una librería 
necesaria para la compilación, etc) nos haga perder una gran cantidad de 
horas. 
 
En cambio la modificación de esta constante en un fichero de configuración nos 
llevaría escasos minutos. 
 
Por este motivo debemos procurar que sean configurables parámetros como: 
 
· Rutas a ficheros de configuración, certificados de seguridad, repositorios 
de ficheros. 
· URL de la base de datos, así como el nombre de usuario y password. 
· Configuración del pool de conexiones. 
· Constantes como por ejemplo intervalos de comprobaciones 
automáticas de la DB. 
 
Otro aspecto que debe ser hasta cierto punto configurable es la apariencia de 
la interfaz de usuario.  Debemos, en la medida de lo posible, utilizar las 
facilidades que nos ofrecen tecnologías como CSS para conseguir cierta 
configurabilidad en el código html. 
 
 
3.5.3 Escalabilidad y alta disponibilidad 
 
El diseño de la plataforma de gestión se ha realizado de manera que ésta sea 
escalable. En otras palabras, se ha procurado diseñar la Plataforma de manera 
que pueda “crecer” para soportar un mayor volumen de peticiones o de trabajo. 
Esto es posible gracias a que se permite “replicar” la Plataforma: podremos 
instalar la aplicación en varias máquinas y hacer que trabajen en paralelo como 
si fueran una sóla. 
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Para cumplir con los requerimientos no funcionales y de cara a permitir la 
configuración de un escenario de alta disponibilidad debemos diseñar el 
sistema teniendo en cuenta diversos factores: 
 
· Base de datos y Repositorio deben poder ser accesibles a través de la 
red. 
· Debemos asegurar la integridad de la información 
 
Un modelo de funcionamiento es el siguiente: 
 
 
Fig 3.6 Escenario de balanceo de cargas 
 
Diferentes usuarios accederán al sistema a través de la interfaz de usuario, 
enviando sus peticiones a un balanceador de carga, que dirigirá la petición a 
una de las máquinas para que ésta la gestione.  Decidiremos qué solución es la 
más acertada para la implementación de este mecanismo en el capítulo de 
decisiones tecnológicas. 
 
 
3.5.4 Robustez  
 
Otro factor que deberemos tener en cuenta a la hora de diseñar la plataforma 
es cómo responderá el sistema ante las posibles dificultades que aparezcan. 
Las dificultades o fallos a los que nos enfrentaremos pueden proceder de la  
misma plataforma o de los elementos externos (DB y Repositorio). La manera 
en que el sistema reaccionará a uno de estos fallos será la siguiente:  
 
· Reacción ante problemas internos 
Al detectarse un malfuncionamiento o un error interno de la plataforma se 
cancelará la operación que se esté realizando en ese momento y se guardarán 
los detalles del malfuncionamiento en un fichero de log. 
 
· Reacción ante problemas con la Base de Datos 
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Si al realizar una operación se produce algún tipo de error al intentar acceder a 
la Base de Datos (hemos perdido la conectividad, etc) se procederá de la 
siguiente manera:  
o Se anulará la operación que se estaba realizando 
o Se notificará el error devolviendo el código de error que pertoque 
o Se guardará constancia del error en el log adecuado 
 
· Reacción ante problemas con el Repositorio 
Si se produce un error intentando acceder al Repositorio se procederá de 
manera idéntica al apartado anterior, anulando la operación, notificando el error 
y tomando nota en el log correspondiente. 
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Capítulo 4.  Elecciones tecnológicas 
 
4.1 Introduccion 
 
Una vez definida la arquitectura del sistema deberemos escoger las 
tecnologías y herramientas necesarias para implementarla. 
 
La elección de una u otra opción siempre irá condicionada por los 
requerimientos a cumplir, además de otro tipo de factores como pueden ser la 
preferencia o conocimiento de las distintas tecnologías por parte del 
desarrollador.  Como se apuntaba en el capítulo de requerimientos, se 
escogerán preferiblemente herramientas de software libre debido al nulo coste 
de adquisición de las mismas. 
 
A continuación describimos qué herramientas utilizaremos para implementar 
cada uno de los elementos de la arquitectura del sistema. 
 
 
4.2 Framework de desarrollo 
 
En el mercado existen diferentes implementaciones del Modelo Vista-
Controlador.  Existen muy buenas opciones que nos ayudarán en el desarrollo 
de la plataforma.  La opción que hemos escogido es el framework Apache 
Struts.   
4.2.1 Struts  
 
Para implementar el patrón de diseño escogido para la arquitectura de la 
aplicación hemos decidio utilizar el framework de código abierto Apache Struts. 
 
Struts es una implementación en Java del modelo Vista-Controlador.  Se trata 
de una tecnología madura y eficiente ampliamente utilizada. 
 
En los anexos se incluye una descripción de las principales características de 
esta implementación, su funcionamiento y una breve comparación con otras 
opciones que hubieran podido utilizarse. 
 
4.3 DBMS 
 
Una de las decisiones que debemos tomar es la elección del Gestor de Bases 
de datos o Data Base Manager Server (DBMS).  EL DBMS es una aplicación 
que gestiona el acceso al soporte donde se hallan almacenados los datos con 
los que trabajan una o varias aplicaciones.  Proporcionan un interfaz de 
comunicación entre aplicaciones y sistema operativo, con el objetivo de que el 
acceso a datos se realice de forma más eficiente, sencilla y segura. 
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4.3.1 Requerimientos 
 
Las principales características que buscamos en un DBMS son las siguientes: 
 
· Persistencia de los datos: Que los datos almacenados permanezcan en 
el soporte escogido hasta que sean explícitamente movidos o 
eliminados. 
· Capacidad de consulta: El sistema debe facilitar al usuario la posibilidad 
de realizar consultas sobre los datos almacenados en función de 
diversos parámetros. 
· Concurrencia: Varios usuarios deben poder consultar y modificar los 
mismos datos a la vez de acuerdo con ciertas normas que aseguren la 
consistencia de la información. 
· Replicable: EL DBMS debe permitir que se realicen copias de seguridad 
o Backups de la información que almacena.  En caso contrario un fallo 
en los soportes o en el funcionamiento del DBMS podría resultar en la 
eliminación de información importante. 
· Establecimiento de normas: El sistema debe permitir el establecimiento 
de normas sobre la coherencia de los datos introducidos en las tablas.  
Por ejemplo no posibilitar la eliminación de datos con dependencias. 
· Seguridad: Es importante que el sistema sólo conceda accedo a los 
datos a los usuarios autorizados para tal fin.  Aun compartiendo 
diferentes aplicaciones los recursos del DBMS puede interesarnos que 
los usuarios de una de esas aplicaciones no puedan modificar los datos 
del resto de las bases de datos. 
· Capacidad de operación sobre los datos: que el sistema ofrezca 
posibilidad de realizar operaciones tales como contar registros, 
ordenarlos, agruparlos... 
  
4.3.2 MySQL 
 
En los anexos se presentan tres Gestores de Bases de Datos que podríamos 
utilizar en nuetros proyecto y se realiza una breve comparación de sus 
características. 
 
El DBMS escogido es MySQL, que se ajusta a las necesidades listadas en el 
apartado anterior.  El resto de factores que han hecho que nos decantemos por 
esta opción se detalla junto a la comparativa, en la sección de anexos. 
 
 
4.4 Servidor 
4.4.1 Contenedor de Servlets 
 
En el mercado hay numerosos servidores o contenedores de servlets que 
podrían servirnos como soporte para la plataforma.  Debemos escoger cuál de 
ellos se ajusta mejor a nuestras necesidades. 
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Si limitamos la elección a las opciones gratuitas el abanico de posibilidades se 
reduce.  En este caso las más ampliamente utilizadas son las siguientes: 
 
· Apache Tomcat 
· Jetty 
 
Apache Tomcat es el Contenedor de Servlets de referencia.  Nos ofrece una 
serie de funcionalidades adicionales como la posibilidad  de configurar pools de 
conexiones con la base de datos, mecanismos de balanceo de carga y 
facilidades en cuanto a configuración, logs, y utilidades de gestión de las 
aplicaciones web desplegadas. 
 
Estas características, sumadas a la contrastada estabilidad del servidor, hacen 
que nos decantemos por Tomcat como contenedor de servlets para nuestro 
proyecto. 
 
4.4.1.1 Apache Tomcat 
 
Apache Tomcat es un contenedor de servlets de código abierto desarrollado 
por la Apache Software Foundation.  Tomcat se distribuye bajo la licencia 
Apache 2.0. 
 
Existen diferentes versiones de Tomcat.  Para nuestro proyecto escogeremos 
la última versión estable: Apache Tomcat 5.5. 
 
Esta versión implementa la especificación 2.4 de Servlets y la 2.0 de JSP.   
 
Tomcat, además de la gestión de Threads, nos ofrece otras herramientas que 
nos serán útiles en el desarrollo de nuestra plataforma: 
 
· Data Base Connection Pool 
Tomcat implementa un pool de conexiones que permite establecer conexiones 
de forma ágil para comunicarse con la Base de datos. 
 
· Load Balancer 
Mediante el conector JK se puede crear un sistema de balanceo de carga en el 
que varias máquinas se repartan la carga, de forma totalmente transparente.  A 
la vez que esto mejora el rendimiento del sistema permite también cambios en 
configuraciones de la aplicación o reinicios y actualizaciones de esta sin que 
esto repercuta en la disponibilidad de la aplicación. 
 
· Logging  
Tomcat 5.5 utiliza la librería Commons-logging que permite trabajar con APIs 
como log4j.  Log4j nos permite gestionar el almacenamiento de logs pudiendo 
establecer niveles de información o rotación diaria de ficheros de log de forma 
independiente al sistema. 
 
· Deployer 
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Tomcat nos ofrece la posibilidad de “Desplegar”, parar y recargar nuestras 
aplicaciones sin tener que reiniciar el servidor.  De esta manera y en el caso de 
alojar varias aplicaciones en un único servidor no deberíamos parar todas las 
aplicaciones para actualizar una de ellas. 
 
· Configuration 
Podemos utilizar el sistema de ficheros de configuración de los contextos para 
configurar nuestras aplicaciones. 
 
4.4.2 Servidor HTTP 
 
Para acompañar al contenedor de servlets es aconsejable utilizar un servidor 
http que gestione el contenido estático como pueden ser páginas html, 
imágenes y otros contenidos. 
 
Para este propósito utilizaremos Apache HTTP Server, el compañero natural 
del contenedor de servlets Apache Tomcat. 
 
4.4.2.1 Apache HTTP Server 
 
El proyecto Apache HTTP Server de Apache Software Foundation se centra en 
el desarrollo y mantenimiento de un servidor HTTP open source, con el objetivo 
de implementar un servidor seguro, eficiente y extensible. 
 
Actualmente es el servidor http más popular, puesto que ocupa desde el 1996, 
llegando a alojar el 70% de los sitios web de Internet.  Podemos ver una gráfica  
 
Fig 4.1 Cuota de mercado del servidor Apache 
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El servidor Apache permite mediante el módulo mod_jk configurar un 
mecanismo de balanceo de carga con varios servidores Tomcat.  De esta 
forma se aprovecha la eficiencia del sistema de caché para contenidos 
estáticos mientras que los dinámicos son gestionados por Tomcat. 
 
4.5 Sistema Operativo 
 
En la elección del sistema operativo sobre el que funcionará la plataforma nos 
hemos basado en que éste debía ser compatible con las herramientas 
seleccionadas (Servidores y DBMS) y que debía ser preferiblemente software 
libre. 
 
Dentro del amplio abanico de distribuciones Linux disponibles hemos optado 
por la elección de la distribución Debian, en particular una versión estable con 
el kernel 2.6.15. 
 
Los principales factores que nos han hecho decantarnos por esta opción han 
sido: 
 
· El uso extendido de esta distribución por parte de los usuarios de 
internet y por lo tanto la cantidad de información disponible acerca del 
sistema y la facilidad para resolver problemas mediante listas de correo 
y otras herramientas. 
 
· Estabilidad contrastada de la distribución 
 
La estabilidad del sistema operativo repercute directamente en la disponibilidad 
de la aplicación. Por otra parte la facilidad para obtener soporte e información 
nos facilitará las tareas de mantenimiento, configuración y actualización del 
sistema. 
 
4.6 Otras elecciones 
 
4.6.1 Logs 
 
Una de las opciones más utilizadas para gestionar los logs en aplicaciones 
Java es la API  Log4j. 
 
Log4j forma parte del proyecto apache y permite generar logs de una manera 
flexible y configurable, pudiendo modificar el nivel de detalle de las trazas y el 
formato de salida de los datos sin necesidad de tener que modificar el código 
de la aplicación. 
 
Esta API nos permite almacenar logs tanto en ficheros locales como de forma 
distribuida en una base de datos.  En el caso de utilizar el almacenamiento de 
información en ficheros locales podemos regular parámetros tales como el 
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tamaño máximo de los mismos, o el periodo temporal que utilizaremos un 
fichero de log antes de pasar a almacenar los datos en el siguiente. 
 
Por otra parte Log4j funciona perfectamente en combinación con la API 
commons-logging de tomcat, con lo cual se puede integrar sin problemas en la 
aplicación web sin generar conflictos con el sistema de logs del servidor. 
 
 
4.6.2 Configuración 
 
Para implementar las funcionalidades de configurabilidad de la plataforma nos 
ayudaremos de las propias facilidades que nos ofrece el servidor Tomcat. 
 
En toda aplicación web de tomcat se utiliza el archivo “web.xml” para definir los 
servlets que se ejecutarán en el contexto de esa aplicación.  En ese mismo 
fichero se pueden indicar parámetros de inicialización a los que podrán acceder 
los servlets al crearse. 
 
En este archivo se definirán algunos de los parámetros configurables y se 
indicarán las rutas al resto de ficheros de configuración a utilizar por otras APIs 
integradas en la plataforma: 
 
· Server.xml: datos de configuración del pool de conexiones a la base de 
datos. 
· AITManagement.properties: datos de configuración para el sistema de 
logs. 
· Struts-config.xml: fichero que consulta el ApplicationServlet de Struts 
para resolver y encaminar las peticiones recibidas. 
 
4.6.2.1 Configurabilidad de la Interfaz de usuario 
 
Mediante la utilización de Cascade Style Sheets (CSS) se consigue una cierta 
configurabilidad de la apariencia de la Interfaz de usuario. 
 
En un fichero se definen ciertas propiedades de los elementos que aparecen en 
el código html de la IU, como por ejemplo la fuente utilizada para los distintos 
títulos, para la cabecera de las tablas o el color de fondo para distintas 
categorías de texto. 
 
Esta configurabilidad hace posible que pueda alterarse la apariencia global de 
la IU a través de este fichero de configuración, sin necesidad de modificar el 
código de todos los jsp que generan el código html. 
 
 
 
Implementación y pruebas   37 
 
Capítulo 5.  Implementación y pruebas 
 
5.1 Introducción 
 
Tras definir la arquitectura y elegir qué herramientas utilizaremos para 
implementarla llegamos a la fase de desarrollo.  El objetivo llegado a este punto 
es obtener una primera versión de la aplicación, totalmente funcional, estable y 
segura. 
 
La implementación de la totalidad de las funcionalidades de la aplicación es 
una tarea compleja, debido a la extensión de los requerimientos funcionales 
especificados durante el análisis. 
 
Podemos dividir esta fase en tres partes diferentes: 
 
· Implementación 
· Pruebas y validación 
· Paquetización y entrega 
 
 
5.2 Implementación de la Plataforma 
 
Para intentar optimizar el tiempo invertido en el desarrollo del código hemos 
separado la implementación en tres áreas o categorías:  Capa de datos, Lógica 
de Negocio y Front-End. 
 
Ése ha sido aproximadamente el órden en el que se ha elaborado el código, 
generando primero la estructura de la base de datos y las clases necesarias 
para acceder a ella, en segundo lugar las clases de lógica de negocio que 
implementaban los métodos y en último lugar las clases del framework de 
struts y el código jsp de la interfaz de usuario. 
 
Generar el código de esta forma nos permite reutilizarlo con más facilidad 
además de reducir el tiempo invertido en la implementación. 
 
5.2.1 Patrón MVC 
 
Tal y como definimos en el diseño de la arquitectura, el patrón de diseño que 
hemos utilizado para desarrollar la plataforma ha sido el Modelo Vista 
Controlador. 
 
En la figura siguiente podemos ver los diferentes elementos desarrollados que 
conforma cada uno de los distintos bloques de los que consta el patrón: 
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Fig 5.1 Implementación del patrón MVC 
 
5.2.2 Organización del Código 
 
El código generado está organizado en paquetes o packages de la siguiente 
forma: 
5.2.2.1 es.mier.space.ait.management.blogic 
 
En este paquete se encuentran las clases que implementan la lógica de 
negocio. 
 
Las clases de lógica de Negocio implementan todos los requerimientos 
funcionales especificados en el análisis de requerimientos. 
 
Un método genérico de la lógica de negocio realizaría las siguientes acciones: 
 
a) Validación de los datos de entrada 
b) Comprobación de los permisos del usuario 
c) Solicitud de una conexión libre al pool de conexiones 
d) Uso de métodos de las clases de acceso a Base de Datos 
e) En caso de éxito se confirman las operaciones en base de datos y se 
devuelven los resultados.  En caso de error se deshacen los cambios 
hechos en la base de datos y se devuelve el error correspondiente. 
f) Devolver al pool la conexión utilizada. 
 
 
5.2.2.2 es.mier.space.ait.management.config 
 
Para inicializar el sistema utilizamos un servlet de inicialización:  al cargar la 
aplicación se inicializa un servlet cuya única función es leer los parámetros de 
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configuración definidos en el contexto inicial, tales como constantes, rutas del 
repositorio o sistema de logs, etc 
 
5.2.2.3 es.mier.space.ait.management.databean 
 
En este package se encuentran los contenedores de datos o databeans. 
5.2.2.4 es.mier.space.ait.management.db 
 
Es el package que almacena las clases de la capa de datos.  Estas clases se 
encargan de generar las sentencias SQL para comunicarse con el DBMS y de 
procesar los resultados obtenidos, encapsulándolos en databeans. 
 
Un ejemplo de clase de acceso a la base de datos es la clase 
es.mier.space.ait.management.db.ProjectDB: 
 
 
Fig 5.2 Atributos y métodos de la clase ProjectDB 
 
5.2.2.5 es.mier.space.ait.management.repository 
 
La clase FileRepository se encarga de gestionar el acceso a los ficheros 
almacenados en el repositorio. 
 
5.2.2.6 es.mier.space.ait.management.struts 
 
Cada tipo de petición que reciba el sistema tendrá una clase derivada de Action 
encargada de gestionarla.   
 
En aquellas acciones en las que se envíe un formulario además de esa clase 
habrá otra derivada de ActionForm que recogerá todos los parámetros incluidos 
en el formulario. 
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Por ejemplo si rellenamos y enviamos un formulario para crear un proyecto, 
con la acción createProject.do, intervendrán en la operación las clases 
CreateProjectForm y CreateProjectAction. 
 
Este package contiene todas las clases de este tipo.  El tipo de peticiones a 
gestionar es elevado, por lo que el número total de clases en este package 
asciende a 215 clases. 
5.2.2.7 es.mier.space.ait.management.util 
 
Este package sería el equivalente a una caja de herramientas.  En él se 
encuentran clases que proporcionan métodos al resto, como por ejemplo: 
 
· Encrypter.java: proporciona mecanismos para encriptar contraseñas, de 
cara a hacer el sistema más seguro. 
· GenerateHTMLDocument.java: genera código html a partir de los datos 
de un producto.  De esta manera genera un documento que es 
almacenado en el repositorio de ficheros. 
· MailSender.java: esta clase envía un correo electrónico estableciendo 
una conexión smtp con un servidor de correo. 
 
5.2.3 Estructura de la aplicación 
 
Además de las clases implementadas hay otros elementos que forman la 
aplicación.  Por una parte, en la carpeta webapps de tomcat podemos 
encontrar: 
 
· AITManagement: todos los ficheros jsp que forman la interfaz de 
usuario. 
· AITManagement/styles: hojas de estilos o css que configuran el aspecto 
de la interfaz de usuario. 
· AITManagement/img: contiene las imágenes enlazadas desde el código 
html. 
· AITManagement/WEB-INF:  aquí podemos encontrar los ficheros de 
configuración utilizados por tomcat y el application servlet, así como las 
definiciones de etiquetas jsp utilizadas en struts. 
· AITManagement/WEB-INF/classes: aquí se encuentra el fichero 
ApplicationResources.properties, en el que se encuentran los mensajes 
de error de validación de formularios. 
· AITManagement/WEB-INF/lib: aquí se encuentran las APIs utilizadas por 
la aplicación y las propias clases de la aplicación paquetizadas en 
AITManagement.jar 
 
Por otra parte hay otros elementos fuera del contexto de la aplicación instalada 
en tomcat.  La ruta en la que por defecto se encuentran es 
/opt/AITManagement que contendrá tres carpetas: 
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· Conf: contiene el fichero AITManagement.properties, que contiene la 
configuración a utilizar por el mecanismo de logs. 
· Logs: contiene los ficheros de log generados por la aplicación. 
· Repository: contiene los ficheros almacenados en el repositorio de la 
plataforma. 
 
5.2.4 Base de Datos 
 
Con anterioridad a la implementación de la capa de datos de la aplicación 
creamos la base de datos, las tablas, las restricciones y los usuarios con 
capacidad para consultar y modificar la base de datos. 
 
Realizamos dichas operaciones utilizando la herramienta MySQL Administrator, 
distribuida gratuitamente por MySQL Labs, que nos proporciona un entorno 
visual que simplifica el proceso. 
 
Una vez creada la base de datos obtuvimos un script con el cuál duplicar el 
entorno posteriormente. 
 
5.2.4.1 Optimización de la Base de Datos 
 
Hay cuatro factores básicos que limitan el rendimiento de un DBMS: 
 
· Tiempo de búsqueda en disco: Es el tiempo que tarda el disco duro en 
encontrar el fichero que se le ha solicitado.  Depende básicamente de 
las prestaciones del disco duro y de la efectividad de los índices que 
indican la situación de los datos a buscar. 
 
· Tiempo de lectura/escritura en disco: Una vez que el disco ha localizado 
una situación debe leer o escribir los datos.  La velocidad de lectura o 
escritura puede estar alrededor de los 20MB/s, con lo cuál también es un 
factor limitante. 
 
· Ciclos de CPU: cuando necesitamos procesar una gran cantidad de 
datos, como por ejemplo consultar una tabla con muchas entradas, es 
probable que la velocidad de proceso nos limite. 
 
· Memoria: cuando el procesador trabaja con más datos de los que puede 
almacenar la memoria cache pasa a utilizar la memoria RAM, lo cuál 
puede constituir un cuello de botella. 
 
Por lo tanto para mejorar el rendimiento del DBMS debemos intentar reducir el 
impacto de esos 4 factores. 
 
Una forma de mejorar el rendimiento del DBMS a la vez que mejoramos el de 
la aplicación cliente es el uso de un pool de conexiones como el que vimos 
antes.  Al reutilizar conexiones aprovechamos mejor los recursos del sistema. 
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Otras formas, que estudiaremos ahora, son relativas al diseño de las queries y 
de la propia estructura de los datos para que el sistema trabaje de la mejor 
forma posible: 
 
 
Queries 
 
· SELECT 
Unas de las operaciones que se realizan sobre las tablas son las búsquedas.  
En nuestro caso, por ejemplo, podremos buscar componentes en función de su 
número de lote, su número de serie, valor, o fecha de caducidad, entre otros 
factores. 
 
Para mejorar la velocidad de búsqueda al realizar una petición de este tipo es 
indispensable que creemos índices para buscar en esas tablas.  De esta 
manera se reducen sustancialmente los tiempos de búsqueda.  Sería 
equivalente a realizar una consulta en un libro de texto:  consultamos el índice 
y vamos directos a la página, en vez de hojear las 200 páginas en busca de 
aquello que nos interesa. 
 
· WHERE 
La cláusula where indica en función de qué parámetros realizaremos la 
búsqueda.  Debemos buscar siempre utilizando índices o claves de las tablas.  
También debemos de evitar el uso de “paréntesis” innecesarios dentro de la 
cláusula.  Ejemplo: 
Select * from component_lot where (cmltu_lotcode=’a’ and (cmlni_quantity and 
cmlni_status) ) 
 
· EXPLAIN 
A través del comando EXPLAIN el DBMS nos explica cómo está realizando las 
búsquedas que ejecutamos.  De toda la información que nos ofrece los datos 
más importantes son: 
 
o Key: indica qué clave o índice se está usando en la búsqueda. 
o Possible_keys: el listado de claves que el DBMS puede utilizar 
para ayudarse al realizar la búsqueda. 
 
De esta manera podemos revisar que la cláusula where es la adecuada para 
esta sentencia o podemos obligar al gestor a utilizar una u otra clave, según 
nos interese.  Escogiendo las claves adecuadas conseguiremos que las 
búsquedas sean más rápidas. 
 
 
Reducir el volumen de los datos todo lo posible 
 
Otro camino de optimización importante es procurar que las tablas tengan el 
menor tamaño posible.  El tipo de datos que se le asigne a una columna es el 
que marca el número de bytes que serán necesarios para almacenar ese 
campo.  Si el número de bytes es menor reduciremos el tamaño en disco 
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ocupado, reduciremos el número de bytes ocupados en memoria a la hora de 
procesarlo y reduciremos el número de ciclos de CPU necesario para ello. 
 
Por ejemplo: si queremos almacenar en un campo de una tabla números del 0 
al 9… no debemos utilizar un tipo numérico de 32 bits si con un byte sería más 
que suficiente. 
 
Para reducir el tamaño de los datos almacenados hemos seguido las siguientes 
directives: 
 
Uso de tipo de datos TINYINT y SMALLINT en lugar de INT cuando la 
magnitud de los datos a almacenar lo permite.  El rango de valores y los 
tamaños de estos tipos son: 
 
Tipo Rango de Valores 
(Signed/Unsigned) 
Bytes 
TINYINT 
 
-128 a 127 / 0 a 255 1 
SMALLINT -32768 a 32767/0 a 
65535 
2 
INT -2147483648 a 
2147483647 / 0 a 
4294967295 
4 
 
Fig 5.3 Tipos de datos numéricos 
 
Declarar las columnas como NOT NULL.  El tamaño de la columna es menor y 
hace que el DBMS trabaje más rápido.  
 
Usar tipos de datos de longitud variable para los campos de texto.  Si usamos 
Varchar con un tamaño máximo de 50 caracteres, si insertamos en ese campo 
10 caracteres, el espacio ocupado en memoria será el de 10 caracteres.  Con 
tu tipo Char(50), el tamaño ocupado será el máximo, tanto si está lleno como si 
está vacío.  Para volúmenes de datos mayores podemos utilizar los tipos Blob y 
Text que no tienen una longitud fija y, como Varchar, sólo ocupan el tamaño de 
los datos que almacenan. 
 
5.2.5 Interfaz de usuario 
 
La interfaz de usuario de la plataforma está formada por un total de 72 páginas 
jsp, encargadas de generar el código html que se le presentará al usuario. 
 
A continuación podemos ver la apariencia de la IU y consultar algunas 
características y funciones que se han tenido en cuenta al implementar la 
interfaz. 
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5.2.5.1 Apariencia 
 
En la figura siguiente podemos ver una de las numerosas pantallas que 
conforman la interfaz de usuario.  En el anexo podremos ver más muestras y 
una descripción detallada de sus elementos. 
 
 
Fig 5.4 Captura de pantalla de la IU 
 
5.2.5.2 Utilización de código Javascript 
 
Adicionalmente a la flexibilidad que nos ofrece jsp a la hora de generar páginas 
de forma dinámica hemos utilizado javascript para dinamizar el código también 
en el lado del cliente. 
 
Las principales utilizaciones han sido las siguientes: 
 
· Comprobación de datos en formularios 
· Generación de campos en los formularios en función de selecciones 
anteriores 
 
Con el primer caso conseguimos reducir la carga de trabajo del servidor pues 
este no tiene que procesar peticiones erróneas y alertamos automáticamente al 
usuario del error cometido. 
 
Con el segundo conseguimos presentar los datos de una forma más amigable 
para el usuario, con lo cuál se ahorra tiempo y se eliminan complicaciones. 
 
5.2.5.3 Control de Sesiones 
 
Como en cualquier aplicación web, debemos gestionar las sesiones para 
garantizar la seguridad de la aplicación.  Struts nos ofrece facilidades para ello, 
haciendo que sea transparente para nosotros.   
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5.2.5.4 Validación de formularios 
 
Struts nos permite la opción de validar los formularios que recibe la aplicación, 
comprobando que ningún campo está incumpliendo unas restricciones 
definidas por nosotros y, en caso de error, devolviendo un mensaje con 
información sobre el error ocurrido. 
 
Por ejemplo en caso de omitir un campo obligatorio la aplicación nos devolverá 
al mismo formulario y nos indicará que ese campo en concreto debe ser 
rellenado. 
 
5.2.5.5 Navegación 
 
Por cuestiones de usabilidad se permite desde cualquier página, siempre que 
el flujo de navegación lo permita, volver a la anterior. 
 
Por otra parte nos hemos asegurado de que el navegar utilizando las opciones 
que nos da el navegador de volver atrás o adelante no repercuta en un mal 
funcionamiento de la aplicación. 
 
5.2.5.6 Configurabilidad CSS 
 
A través de un fichero con la definición de estilos podemos alterar la 
presentación de la interfaz de usuario, tanto a nivel de colores como tipos de 
letra y tamaño de fuentes. 
 
En el anexo podemos ver capturas de las pantallas de la interfaz de usuario y 
un ejemplo de las opciones que nos ofrece la utilización de CSS. 
 
 
 
5.3 Plan de Pruebas 
 
5.3.1 Descripción 
 
Las pruebas son una de las partes más importantes en el desarrollo de un 
proyecto de software.  En un proyecto de estas dimensiones probar 
adecuadamente el código puede suponer casi tanto tiempo como 
implementarlo. 
 
Llevar a cabo un plan de pruebas completo puede resultar tedioso pero es de 
gran impotancia: debemos evitar cualquier fallo o disfunción en la aplicación 
final; solucionar un error en la fase de implementación puede suponer unos 
minutos, mientras que el hacerlo una vez está implementado el sistema 
supondrá una inversión en tiempo mucho mayor, a la vez que una reducción de 
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la disponibilidad del sistema y posibles pérdidas de información difíciles de 
reparar. 
 
Crear un Plan de Pruebas y ejecutarlo es una tarea pesada pero servirá para 
detectar posibles errores en el código, a la vez que comprobaremos que hemos 
implementado todo aquello que se nos exigía en las especificaciones de 
requerimientos.  Podemos diferenciar entre tres tipos diferentes de pruebas: 
unitarias, funcionales y de carga o rendimiento. 
5.3.2 Pruebas Unitarias 
 
Las pruebas o tests unitarios siguen la filosofía “code a little, test a little”, o lo 
que es lo mismo: ir probando el código generado a la vez que se programa. 
 
Para cada clase que implementamos debemos crear otra clase que compruebe 
el funcionamiento de cada uno de sus métodos. Cada vez que modifiquemos la 
clase deberemos ejecutar de nuevo los test para comprobar que las 
modificaciones no han afectado al funcionamiento de la clase. 
 
A simple vista puede parecer que siguiendo este procedimiento se ralentiza la 
implementación de la aplicación. La realidad es que si comprobamos que cada 
pieza funciona correctamente por separado, ahorraremos tiempo de pruebas al 
comprobar el funcionamiento global del sistema. 
 
Para realizar las pruebas unitarias hemos utilizado el framework de pruebas 
JUnit. 
 
 
5.3.3 Pruebas Funcionales 
 
Las pruebas funcionales consisten en emular todos los posibles casos de uso 
que se pueden producir en una situación de utilización real. Sirven para 
comprobar que no hemos olvidado ninguna posibilidad a la hora de 
implementar la aplicación y que todas las funciones del código realizan las 
operaciones esperadas. 
 
Las pruebas se efectúan de la siguiente manera: 
 
(1) Se especifican los pasos a seguir para cada prueba. 
(2) Se describen los resultados esperados. 
 
La persona que realiza las pruebas puede no tener unos conocimientos 
demasiado extensos de la aplicación que prueba, por lo que tenemos que 
ofrecer todos los datos posibles para que esta persona pueda ejecutar las 
pruebas de una manera efectiva. Siguiendo los pasos descritos y comparando 
los resultados obtenidos con los esperados podemos saber si ha ocurrido algún 
error no esperado. 
 
Implementación y pruebas   47 
 
Tras arreglar los errores detectados debemos volver a efectuar las pruebas 
para comprobar que ya se han solucionado todos los errores existentes y el 
arreglo no ha generado otros nuevos. Al tratarse la Plataforma de un sistema 
que ofrece un gran número de funcionalidades estas pruebas son una tarea 
pesada y repetitiva, pero es la única manera en que se puede comprobar el 
correcto funcionamiento del sistema completo.  
 
 
5.3.4 Pruebas de Carga 
 
El principal objetivo de estas pruebas es el de comprobar que el sistema 
funciona correctamente a distintos niveles de carga.  Es probable que en 
situaciones de baja carga una aplicación supere todas las pruebas funcionales 
pero que, al encontrarse el sistema trabajando a pleno rendimiento, aparezcan 
errores debidos, por ejemplo, a problemas de concurrencia o mala gestión de 
recursos por parte de la aplicación. 
 
Otro de los objetivos de estas pruebas es comprobar que el sistema es capaz 
de dar servicio simultáneamente a un número suficiente de usuarios, tal y como 
se solicitaba en los requerimientos de rendimiento. 
 
Para realizar estas pruebas es común comprobar el funcionamiento del sistema 
a cuatro niveles de carga: 
 
· Test: generamos un pequeño número de peticiones, tan sólo para 
comprobar el correcto funcionamiento de la plataforma y del escenario 
de test que hemos diseñado. 
· Benmarch: comprobamos el funcionamiento del sistema con un volumen 
de carga equivalente a una situación de trabajo normal.  Estimaremos el 
número de peticiones por segundo a procesar por el sistema y 
observaremos su compotamiento en regimen permanente. 
· Load Test: probamos el sistema con una carga equivalente a una 
situación de “pico” de trabajo, superior a la de la prueba anterior.  
Equivaldría a una situación en la que el total de posibles usuarios 
estarían interaccionando con el sistema. 
· Test Destructively: esta prueba consiste en generar un volumen de 
carga suficiente como para generar errores en el sistema debido a falta 
de recursos.  Con esta prueba hallamos el limite de funcionamiento de la 
aplicación. 
 
Usaremos dos herramientas para llevar a cabo estas pruebas.  La primera de 
ellas, Jmeter, es un generador de carga con inerfaz gráfica, de libre distribución 
y programado en java.  Nos ofrece las siguientes posibilidades: 
 
· Pruebas distribuidas 
· Cálculos estadísticos sobre el resultado de las pruebas en tiempo real o 
posterior. 
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La segunda herramienta es un monitor de rendimiento del sistema, sar, que 
forma parte del paquete sysstat.  Mediante el uso de esta herramienta 
podremos conocer la utilización de los recursos de la máquina a la hora de 
realizar las pruebas: 
 
· CPU 
· Memoria 
· Acceso a disco duro 
· Acceso a dispositivos de red 
 
La utilidad de monitorizar los recursos del sistema es que podremos localizar 
los cuellos de botella que limitan el rendimiento del mismo, 
 
 
5.4 Paquetización y entrega 
 
5.4.1 Descripción 
 
Una vez finalizada la fase de pruebas puede considerarse que el producto está 
prácticamente listo para su explotación.  Sin embargo antes de entregar el 
producto final debemos paquetizar el código fuente, librerías y otros elementos 
de forma que puedan ser fácilmente instalados.  También debemos 
proporcionar al cliente, en este caso la propia empresa, toda la documentación 
necesaria para realizar un correcto mantenimiento de la aplicación, que indique 
cómo y en qué entorno debe instalarse y que describa la forma de utilizarlo. 
 
5.4.2 Paquetización 
 
Para organizar todos los elementos de los que consta nuestra aplicación y 
hacer que ésta sea fácilmente compilable e instalable hemos utilizado la 
herramienta ant del proyecto apache.   
 
Los elementos a paquetizar son: 
 
· Librerías necesarias para la compilación 
· Librerías necesarias para la ejecución 
· Código fuente de la aplicación 
· Ficheros de configuración 
· Páginas JSP 
· Imágenes de la la interfaz de usuario 
· Hojas de estilo CSS 
 
Se ha generado un script para la herramienta ant que realiza las siguientes 
operaciones: 
 
· Generar archivos .class 
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· Paquetizar binarios en fichero jar 
· Generar fichero auto-deployable AITManagement.war 
· Deploy de la aplicación y configuración del entorno de explotación 
 
De esta forma el proceso de instalación de la aplicación se simplifica en gran 
medida.  Una vez que el entorno de explotación está en funcionamiento 
(servidor tomcat y mysqld) la aplicación se instala simplemente ejecutando el 
comando “ant” en la carpeta que contiene el script de instalación. 
5.4.3 Documentación 
 
Para que una aplicación pueda ser mantenida y utilizada correctamente ésta 
debe estar correctamente documentada. 
Algunos de los documentos entregados junto con el código paquetizado son: 
 
· Manual de Instalación 
· Manual de Configuración 
· Manual de usuario 
 
Otros documentos entregados, útiles para posibles tareas de mantenimiento 
del sistema son el Plan de Pruebas y las javadocs de las clases 
implementadas. 
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CONCLUSIONES 
 
Al finalizar este proyecto de fin de carrera podemos afirmar que hemos 
alcanzado las metas que nos habíamos fijado al inicio del mismo, logrando 
llevar a cabo todas las tareas propuestas y que hemos descrito en los distintos 
capítulos que forman este documento. 
  
Estas tareas han consistido en un primer esfuerzo de extracción de los 
requerimientos que debía cumplir la plataforma de gestión, seguido de un 
análisis, revisión y validación de los mismos.  Una vez definidos los 
requerimientos hemos diseñado la arquitectura de un sistema que fuera capaz 
de satisfacerlos.  Posteriormente hemos analizado las tecnologías existentes 
para implementar cada una de las partes o funcionalidades del sistema, de 
cara a escoger la que mejor se adaptara a nuestras necesidades.  Después 
hemos implementado la totalidad del diseño, utilizando las tecnologías 
escogidas y llevando a cabo una extensa labor de programación, seguida de la 
elaboración y ejecución de un plan de pruebas con el que comprobar la 
fiabilidad del sistema obtenido. 
 
Llegado a este punto disponemos de la aplicación lista para su despliegue, 
fiable y documentada de cara a facilitar su mantenimiento.  La herramienta 
desarrollada satisface la totalidad de requerimientos funcionales y no 
funcionales que se definieron al inicio del proyecto. 
 
Su puesta en marcha nos permitirá reemplazar progresivamente el actual 
sistema de gestión de la producción, obteniendo así las ventajas ya 
mencionadas relativas a la integración de la información, la optimización de 
procesos de fabricación y la gestión de recursos y de almacén.  
 
Los siguientes pasos a dar para el correcto despliegue del sistema son: 
 
· Configuración del escenario de balanceo de cargas definido en el diseño 
o Apache Tomcat y HTTP Server con mod_jk 
· Inicio progresivo de la explotación del sistema 
o Detección y ajuste de posibles mejoras funcionales. 
 
En este último punto deberemos solventar las posibles incidencias que surjan 
del uso real de la aplicación, preferiblemente pequeños detalles que hayan sido 
obviados en la especificación de requerimientos y ahora alguien eche en falta. 
 
Una vez implementado y completamente operativo habremos creado una base 
sólida a partir de la cual el sistema podrá crecer, integrando en esta 
herramienta la gestión de otros departamentos.  
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ANEXO I: Tecnologías evaluadas 
 
I.1 Arquitectura de las aplicaciones web 
 
Las aplicaciones web siguen tradicionalmente dos patrones de diseño o 
arquitecturas.  El primero y tradicional es el denominado Modelo 1 
 
I.1.1 Modelo 1 
 
Es el que tradicionalmente se ha utilizado para construir aplicaciones web.  
Funciona de la siguiente manera: 
 
Un usuario hace una petición a un recurso en un servidor web. 
Este recurso gestiona los datos recibidos, los valida, lleva a cabo la “lógica de 
negocio” y devuelve la respuesta generada. 
 
 
Fig I.1 Modelo 1 
 
Este modelo puede ser de una, dos o tres capas: 
 
· Una capa: un único elemento realiza las funciones de presentación de 
datos, procesamiento y almacenamiento. 
· Dos capas: un elemento se encarga de la presentación y procesamiento 
de la información, mientras que la gestión de los datos la realiza otra 
“capa”. 
· Tres capas: es la más habitual y la más conveniente en cuanto a diseño.  
La capa de presentación se encarga de “presentar” los datos al usuario, 
la capa de lógica de negocio se encarga de procesar los datos, y la capa 
de acceso a datos se encarga de gestionar la información almacenada 
en una base de datos o un repositorio de ficheros 
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I.1.2 Modelo 2 
 
El modelo 2 para las aplicaciones web surgió para solucionar ciertas 
limitaciones del primer modelo.  Sigue el patrón de diseño Model-View-
Controller, que  separa la capa de presentación en dos elementos: Vista y 
Controlador. 
 
El funcionamiento del Modelo 2 es el siguiente: 
· Un usuario hace una petición al servidor y ésta es gestionada por el 
Controlador. 
· El controlador decide qué recurso va a contestar la petición y lo habilita. 
· El recurso seleccionado genera la respuesta HTML y la devuelve. 
 
 
Fig I.2 Modelo 2 
 
Simplificando podemos decir que patrón MVC se compone de varios bloques 
diferenciados: 
 
· Modelo: 
Es el bloque lógico del sistema.  Se encarga de llevar a cabo las operaciones 
que se le solicitan, procesando los datos de entrada y generando las 
respuestas a devolver al cliente.   
· Vista: 
Se encarga de recoger los datos generados por el modelo y presentarlos de 
una forma adecuada para que el usuario trabaje con ellos.  En nuestro caso 
sería el código que genera el html que se le entregará al usuario. 
· Controlador: 
Recibe las peticiones de los usuarios, solicita las acciones a llevar por el 
Modelo y selecciona qué elemento del bloque Vista responderá a la petición. 
 
El sistema puede constar también de una Capa de datos que se encargue de 
almacenar la información que deba “permanecer” para el funcionamiento del 
sistema. 
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I.1.3 Modelo 1 Vs Modelo 2 
 
Debemos analizar cuál de estos dos modelos se ajusta más a nuestras 
necesidades. 
 
El modelo 1 es un sistema que funciona perfectamente para sistemas sencillos.  
Tanto funcionalmente como en rendimiento podríamos implementar nuestro 
sistema de acuerdo a este patrón.  Sin embargo el modelo 2 nos ofrece ciertas 
ventajas: 
 
Al separar vista y control hace los elementos más sencillos y más fáciles de 
mantener: 
 
Esto en una aplicación con funcionalidades no muy numerosas puede no ser 
crítico.  Sin embargo el sistema a desarrollar ha de permitir una gran variedad 
de operaciones, además de poder ser ampliable en un futuro.  Por lo tanto la 
escalabilidad es un factor crítico que tenemos que tener en cuenta. 
 
El bloque controlador permite escoger el recurso que responderá a la petición, 
además de validar los datos y otras operaciones. 
 
De acuerdo con el modelo 1, el recurso que recibe la petición (por ejemplo una  
página JSP o un servlet) debe generar también la respuesta, sea cual sea ésta.  
Según el modelo 2 la lógica en el bloque de Vista se reduce.  Por ejemplo: 
cuando se produzca un error será una única página JSP la que lo presente al 
usuario en vez de gestionar ese error en todas las páginas o redireccionar la 
petición. 
 
I.2 Frameworks de desarrollo de aplicaciones web 
 
I.2.1 Struts  
 
La meta del proyecto Apache Struts es favorecer el desarrollo de aplicaciones 
basadas en el “Modelo 2”, aproximación del paradigma de diseño MVC.  Para 
ello han desarrollado un framework de código libre que implementa este 
modelo y permite facilita el desarrollo de aplicaciones basadas en él. 
 
Struts está implementado en java y surgió como evolución de los servlets. 
 
Los servlets de java fueron la primera revolución de java en las aplicaciones 
web.  Supusieron una mejora frente a las aplicaciones CGI, en cuanto a 
rendimiento, portabilidad y flexibilidad.   
 
Sin embargo la generación del código html a través de servlets era incómoda, y 
para solucionar esta característica surgieron las Java Server Pages, que 
permitían mezclar código html y java para facilitar el diseño de interfaces. 
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El problema de los JSPs es que al contener demasiado código java se vuelven 
pesados y difíciles de mantener, perdiendo las ventajas en cuanto a 
presentación. 
 
Struts pretende solucionar este problema mediante la combinación de ambas 
tecnologías: servlets y jsp, aprovechando los puntos fuertes de ambas. Bajo el 
modelo MVC un servlet gestiona la ejecución de la lógica de negocio mientras 
que la presentación recae principalmente en las “Server pages” jsp. 
 
I.2.1.1 Componentes 
 
Siguiendo el patrón de diseño MVC podemos hacer una diferenciación entre 
tres capas o módulos de Struts. 
 
· The Model 
 
Son las clases que contienen la “lógica de negocio” de la aplicación.  Dentro de 
este bloque podemos englobar también las clases destinadas al acceso a datos 
(bases de datos o repositorios). 
 
Podemos implementar este módulo tanto con java beans como con Ejes.  Es 
preferible no mezclar la lógica de negocio con la de control. 
  
· The View 
 
Esta capa es la destinada a generar la interfaz de usuario.  Lo habitual es 
utilizar JSP y las etiquetas proporcionadas por la Java Server Tag Library 
JSTL.  También podemos mezclar código en java pero no es demasiado 
recomendable en cuanto a que dificulta el mantenimiento y comprensión de la 
página. 
 
A partir del JSP generaremos el código HTML y también las funciones en 
javascript que nos permitan interactuar con los datos desde el lado del cliente. 
 
 
· The Controller: ActionServlet y ActionMapping 
 
El bloque de control se encarga de recoger las peticiones entrantes, decidir qué 
metodo de la lógica de negocio debe ser ejecutado y posteriormente decidir 
qué elemento de la Vista (qué jsp) debe generar el código html de respuesta. 
 
Los ActionMappings marcan el camino que debe seguir una petición: qué 
método de la lógica de negocio le corresponde a una petición y qué jsp 
generará la vista en función de cuál haya sido el resultado obtenido al ejecutar 
la lógica de negocio. 
 
<action-mappings> 
<action path="/getProjectInfo" 
   type="es.mier.space.ait.management.struts.GetProjectInfoAction" 
   name="getProjectInfoForm"    
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   scope="request" 
   validate="true"> 
    
   <forward name="success" path="/getProjectInfo.jsp"/> 
   <forward name="failure" path="/error.jsp"/> 
  
  <forward name="notLogged" path="/logout.do"/> 
</action> 
 · 
 · 
 · 
</action-mappings> 
Fig I.3 Fragmento de struts-config.xml 
 
El ActionServlet es el servlet que gestiona todas las peticiones.  Cuando se 
solicita un recurso con la extensión .do el ActionServlet consulta en los 
ActionMappings el camino para esa petición y la dirige para que sea gestionada 
por el sistema. 
 
<servlet> 
        <servlet-name>action</servlet-name> 
        <servlet-class>org.apache.struts.action.ActionServlet</servlet-class> 
        <init-param> 
         <param-name>Application</param-name> 
         <param-value>ApplicationResources</param-value> 
        </init-param> 
        <init-param> 
         <param-name>config</param-name> 
         <param-value>/WEB-INF/struts-config.xml</param-value> 
        </init-param> 
        <load-on-startup>1</load-on-startup> 
</servlet> 
Fig I.4 Fragmento de web.xml 
 
I.2.2 Java Server Faces 
 
Otro framework java basado en el patrón MVC es Java Server Faces (JSF).  
JSF es una combinación conceptual de Struts y Swing y directa competidora de 
tecnologías como WEbForm de .Net.   
 
Suele decirse que Struts está orientado a peticiones mientras que JSF está 
orientado a componentes. Podemos ver la diferencia en la manera de procesar 
las peticiones en la figura I.3. 
 
Aunque el diagrama es algo más complejo que en el caso de los struts 
podemos ver a simple vista que los bloques siguen cumpliendo tres funciones 
diferentes: Modelo, Vista y Control, de acuerdo con la implementación del 
Modelo2. 
Anexo I: Tecnologías evaluadas   57 
 
 
 
Fig I.5 Ciclo de vida de JSF 
 
I.2.3 Struts vs JSF 
 
Podemos decir que JSF es un framework mucho más flexible que struts puesto 
que surgió para solucionar algunas limitaciones de éste.  Es probable que en el 
futuro el desarrollo de aplicaciones basadas en JSF se imponga sobre las 
basadas en Struts, pero a día de hoy la mayor madurez de Struts y la mayor 
disponibilidad de recursos y soporte hacen que sea una opción muy válida para 
el desarrollo de una herramienta de las características de nuestra plataforma. 
 
I.3 DBMS 
I.3.1 Firebird 
Firebird es un gestor de bases de datos relacionales de código abierto.  Se 
distribuye bajo la licencia MPL 1.1, que permite comercializar aplicaciones 
desarrolladas a partir de Firebird de forma gratuita. 
 
Se distribuye en tres versiones diferentes: classic, superserver y embedded, de 
las cuales la Superserver podríamos decir que es la que más se ajusta a los 
propósitos de nuestro proyecto por arquitectura y polivalencia. 
 
Funciona tanto sobre linux como windows y puede ejecutarse como servicio o 
aplicación. 
 
Cumple con los requisitos funcionales necesarios para el desarrollo del 
proyecto y el rendimiento es también adecuado. 
 
Otro punto a favor de firebird es su madurez y estabilidad y la cantidad de 
recursos y documentación que podemos encontrar en la red, así como la 
existencia de gran cantidad de utilidades de código abierto que nos facilitarán 
la interacción con la base de datos. 
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I.3.2 PostGreSQL 
PostGreSQL es otro gestor de bases de datos relacionales.  Como Firebird 
también es un gestor maduro, estable y potente, que funciona sobre la mayoría 
de plataformas. 
 
PostGreSQL es también de código abierto y está distribuida bajo la licencia 
BSD. 
 
En cuanto a funcionalidades y prestaciones este DBMS también se ajusta a los 
requerimientos del proyecto. De iIgual forma que en el caso de Firebird hay 
disponible en la red de forma gratuita una gran cantidad de información y 
herramientas para trabajar con PostGreSQL, así como los drivers necesarios 
para comunicarse con la base de datos. 
I.3.3 MySQL 
MySQL es un DBMS OpenSource desarrollado, distribuido y mantenido por la 
empresa MySQLLab.  La versión Community Edition de MySQL se distribuye 
bajo la licencia GPL de GNU.   
 
Se trata de un gestor maduro con orígenes en los años 80 de uso muy 
extendido.  Se ajusta a los requerimientos funcionales y de rendimiento de 
nuestra aplicación y, igual que en los dos casos anteriores, disponemos de 
forma gratuita de cantidad de recursos en la red que nos facilitarán el desarrollo 
y el mantenimiento de la aplicación. 
 
I.3.4 Elección 
 
Las tres alternativas expuestas se ajustan en cuanto a funcionamiento a las 
necesidades de la aplicación.  La elección de una u otra dependerá de otros 
factores.   
 
En primer lugar hay que evaluar si la licencia bajo la que se distribuyen los 
DBMS limita o afecta en algo al uso que queremos hacer de la aplicación 
desarrollada.  Nuestra aplicación no va a ser distribuida sino que está 
destinada al uso interno en la compañía.  Por lo tanto no resulta importante la 
licencia bajo la que se distribuya el DBMS. 
 
De todas formas el diseño de la plataforma no nos limita en cuanto al uso de 
una DBMS en concreto, pudiendo cambiar en un futuro, de acuerdo al carácter 
estándar de SQL. 
 
Elegiremos MySQL puesto que ya tenemos experiencia previa con esta 
tecnología, mientras que no hemos trabajado anteriormente con PostGreSQL ni 
Firebird.  De esta manera reducimos tanto el riesgo de encontrar problemas 
durante la implementación como el coste de aprendizaje. 
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ANEXO II: Información ampliada del sistema 
 
II.1 Pruebas de Carga 
 
II.1.1 Sistema 
 
La máquina en la que hemos realizado la instalación de la plataforma para la 
realización de las pruebas tiene las siguientes características: 
 
CPU: Pentium III 866 MHz 256kBytes de Cache 
Memoria RAM: 256 MBytes 
 
 
II.1.2 Herramientas 
 
Hemos utilizado dos herramientas para realizar las pruebas de carga: JMeter y 
el conjunto de utilidades de Sysstat.  
 
Ambas son herramientas gratuitas y podemos obtener información sobre sus 
prestaciones y su utilización accediendo a sus sitios web en Internet. 
 
II.1.3 Prueba 
 
Se han realizado diferentes pruebas sobre el sistema.  En ellas se ha variado 
tanto el tipo de petición (sin consulta a DB, consulta a DB y escritura en DB) 
como el volumen de carga. 
 
La forma en la que se han ejecutado las pruebas ha sido la siguiente: 
 
· Activamos el monitor de recursos en la máquna servidor mediante el 
script: 
 
 echo Starting the SAR script 
 sar -r -u -n DEV -b -o datafile 1 2000000000 > /dev/null 
 echo Stop capturing data 
 sar -r -f datafile >resultsMemory$1.txt 
 sar -u -f datafile >resultsCPU$1.txt 
 sar -b -f datafile >resultsNetwork$1.txt 
 echo data processed 
 
· Arrancamos el plan de test en la aplicación JMeter y esperamos a que 
finalice. 
· Paramos el monitor del sistema mediante un kill del proceso, de forma 
que se generen los ficheros de resultados. 
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· Visualizamos los resultados del test de JMeter, los contrastamos con los 
recursos del servidor y analizamos los resultados. 
 
A la hora de realizar las pruebas hay que tener en cuenta que ciertos 
parámetros de configuración del mismo pueden afectar en gran medida a su 
rendimiento.  Por ejemplo es conveniente configurar el nivel de detalle de la 
generación de logs, situándolo en WARN o ERROR.  Así reduciremos el 
consumo de recursos implica el acceso a disco. 
 
Como ejemplo de las pruebas realizadas mostramos el resultado de la 
siguiente: 
 
 
Fig II.1 Captura de resultados en la aplicación Jmeter 
 
Durante esta prueba 30 Threads han realizado peticiones de forma 
concurrente, identificándose en primer lugar mediante la acción logon, y 
solicitando luego la acción getProjectInfo.do. 
 
Esta acción conlleva diferentes consultas a la base de datos y devuelve los 
datos a un jsp que genera la página html  que se devuelve al usuario. 
 
Vemos que el sistema ha procesado 30.000 peticiones, a una media de 351,4 
peticiones por segundo, y que la media de tiempo por respuesta es de 55 
milisegundos. 
 
II.1.4 Conclusiones 
 
Tras ejecutar esta prueba podemos afirmar que el sistema cumple con los 
requerimientos de rendimiento en cuanto a volumen de carga. 
 
Si estudiamos los datos que nos ofrece el monitor del sistema encontramos 
que el rendimiento de la plataforma está limitado por dos factores: cpu y 
memoria. 
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En caso de instalar la plataforma en una máquina con mayores prestaciones en 
estos dos sentidos, el rendimiento del sistema sería aún mayor. 
 
Al configurar un escenario de balanceo de cargas, de cara a mejorar la 
disponibilidad del sistema, la carga se repartiría y sería un factor aún menos 
limitante. 
 
De forma adicional y en cuanto a la estabilidad de la plataforma podemos decir 
que, a día de hoy, el sistema lleva 30 días en funcionamiento continuado (sin 
reiniciarse), muestra de la robustez del sistema y correcta gestión de recursos.  
 
II.2 Interfaz de usuario (IU) 
La interfaz de usuario de la plataforma está compuesta por un total de 72 
páginas JSP, así como de las imágenes o iconos vinculados a estas páginas. 
 
A la hora de realizar el diseño de la interfaz se han tenido en cuenta los 
requerimientos de usabilidad, en los que se definían aspectos relacionados con 
la apariencia de la interfaz, presentación de microcontenidos o navegabilidad. 
 
Las páginas, aunque diferentes unas de otras, siguen todas el mismo patrón, 
tanto en colores y estilos como en la colocación de los distintos componentes.  
En el siguiente apartado podemos ver algunas pantallas de la interfaz de 
usuario. 
 
II.2.1 Apariencia 
 
El aspecto que presentan las pantallas de la IU es el siguiente: 
 
Fig II.2 Elementos que conforman la IU 
 
En la parte superior izquierda encontramos el logo corporativo, presente en 
todas las pantallas.  En un lugar inmediatamente inferior se puede ver el 
nombre el usuario al cuál pertenece esta sesión.  De esta manera podemos 
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comprobar fácilmente que la sesión abierta desde una máquina corresponde a 
nuestro usuario y no la de cualquier otro. 
 
Más abajo, en la parte izquierda encontramos un menú de navegación  en el 
que aparecen los avisos de nuevas notificaciones.  A la derecha del logo 
corporativo tenemos otro menú de navegación con el que podremos acceder a 
distintas secciones a través de los iconos. 
 
Por último en la página principal encontramos un título que nos indica en qué 
página nos encontramos y bajo éste, el contenido de la página. 
 
En páginas en las que tengamos opciones de navegación (volver a páginas 
anteriores) encontraremos un enlace con dicha función en el margen superior 
derecho de la página. 
II.2.2 Configurabilidad de la IU 
 
Utilizando CSS aportamos unas ciertas opciones de configuración a la interfaz 
de usuario.   
 
Esto nos permite el poder realizar cambios sobre la apariencia de la IU 
modificando un único archivo, sin necesidad de modificar las 72 páginas JSP 
que la conforman. 
 
Parámetros que podemos modificar de esta forma son: 
 
· Tablas: Tamaño, separación, bordes, márgenes… 
· Iconos: tamaño, posicionamiento… 
· Cabeceras de las tablas: fuentes, color de fondo, color del texto… 
· Títulos (h1, h2, …,h6): margen, fuente, tamaño de la fuente… 
· Colores para: distintos tipos de tareas, estado de los productos… 
 
 
 
Fig II.3 Vista normal de la IU 
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Fig II.4 Vista de la IU tras modificar el fichero de estilos 
 
En las figuras II.3 y II.4 vemos un ejemplo sencillo en el que se han variado 
parámetros como el color de fondo del menú, las cabeceras de las tablas, y se 
ha aumentado el tamaño de fuente de los títulos. 
 
 
II.2.3 Validación de formularios 
 
Struts nos permite realizar una validación de los datos introducidos en los 
formularios y nos ofrece la posibilidad de contestar con un mensaje preformado 
al detectar algún error en cualquiera de los campos. 
 
En nuestro caso hemos utilizado esta funcionalidad para comunicar al usuario 
qué campos ha olvidado rellenar o ha rellenado con datos incongruentes. 
 
 
 
Fig II.5 Validación de formularios por struts 
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De este modo vemos que en la parte superior se notifica al usuario que ha 
olvidado rellenar un campo y que no puede llevarse a cabo la operación. 
 
II.2.4 DHTML 
 
Mediante el uso de Javascript podemos hacer que las páginas html, con un 
código estático que el usuario sólo puede visionar y no modificar, adquiera un 
cierto carácter dinámico. 
 
Hemos utilizado Javascript para hacer dinámicos los formularios, haciendo que 
las opciones mostradas en un campo varíen en función de la selección del 
usuario en otro campo.  Un fragmento de página jsp en el que se genera el 
código javascript es el siguiente: 
 
<script language="JavaScript" type="text/javascript">    
  var store = new Array(); 
  <logic:present name="componentLotList" scope="session"> 
    <% 
    int count=0; 
    %> 
    <logic:iterate name="componentLotList" id="componentLot"     
type="es.mier.space.ait.management.databean.ComponentLot"> 
 
      store[<%=count%>]=new Array('<%=componentLot.get ComponentLotId()%>' 
      <logic:iterate name="componentLot" property="components" id ="component" 
type="es.mier.space.ait.management.databean.Component">,’ 
 <% 
 String serial = component.getSerial();            
  if(serial.equals("")){ 
  serial="N/A"; 
} 
out.print(serial); 
%> 
', '<%=component.getComponentId()%>' 
      </logic:iterate> 
    ); 
    <% 
     count++; 
    %> 
  </logic:iterate> 
</logic:present> 
 
 
function init(){ 
  optionTest = true; 
  lgth = document.forms['assigncomponents'].serialnumbers.options.length - 1; 
  document.forms['assigncomponents'].serialnumbers.options[lgth] = null; 
   
  if (document.forms['assigncomponents'].serialnumbers.options[lgth]) optionTest = false; 
} 
 
function populate(){ 
  if (!optionTest) return; 
  var box = document.forms['assigncomponents'].lotcodes; // guardar los codigos de lote en la 
variable box 
//Al seleccionar una guardamos en number su valor. 
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  var number = box.options[box.selectedIndex].value; 
  if (!number) return; 
 
  //En la variable lista guardamos el array con indice=number. 
  var list = store[number];    
  //En la variable box2 guardamos el select de serialnumbers 
  var box2 = document.forms['assigncomponents'].serialnumbers; 
 
  //reseteamos la longitud a 0 
  box2.options.length = 0; 
  //document.assignedcomponents.assignedlotcode = '2' ; 
 
  //Mientras i sea menor que la longitud del store[number] sumamos dos a i y... 
  for(i=0;i<list.length-1;i+=2) 
    {  
      box2.options[i/2] = new Option(list[i+1],list[i+2]);     
    }    
  document.forms['assigncomponents'].assignedlotcode.value = list[0] ;    
} 
    
function prepare(){ 
  if (document.forms['assigncomponents'].serialnumbers.selected == false){ 
      document.forms['assigncomponents'].serialnumbers.selected = true; 
      count++; 
    }else{ 
      document.forms['assigncomponents'].serialnumbers.selected = false; 
      count--; 
    } 
} 
    
function validate(){  
  count=0; 
  for(i=0;i<document.forms['assigncomponents'].serialnumbers.options.length;i+=1){ 
      if(document.forms['assigncomponents'].serialnumbers.options[i].selected==true){ 
        count+=1; 
      } 
    } 
  quantity = document.forms['assigncomponents'].quantity.value; 
  if(count!=quantity){ 
      alert("El número de componentes seleccionado es incorrecto, ha seleccionado " + count 
  + " componentes y debería haber seleccionado " + quantity  );    
      return false; 
    }else{ 
      return true; 
    } 
} 
</script> 
Fig II.6 Fragmento de código javascript 
 
Como vemos al inicio del javascript, utilizamos código jsp para declarar un 
array con los datos que luego utilizaremos para rellenar los formularios. 
 
En la función “populate” consultamos ese array de datos y seleccionamos los 
números de serie con los que rellenar el parámetro de tipo select 
“serialnumbers”, que se corresponderán con el código de lote escogido. 
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II.3 Código Fuente 
 
II.3.1 Lógica de Negocio 
 
Todos los métodos de lógica de negocio siguen el mismo patrón de 
funcionamiento.  Si todos los métodos siguen la misma secuencia al 
implementar las funcionalidades y tratan los datos de la misma forma 
obtenemos ciertas ventajas: 
 
· Menor coste de mantenimiento: al funcionar todos los métodos igual si 
una persona debe realizar un mantenimiento o actualización de la 
plataforma, el estudio de un caso de uso será suficiente para 
comprender el funcionamiento de cualquier otro método de la lógica de 
negocio. 
· Menor tiempo de implementación: si tenemos una estructura de 
funcionamiento común podremos reaprovechar una gran cantidad de 
elementos y reduciremos en gran medida el coste de la implementación. 
· Mayor robustez: si nos aseguramos de que un esquema de 
funcionamiento es correcto podremos utilizarlo las veces que queramos 
con la seguridad de que no tendremos errores.  Si implementamos 
doscientos métodos distintos y ninguno tiene nada que ver con el 
anterior las probabilidades de que se den errores es mucho mayor. 
 
A continuación podemos ver el método createProject, que implementa la 
funcionalidad de “Crear Proyecto”. 
 
public Project createProject(User actor, Project project) throws 
      BLogicException { 
 
    ProjectDB projectDB = null; 
    Connection connection = null; 
    try { 
      if (logger.isInfoEnabled()) { 
        logger.info("Entering to createProject"); 
      } 
      if (logger.isDebugEnabled()) { 
        StringBuffer tmp = new StringBuffer("input values: ["); 
        tmp.append(project.getName()); 
        tmp.append(", "); 
        tmp.append(project.getIniDate()); 
        tmp.append(", "); 
        tmp.append(project.getFinDate()); 
        tmp.append(", "); 
        tmp.append(project.getStatus()); 
        tmp.append(", "); 
        tmp.append(project.getAbrev()); 
        tmp.append("]"); 
        logger.debug(tmp.toString()); 
      } 
 
      //We first check the profile of the project that makes the operation. 
      if (actor.getProfile() != Constants.RESPONSABLE) { 
        throw new BLogicException(BLogicError.UNAUTHORIZED_OPERATION); 
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      } 
 
      //We get a new connection 
      connection = getConnection(); 
 
      //We create a new ProjectDB object 
      projectDB = new ProjectDB(connection); 
      project = projectDB.createProject(project); 
      if (project == null) { 
        throw new BLogicException(BLogicError.UNABLE_TO_CREATE_PROJECT); 
      } 
 
      //Asignamos el Responsable que ha creado el proyecto a este proyecto. 
 
      ProjectUserDB projectUserDB = new ProjectUserDB(connection); 
      boolean result = projectUserDB.createProjectUser(project.getProjectId(), 
          actor.getUserId()); 
      if (!result) { 
        throw new BLogicException(BLogicError.UNABLE_ASSIGN_TO_PROJECT); 
      } 
 
      //Commit the modified DB Data 
      connection.commit(); 
 
      if (logger.isDebugEnabled()) { 
        StringBuffer tmp = new StringBuffer("created projectId: ["); 
        tmp.append(project.getProjectId()); 
        tmp.append("]"); 
        logger.debug(tmp.toString()); 
      } 
 
    } 
    catch (BLogicException ex) { 
 
      logger.warn("Logic error at createProject", ex); 
      try { 
        connection.rollback(); 
      } 
      catch (SQLException ex1) { 
        logger.error("Error while trying to rollback at createProject", ex1); 
      } 
      project = null; 
      //we close the connection before exiting. 
 
      throw ex; 
    } 
    catch (Exception ex) { 
      logger.error("Error at createProject", ex); 
      try { 
        connection.rollback(); 
      } 
      catch (SQLException ex2) { 
        logger.error("Error while trying to rollback at createProject", ex2); 
      } 
      project = null; 
    } 
    finally { 
      closeConnection(connection); 
      if (logger.isInfoEnabled()) { 
        logger.info("Exiting from createProject"); 
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      } 
    } 
 
    return project; 
  }  
Fig II.7 Fragmento de código fuente 
 
II.4 Actores 
 
Tal y como decíamos en el capítulo de especificación de requerimientos, 
tendremos distintos usuarios con atribuciones diferentes.  A continuación 
presentamos un listado. 
 
II.4.1 Administrador 
 
La única función del Administrador es la de realizar la gestión de usuarios.  
Existirá un único usuario administrador.  Su función es la siguiente: 
 
· Administrar las cuentas de usuario. 
 
En resumen: crear, modificar o eliminar cuentas de usuario con cualquier perfil. 
 
II.4.2 Responsable de Fabricación 
 
Se encarga de la gestión de proyectos y productos, con funcionalidades 
añadidas sobre los componentes.  A continuación presentamos sus funciones: 
 
· Administración de proyectos: 
o Inicio y fin de proyecto 
o Aborto de proyecto 
o Eliminación de proyecto 
· Administración de productos: 
o Inicio y entrega de producto 
o Aborto de producto 
o Eliminación de producto 
o Asignación de recursos 
o Elaboración de Hojas de Ruta de Fabricación 
 
Además de estas funciones exclusivas, el Responsable de Fabricación podrá 
asumir las funciones de otros roles para ejecutar de forma puntual alguna otra 
operación. 
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II.4.3 Gestor de Almacén 
 
El Gestor de Almacén se encargará de las siguientes funciones: 
 
· Agregar a la Base de Datos los nuevos componentes 
· Administración (creación, modificación y eliminación) de perfiles de 
componentes 
· Actualizar la Base de Datos para adecuarla a los inventarios realizados 
· Control del estado de los componentes de vida limitada 
 
El gestor de almacén también deberá proceder al escaneado de la 
“Documentación de Recepción” y a su inclusión en el sistema. 
 
II.4.4 Operario 
 
El Operario podrá realizar las siguientes funciones: 
· Seleccionar número de serie de los materiales en la “Lista de partes y 
materiales” 
· Agregar nuevos componentes a la “Lista de partes y materiales” de los 
productos. 
· Solicitud de revisión/adición de componente asociado inicialmente al 
producto. 
· Finalización de tarea en la “Lista de Procesos” 
· Generar “No Conformidad” 
· Solicitud de Validación o Inspección 
 
II.4.5 Supervisor de Calidad 
 
Este usuario llevará a cabo las siguientes funciones: 
· Gestionar notificaciones de no-conformidad, pudiendo congelar el 
desarrollo del producto hasta tomar la disposición de: 
o Abortar: notificación al Responsable 
o Continuar: indicando actuaciones a realizar. 
· Realizar tareas programadas de control de calidad pudiendo optar entre: 
o Continuar 
o Reparar 
o Generar No-Conformidad 
 
II.4.6 Supervisor de Ingeniería 
 
Este usuario se encargará de las siguientes funciones: 
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· Procesos de validación o resultados de test, pudiendo bloquear el 
desarrollo del producto hasta decidir: 
o Continuar 
o Reajustar 
o Generar No-Conformidad 
 
II.4.7 Project Manager 
 
Este usuario tendrá capacidad consultiva sobre los proyectos que le sean 
asignados y autorizará las MTF de sus productos. 
 
II.4.8 Usuario Espectador 
 
Usuario que sólo tendrá capacidad consultiva.  En las atribuciones iniciales de 
este actor sólo se le permitirá consultar las tablas de componentes en almacén. 
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Abreviaturas 
 
API Application Programming Interface 
CSS Cascading Style Sheets 
DB DataBase 
DBMS DataBase Management System 
DER Diagrama Entidad-Relación 
DHTML Dynamic HTML 
ER Entity-Relationship 
ERP Enterprise Resource Planning 
HTML HyperText Markup Language 
http HyperText Transfer Protocol 
IU Interfaz de Usuario 
JDBC Java DataBase Connectivity 
JSF Java Server Faces 
JSP Java Server Pages 
MVC Model View Controller 
ODBC Open DataBase Connectivity 
SQL Simplified Query Language 
 
   
 
