Abstract-In the paper, aimed at the shortcoming of trust region method, we proposed a algorithm using negative curvature direction as its searching direction. The convergence of the algorithm was given. Furthermore, combing trust region method and curve-linear searching techniques, a trust region algorithm, using general curvelinear searching direction, was proposed. We proved its efficiency and feasibility. The algorithm has adjustability and can select or update its searching direction according to the iteration. This allows the algorithm that has the properties of curve-linear searching method and the global convergence of trust region method. Finally, we indicate that some searching directions of common methods can be as a special searching direction of the general method.
I.
UNCONSTRAINED OPTIMIZATION PROBLEMS [1] In many problems of unconstrained optimization such as :
Its solution has been appealed to many peoples to do it. People created many algorithms aiming at question (P1) and presented some methods as the trust region method; Newton method; DFP method and BFGS method and so on. At these methods, people using straight line as its searching direction to searching line in general. with these methods , they have some defect as "saw tooth phenomenon" and " local convergence", some people presented the trust region method and curve-linear searching techniques to quality the global convergence of iterative method Curve-linear searching method is a way of searching direction down to a curve, which will avoid certain defects compared to rectilinear direction searching [2] . In trust region method, we gain new iteration step length based on a partial model of minimized objective function on a constrained ellipsoid domain centered at the current iteration point, and the diameter of the ellipsoid is determined by the pattern of anticipation objective function of the model. Researches have been done by M. J. D. Powell [3] , J. E. Dennis jr. and H. H. W. Mei [4] , J. J. More [5] , D. C. Sorensen [6, 7] , D .C. Sorensen and J. J. More [8] , G. A. Shulty. etc [9] and Yuan Y. etc [10] [11] [12] [13] . It is needed to calculating one of the partial models of ( ) f x at the point of k x :
It is solved by solving its equivalence problems: It equals to:
+ is a positive semi-definite matrix, and 
These methods above only involve single directions, so that if problems occur, the algorithm discontinues.
Aiming at these problems, we present corresponding improved methods, using a curve-linear searching direction consisting of two descent directions.
II. IMPROVEMENT OF TRUST REGION ALGORITHMS
Algorithm 1
(1) Where 
by the conditions below:
Step (2) (5) i) Establish a secondary model: , where
is the null space of 
Then conflict arises. At least one of 1 ( ) ( ) 
Based on the conclusion of Theorem 1 the theorem below can be proved: Theorem 2 Under conditions of Theorem 1, and . Create the secondary model as below: 
Obvious (5) is a generalized pattern of (2). To satisfy 
Equation (6) 
