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Resumen
Este artı´culo presenta una aplicacio´n industrial de robo´tica submarina que consiste en un sistema para realizar inspecciones
visuales del fondo subacua´tico. El sistema consta de un robot submarino para adquirir ima´genes visuales a poca distancia (1-2
metros) de la superﬁcie a inspeccionar y un localizador submarino instalado en una embarcacio´n o boya. Este localizador permite
conocer la posicio´n absoluta del robot durante la inspeccio´n y se basa en un sistema acu´stico de tipo USBL (Ultra Short Base Line),
una unidad de navegacio´n inercial (INS) y un GPS. Adema´s, el robot tiene su propio sistema de navegacio´n a bordo, basado en EKF,
que utiliza un sensor de velocidad basado en efecto Doppler y una INS con un giroscopio de ﬁbra o´ptica (FOG). La arquitectura de
control del robot permite realizar la inspeccio´n de forma teleoperada, semi-auto´noma o completamente auto´noma. El robot puede
realizar inspecciones de superﬁcies 2D verticales y horizontales. Una vez adquiridas las ima´genes y todos los datos de navegacio´n y
percepcio´n, se realiza un proceso fuera de linea de fusio´n de los datos y procesado de las ima´genes que concluye con la generacio´n
de un mosaico 2D georeferenciado de la superﬁcie inspeccionada. El artı´culo detalla las tecnologı´as desarrolladas y describe una
campan˜a realizada en el embalse de Mequinenza (Arago´n) para detectar poblaciones de mejillo´n cebra. Copyright c© 2012 CEA.
Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Este artı´culo presenta una aplicacio´n industrial de robo´ti-
ca submarina que consiste en un sistema para realizar inspec-
ciones visuales del fondo subacua´tico. El sistema consta de un
robot submarino para adquirir ima´genes visuales a poca distan-
cia (1-2 metros) de la superﬁcie a inspeccionar y un localizador
submarino instalado en una embarcacio´n o boya. Este localiza-
dor permite conocer la posicio´n absoluta del robot durante la
inspeccio´n y se basa en un sistema localizacio´n acu´stico de tipo
USBL (Ultra Short Base Line), una unidad de navegacio´n iner-
cial (INS) y un GPS. Adema´s el robot tiene su propio sistema
de navegacio´n a bordo, basado en EKF, que utiliza un sensor
de velocidad basado en efecto Doppler y una INS con un gi-
roscopio de ﬁbra o´ptica (FOG). La arquitectura de control del
robot permite realizar la inspeccio´n de forma teleoperada, semi-
auto´noma (con los controles opcionales de profundidad, altura
y rumbo) o completamente auto´noma. En este u´ltimo caso, la
trayectoria puede deﬁnirse en relacio´n a la situacio´n de la su-
perﬁcie a inspeccionar. Para percibir el entorno, el robot dis-
pone de un sensor acu´stico de rango, un sensor de escaneo de
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ima´genes acu´sticas y dos ca´maras. El robot puede realizar ins-
pecciones de superﬁcies 2D verticales o horizontales. Una vez
adquiridas las ima´genes y todos los datos de navegacio´n y per-
cepcio´n, se realiza un proceso oﬄine de fusio´n de los datos y
procesado de las ima´genes que concluye con la generacio´n de
un mosaico 2D georeferenciado de la superﬁcie inspeccionada.
Esta imagen gigante permite observar el fondo marino con alta
resolucio´n pudiendo relacionar cada pixel de la imagen con su
posicio´n absoluta, y permite tambie´n hacer un seguimiento de
la inspeccio´n comparando la evolucio´n de la superﬁcie inspec-
cionada en varias observaciones.
Las tecnologı´as necesarias para llevar a cabo esta aplicacio´n
fueron desarrolladas en los proyectos de investigacio´n funda-
mental del Ministerio de Educacio´n y Ciencia: AIRSUB (DPI
2005-09001) y FOTOGEO (CTM 2004-04205) y sus continua-
ciones; y la industrializacio´n de la tecnologı´a se esta´ llevando a
cabo en el proyecto de la Generalitat de Catalunya ”INSPECSUB:
Sistema Robo´tico de Inspeccio´n Submarina”. Los experimen-
tos llevados a cabo en el proyecto AIRSUB fueron realizados
en la pared de una presa de una central hidroele´ctrica para ins-
peccionar el estado del hormigo´n, (Ridao et al., 2010b,a). Este
artı´culo presenta los resultados obtenidos en otra aplicacio´n de
inspeccio´n, en este caso la inspeccio´n del fondo de un embalse
donde habitan poblaciones de mejillo´n cebra. Esta especie in-
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a) b)
Figura 1: Ima´genes de la Confederacio´n Hidrogra´ﬁca del Ebro en las que se
puede apreciar el mejillo´n cebra proliferando en una roca (a) y en una rama (b).
vasora de aguas interiores provoca graves efectos ecolo´gicos y
econo´micos, motivo por el cual las administraciones y las em-
presas hidroele´ctricas gestoras de las presas esta´n interesadas
en hacer inspecciones para valorar la expansio´n de esta especie
(ver Figura 1) ). El artı´culo detalla las tecnologı´as y metodo-
logı´as utilizadas en una campan˜a que se realizo´ en el embalse
de Mequinenza (Arago´n) con el robot Ictineu (ver Figura 2) fru-
to de un convenio con una empresa consultora de ecosistemas
acua´ticos.
Figura 2: Robot Ictineu en el embalse de Mequinenza. Se puede observar la
turbidez del agua ya en superﬁcie, ası´ como los brazos que el robot dispone
para sujetar los focos que iluminan la escena.
La contribucio´n del artı´culo recae en los sistemas de nave-
gacio´n y control del vehı´culo, localizacio´n del robot mediante
la unidad de superﬁcie y sistema de generacio´n de mosaicos.
Aunque existen en la actualidad muchas empresas dedicadas a
la fabricacio´n de robots submarinos, ninguna de ellas ofrece la
posibilidad de realizar inspecciones visuales de caracterı´sticas
similares. Ma´s bien proponen la utilizacio´n de pequen˜os robots
teleoperados (ROV) que funcionan como ca´maras operadas re-
motamente, poniendo el ojo del inspector en el lugar ocupado
tradicionalmente por un buzo profesional. Existe muy poca li-
teratura al respecto y so´lo unas pocas empresas/centros de in-
vestigacio´n han desarrollado trabajos con un valor an˜adido en
cuanto a la capacidad y calidad de inspeccio´n. Entre las ma´s
relevantes podemos citar los trabajos desarrollados por el Ins-
titut de recherche HydroQue´bec (Cote and Lavallee, 1995) en
Canada´, que han construido el sistema ROV3. Se trata de un
pequen˜o ROV posicionado mediante un sistema acu´stico LBL
(Long Base Line). El robot utiliza un sonar multi-beam para
evitar colisiones y es capaz de regular la profundidad, altura,
orientacio´n y distancia a los objetos. Por supuesto, incorpora
ca´maras y tambie´n un sistema la´ser para realizar medidas 2D
y 3D. El sistema incorpora adema´s un sistema gra´ﬁco de reali-
dad virtual que representa, en tiempo real, el movimiento del
robot en 3D siendo de gran ayuda en la teleoperacio´n. Por otro
lado, la empresa francesa COMEX conjuntamente con la em-
presa Electricite´ De France (EDF) llevaron a cabo un proyec-
to (Poupart et al., 2001) en el cual se utilizo´ un ROV para la
inspeccio´n de presas. Para la localizacio´n se utilizo´ un siste-
ma LBL con 5 transpondedores. Para la inspeccio´n se disponı´a
de un sistema de captura de vı´deo utilizando diversas ca´maras
ası´ como un sistema de medida 2D basado en la proyeccio´n
de 2 puntos la´ser. Finalmente, la empresa brita´nica SonicWorks
comercializa un sistema LBL especialmente concebido para la
inspeccio´n de presas. Un conjunto de 5 transpondedores situa-
dos estrate´gicamente en el embalse, posicionados con GPS y
autocalibrados permiten posicionar un ROV con precisio´n cen-
time´trica. El sistema puede conectarse a un sistema de control
que permite gobernar un ROV equipado con ca´maras. Aunque
el sistema es capaz de realizar un volcado de ima´genes geore-
ferenciadas, no es posible encajarlas entre ellas de forma suave
y automa´tica.
El artı´culo se estructura de la siguiente manera, despue´s de
la introduccio´n, la seccio´n 2 describe el robot submarino Icti-
neu que fue utilizado en los experimentos y el sistema de posi-
cionamiento absoluto basado en USBL. La seccio´n 3 detalla la
arquitectura de control que controla todos los sistemas del ro-
bot (actuadores, sensores, sistemas de percepcio´n, navegacio´n,
controladores del vehı´culo, control basado en comportamientos
y controlador de misio´n). A continuacio´n se detalla el funciona-
miento del sistema de navegacio´n en la seccio´n 4, y el sistema
de generacio´n de mosaicos visuales en la seccio´n 5. La seccio´n
6 describe los experimentos y resultados obtenidos en la ins-
peccio´n del embalse de Mequinenza. Finalmente, la seccio´n 7
concluye el artı´culo y apunta las posibilidades de comercializa-
cio´n de esta tecnologı´a que se esta´n contemplando.
2. Ictineu AUV
La plataforma robo´tica utilizada en este proyecto para de-
mostrar las tecnologı´as desarrolladas fue el robot Ictineu (ver
Figura 3.a) junto con una unidad de superﬁcie para localizar el
vehı´culo (ver Figura 3.b).
2.1. El robot
El robot Ictineu (Ribas et al., 2007) fue concebido como
un vehı´culo con una estructura abierta, como las comu´nmente
utilizadas en ROVs comerciales, por su simplicidad, robustez y
bajo coste. Estas estructuras son poco eﬁcientes hidrodina´mica-
mente respecto a estructuras cerradas, pero son muy adecuadas
para aplicaciones que no requieren movimientos a velocidades
altas o durante largas distancias. El chasis del robot esta´ hecho
de Delrin, un material pla´stico similar al nilo´n que es ligero,
36 Marc Carreras et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 34–45 
durable y resistente a la corrosio´n de los lı´quidos. Otro aspec-
to del disen˜o es la concepcio´n modular de los componentes, lo
cual simpliﬁca la actualizacio´n del vehı´culo con nuevos equipos
y tambie´n facilita el acceso a los componentes para su repara-
cio´n o mantenimiento. Algunos de los mo´dulos (los propulsores
y mayorı´a de sensores) son resistentes al agua y, por lo tanto,
se instalan directamente al chasis del robot. Por otro lado, dos
cilindros estancos hechos de aluminio alojan los mo´dulos de
potencia y procesado mientras que otro ma´s pequen˜o y de Del-
rin contiene una unidad girosco´pica de ﬁbra o´ptica.
El mo´dulo de potencia contiene un conjunto de baterı´as de
plomo, el cual suministra 24V 24Ah y puede proporcionar una
autonomı´a de 1 hora. Un convertidor DC-DC proporciona vol-
taje estabilizado a los diferentes componentes. Tambie´n, este
mo´dulo contiene una placa electro´nica para operar los 6 propul-
sores, los cuales utilizan un bus serie I2C. Esta placa se contro-
la mediante una conexio´n serie RS-232. Finalmente, un simple
circuito con rele´s conmuta entre la energı´a de las baterı´as y la
externa proveniente de un cable umbilical, segu´n se desee ope-
rar el vehı´culo de forma auto´noma o mediante cable. El mo´dulo
de procesado tiene dos PCs, uno para el control y otro para pro-
cesado de ima´genes visuales y acu´sticas. Estos PCs se conec-
tan entre ellos y con el exterior (a trave´s del cable umbilical)
mediante un switch de 100MBs. El PC de control es un AMD
GEODE-300MHz de formato PC104 alimentado por una fuen-
te de alimentacio´n de 50W. El segundo PC es un Via C3 1GHz
Pentium de formato mini-ITX.
El movimiento del robot se consigue mediante 6 propulso-
res SBT150 de la marca Seabotix. Sus reducidas dimensiones y
peso, junto con una propulsio´n de unos 22N hace de ellos una
buena opcio´n para vehı´culos pequen˜os. En cuanto a su disposi-
cio´n, 4 de ellos esta´n situados en el plano horizontal en una con-
ﬁguracio´n de rombo que permite la propulsio´n omnidireccional
en el plano horizontal. Ası´ pues, es posible mover simulta´nea-
mente el robot en los grados de libertad lineales de avance (sur-
ge) y deriva (sway), y angular de guin˜ada (yaw). Los otros 2
propulsores esta´n situados en el plano vertical y pueden actuar
los grados de libertad de arfada (heave) y balance (roll), aunque
so´lo el primero se controla debido a la estabilidad pasiva del ro-
bot en balance (roll) y cabeceo (pitch), ya que el centro de ﬂota-
bilidad esta´ por encima del centro de gravedad. Esta estabilidad
es el resultado de una distribucio´n precisa de los componentes
pesados en la parte inferior del chasis combinado con el efecto
de la espuma te´cnica situada en la parte superior, que con sus
10.5 litros de volumen y un peso de 0.6 Kg proporciona una li-
gera ﬂotabilidad positiva al vehı´culo. Ası´ pues, el robot Ictineu
tiene cuatro grados de libertad.
Una caracterı´stica interesante de este vehı´culo es que puede
operar como un ROV (vehı´culo remotamente operado) o como
un AUV (vehı´culo auto´nomo). Un cable umbilical opcional se
puede conectar a los dos cilindros estancos para proporcionar
energı´a y comunicaciones al vehı´culo. Este modo de operacio´n
es muy u´til no so´lo para operar Ictineu como ROV sino para
trabajar como vehı´culo auto´nomo en el laboratorio permitiendo
el desarrollo de software y su prueba durante largos periodos
de tiempo. Un fuente de alimentacio´n externa de 1200VA, co-
nectada a la red ele´ctrica o a un generador, alimenta al vehı´culo
a) b)
Figura 3: (a) Robot Ictineu con brazos articulados para separar los focos de la
ca´mara. (b) Sistema de posicionamiento absoluto basado en USBL. Dispone
tambie´n de un DGPS y una unidad de navegacio´n inercial.
con una tensio´n de 24V. Adema´s, el cable umbilical aloja una
conexio´n esta´ndar Ethernet, permitiendo la transmisio´n directa
de datos desde el exterior al interior y viceversa. Esta conexio´n
de 100Mbps permite operar y supervisar el vehı´culo, y tambie´n
transmitir video en tiempo real de las ca´maras del vehı´culo. En
modo AUV, el cable umbilical no se utiliza y el vehı´culo usa las
baterı´as para alimentar todos los sistemas.
El robot Ictineu dispone de un completo conjunto sensorial
utilizado para detectar el estado del robot y de su entorno:
Sonar de imagen El sonar Tritech Miniking es un pequen˜o y
compacto sonar de imagen de escaneo meca´nico (MSIS)
disen˜ado para aplicaciones submarinas como evitacio´n
de obsta´culos y reconocimiento de objetivos para AUVs
y ROVs. Este sonar escanea en un plano 2D rotando un
haz en forma de vano en pequen˜os incrementos de a´ngu-
lo. El sensor esta´ instalado en la parte frontal y superior
del robot para proporcionar una visio´n clara sin oclusio-
nes del entorno.
Velocı´metro Doppler El SonTek Argonaut DVL es un sensor
especialmente disen˜ado para aplicaciones ROV/AUV que
estima la velocidad del vehı´culo respecto al fondo y las
corrientes del oce´ano utilizando un preciso sistema que
se basa en el efecto Doppler. El sensor esta´ equipado con
sensores adicionales de: orientacio´n, inclinacio´n, presio´n
y temperatura.
Unidad inercial con FOG El sensor Tritech iGC combina 3
giroscopios, 3 acelero´metros y 3 magneto´metros para me-
dir la orientacio´n e inclinacio´n del vehı´culo. Esta´ disen˜ado
para aplicaciones con AUVs, proporcionando toda la in-
formacio´n esencial de movimiento. Este sensor combi-
nado con el Tritech iFG, que es un giroscopio de ﬁbra-
optica (FOG), permite tener una estimacio´n del rumbo
del robot con muy poca deriva, no afectada por pertur-
baciones magne´ticas. El sensor adema´s de la orientacio´n,
estima la velocidad angular y la aceleracio´n lineal, todo
ello en 3D.
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Ca´maras y focos El robot esta´ equipado con dos ca´maras, mo´de-
lo Camcolbul2DC, y dos focos halo´genos, mo´delo Aqua-
lux Vario Pro S80. La primera ca´mara es una ca´mara en
color enfocando la parte frontal del robot para teleope-
racio´n. La segunda ca´mara es de blanco y negro de mu-
cha sensibilidad, y se utiliza para capturar ima´genes del
fondo marino. Para poder operar en condiciones de po-
ca luz (a mucha profundidad o en aguas muy turbias),
el vehı´culo dispone de 2 focos que se pueden mover y
orientar manualmente mediante unos brazos articulados.
Para obtener una buena iluminacio´n es necesario separar
el a´ngulo de iluminacio´n de los focos del punto de vista
de la ca´mara.
Ecosonda Para evitar colisiones, Ictineu dispone de una eco-
sonda, modelo Smart sensor de la marca Airmar, que pue-
de instalarse en la direccio´n frontal o vertical. Este sen-
sor estima acu´sticamente la distancia entre el robot y un
obsta´culo frontal o el fondo marino, respectivamente.
Sensores internos Finalmente, el robot dispone de sensores de
seguridad para medir variables internas como la tempera-
tura, presio´n y presencia de agua de los cilindros estan-
cos.
USBL y modem acu´stico Desde el exterior, el sistema Link-
quest Tracklink 1510BR USBL permite localizar el vehı´cu-
lo de forma absoluta y tambie´n mantener una comunica-
cio´n con el robot mediante un modem acu´stico. La si-
guiente seccio´n describe este equipo.
2.2. Unidad de superﬁcie
La unidad de superﬁcie esta´ formada por el sensor Link-
quest Tracklink 1500 USBL, un DGPS y una unidad de nave-
gacio´n inercial Xsens MTi MRU. El objetivo de este equipo es
determinar la posicio´n absoluta del robot en coordenadas de la
Tierra. En primer lugar, el sensor USBL realiza una estimacio´n
de la posicio´n absoluta del robot respecto al sistema de coor-
denadas interno de la unidad de superﬁcie USBL. Este equipo
utiliza un transceptor en superﬁcie y un transpondedor insta-
lado en el robot. El equipo determina la posicio´n del vehı´culo
calculando el rango y a´ngulos obtenidos despue´s de transmitir
y responder un pulso acu´stico entre el transceptor y el transpon-
dedor.
Una vez obtenida esta posicio´n relativa entre el robot y la
unidad de superﬁcie es necesario calcular la posicio´n respecto a
los ejes de la Tierra. Para ello la unidad de navegacio´n inercial
se utiliza para determinar la orientacio´n del sistema de coor-
denadas del USBL, y el DGPS para determinar la posicio´n del
origen del sistema. Todos los componentes esta´n ﬁjados en una
misma estructura (ver Figura 3.b) la cual, dependiendo del tipo
de experimento, puede ser instalada en una embarcacio´n o en
una boya de superﬁcie fondeada. La adquisicio´n de los datos
se realiza mediante un ordenador externo conectado mediante
3 conexiones serie RS-232. Para integrar la informacio´n captu-
rada con los datos del robot, se realiza una sincronizacio´n de
todos los computadores antes de empezar los experimentos. Es
decir, mediante una conexio´n de a´rea local, los dos computado-
res del robot y el computador de la unidad de superﬁcie sin-
cronizan la hora, para despue´s poder agrupar todos los datos
capturados en una misma base de tiempo.
Este sistema funciona correctamente siempre que la embar-
cacio´n o boya no tenga movimientos rotacionales bruscos. Es
decir, en situaciones en que las olas sean suaves o nulas. En
caso contrario, aunque la unidad INS corrige las inclinaciones,
el USBL tomarı´a una estimacio´n de la posicio´n del robot inco-
rrecta ya que la posicio´n del transceptor habrı´a cambiado desde
la transmisio´n a la recepcio´n. En estas condiciones, los equipos
USBL deben instalarse en embarcaciones ma´s estables.
3. Arquitectura de control
La arquitectura de control tiene por objetivo realizar la mi-
sio´n que ha sido predeﬁnida por el usuario. La arquitectura es
de tipo hı´brida (Arkin, 1998), combinando una capa reactiva
implementada con comportamientos y una capa de control de
misio´n (ver Figura 4). La capa reactiva, formada por comporta-
mientos, se encuentra englobada en la llamada arquitectura de
control software (SCA) que reu´ne todos los componentes nece-
sarios para realizar una tarea de manera auto´noma. La SCA in-
cluye por lo tanto el acceso y control de sensores y actuadores,
los sistemas de percepcio´n y navegacio´n, el conjunto de com-
portamientos activos y su coordinador y, ﬁnalmente, un contro-
lador de velocidad que actu´a sobre todos los grados de libertad
del vehı´culo. Para realizar un conjunto de ellas, lo que llama-
mos una misio´n auto´noma, es necesario an˜adir el Sistema de
Control de Misio´n (MCS). El MCS sigue el estado de la misio´n
mediante la informacio´n generada por el sistema de percepcio´n
y los comportamientos, y cambia a la siguiente tarea mediante
la activacio´n, conﬁguracio´n o desactivacio´n de los comporta-
mientos. La siguientes secciones detallan los principales com-
ponentes de la arquitectura de control
3.1. Arquitectura de control software (SCA)
La arquitectura del vehı´culo tiene que garantizar la funcio-
nalidad del AUV. Desde un punto de vista de implementacio´n,
la interfaz de tiempo real POSIX junto con CORBA-RT (Tao,
2003), han sido utilizados para desarrollar la arquitectura como
un conjunto de objetos distribuidos con capacidades de tiempo
real, garantizando el periodo de ejecucio´n de los procesos co-
mo los controladores o la sensorizacio´n, aunque en este caso
no es muy exigente (ma´ximo 10Hz). Otra parte importante de
este sistema es el registro de datos. Un componente de la ar-
quitectura se encarga de registrar mediante archivos los datos
de los sensores, los actuadores y de todos los sistemas de per-
cepcio´n y control. Adema´s, todos los computadores de la red
se sincronizan previamente, de manera que todos los datos re-
gistrados pueden ser relacionados temporalmente. La SCA se
divide en tres mo´dulos: mo´dulo de interfaz, mo´dulo de percep-
cio´n y mo´dulo de control.
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Figura 4: Arquitectura de control del robot Ictineu.
3.2. Mo´dulo de interfaz
Este mo´dulo contiene los objetos software que interactu´an
con el hardware. Los objetos sensores son responsables de leer
los datos de los sensores, y los objetos actuadores son respon-
sables de enviar instrucciones a los actuadores. Adema´s, me-
diante estos objetos es posible conﬁgurar todos las variables de
estos sistemas y leer la conﬁguracio´n activa. Tambie´n es posi-
ble utilizar una versio´n virtual de estos objetos para conectar de
manera transparente la arquitectura de control con un simula-
dor gra´ﬁco a tiempo real, permitiendo simulaciones ”hardware
in the loop”(Ridao et al., 2004). En este tipo de simulaciones,
se ejecutan los programas en los computadores del robot permi-
tiendo encontrar cualquier tipo de problema que pudiera surgir
en un experimento real.
3.3. Mo´dulo de percepcio´n
Este mo´dulo contiene dos componentes: el navegador y el
detector del entorno. El objeto navegador tiene el objetivo de es-
timar la posicio´n y velocidad del robot (Seccio´n 4) combinando
los datos obtenidos por los sensores de navegacio´n. El mo´dulo
de control utiliza los datos de la navegacio´n sin necesidad de ac-
ceder directamente a los sensores fı´sicos, y manteniendo ası´ la
capa de control independiente. En el contexto de este artı´culo,
el detector del entorno tiene por objetivo estimar la altitud del
robot y la presencia de objetos en el plano horizontal en el que
se encuentra el robot.
3.4. Mo´dulo de control
Este mo´dulo actu´a como capa reactiva de nuestra arquitec-
tura de control hı´brida. Recibe como entrada la informacio´n
sensorial tratada por el mo´dulo de percepcio´n, manteniendo
el mo´dulo independiente de los sensores fı´sicos. Como salida,
genera las consignas a seguir por los propulsores, las cuales
son mandadas a trave´s del mo´dulo de interfaz. El mo´dulo con-
tiene una librerı´a de comportamientos que pueden ser utiliza-
dos para realizar diferentes tareas. Los comportamientos pue-
den ser habilitados y deshabilitados, y sus para´metros pueden
ser modiﬁcados durante la propia ejecucio´n de la misio´n me-
diante acciones enviadas por el MCS a trave´s de la Capa de
Abstraccio´n de la Arquitectura (AAL). Los comportamientos,
a su vez, generaran eventos que indicaran al MCS, por ejem-
plo, que un objetivo ha sido alcanzado, o que un fallo ha sido
detectado en la arquitectura del vehı´culo. Cada comportamien-
to activo generara´ una consigna de movimiento. El coordina-
dor recogera´ todas las consignas de los comportamientos acti-
vos y generara´ una consigna coordinada, fruto de las priorida-
des y niveles de activacio´n de cada comportamiento (Carreras
et al., 2007). Es decir, si dos comportamientos (o ma´s) propo-
nen consignas de movimiento incompatibles, el coordinador es-
cogera´ una, otra o una mezcla de las dos, segu´n la prioridad de
cada comportamiento y su nivel de activacio´n. La consigna de
movimiento ﬁnal sera´ enviada al controlador de velocidad del
vehı´culo, el cual generara´ las consignas para cada propulsor.
En particular, los siguientes comportamientos fueron desa-
rrollados para realizar trayectorias de inspeccio´n del fondo ma-
rino:
GoTo: Realiza una trayectoria desde la posicio´n actual a
una posicio´n especiﬁcada por la posicio´n X, Y y Z, y la
orientacio´n o YAW. El comportamiento toma la posicio´n
actual del robot del objecto navegador.
BottomInspection: Utilizado para seguir un trayectoria
2D en X y Y de manera omnidireccional siguiendo un
conjunto de puntos destino y manteniendo una orienta-
cio´n predeﬁnida.
AchieveAltitudeDist: Permite al robot mantener una al-
tura predeﬁnida entre el robot y el fondo subacua´tico.
KeepDepth: Permite al robot mantener una profundidad
predeﬁnida.
KeepHeading: Permite al robot mantener una orienta-
cio´n respecto al norte magne´tico predeﬁnida.
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Surface: Realiza un movimiento vertical desde la posi-
cio´n actual hasta la superﬁcie.
Teleoperation: Permite generar consignas de movimien-
to siguiendo las ordenes de un operador. So´lo puede uti-
lizarse en modo teleoperado (ROV).
StartCamera: Comportamiento utilizado para habilitar
o deshabilitar la ca´mara para tomar ima´genes del fondo
subacua´tico.
Alarms: Comportamiento responsable de generar un even-
to si se detecta una situacio´n ano´mala en el interior del
robot (entrada de agua, temperatura o presio´n elevada).
3.5. Sistema de control de misio´n (MCS)
El MCS (Palomeras et al., 2009), actu´a como una capa de-
liberativa y de control de ejecucio´n de la arquitectura de con-
trol hı´brida. En la actualidad no incluye todavı´a un planiﬁcador
de la misio´n. En su lugar, el usuario describe la misio´n utili-
zando un lenguaje de alto nivel llamado Lenguaje de Control
de Misio´n (MCL), y entonces la misio´n se traduce automa´tica-
mente a un Sistema de Eventos Discretos (DES) representados
por una red de Petri. Esta red deﬁne los comportamientos que
van a ejecutarse en cada momento dependiendo de los eventos
observados.
El MCS ha sido disen˜ado de manera gene´rica. Para ello
presenta una interfaz que puede ser utilizada en cualquier ar-
quitectura de control de cualquier vehı´culo, y que esta´ basa-
da en acciones y eventos. Las acciones son o´rdenes especı´ﬁcas
del MCS a la SCA que indican los comportamientos activos y
sus para´metros. Los eventos son hechos detectados por la SCA
que se envı´an al MCS. Entre el MCS y la SCA existe una Ca-
pa de Abstraccio´n de la Arquitectura (AAL), que adapta estas
acciones y eventos a cada tipo de arquitectura (ver Figura 4).
Esta adaptacio´n consiste ba´sicamente en realizar la interfaz in-
forma´tica entre el MCS y la SCA, y en relacionar las acciones
y eventos del MCS con los comportamientos y sistemas de per-
cepcio´n de la SCA. La AAL depende de la SCA especı´ﬁca que
se utilice, permitiendo al MCS ser independiente de la arquitec-
tura.
4. Mo´dulo de navegacio´n
El mo´dulo de navegacio´n es uno de los elementos clave del
sistema. Se utiliza para hacer una estimacio´n de la posicio´n
del vehı´culo durante la ejecucio´n de la misio´n y tambie´n pa-
ra proporcionar la trayectoria seguida por el robot al sistema de
creacio´n de mosaicos visuales. El navegador ejecuta un ﬁltro
de Kalman extendido (Kalman, 1960; Thrun et al., 2005), un
algoritmo de fusio´n sensorial estoca´stico para estimar el esta-
do del vehı´culo (posicio´n, orientacio´n y velocidad) y su corres-
pondiente incertidumbre, siguiendo un proceso recursivo de dos
pasos el cual alterna las predicciones de un modelo con las ac-
tualizaciones de las mediciones sensoriales. A continuacio´n, se
realizara´ una descripcio´n detallada de este ﬁltro.
Figura 5: Sistemas de coordenadas involucrados en la inspeccio´n y generacio´n
del mosaico: {W}, global; {V}, vehı´culo; {M}, mosaico; {m}, primera imagen
(2D); {i}, imagen actual (2D).
4.1. Vector de estado
Toda la informacio´n estimada por el ﬁltro esta´ contenida en
el vector de estado. En nuestra implementacio´n, el vector de
estado contiene informacio´n acerca de la posicio´n y velocidad
del vehı´culo en el instante k:
x(k) =
[
x y z ψ u v w r
]T (1)
donde, siguiendo la nomenclatura propuesta en (Fossen, 1994),
el vector
[
x y z ψ
]
representa la posicio´n y orientacio´n del vehı´cu-
lo en el sistema de coordenadas global {W} (ver Figura 5), mien-
tras [u v w r] son las velocidades lineales y angulares las cuales
esta´n representadas en el sistema de coordenadas del vehı´culo
{V}. Dado que Ictineu es pasivamente estable en roll y pitch, sus
correspondientes a´ngulos y velocidades angulares no han sido
incluidos en el vector de estado.
4.2. Inicializacio´n del ﬁltro
Al principio de la misio´n y antes de empezar a ejecutar el
ﬁltro de Kalman, el valor inicial del vector de estado x(0) debe
ser determinado. Mediante las mediciones de la unidad de su-
perﬁcie, es posible determinar la posicio´n inicial del vehı´culo
con respecto al sistema de coordenadas global {W}. Ası´ pues, la
primera medicio´n de la unidad de superﬁcie, y su incertidum-
bre asociada, sera´ utilizado para deﬁnir la posicio´n inicial del
vehı´culo. Dado que {W} esta´ alineado con el norte, la misma
estrategia puede ser utilizada para iniciar la orientacio´n, esta
vez mediante el compa´s con FOG del robot. Durante la fase de
inicializacio´n, el vehı´culo se mantiene casi esta´tico. Ası´ pues,
las velocidades se inician a cero con un poco de incertidumbre
para tener en cuenta posibles perturbaciones. La estimacio´n del
vector de estado en el instante 0 es:
xˆ(0) =
[
xU yU zU ψC 0 0 0 0
]T
,
40 Marc Carreras et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 34–45 
P(0) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ2Ux σUxy σUxz 0 0 0 0 0
σUyx σ
2
Uy σUyz 0 0 0 0 0
σUzx σUzy σ
2
Uz 0 0 0 0 0
0 0 0 σ2
C
0 0 0 0
0 0 0 0 σ2u 0 0 0
0 0 0 0 0 σ2v 0 0
0 0 0 0 0 0 σ2w 0
0 0 0 0 0 0 0 σ2r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)
donde el subı´ndice U indica USBL y C indica compa´s. Es
importante destacar que la submatriz de covarianza de la posi-
cio´n no es diagonal. Los datos obtenidos de la unidad de su-
perﬁcie son el resultado de combinar la informacio´n del GPS,
de la INS y de la medicio´n de posicio´n relativa del USBL, lo
que signiﬁca que la posicio´n global esta´ correlacionada. Estas
correlaciones pueden ser determinadas introduciendo la cova-
rianza de cada sensor segu´n las especiﬁcaciones del fabricante
y realizando las transformaciones necesarias para representar la
posicio´n del vehı´culo en coordenadas globales. Esta transfor-
macio´n se obtiene combinando la lectura del GPS con la medi-
cio´n angular de la INS para obtener la posicio´n y orientacio´n de
la unidad de superﬁcie, entonces se introduce la estimacio´n del
USBL (en coordenadas esfe´ricas) para obtener la posicio´n del
vehı´culo en coordenadas globales.
4.3. Modelo del sistema
Se utiliza un simple modelo con 4 grados de libertad basado
en una cinema´tica a velocidad constante, sin considerar la ace-
leracio´n ni las fuerzas generadas por los motores, para predecir
como evoluciona el estado desde el instante k − 1 al k:
x(k) = f (x(k − 1), n(k − 1)),⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
y
z
ψ
u
v
w
r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x + (ut + nu t
2
2 )cos(ψ) − (vt + nv t
2
2 )sin(ψ)
y + (ut + nu t
2
2 )sin(ψ) + (vt + nv
t2
2 )cos(ψ)
z + wt + nw t
2
2
ψ + rt + nr t
2
2
u + nut
v + nvt
w + nwt
r + nrt
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k−1)
(3)
donde t es el periodo de tiempo y n = [nu nv nw nr]T es el
vector de ruido Gausiano de las aceleraciones, de media igual a
cero y valores de covarianza introducidos empı´ricamente segu´n
el funcionamiento observado del modelo de velocidad constan-
te. Para ello se realizan pruebas y se observan las desviacio-
nes de los estados. Estas desviaciones se utilizan en las nuevas
ejecuciones del navegador como valores de covarianza. La co-
varianza del vector n se representa con la matriz de ruido del
sistema Q:
E [n(k)] = 0, E
[
n(k)n( j)T
]
= δk jQ(k), (4)
Q =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ2nv 0 0 0
0 σ2nu 0 0
0 0 σ2nw 0
0 0 0 σ2nr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (5)
El modelo descrito en (3) no es lineal y, por lo tanto, la predic-
cio´n debe ser realizada con las ecuaciones del ﬁltro extendido
de Kalman (EKF) (Thrun et al., 2005).
4.4. Modelo de medicio´n
El vehı´culo esta´ equipado con un conjunto de sensores que
proporcionan observaciones directas de elementos particulares
del vector de estado. El modelo lineal general para estas medi-
ciones se escribe de la siguiente forma:
z(k) = Hx(k|k − 1) +m(k),⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zuD
zvD
zwD
zzP
zψC
zxU
zyU
zzU
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
y
z
ψ
u
v
w
r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k)
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
muD
mvD
mwD
mzP
mψC
mxU
myU
mzU
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k)
(6)
donde el subı´ndice U indica USBL, C compa´s, D DVL, P
sensor de presio´n, z es el vector de medicio´n y m representa un
vector de ruido blanco Gausiano de media cero que afecta el
proceso de observacio´n. La matriz de covarianza del ruido de la
medicio´n R es:
E [m(k)] = 0, E
[
m(k)m( j)T
]
= δk jR(k), (7)
R(k) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ2Du σDuv σDuw 0 0 0 0 0
σDvu σ
2
Dv σDvw 0 0 0 0 0
σDwu σDwv σ
2
Dw 0 0 0 0 0
0 0 0 σ2
P
0 0 0 0
0 0 0 0 σ2ψ 0 0 0
0 0 0 0 0 σ2Ux σUxy σUxz
0 0 0 0 0 σUyx σ2Uy σUyz
0 0 0 0 0 σUzx σUzy σ2Uz
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k)
(8)
Los valores de covarianza para la matriz R han sido asig-
nados segu´n las especiﬁcaciones del fabricante de cada sensor.
Es decir, segu´n la precisio´n que indica el fabricante, se calcu-
la una covarianza en acorde con ella. La forma de la matriz de
observacio´n H cambia segu´n las mediciones disponibles de los
sensores en cada iteracio´n k.
Cabe mencionar que la sub-matriz de covarianza del DVL
no es diagonal. Estas correlaciones existen debido a que las me-
diciones del DVL no son directamente observables, sino que se
calculan proyectando la velocidad del vehı´culo en los diferentes
rayos del sensor. La correlacio´n de las mediciones depende de
la geometrı´a de los rayos y, por lo tanto, debe ser determinada
en cada caso (Brokloﬀ, 1994). En nuestra implementacio´n par-
ticular, estas correlaciones han sido determinadas para la conﬁ-
guracio´n de un DVL de 3 rayos (Ribas et al., 2010). Lo mismo
ocurre con la sub-matriz de covarianza del USBL, la cual es
completa debido a que la estimacio´n del USBL se representa en
coordenadas cartesianas en lugar de coordenadas cilı´ndricas.
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4.5. Suavizado de la trayectoria
Con el ﬁn de generar una trayectoria ma´s precisa y me-
nos ruidosa, el vector de estado puede ser aumentado con un
histo´rico de posiciones (Smith et al., 1990; Leonard and Rikos-
ki, 2001). Ejecutar un ﬁltro de Kalman con estado aumentado
permite la propagacio´n de la informacio´n sensorial a estados
pasados a trave´s de su correlacio´n con la estimacio´n actual. Co-
mo resultado de este proceso, sus valores son reﬁnados y se
obtiene una estimacio´n de la trayectoria ma´s suave. Para limi-
tar la carga computacional de un vector de estado aumentado,
es posible quitar los valores antiguos del estado despue´s de un
cierto tiempo. En un estimador como el propuesto aquı´, los va-
lores mas recientes son los que esta´n ma´s relacionados con el
estado actual. Ası´ pues, la informacio´n de una medida sensorial
se propagara´ en gran medida a estos valores y, en cambio, casi
no tendra´ efecto en los valores ma´s antiguos.
La realizacio´n de este suavizado no es necesario durante la
misio´n. No obstante, se ha utilizado durante el post procesado
de los datos de navegacio´n para generar una mejor estimacio´n
de la trayectoria para la construccio´n de los fotomosaicos.
5. Construccio´n de fotomosaicos del fondo subacua´tico
Esta seccio´n detalla el proceso necesario para construir los
fotomosaicos del fondo subacua´tico. Esta tarea se realiza una
vez ﬁnalizado el experimento y para llevarla a cabo son necesa-
rias las ima´genes adquiridas junto con la navegacio´n del robot.
5.1. Registro de ima´genes consecutivas
Una parte crucial en la creacio´n de mosaicos es el registro
de dos o ma´s ima´genes de la misma escena tomadas en diferen-
tes momentos y desde diferentes puntos de vista, para alinear-
las geome´tricamente. En este trabajo se ha seguido el me´todo
SURF (Bay et al., 2006) para detectar los puntos de correspon-
dencia en todos los pares de ima´genes consecutivas, mediante:
(1) el uso de un detector Hessiano para identiﬁcar los puntos
caracterı´sticos, (2) un descriptor de dichos puntos utilizando la
informacio´n del gradiente en orientaciones y frecuencias espa-
ciales concretas y (3) un registro basado en la distancia Euclı´dea
entre los descriptores. Por desgracia, debido a la poca varie-
dad de caracterı´sticas en las ima´genes submarinas, los registros
iniciales suelen generar correspondencias incorrectas o valores
atı´picos. Por lo tanto, se usa un algoritmo de estimacio´n robusta
(RANSAC (Fischler and Bolles, 1981)) para rechazar empare-
jamientos incorrectos. Los emparejamientos restantes se utili-
zan para calcular la homografı´a que registra las dos ima´genes:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ′x′
λ′y′
λ′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
h11 h12 h13
h21 h22 h23
h31 h32 h33
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x
y
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (9)
donde los hi j son los valores de la homografı´a, (x, y) es un pun-
to en la primera imagen y (x′, y′) es su correspondencia en la
segunda imagen. λ′ es un factor de escala arbitrario.
La estimacio´n de los valores de la homografı´a (hi j) se obtie-
ne mediante la minimizacio´n de una funcio´n de coste. Si u´nica-
mente tuvie´ramos 4 correspondencias, podrı´amos obtener una
solucio´n exacta para H. Sin embargo, a pesar de que 4 pa-
rejas de puntos son suﬁcientes, en la pra´ctica es aconsejable
(debido al ruido inherente) utilizar ma´s puntos. Dado que no
siempre existe una homografı´a que pueda satisfacer {x′i = Hxi},
i = 1 . . . n para todas las correspondencias en el caso de n > 4,
se puede determinar una homografı´a aproximada solucionando
la siguiente ecuacio´n, que tiene la forma Ah = 0:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1 y1 1 0 0 0 −x′1x1 −x′1y1 − x′1
0 0 0 x1 y1 1 −y′1x1 −y′1y1 − y′1
...
xn yn 1 0 0 0 −x′nxn −x′nyn − x′n
0 0 0 xn yn 1 −y′nxn −y′nyn − y′n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h11
h12
...
h32
h33
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
...
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(10)
donde n es el nu´mero de correspondencias x ↔ x′, y h =
[h11, h12, h13, h21, h22, h23, h31, h32, h33]T es el vector de inco´gni-
tas.
La ecuacio´n (10) tiene ma´s ﬁlas que columnas si n > 4.
En ese caso, debemos hallar por mı´nimos cuadrados la solu-
cio´n h que minimiza el vector de residuos ‖Ah‖. Es importante
encontrar una solucio´n diferente de cero, ya que h = 0 minimi-
zarı´a de forma trivial ‖Ah‖. Dicha solucio´n diferente de cero se
puede obtener a escala, por lo que es necesario ﬁjar la escala,
normalmente imponiendo norma unitaria ‖h‖ = 1 o ﬁjando un
elemento de h (p.ej., h33 = 1).
La solucio´n de h que minimiza ‖Ah‖ sujeta a ‖h‖ = 1 se
puede hallar mediante descomposicio´n en valores singulares,
siendo dicha solucio´n el vector singular unitario correspondien-
te al valor singular ma´s pequen˜o de A. En nuestro caso, hemos
implementado una solucio´n mediante el ana´lisis de los valores
propios. Ası´, el te´rmino de error ‖Ah‖ se puede expresar como
‖Ah‖ = (Ah)2
= (Ah)T (Ah)
= hTATAh
(11)
Derivando la ecuacio´n (11) respecto de h e iguala´ndola a cero
(para minimizar) nos conduce a la siguiente ecuacio´n:
0 =
1
2
(ATA + (ATA)T )h (12)
Por lo tanto, h es igual al vector propio de ATA que tiene un
valor propio ma´s cercano a cero.
5.2. Registro de ima´genes no consecutivas
Con el ﬁn de obtener un mosaico coherente y global, el si-
guiente paso es la deteccio´n de ima´genes superpuestas no con-
secutivas. Cuando la trayectoria del vehı´culo cruza sobre sı´ mis-
ma, se captura la misma a´rea del fondo marino, proporcionando
nuevas restricciones para la alineacio´n global del fotomosaico.
Los cruces candidatos son identiﬁcados utilizando la estima-
cio´n de movimiento a partir de ima´genes consecutivas y, cuando
este´ disponible, a partir de los datos de navegacio´n del vehı´cu-
lo. Se analizan un conjunto de ima´genes cercanas al punto de
cruce para identiﬁcar pares de ima´genes candidatas que luego
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se comprobaran. Los pares aceptados, con todos los puntos de
correspondencia asociados, son utilizados como entrada para el
alineamiento global.
5.3. Alineamiento global
Los pequen˜os errores que se producen durante el registro
de la ima´genes causan un desalineamiento cuando las ima´genes
se asignan al sistema de coordenadas global del mosaico {M}
(ver Figura 5). Para solventar este problema es necesario reali-
zar un alineamiento global calculado a partir de para´metros de
movimiento entre ima´genes consecutivas en el tiempo. Prime-
ro estimamos la posicio´n y orientacio´n 3D de la ca´mara a par-
tir del registro de las ima´genes consecutivas y componiendo el
movimiento asociado. Dado que so´lo tenemos una ca´mara, esta
estimacio´n so´lo se puede hacer a escala. Mediante un altı´metro
o mediante la navegacio´n del robot se puede resolver el factor
de escala. La distancia de la ca´mara al robot se utilizara´ pa-
ra determinar las dimensiones del plano mosaico, utilizando el
modelo geome´trico de la ca´mara. En el trabajo presentado en
este artı´culo, esta distancia se ha extraı´do de las medidas de la
ecosonda. Despue´s, realizamos una optimizacio´n que minimiza
la funcio´n de coste deﬁnida como un vector de residuos, tal y
como se muestra en la ecuacio´n (13):
argmı´n
( ∑
1≤l≤m
1≤k≤n
(
‖ixlk − ijH · jx˜lk‖2 + ‖ jxlk − jiH · ix˜lk‖2
))
(13)
donde m es el nu´mero de correspondencias entre la imagen i y
la imagen j, n es el nu´mero de parejas de ima´genes que tienen
solapamiento y se han registrado correctamente, l = {1..m} y
k = {1..n}. ixlk es un punto detectado en la imagen i, mientras
que jx˜lk es su correspondencia en la imagen j, expresados en
coordenadas homoge´neas. Las homografı´as relativas ijH y
j
i H
entre la imagen i y la imagen j se calculan mediante una trans-
formacio´n plana entre cada imagen y el sistema de coordenadas
del mosaico (Ferrer et al., 2007).
5.4. Deteccio´n de lazos e iteracio´n de optimizacio´n
Podemos mejorar la alineacio´n del mosaico a trave´s de va-
rias iteraciones de deteccio´n de lazo y optimizacio´n. Despue´s de
cada iteracio´n, la trayectoria resultante optimizada de la ca´ma-
ra se utiliza como punto de partida para una nueva iteracio´n de
deteccio´n de correspondencias, deteccio´n de lazo y optimiza-
do para encontrar nuevas restricciones (es decir, ma´s ima´genes
superpuestas cerca de los lazos donde la trayectoria del robot
cruza una zona ya visitada anteriormente). Las iteraciones se
van repitiendo hasta que no se detectan nuevos lazos.
5.5. Fundido fotome´trico de las ima´genes
El mosaico ﬁnal necesita un procesamiento posterior para
compensar las diferencias de exposicio´n entre ima´genes y la
iluminacio´n no uniforme, especialmente en aguas turbias, co-
mo en lagos y presas. De esta forma se evita la visibilidad de
las costuras entre ima´genes (contorno de unio´n de dos ima´genes
en el mosaico). Ası´, la representacio´n de cada pı´xel se realiza
mediante una funcio´n que penaliza la distancia de ese pı´xel al
centro de la imagen, ya que los pı´xeles centrales esta´n normal-
mente mejor expuestos que los pı´xeles situados en el borde de la
imagen. Seguidamente, este mosaico compuesto es transferido
al dominio del gradiente, en el que compensamos los gradientes
en las zonas correspondientes a las costuras entre ima´genes. A
continuacio´n se recuperan los valores de luminancia de los cam-
pos de gradiente Gx y Gy, resolviendo la ecuacio´n de Poisson
∇2I = G˜ ((Prados, 2007)), donde ∇2 es el operador Laplaciano
∇2 = δ2I
δx2 +
δ2I
δy2 y G˜ es la divergencia del campo de vectores
G, deﬁnida como G˜ = δGx
δx +
δGy
δy . Esta solucio´n nos permite
volver al dominio espacial obteniendo un mosaico que combi-
na de forma o´ptima las contribuciones de las diferentes ima´ge-
nes, minimizando ası´ el impacto de las costuras entre ima´genes.
Dado que la resolucio´n del sistema de ecuaciones diferenciales
requiere la especiﬁcacio´n de condiciones de contorno, se uti-
lizan condiciones de frontera de Neumann, deﬁnidas de forma
que la derivada en la direccio´n normal n sea cero (∇I · n = 0)
y resolviendo el sistema mediante un multigrid Poisson solver
(Kazhdan and Hoppe (2008)).
6. Experimentos
Los experimentos presentados es este artı´culo son el fruto
de una colaboracio´n con una empresa consultora que tenı´a el
encargo de la Confederacio´n Hidrogra´ﬁca del Ebro de estudiar
la proliferacio´n del mejillo´n cebra en el embalse de Mequinen-
za o mar de Arago´n. Este embalse tiene una superﬁcie de 7.540
hecta´reas con una anchura media de 600 m y su profundidad
llega a superar los 60 m. En los u´ltimos an˜os ha proliferado
el mejillo´n cebra, originario del mar Caspio y el mar Negro,
adapta´ndose con e´xito al nuevo ha´bitat y constituyendo una ver-
dadera plaga. Para realizar dicho estudio la empresa consulto-
ra decidio´ estudiar la posibilidad de caracterizar la poblaciones
de mejillo´n cebra a partir de ima´genes adquiridas con un so-
nar de barrido lateral remolcado desde una embarcacio´n. De
esta manera, de manera ra´pida se podrı´a visualizar la evolucio´n
de la poblacio´n. Para validar esta caracterizacio´n les interesa-
ba veriﬁcar en ciertos puntos la presencia de esta especie, y es
aquı´ cuando fue necesario el uso de un robot submarino con
capacidad de generar fotomosaicos georeferenciados. El robot
Ictineu fue empleado en varias inmersiones para realizar estas
inspecciones visuales. Toda la campan˜a, desde las pruebas pre-
liminares a las inmersiones de inspeccio´n, se realizo´ en 4 dı´as.
A diferencia de los experimentos realizados en el proyecto
de investigacio´n Airsub de inspeccio´n de presas, en el que el
robot se lanzaba al agua desde la pared del embalse, en Me-
quinenza el acceso al lugar de trabajo se hizo mediante una pe-
quen˜a embarcacio´n de la propia empresa consultora. Una vez
cargados todos los equipos en la embarcacio´n, el equipo se diri-
gio´ a cada uno de los puntos a inspeccionar guiados por el GPS
de la barca y las cartas na´uticas.
Durante la inspeccio´n, para evitar desplazamientos de la
embarcacio´n producidos por el viento, se utilizo´ un fondeo con
varias anclas que los minimizaba. Dado que la unidad de posi-
cionamiento absoluto de superﬁcie iba instalada en la embarca-
cio´n, era importante evitar estos desplazamientos para no sacar
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Figura 6: Ima´genes de la campan˜a realizada en el embalse de Mequinenza. a) Embarcacio´n utilizada con el robot Ictineu colgado del pescante. b) Popa de la
embarcacio´n con el cable umbilical del robot y la unidad de posicionamiento de superﬁcie a la derecha del motor. c) Robot en el agua durante el proceso de colocar
los focos submarinos con sus brazos de sujecio´n. d) Imagen subacua´tica en la que se aprecia el robot y la turbidez del agua.
el robot del campo de deteccio´n del USBL. Las inspecciones
fueron realizadas a un ma´ximo de 30 metros de profundidad e
intentando que el punto central de cada mosaico estuviese en la
vertical del USBL para trabajar en las mejores condiciones de
este equipo. Tambie´n era importante no tener desplazamientos
de la embarcacio´n para no enredar o tirar del cable umbilical
con el que trabajaba el robot.
La embarcacio´n disponı´a de un pequen˜o pescante con un
sistema de poleas que fueron utilizadas para introducir el vehı´cu-
lo al agua e izarlo despue´s (ver Figura 6a) . La unidad de super-
ﬁcie, como se ha mencionado, estaba trincada a la embarcacio´n
en la aleta de babor (ver Figura 6b, a la derecha del motor). Una
vez el robot en el agua, se desplegaban y ajustaban los brazos
que sostienen los focos para la iluminacio´n de la escena. Es-
te procedimiento se hacı´a desde una embarcacio´n auxiliar (ver
Figura 6c). Finalmente el robot iniciaba su funcionamiento de
inspeccio´n. La turbidez del agua (ver Figura 6d) era muy ele-
vada, absorbiendo completamente la luz del Sol ya a los pocos
metros. So´lo era posible ver a muy poca distancia del fondo,
entre 40cm y 80cm, y siempre con los focos encendidos. Es-
ta turbidez hacı´a imposible recuperar el robot en caso de fallo
(so´lo submarinistas profesionales habrı´an podido recuperado)
y por lo tanto se opto´ desde el principio por utilizar el cable
umbilical. La utilizacio´n del cable tambie´n era beneﬁcioso pa-
ra no depender de la duracio´n de las baterı´as, para supervisar
el funcionamiento y para teleoperar el robot en caso que fuera
necesario.
En el interior de la embarcacio´n se instalaron dos ordena-
dores para operar la unidad de superﬁcie y el robot. Todo el sis-
tema iba alimentado por un generador ele´ctrico. En las prime-
ras inmersiones se teleopero´ el robot hasta llegar al fondo para
buscar manualmente poblaciones de mejillon cebra. Ya desde
el principio se constato´ la diﬁcultad del entorno, con un fondo
muy escarpado con muchas rocas que provocaban grandes des-
niveles en relacio´n al taman˜o del robot y a la cercana distancia a
la que e´ste debı´a navegar para visualizar correctamente el fon-
do. Una vez encontrado el mejillo´n cebra, se intentaron realizar
trayectorias de inspeccio´n de manera auto´noma con los com-
portamientos ”BottomInspection” y ”AchieveAltitudeDist”. No
obstante, la diﬁcultad del entorno no permitio´ obtener buenos
resultados en este modo. La irregularidad del fondo hacı´a subir
y bajar el robot segu´n la distancia detectada por la echoson-
da, provocando una secuencia de ima´genes que a veces estaban
demasiado cercanas y a veces completamente oscuras. Se deci-
dio´ actuar el robot en modo semi-auto´nomo, con los comporta-
mientos ”KeepDepth” y ”KeepHeading” activos, y tambie´n el
comportamiento ”Teleoperation” que tenı´a prioridad sobre los
otros cuando se movı´a el robot en vertical o se cambiaba la
orientacio´n.
Se realizaron inspecciones en 4 zonas distintas en profundi-
dades que iban de 20 a 30 metros. En cada experimento se toma-
ron los datos de navegacio´n y las ima´genes, y se generaron los
mosaicos visuales correspondientes. La Figura 7 muestra una
parte de una zona inspeccionada en la que se puede apreciar
el resultado del mosaico con y sin la fase ﬁnal de mezclado.
La Figura 8 muestra la totalidad de la misma zona, en la que
se pueden observar colonias de mejillo´n cebra. La imagen mide
unos 6x3 metros y tiene suﬁciente resolucio´n para incluso hacer
el recuento de los mejillones, o calcular la densidad de la pobla-
cio´n. Es importante notar el no despreciable relieve de las rocas
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Figura 7: Detalle de mosaico con alineamiento global y optimizacio´n. Se puede
observar la necesidad de la u´ltima fase de mezclado para homogeneizar las
ima´genes: a) sin mezclado; b) con mezclado.
que diﬁculta en gran parte el registro de las ima´genes. El resul-
tado fue muy satisfactorio teniendo en cuenta la diﬁcultad del
entorno. Las tecnologı´as desarrolladas en este trabajo han per-
mitido acceder a un entorno completamente turbio y peligroso
para una persona, generando una imagen de alta resolucio´n que
permite ver el fondo como si el agua fuese cristalina.
7. Conclusio´n
Este artı´culo ha presentado los resultados de dos proyec-
tos de investigacio´n sobre robo´tica y visio´n submarina para la
realizacio´n de inspecciones visuales del fondo subacua´tico. En
particular se ha detallado el vehı´culo utilizado, su arquitectura
de control, el sistema de navegacio´n y el sistema de generacio´n
de fotomosaicos. En el apartado de experimentos se ha detalla-
do una campan˜a realizada en el embalse de Mequinenza para
detectar la presencia de poblaciones de mejillo´n cebra.
En la actualidad esta tecnologı´a esta´ siendo optimizada para
simpliﬁcar la preparacio´n, ejecucio´n y post-proceso de los da-
tos. Se dispone para ello de un proyecto de valorizacio´n de la
tecnologı´a, llamado INSPECSUB, ﬁnanciado por la Generalitat
de Catalunya. De esta manera se podra´n realizar inspecciones
de manera ma´s robusta, en un tiempo menor y con un nu´me-
ro de personas menor, haciendo posible su comercializacio´n.
En el estado actual, debido a la complejidad del sistema, so´lo
se contempla la realizacio´n de servicios por parte de operarios
especializados. Estos operarios son los encargados de: compro-
bar y preparar los dispositivos del robot, programar la misio´n,
instalar la boya de superﬁcie y el robot, calibrar y ajustar los
sistemas in-situ, ejecutar la misio´n, post-procesar los datos de
navegacio´n, ajustar correctamente los algoritmos de generacio´n
de mosaicos y ejecutar el sistema de generacio´n de mosaicos.
Para una inspeccio´n de un dı´a, en la que se pueden cubrir unos
400 metros cuadrados, es necesario un dı´a de preparacio´n pre-
via y otros 3 dı´as de post-procesado, en total una semana. Se
esta´ en contacto con empresas e instituciones interesadas en la
realizacio´n de inspecciones visuales en sitios tan dispares como
en presas, pantanos, centrales nucleares, praderas de posidonia,
emisarios marinos y yacimientos arqueolo´gicos. En el futuro se
podrı´a tambie´n contemplar la posibilidad de integrar esta tec-
nologı´a en robots submarinos comerciales.
English Summary
Underwater Visual Inspection using Robotics
Abstract
This article presents an industrial application of underwater
robotics for visual inspection of the seabed. The system consists
of an underwater robot to acquire visual images at a very short
distance (1-2 meters) from the surface to be inspected and an
underwater localization system installed in a boat or in a moo-
ring buoy. This system estimates the robot absolute position du-
ring the inspection in Earth coordinates using a USBL acoustic
locator, an inertial navigation system (INS) and a GPS. Moreo-
ver, the robot has its own navigation system onboard, based on
EKF, which uses a velocity sensor based on Doppler eﬀect and
an INS with a ﬁber optic gyroscope (FOG). The control archi-
tecture of the robot allows the inspection to be in teleoperation,
semi-autonomous or autonomous mode. The robot can perform
the inspection in 2D vertical or horizontal surfaces. Once the
images and all navigation data have been acquired, an oﬄine
process is executed for data fusion, and the processing of the
images ends up with a 2D georeferenced image mosaic from
the inspected area. The paper details the developed technolo-
gies and describes a campaign in the Mequinenza reservoir to
detect zebra mussel populations.
Keywords:
Autonomous vehicles, Marine systems, Intelligent control,
Robot navigation, Robot vision.
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