[1] In the paper ''Inverse analysis of the role of soil vertical heterogeneity in controlling surface soil state and energy partition' ' (Journal of Geophysical Research, 110, D08101, doi:10.1029 /2004JD005500, 2005 , equations (20), (22), and (23) were incorrect. The corrected equations appear below. 
Introduction
[2] Understanding land-atmosphere interactions may improve the predictability of precipitation on seasonal timescales in some regions [Koster et al., 2004] . Much attention has been paid to the prediction of surface soil moisture and temperature because they play a key role in controlling surface energy partition. Experiences of the Global Soil Wetness Project (GSWP) and Project for the Intercomparison of Land Surface Parameterization Schemes (PILPS) [Pitman and Henderson-Sellers, 1998 ] indicate that the prediction of surface soil state (particularly soil wetness) is quite model-dependent, because of a number of problems such as model structure, parameter specification, and so on. In this study, we intend to evaluate the effects of soil vertical heterogeneity in land surface processes, which can play an important role in some regions but have not been widely addressed in land surface models (LSMs). An early study [Dirmeyer and Zeng, 1999] shows soil vertical heterogeneity may affect evaporation and runoff, but the long-term effects are small. Their study is simple and only considers vertical heterogeneity of soil porosity. This study will investigate this issue comprehensively.
[3] Soil structures are not only horizontally heterogeneous but also often vertically heterogeneous. The top layer of a soil can have different soil textures and amounts of organic matters from the deep layer. A typical example is the prairie in the Central and Eastern Tibetan Plateau, where the surface is covered by short vegetation. The vegetation develops very plentiful roots in the top 10 to 20 centimeters to adapt the harsh climate in the plateau. The roots share a quite large amount of volume of the topsoil and may change soil properties. For example, the soil porosity in the topsoil can be as high as 0.6, much higher than in the deep soil, and the bulk density can be as low as 800 kg m À3 , much lower than in the deep soil. Numerical experiments [Koudelova, 2003; Gao et al., 2004] have shown the Simple Biosphere model (SiB2) [Sellers et al., 1996] cannot produce observed soil moisture, ground temperature, and surface energy partition at several plateau sites. These studies preliminarily suggest the limitations of current LSMs for vertically heterogeneous soils. A major reason for the poor performance is that these LSMs use a single parameter set to characterize soil properties and thus more or less wrongly parameterize subsurface processes in the vertically heterogeneous soils.
[4] To address the role of this heterogeneity in land surface processes, this study develops a LSM that can take soil vertical heterogeneity into consideration. Because some parameters are highly variable [Abbaspour et al., 1999; Eching et al., 1994] or are sensitive to change in the input-state-output response [Pitman, 1994] , we use an inverse approach to estimate some soil parameters in this LSM, so that the model can reproduce the observed soil state. There are a number of inverse studies on soil hydraulic parameters [e.g., Dane and Hruska, 1983; Kool and Parker, 1988; Toorman et al., 1992; Eching et al., 1994; Parkin et al., 1995; Abbaspour et al., 1999] while fewer studies on soil thermal parameters [Nir et al., 1992; Hopmans et al., 2002] . Most of these early studies are applied to numerical or laboratory experiments, and focus on the estimate of either soil hydraulic properties or thermal properties from small samples. However, parameter estimation for patch-scale or regional-scale is indispensable for applications of LSMs and hydrological models. In this aspect, both manual calibrations [e.g., Sellers et al., 1989; Liang et al., 1994] and automatic calibration techniques [e.g., Yapo et al., 1996; Franks and Beven, 1997] have been used. With the advent of new optimization algorithms ], a multicriteria parameter estimation was developed by Gupta et al. [1998] , which has already been applied to LSM calibrations, both offline Bastidas et al., 1999 Bastidas et al., , 2003 Leplastrier et al., 2002] and coupled to atmospheric models [Liu et al., 2003 [Liu et al., , 2005 .
[5] Traditionally, for performing a multiobjective optimization, it is crucial to prescribe a weight to each objective/ measure in the overall cost function so that a trade-off between different measures can be reached. The type of the measures and the model errors are essential information for determining the weights. Many early studies [e.g., Mishra and Parker, 1989 ] subjectively estimate the weights for the measures without considering model errors. Abbaspour et al. [1999] proposed a new multiplicative formulation of the cost function, which does not require weight for different measures, but a single measure with the smallest errors might dominate the cost function. The multicriteria parameter estimation of Gupta et al. [1998] discards the classical paradigm for model calibration and does not need weight numbers. This method gives many preferred parameter sets (the so-called Pareto set) and can be used to evaluate model uncertainties and sensitivities; however, for a model application, one parameter set has to be selected from the Pareto set on the basis of a subjective criterion [Sen et al., 2001] . In this study, we intend to propose a new objectively determined cost function for a multiobjective parameter estimation.
[6] In addition, this study uses detailed measurements of soil moisture and temperature at several soil depths to estimate soil parameters and investigate soil vertical heterogeneity, while many early studies only use near-surface soil moisture and ground temperature. [7] The paper is organized as follows: first, we present the inverse approach. It consists of three main steps, composed of (1) a land surface model to predict soil moisture and temperature profiles and surface fluxes (section 2), (2) a cost function to express the discrepancy between observed and model-predicted values of soil moisture and temperature (section 3), and (3) an efficient scheme to search the global minimum of the cost function (section 4). Then, the inverse approach is used to investigate the effect of soil vertical heterogeneity on soil wetness, ground temperature, and surface energy partition (section 5). Finally, we summarize the results (section 6).
A Single-Source Land Surface Model
[8] The scope of this study is to address soil parameter estimation and the role of vertical heterogeneity. For this purpose, a simple single-source LSM would be more favorable than a dual-source LSM that parameterizes heat transfer in vegetation canopy. A single-source model does not distinguish the separate contribution to the turbulent fluxes from the vegetation and from the ground, and it usually has fewer parameters to be calibrated than a dualsource model. Yang et al. [2004] indicate that a singlesource model is applicable to bare soil surfaces or sparsely and shortly vegetated surfaces.
[9] The single-source model used in this study is a simplified form of the dual-source simple biosphere model: SiB2 [Sellers et al., 1996] . The model structure is shown in Figure 1 and has three distinct features: (1) flux parameterizations for bare soils and/or shortly vegetated surfaces are improved on the basis of recent experiments in the Tibetan Plateau; (2) soil subsurface water and heat flows are simulated by a multilayer scheme; and (3) soil vertical heterogeneity is parameterized. The model consists of a bulk parameterization of the surface turbulent fluxes, Richards' Law to calculate the soil water flow, and thermal diffusion equation to calculate the soil heat flow. The vertically heterogeneous soil column is approximated by two uniform domains: a near-surface soil domain and a bottom soil domain, and a transitional domain between the two. To accurately simulate soil heat flow and water flow, each domain consists of a number of layers, thinner in the top domain ($1 cm) and thicker in the bottom domain ($10 cm). The number of computational layers is adjustable. In our case studies (section 5), there are 30 or 40 computational layers, and the total soil depth is 1.6 m. The LSM is integrated over 2 $ 3 months with a time step of several minutes. More details are presented in the case studies (section 5).
Surface Flux Parameterization
[10] According to the single-source concept, we parameterize surface turbulent fluxes as follows:
where ) is the soil surface resistance for evaporation. rh g is the equilibrium relative humidity near the soil surface, and is calculated by [Hanks, 1992] 
where g = 9.81 m s
À2
, R w = 461.5 J kg À1 K
À1
, and ψ g (m) is soil water potential near the surface.
[11] Calculating the aerodynamic resistance r a needs the aerodynamic roughness length z 0 and the thermal roughness length z T . The value of z 0 may be estimated from wind profiles, and the value of z T in the single-source model is parameterized following Yang et al. [2002] :
where h T = 70n/u * , u * is the friction velocity,
) is the air kinematic viscosity. n = n 0
5 Pa, and T 0 = 273.15 K [Kondo, 1994] .
[12] The roughness length z T in equation (4) is scaled by a turbulence-related length h T rather than the roughness length z 0 . Yang et al. [2002] shows equation (4) can be applied to a wide range of the surface-air temperature difference.
[13] The soil resistance r soil is often parameterized by exponential formulas [van de Grind and Owe, 1994; Kondo, 1994, pp. 194-198] . We use the form of Sellers et al. [1996] :
where w g = q g /q s is near-surface soil wetness. q g (m 3 m À3 ) is near-surface soil water content, and q s (m 3 m À3 ) is the soil porosity.
Soil Water Flow
[14] Soil water flow follows Richards' Law:
where t (s) is the time, z (m) is the soil depth, w = q/q s is the soil wetness, q (m s
À1
) is the water flux (positive if downward), K (m s
) is the soil hydraulic conductivity, ψ(m) is the water potential.
[15] The hydraulic functions K(w) and ψ(w) are described by Clapp and Hornberger [1978] :
where K s (m s À1 ), ψ s (m), and b are hydraulic parameters. (6) and (7) can be soil water content, water potential or water flux. This study selects the water flux as the unknown and uses a finite difference method to solve it. The lower boundary condition is the drainage of water out of the bottom of the soil column [see Sellers et al., 1996, equation (37) ]. The upper boundary condition is the surface infiltration rate, which is usually horizontally heterogeneous and needs careful parameterization [Liang et al., 1994; Koster and Milly, 1997] . In this study, we mainly emphasize the vertical heterogeneity instead of horizontal heterogeneity, so the infiltration rate is estimated by the minimum of water supply and water demand [Sellers et al., 1996] as a first approximation:
where q 0 (m s
) is the soil infiltration rate.
) is the rainfall rate, and r w (kg m À3 ) is the water density. h 1 (m) is the thickness of the first computational layer near the surface ($1 cm), Dt (s) is the temporal resolution ($5 min.).
Soil Thermal Flow
[17] Soil temperature variation is governed by the thermal diffusion equation:
where T s (K) is the soil temperature, r s c s (w) (J K À1 m
À3
) is the volumetric soil heat capacity, l s (w) (W m À1 K À1 ) is the thermal conductivity.
[18] The soil heat capacity is calculated by
where
) is the bulk density of a dry soil,
) is the specific heat capacity of the dry soil, and r w (kg m
) is the water density.
[19] The thermal conductivity depends on soil types and soil moisture. The formula of Johansen [1975] is recommended by Farouki [1986] and Peters-Lidard et al. [1998] after comprehensive investigations. We combine this formula with a formula recommended by the Global Soil Data Task [2000] and give the following one:
) are the minimum and maximum soil thermal conductivity, respectively. k T is a coefficient and has a value of 0.36. q c is the quartz content in dry soils.
[20] The soil temperature is solved from equation (11) using a finite difference method. The lower boundary condition uses an exponential profile of soil heat flux [Bhumralkar, 1975] : G n = G nÀ1 exp(Àh n /d a ). Here, G n and G nÀ1 are the soil heat fluxes at the deepest two levels, and h n is the soil thickness between the two levels (see Figure 1) . d a is the e folding depth of the annual temperature wave. The upper boundary condition is the surface heat flux G 0 :
is the incoming net radiation on the surface, R sw (W m
À2
) is the downward short-wave radiation, R lw (W m
) is the downward long-wave radiation, a g is the surface albedo to shortwave radiation. e g is the surface emissivity, s = 5.67
) is the specific heat of vaporization.
Parameterizing Soil Vertical Heterogeneity
[21] The model approximates a vertically heterogeneous soil column by a sandwich-like structure: a uniform top domain, a transitional middle domain, and a uniform bottom domain, as shown in Figure 1 . The transitional domain is bounded by depths d 1 and d 2 . The top domain and the bottom domain are characterized by distinct soil parameters (q s , r d , K s , ψ s , b, l m ). The soil properties for the transitional domain are interpolated from the ones for the top and the bottom domains. Considering nonlinearity of soil properties, we interpolate soil functions instead of soil parameters following an exponential variation in the transitional domain:
where A(w) denotes any hydraulic function (K(w), ψ(w)) or thermal function (l(w), r s c s (w)). Subscripts 1 and 2 represent the top domain and the deep domain, respectively.
Algorithm of the LSM
[22] The algorithm is as follows: (1) given all the model parameters and soil temperature and moisture profiles at initial time t 0 , (2) calculate heat flux and evaporative flux according to equations (1) and (2); (3) solve water flux and water content according to equations (6) and (7) using a finite difference method; (4) with known energy fluxes at the surface, calculate soil temperature profile with equation (11) using a finite difference method; (5) go to step 2 until termination.
Inverse Model

Input Data
[23] Input data of the inverse model include forcing data to drive the LSM, and soil moisture and temperature profiles for model calibration. The forcing data are routinely measured at an automatic weather station (AWS). Soil moisture and temperature are measured by a soil moisture and temperature measuring system (SMTMS). The SMTMS consists of multiple temperature sensors (accuracy $ 0.1 K) and TDR (time domain reflectometry) moisture sensors (accuracy $ 0.03), and the sampling frequency can be 30 $ 60 min or finer. Additional details about the case studies are presented in sections 5.1.1 and 5.2.1.
Optimized Parameters
[24] As shown in section 2, there are many parameters in the LSM. Surface albedo a g can be derived from measured downward and upward short-wave radiations, or estimated by empirical formulas [Pleim and Xiu, 1995] . Aerodynamic roughness length z 0 can be derived from wind profiles [Kohsiek et al., 1993; Yang et al., 2003] . The surface emissivity is specified as 0.97 since it does not significantly affect simulated results. The soil bulk density r d is measurable by experiments. The parameters K s and ψ s together determine soil water flow. They can be mutually dependent in inverse estimations, and thus it is difficult to simultaneously estimate both values. So we inversely estimate ψ s but roughly estimate K s by the following empirical formula [Cosby et al., 1984] :
where sand denotes percentage of sand in dry soils.
[25] Therefore we select the parameters (q s , ψ s , b, l m , and Table 1 for optimization.
[26] In addition, it is important to include prior information for effective soil parameter estimation [Mertens et al., 2004] . We introduce several empirical formulas to estimate the soil hydraulic and thermal parameters [Cosby et al., 1984; Johansen, 1975 
where q s , ψ s , b, l m are roughly estimated parameter values of q s , ψ s , b, l m , respectively. sand and clay denote percentage of sand and clay in a dry soil, respectively, and quartz content q c in the dry soil is approximated by sand% if data is not available.
[27] Equations (21) - (24) are stochastic functions. Moreover, soil texture is often measured from soil samples, and their values contain some uncertainties due to soil heterogeneity. Therefore we introduce a coefficient s to constrain the range of each optimized hydraulic/thermal parameter, as shown in Table 1 . Its value for each parameter is determined with the consideration of the regression coefficient of equations (21) - (23) [Cosby et al., 1984] and larger uncertainties in the top domain. Other parameters are bounded by two empirically determined numbers.
Objective Function
[28] The estimations of soil hydraulic parameters and thermal parameters cannot be separated because soil water flow and thermal flow are mutually dependent. In addition, a simultaneous estimation would yield smaller estimation errors for model parameters than sequential inversion of hydraulic properties followed by inversion for other properties, as suggested by Mishra and Parker [1989] . Therefore we simultaneously estimate soil hydraulic and thermal parameters. To establish a single-criterion for a multiobjective calibration, it is crucial to select weight numbers to maintain a trade-off between different measures in the cost function. The weights should be related to measurement and model errors of each variable. In general, a smaller weight is assigned to variables with larger errors, while a larger weight is assigned to variables with smaller errors. However, the weights in most of the early studies are subjectively estimated from measurements without considering measurement and model errors, although it has been recognized that the selection of weights can make significant differences to the estimated parameters. In this study, a two-step optimization procedure is proposed to minimize the following multiobjective function:
where RMSE T and RMSE q represent the root mean square errors of soil temperature and soil water content over all measuring depths during the optimizing period, respectively. RMSE T,min and RMSE q,min are their minimum values.
[29] Gupta et al. [1999] also deem the errors of sensible heat fluxes and latent heat fluxes as measures in the multicriteria optimization. However, the flux data are often not available. For example, there were a number of sites measuring soil moisture and temperature but only two flux towers were available in the GAME-Tibet experiments. For wide applications, equation (25) only considers soil moisture and temperature for the optimization.
[30] Because in equation (25) the total measurement and model errors (RMSE T and RMSE q ) are scaled by their minimum values (RMSE T,min and RMSE q,min ), the dimensionless cost function takes into account measurement and 6 model errors. Distinct from early studies, the optimization includes two steps: step I, minimize RMSE T to obtain RMSE T,min , and minimize RMSE q to obtain RMSE q,min ; step II, minimize the multiobjective function F using the same data set and the same LSM as model operator.
Optimization Algorithm
[31] Optimizing parameters is a tough task in inverse problems of soil parameters because cost functions usually have multiparameters and are highly nonlinear, nonderivable and even discontinuous. The parameter space usually contains multiple minima. To find the global minimum, the Levenberg-Marquardt method [Marquardt, 1983] is widely used in inverse models [e.g., Parkin et al., 1995; Simunek and van Genuchten, 1996; Hopmans et al., 2002] , but the inverse solution is sensitive to initial parameter guesses. To overcome this problem and to find globally optimal parameters, several effective methods has been developed in past twenty years, such as the simulated annealing [Kirkpatrick et al., 1983] , the annealing-simplex method [Pan and Wu, 1998 ], genetic algorithms [Goldberg, 1989] , the sequential uncertainty fitting inverse [Abbaspour et al., 1997] . This study adopts the Shuffled Complex Evolution method developed at The University of Arizona (SCE-UA) [Duan et al., 1992 [Duan et al., , 1993 ]. This method is based on a synthesis of four concepts: (1) combination of deterministic and probabilistic approaches; (2) systematic evolution of a ''complex'' of points spanning the parameter space, in the direction of global improvement; (3) competitive evolution; and (4) complex shuffling. The synthesis of these elements makes the SCE-UA method effective and robust, and also flexible and efficient. It has been widely used in parameter calibration of various models.
Case Studies
[32] The inverse approach described above is used to calibrate the land surface model to two different data sets. The first is a numerically generated data set (hereafter identical twin). Numerically generated data sets are preferred over measured data sets because the ''true'' values of soil parameters are known and because ''measurement errors'' are controllable, resulting in less uncertainty in the analysis [Toorman et al., 1992] . The second is a real data set collected at a GAME-Tibet (GEWEX Asian Monsoon Experiment in the Tibetan Plateau) site: Anduo. Inverse studies based on field data are more challenging since the inverse estimate will involve both large measurement errors and model errors. Both cases are used to clarify (1) how soil vertical heterogeneity can affect surface soil state and energy partition and (2) whether vertically heterogeneous soils can be approximated by uniform soils with adjustable parameters. In addition, we show the capacity of the inverse approach in estimating parameters by the identical twin study, and address effects of vegetation roots on soil properties by the Tibet case study.
Identical Twin 5.1.1. Data Set
[33] The experiment design is very similar to that of the GAME-Tibet observations (see section 5.2.1). We assume that the total soil depth is 1.6 m and that this total depth is represented by three soil layers with thickness values of 0.10, 0.15, 1.35 meters (in other words, d 1 = 0.1 m, d 2 = 0.25 m). We also assume that the topsoil is a typical clay loam with a higher porosity and water potential and the bottom soil is a typical sandy loam with a lower porosity and water potential. The ground is a bare soil surface, and all horizontal heterogeneity is neglected. The surface is wetted by two-day continuous precipitation every 10 days in the first month, and dried in other days. The model is driven by diurnally varying wind speed, temperature, radiation, and a constant specific humidity.
[34] To examine the sensitivity of the inverse estimation, we deliberately introduce ''measurement'' errors and model errors. ''Measurements'' errors are introduced by using a coarse spatial resolution (30 layers) and temporal resolution (400 s) in the forward run, while using a relatively fine resolution (40 layers, 200 s) in the inverse estimation. Model errors are introduced by using different soil thermal and hydraulic functions in the forward run and the inverse runs. To describe the thermal conductivity, the inverse estimation sets k T = 0.36 in equation (15), while the forward run assumes k T = 0.50 in equation (15). To describe the hydraulic properties, the inverse estimation uses the fourparameter form (q s , b, K s , ψ s ) of equations (8) and (9) [Clapp and Hornberger, 1978] , while the forward run uses a five-parameter form (q s , q r , K s , n, a) below [van Genuchten, 1980] :
where w e (q À q r )/(q s À q r ) is the effective saturation.
), and q r (m 3 m À3 ) are hydraulic parameters. ψ (m) is the soil water potential.
[35] The ''true'' values of soil parameters used in the forward run are shown in Table 2 . Soil moisture is initialized by the residual values q r , and soil temperatures are initialized with a constant temperature of 298 K. The model is then integrated 60 days (hereafter forward run). Soil moistures at five depths (0.04, 0.2, 0.6, 1.0, 1.6 m), and soil temperatures at nine depths (0.0, 0.04, 0.2, 0.4, 0.6, 0.8, 1.0, 1.3, 1.6 m) are recorded hourly, analogous to measurements at the GAME-Tibet experiments. These data are used as input data in the inverse estimation.
Parameter Estimation and Optimized Output
[36] To address the importance of soil vertical heterogeneity, we carry out two calibrations: one considers the heterogeneity and uses different parameter sets to characterize top and bottom soils (hereafter heterogeneous case); the other ignores soil heterogeneity and uses a single uniform parameter set to characterize the heterogeneous soil (hereafter homogenous case). The model is initialized by interpolating ''true'' soil moisture and temperature to computational layers. A 5-day spin-up period is used to reduce the influence of the interpolation errors. For comparisons, results of the two cases are summarized in Figures 2 -4 . Figure 2 shows the estimated soil hydraulic and thermal properties; Figures 3 and 4 present the scatterplots showing the comparisons of simulated soil surface variable and energy partition between the ''truth'' run and the optimized run.
Heterogeneous Case
[37] Figure 2 shows the comparison of soil hydraulic and thermal functions between the ''truth'' and the optimized one. They are calculated from the ''true'' parameters and optimized parameters (q s , ψ s , b, l m ) for the topsoil domain and bottom soil domain. It shows that soil hydraulic functions in both domains and thermal properties in the top domain are well estimated by consideration of soil heterogeneity. The estimated thermal conductivity in the bottom domain shows larger errors than in the top domain, suggesting that it is more difficult to inversely estimate soil properties in the bottom domain. In general, surface soil state can have a significant variation in a short time while it takes a much longer time for deep-soil state to undergo an obvious change, so longer data records are a necessary condition for such an inversion of deep-soil parameters. In addition, the soil borders identified by the inversion ( [38] In this identical twin study, we have introduced ''measurement'' errors in the input data by using a coarser resolution in the forward run and also model errors in the inversion by using different soil functions. It looks that these errors do not cause the inversion to become unstable. The soil parameters are reasonably estimated, although there are some minor differences between the ''true'' parameter values and the estimated values. The simulation using the estimated parameters almost reproduces the surface soil state and energy partition of the ''truth'' run, as shown Figure 3 .
Homogeneous Case
[39] Figure 2 also shows the estimated soil properties in the homogeneous case. It seems that the estimated values are close to that of the tops soil domain, perhaps because the estimated values are more dependent on the measurements in the topsoil than in the deep soil. The scatterplots in Figure 4 show that the surface state and energy partition of the optimized run severely deviate from the ''truth'' run. This can be explained as follows: in the experiment, the topsoil (clay loam) has a higher water potential than the deep soil, which restrains the water flow from the topsoil to deep soil. So the soil surface becomes wet and the ground temperature is relatively low. As a result, the sensible heat fluxes are small and the latent heat fluxes are large. In the homogenous case, only one parameter set is used to characterize the heterogeneous soil. Unavoidably, water flow from the top domain to the deep domain would be enhanced falsely, and a drier soil surface is erroneously simulated in this case. This would lead to high ground temperature and sensible heat fluxes, and low latent heat fluxes comparing to the ''truth'' run. Therefore this case suggests that an essentially heterogeneous soil cannot be Figure 2. Comparison of soil hydraulic and thermal functions (for both the topsoil domain and the bottom soil domain) between the forward run and the optimized run of the identical twin study. Both the heterogeneous case (''Heter'') and homogeneous case (''Homo'') are shown.
approximated by a homogenous soil, no matter how the soil parameters are adjusted.
GAME-Tibet Anduo Site 5.2.1. Description of Site and Data Set
[40] The GAME-Tibet Anduo site (Lat. 32.241°N, Lon. 91.635°E, Elev. 4700 m) locates at the central Tibetan Plateau. This site is covered by sparse and short grasses in the summer, but vegetation roots share a large volume of the surface soil layer in all seasons and the bulk density of the soil is therefore much lower than the deeper soil. This discontinuity of the soil structure is also found at other GAME-Tibet sites. Observations show soil water content is high near the surface, decreases in the transitional soil, and increases again in the deep soil. In some sensitivity studies of a dual-source land surface model, Yang et al. [2004] show that the vegetation can change the energy partition between the vegetation and the ground surface, but the energy partition between the sensible heat and the latent heat is insensitive to the leaf area index and the vegetation coverage for the plateau sparse and short prairie, and thus a single-source model is applicable to this site.
[41] To understand the land-atmosphere interactions on the plateau, intensive observations were carried out at Anduo during May -September 1998. Table 3 lists the field-collected data concerning the inverse estimation, including 30-minute-recorded forcing data for driving the LSM, hourly recorded soil temperature and moisture profiles for the inverse estimation. Moreover, there are two sets of observed energy partitions for verifying model output: in one set, the sensible heat fluxes were measured by the eddycorrelation technique, and the latent heat fluxes were derived from the surface energy budget equation (Note: the latent heat fluxes were actually measured by the eddy correlation, but the measurements are not trustable due to a sensor problem; see Yang et al. [2004] for more details); the other set was calculated from the observed air temperature and humidity profile by the Bowen ratio method.
[42] In addition, for comparison with inverse estimation, five soil samples (identified as 5A, 5B, 20A, 20B, and 60) were tested by laboratory experiments to analyze soil texture, porosity, bulk density (Table 4) , and retention curve (Figure 5b ).
Parameter Estimation and Optimized Output
[43] A heterogeneous case that optimizes two parameter sets and a homogeneous case that optimizes one parameter set are applied to this study. The optimizing period should be long enough so that the soil moisture experiences a substantial variation from very dry to very wet, but its selection is often limited by available data length. At the Anduo site, although five months (May -September) data are available, the soil experienced freezing and melting processes, which are not modeled in the LSM, in two months (May and September). Therefore a 75-day continuous data is used for the optimization, starting from 16 June 1998, when the soil was dry, to 30 August 1998, when the soil became wet. There are 40 computational soil layers, and the time step is 200 s. The model is initialized by interpolating measured soil moisture and temperature to computational layers, and a 5-day spin-up period is used to reduce the influence of the interpolation errors.
[44] The two cases use seasonally variable aerodynamic roughness length z 0 that was derived from wind profiles at this site [Yang et al., 2003] since it is a key parameter of surface energy partition.
[45] For comparisons, the results are summarized in Table 5 and Figures 5 -9 . Table 5 shows the estimated soil properties, and Figure 5 shows the corresponding hydraulic and thermal functions. Figure 6 plots the root mean square error (RMSE) and mean biased error (BIAS) of soil temperature and moisture at measuring levels. Figure 7 shows a detailed depiction of the time serials behavior of ground temperature and of near-surface (4 cm) soil moisture. Figures 8 and 9 present the scatterplots showing the comparisons of energy partition between the simulation and the observation by eddy-correlation technique (or by Bowen ratio method).
Parameter Evaluation
[46] This subsection briefly evaluates the estimated soil parameters for the heterogeneous case.
[47] 1. Soil vertical heterogeneity. The vertical heterogeneity is one major characteristic of the soil in the experimental area. Table 5 shows the optimized soil layer division occurs at the depth of 4.3 cm (d 1 ) and 21.9 cm (d 2 ) at Anduo site. In reality, it is difficult to discriminate between the top domain and the transitional domain from in situ observation because the grass roots pass through the top layer and extend to the transitional layer. Therefore the optimized boundary d 1 is meaningful only for the simulation of soil moisture and soil temperature. However, the deep boundary d 2 near 20 cm was roughly identified in the field experiments and features of the soil samples (see Table 4 ), which is close to the optimized depth.
[48] 2. Soil hydraulic properties. Figure 5b shows that both the experimental and optimized retention curves give a higher water potential for the topsoil than for the deep soil. The optimized retention curve for the deep soil is also agreeable with the experiment, but the curve for the top layer is different from the experiment. Possibly, the optimized parameters represent the mean properties of the soil domain, while the experimental parameters are deducted on the basis of small soil samples and thus their representativeness might be questionable if the soil layer is not uniform.
[49] 3. Soil thermal properties. The soil heat capacity can be estimated reliably because the soil porosity and soil moisture are reasonably reproduced and other quantities in equations (12) - (14) are measured directly. Unfortunately, there are no experimental data to directly verify the optimized soil thermal conductivity, but the small errors of the simulated soil temperatures at all depths (see Figure 6a ) Figure 5 . Comparison of soil hydraulic and thermal functions between two optimization cases (heterogeneous case and homogenous case) for the GAME-Tibet Anduo site, 1998. Retention curves analyzed from five soil samples (see Table 4 ) are also plotted in Figure 5b to compare with the optimized curves. Heter, heterogeneous case; Homo, homogeneous case; top, topsoil domain; bot, bottom soil domain. In Figures 5c and 5d , the curves for the ''Heter, bot'' and ''Homo'' fall on top of each other.
suggest that the optimized thermal parameters can give reasonable temperature simulations.
[50] The most impressive result (shown in Table 5 and Figure 5 ) is that the top domain and the deep domain have completely different properties, indicating that the existence of dense vegetation roots within the topsoil significantly changes its properties. Particularly, the topsoil has a high porosity, low thermal conductivity, and high soil water potential. The homogenous case produces the soil properties closer to the topsoil, similar to the identical twin case (see section 5.1.2.2). 5.2.2.2. Model Output: Ground Temperature and Near-Surface Soil Wetness
[51] Figure 7 shows a detailed depiction of ground temperature (plot only for 15 July to 5 August to save space) and of near-surface (4 cm) soil moisture (for whole optimizing period) for the two cases. The near-surface soil moisture is reproduced by the heterogeneous case, but much underpredicted by the homogeneous case. As a result, the ground temperature of the heterogeneous case agrees well with the observed one, but the homogeneous case gives higher ground temperatures. Comparison of ground temperature (plotted only for August to save space) and near-surface (4 cm) soil moisture (all the data are plotted) between the observations, the heterogeneous case (''Heter''), and the homogeneous case (''Homo'') for the GAME-Tibet Anduo site, 1998.
[53] For the heterogonous case (Figure 8 ), both the optimized sensible heat fluxes and latent heat fluxes are comparable to observations. Particularly, the optimized sensible heat fluxes ranges between the two sets of observations (by the eddy correlation and by the Bowen ratio), that is, a little larger than the observation by the eddy correlation while a little smaller than the observation by the Bowen ratio method. However, for the homogeneous case (Figure 9 ), it is clear that the sensible heat fluxes are overestimated while the latent heat fluxes are underestimated. Particularly, the simulated latent heat fluxes are much lower than that ''observed by eddy correlation.''
[54] We also have an additional run (hereafter experimental run) that uses the experimental parameters from soil samples of 5B (for the topsoil domain) and 20B (for the deep soil domain) and other optimized parameters in heterogeneous case. The experimental retention curves from the two soil samples (5B and 20B) are most close to the optimized one of the heterogeneous case (Figure 5b ). This run gives smaller RMSE and BIAS of soil moisture and temperature than the homogenous case while obviously larger RMSE and BIAS than the heterogeneous case. Similarly, the energy partition prediction given by this run (Figure 10 ) is better than the homogenous case while worse than the heterogonous case. Therefore the optimized parameters in the heterogeneous case seem to be more representative than the experimental parameters in characterizing soil heat and water flows.
[55] These comparisons in surface energy budget suggest that the inverse approach considering soil vertical heterogeneity successfully provides a reasonable estimate of the turbulent fluxes, while fails to do so when the vertical heterogeneity is ignored or when the experimental parameters are used. The dense vegetation roots in the topsoil lead to high latent heat fluxes while low sensible heat fluxes. This, in turn, suggests the importance of soil vertical heterogeneity in controlling surface soil state and thus surface energy partition, and the vertically heterogeneous soil cannot be approximated by a homogenous soil in a land surface model.
[56] The above results are based on a 75-day (from 16 June to 30 August 1998) optimization. A 45-day (from 16 June to 30 July 1998) optimization gives similar results (not shown).
Conclusions
[57] This work develops an inverse system to evaluate the role of soil vertical heterogeneity in controlling surface soil wetness, ground temperature, and surface energy partition. It consists of a single-source land surface model to predict soil moisture and temperature profiles and surface fluxes, a cost function to calculate the discrepancy between observed and model-predicted values of soil moisture and temperature, and an efficient scheme SCE-UA to search the global minimum of the cost function. We parameterize vertically heterogeneous soils by a sandwich-like model structure (two uniform domains and a transitional domain). We also present a dimensionless cost function that overcomes the difficulties in determining weight numbers while searching for a compromise solution in a multiobjective optimization. This inverse approach is able to approximately estimate soil thermal parameters and hydraulic parameters, particularly for the top domain. The estimated parameters might disagree with experimental results because the former represents the mean properties of a soil layer, while the latter only represents the properties of a small soil sample. As a result, the estimated parameters can more effectively characterize subsurface thermal and hydraulic processes.
[58] We apply this system to a numerical synthetic data set and a GAME-Tibet data set, where horizontal heterogeneity can be neglected. Both applications suggest that soil vertical heterogeneity plays a very important role in determining surface soil wetness, ground temperature, and thus surface energy partition. Particularly, dense vegetation roots in the Tibetan Plateau can significantly change the properties of the topsoil, such as high porosity, high soil water potential, and low thermal conductivity. The high soil water potential may result in a wet soil surface, and thus enhance evaporation fluxes while reduce ground temperature and sensible heat fluxes. Therefore the top domain, although shallow, is not only indispensable for sustaining the plateau ecological system, but also very important for controlling surface water and energy budget.
[59] Moreover, we indicate that the subsurface and surface processes in vertically heterogeneous soils cannot be parameterized in the framework of a single uniform soil. Therefore it seems to be difficult for some LSMs to account for the effects of the soil heterogeneity, since they use a single parameter set to characterize soil properties. Fortunately, the Global Soil Data Task [2000] is making efforts to build a globally covered data set of soil parameters, which can provide soil information of both horizontal heterogeneity and vertical heterogeneity. Although there are still many uncertainties inside the data set due to high variability of soil texture, it provides a possibility to update LSMs by considering soil vertical heterogeneity.
