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Abstract 
Principal component analysis (PCA) or singular value decomposition (SVD) are multivariate techniques that are often 
used to compress large data matrices to a relevant size. Subsequent data analysis then proceeds with the model representation 
of the data. In this first paper expressions are derived for the prediction of the bias in the eigenvalues of PCA and singular 
values of SVD that results from random measurement errors in the data. Theoretical expressions for the prediction of this 
“random error bias” have been given in the statistics literature. These results are, however, restricted to the case that only 
one principal component (PC) is significant. The first objective of this paper is to extend these results to an arbitrary number 
of significant PCs. For the generalization Malinowski’s error functions are used. A signal-to-noise ratio is defined that 
describes the error situation for each individual PC. This definition enhances the interpretability of the derived expressions. 
The adequacy of the derived expressions i tested by a limited Monte Carlo study. This finally leads to the second objective 
of this paper. Simulation results are always restricted to the class of data that is well represented in the study. Thus rather 
than giving extensive simulation results it is outlined how the validation and evaluation of theoretical predictions can 
proceed for a specific application in practice. 
Keywords: Chemometrics; Principal component analysis; Singular value decomposition 
1. Introduction 
Principal component analysis (PCA) or singular 
value decomposition (SVD) are multivariate tech- 
niques that are often used to compress large data 
matrices in such a way that the relevant information 
is preserved in the model while most of the noise is 
discarded [ 11. Subsequent data analysis then proceeds 
with the principal component (PC) model of the data. 
If quantitative information is to be extracted from the 
* Corresponding author. 
’ Present address: Center for Process Analytical Chemistry, 
Department of Chemistry, BG-10, University of Washington, 
Seattle, WA 98195, USA. 
PC model it is essential to analyze the influence of 
measurement noise. In a previous paper the influence 
of random measurement errors on the standard errors 
in PCA was discussed [2]. In this paper the bias (or 
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systematic error) in PCA that results from random 
errors in the data is treated. This so-called random 
error bias is essentially different from the bias that 
results from deleting PCs as in principal component 
regression (PCR). The idea behind this “biased” 
regression technique is that deleting the appropriate 
PCs may yield a better predictive model at the 
expense of introducing a so-called underfactoring 
bias [3]. In this paper the amount of bias that is 
already present in the PCs themselves is emphasized. 
It is important to note that bias and standard error 
are very different in nature. The bias is a systematic 
error, i.e. it leads to a constant offset in the result 
whereas the standard error is random. This is an 
unfortunate situation, since, due to its systematic 
nature, bias can not be quantified by, for example, 
replicate measurements. Clearly this is not the conse- 
quence of this bias being negligible. However, only 
if one repeatedly finds an unphysical value (e.g. 
negative concentrations), then one might become 
alert for possible bias. Thus it is desirable to have an 
expression by which the size of the offset may be 
predicted in the same way as the estimate of the true 
value itself, i.e. directly from the measured data. 
The fact that random error bias is so difficult to 
detect may be the reason why it has seldom been 
addressed in the (analytical) chemistry literature. Two 
notable exceptions were found. First there is the 
early contribution of Moran and Kowalski [4] who 
work out a detailed theory for predicting the bias for 
the generalized standard addition method (GSAM) 
and second there is the very recent paper of Booksh 
and Kowalski [5] who present simulation results that 
clearly show the importance of bias for the general- 
ized rank annihilation method (GRAM). It should be 
noted that bias has been discussed in the statistics 
literature with respect to multivariate techniques that 
are frequently used in analytical chemistry. For ex- 
ample, Hodges and Moore [6] give expressions for 
the bias in ordinary least squares (OLS) resulting 
from random errors in the independent variables. 
Furthermore, in a little known paper Goodman and 
Haberman [7] give theoretical expressions for PCA. 
Their results are, however, restricted to the case 
where the data are adequately modelled with only 
one PC. Since PCA is a cornerstone method for the 
analysis of multivariate data in any science, it is 
important to generalize this result. 
The first objective of this paper is to show that it 
is straightforward to extend the statistical result of 
Goodman and Haberman to an arbitrary number of 
PCs by borrowing concepts from analytical chem- 
istry. These concepts are the familiar error functions 
of Malinowski [ll. Although Malinowski’s error 
functions assume uncorrelated and homoscedastic 
noise, the practical usefulness of the obtained results 
is not automatically restricted to cases for which this 
idealized noise model applies, since these simplify- 
ing assumptions have an advantage that should not 
be underestimated: they lead to interpretable results 
with respect to the sources of error. Expressions for 
predicting the errors for more complicated noise 
models are usually more involved but contain the 
same essential elements. Thus the insight obtained 
from the expression derived for a simple noise model 
can often be used in order to efficiently improve the 
data in the case that a more complicated noise model 
holds (and it will be cumbersome to develop an error 
theory). The second objective of this paper is to 
sketch how the validation and evaluation of theoreti- 
cal predictions can proceed in practice. In this way 
we hope to show how future researchers can derive a 
rule that guides the application of these theoretical 
predictions in their specific situation. The necessary 
steps are illustrated by the results of a small Monte 
Carlo (MC) study. 
2. Theory 
The organization of this section is as follows. 
After introducing the notation that aims at emphasiz- 
ing the different kinds of error (random and system- 
atic), a simple example is worked out which shows 
why one should expect that in general a calculated 
result is biased as a result of random measurement 
noise. Next the well known equivalence of PCA and 
singular value decomposition (SVD) is briefly out- 
lined. In the following part it is discussed which 
forms of data preprocessing are considered in this 
paper. A geometric interpretation of the singular 
values is given and some results for the standard 
errors in the eigenvalues and singular values are 
summarized. The geometrical interpretation of the 
singular values is combined with the standard error 
in order to obtain a definition for the signal-to-noise 
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ratio for the individual PCs. Next the expressions for 
the bias in the eigenvalues and singular values are 
derived. One advantage of the previously defined 
signal-to-noise ratio becomes apparent here: the de- 
rived bias expressions can be cast in a form that 
greatly facilitates the interpretation. Finally, the ex- 
perimental validation and the practical evaluation of 
the bias expressions are treated. 
2.1. Notation 
The following notation will be adopted through- 
out this paper. Bold upper-case letters will, denote 
matrices, e.g. M. Bold lower-case letters will denote 
column vectors, e.g. u. Matrix and vector transposi- 
tion are indicated by a superior “T”. M+ stands for 
the pseudoinverse of M. Italic letters (upper-case as 
well as lower case) will denote scalars, e.g. X. The 
locations (row and column) of a matrix element will 
be specified by indices, e.g. Mij is the element in 
row i and column j of M. The diagonal elements of 
diagonal matrices, e.g. A,, and t3,,, are denoted by 
lower case letters with one index symbolizing the 
position on the diagonal, e.g. h, and 8,. 
The following notation is used with respect to 
measured and errorless quantities. The measured 
quantity is denoted by adding a “tilde” to the 
unadorned symbol for the errorless quantity (true 
value), e.g. 2. The random error in a measured 
quantity 2 (defined for a single realization of the 
data) is denoted by l X. Thus we may express a 
measured quantity Y? in its errorless counterpart and 
the random error as 
IE=x++ 
The size of the random error in k is denoted by a,, 
and defined as 
ux = (E[ l ;])“’ 
where E[O] denotes the expected value. The ex- 
pected value is by definition the average for an 
infinite number of realizations of the data. It is a 
hypothetical quantity which is, for example, useful 
for the evaluation of possible bias. 
Contrary to the measured quantities the estimated 
quantities may also have a systematic error or bias. 
Estimators will be indicated by a “hat”, e.g. 2. A 
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Fig. 1. (a) Histogram and (b) distribution function of the estimated 
quantity z^. From the outcome of many realizations of z^ a 
histogram can be set up. (The histogram depicted in (a) is 
constructed from 10000 random numbers drawn from a normal 
distribution with mean 1 and standard deviation 0.2.) For an 
infinite number of realizations of z^ the bins of the histogram can 
be made arbitrarily small and (after normalization) the distribution 
function is obtained. (The distribution function in (b) is the normal 
distribution that has led to the histogram in (a).) The distribution 
function gives the probability of finding a specific value of 8. 
From the distribution function it is clear how the realizations of z^ 
cluster around the expected value. The quantity z^ is called biased 
if the difference between the average value and the true value 
does not decrease when the number of realizations of z^ increases. 
quantity is called biased if in the long run (i.e. many 
realizations) the average will not tend to converge to 
the true value. This situation is depicted in Fig. 1. 
The bias in an estimated quantity z^ is denoted by b, 
and defined as 
b,=E[.f] -2 
Thus we may express the estimated quantity z^ in its 
errorless counterpart and the error (random and sys- 
tematic) as 
Z^=Z+e,+b, 
It is seen that the bias can be interpreted as a 
constant background. In this first part the focus will 
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be on the derivation of expressions for the prediction 
of the size of this bias. In the second part the focus 
will be on discussing the consequences of the pres- 
ence of random error bias on a number of multivari- 
ate problems. 
2.2. Bias resulting from random measurement errors 
It is important to note that in this paper the bias in 
an estimated quantity is discussed that results from 
random (uncorrelated and homoscedastic) measure- 
ment errors, i.e. there is no bias in the data. How this 
random error bias arises and which assumptions have 
to be made in order to predict it is best explained 
using a simple example. Assume that one measures a 
quantity 2 and wants to estimate the quantity 2 = 
X2. From the preceding section it is known that J!? 
may be expressed as 
x=x+ Ex 
Then thf question of the (possible) bias in the esti- 
mated Z reduces to the question whether z^ can be 
expressed in a similar way as 
z”=z+e, 
In order to find out whether a quantity is biased one 
must evaluate its expectation. Inserting the relevant 
expressions from the preceding section gives 
E[Z^] =I?[?] 
=E[(X+ E*)2] 
=E[X2]+2XE[E,]+E[E;] =xz+a; 
=z+a,2 
since E[ E*] = 0 for uncorrelated noise. It follows 
that z^ is biased (E[Z^] # Z), i.e. z^ should be ex- 
pressed as 
ZI=Z+E,+b, 
and the bias in z^ is given as 
b,=E[Z^]-Z=cr, 
Thus the bias in estimating the square of a quantity 
(from measuring the quantity itself) is equal to the 
square of the standard eviation of the measurement 
error. 
This should not come as a surprise, since in fact 
we have just rewritten the equation from which one 
usually estimates the standard eviation of (homo- 
scedastic and uncorrelated) measurement oise, i.e. 
CT; =E[Jf2] - (E[x])2 
However, in this paper the attention is focused on 
bias and this example is merely worked out to show 
that random errors do not automatically cancel out in 
an estimated quantity. Random errors will only can- 
cel out if the estimate results from a linear transfor- 
mation of the data. 
From the preceding example it should be clear 
that one does not have to make (strong) assumptions 
about the distribution of the measurement oise. All 
that needs to be known with respect o the noise is 
the size which is quantified by the standard evia- 
tion. Finally, it is important o note that in this 
simple example bias is essentially the result of a 
skewed distribution of the estimated quantity. If, for 
example, J? is normally distributed, then z^ =x2 is 
x2 distributed (with one degree of freedom). Bias 
resulting from a skewed distribution is discussed in 
detail by Moran and Kowalski [4] (see also Fig. 2 in 
[2]). We will return to this point in Part II when the 
construction of confidence intervals is discussed. 
2.3. Principal component analysis and singular value 
decomposition 
Principal component analysis (PCA) is a multi- 
variate technique that is often used to compress large 
data matrices in such a way that the relevant infor- 
mation is preserved in the model while most of the 
noise is discarded [l]. Subsequent data analysis then 
proceeds with the compressed ata. 
M 
PC1 
Fig. 2. An I X .I matrix M can be seen as a linear mapping. A 
J X 1 vector f that lies on the unit sphere in Iw J is mapped onto an 
I X 1 vector g that lies on an ellipsoid in R’. The length of the ath 
semi-axis of this ellipsoid is given by the ath singular value of M, 
i.e. IJPC,JI = 0,. 
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PCA consists of two steps. First, one of the 
cross-product matrices of the I X J data matrix &l, 
i.e. M&l’ (I X Z) or 161T61 (J X J), is formed. Next, 
the selected cross-product matrix is eigenanalyzed. 
Eigenanalysis of M&ii’ and MT&l leads to a new 
vector base of the column and row space of 6l 
respectively. Analysis of the column space is often 
referred to as Q-mode analysis whereas analysis of 
the row space is called R-mode analysis. Without 
loss of generality it is assumed in the remaining part 
of this paper that I zJ. It is well known that the J 
non-zero eigenvalues are the same for both modes of 
analysis: 
li, = ap&lT)Qa = qslTIq$a 
for a = l,...,J (1) 
where i, is the ath eigenvalue and G, and 0, are the 
associated Q-mode and R-mode eigenvector, respec- 
tively (all calculated quantities are estimated). PCA 
is intimately related to the singular value decomposi- 
tion (SVD) of 6i: 
Spectrum 
b 
0.3. 
(2) 
Fig. 3. (a) Denormalized (simulated) HPLC elution profiles and 
(b) normalized (experimental) UV spectra of adenine (solid line), 
cytidine (- - -) and guanine (. . .). 
where i$ is the ath singular value. The singular 
values 0, are defined to be the positive square roots 
of the corresponding eigenvalues i,. The singular 
vectors 0, and 9, are normalized and fixed up to 
pairwise changes of sign. It is seen that all quantities 
that can be derived from a Q-mode or R-mode PCA 
are given by the SVD. 
According to Malinowski’s theory of errors [l] 
the PCs (a=1 ,...,J) can be divided into primary 
(a = l,..., A) and secondary (a =A + l,..., J> PCs. 
The primary PCs describe the signal contaminated 
with measurement error whereas the secondary PCs 
describe only noise. The number of primary PCs, i.e. 
A, is called the pseudorank of 6l. Determining the 
pseudorank of &I is one of the most challenging 
problems in multivariate data analysis. The problem 
of pseudorank estimation is further discussed in Part 
II with respect to the construction of confidence 
intervals. 
2.4. The influence of data preprocessing 
In this paper it is assumed that the data can be 
adequately described by PCA. However, an adequate 
model description of the data can only be achieved if 
the errors are (uncorrelated and) homoscedastic, since 
PCA is a least-squares fitting technique. If the as- 
sumption of homoscedastic errors is violated the data 
must be scaled (weighted) according to the variance 
in each data point. Very recently, Paatero and Tapper 
[8] have discussed a great number of scaling proce- 
dures of which balanced scaling gave the best fit of 
the PCA model to the data. Scaling of the data is of 
no consequence for the ensuing discussion as long as 
there exists a “useful” relationship between the 
factorizations of the raw and the scaled data. See, for 
example, Eqs. (12)-(19) in [8] that show that the 
singular values and eigenvalues are not affected in 
this case. It will therefore be assumed throughout 
this paper that the data have been scaled appropri- 
ately so that the least-squares properties of the PC 
model hold. 
It will be seen that the number of degrees of 
freedom present in the data plays an important role 
in the derivation of bias. In this paper we will 
therefore only take the influence of data preprocess- 
ing into account that leads to a loss of degrees of 
freedom. Degrees of freedom are lost if row, column 
or grand average are subtracted from the data. The 
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numbers to be used in these cases are given by 
Mandel [9]. 
In another paper [2] it was shown that the stan- 
dard error in the eigenvalue i, can be predicted as 
2.5. Geometrical interpretation of the singular val- 
ues 
The singular values of a (general non-square) 
matrix have a nice geometrical interpretation. This 
becomes clear if one interprets the matrix as a linear 
mapping and applies it on vectors that are chosen in 
a particular way. Applying an I XJ matrix M to a 
J X 1 vector f that lies on the unit sphere in lRJ gives 
an I X 1 vector g( = Mf) that lies on an ellipsoid in 
R’ for which the length of the semi-axes is given by 
the singular values of M. This is illustrated in Fig. 2 
for the case where I = J = 2. This interpretation will 
be combined with the standard errors from the next 
section to define a signal-to-noise ratio for each 
“principal” direction. 
% = 2 A’,/“UM 
for a = l,...,J (3) 
where oM denotes the true error in the data matrix 
which has to be estimated. This may be considered 
to be the main difficulty with such expressions. (The 
true eigenvalue i? Eq. (3) is simply replaced by the 
estimated value h,.) It was shown that the resulting 
predictions are very accurate if the eigenvalue under 
consideration is well-separated from the remaining 
eigenvalues. For the secondary PCs the prediction by 
Eq. (3) may constitute an overestimate by a factor 
two [2]. This result is quite satisfactory, since one is 
only interested in describing the primary PCs. The 
predicted standard error in the singular value J0 is 
given by [2,7] 
2.6. Standard error in the eigenvatues of PCA and 
singular values of SVD 
Before deriving the expressions for the bias in the 
eigenvalues i, and singular values & some useful 
results are summarized for the standard errors in 
these quantities, i.e. ah and cr,. Surely, it is only 
interesting to look for bias if it makes a significant 
contribution to the total error. The common measure 
for the total error in an estimated quantity, say z^, is 
the mean square error (mse). It is defined as the 
expected spread around the true value Z: 
U@ =uM Y 
for a = l,...,J (4) 
It is seen that the predicted standard error in the 
singular values is constant and equal to the size of 
the measurement error. 
2.7. Signal-to-noise ratio for the individual PCs 
In a preceding section it was shown that the 
singular values have a simple geometrical interpreta- 
tion: they represent the length of the principal axes. 
In general, however, the significant singular values 
may differ orders of magnitude. It is therefore not to 
be expected that bias will affect all PCs in an 
identical way. Thus it should be useful to have a 
measure that describes the error situation for each 
individual PC. 
mse,=E[(Z*--Z)*] 
Working out this expression in terms of standard 
error and bias yields the well known result that 
msez = u,” + b,’ 
It is seen that standard error and bias contribute in 
the same way to the mean square error and a useful 
measure for the relative importance of the bias should 
thus be given by the “relative bias”, rb, defined by 
rb, = bz/uz 
This motivates reviewing the expressions for the 
standard errors. 
In analytical chemistry the common measure is 
the signal-to-noise ratio, p. Several definitions of p 
for a data matrix can be found in the literature (see 
e.g. [lO,ll]). These definitions usually lead to a p 
for the individual matrix elements (see example be- 
low). From the preceding argument i should be clear 
that an element oriented definition of p will not 
satisfy our demands, since here the focus is on the 
individual PCs. A logical definition of p for the 
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current problem seems to be the ratio of the singular 
value and its associated error given by Eq. (4): 
P, = el/~, 
for a = l,...,A (5) 
Since in the current definition one looks at the signal 
contribution of a PC to all matrix elements, one 
expects to find a relatively high value for p com- 
pared to a value following from an element oriented 
approach. This may be illustrated by the following 
example. In another paper [12] a simple 20 X 10 
“experimental” data matrix was simulated by adding 
normally distributed noise with (TV = 1 to constant 
elements of size M. A straightforward element ori- 
ented definition of the signal-to-noise ratio, in the 
sequel denoted by p *, immediately results in p * = 
M. (Since we have only one primary PC, every 
reasonable element oriented definition should give 
the same value.) It was found that for p * 2 0.5 
theoretical predictions (bias and standard error) work 
well for this data set. It is easily verified that this 
value of p * corresponds to a value for p = 0.5J200 
= 7. The numerical value for p is reasonable, since 
it indicates that the first PC is above the limit of 
detection. (This data matrix will be further discussed 
in Part II with respect to pseudorank estimation.) 
In essence, the large difference in size between p 
and p* illustrates the powerful noise averaging ca- 
pability of PCA. The current definition is obviously 
tailored with respect to the specific application. 
However, the underlying principle can be general- 
ized to methods that model the data matrix in a 
different way, e.g. PLS. This would facilitate a 
comparison between related methods with respect to 
their sensitivity to random noise in terms of a typi- 
cally analytical chemical concept. The current defini- 
tion of the signal-to-noise ratio seems appropriate, 
since it is not only problem oriented but also flexible 
enough to enable such a comparison. A geometrical 
interpretation of PLS as well as standard errors have 
been given by Phatak et al. [13,14]. 
2.8. Bias in the eigenvalues of PCA and singular 
values of SVD 
Goodman and Haberman [7] have given expres- 
sions for the case that only one PC is significant. 
(Furthermore, the row, column and grand average 
are subtracted from the data.) Using Malinowski’s 
error functions their result is easily extended to an 
arbitrary number of PCs. The expressions are worked 
out for the case that no degrees of freedom are lost 
as a result of data preprocessing and it is shown that 
it is straightforward to also take this effect into 
account. 
First the real error (RE) function [l] is rewritten 
using an alternative number of degrees of freedom as 
The RE function provides an adequate estimate for 
(TV if it is evaluated for the correct dimensionality, 
i.e. the pseudorank A. (It is noted that A is a 
constant in this paper.) The number of degrees of 
freedom in the denominator is different from the 
number of degrees of freedom given by Malinowski. 
However, several authors have found that it gives a 
better estimate [7-9,151. There is no conflict, since 
the number of degrees of freedom is not derived by 
Malinowski: the essence of Malinowski’s error the- 
ory is the introduction of two other functions that 
show how the measurement error is partitioned be- 
tween the primary and the secondary PCs. Since the 
measurement error contributes to the sum of squares 
explained by the primary PCs, one expects from the 
simple example worked out in a previous section that 
the calculated eigenvalues and singular values are 
biased. Furthermore, it is expected that Malinowski’s 
error functions should be particularly useful for de- 
riving this bias. 
The first function is the extracted error (XE) 
function. It gives the part of the error that is not built 
in a model reconstructed data point and is defined by 
A 
(XE)z,= f: $ 
a=A+l lJ 
The second function is the imbedded error (IE) 
function. It gives the part of the noise that con- 
tributes to the variation in a model reconstructed data 
point. Inserting (RE), = &.M and combining Eqs. (6) 
and (7) yields 
(Z-q”, = (zz)‘, - (XE)2, = 
A(Z+J-A)&; 
zJ 
(8) 
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The total variation of the model is given by the sum 
of the primary eigenvalues. This sum can be written 
as the sum of the true eigenvalues and the contribu- 
tion of the imbedded error: 
= i A, +A(I+J-A)&; 
a=1 
The second term in this sum constitutes the total bias 
in the A significant PCs. If the measurement error is 
purely random this total bias should be equally dis- 
persed over the individual eigenvalues. Thus the bias 
in eigenvalue 1, is found as 
bAa=E[i,] -h,=(Z+J-A)a; 
for a = l,...,A (10) 
Here, the substitution E[ +:I = U; has been made. 
This simplification will be discussed at length with 
respect o the experimental validation of Eq. (10). 
It is seen that the bias is a product of two factors. 
The first factor is primarily determined by the size of 
the matrix (usually I +J B A). Thus, contrary to 
intuition, collecting more data will not decrease but 
actually increase the bias. The second factor gives 
the dependence on the size of the noise. (It should be 
noted that it is the same dependence as encountered 
in the simple example worked out earlier.) From Eq. 
(10) it is immediately clear that reducing the size of 
the noise is the best way to avoid significant bias. 
As stated earlier, a better understanding of the 
importance of the bias may be provided by the 
relative bias, 
I+J-A gM I+J 
rb,, = _-- Y 
for a = l,...,A (11) 
where the previously defined signal-to-noise ratio p 
has been introduced. Furthermore, it has been as- 
sumed for convenience that I + J z+ A. It is immedi- 
ately clear from the far hand side of Eq. (11) that 
the bias in a particular eigenvalue starts to dominate 
the standard error if the associated signal-to-noise 
ratio is smaller than the “average size” of the 
matrix, (I + J)/2. Since many modern instruments 
yield huge data matrices, this should be an important 
result. The fact that the expression for the relative 
bias can be simplified by inserting p can be seen as 
an additional advantage of the current definition for 
p. It can, however, not be assumed that for more 
complicated latent variable methods like PLS this 
additional advantage is kept. In that case the analogy 
of p should only be expected to have a purely 
descriptive value. 
The derivation of bias proceeds along the same 
line if data preprocessing is applied. Table 1 gives 
the number of degrees of freedom (NDF) to be 
employed in the derivation and the resulting bias 
expressions for three cases that are often encountered 
in practice. It should be mentioned that an additional 
approximation has to be made in order to obtain 
straightforward expressions, ince the number of de- 
grees of freedom associated to the XE is no longer 
equal to the number of data points. (Consequently 
Table 1 
The influence of data preprocessing on the bias in the eigenvalues of PCA 
Data preprocessing NDF for RE NDF for XE b, 
None 
Column average 
subtracted a 
Row, column and 
grand average 
subtracted b 
(I-AXJ-A) IXJ (I+J-A)U; 
(I-A-~XJ-A) (I - 1)J (I+J-~-11~; 
(I-A- lXJ-A- 1) (I-lxJ-1) (I+J-A -2)cri 
a Additional approximation I 5-) 1. 
b Additional approximation I B 1 and J z+ 1. The resulting bias expression generalizes the result given by Goodman and Haberman for 
A = 1. 
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there will not be a factor I X J in Eq. (8) that cancels 
out exactly after inserting Eq. (8) into Eq. (9).) For 
large data matrices this approximation (leading to a 
tendency to overestimate) is completely justified. For 
example, if only the column average is subtracted the 
additional approximation error is of order l/Z. It is 
important o note that the result given for the case 
that row, column and grand average are subtracted 
generalizes the expression of Goodman and Haber- 
man for A = 1. Finally, the bias for other combina- 
tions of correcting for row, column and grand aver- 
age should be derived without difficulty. 
The bias in the singular values is easily obtained 
by working out 
$% + %I, + &“):I =E[ A, + % + 4.1 
for a = l,...,A (12) 
and introducing the derived bias in the eigenvalues: 
for a = l,...,A (13) 
Finally, assuming that the second term in square 
brackets is small results in 
bOO= 1/2(I+J-A - l)a;/B, 
for a = l,...,A (14) 
As a result of this approximation the predicted bias 
in the singular values tends to be relatively high 
compared to the predicted bias in the eigenvalues. 
Since the approximation becomes important in the 
most interesting case, i.e. the situation where bias is 
not negligible compared to the singular value, a 
thorough evaluation of its consequences is necessary. 
We will return to this question in the Results and 
discussion section. In the ensuing discussions we 
will only refer to Eq. (14) in order to parallel the 
treatment of Goodman and Haberman. (It is easily 
verified that the resulting expression for the relative 
bias in the singular values is almost identical to Eq. 
(11) and it will therefore not be repeated here.) 
There is, however, an essential difference be- 
tween Eqs. (14) and (10). This difference lies in the 
presence of the true singular value 0, in Eq. (14). 
Consequently, the reduction of bias in the singular 
values by reducing the size of the matrix is only 
possible if less influential rows or columns are dis- 
carded. This is a sensible result and it should be 
contrasted to the corresponding result for the eigen- 
values where all rows and columns are equally 
“good” or “bad” with respect o their contribution 
to bias. It follows that Eq. (10) is not so informative 
as Eq. (11). Finally, by comparing Eqs. (10) and (14) 
it should be straightforward todeduce the bias in the 
singular values from the corresponding bias in the 
eigenvalues, given in Table 1. 
2.9. Experimental validation of bias expressions 
The derived bias expressions (10) and (14) are not 
exact. (This is a distinct difference with the simple 
illustrative example.) Several approximations have 
been made in order to obtain these results. Most of 
these approximations could easily have been avoided 
or quantified. However, even without these approxi- 
mations the resulting expressions would not be exact, 
since an implicit approximation has been made that 
cannot be avoided or quantified. This approximation 
concerns Eq. (6) that implies that summing the 
secondary (noise) eigenvalues leads to an unbiased 
estimate of the measurement error oM. 
It is, however, well known in the statistics litera- 
ture [7,9] that the size of the secondary eigenvalues 
is influenced by the size of the primary eigenvalues 
and so is the estimate of (TV. This can be illustrated 
as follows. Assume, for example, that one has a 
two-component mixture for which one of the compo- 
nents gives a signal contribution to the data that is 
“buried” in the noise. Then, obviously, evaluating 
the RE function for the “correct” number of PCs, 
i.e. two, will give an estimate for uM that is more 
“off-target” than if one evaluates the RE function 
with only one PC. However, if the signal of the weak 
component is increased eventually a point will be 
reached where one has to add a PC to the model in 
order to improve the estimate of oM. Goodman and 
Haberman prove that the estimate provided by Eq. 
(6) underestimates uM. (The size of the approxima- 
tion error is not known in closed form.) As a result 
the imbedded error will be larger than assumed in 
Eqs. (8) and (9) and consequently the real bias will 
be underestimated by the predicted bias. This effect 
will be notable if the signal-to-noise ratio is small, 
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since then one expects to run into the previously 
described problem. In summary, for data with small 
signal-to-noise ratio one expects a large bias (since 
the imbedded error is large) that will be underesti- 
mated to an extend that can not be predicted. Thus 
one needs to validate the derived expressions for 
their practical usefulness. 
The validation of theoretical predictions is usually 
performed by so-called Monte Carlo (MC) simula- 
tions, which are in fact “computer experiments”. In 
MC simulations the errorless data matrix is disturbed 
by noise in order to mimic the real life situation. One 
independent realization of “experimental” data is 
called a MC trial and a number of MC trials is called 
a MC sample. In the current investigation the eigen- 
values and singular values for a large MC sample are 
evaluated and averaged. Comparing these averages 
with the quantities for the errorless data gives an 
estimate for the real bias. The precision of this 
estimate is given by the standard error in the average 
which is calculated from the estimated standard error 
for one trial divided by the square root of the,size of 
the MC sample. (The standard error for one trial is 
simply derived from the spread within the MC sam- 
ple.) Since with MC simulations the errorless data 
are available, these simulations are extremely suit- 
able for demonstrating the existence of bias. One 
should, however, be careful that the perturbation of 
the errorless data proceeds according to a realistic 
noise model (see Booksh and Kowalski [51 for more 
details). 
With MC simulations it is possible to change the 
“experimental” conditions in such a way that differ- 
ent regimes for the signal-to-noise ratio can be 
distinguished. The direct relation (11) between the 
signal-to-noise ratio, p, and the relative bias, rb, 
suggests plitting of the total range of p into three 
regimes, depending on whether rb +z 1, rb = 1 or 
rb >> 1. One expects that bias will be negligible for 
“high” values of p, i.e. rb -=z 1, since then the 
eigenvalue and singular value under consideration 
are large. For “intermediate” values of p, i.e. rb = 
1, one expects that bias will become important com- 
pared to the standard error and hopes that the predic- 
tion will work. For “low” values of p, i.e. rb z== 1, 
one expects that bias will overwhelm the standard 
error and that the accuracy of the prediction will start 
to break down. At this point the value of p can be 
used to formulate a practical rule stating that the 
predicted results can no longer be trusted. The valid- 
ity of such a rule in another situation should, how- 
ever, be questioned, since even simulations are lim- 
ited with respect o the complexity of the data that is 
used. Thus future researchers should always be cau- 
tious to use a rule from the literature and test its 
validity or set up a rule for the specific application at 
hand, possibly along the line described in this paper. 
The inherent limited character of an experimental 
validation is the reason why in this paper the focus is 
on methodology and only a small simulation study is 
performed in order to test the adequacy of the de- 
rived expressions. 
2.10. Practical evaluation of bias expressions 
In the following discussion it is assumed that the 
signal-to-noise ratio is in a regime for which the bias 
expressions work. The practical evaluation of the 
derived expressions presents ome obvious difficul- 
ties, since these expressions contain unknown param- 
eters that have to be replaced by estimates. First 
there is the pseudorank of the matrix, A, second 
there is the standard eviation of the measurement 
noise, gM, and finally there is the true singular 
value, O,, in Eq. (14). From Eq. (6) one knows that 
estimating A and ohl are closely related problems. 
In fact, if an accurate estimate of A is available 
from, for example, chemical knowledge about the 
system, then an estimate for (TV can be obtained by 
simply evaluating Eq. (6). Furthermore, if the residu- 
als are normally distributed, then the sum of the 
noise eigenvalues will be (approximately) x2 dis- 
tributed and the usual confidence interval for vM 
can be constructed [16]. (A useful observation is that 
the residuals are more normally distributed than the 
measurement oise [12].) Conversely, if an estimate 
of (TV is available, then A can be estimated, just by 
evaluating the RE function for all dimensions. How- 
ever, it is noted that an accurate estimate of A is 
often not necessary, since in practice usually I + J 
x=- A. Thus it is only important to have a dependable 
estimate for Us. This estimate could, for example, 
be obtained from replication of the measurement. An 
alternative is to measure in a region that contains no 
systematic variation, i.e. the so-called zero-compo- 
nent region [17]. The presence of 0, in Eq. (14) 
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leads to a trivial problem. Replacing 8, by I?~ gives 
a bias estimate that is obviously wrong, since ia is 
biased. However, this bias estimate can be used to . 
correct t?= after which the corrected value for 0, is 
again inserted in Eq. (14) yielding an improved bias 
estimate, and so on. After II iterations one has 
b’“’ TX/( & _ b’“- “) (15) 
where x = l/2(1 +J-A-1)~; and b(“) and b(“-‘) 
denote the bias estimate after n and n-l iterations 
respectively. (The subscripts for the bias estimates 
have been dropped for simplifying reasons.) The 
iterations are started with n = 1 and b(O) = 0. Since 
ia overestimates the true value, the bias estimate is 
approached from below. At convergence one has A 
b(“) = b(“-‘) = b and Eq. (1.5) reduces to a quadratic 
equation in 6 with roots 
S*=(&/~j/2 (16) 
It follows that the negative root gives the correct bias 
estimate without iterations. In principle this proce- 
dure should lead to a bias estimate that is only 
slightly “wrong”. How much the estimate is wrong 
depends on the size of the random error in the 
quantities that are inserted into Eq. (16). For exam- 
ple, if the random error in a singular value is + 5%, 
then the estimate of the bias will be too low by 
approximately 5%. Obviously one cannot expect to 
predict the bias without error in a practical situation. 
There will only be a problem if the error introduced 
by the approximate theory (see preceding section) is 
not negligible with respect to the error introduced by 
the experiment. 
3. Experimental 
In previous investigations [2,18] HPLC-UV data 
matrices were constructed in order to test the useful- 
ness of theoretical results like Eqs. (10) and (14). 
The response of a three-component mixture was 
simulated by multiplying Gaussian functions and the 
(normalized) UV-spectra of adenine, cytidine and 
guanine taken from the work of Zscheile et al. [19]. 
The HPLC elution profiles and UV spectra are shown 
in Fig. 3. Artificial normally distributed noise with a 
standard deviation of 0.5 mAU was added. In this 
Time 0 0 Wavelength 
Time 0 -0 Wavelength 
Time O--O Wavelength 
Fig. 4. Simulated HPLC-UV data matrix: (a) before adding noise, 
(b) after adding noise and (c) after reconstruction by PCA model. 
paper we have chosen the heights of the Gaussian 
functions in such a way that the resulting eigenval- 
ues and singular values range from a value where 
bias is negligible (and can be predicted very accu- 
rately) to a value where the bias overwhelms the 
standard error (and the prediction is no longer de- 
pendable). In this way we hope to demonstrate how 
other researchers may derive a practical rule that 
guides the application of these theoretical predictions 
in their specific situation. For the current simulations 
the peakheight of adenine, guanine and cytidine is 
only 10 mAU. Details about the simulated test data 
are summarized in Table 2. 
It should be noted that spectral and chromato- 
graphic overlap are severe for this data (for more 
details, see [2]). Furthermore, the size of the noise 
encountered for modern UV-diode array detectors 
(approximately 0.05 mAU) is much smaller than the 
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Table 2 
Characterization of simulated test data a 
Adenine Cytidine Guanine 
Peak positions, p 9 18 27 
Standard deviation peaks, (T 5 5 5 
Peakheights, h in mAU 10 10 10 
Number of spectra, I 36 
Number of wavelengths, J 36 
oM in mAU 0.5 
a The elements of the data matrices are generated asQij = 
.ZkK_ ,H,,Y,, + N(O,rr,) where K is the number of components 
(i.e. 3 in our case), Hik is the value of the errorless elution profile 
of component k at time i, qli denotes the errorless absorbance of 
component k at wavelength j and iV(O,cr,) is a normally dis- 
tributed number with zero mean and standard deviation oM. The 
elements of the elution profiles are calculated as Hik = h,. 
exp[ - 1/2(i - ~k)2/u~] where the symbols have the meaning as 
indicated above. 
currently simulated value. Thus these data can be 
claimed to represent a worst case example. A visual 
impression of the amount of noise present in the data 
is obtained from Fig. 4 where the simulated data 
matrix is shown before adding noise, after adding 
noise and after reconstruction with the three leading 
PCs. (The noise averaging capability of PCA be- 
comes clear from comparing Figs. 4b and 4c.) 
4. Results and discussion 
In this section we will confine ourselves to dis- 
cuss the results obtained for the simulated three- 
component system without performing data prepro- 
cessing, since the effect of data preprocessing is 
predictable. Furthermore, Eqs. (10) and (14) are 
evaluated using the errorless quantities. The effect of 
substituting experimental values for the errorless 
quantities can be predicted from the size of their 
standard error as explained in the “practical evalua- 
tion” section. In this way it becomes possible to 
concentrate on the effect of approximation errors that 
are not so easily quantified. 
In Table 3 the results for the primary eigenvalues 
of PCA are summarized. Since the data matrix is 
constructed in such a way that there are three de- 
tectable components (i.e. K = 3) that give a linear 
and additive contribution to the signal, the pseudo- 
rank is also three (i.e. A = 3). The first column gives 
the PC under consideration. The second column 
gives the signal-to-noise ratio, p, which is seen to 
vary over a large range: the ratio of the “average 
matrix size”, i.e. (I +./j/2 = 36, and p takes the 
values 0.3, 1.6 and 4.0 respectively. One would 
therefore expect each PC falling into one of the 
regimes mentioned in the “experimental validation” 
section. The third column lists the eigenvalues that 
are calculated for the errorless data matrix. The 
fourth column gives the estimated expected value of 
the eigenvalues in the presence of noise. This esti- 
mate is based on a Monte Carlo (MC) sample of lo6 
trials and is seen to be very precise. (The standard 
errors for one MC trial are estimated to be 62, 12 
and 4.5 respectively.) In the next column we give the 
estimated bias in the eigenvalues, based on the num- 
bers from the two preceding columns. The sixth 
column lists the predicted values according to Eq. 
(10). It is seen that the amount of underestimation is 
significant in all cases. The relative error in the 
predicted bias is given in the last column. The error 
is approximately the same for the first two PCs and 
0.4 
la 
Spectrum 
Fig. 5. (a) Abstract elution profiles and (b) abstract spectra for 
principal component 1 (. .), 2 (---I and 3 (solid line) before 
adding noise. 
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0.4 
la 
-0.4’ I 
0 10 20 30 40 
Spectrum 
0.4 
. b A 
-0.4’ I 
0 10 20 30 40 
Sensor 
Fig. 6. (a) Abstract elution profiles and (b) abstract spectra for 
principal component 1 (. .), 2 (- --) and 3 (solid line) after 
adding noise. 
increases rapidly for the third PC. The error in the 
theoretical prediction should be compared to the 
standard error in the eigenvalue for one realization in 
order to find out whether it is meaningful. Then it is 
immediately clear that the error in the prediction for 
the first two PCs, i.e. 0.50 and 0.65 respectively, is 
meaningless (although it is significant), since it is 
negligible compared to the standard errors, i.e. 62 
and 12 respectively. The result for the first PC is 
obviously best but not interesting, since the bias 
itself is small compared to the standard error. It is 
clear that this PC constitutes an example of the first 
Table 3 
Bias in the eigenvalues of PCA 
regime for p. The result for the second PC, however, 
is certainly interesting, since here the true bias is 
larger then the true standard error by a factor 1.5. It 
is seen that the predicted bias is in excellent agree- 
ment with the true value. This PC constitutes an 
example of desired behaviour in the second regime 
for p. It should be noted that the bias already makes 
up 14% of the errorless eigenvalue while the bias 
prediction is still virtually perfect. It is interesting to 
compare this value with the largest relative bias of 
19% reported by Booksh and Kowalski for GRAM 
[5]. It is reasonable to expect that a theoretical bias 
prediction will also work well for the amount of bias 
encountered in that study. As mentioned before, the 
prediction of the bias in the third eigenvalue is 
relatively inaccurate. The error in the predicted bias, 
i.e. 20.55 - 17.25 = 3.3, is no longer negligible 
compared to the standard error of 4.5. This PC 
constitutes an example of breakdown of the theory in 
the third regime for p. However, if one considers 
that the bias is larger than the errorless eigenvalue 
itself, then it is justified to qualify this result as 
promising. One cannot expect accurate quantitative 
results for a PC that contains such a large amount of 
imbedded error. This is further illustrated by Figs. 5 
and 6 where the abstract elution profiles (the left 
singular vectors) and abstract spectra (the right sin- 
gular vectors) are shown before and after adding 
noise to the data. 
From this limited example one might conclude 
that precise bias estimates should not be expected if 
p is about, say 10. As argued before it will not be 
possible to derive practical guiding rules that hold in 
general. Even the attempt is considered to fall be- 
yond the scope of this paper. For example, it is 
natural to expect that the critical value for p depends 
on the size of the matrix, the number and the relative 
importance of the significant PCs. This is illustrated 
PC P h Elfi1 EIb,l 4 Error in bias 
From simulation (Eq. 10) (%I 
1 123 3785.06 3802.81(6) + 17.75(6) + 17.25 - 2.8 
2 22 125.216 143.11%12) + 17.903(12) + 17.25 - 3.6 
3 9 18.378 38.930(5) + 20.552(5) + 17.25 - 16.1 
The number in parentheses denotes the standard error in the Monte Carlo sample average (expressed in units of the last reported digit) 
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Bias in the singular values of SVD 
PC P 8 E[B^l 
From simulation 
E[b,l bo Error in bias 
(Ea. 14) (o/o) 
1 123 61.5228 61.6649(5) + 0.1421(5) + 0.1382 -2.7 
2 22 11.1900 11.9535(5) + 0.7635(5) + 0.7596 -0.5 
3 9 4.2870 6.2291(4) + 1.9421(4) + 1.9828 +2.1 
The number in parentheses denotes the standard error in the Monte Carlo sample average (expressed in units of the last reported digit). 
by the results for the 20 X 10 matrix with constant 
elements [12]. There it was seen that p = 7 already 
gives accurate predictions. In order to obtain a reli- 
able critical value for a certain application additional 
simulations in the expected regimes are necessary 
taking all the relevant aspects of the data into ac- 
count. 
In Table 4 the results are given for the singular 
values of SVD. The explanation of the symbols is 
equivalent to Table 3. It is seen that the relative error 
in the predicted bias of the first singular value is 
almost the same as for the corresponding eigenvalue 
(-- 2.7% compared to -2.8%). It is, however, con- 
siderably smaller for the remaining PCs. This clearly 
demonstrates the effect of the extra approximation 
involved in deriving Eq. (14) from Eq. (10). For the 
last PC the predicted bias even overestimates the real 
bias. It is, however, not to be expected that this 
“beneficial” effect will hold in general. The addi- 
tional approximation leads to a tendency to overesti- 
mate but it can not be concluded that it always leads 
to an effective cancellation of the effect of the 
implicit approximation with respect to Eq. (6). The 
data set considered here might just be a favourable 
case. This further illustrates the fact that simulation 
results can only be trusted if the data are designed 
with respect to a specific application. 
5. Conclusions 
In this paper it is emphasized that bias resulting 
from random measurement errors should always be 
expected for an estimated quantity if the calculation 
involves a non-linear transformation of the measured 
data. This has been illustrated by the simple example 
where one measures a quantity in order to estimate 
its square. There is a strong analogy between this 
simple illustrative example and PCA where the 
eigenvalues represent sums of squares. The role of 
measurement errors in PCA is described by Mali- 
nowski’s error functions. Using these error functions 
expressions have been derived that enable the predic- 
tion of the bias in the eigenvalues of PCA and 
singular values of SVD. The derived expressions 
constitute the generalization of the result given by 
Goodman and Haberman for the case that only one 
PC is significant (see Table 1). A definition for the 
signal-to-noise ratio has been proposed that describes 
the error situation for each individual PC. An impor- 
tant advantage of the current definition is that it 
improves the interpretation of the derived bias ex- 
pressions. 
It is shown how the effect of the underlying 
approximations should be validated and how the 
expressions should be evaluated in practice. The 
adequacy of the derived expressions for PCA is 
validated by a small simulation study. For the data 
set considered it is shown that depending on the 
signal-to-noise ratio for a specific PC the derived 
bias expressions work well. For example, a bias that 
is 1.5 times the standard error is accurately pre- 
dicted. It has been argued that simulation results 
(even for large studies) are always restricted with 
respect to their usefulness for practical applications. 
Rather than relying on results presented in the litera- 
ture future researchers hould devise simulations that 
include data sets that correspond to the complexity 
of their specific problem. Such a validation could 
proceed along the line detailed in this study. Finally, 
it is important to note that the derived bias expres- 
sions are based on Malinowski’s error functions. 
Their applicability is therefore - in a strict sense - 
limited to the case that the measurement noise is 
uncorrelated and homoscedastic. It is, however, to be 
expected that these expressions are still useful if the 
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data matrix is adequately fitted by PCA after the 
application of balanced scaling [81. 
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