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The existence of solutions of an abstract Nemytskii-type differential equation in a
Hilbert space X satisfying a relationship of the form x1 = Gx0 is investigated.
Here G is a prespeciﬁed operator deﬁned on X. © 2001 Academic Press
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1. INTRODUCTION
This article is devoted to the existence of solutions of a boundary value
problem governed by an abstract differential equation in a real Hilbert
space, when the nonlinearities behave as a Nemytskii-type operator.
Let X be an arbitrary real Hilbert space with norm · generated from
the inner product · and let I denote the interval 0 1	. If x
 I → X is
a continuous function and t is a point in I, the supremum of x on the
interval 0 t	 will be denoted by xt . In particular, for t = 1 we write
simply x instead of x1. Let CIX be the Banach space of all such
functions endowed with the norm ·. We denote by B0 r the open ball
in CIX centered at 0 and with radius r > 0. Then B0 r denotes the
(strong) closure of B0 r.
Now let G be an operator from the space X into itself. Motivated mainly
from periodic and related boundary value problems for ordinary differential
equations discussed, e.g., in [1–5, 8], we introduce the following deﬁnition:
Let αβ be distinct points in the interval I. An element x ∈ CIX will
be called a Gαβ path if it satisﬁes the relationship
xα = Gxβ(1.1)
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Herein we are concerned with the existence of G0 1 paths that are (strong)
solutions of an abstract differential equation of the form
x′· = Tx· aa t ∈ I e
where T is a given Nemytskii-type operator speciﬁed below and the deriva-
tive is understood in the strong sense. Given any point x0 ∈ X, the Cauchy
problem e − x0 = x0 admits unique (local or global, strong or weak)
solutions provided that some measurability, integrability, and smoothness
conditions are imposed on the operator T . For instance, in [9], by using
approximation arguments and the Kuratowskii measure of (strong) non-
compactness, the existence of a (strong) global solution was proved. (For
the weak case, consult [8].)
Whereas the well known Cauchy problem
x′ = f t x x0 = x0(1.2)
is concerned, where f 
 I × D → XD ⊆ X, and X is a general Banach
space, we could ﬁnd a variety of approaches in the literature devel-
oped by many authors, among which leadership roles were played
by V. Lakshmikantham, G. Ladas, S. Leela, and R. H. Martin; see,
e.g., 3 5 7	, as well as the list of references in 6	.
In this work we prefer to make use of some material from the very inter-
esting book by Heikkila and Lakshmikantham 2	. Indeed the conditions
they imposed to get the existence of solutions on the interval 0 1	, the
uniqueness, and the continuous dependence are enough for us to prove the
existence of G0 1 paths.
2. THE MAIN RESULTS
Consider an operator S deﬁned on the cartesian product CIX ×
CIX and taking values in the set MIX of all (strongly) measurable
functions w
 I → X, satisfying the following conditions:
(S1) There is a function p ∈ L1I+ such that
Sx ut − Sy ut ≤ ptx− yt
for all x u y ∈ CIX and for aa t ∈ I.
(S2) There is a Caratheodory function q
 I × + → + such that
(a) qt · is nondecreasing for aa t ∈ I;
(b) the initial value problem
η′ = ptη+ qt η η0 = η0(2.1)
has an upper solution η on I for some η0 > 0;
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(c) the zero function is the only solution of Eq. (2.1) on I when
η0 = 0; and
(d) it holds
Sx ut − Sx vt ≤ qt u− vt
for all x u v ∈ CIX with u− vt < η1 and aa t ∈ I.
It is clear that if S satisﬁes conditions (S1) and (S2), then, for any b ∈ X,
the operator S + b also satisﬁes the same conditions. Thus, without loss of
the generality, we can assume that S0 0· = 0. Also, if (S1) and (S2)
are satisﬁed, then the operator S is a “causal” operator, in the usual sense,
namely having the following property: For all t ∈ I and x u y v ∈ CIX
it holds that Sx ut = Sy vt provided that xs = ys and us =
vs for all s ∈ 0 t	.
Now we set
Tx· 
= Sx x·
and formulate the operator equation (e). We observe that for each x in
CIX such that xs ≤ xt < η1 s ∈ 0 t	, it holds that
Txt ≤ Sx 0t − S0 0t + Sx xt − Sx 0t
and therefore from (S1) and (S2) it follows that
Txt ≤ ptxt + qt  xt(2.2)
Theorem 2.1. Assume that S is an operator satisfying the conditions (S1)
and (S2), and let η be the upper solution in (2.1) for some initial value η0 =
η0 > 0. If G is an operator such that for some  > 0 with η0 > , G maps
the ball B0 η1 −  into the ball B0 η0 − , continuously, then there is
a G0 1 path x satisfying equation (e) almost everywhere on I and, moreover,
xt ≤ ηt −  for all t ∈ I.
Proof. First of all we observe that for each point x0 ∈ X the initial
value problem e − x0 = x0 has a unique solution x·x0 deﬁned on
the whole interval I. This fact follows from [2, Theorem 5.1.1, p. 332]. Also
from [2, Theorem 5.1.2, p. 334] the solution x·x0 depends continuously
on the initial value x0.
Let  be the positive number as in the assumptions. We set θt 
= ηt−
 for all t ∈ I. Then from (2.1) it follows that
θ˙t > ptθt + qt θt(2.3)
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for all t ∈ I. Consider a point x0 in the closed ball B0 θ0. As we have
seen, the solution x· 
= x·x0 is deﬁned on the whole interval I. Assume
that the graph of the solution x on I leaves the bounded set
M 
= ⋃
t∈I
[t × B0 θt
Consequently there is a point t¯ u in the graph space I ×X that belongs
to the boundary of the set M and is such that xt¯ = u and s xs does
not belong to the set M , for all s in a right neighborhood of t¯. We suppose
that t¯ is the smallest such time.
We claim that t¯ = 1, hence
xtx0 ≤ x1x0 ≤ θ1(2.4)
for all t ∈ I. Indeed, assume, on the contrary, that t¯ < 1. Then we must
have xt¯ = θt¯ and xs > θs for all s ∈ t¯ r, for some r < 1.
Deﬁne the real-valued function
φt 
= 12 θ2t − xt2 t ∈ 0 1	
for which we observe that φt¯ = 0 and φs < 0, for all s in t¯ r. There-
fore, it must satisfy the inequality φt¯ ≤ 0. Since the function θ is increas-
ing, we conclude that xs ≤ xt¯ = θt¯ ≤ θ1 < η1 for all s ∈ 0 t	.
Then we observe that
φ˙t¯ = θt¯θ˙t¯ − xt¯ x˙t¯
≥ θt¯θ˙t¯ − xt¯x˙t
≥ θt¯θ˙t¯ − xt¯Sx xt¯
Hence from (2.2) and (2.3) it follows that
φ˙t¯ > θt¯θ˙t¯ − ptθt − qt θt	 > 0
a contradiction. This proves our claim.
From (2.4) it follows that the set
St 
= xtx0
 x0 ∈ B0 θ0
is closed and bounded. Then from (2.2) we conclude that the set
S 
= x·x0
 x0 ∈ B0 θ0
is equicontinuous and, so, by the Argela–Ascoli theorem, S is a compact
subset of the space CIX. By the continuity of the projection
Prt
 x·x0 → xtx0
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for each t ∈ I, we get that the set S1 
= Pr1S is compact. Therefore
the mapping
K
 x0 → x1 = x1x0
which is (well) deﬁned on the set B0 θ0 and has range in S1 ⊆B0 θ1, is completely continuous. Next deﬁne the continuous function
Hx 
= G ◦Kx x ∈ B0 θ0
From our assumptions and the previous statements, it follows that the oper-
ator H is a completely continuous mapping of the ball B0 θ0 into itself.
An application of the Schauder ﬁxed point theorem implies the existence
of a point x0 in B0 θ0 such that Hx0 = x0. In other words, a solu-
tion x·x0 of equation (e) exists that satisﬁes the operator relationship
x0 = Gx1x0, namely x0 = Gx1. q.e.d.
3. AN APPLICATION
Consider two sequences a 
= αn and b 
= βn in the Hilbert space l2 of
(real) sequences x 
= xn with x2 
= 
∑
x2n1/2 < +∞ and formulate
the inﬁnite order linear differential system
x˙ = Ax+ Bx s
on the interval I 
= 0 1	, where A 
= aij with aij 
= δijαi and B 
= bij
with bij 
= δij+1βi. Here δij denotes the Kronecker delta. Observe that
the assumptions (S1) and (S2) are satisﬁed with
pt 
= a2
and
qt η 
= b2η
Let c 
= γn ∈ l∞ be a sequence such that
c∞ 
= sup
n≥1
γn < e−λ
where λ 
= a2 + b2. Let also γ0 be an arbitrary real number. Then we
can ﬁnd a large number ξ > 0 and a small  > 0 such that
γ20 + c2∞ξeλ − 2 ≤ ξ − 2(3.1)
Now consider the operator G deﬁned for each y 
= yn ∈ l2 by the type
Gy 
= γ0 γ1y1 γ2y2   
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and the solution ηt 
= η0eλt , with initial value η0 
= ξ, of the scalar
differential equation
η˙ = λη t ∈ I
Then (3.1) implies that the assumptions of Theorem 2.1 are satisﬁed. This
means that a solution x 
= xn of Eq. (s) exists on I satisfying the rela-
tion x0 = Gx1. The latter is equivalent to x10 = γ0 and xn+10 =
γnxn1 n = 1 2    .
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