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the resulting magnetic field maps. A. A. Vidotto provided scientific advice mainly in con-
text of the comparison with the observations of solar cycle 24. All required codes for the
analysis are written by me.
Abstract
Good knowledge about cool star magnetic activity, topology and cycles is crucial to find a
second solar system and to better understand ours. The Zeeman-Doppler-Imaging (ZDI) sur-
veys, which unveil the stellar magnetic field topology, have now run for long enough to detect
solar-like activity cycles. This is a good point to review what ZDI detects robustly and how to
interpret the resulting ZDI maps. As ZDI only detects the large-scale magnetic field an impor-
tant question to answer is: What can we learn from the large-scale field topology about the
small-scale field for solar-like stars?
I connect 3D non-potential flux transport simulations based on the Sun with the obser-
vational ZDI technique. First, I decomposed the magnetic field topology of the simulations
into different length-scales. I discovered that the large-scale field reflects global properties of
the small-scale field emergence for slowly-rotating solar-like stars. Second, I used synthetic
line profiles modelled from the simulations as input for ZDI. I showed that ZDI can recover
the hints of the small-scale flux emergence in the observable large-scale field for slow rotators
but recovers approximately one order of magnitude lower magnetic energy. The maximum
entropy regularisation used in ZDI prevents the correct reconstruction of the magnetic energy
distribution but ZDI can recover the fractions of the different field components reasonably
well.
To examine if ZDI can recover solar-like cycles, I applied ZDI to non-potential flux transport
simulations modelling the solar magnetic field over 15 years. I discovered that the axisym-
metric poloidal fraction and the axi- and non-axisymmetric energy are the best parameters to
track solar-like activity cycles while the averaged large-scale field or the total energy show no
or misleading trends.
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Introduction
1.1 Motivation
The magnetic activity of stars plays a key role to answer topical questions in stellar evolution
(e.g. Folsom et al. 2018), the behaviour of the stellar wind (e.g. Finley et al. 2019) or in
exoplanet research (e.g. Klein & Donati 2019). The signal of an earth-like planet around a
solar-like star has same amplitude as the signal coming from the host star’s magnetic activity,
Haywood et al. (2014). To detect a second earth or solar system and to better understand our
own, we need a good and deep understanding about cool stars magnetic activity.
One open question is to find an explanation for the detection of strong, often dominant,
toroidal fields on cool stars. They often appear in the shape of unidirectional azimuthal mag-
netic fields or even closed rings which is a completely different magnetic field topology as seen
at our Sun. These azimuthal fields are observed for very active stars in the saturated dynamo
regime (Donati et al., 1992; Donati & Brown, 1997) as well as for less active stars (e.g. Dun-
stone et al. 2008) and in several other spectral classes (e.g. Marsden et al. 2006b; Petit et al.
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2008). Their origin is part of current research. Stellar winds were excluded by Jardine et al.
(2013). Possible theories are grounded in the dynamo theory (e.g. Donati & Brown 1997;
Brandenburg 2005; Brown et al. 2011), in the inter-network (e.g. Schüssler & Vögler 2008)
or in star spots, as I analysed in my master thesis using a simple star spot model, (Lehmann,
2015).
The determination of magnetic field maps is possible due to the Zeeman-Doppler-Imaging
technique (ZDI), which is able to detect the stellar large-scale field topology. However, we
could show in See et al. (2019) that ZDI only observes less than 20% of the total magnetic
field of F, G, K and M dwarfs, see also Reiners & Basri (2009); Morin et al. (2010) for previous
studies focusing on M dwarfs. It is difficult to interpret the large-scale field topologies if the
majority of the magnetic field is hidden in the small-scale structures, see e.g. Johnstone et al.
(2010); Arzoumanian et al. (2011); Lang et al. (2014). Stellar small-scale field distributions
are still unknown but exoplanet studies start to unveil scale sizes and distributions of surface
spots. For example a transiting planet can be used as probe to stellar surface structures, see
e.g. Morris et al. (2017).
This raises questions about what ZDI robustly detects and how to interpret the observed
large-scale field topologies. What can we learn from the large-scale field topology about the
small-scale field distribution and how are they linked for solar-like stars? My PhD thesis aims
to answer these questions. I am using solar-based 3D non-potential flux transport simulations
to understand the link between solar-like small-scale flux emergence and their effects on the
observable large-scale field, see Chapter 3. In the next step, I examine the detectability of the
large-scale field topologies of solar-like stars with the ZDI technique, see Chapter 4. Finally, I
investigate what would be the best strategy to observe solar-like activity cycles, see Chapter 5.
My results will help by the interpretation of the stellar magnetic field maps and to find a second
Sun in terms of activity (cycle).
Parts of the following sections are based on or paraphrased from the introductions of my
publications.
1.2 Description of the magnetic field
In this section, I describe and derive the magnetic field equations on which the methods
and techniques, applied in this thesis, are based. I am using the magnetic field description
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grounded on the spherical harmonic modes and restrict the equations mostly to the stellar
surface1, see Section 1.2.1. In Section 1.2.2 I introduce the potential and non-potential field
equations. The derivations in both sections can be found in many textbooks.
1.2.1 Magnetic field description using spherical harmonics
If no electric currents are present, Ampere’s law can be written as ∇× B = 0. The magnetic
field is then potential. A potential magnetic field B defined as B = −∇Ψ must satisfy the
Laplace equation,
∇2Ψ = 0, (1.1)
in any volume, where Ψ(r,θ ,φ) is a 3D flux function. Further Gauß’s law (∇ · B = 0) needs
to be fulfilled. Magnetic fields are always divergence free as no magnetic monopoles exist.
I want to find a solution for Eq. 1.1 in spherical polar coordinates and use the spherical
harmonics for this purpose. Laplace’s Equation in spherical polar coordinates is
∇2Ψ = 1
r2
∂
∂ r

r2
∂Ψ
∂ r

+
1
r2 sinθ
∂
∂ θ

sinθ
∂Ψ
∂ θ

+
1
r2 sin2 θ
∂ 2Ψ
∂ φ2
= 0. (1.2)
I insert the trial solution
Ψ(r,θ ,φ) = R(r)Θ(θ )Φ(φ) (1.3)
into Eq. 1.2 and multiply it by r
2 sin2 θ
Ψ(r,θ ,φ) . The result is:
sin2 θ
R(r)
∂
∂ r

r2
dR(r)
dr

+
sinθ
Θ(θ )
∂
∂ θ

sinθ
dΘ(θ )
dθ

+
1
Φ(φ)
d2Φ(φ)
dφ2︸ ︷︷ ︸
(I)
= 0. (1.4)
Term (I) only depends on φ and shall be set to −m2
1
Φ(φ)
d2Φ(φ)
dφ2
= −m2. (1.5)
The variable m must not be a function of any of the three variables r,θ ,φ as
1
Φ(φ)
∂ 2Φ(φ)
∂ φ2︸ ︷︷ ︸
LHS is only a function of φ
= −sin2 θ
R(r)
∂
∂ r

r2
∂ R(r)
∂ r

− sinθ
Θ(θ )
∂
∂ θ

sinθ
∂Θ(θ )
∂ θ

︸ ︷︷ ︸
RHS is only a function of θ and r
= −m2 (1.6)
1The magnetic field observations based on ZDI are only using the photospheric spectral lines, so that my analysis
of the stellar magnetic field is focused on the photosphere r = R?.
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but needs to hold for all values of r,θ and φ. Eq. 1.5 has the commonly known solution
Φ(φ) = C1e
imφ , (1.7)
where C1 is a constant. The function Φ(φ) needs to be unchanged under 2pi rotation (Φ(φ) =
Φ(φ + 2pi)) to be rotationally symmetric. This restricts m to integer values.
Putting the solution for Φ (Eq. 1.7) into Eq. 1.4 and dividing it by sin2 θ separates the
Laplace equation in two terms, which only depend on r or θ .
1
R(r)
∂
∂ r

r2
∂ R(r)
∂ r

︸ ︷︷ ︸
(III)
+
1
sinθ
1
Θ(θ )
∂
∂ θ

sinθ
∂Θ(θ )
∂ θ

− m2
sin2 θ︸ ︷︷ ︸
(II)
= 0 (1.8)
I set term (II) equal to −`(`+1) and term (III) equal to `(`+1), while `must not be a function
of any of the three variables r,θ ,φ following the same argument as for m, see Eq. 1.6. In the
following, I derive the solution for the terms (II) and (III) separately and the choice of `(`+1)
will be comprehensible.
Term (II) gives
1
sinθ
1
Θ(θ )
∂
∂ θ

sinθ
∂Θ(θ )
∂ θ

− m2
sin2 θ
= −`(`+ 1). (1.9)
Substituting Eq. 1.9 with µ= cosθ and ddθ =
dµ
dθ
d
dµ = − sinθ ddµ results in:
∂
∂ µ

(1−µ2)∂Θ(µ)
∂ µ

+

− m2
1−µ2 + `(`+ 1)

Θ(µ) = 0, (1.10)
which is the associated Legendre differential equation. It has solutions of the form
Θ(θ ) = C2P`m(cosθ ) + C3Q`m(cosθ ), (1.11)
where C2 and C3 are constants and P`m(cosθ ) and Q`m(cosθ ) are the associated Legendre
functions of the first and second kind. The solution should be finite at θ = 0, so that Q`m(cosθ )
needs to be dismissed by setting C3 = 0,∀`, m. I receive then the following solution for
Eq. 1.10:
Θ(µ) = P`m(µ) = (−1)m 12``!(1−µ
2)
m
2
d`+m
dµ`+m
(µ2 − 1)`. (1.12)
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The highest order of µ in (µ2 − 1)` is 2`, so the derivative d`+mdµ`+m (µ2 − 1)` vanishes for m > `.
Further, I restrict m≥ −`, so that no negative order derivatives occur. Thus, −`≤ m≤ `.
Term (III), which only depends on r, can be rearranged into the form of a second order
Euler-Cauchy equation using the product rule:
1
R(r)
∂
∂ r

r2
∂ R(r)
∂ r

= `(`+ 1) (1.13)
⇔ r2 ∂ 2R(r)
∂ r2
+ 2r
∂ R(r)
∂ r
− `(`+ 1)R(r) = 0 (1.14)
The Euler-Cauchy equation is known to have solutions of the form R(r) = rn. To determine n
I put R(r) = rn and its derivatives ∂ R(r)∂ r = nr
n−1 and ∂ 2R(r)
∂ r2 = n(n− 1)rn−2 into Eq. 1.14 and
get
n(n− 1)rn + 2nrn − `(`+ 1)rn = 0 (1.15)
⇔(n(n− 1) + 2n− `(`+ 1))rn = 0 (1.16)
⇒n2 + n = `(`+ 1) (1.17)
⇒n =

`
−(`+ 1)
(1.18)
The weighted sum of solutions is itself a solution to differential equations, so that a solution
for term (III) is:
R(r) = C4r
` + C5r
−(`+1), (1.19)
where C4 and C5 are constants.
I combine the solutions for the single variables (Eq. 1.7,1.12,1.19) and receive the full
solution for the Laplace equation in the spherical polar coordinates:
Ψ(r,θ ,φ) = R(r)Θ(θ )Φ(φ) =
∞∑
`=0
∑`
m=−`

a`mr
` + b`mr
−(`+1) P`m(cosθ )eimφ . (1.20)
As the magnetic field is defined as B = −∇Ψ, I get the following expression for the magnetic
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field in spherical polar coordinates based on the spherical harmonics:
Br(r,θ ,φ) = −∂Ψ
∂ r
= −
∞∑
`=0
∑`
m=−`

a`m`r
`−1 − b`m(`+ 1)r−(`+2)

P`m(cosθ )e
imφ ,
Bθ (r,θ ,φ) = −1r
∂Ψ
∂ θ
= −
∞∑
`=0
∑`
m=−`

a`mr
`−1 + b`mr−(`+2)
 dP`m(cosθ )
dθ
eimφ ,
Bφ(r,θ ,φ) = − 1r sinθ
∂Ψ
∂ φ
= −
∞∑
`=0
∑`
m=−`

a`mr
`−1 + b`mr−(`+2)

P`m(cosθ )
im
sinθ
eimφ . (1.21)
1.2.2 Field modelling at stellar surface
I can simplify Eq. 1.21 with the following assumptions: First, I let B→ 0 for r →∞ and set
the terms a`m → 0 to prevent r`−1 →∞ for r →∞. Furthermore, I can neglect ` = 0 in
general as there are no magnetic monopoles. The amplitudes with negative m are equal to
the ones with positive m, so that the sum
∑`
m=−` can be reduced to
∑`
m=0(2− δm,0), where
δm,0 is the Kronecker delta function, (Johnstone, 2012). My work focusses on the magnetic
field at the stellar surface, so I set r = R. Applying these simplifications and defining c`m =
b`m(`+ 1)R−(`+2), I get for the magnetic field at the stellar surface:
Br(θ ,φ) =
∞∑
`=0
∑`
m=0
(2−δm,0)c`mP`m(cosθ )eimφ ,
Bθ (θ ,φ) = −
∞∑
`=0
∑`
m=0
(2−δm,0) c`m
`+ 1
dP`m(cosθ )
dθ
eimφ ,
Bφ(θ ,φ) = −
∞∑
`=0
∑`
m=0
(2−δm,0) c`m
`+ 1
P`m(cosθ )
im
sinθ
eimφ . (1.22)
The coefficient c`m can be determined by solving
c`m =
(2`+ 1)[(`−m)!]
4pi(2−δm,0)[(`+ m)!]
∫ 2pi
0
∫ pi
0
Br(θ ,φ)P`m(cosθ )e
−imφ sinθdθdφ, (1.23)
which only depends on the radial surface field2.
The Eq. 1.22 expresses the magnetic field B for potential surface fields but potential fields
are often insufficient to describe the surface magnetic field for solar-like stars, see e.g. Jar-
2The derivation of c`m uses the polynomial orthogonality conditions and can be derived by inserting Br(θ ,φ) from
Eq. 1.22 into
∫ 2pi
0
∫ pi
0
Br(θ ,φ)P`′m′(cosθ )e−im
′φ sinθdθdφ, see e.g. Johnstone (2012).
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dine et al. (2013); Lehmann et al. (2019) or Chapter 2.4.1. A non-potential field expression
is needed. I use the expressions based on Elsasser (1946) and Chandrasekhar (1961, Ap-
pendix III):
Br(θ ,φ) =
∑
`m
α`mP`me
imφ ,
Bθ (θ ,φ) =
∑
`m
β`m
1
`+ 1
dP`m
dθ
eimφ +
∑
`m
γ`m
imP`me
imφ
(`+ 1) sinθ
,
Bφ(θ ,φ) =
∑
`m
β`m
imP`me
imφ
(`+ 1) sinθ
−∑
`m
γ`m
1
`+ 1
dP`m
dθ
eimφ . (1.24)
The normalisation constant is defined as
c`m =
√√2`+ 1
4pi
(`−m)!
(`+ m)!
, (1.25)
and is now included in the associated Legendre polynomial P`m ≡ c`mP`m(cosθ ). The sums∑∞
`=0
∑`
m=0(2−δm,0) are summarised to
∑
`m.
I am changing now from a right-handed coordinate system3 to a left-handed coordinate
system, which results in the change of the direction of the φ-component. From now onwards
the radial field component Br points towards outwards, the meridional field Bθ runs with co-
latitude (from north to south) and the azimuthal component Bφ runs in the clockwise direction
as viewed from North pole4. Eq. 1.24 changes accordingly to:
Br(θ ,φ) =
∑
`m
α`mP`me
imφ ,
Bθ (θ ,φ) =
∑
`m
β`m
1
`+ 1
dP`m
dθ
eimφ +
∑
`m
γ`m
imP`me
imφ
(`+ 1) sinθ
,
Bφ(θ ,φ) = −
∑
`m
β`m
imP`me
imφ
(`+ 1) sinθ
+
∑
`m
γ`m
1
`+ 1
dP`m
dθ
eimφ . (1.26)
This was done to be consistent with the left-handed coordinate system used by Vidotto (2016),
see Eq. 1-6 or 26-31, in the following chapters, e.g., for the spherical harmonic decomposition,
see Chapter 2.1.
The vector magnetic field can be described in different coordinate systems. Until now, I
3Right-handed spherical coordinate system means: er × eθ = eφ .
4For the right-handed coordinate system the azimuthal component Bφ runs in the anti-clockwise direction. The
radial and meridional component remain the same.
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used the spherical polar coordinates: radial r, meridional θ and azimuthal φ. Beside that, the
magnetic field can be described by using the poloidal and toroidal component. The following
expression in the toroidal and poloidal field will also help to better understand the origin of
Eq. 1.26.
Chandrasekhar (1961) showed, that a solenoidal field B (∇ · B = 0) can be expressed by
the toroidal Btor and poloidal field Bpol, (Btor +Bpol) = B,
Btor =∇×

Ψ
r
r

,
Bpol =∇×

∇× Φ
r
r

, (1.27)
where Ψ and Φ are arbitrary scalar functions of position. Expressing Ψ and Φ in spherical
harmonics with the help of the coefficients T (r) and S(r), that can be functions of r, one
receives:
Ψ = T (r)P`me
imφ ,
Φ= S(r)P`me
imφ . (1.28)
To get Eq. 1.26 again, I solve Eq. 1.27 by relating the poloidal field coefficient S(r) to the two
coefficientsα`m and β`m and the toroidal field coefficient T (r) to the γ`m coefficient of Eq. 1.26.
I receive then the following expressions for the toroidal and poloidal field by restricting the
expressions to the stellar surface again and still applying a left-handed coordinate system:
Bpol = (Br,pol, Bφ,pol, Bθ ,pol), (1.29)
Br,pol(θ ,φ) =
∑
`m
α`mP`me
imφ ,
Bθ ,pol(θ ,φ) =
∑
`m
β`m
1
`+ 1
dP`m
dθ
eimφ ,
Bφ,pol(θ ,φ) = −
∑
`m
β`m
imP`me
imφ
(`+ 1) sinθ
, (1.30)
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Btor = (Br,tor, Bφ,tor, Bθ ,tor) (1.31)
Br,tor(θ ,φ) = 0,
Bθ ,tor(θ ,φ) =
∑
`m
γ`m
imP`me
imφ
(`+ 1) sinθ
,
Bφ,tor(θ ,φ) =
∑
`m
γ`m
1
`+ 1
dP`m
dθ
eimφ , (1.32)
where (Bpol,Btor) = B. These expressions for the toroidal and poloidal field were orginally
given in a right-handed coordinate system by Chandrasekhar (1961). To receive the right-
handed expressions again, the sign of the φ-component in Eq. 1.30 and 1.32 needs to be
reversed.
One can now describe any surface magnetic field with the help of the coefficients α`m,β`m
and γ`m as this magnetic field description has no a-priori assumptions. One has the description
of the potential surface magnetic field again by setting γ`m = 0. The potential field is also a
pure poloidal field in this case. The restriction of α`m and β`m provides advantages by extrap-
olating the surface magnetic field to outer radii r > R, see Chapter 2.4.1. The components of
both coordinate systems (radial, azimuthal, meridional and toroidal, poloidal) are mutually
orthogonal to each other.
In this description the magnetic field is a composition of several spherical harmonic modes,
that are specified by the ` and m modes. The `-mode indicates the order of the multipole, e.g.
dipole for ` = 1, quadrupole for ` = 2, octopole for ` = 3 and so on. The m-mode indicates
the axisymmetry of the mulitpole, i.e. the alignment of the multipole with the rotation axis.
I use the common definition, that the axisymmetric modes are only the modes where m = 0.
In the literature the axisymmetric modes are sometimes defined as all modes where m< `/2,
which is a less strict definition than I apply. The modes imply the number of nodal crossings
or polarity switches in the meridional and azimuthal direction5. Fig. 1.1 presents the radial
magnetic field for the first three ` and m-modes.
1.3 Detection of the stellar magnetic field
The first detection of a stellar magnetic field was achieved by George Ellery Hale (1908). He
uncovered the magnetic field in sunspots by observing the Zeeman splitting and broadening
5The number of nodal crossings for the meridional direction is given by `−m and for the azimuthal direction by
m.
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Figure 1.1: An illustration of the radial magnetic field of Eq. 1.26 for the first three ` and m-modes.
The magnetic field is colour coded from red to blue representing positive to negative radial magnetic
field values. The spherical harmonic function P`m dominates the radial magnetic field and characterises
the nodal crossing.
in absorption lines at Mount Wilson. Babcock (1947) detected the first stellar magnetic field
on a star other than the Sun, which was at the Ap star 78 Vir showing a magnetic field of
1.5 kG. More than 30 years later Robinson et al. (1980) compared spectral lines of differ-
ent Landé factors and achieved the first detection of magnetic fields on solar analogous for
70 Oph A (K0 V) and ξ Boo A (G8 V). Nowadays, we have detected cool star magnetic fields
on M Dwarfs (Donati et al., 2008b; Morin et al., 2008a, 2010), solar-like and young solar-
type stars (Marsden et al., 2006a; Petit et al., 2008; Folsom et al., 2016; Folsom et al., 2018),
T Tauri stars (Carroll et al., 2012; Hill et al., 2017, 2019), planet-host stars (Fares et al., 2013)
and gaints (Konstantinova-Antova et al., 2010; Tsvetkova et al., 2019). They show magnetic
field strengths over several orders of magnitudes and the Zeeman-Doppler-Imaging technique
enables us to get magnetic field maps of the photospheric field.
This thesis focusses on the magnetic field topologies of cool stars. It should be mentioned
that also hot and degenerated stars show magnetic fields and that the stellar magnetic field
evolves with age in general. The appearence and the origin of the magnetic field for hot and
degenerated stars is very different from cool stars. A good summary about the stellar magnetic
fields of different spectral classes, masses and ages is given by Berdyugina (2009).
1.3.1 Zeeman effect and spectropolarimetry
Pieter Zeeman (1897) opened the window for detecting magnetic fields by measuring the
broadening of emission and absorption lines in polarised light under the influence of strong
magnetic fields. The Zeeman effect enables us to detect magnetic fields from µG in molecular
10
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Figure 1.2: a. A schematic illustration of the atomic energy level degeneration during the Zeeman
effect allowing the transition for m = −1,0,+1 corresponding to the σ−,pi and σ+ component, where
the σ± components are red or blue wavelength shifted. b. An illustration of the different polarisations
of the Zeeman components. By observing the magnetic field B longitudinal (z-direction) the σ± com-
ponents are circularly polarised and pi is forbidden. By observing the magnetic field B transversal (x-
or y-direction) the three different components are linearly polarised.
clouds to 1015 G in Neutron stars. If an isolated atom is affected by a magnetic field B, the
magnetic Hamiltonian
HB = µ0(L+ 2S) +
e2
8mc2
(B× r)2 (1.33)
needs to be added to the undisturbed Hamiltonian H0, where µ0 =
eh
4pimc is the Bohr magneton
(m is the electron mass and e the electron charge, h the Planck constant, c the speed of light),
L and S describe the total orbital angular momentum and spin, and r is the position operator
of the electronic cloud. The diamagnetic term e
2
8mc2 (B× r)2 needs only be taken into account
for strong magnetic fields found in white dwarfs or neutron stars and can be neglected for
non-degenerates stars, (Donati & Landstreet, 2009). The atomic energy levels degenerate
under the influence of magnetic fields and split into 2J +1 sublevels, where J is total angular
momentum quantum number of the atom. The degenerated energy levels are shifted by
∆E = µ0 gBM , M = −J ,−J + 1, · · · , J + 1, J , (1.34)
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where g is the dimensionless Landé factor6 and M the magnetic quantum number. A dipole
transition between two energy levels and therefore the emission or absorption of photons
is only allowed for ∆M = −1, 0,1, see Fig. 1.2a. These three groups of transitions obtain
different polarisation signatures depending on the angle between the magnetic field vector
and observer, see Fig. 1.2b. The spin of a circularly polarised photon absorbed by an atom
causes a change of ∆M = ±1. The spin of a linearly polarised photon is zero and allows the
transition with ∆M = 0. Transitions with ∆M = ±1 are called σ± components, which are
circularly polarised by observing the magnetic field longitudinal (parallel to B) and linearly
polarised by observing the magnetic field transversal (perpendicular to B). Transitions with
∆M = 0 are called pi components and vanish by observing the magnetic field longitudinal and
are linearly polarised by observing transversal. The pi component has the same wavelength as
the undisturbed spectral line λ0 but the σ
± are red/blue wavelength shifted by
∆λB = µ0 gλ
2
0B = 4.67 · 10−13 gλ20

Å
2
B[G]. (1.36)
An example: the spectral line Fe I λ0 = 6173.34 Å has an effective Landé factor of g = 2.5. The
corresponding Zeeman splitting in the intensity profile would be 5.78pm = 2.81kms−1 for a
magnetic field of 1.3 kG in contrast to 2.16ms−1 for a magnetic field of 1 G, see also Fig. 1.3.
The splitting increases for longer wavelengths with∆λB ∝ λ20, which makes the near infrared
spectrum attractive for magnetic field detection, (Valenti et al., 1995). The molecular Zeeman
effect becomes more important for the detection and analysis of magnetic fields in very cool
stars and magnetic structures, e.g. Berdyugina et al. (2000); Afram et al. (2007); Berdyugina
et al. (2008).
The Zeeman splitting into the three components is affected by several other processes and
parameters of the stellar atmosphere. The photons undergo several absorption and emission
processes. They are affected by the temperature, gravitation, micro- and macro-turbulence
and the magnetic field of the respective layer of the atmosphere. Other broadening effects
like the thermal broadening (λtherm ∼ λ0pkB T/mc2, where kB is the Boltzmann constant, T
6For light atoms the Landé factor can be estimated via the Russell-Saunders (or L-S) coupling,
g = 1+
J(J + 1) + S(S + 1)− L(L + 1)
2J(J + 1)
(1.35)
where g is mostly between 0−3, (Donati & Landstreet, 2009). For transitions where the Russell-Saunders coupling
is no longer appropriate the effective Landé factor (Beckers, 1969) based on laboratory measurements (e.g.,
Reader & Sugar 1975) provides good results.
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Figure 1.3: The simulated spectral line Fe I 6173 Å in Stokes I (left) and Stokes V (right) without a
magnetic field (dashed line) and under the influence of a magnetic field of 1.3 kG (solid line). Figure
reproduced from Lehmann (2013, fig. 2.9) with permission.
the effective temperature, m the average particle mass) and the rotational broadening (λrot =
λ0
ve sin i
c , ve is the equatorial rotation velocity and i the inclination angle) can affect (and even
hide) the Zeeman splitting and therefore need to be taken into account.
To actually see the splitting of the spectral line into the three components in the unpolarised
light the magnetic field needs to be typically stronger than a few kG. In the case of cool stars
the spectral lines are only broadened in the wings and decrease in depth as the Zeeman shift
λB is smaller than the width of the undisturbed line, see Fig. 1.3. In the case of circularly
polarised light, σ± only appears if a magnetic field is present (if other circular polarisation
effects can be neglected which is normally the case). This allows the detection of magnetic
fields down to a few G in optical wavelengths or down to µG in radio.
George Gabriel Stokes (1852) introduced the following Stokes vectors to characterise the
different polarisations:
I = A2x + A
2
y I = l +↔
Q = A2x − A2y Q = l −↔
U = 2AxAy cosε U =↙↗−↘↖
V = 2AxAy sinε V =  − . (1.37)
where Ax ,y is the amplitude of the electromagnetic wave
7 and ε the phase difference between
7The electric field (Ex , Ey) of a polarised electromagnetic wave propagating in the z-direction can be described as
Ex = Ax cosφ
Ey = Ay cos(φ + ε), (1.38)
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the x and y component of the electric field vector. The unpolarised light is then described by
Stokes I, the linear polarisations by Stokes QU and the circular polarisations by Stokes V, see
also the visualisation of the Stokes vector on the right hand side of Eq. 1.37.
The Stokes V component typically has an amplitude of 5 % of the Stokes I (Piskunov
& Kochukhov, 2002) and is nowadays widely observed, e.g., with ESPaDOnS@CFHT, NAR-
VAL@TBL or HARPSPol. The Stokes QU reach typically only 0.5 % of the Stokes I (Piskunov &
Kochukhov, 2002) but it was possible to detect the full Stokes vector IQUV for the active star
II Peg by Rosén et al. (2015). However, currently only the brightest stars can be observed in
all four Stokes parameters.
A magnetic field measurement can be made from the unpolarised light (Stokes I) using
the Zeeman Broadening (ZB) technique, (Robinson et al., 1980; Saar, 1988; Reiners & Basri,
2006; Lehmann et al., 2015; Scalia et al., 2017). The spectral line profiles of magnetically
insensitive lines (effective Landé factor g ' 0) and magnetically sensitive lines (g > 0) are
compared to determine the total average unsigned magnetic field BI = B · f , where f is the
filling factor of the magnetic field B. The ZB technique detects the mean field strength over the
projected stellar disc including the magnetic field at all length scales. For relatively inactive
stars similar to the Sun the broadening is small and competes with other broadening effects.
For fast rotating stars the rotational broadening can hide even stronger magnetic fields and
high signal-to-noise ratio levels (S/N) are necessary8, (Reiners & Basri, 2006). However, the
ZB provides no information about the distribution of the magnetic field morphology or their
polarity.
1.3.2 Zeeman-Doppler-Imaging
The Doppler Imaging technique is able to resolve (indirectly) stellar discs for brightness and
abundance distributions, (Deutsch, 1958; Vogt & Penrod, 1983; Vogt et al., 1987). The stellar
rotation causes a specific Doppler-shifted contribution across the visible stellar disc. Spotted
regions lead to a rotationally modulated Doppler-shifted distortion in the spectral line profile
depending on their positions on the projected stellar discs, see also review of Rice (2002). The
faster the star rotates, the greater the projected equatorial velocity ve sin i and the greater the
range of Doppler-shifted contributions and therefore the spatial resolution. However, for fast
were Ax ,y are the amplitudes, φ the phase and ε the phase difference between Ex and Ey .
8In fact, ZB cannot be used for stars with projected rotational velocity higher than ≈ 35km s−1, (Reiners & Basri,
2006).
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rotators the rotational broadening makes the line profiles increasingly shallower. A higher S/N
is then required to detect structures in the broadened line profiles while at the same time one
needs to ensure that the exposure times are kept within a few percent of the rotation period
to reduce phase blurring (and hence more flux cancellation).
Applying the Doppler Imaging principles to polarised Stokes profiles enables the detection
of large-scale stellar magnetic field morphologies. Semel (1989) first proposed the technique
of Zeeman Doppler Imaging to map magnetic field distributions across the stellar surface of
rapidly rotating stars by tracing the rotationally modulated Stokes V signatures in spectral
time series. The first stellar magnetic field detection with ZDI was achieved by Donati et al.
(1989) followed by the first map by Donati et al. (1992). The circularly polarised Stokes V
signal is sensitive to the longitudinal component of the magnetic field, which allows us to
recover not only the location but also the orientation of the magnetic field. Fig. 1.4 shows
schematically how the Stokes V profiles vary if dot-like magnetic field regions of different
field components cross the stellar disc. Also the linearly polarised Stokes QU profiles can be
included to use the full Stokes vector, which reduces the cross-talk between the field vectors in
the resulting magnetic field map provided phase coverage is not compromised, (Wade et al.,
2000; Kochukhov et al., 2004; Rosén et al., 2015). See also figure 3 and 4 of the review of
Reiners (2012) for a good example of how Stokes IQUV are rotationally modulated by magnetic
structures.
The Stokes V profiles only appear if a magnetic field is present, which makes it ideal to
detect the large-scale stellar magnetic field. ZDI is only sensitive to the large-scale field as
the resolution is given by the range of Doppler distributions determined by ve sin i. Within a
resolution element the opposite polarities are cancelled, which restricts the detection to the
large-scale magnetic field. ZDI and ZB are in a sense complementary when applied to generally
slower rotating stars: ZDI can detect the location and orientation of the large-scale field and
the resolution gains from faster rotation periods. ZB can detect the unsigned magnetic field of
all length scales but without information about distribution or orientations and decreases in
sensitivity at faster rotation periods9. Both techniques are subject to inclination effects as no
signature is received from the unobserved obscured hemisphere.
For cool stars, even if they are relatively active, the Stokes V signal is still very weak. To
9For stars with projected equatorial rotation velocities ve sin i 25 kms−1.
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centre-v sin i v sin i
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D
E
Figure 1.4: A schematic representation of the variation in Stokes V for dot-like magnetic regions of
different magnetic field vector components. Contain the dots A, B, C radial field the Stokes V profile is
largest at the centre as the magnetic field is longitudinal observed. Contain the dots A, B, C azimuthal
field the field is longitudinal observed at the limb while showing opposite polarity. The meridional com-
ponent (gray dots E, D) is best observed polewards for higher inclined stars (i = 60◦). ZDI is affected by
cross-talk between the meridional and radial component as both components show similar signatures
on the right and left hemisphere. The figure is based on Hussain (2004, fig. 1) and reproduced from
Lehmann (2015, fig. 2.2) with permission.
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enhance the signal, spectropolarimeters10 observe a large fraction of the visible spectrum to
collect the polarised light of thousands of photospheric lines which are cross-correlated. The
signal from typically 1000–2000 photospheric lines is used to model a “mean” profile with
higher S/N. Currently, the Least Squares Deconvolution (LSD) (Donati et al., 1997) or the
Single Value Decomposition (Carroll et al., 2012) are the most commonly applied techniques.
The result of applying these cross-correlation techniques is to produce a mean profile that has
a S/N of several thousand if the peak input S/N is ≈ 100. Such high S/N is typically what is
needed to robustly detect and map magnetic fields in solar-type stars. One next possible step
is to determine a mean profile for a zero stellar magnetic field (BSim = 0) and cross-correlate
it with the observed one. The corresponding reduced χ2 is determined and minimised by
iteratively changing BSim of the simulated mean profile.
This is an ill-posed problem as in principle an infinite number of magnetic field configura-
tions would fit the observed profile within a specified level of agreement (usually measured as
χ2). The first implementations of ZDI filled the stellar surface with spots of independent mag-
netic field components (radial, azimuthal (east-west) and meridional (north-south), Donati &
Collier Cameron 1997; Donati & Brown 1997; Hussain et al. 2000). The problem is here that
unphysical solutions with ∇·B 6= 0 are possible as the three field components are not related.
Also simple field configurations like dipolar fields could not be reconstructed. Today most
codes use therefore the spherical harmonics description, (Hussain et al., 2002; Donati et al.,
2006b; Kochukhov, 2015). They fulfil Gauß’s law for magnetism (∇ · B = 0) automatically
and are able to recover all field configuration from dipolar fields to highly complex fields. The
spherical harmonic description was introduced in Section 1.2.1. The coefficients α`m,β`m,γ`m
(Eq. 1.26) are fitted to the mean profile, where further restrictions can be applied, e.g. axi-
/non-axisymmetric or potential/non-potential field configurations, see also Chapter 2.4.1.
A regularisation function is still needed to restrict the solution of the possible magnetic field
configurations. The maximum entropy approach with different implementations (Donati &
Brown, 1997; Hussain et al., 2000) is commonly used or alternatively a Levenberg-Marquardt
minimisation constrained by a Tikhonov regularisation (Piskunov & Kochukhov, 2002) or more
recently an iterative Landweber method (Carroll et al., 2012).
Next to all of the advantages of ZDI, it has a number of limitations:
10The most commonly used optical spectropolarimeters are currently ESPADONS at CFHT, NARVAL at TBL and
HARPSpol at the ESO 3.6m telescope. Just recently, SPIROU at CFHT become available.
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• The most important one is the restriction of the large-scale field detection. The Stokes V
profiles can only detect the net longitudinal surface magnetic field of the resolution ele-
ment limited by the stellar ve sin i, see also Chapter 2.3.2. The magnetic field structures
of opposite polarities cancel each other within the resolution element, so that ZDI is
blind to the small-scale field, e.g., the bipolar active regions emerging on the Sun. This
issue is especially relevant for slow rotators like the Sun or stars with complex large-scale
magnetic fields.
• The inclination between the line-of-sight and stellar rotation axis causes several limita-
tion. For stars with low inclination angles (i.e. more pole-on view) the magnetic field
of the southern hemisphere is mostly obscured and the field reconstruction of the low
latitudes is affect by cross-talk between the radial and meridional component, (Donati
& Brown, 1997). For stars with high inclination angles i > 85◦ (i.e. more equator-on
view) the Doppler-shift of the northern and southern hemisphere is identical, which
causes mirroring effects about the equator.
• The variable quality and S/N of the observed Stokes profiles affect the reconstructed
maps. This is especally relevant by comparing maps of the same star that have an activity
cycle, e.g. for τ Boo, (Mengel et al., 2016). Here a robust stopping criterion would help
as proposed by Alvarado-Gómez et al. (2015a).
• An uneven phase coverage and phase gaps widely affect the reconstructed maps. Also
the comparison between maps having a different amount of phase coverage needs to
done carefully.
• ZDI assumes that the surface magnetic field is stable along one stellar rotation. This is
not as much an issue for fast rotating stars as for slow rotating ones. We know from the
Sun that changes in the magnetic field distributions can happen on significantly smaller
time scales than the rotation period of the Sun.
1.4 Origin of the stellar magnetic field
The question of the origin of stellar magnetic fields seems to be answered for cool stars with
outer convection zones although there are still many open questions. Observational and theo-
retical evidences strongly favour that the magnetic fields of cool stars are generated by dynamo
processes via inductive processes in the stellar interior. Chabrier & Küker (2006) showed that
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a. b.
Figure 1.5: The illustration of the α- and Ω-effect. a. The Ω-effect converts poloidal fields into toroidal
as the differential rotation furls the field lines around the star. b. The α-effect converts the toroidal
field lines back to poloidal ones by twisting the toroidal field lines due to the cyclonic turbulence.
fossil fields11 would dissipate by convection within 1000 years for all stars with spectral types
later than mid-F. Due to the high turbulence in the outer convection zone of these stars the
field would diffuse very quickly. However, we observe highly variable global and local fields
on timescales from seconds to decades on stars, which were formed billions of years before,
for example on our own Sun. Also the observational result, that the magnetic flux increases
with rotation or inverse Rossby number12 (R−1o ) until it saturates (Reiners, 2012), goes hand
in hand with the predictions of conventional dynamo theories. The theory of fossil field origin
seems to be refuted for cool stars. However, for hot stars, which have an outer radiative zone
and show predominantly stable and simple magnetic fields, the fossil field origin is a possible
explanation, see also the review of Donati & Landstreet (2009).
Larmor (1919) first suggested that the solar magnetic field is induced by plasma motions.
Later, Parker (1955) introduced the αΩ-dynamo: a weak poloidal field is wound around the
star by differential rotation13 forming a strong toroidal band (Ω-effect), while the cyclonic
turbulence restores a poloidal field of opposite polarity by twisting the toroidal field (α-effect),
see Fig. 1.5. Further dynamo models were developed, but for this thesis the flux transport
model by Babcock (1961) and Leighton (1969) plays a important role in connection with a
non-potential coronal evolution, e.g., see review of Mackay & Yeates (2012).
The flux transport model determines the surface magnetic flux from bipolar sunspot pair
injections which undergo shearing and diffusion effects, (Wang et al., 1989; van Ballegooijen
11Fossil fields describe here stellar magnetic fields, that are remainder of the initial magnetic field of the molecular
cloud from which the star was born.
12The Rossby number is defined as the ratio between rotation period and turnover time in the convection cell,
Ro =
Prot
τconv
, (Noyes et al., 1984).
13The differential rotation describes the latitude dependent rotation of stars. For example our Sun rotates faster at
the equator (Prot = 25.6days) than at the poles (Prot = 33.5days), so that the equator overtakes the pole every≈ 120days, (Phillips, 1995).
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et al., 2000; Baumann et al., 2004; Mackay et al., 2004; Jiang et al., 2013b). The shearing
effects are driven by the differential rotation and the meridional flow. The meridional flow
describes a poleward motion that drags the field from the equatorial and mid latitudes towards
the pole, (Babcock, 1961; DeVore et al., 1985). It weakens with higher latitudes and the Sun
shows a maximum speed of 11 ms−1, while Mackay et al. (2004) showed that faster rotating
stars must have higher meridional flows to simulate the observed polar spot configurations,
see also Schrijver & Title (2001). The diffusion processes are mainly driven by the granulation
and supergranulation that breaks up magnetic field distributions, (Leighton, 1964). Greater
details about flux transport models can be found in Chapter 2.2.
The flux transport models are usually combined with further approaches: e.g. (1) with 3D
models, where the emerging bipoles are directly included as source of poloidal field, (Miesch
& Teweldebirhan, 2016; Karak & Miesch, 2017) or (2) a thin-layer αΩ-dynamo is combined
with buoyancy instabilities for 3D flux tube rises and horizontal flux transport at the surface,
(I¸sık et al., 2011), or (3) in connection with a non-potential coronal evolution model using
the magnetofrictional technique, (Mackay & Yeates, 2012; Gibb et al., 2016) as used in this
thesis. The review of Wiegelmann et al. (2017) nicely summarises the non-potential coronal
magnetic field models.
1.5 Appearance of the stellar magnetic field
Stellar magnetic activity has many different faces. They are best observable at our own Sun.
In Section 1.5.1 I introduce solar and stellar activity phenomena by giving special attention
to solar and stellar activity cycles. Section 1.5.2 focusses on the current knowledge about the
stellar large-scale magnetic field topologies.
1.5.1 Solar and stellar activity
Our Sun shows a number of activity phenomena, e.g. sunspots, prominences, coronal holes,
flares, stellar winds, etc. They are driven by the solar magnetic field and show a cyclic be-
haviour. The solar activity cycle has a period of ≈ 11 years (Schwabe cycle, Schwabe 1849).
The large-scale field evolves from an axisymmetric dipole at activity minimum, see e.g. Os-
sendrijver (2003), to a chaotic small-scale structured field distribution at activity maximum
back to a reversed dipolar field. The magnetic cycle (seeing the same polarity at the poles) is
therefore ≈ 22 years long, (Hale et al., 1919).
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DAILY SUNSPOT AREA AVERAGED OVER INDIVIDUAL SOLAR ROTATIONS
Figure 1.6: The record of sunspots of the Royal Greenwich Observatory since 1874. Top: The latitudi-
nal position of sunspots as function of time. The sun spots emerge in two bands at the two hemispheres
and their latitude of emergence shifts towards the equator as the 11-yr solar cycle progresses. Bottom:
The percentage of the visible solar surface that is covered by sunspots with time. The white number
indicates the solar cycle number. Image used from NASA in accordance to their media usage guidelines.
Sunspots are the most obvious tracer of solar activity in photospheric observations and
mark the emergence of magnetic flux (5 · 1021 Mx − 3 · 1022 Mx) through the solar surface,
(Schrijver & Zwaan, 2000). They appear as dark spots often divided into umbra (dark central
region, pre-dominantly radial field) and penumbra (outer brighter region, pre-dominantly az-
imuthal and meridional field). With the beginning of a new solar cycle (at activity minimum)
the sunspots emerge at mid latitude ±35◦ until the latitude of emergence decreases down to
±8◦ at the end of the activity cycle, (Carrington, 1858; Spörer, 1879). The top panel of Fig. 1.6
displays the latitudinal position of sunspots since 1874 and the bottom panel the percentage
of the visible solar surface covered by sun spots. The range of latitudes where active regions
emerge is also known as active latitudes. The number of sunspots increases rapidly during the
increasing phase of the activity cycle until the activity maximum and shows a longer and shal-
lower decrease towards the activity minima, see Fig. 1.7. The maximum number of sunspots
per cycle varies as seen for the last three cycles in Fig. 1.7. The sunspots or active regions
appear usually as bipoles: two magnetic field regions or spots of opposite polarity, while the
leading spot emerges at lower latitudes and shows the same polarity as the polar region of the
corresponding hemisphere (Joy’s law). The bipoles show therefore opposite polarities at the
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Figure 1.7: The Sunspot number prediction after David Hathaway (NASA/MSFC) for the last three
cycles. Image used from NASA in accordance to their media usage guidelines.
different hemispheres (Hale’s law). Sunspots host magnetic flux densities of several thousand
Gauss, see e.g. Moon et al. (2007). In contrast, the global field displays flux densities of only
a few Gauss, (Babcock & Babcock, 1955; Mancuso & Garzelli, 2007).
Further, the chromosphere shows a cyclic behaviour as well. The chromospheric activity
cycle is determined by the S-Index based on Ca II H&K measurements. The Mount Wilson
Observatory Survey (Wilson, 1968) unveiled chromospheric activity cycles with periods be-
tween 3–21 yrs on several stars other than the Sun, (Baliunas et al., 1995; Frick et al., 2004;
Lockwood et al., 2007). Phillips & Hartmann (1978) detected also stellar photospheric cycles
and Lockwood et al. (2004, 2007) found evidence for the relation of both cycles. The Sun
is photospherically bright during the chromospheric activity maximum due to plages as well
as other older stars. For younger stars the photospheric and chromospheric cycle are often
in anti-phase. This could be a hint that they are highly covered by dark star spots during the
activity maximum, (Strassmeier, 2009).
The first magnetic activity cycle of a star other than our Sun was detected at τ Boo, (Donati
et al., 2008a; Fares et al., 2009, 2013; Mengel et al., 2016; Jeffers et al., 2018). The large-
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scale field reverses its polarity every ∼120 days during the maximum of its chromospheric
cycle and inferred X-ray activity cycle, (Jeffers et al., 2018). Further, the K5 dwarf 61 Cyg A
shows cyclic behaviour in their large-scale field polarity, (Boro Saikia et al., 2016; Jeffers et al.,
2014), where 61 Cyg A chromospheric activity cycle is in phase with its photospheric magnetic
cycle similar to the Sun. Also other stars are observed with multi-epochs show polarity flips,
e.g. Petit et al. (2009); Morgenthaler et al. (2011); Fares et al. (2009); Mengel et al. (2016).
However, there are also cool stars that show little variation or more or less stable large-scale
fields, which is likely to be related to their low differential rotation, (Morin et al., 2008a).
See et al. (2016) combined the results of ZDI observed polarity reversals with chromo-
spheric cycles. Plotting the chromospherically determined cycle period over rotation period or
Rossby number14, cool stars lie mainly on an active or inactive branch, (Brandenburg et al.,
1998; Böhm-Vitense, 2007; Lehtinen et al., 2016). See et al. (2016) found that stars on the
inactive branch show predominantly poloidal fields through their entire cycle, while the stars
on the active branch show large temporal variations and significant toroidal fields. A possible
explanation could be that the stellar magnetic field is formed by two different dynamos: the
active branch stars may obtain a near surface shear layer dynamo, while the inactive branch
stars host a shear layer dynamo at the tachocline (layer between the inner radiative core and
outer convection zone) similar to the Sun, (Böhm-Vitense, 2007).
The Sun displays next to the strong Schwabe cycle also other cycles, see e.g. Gleissberg
(1958). The different cycles modulate each other which seems to be common on spotted
stars, (Oláh et al., 2007, 2009). Some stars show active longitudes as well, which were first
observed on FK Com (Jetsu et al., 1991). They appear as two active longitudes usually 180◦
apart from each and are characterised by increased spot activity following a cyclic behaviour,
(Korhonen et al., 2001). There are also hints of active longitudes on the Sun, (Berdyugina &
Usoskin, 2003).
The stellar activity shows dependancies on various parameters. Skumanich (1972) found
that chromospheric activity and stellar rotation rates decrease with age and related this to an
increased magnetic activity with faster rotating stars. Other tracers of magnetic activity scale
up with rotation as well as with later spectral type, (Hartmann & Noyes, 1987; Güdel, 2007;
14The Rossby number is again defined as the ratio between rotation period and turnover time in the convection
cell, see page 19.
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Reiners, 2012)15. Stars owning the same rotation period show an increased activity with lower
mass and cooler effective temperature, (Donati & Landstreet, 2009; Marsden et al., 2014). Vi-
dotto et al. (2014) analysed a large sample of cool stars and how different magnetic activity
tracers evolve with age, rotation period, Rossby number and X-ray luminosity. Folsom et al.
(2016); Folsom et al. (2018) enlarged this analysis by young solar-type objects. They con-
firmed the results of Saar (1996) and Reiners (2012) that the averaged field strength detected
by ZB increases with Rossby number until it saturates for Ro < 0.1, which is also seen in X-ray
luminosity, (Wright et al., 2011). Vidotto et al. (2014) also showed that the averaged large-
scale field detected by ZDI follows the same trend, where the M dwarfs seem to be separated
into two groups in the saturated regime. This was suggested by Donati et al. (2008b), who
determined the maps of the early M Dwarfs, and might be caused by a different efficiencies
in producing large- and small-scale fields. See et al. (2017) reports that the averaged un-
signed magnetic field strength of the dipolar component follows the trend with inverse Rossby
number as well.
1.5.2 Stellar magnetic field topology
The large ZDI surveys (MagIcS, BCool, MaTYSSE and Toupies) explored a wide range of cool
stars and unveiled their magnetic field and further properties, e.g. Donati et al. (2006a); Mars-
den et al. (2006b); Petit et al. (2008); Morin et al. (2010); Fares et al. (2013); Jeffers et al.
(2014); Folsom et al. (2016); Hébrard et al. (2016); Hill et al. (2017); Folsom et al. (2018).
The large-scale field properties are summarised by Donati et al. (2011) in a very compact
format, see Fig. 1.8:
• Stars with Rossby numbers Ro > 1 show generally weak fields, that are poloidal and
axisymmetric, e.g. the Sun, 61 Cyg A.
• Stars with Ro ® 1 and masses M > 0.5M obtain stronger fields, which are strongly
or even dominantly toroidal with a mostly non-axisymmetric poloidal component, e.g.
EK Dra, DS Leo
• Stars with M < 0.5 M show two kinds of topologies: either strong, poloidal and axisym-
metric fields or weaker, dominantly toroidal and non-axisymmetric fields,
15Further examples for magnetic activity tracers are the X-ray luminosity (Pallavicini et al., 1981; Walter & Bowyer,
1981), the chromospheric emission (Middelkoop, 1981; Mekkaden, 1985; Noyes et al., 1984) and the mean
magnetic field (Vidotto et al., 2014; Folsom et al., 2016).
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Figure 1.8: The large-scale magnetic field topology properties of cool stars as function of stellar mass
and rotation rate. Symbol size relates to the relative magnetic energy densities from 1.5 kG to 3 G. The
symbol colour indicates the poloidal/toroidal fraction with blue and red for purely toroidal and purely
poloidal fields, respectively. The symbol shape illustrates the axisymmetry of the poloidal field com-
ponent with decagons for purely axisymmetric and star-shapes for purely non-axisymmetric poloidal
fields, respectively. The Rossby numbers Ro = 1,0.1 and 0.01 are indicated by the solid, dashed and
dash-dot line. Figure reproduced from Donati (2010, fig. 1) with permission.
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e.g. WX Uma, DX Cnc
The M dwarfs (lower part of Fig. 1.8) are split in three subregimes by their magnetic
topology: early M dwarfs, which are partly convective, show complex and weak fields that
are toroidal and non-axisymmetric, (Donati et al., 2008b). Mid M dwarfs, which are fully
convective, display simple and strong fields that are poloidal and axisymmetric, (Morin et al.,
2008a). Late M dwarfs, which are fully convective as well, could obtain both topologies,
(Morin et al., 2010). Vidotto et al. (2013) showed that the different large-scale magnetic field
topologies of the early, mid and late M dwarfs widely affect the magnetosphere of potentially
habitable planets. In contrast, the ZB measurements of the averaged unsigned magnetic field
show no change in behaviour over the fully convective threshold for M dwarfs, (Reiners, 2012).
Reiners & Basri (2009) used the magnetic field measurements from Stokes V and I to
determine the fraction of magnetic energy stored in the large-scale field compared to the total
field for M dwarfs. They showed that the large-scale field detected with Stokes V hosts only
≈ 6 % of the total field for early M dwarfs having more complex field topologies and≈ 14% for
mid M dwarfs having simple field topologies. Recently, we determined the fraction of magnetic
flux recovered by ZDI compared to the measurements done with the ZB (See et al., 2019). We
could confirm that ZDI detects only up to 20 % of the ZB measurements and found that both
magnetic fluxes are related by a power law. The majority of the magnetic energy is hidden in
the small-scale field and not detectable with ZDI.
Petit et al. (2008) found that for solar-like stars the energy fraction of the toroidal field
increases with rotation. For rotation periods shorter than 12 days the toroidal component
dominates. Also See et al. (2015) analysed the magnetic field topology of a large sample of
55 stars. They found that the toroidal field rises with inverse Rossby number steeper than the
poloidal field. The poloidal and toroidal magnetic energy show two power law dependences:
one for stars with masses above 0.5M with 〈B2tor〉 ∝ 〈B2tor〉1.25±0.06 and one for stars with
masses below 0.5 M with 〈B2tor〉 ∝ 〈B2tor〉0.72±0.08, see Fig. 1.9.
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Figure 1.9: The toroidal against poloidal magnetic energy for 55 cool stars colour-coded by mass. The
colours get lighter with decreasing mass from 1.5−0.1M. Stars with multiple epochs are connected by
grey lines. The dashed lines indicate the best fits for stars with masses above 0.5M and for stars with
masses below 0.5M. The dotted line displays equal toroidal and poloidal energies. Figure reproduced
from See et al. (2015, fig. 2 top) with permission.
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Basics
In this Chapter, I present the basics of my thesis projects. I start with the spherical harmonic
decomposition method, which allows, e.g., the extraction of the large-scale magnetic field
topology, followed by the definitions of the most used magnetic field parameters, see Sec-
tion 2.1. The base of my projects are the 3D non-potential flux transport simulations, which
are introduced in Section 2.2. Further, I present the modulation of the Stokes IV profiles, see
Section 2.3, which are the input for the Zeeman-Doppler-Imaging (ZDI) code, see Section 2.4.
Furthermore, I present two tests: one about the line profile sensitivity to different length scales
of magnetic structures under varying projected equatorial rotation velocities, see Section 2.3.2
and one test about the usage of the different magnetic field descriptions for solar-like stars,
see Section 2.4.1.
2.1 Definitions and decomposition method
A major analysis tool of my thesis is the spherical harmonic decomposition after Vidotto (2016).
The method decomposes the surface vector magnetic field of, e.g., highly resolved simu-
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lated maps into their single harmonic modes and returns the coefficients α`m,β`m and γ`m
of Eq. 1.26. This inversion of the magnetic field equations allows the analysis of the input
magnetic field map in terms of every length scale of the magnetic field structures given by the
modes ` and m1, see also Chapter 3.
For my PhD thesis I wrote a spherical harmonic decomposition code based on Vidotto
(2016). In the following, I briefly report the inversion of the magnetic field equations for the
determination of the coefficients α`m,β`m and γ`m. This derivation is based on Vidotto (2016,
section 2), where all details can be found.
Eq. 1.26 can be rewritten as
Br(θ ,φ) =
∑
`m
α`mY`m(θ ,φ), (2.1)
Bθ (θ ,φ) =
∑
`m
β`mZ`m(θ ,φ) + γ`mX`m(θ ,φ), (2.2)
Bφ(θ ,φ) = −
∑
`m
β`mX`m(θ ,φ)− γ`mZ`m(θ ,φ), (2.3)
where
Y`m(θ ,φ) = P`me
imφ , (2.4)
X`m(θ ,φ) =
1
(`+ 1) sinθ
∂ Y`m(θ ,φ)
∂ φ
=
imP`me
imφ
(`+ 1) sinθ
, (2.5)
Z`m(θ ,φ) =
1
`+ 1
∂ Y`m(θ ,φ)
∂ θ
=
1
`+ 1
dP`m
dθ
eimφ . (2.6)
The vector spherical harmonics Y`m = Y`m(θ ,φ)rˆ and
Ψ`m =∇Y`m(θ ,φ) = ∂ Y`m
∂ θ
θˆ +
1
sinθ
∂ Y`m
∂ φ
φˆ = (`+ 1)Z`mθˆ + (`+ 1)X`mφˆ. (2.7)
show the following orthogonal properties (Barrera et al., 1985; Carrascal et al., 1991): The
surface integral
 ∫
dΩ=
∫
sinθdθdφ

over the vector spherical harmonic modes and their
1The angular size of the magnetic structures ϑ is approximately given by ϑ = 180
◦
` .
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complex conjugated modes (indicated by ‘∗’) is only non-zero for `= `′ and m = m′,∫
Y`m · Y∗`′m′dΩ=
∫
Y`mY
∗`′m′dΩ= δ`′`δm′m, (2.8)∫
Ψ`m ·Ψ ∗`′m′dΩ= `(`+ 1)δ`′`δm′m. (2.9)
Combining Eq. 2.7 and 2.9 results in:∫  
Z`mZ
∗`′m′ + X`mX ∗`′m′

dΩ=
`
`+ 1
δ`′`δm′m. (2.10)
To derive the coefficients α`m,β`m and γ`m, one multiplies the Eqs. 2.1-2.3 with the match-
ing complex conjugated modes and integrates over the stellar surface. The coefficientsα`m,β`m
and γ`m are complex numbers, e.g., α`m =ℜ(α`m) + iℑ(α`m).
To compute α`m, Eq. 2.1 is multiplied with Y
∗`′m′ and integrated over the stellar surface,
while the orthogonal property (Eq. 2.8) is used:∫
Br(θ ,φ)Y
∗`′m′dΩ=
∫ ∑
`m
α`mY`mY
∗`′m′dΩ=
∑
`m
α`mδ`′`δm′m = α`′m′ . (2.11)
This results in the following equations for the real and imaginary part of α`m using that
Y ∗`′m′ = P`′m′

eim
′φ
∗
= P`′m′
 
cos(m′φ) + i sin(m′φ)
∗
= P`′m′
 
cos(m′φ)− i sin(m′φ)
(2.12)
and by dropping the prime symbols ′:
ℜ(α`m) =
∫
Br(θ ,φ)P`m cos(mφ)dΩ,
ℑ(α`m) = −
∫
Br(θ ,φ)P`m sin(mφ)dΩ. (2.13)
To compute β`m one needs to multiply Eq. 2.2 by Z
∗`′m′ and Eq. 2.3 by −X ∗`′m′ and integrate
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the summed result over the stellar surface:∫ 
Bθ (θ ,φ)Z
∗`′m′ − Bφ(θ ,φ)X ∗`′m′

dΩ
=
∫ ∑
`m
β`m

Z ∗`′m′Z`m + X ∗`′m′X`m

dΩ+





:0∫ ∑
`m
γ`m

Z ∗`′m′X`m − X ∗`′m′Z`m

dΩ
=
∑
`m
β`m
`
`+ 1
δ`′`δm′m = β`′m′
`′
`′ + 1. (2.14)
The orthogonal property (Eq. 2.9) was used, so that the integral
∫ ∑
`m γ`m[Z
∗`′m′X`m
− X ∗`′m′Z`m]dΩ cancels to zero after some algebraic manipulation, which can be seen in Vi-
dotto (2016, appendix A). The real and imaginary part of β`m is then:
ℜ(β`m) = 1
`
∫ 
Bθ (θ ,φ)
dP`m
dθ
cos(mφ) + Bφ(θ ,φ)
mP`m
sinθ
sin(mφ)

dΩ,
ℑ(β`m) = −1
`
∫ 
Bθ (θ ,φ)
dP`m
dθ
sin(mφ)− Bφ(θ ,φ)mP`msinθ cos(mφ)

dΩ. (2.15)
The computation of γ`m is comparable to the computation of β`m. Now the Eq. 2.2 is
multiplied by X ∗`′m′ and Eq. 2.3 by Z ∗`′m′ . The summed result is again integrated over the
stellar surface, while the orthogonal property (Eq. 2.9) is applied:∫ 
Bθ (θ ,φ)X
∗`′m′ + Bφ(θ ,φ)Z ∗`′m′

dΩ
=
∫





:0∑
`m
β`m

X ∗`′m′Z`m − Z ∗`′m′X`m

dΩ+
∫ ∑
`m
γ`m

X ∗`′m′X`m + Z ∗`′m′Z`m

dΩ
=
∑
`m
γ`m
`
`+ 1
δ`′`δm′m = γ`′m′
`′
`′ + 1. (2.16)
Vidotto (2016, appendix A) proves that the integral
∫ ∑
`m β`m

X ∗`′m′Z`m − Z ∗`′m′X`m

dΩ can-
cels to zero, so that the real and imaginary part of γ`m are:
ℜ(γ`m) = −1
`
∫ 
Bθ (θ ,φ)
mP`m
sinθ
sin(mφ)− Bφ(θ ,φ)dP`mdθ cos(mφ)

dΩ,
ℑ(γ`m) = −1
`
∫ 
Bθ (θ ,φ)
mP`m
sinθ
cos(mφ) + Bφ(θ ,φ)
dP`m
dθ
sin(mφ)

dΩ. (2.17)
To calculate the spherical harmonics coefficients, only the surface vector magnetic field
32
2.1. Definitions and decomposition method
(Br , Bθ , Bφ) is now needed. The radial, azimuthal and meridional magnetic field maps are
usually provided as bi-dimensional discrete arrays (latitude versus longitude). In my case, I
used 180 latitudinal grid points and 360 longitudinal grid points and interpolate to this grid
resolution if necessary by applying the CONGRID function of the programming language IDL.
Vidotto (2016) provided a discrete form of the Eq. 2.13, 2.15 and 2.17 in the appendix B of
her paper. The integral of the equations become discrete sums and the arrays of the magnetic
field components are inserted straight forward to determine the real and imaginary part of the
coefficients for certain ` and m modes. For the calculation, I used the programming language
IDL, which is optimized to run matrices operations. The mathematical operations are applied
to the different arrays directly without running through every single matrix element by, e.g.,
FOR loops, which drastically fastens the code.
By only entering the surface vector magnetic field (Br , Bθ and Bφ) of all kind of simulations
or observations I can determine the coefficients α`m,β`m and γ`m and analyse the magnetic
field regarding different length scales of the magnetic structures given by the `-mode. The
resolution of the map is determined by the maximum `max-mode. The coefficients with ` or m
modes higher than `max are zero or contain noise.
I determine the averaged magnetic field or further parameters of the magnetic field topol-
ogy either for specific length scales identified by the single `-modes or for sub-structures, e.g.,
the large-scale field, identified by the cumulative `Σ-modes. The cumulative `Σ-modes include
all lower `-modes. For example the large-scale field of `Σ = 5 contains all `-modes ` = 1 to
`= 5.
My analysis of the magnetic field topology is mainly parameter based. For that, I mostly
use the mean squared flux density over the stellar surface (dΩ= sinθdθdφ) ,
〈B2k〉= 14pi
∫
B2k(θ ,φ)dΩ, k ∈ (r,θ ,φ) or k ∈ (pol, tor), (2.18)
〈B2tot〉= 14pi
∫ ∑
k
B2k(θ ,φ)dΩ, k ∈ (r,θ ,φ), (2.19)
which is also called the magnetic energy, e.g., see review from Reiners (2012). For the sim-
ulated maps, 〈B2〉 G2 is a very good proxy for the magnetic energy but not equivalent. To
get the magnetic energy density the factor 12µ is missing, where µ is the permeability. For the
observed and ZDI reconstructed maps, 〈B2〉 G2 is restricted to the net magnetic flux energy
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per resolution element. Nevertheless, I call 〈B2〉 G2 in the following magnetic energy to be
consistent with the literature and my publications. Additionally, I compute the total surface
average field,
〈Btot〉= 14pi
∫ √√∑
k
B2k(θ ,φ)dΩ, k ∈ (r,θ ,φ). (2.20)
Further, I calculate the fraction of certain field components, e.g., for spherical polar or the
poloidal and toroidal coordinates, dividing the magnetic energy of the field component by the
total magnetic energy,
fk =
〈B2k〉
〈B2tot〉 , k ∈ (r,θ ,φ) or k ∈ (pol, tor). (2.21)
The determination of the magnetic energy and its fractions is often done for specific `-modes,
e.g. 〈B2
`=2〉, f`=2, or for cumulative `Σ-modes, e.g. 〈B2`Σ=5〉, f`Σ=5. For the axisymmetric fraction
I divide the magnetic energy of the axisymmetric modes (m = 0,`) or (m = 0,`Σ) by the
magnetic energy of all m-modes (
∑
m,`) or (
∑
m,`Σ),
faxi,` =
〈B2m=0,`〉∑
m〈B2m,`〉
or faxi,`Σ =
〈B2m=0,`Σ〉∑
m〈B2m,`Σ〉
. (2.22)
For the non-axisymmetric fraction, the magnetic energy of all non-axisymmetric modes (m 6=
0,`) or (m 6= 0,`Σ) is accordingly divided by the magnetic energy of all m-modes (∑m,`) or
(
∑
m,`Σ).
2.2 The 3D non-potential flux transport simulations
My thesis projects are grounded on the solar-based 3D non-potential flux transport simula-
tions, which were provided by our collaborator Duncan Mackay. I am using the surface vector
magnetic field maps of two simulation sets:
1. the simulated Sun at activity maximum and further simulated stars that are scaled to
the solar activity level, see Chapter 3 and 4, and
2. long time solar simulations covering 15 years including the solar cycle 23 and the be-
ginning of solar cycle 24, see Chapter 5.
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Both sets are based on the non-potential model of van Ballegooijen et al. (2000) and its further
developments by Gibb et al. (2016) and Yeates & Mackay (2012). In the following, I describe
the flux transport model and the shared properties of the simulations. The unique details of
the different simulation sets can be found in the corresponding chapters (3.2, 4.2, and 5.2.1).
The non-potential flux transport model connects the photospheric magnetic field evolution
with the coronal field evolution above via the magnetofricational technique (van Ballegooijen
et al., 2000). The magnetic field at the photosphere evolves under the emergence of buoyant
flux tubes2, the advection of flux by the large-scale surface flux motions of differential rotation
and meridional flow and the diffusion of flux due to small-scale motions of convective cells
or flux cancellation across the polarity inversion line. The coronal field response to the flux
emergence and the changing photospheric field is through a mixture of twisting, shearing and
reconnecting coronal field lines. The model simulates the non-potential 3D vector magnetic
field from the stellar surface to the outer boundary at source surface (r = 2.5 R). At the
source surface the magnetic field lines are forced to be completely open meaning the magnetic
field is purely radial, assuming that the thermal pressure is strong enough to open up all field
lines, see Altschuler & Newkirk (1969). The properties of the emerging flux are based on solar
synoptic maps observed by the National Solar Observatory (NSO), Kitt Peak (KP).
It starts with the evolution of the photospheric radial field
Br =
1
R sinθ

∂
∂ θ
(sinθAφ)− ∂ Aθ
∂ φ

(2.23)
by solving the two dimensional flux transport equations of the vector potential Aθ and Aφ in
spherical coordinates, see e.g. Yeates (2014); Gibb et al. (2014):
∂ Aθ
∂ t
= uφBr − DR sinθ
∂ Br
∂ φ
+ Sθ (θ ,φ, t),
∂ Aφ
∂ t
= −uθBr + DR
∂ Br
∂ θ
+ Sφ(θ ,φ, t). (2.24)
The diffusion constant D = 450 km2s−1 models the diffusion process of granulation and super-
granulation (Leighton, 1964). The source terms Sθ and Sφ allow the injection of new magnetic
2It should be mentioned that the non-potential flux transport models used here simulate the emergence of flux
tubes in an ad hoc fashion and does not model the flux emergence process itself.
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flux. The azimuthal velocity uφ is determined via the differential rotation profile Ω(θ ), so that
uφ = Ω(θ )R sinθ . (2.25)
The differential rotation profile, Ω(θ ), is different for the two sets of simulations. The first set
(Chapter 3 and 4) obtains a scalable simplified version of the solar differential rotation profile,
Ω(θ ) = K(Ω0 − dΩ cos2 θ )deg d−1, (2.26)
where Ω0 = 0.9215deg d−1, dΩ = 3.65 degd−1 and the scaling factor K = 0.3 − 5. The
second set (Chapter 5) uses the differential rotation profile based on the solar observations by
Snodgrass (1983),
Ω(θ ) = (0.18− 2.30cos2 θ − 1.62 cos4 θ )degd−1. (2.27)
The meridional velocity uθ is given by the meridional flow profile after Schüssler & Baumann
(2006),
uθ = C
16
110
sin(2λ)exp(pi− 2|λ|), (2.28)
where λ = pi/2 − θ is the latitude and C = 11m s−1 the peak solar flow3. Both differential
rotation profiles and the meridional flow profile are displayed in Fig. 2.1.
The source terms Sθ and Sφ in Eq. 2.24 allow the emergence of new magnetic flux. This is
done by inserting individual twisted bipoles mimicking active regions rather than using func-
tional source terms (Mackay & van Ballegooijen, 2001; Mackay & van Ballegooijen, 2006). The
3D bipoles are modelled as idealised twisted flux tubes with two footpoints of opposite polar-
ity breaking through the solar surface (Yeates et al., 2008). The bipole model of Yeates et al.
(2008) is used for both sets of simulations, where several properties (e.g. peak field strength,
spot separation, tilt angle, etc.) are determined from the solar synoptic maps observed by
NSO/KP using a semi-automated technique to identify bipoles with fluxes over 50 G (Yeates,
2014). However, the individual bipole properties are different for the two sets of simulations
and can be found in the Sections 3.2 and 5.2.1. The steps of inserting the bipoles into the
running simulation are reported in Yeates et al. (2008) and Gibb et al. (2016).
3In Chapter 3 I also use simulations where the meridional flow is enhanced by a factor of ten, so that C = 110m s−1,
see Section 3.2, page 56.
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Figure 2.1: Left: The differential rotation profiles Ω(θ ). The solid lines plot the scalable solar dif-
ferential profile of Eq. 2.26 for different scale factors K indicated by colour, see legend. The dashed
line displays the differential profile of Snodgrass (1983), Eq. 2.27. Right: The meridional flow profile
uθ is displayed where negative values describe the flow towards the northern pole and positive values
towards the southern pole.
The simulations run on a non-uniform spherical grid whose resolution reduces from 384
or 192 grid points in longitude at the equator for set 1 or 2 to 12 grid points at the polar grid
boundary (±89.5◦ latitude)4. For further detail see Yeates (2014, appendix A). The initiali-
sation of the coronal field in the simulations is done via the potential field extrapolation of a
synoptic map from NSO/KP. Each set uses a different initialisation map, see Section 3.2 and
5.2.1.
The evolution of the photospheric magnetic field determines the evolution of the coronal
field. The magnetofrictional technique (Yang et al., 1986) enables this link by introducing a
velocity parallel to the Lorentz force in the induction equation. The changing magnetic field is
therefore advected from the photosphere through a series of non-linear force-free equilibria.
The introduction of a further radial outflow velocity forces the coronal magnetic field to be
purely radial at the outer boundary (r = 2.5R) (Mackay & van Ballegooijen, 2006). The
coronal field evolution influences the evolution of the photosphere. I am only using the pho-
tospheric magnetic field maps from the simulations. Further details on the evolution of the
coronal field of the simulations can be found in Yeates & Mackay (2012); Gibb et al. (2016).
4This corresponds to an angular resolution of 0.9375◦ or 1.875◦ at the equator for set 1 or 2 and 30◦ at the poles.
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2.3 The modulation of the line profiles
In Chapter 4 and 5, I use the ZDI technique to ‘observe’ the simulations. To do so, I need
to model the polarimetric line profiles of the simulations first. I describe the modulation of
the line profiles in Section 2.3.1 and analyse the effect of the equatorial projected rotational
velocity ve sin i on the resolution of the Stokes V profiles in Section 2.3.2. These sections are
based on section 3.1 and 3.2 of my paper Lehmann et al. (2019).
2.3.1 The modulation of the Stokes I and V profiles
For the modulation of the line profiles I used a code provided by our collaborator Gaitee Hus-
sain, which is based on Hussain et al. (2016).
The local Stokes I profiles are modelled as Gaussian, based on a Milne Eddington line
profile, whose parameters are fine-tuned to match the Least Squares Deconvolution (LSD, see
page 17) like mean profile of the solar twin 18 Sco5 as described in Alvarado-Gómez et al.
(2015b). I use the linear limb darkening relation published by Sing (2010) and apply a slope
of u≈ 0.65 for solar-type stars. The local Stokes V profiles V (v) are modelled as the derivative
of the local Stokes I profiles I(v) by applying the weak-field approximation,
V (v)∝ gBlos ∂ I(v)
∂ v
, (2.29)
where g is the Landé factor of a spectral line and Blos the line-of-sight magnetic field, (Rein-
ers, 2012). The weak-field approximation (Unno, 1956; Stenflo, 1994) holds if the Zeeman
splitting is much smaller than the Doppler width of the spectral line, which is the case for
stellar fields less than 1 kG. The large-scale solar field is only a few Gauss, so the weak-field
approximation should be more than safe to use for solar-like stars. I assume an effective Landé
factor of g ≈ 1.2, which is typical for LSD profiles of G-type stars.
The stellar surface is divided into pixels. The grid size is determined by the number of
latitudes (nlat = 180). The calculation of the relative contribution of the stellar pixel to the in-
tensity profile is determined by the foreshortening angle of that pixel, which includes the check
if that particular stellar pixel is visible or not. The velocity associated with that particular pixel
is also calculated and used to shift the contribution of the local line profile. Simultaneously,
5The G2 dwarf 18 Sco is a slowly rotating (Prot = 22.7±0.5d) solar twin with a ve sin i = 2.1±0.5km s−1 and often
named as one of the best solar twins, (Petit et al., 2008; Marsden et al., 2014).
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the limb angle is determined and used to adjust the pixels intensity according to the linear
limb darkening law. Finally, the local Stokes profiles are binned to 30 velocity bins across the
stellar disc ranging from −20km s−1 to 20km s−1, which corresponds to a spectral resolution
of similar to HARPS.
The disc-integrated Stokes I and V profiles are always modelled from the fully resolved
simulated surface field map using the rotation period and ve sin i of the modelled star. For the
simulations representing the Sun a rotation period of Prot = 27.0d and a ve sin i = 0.64 kms−1
or 1.62km s−1 is assumed corresponding to an inclination of i = 20◦ and i = 60◦. For the
simulations representing stars less or more active as the Sun the rotation periods and ve sin i
values can be found in the Tables 3.1 and 4.1. Each time series consists of 25 sets of Stokes IV
profiles, which are equally spaced in observational phase (every 14.4◦). The brightness dis-
tribution cannot be reconstructed for the slowly rotating and relatively low activity stars that
were simulated. A uniform brightness is therefore assumed for the generation of the disc-
integrated Stokes IV profiles. Further, Gaussian noise is added to the line profiles. The level
of noise is different for each set of simulations and can be found next to further details of line
profile modulation in the Sections 4.2 and 5.2.2.
2.3.2 The effect of the projected equatorial velocity ve sin i on the resolution of
the Stokes V profiles
One of the main aims of my PhD thesis is to understand the limitations of ZDI. ZDI can only
detect or observe what is captured in the Stokes profiles. I started therefore a small analysis
of what effect ve sin i has on the resolution of the line profiles
6.
The highly resolved simulated magnetic field maps in combination with the spherical har-
monic decomposition enables me to investigate the influence of magnetic structures of dif-
ferent length scales on the Stokes V profiles. First, I want to estimate at which length scale
magnetic structures no longer contribute to the observed Stokes V profiles. I modelled the
Stokes V profiles of two magnetic maps including an increasing number of `Σ-modes to de-
termine the length-scale beyond which the Stokes V profiles do not change significantly. The
Stokes V profiles are than “blind” to magnetic structures smaller than the length-scale given
6It is widely known that the resolution of stellar magnetic field structures dependences on ve sin i, see e.g. Morin
et al. (2008b, 2010). However, until the publication of Lehmann et al. (2019) there has not been a comprehensive
exploration of the limited spatial resolution effects on a large set of input maps including structures from `Σ =
1− 28 for slow rotators with ve sin i = 1.6− 24km s−1.
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Table 2.1: The artificially increased rotation periods and the corresponding velocities ve and ve sin i for
investigating the effect of ve sin i on the resolution of the Stokes V profiles.
Prot ve ve sin i ve sin i
[d] [km/s] [km/s] [km/s]
i = 20◦ i = 60◦
10.95 4.62 1.58 4.00
5.48 9.24 3.16 8.00
3.65 13.86 4.74 12.00
2.74 18.48 6.32 16.00
2.19 23.10 7.90 20.00
1.83 27.70 9.48 24.00
0.49 104.00 35.54 90.00
by this threshold `-mode. The equatorial projected rotational velocity ve sin i of the star shows
the strongest influence on the result and has a direct impact on the spatial resolution that
Doppler Imaging can cover. Morin et al. (2010) present a rule of thumb for determining the
spatial resolution in terms of `-modes,
`max 'max

2pive sin i
FWHM
,`min

, (2.30)
where FWHM is the full-width half-maximum of the Stokes I profile and `min the assumed
minimal resolution for very slow rotators typically `min = 4− 8.
I modelled the Stokes V profiles for three stars of the simulation set introduced in Chapter 4,
representing the Sun, a three and a five times more active star in terms of differential rotation
and flux emergence rate. I used the method described in the previous section without applying
any noise. I selected 10 maps per star covering the timeframe of one year and computed the
line profiles for the input maps including the modes `Σ = 1,2, . . . , 28. The stars are spun
up to artificially high rotation periods from Prot ≈ 11 days to ≈ 0.5days corresponding to
ve sin i = 4 − 90km s−1 for i = 60◦. I analysed the effect of inclination as well by modelling
the profiles for an inclination angle of 20◦ and 60◦. Table 2.1 lists the applied rotation periods
and velocities.
Fig. 2.2 shows the Stokes V profiles for an example solar map observed with an inclination
of 20◦ (near pole-on) at the top row and for an example map for a five times more active
star observed with an inclination of 60◦ (near equator-on) at the bottom row. Their Stokes V
profiles are presented for three different rotation periods decreasing from left to right. The
colour of the line profiles indicates the number of included `Σ-modes, see also colour bar on
the right. For the low ve sin i ≤ 5km s−1 the Stokes V profiles remain unchanged after including
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Figure 2.2: The Stokes V profiles of an example phase modelled from a map of the solar-like star
observed at i = 20◦(top row) and from a map of the most active star (five times more active than
the Sun) observed at i = 60◦ (bottom row). These are representative of the changes seen over the
entire time-series in each case. The rotation periods are artificially increased (from left to right) and
the Stokes V profiles are generated by including more and more `Σ-modes, i.e. smaller scale structures,
of the input map (see colour bar on the left).
0 5 10 15 20 25
0.0
0.2
0.4
0.6
0.8
1.0
1ERSun 1DRSun i = 20o
Included lΣ
Co
rre
la
tio
n 
co
ef
fic
ie
nt
 C
lΣ
3ERSun 3DRSun i = 20o
0 5 10 15 20 25
Included lΣ
0.0
0.2
0.4
0.6
0.8
1.0
Co
rre
la
tio
n 
co
ef
fic
ie
nt
 C
lΣ
5ERSun 5DRSun i = 20o
0 5 10 15 20 25
Included lΣ
0.0
0.2
0.4
0.6
0.8
1.0
Co
rre
la
tio
n 
co
ef
fic
ie
nt
 C
lΣ
1ERSun 1DRSun i = 60o
0 5 10 15 20 25
Included lΣ
0.0
0.2
0.4
0.6
0.8
1.0
Co
rre
la
tio
n 
co
ef
fic
ie
nt
 C
lΣ
3ERSun 3DRSun i = 60o
0 5 10 15 20 25
Included lΣ
0.0
0.2
0.4
0.6
0.8
1.0
Co
rre
la
tio
n 
co
ef
fic
ie
nt
 C
lΣ
5ERSun 5DRSun i = 60o
0 5 10 15 20 25
Included lΣ
0.0
0.2
0.4
0.6
0.8
1.0
Co
rre
la
tio
n 
co
ef
fic
ie
nt
 C
lΣ
10.95 d
5.48 d
3.65 d
2.74 d
2.19 d
1.83 d
0.49 d
Prot = 
Figure 2.3: The correlation coefficient C`Σ between two successive `Σ-modes for the three different
stars (left to right) and the lower inclination i = 20◦ (top row) and the higher inclination i = 60◦
(bottom row). The colour of the curves indicates the applied rotation period.
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modes higher than `Σ = 5. The threshold `Σ increases with increasing ve sin i, e.g., `Σ = 15 for
ve sin i = 24km s−1. The inclination angle influences the structure of the Stokes V profiles for
solar-like stars, too. For low inclinations only the polar region is visible, which produces fewer
and simpler magnetic field structures. For high inclinations the more magnetically structured
equatorial region becomes detectable.
To quantify the influence of the included `Σ-modes, I determined the correlation coefficient
between two Stokes V profiles (V`Σ) of successive `Σ-modes and averaged them over the ten
maps per star (nmap = 10),
C`Σ,map = correlate
 
V`Σ,map, V`Σ+1,map

, (2.31)
C`Σ =
∑nmap
Map=1 C`Σ,map
nmap
. (2.32)
The correlation coefficient C`Σ is calculated for all Prot in Table 2.1. Figure 2.3 shows C`Σ
against `Σ for each star (left to right) and both inclination angles 20
◦ and 60◦ (top and bottom
row). The different Prot are indicated by the colour, while the colour gets lighter with decreas-
ing Prot (i.e. more rapid rotation). If C`Σ = 1 than the Stokes V profiles of `Σ and `Σ + 1 are
identical, so that the Stokes V profiles are blind for magnetic structures of the corresponding
length scale and smaller. The correlation coefficients are higher for lower inclination due to the
lower ve sin i and the less complex structures at the poles. An observer is only able to observe
magnetic structures of ` ≤ 5 − 7 corresponding to an angular resolution of ϑ § 36◦ − 25.7◦
for slow rotators (Prot ≥ 3.6 days) with high inclination angles (i = 60◦). The same resolution
is achieved for faster rotating stars (Prot ≥ 1.8days) with lower inclination angles (i = 20◦).
For faster rotators with Prot ≤ 1.8 days an observer can resolve structures down to ` = 15
corresponding to θ ≈ 12◦ and for the very fast rotating stars, structures down to a few degree
sizes. The correlation coefficients for the most active star (five times more active than the
Sun), i = 60◦, display a zig-zag pattern for the lower rotation periods, see Fig. 2.3 bottom
right. This star’s large-scale field structure is dominated by two toroidal bands of opposite
polarity, which is best captured by the even `-modes, see Chapter 3. The inclusion of even
`Σ-modes causes a larger difference to the Stokes V profiles and therefore a lower C`Σ than
the inclusion of odd `Σ. In addition, the high correlation coefficients for `Σ ≥ 5 indicate that
the large-scale field should be well approximated by including `Σ = 5.
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2.4 The implementation of the Zeeman-Doppler-Imaging technique
This section reports the details of the Zeeman-Doppler-Imaging (ZDI) code, that was used
in Chapter 4 and 5. Section 2.4.1 compares four different magnetic field descriptions used
for ZDI reconstructions and presents conclusions about their advantages and disadvantages.
Section 2.4.2 presents the implementation details of the ZDI code used here. Theses sections
are based on section 2.3.2 and 2.3.3 of my paper Lehmann et al. (2019).
2.4.1 Comparison of four magnetic field descriptions for ZDI
Different descriptions of the magnetic field are used for the ZDI technique. Several descriptions
have been tested and compared for simple magnetic field or single spot configurations (see e.g.
Donati & Brown 1997; Hussain et al. 2001) or by fitting the observed Stokes V profiles (see
e.g. Hussain et al. 2002; Donati et al. 2006a; Kochukhov et al. 2017).
I compared four different magnetic field descriptions using the simulated magnetic field
maps as input data. At this point I do not produce ZDI reconstructions. I rather tested the
reconstruction abilities of the different field descriptions. This allowed me to examine which
description is the most effective one when reconstructing the magnetic field morphology of
the different surface vector magnetic field simulations, without considering any other aspect
of the ZDI.
I compared four different descriptions based on spherical harmonics, including two poten-
tial and two non-potential models. I do not take into account the direct ZDI approach that
fits independent magnetic structures directly to the Stokes profiles. This approach could cause
non-physical div B 6= 0 field configurations, as the different field components are not related to
each other. I tested therefore only the descriptions based on the spherical harmonic decompo-
sition, where the magnetic field components are related to each other and follow Gauß’s law
for magnetism (∇ · B = 0). The spherical harmonic magnetic field description, see Eq. 1.26,
specifies a magnetic field with the help of the coefficients α`m,β`m and γ`m. Restricting one or
more coefficients results in the four different field descriptions, that are here compared. The
potential model7 requires γ`m = 0, that leads to a purely poloidal field configuration as the
7For a potential field the curl of the field has be zero (∇× B = 0). Both potential models fulfil this requirement
at large distances (r  R?). A magnetic field following the potential α`m = β`m model is curl free straight away
without further requirements, see Eq. 1.26. The azimuthal and meridional component of the curl of the potential
α`m 6= β`m model becomes zero at large distances (r  R?), see also Donati et al. (2006b, section 5.1).
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toroidal field is zero (Btor = 0), see Eq. 1.32. The non-potential models γ`m 6= 0 can use γ`m to
fit the field structures and Btor 6= 0. A further description forces α`m = β`m, which allows the
extrapolation of the magnetic field from the stellar surface up to the corona, (Hussain et al.,
2002; Jardine et al., 2013). However, this approach reduces the degree of freedom as well as
the potential model.
The following four descriptions of the magnetic field are compared:
• potential α`m = β`m: This model has the fewest degrees of freedom as α`m = β`m and
γ`m = 0.
• potential α`m 6= β`m: This model gains one degree of freedom by allowing α`m 6= β`m
but still requires γ`m = 0. It should be able to better fit the meridional and azimuthal
field components (see Hussain et al. 2001).
• non-potential α`m = β`m: This model allows γ`m 6= 0 and therefore a toroidal field
component by providing the possibility to extrapolate the field structure from the stellar
surface to higher atmospheres (see Hussain et al. 2002).
• non-potential α`m 6= β`m: This model has the maximum number of degrees of freedom
by allowing α`m 6= β`m and γ`m 6= 0 and should perfectly reconstruct the magnetic field
structure at the surface (see e.g. Donati et al. 2006a).
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Input map Potential α= β Original map
(Visible surface) (Complete surface)
Figure 2.4: The Mollweide projected magnetic field maps of the different descriptions of the magnetic
field for the solar-like star (ER= 1 ER and DR= 1 DR). The radial component is displayed in the top
row, the azimuthal in the middle row and the meridional component at the bottom row. From left to
right: the input map with a restricted large-scale field to `Σ = 7 and truncated latitudes corresponding
to an inclination of i = 20◦, the potential (α`m = β`m) reconstruction and the original simulated maps
for `Σ = 7.
Input map Potential α= β Potential α 6= β Original map
(Visible surface) (Complete surface)
Figure 2.5: The Mollweide projected magnetic field maps of the different descriptions of the magnetic
field for the solar-like star (ER = 1 ER and DR = 1DR). Form left to right: the input map including
`Σ = 7 and truncated latitudes corresponding to an inclination of i = 60◦, the potential (α`m = β`m)
reconstruction, the potential (α`m 6= β`m) reconstruction and the original simulated maps for `Σ = 7.
The same format as the Fig. 2.4 is used.
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Input map Potential α= β Potential α 6= β Non-potential α= β Original map
(Visible surface) (Complete surface)
Figure 2.6: The Mollweide projected magnetic field maps of the different descriptions of the magnetic
field for the more active star (ER= 3 ER and DR= 3 DR). Form left to right: the input map including
`Σ = 7 and truncated latitudes corresponding to an inclination of i = 20◦, the potential (α`m = β`m)
reconstruction, the potential (α`m 6= β`m) reconstruction, the non-potential (α`m = β`m) reconstruction
and the original simulated maps for `Σ = 7. The same format as the Fig. 2.4 is used.
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I examine the simulated large-scale field (`Σ = 7) of 3 stars 10 stellar maps each presented
in Chapter 4.2 for both inclination angles i = 20◦ and i = 60◦. They include a solar model,
a star three times and five times more active than the Sun in terms of differential rotation
and flux emergence rate. The latitudes that are obscured due to the inclination effect are
truncated, see Fig. 2.4-2.8, left column. The input map represents therefore the maximum
possible field that is observable with ZDI. I reconstructed the magnetic field map using the
decomposition method described in Section 2.1 by altering the coefficients depending on the
model, see Fig. 2.4-2.8, middle columns. I compared the reconstructed magnetic field of the
different models with the original map (simulated large-scale field `Σ = 7 without truncated
latitudes), see Fig. 2.4-2.8, right column. Additionally, I determined the correlation coefficient
between the reconstructed and the original maps.
In general, I found that the non-potential α`m 6= β`m model is always able to reconstruct
the original map to a satisfactory level, i.e., showing the highest correlation coefficients. The
spherical harmonics description reconstructs even the obscured magnetic field of the southern
hemisphere to a certain extent, which leads to a higher agreement between the reconstructed
and original maps than between the input and original maps. The other three models often
miss essential field structures. The potential α`m = β`m is the worst model as expected from
the low number of degrees of freedom. From a mathematical point of view, the first three
models are not able to reconstruct the full range of the input magnetic field distributions.
The limitation of the coefficients α`m,β`m and γ`m prevents the reconstruction of essential
structures of the input magnetic field morphology. No ZDI code using these descriptions will
be able to fully reconstruct the correct field morphology. Nevertheless, I found that some of
the simulated magnetic field morphologies are able to be reconstructed to a convincing level
using the more restricted models.
Specifically, the radial component (Fig. 2.4-2.8, top row) is the same for all models as it
only depends on the α`m coefficient, see Eq. 1.26. The radial field is therefore equally well
reconstructed regardless of the model and reached correlation coefficients higher than 0.98 for
inclination i = 60◦ and 0.9 for i = 20◦. The azimuthal component can be reconstructed with
the potential model for some of the solar case simulations. Fig. 2.4 displays such an example,
where the azimuthal field reconstruction (middle row) of the potential α`m = β`m model is
acceptable. Fig. 2.5 shows an example where the potential α`m = β`m model is no longer able
to fit the azimuthal field, but the potential α`m 6= β`m model is. The potential models became
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increasingly inadequate if the stars become more active. With the activity level of the stars the
correlation coefficients of the potential models decreases while the correlation coefficients of
the non-potential modes increases. Fig. 2.6 shows an example of a three times more active
star than the Sun, where the potential models are insufficient but the non-potential α`m = β`m
model is acceptable. For the five times more active stars, only the non-potential α`m 6= β`m
can fit the azimuthal input map, see Fig. 2.7. The reconstruction of the meridional component
is often only possible by using the non-potential α`m 6= β`m model but benefits in general
from allowing α`m 6= β`m, see Fig. 2.7 bottom row. Additionally, I found that the correlation
coefficients decrease by 10− 20% per degree of freedom, independent of the activity level of
the star.
Furthermore, the inclination angle also affects the reconstruction quality. The correlation
coefficients increase by 10− 20 % from inclination angle i = 20◦ to i = 60◦. The field recon-
struction of the more active stars is more strongly affected by the inclination. The large-scale
field of the more active stars mainly consists of two azimuthal band-like structures at mid
latitudes showing the opposite polarity, see Fig. 2.7 and 2.8. For low inclination angles the
structure of the southern band is missing, so that the true large-scale morphology is hidden
from the observer, see Fig. 2.7.
Summarising, the non-potential α`m 6= β`m model is the only model that guaranties the
correct reconstruction without artefacts or missing structures. This model is therefore used
for all ZDI applications in this thesis. The other models have advantages, e.g. for the recon-
struction of the coronal field, but one needs to be aware that the quality of the reconstruction
(here determined via a correlation coefficients) decreases by 10−20% per degree of freedom.
Especially, if one is interested in the reconstruction of the meridional or azimuthal field should
use all three coefficients without restrictions. The more active the star, the more strongly is
the reconstruction affected by the restriction of the coefficients. Further, the inclination angle
affects the large-scale field reconstruction, in particular the more active stars with solar flux
emergence pattern.
2.4.2 ZDI setup and implementation
I applied the ZDI code provided by our collaborator Gaitee Hussain. The code is based on the
spherical harmonic description (see Chapter 1.2.2), uses a Least Squares Deconvolution (LSD)
like mean profile fine tuned to fit the solar twin 18 Sco (see Chapter 1.3.2) and applies the
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maximum entropy ansatz to overcome the uniqueless problem.
First, I generated time-series consisting of 25 Stokes profiles from the fully resolved maps
of the simulated stars using the method described in Section 2.3.1, before I used them as input
for the ZDI code. The Stokes profiles are equally spaced over a full stellar rotation, so that I
do not investigate the effects of phase gaps or coverage. Further, I assume that the large-scale
field does not change significantly over one stellar rotation. However, I investigate the effects
of missing flux from the obscured hemisphere by considering two stellar inclination angles in
Chapter 4. An inclination angle of i = 60◦ and i = 20◦ is applied. For the high inclination of
i = 60◦ the large-scale field down to ≈ 30◦ latitude should contribute to the Stokes profiles,
whereby for the low inclinations the signal should be dominated by the polar region.
For the ZDI reconstructions the non-potential α`m 6= β`m model for the magnetic field
description is used as here the correct reconstruction of the magnetic field is secured, see
Section 2.4.1. All three coefficients α`m,β`,m and γ`,m are free to fit the Stokes profiles and
are not restricted.
Furthermore, all spherical harmonic modes are equally weighted to investigate the effect
of the maximum entropy regularisation onto the spherical harmonic based ZDI code. Nei-
ther axisymmetric nor non-axisymmetric modes are preferred and neither the toroidal or non-
potential field is enhanced or rejected. I allow `Σ-modes up to `Σ = 7. Most of the time the
`Σ-modes up to `Σ = 5 contain significant magnetic energy but sometime also ` = 6,7 store
noticeable magnetic energy, so that `Σ = 7 guaranties that I get all the information out of the
Stokes profiles that are there. For slow rotators like the Sun the Stokes V profiles are blind for
higher `Σ-modes as shown in Fig. 2.2, see Section 2.3.2.
Further, I use a maximum entropy regularisation in this thesis. For the maximum entropy
approach, the field configuration containing the least amount of information required to fit
the observations to a specific χ2 is chosen. The amount of the information is determined via
the entropy S, where different entropy functions for the minimisation can be implemented,
see e.g. Donati & Brown (1997); Hussain et al. (2001); Hébrard et al. (2016). I am using the
form developed by J.-F. Donati presented in Hussain et al. (2000, eq. 3):
S( f ) =
∑
φi −mi − fi log φi + fi2mi , (2.33)
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where φi =
q
f 2i + 4m
2
i and fi is the magnetic field of each image pixel i. The equation can
be adjusted by the value of the default image mi , which is set to mi = 10G in this thesis. Such
low mi gives a higher penalty to each field value in terms of entropy, which favourites stronger
magnetic features at smaller areas. I tested also higher values of mi , e.g. mi = 100, and the
entropy function of Hussain et al. (2001, eq. 5), but both showed a lower fitting performance.
I was always able to fit the Stokes V profiles with a reduced χ2 ≤ 5 with an exception of four
maps. Often the fit was better than χ2 ≤ 2. Further details of the ZDI code can be found in
Hussain et al. (2016).
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The magnetic field topology of solar-based
non-potential simulations
3.1 Introduction
To understand the observed cool star magnetic field topology1, I start with the analysis of the
large and small-scale field of 3D non-potential flux transport simulations based on the Sun.
We can observe the solar magnetic field in great detail in both resolution and time. How-
ever, the direct comparison of the high resolution solar with the relatively low resolution stellar
magnetic field maps is not possible due to the huge resolution difference. Vidotto (2016) in-
troduced a spherical harmonic decomposition method to determine the large-scale magnetic
field from a solar synoptic map observed with the Synoptic Optical Long-term Investigations
of the Sun facility (SOLIS; Keller et al. 2003). This vector magnetic field of the Sun-as-a-star
1The term topology refers here to the spatial vector magnetic field structures at the stellar surface as is common in
the literature of this research field.
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can be directly compared with other cool stars observations2.
The surface magnetic field of cool stars can be observed with the Zeeman-Doppler-Imaging
technique but is limited to the large-scale field as it suffers from small-scale field cancella-
tions. See et al. (2015) analysed and summarised the magnetic field properties of 55 stars
spanning F, G, K and M dwarfs. They discovered that the toroidal magnetic energy scales more
steeply with inverse Rossby number then the poloidal energy does. The stars follow two power
law dependencies between the toroidal and poloidal energy. Stars with masses above 0.5 M
display a steeper dependence of 〈B2tor〉 ∝ 〈B2pol〉1.25±0.06 compared to lower mass stars with
〈B2tor〉 ∝ 〈B2pol〉0.72±0.08, see Fig. 1.9. Further, they found that highly toroidal magnetic field
topologies are also highly axisymmetric.
My aim is now to relate the small with the large-scale field using the 3D non-potential
flux transport simulations of Gibb et al. (2016) to understand the observed magnetic field
topologies and their dependencies. The simulations represent solar-like stars whose param-
eters differ in flux emergence, differential rotation and meridional flow rate. I analysed the
impact of these three parameters onto the large-scale field topology detectable with ZDI and
determined if it is possible to derive conclusions about the small-scale field distribution from
the observable large-scale field.
Very little is known about flux emergence patterns or rates of stars other than the Sun.
Mackay et al. (2004) speculated about the nature of stellar emergence profiles for faster ro-
tating stars with polar magnetic field caps. However, methods have been devolped for future
detections, see e.g. Berdyugina (2005) for a review. One promising method is to use exoplanet
transits as probes for star spots at the host star’s surface, see e.g. Llama et al. (2012) or Morris
et al. (2017).
Also the meridional flow is unknown for cool stars other than the Sun. It can be estimated
by the Hale cycle (Baklanova & Plachinda, 2015)3. In contrast, the differential rotation is
widely detectable via the modulation of chromospheric emission lines (Donahue et al., 1996)
2We compare the large-scale field topology of the Sun-as-a-star with the observed magnetic field topologies anal-
ysed by See et al. (2015) for a good fraction of the solar cycle 24 in Vidotto et al. (2018). However, this was done
and published after the work and publications (Lehmann et al., 2017; Lehmann et al., 2018) presented in this
chapter.
3The mean meridional flow velocity is estimate by assuming that the magnetic dipole moment does not vanish
completely but migrates during one Hale cycle (PHale, time span of two polar polarity reversals, to see the same
polarity at poles) once along the circumference of the star, 〈vmer〉 = 2piR?PHale , (Livshits & Obridko, 2006; Moss et al.,
2013; DeRosa et al., 2012). This results in 〈vmer〉 = 6.29m s−1 for the Sun by assuming PHale = 22 yr, which
reasonably fits the observations, (Plachinda et al., 2011).
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or more precisely via ZDI (Donati & Brown, 1997; Petit et al., 2002; Marsden et al., 2006b;
Waite et al., 2011; Marsden et al., 2011). The differential rotation increases with effective
temperature and stellar mass (Barnes et al., 2005; Collier Cameron, 2007; Küker & Rüdiger,
2011).
Gibb et al. (2016) analysed the influence of the flux emergence rate and differential rota-
tion onto the non-potential coronal magnetic field. They used a flux transport model based
on solar observations in connection with a non-potential coronal evolution model, (Mackay &
van Ballegooijen, 2006; Yeates & Mackay, 2012). They discovered that an increased flux emer-
gence rate adds more flux into the corona but the global coronal structure stays unchanged.
An increase in the differential rotation opens the corona up and makes its field more non-
potential.
In this chapter, I use self-consistent simulations based on Gibb et al. (2016) and investi-
gate their photospheric magnetic field in respect of the magnetic structure for different length
scales. I am not re-analysing the results of Gibb et al. (2016), which focus on the coronal
response to the changing stellar parameters. I concentrate at the photosphere as the magnetic
field topology is observed in this layer. In addition, I want to improve the accessibility of the
simulations to the observers by extracting the large-scale field for the radial, azimuthal and
meridional component next to the toroidal and poloidal component.
This chapter is based on the letter Lehmann et al. (2017) and the paper Lehmann et al.
(2018). In the letter I analysed the magnetic field topology of 17 stellar models (one map per
model), which are a snapshot of the simulations in Gibb et al. (2016). Motivated by the results,
we enlarged the simulation set by extending the parameter range to lower differential rotation
rates and by accessing/changing a further parameter: the meridional flow. Additionally, I
analysed all 390 maps per stellar model in Lehmann et al. (2018) to derive statistical secured
results. In this thesis chapter, I present the results of both publications focusing predominantly
on the enlarged data set published in Lehmann et al. (2018).
The chapter starts with the introduction of the simulations and the modelling techniques
in Section 3.2 and 3.3. The results are presented in Section 3.4, followed by their discussion
in Section 3.5. The chapter ends with a summary in Section 3.6.
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3.2 Simulations
I am using a large set of 3D non-potential flux transport simulations, which model the magnetic
field of several stars using the Sun as a guide. I kindly received the simulations from our
collaborator Duncan Mackay. Most of the simulations were published by Gibb et al. (2016).
Due to the results of our surface magnetic field topology analysis in Lehmann et al. (2017),
Duncan Mackay enlarged the parameter range of the stellar models, which are presented and
analysed in Lehmann et al. (2018).
The general description of the simulations and the applied flux transport model in connec-
tion with a non-potential coronal evolution model is provided in Chapter 2.2. More details of
the simulation set can be found in sections 2 and 3 of Gibb et al. (2016)4.
The simulations include 390 maps per stellar model, that vary in the flux emergence,
differential rotation and meridional flow parameters. The fixed point is a stellar model of
our own Sun to which the other parameters are scaled. The flux emergence rate was deter-
mined for the solar activity maximum with 0.62 bipolar active regions per day and is scaled
by the factor D = 1,3, 5, see also page 57. The differential rotation is scaled by the factor
K = 0.3, 0.5,0.8, 1,3, 5 using a solar differential rotation profile
Ω(θ ) = K(Ω0 − dΩ cos2 θ )deg d−1, (3.1)
where Ω0 = 0.9215deg d−1, dΩ = 3.65 degd−1, as described in Chapter 2.2. The meridional
flow is defined after Schüssler & Baumann (2006),
uθ = C
16
110
sin(2λ)exp(pi− 2|λ|), (3.2)
as described in Chapter 2.2. The peak solar flow C is set to be C = 11m s−1 for the solar case
and C = 110m s−1 for the stellar models with ten times higher meridional flow5. The study
by Gibb et al. (2016) includes the scaling of the differential rotation rate (K = 1, 2,3, 4,5)
and of the flux emergence rate (D = 1, 2,3,4, 5), from which I mainly use a sub set including
K = 1,3, 5 and D = 1,3, 5. The expansion to lower rates of the differential rotation (K =
4Further, I want to refer to the paper of Gibb et al. (2014), where the authors investigate the effects of the dif-
ferential rotation and the supergranulation using related simulations of single isolated bipolar active regions on
coronal time-scales.
5Figure 2.1 in Chapter 2 displays the differential and meridional flow profiles.
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0.3,0.5, 0.8) and to higher rates of the meridional flow was provided by Duncan Mackay (priv.
communication, 2016).
The bipoles6 emerge as vector potentials (see section 2.3 of Gibb et al. 2016) based on
the model of Yeates et al. (2008). To overcome the problem that the flux emergence pro-
file is unknown for stars other than the Sun, Gibb et al. (2016) determined the statistical
flux emergence properties from solar synoptic magnetograms observed by National Solar Ob-
servatory/Kitt Peak (NSO/KP). To ensure that the emerging bipoles were not affected by the
long-term solar cycle variation of the flux emergence, they considered the solar flux emergence
between 2000 January and 2001 January around the solar activity maximum of solar cycle 23.
The properties of 227 emerged bipoles (emergence time, latitude, longitude, flux, tilt angle
and half separations) were determined by Yeates (2014) to fit the observed emerged fluxes,
see also Yeates et al. (2007). Gibb et al. (2016) developed a model, which allows the varia-
tion of several properties of the emerged bipoles, based on the results of Yeates (2014), see
section 3 of Gibb et al. (2016). For example: They found that the time interval t between two
single flux emergences follows a certain exponential distribution. The probability distribution
function (PDF) 7 is given by
P(t) = −1
τ
exp
−t
τ

, (3.3)
where τ= 1.61 d. To determine the time of the next bipole emergence, Gibb et al. (2016) used
a random number generator for an exponential distribution E[τ] with the expected value τ=
1.61d. To scale the flux emergence rate they included the scaling factor D into the exponential
distribution E[1.61/Dd]. The other properties of the emerged bipoles follow further empirical
relations and are modelled with the help of uniform, normal and exponential distribution
number generators, see section 3 of Gibb et al. (2016).
The simulations start with an initial map that is based on the smoothed synoptic mag-
netogram for CR19708, see Gibb et al. (2016, fig. 2), and run on grid of 384 grid points at
the equator to 12 grid points at the polar boundary. The corresponding initial coronal field
was extrapolated from the observed photospheric field using a potential field model. After
6Bipoles describe two star spots of opposite polarity within an active region. They are the footpoints of a lifted flux
tube breaking through the stellar photosphere.
7The exponential distribution describes the distribution of the time values t indicating the time between two events
that occur independently at a constant rate τ, e.g., raindrops hitting the ground or in this case the emergence of
bipoles at the solar surface. The probability distribution function P(t) returns the probability to obtain a certain
value for t, where t > 0.
8Carrington Rotation (CR) 1970: 2000 November 24 to 2000 December 21.
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Figure 3.1: The surface magnetic field for a simulated star with three times the solar flux emergence
rate and three times the solar differential rotation modulated with a flux transport model (Gibb et al.,
2016) restricted to spherical harmonic `Σ-modes of `Σ = 2 (left), `Σ = 5 (middle left), `Σ = 10 (middle
right), and for `Σ = 28 (right). The top row displays the poloidal and the bottom row the toroidal field
component. The main polarity pattern of the toroidal field of the emerging bipoles, i.e., the polarity
reversal across the equator, can be detected through all `Σ-modes down to `Σ = 2. The colourbar
saturates at ±30 G.
100 − 200 days the simulations reach a steady state, see Gibb et al. (2016, fig. 3). I anal-
yse only the photospheric (r = R) vector magnetic field maps. An analysis of the coronal
magnetic field and further coronal properties is presented by Gibb et al. (2014, 2016).
3.3 Modelling techniques
Essential for this work is the spherical harmonic decomposition method published by Vidotto
(2016), which I introduced in Chapter 2.1. It allows us to express the vector magnetic field as
spherical harmonics of different ` degree. The higher the `-mode, the higher the order of the
multipole and therefore the smaller the selected magnetic structure.
Fig. 3.1 shows one example of the simulated vector magnetic field maps. On the right
the fully resolved map for the poloidal (top) and toroidal field (bottom) is displayed. Moving
to the left, the number of included `-modes is reduced. The small-scale field structures are
filtered out and only the large-scale field becomes visible.
The highest `-mode (`max) relates to the spatial resolution of the magnetic field. High-
resolution solar synoptic maps reach `max = 192 (DeRosa et al., 2012), while stellar synoptic
maps show often resolutions of `max = 5 − 10 (Morin et al., 2010; Johnstone et al., 2014;
Yadav et al., 2015; Folsom et al., 2016). In this study I analyse the magnetic field topology
using ` = 1 − 28 corresponding to angular length scales of ϑ = 180◦ to ≈ 4.7◦, where the
simulated maps are as good as fully-resolved.
The spherical harmonic decomposition is completely consistent with the descriptions used
in several ZDI studies (Donati et al., 2006a; Fares et al., 2012; Hussain et al., 2002; Morgen-
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Table 3.1: The rotation period in days for the simulations. The simulations vary in flux emergence rate
(ER), differential rotation rate (DR) and meridional flow rate (MF), which are displayed in terms of
the solar values.
a. For solar meridional flow MF = MF:
ER\DR 0.3 DR 0.5DR 0.8 DR 1DR 3DR 5DR
1ER 25.2 25.8 26.2 27.0 30.4 32.0
3ER 16.5 16.6 17.0 17.4 19.0 20.2
5ER 13.9 14.1 14.2 14.3 15.9 17.0
b. For higher meridional flow MF = 10MF:
ER\DR 1DR 3DR 5DR
1 ER 26.8 30.7 33.4
3 ER 16.7 19.5 20.6
5 ER 14.0 15.7 16.4
thaler et al., 2012; Kochukhov, 2015). It allows a fair order of magnitude comparison of any
vector field map (resulting from the Sun or synthetic maps from numerical dynamo simula-
tions or flux transport studies) to observed magnetic field maps by selecting the corresponding
resolution.
Other studies used also the low order spherical harmonics to filter the large-scale field,
see e.g. Morin et al. (2010); Johnstone et al. (2014); Folsom et al. (2016). For example, Ya-
dav et al. (2015) filtered the large-scale field for `max = 10 from a fully convective M dwarf
simulations9 and compared them further with the ZDI reconstruction from synthetic spec-
tropolarimetric data. They found that the `Σ = 10 large-scale field fits well the synthetic ZDI
reconstructions. I apply now the spherical harmonic decomposition to 3D non-potential flux
transport simulations focusing on solar-like stars10.
The different stellar models of the simulations from Gibb et al. (2016) are not exactly
related to rotation periods. Several parameters are related or scaled to the Sun. I defined
that the solar model (ER = 1ER, DR = 1 DR, MF = 1MF) shall have a rotation period of
Prot = 27 d. I used the result found by Saar (1996), that the mean flux density is related to the
stellar rotation:
〈|BI |〉 ∝ P−1.7rot , (3.4)
9They applied the open-source MagIC code based on anelastic magnetohydrodynamic equations, (Gastine & Wicht,
2012).
10In Chapter 4 I apply a full ZDI routine to the simulations and compared the results with the filtering of the
spherical harmonic decomposition method.
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where 〈|BI |〉 is the total mean unsigned flux density from Zeeman-Broadening measurements11.
As the simulated magnetic field maps are fully resolved, I can use the relation from Saar
(1996). I calculated 〈|BI |〉 of each map and averaged them to one mean value per stellar
model. For the solar case 〈|BI |〉 = 14.7 G and is set to Prot = 27d. Using Eq. 3.4 allows then
the estimation of the rotation periods of the other stellar models, which range from 13.9 d to
33.4 d, see Table 3.1. An increase in the flux emergence rate causes an increase in 〈|BI |〉 and
therefore to shorter rotation periods. An increase in the differential rotation or meridional
flow leads to a decrease of 〈|BI |〉 due to flux cancellations in the small-scale field and therefore
to longer rotation periods. The influence of the differential rotation is greater compared to the
meridional flow.
My analysis of the large-scale field properties is based on an optimal average algorithm,
that mimics the observational limitations. The simulations contain over nobs = 390 magnetic
maps per stellar model for every day j(i, m),
j(i, m) = i + m · Prot, (3.5)
where i ∈ [0, ni] is the start date and m ∈ [0, nm] is defined as the counter for the multiple
of the rotation period Prot, while ni = Prot − 1 and nm = mod

nobs
Prot

. One needs a full stellar
rotation to detect the magnetic field of the whole stellar surface. For any magnetic field pa-
rameter F( j(i, m)), I determine the arithmetic mean µ(i) by averaging over the multiple m of
the rotation period Prot in respect of a certain start date i,
µ(i) =
∑nm
m=1 F ( j(i, m))
nm
, (3.6)
which is equivalent to an arithmetic mean over nm subsequently observed stellar magnetic
field maps. I have the advantage of obtaining surface magnetic field maps of every day for the
simulations and not only every mProt days (one snapshot per stellar rotation). I can compute
therefore the optimal average σopt avg over all arithmetic means µ(i) of the different start
dates i,
σopt avg =
∑ni
i=1µ(i)
ni
. (3.7)
Furthermore, I calculated the corresponding 1-σ standard derivation using the same concept.
11Also the averaged large-scale field strength 〈|BV |〉 from ZDI measurements increases with rotation period follow-
ing a power law relation (〈|BV |〉 ∝ P−1.32±0.14rot , Vidotto et al. 2014).
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3.4 The magnetic field topologies of the simulated stars
I investigated the magnetic field properties of the simulated surface magnetic field maps re-
garding the poloidal and toroidal magnetic energy (Section 3.4.1-3.4.3), the energy distribu-
tion across the `-modes (Section 3.4.4) and the axisymmetry of the field (Section 3.4.5). The
results are compared to the observational results of See et al. (2015), where possible. The
impact of the stellar parameters flux emergence rate (ER), differential rotation rate (DR) and
meridional flow rate (MF) is best seen in Section 3.4.2 and 3.4.3.
3.4.1 Comparing the simulations with observations
First, I analyse the magnetic energy budgets of the poloidal and toroidal field component
motivated by fig. 2 (top) of See et al. (2015) (reproduced in Fig. 1.9). In Lehmann et al.
(2017, fig. 2)12 I presented only one map per stellar model in contrast to Lehmann et al. (2018,
fig. 1) which displays the optimal average over 390 maps per stellar model, see Fig. 3.2. In
Fig. 3.2 I present the results for nine stellar models covering the flux emergence rates ER =
1,3, 5ER and differential rotation rates DR = 1, 3,5 DR modeled with a solar meridional
flow. The same parameter range as in Lehmann et al. (2017, fig. 2) is covered and allows
a direct comparison. Further, Fig. 3.13b in the chapter appendix includes the full parameter
range study including all 27 stellar models available in Lehmann et al. (2018) by using the
same format as Fig. 3.2.
The observational results13 of See et al. (2015) are displayed by grey symbols. Stars with
masses lower than or equal to 0.5M are displayed as triangles and stars with higher masses as
squares. Fig. 3.2 shows the toroidal against the poloidal mean squared flux density 〈B2〉, which
is called magnetic energy in the following to be consistent with the literature (see discussion
in Chapter 2.1 at page 33). The dashed line represents the unity line, where both components
show equal energies.
The top panel includes only the cumulative `Σ-modes
14 `Σ = 5 and 10 (dark and light green
circles), which are two typical resolutions for observed slowly and moderately rotating stars. A
12Fig. 2 of Lehmann et al. (2017) is displayed as Fig. 3.13a in the chapter appendix.
13The observations were done in the framework of the Bcool and Toupies survey and were published by Petit (in
prep.); Boro Saikia et al. (2015); do Nascimento et al. (2014); Donati et al. (2003, 2008b); Fares et al. (2009,
2010, 2012, 2013); Folsom et al. (2016); Morin et al. (2008a,b, 2010); Jeffers et al. (2014); Petit et al. (2008);
Waite et al. (2011).
14The cumulative `Σ-modes include all lower `-modes and can describe whole substructures like the large-scale
field, see also Chapter 2.1 at page 33.
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Figure 3.2: The magnetic energy stored in the poloidal 〈B2pol〉 and the toroidal component 〈B2tor〉. The
observations are displayed by grey symbols, where stars with stellar masses M? ≥ 0.5 M are plotted
as squares and stars with masses M? < 0.5M as triangles. The simulations covering flux emergence
rates of ER = 1, 3,5 ER and a differential rotation of DR = 1,3, 5DR are shown as coloured circles.
The simulated Sun is indicated by the solar symbol  and the dashed line indicates equal poloidal
and toroidal energies. Top: For a direct comparison between the simulations and observations the
simulations are restricted to the large-scale field by spherical harmonics up to `Σ = 5 (dark green
circles) or `Σ = 10 (light green circles). Bottom: Including all surface scale sizes for the simulations:
the dipolar mode ` = 1 (blue circles), the cumulative quadrupolar mode `Σ = 2 (orange circles), and
the higher cumulative `Σ-modes `Σ = 3 to `Σ = 28 (greenish circles), where the colour gets lighter with
increasing `Σ-modes. The higher `Σ-modes follow the powerlaw 〈B2tor〉 ∝ 〈B2pol〉0.77±0.02. The inserts
show the poloidal (blue) and toroidal (red) field lines for the axisymmetric dipole and quadrupole
mode.
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direct comparison between the observations and simulation is now possible. The simulations
representing the Sun are indicated by the solar symbol . All stellar models (coloured circles)
lie within the regime of the observations (grey symbols). They cover the same parameter range
given by the solar-like stars, e.g., by HN Peg (Boro Saikia et al., 2015) or " Eri (Jeffers et al.,
2014).
In the bottom panel of Fig. 3.2, I display all `Σ-modes up to `Σ = 28. Be aware that a direct
comparison with the observations is now misleading due to resolution differences. I colour-
coded the `Σ-modes in three regimes: blue for the dipolar modes, orange of the quadrupolar
modes and greenish colours for the higher `Σ-modes, where the colour gets lighter with in-
creasing `Σ-modes. The dipolar modes are poloidal dominated. The quadrupolar modes `= 2
obtain around one order of magnitude higher toroidal energy and show the highest toroidal
energy of all `-modes. The higher `Σ-modes follow a fixed ratio between the toroidal and
poloidal energy of 〈B2tor〉 ∝ 〈B2pol〉0.77±0.02. This power law relation is remarkably similar to
the power law found for low mass M dwarfs by See et al. (2015), see also discussion in Sec-
tion 3.5.
Furthermore, I calculated the 1-σ standard derivation of the optimal average and display
the maximal errorbars for the shown `Σ-modes in the legend of Fig. 3.2. For most `Σ-modes
the error is smaller than the plot symbol and decreases with increasing `Σ-modes on the log-log
scale.
Comparing the optimal average of the 390 maps per stellar model in Fig. 3.2 with the
snapshot single maps in Fig. 3.13a, I noticed that the optimal average reduces the spread and
the trend with `Σ-modes become clearer, especially for the higher `Σ-modes. However, even in
Fig. 3.13a the trend with `Σ-modes is well seen. The solar model is closer to the other stellar
models in Fig. 3.2 compared to Fig. 3.13a. The single analysed solar map in Fig. 3.13a shows
a generally lower toroidal energy than the average of the solar-case simulations as suggested
by Lehmann et al. (2017).
To sum up, the large-scale field of the flux transport simulations matches well the solar-like
star observations regarding the poloidal and toroidal energy. The `Σ-modes show three be-
haviours: a mainly poloidal dipolar mode, a quadrupolar mode obtaining the highest toroidal
energy fraction and higher `Σ-modes that follow the power law 〈B2tor〉 ∝ 〈B2pol〉0.77±0.02.
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Figure 3.3: The poloidal 〈B2pol〉 and toroidal energies 〈B2tor〉 for the simulations split in three groups. All
three groups cover flux emergence rates of ER = 1, 3,5 ER. The same format as in Fig. 3.2 bottom is
used. Left: The lower DR simulations (diamonds) with differential rotation of DR = 0.3,0.5, 0.8DR.
Middle: The higher DR simulations (circles) with DR= 1, 3,5 DR (the same simulations as plotted in
Fig. 3.2 bottom). Right: The higher MF simulations (stars) owning the same differential rotation as
the higher DR simulation but a higher meridional flow of MF = 10MF.
3.4.2 The impact of differential rotation and meridional flow
I analysed the effect of the differential rotation and meridional flow onto the magnetic field
properties of different length scales. I split the sample into three groups:
• lower DR includes the simulations with sub-solar differential rotation of DR= 0.3,0.5,
0.8DR,
• higher DR includes the simulations with differential rotation of DR= 1,3, 5DR and
• higher MF includes the simulations with the same differential rotation as the higher DR
group, but having a meridional flow ten times higher than our Sun with MF = 10MF.
All three groups consider the flux emergence rates of ER = 1,3, 5ER. Fig. 3.3 compares the
three groups in respect of the toroidal and poloidal energy using the same format as Fig. 3.2
(bottom panel).
The higher DR simulations are closer to the dashed unity line than the lower DR simula-
tions, see left and middle panel of Fig. 3.3. The poloidal energy 〈B2pol〉 decreases with higher
differential rotation. For the higher DR some of the `Σ-modes, especially the `Σ = 2 modes
(orange circles), become toroidal dominated as the toroidal energy stays constant while the
poloidal energy decreases. This is reflected in the shallower slope of the higher `Σ-modes
64
3.4. The magnetic field topologies of the simulated stars
(greenish symbols) for the higher DR
〈B2tor〉 ∝ 〈B2pol〉0.77±0.02 compared to the lower DR〈B2tor〉 ∝ 〈B2pol〉0.87±0.02 simulations.
The higher meridional flow affects the middle `Σ-modes most strongly, see middle and
right panel of Fig. 3.3. Next to the `Σ = 2 mode also other low `Σ-modes are closer to the
unity line and show an increase of the toroidal energy by losing slightly poloidal energy. This
results in the more curved appearance of the `Σ ≥ 3 modes. Further, the dipolar ` = 1
modes display a slightly lower 〈B2tor〉. The higher `Σ-modes follow a power law relation as
well
〈B2tor〉 ∝ 〈B2pol〉0.80±0.02.
Summarising, the differential rotation seems to lower the poloidal energy while the toroidal
energy remains unchanged. The meridional flow changes the large-scale field topology of the
lower to mid `Σ-modes by slightly decreasing the poloidal energy and increasing the toroidal
energy.
3.4.3 The impact of emergence rate
Fig. 3.4 plots the poloidal 〈B2pol〉 (top panel) and toroidal energy 〈B2pol〉 (bottom panel) loga-
rithmically over all differential rotation rates (0.3 − 5DR) and `Σ-modes. The background
colour indicates the flux emergence rate (ER) and gets darker with increasing ER. The differ-
ential rotation increases from left to right for each flux emergence rate. The error bars are
similar or smaller than the plot symbol.
Both magnetic energies, 〈B2pol〉 and 〈B2tor〉, increase with flux emergence rate, see Fig. 3.4.
The differential rotation causes a widely linear decrease of log(〈B2pol〉), where this trend is best
seen for lower flux emergence rates, Fig. 3.4 top. In Fig. 3.4 bottom I see a weak decrease
of 〈B2tor〉 for the higher `Σ-modes. The lower `Σ-modes increase with differential rotation
(especially the solar flux emergence rate) or stay constant. The toroidal energy 〈B2tor〉 increases
by around one order of magnitude from `= 1 to `Σ = 2. This increase gets stronger with flux
emergence rate.
The next figure, Fig. 3.5, compares the logarithmically poloidal (top) and toroidal energy
(bottom) for the solar (left) and higher meridional flow (right) simulations using a similar
format then Fig, 3.4.
The poloidal energy is mostly unaffected by the meridional flow. Only the lowest `Σ-modes
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Figure 3.4: The poloidal 〈B2pol〉 (top) and toroidal magnetic energy 〈B2tor〉 (bottom) over the whole range
of differential rotation accessible from the simulations for the cumulative `Σ-modes. The differential
rotation increases to the right for each flux emergence rate, which is indicated by the background shade.
The background shade becomes darker with increasing flux emergence rate. The lower DR simulations
are displayed as diamonds and the higher DR simulations as circles and the simulated Sun is marked
by the solar symbol . The same colour scheme is used as in Fig. 3.2.
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Figure 3.5: The poloidal 〈B2pol〉 (top) and toroidal energy 〈B2tor〉 (bottom) over the higher differential
rotation range for the cumulative `Σ-modes comparing the solar meridional flow simulations (left,
circles) with the higher meridional flow simulations (right, stars). Beside that the same format as in
Fig. 3.4 is used.
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show slightly lower 〈B2pol〉. However, the 〈B2tor〉 changes with increasing meridional flow: in
general, 〈B2tor〉 becomes stronger for high `Σ-modes but weaker for low `Σ-modes. The even
low `Σ-modes increase stronger than the odd low `Σ-modes but the gap between ` = 1 and
`Σ = 2 is smaller with higher MF.
Furthermore, I analysed the quadrupole/dipole
〈B2l=2〉
〈B2l=1〉 and octopole/dipole ratio
〈B2l=3〉
〈B2l=1〉 of the
total magnetic energy. Both show no clear dependencies on differential rotation or meridional
flow. For solar flux emergence rates the octopole/dipole ratio is larger than the quadrupole/di-
pole ratio, while for higher flux emergence rates it is reversed.
To sum up: With higher flux emergence rates the energy of the toroidal and poloidal field
increases for all `Σ-modes. The toroidal energy increases by approximately one order of mag-
nitude from the dipolar to the cumulative quadrupolar mode. This increase gets stronger
with rising flux emergence rate. Higher differential rotation decreases the poloidal energy
for all `Σ-modes, while the toroidal energy shows a weaker decrease for high `Σ-modes but
remains widely constant for the low `Σ-modes. With higher meridional flow a weak decrease
of the poloidal and toroidal energy for the low `Σ-modes occur, while the toroidal energy gets
stronger for the high `Σ-modes. The rise of the toroidal energy is stronger for the low even
`Σ-modes than for the odd `Σ-modes.
3.4.4 The distribution of magnetic energy across `-modes
The previous figures suggested that the differential rotation, flux emergence and meridional
flow differently affect the single `-modes. I investigate therefore the energy distribution 〈B2〉(`)
across the single `-modes.
Figure 3.6 displays the energy distribution of the radial (green), azimuthal (red) and
meridional component (blue) over the `-modes ` = 1 − 2815. The flux emergence and dif-
ferential rotation rate of each stellar model is indicated by the title of each barplot. Fig. 3.6
includes only solar meridional flow rates. The left column of Fig. 3.15 in the chapter appendix
shows the meridional flow equivalent to the middle column of Fig. 3.6.
I noticed the following by analysing the individual values of the energy distributions: The
maximum energy per `-mode increases with flux emergence rate, see vertical direction of
Fig. 3.6, and decreases with differential rotation rate, see horizontal direction of Fig. 3.6,
15In addition, Fig. 3.14 in the chapter appendix presents a detailed view on the first ten `-modes.
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Figure 3.6: The magnetic energy distribution for the radial 〈B2rad〉(l) (green bars), azimuthal 〈B2azi〉(l)
(red bars) and meridional component 〈B2mer〉(l) (blue bars). The title above each barplot indicates
the flux emergence rate and differential rotation. The differential rotation increases horizontally and
the flux emergence rate vertically. All here shown simulations have a solar meridional flow. For a
comparison with the higher meridional flow simulations, see Figure 3.15 left column.
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where the flux emergence rate displays the greater effect.
The differential rotation (DR) produces in general a decrease of 〈B2rad〉, 〈B2azi〉 and 〈B2mer〉 for
most of the `-modes16. The only exception is the azimuthal quardupolar mode that remains
constant. The meridional and the radial quadrupolar mode decrease even more strongly than
the dipolar mode for high DR. See also Fig. 3.14 in the chapter appendix for a detailed view
on the first ten `-modes. The higher meridional flow (MF) causes an increase of 〈B2mer〉 at the
cost of 〈B2rad〉 for the low `-modes, see Fig. 3.15 left column. Higher MF simulations show a
lower 〈B2azi〉 for the quadrupolar mode.
In addition, the stellar parameters influence the shape of the energy distributions. The
azimuthal ` = 2 mode becomes more and more dominant over the other azimuthal modes
until it stores the highest 〈B2azi〉 with increasing flux emergence rate (ER). The ER enhances
also the following trends with DR. With increasing DR the peak of the radial distribution be-
comes broader and shifts to slightly higher `-modes. In general, the radial component peaks
before the azimuthal and meridional component for solar MF. With higher MF, see Fig. 3.15
left column, the peak of the meridional components shifts to lower `-modes and peaks than
before the radial and azimuthal component. A higher MF flattens also the azimuthal ` = 2
mode compared to the peak of the azimuthal component at mid `-modes and broadens the
peak distribution of the radial component.
A rather simpler pictures occurs in Fig. 3.7, which plots the poloidal 〈B2pol〉(`) and toroidal
energy distributions 〈B2rad〉(`). The peak values for both components increase as well with ER
and decrease with DR, where ER has a stronger effect. In general, the toroidal distribution
(without `= 2) peaks at lower `Σ-modes than the poloidal distribution.
The toroidal ` = 2 mode increases relatively to the peak of the toroidal distribution at
mid `-modes with increasing ER similar to the azimuthal distribution. A higher DR causes
a decrease of the poloidal energy for all `-modes. The quadrupolar mode stands out again:
with increasing DR the toroidal ` = 2 is widely constant or shows a slight increase while the
poloidal ` = 2 mode even stronger decreases compared to the other modes. For high ER and
low DR next to the `= 2 further even `-modes can be enhanced. For DR≥ 3 DR the toroidal
quadrupolar mode becomes the strongest toroidal mode. Furthermore, with increasing DR the
poloidal peak distribution becomes broadener and shifts to slightly higher `-modes.
16At the first glance this seems counter-intuitive to the prediction of the dynamo theory but I discuss this result
extensively in Section 3.5.
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Figure 3.7: The magnetic energy distribution for the poloidal 〈B2pol〉(`) (plum bars) and toroidal com-
ponent 〈B2tor〉(`) (orange bars). The same format as for Fig. 3.6 is used. For a comparison with the
higher meridional flow simulations, see Figure 3.15 right column.
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With higher MF, see Fig. 3.15 right column, all low toroidal modes (` ≈ 2 − 16) are en-
hanced, so that the strongest toroidal mode is always at mid `-modes. Especially, the low even
`-modes are stronger for higher MF in connection with higher ER and DR as seen in the top
row of Fig. 3.9. However, there is no preference to enhance only the `= 2 mode, see Fig. 3.9
top row. For higher MF the poloidal peak distributions becomes again broadener.
Summarising, the stellar parameters affect the magnetic energy distributions. With an
increased flux emergence rate, 〈B2〉 increases for all `-modes. The azimuthal and toroidal
`= 2 mode is enhanced relative to the peak values in the mid `-modes and could become the
dominant azimuthal or toroidal mode. With an increased differential rotation, 〈B2〉 decreases
for most `-modes, where the azimuthal and toroidal ` = 2 are exceptions as they stay widely
constant. Next to this, the radial and poloidal peak distributions broaden and their peaks
shift to lower `-modes. With an increased meridional flow, 〈B2mer〉 increases at the cost of
〈B2rad〉, while the peak of the 〈B2mer〉(`) distribution shifts to lower `-modes. Further, the lower
toroidal `-modes increase with meridional flow especially the even `-modes. The azimuthal
and toroidal `= 2 becomes weaker relatively to the peak values at mid `-modes.
The ` = 2 mode seems to react differently to changes in ER and DR compared to the
other `-modes. This becomes even more clear by analysing the fractions of the different field
components f (`), see Fig. 3.8. The top row displays the cumulative total CI(`) of the radial,
azimuthal and meridional fraction of the total energy distribution per `-mode:
CI(`) =
∑
i
fi(`), (3.8)
fi(`) =
〈B2i 〉(`)
〈B2tot〉(`) , i ∈ (rad, azi, mer), (3.9)
〈B2tot〉(`) = 〈B2rad〉(`) + 〈B2azi〉(`) + 〈B2mer〉(`). (3.10)
The second row of Fig. 3.8 plots the cumulative total CJ (`) of the poloidal and toroidal fraction:
CJ (`) =
∑
j
f j(`), (3.11)
f j(`) =
〈B2j 〉(`)
〈B2tot〉(`) , j ∈ (pol, tor), (3.12)
〈B2tot〉(`) = 〈B2pol〉(`) + 〈B2tor〉(`). (3.13)
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Figure 3.8: The cumulative total C(`) =
∑
f (`) of the fractions for the different field components over
`-modes for the solar meridional flow simulations. The top row shows the cumulative total CI (`) =
fmer(`) + fazi(`) + frad(`) of the meridional (blue), azimuthal (red) and radial (green) fraction. The
middle row the cumulative total CJ (`) = ftor(`) + fpol(`) of the toroidal (orange) and poloidal (plum)
fraction. The bottom row displays the cumulative total CK(`) = fazi,tor(`) + fmer,tor(`) of the azimuthal
toroidal (red orange) and the meridional toroidal (light orange) fraction, that build up the toroidal
component. The title of each barplot indicates the flux emergence rate and differential rotation. Both
parameters increase horizontally. For a comparison with the higher meridional flow simulations see
Figure 3.16.
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Figure 3.9: The simulations of an active star (DR = 5 DR and ER = 5ER) with solar meridional
flow, left column, and higher meridional flow MF = 10 MF, right column. The top row displays the
magnetic energy distribution for the poloidal 〈B2pol〉(`) (plum bars) and toroidal component 〈B2tor〉(`)
(orange bars) and the bottom row the cumulative total CJ (`) = ftor(`)+ fpol(`) of the toroidal (orange)
and poloidal (plum) fraction.
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and the bottom row presents the cumulative total CK(`) of the azimuthal toroidal and merid-
ional toroidal fraction of the toroidal energy 〈B2tor〉, see also Eq. 1.32,
CK(`) =
∑
k
fk(`), (3.14)
fk(`) =
〈B2k〉(`)
〈B2tor〉(`) , k ∈ (azi, tor;mer, tor), (3.15)
〈B2tor〉(`) = 〈B2azi,tor〉(`) + 〈B2mer,tor〉(`). (3.16)
The colour schema is the same as in the previous Figures 3.6 and 3.7 and azimuthal toroidal
fraction is coloured in red orange and the meridional toroidal fraction in light orange. Fig. 3.8
shows only the results for the solar MF simulations with increasing flux emergence rate and
differential rotation. For the higher MF results, see Fig. 3.16 in the chapter appendix.
For the high `-modes the radial frad, azimuthal fazi and meridional component fmer are
widely constant, see Fig. 3.8 top row. The largest fraction with frad ≈ 0.5 is given by the radial
field. The azimuthal and meridional components display similar fractions with frad ≈ fazi ≈
0.25 widely unaffected by changes in ER or DR. I found only a small increase in frad while fazi
and fmer slightly decrease for more active stellar models. The stellar parameters influence the
large-scale magnetic energy stored in the low `-modes much more strongly. With increasing
DR, fazi increases for the quadrupolar ` = 2 mode and for some neighbouring `-modes, too.
Next to this, the radial `= 1 mode becomes stronger. An increasing ER enhances these effects.
Comparing the solar with higher MF, see Fig. 3.16 top, I found that fmer increases for the low
`-modes mainly at the cost of frad as seen for the energy distributions.
Also the poloidal fpol and toroidal fraction ftor remains unchanged for the high `-modes
with fpol ≈ 0.9 and ftor ≈ 0.1, see Fig. 3.8 middle row. For the large-scale field ftor increases
with increasing DR, especially the quadrupolar ` = 2 mode. This reflects the strong decrease
of 〈B2pol〉 while 〈B2tor〉 remains constant. The dipolar ` = 1 mode is strongly poloidal, whereas
the quadrupolar ` = 2 mode is dominantly toroidal for DR ≥ 3 DR. For the higher MF
simulations, see Fig. 3.16 middle, ftor increases for the low `-modes as well, but the even
`-modes are especially enhanced. This effect is best seen for the more active stellar models,
see Fig. 3.9 bottom row. For higher MF the ` = 2 mode is often stronger but not always the
strongest toroidal mode. The highest ftor occurs also in the ` = 4 or ` = 6 mode for high DR
and MF stellar models, (not shown).
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In order to better understand the behaviour of the toroidal field, I analysed the relative
contributions of its azimuthal and meridional parts. The higher `-modes show roughly equal
fractions for the meridional toroidal fmer,tor (light orange bars) and azimuthal toroidal field
fazi,tor (red orange bars), whereas the lowest `-modes are highly azimuthal toroidal. The
quadrupolar ` = 2 mode shows the highest fazi,tor for the stellar models with solar MF. With
increasing DR, fazi,tor increases as well for both the quadrupolar ` = 2 mode and the highest
`-modes. An increasing ER enhances these effects again. With increasing MF, fmer,tor increases
for the lowest `-modes and fazi,tor for the highest `-modes, see Fig. 3.16 bottom. The increased
meridional toroidal field can even suppress the strong azimuthal toroidal ` = 2 mode, see
Fig. 3.16 bottom. However, with stronger DR the ` = 2 and further even `-modes become
dominant fazi,tor again, (not shown).
Furthermore, I investigated the average of the large-scale field (`= 1−5) and the average
over all `-modes for the toroidal and azimuthal fraction, (not shown). The toroidal fraction
ftor doubles for the averaged large-scale field from ≈ 0.15 to ≈ 0.3 with increasing DR. Even
the average over all `-modes including the large and small-scale field shows a small increase of
0.05 in ftor. The increase for fazi of the large-scale field average is smaller (≈ 0.25 to ≈ 0.35).
This confirms that the differential rotation is changing the field topology to more toroidal and
slightly more azimuthal field topologies.
Summing up: The following effects of the differential rotation are enhanced by an increas-
ing flux emergence rate. The toroidal ftor and azimuthal fazi fraction increase for the lower
`-modes representing the large-scale field. The azimuthal and toroidal ` = 2 modes rise the
most. In addition, the azimuthal toroidal fraction fazi,tor increases for `= 2 and for the higher
`-modes. An increased meridional flow rate increases fmer by decreasing frad for the low `-
modes. The rise of the toroidal fraction ftor for the even `-modes is most obvious. With higher
MF, fmer,tor increases for the low `-modes while fazi,tor rises for the high `-modes.
3.4.5 The axisymmetry of different modes
The next point I discuss is the axisymmetry of the surface magnetic field simulations. Motivated
by the results of See et al. (2015), I plot the fraction of the axisymmetric energy faxi (see
Eq. 2.22) versus the fraction of the toroidal energy ftor, see Fig. 3.10a. The results of the
optimal average are displayed as diamonds for the lower DR sample, as circles for the higher
DR sample and as stars for the higher MF sample, otherwise the same format as for Fig. 3.2 is
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used. The errorbars, indicating the standard derivation for the optimal average, are attached
to each symbol but are not visible if the error is smaller than the plot symbol.
I can confirm the trend found by See et al. (2015) that toroidal dominated topologies are
also highly axisymmetric topologies. Next to this, a clear trend with `Σ-modes is visible. This
`Σ-mode trend was also visible using the smaller set of simulations including only 17 maps
presented in Lehmann et al. (2017, fig. 3), see also Figure 3.17 in the chapter appendix. The
dipolar ` = 1 modes (blue) are mainly poloidal, while the cumulative quadrupolar modes
`Σ = 2 (orange) are strongly toroidal. Both modes show a high axisymmetric fraction. With
increasing `Σ-modes (greenish symbols) both the fractions faxi and ftor decrease as well as
the errors. A direct comparison between the simulations and the observations is possible by
focusing on the greenish symbols for the `Σ = 5,10 modes. The simulations cover the same
parameter range as the solar-like star observations. I find only very weak trends with differ-
ential rotation and meridional flow: the lower DR models own smaller fractions of ftor and
faxi, whereas the higher MF models show higher ftor but similar faxi compared to the higher
DR models.
The axisymmetry of the field is underpinned by the axisymmetry of the poloidal and
toroidal field, which can be seen in Figure 3.10b, motivated by See et al. (2015, fig. 7). The
dipolar ` = 1 modes (blue) show a high axisymmetric poloidal field, whereby the axisymme-
try of the quadrupolar `Σ = 2 (orange) and of the other low `Σ-modes (dark green) is mainly
given by the axisymmetric toroidal field. The high `Σ-modes display only a low axisymmet-
ric fraction. The fraction of poloidal field is larger than the fraction of toroidal field for the
majority of the `Σ-modes, which explains that the errors for faxi,tor are often larger than for
faxi,pol. An increasing DR increases faxi,pol and faxi,tor for all `Σ-modes with exception of the
dipolar modes. For the higher MF stellar models the dipolar modes strikingly display a lack of
axisymmetric toroidal field while owning the same percentage of axisymmetric poloidal field
as the solar MF stellar models.
To further investigate this lack of axisymmetric toroidal fraction with increasing MF, I plot
the fraction of the axisymmetric poloidal faxi,pol and axisymmetric toroidal field faxi,tor for the
solar and higher MF stellar models in Fig. 3.11 by using a similar format to Fig. 3.5. The
top panel shows faxi,pol and the bottom panel faxi,tor for the solar MF (left) and for the higher
MF models (right). With a fraction higher than 0.5 a field component becomes dominant,
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Figure 3.10: The percentages of the axisymmetric and toroidal energies of the total magnetic energy
(a.) and the percentages of the axisymmetric poloidal and the axisymmetric toroidal fraction (b.) for
the simulations (coloured symbols) and for the observations (grey symbols). The figures presents the
cumulative `Σ-modes `Σ = `max = 1,2, 5,10, for the simulations. The lower DR simulations are plotted
as diamonds, the higher DR simulations as circles and the higher MF simulations as stars. The same
format as in Fig. 3.2 is used and the top figure is comparable to Lehmann et al. (2017), fig. 3.
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Figure 3.11: The fractions of the axisymmetric poloidal faxi,pol energy (top) and of the axisymmetric
toroidal faxi,tor energy (bottom) for the cumulative `Σ-modes comparing the solar meridional flow sim-
ulations (left) with the higher meridional flow simulations (right). The same format as in Fig. 3.5 is
used.
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which is indicated by the dashed line. I find that the axisymmetric poloidal fraction faxi,pol
decreases with increasing `Σ-modes, see Fig. 3.11 top. The dipolar mode shows by far the
highest faxi,pol for the simulations with solar and higher MF. In general, there are no to little
differences between the solar MF (left) and higher MF (right) models for faxi,pol.
For the solar MF simulations the `Σ = 2 mode has the highest fraction of axisymmetric
toroidal field faxi,tor, see Fig. 3.11 bottom left. With increasing `Σ-modes faxi,tor decreases
similar to faxi,pol, see top panel. The dipolar mode displays lower faxi,tor than the `Σ = 2
mode and for high ER even lower values than `Σ = 4. However, with increasing DR, I see
an increase of faxi,tor for all `Σ-modes higher than `Σ = 2. For the higher MF faxi,tor behaves
differently compared to the solar MF results, see Fig. 3.11 bottom right. First of all, faxi,tor is
in general lower and the `Σ-modes are closer together. With increasing ER the quadrupolar
`Σ = 2 has the highest faxi,tor and decreases with increasing `Σ-modes. For the solar ER, I
see a different, non-consistent and nearly opposite trend with `Σ-modes. Most important the
dipolar modes display faxi,tor ≈ 0.2 for all higher MF simulations independent of differential
rotation or flux emergence rate, which explains the clear offset for the dipolar modes to lower
faxi,tor in Fig. 3.10b.
In a nutshell: I can confirm that the higher the toroidal field fraction, the higher the ax-
isymmetry fraction. The most axisymmetric modes are the dipolar and cumulative quadrupolar
modes. The axisymmetry of the dipolar modes is underpinned by the axisymmetric poloidal
field while the axisymmetry of `Σ = 2 and the higher `Σ-modes is based on the toroidal axisym-
metric field. The faxi,pol and faxi,tor for all `Σ-modes higher than the dipolar mode is enhanced
by the differential rotation although faxi,tor > faxi,pol for all solar MF models. The higher merid-
ional flow causes a lack of faxi,tor especially for the dipolar modes but shows no effect on the
faxi,pol.
3.4.6 Summarising the large-scale magnetic field topology
The magnetic field topologies are often summarised using the format of Fig. 1.8, (Donati et al.,
2008b; Morin et al., 2008b, 2010; Jeffers et al., 2014; Folsom et al., 2016; Hébrard et al.,
2016). In Fig. 3.12 I summarise the basic properties of the dipolar (left) and cumulative
quadrupolar mode (right) using a similar format. As I only show ` = 1 and `Σ = 2 a direct
comparison to the observation is not adequate. The observations include various numbers of
`Σ-modes and observation constraints, which makes a comparison of stellar magnetic field
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Figure 3.12: Summarising the properties of the dipolar `= 1 (left) and cumulative quadrupolar `Σ ≤ 2
mode (right) for the solar meridional flow simulations. The higher meridional flow simulations are not
shown. The flux emergence rate is plotted versus the differential rotation. The symbol size indicates
the logarithmic magnetic energy log〈B2〉, the symbol shape the fraction of poloidal axisymmetric field
fpol,axi and the symbol color the fraction of the poloidal field fpol.
topologies difficult anyway. The logarithmic magnetic energy log(〈B2〉), indicated by the sym-
bol size, increases with ER for both modes and decrease slightly with DR (best seen for `= 1).
The poloidal axisymmetric fraction fpol,axi, displayed by symbol shape, is generally higher for
`= 1 than for `Σ = 2 but shows no clear trend with ER or DR. The poloidal field fraction fpol,
indicated by symbol colour, is dominant for the dipolar mode but for `Σ = 2 the picture is more
diverse. With increasing DR the poloidal fraction decreases and therefore the toroidal fraction
( ftor = 1− fpol) increases. The toroidal fraction increases with ER as well but less strongly as
with DR. The fpol,axi and ftor decreases by including higher `Σ-modes, while the trends with
DR and ER remain visible.
3.5 Discussion
My aim is to better understand the observed magnetic field topologies, which are restricted to
the large-scale field. With the analysis of the large- and small-scale magnetic field topology of
several non-potential flux transport simulations, I could derive some conclusions about how
the small and large-scale field influence each other and how the different stellar parameters
affect the topology.
I find that the large-scale field of the simulated solar-based stellar models fit very well the
observed solar-like stars. The magnetic field of the simulations responds to changes of the
stellar parameter flux emergence, differential rotation and meridional flow rate, especially the
large-scale field topology. I conclude that the magnetic field topology is determined mainly by
the global dipolar field and the small-scale flux pattern at the photosphere. The flux pattern
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is formed by the surface flux transport processes and the underlying flux emergences pattern.
For the large-scale field the first two spherical harmonic modes are the most important
ones: the poloidal dominated dipolar ` = 1 modes and the quadrupolar ` = 2 modes, which
often show the highest fraction of toroidal field. The dipolar modes are given by the global
dipole field of the stellar models, which is poloidal dominated and highly (poloidal) axisym-
metric. The toroidal quadrupolar modes are driven by the large-scale properties of the solar
flux emergence pattern: the active regions emerge at mid to low latitudes with opposite po-
larities on the different hemispheres. This pattern is best characterised by the axisymmetric
toroidal quadrupolar mode (`= 2, m = 0) of the spherical harmonics on global scale, see also
insert in Fig. 3.2. The discovered increase of one order of magnitude for the toroidal field from
the dipolar to the cumulative quadrupolar mode results from that. If one emerges a different
flux pattern another spherical harmonic mode of the large-scale field would capture this pat-
tern. For example bipoles emerging with the same polarity around the equator would be best
captured by the axisymmetric toroidal dipolar mode (` = 1, m = 0). The best evidence for
this hypothesis is that for higher MF the ftor of further even `-modes increases to capture the
higher latitude position of the active regions. I conclude that the lower spherical harmonic
modes can be sensitive to the large-scale properties of the small-scale flux emergence, i.e., to
the preferable emergence region and the polarity pattern of the active regions.
Furthermore, the outstanding quadrupolar mode could be connected to a specific signature
of a certain solar cycle phase. The flux emergence pattern for the simulations is captured
during the activity maximum of the activity cycle 23. At that time the dipolar field was still
detectable and the sunspots appeared mainly at mid-latitudes. The behaviour of the dipolar
and quadrupolar modes and the large-scale magnetic field topology probably change by using
the flux emergence pattern at the activity minimum or at the increasing or decreasing phase17.
The small-scale field, captured by the higher spherical harmonic modes, is characterised by
the size and shape of the bipoles. These modes are less axisymmetric and display a widely fixed
ratio between the different field components (toroidal/poloidal and radial/azimuthal/meridi-
onal) mostly unaffected by the stellar parameters. As the bipoles obtain a larger area of radial
field than of the azimuthal and meridional field, the radial energy distribution 〈B2rad〉(`) peaks
at lower `-modes than the azimuthal 〈B2azi〉(`) and the meridional 〈B2mer〉(`) one.
17In Chapter 5 I provide a detailed analysis of the solar magnetic field topology along the solar activity cycle 23.
Among others I show that and how the dipolar and quadrupolar mode change with time.
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Next to this, I found that the small-scale magnetic field topology shows a powerlaw be-
haviour, 〈B2tor〉 ∝ 〈B2pol〉0.77±0.02, that is remarkably similar to the powerlaw 〈B2tor〉 ∝
〈B2pol〉0.72±0.08 found for the low-mass M-dwarfs (M? < 0.5 M) by See et al. (2015), see also
Fig. 1.9. This might be a hint that M dwarfs are covered randomly by small-scale field struc-
tures that show a similar ratio between the poloidal and toroidal energy to the emerging bipoles
in our flux transport simulations. Essential is that the small-scale field emerges randomly all
over the stellar surface or for a good fraction of it but is not organised on a larger scale.
The more massive stars (including the solar-like stars) follow a different power law 〈B2tor〉 ∝
〈B2pol〉1.25±0.06, (See et al., 2015), see also Fig. 1.9. The large-scale field of the solar-based sim-
ulation restricted to `Σ ≤ 5 or 10 seems to follow this steeper power law with increasing flux
emergence rate. This might be a hint that the observed topologies for more massive F, G,
and K stars are also influenced by globally organised flux emergence patterns similar to our
simulations.
However, these conclusions are only grounded on the similar power law behaviour. To
derive more secure conclusions, I need to extend the parameter range of the simulations to
reproduce the more active, faster rotating and toroidal dominated stars and the low mass
M dwarfs. The simulations analysed here only recover the solar-like stars in a relatively narrow
parameter space.
3.5.1 The effects of the stellar parameters on the magnetic topology
I find that the stellar properties flux emergence, differential rotation and meridional flow rate
affect the surface magnetic field topology.
The flux emergence rate (ER) widely influences the surface magnetic field topology. The
ER indicates the time rate at which new bipoles and magnetic features emerge. The stellar
surface is occupied by a higher number of bipoles for a higher ER, which causes the increase
of the magnetic energy 〈B2〉 for all field components as seen by Gibb et al. (2016). Further, the
toroidal and azimuthal quadrupolar mode is enhanced relative to the peak at mid and higher
`-modes for an increased ER. The bipoles follow the flux emergence pattern and emerge with
opposite polarities on the two hemispheres at a relatively small latitude range, see Fig. 3.1
right. The global properties of the small-scale flux emergence pattern is best captured by the
toroidal quadrupolar mode, which is well seen in Fig. 3.1 bottom left. A higher ER consolidates
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these large-scale properties of the solar flux emergence pattern.
The mid and higher `-modes capture the single bipoles themselves and increase moder-
ately compared to the toroidal quadrupolar mode. The broadening of the peak distribution at
mid `-modes for the poloidal and radial energy distributions 〈B2〉(`) results from the higher
probability of seeing bipoles of different size and shape when the number of emerged bipoles
rises.
The differential rotation rate (DR) affects the magnetic field topology, too. Most dominant
is that the poloidal energy 〈B2pol〉 decreases with increasing DR while the toroidal energy 〈B2tor〉
remains widely constant. This results in a strong increase of the toroidal field fraction ftor.
With higher DR the equator rotates faster than the poles and the bipoles become stretched
and elongated. The polarity inversion line increases in length, which enlarges the area where
the opposite polarities of the radial field cancel within the bipole. The radial and poloidal
field decreases therefore. The toroidal and azimuthal toroidal field remains widely constant
as there is no cancellation for these field components. I rather find a small increase in the
toroidal energy 〈B2tor〉 for the high `-modes due to the presence of bipoles stretched in the
toroidal direction. My results agree with Gibb et al. (2016), who found a more sheared and
non-potential corona with increasing DR.
Next to this, a higher DR leads to more variability in the size and shape of the bipoles and
causes the broadening of the poloidal and radial peak distribution 〈B2〉(`). The differential
rotation is a process highly aligned with the rotation axis, so that the axisymmetry of the
topology increases with higher DR as well.
The last stellar parameter I analysed is the meridional flow rate (MF). An increased MF
transports the bipoles and magnetic features more rapidly to higher latitudes where the shear
of the differential rotation is stronger. This stretches the bipoles and they become more tilted.
The bipoles form elongated structures that furl around the star and cause a mixed polarity
pattern at higher latitudes. They cancel the old polarity of the global dipole and transport
the new polarity more quickly to the poles. Due to these effects the poloidal energy 〈B2pol〉
decreases for the low `-modes.
Most interesting is that the higher MF pushes the bipoles to such high latitudes that, next
to the quadrupolar, also other low to mid even `-modes carry a high fraction of toroidal and
azimuthal field. Only the even toroidal `-modes are able to display the polarity switch across
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the equator. Odd toroidal modes show the same polarity on both hemispheres. The higher
latitude position of the bipoles is best represented by a combination of several even toroidal
spherical harmonic modes, where the quadrupolar ` = 2 mode is no longer necessarily the
most toroidal one. The shearing effects of the differential rotation are stronger at the higher
latitudes. The bipoles become stretched and tilted, which causes an increase of the toroidal
energy 〈B2tor〉 and of fazi,tor for the higher `-modes.
I found a strong decrease of the axisymmetric toroidal fraction faxi,tor for the higher merid-
ional flow simulations while the fraction of axisymmetric poloidal field faxi,pol remains similar.
This effect appears especially strong for the dipolar mode. The decreases of the dipolar ax-
isymmetric toroidal field happens as all the bipoles and small-scale structures are dragged to
higher latitudes. Nearly no flux is left near the equator to support the dipolar axisymmetric
toroidal mode. For the solar MF simulations bipoles emerge and stay much closer to the equa-
tor and support the dipolar axisymmetric toroidal field. Moreover, the stretched mixed polarity
structure at the higher latitude regions adds a global non-axisymmertric toroidal structure.
The stronger tilt of the bipoles and their stretch in the meridional direction increases the
meridional energy 〈B2mer〉 at the cost of the radial energy 〈B2rad〉. The peak of the meridional
energy distribution 〈B2mer〉(`) is also shifted to lower `-modes and the fraction of meridional
toroidal field fmer,tor is increased. The higher MF causes again a higher variety of the sizes and
shapes for the bipoles resulting again in the broadening of the poloidal 〈B2pol〉(`) and radial
energy peak distribution 〈B2rad〉(`).
3.5.2 Connecting the simulations with the observations
Some of the trends for the large-scale field topology with the stellar parameters seem to agree
with observational results or might be observable. The flux emergence rate shows a strong
influence on the magnetic energy and is likely connected to the magnetic activity level of the
stars.
For an increasing differential rotation I discovered that the poloidal energy decreases while
the toroidal energy remains constant which results in an increase of the toroidal fraction with
differential rotation. For the observations an increase of the toroidal field fraction was found
with stellar mass (Donati & Landstreet, 2009, fig. 3). Furthermore, Kitchatinov & Olemskoy
(2011) report an increase of the differential rotation with rising stellar mass and effective
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temperature. The dependency of the differential rotation on the effective temperature is well
studied from the theoretical side (Küker & Rüdiger, 2011; Kitchatinov & Olemskoy, 2011) and
the observational (Barnes et al., 2005; Reiners, 2006; Collier Cameron, 2007). Comparing
the large-scale magnetic field topology of the mid M dwarfs (Morin et al., 2008b) with the
large-scale magnetic field topology of the more massive early M dwarfs (Donati et al., 2008b),
one finds that the poloidal energy decreases with mass while the toroidal energy remains
roughly the same. The toroidal fraction increases therefore with mass from the mid to the
early M dwarfs. The differential rotation increases by one order of magnitude from the mid
to the early M dwarfs as well, (Morin et al., 2008b; Donati et al., 2008b). The simulations
analysed here display the same trends for an increasing differential rotation. However, the
simulations are grounded on the Sun and do not represent M dwarfs.
The stellar meridional flow is not directly observable today. The strongest hint for a higher
meridional flow is the decrease of the axisymmetric toroidal fraction while the axisymmetric
poloidal fraction remains constant according to my results. It might be a hint of an increased
MF if one of two solar-analogues shows a weaker toroidal axisymmetric field than the other.
However, this would only be true if both stars host the same solar flux emergence pattern, flux
emergence and differential rotation rate.
3.6 Summary
I analysed the large and small-scale magnetic field topology of simulations with varying stellar
parameters. The simulations are based on a solar flux transport model, which is connected with
a non-potential coronal evolution model. I examined trends of the large-scale field topology
with three stellar parameters and compared them with the observed magnetic field topologies.
The main results are summarised in the following:
• The large-scale magnetic field topology of the simulated solar-based stars fits the mag-
netic field topology of the observed solar-like stars.
• The large-scale field of the simulations mainly results from the global dipolar field and
the global properties of the small-scale flux pattern. The global dipolar field is captured
by the poloidal dominated dipolar mode of the spherical harmonics. The solar small-
scale flux emerges at low to mid latitudes (active latitudes) with opposite polarities on
the two hemispheres and is best recovered by the toroidal quadrupolar mode on large
85
Chapter 3. The magnetic field topology of solar-based non-potential simulations
scales. The large-scale field for the simulations is therefore mainly characterised by the
poloidal dominanted dipolar modes and the quadrupolar modes, that often show the
highest fraction of toroidal field. Both modes are highly axisymmetric.
• The magnetic field topology is affected by changes of the following stellar parameters:
– An increasing flux emergence rate
∗ increases the magnetic energy 〈B2〉 for all field components.
∗ enhances the toroidal and azimuthal quadrupolar mode relative to the mid
and higher `-modes.
– An increasing differential rotation
∗ decreases the poloidal energy 〈B2pol〉 and the toroidal energy 〈B2tor〉 remains
widely constant, which results in an increase of the toroidal field fraction ftor.
∗ increases the axisymmetry.
– An increasing meridional flow
∗ enhances the low even toroidal spherical harmonic modes to mimic the higher
latitude position of the magnetic features.
∗ decreases the fraction of the axisymmetric toroidal field faxi,tor, especially for
the dipolar mode, while the fraction of the axisymmetric poloidal field faxi,pol
is unchanged.
• The higher spherical harmonic modes are sensitive to the actually emerging bipoles and
star spots. They are characterised by a low fraction of axisymmetric field and a widely
fixed ratio between the different field components. In general, the small-scale field is
less affected by the stellar parameters.
• However, an increase of the stellar parameters (flux emergence, differential rotation and
meridional flow rate) cause a greater variation in the size and shape of the active regions
at the stellar surface. The peak of poloidal 〈B2pol〉(`) and the radial energy distribution
〈B2rad〉(`) is therefore broadened.
My results show that simulations connecting photospheric flux transport models with non-
potential coronal evolution models are an important tool to understand stellar magnetic field
observations. I found that the observable large-scale magnetic field topology is sensitive to
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the large-scale properties of the flux emergence pattern, i.e., preferable areas of emergence
(e.g. active latitudes) and polarity pattern. The simulations are based on the observed solar
flux emergence pattern during the activity maximum. The discovered dependencies with the
stellar parameters are only evaluated for these types of stars. To derive more conclusive hints
for observable trends, I recommend to do further examinations regarding the influence of the
different flux emergence patterns and cycle phases. A wider parameter range of the analysed
stellar parameters is advisable, too, to connect the discovered trends securely with the ob-
servational trends. The reader is reminded that the simulations cover only a small range of
stellar parameters (e.g., in rotation period and Rossby number) compared to the observations.
However, some general trends are most likely to be independent of the solar flux emergence
pattern, e.g., the rising of magnetic flux with flux emergence rate and the decrease of poloidal
energy and the resultant increase of the toroidal fraction with differential rotation rate. The
observations display an increase of the toroidal field fraction with mass as well, looking similar
to the trends I discovered with increasing differential rotation, that is believed to increase with
stellar mass.
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Appendix
3.A Additional figures
Fig. 3.13a displays the toroidal against poloidal energy for the sub-set of the 17 stellar models
(one map per model) presented in Lehmann et al. (2017). Fig. 3.13b shows all analysed stellar
models of Lehmann et al. (2018): the lower DR, higher DR and higher MF simulations. The
exact same format as in Fig. 3.2 is used, where only the higher DR simulations are presented.
By comparing both figures, I notice that the optimal average smooths the trend with `Σ-modes,
especially for the higher `Σ-modes.
Figure 3.14 displays the first ten `-modes of Fig. 3.6 for a more detailed view. For example,
the strong azimuthal ` = 2 mode is more obvious in this format. Be aware that the y-axis
varies for all stellar models and is no longer fixed. The rotation period of the stellar models
is mentioned in the top left corner of each barplot. Furthermore, Fig. 3.14 allows an easy
comparison with observational results published in the literature.
Figure 3.15 shows the energy distributions 〈B2〉(`) for stellar models with higher merid-
ional flow. The left column displays the radial 〈B2rad〉(`) (green bars), azimuthal 〈B2azi〉(`) (red
bars) and meridional 〈B2mer〉(`) (blue bars) energy distribution for a direct comparison with
the middle column of Fig. 3.6. The right column shows the poloidal 〈B2pol〉(`) (plum bars) and
toroidal 〈B2tor〉(`) energy distribution (orange bars) to be compared with the middle column of
Fig. 3.7.
Figure 3.16 displays the cumulative total C(`) =
∑
f (`) of the different magnetic field
fractions for the higher meridional flow stellar models with solar differential rotation and flux
emergence rate for a direct comparison with the second column of Fig. 3.8 using the same
format.
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Figure 3.13: Magnetic field energy stored in the toroidal 〈B2tor〉 and poloidal fields 〈B2pol〉 using the
same format as in Fig. 3.2. a. For the 17 stellar models (one map per model) presented in Lehmann
et al. (2017, fig. 2). b. For the complete set of simulations including the lower DR, higher DR and
higher MF simulations, (Lehmann et al., 2018, fig. A1). The higher `Σ-modes follow the power law〈B2tor〉 ∝ 〈B2pol〉0.77±0.01.
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Figure 3.14: The first ten `-modes of the energy distribution for the radial 〈B2rad〉(`) (green bars),
azimuthal 〈B2azi〉(`) (red bars) and meridional component 〈B2mer〉(`) (blue bars). The y-axis varies for
all stellar models and the rotation period of the simulated star is displayed in the top left corner of each
barplot. The same format as in Fig. 3.6 is used and additionally three higher MF stellar models are
displayed to the right of the vertical black line.
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Figure 3.15: The magnetic energy distributions 〈B2〉(`) for the higher meridional flow simulations.
The figure provides a direct comparison with the middle columns of Fig. 3.6 and 3.7, respectively. The
same format as in Fig. 3.6 and 3.7 is used.
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Figure 3.16: The cumulative total C(`) =
∑
f (`) of the fractions for the different field components for
a higher meridional flow simulation. The figure provides a direct comparison with the simulated Sun,
see Fig. 3.8 second column. The same format as in Fig. 3.8 is used.
0 20 40 60 80 100
0
20
40
60
80
100
Toroidal (% total)
Ax
is
ym
m
et
ric
 (%
 to
tal
)
1
2
3
5
10
Si
m
ul
at
io
n 
l ma
x
_
Figure 3.17: The percentage of axisymmetric and toroidal energy fraction for the 17 stellar models
published in fig. 3 of Lehmann et al. (2017). For a direct comparison with Fig. 3.10a a similar format
is used.
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Fig. 3.17 displays the toroidal and axisymmetric fraction of the 17 stellar models published
in Lehmann et al. (2017) for comparison with the complete sample and optimal average results
in Fig. 3.10a. The same format as Fig. 3.2 is used.
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4
Observing the simulations
4.1 Introduction
The Zeeman-Doppler-Imaging (ZDI) technique (Semel, 1989; Donati & Brown, 1997) enables
us to map the stellar surface magnetic field. Due to flux cancellations within the resolution
elements, we are only able to detect the large-scale field. Most of the magnetic flux (over
80 %) is hidden in the small-scale field (Reiners & Basri, 2009; Morin et al., 2010; See et al.,
2019).
The observation of solar-like stars is even more challenging as these stars are typically slow
rotators and relatively inactive. The spatial resolution of the ZDI reconstructed maps is limited
by a combination of the stellar ve sin i, the instrumental spectral resolution, phase coverage
and noise, see also Chapter 1.3.2. The spatial (angular) resolution of solar-like stars reaches
typically only ≈ 40−20◦ due to the low ve sin i in the order of a few km s−1. Petit et al. (2002)
showed that it is still possible to reconstruct the large-scale magnetic field topology1 for slowly
1The terms topology and morphology describe here the spatial vector magnetic field structure and are used equally
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rotating solar-like stars with ve sin i < 15km s
−1. This is doubly challenging as next to the slow
rotation also the Stokes V signals are very weak due to the relatively inactivity of solar-like
stars. Further, a brightness map cannot be reconstructed with the Doppler Imaging technique.
The low star spot activity (including dark spots and bright facular regions) is insufficient to
show an impact on the narrow absorption lines in the unpolarised light (Stokes I).
A direct comparison between stellar and solar magnetic field maps is prevented by the
huge resolution difference. With the help of the spherical harmonic decomposition method,
(Vidotto, 2016), we were able to determined the large-scale field of the Sun and to directly
compare it with solar-like star observations, (Vidotto et al., 2018). We showed that the large-
scale field properties of the Sun fit the observational trends reported by See et al. (2015).
The solar large-scale magnetic energy is poloidal dominated (¦ 70 %) and lacks toroidal non-
axisymmetric field similar to other solar-like stars.
Even if the comparison with the Sun is now possible, it is still challenging to derive the
right conclusions from ZDI maps (especially for solar-like stars). In this Chapter, I want to
determine how much of the large-scale field can be robustly reconstructed with ZDI for solar-
like stars under the issue of flux cancellation and obscured hemisphere. Further, I want to
determine how to interpret the reconstructed ZDI maps and what can be concluded from the
large-scale field about the small-scale flux emergence.
I am using the 3D non-potential flux transport simulations of Gibb et al. (2016) as inputs to
benchmark the ZDI technique. In the previous Chapter (Chapter 3), I analysed the simulations
regarding their large and small-scale field topology and proved that they mimic the large-scale
field properties of observed solar-like stars. They are the perfect data set to test the reliability
of the ZDI technique and to determine what ZDI recovers from the solar-like magnetic field.
I would like to remind the reader about the results of the two studies in Chapter 2.3.2 and
2.4.1, which were done in the framework of the project presented here.
First, I analysed the dependence of the Stokes V profiles on ve sin i and the spatial resolution
of the input maps, see Chapter 2.3.2. For slow rotating solar-like stars with ve sin i ≤ 5km s−1
the Stokes V profiles are insensitive to magnetic structures smaller than ϑ = 40 − 25◦, an
angular size corresponding to `Σ = 5 − 7. An observer is literally blind for smaller scale
as common in the literature of this research field. The mathematics distinguish between these two terms and
defines both terms more strictly. For example, the topology describes the study of objects that are preserved
under certain kind of deformations.
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magnetic structures.
Second, I compared four different magnetic field descriptions based on the spherical har-
monics, see Chapter 2.4.1. I showed that only certain magnetic field morphologies can be fitted
by restricting the magnetic field coefficients α`,m,β`,m,γ`,m, see Eq. 1.26. For example, it was
possible to fit a few maps of the solar-like star with a potential model (γ`,m = 0). To ensure
that the reconstructed magnetic field is as correct as possible, one should allow α`,m 6= β`,m
and γ`,m 6= 0. This is especially recommended if one is interested in the toroidal or azimuthal
and meridional field component. Kochukhov et al. (2017) showed that the Stokes profiles of
τ Sco (B0 V) can be equally well fitted with three of the here analysed descriptors, but result-
ing in three different vector magnetic field morphologies. It is therefore often impossible to
discard single descriptions from fitting the observed Stokes V time series.
Section 4.2 introduces the applied data set of simulations, the synthetic Stokes V profile
modelling and the details of the ZDI implementation and fitting. The results can be found in
Section 4.3, where I present the comparison between the input and ZDI maps in Section 4.3.1.
How the large-scale field properties, the energy distributions and surface averaged field are
recovered can be seen in Section 4.3.2, 4.3.3 and 4.3.4. The chapter closes with a discussion
and summary in Section 4.4 and 4.5.
The whole chapter is based on my paper Lehmann et al. (2019).
4.2 Simulations, techniques and ZDI fitting
To benchmark the ZDI technique, I use a subsample of the 3D non-potential flux transport sim-
ulations introduced in Chapter 3.2. The simulations were kindly provided by Duncan Mackay
and are published in Gibb et al. (2016).
The details of this simulation set can be found in Chapter 3.2 and in sections 2 and 3
of Gibb et al. (2016). Further, a general description of the simulation and the surface flux
motions can be found in Chapter 2.2. Here I only repeat the key properties.
The simulations are modelled with a flux transport model that is connected to a non-
potential coronal evolution model via the magnetofrictional technique reaching from the stel-
lar surface up to 2.5R? (van Ballegooijen et al., 2000). The stellar flux emergence pattern is
based on the solar flux emergence properties observed during the activity maximum from Jan-
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uary 2000 to January 2001 (Yeates, 2014). The flux emergence (ER) and differential rotation
rate (DR) are scalable (Gibb et al., 2016).
I selected three stellar models from the simulations presented in Chapter 3.2: the solar-like
star (ER= 1ER, DR= 1 DR)2, a three times more active star (ER= 3ER, DR= 3 DR) and
the most active star (ER= 5ER, DR= 5 DR). All three are simulated with a solar meridional
flow rate. For each star 390 vector magnetic maps are available ranging over a timespan of
one year. I selected 10 maps per stellar model, which are more or less equally distributed in
time. I ensured that the 10 maps show the same averaged large and small-scale magnetic field
properties as the optimal average over the 390 maps presented in Chapter 3.2.
I modelled the Stokes IV profiles for the three stellar models, ten maps each, as described
in Chapter 2.3.1. I applied an inclination angle of i = 20◦ and 60◦, which leads to a total of 60
time series in Stokes IV. Just repeating the key properties: each time series contains 25 equally
spaced observations detected with 30 velocity bins ranging from −20 kms−1 to 20km s−1. The
local Stokes profiles are fine tuned to match the solar twin 18 Sco. As mentioned in the intro-
duction, a brightness distribution cannot be reconstructed for such slowly rotating and inactive
stars. A uniform brightness is assumed for the generation of the disc-integrated Stokes IV pro-
files.
I add Gaussian noise to the synthetic line profiles. The amplitudes of the Stokes V pro-
files vary over two orders of magnitude for the three stellar models (5.20 · 10−6 V/IC − 1.85 ·
10−4 V/IC). Each time series of Stokes V profiles shall be equally affected by noise, so that
I scaled the S/N to the maximum amplitude of each time series. I choose a noise level cor-
responding to 3 % of the maximum Stokes V signature per data set. Looking at the noisy
Stokes V profiles, they are by eye comparable with several observational datasets of similarly
active stars, e.g., " Eri (Jeffers et al., 2014) or 61 Cyg A (Boro Saikia et al., 2016). How-
ever, the resulting continuum S/N of the synthetic Stokes V profiles ranges from 3 560 000 to
100 000 from our least to most active set of models. These particularly high S/N values are
reached as they are based on simulation. Even our most active model has therefore a S/N
that is ' 25% higher than normally found in datasets for solar-activity stars. Table 4.1 lists
the rotation periods and rotational velocities next to the S/N averaged over the ten maps per
stellar model.
2The definitions of the solar flux emergence and differential rotation rate (ERand DR) can be found in Chap-
ter 3.2 at page 56.
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Table 4.1: The rotation periods, ve sin i and averaged S/N for the analysed stellar models for both in-
clinations. The stars are characterised by their flux emergences rate (ER) and their differential rotation
rate (DR) in solar terms.
ER DR Prot ve sin i ve sin i S/N S/N
[ER] [DR] [d] [km/s] [km/s]
i = 20◦ i = 60◦ i = 20◦ i = 60◦
1 1 27.00 0.64 1.62 1 550 000 550 000
3 3 19.00 0.91 2.31 370 000 340 000
5 5 17.00 1.02 2.58 160 000 200 000
In the next step, I used the modelled 60 Stokes IV time series as inputs for the ZDI code de-
scribed in Chapter 2.4.2. Just as reminder: the ZDI code is based on spherical harmonics and
uses the maximum entropy regularisation, (Hussain et al., 2016). The non-potential α 6= β
model is applied to guarantee the correct field reconstruction, see Chapter 2.4.1. The maxi-
mum spatial resolution is given with the maximum `-mode `max = 7, which corresponds to an
angular resolution of ϑ ≈ 25◦. All ` and m modes are equally weighted, so that no a-priori
assumptions are applied.
I applied the ZDI technique onto the synthetic line profiles and naturally try to find the best
agreement with the inserted dataset. Figure 4.1 displays the ZDI fits to the Stokes V profiles for
one example map per stellar model and inclination. The black lines indicate the noisy Stokes V
profiles produced by using the fully resolved stimulated maps. The red lines show the best fits
with ZDI. For comparison the blue lines, which are mostly hidden behind the red lines of the
ZDI fits, present the noise-free Stokes V profiles. The observation phases are depicted on the
right on the individual profiles. ZDI excellently fits the noisy Stokes V profiles. On average I
reached a reduced χ2 ≈ 3, while the best fit achieved χ2 = 1.05. Only four out of 60 maps had
a χ2 ≥ 5. My fitting degree is comparable to the fitting degree of solar-like star observations,
e.g., for " Eri (Jeffers et al., 2014). In most cases, the ZDI reconstructed profiles (red lines)
match the noise-free simulated Stokes V profiles (blue lines), although I applied the ZDI fitting
to the noisy Stokes V profiles (black lines). The two different inclinations have no significant
effect on the fitting degree.
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4.3 The observed field of the simulations
I compare the input with the ZDI reconstructed maps in Section 4.3.1 before I determine how
much of the large-scale field is reconstructed in Section 4.3.2. Further, I examine how robust
the magnetic energy distributions and the surface averaged magnetic fields per stellar model
are recovered in Section 4.3.3 and 4.3.4.
4.3.1 Comparing the input maps with the ZDI reconstructions
Firstly, I compare the fully resolved input maps and their large-scale field extrapolations with
their ZDI reconstructed maps. Figs. 4.2-4.4 present one example map per stellar model and
inclination corresponding to the Stokes V profile fits presented in Fig. 4.1. I present typical fits
for the lower and higher activity models and the best fits for the model with moderate activity.
The Mollweide projected maps are shown for the radial (top row), azimuthal (middle row) and
meridional field (bottom row). The first column presents the simulated input map from which
the ZDI fitted Stokes V profiles are derived. The second and third columns show the large-scale
of field of input map limited to `Σ = 7 and 5, respectively. The last two columns demonstrate
the reconstructed ZDI maps for an inclination of i = 60◦ (4th column) and i = 20◦ (5th
column). Note that the maps are grouped by three different colour bars. It is more revealing
to pay attention to the comparison of the morphology of the different maps rather than the
magnetic field values indicated by the colour scale as the reconstructions recover much less
field than their original input.
Generally, the ZDI restored maps significantly differ from the simulated input maps. The
input maps (Figs. 4.2-4.4, 1st column) are dominated by small-scale field structures origi-
nating from active regions, whereas the ZDI reconstructed maps (Figs. 4.2-4.4, 4th and 5th
column) show only large-scale field structures. As illustrated in Section 2.3.2 the Stokes V
profiles exclusively provide information about the large-scale field and miss the small-scale
field. This is especially true for slowly rotating stars. Hence it is necessary to compare the
ZDI reconstructed maps with the large-scale field of the input maps (Fig. 4.2-4.4, 2nd and
3rd column). I allow the ZDI code to use `-modes up to ` = 7, but most of the information
is accumulated in the `-modes ` = 1− 5. I present therefore both large-scale field maps for
`Σ = 7 and `Σ = 5 of the input maps. ZDI recovers significantly less magnetic field than the
large-scale field of the input maps for all 60 fitted maps. Here, I compared the magnetic field
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values averaged over the whole surface of the input maps. I do not take inclination effects into
account. Considering inclination effects would decrease the magnetic field values of the input
maps by a few percent.
For the solar-like star (ER = 1ER, DR = 1DR, Fig. 4.2) the morphology of the ZDI
reconstructed maps show a significant difference depending on the inclination. The low incli-
nation reconstructions display much less structure in all three vector components. The high
inclination reconstructions reveal a much better agreement to the large-scale field of the in-
put. The main features of the radial large-scale field `Σ = 5 are recovered from the northern
hemisphere down to the equatorial region but show in general larger structures than expected
for `Σ = 5. The reconstructed azimuthal field also recovers most of the main features of the
northern hemisphere, however, with a higher uncertainty. The meridional field is affected
by crosstalk with the radial field and illustrates the worst agreement as expected (Donati &
Brown, 1997). The low inclination maps are limited to the polar view and a worse spatial
resolution as the ve sin i = 0.62 kms−1. With these ultra-low ve sin i values, I am limited by the
thermal width of the line profile as well as the spectral resolution of the instrumentation3.
The ZDI reconstructed maps for the more active star (ER = 3ER, DR = 3 DR, Fig. 4.3)
demonstrate a higher agreement to the large-scale field of the input in comparison to the solar-
like star. Especially, the radial map for the higher inclination star displays a good agreement
with the large-scale field `Σ = 5, Fig. 4.3 (top row, 3rd and 4th column). ZDI recovers here all
features of the large-scale field down to south of the equatorial region. Be reminded of the two
different colour scales by comparing the two maps. The main structures of the azimuthal and
meridional field maps are also well recovered, though less accurately than the radial maps.
The meridional field is in this case less affected by crosstalk compared to the map of the solar-
like star as it is stronger. At this activity level the meridional field contributes more strongly to
the Stokes V profiles and the resulting maps. The low inclination ZDI reconstruction (Fig. 4.3,
5th column) shows worse spatial resolution. At the same time it is more restricted to the
structure of the northern hemisphere. However, there is still an acceptable agreement with
the large-scale field in the input map.
The ZDI maps of the most active star (ER= 5 ER, DR= 5DR, Fig. 4.4) generally display
a good accordance with the large-scale field of input maps. The high inclination ZDI recon-
3The disc integrated Stokes V profile consists only of two local Stokes V profiles for such a low ve sin i in connection
with the assumed 30 velocity bins ranging from −20km s−1 to 20 kms−1.
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structions display poorer spatial resolution than expected from the large-scale field `Σ = 5
of the input maps. Even less structure is shown by the low inclination ZDI reconstructions.
I want to highlight that the azimuthal field is especially well constrained. It dominates the
global magnetic field and has the structure of a strong belt of negative polarity on the north-
ern hemisphere. This azimuthal ring becomes more structured as the inclination increases. It
also dominates the Stokes V profiles, especially at low inclination (refer to Fig. 4.1, 5th and
6th panel). The original input map (Fig. 4.4, 1st column) of this active star is characterised
by many active regions, which predominantly have a negative azimuthal field at the northern
hemisphere and a positive azimuthal field at the southern hemisphere. The global properties
of this flux emergence pattern (two azimuthal bands of opposite polarity at mid-latitudes)
shape the large-scale field and therefore dominate the ZDI reconstruction. For low inclination,
where the star is seen nearly pole-on, ZDI is very sensitive this magnetic structure as the polar
region contains a relatively low levels of magnetic flux.
All in all, I can conclude that ZDI recovers the visible structure of the large-scale field
morphology of solar-like stars, but loses the magnetic field strengths. Restricting the original
input maps to the large-scale field via the spherical harmonic decomposition (see Vidotto 2016;
Lehmann et al. 2017; Lehmann et al. 2018) offers a great estimate of the magnetic field mor-
phology structure that will be recovered by ZDI at best. ZDI recovers structures mostly less
but at maximum down to ` = 5 for solar-like slow rotators but observes significantly lower
magnetic field strengths. Further, the inclination affects the ZDI reconstructions as lower in-
clinations (pole-on view) reduce the spatial resolution and further restrict the observations to
the upper hemisphere.
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4.3.2 Recovering the large-scale field properties
In the last section, I noticed that ZDI recovers less magnetic field than expected from the large-
scale field extrapolation. I analysed this further, computing the mean-squared flux density
(alias magnetic energy) 〈B2〉[G2] of the poloidal and toroidal field, see Fig. 4.5. Fig. 4.5a shows
the full range of energy values given by the cool stars observations4 (grey symbols) analysed
by See et al. (2015), see Fig. 1.9. They divided the sample by stellar mass: low mass stars with
M < 0.5M are plotted as pentagons and higher mass stars as squares. Fig. 4.5b displays a
more detailed view over the energy range defined by our models and maps (coloured symbols).
The large-scale field input maps (`Σ = 7) are indicated by circles and their corresponding ZDI
maps by triangles, where the i = 20◦ inclined ZDI maps are plotted using the up-side-down
triangles (standing on their point) and the i = 60◦ maps using the normal triangles (standing
on their base). For the input maps I calculated the energy values for the whole surface not
accounting for inclination effects. The activity level of the stellar model is given by the colour:
blue for the solar-like stars, purple for the three times more active stars and red for the five
times more active stars. I display the results for the ten maps per stellar model (fainter coloured
symbols) and their average (stronger coloured and black bordered symbols), see legend in
Fig. 4.5a. The dashed line represents the unity line, with equal poloidal and toroidal energies.
The large-scale field of the 30 simulated input maps show similar values to the observations
of solar-like stars, see Chapter 3 or Lehmann et al. (2018) for the full analysis. Their ZDI
recovered maps lie still within the spread given by the observations but show approximately
one order of magnitude less magnetic energy in both components, see Fig. 4.5b. The ZDI
reconstructions seem to follow the power law 〈B2tor〉 ∝ 〈B2pol〉1.25±0.06 found by See et al. (2015)
for stars with masses M ≥ 0.5M independent of inclination. ZDI recovers therefore the trend
with activity but with systematically lower magnetic energy values. The spread given by the
ten maps per stellar model increases for the ZDI reconstructions compared to their input maps.
ZDI reaches closer values to the large-scale field of the input maps for higher inclinations (more
equator-on view). Additionally, I notice that with lower inclination, less poloidal energy tends
to be reconstructed and that a slightly higher toroidal energy is recovered for the more active
stars.
4The observations were published by Petit (in preparation); Boro Saikia et al. (2015); do Nascimento et al. (2014);
Donati et al. (2003, 2008b); Fares et al. (2009, 2010, 2012, 2013); Folsom et al. (2016); Morin et al. (2008a,b,
2010); Jeffers et al. (2014); Petit et al. (2008); Waite et al. (2011).
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Figure 4.5: The toroidal against the poloidal magnetic energy for the observed cool stars (grey sym-
boles), the simulated input stars with `Σ = 7 (circles) and the ZDI reconstructed maps for inclination
i = 60◦ (triangle) and i = 20◦ (upside down triangle). The colour indicates the activity of the star:
blue for the solar-like star (ER = 1ER and DR = 1 DR), purple for the more active star (ER = 3 ER
and DR= 3 DR) and red for the most active star (ER= 5ER and DR= 5DR). I plot all ten maps per
star with a fainter colour and smaller symbol size and the average over the ten maps per star with the
bolder colour and larger symbol size. The dashed line indicates the unity line. a. The full parameter
range covered by the observations. b. A zoom in to the parameter range covered by the input and
reconstructed maps.
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Figure 4.6: The percentage of axisymmetric fraction against the percentage of toroidal fraction (a.)
and the percentage of the axisymmetric poloidal fraction against the percentage of the axisymmetric
toroidal fraction (b.) for the observation, large-scale field input maps and ZDI reconstruction presented
in Fig. 4.5. The same format as in Fig. 4.5 is used.
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Fig. 4.6a plots the axisymmetric energy fraction against the toroidal energy fraction5 using
the same format as Fig. 4.5. All of my maps lie in the same parameter range given by the
observations and they follow the trend found by See et al. (2015): the more toroidal the field
morphology, the more axisymmetric it tends to be. The axisymmetric and toroidal fractions are
well recovered within ±20% for the solar-like stars (blue symbols). The more active the star,
the more ZDI tends to overestimate the axisymmetric and toroidal fraction, which is enhanced
by inclination.
Fig. 4.6b shows the axisymmetric poloidal fraction and the axisymmetric toroidal fraction
using the same format as in Fig. 4.5. I found that the axisymmetry of the poloidal field is
very well recovered by ZDI especially for low activity stars and higher inclinations. The more
active the star, the more the axisymmetric poloidal field is overestimated but with less than
10 % error. This makes the axisymmetric poloidal fraction one of the best recovered proper-
ties, especially for low activity and higher inclined stars. The axisymmetry of the toroidal field
is overestimated by ZDI as well but to a much higher extent. For low inclinations, the axisym-
metric toroidal field is in general 40 − 50% higher than expected. The more active the star
and the lower the inclination, the more the axisymmetric toroidal fraction is overestimated.
The energy values and fractions for the `Σ = 7 input maps are computed over the whole
surface. The inclination obscures parts of the visible hemisphere so that ZDI misses a fraction
of the southern hemisphere. Taking only the visible surface of the input maps into account
would reduce the mean values of the axisymmetric and toroidal fraction by at most 6% and
2 % and the mean values of the axisymmetric poloidal and axisymmetric toroidal fraction by
5 % and 9% for the lower inclination angle 20◦. For higher inclination angles these corrections
are even smaller.
The large-scale field properties are often summarised using the format of Donati et al.
(2008b, fig. 14), see also Fig. 1.8. Fig. 4.7 displays the input and ZDI reconstructed maps for
the large-scale field `Σ = 3 (Fig. 4.7a) and for `Σ = 7 (Fig. 4.7b) using a similar format. The
input and ZDI reconstructed maps are most similar for `Σ = 3, while the maximal possible ZDI
resolution is `Σ = 7 in this study. The thick line separates the three different stellar models. I
plot the input and both ZDI reconstructions per stellar model from left to right. The average
over the ten maps is plotted above and the individual ten maps below the dotted line. The
5See Chapter 2.1 for the definitions.
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Figure 4.7: The properties of the large-scale field. The symbol size indicates the logarithmic magnetic
energy log
 〈B2〉. The symbol colour indicates the poloidal fraction fpol and the shape the axisymmetry
of the poloidal field fpol,axi. I plot all ten maps per star below the dashed line and the mean above the
dashed line. The different stellar models are separated by a solid black line. I display for each stellar
model from left to right the input map, the ZDI reconstructed map for i = 60◦ and i = 20◦. The best
agreement between the input and the ZDI reconstruction can be find at `Σ = 3 (a.). Additionally, I
show the maximal ZDI resolution with `Σ = 7 (b.).
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symbol size indicates the logarithmic total magnetic energy log
 〈B2〉, the symbol colour the
poloidal fraction fpol and the symbol shape the axisymmetric poloidal field fpol,axi, see legend
on the right.
The large-scale field morphology varies in the ten arbitrarily picked input maps for each
stellar model, even on time scales much shorter than typical activity cycles lengths. Sometimes
ZDI can recover these variations, e.g., for the five times more active star observed by i = 60◦.
However, this is not always the case and especially hard for low inclinations. ZDI fits the
large-scale field properties for `Σ = 3 much better than for `Σ = 7, which is another hint
that ZDI is restricted to the low order modes. The reconstructed field energy is lower. The
more active the stellar model, the more the poloidal fraction tends to be underestimated and
the axisymmetric fraction to be overestimated. These trends are enhanced by low inclination
angles. Nevertheless, several single maps of all stellar models, and especially if observed with
higher inclination angles, are in good agreement. ZDI is able to recover the large-scale field
morphology for slowly rotating solar-like stars especially for higher inclinations but one should
use the average values over several maps as the average is much better recovered by ZDI.
4.3.3 Recovering the energy distributions
I find that ZDI does not effectively recover the magnetic energy distributions across individual
`-modes. Fig. 4.8a displays the energy distributions for the first seven `-modes for the poloidal
(plum bars) and toroidal (orange bars) component. The activity of the stellar model rises from
left to right, see column captions. The distributions for the original input map and for both
ZDI reconstructions are plotted below each other. I present here the averaged results over the
ten maps per stellar model and inclination.
The input maps and their ZDI reconstructions show opposite trends: for the input maps the
magnetic energy increases and for the ZDI maps the magnetic energy mainly decreases with
`-mode. For the ZDI reconstructions the poloidal energy peaks at ` = 2 or 3 for the solar-like
star, while for the more active stars the poloidal energy peaks at ` = 1. The more active the
star, the more the toroidal energy at ` = 2 becomes dominant for the input maps, see also
Chapter 3. Most of the time, ZDI is able to recover the maximal toroidal energy at ` = 2,
but not always. The magnetic energy values are again much lower for the ZDI maps. The
energy distributions of cool stars observations look similar to my ZDI results, see e.g. Jeffers
et al. (2014); Rosén et al. (2016). I want to highlight that I neither push the solution towards
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low `-modes nor prefer any of the `-modes. The maximum entropy implementation of ZDI
naturally distributes energy over the allowed `-modes by preferring that the energy decreases
with increasing `-mode as I could show here.
ZDI does a better job by recovering the relative fractions of the field components, see
Fig. 4.8b. I plot the cumulative total CJ (`) of the poloidal (plum) and toroidal (orange) frac-
tion, where
CJ (`) =
∑
j
f j(`), (4.1)
f j(`) =
〈B2j 〉(`)
〈B2tot〉(`) , j ∈ (pol, tor), (4.2)
〈B2tot〉(`) = 〈B2pol〉(`) + 〈B2tor〉(`). (4.3)
ZDI recovers that the `= 2 mode has the highest fraction of toroidal energy for the more active
stars. However, ZDI tends to overestimate the toroidal fraction for the dipolar `= 1 mode and
to underestimate for `= 4, 5. The trend with `-mode is similar for both ZDI reconstructions per
stellar model, although the toroidal fraction is in general higher for lower inclination angles.
For an easier comparison, I calculated the residuals (subtracting the fraction of the ZDI
maps from the fraction of the input maps), see Fig. 4.8c. Mismatches lower or higher than 20 %
are divided by the dashed lines otherwise using the same format as before. Underestimations
by ZDI are indicated by positive values, overestimations by negative values. The poloidal and
toroidal fractions for ` ≥ 4 are recovered within a 20 % error. For higher inclinations ZDI
underestimates the toroidal energy and overestimates the poloidal energy ( ftor = 1 − fpol),
accordingly, especially for less active stars. For lower inclinations, ZDI misses poloidal energy
for the dipolar and octopolar mode (`= 1, 3) and adds toroidal energy, accordingly.
I analysed the other field components, too, and saw a similar picture: ZDI does not re-
cover the magnetic energy distribution across `-modes but does recover the fractions reason-
ably well. Only the axisymmetric/non-axisymmtric fractions and the azimuthal/meridional
toroidal fractions show further systematic trends. Fig. 4.8d, plots the axisymmetric (dark vi-
olet) and the non-axisymmetric (rosa) residuals. For the highly inclined stars, ZDI tends to
underestimate the axisymmetric energy and for low inclined stars to overestimate, especially
for the more active ones. Checking the residuals for the azimuthal and meridional component
113
Chapter 4. Observing the simulations
  
0
10
20
30
40
50
Original Input
sph. harm. degree l
B2
 
(G
2 )
              0 2 4 6 8
Original Input
  
sph. harm. degree l
0
10
20
30
40
50
B2
 
(G
2 )
              0 2 4 6 8
Original Input
  
sph. harm. degree l
0
10
20
30
40
50
B2
 
(G
2 )
              0 2 4 6 8
ZDI (i=60o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
1.2
B2
 
(G
2 )
              0 2 4 6 8
ZDI (i=60o)
  
sph. harm. degree l
0
1
2
3
4
B2
 
(G
2 )
              0 2 4 6 8
ZDI (i=60o)
  
sph. harm. degree l
0
2
4
6
8
10
12
14
B2
 
(G
2 )
              0 2 4 6 8
ZDI (i=20o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
1.2
B2
 
(G
2 )
              0 2 4 6 8
ZDI (i=20o)
  
sph. harm. degree l
0
1
2
3
4
B2
 
(G
2 )
              0 2 4 6 8
ZDI (i=20o)
  
sph. harm. degree l
0
2
4
6
8
10
12
14
B2
 
(G
2 )
              0 2 4 6 8
1ERSun 1DRSun 3ERSun 3DRSun 5ERSun 5DRSun
poloidal
toroidal
a.
  
0.0
0.2
0.4
0.6
0.8
1.0
Original Input
sph. harm. degree l
C J
       0 2 4 6 8
Original Input
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
Original Input
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
ZDI (i=60o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
ZDI (i=60o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
ZDI (i=60o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
ZDI (i=20o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
ZDI (i=20o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
ZDI (i=20o)
  
sph. harm. degree l
0.0
0.2
0.4
0.6
0.8
1.0
C J
       0 2 4 6 8
1ERSun 1DRSun 3ERSun 3DRSun 5ERSun 5DRSunb.
  
-1.0
-0.5
0.0
0.5
1.0
Input - ZDI (i=60o)
sph. harm. degree l
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=60o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=60o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=20o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=20o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=20o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
1ERSun 1DRSun 3ERSun 3DRSun 5ERSun 5DRSun
poloidal
toroidal
c.
  
-1.0
-0.5
0.0
0.5
1.0
Input - ZDI (i=60o)
sph. harm. degree l
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=60o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=60o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=20o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=20o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
Input - ZDI (i=20o)
  
sph. harm. degree l
-1.0
-0.5
0.0
0.5
1.0
f r
es
id
ua
ls
              0 2 4 6 8
1ERSun 1DRSun 3ERSun 3DRSun 5ERSun 5DRSun
axisym.
non-axisym.
d.
Figure 4.8: The energy distribution (a.) and the fractions (b.) for the first seven `-modes of the toroidal
(orange) and poloidal (plum) field component for the input maps (top row) and ZDI reconstructions for
inclination 60◦ and 20◦ (2nd and 3rd row). On the bottom I plot the residuals (input - reconstruction)
for both inclinations for the toroidal (orange) and poloidal (plum) fraction (c.) and for the axisymmetric
(dark violet) and non-axisymmetric (rosa) field component (d.).
of the toroidal field (see Eq. 1.32), I find that ZDI underestimates the meridional toroidal en-
ergy by adding azimuthal toroidal energy for lower inclination angles but performs better at
higher inclination angles, see Fig. 4.9.
4.3.4 Recovering the surface averaged field
In the previous sections and figures it was seen that ZDI recovers less magnetic energy or
magnetic field strength than expected from the large-scale field extrapolation of the input
maps. Reiners & Basri (2009) and Morin et al. (2010) showed for M dwarfs that the averaged
magnetic field measured by ZDI 〈BV 〉 represents only 6− 14% of the total averaged magnetic
field measured by Zeeman broadening 〈BI〉. We enlarged the sample by F, G, and K dwarfs
including further M dwarfs and showed that ZDI recovers from a few percent to at maximum
20 % of 〈BI〉, (See et al., 2019). We report in Vidotto et al. (2018) that the large-scale field
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Figure 4.9: The residuals (input - reconstruction) for both inclinations for the azimuthal toroidal (dark
orange) and meridional toroidal (light orange) fraction. The same format as in Fig. 4.8c is used.
(`Σ = 5) of 104 solar synoptic maps covering the current solar activity cycle 24 includes as
well only ≈ 10− 20 % of the total field most of the time.
Fig. 4.10 presents the analysis of 〈BV 〉/〈BI〉 for my three stellar models applying the same
colour scheme as in Fig. 4.5. The averaged large-scale field 〈BV 〉 of the input maps is indicated
by circles for `Σ = 7 and pentagons for `Σ = 5. Their ZDI reconstructions are plotted again
using normal triangles for i = 60◦ and up-side-down triangles for i = 20◦. I calculated 〈BI〉
from the fully resolved input map. The symbols in Fig. 4.10 display the mean over the ten
maps per stellar model and the error bars represent the corresponding standard derivation.
I found that the large-scale field of the input maps mostly comprises ≈ 47% for `Σ = 7
and ≈ 37% for `Σ = 5 of the total average magnetic field, independent of the activity level
of the star. ZDI recovers ≈ 12− 17% for the higher inclination and ≈ 6− 13 % for the lower
inclination. Next to the inclination trend, I also see a trend with stellar activity. The higher the
stellar activity, the higher its 〈BV 〉/〈BI〉. Both trends result from the ve sin i dependence of ZDI.
The higher the stellar activity, and the higher the inclination angle, the higher the stellar ve sin i
and in accordance the resolution and field reconstruction by ZDI. If I consider the obscuration
effect of the stellar inclination, the 〈BV 〉/〈BI〉 mean values reduce by less than ≈ 6 % for the
input maps and less than ≈ 5% for the ZDI reconstruction for low inclination angles and even
less for higher ones. Even if I analyse here solar-like stars, it is remarkable that my 〈BV 〉/〈BV 〉
values are similar to those M dwarf observations, where the stars are much more active and
faster rotators, (Reiners & Basri, 2009; Morin et al., 2010; See et al., 2019).
Furthermore, I analysed the amount of average magnetic field that is underestimated by
ZDI. I computed the average magnetic field of the ZDI reconstructed maps 〈BZDI〉 and divided
115
Chapter 4. Observing the simulations
    
0
10
20
30
40
50
60
star
<
B V
>
/<
B I
>
 [%
]
1ERSun 1DRSun 3ERSun 3DRSun 5ERSun 5DRSun
Input maps
lΣ = 7
lΣ = 5
ZDI maps
i = 60o
i = 20o
Figure 4.10: The fraction 〈BV 〉/〈BI 〉 of the mean flux density that is recovered by the large-scale field
of the input maps for `Σ = 5 and 7 and the ZDI reconstructed maps for the three different stars. The
denominator 〈BI 〉 is the unsigned mean magnetic flux density of the full resolved input map. For the
circular and pentagon symbols 〈BV 〉 is equal to the large-scale field for `Σ = 7 and 5 of the input maps.
For the normal and up-side-down triangular symbols 〈BV 〉 is equal to the ZDI reconstructed maps for
the inclination angles i = 60◦ and i = 20◦.
it by the average magnetic field of the input maps 〈BInp〉 per `-mode. I got a large range of
10− 110% across the individual maps depending on stellar activity, `-mode and inclination.
In general, the recovered percentage increases with stellar activity or better with ve sin i. For
example for the dipolar ` = 1 mode I got 〈BZDI〉/〈BInp〉 = 0.40 ± 0.11 for the solar-like star
and 〈BZDI〉/〈BInp〉 = 0.58 ± 0.12 for the three times and 〈BZDI〉/〈BInp〉 = 0.96 ± 0.16 for the
five times more active star. The higher the `-mode, the lower 〈BZDI〉/〈BInp〉 tends to be but
there are a number of exceptions. The large spread in combination with the high dependence
on the individual maps and ve sin i makes it impossible to provide a general correction factor
for the underestimation by ZDI. This is especially true if one keeps in mind that the analysed
sample of stellar models covers only a very small fraction of the observed cool stars.
4.4 Discussion and conclusion
To the begin, I want to highlight that the spherical harmonic decomposition method (Vidotto,
2016) provides an easy and fast routine to estimate the magnetic field topology detectable
with ZDI of any vector magnetic field map. For rapidly-rotating, fully-convective stars with
ve sin i = 20 kms−1, Yadav et al. (2015) showed that the ZDI maps can be mimicked from
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simulated maps using the spherical harmonic decomposition including `Σ = 10. For the much
slower-rotating solar-like stars with ve sin i ≤ 5 kms−1, I showed that the inclusion of `Σ ≈ 3−5
provides an adequate estimation of the large-scale field structure detectable with ZDI. With the
help of the spherical harmonic decomposition one is able to determine the large-scale field of,
e.g., solar-dynamo simulated maps or any other vector magnetic field map. This allows a direct
comparison with other cool star ZDI observations, without running a ZDI routine. Caution is
only needed by comparing the absolute magnetic field values or energies. It is better suited to
the morphologies themselves.
In general, I found that ZDI is able to reconstruct the main structures of the large-scale
field for slow rotating solar-like stars. The more active and inclined (i.e. more equator-on) the
star, the better the ZDI reconstruction is, especially after averaging over several maps of the
same target. The relatively inactive solar-like stars show variations in the large-scale magnetic
field from one stellar rotation to another. Under good circumstances (more active stars, higher
inclination) ZDI can often follow this variation.
One downside is that ZDI is not able to recover the correct level of field strengths and
energies for solar-like slow rotators. The magnetic energy is underestimated by approximately
one order of magnitude. Even by comparing the ZDI maps with the input maps considering the
inclination effect, the result will not change by more than a few percent. This underestimation
is mainly due to the fitting process of the Stokes profiles. The Stokes profiles can be fit by a
range of magnetic field values for the same reduced χ2 for slowly-rotating solar-like stars.
The applied maximum entropy regularisation in ZDI favours the lowest energy solution. The
actual magnetic field is likely to be underestimated, while still yielding an equally good fit of
the Stokes V profiles (as defined by the reduced χ2).
The underestimation of the surface magnetic field strengths and energies by ZDI for solar-
like slow rotators has a direct impact on, e.g., the determination of the stellar angular momentum-
loss rates or of the habitability of exoplanets. For example, Finley et al. (2019) find that their
ZDI based angular momentum-loss rates are systematically lower by a factor of 3-30 compared
to results from rotation evolution models by Matt et al. (2015). Just recently, we could show
that the estimated angular momentum-loss for low mass stars with weak magnetic fields can
be underestimated by up to a factor of ten using the here presented ZDI maps, see See et al.
(2020). Furthermore, the underestimation of surface magnetic field of host stars in extraso-
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lar planetary systems via ZDI affects, e.g., the estimations about the hability of exoplanets.
The exoplanets are likely to be stronger affected by the stellar wind than determined from the
ZDI maps and would need a stronger planetary magnetic field to be habitable. In addition,
the distance enlarges where the stellar wind significantly affects or interacts with the planets.
Recently, Farrish et al. (2019) explored the magnetic environment of extrasolar systems us-
ing flux transport models highlighting the dependency of the habitability from the host star’s
large-scale magnetic field.
I found that ZDI works better for higher inclination angles than for lower inclination an-
gles (i.e. better for equator-on than pole-on views). Lower inclination observations show less
magnetic energy and especially less poloidal energy. Accordingly, the relative toroidal fraction
increases. Also the axisymmetry of the total field and of both components, the poloidal and
toroidal, is enhanced for low inclined stars. In extrema, I found that the axisymmetric toroidal
fraction was overestimated by 40−50 %. Furthermore, I discovered trends with stellar activity
and ve sin i for the ZDI recovered maps. The higher the stellar activity, the higher the detected
toroidal energy especially in connection with low inclination angles. Also the toroidal and
axisymmetric fraction is higher, the more active the star. The stellar activity is here defined in
respect of the solar flux emergence and differential rotation rate.
One needs to discuss both trends, inclination and activity, in the context of the solar flux
emergence pattern. The solar flux emergence pattern is characterised by a strong quadrupolar
` = 2 azimuthal toroidal mode on a global scale as the small-scale solar flux emerges in the
range of the two active latitudes with opposite polarities on the hemispheres. This pattern is
also highly axisymmetric on the global scale. The large-scale field toroidal `= 2 mode mimics
therefore the emergence of the active regions in a sense. With an increasing flux emergence
rate the number of active regions per time increases and the stronger the axisymmetric toroidal
` = 2 mode becomes, see Figs. 4.2-4.4 and Fig. 4.8. With an increasing differential rotation,
the poloidal field within the active regions decreases, see Chapter 3, which causes another
increase of the toroidal fraction. The more the azimuthal toroidal ring dominates the Stokes V
profiles (for more active and lower inclined stars), the more ZDI struggles to detect the details
of the (relatively low contrast) smaller field structures on the top of the toroidal ring. The
maximum entropy regularisation enhances this effect as it pushes to an image with the least
amount of information in order to fit the Stokes profiles. The penalty for adding small scale
field structures on top of the ring likely dominates over the much smaller improvement in the
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Stokes V fit. An overestimation of the toroidal and axisymmetric fraction becomes likely for
low inclined and more active stars with solar flux emergence pattern.
ZDI observations of stars with Rossby numbers Ro ≤ 0.1 and stellar masses M ≥ 0.5M
show strong toroidal bands at mid to low latitudes, see Fig. 1.8 or Chapter 1.5.2. In respect of
my results presented here, a possible explanation may be that these stars have well populated
active latitudes, that cause the strong ` = 1 or ` = 2 toroidal modes. I also confirm that the
toroidal and poloidal energy increases with stellar activity following the power law relation
found by See et al. (2015) for stars with masses M ≥ 0.5M, see also Fig. 1.9. ZDI recovers
this power law relation with activity very well. However, my simulations do not reach the
stellar parameters in terms of ve sin i and stellar activity to tests this theory properly. Anyway,
I want to highlight that ZDI found indeed similar poloidal dominated topologies for slowly
rotating solar-like stars as found in this study, e.g. HD 146233 (Petit et al., 2008) or HD 147513
(Hussain et al., 2016).
Another main results is that ZDI is not able to recover the magnetic energy distributions
across individual `-modes (neither in absolute values nor in relative trend). The energy dis-
tributions recovered by ZDI are controlled by the maximum entropy regularisation, which
searches for the simplest field required to fit the Stokes profiles and tends to put magnetic
structures into the lowest energy modes first. I do not put artificially weight on certain `-
modes, i.e. all `-modes are equally weighted. The ZDI resulting energy distributions (mainly
energy decreases with `-mode) show the opposite trend than the input maps (mainly energy
increases with `-mode). An infinite number of energy distributions can reproduce a given
magnetic field topology or Stokes IV time series. As this is an ill-posed problem, ZDI is unable
to reconstruct the correct input distribution.
Nevertheless, I found that ZDI does a reasonable good job by recovering the fraction of the
individual magnetic field components across the `-modes. The fractions are mostly reliable
within ∼ 20 % error for solar-like slow rotators. For lower inclinations I see again an overesti-
mation of the (azimuthal) toroidal and axisymmetric field, due to same reasons as previously
discussed. ZDI is able to recover the field fractions to a satisfying level, which is encouraging
for the interpretation of cool stars observed magnetic field topologies.
To finally conclude, ZDI does a good job of recovering the large-scale field topologies for
`Σ ≤ 5 (best for `Σ = 3). Especially the main magnetic field structures and fractions of the
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different field components are recovered. ZDI underestimates the field strength and energy
and is not able to reconstruct the energy distribution with `-modes for solar-like slow rotators.
ZDI is limited by the fitting process of the Stokes profiles and the limitations or consequences
of using the maximum entropy regularisation to overcome the ill-posed problem. Further, ZDI
is affected by inclination effects and one needs to keep in mind by the interpretation of the
large-scale field the global properties of the small-scale flux emergence pattern (if known like
for the Sun).
4.5 Summary
I analysed the reliability of the ZDI technique using 3D non-potential magnetic field simula-
tions as points of reference in the framework of slowly-rotating, solar-like stars. I found that
ZDI is able to recover the main structures of the large-scale field morphology but underesti-
mating the magnetic energy by approximately one order of magnitude. The ZDI reconstructed
maps are compared with the whole surface input maps to provide realistic estimates of the
reconstruction ability of ZDI. However, taking only the visible surface of the input maps into
account would change the recovered properties only by a few percent.
My main conclusions are:
• ZDI recovers the main magnetic structures (`Σ = 3−5) of the large-scale field for slow ro-
tating solar-like stars. The large-scale field properties are reasonably well reconstructed
but it is recommended to use the average over several maps.
• ZDI recovers the power law relation 〈B2tor〉 ∝ 〈B2tor〉1.25±0.06 for stars with masses M ≥
0.5M (See et al., 2015) but with systematically lower magnetic field values.
• The large-scale field of solar-like stars can vary significantly from one stellar rotation
to another even if one does not take activity cycles into account. ZDI can follow these
variations to a certain extent for higher inclined, more active stars.
• The axisymmetric poloidal fraction is the best recovered parameter by ZDI.
• The inclination of the star affects ZDI: higher inclination angles (i.e. more equator-on
view) provide better results. The lower the inclination angle, the higher the overestima-
tion of the toroidal and axisymmetric fraction for slow rotators with solar flux emergence
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patterns. The increase in the toroidal fraction is mainly caused by a lack of poloidal en-
ergy in the reconstructions.
• ZDI reacts to the rotation period and activity of the star. The faster the star rotates within
my sample of stellar models, the higher the number of resolution elements across the
Stokes profiles and therefore the more magnetic field is recovered. The higher the stellar
activity for slow rotators with solar flux emergence pattern, the higher the toroidal and
axisymmetric fraction.
• ZDI in connection with a maximum entropy ansatz is not able to recover the magnetic
energy distribution across individual `-modes. However, the fractions of the different
field components per `-mode are mostly correct within a 20 % error.
• The averaged magnetic field per `-mode detected by ZDI varies between 10 − 110 %
compared to the average magnetic field per `-mode of the corresponding input map.
It is not possible to apply a fixed correction factor for the ZDI maps due to this large
variation, which depends on the individual `-mode, stellar activity and stellar ve sin i.
• The total averaged field detected by ZDI is only 6− 17 % of the total average magnetic
field of the fully resolved input map for slow rotating solar-like stars. Higher ve sin i
increase the fraction.
I want to highlight once again that my focus for benchmarking ZDI lies in ZDI’s ability to
recover the large-scale field properties of slow rotating solar-like stars. The tests are performed
under optimal conditions: assuming a high S/N, an evenly spaced, well sampled spectral time
series and a static surface magnetic field over the course of one stellar rotation. Further tests
are planned including varying level of S/N, phase coverage and evolving magnetic field maps.
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Conclusions and outlook
In this thesis I investigated the magnetic field topology of solar-like stars by connecting non-
potential flux transport simulations with the observational technique of the Zeeman-Doppler-
Imaging. I started with the analysis of the large- and small-scale magnetic field topology of
solar-based 3D non-potential flux transport simulations under varying flux emergence, differ-
ential rotation and meridional flow rates. In the next step, I ‘observed’ the simulations by
modelling Stokes IV time series and applying the ZDI technique onto them, which allows me
to perfectly reflect, what ZDI is and is not able to observe. Finally, I examine if and how the
ZDI technique would observe solar-like activity cycles using again flux transport simulations
covering now 15 years of the solar cycle 23 and 24.
I review and conclude my main results and set them in context to each other in Section 6.1
followed by a short outlook in Section 6.2.
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6.1 Connecting simulations and observations for solar-like stars
In the beginning of my thesis I asked: What can we learn from the large-scale field topol-
ogy about the small-scale field distribution and how are they linked for solar-like stars? The
following results start to answer these questions and some more.
First of all, I showed that the photospheric large-scale field of the solar-based non-potential
flux transport simulations, (Gibb et al., 2016; Yeates & Mackay, 2012), fits very well the topol-
ogy of observed solar-type stars. The spherical harmonic decomposition, (Vidotto, 2016),
allows the analysis of the magnetic field topology regarding different length scales given by
the ` and m modes of the spherical harmonics.
I discovered that the large-scale field of the simulations is dominated by the behaviour
of the axisymmetric poloidal dipolar mode and the axisymmetric toroidal quadrupolar mode.
The dipolar mode reflects the global stellar dipole field and the quadrupolar mode the global
properties of the small-scale flux emergence at the active latitudes for solar-like stars. The
small-scale flux emerges at mid to low latitudes showing the opposite polarity at the different
hemispheres. This solar flux emergence pattern is best captured by the axisymmetric toroidal
quadrupolar mode. I showed that with increasing flux emergence rate the quadrupolar mode
becomes stronger and more toroidal reflecting the higher population of active latitudes.
Furthermore, I investigated the effects of the differential rotation and meridional flow
onto the magnetic field topology. An increased differential rotation causes a decrease of the
poloidal energy across all `-modes and enhances the axisymmetry of the field. The higher
differential rotation stretches the active regions (bipoles) and enlarges the region where the
radial/poloidal component of the two spots with opposite polarity cancel, while the azimu-
thal/toroidal component remains or slightly increases. A higher differential rotation increases
therefore the toroidal and azimuthal energy fraction.
The meridional flow causes a more complex change to the magnetic field topology: the
axisymmetric toroidal fraction of the dipolar mode decreases and the even low toroidal modes
(` = 2,4, 6, . . .) are enhanced. Both effects result from the transport of the active regions to-
wards higher latitudes. The higher located active latitudes are best represented by the combi-
nation of several even axisymmetric toroidal modes, which form two toroidal rings of opposite
polarity at high latitudes. The equatorial region is then nearly empty and causes the decrease
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of ftor,axi for the dipolar mode. The changes of the magnetic topology for higher meridional
flow strongly demonstrates that the large-scale field topology reflects the global properties of
small-scale flux emergence pattern.
The next questions to answer is: How much of the large-scale field is robustly observed
with the Zeeman-Doppler-Imaging technique and how do we interpret the resulting magnetic
field maps for solar-like stars? The highly resolved non-potential flux transport simulations are
the perfect data set to benchmark ZDI as their large- and small-scale field topology is known
in great detail and fits the observations. First, I visually showed that the Stokes V profiles
of slow rotators are literally blind for small-scale field structures and that the coefficients of
the magnetic field description needs to be freely fitted to the Stokes profiles to guarantee the
correct reconstruction of the azimuthal and meridional field for solar-like stars in any case.
I found that ZDI does a good job in reconstructing the large-scale field topology (`Σ = 3−5)
but recovers approximately one order of magnitude less magnetic energy. The axisymmetric
poloidal energy fraction is the best recovered magnetic field parameter. Only 6 − 17% of
the total averaged magnetic field is captured by ZDI, which is in line with previous analyses.
Comparing the two inclination angles 60◦ and 20◦, the more equator-on inclination (60◦)
provide the better results. For slow rotating stars with a solar flux emergence pattern, the
axisymmetric and toroidal fraction (due to a lack of poloidal energy) is overestimated for lower
inclination angles. The power law relation between the toroidal and poloidal energy with
stellar activity is well recovered by ZDI. The more active the star, the higher the axisymmetric
and toroidal fraction. Keep in mind that the trends with inclination and activity are only
evaluated for slow rotating stars with solar flux emergence pattern.
In general, one needs to be aware of the following points when interpreting ZDI maps:
Using a ZDI code in connection with the maximum entropy regularisation very likely underes-
timates the magnetic energy for solar-like stars. The Stokes V profiles can be equally well fitted
with a range of magnetic energy values and the maximum entropy ansatz chooses the lowest
possible one. Further, the maximum entropy prevents the detection of the correct energy dis-
tribution. Each magnetic field topology can be described by an infinite number of magnetic
energy distributions as this is an ill-posed problem. The maximum entropy regularisation finds
the simplest one and tries to put as much energy as possible into the lowest `-modes enable
to recover the original distribution. Surprisingly, I discovered that ZDI is able to recover the
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distribution of the different energy fractions across the `-modes mostly within a 20% error
for solar-like stars. This is very encouraging for dynamo theorists. They can trust better the
observed energy fractions by comparing their dynamo models to the observations and improve
our understanding of the stellar magnetic field generation. In addition, one needs to be aware
of the obscuration effects due to the inclination angle by interpreting ZDI maps.
Another astonishing result is that ZDI is able to recover the global properties of the small-
scale flux emergence pattern for solar-type stars under very good observing conditions. I
showed that ZDI recovers the signature of the active latitudes for stars five times more ac-
tive than our Sun (in terms of differential rotation and flux emergence rate). This raises the
question if other striking signatures (e.g., toroidal rings for faster rotating stars) also point
to active latitude phenomena. To answer these questions further stellar models needs to be
analysed.
In the last step, I examined if and how ZDI observes the solar large-scale field variations
over 15 years covering solar cycle 23 and the beginning of solar cycle 24. I used the non-
potential flux transport simulations modelling the solar magnetic field evolution from 1996–
2011 of Yeates & Mackay (2012).
I discovered that the Stokes V profiles show the lowest amplitudes and are most affected
by noise during the activity maximum. ZDI recovers the large-scale magnetic field topologies
best for sunspot numbers (SSN) below 100. The reconstructed magnetic energy is again one
order of magnitude too low but ZDI captures the trends of the poloidal and toroidal energy
with SSN. The poloidal energy of the large-scale field shows a lower limit for SSN < 50, which
is most likely given by the global dipolar field. The toroidal energy of the large-scale field
increases with SSN, which is another strong hint that the large-scale toroidal field is driven
by the small-scale flux emergence. I further showed that the dipolar and quadrupolar mode
reflect the interplay between the dipolar field and the global properties of the small-scale flux
emergence along the solar cycle. ZDI seems just to be able to recover these trends under top
conditions. To get enough high S/N observations over the long rotational and cycle period will
be most challenging for the detection of solar activity cycles. Selecting targets slightly more
active than our Sun will make the detection of solar activity cycles much easier.
My results suggest that the best strategy to trace solar activity cycles is to go for the axisym-
metric poloidal energy fraction or the axi- and non-axisymmetric energy. These parameters are
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well recovered by ZDI and show decently distinguished trends with time covering a good frac-
tion of the parameter range, respectively. In addition, the detection of the activity maximum
can be confirmed by maximum of the toroidal energy fraction. The averaged large-scale mag-
netic field or the total magnetic energy are not able to uncover solar-like cycles. ZDI observes
these parameters with no to little variations over time or they even show misleading trends.
These results will help to interpret the ZDI observed stellar activity cycles for solar-type stars,
which currently become more and more available (e.g., Boro Saikia et al. 2018), and to find a
true second Sun.
All in all, I showed that the global properties of the small-scale flux emergence, i.e., prefer-
able emergence region and polarity pattern, affect the large-scale field and are most likely
detectable for solar-like stars with ZDI. However, this is very challenging for stars similar to
our Sun, but for stars that are a few times more active, the likelihood to detect remarkable
signatures of the small-scale in the large-scale field significantly increases. Even the tracing of
solar-like activity cycles seems to be possible. Under the consideration of the ZDI limitations
and an improved knowledge about the stellar flux emergence patterns, the interpretation of
observed stellar magnetic field maps appears in a new light and closes the circle to stellar
dynamo simulations.
6.2 Outlook
ZDI detections of cool stars magnetic field topologies as well as dynamo and flux transport
simulations widely improved our knowledge and understanding of stellar magnetic fields in
the last decades. There are still open questions like the coexistence of two contrary topologies
for fully convective M dwarfs or the origin of toroidal rings for faster rotating F, G and K stars.
My discovery, that the large-scale field can reflect the global properties of the small-scale
flux emergence for solar-like stars, raises the question if the observed toroidal rings are sig-
natures of active latitudes, too. Unfortunately, the stellar properties of the simulations used
here are far from representing the magnetic field topologies of stars with toroidal rings (e.g.,
in terms of large-scale magnetic energy and rotation period). Further, it is remarkable that
the higher cumulative `Σ-modes show a similar power law relation between the toroidal and
poloidal energy to the M dwarfs. This might suggest that M dwarfs are covered with ran-
domly distributed small-scale field structures. Both theories need to be tested with further
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simulations representing the corresponding star types.
Furthermore, the benchmarking tests of the ZDI technique presented here need to be con-
tinued to avoid misinterpretations of the observed magnetic field topologies. I plan to examine
the effect of varying S/N and phase gaps as well as to determine how much the magnetic field
maps are affected by fast (on time scales shorter than one stellar rotation) evolving surface
magnetic fields.
I would also advise to compare the different ZDI codes currently in use to prove if a given
Stokes IV time series results in similar magnetic field topologies. In addition, the effects of
different regularisation methods for the ZDI codes, e.g., on the magnetic energy distributions,
would be good to check.
The research about cool star magnetic field topologies looks towards exciting times. The
ZDI surveys start to run long enough to detect stellar activity cycles in the time range of our
11 year solar cycle. This will improve our understanding of stellar activity cycles in general as
well as of our own solar activity cycle. It will also help to find not only a second Sun but also
a second Earth as the signal of earth-mass planets in the habitable zones around a solar-like
stars is similar the signal of the host star’s activity, (Haywood et al., 2014; Klein & Donati,
2019). A good knowledge about the host star is therefore essential.
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