Abstract: This paper presents the development of a PNS (Pedestrian Navigation System), which utilizes accelerometer, gyroscope and magnetometer data to enable accurate positioning. Therefore, the sensor basics as well as the mathematics regarding reference frames and coordinate transformations are introduced initially. Particular focus is given to quaternions, since they provide a performance-effective means to execute rotations. In great detail the two distinct approaches for a PNS are introduced, i.e. INS (inertial navigation systems) and PDR (pedestrian dead reckoning). For each, a comparison of state-of-the-art techniques is presented. Special attention is paid to orientation estimation and stance phase detection. Our system combines the most promising techniques and describes improvements, whose usefulness becomes obvious in our experiments. We have applied our PNS in five different test scenarios. For the most complex rectangular-shaped use case, we achieve on average error of 1.66% with regard to the total travelled distance, which is superior to other recent PNS utilizing comparable sensors.
Introduction
Nowadays much research activities are devoted to provide hybrid localization. A related topic, which is a first step towards this goal, is seamless positioning. Here, multiple individual localization systems are distributed spatially, for instance in different rooms for indoor applications. The objective is to enable localization by selecting the positioning system available on the very spot without informing the user that a transition to another system might have taken place. However, these areas could be non-overlapping, thus generating black sectors, where positioning is impossible. One alternative to bridge these spots is by using dead reckoning systems, as explained below.
Loosely speaking, navigation systems can be classified into position fixing and dead reckoning techniques. For the former, the object to be localized is evaluated with regard to known features in the environment. As an example, the position of a GPS Corresponding author: Marco Gunia, Dipl.-Inf. Dipl.-Ing., research associate at chair of Circuit Design and Network Theory, research fields: seamless indoor and outdoor positioning.
receiver can be determined with the help of satellites, whose positions are known. However, this category also includes most indoor positioning systems. For instance, a Wireless Local Area Network receiver in a smartphone could be localized by measuring the signal strength regarding multiple access points. Another example is an ultra-wideband radar system consisting of multiple base stations, which determine the distance to a mobile entity, respectively, by measuring the time of flight [1] . Another famous approach is FMCW (frequency modulated continuous wave) radar, where the distance is computed by applying frequency chirps and utilizing time difference of arrival [2] . In contrast, dead reckoning systems do not require any knowledge about the environment. Moreover, they do not depend on any remote hardware. Instead, they employ user attached sensors, to determine the position in respect to a starting point. Usually, accelerometers, gyroscopes and magnetometers are utilized.
Within this paper, the steps necessary to build up a PNS are presented, where only the aforementioned sensors are used, which are all available in modern hand-held devices. A particular focus is on the basics
Basics
This section presents terminology and essential basics. After presenting the sensors used, reference frames and some mathematical principles regarding coordinate system transformations are introduced. Finally, the human gait cycle is illustrated.
Sensors
Although today's mobile end devices cover manifold sensors, only accelerometers, gyroscopes and magnetometers are employed in this paper and are introduced below. Alternative sensors are not considered. The reasons for this are twofold. On the one hand, these sensors provide raw data, whereas other sensors being software entities, which utilize these data to perform some form of preprocessing. On the other hand, sensors like barometers do only provide very coarse information for positioning [3] .
Accelerometers measure the acceleration of a rigid body within an inertial navigation system, based on Newton's second law of motion, i.e. m = ⋅ F a (1) Fig . 1a shows the principle. The mass is kept in balance in such a way that an equilibrium of forces arises. Due to any additional external acceleration, the mass is relocated, to finally create another equilibrium. With the help of the measurement scale, the value of the external acceleration can be determined. A realisation of this principle as MEMS (micro electro mechanical system) is shown in Fig. 1b . Here, the values of the capacitances 1 C and 2 C are changed due to the relocation of the mass as a result of external acceleration. It is worth mentioning again, that the values of accelerometers are referred to an inertial navigation system. Hence, gravity is considered as acceleration by the sensors. To take this into account, the term linear acceleration denotes acceleration where the gravity component is already removed. Gyroscopes determine the angular velocity. Therefore, the Coriolis effect is applied, which states that a mass m with velocity v experiences a force C F in a reference frame rotating at ω:
( )
The principle is shown in Fig. 2a , where a single mass m is stimulated to vibrate along a drive axis. If in this context the gyroscope is rotated, then a secondary vibration is generated along the perpendicular sense axis due to the Coriolis force. The angular velocity can then be derived by measuring this secondary rotation [6] . One realisation for MEMS is based on a comb drive which is set into vibration (see (a) Principle [4] (b) MEMS realization [5] (a) Principle [6] (b) MEMS realization [5] 2b ). The rotating axis points into the paper. Due to motion, the distance between the plates of the capacitor, formed between the green detector and the red mass, is changed. This enables to determine the angular velocity.
Magnetometers measure the local magnetic field. Therefore, the Hall effect is utilized, as shown in Fig. 3 .
Due to the magnetic flux density B , moving electrons, which constitute the current I within the conductor, are shifted towards the upper and lower plate, thus generating a Hall voltage H U .
For positioning three mutually perpendicular sensors are necessary, respectively. In the following, the term accelerometer, gyroscope or magnetometer will always denote such an entity, respectively. Moreover, as an IMU (inertial measurement unit) we specify an entity containing accelerometer and gyroscope.
In Ref. [6] a thorough analysis of different errors sources, which affect the performance of MEMS sensors is given. The main error sources are: Constant bias; Thermo-mechanical white noise; Flicker noise; Calibration errors. The constant bias is the average output value, when no input quantity is present. It is the offset part from the true value. The sensor output is perturbed by white noise, which fluctuates at a much higher frequency than the sampling rate of the sensors. Within the electronic components of the sensors, Flicker noise arises, which influences the bias at low frequencies.
Moreover, calibration errors are caused by errors in the scale factors. Their influences are only visible if an input is present. According to Ref. [6] , constant bias and white noise are the most important sources for accelerometer and gyroscope MEMS.
Reference Frames
Within this paper all reference frames are orthogonal, right-handed coordinate frames. The local navigation frame and the body frame are the two main frames being applied. They are introduced below. For the local navigation frame N, the origin is the stand-point of the user. The three orthogonal axes are aligned in the directions north, east and down as shown in Fig. 4a . In contrast, the body frame B is aligned with the body in consideration. The origin is one point of the body, e.g. the centre of mass. The x-axis (also known as roll-axis) points forward, the y-axis (also known as pitch-axis) points to the right, and the z-axis (also known as yaw-axis) points downward (see Fig. 4b ).
For our considerations, the origins between both frames are always the same.
Coordinate Transformation
In this subsection the relationships for coordinate transformations are summarized. Proves can be found in Refs. [4, 9] . By means of A v a vector v is denoted within the coordinate frame A . The representation of this vector in another coordinate frame B , i.e. B v , can be accomplished with the help of a coordinate transformation.
The transformation matrix B A C is the DCM (direction cosine matrix), where the element in the i -th row ( i =1,2,3) and j -th column ( j =1,2,3) is the cosine of the angle between the i-axis of the A frame 
The inverse transformation can be realized by
where [9] ( )
Hence, for the transformation between body frame B and local navigation frame N the following equation applies
In addition to the DCM, there are other methods for coordinate transformation, above all Euler angles, the rotation vector and quaternions. Since the first two suffer from ambiguities [9] , i.e. the gimbal locks, quaternions are frequently applied for dead reckoning. Compared to DCM, quaternions consist of only 4 elements instead of 9, reducing computational complexity. However, the interpretation of quaternions is more difficult.
Quaternions are hyper complex numbers with four components [9] ( , , , )
T w x y z = q (8) where w , x , y and z are all real numbers. It can also be written with the primitive elements i , j , k w x y z = + + + q i j k (9) or as a sum of the scalar w and a vector ( , , ) 
Some further definitions follow Ref. [12] . Let w x y z = + + + q i j k be an arbitrary quaternion. Its conjugate * ⋅ is defined as w x y z * = − − − q i j k (13) and the norm ⋅ ‖‖ as 2 2 2 2 w x y z = + + + q ‖ ‖ (14) A quaternion q with 1 = q ‖ ‖ is called a unit quaternion, denoted byq . The product of two unit quaternions is again a unit quaternion [11] . (0, ) (0, , , ) ; ( , , )
Unit quaternions can be used to perform coordinate
where q is a unit quaternion, then Eq. (16) characterizes a rotation of the vector v , represented as pure quaternion p v [11] . Specifically, let ˆN B ← q denote the coordinate transformation from the body frame to the local navigation frame. Then a vector B v in the body frame, represented as pure quaternion
is transformed into the local navigation frame by [12] 
The inverse transformation is accomplished by [11] ˆB
Conversions between DCM, Euler angels, rotation matrix and quaternions are listed in Ref. [9] .
Gait-Cycle
The human gait cycle is shown in Fig. 5 . It consists of two alternating phases. In contrast to the swing phase, the stance phase specifies the interval in which the foot in consideration is touching the ground. The stance phase lasts about 60% of a full gait cycle [10] . According to Fig. 6 this full cycle is also denoted as a stride. In turn, a stride consists of two single steps.
Approaches for PNS
The generic term Dead Reckoning denotes techniques that calculate position updates from measuring the change in position. Within this section two fundamental approaches are introduced, i.e. the INS (inertial navigation system) and the PDR (pedestrian dead reckoning).
INS
INS can be classified into stable platform systems and strapdown systems. For stable platform systems all the sensors are mounted on a platform which is always aligned to the local navigation frame by using gimbals and motors. Due to their mechanical complexity, they are not utilized in any mobile device. Therefore in the following, only strapdown INS are considered. For these systems, all sensors are directly mounted on a rigid body as shown in Fig. 7 . In contrast to stable platform INS, the sensor data are provided within the body frame and need to be converted to the local navigation frame. A flowchart for determining the position with the help of a strapdown system is shown in Fig. 8 (19) Since quaternions provide a linear means for manipulating rotations, the updated quaternion representing the coordinate transformation between body frame and local navigation frame ˆN B ← q can approximately be written as Ref. [13] 
Where [13, 14] Step and stride [10] . After this incremental update, the length will not be unity any more. Therefore, normalization is performed
After accomplishing the orientation computation with Eqs. 
Accelerometer and gyroscope sensor errors directly influence the position result. These errors accumulate over time [6] . In Ref.
[17] a square trajectory is set as a test scenario applying this simple INS process. The results reported in Ref. [17] show huge errors, which are mainly caused by following factors. First, due to the gyroscope errors, the turning angle at each corner is larger than 90 degrees. Second, the estimated length of each straight path is greater than the real length. This is due to accelerometer errors caused by accelerometer bias in both the stance and swing phase [17] . It is reported that the estimated total travelled distance is ca.
83.5m, compared to 40m real path. Below, methods for alleviating these errors are presented. Magnitude of acceleration During the stance phase, the magnitude of the acceleration 
The sample moment about the sample mean 2 ,
is determined as follows [18] ( ) (29) where | | B k a is the sample mean for the 2 1 n + sampling points, i.e.
In Ref. [17] parameter n is set to 15. The threshold is defined as Eq. (29) shall represent the variance for the sample. Since the mean is not known, we recommend using the sample variance instead, since the expected value of the sampling variance equals the variance of the underlying population [18] . For the sample variance the denominator in Eq. (28) must be changed to 2n.
Magnitude of angular velocity
The magnitude of the angular velocity B k w is supposed to be zero at stance, i.e. 
ZUPT requires the IMU to be attached on the foot. However, in the medical and commercial field, the sensors are often mounted on the ankle, where the velocity at stance is not equal to zero, since the leg is not at rest. Hence, the ZUPT stance detection cannot be working properly. To deal with this, an extension is presented in Section 5, which is called non-ZUPT. Table 1 is a comparison of different INS techniques. As can be seen, ZUPT can improve the performance significantly. Moreover, an INS based on the non-ZUPT approach is listed. Since ZUPT and non-ZUPT are enhancing the accuracy, we employ both in our PNS. 
Summary of INS

PDR
Another approach for a PNS is PDR. Here, for each step the process consists of three stages: (a) step detection, (b) calculation of the step length and (c) estimation of the orientation. Continuously repeating these steps allows determining the walking trajectory. In contrast to double integration, step recognition only generates two-dimensional position results. Below, approaches for step length estimation are summarized.
In Ref. [19] Another algorithm based on a biomechanical model is described in Refs. [20, 21] . Here the acceleration on the PCOM (Pedestrian's Centre Of Mass) is measured, which is the point at the back near the fourth lumbar vertebra [22] . The estimated step length is calculated as
in which l is the leg length of the pedestrian, K is a calibration value and h is the vertical displacement of the PCOM in one step. The PCOM is ascending and h can be described as
Here asc T is the ascending time of the PCOM and , vert pcom a is the vertical acceleration of the PCOM.
Another empirical algorithm is presented in Ref. [23] , where the step frequency 
where a , b and c are calibration parameters, which are obtained by a complex training process using a short-time Fourier transform. Table 2 summarizes these algorithms. The high error for the second variant is caused by placing the sensors in the pocket and not on the PCOM.
Orientation Estimation
Below, multiple techniques are introduced. The Madgwick algorithm, which we employ, is described in detail.
Problem Description
Accurate orientation plays an important role, since incorrect orientation causes parts of the gravitational acceleration to be interpreted as linear acceleration, resulting in huge errors. The problem to estimate the orientation was first formulated by Wahba [24] . There, the DCM
B R
C between a reference frame R and a body frame B is determined by using co-registered vectors. For this, a least-square loss function ( ) L ⋅ is minimized, given as [24, 25] .
Here,
v is a set of unit vectors measured in the body frame, For the solution of this problem, multiple algorithms have been proposed, which can be classified into deterministic and optimal ones [26] . For the deterministic algorithms, the attitude is computed by using a minimal set of measured data and solving non-linear equations. In contrast, the optimal techniques apply more than the minimal set of measured data and minimize a cost function. Below, some algorithms are presented. The TRIAD algorithm is a deterministic algorithm [27] , where two measured non-parallel reference vectors are normalized and combined to construct two triads of orthonormal vectors. In contrast, QUEST is an optimal algorithm where Davenport's q-method is applied to find the optimal quaternion which is a transformation of Wahba's loss function [26, 27] . In addition, there are many KF (Kalman Filter) based approaches. Here, accelerometer and magnetometer data are fused to alleviate the drift from the gyroscopes.
As an example, a quaternion based EKF (Extended Kalman Filter) is presented in Ref. [28] . An alternative to the KF is the CF (Complementary Filter). Compared to KF, it is simpler and more effective. Examples in Refs. [29, 30] present that the human motion tracking using EKF needs to be captured at sampling rates above 512Hz, which exceeds the maximum sampling rate of 200Hz of Android-based devices to be used in this paper. In Ref. [7] , the Madgwick algorithm is presented, which will be used in our system. It is a highly effective CF, utilizing the gradient descent technique. It employs accelerometer and magnetometer data to alleviate the drift of the gyroscopes. It is presented below.
Madgwick Algorithm [7]
Let N G denote the normalized vector of the gravitational field in the local navigation frame and let 
and our object is to minimize f . According to Ref. [7] , the gradient descent algorithm is applied, which is iteratively performed:
Here, µ is the step size, 
Instead of minimizing f or k f directly, the minimization of the squared error loss k F is employed which is written as 1 2
Applying the chain rule, it can be easily shown that
where k f J is the Jacobian of k f .
The application of Eq. (45) is the first part of the Madgwick algorithm. In parallel, the orientation determined with the help of the measured angular velocity from the gyroscope is available (see Eq. (20)).
The application of Eqs. (20) and (21) 
,0 1
We use the index est to specify this final orientation estimate. γ is the weight of the filter.
Generally, the application of Eq. (45) requires multiple iteration steps before applying the CF in Eq. (51). According to Ref. [7] , one step is sufficient, if the convergence rate is greater than or equal to the rate of change of the physical orientation, which can be realized by selecting an appropriate value of the step size µ . Below, this case is considered. In doing so, the individual iteration steps of Eq. (45) can be thought of being timely aligned to the measured angular velocity. As a modification to Eq. (45), the CF result Table 3 broadly summarizes the aforementioned orientation estimation approaches. 
PNS Structure
To benefit from the advantages of both the INS and the PDR, our system consists of two sub-systems as shown in Fig. 9 . For the INS, a smartwatch is employed, which is attached to the ankle. In contrast, a smartphone is used for the PDR to be held at hand. Both subsystems will be detailed in the subsequent paragraphs. This is followed by the description of the fusion process for the final output.
INS
Below, the general form of our INS is illustrated. Afterwards, methods for improving the accuracy are described.
5.1.1 INS Structure  Fig. 10 shows the structure for our INS, which is mostly equivalent to Fig. 8 . Likewise, the underlying mathematics is mainly identical to the ones in Section 3.1. The only modification is due to the Madgwick algorithm, which requires accelerometer data in addition to gyroscope measurements to estimate the orientation. However, we have modified the Madgwick algorithm, to cope with magnetic disturbances. The details are given below in Section 5.1.2. 
,
Upgrades
For improving the accuracy, we employ two techniques, i.e. the ZUPT method from Section 3.1 and another approach, denoted as non-ZUPT. Both are described in turn. However, firstly an enhanced version for detecting the stance phase is presented, which is the basis for both methods.
Stance Phase Detection Fig. 11 shows the conditions for detecting the stance phase. Stance 
C
, as we will show in our measurements. All conditions need to be fulfilled simultaneously, which is characterized by the logical AND. ( )
ω is the sample mean for the 2 1 n + sampling points:
In most commercial and clinical applications, the IMU is preferred to be mounted on the ankle instead of on the foot [32] . Therefore, we also have mounted the IMU on the ankle in our experiments, as shown in Fig. 12 . As can be seen, the body frame is aligned such, that the x-axis points upward, the y-axis points in walking direction and the z-axis points in the direction of the viewer. At stance, the z-component of the angular velocity shall be zero (see Fig. 13 ) [33] . Therefore, we have added a condition in this regard, whose necessity becomes obvious in the experiments. 
(65) The reason for this is that the velocity should only be set to zero, according to ZUPT, if the person is fully standing, i.e. if the strides are not successive. Would the IMU being attached directly on the foot, then ZUPT could be used for every stride. However for the IMU being placed at the ankle, the velocity will not go back to zero, since the ankle can be in motion even if the velocity of the foot is zero. Hence ZUPT cannot be used in this case. Instead, we apply the non-ZUPT technique, introduced in Ref. [32] . It is presented below.
In contrast to ZUPT, the initial velocity is not set to zero, but is calculated with the help of Fig. 14 . When the pedestrian is at mid-stance (please see Fig. 5 ), there exists an angular velocity 
Orientation Estimation
In this paragraph some updates to the basic Madgwick algorithm are presented, which we employ in our PNS. As explained in Section 4.2, the accelerometers should only measure the gravitational acceleration and the magnetometers should only measure the earth's magnetic field. Hence, the basic Madgwick algorithm assumes that linear accelerations, e.g. due to motion, and magnetic distortions can be neglected. In particular the first assumption is not valid, especially for the gait of a pedestrian in the swing phase. As shown in Ref. [34] 
(68) Here, the abbreviations GF and GMF from Eq. (44) were used. The full process for determining the orientation is illustrated in Fig. 15 
PDR
In our PNS the IMU for the INS is attached on the ankle. In addition, another IMU is utilized for the PDR. This IMU constitutes a smartphone which the user holds in his hands. The main error source for an INS is small measurement errors which are accumulated over time. One way to alleviate these errors is by using ZUPT and non-ZUPT. Another alternative, described below, is to apply a PDR system in parallel, to limit the errors. Different PDR algorithms were described in Section 3.2, especially in Table 2 . For our PNS, we have selected the Weinberg algorithm [19] . Although Renaudin's algorithm [23] is more precise, the robustness of Weinberg's algorithm is higher and the calibration process is easier. Besides, in Ref. [36] it is shown that the Weinberg's algorithm performs best, if the IMU is mounted on the waist or held in the hand steadily.
To determine the vertical acceleration, required in (35) is obtained individually for each user via a calibration process, e.g. by walking a distance of 5m. Fig. 16 shows the vertical acceleration for a walking sequence. The strides are detected with the help of the techniques described in Section 5.1.2 and are separated by red lines. Table 4 compares the characteristics of the PDR and INS. Since the update rate of the PDR system is low and the technique for calculating the step length is simple, the accuracy is worst for the PDR. However, it can be used complementary to the ZUPT/non-ZUPT INS. Due to the good performance of the INS, the PDR Table 4 , we apply for the INS the IMU of the smartwatch, which is attached on the ankle, and for the PDR the IMU of the smartphone, which is held in the hand. The fusion takes place in real-time and is performed in the smartphone. For this reason a permanent Bluetooth data connection between both entities is maintained. 
Fusion of INS and PDR
Experiments
In this section the set-up of the experiments is introduced firstly. Afterwards, the results are presented.
Experimental Set-up
After presenting the hardware and software utilized, details regarding sampling times, configuration, error metric and scenarios are described.
6.1.1 Hardware and Software For our measurements, we employ the Sony SmartWatch 3 together with the HTC One M8 smartphone. Tables 5 and 6 detail the specifications of both entities. The access to the sensors as well as the communication between both IMUs is performed with the help of the API (application programming interface). Finally, the evaluation of the sensory data is performed in MATLAB for the experiments, whereas it would be implemented on the smartphone for a real user application.
The sensors are accessed via the Android API. There are two types of sensors: raw sensors and synthetic (or virtual) sensors. Raw sensors directly provide the outputs of the MEMS sensors, whereas the synthetic sensors perform some form of preprocessing, filtering or fusion before returning the data. For our PNS we employ raw sensors only. 
Alignment of Sampling Times
We have configured the IMUs to have a maximum sampling frequency of 200Hz. Unfortunately, the sampling times of the accelerometer, gyroscope and magnetometer are not synchronized. Hence, to timely align these samples, we apply a linear interpolation for the raw output data of the sensors. This enables to synchronize the sensors within a single IMU. Nevertheless, we are employing two IMUs, i.e. in the smartphone and in the smartwatch. Thus, synchronization between both is required. We solve this issue by performing a calibration prior to the measurements. In our experiments, the user is requested to jump twice at the beginning. This motion is recognized by both IMU and enables to synchronize the time.
6.1.3 Configuration Table 7 summarizes the parameters being used in our experiments. These were determined with the help of preliminary tests. We set To circumvent PDR outliers, we have included a separate condition for α . This will be described in more detail in Section 6.2.3.
Error Metric
To quantify our results, we measure the error relative to the TTD (Total Travelled Distance) TTD D [15] . 
6.1.5 Scenarios We perform five different types of experiments, as listed in Table 8 . These are specified in more detail in the next subsection. 
Experimental Results
The results for our PNS for each of the five scenarios from Table 8 are presented in turn. For type I to III the initial orientation is specified prior to the experiments, to exclude influences of magnetic disturbances. These influences are then considered for type IV and type V.
6.2.1 Type I In the first experiment, the scenario is a straight path of 51.1m. In our measurements, the test person walks at an average speed of 1.18 m s and stands still in the middle for around 8s. Then, the pedestrian continues to walk to the end of the path. Already within this very simple scenario, the ZUPT and non-ZUPT methods are employed for the INS. As an example, ZUPT is used at the beginning and directly after the single stop, and non-ZUPT is used otherwise. For the smartwatch, the magnitude of the acceleration is illustrated in Fig. 18a . First of all, the waiting phase between 24s and 32s is visible, where the magnitude of the acceleration is equal to the gravity ( ≈ 9.8 2 m s ). As an illustration, the data between 5s
and 10s is enlarged in Fig. 18b to (32)). The black rectangles denote wrong detections of stance phases, when only these three conditions are applied. Fig. 21b enables to assess the relation between the duration of the swing and stance phase. In respect to the picture, as a rough estimate, the strides should be considered non-successive if the duration of the stance phase is longer than 3 2 times the length of the swing phase, which is in accordance to Eq. (64). The magnitude of the velocity is shown in Fig. 22 . Although it is hard to see, the velocity for a new stride is only 0 m s at around 5s and 33s. This is because of ZUPT, which is only used when the strides are non-successive. In all other cases a small positive value remains due to non-ZUPT. The trajectory of the estimated path (red line) in comparison to the real path (green line) is illustrated in Fig. 23 . Both trajectories are nearly the same, which is a first indicator for the quality of our PNS. The final position error relative to the TTD is TTD e = 0.5%. In contrast, the results reported in Ref. [32] show an error of 3.6%, which is significantly worse. There, only non-ZUPT is considered, which might be one reason for the differences.
6.2.2 Type II The scenario for type II is exactly the same as for type I, except that the speed is reduced for the last part of the path. To be more precise, the user starts walking at a speed of 1.28 m s , stops in the middle for about 5s
and continues walking at 0.90 m s
. Fig. 24 shows the detection of the stance phase. It is obvious that for reduced velocity, the duration of the stance phase increases, as it is expected. As before, if we would only use conditions Stance,1
C
, the stance phases could not be reliably detected (see Fig. 25 ). The trajectory is shown in Fig. 26 . The red and blue lines, which are the estimated path for the first and second period, correspond well with the real trajectory (green line). The final position error is TTD e = 0.3%. 
Type III
For the third type, the pedestrian walks on a straight path, stands still at the end, turns around and walks back to the origin. For the concrete experiment presented below, the path has a length of 24.4m (one way) and the user walks at an average speed of 1.20 m s . The detection of the stance phases is depicted in Fig. 27 . By using our enhanced conditions, within the time interval [30s, 33s], still three gaits are identified, which are incorrect detections. These detected gaits are caused by moving the ankle during turning. Of course, these gaits also appear for the non-enhanced conditions. For these three wrong gaits, the estimated lengths by only considering the INS are is set to one. In doing so, the PDR results are ignored according to Eq. (70). Fig. 28 shows the trajectory, where the red and blue lines are the estimated paths for the one-way and return trip, respectively. Once more, the green colour denotes the real trajectory. The results indicate that the estimated path corresponds well to the true path. The final position error is about 0.26m, which implies TTD e =0.54%. Repeating the experiment five times, as shown in Table 9 , produces an average of TTD e =1.11%. 
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This is well below state-of-the-art approaches, e.g. 5% presented in Ref. [15] .
6.2.4 Type IV All further experiments are oriented on the experiment described in Ref. [15] . Here, the trajectory is rectangular shaped with dimensions 13.2m× 8.3m.
Hence, the TTD is 43m. For type IV the user stops in each corner, turns around and continuous to walk. The experiment is repeated five times. Fig. 29 shows the trajectory for one sample. Again, the green lines denote the real path and the red line is the estimated trajectory. As can be seen, the initial heading is quite different.
After rotating the estimated path, which is shown in blue, both paths correspond well. Using this path, TTD e =0.58%. The problem of the initial orientation will be described at the end of this section. Table 10 contains the results for all five experiments after calibrating the initial orientation.
6.2.5 Type V The experiments for type V are similar to type IV, except that the user walks continuously across the corners. Fig. 30 illustrates the trajectories, where the colours are identical to type IV. In Fig. 30 , the trajectories correspond well, which shows that in this case the initial orientation is correct. Compared to Ref.
[ 15] , where 5% error is reported, we could achieve 1.73%, as shown in Table 11 for five repetitions of the experiment. In Ref. [35] an even better result of 0.8% error is reported. For these measurement however, a superior IMU, i.e. the MTiXsens [37] , is utilized which offers better resolution and accuracy. Moreover, the IMU is mounted on the foot, which indicates an easier detection of the stance phases and enables to reset the velocity in each gait. It remains to characterize the error of the initial heading for type IV, in contrast to type V. The problem is caused by the measured magnetic field, as it is shown in Fig. 31 . Although the starting point of these two types of experiments is the same, the value of the magnetic field in type IV ( 10 T ). This results in wrong heading information being applied by the Madgwick algorithm. The root cause can be an additional magnetic field being available at the time when the experiment of type IV was executed. One possibility to solve this issue is by incorporating additional information, e.g. by using the orientation vector of another positioning system. 
Conclusion
The experiments have shown that our PNS fulfils the requirements on an indoor positioning system. First of all, it is cheap and does not require any additional hardware, except a smartphone and a smartwatch. Our results keep pace with state-of-the-art, whereby we outperform most approaches, except Ref. [35] . The latter however utilizes a better IMU, with superior sensors. For our measurements, we have shown that the error for the straight line experiments is below 1%. For all other scenarios, the average error is always below 2%, if we do not consider the initial orientation error due to magnetic disturbances. Nevertheless, our system cannot fully resolve the drawback of all INS/PDR, i.e. the accumulation of errors over time. Having said this, our system offers a very good performance since it overcomes two main error sources of common INS: wrong turning angles and too long/too short estimated path lengths. Hence, it is at very well suited as a bridging technology for seamless positioning.
