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3 Curved differential graded algebras and corings
Tomasz Brzezin´ski
Abstract. A relationship between curved differential algebras and corings is established
and explored. In particular it is shown that the category of semi-free curved differential
graded algebras is equivalent to the category of corings with surjective counits. Under
this equivalence, comodules over a coring correspond to integrable connections or quasi-
cohesive curved modules, while contramodules over a coring correspond to a specific class
of curved modules introduced and termed Z-divergences in here.
1. Introduction
It is well known that there is a one-to-one correspondence between corings with a
grouplike element and semi-free differential graded algebras; see [18]. Under this corre-
spondence comodules of a coring coincide with modules with flat connections over the
induced differential graded algebra; see [5]. The first aim of this note is to extend the
above relationship to any corings with a distinguished element (not necessarily a group-
like element) and thus interpret them as curved differential graded algebras of a particular
kind. The second (less-direct) aim is to explore potential for interaction between these
two points of view on equivalent mathematical objects. We make the first few steps in
direction of this objective by associating curved differential graded algebras to progen-
erators, partial orders and matrices, and introducing a new class of curved differential
graded modules.
The history of corings goes back to at least Sweedler’s paper [21], while curved differ-
ential graded algebras are a much more recent invention; see [12] and [16]. The former
attracted some attention in algebra and ring theory (see [7] for a review), the latter start
playing an increasingly significant role in non-commutative geometry [19], [1], [2] and
mathematical physics, in particular in analysis of Landau-Ginzburg models; see, for ex-
ample [14], [10], [20]. Both are arrived at by relaxing requirements that previously have
been considered to be natural. In the case of corings one studies comultiplication on
bimodules rather than vector spaces or modules over a commutative ring. In the case
of curved differential graded algebras one relaxes the nilpotency of the derivation. In
Section 2 we collect basic information about curved differential graded algebras and their
modules and about corings and their comodules and contramodules.
The main results of the paper are contained in Sections 3 and 4 whose contents we
summarise presently. The aim of Section 3 is to establish an equivalence of categories
of semi-free curved differential graded algebras to the category of corings with surjective
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counits. This is achieved in two steps. First, we describe a construction which to every
coring with a chosen element associates a semi-free curved differential algebra. This
construction is functorial and it yields an object in the category of curved differential
graded algebras isomorphic to a genuine (i.e. not curved) differential graded algebra.
On the other hand, if the value of the counit on the chosen element is one (such an
element is called a base point and the pair: coring and element is termed a based coring),
then another semi-free curved differential graded algebra can be constructed. The latter
construction admits a reciprocal, which is described in the second part of Section 3, and
yields the aforementioned equivalence of categories. An interesting observation here is that
the constructed curved differential graded algebra is isomorphic to a differential graded
algebra if, and only if, the coring has a group-like element. We show also that, under this
correspondence, complexes of comodules of a coring yield integrable connections or quasi-
cohesive modules over the associated curved differential graded algebra and vice versa.
Exploring this correspondence we introduce the differential graded category of comodule
complexes and reveal the triangulated structure of its homotopy category.
The relationship between comodules and integrable connections raises a natural ques-
tion: what specific curved modules correspond to contramodules on the differential alge-
bra side? We answer this question in Section 4 by introducing the notion of an integrable
Z-divergence which is a curved differential graded algebra version of the notion of a hom-
connection from [6], which, in turn, is a noncommutative counterpart of that of a right
connection introduced by Manin in context of supermanifolds [15, Chapter 4§5]. We
relate contramodules with integrable Z-divergences and show that Z-divergences supple-
ment connections in the following way: An integrable connection concentrated in one
degree yields a non-negatively graded curved module while an integrable Z-divergence
concentrated in one degree yields a non-positively graded curved module.
All algebras in this paper are associative with identity and over a base commutative
ring K. The degree of a homogeneous element m of a graded K-module M• =
⊕
n∈ZM
n
is denoted by |m|. We write A for the zero-degree component of a graded algebra A• =⊕
n∈NA
n, and [a, b] denotes the graded commutator, i.e. [a, b] = ab − (−1)|a||b|ba. We
often write V for the identity morphism of an object V .
2. Preliminaries on curved differential graded algebras and corings
The aim of this section is to recall definitions and describe basic examples of curved
differential graded algebras and their modules, and corings and their co- and contra-
modules.
2.1. Curved differential graded algebras and their modules.
Definition 2.1 ([12], [16]). A curved differential graded algebra is a triple A =
(A•, d, γ) consisting of an N-graded algebra A• = ⊕n∈NAn, a degree-one K-linear map
d : A• → A•+1 and an element γ ∈ A2 that satisfy the following conditions:
(a) d is a graded derivation, i.e. it satisfies the graded Leibniz rule;
(b) for all a ∈ A•,
d ◦ d(a) = [γ, a];
(c) dγ = 0.
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The element γ is referred to as the curvature of A and condition (c) is known as the
Bianchi identity.
Definition 2.2 ([16]). Amorphism of curved differential algebras fromA = (A•, dA, γA)
to B = (B•, dB, γB) is a pair (f, ω) consisting of a morphism f : A• → B• of graded alge-
bras and an element ω ∈ B1 such that:
(a) for all a ∈ A,
f(dAa) = dBf(a) + [ω, f(a)];
(b) f(γA) = γB + dBω + ω
2.
The composition of morphisms (f, ω) : A → B, (f ′, ω′) : B → C is defined as (f ′◦f, f ′(ω)+
ω′), and the category of curved differential graded algebras is denoted by CDGA.
Example 2.3. By a semi-free curved differential graded algebra we understand a
curved differential algebra A with A• = TA(V ), the tensor algebra of an A-bimodule
V . That is
A0 = A, A1 = V, An = V ⊗An.
A morphism from a semi-free differential graded algebra A to any curved differential
graded algebra B is fully determined by ω ∈ B1 and two maps:
(a) an algebra map f0 : A
0 → B0,
(b) an A-bimodule map f1 : A
1 → B1, where the A-bimodule structure on B1 is induced
through f0.
We write T (f0, f1) for the corresponding morphism of graded algebras, i.e., for all a ∈ A,
v1, . . . , vn ∈ A
1,
T (f0, f1)(a) = f0(a), T (f0, f1)(v1 ⊗A v2 ⊗A . . .⊗A vn) = f1(v1)f1(v2) . . . f1(vn).
The full subcategory of CDGA consisting of semi-free curved differential graded algebras
is denoted by sf CDGA.
Example 2.4. To any algebra A, a semi-free curved differential algebra can be asso-
ciated by choosing V = A⊗ A, any x =
∑
i x
i ⊗ yi ∈ A⊗A, setting
γ =
∑
i,j
xi ⊗ yixj ⊗ yj −
∑
i
xi ⊗ 1⊗ yi ∈ A⊗ A⊗ A ∼= V ⊗A V,
and defining
d(a0 ⊗ . . .⊗ an) = xa0 ⊗ . . .⊗ an +
n∑
k=1
(−1)ka0 ⊗ . . .⊗ ak−1 ⊗ 1⊗ ak ⊗ . . .⊗ an
+(−1)n+1a0 ⊗ . . .⊗ anx.
Definition 2.5. A right module over a curved differential graded algebra A =
(A•, d, γ) or a curved differential graded A-module is a pair M = (M•, dM), consisting
of a Z-graded module M• = ⊕n∈ZMn and a degree-one K-linear map dM : M• → M•+1
such that
(a) for all a ∈ A• and m ∈Mn,
dM(ma) = dM(m)a + (−1)
nmd(a);
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(b) for all m ∈M•,
dM ◦ dM(m) = −mγ.
Morphisms of right A-modules are simply morphisms of A•-modules. The categoryMod-
A of right A-modules is a differential graded category; the homomorphisms HomA (M,N )
are complexes with the coboundary
dM,N (f) = dN ◦ f − (−1)
nf ◦ dM ,
for all degree-n right A•-linear maps f : M• → N•.
Since Mod-A is a differential graded category, one can associate to it two other
categories both with the same objects as those of Mod-A but with differently defined
morphisms. The morphisms in Z0(Mod-A) are the zero-degree closed morphisms of
Mod-A. The morphisms in the homotopy category ofMod-A, fromM to N are elements
of the zero cohomology group of HomA (M,N ). The homotopy category of Mod-A is
denoted by Ho(Mod-A). We refer the reader to [13] for more information on differential
graded categories.
Example 2.6. An example of a module over A is provided by a quasi-cohesive module
or an integrable Z-connection [1, Definition 3.7]. Write A := A0 and, for any Z-graded
A-moduleM• equip M•⊗AA
• with the tensor product grading, i.e. |m⊗a| = |m|+ |a|. A
pair M = (M•,
→
∇), consisting of a graded right A-module M• and a degree-one K linear
endomorphism
→
∇ of M• ⊗A A• is called an integrable Z-connection provided
(a) for all a ∈ A• and homogeneous x ∈M• ⊗A A•,
→
∇ (xa) =
→
∇ (x)a + (−1)|x|xda;
(b) for all x ∈M• ⊗A A
•,
→
∇ ◦
→
∇ (x) = −xγ.
Condition (b) is referred to as integrability of the Z-connection and the map
→
∇ is called
a covariant derivative. An integrable Z-connection is an example of a curved differential
graded module over A with the module part provided by M• ⊗A A
• and the differential
→
∇.
The covariant derivative of an integrable Z-connection is fully determined by its value
onM• = M•⊗AA0. Writing
→
∇
n
for the component of
→
∇ given as
→
∇
n
: M• 7→M•−n+1⊗AAn
one easily finds that (−1)k
→
∇
1
is a (usual) covariant derivative on Mk while
→
∇
n 6=1
are A-
module maps. Thus to construct a Z-connection is the same as to specify suitable maps
→
∇
k,n
: Mk →Mk−n+1 ⊗A A
n, and this is how we will describe Z-connections in examples.
A quasi-cohesive module is called a cohesive module providedM• is a finitely generated
and projective A-module and is bounded in both directions as a Z-graded module.
Definition 2.7. Let A = (A•, dA, γA) and B = (B•, dB, γB) be curved differential
graded algebras. A curved (A,B)-bimodule is a pair E = (E•, dE), where E• is a Z-
graded (A•, B•)-bimodule and dE : E
• → E• is a degree one map such that
(a) for all a ∈ A•, b ∈ B• and e ∈ E•,
dE(aeb) = dA(a)eb+ (−1)
|a|adE(e)b+ (−1)
|a|+|e|aedB(b);
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(b) for all e ∈ E•,
dE ◦ dE(e) = γAe− eγB.
Example 2.8. (A•, d) is a curved (A,A)-bimodule of any curved differential graded
algebra A = (A•, d, γ).
Example 2.9. Let M = (M•, dM) be a curved A-module. Then the endomorphism
ring S• = EndA(M)
• gives rise to the differential graded algebra S = (S•, dS), where
dS(s) = dM ◦ s − (−1)|s|s ◦ dM , and M is a curved (S,A)-bimodule with the S-action
sm = s(m).
Curved bimodules induce curved modules.
Lemma 2.10. Let A = (A•, dA, γA) and B = (B•, dB, γB) be curved differential graded
algebras and let E = (E•, dE) be a curved (A,B)-bimodule.
(1) Given a (right) curved B-module M = (M•, dM), denote by ΞB(E,M)• the right
A•-module of (internal) graded B•-homomorphisms E• →M•. Define,
dΞ : ΞB(E,M)
• → ΞB(E,M)
•, ξ 7→ dM ◦ ξ − (−1)
|ξ|ξ ◦ dE.
Then ΞB(E ,M) = (ΞB(E,M)•, dΞ) is a curved differential graded A-module.
(2) Given a (right) curved A-module M = (M•, dM), denote by TA(M,E)• the right
B•-module given by the tensor product M• ⊗A E
•. Define,
dM⊗E : TA(M,E)
• → TA(M,E)
•, m⊗A e 7→ dM(m)⊗ e+ (−1)
|m|m⊗ dE(e).
Then TA(M, E) = (TA(M,E)•, dM⊗E) is a curved differential graded B-module.
Proof. Recall that ΞB(E,M)
i consists of all B•-homomorphisms ξ : E• → M• such
that, for all n ∈ Z, ξ(En) ⊆Mn+i. Even more explicitly, for all e ∈ En and b ∈ Bm,
ξ(eb) = ξ(e)b ∈Mn+m+i.
The right A• multiplication on ΞB(E,M)
• is defined by (ξa)(e) = ξ(ae), and it makes
ΞB(E,M)
• a gradedA•-module, since clearly, for all homogeneous ξ, a, e, ξ(ae) ∈M |a|+|e|+|ξ|,
i.e. |ξa| = |ξ|+ |a|.
First we need to check whether dΞ is well-defined, i.e. whether dΞ(ξ) is a graded right
B•-module homomorphism. Take any homogeneous ξ ∈ ΞB(E,M)
•, e ∈ E• and b ∈ B•
and compute
(dΞξ)(eb) = dM(ξ(eb))− (−1)
|ξ|ξ(dE(eb))
= dM(ξ(e))b+ (−1)
|ξ(e)|ξ(e)dBb− (−1)
|ξ|ξ(dE(e)b)− (−1)
|ξ|+|e|ξ(e)dBb
= (dΞξ)(e)b,
where the Leibniz rule for a curved module, B•-linearity of ξ and the fact that |ξ(e)| =
|ξ|+ |e| have been used. Since dM and dE are degree-one maps, so is dΞ. Next, to check
the Leibniz rule, take homogeneous ξ ∈ ΞB(E,M)
•, e ∈ E• and a ∈ A• and compute
dΞ(ξa)(e) = dM(ξ(ae))− (−1)
|ξ|+|a|ξ(adEe)
= dM(ξ(ae))− (−1)
|ξ|ξ(dE(ae)) + (−1)
|ξ|ξ(dA(a)e)
=
(
dΞ(ξ)a+ (−1)
|ξ|ξdAa
)
(e) ,
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where the second equality follows by the Leibniz rule for dE . Finally, for the integrability
dΞ ◦ dΞ(ξ)(e) = d
2
M(ξ(e))− ξ(d
2
E(e)) = −ξ(e)γB − ξ(γAe) + ξ(eγB) = −(ξγA)(e),
by the integrability conditions for a curved module, Definition 2.5(b), and for a curved
bimodule, Definition 2.7(b). This proves statement (1). The second statement is proven
by similar calculations. ⊔⊓
By Lemma 2.10(2), since (A•, d) is a curved (A,A)-bimodule any curved A-module
(M•, dM) gives rise to a quasi-cohesive module (M
•, dM⊗A).
2.2. Based corings, comodules and contramodules.
Definition 2.11. Let A be an algebra. An A-coring is a comonoid in the monoidal
category of A-bimodules, i.e. it is a triple C = (C,∆, ε), consisting of an A-bimodule C
and A-bilinear maps ∆ : C → C ⊗A C, ε : C → A such that
(a) ∆ is coassociative, i.e.
(∆⊗A id) ◦∆ = (id⊗A ∆) ◦∆;
(b) ∆ is counital, i.e. both (ε⊗A id) ◦∆ and (id⊗A ε) ◦∆ are identities on C.
The map ∆ is called the comultiplication of C and ε is known as the counit of C
Occasionally we use the Sweedler notation ∆(c) =
∑
c(1) ⊗ c(2), to denote the value
of ∆ at c ∈ C.
Definition 2.12. Let C = (C,∆C , εC) be an A-coring an D = (D,∆D, εD) be a
B-coring. A morphism from C to D is a pair of maps f0 : A→ B, f1 : C → D, such that
(a) f0 is an algebra map and f1 is an A-bimodule map, so that they induce the map
T (f0, f1) : TA(C)→ TB(D) of graded algebras as explained in Example 2.3;
(b) εD ◦ f1 = f0 ◦ εC ;
(c) T (f0, f1) ◦∆C = ∆D ◦ f1.
The category of corings is denoted by Crg.
Definition 2.13. A based A-coring is a pair (C, x) consisting of an A-coring C =
(C,∆, ε) and an element x ∈ C such that ε(x) = 1, called a base point . The category
with objects based corings and morphisms of corings as morphisms (no condition on the
base point) will be denoted by bCrg.
Lemma 2.14. Let C = (C,∆, ε) be an A-coring and write C+ := ker ε. Base points
of C are in one-to-one correspondence with the left (resp. right) A-module decompositions
C = A⊕ C+.
Proof. Given x ∈ C such that ε(x) = 1, define the left A-module map
πLx : C → C
+, c 7→ c− ε(c)x.
This map is well-defined since ε(x) = 1 and it clearly splits the inclusion C+ →֒ C. Again,
since ε(x) = 1, the whole of Ax is in the kernel of πLx . Conversely, if π
L
x (c) = 0, then
c = ε(c)x ∈ Ax. Therefore ker πLx = Ax
∼= A.
For the right A-module decomposition the surjection C → C+ is given by
πRx : C → C
+, c 7→ c− xε(c).
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Conversely, given a left A-module decomposition C = A⊕ C+, define x as the image
of 1 ∈ A under the section A→ C of ε. ⊔⊓
Lemma 2.15. The category bCrg of based corings is equivalent to the full subcategory
sCrg of Crg consisting of corings with a surjective counit.
Proof. The surjectivity of the counit in a coring is equivalent to the existence of a
base point: If ε is surjective, then any x ∈ ε−1(1) is a base point; if a base point exists,
then surjectivity of ε follows by the direct sum decompositions in Lemma 2.14. Since the
morphisms in bCrg do not fix base points, the forgeful functor
bCrg→ sCrg, (C, x) 7→ C,
provides the required equivalence of categories. ⊔⊓
A representation of a coring is typically encoded in the familiar notion of a comodule.
Definition 2.16. A right comodule over an A-coring C = (C,∆, ε) is a pair (M, ̺M),
where M is a right A-module with A-multiplication µ : M ⊗ A → M , and ̺M : M →
M ⊗A C is a right A-linear map such that (̺M ⊗A id − id ⊗A ∆) ◦ ̺M vanishes on M ,
while µ ◦ (id⊗ ε) ◦ ̺M is the identity on M .
A morphism of C-comodules ϕ : (M, ̺M)→ (N, ̺N ) is a right A-linear map ϕ : M →
N , rendering commutative the following diagram:
M
ϕ
//
̺M

N
̺N

M ⊗A C
ϕ⊗id
// N ⊗A C.
Less familiar is the notion of a contramodule, which, after years of neglect, has been
brought to the fore in a recent monograph [17]. Recall that given a right A-module L,
any map of right A-modules f :M → N induces two maps between the hom-sets:
HomA (L, f) : HomA (L,M)→ HomA (L,N), g 7→ f ◦ g,
and
HomA (f, L) : HomA (M,L)→ HomA (N,L), g 7→ g ◦ f.
Furthermore, if L is an A-bimodule, then HomA (L,M) is a right A-module by (fa)(u) :=
f(au), for all a ∈ A, u ∈ L and f ∈ HomA (L,M), and there is an adjunction isomorphism:
HomA (M,HomA (L,N)) ∼= HomA (M ⊗A L,N), f 7→ [m ⊗ l 7→ f(m)(l)]. Finally, note
that HomA (A,M) ∼= M by the evaluation at 1 ∈ A. With all these preliminaries at hand
one can state the following definition.
Definition 2.17. A right contramodule over an A-coring C = (C,∆, ε) is a pair
(M,α), where M is a right A-module and α : HomA (C,M) → M is a right A-linear
map such that α ◦ (HomA (C, α) − HomA (∆,M)) vanishes on HomA (C ⊗A C,M) ∼=
HomA (C,HomA (C,M)), while α ◦ HomA (ε,M) is the identity on HomA (A,M) ∼= M .
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A morphism of C-contramodules ϕ : (M,αM) → (N,αN) is a right A-linear map
ϕ :M → N , rendering commutative the following diagram:
HomA (C,M)
HomA(C,ϕ)
//
αM

HomA (C,N)
αN

M
ϕ
// N.
Further information about corings can be found in [9].
3. Based corings and curved differential graded algebras
In this section an equivalence between the categories of semi-free curved differential
algebras and corings with surjective counits is established.
3.1. From corings to curved differential graded algebras...
Theorem 3.1. (1) Given an A-coring C = (C,∆, ε) and x ∈ C, define
(a) for all a ∈ A, dx(a) = [x, a], and for all c ∈ C
⊗An,
dx(c) = x⊗ c +
n∑
k=1
(−1)k∆(n)k (c) + (−1)
n+1c⊗ x,
where ∆
(n)
k = C
⊗Ak−1 ⊗∆⊗ C⊗n−k : C⊗An → C⊗An+1;
(b) γx = x⊗ x−∆(x).
Then T ♭(C, x) := (TA(C), dx, γx) is a curved differential graded algebra.
(2) Let C be an A-coring, let D be a B-coring, and let x ∈ C and y ∈ D. Given
a morphism (f0, f1) from C to D, the pair (T (f0, f1), f1(x) − y) is a morphism
T ♭(C, x)→ T ♭(D, y) of curved differential graded algebras.
(3) For a based A-coring (C, x) and a based B-coring (D, y), the assignment
T : (C, x) 7→ (TA(C
+), dx, γx), (f0, f1) 7→ (T (f0, f1) |TA(C+), f1(x)− y),
described in (1) and (2), defines a functor from bCrg to CDGA.
Proof. (1) Take any c ∈ C⊗Am and c′ ∈ C⊗An. Then
dx(c⊗ c
′) = x⊗ c⊗ c′ +
m+n∑
k=1
(−1)k∆(m+n)k (c⊗ c
′) + (−1)m+n+1c⊗ c′ ⊗ x
= x⊗ c⊗ c′ +
m∑
k=1
(−1)k∆(m)k (c)⊗ c
′ + (−1)m+1c⊗ x⊗ c′
+(−1)m(c⊗ x⊗ c′ +
n∑
k=1
(−1)kc⊗∆(n)k (c
′) + (−1)n+1c⊗ c′ ⊗ x)
= dx(c)⊗ c
′ + (−1)mc⊗ dx(c
′),
so dx is a graded derivation as required. Applying dx twice to c ∈ C⊗An one easily finds
that due to the sign alteration and the coassociativity of ∆ all terms involving ∆
(n)
k (c)
cancel out and one is only left with the first two and the last two terms, so that
dx ◦ dx(c) = x⊗ x⊗ c−∆(x)⊗ c+ c⊗∆(x)− c⊗ x⊗ x = [γx, c],
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as required. The Bianchi identity follows by the coassociativity, since
dx(γx) = x⊗ x⊗ x−∆(x)⊗ x+ x⊗∆(x)− x⊗ x⊗ x
−x⊗∆(x) + (∆⊗ id) ◦∆(x)− (id⊗∆) ◦∆(x) + ∆(x)⊗ x = 0.
This completes the proof that T ♭(C, x) is a curved differential graded algebra.
(2) As explained in Example 2.3, T (f0, f1) is a morphism of graded algebras TA(C)→
TB(D), so only conditions (a) and (b) in Definition 2.2 need be checked. Set ω = f1(x)−y.
Then, for all a ∈ A,
T (f0, f1)(dxa) = f1([x, a]) = [f1(x), f0(a)]
= [y, f0(a)] + [ω, f0(a)] = dyT (f0, f1)(a) + [ω, T (f0, f1)(a)].
Furthermore, for all c ∈ C⊗An,
T (f0, f1)(dxc) = T (f0, f1)(x⊗ c) +
n∑
k=1
(−1)kT (f0, f1)(∆
(n)
k (c))
+(−1)n+1T (f0, f1)(c⊗ x)
= dyT (f0, f1)(c) + ω ⊗B T (f0, f1)(c) + (−1)
n+1T (f0, f1)(c)⊗B ω
= dyT (f0, f1)(c) + [ω, T (f0, f1)(c)],
where the second equality follows by the fact that (f0, f1) is a morphism of corings. Finally,
T (f0, f1)(γx) = f1(x)⊗ f1(x)−
∑
f1(x(1))⊗ f1(x(2))
= y ⊗ y + y ⊗ ω + ω ⊗ y + ω ⊗ ω −
∑
f1(x)(1) ⊗ f1(x)(2)
= y ⊗ y + y ⊗ ω + ω ⊗ y + ω ⊗ ω −
∑
y(1) ⊗ y(2) −
∑
ω(1) ⊗ ω(2)
= γy + dyω + ω
2,
where the second equality follows by the fact that (f0, f1) is a morphism of corings.
Therefore, (T (f0, f1), f1(x) − y) is a morphism of curved differential graded algebras as
claimed.
(3) Since ε(x) = 1, dx(a) ∈ C+, for all a ∈ A. An easy calculation that uses properties
of the counit and the definition of maps πLx and π
R
x in the proof of Lemma 2.14, yields
the following formula, for all c = c1 ⊗A . . . cn ∈ C+
⊗An,
dx(c) =
n∑
k=1
(−1)kc1 ⊗ . . . ck−1 ⊗
(
(πRx ⊗ π
L
x ) ◦∆(c
k)
)
⊗ ck+1 ⊗ . . .⊗ cn.
This means that dx restricts to TA(C
+). By the same token, γx = x⊗x−∆(x) ∈ C+⊗AC+.
Hence T (C, x) is a curved differential graded algebra. Finally, since for a morphism of
corings εD ◦ f1 = f0 ◦ εC and εD(y) = 1, εC(x) = 1, we conclude that f1(x)− y ∈ D+.
Statements (1) and (2) establish that T is a mapping from bCrg to CDGA. To
check whether T preserves the composition, take morphisms (f0, f1) : (C, x)→ (D, y) and
(g0, g1) : (D, y)→ (E , z) and compute
T ((g0, g1) ◦ (f0, f1)) = (T (g0 ◦ f0, g1 ◦ f1), g1 ◦ f1(x)− z)
= (T (g0, g1) ◦ T (f0, f1), g1(f1(x)− y) + g1(y)− z),
as required. ⊔⊓
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Corollary 3.2. For any choice of x, y ∈ C, T ♭(C, x) and T ♭(C, y) are isomorphic as
curved differential graded algebras. Consequently, for any x, T ♭(C, x) is isomorphic to a
differential graded algebra.
Proof. The identity isomorphism of corings C → C induces the required isomorphism
(id, x− y) : T ♭(C, x)→ T ♭(C, y),
of curved differential graded algebras. If y = 0, then the curvature element γy is zero,
hence T ♭(C, y) is an ordinary differential graded algebra (such that A ⊆ ker d0), and any
T ♭(C, x) is thus isomorphic to a differential graded algebra. ⊔⊓
Corollary 3.3. For any choice of base points x, y ∈ C, T (C, x) and T (C, y) are
isomorphic as curved differential graded algebras. In particular, if C has a group-like
element, then these are isomorphic (as curved differential graded algebras) to differential
graded algebras.
Proof. The isomorphism described in the proof of Corollary 3.2 restricts to the
isomorphism of curved differential graded algebras T (C, x) → T (C, y). In particular, if,
say, y is a group-like element in C, then y is a base point and ∆(y) = y⊗ y, hence γy = 0
and T (C, y) is a differential graded algebra. ⊔⊓
Proposition 3.4. Let C = (C,∆, ε) be an A-coring and let x ∈ C. Given a complex
δl : (M l, ̺l)→ (M l+1, ̺l+1) of C-comodules, define
→
∇
n,l
: M l →M l−n+1 ⊗A C
⊗An,
→
∇
n,l
=


δl for n = 0
m 7→ (−1)l̺l(m)− (−1)lm⊗ x, for n = 1
0 for n ≥ 2.
Then (M•,
→
∇) is an integrable Z-connection for the curved differential graded algebra
T ♭(C, x). Furthermore, if ε(x) = 1, then (M•,
→
∇) is an integrable Z-connection for the
curved differential graded algebra T (C, x) associated to the based A-coring (C, x).
Proof. For any a ∈ A and m ∈M l,
→
∇
1,l
(ma) = (−1)l̺l(ma)− (−1)
lma⊗ x
= (−1)l̺l(m)a− (−1)
lm⊗ xa + (−1)lm⊗ [x, a]
=
→
∇
1,l
(m)a + (−1)lm⊗ dx(a),
hence (−1)l
→
∇
1
satisfies the graded Leibniz rule on M l. Since the δl are right A-linear,
the sum
∑
n
→
∇
n
=
→
∇
0
+
→
∇
1
extends to a covariant derivative on M• ⊗A TA(C)•; see
Example 2.6. Explicitly, in view of the definition of dx in Theorem 3.1(1)(a) one obtains,
for all c ∈ C⊗An and m ∈ M l,
→
∇ (m⊗ c) = δl(m)⊗ c+ (−1)l̺l(m)⊗ c+
n∑
k=1
(−1)k+lm⊗∆(n)k (c)− (−1)
l+nm⊗ c⊗ x.
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Applying
→
∇ to the above formula, and taking into account the coassociativity of the ̺l
and ∆ as well as the alternating signs, one finds that all the terms involving ̺l(m) and
∆
(n)
k (c) cancel out, except for
→
∇ ◦
→
∇ (m⊗ c) = δl+1 ◦ δl(m)⊗ c+ (−1)l
((
δl ⊗ id
)
◦ ̺l − ̺l+1 ◦ δ
l
)
(m)⊗ c
+m⊗ c⊗∆(x)−m⊗ c⊗ x⊗ x.
The first term in the above formula vanishes, since the sequence δl forms a complex,
the second term vanishes by the colinearity of the δl. Consequently, one is left with
→
∇ ◦
→
∇ (m ⊗ c) = −m ⊗ c⊗ γx. Therefore, (M,
→
∇) is an integrable Z-connection for the
curved differential graded algebra T ♭(C, x).
Clearly, if x is a base point, then
→
∇
1,l
(M l) ⊆M l⊗A C+, so, by the same arguments as
before, (M•,
→
∇) is an integrable Z-connection for the curved differential graded algebra
T (C, x). ⊔⊓
Example 3.5. Recall from [8] that an entwining structure is a triple (A,C, ψ) con-
sisting of an algebra A (with product µ : A ⊗ A → A and unit ι : K → A), a coalgebra
C (with comultiplication ∆ : C → C ⊗ C and counit ε : C → K) and a K-linear map
ψ : C ⊗A→ A⊗ C making the following bow-tie diagram commute
C ⊗ A⊗ A
ψ⊗id
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥ id⊗µ
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
C ⊗ C ⊗ A
id⊗ψ
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
C ⊗ A
∆⊗id
88♣♣♣♣♣♣♣♣♣♣♣
ε⊗id
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
ψ

A⊗ C ⊗A
id⊗ψ
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
C
id⊗ι
88♣♣♣♣♣♣♣♣♣♣♣♣♣
ι⊗id &&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆ A C ⊗ A⊗ C
ψ⊗id
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
A⊗ C
id⊗ε
88♣♣♣♣♣♣♣♣♣♣♣♣
id⊗∆ ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
A⊗ A⊗ C
µ⊗id
88♣♣♣♣♣♣♣♣♣♣♣
A⊗ C ⊗ C .
As explained in [4] to an entwining structure one associates an A-coring C(A,C, ψ) =
(A⊗ C,∆A⊗C, εA⊗C), where the A-multiplications on A⊗ C are given by
a(a′ ⊗ c)a′′ := aa′ψ(c⊗ a′′),
and with structure maps ∆A⊗C = id ⊗ ∆ and εA⊗C = id ⊗ ε. If A is flat as a K-
module, then ker εA⊗C = A ⊗ C+, where C+ stands for the kernel of ε. In this case
TA((A ⊗ C)+)n = A ⊗ C+
⊗n
. Take any e ∈ C such that ε(e) = 1 and x = 1 ⊗ e. Then,
for all a ∈ A, c ∈ C+,
dx(a) = ψ(e⊗ a)− a⊗ e, dx(a⊗ c) = ψ(e⊗ a)⊗ c− a⊗∆(c) + a⊗ c⊗ e.
If (V, ̺V ) is a right C-comodule, then V ⊗A is a C(A,C, ψ)-comodule with the obvious
right A-multiplication and with the coaction given as the composite
̺0 : V ⊗ A
̺V ⊗id
// V ⊗ C ⊗ A
id⊗ψ
// V ⊗ A⊗ C ∼= V ⊗ A⊗A (A⊗ C) .
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In particular V ⊗ A is a C-comodule. Iterating this procedure one obtains a family of
C(A,C, ψ)-comodules (M l := V ⊗ A⊗l+1, ̺l), l ∈ N. For each l ∈ N and k = 0, . . . , l,
define right A-module maps
ι
(l)
k : A
⊗l+1 → A⊗l+2, ι(l)k = A
⊗k ⊗ ι⊗ A⊗l+1−k.
These give rise to a complex of A-modules
δl : V ⊗ A⊗l+1 → V ⊗ A⊗l+2, δl =
l∑
k=0
(−1)kV ⊗ ι(l)k .
Since the unit map ι : K→ A is preserved by ψ (this is the meaning of the left triangle in
the bow-tie diagram), all δl are right C(A,C, ψ)-comodule maps, and we obtain integrable
Z-connections as described in Proposition 3.4.
Example 3.6. Let A be an algebra. To any finitely generated projective right A-
module P one can associate a coring, known as a comatrix coring [11]: Take any subal-
gebra B of the endomorphism ring S = EndA(P ). Then P is a (B,A)-bimodule with the
B-multiplication bp = b(p), for all b ∈ B, p ∈ P . Let P ∗ := HomA (P,A) be the dual
(A,B)-bimodule. Since P is a fintely generated projective module the map
Θ : P ⊗A P
∗ → S, p⊗ χ 7→ [q 7→ pχ(q)],
is an S-bimodule isomorphism. Denote by e = Θ−1(1S) the dual basis element. Then
C = (C,∆, ε), where C = P ∗ ⊗B P ,
∆ : χ⊗ p 7→ χ⊗ e⊗ p, ε : χ⊗ p 7→ χ(p),
is an A-coring. Since the counit is the evaluation map, ε is surjective if and only if the
right A-module P is a generator (and since it is also finitely generated and projective, P
is a progenerator). In this case, for any x =
∑
i ξi ⊗ xi ∈ ε
−1(1A) ⊆ P ∗ ⊗B P , the curved
differential graded algebra T (C, x) can be described as follows.
First, in view of the isomorphism Θ, the tensor algebra TA(C) is
TA(C)
0 = A and TA(C)
n = P ∗ ⊗B S
⊗Bn−1 ⊗B P, for n ≥ 1,
with the product (χ⊗ s⊗ p)(χ′⊗ s′⊗ p′) = χ⊗ s⊗Θ(p⊗χ′)⊗ s′⊗ p′. For all n ∈ N and
i = 0, . . . , n, define Φ
(0)
0 = ε : P
∗ ⊗B P → A, and, for a positive n,
Φ
(n)
i : P
∗ ⊗B S
⊗Bn ⊗B P → P
∗ ⊗B S
⊗Bn−1 ⊗B P,
by
Φ
(n)
i : χ⊗ s1 ⊗ . . .⊗ sn ⊗ p 7→


χ ◦ s1 ⊗ s2 ⊗ . . .⊗ sn ⊗ p, i = 0,
χ⊗ s1 ⊗ . . .⊗ sisi+1 . . .⊗ sn ⊗ p, i = 1, . . . , n− 1,
χ⊗ s1 ⊗ . . .⊗ sn−1 ⊗ sn(p), i = n.
Then
TA(C
+)0 = A and TA(C
+)n =
n−1⋂
i=0
ker Φ
(n−1)
i , for n ≥ 1.
The derivative comes out as dx(a) = [x, a] on A,
dx(
∑
j
χj ⊗ pj) =
∑
i,j
ξi ⊗Θ(xi ⊗ χj)⊗ pj −
∑
j
χj ⊗ 1S ⊗ pj +
∑
i,j
χj ⊗Θ(pj ⊗ ξi)⊗ xi,
CURVED DIFFERENTIAL GRADED ALGEBRAS AND CORINGS 13
on C+, and then is extended to the whole of TA(C
+) by the Leibniz rule. The curvature
element is
γx =
∑
i,j
ξi ⊗Θ(xi ⊗ ξj)⊗ xj −
∑
i
ξi ⊗ 1S ⊗ xi.
We denote this curved differential graded algebra by A(BPA, x).
P is a right C-comodule with the coaction p 7→ e ⊗B p, hence it is an integrable
Z-connection over T (C, x) with covariant derivative:
→
∇
1
: p 7→ e⊗B p− p⊗A x.
Since this connection is concentrated in degree zero (hence bounded from both directions)
and P is a projective A-module, (P,
→
∇) is a cohesive module over A(BPA, x).
Proposition 3.7. Let A = (A•, dA, γA) be a curved differential graded algebra and let
P = (P,
→
∇) be a cohesive curved A-module, concentrated in degree 0 and such that PA is
a progenerator. Denote by S the degree zero part of the endomorphism ring EndA(P) and
take B ⊆ S such that dS(B) = 0 (i.e. B is a subalgebra of the endomorphism ring of P
in the homotopy category of A-modules). Write P ∗ ⊗B P for the kernel of the evaluation
map ε : P ∗ ⊗B P → A, take any x ∈ ε
−1(1) and define θ1 : P ∗ ⊗B P → A
1 as the
restriction of the left A-linear map
θL : P ∗ ⊗B P → A
1, θL = (ε⊗ id) ◦ (id⊗
→
∇),
Then the pair θ0 = id : A → A and θ1together with ω = θL(x), defines a morphism of
curved differential graded algebras from A(BPA, x) to A.
Proof. By construction, θ1 is a left A-linear map. Define
θR : P ∗ ⊗B P → A
1, θR = θL − dA ◦ ε.
Then θR is right A-linear by the following simple calculation that uses the Leibniz rule
for
→
∇. First, for all p ∈ P , write
→
∇ (p) :=
∑
p(0)⊗p(1), and then compute, for all χ ∈ P ∗,
a ∈ A,
θR(χ⊗ pa) =
∑
χ((pa)(0))(pa)(1) − dA(χ(pa))
=
∑
χ(p(0))p(1)a+ χ(p)dAa− dA(χ(p))a− χ(p)dAa = θ
R(χ⊗ p)a.
Note that θ1 is the restriction of θ
R to ker ε = P ∗ ⊗B P , hence θ1 is A-bilinear and thus,
together with θ0 = id defines an algebra map TA(P ∗ ⊗B P )→ A•.
Write x =
∑
i ξi ⊗ xi, so that ω =
∑
i ξi(xi
(0))xi
(1). Owing to the definition of the
derivative dx, the Leibniz rule for a covariant derivative and the fact that
∑
i ξi(xi) = 1
one obtains,
θ1(dxa) = θ1(xa− ax) =
∑
i
ξi((xia)
(0))(xia)
(1) − a
∑
i
ξi(xi
(0))xi
(1)
=
∑
i
ξi(xi
(0))xi
(1)a +
∑
i
ξi(xi)dAa− a
∑
i
ξi(xi
(0))xi
(1) = dAa+ [ω, a],
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as required. Finally, in terms of the explicit notation for the covariant derivative, the
integrability condition takes the form
(3.1)
∑
p(0)(0) ⊗ p(0)(1)p(1) +
∑
p(0) ⊗ dAp
(1) + p⊗ γA = 0.
Writing e =
∑
j ej⊗ϕj ∈ P ⊗A P
∗ for the dual basis element, using the definition of γx in
Example 3.6, and observing that ω = θL(x) = θR(x) (for
∑
i ξi(xi) = 1), one can compute
θ2(γx) = θ
R(x)θL(x)−
∑
i,j
θR(ξi ⊗ ej)θ
L(ϕj ⊗ xi)
= ω2 −
∑
i,j
ξi(ej
(0))ej
(1)ϕj(xi
(0))xi
(1) +
∑
i,j
dA(ξi(ej))ϕj(xi
(0))xi
(1)
= ω2 −
∑
i,j
ξi((ej
(0)ϕj(xi
(0)))(0))(ej
(0)ϕj(xi
(0)))(1)xi
(1)
+
∑
i,j
dA(ξi(ej))ϕj(xi
(0))xi
(1) +
∑
i,j
ξi(ej)dA(ϕj(xi
(0)))xi
(1)
= ω2 −
∑
i
ξi(xi
(0)(0))xi
(0)(1)xi
(1) +
∑
i
dA(ξi(xi
(0)))xi
(1)
= ω2 +
∑
i
ξi(xi)γA +
∑
i
ξi(xi
(0))dAxi
(1) + dA(ξi(xi
(0)))xi
(1) = ω2 + γA + dAω.
The first equality follows by the definition of γx, the third one is a consequence of the
Leibniz rule for
→
∇. The fourth equality is obtained by a combination of the Leibniz rule
for dA and the dual basis property. Next, Equation (3.1) is used. Finally we employed
the definition of ω and the equality
∑
i ξi(xi) = 1. This completes that proof that the
triple (θ0, θ1, ω) defines a morphism of curved differential graded algebras. ⊔⊓
Example 3.8. Let S be a set and Q ⊂ S×S be a relation that is reflexive, transitive
and locally finite in the sense that, for all s, t ∈ S, the set
ω(s, t) = {u ∈ S | (s, u) ∈ Q and (u, t) ∈ Q}
is finite. Take any algebra A, consider free left A-module C = A(Q) and make it into an
A-bimodule by (∑
i
ai(si, ti)
)
b =
∑
i
aib(si, ti).
Define A-bimodule maps ∆ : C → C ⊗A C, ε : C → A by
∆ : (s, t) 7→
∑
u∈ω(s,t)
(s, u)⊗ (u, t), ε : (s, t) 7→ δst.
Then (C,∆, ε) is an A-coring; see [9, Section 17.4]. The kernel of the counit consists of all∑
i ai(si, ti) such that
∑
i aiδsiti = 0, hence TA(C
+)n is a submodule of A(Q
n) consisting of
all
∑
i ai(s
1
i , t
1
i , . . . , s
n
i , t
n
i ) such that
∑
i aiδski tki = 0, for all k = 1, 2, . . . , n. The multipli-
cation in TA(C
+) is by concatenation. Fix any e ∈ S, then (e, e) ∈ C and ε(e, e) = 1, so
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we can construct the curved differential graded algebra T (C, (e, e)). The differential acts
trivially on A, while on C+ it is a restriction of the map
d(s, t) = (e, e, s, t)−
∑
u∈ω(s,t)
(s, u, u, t) + (s, t, e, e), for all (s, t) ∈ Q.
The curvature element is
γ = −
∑
u∈ω(e,e), u 6=e
(e, u, u, e).
Example 3.9. A curved differential graded algebra built on traceless matrices is a
special case of both Example 3.6 and Example 3.8. Let C = MN (A) be an A-bimodule
of N ×N -matrices with entries from an algebra A. Then one can define comultiplication
and counit on C, by setting,
∆(Eij) =
N∑
k=1
Eik ⊗ Ekj, ε(Eij) = δij ,
where Eij are matrix units which generate MN(A) as a left (or right) A-module. This is
an example of a comatrix coring (with P = AN) or a coring associated to a partial order
(with S = {1, . . . , N} and Q = S×S). The kernel of the counit is equal to the submodule
of all traceless N×N -matrices in C. This is generated by Eij, i 6= j and Fi := ENN −Eii,
i = 1, . . . , N − 1. The differential of T (C, ENN) acts trivially on A, and
dEij = Fi ⊗ Eij −
∑
k 6=i,j
Eik ⊗ Ekj + Eij ⊗ Fj , dFi = Fi ⊗ Fi +
∑
k 6=i
(−1)δNiEik ⊗ Eki.
The curvature element is −
∑N−1
k=1 ENk ⊗EkN .
Any morphism f : M → N of right C-comodules (M, ̺M ), (N, ̺N ) induces a right
TA(C)-module map TA(f, C) := f ⊗ id :M ⊗A TA(C)→ N ⊗A TA(C), i.e. a morphism of
T ♭(C, x)-modules M = (M ⊗A TA(C)
•,
→
∇M) to N = (N ⊗A TA(C)
•,
→
∇N). However, the
compatibility of f with coactions means that dM,N (TA(f, C)) = 0, i.e. comodule maps
give rise to elements of the zero cohomology of the complex
HomT ♭(C,x)
((
M ⊗A TA(C)
•,
→
∇M
)
,
(
N ⊗A TA(C)
•,
→
∇N
))
.
Similar remarks apply to (M ⊗A TA(C+)•,
→
∇) in the case of a based coring (C, x). In this
way the category of comodules can be seen as a subcategory of both Z0(Mod-T (C, x))
and the homotopy category of Mod-T (C, x).
The contents of Proposition 3.4 can be explored further to introduce the differential
graded category of complexes of comodules and to reveal the triangulated structure of its
homotopy category.
Definition 3.10. Let C = (C,∆, ε) be an A-coring. An object of the category of
C-comodule complexes or, taking a cue from [1], quasi-cohesive comodules, is the family of
triples M := (M l, ̺Ml , δ
l
M), l ∈ Z, in which each M
l is a right C-comodule with coaction
̺Ml : M
l → M l⊗A C and δlM :M
l →M l+1 are C-comodule maps such that δl+1M ◦ δ
l
M = 0.
A morphism ϕ :M→N is a family of right A-module maps
ϕ
k,s
l : M
l → N l+s−k ⊗A C
⊗Ak, k ∈ N, s, l ∈ Z,
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such that for all l ∈ Z, k ∈ N and m ∈ M l, ϕk,sl (m) 6= 0 for a finite number of values of
s. The composition of ϕ :M→N with ψ : N → P is defined by
(3.2) (ψ ◦ ϕ)k,tl =
∑
i,s
(ψk−i,t−sl+s−i ⊗ C
⊗Ai) ◦ ϕi,sl .
The category of C-comodule complexes is denoted by com-C, and we write HomC(M,N )
for the sets of morphisms.
The category com-C is a differential graded category. The degree s elements in
HomC(M,N ) are all those morphisms ϕ with components ϕk,sl (fixed value of s). Once s
is specified, we write ϕkl for ϕ
k,s
l . For any right A-module map φ :M
l → N l+s−k ⊗A C⊗Ak
define the right A-module map b(φ) : M l → N l+s−k ⊗A C⊗Ak+1 by
b(φ) =
(
̺Nl+s−k ⊗ C
⊗Ak
)
◦ φ+
k∑
i=1
(−1)i
(
N l+s−k ⊗∆(k)i
)
◦ φ+ (−1)k+1(φ⊗ C) ◦ ̺Ml .
Then, for all degree s morphisms ϕ :M→N , the differential is defined by
(3.3) (dϕ)kl = (δ
l+s−k
N ⊗ C
⊗Ai) ◦ ϕkl − (−1)
sϕkl+1 ◦ δ
l
M − (−1)
l+s−kb(ϕk−1l ).
Equation (3.3) is obtained by translating to complexes of comodules the differential of
Z-connections through Proposition 3.4. The novelty is that the definitions do not depend
on the choice of an element of C. An easy but rather lengthy calculation proves that the
map d is nilpotent and that the composition (3.2) is a morphism of cochain complexes.
Following [3] or [1], to any closed zero-degree morphism ϕ : M→ N in com-C, one
can associate its cone, Cone(ϕ) := (Ol, ̺Ol , δ
l
O), where
Ol =

 N l⊕
M l+1

 , ̺Ol =

̺Nl ϕ1l+1
0 ̺Ml+1

 , δlO =

−δlN ϕ0l+1
0 δl+1M

 .
In this way the homotopy category of com-C becomes a triangulated category with dis-
tinguished triangles obtained from
M
ϕ
// N
ι
// Cone(ϕ)
π
//M[1] ,
whereM[1] denotes the comodule complex obtained by shifting by one degrees inM and
the morphisms ι and π have the only non-zero components
ι0l (n) = (−1)
l
(
n
0
)
, π0l
(
n
m
)
= m.
Following [1] one can consider quasi-cohesive C-comodules M := (M l, ̺Ml , δ
l
M) that are
bounded in both directions and such that each of the M l is finitely generated and projec-
tive as an A-module, and term such objects cohesive comodules. The homotopy category
of the category of cohesive comodules forms a full triangulated subcategory of the homo-
topy category of com-C.
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3.2. ...and back. Here we associate a based coring to a semi-free curved differential
graded algebra and thus establish an equivalence of categories of semi-free differential
graded algebras and corings with surjective counits.
Theorem 3.11. Let A be an algebra, V an A-bimodule and let A = (TA(V ), d, γ) be a
semi-free curved differential graded algebra. Consider the left A-module C = A⊕ V , and
write x for the generator of C corresponding to A, so that a general element of C can be
written additively as ax+ v, a ∈ A, v ∈ V .
(1) C(A, V ) = (C,∆, ε) is an A-coring based at x by the following operations:
(a) The right A-multiplication of a′ ∈ A with ax+ v ∈ C is defined by:
(ax+ v)a′ := aa′x+ ada′ + va′;
(b) the comultiplication is defined by:
∆(ax+ v) = ax⊗ x− aγ + x⊗ v + v ⊗ x− dv;
(c) the counit is ε(ax+ v) = a.
(2) Any morphism (f0, f1, ω) of curved differential graded algebras (TA(V ), dA, γA) →
(TB(W ), dB, γB) yields a morphism (C(f)0, C(f)1) of the corresponding (based) cor-
ings C(A, V )→ C(B,W ), where
C(f)0 = f0, C(f)1 : (a, v) 7→ (f0(a), f0(a)ω + f1(v)).
(3) The assignments described in statements (1) and (2) define an equivalence of cate-
gories sf CDGA ≃ bCrg.
Proof. (1) Since d is a derivation, i.e. it satisfies the Leibniz rule, the right multi-
plication defined in (a) furnishes C with the structure of an A-bimodule. Note that the
right A-action is constructed in such a way that da = [x, a], for all a ∈ A. Using this
observation, take any b ∈ A and compute
∆(b(ax+ v)) = bax⊗ x− baγ + x⊗ bv + bv ⊗ x− d(bv)
= b(ax⊗ x− aγ + x⊗ v + v ⊗ x− dv) + [x, b]⊗ v − db⊗ v
= b∆(ax + v).
Furthermore,
∆((ax+ v)b) = ∆(abx+ adb+ vb)
= abx⊗ x− abγ + x⊗ vb+ vb⊗ x− d(vb) + x⊗ adb+ adb⊗ x− d(adb)
= abx⊗ x− abγ + x⊗ vb+ v ⊗ bx− d(v)b+ v ⊗ db
+xa⊗ db+ adb⊗ x− da⊗ db− a[γ, b]
= ax⊗ bx− aγb+ x⊗ vb+ v ⊗ xb− d(v)b+ ax⊗ db
= ax⊗ xb− aγb+ x⊗ vb+ v ⊗ xb− d(v)b = ∆(ax+ v)b,
where the graded Leibniz rule and the curvature of d were used in derivation of the third
equality and we applied repeatedly that d on A is given by the commutator with x. This
proves that ∆ is an A-bimodule map.
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Before we prove that ∆ is coassociative, it is convenient to introduce a Sweedler-like
notation for γ and dv, i.e. to write γ =
∑
γ[1] ⊗ γ[2] and dv =
∑
dv(1) ⊗ dv(2). In this
notation the Bianchi identity takes the form∑
d(γ[1])⊗ γ[2] −
∑
γ[1] ⊗ d(γ[2]) = 0,
while the curvature condition for v reads∑
d(dv(1))⊗ dv(2) −
∑
dv(1) ⊗ d(dv(2)) +
∑
v ⊗ γ[1] ⊗ γ[2] −
∑
γ[1] ⊗ γ[2] ⊗ v = 0.
Applying (id⊗∆−∆⊗ id) ◦∆ to ax+ v, and omitting obvious cancellations we obtain
−
∑
ax⊗ γ[1] ⊗ γ[2] +
∑
aγ[1] ⊗ d(γ[2])−
∑
v ⊗ γ[1] ⊗ γ[2] +
∑
dv(1) ⊗ d(dv(2))
+
∑
xa⊗ γ[1] ⊗ γ[2] −
∑
d(aγ[1])⊗ γ[2] +
∑
γ[1] ⊗ γ[2] ⊗ v −
∑
d(dv(1))⊗ dv(2),
which vanishes by the curvature condition (terms 3, 4, 7 and 8) and the combination of the
Leibniz rule (applied to the sixth term), the Bianchi identity and the fact that da = [x, a].
Therefore, ∆ obeys the coassociative law. That ε is the counit for this comultiplication
and that x is a base point are immediate, since ε is designed so that it is identity on A
(i.e. ε(x) = 1) and zero on V .
(2) To facilitate the calculations we will write the bimodule parts of C(A, V ) and
C(B,W ) additively as Ax ⊕ V and By ⊕W , respectively. We will also write ∆C and εC
for the comultiplication and counit of C(A, V ) and ∆D and εD for the structure maps of
C(B,W ).
First we need to check, whether C(f)1 is an A-bimodule map. Since f0 is an algebra
map and f1 is a left A-module map, also C(f)1 is left A-linear. For the right A-linearity,
take any b ∈ A, and compute
C(f)1((ax+ v)b) = f0(ab)y + f0(ab)ω + f1(adAb+ vb)
= f0(a)f0(b)y + f0(a)f0(b)ω
+f0(a)dBf0(b) + f0(a)[ω, f0(b)] + f1(v)f0(b)
= f0(a)f0(b)y + f0(a)ωf0(b) + f0(a)dBf0(b) + f1(v)f0(b)
= C(f)1(ax+ v)f0(b),
where the condition (a) in Definition 2.2 has been used.
Clearly, εD ◦ C(f)1 = C(f)0 ◦ εC , hence C(f)1 is compatible with counits, so only the
preservation of comultiplications need be checked. Since the comultiplications and C(f)1
are left A-module maps, suffices it to consider their actions on elements of the form x+ v,
v ∈ V . On one hand
∆D(C(f)1(x+ v)) = y ⊗ y − γB + y ⊗ (ω + f1(v)) + (ω + f1(v))⊗ y − dB(ω + f1(v))
= (y + ω)⊗ (y + ω)− (f1 ⊗ f1)(γA)
+(y + ω)⊗ f1(v) + f1(v)⊗ (y + ω)− (f1 ⊗ f1)(dAv)
= C(f)1(x)⊗ C(f)1(x)− (f1 ⊗ f1)(γA)
+C(f)1(x)⊗ C(f)1(v) + C(f)1(v)⊗ C(f)1(x)− (f1 ⊗ f1)(dAv)
= (C(f)1(v)⊗ C(f)1)(∆C(x+ v)),
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where the definition of a morphism of curved differential graded algebras was used to
derive the second equality and the definition of C(f)1 to derive the third and fourth ones.
Therefore, (C(f)0, C(f)1) is a morphism of corings as required.
(3) Consider the assignment:
U : sf CDGA→ bCrg, (TA(V ), d, γ) 7→ C(A, V ), f 7→ (C(f)0, C(f)1).
One easily checks that U preserves the composition of morphisms, hence defines a functor.
We will show that the functors U and T : (C, x) 7→ (TA(C+), dx, γx), constructed in
Theorem 3.1, are inverse equivalences. First take a semi-free curved differential graded
algebra (TA(V ), d, γ). Since (Ax⊕ V )+ = V , T ◦U(TA(V ), d, γ) = (TA(V ), dx, γx), where,
for all a ∈ A and v ∈ V ,
dxa = xa− ax = da, dxv = x⊗ v −∆(v) + v ⊗ x = dv,
by the definitions of the right A-action and the comultiplication of C(A, V ). Thus dx = d.
Furthermore,
γx = x⊗ x−∆(x) = x⊗ x− x⊗ x+ γ = γ,
by the definition of comultiplication of C(A, V ). Therefore, T ◦ U = id on objects. Simi-
larly, given a morphism (f, ω) : (TA(V ), dA, γA)→ (TB(W ), dB, γB), obviously T ◦U(f)0 =
f0 and T ◦ U(f)1 = f1. Furthermore, since f1(1, 0)− (1, 0) = (1, ω)− (1, 0) = (0, ω), so
that T ◦ U(f, ω) = (f, ω), hence T ◦ U = id.
In the opposite direction, take an A-coring C = (C,∆, ε) based at x ∈ C, so that
U ◦ T (C, x) = U(TA(C
+), dx, γx) = (Ay ⊕ C
+,∆V , εV , y).
Define
ϕ : C → Ay ⊕ C+, c 7→ ε(c)y + (c− ε(c)x) = yε(c) + (c− xε(c)),
where the equality follows by the definitions of the right A-multiplication on Ay⊕C+ and
of dx, i.e. ya = ay + dxa = ay + [x, a]. We will prove that (idA, ϕ) is an isomorphism of
A-corings. In view of two equivalent descriptions of ϕ, ϕ is an A-bimodule map. Clearly,
εV ◦ ϕ = ε. To prove that ϕ preserves comultiplications, take any c ∈ C and use the
definitions of ∆V , γx and dx, and the fact that [y, a] = [x, a], for all a ∈ A, to compute
∆V (ϕ(c)) = ε(c)y ⊗ y − ε(c)x⊗ x+ ε(c)∆(x) + y ⊗ (c− ε(c)x) + (c− ε(c)x)⊗ y
−x⊗ c+∆(c)− c⊗ x+ x⊗ ε(c)x− ε(c)∆(x) + ε(c)x⊗ x
= yε(c)⊗ y + y ⊗ c− yε(c)⊗ x+ c⊗ y
−x⊗ c+∆(c)− c⊗ x+ xε(c)⊗ x− xε(c)⊗ y
=
∑
(yε(c(1)) + c(1) − xε(c(1)))⊗ (ε(c(2))y + c(2) − ε(c(2))x)
= (ϕ⊗ ϕ) ◦∆(c).
Hence (idA, ϕ) is a morphism of based corings. Next define
ψ : Ay ⊕ C+ → C, ay + v 7→ ax+ v.
Then, for all c ∈ C,
ψ ◦ ϕ(c) = ε(c)x+ c− ε(c)x = c,
and, for all a ∈ A, v ∈ C+,
ϕ ◦ ψ(ay + v) = ay + ax+ v − ε(ax+ v)x = ay + ax+ v − ax = ay + v.
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Therefore, ϕ is an isomorphism with the inverse ψ. Finally, an equally straightforward
calculation yields that U ◦T is an identity on morphisms (and thus implies the naturality
of the isomorphisms ϕ), and completes the proof of the assertion. ⊔⊓
Corollary 3.12. The category of semi-free curved differential graded algebras is
equivalent to the full subcategory of the category of corings consisting of corings with
surjective counit.
Proof. Combine the equivalence in Theorem 3.11 with the equivalence in Lemma 2.15.
⊔⊓
Remark 3.13. The form of a correspondence between based corings and semi-free
curved differential graded algebras relates the kernel of a counit with the bimodule on
which the differential algebra is built, so it should not depend on the direct sum decom-
position of a coring into the kernel of the counit and the base ring. Yet Theorem 3.11
describes a specific left A-module decomposition. In fact, given a semi-free curved differen-
tial graded algebra A = (TA(V ), d, γ) one can construct an A-coring D(A, V ) = (D,∆, ε)
based at, say, y as follows. D = A ⊕ V as a right A-module, so we will write ya + v for
an element of D. The left A-multiplication is defined by
a(yb+ v) = yab− d(a)b+ av,
while the coproduct and counit are:
∆(ya+ v) = y ⊗ ya− γa + y ⊗ v + v ⊗ x− dv, ε(ya+ v) = a.
One can easily check, however, that D(A, V ) is isomorphic to C(A, V ) by the map of
corings given as the identity on A and on D as
D → C, ya+ v 7→ ax+ da+ v = xa + v,
(since da = [x, a] in C). Thus the choice made in establishing an equivalence in Theo-
rem 3.11 is a matter of convention not essence.
One can complement Proposition 3.4 by assigning comodule complexes to integrable
Z-connections. Recall from Example 2.6 that the covariant derivative of a Z-connection
(M•,
→
∇) is fully determined by its value on M• = M• ⊗A A0 (recall that A = A0). As
before, we write
→
∇
n,l
for the component of
→
∇ given as
→
∇
n,l
: M l 7→M l−n+1 ⊗A An.
Proposition 3.14. Let (M•,
→
∇) be an integrable Z-connection over a semi-free curved
differential algebra (TA(V ), d, γ), such that
→
∇
n,l
= 0, for all n ≥ 2. Write C = Ax ⊕ V
and define, for all l ∈ Z,
̺l : M
l → M l ⊗A (A⊕ V ), m 7→ (−1)
l
→
∇
1
(m) +m⊗ x.
Then (M l, ̺l,
→
∇
0,l
) is a complex of right comodules over the based coring U(TA(V ), d, γ).
Proof. By the definition of the right A-multiplication on Ax⊕V , Theorem 3.11(1)(a),
da = [x, a], hence, since (−1)l
→
∇
1,l
satisfies the Leibniz rule,
→
∇
1,l
(ma) =
→
∇
1
(m)a + (−1)lm⊗ xa− (−1)lma⊗ x,
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which in turn implies that the ̺l are right A-linear maps. In view of the definition of
the counit of U(TA(V ), d, γ), the ̺l are evidently counital. Finally, the integrability of
→
∇
yields three conditions:
→
∇
0,l+1
◦
→
∇
0,l
= 0, (
→
∇
0,l
⊗id)◦
→
∇
1,l
+
→
∇
1,l+1
◦
→
∇
0,l
= 0,
and, for all m ∈M l,
(
→
∇
1,l
⊗Aid)◦
→
∇
1
(m) + (−1)l(id⊗A d)◦
→
∇
1,l
(m) +m⊗ γ = 0,
Combining the third identity with the definition of the comultiplication of U(TA(V ), d, γ)
in Theorem 3.11(1)(b), one easily verifies that the ̺l satisfy the coassociative law. The first
two conditions then mean that (M l, ̺l,
→
∇
0,l
) is a complex of comodules over U(TA(V ), d, γ).
⊔⊓
4. Integrable divergences
The aim of this section is to introduce the notion of an integrable Z-divergence as
a special example of a curved module that supplements the notion of a quasi-cohesive
module.
Consider a curved differential graded algebra A = (A•, d, γ) and a Z-graded right
A-module M•. Construct the Z-graded right A•-module Ξ(A,M)• by first setting
Ξ(A,M)n =
∏
i∈N
HomA
(
Ai,Mn+i
)
,
and then defining the right A•-multiplication as follows. Write ξ ∈ Ξ(A,M)n as ξ =
(ξi)i∈N, where ξi ∈ HomA (Ai,Mn+i). Then, for all a ∈ Ak, define ξia ∈ HomA
(
Ai−k,Mn+i
)
by
ξia =
{
b 7→ ξi(ab), if i ≥ k,
0, otherwise,
and set ξa := (ξia)i∈N.
Definition 4.1. Let A = (A•, d, γ) be a curved differential graded algebra, and write
A := A0. A Z-divergence over A is a pair (M•,
←
∇) consisting of a Z-graded right A-module
M• and the degree-one map
←
∇: Ξ(A,M)• → Ξ(A,M)• such that, for all homogeneous
ξ ∈ Ξ(A,M)• and a ∈ A•,
←
∇ (ξa) =
←
∇ (ξ)a+ (−1)|ξ|ξda.
A Z-divergence (M•,
←
∇) is said to be integrable provided, for all ξ ∈ Ξ(A,M)•,
←
∇ ◦
←
∇ (ξ) = −ξγ.
Clearly, (M•,
←
∇) is an integrable Z-divergence over A if and only if (Ξ(A,M)•,
←
∇) is
a curved right A-module.
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Remark 4.2. The map
←
∇ is fully determined by its components
←
∇
n,m
: Ξ(A,M)n
←
∇
// Ξ(A,M)n+1
π
// // HomA (A
m,Mm+n+1),
where π is the canonical epimorphism in the direct product decomposition of Ξ(A,M)•.
In terms of these components, the Leibniz rule in Definition 4.1 comes out as follows. For
all a ∈ As and all ξ = (ξk)k∈N ∈
∏
k∈NHomA
(
Ak,Mn+k
)
,
(4.1)
←
∇
n+s,m
(ξa) =
←
∇
n,m+s
(ξ)a+ (−1)nξm+s+1da.
Next, define
←
∇
n
k : HomA
(
Ak,Mn+k
)
→ Mn+1 as the composite of
←
∇
n,0
with the inclusion
HomA
(
Ak,Mn+k
)
→֒ Ξ(A,M)n. Then Equation (4.1) implies, for all a ∈ A and ξ ∈
HomA
(
Ak,Mn+k
)
,
(4.2)
←
∇
n
k (ξa) =
←
∇
n
k (ξ)a+ (−1)
nδk1ξda.
Therefore, for all k 6= 1, the
←
∇
n
k are A-linear, while (M
n, (−1)n
←
∇
n
1 ) are hom-connections
in the sense of [6].
Conversely, given a family of maps
←
∇
n
k , finite for each n and satisfying conditions in
Equation (4.2), one can define
←
∇
n,m
: Ξ(A,M)n → HomA (Am,Mm+n+1), by setting, for
all ξ = (ξk)k∈N ∈
∏
k∈NHomA
(
Ak,Mn+k
)
and a ∈ Am,
(4.3)
←
∇
n,m
(ξ)(a) =
∑
k
←
∇
n+m
k (ξm+ka) + (−1)
n+1ξm+1(da).
These will satisfy Equations 4.1 and thus can be used to construct a Z-divergence.
Example 4.3. Let A = (A•, d, γ) be a curved differential graded algebra. For any
curved A-module (M•, dM) define
←
∇: Ξ(A,M)n → Ξ(A,M)n+1, ξ 7→ dM ◦ ξ − (−1)
nξ ◦ d.
Then (M•,
←
∇) is an integrable Z-divergence.
Proof. Set (E•, dE) to be (A
•, d) in Lemma 2.10. ⊔⊓
Lemma 4.4. Let A = (A•, d, γ) be a curved differential graded algebra, B an algebra
and let M• be a Z-graded (A,B)-bimodule, bounded from below. Let (M•,
→
∇) be a left
Z-connection over A such that
→
∇ is right B-linear. Write
→
∇
k
for the component M• →
Ak ⊗A M•−k+1 of
→
∇, and
→
∇
k,n
for the restriction of
→
∇
k
to Mn. Denote by N• the graded
B-dual of M•, i.e. Nn = HomB (M
−n, B). Then the family
←
∇
−n+1
k := HomB
(
→
∇
k,n
, B
)
, k ∈ Z
determines a Z-divergence on N•.
Proof. By the hom-tensor relations, the domain of HomB
(
→
∇
k,n
, B
)
is
HomB
(
Ak ⊗A M
n−k+1, B
)
∼= HomA
(
Ak,HomB
(
Mn−k+1, B
))
= HomA
(
Ak, N−n+k−1
)
,
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while the codomain is HomB (M
n, B) = N−n, as required.
Since
→
∇ is a left covariant derivative, the maps
→
∇
k 6=1
are left A-linear, while for all
m ∈Mn, a ∈ A,
→
∇
1,n
(am) = a
→
∇
1,n
(m) + (−1)nda⊗m.
Thus
←
∇
n
k 6=1 are right A-linear and, for all ξ ∈ HomA (A
1, Nn+1) ∼= HomB (A1 ⊗M−n−1, B),
a ∈ A and m ∈M−n−1,
←
∇
n
1 (ξa)(m) = ξa(
→
∇
1,−n−1
(m)) = ξ(a
→
∇
1,−n−1
(m)) = ξ(
→
∇
1
(am)) + (−1)nξ(da⊗m)
=
←
∇
n
1 (ξ)(am) + (−1)
nξ(da)(m) = (
←
∇
n
1 (ξ)a+ (−1)
nξ(da))(m).
Therefore, the
←
∇
n
k define a Z-divergence over A. ⊔⊓
Example 4.5. Let P be a progenerator right A-module, take B ⊂ S = EndA(P ) and
consider the curved differential graded algebra A(BPA) described in Example 3.6. As in
Example 3.6, denote by e ∈ P ⊗A P ∗ the dual basis element and take x =
∑
i ξi ⊗ xi ∈
P ∗ ⊗B P , an element in the inverse image of 1A under the evaluation map. P ∗ is a left
comodule over the comatrix coring P ∗ ⊗B P , and thus (P
∗,
→
∇) is a left cohesive module
over A(BPA), with
→
∇
1
: P ∗ → P ∗ ⊗B A
1, χ 7→ x⊗ χ− χ⊗ e.
Since, for all b ∈ B, be = eb, the map
→
∇
1
is right B-linear, hence by Lemma 4.4 it
induces a Z-divergence over A(BPA) with the module part N = HomB (P ∗, B) and with
←
∇1: HomA (A1 ⊗A P ∗, B) ∼= HomA (A1, N)→ N given by
←
∇1 (f)(χ) = f(x⊗ χ− χ⊗ e).
Proposition 4.6. Let C = (C,∆, ε) be an A-coring and let x ∈ C. Given a complex
of C-contramodules δn : (Mn, αn)→ (Mn+1, αn+1), define
←
∇
n
0= δ
n,
←
∇
n
1 : HomA
(
C,Mn+1
)
→ Mn+1, ξ 7→ (−1)n (ξ(x)− αn+1(ξ)) ,
and
←
∇
n
k= 0, for k ≥ 2. Then the
←
∇
n
k define an integrable Z-divergence (M
•,
←
∇) with respect
to curved differential graded algebra T ♭(C, x), as described in Remark 4.2. Furthermore,
if ε(x) = 1, then
←
∇
+n
1 : HomA (C
+,Mn+1)
HomA(πRx ,Mn+1)
// HomA (C,M
n+1)
←
∇
n
1
// Mn+1,
where πRx : C → C
+, c 7→ c − xε(c), define an integrable Z-divergence with respect to
T (C, x).
Proof. Using the definition of dx and the right A-linearity of αn one easily checks that
the
←
∇
n
1 satisfy Equation (4.2). Furthermore ∇
n
k 6=1 are all A-linear, hence they all induce
a Z-divergence, with components given by Equation (4.3),
←
∇
n,m
(ξ)(c) = δm+n(ξm(c))− (−1)
nξm+1(x⊗ c)
+
m∑
k=1
(−1)k+n+1ξm+1
(
∆
(m)
k (c)
)
+ (−1)m+nαm+n+1(ξm+1c),
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for all ξ = (ξk) ∈
∏
k HomA
(
C⊗Ak,Mn+k
)
and c ∈ C⊗Am. A rather lengthy but straight-
forward calculation, not dissimilar to that in the proof of Proposition 3.4, which uses
the associativity of contra-actions αn, that δ
n+1 ◦ δn = 0 and that each of the δn is a
contramodule map, as well as the fact that dx ◦ dx(c) = [γx, c] and the Leibniz rule allows
one to conclude that
←
∇
n+1,m
(
←
∇
n
(ξ))(c) = −(ξm+2γx)(c),
for all ξ = (ξk) ∈
∏
k HomA
(
C⊗Ak,Mn+k
)
and c ∈ C⊗Am. Therefore,
←
∇ ◦
←
∇ (ξ) = −ξγx,
as required for an integrable Z-divergence.
The second assertion is a consequence of the first which can be seen as follows. Take
ξ ∈ HomA (C
+,Mn+1), and let ξ := ξ ◦πRx , so that
←
∇
+n
1 (ξ) =
←
∇
n
1 (ξ). Note that ξ |C+= ξ,
so, in particular, ξ(dxa) = ξ(dxa). Note further, that ξa = ξa+ ξ(dxa)ε. Hence,
←
∇
+n
1 (ξa) =
←
∇
n
1 (ξa) =
←
∇
n
1 (ξa)+
←
∇
n
1 (ξ(dxa)ε)
=
←
∇
n
1 (ξ)a+ (−1)
nξ(dxa) + (−1)
n+1ξ(dxa)ε(x) + (−1)
nαn+1(ξ(dxa)ε)
=
←
∇
+n
1 (ξ)a+ ξ(dxa),
by the counitality of the αn and the fact that ε(x) = 1. Thus the
←
∇
+n
1 induce a Z-
divergence as claimed. The integrability follows by the same arguments as for
←
∇. ⊔⊓
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