Dynamics of the delay rational difference equation z n+1 = α + βz n−k γ − z n with complex parameters α, β, γ and arbitrary complex initial conditions is investigated. Existence of prime period two solutions and higher order periods are ensured in the complex parameters unlike in the case of real parameters of the same rational difference equation. In addition, a new dynamical behavior, chaotic solutions of the difference equation are ensured computationally.
Introduction and Background
Consider the rational difference equation,
where the parameters α, β, γ and the initial conditions z −k , z −k+1 , . . . z −1 , z 0 are arbitrary complex numbers.
This (k+1)th order rational difference equation Eq.(1) and closely similar equations are studied when the parameters α ≥ 0, β > 0 and γ > 0 and the initial conditions are real numbers while k is any natural number [1] , [2] and [3] . They have shown that the positive fixed point of Eq. (1) is a global attractor with a basin that depends on certain conditions posed on the coefficients α, β and γ [1] .
In this present article, an attempt has been made to study the dynamics of the rational difference equation (1) under the assumption that the parameters and the initial conditions are arbitrary complex numbers. Similar works can be found in [4] , [5] and [6] . Here some of the important basics are being discussed in the following [7] , [8] and [9] :
Definition 1: A difference equation of order (k + 1) is of the form z n+1 = f (z n , z n−1 , . . . , z n−k ), n = 0, 1, 2, . . .
where f is a continuous function which maps a subset D k+1 into D and D ⊂ C. A fixed point z of the difference equation Eq. (2) is a point that satisfy the conditionz = f (z,z, . . . ,z).
Definition 2: Letz be a fixed point of the Eq.(2), thenz is locally asymptotically stable if for every > 0, there exist a δ( ) > 0 such that, if z −k , . . . , z −1 , z 0 ∈ D with |z −k −z| + · · · + |z −1 −z| + |z 0 −z| < δ( ), then |z n −z| < for all n ≥ −k.
Definition 3:
A sequence z n ∞ n=k is said to be periodic with period p if z n+p = z n for all n ≥ −k. A sequence z n ∞ n=k is said to be periodic with prime period p if p is the smallest positive integer having this property.
That is every solution of Eq.(2) with initial conditions in B(a, r) remains in B(a, r).
Definition 5:
The difference equation Eq.(2) is said to be permanent and bounded if there exist positive real numbers M and N with 0 < M ≤ N < ∞ such that for any initial conditions z −k , . . . , z −1 , z 0 there exist a positive integer P which depends on the initial conditions such that M ≤ |z n | ≤ N for all n ≥ P .
The linearized equation associated with Eq.(2) about the equilibrium pointz is
Its characteristic equation is
where n = 0, 1, 2, . . . . Theorem 1.1. Assume that f is a C 1 -function and letz a fixed point of Eq.(2). Then the following statements are true:
• If all the roots of the characteristic equation lie in the open unit disk |λ| < 1, then the fixed pointz of Eq.(2) is locally asymptotically stable.
• If at least one root of the characteristic equation has the absolute value greater than one, then the fixed pointz of Eq.(2) is unstable.
• If all the roots of the have the characteristic equation absolute value greater than one, then the fixed pointz of Eq. (2) is a source. Theorem 1.2. Assume that p, q ∈ C and k ∈ N. Then |p| + |q| < 1 is a sufficient condition for asymptotically stability of the difference equation
Now we shall use these basic theorems to explore the local stability of the fixed points of the Eq.(1).
Local Asymptotic Stability of the Fixed Points and Boundedness
The fixed points of Eq.(1) are the solutions of the quadratic equation
Eq.(1) has the two fixed pointsz 1 andz 2 when |α| =
. . .
, then there is only one fixed point,
The linearized equation of the rational difference equation Eq.(1) with respect to the fixed pointsz is
with associated characteristic equation
The linearized equation for the fixed point
It is found that there does not exist any α, β and γ in C such that α =
Hence the fixed point
is not locally asymptotically stable.
The following result gives the local asymptotic stability of the fixed point . . .
Theorem 2.1. The fixed point
Theorem 2.2. The fixed point
Proof of these two theorems are straightforward from the result stated in the Theorem 1.2.
Here we go with few examples which illustrate the asymptotic behavior of these two fixed points.
S.n. Parameters α, β, γ Remark
Here modulus of the zeros of the characteristic equation are both less than one and so the fixed point is locally asymptotically stable. It is found that for all k = 1, 2, 3, . . . , The trajectories are convergent to the fixed point
Here modulus of the zeros of the characteristic equation are less than one and so the fixed point 1 2 −4α + β 2 − 2βγ + γ 2 − β + γ is locally asymptotically stable. It is found that for all k = 1, 2, 3, . . . , The trajectories are convergent to the fixed point. Table 1: Parameters α, β and γ for which the fixed points
(1) are locally asymptotically stable for arbitrary initial values. − −4α + β 2 − 2βγ + γ 2 − β + γ . Same is given in the bottom for the other fixed point.
In the Table-1 as stated, for the parameters given in the serial number 1 and 2, the trajectories are convergent and converge to the fixed points
Further, a matrix of 20 rows of parameters α, β and γ for which the fixed point (1) is locally asymptotically stable, is given here. In each row the first, second and third complex number referred as α, β and γ respectively. 
Similarly, the fixed point (1) is locally asymptotically stable for the set of parameters which is given as matrix as follows: 
The 100 set of such parameters α, β and γ are plotted in the complex plane in the following −4α + β 2 − 2βγ + γ 2 − β + γ and bottom one stands for the fixed point 
The fixed points z ± of the equation Eq. (7) are 0 and γ − β respectively. In the similar fashion we did earlier, the fixed point z + = 0 of the difference equation Eq. (7) is locally asymptotically stable, unstable if 
Local Asymptotic Stability in the case α = β = γ
When all the three parameters are same (β = γ = α), then the difference equation Eq.(1) becomes
The fixed points of the difference equation Eq. (8) are ±i √ α.
The fixed points ±i √ α of Eq.(8) are locally asymptotically stable if
Here we shall look for the subset S of C of the parameter α for which the above stated condition does hold good. Before seeking the set of our interest, let us try to envisage the region and we found it to be the following in the Fig. 3 where the real part and imaginary part of the parameter α are assumed to varied over the region (−1, 1) × (−1, 1).
Now we can see what we are to find, i.e. dependence of the boundary of this set, i.e. we should find a few functions yielding y as a function of x on the boundary. where α = x + iy. We have the following x and y which satisfy the boundary To figure out why the solution looks slightly involved, we plot all the roots of the underlying polynomial then the curves will form more symmetric pattern: For these two sets A and B of parameters the fixed points ∓i √ α is locally asymptotically stable respectively. and the initial values z −k , z −k+1 , . . . , z −1 , z 0 ∈ B(0, |z 1 |). If {z n } is any solution of Eq. (1), then z n ∈ B(0, |z 1 |) for all n ≥ 1, that is {z n } is permanent and bounded.
Permanence and Boundedness of Solutions

Proof: If the the initial values
Using Mathematical Induction we have 0 < |z n | < |z 1 | for all n ≥ 1. Therefore, the open ball B(0, |z 1 |) is invariant of Eq.(1) and the solution {z n } of Eq. (1) is permanent and bounded. 2 ) for all n ≥ 1, that is {z n } is permanent and bounded.
Proof: Considering |β| < |3γ|, we have 0 < γ−β 2 < |γ| and the initial values
and |z 0 | < γ−β 2 , we have
Using Mathematical Induction we have 0 < |z n | < 
Periodic of Solutions
We shall first look for the prime period two solutions of the three difference equation Eq.(1).
Let . . . , φ, ψ, φ, ψ, . . ., φ = ψ be a prime period two solution of the difference equation Eq.(1). If k is even, then z n = z n−k and then ψ = In the Table 2 and Table 3 , a set of examples of higher order periods are given for different values of k and parameters. What is interesting to note here is that the period is associated to the delay term k as p = k + 3 (p denotes period) where all the parameters are taken as same (α = β = γ). This inspired us to propose the following conjectures.
Conjecture 3.1. There exist as many as higher order periods of the difference Eq. (1) is demanded.
Conjecture 3.2. For α = β = γ, period (p) is increased by 3 with the delay term k. i.e. p = k + 3.
Chaotic Solutions
A new dynamical behavior of the rational difference equation Eq. (1) is chaoticity which was not present in the real set of parameters. It is really hard to determine the set of all parameters α, β and γ for which the solutions of the Eq.(1) are chaotic but computationally we have encountered some chaotic solutions for some values of the parameters which are given in the following Table. 4. The Lyapunov characteristic exponents serves as a useful tool to quantify chaos. Specifically Lyapunav exponents measure the rates of convergence or divergence of nearby trajectories. Negative Lyapunov exponents indicate convergence, while positive Lyapunov exponents demonstrate divergence and chaos. The magnitude of the Lyapunov exponent is an indicator of the time scale on which chaotic behavior can be predicted or transients decay for the positive and negative exponent cases respectively. In this present study, the largest Lyapunov exponent is calculated for a given solution of finite length numerically [10] . From computational evidence, it is arguable that for complex parameters α, β and γ which are stated in the following table the solutions are chaotic for every initial values.
Parameters α, β, γ and Delay term k Table 4 .
In the Fig. 6 , for each of the four cases ten different initial values are taken and plotted in the left and in the right corresponding complex plots are given. From the Fig. 6 , it is evident that for the four different cases the basin of the chaotic attractor is neighbourhood of the centre (0, 0) of complex plane. It is noted that the Conjecture 3.1 and 3.2 together suggest that the chaos is simply proportional to the delay term k of the rational dynamical system since the existence of all possible periods suggest that the trajectory is eventually chaotic.
