Abstract The measurement error model is a well established statistical method for regression problems in medical sciences, although rarely used in ecological studies. While the situations in which it is appropriate may be less common in ecology, there are instances in which there may be benefits in its use for prediction and estimation of parameters of interest. We have chosen to explore this topic using a conditional independence model in a Bayesian framework using a Gibbs sampler, as this gives a great deal of flexibility, allowing us to analyse a number of different models without losing generality. Using simulations and two examples, we show how the conditional independence model can be used in ecology, and when it is appropriate.
Introduction
Measurement error (ME) models or errors-in-variables models refer to regression models in which both the predictors and the response are measured with error. The recognition of such models can be traced to Adcock (1877 Adcock ( , 1878 , who formulated orthogonal least squares to deal with the situation in which both the predictors and the response are measured with error. Thorough reviews of ME models have been compiled by, for example Cheng and Ness (1999) and Fuller (1987) . Their use in fields such as agriculture is well documented, and more recently they have been applied in epidemiology. ME models under a Bayesian framework have been proposed by a number of researchers (Clayton 1992; Richardson and Gilks 1993b; Dellaportas and Stephens 1995; Mallick and Gelfand 1996; Müller and Roeder 1997) However, as Cheng and Ness (1999) note, ME models are more commonly appropriate than is recognised by many analysts. This is certainly true when considering applications to ecological data. In many situations in ecology, the predictor variables, or covariates, are measured with an acknowledged degree of error, yet this is typically not accommodated in traditional regression or generalized linear modelling frameworks. The conditional independence model is one approach to ME that can accommodate this type of data in certain ecological analyses. As in Richardson and Gilks (1993b) we implement this in a Bayesian framework. Such an approach "follows exactly the structure of the error problem without recourse to artificial assumptions …, propogates the resulting uncertainty through to the parameter estimates, …[and is] flexible" Gilks 1993b, p. 1716) . Statistical methods that adjust for covariate measurement error are rarely used in ecology, but see Fernandes and Leblanc (2005) and Yuan (2007) for examples. ME models in ecology have slightly different goals to those in epidemiology. Often in epidemiology there is one parameter of interest that measures an outcome as a response of exposure or treatment. The goal is for accurate and precise parameter estimation. However, in an ecological context we have the additional goal of prediction, that is, how well can we accurately and precisely predict a new value. In this paper we will provide a fully simulated example, along with two examples in ecology that focus on both estimation and prediction, and models will be compared on the basis of these goals. The first example aims to predict the distribution of a tree species whereas the second aims for accurate parameter estimation so as to explain some true underlying relationship between age and length of a particular fish species. This paper is structured such that Sect. 2 introduces Bayesian Conditional Independence Modelling and Sect. 3 applies the ME model to the three case studies listed earlier. This is followed by a discussion in Sect. 4 to conclude the paper.
Bayesian conditional independence modelling
It is the conditional independence modelling of Richardson and Gilks (1993b) that we will be concerned with in this paper. Their work illustrated how ME models could be applied to accurate and precise parameter estimation in epidemiological studies. A ME model might consist of a disease status (response) which is related to risk factors (explanatory variables) for each individual, consisting of truly known risk factors C and unknown factors X which are understood only through one or more surrogate measures Z . Here, X represents an n × p matrix, so that for each component of X , say x j with j ∈ 1 . . . p has m surrogates z jk with k ∈ 1 . . . m. Similarly, C is a n × l matrix of additional risk factors. Richardson and Gilks (1993b) divided their model into three submodels describing their role in epidemiological situations:
1. a disease model expressing the relationship between the risk factors C and X and the disease status y;
2. a measurement model, which expresses the relationship between the surrogate measures Z and the true unknown risk factor X ; 3. an exposure model, which specifies the distribution of the unknown risk factor X in the general population.
This modelling framework can easily be transferred to ecological situations. For example, say we were interested in explaining the relationship between a species and its environment, and predicting a species' distribution, these submodels could be redefined as:
1. a species' distribution model expressing the relationship between the explanatory variables X and C and the response. The response would typically represent the presence or absence of the species; 2. a measurement model, which expresses the relationship between the surrogate measures Z and the true unknown habitat variable X ; 3. a habitat model, expressing the distribution of the habitat variables in the environment.
Of course there could be many interpretations of such submodels. So for generality, these submodels will be termed a regression model, a measurement model and a prior model, which can be written as:
where C, X, y, Z are as previously defined and β, λ, π are model parameters. It is important to note that in this formulation y and Z are independent conditional on X . In other words, if X is known, the addition of Z adds nothing to our knowledge of y. In order to formulate the relationship between the explanatory variables X and the surrogates Z , some data linking X and Z is required. This is often in the form of a validation set in which a number of records have both X and Z measured. Because measurement of the true value X is usually difficult or costly, the validation set is usually small in comparison to the rest of the data. The validation data is often categorised into internal or external data. For the purposes of this paper, we define an internal validation data set as one in which the response y is captured along with X and Z . The alternative external validation set then has information only on X and Z . This definition follows that of Richardson and Gilks (1993b) . Other researchers define the differences between external and internal slightly differently. Carroll et al. (1995) , for example, define an internal validation data set as a subset of the data collected for the main study, while an external validation set would be the data collected from a separate sampling exercise. Kuha (1997) formalise the definition further by dividing the data sets into a primary and a validation set, with an internal validation set defined as one in which the prior model (or exposure model) is the same as in the primary data. Kuha (1997) also emphasises the requirement that the measurement model be the same in both the validation and primary data.
Alternatively, the relationship may be established by repeated determinations of X by one or more surrogate methods. The assumption here is that while we cannot directly (Richardson and Gilks 1993a) . The validation set is indicated by the box in broken lines measure X , multiple measurements of an unbiased estimator will provide information on X . An application could include a combination of validation and repeated measures.
To keep notation simple, we describe the model using a single known risk factor c, a single unknown risk factor x, with a single surrogate z. The joint distribution can be written as:
The model can be appreciated graphically using a Directed Acyclic Graph (DAG) (Fig. 1) . By convention, square boxes represent known quantities and round nodes represent random variables. Thus the validation set includes the x i in the square node and the adjacent z i in the square node. Again note that the link, represented by arrows, between the surrogates z and the response y is only through the parameter x. The direction of the arrows reveal the nature of the relationship between the parameters. Classic error models specify the conditional distribution of surrogates z and true x values. The simplest example of a classic error model involves an additive error, z = x + u, where u represents the measurement error. We can interpret this as z being a degraded version of x, shown in the graph by arrows pointing from x to z. An alternative error model, the Berkson model, uses fixed z values, with x values varying. Under a Berkson error model, the arrows between x and z would be reversed (Berkson 1950) .
Notice that the graph includes two symbols for x, a square box within the validation set, and a round node below. This illustrates that we are treating the unobserved x i values as parameters to be estimated. Under a Bayesian framework, these parameters are considered random variables. Thus, the validation data provides information on the relationship between x and z via λ, and this information is used in the main study to strengthen the information on the relationship between y, x and c through β. Richardson and Gilks (1993a) provide further examples and interpretation of graphs for measurement error models.
Examination of the ME model
Here we provide examples of the ME model and evaluate its performance in terms of accuracy and precision in explaining and predicting variables.
Combining low and high quality data
Consider a situation in which we have access to few high quality data points, but relatively abundant low quality data. Data of this form often prove difficult for users to adequately use, and simplifications are often made. For example, when it is assumed that z is an unbiased degraded version of x, the differences are often ignored and the x and z values combined into a single explanatory variable. Alternatively, quality focused users may reject the z values as being too unreliable and use only the accurate x values. In this paper, the first strategy will be called the naïve analysis and the second the validation alone analysis. Both these strategies ignore important information in the data, so a method that makes use of both x and z would be preferable. A simple simulation allows us to compare the naïve analysis, the validation alone analysis and the ME model.
Consider, for example, a dataset comprising of a response variable y and an explanatory variable x. Only 15 records are available for x, but there are 200 records of a variable z, where z is a biased, degraded version of x. The model is as follows:
where α = 1.0, β = 1.0, σ y = 0.25, φ = 0.1, ψ = 1.5 and σ z = 0.45.
Closed form posterior distributions can be found for the naïve analysis and the validation alone analysis, however the posterior for the ME model is not straightforward. A similar problem is outlined by Gustafson (2003) who provides the solution. In more complex cases, Bayesian analysis using Markov Chain Monte Carlo could be undertaken using WinBUGS (Spiegelhalter et al. 1996) . For exposition we do that here. Priors were chosen to add as little information as possible. Thus, the priors for the parameters were: 
For each model three simultaneous chains were used. For the simpler validation alone analysis and the naïve analysis, a burnin of 2,500 iterations per chain were used, with the posterior distributions summarised by a further 2,500 iterations. This appeared sufficient for conversion, as assessed visually and via the potential scale reduction factor (Gelman and Rubin 1992). Convergence for the ME model proved more problematic, with a longer run length of 75,000 used, the first 37,500 of which were discarded.
We get some idea of the accuracy and precision from the results as presented in Table 1 . The posterior distributions for each parameter are summarised here using the mean value and standard deviation. We note, for example, that the precision of the parameters for the naïve analysis are greater than the two other models, but that they are also less accurate than the other models. The ME model appears to balance the other models in that it is more precise than the validation alone analysis, and more accurate than the naïve analysis. Figure 2a provides a plot of the data. Since x and z are similar in magnitude, it is possible to plot both quantities on the y axis, but it should be noted that the horizontal axis corresponds to x. Figure 2b shows three regression lines corresponding to the line resulting from parameter fits for each of the three models, which demonstrates that the parameter estimates of α and β from the ME model and the validation alone analysis are close to the true values. These two models are consequently more accurate than the naïve analysis. Figure 3 shows credible and prediction intervals for each model. The value of including z becomes clear when we look at the credible intervals for the expected value of y given a new x, denoted here byȳ|x. The extra data allows a more precise estimate of the parameters. Figure 3a reflects this with a relatively narrow credible interval for the naïve analysis. When we consider the credible interval for a new y given a new x, orỹ|x, we take into account the uncertainty due to the parameter estimates and the spread of the points around the regression line. Consequently, the ME model does rather better in this situation, since it uses the large amount of z data to reduce the uncertainty in the parameter estimation, and uses the accurate x value to reduce the uncertainty due to scatter around the line. This is reflected in Fig. 3b . For the naïve analysis we are treating x and z as the same variable, so it is not possible to predict based on either x or z alone. However, because there are so many more z observations than x observations, this model is approximately equivalent to ignoring the x values altogether. We can use the ME model to predict a new y from a new z as well, but because we have assumed y and z are independent conditional on x, we now allow for uncertainty in the relationship between x and z when predicting y. This is reflected in the relatively wide credible interval for the ME model forȳ|z, given in Fig. 3c . Even allowing for this uncertainty, the credible interval forỹ|z in the ME model is still comparable to the naïve analysis (see Fig. 3d ).
This comparison is however from a single draw from the populations used in the simulation. Does this hold in general? To explore this further, the simulation was expanded slightly to cover a range of values for σ z , with 20 simulations for each value of σ z . The naïve analysis is just simple linear regression, hence we know the posterior predictive distribution forỹ|z is a t-distribution, with n − 2 degrees of freedom, mean α +βz and scale s 1
where s 2 is the standard estimate of σ 2 . The analytical distribution can thus be compared with the posterior predictive distribution of the ME model from the Gibbs sampler. Figure 4 shows the comparison for Fig. 4 Comparison ofỹ|z = 0.5 for the ME model and naïve analysiss. The broken line represents the analytical distribution derived for the naïve analysis, the unbroken line is a summary of the posterior predictive distribution of the ME model. The simulation was repeated 20 times for each of the four values of σ z The rankings in each category range from "good" (* * *) to "poor" (*). NA refers to those quantities not available (the validation alone analysis, for example, does not use the z data, and so quantities such asỹ|z are not available) a single value ofz = 0.5. From these results, there is no suggestion that the posterior predictive distributionỹ|z for the ME model is any more dispersed than that of the naïve analysis. In other words, we don't lose anything using the measurement error model when we wish to predict using future noisy z values. Table 2 summarises the properties of each of the models.
In conclusion, depending on whether we are interested in the relationship between x and y at all, and whether future predictions will be based on x or z, the ME model can be used to improve our analyses. The ME model is relatively accurate and more precise compared to considering the validation alone analysis. The ME model is more accurate than the naïve analysis. The precision for predictingỹ|z is approximately the same for both the naïve analysis and the ME model, however the naïve analysis performs better when predictingỹ|z. Accurate, but expensive data, can be augmented with cheaper, lower quality data as it allows greater certainty in the parameter estimates and can improve our predictions.
Species' distribution modelling
In our first example demonstrating the use of the ME model for ecological data, we consider the example of species distribution modelling. Recent work has stressed the importance of modelling the environmental niche of the species (Austin and Meyers 1996) . In this approach, the use of direct causal environmental variables rather than indirect ones is preferred. For example, altitude has no direct bearing on the occurrence or otherwise of a species, but may be considered a surrogate for temperature, a direct contributor to the establishment and survival of a species. It is possible to generate direct correlates of some of the indirect variables. ANUCLIM for example, has been used to generate climatic data given geographic details (Hutchinson et al. 1998) .
The distribution of Gympie messmate (Eucalyptus cloeziana), an important timber species in South East Queensland, has been modelled using this approach. The explanatory variables used were extensive, and included 16 climatic indices (rainfall, temperature, light, seasonality), 6 topographic indices (wetness, slope/aspect exposure effect), 4 soil indices (depth, texture, permeability, fertility), and 3 spatial heterogeneity covariates (Williams et al. 2000) .
Of these variables, it is the soil indices which are most difficult to capture, and for the modelling of Gympie messmate were available only as a score based on expert To illustrate how this situation might be modelled using the ME model, we take an extremely simplified dataset, consisting of 1000 observations and just four variables; annual rainfall, mean monthly maximum temperature, mean monthly maximum flat surface solar radiation and substrate depth index. The final variable is a surrogate for true substrate depth.
A validation set consisting of a set of 366 observations of which true soil depth and the surrogate were also obtained. The response was not available for the validation set (thus the data consists of an external validation set).
The measurement error model appropriate for this situation is:
where Y i is the presence/absence of Gympie messmate. Figure 5 provides a graphical representation of this model. Parameter estimation was via the Gibbs sampler, implemented in the BUGS software (Spiegelhalter et al. 1996) . Table 3 compares the measurement error model with the standard model. Of note here is the relatively small values for the parameters φ and ψ, suggesting a rather poor relationship between x depth and the surrogate z. A plot of the validation set confirms this (Fig. 6) ; the correlation is 0.0075.
The contribution made by the ME model is slight, with a deviance only slightly less than the standard model. It is really not surprising that the ME model performed poorly in this example, since it is not clear that the assumption of conditional independence is valid in this case. A likelihood ratio test of the ME model and the standard naïve analysis gives a p value of 0.0556 showing some mild evidence that the conditional independence assumption is not empirically verified. Also, the relationship between the surrogate and the true variable is poor, and it is possible that the surrogate adds information not explained by the supposed true underlying parameter. There are a number of reasons why this may occur. Firstly, the quality of the validation set may be in question. In this case, the true soil depths were collected at point locations, yet the surrogate values were determined from expert opinion at a much coarser resolution. Additionally, the experts provided information on soil suitability for the species in question, and the label soil depth was somewhat arbitrary. The true underlying soil property is likely to be more complex than just soil depth, and may include other soil physical properties.
In this situation, the explanatory variable of interest is the less accurate, presumably cheaper data z. The auxiliary data then is the limited amount of accurate, expensive data x. Since the aim is prediction, and in general we wish to predict using the region wide z values, then knowledge of x and its relationship with the response is of little interest. Even the claim that we get closer to the "true" relationship between the response and a set of explanatory variables is spurious here, since the true underlying parameters which determine a species fitness for a particular location are likely to be too complicated to capture. Even the most accurate and detailed measurements are likely to be surrogates for other parameters. In a sense, all these models will be empirical.
Fish age and otolith measurements
Fish age is a crucial component of fisheries management, needed for calculations of growth rate, mortality rate and productivity. The implications of inaccurate age estimates can be extreme, occasionally contributing to the overexploitation of a population or species. This has been recognised for sometime (Beamish and McFarlane 1983) and Campana (2001) provides a thorough review of the issues. The impact of inadequately accounting for the measurement error of fish age can occasionally have disastrous consequences for some fish populations. Several species have suffered from overexploitation as a result, including the orange roughy (Hoplostethus atlanticus Collett) off New Zealand, the Sebastes spp fisheries off eastern and western Canada and that of walley pollock (Theragra chalcogramma Pallas) in the central Bering Sea. Hence any modelling of fish age must be completed with accurate and precise parameter estimates, to ensure the abundance of fish species in the future.
The most common method of estimating fish age is by counting annual (or daily) growth increment marks on fish otoliths. Unfortunately, there is often some error associated with the conversion from otolith mark counts to fish age. Campana (2001) group the possible sources of error as (a) process error, in which the the laying down of annual increments is not constant throughout the fish's age, or the part of the otolith being examined does not hold a complete record of annual markings; and (b) interpretation error, in which due to the subjective nature of identifying marks on the otoliths there is some variation between readers and laboratories of a given otolith. Assessing the process error can be very difficult without reference data of known age fish, although there are a number of other methods available (see Campana (2001) for details). The interpretation error is often assessed by using multiple readers to estimate ages of a subset of the otoliths available.
To investigate the effects of measurement error, we used simulated data to model the age-growth curve. This is one of the key management tools for many fisheries, often expressed using the von Bertanlaffy equation: where L ∞ is the maximum length that might be attained under ideal conditions, k is the species growth rate and t 0 a negative constant. This simulation assumes there is no process error, but that there is interpretation error, which still can result in biased parameter estimates.
A common situation is that the interpretation error is larger as the true age increases; see Campana (2001) for further information. To recreate this situation, we designed the simulation as follows:
The response y is representative of fish length, x values would represent the true (but unknown) ages, and the z values the observed age. The fish lengths were restricted to be greater than zero.
The choice of the gamma distribution to model the interpretation error implies that the error increases as the square of the true age increases, since E(z|x, λ) = x and Var(z|x, λ) = x 2 λ . Figure 7 illustrates the error pattern. For a subset of the data, we have multiple readings of each of the otoliths. These might be by the same reader or by different readers, but we assume that there is no bias between readers. The mean of the multiple readings would then be an estimate of the true age. For the simulation, we chose the total number of otoliths as N = 1000, n = 200 had m = 5 multiple readings. We used the Bayesian measurement error model to perform parameter estimates, computed in WinBUGS. Fig. 8 A simulated dataset. The unbroken line shows the true relationship between age and length, and the broken line shows the estimated relationship using observed age rather than true age All estimates are the means from each of 100 simulations. Mean standard deviations for each parameter are given in parentheses. Here naïve refers to the model in which measurement error is ignored 100 simulations were run, each with a new random draw for x, y and z. A typical data set is shown in Fig. 8 . Suitably vague priors for the parameters were: Table 4 summarises the results of the simulation. The results clearly show that ignoring the measurement error, even when the error is unbiased, will lead to biased parameter estimates. This is particularly noticeable in the parameters L ∞ and t 0 . Also of interest is that ignoring the measurement error leads to larger estimates of σ y , since this must incorporate uncertainty due to the measurement error as well as the uncertainty due to the natural scatter around the line. So we can see that parameters are more accurate and precise when estimated using the measurement error model. This example also illustrates one of the features of the Bayesian conditional independence model, in that the extension from linear models to non-linear is straightforward.
Discussion
The results from the examples suggest particular situations in which the ME model may be a useful approach when combining data. The situation in which the benefit from using the ME model is clearest is the case in which we have a small amount of accurate data, and access to a large amount of auxiliary data as in Sect. 3.1. In this case, we use the term auxiliary to describe data that is of itself of no real interest. To expand further, we are not interested in the relationship between the response and the auxiliary data, and we are not intending to make predictions of the response based on future observations of the auxiliary data. There are a number of situations in which this may occur within ecological data. A field survey may be designed specifically to relate a particular species' presence to micro-habitat variables. It may be possible to augment this survey data with earlier, more general fauna studies in which slightly different or less accurate micro-habitat variables were measured.
The species' distribution modelling example in Sect. 3.2 illustrated the need for strict adherence to the assumptions made in the ME model. In this case, conditional independence did not appear to be entirely appropriate, as reinforced by the likelihood ratio test. Additionally, there was considerable doubt over the adequacy of the validation data, both of which contributed to a model that yielded poor predictions. This highlights the fact that such models need to be used with caution, though of course this is not restricted to ecological applications. Phillips and Smith (1992) showed that even small errors in the assumptions in measurement error correction models can do more harm than good.
On the other hand, the problem of determining fish age to produce growth curves in Sect. 3.3 is an example in which ignoring the measurement error can have serious results. We are interested in accurate estimation of all the parameters involved in the model. This then will inform us of the true underlying relationship between age and fish length, rather than the surrogate (estimated age by otolith analysis). This is in contrast to many predictive models, including the species distribution example already discussed, where we were interested in prediction from the surrogate.
The specification of the measurement error problem under the Bayesian paradigm is simple and flexible, though not necessarily computationally straightforward, as evidenced by the slow convergence rate in even the simple simulation. This presents somewhat of a disincentive to widespread applications. It has been suggested that this is one reason that its application in measurement error problems, and particularly in epidemiology, hasn't been as widespread as expected (Bashir and Duffy 1997) . When applicable, though, the Bayesian Conditional Independence model has a number of advantages over standard regression approaches. It allows us to report on the features of interest, rather than on a surrogate, it provides a mechanism in which we can combine data of different qualities, and it allows us to correct biases in parameter estimates due to measurement error in the explanatory variables. There are situations in which the measurement error model is appropriate in natural resource problems, and methods, such as the one described in this paper, should be considered.
