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Abstract
Tw o a lte rna tive  form ulations of th e  exact ex trem e value stochastic  flood m odel are 
presented  in explaining th e  behaviour of observed flood series resu lting  from  m ixed 
climatologic&l processes. As a  m arginal d istrib u tio n  for flood exceedances, a  m ore 
flexible W eibull d istribu tion  is in troduced  in th e  place of th e  trad itio n a l exponen­
tia l d istrib u tio n . T he asym pto tic  predictive perform ances of b o th  th e  exponential 
and  W eibull m odel fo rm ulations are evaluated  in te rm s of relative bias { B I A S )  
an d  relative roo t m ean  square erro r { R M S E )  of quan tile  estim atio n . T h e  m odel 
w ith W eibull m arginal perform s well over th e  exponentia l for popu lation  conditions 
shown to  exist in m ost of the  observed flood series of Louisiana.
In identify ing a ro b u st es tim a to r for th e  W eibull d is trib u tio n , th e  predictive p er­
form ances o f th e  principle of m axim um  en tropy  (P O M E ) and  p robab ility  weighted 
m om ents (P W M ) are evaluated . O n th e  basis of B I A S  and  R M S E  of quantile  
e s tim atio n , th e  P O M E  em erges as the m ost robust W eibull es tim a to r for a  wide 
range of population  conditions.
T he com pound form ulations for bo th  exponential an d  W eibull m odels are dis­
cussed as against th e  respective sim ple form ulations in analyzing m ixed flood pop­
ulations. For a  wide variation of th e  m eans of m ixed popu la tions, th e  predictive 
perform ances o f bo th  the  sim ple and  com pound  form ulations of th e  exponential 
m odel a re  evaluated  in te rm s of B I A S  and  R M S E  of quantile  estim ation . Simi­
larly, for a  w ide variation of the  coefficient of variance of m ixed popu la tions, the 
perform ances of bo th  form ulations of th e  W eibull m odel are evaluated . T he com ­
xvi
p ound  form ulations of b o th  th e  exponentia l and  W eibull m odels d em o n stra te  su ­
perio r perform ances over th e  respective sim ple form ulations if s ta tis tica lly  d istinct 
sub -popu la tions are p resen t in th e  m ixed populations.
T h e  descrip tive p roperties  of those  selected form ulations o f th e  exact ex trem e 
value stochastic  flood m odel are evaluated on th e  observed flood series in Louisiana. 
T h e  flood series are hydroclim atically  separa ted  and  te sted  for th e  assum ption  of 
identical d istrib u tio n . T h e  flood series are also tested  for th e  Poisson assum ption  
in ensuring  th e  m u tual independency. T he validity of th e  exponential and  W eibull 
d istrib u tio n s  as m arginals are exam ined.
Chapter 1
Introduction
T he d e term ina tion  of flood probability  d istrib u tio n  functions has received con­
siderable a tten tio n  in the  effort to  gain a b e tte r  u n d erstan d in g  of the  stochastic  
n a tu re  of th e  flood phenom enon. T h e  stochastic  flood m odels, based on annual 
flood series (A F S ), tend  to  em phasize s ta tis tica l analysis of flood d a ta  th a n  to  
u n d ers tan d  th e  physical m echanism s controlling the flood events. T herefore , in ex­
plaining the  n a tu re  of the  flood phenom enon m any investigators have a tte m p te d  to  
develop stochastic  flood m odels based on p a rtia l d u ra tio n  series (P D S ). Following 
the  theory  of exact ex trem e values (Todorovic, 1970), Todorovic an d  Zelenhasic 
(1970) derived a m ore general form  of a stochastic  flood m odel based  on PD S in 
which they considered no t only the  occurrence of flood events b u t also the  m ag­
n itu d e  of those events sim ultaneously  to  describe th e  com plex n a tu re  of th e  flood 
phenom enon. A lthough the  general form  of th is m odel has a solid theoretical basis, 
the  absence of s ta tis tica l tools has lim ited its application to  real d a ta .
M ost recent studies have discussed various form ulations of th is m odel w ith 
specific assum ptions regard ing  th e  stochastic  behaviour of th e  observed flood se­
1
2quences in o rder to  use th e  existing s ta tis tica l tools which continue to  ap p ear as 
the  ‘b e s t’ approach  in describing the  com plex flood phenom enon. T h e  purpose  of 
th is s tu d y  is to  develop o th e r a lte rn a tiv e  fo rm ulations o f the  exact ex trem e value 
s tochastic  flood m odel which w ould describe the  behav iour of observed flood series 
resu lting  from  m ixed clim atological processes. In  view of th is, th e  following m odel 
form ulations are in tro d u ced  an d  then  com pared  in te rm s of b o th  the ir predictive 
an d  descrip tive p roperties  to  th e  best existing form ulations:
•  A m ore flexible W eibull m arg ina l d istrib u tio n  as against th e  trad itio n a l ex­
ponen tia l m arg ina l d is trib u tio n , and
• T he com pound form ulation for hydroclim atically  sep ara ted  m ixed flood p o p ­
u lations as against th e  sim ple form ulation for m ixed flood populations.
In previous studies to  describe th e  d istrib u tio n  of flood exceedances, the  ex­
ponen tia l d istrib u tio n  has often been used as th e  m arg ina l in the  exact ex trem e 
value m odel (exponential m odel) due to  its m ath em atica l simplicity. As an  al­
te rn a tiv e  to  the  trad itio n a l exponential m arg inal, th e  W eibull d istrib u tio n  can be 
used to  describe flood sam ples d em o n stra tin g  m uch w ider variability  (H irschboeck 
and  C ruise, 1990). T herefore , in th is s tu d y  th e  feasibility o f the  W eibull d is tr ib u ­
tion which contains the  exponential as a  special case is exam ined as the  m arginal 
in th e  exact ex trem e value stochastic  flood m odel (W eibull m odel). Singh et al. 
(1990) discussed th e  com parative  perform ance of various e s tim a to rs  in estim ating  
the  W eibull p a ram ete rs  and  quantiles. Following th e  resu lts  of th e ir study , the 
asym pto tic  properties of the  P O M E  and  PW M  estim ato rs  for W eibull quantile  es­
3tim atio n  are analyzed for population  conditions believed to  exist in th e  observed 
flood series of Louisiana.
In recognizing th e  fact th a t  m any  observed flood sequences are d raw n from 
m ixed popu la tions, various studies have taken  different approaches to  identify and 
sep ara te  those  flood events in to  hom ogeneous sub-populations. Som e studies have 
developed m athem atica l m ethodologies, while o thers  have m ade a  seasonal ap ­
proach to  identify and  sep ara te  flood events in to  hom ogeneous sub-populations. 
Following those  studies, Hirschboeck (1985, 1987) explained a  m ore detailed  hy- 
d roclim atic sep ara tio n  approach  to  sep ara te  m ixed popu la tions by identifying the 
physical m echanism s th a t  generate  each flood event in th e  flood sequence. In con­
sidering th e  behaviour of th e  observed flood sequences in Louisiana it is assum ed 
th a t  two d istinct flood generating  m echanism s produced  all th e  im p o rtan t flood­
ing. T hese are fron tal activities occurring  d u rin g  w in te r/sp rin g  and  events related  
to  convectional th u n d ersto rm s and  tropical d is tu rb ed  w eather, occurring  during  
su m m er/fa ll (U SG S, 1988). In th is respect a  som ew hat sim plified hydroclim atic 
separation  approach  is used in th is study.
In selecting a  flood-like probability  d is trib u tio n , the  asym pto tic  predictive p ro p ­
erties of b o th  th e  sim ple and  com pound form ulations of th e  exponentia l and  W eibull 
m odels are analyzed in te rm s of s ta tistica l characteristics m easured  by perform ance 
indices such as B I A S  and  R M S E  of quantile estim ation . Following the com par­
ative analysis o f predictive p roperties of those stochastic  flood m odels, th e  de­
scriptive p roperties of the  sam e are exam ined for the  observed d a ta  as realistic
4population  conditions. Unlike sim ulated  d a ta , which are error-free as they can be 
generated  according to  any given probability  d is trib u tio n , th e  observed d a ta  are 
tested  for underly ing  m odel assum ptions before exam ining  th e  descrip tive proper* 
ties of those stochastic  flood m odels.
T h e  Poisson s ta tis tica l te s t, described by C unnane  (1979) is used to  ensu re  the 
m u tu a l independence assum ption  for the  observed flood series. In exam ining the 
assum ption  of identical d istrib u tio n s  o f observed flood series, hydroclim atically  sep­
a ra ted  flood groups are tested  for s ta tis tica l sim ilarities using th e  m odified M ann- 
W hitney U s ta tis tica l te st. W hen using th e  relatively inflexible one p a ram ete r 
exponential m arginal, the  Kolmogorov(Z?) an d  th e  C ram er-V on Mises (u»s) tests , 
in troduced  by S tephens (1974) are used to  test th e  validity of th e  exponentia l 
assum ption  for the m arg inal d istrib u tio n  of flood exceedances.
Chapter 2
Literature Review
2.1 Introduction
A brief survey of the  historical developm ent o f flood frequency stud ies du ring  the 
period la te  1890 and  early 1960 was rep o rted  by Chow (1965). Greis (1983) re­
viewed th e  historical developm ent of flood frequency studies following th e  U nited 
S ta tes  W ater Resources Council (U SW R C ) uniform  approach  to  flood frequency 
analysis (B ulletin  15, 1967). K irby and M o bs  (1985) have investigated  the  p rin ­
cipal aspects of th e  A m erican practice of flood frequency studies since 1860’s. In 
1985, L e tten m air and  P o tte r  reviewed th e  recent developm ents in regional flood 
frequency analysis. C unnane (1986) has discussed th e  historical developm ent of 
selected topics in flood frequency analysis including a t-s ite  and  regional flood es­
tim a tes , predictive and  descriptive perform ances of p a ram e te r es tim ato rs  and  re­
gional hom ogeneity and  o th er s ta tis tica l behaviour of flood m agn itudes.
In th e  following lite ra tu re  survey, an  a tte m p t has been m ade to  review the 
historical developm ent of p a rtia l d u ra tio n  series flood m odels and  som e related 
topics which are d irectly  relevant to  the p roposed  research. In add ition , a  brief
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6review of th e  h istorical developm ent of hydrologic flood frequency analysis and 
annual d u ra tio n  series flood m odels has been m ade as those are  indirectly  relevant 
to  th e  p resen t study.
2.2 Hydrologic Flood Frequency Analysis
T h e  probability  approach  to  flood frequency analysis s ta r te d  in early  1900’s when 
th e  G aussian  norm al p robability  law was in troduced  as the  basic tool to  describe 
th e  observed flood series (H orton , 1913). L a te r, H azen (1914) showed th a t  th e  usu­
ally skewed flood probability  d istribu tions can be b e tte r  represen ted  by th e  G alton 
log-probability  law, instead  of the  G aussian  law. F oster (1924) who preferred to  
work with un transfo rm ed  flood d a ta  in troduced  the  P earson type 3 p robability  dis­
trib u tio n  function and  expected it to  fit any skewed observed flood series. T ip p e tt 
(1925) was one of the  first to  determ ine th e  probabilities associated w ith ex trem e 
values taken  from  a norm al in itial d istribu tion . Im m ediately  following th is, Frechet 
(1927) and  F isher and  T ip p e tt (1928) derived th e  ‘asym pto tic  ex trem e value th e ­
o ry ’ for ex trem e values taken  from  a given in itial d is trib u tio n . G um bel (1941) 
applied th is theory  to  flood frequency analysis by defining th e  initial d istribu tion  
as exponentia l type an d  by having no u pper bound  on ex trem e flood events. This 
is th e  well know n G um bel’s ex trem e value type 1 (E V l)  d istribu tion .
Following these num erous flood probability  d is trib u tio n  m odels, the  USW RC 
recom m ended th e  use of the  log Pearson type  3 (L P 3) d istrib u tio n  as a uniform  
approach  to  flood frequency analysis for U.S. flood series (B ulletin  15, 1967). How­
7ever, even w ith  a  follow-up series of analy tical and  s ta tis tica l refinem ents (B ulletin  
17, 1976; Bulletin  17a, 1977 and  B ulletin 17b, 1981) th e  U SW R C uniform  approach  
rem ains controversial from  a  s ta tis tica l s tan d p o in t. As a  resu lt, research  In th e  field 
o f flood frequency analysis has rap id ly  developed in to  m any  o th e r re la ted  areas.
2.3 Hydrologic Flood Models
In general, m any of the  original flood d a ta  have little  significance in th e  flood 
frequency analysis because the  m ax im um  design flood is usually de term ined  by a 
few critical observations, i.e. large floods. T herefore, th e  hydrologic flood d a ta  
are generally ex trac ted  from  the ir original com plete d u ra tio n  series and  presented  
e ither in th e  form  of annual flood series (A FS) or p a rtia l d u ra tio n  series (PD S). 
However, from  the  s tan d p o in t o f the  theory of s ta tis tica l m odeling, any array  of 
flood events based on e ither the  AFS or PDS should be required  to  form  a  pure- 
random  sam ple in o rder to  develop a s ta tis tica lly  efficient stochastic  flood m odel.
C unnane (1973) discussed th e  s ta tis tica l efficiency in te rm s of variance of quan- 
tiles estim ates of AFS and  PD S flood m odels based on observed flood d a ta . In th a t 
study , he concluded th a t  th e  flood frequency m odels based  on PD S are  sta tis tica lly  
efficient in es tim atin g  flood quantiles when th e  flood series con tains m ore th an  
1.65 flood exceedances per year. Tavares and  De Silva (1983), using M onte-C arlo  
sim ulation , com pared  th e  s ta tis tica l efficiencies betw een th e  A FS an d  PD S m odels 
in te rm s of variance of flood quantile  estim ates  and  found th a t  th e  PD S m odel has 
significantly lower es tim atio n  variance th a n  th e  AFS m odel when it contains m ore
8th a n  twice as m any as flood exceedances per year. T h is deviation in observations 
am ong  the  above stud ies, in which one is based  on a  theoretica l variance form ula 
(C u n n an e , 1973) and  th e  o th er is based on M onte-C arlo  sim ulation  (Tavares and  
De Silva, 1983) has been explained by R osb jerg  (1985). W hen explaining th is  de­
v ia tion , R osbjerg  (1985) considered bo th  s ta tistica lly  in d ependen t an d  dependen t 
cases in developing a  form ula for th e  variance of the  flood quantile  estim ates . Ac­
cordingly, he concluded th a t  th e  advan tage of th e  PD S over th e  A FS flood m odels 
is strongly  dependen t upon  the s ta tis tica l independence assum ption  of flood ex­
ceedances. A shkar e t al. (1987) have analyzed the  s ta tis tica l efficiencies o f PD S 
m odels in te rm s of b o th  th e  num ber of exceedances per year and  th e  sam ple sizes. 
In th is study, they  found th a t the  PD S m odels can be m ore efficient th an  the  AFS 
m odels, particu la rly  for small sam ples (<  30) even when th e  num ber of exceedances 
per year in PD S are lower th an  the  unity.
2.4 Annual Flood Series Models
An annual flood series (A FS) is a sequence of floods w ith  th e  annual flood defined 
as th e  m axim um  instan taneous peak discharge of each w ater year. Som etim es the  
m axim um  m ean  daily discharge of each year is used as th e  annual flood. T here  are 
m any problem s encountered  w ith respect to  th e  use of annual floods in stochastic  
flood m odels. F irs t, the  AFS uses only a  lim ited nu m b er of events to  describe 
the  flood phenom enon as it considers only th e  largest flood and  ignores th e  o ther 
largest floods in a given year. Second, th e  annual floods in som e dry years are
9so sm all yet they can even qualify as floods. Finally, the  stochastic  flood m odels 
based  on AFS tend  to  stress m ore th e  s ta tis tica l analysis of flood d a ta  th a n  the  
un d erstan d in g  of th e  physical m echanism s controlling th e  flood events. D espite 
these  problem s, a  large num ber of AFS based  stochastic  flood m odels have been 
developed.
Following th e  asym pto tic  ex trem e value theory, G um bel (1941) hypothesised  
th a t  the  flood events of an  AFS followed th e  E V l d is trib u tio n . In applying the 
asym pto tic  ex trem e value theory, G um bel assum ed th a t  th e  nu m b er of floods in a 
year is indefinitely large (asym pto tic  condition) an d  those floods are sta tistically  
indep en d en t, identical and exponentially  d is trib u ted . U nfortunately , these critical 
assum ptions are  not alw ays su p p o rted  by th e  p roperties of observed flood series. 
Hence, the  theoretical argum en ts  th a t  annual floods follow an ex trem e value ty p e  1 
(E V l)  d istribu tion  are no t very convincing. However, from  a s ta tis tica l s tan d p o in t, 
bo th  p a ram ete rs  of E V l can be easily es tim ated  and th e  explicit inverse closed form 
of th e  cum ulative d istrib u ted  function (cdf) of E V l provides a m athem atically  
efficient estim ation  of flood quantiles. Chow (1954) discussed th e  lim itations of the 
E V l d istribu tion  w ith  respect to  its constan t skewness (1.14) and  in troduced  the 
tw o p a ram e te r log norm al (LN2) d istrib u tio n  in to  flood frequency analysis. T he 
proposed LN2 d istrib u tio n  was m ade to offer a  theoretica l in te rp re ta tio n  tow ards 
th e  reduction  of skewness and the  tre a tm e n t of random  effects in annual d a ta .
M any years after th e  in troduction  of th e  P earson  type  3 d istrib u tio n  (Foster, 
1924), the  U SW R C recom m ended the use of the L P3 d istrib u tio n  (Bulletin  15,
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1967) as a uniform  approach  to  flood frequency analysis o f A FS in th e  U.S. Since 
th en , th is approach  has been sub jec ted  to  a  series of analy tical and  sta tis tica l 
refinem ents (B ulletin  17, 1976; B ulletin  17a, 1977 an d  B ulletin  17b, 1981) in im ­
proving th e  accuracy of flood quantile  estim ates. Such refinem ents are designed 
to  m inim ize th e  bias of expected m ean , to  provide m ethodologies in ad justing  for 
zero flows, incom plete d a ta  and  outliers and  m ost im p o rtan tly  to  com pute reliable 
e s tim a te  o f skewness.
The general disagreem ent w ith  th e  uniform  approach , m ainly due to  its in s ta ­
bility in skew estim ates, in itia ted  considerable research in to  o th e r  re la ted  areas of 
flood frequency analysis. T he resu lts  of sim ulation  studies m ade by M ata las et 
al. (1975) have suggested th a t th e  concept o f regionalizing th e  skewness o f AFS 
should  be used w ith cau tion . K lem es (1976) m ade fu rth e r  cau tions in th is  regard 
based on hydrological grounds such as basin physiographic features. Bobee (1975) 
and  Bobee and  Robitaillie (1977) m ade com parative  evaluations of different e s ti­
m a to rs  of LP3 d istrib u tio n  based on A FS. They concluded th a t  th e  d irect m ethod  
of m om ent (M M D ) provided a b e tte r  fit to  the  d a ta  th an  the  ind irect m ethod  of 
m om ent (M M I) recom m ended by U SW RC. R ao (1980) suggested a new estim ato r, 
th e  m ethod  of m ix m om ents (M IX ) and  found it superio r to the  o th e r m ethods 
(M M D , M M I) based on sim ulation studies.
In add ition  to  different estim ato rs  of LP3 d istrib u tio n , m any o th e r probability  
d istrib u tio n s  have been in troduced  to  the  flood frequency analysis of A FS. T he 
N atu ra l E nvironm ent Research Council (N E R C , 1975) ad o p ted  the  generalized
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ex trem e value (G E V ) d istrib u tio n  as the s ta n d a rd  approach  to  follow in th e  United 
K ingdom  flood series. T h e  W akeby d istrib u tio n  (H oughton , 1978) and the  Two 
C om ponent E x trem e Value (T C E V ) d istrib u tio n  (Rossi e t al., 1984) are som e of the 
recently  developed AFS flood m odels which are capable of m odelling th e  positively 
skewed or heavy tailed d istribu tions.
2.5 Partial Duration Series Flood Models
A p a rtia l d u ra tio n  series (P D S ) is a  sequence of floods which are selected above a 
certa in  base o r thresho ld  level of discharge. In the  early stage  of hydrologic practice, 
an a rb itra ry  criterion  was used in choosing th e  th resho ld  level, such th a t  on the 
average two to  th ree  flood exceedance events were included for each year (L angbein , 
1949). T h is add itional flood in form ation , provided by the  PD S is considered to  be 
im p o rtan t in design of m any hydraulic s tru c tu res . For instance , th e  design of bridge 
piers, culverts and  s to rm  sewers are governed by the  frequency and  m agn itude  of 
flood events exceeding a certain  thresho ld  level. O n th e  o th er h an d , the  A FS which 
contains only the  ex trem e flood events can be used in som e hydrologic designs such 
as spillway s tru c tu re s  and  flood plain analysis.
T he probabilistic re lationship  betw een AFS and PD S was first investigated  by 
Langbein  (1949). L ater, Chow (1950) derived a theoretical re la tionsh ip  betw een 
th e  p robabilities of A FS and P D S , in which he concluded th a t  th e  probability  
estim ates  of m agnitudes of bo th  series do no t differ m uch except for low m agnitudes. 
However, construction  of a feasible stochastic  flood m odel for th e  A FS is restric ted
1 2
by Jack of solid theoretica l and  physical g rounds upon  which such a  m odel could be 
based. T herefore , th e  m ajo rity  of recent flood m odels developed for PD S have been 
designed to  follow theoretical and  physical bases in explaining th e  n a tu re  of the 
flood phenom enon. HoU and  Howell (1963) discussed th e  p robability  th a t  a  flood 
event of a certa in  m ag n itu d e  will be equaled or exceeded a t least once in a  specific 
tim e period , assum ing the  occurrence of flood events as a tim e independen t Poisson 
process. B orgm an (1963) and  Shane and  Lynn (1964) developed several m easures 
of risk c rite ria  for design discharge assum ing a tim e in dependen t Poisson process 
for the  occurrence of flood events in a  PD S. Some of the  m easures of risk crite ria  
derived were the  encounter probability , th e  d is trib u tio n  of w aiting tim es and  the 
expected recurrence interval. K irby (1969) discussed the  d is trib u tio n  process of 
the occurrence of m a jo r flood events in th e  PD S. He considered flood events as 
exceedances in a sequence of random ly spaced Bernoulli tria ls, represen ting  the 
occurrence of flood hydrograph  peaks which are  a rb itra rily  classified as floods. 
F u rth er, he showed th a t  th e  p robability  d istrib u tio n  of occurrence of flood events 
approaches a  tim e independen t Poissonian process for sufficiently sm all exceedance 
probabilities.
Todorovic (1970) p resented  a  new approach  to  analyze ex trem e values o f ra n ­
dom  num bers of random  or na tu ra lly  occurring phenom ena. A lthough the  basic 
concept behind  th is approach  is sim ilar to  th a t  of the  ‘asym pto tic  ex trem e value 
th eo ry ', im p o rta n t fundam en ta l differences exist. In his study , Todorovic used the  
‘exact ex trem e value th eo ry ’ for ex trem e events taken  from  a variable random  sam-
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pie of which th e  m agn itudes o f events are no t necessarily identically  d istribu ted . 
Following th is theory, Todorovic and  Zelenhasic (1970) have developed a  m ore ‘gen­
e ra l’ form  of ‘exact ex trem e value stochastic  flood m odel’ based  on PD S in which 
they  consider no t only th e  occurrence of flood events b u t also th e  m agn itude  of 
those events, sim ultaneously. However, th is  general form  of a  d istrib u tio n  func­
tion (^ d * ) )  ° f  th e  largest exceedances (x (0 ) 'i n  a given in terval of tim e (0, t] was 
sim plified to  a  ‘p a rtic u la r’ form  to  solve a  specific p rob lem . This p a rtic u la r  form  
considered the  following assum ptions: a) th e  occurrence of exceedances (Tj(t)) is a 
tim e dependen t Poisson process, 6) th e  exceedances (£v) a re  independen t an d  iden­
tically d is tr ib u ted  (i.i.d .), c) the  two sequences, the  exceedances ((*,) and  th e  tim e 
of occurrence of exceedances (tv ) are stochastically  ind ep en d en t, and  d) there  ex­
ists a com m on d istrib u tio n  function ( i r (x )) of all exceedances in exponentia l form  
w ithin a  specific tim e in terval (0, f],
Todorovic and  Rousselle (1971) have ex tended  th e  p articu la r form  of exact 
ext rem e value flood m odel to  non-identically  d is tr ib u ted  exceedances on th e  as­
sum ption  th a t  events a re  identically  d is trib u ted  during  a  p a rticu la r tim e period , 
(e.g. a  season or a  m o n th ). Todorovic and  W oolhiser (1972), using th e  sam e as­
sum ptions as in the p a rticu la r form  of exact ex trem e value flood m odel, derived an 
expression for th e  jo in t-d is trib u tio n  function of the largest exceedances (x (0 ) an<  ^
its tim e of occurrence (T(<)). G u p ta  et al. (1976) o b ta in ed  an  expression for the 
jo in t-d is trib u tio n  function under the  sam e assum ptions as Todorovic and  Rousselle 
(1971). Todorovic (1978) derived som ew hat generalized form s of expressions for
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^ f(x ), under th e  assum ption  of m u tu a l independency betw een th e  sequences o f ra n ­
dom  variables and  t„ . F u rth er, he determ ined  th e  d is trib u tio n  functions for th e  
volum e of th e  v th exceedance and  the  largest volum e w ithin a  given tim e interval
(0, t\.
A shkar an d  Rousselle (1982), using the  exact ex trem e value flood m odel, derived 
a m ultivaria te  d istrib u tio n  function for flood exceedances, volum e and  d u ra tio n . 
R osbjerg  (1987a) derived a b ivariate exponential d is trib u tio n  in th e  M arshall-O lkin 
form  and discussed th e  stochastic  dependency of an d  tv. In recent years, Singh 
and  R ajagopal (1987) p resen ted  a m ethodology to  de term ine  th e  b ivaria te d is tr ib u ­
tion function for and  using th e  F inch-G roblicki’s O-m arginal concept. T hey 
used the  K ulback-Leibler in form ation  criteria  to  specify a  p roper 0-m arginal func­
tion and thereby, unique bivariate d istribu tion  function . Singh and  Singh (1991) 
used the sam e concept to  determ ine bivariate d istrib u tio n  functions for various 
form s of 0-m arginal functions and  selected the  one which fits th e  best to  observed 
flood series.
2 .5 .1  S e le c t io n  o f  T h resh o ld  L evel
W hen using th e  stochastic  flood m odels based on PD S, the  selection of a thresho ld  
level above which stream flow s are regarded  as floods plays a  m a jo r role in te rm s of 
assum ptions m ade on as independent events and  rj(t) d istrib u ted  as a Poisson 
process (Todorovic and  Zelenhasic, 1970), C unnane  (1979) derived a  s ta tistica l 
c rite ria  to  test the  d istribu tion  of q (f) for th e  Poisson assum ption  in excess of a
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th resho ld  level. T his s ta tis tica l c rite ria  is derived on th e  basis of the  equality  of the 
m ean and  variance of th e  Poisson d is trib u tio n . He fu rth e r  s ta te d  th a t  in ob tain ing  
a  point estim ation  of flood m agn itude , th e  d istrib u tio n  of rj(t) does n o t play a  role, 
b u t in es tim atin g  confidence lim its of flood m agn itude  th e  d is trib u tio n  of rj(t) is 
im p o rta n t. M iquel and  B ernier (1981) suggested th e  negative b inom ial d istribu tion  
as an a lte rn a tiv e  to  th e  Poisson d istrib u tio n  for t/(<), w hen th e  variance is g reater 
th an  the  m ean .
K avvas (1982) and  C ervantes et al. (1983) s tud ied  th e  clustering  phenom enon in 
flood series in o rder to  avoid the  assum ptions th a t  the  are  i.i.d . and  q(<) follows 
a Poisson process. In doing th is, they  tre a te d  the th resho ld  level in th e  PDS as a 
random  variable, which allows the  th resho ld  level to  be considered as a function of 
hydraulic s tru c tu re . T herefore, these cluster m odels m ay be particu larly  applicable 
to  low th resho ld  levels w here th e  flood exceedances and the  occurrence process have 
a stochastically  dependen t s tru c tu re . In the ir review of c luster m odels, Rossi e t al.
(1984) s ta te d  th a t th e  Kavvas m odels still can be considered as a p a rticu la r form  
of Todorovic’s general form  of exact ex trem e value flood m odels w hen a  flood is 
defined as th e  largest value w ithin each cluster.
An in teresting  discussion has been m ade by A shkar an d  Rousselle (1983) on th e  
choice of selection of th resho ld  level. In this study, they  showed th a t  once th e  PDS 
has been accepted  as a Poisson adm issible process for a  certa in  th resho ld  level, 
then  it rem ains so for any higher thresho ld  level. C ruise (1986) has discussed the 
effects on flood quantile  estim ation  of th resho ld  level selection th ro u g h  M onte-Carlo
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sim ulation. A shkar and  Rousselle (1987) presen ted  a technique (R -curve criteria) 
for th resho ld  level selection as a con tinuation  of C u n n an e ’s work (1979) and  showed 
th a t  a  s trong  s ta tis tica l independency exists betw een th e  ex trem e events w hen the 
PD S is Poisson adm issible.
T he Poisson adm issible exact ex trem e value stochastic  flood m odel has been 
used in various hydrologic applications. O uellette  e t al. (1985), E l-Jab i and R ous­
selle (1987) an d  Leblanc and  O uellette  (1988) have used th is m odel in  flood dam age 
an d  zoning analysis. C ruise an d  Singh (1987, 1988) have applied th is  m odel for 
stream flow  w aste release analysis. In  p articu la r to  th is  s tudy , a s tra teg y  for fo rm u­
la ting  and  testing  th e  Poisson exact ex trem e value flood m odel p resented  by Cruise 
and  A rora (1990) using th e  observed flood series in Louisiana, is closely followed,
2 .5 .2  H e te r o g e n e ity  o f  F lo o d  E x c e e d a n c e s
W hen developing a  valid stochastic  flood m odel, th e  assum ption  th a t flood ex ­
ceedances belong to  an  identically  d is trib u ted  (hom ogeneous) population  has played 
a m ajo r role. Therefore, it is im p o rtan t to  exam ine the  presence of m ixed popu la­
tions in stream flow  d a ta . P o tte r  (1958) was one of th e  flrst to  discuss th e  evidence 
of m ixed (nonhom ogeneous) populations in an n u a l flood series. F u rth e r, he o u t­
lined som e possible clim atic causes for m ixed popu la tions w ithout exploring them  
in detail. In recognizing the  fact th a t m any observed flood sequences are  draw n 
from  a m ix tu re  of popula tions, a  num ber of investigators have developed various 
form s of m ixed d istribu tion  stochastic  flood m odels. W hen developing m ixed d is­
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tr ib u tio n  m odels, different approaches w ere used to  identify an d  sep ara te  flood 
exceedances in to  hom ogeneous sub-populations.
H asselblad (1969), Singh (1974) and  Varsace et al. (1982) discussed m a th e m a t­
ical m ethodologies for sep ara tin g  two exponentially  d is tr ib u ted  flood exceedances 
of sub -popu lations of a given flood sequence. A lthough they  recognised the  role 
of clim ate in p roducing  m ixed popu lations in stream flow  d a ta , the  principal ap ­
proach  behind  those m ethodologies was to  objectively identify flood exceedances 
from  a s ta tis tica l perspective an d  hence to  define m ixed d istribu tions. T he studies 
m ade by Todorovic and  Rousselle (1971), G uillot (1973), N achtnebel and  Konecny 
(1987) and  Diehl and  P o tte r  (1987) identified and  sep ara ted  seasonally hom oge­
neous sub -popu lations of a given flood sequence. This seasonal separation  identifies 
the  seasonal clim atic variability  and  its influence on flood sequence hom ogeneity. 
To this effect, C ruise and  Singh (1987), USGS (1988) an d  Cruise and  A rora (1990) 
h a v e  discussed th a t tw o d istinct flood generating  clim atic m echanism s produced 
all of the im p o rtan t flooding in w inter and  sum m er seasons in Louisiana.
J a r re tt  and  C osta  (1982) an d  W aylen and  Woo (1982) used physical evidence 
to  identify flood generating  processes of rainfall and  snow m elt an d  thereby  to  sep­
a ra te  the  flood sequence in to  rainfall and  snow m elt sub -popu la tions. Hirschboeck 
(1985, 1987) explained a  m ore detailed hydroclim atic app roach  to  sep ara te  sub- 
populations of a flood sequence by identifying various synoptic a tm ospheric  cir­
culation m echanism s and  p a tte rn s  th a t  generated  each flood event in th e  flood 
sequence.
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2 .5 .3  M a rg in a l D is tr ib u tio n  o f  E x c e e d a n c e s
T h e o th er im p o rta n t assum ption  th a t  requires investigation  is the  m arginal d is tri­
bu tion  of th e  m agn itude  of all flood exceedances for a  given tim e in terval (0, t]. 
Zelenhasic (1970) discussed th e  use of a  fam ily of tw o -p aram eter gam m a d istri­
butions (in exact ex trem e value flood m odels) as th e  m arg ina l d istribu tions for 
exceedances in deriving theoretical d istribu tions of the  largest exceedances ( ^ t(z )) . 
However, when using th e  observed flood d a ta  to  es tim ate  th e  d istrib u tio n  function 
of <^ ((z ), only th e  exponential d istrib u tio n  which is a  p a rticu la r  c u e  of gam m a dis­
trib u tio n  was considered as the  m arginal d istrib u tio n  due to  its  closed form  n a tu re  
of its inverse function of cdf an d  presence of one p a ram e te r.
R osb jerg  (1987b) and C ruise and  A rora (1990) no ted  th a t  in som e observed 
flood sequences, it is necessary to  estabhsh  a high th resho ld  level to  m eet the 
exponential hypothesis for th e  m arginal d istribu tion . T his high th resho ld  level 
m ay censor m any of the  events in th e  sequence, resu lting  in unreliable estim ates 
of ex trem e events. T herefore, R osbjerg  (1987b) proposed the  LN2 d istrib u tio n  as 
an a lte rna tive  to  th e  exponential m arginal. However, th e  app lication  of th e  LN2 
d istrib u tio n  as the m arg inal has the  following disadvantages: a) it cannot be used 
satisfactorily  to  m odel m any observed flood series w ith relatively large skewnesses 
produced  by m ixed clim atic processes, b) it preserves th e  s ta tis tica l p roperties of 
log space values of observed d a ta  in stead  of real space values, an d  c) nonexistence 
of closed form  inverse function for the  cdf. C ruise and  A ro ra  (1990) have discussed 
the  sensitivity  of quan tile  estim ates  w ith th e  exponential as th e  m arginal to  lower
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th resho ld  level selection. T hey suggested th a t  it m ay be advantageous to  m ain tain  
a  relatively low th resho ld  level (as low as Poisson adm issible) w hen it is difficult 
to  m eet th e  exponential hypothesis or w hen m ixed populations are  present in the  
observed flood sequence.
T herefore , in th e  proposed research th e  W eibull d is trib u tio n , which contains the 
the  exponential as a  special case, was exam ined as the  m arg ina l d istrib u tio n . T he 
W eibull d istrib u tio n  is an ex trem e value type  3 (EV 3) d istrib u tio n , in which the  
left tail is bounded  by zero. T herefore , th is d istrib u tio n  is often used to  analyze 
m inim um  type ex trem e events in hydrology as well as flood frequency analysis. 
G um bel (1954) first applied th e  W eibull d istrib u tio n  for hydrologic d rough t fre­
quency analysis. G race and Eagleson (1970) and  Rao and  C henchayya (1974) used 
th e  W eibull d istrib u tio n  to  analyze th e  d u ra tio n s  of wet and  dry  sequences. Singh 
(1987) derived the  Weibull d is trib u tio n , using the  principle of m axim um  of en tropy  
(P O M E ) and  com pared its estim ates of rainfall dep ths and  d u ra tio n s  against the  
estim ates of the  sam e by M OM  and  MLE.
2.6 Parameter Estimation
Several m ethods have been proposed for estim ating  p aram eters  of various p ro b ­
ability  d istribu tions used in liydrologic practice. T raditionally , the  m ost p o p u ­
lar m ethods such as m ethod  of m om ents (M O M ), m ax im um  likelihood estim ation  
(M LE) and  m ethods of least squares (M LS) have been widely used in estim ating  
p aram eters  of a  given probability  d istribu tion . Some of th e  o ther recently derived
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estim atio n  m ethods th a t  have been widely used are probability  weighted m om ents 
(P W M ) in troduced  by G reenw ood et al. (1979) and principle of m axim um  entropy  
(P O M E ) derived by Jaynes (1961, 1982) based  upon th e  concept o f en tropy  (S h an ­
non, 1948a an d  1948b). However, in terac tion  betw een a  p a rticu la r probability  
d istrib u tio n  and  the selected m eth o d  of p a ram e te r estim ation  led to  an  evaluation 
of u nder w hat conditions one p a ram ete r estim ation  m eth o d  is superio r to  ano ther. 
T he certain  s ta tis tica l perform ance indices such as relative bias ( B I A S ) ,  relative 
s ta n d a rd  e rro r( S E )  and  relative roo t m ean square e rro r(R M S E )  of estim ated  p a ­
ram ete rs  and  quantiles are often used for com paring  different p a ram ete r estim ation  
m ethods for a  given probability  d istribu tion .
In th is study , th e  results of com parative evaluations o f different m ethods in 
estim ating  p a ram ete rs  o f the  W eibull d istrib u tio n  rep o rted  by Singh et al. (1990) 
are closely followed. They investigated  th e  s ta tis tica l perform ances o f various es­
tim a to rs  in estim ating  p aram eters  and  quantiles of th e  W eibull d istrib u tio n  by 
M onte-C arlo  sim ulation  and  concluded th a t  M LE an d  P O M E  estim ato rs  perform  
m ost consistently  in te rm s of B I A S  and R M S E  for a  wide range of population  
param eters . F u rth e r, they  s ta ted  th a t  P W M  es tim a to r perforins well where large 
variance is expected  in th e  population .
2.7 Monte-Carlo Sampling Experiments
A problem  of continuing in terest in  hydrologic flood frequency analysis is th a t  of o b ­
ta in ing  a  reliable es tim ate  of flood quantiles. In general, such estim ates  are sub jec t
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to  b o th  ‘m odel’ and  ‘sam pling1 e rro rs  which thereby  lim it the  accuracy  of predic­
tions of stochastic  flood m odels. In addressing  th is prob lem , M onte-C arlo  based 
sam pling  experim en ts are often used to  assess th e  re lative m odel perform ances in 
te rm s of certa in  s ta tis tica l indices. M ost of th e  early stud ies  based on M onte-C arlo  
sam pling experim en ts have been designed to  address only th e  re lative perform ances 
of different ‘at-site  specific1 s tochastic  flood m odels an d  th e ir estim ato rs.
2 .7 .1  P e r fo r m a n c e s  o f  A t-S ite  F lo o d  M o d e ls
Benson (1952) and  N ash and  A m orocho (1966) used M onte-C arlo  based sim ulated  
d a ta  d is tr ib u ted  in accordance w ith an E V l popu la tion  m ainly to  s tu d y  th e  s ta n ­
d ard  erro rs of flood quantile  estim ates  for varying sam ple sizes. In evaluating  the 
perform ances of a num ber of e s tim ato rs  in te rm s of b ias and  efficiency, a  series of 
sam pling experim ents have been carried  ou t for th e  E V l d istrib u tio n  by Lowery 
and Nash (1970) an d  for the  P earson  type  3 d istrib u tio n  by M ata las and  Wallis 
(1973) w ho found th a t  next to  the  M LE, the  M OM  has perform ed com paratively  
b e tte r . W allis et al. (1974) used sam pling experim ents to  describe th e  random  sam ­
pling behaviour of com m only used s ta tis tics  such as m ean  (/j), s tan d a rd  deviation 
(<r), and  coefficient o f skewness (7 ) for sam ples derived from  various d istribu tions 
including LP3 and EV3 d istribu tions. They found th a t  th e  es tim ates  of 7 are  not 
only su b jec t to  large sam pling erro rs  b u t are biased and  bounded.
In com paring  th e  relationsh ip  betw een the  m ean  an d  th e  s ta n d a rd  deviation of 
regional estim ates o f th e  coefficient of skewness of h istoric flood sequences to  th a t
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of the  M onte-C arlo  generated  sam ples derived from  m ost com m only used d is tr ib u ­
tions, M ata las et al. (1975) observed the  ‘sep ara tio n  effect’ of skewness o f historic 
flood sequences. W hile explaining why com m only used d istrib u tio n s  have failed 
to  account for the separa tion  effect of skewness, H oughton  (1978) in tro d u ced  th e  
W akeby d is trib u tio n . R andom  sam ples were generated  accordingly and  thereby 
accounted  for separation  effect. In explaining th e  sep ara tio n  effect or th e  vari­
ability o f skewness o f observed flood series, Versace a t el. (1982) and  Rossi et 
al. (1984) in troduced  the  two com ponent ex trem e value (T C E V ) d istrib u tio n  to  
describe m ixed flood popu la tions generated  by different clim atic m echanism s. Fol­
lowing th e  U SW R C uniform  ap proach  to  flood frequency analysis, Landw ehr et al. 
(1978) ex tended  th e  M atalas et al (1975) work by generating  ran d o m  sam ples in 
accordance w ith LP3 d istrib u tio n  and  concluded th a t  as in th e  uniform  approach , 
th e  use of regional skew m aps on log space are counter-p roductive .
2,7 .2  P er fo r m a n c e s  o f  R e g io n a l F lo o d  M o d e ls
In the  early  1980’s, m ost of the  research topics based  on sam pling experim ents 
have concen tra ted  on s ta tis tica l p roperties and  perform ances of ‘regional’ s tochas­
tic flood m odels. Greis and  W ood (1981) based on M onte-C arlo  generated  random  
sam ples d istrib u ted  in accordance w ith E V l d is trib u tio n , showed th a t  th e  P W M  re­
gional estim ates  of a t-site  flood quantiles have the  lowest m ean square  errors, when 
com pared  to  th a t  of the  m ore conventional M LE and  M O M . Accordingly, S tedinger 
(1983) suggested th a t  if log space of flood events is used, the  P W M  regional es ti­
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m ates  of a t-s ite  flood quantiles can be fu rth e r  im proved. L ettenm aier and  P o tte r
(1985) genera ted  ran d o m  sam ples based on E V l, LN2 and  LP3 d istribu tions to  
describe a  regional flood m odel in which the  flood sta tis tics  were considered to  be 
dependen t on d ra inage area. Unlike th e  USGS index flood m eth o d , th is regional 
m odel has been param eterized  in te rm s of coefficient o f variations and  found to  
perform  well only for low values of coefficient of variation.
Following the  in troduction  of T C E V  d istrib u tio n  (Rossi e t al., 1984), Beran 
et al. (1986) have discussed the  s ta tis tica l p roperties of T C E V  d istrib u tio n  based 
on b o th  observed U.K . flood d a ta  an d  M onte-C arlo generated  sam ples an d  found 
th a t  the T C E V  d istribu tion  is not only su itab le  as a  regional flood m odel but 
also capable of d em o n stra tin g  th e  sep ara tio n  effect described by M ata las et al. 
(1975). Arnell and  B eran (1987) carried ou t a series of sim ulation  experim en ts to 
com pare the  robustness of the  regional T C E V  estim ation  p rocedure  against the 
o th e r index type  regional es tim ato rs , including th e  regional P W M  estim ato rs  of 
GEV and W akeby d istribu tions. They found in te rm s of bias T C E V  perform ed well, 
bu t in te rm s of variance the  W akeby d istrib u tio n  was m ore  successful. F ioren tino  
et al. (1987) com pared  the  P O M E  estim ates of regional T C E V  d istrib u tio n  to  
th a t  of th e  M LE estim ates  based on sam pling  experim ents an d  found th a t  the 
P O M E  estim ation  procedure  is relatively sim ple and  th e  R M S E  of flood quantile 
estim ates  exhibit favourable results.
As it ap p ears  in these num erous stud ies, th e  M onte-C arlo  based sim ulated d a ta  
can be used to  s tu d y  the  predictive abilities of stochastic  flood m odels for a  range of
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realistic population  conditions. T hereby, the  m ost ‘ro b u s t’ stochastic  flood m odel 
(or m odels), which has the  ability to  predict its estim ates  w ith m in im um  bias and  
m axim um  efficiency can be selected (C u n n an e , 1987). In evaluating  th e  descriptive 
abilities o f stochastic  flood m odels, th e  fittings of the selected flood m odels can be 
com pared  on observed flood d a ta . C unnane  (1987) discussed a  criterion  for select­
ing th e  ‘b e s t’ stochastic  flood m odel in te rm s of b o th  predictive and  descriptive 
p roperties  suggesting th a t  these p roperties  should  no t be com pared  b u t should be 
used as com plem entary  to  each o ther.
Chapter 3 
Stochastic Modeling of Flood Process
3.1 Introduction
T h e objective of th is research is to  develop a stochastic  flood m odel for flood fre* 
quency analysis of PD S stream flow  sequences resu lting  from  m ixed rlim atological 
m echanism s. T he basic theory  of th e  proposed exact ex trem e value stochastic  flood 
m odel was originally developed by Todorovic (1970) an d  Todorovic and  Zelenhasic 
(1970). Following th em , th is s tochastic  m odel has been extensively discussed and 
applied in its various form s in flood frequency analysis o f PD S. T h e  form of th e  pro­
posed stochastic  flood m odel is designed to  use hydroclim atically  defined stream - 
flow sub-popu la tions (H irschboeck, 1985) and  to  consider a  parisinonious m arginal 
d is trib u tio n . This ch ap te r will be concen tra ted  on th e  descrip tion of the problem  
an d  the developm ent of th e  proposed  exact ex trem e value stochastic  flood m odel 
and  estim ation  of its p aram eters  by th e  P O M E  and PW M .
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3.2 Description of Problem
M ixed  P op u la tion s:
In trad itio n a l flood frequency analysis, hom ogeneity in th e  m agn itudes of th e  flood 
popu la tion  is considered as an im p o rtan t underly ing  assum ption  for th e  stochastic 
m odeling of the  flood process. However, evidence of m ixed popu la tions in observed 
flood sequences was no ted  by P o tte r  (1958) as seen in ‘dog leg’ shape  flood fre­
quency curves. Following th e  discussions of m any researchers (H asselblad, 1969; 
Todorovic and  Rousselle, 1971; G uilliot, 1973 and  Singh, 1974) on physical p ro ­
cesses of in itia tin g  floods, th e  U SW RC B ulletin 17b (1981) discussed the  presence of 
m ixed populations in observed flood d a ta  generated  by different clim atic processes 
such as rainfall and  snow m elt, etc.
Versace et al. (1982) and  Rossi et al. (1984) in tro d u ced  the T C E V  d istribu tion  
as a  m ix tu re  of two exponential d istribu tions to  analyze the  presence of mixed 
popu la tions as basic and  outlying com ponents in A FS arising from  norm al and 
ex trem e flood producing  sto rm s respectively using Ita lian  flood d a ta . Unlike m ost 
com m on p d f ’s, the T C E V  d istrib u tio n  was able to  rep roduce th e  s ta tis tica l ch a r­
acteristics of flood sequences, in p a rticu la r the  behaviour of the  righ t ta il of the 
p d f and  hence th e  variability  of skewness of observed A FS w ithin a geographically 
hom ogeneous region. T hey  showed th a t th e  high variability  of skewness of Ita lian  
flood d a ta  resu lted  from  th e  presence of iso lated  large flood events generated  by 
ex trem e clim atic conditions which qualified as outliers u n d er th e  E V l d istribu tion .
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As show n in F igure 3.1, th e  sam e analysis was m ade by H irschboeck an d  Cruise 
(1989) using sixteen A FS of Louisiana flood d a ta . T he ir resu lts  d em o n stra ted  the 
usefulness of th e  m ixed d istrib u tio n  approach  w here m ixed popu la tions of observed 
flood d a ta  a re  present in a p articu la r  hydrologic region. T hey fu rth e r used the  
sam e regional flood d a ta  divided in to  non-overlaping 30 year periods and com puted  
coefficient o f skewness of each 30 year period as described by M ata las et al. (1975). 
T hen  th e  m ean  and  s ta n d a rd  deviation  of these  skew coefficients were com pared  to  
the  sam e of several com m on single p d f ’s given by M ata las et al. (1975) as shown 
in F igure 3.2. T hus, it is clear th a t  these single p d f ’s such as E V l, LN, LP3, 
P are to , an d  W eibull failed to account adequate ly  for th e  variability  of skewness of 
Louisiana flood d a ta . T herefore, these  stud ies have ind icated  th e  necessity of the 
m ixed d istribu tion  approach  w here flood events are  generated  by different clim atic 
processes such as fronts, tropical s to rm s and  convective th u n d ers to rm s as in the 
case of Louisiana regions.
T he typical flood hydrographs resu lting  from  these different clim atic processes 
shown in F igure 3.3 (H irschboeck, 1987) d em o n stra te  th e  possible presence of non- 
hom ogeneous flood popu la tions in observed flood d a ta  and  hence ind icate  th e  use 
of the m ixed d istrib u tio n  approach  m ay be justified . T h e  hydroclim atic  separation  
procedure described by Hirschboeck (1985, 1987) determ ines th e  clim atic origins 
of individual flood events in a  given flood sequence and  then  groups those events 
produced by th e  sam e flood generating  m echanism s in to  hydroclim atically  sim ilar 
flood groups.
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H y d ro lo g ic  F lo o d  M o d e ls :
In u n d ers tan d in g  of th e  theoretical and  physical base o f th e  controlling m echa­
nism s of observed flood events, th e  PD S an d  cluster based  m odels a re  often  m ore 
favourable th an  th e  A FS m odels. However, in  describing th e  physical processes 
of flooding using cluster based m odels, th e  inclusion of add itional processes (ex. 
rainfall) as th e  flood generating  m echanism  (FG M ) requires th e  consideration  of 
b ivaria te type  stochastic  flood m odels (2 - d im ensional cluster m odels). T h e re ­
fore, cluster m odels are often recom m ended in describing n a tu ra l processes such as 
rainfall and  earth q u ak es which requires only univaria te  type  stochastic  m odels (1 - 
d im ensional c luster m odels). In their review of cluster m odels, Rossi et al. (1984) 
no ted  th a t these  m odels can still be considered as a  p a rtic u la r  class of PD S based 
exact ex trem e value stochastic  flood m odels, if a flood is defined as the  largest 
value w ithin each cluster. T hus, a  m ore generalized exact ex trem e value stochastic  
flood m odel is p roposed to  describe flood events in a  PD S evolved from different 
clim atic processes.
P o is so n  A s s u m p tio n :
In deriving th e  exact ex trem e value stochastic  flood m odel, th e  Poisson d is tr ib u ­
tion has often been used to  describe th e  process of occurrence of flood exceedances. 
However, C unnane  (1979) showed th a t  th e  sam e m odel can still be derived w ithout 
th e  Poisson assum ption  for d istribu tion  of occurrence of flood exceedances. He fu r­
th e r s ta ted  th a t  th is Poisson assum ption  is only necessary when ob ta in ing  interval 
estim ates  of flood m agn itudes b u t not in ob ta in ing  po in t estim ates  of the  same.
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A ccording to  Aahkar and  Rousselle (1987), Poisson adm issibility  of the  process of 
occurrence of flood exceedances can be used to  ensure  th e  s ta tis tica l independency 
betw een ex trem e flood events of PD S. T herefore, in th e  p roposed  m odel the  USGS 
th resho ld  levels of th e  observed PD S m ay be used in itially  to  o b ta in  relatively large 
sam ples an d  thereby  to  m inim ize the  sam pling  errors. In  add ition , at th is stage 
of th e  analysis, th e  Poisson hypothesis could be te sted  to  ensu re  the  sta tis tica l 
independency of ex trem e flood events.
M a rg in a l  D is t r ib u t io n s :
In trad itio n a l exact ex trem e value stochastic  flood m odels, the exponen tia l1 d is tr i­
bu tion  has often been considered as the m arg ina l d istrib u tio n  of th e  m agn itude of 
flood exceedances due to  its closed form  inverse function  of cdf and  the  presence 
of one p aram eter. T h e  exponential d istrib u tio n  has coefficient of variation (C V ) 
equal to  un ity  (C V  =  a j ( i  — =  1); th u s, w hen fitting  to  a given flood
sam ple, th e  Poisson accepted th resho ld  level which defines the PD S m ay need to  
be raised until the  C V  approaches unity  in o rd er to  m eet th e  exponential h y p o th ­
esis. T his raising of th e  thresho ld  level m ay reduce b o th  the observed variability  
of skewness and  th e  sam ple size an d  thereby  increase th e  sam pling error.
C ruise and  A rora  (1990) have suggested th a t  it m ay be advantageous to  m ain ­
ta in  a relatively low thresho ld  level (as low as Poisson adm issible) in  the  m odel 
when it is difficult to  m eet the  exponential hypothesis, o r in th e  presence of m ixed 
popu la tions in the  PD S. T herefore, a  parism onious m arg ina l, th e  tw o p a ram e te r 
*/3 - exponential param eter
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W eibull d istrib u tio n  is in tro d u ced  in to  the  p roposed  stochastic  flood m odel as an 
a lte rna tive  to  th e  exponentia l m arginal.
3.3 Theory of Exact Extreme Value Model
C onsider a s tream  flow h ydrog raph , rep resen ting  the in stan tan eo u s flood peaks at 
a  given s ta tio n  w ithin  an  in terval of tim e (0, <]. Let us consider only those peaks 
£?„, v  =  1, 2, . n  th a t  exceed the  th resho ld  flood level Qo ** shown in Figure
3.4 and  defined
t v = Q * - Q o  ( £ , > 0) (3.1)
A ccording to  the  n a tu re  of flood phenom ena, the  num ber o f flood exceedances 
(77(f)),  the  m agn itude  of flood exceedances (£„) and  th e  tim e of occurrence of flood 
exceedances (r„) in a given in terval of tim e (0, f] are  random  variables.
3 .3 .1  D is tr ib u tio n  F u n ctio n  o f  th e  N u m b e r  o f  E x c e e d a n c e s
Unlike in th e  asym pto tic  ex trem e value m odel, th e  77(f) plays an  im p o rtan t role in 
th e  exact ex trem e value m odel because th e  la tte r  m odel considers both  th e  77(f) 
and  the  sim ultaneously  (Todorovic, 1970). T he num ber of exceedances 77(f) in 
(0, fj is defined as
77( f )  =  sup (!✓) ( t „  <  f )  ( 3 . 2 )
By definition, 7 7 ( f )  =  0, 1, 2,  . . .fo r all f > 0 and  77(f) <  7 7 (f +  A t)  for all t >  0 and 
Af > 0; th is m eans, 7 7 ( f )  is a  non-decreasing function of f.
Figure 3.4 A Typical Streamflow Hydrograph of Instantaneous Discharges in a Time Interval (0,1).
Todorovic and Zelenhasic (1970) w■a.
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In th e  event th a t  there  a re  exactly  v  exceedances occurring  in  (0, f], defined as
(Todorovic, 1970)
E l  = {r}{t) = u}  (3.3)
Following Cox and M iller (1965), for ‘very sm all’ tim e in terval ( t , t  +  A t], i.e. in
the  lim it, w hen A t —* 0 only one of th e  following tw o events can occur,
: For no exceedance occurrence in ( t , t  +  At]
=  {-7(< +  A  I) -  <7(0 =  0} (3.4)
: For only one exceedance occurrence in ( t , t  At]
E\ ' t+At -  <T7<t +  At )  -  T,(t) =  1} (3.5)
Neglecting the  events whose probability  of occurrence tends to  zero as A t —► 0, we
can w rite th e  following:
P ( E l +* 1) = P i E D P i E ^ l E D  +  P i E l ^ P i E l ^ l E l ^ )
P ( E l +At) = P i E D i l - P i E ^ ' l E l f t  + P i E l ^ P i E t ' + ^ l E l ^ )
Now by rearrang ing  and  by dividing w ith A t, from  above we get
P ( E l +* ' ) - P ( E p  = P { E j ^ )  P{E[ ' t+^ \ E l _ , )  P ( E p  P( E{ ' t+At\El)
A t A t A t
As A t —* 0, by le tting , XI = limAt—o we have th e  following:
For v  — 0,
=  - M i )  P ( Bi )  (3.6)
For v  =  1, 2, . . . ,
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=  *„_,(() F (£ * _ , )  -  M <)  P ( K )  (3.7)
T h e solution of th e  above system  of differential equations is given by Todorovic 
and  Zelenhasic (1970) as follows:
P(E„)  = e x p { -  f A0(s)ds}  (3.8)
Jo
P ( E l )  = exp{ — f  A„{j)<fs} x f A„_j(s)<fs x 
Jo Jo
€XP\ h  ~  x f  — f  A0(<y) x
exp  {Ai(s) — A0(s )} d j dtu d t v - i  dt i  (3.9)
Since, a sim ple expression for each P { E l )  in te rm s of A^(#) is no t possible, Todorovic 
and  Yevjevich (1969) have proposed  several special cases. In  th e  case of flood 
analysis, u n d er th e  hypothesis th a t  A„(t) =  A(f) for any v y Eqn. (3.9) takes th e  
following form  (Zelenhasic, 1970):
P [ e d  =  „ p { _  r  x{s )ds}  (3 il0 )
u\  Jo
w here A(t) — m ean ra te  of occurrence of exceedances a t tim e t.
Let A(f) be th e  expected value of q(f)i then  by definition we have
A (/) =  £[.,(<)] =  £ >  F ( f £ )  (3 1 1 )
S u b stitu tin g  Eqn. (3.10) in to  Eqn. (3.11) we get
^  {JZ A (s)*}* ' f
A(f) =  2 -  v  i  exP \ ~  A (s)ds)
w=0 ul Jo
^  {/„• x ( J ) * } 1'  ,  ,< ................
=  £  ( v  ~  i ) .  " p { “  Jo m d t }
=  j  A(a)ds e x p { J  A(a)ds} e x p { —j  A(s)ds}
A(f) =  f  \ ( s ) d s  (3.12)
Jo
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Finally, by su b s titu tin g  Eqn (3.12) in to  Eqn. (3.10) we have
P { ,( f )  =  u)  =  P [ B l )  =  {A(J,)}I/ « p { - A ( i ) }  (3.13)
which describes a tim e  dependen t Poisson process, w here
A (f) =  m ean  num ber of exceedances in  a specific tim e  in terval (0, (].
T he function A((), the  m ean ra te  of occurrence a t tim e f, m ay be determ ined  
by m ore th a n  one flood generating  clim atic m echanism  occurring  betw een tim e 
in terval (0, (]. However, for an  indiv idual sub -popu la tion  w ith hydroclim atically  
sim ilar flood events, th e  A(/) can  be considered as a  co n stan t (A) betw een th e  tim e 
in terval (0, /]. Therefore, Eqn. (3.13) becom es a  tim e in d ependen t Poisson process 
for th e  sub -popu la tion , w ith A* as the Poisson p a ram e te r  (fc =  1, 2, . N ,), 
By su b stitu tin g  A(<) =  A^.f in to  Eqn. (3.13) we get
P M )  =  **} = P ( E l J  =  t v < >-  e x p ( - X t .l) (3.14)
3 .3 .2  D is tr ib u t io n  F u n c tio n  o f  th e  L argest E x c e e d a n c e
In the  case of flood analysis, the  random  variable of the  largest exceedance ( \ ( t ) ) ,  
am ong the  set of all exceedances (£„) w ithin a specific tim e interval (0, f] plays an 
im p o rtan t role.
Following Todorovic (1970), x ( t)  is defined as
\ ( / )  =  sup  ({„) {tv < t)  (3.15)
By definition, x (()  <  +  A f) for all t >  0 and  A / >  0; th is  m eans th a t  x ( 0  •* *
non-decreasing stochastic  process.
D enote by th e  d istrib u tio n  function of x(0>  be.
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<Mz) =  <  *}> (* >  0, * >  0) (3.16)
Todorovic (1970) derived an expression for on the  basis o f m ath em atica l
expecta tion  of th e  conditional probability , <  x |r/(t)}  as
<M*) =  £ [ /> { * (* )<  x ^ O } ]
=  E [ P { s u P ((„ ) <  * M 0 } ]  (t„  <  <)
oc
=  P[{*UP (& ) <  x ) n  E*n] ( t„  <  f, 0 <  p  <  n )
n = 0
<M*) =  E / ’{ n « « < * ) n £ i }  (3.17)
nrO prO
Eqn. (3.17) describes th e  m ost general form  of Todorovic’s exact ex trem e value 
stochastic  flood m odel for d istribu tion  function of the  largest exceedances (^t(x) =  
F*{x(t) Sl x}] in a specific tim e period (0, <).
3.4 Various Forms of the Stochastic Model
T h e m ost general form  of th e  m odel described by Eqn. (3.17) is difficult to  solve 
directly  unless one determ ines the probability  P{n"=o(f*' — *) T herefore,
it is necessary to  consider a p a rticu la r form  of th e  Eqn. (3.17) in which the  
(i> =  1, 2, . . . ,  n )  occurring  in (0, t] are i.i.d. and  th e  random  sequences and  
r„ are stochastically  independent for alt u.  U nder these  assum ptions, Eqn. (3.17) 
simplifies to
* (* >  =  E m c  < . ) } "  p ( K )
n-0
M * )  = E m x ) } "  P (,E 'J  (3.18)
r t = 0
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w here F (x )  =  P(£v  <  x ), m arginal d istrib u tio n  function  of in (0, <].
A ccording to  A shkar and  Rousselle (1987), th e  stochastic  independency be­
tw een ex trem e events can  be considered as a  valid assum ption  w hen the  num ber of 
exceedances describes a  Poissonian process as in Eqn. (3.14). T h e  o th e r im p o rtan t 
assum ption  th a t  flood exceedances are  identically  d is trib u ted  can be m et by app ly ­
ing the  m odel to  each hydroclim atically  sep ara ted  hom ogeneous sup-population . 
T herefore, w riting  Eqn. (3.18) for the  A:1*1 sub-popu lation  w ith Poissonian assu m p ­
tion  described by Eqn. (3.14) and  by le tting , t =  1 year, we o b ta in
<M*) =  ]T  e x p { ~ X k ) {F »(x)}nft "
=  e x p ( -A ,)  £  <A>
n= 0  ” •
=  ex p (-A * ) e x p { \ k  F*(x)}
•f>k(r) = exp[—A*{1 -  Fk(x)>] ( 3 . 19 )
where
0fr(:r) =  d is trib u tio n  function of th e  largest exceedance of the  fc(,t sub-popu lation ,
F*(x) = m arginal d istrib u tio n  function of the  k th sub -popu la tion , and
Xk — Poisson d istrib u tio n  p a ram ete r of the  k th sub-population  (fc =  1, 2,  . . . , N , ).
For N t independen t flood generating  processes (i.e. hydroclim atically  distinct 
su b -popu la tions), th e  overall annual d istrib u tio n  of th e  largest exceedances can be 
w ritten  as
<£(x) =  erp[ —Aj{1 -  F i(x )}] ex p [-A 2{l -  F j(x )} ]...ex p [-A jv ,{ l -  Fjv,(x)}]
<t>{x) -  e x p [-  Afc{ l -  F*(r)}] ( 3 . 20 )
k~i
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w here
F ( . )  9* F j(,)  for all i an d  j  (i , j  =  1, 2, . . . ,  N, ) ,
4>{r) = d istribu tion  function  of the  largest annual flood exceedance, and  
N m = num ber of hydroclim atically  d istin c t sup-popu la tions.
3 .4 .1  M a rg in a l D is tr ib u tio n  o f  th e  M o d e l  
E x p o n e n t i a l  M a rg in a l :
T h e  exponential d istrib u tio n  is th e  m ost widely used m arg ina l d istrib u tio n  in ex ist­
ing exact ex trem e value stochastic  flood m odels as a com m on d istrib u tio n  function  
of all exceedances u — 0, 1, 2, . . . ,  in a given interval of tim e (0,fj. C onsider all 
exceedances o f the  k th sub-popu la tion  are i.i.d . w ith a com m on d istrib u tio n  func­
tion  in an exponentia l form . T h e  p d f and  cdf o f exponentially  d is tr ib u ted  random  
variable can be expressed, respectively, as
fh{x)  = (3k e x p ( ~ 0 kx)  (x >  0, 0* >  0) (3.21)
Fn,(x) =  P{it,k <  x) =  1 — exp(-^ fcx ) (3.22)
S u b stitu tin g  Eqn. (3.22) in to  Eqn. (3.20) we get the  existing form  of th e  exact 
ex trem e value stochastic  m odel as (exponential m odel),
4>(x) = exp{  — £ ;  Afc e - i3**} (3.23)
*=i
w here (3^ 1 =  =  m ean  of th e  exceedances of th e  k th sub -popu la tion  {k — 1,
2, . . . ,  N. ) .
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As the  exponentia l d istrib u tio n  has coefficient of variation equal to  u n ity  and 
its only p a ram e te r {3k absorbs a  lesser degree of freedom  w hen fitted  to  a given sam ­
ple, th e  hypothesis th a t  th e  sam ple is exponentially  d is tr ib u ted  is im p o rta n t and  
m ust be m et for th is m odel. T herefore, if necessary it m ay  be requ ired  to ru s e  the 
Poisson adm issible th resho ld  level to  m eet th e  exponentia l hypothesis. However, 
raising of the  th resho ld  level censors ou t th e  variability  of the  d a ta  we are try ing  
to  m odel and  also reduces the sam ple size and  thereby  increases th e  u n certa in ty  in 
p a ram e te r estim ation . To avoid th is , it m ay be advantageous in som e situa tions to 
m ain ta in  the  Poisson adm issible thresho ld  level and  search for a lte rn a tiv e  m arginal 
d istribu tions.
W eibull M arginal:
W hen in troducing  a  feasible m arg inal d istrib u tio n  to  the  m odel given by Eqn. 
(3 .20), it m ay be necessary to  exam ine th e  following p roperties  of the  selected 
m arginal d istribu tion : a) parism ony w ith respect to  p a ram ete rs , ft) availability of 
stab le  and  efficient p a ram e te r estim ation  technique, c) robustness  of asym pto tic  
perform ances, rf) existence of closed form  inverse function  of cdf such th a t  esti­
m ation  by PW M  is possible, and  e) be a m em ber of exponentia l family. In view 
of these p roperties , the  tw o p a ram ete r W eibull d istrib u tio n  was considered as the 
m arginal in th e  proposed m odel (W eibull m odel).
T he W eibull contains the  exponential as a  special case ( a = l )  as shown in  Figure 
3.5. As the  W eibull m arginal contains an  add itional p a ram e te r com pared  to  the 
exponential c o u n te rp a rt, an  add itional source of sam pling  erro r is expected in the
OZ'i 
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x
F igu re  3.5 S hapes of W eibull D istribu tion  for D ifferent Values of P a ra m e te r  a: 
a = 1 .0 , R epresen ts E xponen tia l D istribu tion  (S ingh, e t aJ., 1990).
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W eibull m odel. However, the  W eibull d is trib u tio n  can be used to  describe flood 
sam ples having  coefficients of variation  ( C V )  in a  m uch w ider range as shown by 
the  following (Singh e t al., 1990):
y  = 6T(l + l/o)
= 61 {r(l + 2/«) -  rJ(l + l/a)} 
c v  =  <r ( 1 -+- „ . 24)
r ( l  +  l / a )
T h u s, when using th e  W eibull d istrib u tio n  in fitting  a  given flood sam ple w ith  C V  
defined by Eqn. (3.24), th e  lower Poisson accepted th resho ld  level m ay som etim es 
be used to  define the  PD S. Hence, th is Poisson accepted th resho ld  level in the 
W eibull m odel m ay define a larger sam ple size when com pared  to  the  exponentially  
accepted  th resho ld  level, thereby  reducing  the  sam pling erro r. T herefore , in this 
study , as one of the im p o rtan t goals, th e  sam pling erro r of th e  W eibull m odel 
relative to  the  exponential m odel is exam ined for various popu lation  conditions 
expected in th e  real world observed flood sequences. T h u s, th e  conditions under 
which the W eibull m odel would be preferred can be determ ined .
T he pdf an d  cdf of W eibull d istrib u ted  random  variable can  be expressed, 
respectively as (Singh e t al., 1990)
f k ( r )  -  jjj- ea;p{ —(z /^fc)afc} (* >  0> > 0 )  (3.25)
ft(sc) =  P ( U  < * )  =  ! -  e r p { - ( x / b k f (3.26)
S u b stitu tin g  Eqn. (3.26) in to  Eqn. (3.20) th e  p roposed  m odel takes the  following
form :
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N
I
* = 1
w here
a,), = shape  p a ram e te r o f the  W eibull d istrib u tio n  for th e  k th sub -popu la tion , and  
bk =  scale p a ram e te r of th e  W eibull d is trib u tio n  for th e  k th sub-population .
Note: when a* =  1, Eqn. (3.27) simplifies to  Eqn. (3.23).
3 .4 .2  M ix e d  P o p u la t io n s  in  th e  M o d e l
In m inim izing the  num ber of p aram eters  in the  m odel, it is necessary to  determ ine 
th e  s ta tis tica l sim ilarities of flood groups in a given flood sequence produced  by dif­
ferent clim atic m echanism s. Those flood groups which are  found to  be sta tistica lly  
sim ilar are com bined in to  one sub -popu la tion , thereby  m inim izing th e  num ber of 
p aram eters  in the  m odel.
W hen the  flood sequence is left w ith ju s t one such sub -popu lation  (i.e. k=  1) 
Eqn. (3.23) and  (3.27) represent the  ‘sim ple’ form ulations o f the  existing and  
p roposed  m odels, respectively, as
<M*) -  € x p ( - X e ~ ^ x ) (3.28)
^ (x )  =  e x p { - \ e ~ ( x / t y  } (3.29)
O therw ise, w hen the flood sequence is left w ith  m ore th a n  one sub-popu la tion  (i.e. 
say, k — 2) the  Eqn. (3.23) and (3.27) represen t th e  ‘com p o u n d ’ form ulations of the  
existing and  proposed m odels, respectively, as
4>{r) = e x p { - X xe ~ ^ x -  X2e~P*x ) (3.30)
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<f>{x) =  e i p i - \ xe - ( x f h' ) a ' -  Aae- ( x / 6’ )a a } (3.31)
In th is study , to  preserve th e  s ta tis tica l a ttrac tiv en ess  of th e  com pound  m odel by 
having a  m in im um  num bers o f p a ram ete rs , a t m ost tw o d istinct sub-popu la tions 
(fc =  2) are considered for m ixed flood populations. T he s ta tis tica l p roperties  of bo th  
sim ple and com pound form ulations were analyzed u n d er bo th  th e  exponentia l and  
W eibull m arg ina l assum ptions in te rm s of predictive an d  descrip tive perform ances.
3.5 Estimation of Model Parameters
T h e Poisson p a ram e te r A which describes th e  random  variable T7(/)  is es tim ated  as
th e  m ean ra te  of occurrence of flood exceedances during  a  tim e in terval (0, #],
A = j  (3.32)
w here
A — estim ate  of the  Poisson p a ram ete r A,
n =  num ber of flood exceedances during  tim e interval (0, t], and  
f =  a period of one w ater year (O ctober th ro u g h  S eptem ber).
T h e  m arg inal d istribu tion  which describes th e  random  variable if considered 
as exponentially  d is tr ib u ted , has p a ram e te r 0  e s tim ated  by M LE as
;? =  l / / i = I / < l / n ) X > ,  (3.33)
1 = 1
where
0  =  es tim ate  of th e  exponentia l p a ram e te r 0 , and
ft =  sam ple es tim ate  of th e  population  m ean /i of ran d o m  variable
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However, when th e  W eibull d istrib u tio n  is considered as the  m arg ina l d is tri­
b u tion , the s ta tis tica l characteristics such as B I A S , S E  an d  R M S E  o f e s tim ated  
p aram eters  (a and  b) and  flood quantiles (<?r) are influenced by the  selected m ethod  
of p a ram e te r estim ation . T herefore, following th e  s tu d y  by Singh e t al. (1990), the  
W eibull p aram eters  were estim ated  using b o th  th e  P O M E  and  PW M  estim ato rs.
3 .5 .1  P r in c ip le  o f  M a x im u m  E n tro p y
Shannon (1948a, 1948b) defined th e  Shannon en tropy  functional (S E F ) of p ro b a­
bility d istrib u tio n  function f ( x ) ,  in describing th e  ran d o m  variable as
/ [ / ]  = f  f ( x )  l n f ( x ) d x  ( f  f { x ) d x  =  1) (3.34)
J  — ao J  ao
Jaynes (1961, 1982) in troduced  the  P O M E  to  es tim ate  th e  least b iased / ( * )  by 
m axim izing S E F  / [ / ] ,  sub jec t to  the  given inform ation  or constra in ts. Singh (1987) 
derived th e  following co n stra in ts  in estim ating  the  p a ram ete rs  of th e  W eibull d is­
trib u tio n  as:
H  f ( x ) d x  = 1 (3.35)
Jo
f  In x f ( x ) d x  = E(fn (3.36)
Jo
r  x a f ( x ) i *  =  £ [{ “ ] =  ba (3.37)
Jo
W riting the  en tropy  rep resen ta tion  of least biased f ( x ) t consistent w ith Eqns.
(3.35), (3.36) and  (3.37) leads to  the  following form  (S ingh, 1987),
/ ( x )  =  e x p ( - A 0 — Xf In x  — A, x a ) (3.38)
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w here A 0 ,  A y ,  and  A ,  are Lagrange m ultip liers, which can be determ ined  from Eqns.
(3.36), (3.37) and  (3.38) along w ith th e  norm alized condition, / 0°° f ( x ) d x  =  1. 
S u b stitu tin g  Eqn. (3.38) in to  Eqn. (3.35) we get
f  exp( — A 0 —  A /  In x  — A ,  xa  )dx = 1 
Jo
f  e x p Ul n  x ) ~ ^ f  — A, x a }dx  =  exp (A0) (3.39)
Jo
By le tting  y — A ,  x a in Eqn. (3.39), th en  by in teg ra ting  an d  sim plifying yields the 
zeroth  Lagrange m ultip lier A 0 in te rm s of constra in ts  as (S ingh, 1987),
A0 =  In r  — In a — In A, (3.40)
T he o ther Lagrange m ultipliers A/  and  A, in te rm s of co n stra in ts  are ob ta ined  in 
the  following m anner. From  Eqn. (3.39) we have
A 0 =  In f  exp( — Xf In x  — A ,  x a )dx (3.41)
Jo
Taking the  p artia l derivatives of Eqn. (3.41) w .r.t. A y  and  A , ,  th en  sim plifying and 
equating  th em  to  Eqns. (3.36) and  (3.37) respectively, we get the  following:
/JArt
£ “  =  -  /  I n x  /(*)</* -  - E [ l n  £„J (3.42)
CMy Jo
=  *° / ( * > *  =  - E IC] =  -<>“ (3-43)
Also, tak ing  th e  p artia l derivatives of E qn. (3.40) w .r.t. A y  and  A , ,  respectively,
yields the following:
d\«
7  = ^ { ' n r (i ^ ) )  + fT i ( 3 - 4 4 )
=  -  ( ^ )  t . ( 3  46)
d \
d \ 0
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T herefore , by eq u atin g  Eqn. (3.42) to  (3.44) an d  Eqn. (3.43) to  (3.45) we get the  
Lagrange m ultipliers Ay and  A, in te rm s of co n stra in ts  as follows (Singh, 1987):
+  =  ( 3 4 6 )
^  =  E \ t f ]  =  6“  (3.47)
S u b stitu tin g  Eqn. (3.40) in to  Eqn. (3.38) an d  sim plifying we get
H r )  =  1 a  a !1 -  A / ) / a  ** ;> (-A. * ° )  (3.48)
r ( « )
Eqn. (3.48) reduces to  Eqn. (3.25) after om ittin g  th e  k th subscrip t. T he Lagrange 
m ultip liers A/  and  A, rela te  to  th e  p aram ete rs  a and  b as (Singh, 1987)
Ay =  1 -  a (3.49)
A. =  ^  (3.50)
T h e  relationships of Lagrange p a ram ete rs  (Ay and  A,) to  th e  know n co nstra in ts  
given by Eqns. (3.46) and (3.47) and  W eibull p a ram eters  (a an d  b) given by 
Eqns. (3.49) and  (3.50) can be used to  re la te  th e  p a ram ete rs  d irectly  to  th e  known 
co n stra in ts  as follows (Singh, 1987):
ba =  E \iu )  (3.51)
1
a
x/’( l )  + In b = E[ ln  £„] (3.52)
T herefore , th e  en tropy  estim ates of W eibull p a ram eters , which describe the m arginal 
d istrib u tio n  of ran d o m  variable ^  can be es tim ated  as follows:
i 4 = i / ( i /" ) E * ?
i - l
T V’( l ) + In b = 1 / ( 1  / n )  ^2 In Xi
a 1=1
w here
V’() =  psi function , and
a an d  b =  estim ates  of W eibull p aram eters  a an d  6, respectively
3 .5 .2  P r o b a b ility  W e ig h te d  M o m e n ts
G reenw ood e t al. (1979) defined th e  P W M 'i of a ran d o m  variable ^  w ith  cdf 
F ( t ) = P U v  < x)  as,
,, =  E \ U vy  { F ( x ) y  {1 -  F ( x ) } 1} (3.55)
w here r , s,  and  t are real non-negative num bers.
W hen  the  cdf has a  closed form  inverse function z(.F ), Eqn. (3.55) takes the 
following form  (G reenw ood et al., 1979):
=  f ' { x { F ) }  { F y  {1 -  F ) ‘ d F  (3.56)
Jo
In deriving analytically  simple relations betw een th e  P W M ’s and  the  d istribu tion  
p a ram ete rs , G reenw ood et al. (1979) considered th e  following form  of E qn. (3.56) 
(r  =  1, s =  0 and  t — 1, 2, .
A/(0 =  A/i.0,. =  {1 -  F Y  d F  (3.57)J 0
By su b stitu tin g  th e  inverse function x ( F )  of E qn. (3.26) w ithout th e  k th subscrip t 
in to  Eqn. (3.57), th e  P W M ’s of W eibull d istrib u tio n  can be determ ined  as follows:
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(3.53)
(3.54)
50
A/(t) =  f 1 6{ - / n ( l  -  F ) } 1/® {1 -  F}* d F  (3.58)
Jo
By su b stitu tin g  E qn. (3.26) w ithou t the  k ih subscrip t in to  Eqn. (3.58) and  sim pli­
fying we get
M ,„ =  6 / " ( | )  [ e x p t - l l / i ) 0 } ] '^  ( | ) “ ’ I « p { - ( I /6 )<‘ } d *
Mm =  x J~  ( i ) °  « p { - ( l  +  0 ( * / M ° } *  (3.59)
By le tting  u =  (x j b ) a in Eqn. (3.59) and  sim plifying yields the  following:
M {t) =  b f ° °  u 1/ "  e * p { - ( l  +  f)«} du (3.60)Jo
Again by le ttin g  c =  (1 +  #)ti in Eqn. (3.60) we have the  P W M ’s of Weibull 
d istrib u tio n  as
M{i) = I  z l ^ a fTP(~2) n 1  t \  d z(1 +  f )1'® Jo t 1 +
b
A f „ ,  -    J  2 ( V ®  +  1  X)ezp{-z)dz
(1 +  / j ( l  +  l / fl) Jo
b T(1 +  1 f a)
(1 +  f )*1 +
M o  -   ------  77~T~i i l \ (3.61)
In the  case of W eibull d is trib u tio n , the first tw o P W M ’s (Af(0) and  Af(*)) *n Eqn. 
(3.61) are sufficient to  estim ate  th e  p aram eters  a and  6. T h u s, th e  PW M  estim ato rs  
of n and b were found as (G reenw ood et al., 1979):
a =   tjL& l  (3.62)
In  {A/(0)/2 A/(1)} V '
I ____________^ ( 0)
r { /n  (A/(o)/A /(1)) / ln  (2)} ^ - D }
Chapter 4 
Met ho dology
4.1 Introduction
Flood frequency analysis involves selecting a flood-like p robability  d istrib u tio n  and 
es tim atin g  its p aram eters  and  quantiles using a  ro b u st es tim a to r. In selecting a 
flood-like probability  d is trib u tio n , b o th  sim ple and  com pound form s of th e  p ro ­
posed W eibull m odel are considered as an a lte rna tive  to  bo th  form s of th e  expo­
nential m odel. Hence, th is  ch ap ter will be concen tra ted  on evaluation of b o th  the 
predictive and  descriptive perform ances of th e  above exact ex trem e value stochastic  
flood m odels. In achieving th is, the  following m ajo r tasks will be perform ed.
1. C om parison of asym pto tic  predictive perform ance of the  p roposed  Weibull 
m odel to  th a t  of the  exponential m odel by M onte-C arlo  sim ulation ,
2. Evaluation  of asym pto tic  predictive perform ances of P O M E  an d  P W M  esti­
m ato rs  for the  W eibull m odel for various population  conditions,
3. Investigation of th e  effect of hydroclim atic separation  of annually  nonhom o- 
geneous populations in to  hom ogeneous sub-popu lations, using the  p roperties 
of predictive perform ances of bo th  the  exponential and  W eibull m odels,
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4. C om parison of th e  descrip tive s ta tis tica l perfo rm ance of th e  W eibull m odel 
to  t ha t  of the  exponential m odel using observed flood sequences, and
5. Investigation  of th e  descrip tive s ta tis tica l perform ances of th e  effect of hy- 
droclim atic separation  of annually  nonhom ogeneous observed flood sequences 
using b o th  the  exponential an d  W eibull m odels.
4.2 Performance Indices of Estimators
T he procedure  for estim ating  the  p aram eters  and  quantiles for a  given probability
m odel is to  use an observed random  sam ple. T h u s, 0 an  es tim ate  for th e  p a ram ete r
or quantile 0 is a function of the observations or random  variables. Since, 0 is itself 
a random  variable its perform ance has to  be evaluated  sta tis tica lly  for various 
population  conditions. Define the  following relative perform ance indices of 0 as;
B1AS0)  = (4.1)
S E l i ) .  t * i «  -  m ' v .  ( 4 .2 )
2
R M S E ( 0 )  =  -  =  { B I A S ( 0 ) 7 + S E ( 0 ) 7} 1/3 (4.3)
p TV
where
N  = num ber of random  sam ples generated  for each sam ple of size n ,
E( 0)  — s ta tis tica l expecta tion  of es tim ate  of 0,
<r(0) = s tan d a rd  deviation of e s tim ate  of 0,
B I A S { 0 )  =  relative bias of es tim ate  of 0,
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S E ( 9 )  =  relative s ta n d a rd  erro r of e s tim a te  of 9,  and
R M  S  E( 9)  =  relative roo t m ean square erro r o f es tim ate  of 9.
T he above perform ance indices can be used to  define a m ore ro b u st flood es tim ato r 
for 9 as one th a t  is R esis tan t’ an d  ‘efficient’, over a  w ide range of an tic ipated  
population  conditions (K uczera, 1982). T h e  es tim a to r is said  to  be resis tan t, when 
th e  average R M S E ( 9 )  is m inim um  and is said to  be efficient, w hen th e  B I A S { 9 )  
and the S E { 9 )  are sm all as th a t  of any o th e r e s tim a to r over the  wide range of all 
p opu la tion  variations. In  th is s tudy , th e  above perform ance indices were com puted  
from  M onte-C arlo  based  sim ulated  d a ta .
4.3 Analysis of Simulated Data
In com puting  the  perform ance indices, th e  advantage of using sim ulated  d a ta  is 
t ha t  the d a ta  are error-free and can be generated  for any popu la tion  conditions 
encountered  in practice, according to  a given probability  d istrib u tio n . Therefore, 
the  M onte-C arlo based  sam pling experim ents were used to  exam ine a  flood-like 
p robability  m odel (task  1) and  to  choose the  m ost ro b u st es tim a to r (task  2) for 
th e  selected probabilistic  m odel. In add ition , these sam pling experim ents were 
also used to  find ou t the  effect of hydroclim atic  separa tion  of a  non hom ogeneous 
population  in to  hom ogeneous sub-populations (task  3).
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4 .3 .1  P o p u la t io n  P a r a m e te r s  
Task 1: E x p o n en tia l V s  W eib u ll M arginal
In assessing th e  task  1, th e  com parative  perform ance of th e  W eibull m odel relative 
to  th e  exponential m odel, th e  M onte-C arlo  based  ran d o m  sam ples were generated  
according to  th e  annually  hom ogeneous popu la tion  cases listed  in Table 4.1 and  
Table 4.2.
Table 4.1. E xponen tia l M odel - H om ogeneous P opu lations
Case No. A
1 1.0 1.0
2 2.0 1.0
3 3.0 1.0
Table 4.2. W eibull M odel - H om ogeneous P opu lations
Case No. A P C V
1 1.0 1.0 0.5
2 2.0 1.0 0.5
3 3.0 1.0 0.5
4 1.0 1.0 1.0
5 2.0 1.0 1.0
6 3.0 1.0 1.0
7 1.0 1.0 1.5
8 2.0 1.0 1.5
9 3.0 1.0 1.5
10 1.0 1.0 3.0
11 2.0 1.0 3.0
12 3.0 1.0 3.0
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In th e  rase  of the W eibull m odel, the  C V  was selected to  cover a  wide range 
of popu la tion  conditions expected  in the observed flood series o f Louisiana as seen 
from  Figure 4.1. It also shows th a t  th e  es tim ated  values o f th e  W eibull shape 
p a ram e te r (d) are always falling below th e  line of o =  1 for those  observed flood 
series which were used in th e  final analysis of th is study . T his im plies th a t  for any 
selected series, the  shape of th e  W eibull d is trib u tio n  should  be an  exponential per 
se, w here a < 1.0 (see F igure 3.5) in o rder to  describe those  observed flood series. 
F u rtherm ore , the  W eibull d istrib u tio n  can be used as a feasible ‘flood’ probability  
d istrib u tio n  only w hen a <  1.0, in which th e re  exist a  zero lower bound  and  no 
u p p er bound . T herefore, for various values of C V 's  the  perfo rm ance of th e  quantile  
estim ates  of th e  W eibull m odel could be com pared  to  th a t  of th e  exponential m odel.
In th e  case of th e  exponential m odel, the  Poisson m ean  (A) was allowed to  vary 
from  1.0 to  3.0, while th e  m ean of the m agn itude  of exceedances (p )  was held 
co n stan t a t 1.0. In the  case of th e  W eibull m odel, for a given value o f C V  of ex- 
credances (0.5, 1.0, 1,5 or 3.0), A was allowed to  vary from  1.0 to  3.0, while p  was 
held co n stan t a t 1.0. T he random  sam ples generated  according to  th e  above pop­
u lation  conditions could be used to  evaluate th e  relative perfo rm ance of estim ates 
of flood quantiles of th e  W eibull m odel (Eqn. 3.29) to  th e  exponential m odel (Eqn.
3.28) for varying popu la tion  C V  and  th resho ld  level as exh ib ited  by the  num ber of 
exceedances per year.
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Task 2: P O M E  V s P W M  E stim a to r
In assessing th e  task  2, following th e  results of Singh e t al. (1990), the  a sy m p ­
to tic  p roperties  o f the  P O M E  an d  PW M  estim ato rs  for th e  W eibull m odel were 
evaluated  based  on M onte-C arlo  random  sam ples g enera ted  according to  annually  
hom ogeneous W eibull popu la tion  cases as shown in Table 4.2. In  these  cases, p o p ­
ulation C V  values were allowed to  vary from  0.5 to  3.0 so th a t  th e  perfo rm ance of 
estim ates  of m odel p aram eters  and  quantiles could be com pared .
Task 3: M ixed  V s S ep ara ted  S u b -P o p u la tio n s
In analyzing th e  task  3, th e  evaluation of th e  effect of hydroclim atic  sep ara­
tion of annually  nonhom ogeneous population  in to  hom ogeneous sub-popu la tions, 
th e  M onte-C arlo  based random  sam ples were generated  for b o th  exponentia l and  
W eibull m odels as listed in Table 4.3 and  4.4. For m ixed sub-popu la tions, the  sim ­
u lated  d a ta  of sub-population  1 and  2 were first com bined before estim ating  th e  
p aram eters  of th e  sim ple form s of the  exponential (Eqn.  3.28) and  W eibull (E qn.
3.29) m odels. B ut in the  case of separa ted  sup -popu la tions, the sim ulated  d a ta  of 
each sub-popu lation  were considered separately  in es tim atin g  the  p a ram ete rs  o f the  
com pound form s of the  exponentia l (Eqn. 3.30) and W eibull (E qn . 3.31) m odels.
T he estim ates  of flood quantiles of bo th  form ulations of th e  exponentia l m odel 
could be com pared  to  evaluate the  effect of hydroclim atic separation  of m ixed 
popu la tions in te rm s of th e  m eans. Conversely, th e  estim ates  of flood quantiles of 
bo th  fo rm ulations of the  W eibull m odel could be com pared  to  evaluate the  effect 
of hydroclim atic separation  in te rm s of th e  variances.
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Table 4.3. E xponentia l M odel - Non hom ogeneous P opu la tions
C ase S ub-Population  1 S ub-P opu lation  2
No. Hi •^ 2 Hi
1 0.7 1.0 0.3 1.5
2 1.3 1.0 0.7 1.5
3 2.0 1.0 1,0 1.5
4 0.7 1.0 0.3 2.0
5 1.3 1.0 0.7 2.0
6 2.0 1.0 1.0 2.0
7 0.7 1.0 0.3 3.0
8 1.3 1.0 0.7 3.0
9 2.0 1.0 1.0 3.0
Table 4.4. W eibull M odel - N onhom ogeneous P opu la tions
Case S ub-Populat ion 1 Sub-P opu lation  2
No. Hi cvx *2 Hi cv7
1 1.0 1.0 0.5 0.5 1.5 1.0
2 1.3 1.0 0.5 0.7 1.5 1.0
3 2.0 1.0 0.5 1.0 1.5 1.0
4 1.0 1.0 0.5 0.5 1.5 1.5
5 1.3 1.0 0.5 0.7 1.5 1.5
6 2.0 1.0 0.5 1.0 1.5 1.5
7 1.0 1.0 0.5 0.5 1.5 3.0
8 1.3 1.0 0.5 0.7 1.5 3.0
9 2.0 1.0 0.5 1.0 1.5 3.0
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4 .3 .2  M o n te -C a r lo  S im u la tio n
In estim atin g  th e  perform ance indices of 9 th rough  M onte-C arlo  sim ulation , the  
following procedure  was ad o p ted  for each popu la tion  case listed in Table 4.1 to  
Table 4.4:
1. Select a num ber of years of record n  (10, 20, 30, 50, 100, 200, 500 or 1000),
2. (a).  For H om ogeneous Populations:
Choose a Poisson p a ram ete r A (1, 2 o r 3) and  genera te  n  num ber of Poisson 
random  deviates as Aj, A2, . . . ,  An,
(ft). For N onhom ogeneous Populations:
Choose tw o Poisson p a ram ete rs  Ai and  A2 (s .t. Aj +  Aj =  1, 2, o r 3) and 
generate  two independent random  sam ples each having n  num ber of Poisson 
deviates as A u, A12, . . .  , AJn and  Ajj, AJ3, . . . ,  A3n for sub -popu la tion  1 and 
2 respectively,
3. (a).  For H om ogeneous Populations:
G enerate  £ " _ i A_, num ber of random  deviates for each of the  following dis­
tribu tion :
(t) .  E xponentia l w ith  p  as in Table 4.1 
( it) .  W eibull w ith p , C V  as in Table 4.2,
(ft). For N onhom ogeneous P opulations:
G enerate  tw o independen t random  sam ples w ith Ajj an d  £ j= i  A3j- num ­
ber of random  deviates for each of the  following d istribu tion :
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( i) .  E xponentia l w ith  ^  and  /j3 as in T able  4,3
( ii) . W eibull w ith p i ,  CVi  an d  CVj  as in Table 4.4
4. R epeat step  2 to  3 TV tim es to  generate  th a t  m any num ber of b o th  exponential 
and  W eibull d istrib u ted  hom ogeneous an d  nonhom ogeneous ran d o m  sam ples,
5. E s tim a te  t?; (t =  1, 2, . . . ,  TV) from  the  chosen es tim a to r for each of th e  TV 
random  sam ple of size n for all popu la tion  cases listed , and
6. C om pu te  th e  E{9)  and  <r(9) for each of th e  population  case as
E 0 )  1/TV £  (4.4)
isl
ff( i)  a  { 1/(JV -  1) j r  [ft -  E f#)]’}"1 (4.5)
i=l
In this way, for each popu la tion  case with num ber of years of record n , the  perfor­
m ance indices defined in Eqn. (4.1) to  (4.3) were determ ined . T h e  results of these 
perform ance indices are given in Tables A .l th ro u g h  A .126 in executing  th e  tasks 
1 th ro u g h  3.
T he relative perform ances of the  flood m odels did no t vary w ith num ber of 
random  sam ples (TV) generated  if m ore th a n  1000 sam ples were used. T herefore, 
only th e  resu lts  based on 1000 random  sam ples a re  discussed as ap p ro x im ate  values 
of perform ance indices of B I A S 0 )  and  R M S E 0 )  for each n  and  popu lation  case 
listed. T h e  num ber of years of record n  was selected to  cover a  wide range of 
values from  10 to  1000, particu larly  num ber o f years of record m ostly  encountered  
in hydrologic p ractise  such as 10, 20, 30, and 50.
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4.4 Analysis of Observed Data
Following the  analysis of the  predictive p roperties of selected flood probability  
m odels, th e  descriptive p roperties  of those m odels were tested  on observed d a ta  
as realistic population  conditions. Hence, the  observed flood series were used to 
com pare the descrip tive p roperties of the W eibull m odel to  th a t  of the  exponential 
m odel (task  4) and to  analyze th e  effect of hydroclim atic  separation  of nonhom o- 
geueoti* flood population  in to  hom ogeneous sub -popu la tions (ta sk  5) and  also to  
examine  the presence of m ixed populations.
4.4 .1  D a ta  B a se
T he US(JS records for PD S of 27 stream flow  gaging s ta tio n s  in Louisiana were used 
as the  d a t a  Iv.ise in this study. T h e  geographic rep resen ta tion  of these selected 
s tat ions from all across th e  s ta te  is shown in F igure 4.2. However, su itab le  s ta tions 
were not found in th e  coastal a rea  of sou thern  Louisiana and  in the  alluvial valley of 
th e  M ississippi river. T h e  selected flood sequences have a t least 30 years of records 
which are unaffected by m ajo r regulations an d  diversions. T he selected period of 
record of flood sequences were chosen to  overlap th e  sam e tim e period of 1950 to 
19N0 used by th e  clim atologists in defining their hydroclim atic  separa tion  of flood 
events. T h e  pertinen t d a ta  of those observed flood sequences and  w atersheds of 
selected s ta tio n s  are  given in Table B .l.
W hen applying the  stochastic  flood m odel to  a  real world flood process (task 
4 and 5), it is im p o rtan t to  exam ine the underly ing  m odel assum ptions m ade on
A. Location of Gaging Station 
1 6  Station Code N um ber
Figure 4.2 Selected S tream  flow Gaging Stations in Louisiana.
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th e  observed flood sequences. T herefore, th e  following steps were em ployed on the  
observed flood sequences for each selected gaging s ta tio n  (C ruise an d  A rora, 1990).
a. T he PD S is sep ara ted  in to  hydroclim atic ally hom ogeneous flood groups w ith 
d istinct flood generating  m echanism s based on clim atic inform ation ,
b. T he Poisson accepted th resho ld  level is found (if possible) for annually  ho­
m ogeneous PD S based on the  Poisson s ta tis tica l te s t described by C unnane  
(1979), and  Ashkar and  Rousselle (1987),
c. T he s ta tis tica l sim ilarities o f hydroclim atically  sep ara ted  flood groups of PD S 
are tested  using the  m odified M ann-W hitney  U s ta tis tica l test p roposed  by 
H alperin (1960) and  those s ta tis tica lly  sim ilar flood groups are com bined into 
one flood population ,
d. T he resu lting  PD S are te sted  for th e  exponential hypothesis for m agn itude  
of flood exceedances based on th e  Kolm ogorov (D ) and C ram er-V on Mises 
(u>2) tests  described by S tephens (1974), and
c. T he sam e PD S are exam ined for th e  feasibility o f th e  W eibull m arginal for 
m agn itude  of flood exceedances.
4 .4 .2  H y d r o c lim a tic  S ep a ra tio n  o f  F lo o d  S eq u e n c es
T h e hydroclim atic  separation  procedure g roups flood events in a  PDS produced  by 
th e  sam e type  of a tm ospheric  circulation m echanism  based on th e  analysis of daily 
surface and synoptic w eather m aps and precip ita tion  isohytal m aps. T he F igure
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4.3 illu stra tes  an  exam ple o f these m aps for flood events under a  specific m eteoro­
logical circulation p a tte rn . A detailed  analysis o f hydroclim atic separation  of flood 
sequences for several gauging s ta tio n s  in A rizona was described by Hirschboeck 
(1985, 1987).
T h e  m ajo rity  of floods on Louisiana s tream s evolve from  a variety of flood gen­
era tin g  clim atic m echanism s such as w idespread fron tal, localized convective and  
d is tu rb ed  trop ica l activ ities (U SG S, 1988; and  C ruise and  A rora, 1990). A bout 
70% of annual rainfall in Louisiana is associated w ith w in te r/sp rin g  frontal p a s ­
sages. T h e  rem ain ing  30% is produced by sum m er convective (10% ) and  sum ­
m er/fa ll trop ical (20% ) related  s to rm  events. F rontal activities norm ally occurring 
in w in te r/sp rin g  (N ovem ber th ro u g h  A pril) and tropical d is tu rb ed  w eather events 
generally occurring  in su m m er/fa ll (M ay th ro u g h  O ctober) are m ainly responsible 
for th e  m ajo rity  of flooding in Louisiana. T herefore , in th is study  it is assum ed th a t 
floods in Louisiana are seasonally controlled as 'w in te r /sp r in g ’ and  ‘su m m er/fa ll’ 
and  m ay be produced  by two d istinc t hydroclim atic sub-popu la tions for each o b ­
served flood sequence (step  a).
4 .4 .3  P o isso n  T est for T h r esh o ld  L ev e l
T h e selection of a Poisson accepted th resho ld  level above which stream flow s are  re­
garded  as floods plays an  im p o rta n t role in th e  underly ing  m odel assum ptions, such 
as th a t  q(f) describes a Poisson process and  (*/ ■ 1 ,2 , . . . , n )  are independen t 
events. T h e  Poisson s ta tis tica l test proposed by C unnane  (1979) and  described by
. 4f vlV,
•i«»» t -JBfJ
. . .  ♦iHtClr
Figure 4-3 Surface and Synoptic Weather Maps and Flooding Sequence in [.nuisiana (llirsrhboetk and Cruiae 1990).
+  1.2 Standardized Flood Magnitude •  Stream Cage at Flood Stage 05CJi
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A shkar and  Rousselle (1987) an d  C ruise an d  A rora (1990) which is based on the 
equality  of th e  m ean £ [q (()]  and  the  variance Var[rj(t)] of th e  Poisson d istribu tion  
was used to  select th e  th resho ld  level o f th e  observed PD S (step  b). T h u s, th e  fact 
th a t  th e  ra tio  R  = V ar[i7(f)]/l?[i;(t)] of th e  Poisson process approaches unity  could 
be used in tu itively  to  s tudy  th e  behaviour of th e  ran d o m  variable r/(t) for vary­
ing th resho ld  levels of the  observed PD S. W hen R  is es tim a ted  from  th e  observed 
flood sam ple for varying th resho ld  levels, th e  variation  of estim ates  of R  can be 
sta tistica lly  evaluated  on the  basis of th e  F isher dispersion test s ta tis tic  (N v — 1)72 
which is \ 2 d is tr ib u ted  w ith (JV„ — 1) degrees of freedom  (C u n n an e , 1979). T hus, 
th e  critical value of R  is ob ta ined  as
A  =  \ l . i v , - , / < * v - l )  (4.6)
w here
N u — num ber of years of records, and  
a  =  significance level of the  s ta tis tica l te s t (say 10%).
In carry ing  ou t th is te s t, s ta rtin g  from  the  initial USGS th resho ld  level and  for 
sm all increm ents above th is level, th e  corresponding  ra tio s  of R  were es tim ated  and 
com pared  to  th e  critical value of f?c given by Eqn. (4 .6). T he accep tance of the 
Poisson assum ption  for rj(t) of the  selected thresho ld  level depends on R  < R c,i-a 
o r R  > R CCl w hether R  > 1 or R  < 1, respectively.
T he te st was carried  ou t on annually  hom ogeneous observed PD S by raising 
the  in itial USGS th resho ld  level until e ither th e  flood sequence was accepted a t the 
10% significance level as Poissonian or th e  m ean arrival ra te  of flood events was
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reduced to  one event per year. W hen th e  flood series has less th a n  one event per 
year, th e  PD S m odel loses its advantages over the  AFS m odel in te rm s of sam pling 
e rro r. T he resu lts  of th e  Poisson s ta tis tica l te s t on annually  hom ogeneous PD S 
of all sites are given in Table B.2. T hose selected Poisson adm issible th resho ld  
levels for annually  hom ogeneous PD S can also be used in th e  subsequent analysis 
of annually  nonhom ogeneous PD S utilizing th e  regenerative p ro p erty  of th e  Poisson 
d istrib u tio n  (C u n n an e , 1979).
4 .4 .4  M a n n -W h itn e y  T est for M ix ed  P o p u la t io n s
A detailed  sep ara tio n  of a  flood sequence in to  its hydroclim atically  d istinct flood 
groups is useful for developing a  physically based approach  to  th e  stochastic  flood 
m odel. However, such a  detailed separation  increases th e  num ber of m odel pa- 
ram eters  and  of course, m ay no t be necessary for stochastically  analyzing  m odel 
predictions. T herefore , in m inim izing the nu m b er of m odel p aram eters , those hy­
droclim atically  d istinct flood groups were te sted  for s ta tis tica l sim ilarities (step  c). 
At th is stage  of th e  analysis, th e  d istribu tions of th e  flood groups are not know n, 
therefore, a non -param etric  s ta tis tica l test is required to  test th e  s ta tis tica l sim ilar­
ities. Hence, th e  m odified M ann-W hitney U s ta tis tica l te s t, described by H alperin 
(1960) was used to  te s t the  s ta tis tica l sim ilarities o f two flood groups tru n c a ted  
a t th e  sam e thresho ld  level. W hen bo th  flood groups of * and  y  are tru n ca ted  
a t a  com m on th resho ld  level (Qo) a8 of annually  hom ogeneous PD S, th e  m odified 
M ann-W hitney  U s ta tis tic  is com puted  as
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Ut -  t / ( n i , rij) +  (m i -  r t i)n 2 (4.7)
w here
ri] =  uncensored sam ple size of x  (x >  Q0)) 
n 2 =  uncensored sam ple size of y  (y >  Q0)* 
r t =  censored sam ple size of x  ( r  <  Qo)i 
r 2 =  censored sam ple size of y (y <  Qo)i 
nj] =  n j +  r i  =  original sam ple size of e , and  
m 2 =  n 2+ r 2 =  original sam ple size of y.
f f ( t i i ,n 2), th e  usual M ann-W hitney  U sta tis tic  is determ ined  as follows;
{ l Tc) is well app rox im ated  by the  s tan d a rd  norm al d istrib u tio n  as
=  £  E  2 <i (4.8)
where
Z,j =  1 . .  if a*, <  t/j,
Z,j — 0 . . . if x, > yj  and
r ,  and  are flood events of sam ple a: and  y, respectively.
W hen b o th  uncensored sam ple sizes are g rea ter th a n  8, the  m odified U s ta tis tic
(4.9)
w here
PVr
n i im 2(m 2 +  m 2 — r)(m j +  m 2 +  r  — 1) 
2(m j +  m 2)(m i +  m 2 — 1)
* vr2 ( A + B  + C  + D - E )
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and
r — r i +  r 2
_ (m i +  m 2 -  r ) a -  1 
3(m i +  m j — 1)
B  _  (m t -  l ) ( m t +  m 3 -  r  -  1)
(m i + m j - l )
(mj  -  l ) (m i +  m j -  r  -  1) f r ( r  -  l ) ( m 2 -  1)
r (2m j +m  j +
(m i +  m 2 -  2)
i ( - 2 T______ 1
(fflj +  m j  -  1) [ ( m i  +  m 2 -  S2)(m i +  m a — 3) J
r ( 2m a +  l )  , r ( r  -  l ) ( m ,  -  1)
D — m  2 +   ------------------— + -------- ------
E  =
( m i  4- m j  — 1) (m j  +  m 3 — l ) ( m j  +  m 2 — 2)  
m im 2(m i +  m 2 — r )(m i +  m 2 +  r  — 1)J
(m i 4- m 2)(m i 4- m a -  l )1 
A ccording to  B radley (1968), th is non-param etric  te s t on the  test s ta tis tic  Zu r 
has been shown to  be powerful even against an  a lte rna tive  p aram etric  test for two 
known norm al d istribu tions w ith different m eans. A lthough the  consistency of the 
s tan d a rd  norm al assum ption  on Zu,  was found to  be reduced  for sm all sam ple sizes; 
the  assum ption  is considered to  be valid even a t significance levels as low as 2.5%, 
w hen large differences betw een sam ple sizes ex ist, i.e., n i =  5 n2 (B radley, 1968).
T he acceptance or rejection of th e  hypothesis of s ta tis tica l sim ilarity  of two 
flood groups is determ ined  a t a given significance level a  (say a t 10%) depending 
on w hether Z v r <  o r %ur > Z respectively. T he flood groups, which
have been found as sta tis tica lly  sim ilar were com bined in to  one flood population . 
T h e  resu lts  of th e  m odified M ann-W hitney  TJ s ta tis tica l te s t a t each site are shown 
in Table B.3.
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4 .4 .5  E x p o n e n tia l T est for M a rg in a l D is tr ib u t io n
T h e relative inflexibility of th e  one p a ram e te r exponential m arg inal d istribu tion  
in fitting  to  observed flood d a ta  m akes th e  quantile  e s tim ates  very sensitive to  
its selected th resho ld  level (C ruise and  A rora , 1990). T herefore, th e  exponential 
hypothesis for th e  m arg ina l d is trib u tio n  was te s ted  (step  d) using two powerful 
em pirical d istrib u tio n  function  (E D F ) tests  such as th e  K olm ogorov (£>) and  the 
C ram er-V on Mises (u>3) described by S tephens (1974).
In testing  th e  exponential hypothesis for a  given random  sam ple arran g ed  in 
an  ascending o rder as x\  <  r j  <  . , . xn , th e  E D F test s ta tis tics  (D  and  to1) are 
com puted  as follows (S tephens, 1974):
K o lm ogorov  T est S ta tis tic  D:
This test s ta tis tic  D  is defined on th e  basis of th e  m axim um  deviation  of p robab ili­
ties betw een em pirical estim ates  of observed variates an d  exponentially  d is trib u ted  
observed variates.
D = m a x ( D * , D~ ) (4.10)
w here
D + = m a x [ ( i /n )  — F ( :r , )]
D ~  =  maar[F(jri) — (t — l ) / n ]
C ram er-V on  M ises T est S ta tis t ic  u>1:
T he test s ta tis tic  u>2 is defined on the  basis of the  sum  of th e  m axim um  deviation 
of probabilities betw een em pirical estim ates  of observed variates and  exponentially  
d istrib u ted  observed variates.
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«’* =  -  (2* -  l ) / 2 n ]2 +  ( l / 12n ) (4.11)
•=i
w here
F(iCi) =  1 -  e x p ( / 3 z i )
0  ~  ! /( ! /» » )  5Z *-
1=1
T he asym pto tic  critical values for bo th  test s ta tis tics  at different significance 
levels given by S tephens (1974) were used to  te s t th e  exponentia l hypothesis. T his 
hypothesis was tested  a t 5% significance level by raising the  in itial USGS thresho ld  
level (if necessary) u n til th e  m ean  arrival ra te  of flood events was reduced to  one 
event per year. T he resu lts  of these E D F  te s ts  for all observed flood sequences are 
given in Table B.4.
4 .4 .6  F it t in g  o f  E x p o n e n tia l an d  W eib u ll M o d e ls
In analyzing the descrip tive p roperties (tasks 4 and  5), b o th  th e  proposed  (W eibull
as m arg inal) and  trad itio n a l (exponential as m arg inal) exact ex trem e value s tochas­
tic flood m odels were fitted  to  the  observed flood sequences. B oth  sim ple and  com ­
pound  form ulations of those  m odels were exam ined for purpose  of com parison , even 
if all flood events in an  observed flood sequence were shown to  belong to  a s ta tis ti­
cally sim ilar single flood popu la tion . T he descrip tive p roperties  of bo th  sim ple and  
com pound form ulations of the  exponential and  W eibull m odels were m easured  by 
th e  s tandard ized  ro o t m ean  square erro r (SR M SE ) betw een each m odel prediction 
an d  the  observed annual flood sequence and  com puted  as follows;
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S * M S E = { I  ±  ( ^ ) ’ } '  (4.12)
w here
x  = m ean of th e  observed flood events Xj,
x, =  observed value of t** flood event in th e  sequence, and
x, -  m odel p red ic ted  value of *th flood event w ith  sam e probability  as x* and  was 
com puted  as follows:
X, =  =  ^ _1 ( jv “ + l )  *4 '13*
w here
p (x ,) =  W eibull p lo tting  position of x i(
t i t , =  rank  of x, in descending o rder, and
N v — num ber of years of records of the  flood sequence.
T h e  resu lts of th e  fittings of the  exponential and  W eibull m odels are given in Table 
B.5 for annually  hom ogeneous d a ta  and  Table B .6 for annually  nonhom ogeneous 
d a ta .
Chapter 5 
Results and Discussion
5.1 Introduction
T he purpose of th is ch ap te r is to  analyze th e  results ob ta ined  w hen perform ing the 
m ajo r tasks 1 th ro u g h  5 described in the previous ch ap ter. In  analyzing th e  sam ­
pling experim ental results (tasks 1 to  3), the  asym pto tic  p roperties  of perform ance 
indices including B I A S  an d  R M S E  of quan tile  estim ation  were exam ined. T hree 
rep resen ta tive  sam ple sizes of 50, 100 and  1000 were selected for d em onstra tion  p u r­
poses as often they are of in terest to  engineers in analyzing hydrologic frequency 
m odels based on A FS, PD S and  regional d a ta , respectively. T herefore, only for 
sam ple sizes 50, 100 and 1000, the  asym pto tic  p roperties of B I A S  and  R A I S E  of 
quantile  estim ation  are shown here in perform ing task  1 to  3 b u t com plete results 
are shown in A ppendix A.
In the  case of tasks 4 and 5, th e  results ob ta ined  were discussed on th e  basis of 
SRM SE betw een b o th  the  sim ple and  com pound  form ulations of th e  exponential 
and  W eibull m odel predictions and  the  annual flood series for each selected gaging 
s ta tio n  in Louisiana.
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5.2 Analysis of Predictive Properties
5 .2 .1  T ask  1: E x p o n e n tia l V s . W eib u ll M o d e l
T he results o f B I A S  an d  R M S E  analysis for exponentia l an d  W eibull quantile 
estim ations are given in Tables A .l to  A .6 an d  Tables A .7 to  A.30, respectively. 
These results were used to  exam ine th e  com parative  perform ance of th e  sim ple 
W eibull m odel to  th a t  of th e  exponential m odel for a  w ide range of population  C V  
(0.5 to  3.0) and  sam ple sizes of 50, 100 and  1000.
As shown iu F igure 5.1, w hen C V  =  0.5 th e  W eibull m odel consistently  shows 
b e tte r  perform ance relative to  th e  exponentia l m odel in te rm s of R M S E  of all 
quantile  estim ation  over the en tire  range of sam ple sizes tested . In th e  case of 
C V  — 1.0 as seen from  F igure 5.2, a t Poisson A =  2, th e  W eibull m odel still perform s 
well in te rm s o f R M S E  of quantile  estim ation  of up to  ab o u t 100 y r re tu rn  period, 
even for sam ple size of 50. As th e  sam ple size increases (n  > 100), th e  perform ance 
of th e  Weibull m odel shows fu rth e r im provem ents over th e  exponentia l m odel for 
over 100 yr re tu rn  periods. However, as shown in F igure 5.3, when C V  = 1.5 
the  perfo rm ance of the W eibull m odel begins to  d e te rio ra te . In th is case only at 
Poisson X =  3, the perform ance of th e  W eibull m odel is com parab le  to  th a t  o f the 
exponential m odel b u t only for fairly sm all re tu rn  periods. F igure 5.4 clearly shows 
the  com plete de te rio ra tio n  of prediction  power of th e  W eibull m odel relative to  the 
exponential m odel for C V  = 3.0.
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T hese resu lts  suggest th a t  for sam ples having  C V  <  1.5, th e  W eibull m odel is 
a b e tte r  a lte rn a tiv e  to  th e  exponentia l m odel for sam ples con tain ing  as few as two 
flood events (A =  2) per year. In teresting ly  en o u g h , as seen from  Tables B.2 and  
B.3, b o th  of these  popu la tion  conditions are shown to  exist in m ost of th e  observed 
flood series of Louisiana. However, when C V  > 1.5 th e  W eibull m odel m ay n o t be 
a  b e tte r  a lte rna tive  even for sam ples having as m any as th ree  floods events (A =  3) 
per year.
As seen from  Table 5.1, a  sum m ary  of B I A S  analysis for exponen tia l and  
W eibull m odel quantile  estim ations, when sam ple size n  <  50 quan tile  e s tim ates  of 
th e  W eibull m odel generally shows larger positive B I A S  for 1.5 <  C V  < 3.0 and 
sm aller negative B I A S  for 0.5 < C V  < 1 . 5  com pared  to  th a t of th e  exponential 
m odel. However, as th e  sam ple size increases B I A S  of quantile  estim ates  of the  
W eibull m odel is com parable  to  th e  exponential m odel for all C V  values tested . 
T his shows th a t  particu la rly  for sm all sam ples, th e  quantile  estim ates  of the W eibull 
m odel are strongly  dependen t on the  p a ram ete r estim ation  m eth o d  unlike th e  one 
p a ram ete r exponentia l co u n te rp a rt.
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F igure 5.1 P erform ance of the W eibull M odel R elative to  the  E xponentia l Model:
For V arying A = 1, 2, 3 at (?V '=0.5.
(a). Sam ple Size: 50, (b ) Sam ple Size: 100 and  (c). Sam ple Size: 1000
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F igu re  5.2 P erfo rm ance of th e  W eibull M odel R elative to  th e  E xponentia l M odel:
For V arying A =  l ,  2, 3 a t C V =  1.0.
(a). Sam ple Size: 50, (b ) Sam ple Size: 100 and  (c). Sam ple Size: 1000
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Figure 5.3 P erform ance of th e  W eibull M odel R elative to  the  E xponentia l M odel:
For Varying A = l ,  2, 3 at  C V ^ l . 5.
(a ). Sam ple Size: 50, (b ) Sam ple Size: 100 and  (c). Sam ple Size: 1000
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F igure 5.4 Perform ance of th e  W eibull Model R elative to  th e  E xponential Model:
For V arying A =  l ,  2, 3 at C V = 3 .0 .
(a ). Sam ple Size: 50, (b ) Sam ple Size: 100 and (c). Sam ple Size: 1000
84
Table 5.1 S um m ary  of B I A S  of Selected Q uantile  E stim ates
Sam ple
Size
n
R etu rn
Period
T
Expon. 
M odel 
A =  1
W eibull M odel
C V = 0.5 C V = 1.5 C V = 3.0
X =  1 A =  2 A =  1 A =  2 X =  1 > II N
10 -0.009 -0.011 0.000 -0.016 0.009 0.001 0.034
50 100 -0.007 -0.013 0.000 -0.015 0.017 0.015 0.054
1000 -0.006 -0.013 0.001 -0.008 0.023 0.044 0.075
10 -0.004 -0.005 -0.004 -0.006 -0.006 0.005 0.003
100 100 -0.002 -0.006 -0.004 -0.005 -0.004 0.015 0.005
1000 -0.001 -0.007 -0.004 -0.004 -0.002 0.031 0.012
10 -0.001 -0.001 0.000 -0.002 0.000 -0.001 0.001
1000 100 -0.001 -0.001 0.000 -0.001 0.000 0.000 0.002
1000 -0.001 -0.001 0.000 0.000 0.001 0.002 0.003
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5 .2 .2  T ask  2: P O M E  V s . P W M  E stim a to r
T h e resu lts  of B I A S  an d  R M S E  analysis for W eibull quantile  es tim atio n  by the  
P O M E  an d  P W M  are given in  Tables A .7 to  A .30 an d  Tables A .31 to  A.54, re­
spectively. As before, these  resu lts  were used to  analyse the  perform ances o f bo th  
the  P O M E  an d  PW M  estim ato rs  for a  wide range of C V  (0.5 to  3.0) and  sam ple 
sizes o f 50, 100 and  1000.
As shown in F igure 5.5, for sm all C V ’i  (<  1.0) th e  P O M E  es tim a to r consis­
ten tly  perform s well com pared  to  th e  P W M  in te rm s of R M S E  of all quantile  
es tim atio n  over th e  en tire  range of sam ple sizes te sted , except for very large sam ­
ples (n  > 1000), w here it appears  th a t  b o th  the  P O M E  an d  P W M  estim ato rs  show 
com parab le  perform ances. In th e  case of large C V 's (>  3.0) and  small sam ple 
sizes (n <  50), the PW M  estim ato r d em o n stra tes  im proving perform ance over the 
P O M E  in te rm s of R M S E  of quan tile  estim ation  for sm all re tu rn  periods. How­
ever, this im proving perform ance of th e  PW M  over th e  P O M E  gets reversed as the 
sam ple size increases.
This m ay have resulted  from the  decreasing B I A S  of sm aller quan tile  estim ation  
by th e  PW M  for sm all sam ples (n  <  50) w ith large C V 's (>  3.0) as seen from  
F igure 5.6. In th e  case of sm all C V 's (<  1.0), the  PW M  estim a to r generally shows 
larger B I A S  of quan tile  estim ation  for all re tu rn  periods. T he above results of the 
perform ance analysis of th e  P O M E  and  PW M  in te rm s of B I A S  an d  R M S E  of 
quantile  estim atio n , precisely agreed w ith those  rep o rted  by Singh e t al. (1990).
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Figure 5.5 Perform ance of P a ram e te r E stim ato rs  of the W eibull Model:
RM S E  of Q uantiles for P O M E  and  PW M .
(a).  Sam ple Size: 50, (b ) Sam ple Size: 100 and (c). Sam ple Size: 1000
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BIAS of Q uantiles for P O M E  and  PW M .
(a).  Sam ple Size: 50, (b ) Sam ple Size: 100 and  (c). Sam ple Size: 1000
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5 .2 .3  T ask  3: S ep a ra te d  V s . M ix e d  S u b -P o p u la tio n s  
For E x p o n en tia l M odel:
T h e  resu lts  of B I A S  and  R M S E  for quan tile  estim ation  analysis o f non hom o­
geneous popu la tion , based on th e  com pound exponential m odel and  th e  sim ple 
exponentia l m odel a re  given in Tables A .55 to  A .72 and  Tables A .73 to  A .90, re ­
spectively. These resu lts  were used to  exam ine th e  com parative  perform ance of 
th e  com pound  exponential m odel relative to  the  sim ple exponen tia l m odel. In an ­
alyzing th e  effect of degree of nonhom ogeneity  betw een th e  sub-popu la tions on the 
perform ances of the  com pound and  sim ple m odels in te rm s of m eans of the  sub- 
popu la tions, the  ra tio  of m eans ( ^ 2/ ^ 1) ° f  the  two sub -popu la tions was allowed to  
vary from  1.5 to  3.0.
As seen from  F igure 5.7, for the  sm all ra tio  of m eans /13/ p  1 =  1.5 and  sam ple 
sizes of 50 and  100, th e  sim ple m odel (sub-popu lations are  m ixed) d em o n stra tes  
b e tte r  perform ance relative to  th e  com pound m odel (sub -popu la tions are sepa­
ra ted )  in te rm s of R M S E  of all quantile  estim atio n . However, as the  sam ple size 
increases th e  perform ance of th e  sim ple m odel slowly d e terio ra tes , such th a t  when 
th e  sam ple size is very large (n =  1000) th e  com pound  m odel takes th e  place of the 
sim ple m odel. For th e  average ra tio  of m eans /x j/p i =  2.0 and  sam ple size of 50, 
th e  sim ple m odel shows only a  m arginally  b e tte r  perform ance over th e  com pound 
m odel. However, w ith increasing sam ple size the  com pound m odel rap id ly  gains its 
superio rity  over the sim ple m odel and  perform s well for re tu rn  periods of over 100 
yrs. In th e  case of large ra tio  o f m eans (f*2/V i =  3.0), even for sam ple of size 50,
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th e  com pound m odel shows superior perform ance over th e  sim ple m odel for re tu rn  
periods as low as 25 years. As th e  sam ple size increases, th e  superio r perform ance 
of th e  com pound m odel shows fu rth e r im provem ents for all re tu rn  periods.
As shown in F igure 5.8, for all sam ple sizes te s te d  th e  sim ple m odel where 
th e  sub -popu la tions a re  m ixed always shows larger negative B I A S  o f all quantile  
estim ation  relative to  the  com pound  m odel. I t also d em o n stra te s  th a t  th is  nega­
tive B I A S  rapidly  increases as th e  ra tio  of m eans ( f i j / f i i )  of th e  sub-popu la tions 
increases. Conversely, th e  com pound m odel in which th e  sub -popu la tions are  sepa­
ra ted  shows very sm all o r zero B I A S  of all quantile  estim ation , irrespective of the 
ra tio  of m eans of th e  sub-popu la tions and  sam ple sizes tested .
This exercise dem onstra tes  th a t  the sim ple m odel always un d er-es tim ates  the 
quan tile  values for m ixed popu la tions, w here two or m ore sub-popu la tions w ith  dif­
ferent m eans are m ixed. T he under-estim ation  of flood quantiles increases fu rth er 
as the  degree of nonhom ogeneity  (in te rm s of m eans) of sub -popu lations increases. 
Therefore , to  describe m ixed popu la tions the  com pound  m odel fo rm ulation , in 
which the  sub -popu la tions are sep ara ted , would be recom m ended.
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F igure 5.8 Perform ances of the  S ep ara ted  and  M ixed form s of the  E xponentia l 
M odel for P opu la tions w ith Different M eans: BIAS of Qu&ntiles 
(a). Sam ple Size: 50, (b) Sam ple Size: 100 and  (c). Sam ple Size: 100C
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For W eib u ll M odel:
T he resu lts  of B I A S  and  R M S E  for quan tile  estim ation  analysis of nonhom o- 
geneous pop u la tio n s, ob ta in ed  from  th e  com pound W eibull m odel and  th e  sim ple 
W eibull m odel based on th e  P O M E  es tim a to r are given in Tables A ,91 to  A. 108 
and  Tables A. 109 to  A. 126, respectively. T hese resu lts  were used to  evaluate the 
com para tive  perform ance of th e  com pound W eibull m odel relative to  th e  sim ple 
W eibull m odel. In analyzing th e  effect of degree of nonhom ogeneity  betw een the 
sub -popu la tions on the  perform ances of th e  com pound  an d  sim ple m odels in term s 
of O V s  of th e  sub -popu la tions, th e  ra tio  of C V s  (C V 2 / C V i) was allowed to  vary 
from  2.0 to  6.0 by keeping th e  ra tio  of m eans co n stan t (say, ^a/M i =  2).
As shown from  F igure 5.9, w hen C V ^ fC V i < 3 .0  th e  com pound  m odel consis­
ten tly  shows superior perfo rm ance relative to  th e  sim ple m odel in te rm s of R M S E  
of all quantile  estim ation  and  sam ple sizes tested . Also it ap p ears  th a t  when th e  
sam ple size increases, th e  com pound m odel continues to  im prove its perform ance 
for over 25 yr re tu rn  periods. In the  case of large ra tio  of C V  (C V j/C V j =  6.0) 
and for sm all sam ple sizes (50 or even up to  100), th e  superio r perform ance of the 
com pound m odel seem s to  be negatively influenced by th e  selected m eth o d  of p a ­
ram e te r e s tim atio n , in th is case the  P O M E . However, as the sam ple  size increases 
(n > 100), th is  negative influence of th e  P O M E  es tim a to r appears  to  be phasing 
ou t. In fac t, a t sam ple size of 100 the  com pound m odel regains its superio rity  over 
the  sim ple m odel for re tu rn  periods of over 100 years.
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As seen from  F igure 5.10, th e  ra tio  of CV%jCV\ < 3 .0  and  for all sam ple sites 
te s ted , th e  sim ple m odel consistently  shows larger negative B I A S  of all quantile  
estim ation  relative to  th e  com pound m odel. T h is negative B I A S  rap id ly  increases 
as th e  th e  ra tio  of C V 2(C V \  of th e  sub-popu la tions increases. However, in th e  case 
of C V 2/ C V i =  6.0, the  sim ple m odel shows a  decreasing tre n d  in negative B I A S  
tow ards th e  lower re tu rn  periods, m ay be as a  resu lt of th e  P O M E  estim ato r.
Here again  th e  resu lts  show th a t ,  as in th e  case of th e  exponentia l m odel, the 
sim ple form ulation  of th e  W eibull m odel under-estim ates th e  quan tile  values for 
m ixed popu la tions w here two or m ore sub-popu la tions w ith  different variances are 
m ixed. T he under-estim ation  of quantile  values increases fu rth e r as the degree of 
nonhom ogeneity  (in te rm s of variances) of sub-popu la tions increases. These results 
suggest th a t  to  describe m ixed flood popula tions, th e  com pound  form ulations would 
be the  m ost feasible a lte rna tive  to  the  sim ple fo rm ulations, which are widely used 
in trad itio n a l stochastic  flood frequency m odels.
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5.3 Analysis of Descriptive Properties
Following th e  analysis of the asym pto tic  predictive p roperties  (tasks 1 to  3) of 
selected flood like p robability  m odels, th e  descrip tive p ro p erties  (tasks 4 an d  5) 
of those m odels were exam ined on th e  observed flood series of Louisiana given in 
Table B .l. Before exam ining  the  descriptive characteristics of those  selected flood 
m odels as discussed in section 4.4.1 (step  a to  e), th e  observed flood sequences were 
te sted  for underly ing  m odel assum ptions.
5 .3 .1  T e s t in g  o f  M o d e l A ssu m p tio n s  on  O b se rv ed  D a ta
S tep  a: H y d ro c lim a tic  S ep aration  o f  F lo o d  S eq u en ces
T h e original in ten tion  of th is s tudy  was to  use a  m ore detailed  hydroclim atic sepa­
ra tion  approach ; however, the  tim e consum ing n a tu re  an d  th e  cu rren t s tage of this 
approach  (H irschboeck an d  C ruise, 1990) led to  the  use of a  som ew hat simplified 
hydroclim atic separation  approach  instead . T herefore, following th e  discussion in 
section 4.4.2, on th e  assum ption  th a t  th e  flood generating  m echanism s of flood 
events in Louisiana are seasonally controlled, each observed flood series was sepa­
ra ted  in to  two sub-popu la tions as 'w in te r /sp r in g 1 and  ‘su m m e r/fa ir  .
S tep  bi P o isso n  T est in S e lec tin g  T h resh o ld  Level
T h e observed flood series were tested  for th e  Poisson assum ption  according to  th e  
p rocedure  explained in section 4.4.3 to  ensure s ta tis tica l independence. T he results 
of the  Poisson test on annually  hom ogeneous PD S are given in Table B.2. It shows 
th a t  at a  =  10%, 18 of th e  27 flood series were accepted  by th e  Poisson hypothesis.
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T herefore , for those 18 flood series th e  corresponding  Poisson adm issible th re sh ­
old levels were used to  define th e  P D S ’s w ith  m utually  in dependen t flood events. 
For those 9 rem ain ing  flood series th e  in itia l USGS th resho ld  levels could be used 
to  define the  P D S ’s in which flood events m ay or m ay no t satisfy th e  m u tu a l in­
dependence assum ption . However, those 9 flood series were no t included in the 
subsequent analysis of th is study. T hose selected th resho ld  levels for hom ogeneous 
P D S ’s were also used in the  analysis of nonhom ogeneous P D S ’s, utilizing th e  re­
generative p ro p erty  of th e  Poissonian process (C u n n an e , 1979).
S tep  c: M a n n -W h itn ey  T est for M ixed  P o p u la tio n s
Following th e  discussion on the reasoning and  the  p rocedure  of th e  m odified M ann- 
W hitney  U s ta tis tica l test ou tlined in section 4.4.4, the  hydro  clim atically separa ted  
sub -popu la tions for each flood series were te sted  for s ta tis tica l sim ilarities. T h e  re­
su lts  of this te s t are given in Table B.3. I t shows a t a  =  10%, s ta tis tica lly  distinct 
sub -popu la tions were found to  exist in only 4 of the 18 flood series. In terestingly  
enough, all of these 4 flood series (S ta tio n  Code: 12, 14, 15, and  16) were located 
in th e  southw estern  (SW ) hydrologic region of Louisiana (N aghavi e t al., 1989).
T he reason for th is unique behaviour o f th e  SW  hydrologic region is clearly 
d em o n stra ted  in F igure 5.11. As seen from  F igure 5.11(a), th e  sta tions which 
are  hydroclim atically  sensitive w ith m ixed popu lations are  located  in an area  of 
th e  s ta te , th a t  is unique in its p recip ita tion  regim e com pared  to  th e  surrounding  
areas. T h e  reason for th is annual p recip ita tion  p a tte rn  is p artly  re la ted  to  a  slight 
topograph ic  effect in th e  cen tral p a r t of the  s ta te . This annual p a tte rn , is probably
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also re la ted  to  th e  frequency of occurrence of tropical s to rm s an d  hurricanes in the 
sam e area com pared  to  the  o th er areas as show n in F igure 5.11(b).
S te p  dt E x p o n e n t i a l  T e s t  F o r  M a r g in a l  D i s t r i b u t io n
Before the  exponentia l m odel was fitted , the  annually  hom ogeneous observed flood 
series were tested  for th e  exponential hypothesis using tw o E D F  tests  described 
in section 4.4.5. T he resu lts  of these  tests  a re  given in Table B.4. I t shows th a t 
a t a  =  5%, 6 of th e  18 flood series were accepted  by b o th  th e  E D F tests  for 
th e ir  corresponding  Poisson th resho ld  levels. Flood series a t 6 o th e r  s ta tions were 
also accepted  by bo th  th e  E D F  te s ts  after raising those  respective th resho ld  levels 
beyond th e  Poisson adm issible thresho ld  levels. T he rem ain ing  flood series were 
rejected  by b o th  the  E D F  tests . T hese  resu lts highlight th e  relative inflexibility of 
th e  exponential m arginal in fitting  to  observed flood d a ta  and  thereby, justify  the 
use of a m ore  flexible m arg ina l, in stead .
S te p  t: F e a s ib i l i ty  o f  W e ib u ll  M a r g in a l  fo r  O b s e rv e d  D a t a
O n the  basis of those observed flood series, a  feasibility of the  W eibull d istribu tion  
as a  m arginal for th e  selected stochastic  flood m odel was discussed in section 4.3.1 
(ta sk  1). As seen from  Figure 4.1, the trad itio n a l exponential d is trib u tio n  (a  =  
1) has failed to  describe the behaviour of m ost of th e  observed flood series in 
Louisiana. In co n tra s t, th e  W eibull d istrib u tio n  w ith a  <  1.0 was very successful 
in describ ing 15 of th e  18 observed flood series, as th e  es tim ated  poin ts ( C V  vs a) 
of those 15 flood series are shown to  follow th e  theoretica l re lationsh ip  described 
by Eqn. (3.24).
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Figure 5.11: Som e Precip itation  P atterns in Louisiana  
(H irschboeck and C oxe, 1991)
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However, th e  W eibull d istrib u tio n  has failed to  describe th e  behaviour of the  
th ree  rem ain ing  observed flood series w ith C V  >  1.47 (S ta tio n  Code: 12, 13, and  
24) as shown by th e  outly ing  po in ts  on F igure 4.1. FVom the  subsequent analysis 
of fittings of observed d a ta  to  the  W eibull m odel, it can be seen from  Table B.5, 
those sam e th ree  flood series have th e  largest SRM SE (>  .501) of quan tile  estim ates . 
Hence, these observations are com parable to  th e  discussion m ade in section 5,2.1 
(task  1) on the  lim ita tion  of th e  predictive ability  of the  W eibull m odel, w hen C V  
>  1.5.
5 .3 .2  T ask  4: F it t in g  o f  E x p o n e n tia l V s . W e ib u ll M o d e ls
In analyzing th e descriptive properties, th e sim ple and com pound W eibull m odels  
were fitted to  observed flood Beries at the Poisson adm issible threshold levels, while 
the exponential adm issible threshold levels were used for exponential m odels.
F o r  S im p le  F o r m u la t io n :
T h e  results of th e  analysis of descrip tive p roperties for b o th  sim ple form ulations 
(exponentia l and  W eibull) based on annually  hom ogeneous d a ta  a re  given in Table 
B.5. It shows th a t  th e  sim ple W eibull m odel always resu lted  in b e tte r  fits in te rm s 
of SR M SE, relative to  th e  exponentia l co u n te rp a rt. T h is is due to  th e  add itional 
flexibility in troduced  by the  shape p a ram e te r a of th e  W eibull m odel when fitting  
to  the  observed flood series. I t also shows th a t  in 5 cases (S ta tio n  Code: 2, 13, 
14, 19, and  23), even th ro u g h  th e  m arg ina l d istribu tions were accepted  as expo­
nentially d is trib u ted , th e  W eibull m odel resu lted  in significantly b e tte r  fits. This
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added  superio rity  of th e  W eibull m odel is due to  th e  increase o f flexibility in quan- 
tile es tim atio n  caused by th e  add itional shape p a ram ete r.
F o r  C o m p o u n d  F o r m u la t io n :
T h e  resu lts  o f th e  fittings o f th e  com pound form ulations (exponential and  W eibull) 
to  th e  annually  non hom ogeneous observed d a ta  a re  given in Table B.6. T he results 
show th a t  the  com pound W eibull m odel did n o t always resu lt in b e tte r  fits to  the  
observed d a ta  com pared  to  th e  exponential co u n te rp a rt, as it did in the  case of 
th e  sim ple form ulation . In 3 cases (S ta tion  Code: 5, 18, and  19), th e  com pound 
exponentia l m odel resu lted  in b e tte r  fits to  the  observed d a ta  th an  did th e  Weibull 
c o u n te rp a rt. T h e  above m ixed resu lts of th e  com pound form ulations were caused 
by th e  erro rs m ade during: (a) hydroclim atic separa tion , since in m ost of th e  flood 
series d istinct sub-popu la tions were no t show n to  exist, an d  ( b) p a ram e te r es tim a­
tion, as seen from  th e  resu lts  of th e  com pound W eibull m odel w ith six p aram ete rs  
which in troduces relatively larger erro rs com pared  to  th e  th ree  p a ram e te r sim ple 
W eibull m odel th an  th a t  of the  exponential co u n te rp a rt.
It is also noted  th a t  th e  com pound W eibull m odel resu lted  in an  overall b e tte r  
fit to  th e  observed d a ta  th a n  th e  com pound exponentia l m odel in te rm s of overall 
average SR M SE. O n th e  basis of th e  exponentially  accepted  12 flood series, the 
overall average SRM SE for th e  com pound W eibull m odel was 0.188 and  for the 
com pound exponential m odel was 0.231.
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5 .3 .3  T ask  5: F it t in g  o f  S im p le  V s . C o m p o u n d  F orm s
W hen com paring  th e  resu lts of the  fittings of b o th  sim ple form ulations (Table 6 .5 ) 
to  th a t  of th e  respective com pound form ulations (Table B .6) th e  observations m ade 
are  sum m arized  in Table 5.2.
Table 5.2 C om parison of O verall F ittings o f Sim ple an d  C om pound Form s
Hydrologic 
Regions 
of LA
E xponentia l M odel W eibull M odel
A verage SRM SE ( * 7 7 * )
in %
A verage SRM SE ( V 2)
in %Simple C om pound Sim ple C om pound
SE 0.215 0.210 +  2.5 0.177 0.182 - 2.0
SW 0.270 0.236 -1- 14.3 0.273 0.251 +  8.8
NW 0.314 0.314 0.0 0.283 0.281 +  0.5
w here
5  =  overall average SRM SE of sim ple m odel,
C  — overall average SR M SE of com pound m odel, and
( ^  ) =  % reduction  of overall average SRM SE w .r.t th e  com pound m odel. 
It shows th a t  in SW  hydrologic region of L ouisiana, bo th  th e  exponentia l and 
W eibull com pound  m odels resu lted  in significantly superio r fits to  the  observed 
d a ta  in te rm s of % reduction  of overall average SR M SE th a n  th a t  o f th e  respective 
sim ple m odels. T his unique behaviour in SW  region of Louisiana was already 
observed an d  discussed in section 5.3.1 (step  c).
O n the  basis of resu lts  of b o th  sim ple and  com pound form ulations of the  expo­
nential and  W eibull m odels, th e  fittings of th ree  rep resen ta tive  flood series from  SE, 
NW  and SW  hydrologic regions of Louisiana are shown in F igure 5.12, 5.13, and
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5-14, respectively. T hose figures further reveal the im portance o f the com pound  
form ulations for regions like SW  of Louisiana.
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Chapter 6 
Summary and Conclusion
T his s tu d y  was concerned w ith evaluating th e  s ta tis tica l perfo rm ance o f various 
form ulations of th e  exact ex trem e value Poisson p a rtia l d u ra tio n  m odel. Hence, 
the  objective was to  decide which form ulation  was su itab le  if m ixed clim atological 
processes were present in the observed flood series of Louisiana. T h e  s tu d y  reveals 
the  following observations, in te rm s of b o th  predictive and  descrip tive p roperties 
of th e  various m odel form ulations tested ;
a. A m ore flexible form , th e  W eibull m odel perform s well over th e  th e  trad itio n a l 
exponential m odel for specific popu la tion  conditions which are shown to  exist 
in m ost of the observed flood series of Louisiana,
b. T he P O M E  as a W eibull quantile  es tim a to r d em o n stra tes  advan tages over 
th e  PW M  in m ost of the population  cases tested , and
c. T he com pound form ulations o f the  b o th  W eibull and  exponential m odels show 
superior perform ances over th e  respective sim ple fo rm ulations if sta tistically  
d istinct m ixed popu la tions are  present in th e  observed flood series.
Initially , th e  relative perform ance of the  W eibull m odel was com pared  to  th e  t r a ­
ditional exponential m odel. B oth  m odels were com pared  in te rm s of B I A S  and
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R A I S E  o f quan tile  es tim atio n  over a  variety of popu la tion  cases.
T he resu lts  o f th e  perform ance analysis in te rm s of R M S E  suggest th a t  for C V  
< 0.5, th e  W eibull m odel consisten tly  perform s well over th e  exponentia l co u n te r­
p a r t ,  even w ith  sam ples con tain ing  1 flood event p er year (A =  1), For sam ples 
having 0.5 <  C V  <  1.0, th e  W eibull m odel continues its  superior perform ance over 
the  exponential m odel, a t th is  tim e only w hen those sam ples con ta in  a t least 2 
flood events p er year (A =  2).
A ccording to  th e  d a ta  shown in Tables B.2 and  B.3, m ost o f the  observed flood 
series in Louisiana d em o n stra te  an  average ra te  of 1.7 flood events per year and 
relatively sm all values of C V ,  a t Poisson adm issible th resho ld  levels. H ence, the 
W eibull m odel would be recom m ended as a  b e tte r  a lte rn a tiv e  to  th e  exponential 
m odel for m ost observed flood series in Louisiana, particu larly  for those  series which 
satisfy the  Poisson process.
T he resu lts of th e  perform ance analysis fu rth er suggest th a t  for sam ples having 
1.0 < C V  <  1.5, for th e  W eibull m odel to  be preferable over th e  exponentia l m odel, 
those sam ples should contain  a t least 3 flood events per year (A =  3). In w orking 
w ith  observed flood series of Louisiana, it m ay be possible to  have on the average 
3 floods events per year, only a t the  in itial USGS th resh o ld  levels. In  the  case of 
1.5 < C V  < 3.0, the resu lts show th a t  th e  W eibull m odel com pletely deterio ra tes 
w ith its asym pto tic  predictive power over th e  exponentia l m odel. However, th e  use 
of th e  exponentia l m odel is to o  no t ap p ro p ria te  for flood series w ith  large C W  
T herefore, fu rth e r research is needed in th e  area  of selecting m arg ina l d istribu tions
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for flood exceedances, particu la rly  w hen large variance is expected  in observed flood 
series.
T h e  resu lts  o f th e  perform ance analysis in te rm s of B I A S  d em o n stra te  th a t 
for sm all sam ples w ith large variability  (1.5 <  C V  <  3 .0), th e  W eibull m odel over 
estim ates  th e  quan tile  values com pared  to  th e  exponential m odel. However, for 
sm all sam ples w ith sm all variability  (0.5 <  C V  <  1.5), a lthough  th e  W eibull m odel 
u n d er e s tim ates  th e  quantile  values th e  resu lts  could be considered as com parable 
to  th a t  of the  exponentia l m odel.
N ext, a b rief analysis of the com parative perform ance of the  P O M E  an d  PW M  
for es tim atin g  quantiles of the W eibull m odel was perform ed, following the  study  
by Singh e t al. (1990). T he es tim ato rs  were com pared  in te rm s of B I A S  and 
R A I S E  of quan tile  estim ation  for a  wide range of popu la tion  variation . T he results 
show th a t for m ost population  cases te sted , th e  P O M E  consisten tly  perform s well 
over the  PW M . However, for sm all sam ples w ith  large C V * s, th e  PW M  estim ato r 
appears  to  be superio r in estim ating  W eibull quantiles a t sm all re tu rn  periods. 
Following those resu lts, the  P O M E  would be recom m ended as a feasible p a ram ete r 
estim ation  m eth o d  for the  W eibull m odel w hen fittin g  to  observed flood series 
w here they show relatively sm all values o f CV*s. In add ition , th e  P W M  w ould be 
suggested as a feasible regional W eibull e s tim a to r, w here large variation  is expected 
in th e  regional observed flood d a ta .
Finally, the  relative perform ance of com pound form ulations of b o th  the  Weibull 
and exponential m odels were com pared  to  the  respective sim ple co u n te rp a rts . Both
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form ulations of the  exponential m odel were com pared  in te rm s of B I A S  and  
R M S E  of quantile  estim ations for a wide variation of population  m eans. T he 
resu lts of th e  perfo rm ance analysis in te rm s of R M S E  suggest th a t  for increasing 
sam ple size and  ra tio  o f the  popu la tion  m eans, th e  com pound  m odel dem onstra tes  
its superio rity  over th e  sim ple m odel.
Sim ilarly, b o th  form ulations of th e  W eibull m odel w ere also com pared  in te rm s 
o f B I A S  and  R M S E  o f quantile estim ation  based on th e  P O M E  es tim a to r for wide 
variation of popu la tion  C V ’s, while keeping popu la tion  m eans co n s tan t. As before, 
in te rm s of R M S E  th e  com pound m odel continuous to  perform  well for increasing 
sam ple size and  the ra tio  of population  C V 1 s. W hen the  ra tio  o f C V ’« becom es 
very large, for sm all sam ples the superior perform ance of th e  com pound m odel was 
influenced by th e  P O M E  estim ato r. However, as th e  sam ple size increases, the  
com pound m odel again shows superio r perform ance over th e  sim ple m odel.
T he resu lts of the perform ance analysis in te rm s of B I A S  o f b o th  th e  exponen­
tial and  W eibull m odels suggest th a t  the  sim ple m odel fo rm ulations u n der-estim ate  
th e  quantile  values for m ixed populations. T h e  under-estim ation  of quantile  values 
rapidly increases as th e  degree of nonhom ogeneity  of m ixed popu la tions increases. 
T hese results (in te rm s of bo th  B I A S  and  R M S E )  suggest th a t  w hen th e  flood 
events from  different popu la tions are m ixed, the  com pound m odel form ulation 
would be a  feasible approach  to  describe m ixed flood populations.
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SIMPLE POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A . 1 BIAS OF SELECTED QUANTILES : ( M = 1 . 0  L = 1. 0 )
GAMUT V
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
O A n r L u
SIZE Q = 0.367 1.500 2.250 2. 970 3.902 4.600 5.296 6.214 6.907
10 -0 .130 -0 .025 -0 .013 -0 .008 -0 .004 -0 .002 0 . 0 0 0 0.001 0.002
20 -0 .075 -0 .012 -0 .005 -0 .002 0 . 0 0 0 0.001 0.002 0.003 0 .004
30 -0 .041 -0 .008 -0 .004 -0 .002 -0 .001 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.001
50 -0 .028 -0 .011 -0 .009 -0 .008 -0 .007 -0 .007 -0 .006 -0 .0 0 6 - 0 .0 0 6
100 -0 .021 -0 .005 -0 .004 -0 .003 -0 .002 -0 .002 -0 .002 -0 .0 0 1 -0 .001
200 0.001 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
500 -0 .002 0 . 0 0 0 0.001 0.001 0.001 0.001 0.001 0.001 0.001
1000 -0 .006 -0 .002 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .0 0 1 -0 .0 0 1
TABLE A.2 RMSE OF SELECTED QUANTILES : ( M = l . o  L = 1.0 )
CAMDT C
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
b A I I r L w
SIZE Q = 0.367 1.500 2.250 2.970 3.902 4.600 5.296 6.214 6.907
10 1.049 0.388 0.351 0.339 0.333 0.331 0.330 0.329 0.329
20 0.679 0.270 0.246 0.238 0.234 0.233 0.232 0.231 0.231
30 0.552 0.225 0.205 0.198 0.195 0.193 0.192 0.192 0.191
50 0.405 0.166 0.151 0.146 0.143 0.142 0.141 0.141 0.140
100 0.286 0.120 0.109 0 . 1C5 0.103 0.102 0.102 0.101 0.101
200 0.211 0.086 0.078 0.075 0.074 0.073 0.073 0.072 0.072
500 0.132 0.054 0.049 0.047 0.046 0.045 0.045 0.045 0.045
1000 0.089 0.038 0.035 0.033 0.033 0.032 0.032 0.032 0.032
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SIMPLE POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A.3 BIAS OF SELECTED QUANTILES : ( M = 1.0 L = 2 . 0 )
SAMPT.F •
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o n n r u l
SIZE Q = 1.060 2.193 2.944 3.663 4.595 5.293 5.989 6.907 7.600
10 -0 .017 -0 .004 -0 .001 0.001 0.003 0.003 0.004 0.005 0.005
20 -0 .008 -0 .003 -0 .002 -0 .002 -0 .001 -0 .001 -0 .001 0 . 0 0 0 0 . 0 0 0
30 -0 .009 -0 .007 -0 .006 -0 .006 -0 .006 -0 .006 -0 .005 -0 .005 -0 .0 0 5
SO 0.002 0.003 0.004 0.004 0.004 0.004 0.005 0.005 0.005
100 -0 .007 -0 .004 -0 .004 -0 .003 -0 .003 -0 .003 -0 .003 -0 .002 -0 .0 0 2
200 -0 .0 0 3 -0 .002 -0 .001 -0 .001 -0 .001 - 0 . 0 0 1 -0 .001 -0 .001 -0 .0 0 1
500 -0 .001 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
1000 -0 .001 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
TABLE A.4 RMSE OF SELECTED QUANTILES : ( H = 1. ,0 L = 2 .0  )
SAMPLE - 
SIZE
T * 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q - 1.060 2.193 2.944 3.663 4.595 5.293 5.989 6.907 7.600
10 0.315 0.246 0.236 0.231 0.228 0.227 0.226 0.226 0.226
20 0.224 0.179 0.172 0.169 0.167 0.166 0.165 0.165 0.165
30 0.176 0.142 0.137 0.134 0.133 0.132 0.132 0.131 0.131
50 0.141 0.113 0.108 0.106 0.105 0.104 0.104 0.103 0.103
100 0.096 0.077 0.074 0.073 0.072 0.072 0.072 0.071 0.071
200 0.068 0.055 0.053 0.052 0.051 0,051 0.051 0.051 0.051
500 0.043 0.033 0.032 0.031 0.030 0.030 0.030 0.030 0.030
1000 0.031 0.025 0.023 0.023 0.023 0.022 0.022 0.022 0.022
SIMPLE POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A .5 BIAS OF SELECTED QUANTILES : ( M = 1 . 0  L = 3. 0 )
QAMt>T V
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
OAnri iT*
SIZE Q = 1.465 2.599 3.349 4.069 5.001 5.699 6.394 7.312 8.006
10 -0 .005 0.000 0.001 0.002 0.002 0.003 0.003 0.003 0.004
20 -0 .017 -0 .013 -0 .012 -0 .011 -0 .010 -0 .010 -0 .010 -0 .009 -0 .0 0 9
30 -0 .0 0 4 -0 .004 -0 .004 -0 .004 -0 .004 - 0 .004 -0 .004 -0 .004 -0 .0 0 4
50 -0 .0 0 3 -0 .001 -0 .001 0.000 0.000 0.000 0.000 0.000 0.000
100 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001
200 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
500 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001
1000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
TABLE A.6 RMSE OF SELECTED QUANTILES : ( M = 1.,C L = 3 .0  )
c i i i P T  r
T = 2. S. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q = 1.465 2.599 3.349 4.069 5.001 5.699 6.394 7.312 8.006
10 0.222 0.194 0.188 0.186 0.184 0.183 0.182 0.182 0 .181
20 0.158 0.139 0.136 0.134 0.133 0.132 0.132 0 .132 0.131
30 0.130 0.115 0.112 0.111 0.110 0.109 0.109 0.108 0.108
50 0.101 0.089 0.086 0.085 0.084 0.084 0.084 0.083 0.083
100 0.071 0.063 0.061 0.060 0.060 0.059 0.059 0.059 0.059
200 0.050 0.044 0.043 0.042 0.042 0.041 0.041 0.041 0.041
500 0.032 0.028 0.027 0.027 0.027 0.027 0.026 0.026 0.026
1000 0.021 0.019 0.018 0.018 0.018 0.018 0.018 0.018 0.018
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A. 7 BIAS OF SELECTED QUANTILES : ( M  = 1.0 CV = 0 .5  L = 1 . 0 )
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o n n r u l
SIZE Q = 0.700 1.369 1.661 1.895 2.158 2.334 2.496 2.693 2.832
10 -0 .101 -0 .036 -0 .038 -0 .042 -0 .045 -0 .046 -0 .048 -0 .0 4 9 -0 .0 4 9
20 -0 .076 -0 .019 -0 .020 -0 .021 -0 .023 -0 .023 -0 .024 -0 .0 2 4 - 0 .0 2 4
30 -0 .053 -0 .012 -0 .013 -0 .014 -0 .015 -0 .015 -0 .016 -0 .0 1 6 -0 .0 1 6
50 -0 .030 -0 .010 -0 .011 -0 .012 -0 .012 -0 .013 -0 .013 -0 .013 -0 .0 1 3
100 -0 .015 -0 .005 -0 .005 -0 .006 -0 .006 -0 .006 -0 .006 -0 .0 0 7 -0 .007
200 -0 .002 -0 .001 -0 .002 -0 .003 -0 .003 -0 .003 -0 .003 - 0 .0 0 4 -0 .0 0 4
500 -0 .001 0 . 0 0 0 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .0 0 1 -0 .0 0 1
1000 -0 .003 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .0 0 1
TABLE A.8 RMSE OF SELECTED QUANTILES : ( M = 1..0 CV = C .5 L = 1.0 )
c AMPT F  • T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.O n i i r  I jTi
SIZE Q = 0.700 1.369 1.661 1.895 2.158 2.334 2.496 2.693 2.832
10 0.511 0.199 0.182 0.191 0.209 0.223 0.236 0.254 0.266
20 0.405 0.134 0.126 0.131 O. 143 0.152 0.161 0.172 0.180
30 0.327 0.108 0.103 0.107 0.115 0.121 0.128 0.135 0.141
50 0.241 0.081 0.074 0.077 0.083 0.088 0.093 0.099 0.103
100 0.154 0.058 0.056 0.058 0.064 0.067 0.071 0.076 0.079
200 0.109 0.041 0.038 0.040 0.043 0.046 0.048 0.051 0 .053
500 0.069 0.026 0.024 o .025 0.027 0.028 0.030 0.032 0 .033
1000 0.046 0.018 0.017 0.018 0 . 0 : 9 0.020 0.021 0.022 0.023 b
Z
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A .9 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 0 .5  L = 2 .0  )
CAMpT v T 2. 5. 10. 20. 50. 100. 200. 500. 1000.O A n r  l i L
SIZE Q = 1.161 1.641 1.887 2.094 2.333 2.495 2.646 2.832 2 .964
10 -0 .017 -0 .018 -0 .020 -0 .021 -0 .022 -0 .022 -0 .023 -0 .0 2 3 - 0 .0 2 3
20 -0 .0 0 8 -0 .011 -0 .013 -0 .014 -0 .015 -0 .0 1 6 -0 .017 -0 .017 -0 .0 1 7
30 -0 .0 0 8 -0 .009 -0 .009 -0 .010 -0 .010 -0 .010 -0 .010 -0 .0 1 0 - 0 .0 1 0
50 -0 .002 -0 .001 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.001 0.001
100 -0 .004 -0 .004 -0 .004 -0 .004 -0 .004 -0 .004 -0 .004 -0 .0 0 4 -0 .0 0 4
200 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .0 0 2
500 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
1000 -0 .001 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
TABLE A. 10 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = C.5 L = 2 .0  )
CAMDTV
T 2. 5. 10. 20. 50. 100. 200, 500. 1000.
j f l n t  L L
SIZE Q = 1.161 1.641 1.887 2.094 2.333 2.495 2.646 2.632 2.964
10 0.158 0.124 0.127 0.135 0.146 0.154 0.161 0.171 0.177
20 0.110 0.089 0.093 0.099 0.107 0.113 0.118 0.125 0.130
30 0.087 0.070 0.073 0.078 0.084 0.089 0.093 0.098 0.102
50 0.068 0.056 0.058 0.062 0.067 0.070 0.074 0.078 0.081
100 0.047 0.038 0.039 0.042 0.045 0.048 0.050 0.053 0.055
200 0.033 0.027 0.029 0.030 0.033 0.035 0.036 0.038 0.040
500 0.021 0.016 0.017 0.018 0.020 0.021 0.022 0.023 0.024
1000 0.015 0.012 0.013 0.014 0.015 0.016 0.016 0.017 0.018
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A . 11 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV * 0 .5  L = 3 .0  )
C AMDT P T 2. 5. 10. 20. 50. 100. 200. 500. 1000.oAnrLL
SIZE Q = 1.354 1.779 2.007 2.202 2.429 2.585 2.730 2.910 3.038
10 -0 .010 -0 .013 -0 .014 -0 .015 -0 .016 -0 .017 -0 .017 -0 .0 1 8 -0 .0 1 8
20 -0 .012 -0 .013 -0 .014 -0 .014 -0 .015 -0 .015 -0 .016 -0 .0 1 6 -0 .0 1 6
30 -0 .005 -0 .006 -0 .007 -0 .008 -0 .008 -0 .008 -0 .009 -0 .009 -0 .0 0 9
50 -0 .0 0 3 -0 .003 -0 .003 -0 .003 -0 .003 -0 .003 -0 .003 -0 .0 0 3 -0 .0 0 3
100 -0 .001 -0 .002 -0 .002 -0 .002 -0 .003 -0 .003 -0 .003 -0 .0 0 3 - 0 .0 0 3
200 0 .0 0 0 0 .000 0 .000 0 .0 0 0 0 .0 0 0 0 .000 0 .0 0 0 0 .0 0 0 0 . 0 0 0
SOO -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .0 0 1
1000 0 .0 0 0 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
TABLE A. 12 RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = . 5 L = 3 .0  )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.354 1.779 2.007 2.202 2.429 2.585 2.730 2.910 3 .038
10 0.107 0.102 0.108 0.116 0.125 0.132 0.139 0,147 0 .152
20 0.076 0.074 0.079 0.084 0.090 0.095 0.099 0.104 0 .108
30 0.062 0.059 0.062 0.066 0.071 0.074 0.077 0.081 0 .084
50 0.048 0.046 0.048 0.051 0.055 0.058 0.060 0 .064 0.066
100 0.034 0.032 0.034 0.036 0.039 0.041 0.043 0.045 0.046
200 0.024 0.022 0.023 0.025 0.027 0.028 0.029 0.031 0.032
500 0.015 0.014 0.015 0.016 0.017 0.018 0.019 0.020 0.020
1000 0.010 0.010 0.011 0.011 0.012 0.013 0.014 0.015 0.015
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BYPOME)
TABLE A . 13 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 1.0 L = 1.0 )
C i M P T  C
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A n r b E i
SIZE Q = 0.367 1.500 2.250 2.970 3.902 4.600 5.296 6.214 6.907
10 0.062 -0 .031 -0 .042 -0 .045 -0 .044 -0 .040 -0 .035 -0 .028 -0 .0 2 1
20 0.024 -0 .018 -0 .024 -0 .025 -0 .024 -0 .022 -0 .020 -0 .017 -0 .014
30 0.009 -0 .012 -0 .015 -0 .016 -0 .016 -0 .015 -0 .0 1 4 -0 .013 -0 .011
50 0.004 -0 .014 -0 .017 -0 .018 -0 .018 -0 .018 -0 .018 -0 .017 - 0 .016
100 - 0 .004 -0 .006 -0 .007 -0 .008 -0 .008 -0 .008 -0 .008 -0 .007 -0 .007
200 0.010 -0 .001 -0 .002 -0 .003 -0 .004 -0 .004 -0 .005 -0 .005 -0 .005
500 0.002 0 . 0 0 0 0 . 0 0 0 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 - 0 .001
1000 -0 .004 -0 .002 -0 .002 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001
TABLE A. 14 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = 1.0 L = 1.0 )
e i y p T  r
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
O n n r i t L
SIZE Q = 0.367 1.500 2.250 2.970 3.902 4.600 5.296 6.214 6.907
10 0.663 0.379 0.364 0.391 0.448 0.502 0.561 0.646 0.715
20 0.654 0.270 0.259 0.272 0.300 0.324 0.347 0.377 0.400
30 0.556 0.223 0.213 0.222 0.240 0.255 0.269 0.287 0.300
50 0.435 0.166 0.154 0.159 0.172 0.183 0.194 0.207 0.217
100 0.303 0.119 0.115 0.121 0.132 0.141 0.149 0.159 0.166
200 0.226 0.086 0.081 0.084 0.091 0.096 0.101 0.107 0.112
500 0.143 0.054 0.050 0.052 0.056 0.060 0.063 0.067 0.069
1000 0.096 0.038 0.036 0.037 0.040 0.042 0.044 0.047 0.049
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A . 15 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 1.0 L = 2 . 0 )
ciypT r T 2. 5. 10. 20. 50. 100. 200. 500. 1000.QAnrLu
SIZE Q = 1.060 2.193 2.944 3.663 4.595 5.293 5.989 6.907 7.600
10 -0 .008 -0 .020 -0 .022 -0 .023 -0 .021 -0 .020 -0 .018 -0 .015 -0 .0 1 3
20 - 0 .0 0 4 -0 .015 -0 .017 -0 .018 -0 .019 -0 .019 -0 .019 - 0 .0 1 8 -0 .017
30 -0 .007 - 0 .013 -0 .013 -0 .013 -0 .013 -0 .012 -0 .012 -0 .011 - 0 .0 1 0
50 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009
100 -0 .0 0 6 - 0 .006 -0 .006 -0 .006 -0 .005 -0 .005 -0 .005 -0 .005 - 0 .0 0 4
200 -0 .002 - 0 .003 -0 .003 -0 .003 -0 .003 -0 .0 0 3 -0 .003 -0 .0 0 3 - 0 .0 0 3
500 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0 .000
1000 -0 .001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
TABLE A. 16 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = . . 0  L = 2 .0  )
o AMDT V T 2. 5. 10. 20. 50. 100. 200. 500. 1000.dAriri»r»
SIZE Q = 1.060 2.193 2.944 3.663 4.595 5.293 5.989 6.907 7.600
10 0.317 0.254 0.263 0.280 0.306 0.325 0.343 0.367 0 .385
20 0.228 0.185 0.193 0.206 0.223 0.236 0.249 0.264 0 .274
30 0.180 0.146 0.152 0.161 0.175 0.185 0 .194 0.206 0 .214
50 0.142 0.118 0.123 0.131 0.142 0.149 0.157 0.166 0 .172
100 0.099 0.079 0.062 0.087 0.095 0.100 0.105 0.111 0 .116
200 0.070 0.057 0.060 0.064 0.069 0.073 0.076 0.081 0 .084
500 0.044 0.034 0.036 0.038 0.042 0.044 0.046 0.049 0.051
1000 0.032 0.026 0.027 0.029 0.031 0.033 0.034 0.036 0.038
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A . 17 BIAS OF SELECTED QUANTILES : ( M = 1 . 0  CV = 1.0 L = 3. 0 )
CAMDT P
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
d A n r L L
SIZE Q = 1.465 2,599 3.349 4.069 5.001 5.699 6.394 7.312 8 .006
10 -0 .008 -0 .015 -0 .017 -0 .017 -0 .016 -0 .015 - 0 .0 1 4 -0 .0 1 2 - 0 .0 1 1
20 -0 .019 -0 .021 -0 .022 -0 .022 -0 .022 -0 .022 -0 .021 -0 .0 2 1 - 0 .0 2 0
30 -0 .005 -0 .009 -0 .010 -0 .011 -0 .011 -0 .011 - 0 .0 1 1 -0 .011 - 0 .0 1 1
50 - 0 .0 0 3 -0 .0 0 4 -0 .003 -0 .003 -0 .003 -0 .002 -0 .002 -0 .0 0 2 -0 .0 0 1
100 -0 .001 -0 .003 -0 .003 -0 .004 -0 .004 -0 .004 -0 .0 0 4 - 0 .0 0 4 - 0 .0 0 4
200 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
500 -0 .001 -0 .001 -0 .001 -0 .002 -0 .002 -0 .002 - 0 .002 -0 .002 - 0 .0 0 2
1000 0.001 0.001 0.002 0.002 0.002 0.002 0.002 0.002 0.002
TABLE A. IS RMSE OF SELECTED QUANTILES : ( M = 1,.0 CV = : . o  l = 3 .0  )
CAMDT P
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
2>AnrLL
SIZE Q = 1.465 2.599 3.349 4.069 5.001 5.699 6.394 7.312 8 .006
10 0,220 0.212 0.227 0.244 0.268 0.285 0.302 0.322 0,337
20 0.157 0.153 0.163 0.174 0.187 0.197 0.206 0.218 0.225
30 0.130 0.123 0.129 0.137 0.147 0.154 0.161 0.169 0.175
50 0.100 0.096 0.101 0.108 0.116 0.122 0.128 0.134 0.139
100 0.071 0.067 0.071 0.075 0.081 0.085 0.089 0.094 0.097
200 0.050 0.047 0.049 0.052 0.056 0.059 0.062 0.065 0.067
500 0.032 0.030 0.032 0.034 0.036 0.038 0.040 0.042 0.043
1000 0,021 0.021 0.022 0.024 0.026 0.028 0.029 0.031 0.032
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TABLE A . 19 BIAS OF SELECTED QUANTILES : ( M = 1.0 C V = 1 . 5  L = 1. 0 )
ci i ipi  r T 2. 5. 10. 20. 50. 100. 200. 500. 1000.dnniLEi
SIZE Q = 0.179 1.398 2.528 3.791 5.646 7.181 8.820 11.139 13.001
10 0.368 0.004 -0 .016 -0 .015 0.000 0.017 0.039 0.071 0.098
20 0.185 -0 .002 -0 .012 -0 .012 -0 .005 0.002 0.010 0.021 0.030
30 0.122 0.000 -0 .007 -0 .007 -0 .004 0.000 0.003 0.009 0 .013
50 0.071 -0 .011 -0 .016 -0 .017 -0 .017 -0 .015 -0 .013 -0 .010 -0 .0 0 8
100 0.025 -0 .004 -0 .006 -0 .007 -0 .006 -0 .005 -0 .004 -0 .0 0 2 -0 .0 0 1
200 0.032 0.002 -0 .001 -0 .003 -0 .003 -0 .003 -0 .003 -0 .0 0 3 - 0 .0 0 3
500 0.011 0.001 0.000 0.000 0.000 -0 .001 -0 .001 -0 .001 0.000
1000 -0 .003 -0 .002 -0 .002 -0 .002 -0 .001 -0 .001 -0 .001 -0 .001 0.000
TABLE A. 20 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = V S L ■ 1.0 )
CAMDT V
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
D A n r i j t i
SIZE Q = 0.179 1.398 2.528 3.791 5.646 7.181 8.820 11.139 13.001
10 1.417 0.555 0.538 0.599 0.763 0.944 1.174 1.549 1.885
20 0.994 0.394 0.381 0.406 0.456 0.500 0.547 0.610 0.660
30 0.834 0.327 0.313 0.328 0.358 0.382 0.406 0.436 0.459
50 0.632 0.241 0.225 0.233 0.253 0.270 0.287 0.309 0 .324
100 0.441 0. 174 0.168 0.177 0.193 0.206 0.216 0.233 0.244
200 0.334 0.125 0.118 0.123 0.133 0.140 0.148 0.158 0.164
500 0.209 0.078 0.074 0.076 0.082 0.087 0.092 0.098 0.102
1000 0.140 0.055 0.052 0.054 0.058 0.062 0.065 0.069 0.072
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A .21 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 1.5 L = 2 .0  )
CAMDT P
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A H r L L
SIZE q = 0.842 2.434 3.741 5.149 7.169 8.814 10.556 13.000 14.949
10 0.023 -0 .008 -0 .010 -0 .007 0 . 0 0 0 0.006 0.013 0.022 0.029
2 0 0.012 -0 .010 -0 .013 -0 .013 -0 .011 -0 .009 -0 .006 -0 .003 0 . 0 0 0
30 0 . 0 0 0 -0 .011 -0 .012 -0 .011 -0 .009 -0 .007 -0 .004 -0 .001 0.001
50 0.008 0.008 0.009 0.012 0.014 0.017 0.019 0.021 0.023
100 -0 .005 -0 .007 -0 .006 -0 .006 -0 .005 -0 .004 -0 .004 -0 .003 -0 .0 0 2
200 -0 .002 -0 .003 -0 .003 -0 .003 -0 .003 -0 .002 -0 .002 -0 .002 -0 .0 0 2
500 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.001 0.001 0.001 0.001
1000 -0 .001 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.001
TABLE A. 22 RMSE OF SELECTED QUANTILES : ( M = 1..0 CV = i .5 L = 2 .0  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0 .842 2.434 3.741 5.149 7.169 8.814 10.556 13.000 14.949
10 0.467 0.376 0.391 0.420 0.464 0.499 0.533 0.579 0.613
20 0.335 0.270 0.282 0.302 0.330 0.351 0.371 0.396 0.415
30 0.264 0.213 0.222 0.236 0.256 0.271 0.286 0.304 0.317
50 0.209 0.173 0.181 0.193 0.210 0.222 0.233 0.247 0.257
100 0.144 0.115 0.120 0.128 0.139 0.147 0.154 0.163
of-V1o
200 0.102 0.083 0.087 0.093 0.101 0.106 0.112 0.118 0.123
500 0.064 0.050 0.052 0.056 0.061 0.064 0.068 0.072 0.075
1000 0.047 0.038 0.039 0.042 0.045 0.048 0.050 0.053 0.055
9f
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A. 23 BIAS OF SELECTED QUANTILES : ( M = 1, 0 CV = 1.5 L = 3 .0  )
CAMDTV
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A " r L u
SIZE Q = 1.351 3.119 4.517 6.003 8.112 9.817 11.616 14.129 16.128
10 0.005 -0 .007 -0 .007 -0 .005 0 . 0 0 0 0.004 0.009 0.015 0.020
20 -0 .019 -0 .023 -0 .023 -0 .022 -0 .020 -0 .019 -0 .017 -0 .0 1 4 -0 .013
30 -0 .002 -0 .009 -0 .010 -0 .010 -0 .009 -0 .008 -0 .007 -0 .006 -0 .005
50 -0 .002 -0 .002 -0 .002 -0 .001 0 . 0 0 0 0.001 0.002 0.004 0.004
100 0 . 0 0 0 -0 .003 -0 .003 -0 .003 -0 .003 -0 .003 -0 .003 -0 .0 0 3 -0 .003
200 0.002 0.002 0.002 0.002 0.003 0.003 0.003 0.003 0.004
500 -0 .001 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .0 0 2 - 0 .0 0 2
1000 0.001 0.002 0.002 0.003 0.003 0.003 0.003 0.004 0.004
TABLE A. 24 RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = 1.5 L = 3 .0  )
CAMDT P
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A n r l i £
SIZE Q = 1.351 3.119 4.517 6.003 8.112 9.817 11.616 14.129 16.128
10 0.321 0.311 0.337 0.368 0.410 0.442 0.474 0.516 0.546
20 0.228 0.222 0.236 0.253 0.274 0.289 0.303 0.321 0.334
30 0.189 0.178 0.187 0.199 0.214 0.225 0.235 0.248 0.257
50 0.146 0.140 0.148 0.158 0.171 0.180 0.188 0.199 0 .206
100 0.103 0.098 0.103 0.110 0.118 0.124 0.130 0.137 0 .142
200 0.073 0.069 0.072 0.077 0.083 0.087 0.091 0.096 0.099
500 0.046 0.044 0.046 0.049 0.053 0.055 0.058 0.061 0.063
1000 0.031 0.030 0.033 0.035 0.038 0.040 0.042 0.045 0.046
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TABLE A .25 BIAS OF SELECTED QUANTILES : C M = 1.0 CV = 3 .0  L = 1.0 5
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.028 0.869 2.331 4.576 8.883 13.254 18.665 27.528 35.605
10 1.579 0.174 0.130 0.162 0.274 0.408 0.590 0.918 1.244
20 0.814 0.082 0.059 0.069 0.102 0.134 0.170 0.222 0.265
30 0.565 0.058 0.043 0.047 0.063 0.078 0.094 0.116 0 .133
50 0.335 0.014 0.001 0.001 0.008 0.015 0.023 0.035 0 .044
100 0.148 0.010 0.005 0.006 0.011 0.015 0.020 0.026 0.031
200 0.114 0.011 0.005 0.004 0.004 0.005 0.006 0.008 0.010
500 0.041 0.005 0.003 0.003 0.003 0.003 0.004 0.004 0.005
1000 0.005 -0 .002 -0 .002 -0 .001 0 .0 00 0 .000 0.001 0.002 0.002
TABLE A. 26 RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = " .0  L = 1.0 )
Q A M D T r T 2. 5. 10. 20. 50. 100. 200. 500. 1000.o A H r L L
SIZE Q = 0.028 0.869 2.331 4.576 8.883 13.254 18.665 27.528 35.605
10 4.069 1.078 1.058 1.399 2.865 5.066 8.469 15.282 22.582
20 2.393 0.713 0.699 0.771 0.924 1.075 1.256 1.542 1.797
30 1.894 0.585 0.557 0.590 0.661 0.721 0.784 0.868 0.932
50 1.244 0.409 0.382 0.400 0.442 0.479 0.517 0.567 0.604
100 0.812 0.292 0.282 0.299 0.329 0.353 0.377 0.407 0.428
200 0.601 0.212 0.199 0.207 0.224 0.238 0.252 0.269 0.282
500 0.355 0.131 0.123 0.127 0.138 0.146 0.154 0.164 0.171
1000 0.235 0.091 0.087 0.090 0.097 0.103 0.108 0.115 0.120
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A .27 BIAS OF SELECTED QUANTILES : ( H = 1 . 0  C V = 3 . 0  L = 2 . 0 )
QAMPTF
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A n r L L
SIZE Q = 0.374 2.189 4.477 7.620 13.218 18.643 25.171 35.598 44 .923
1 0 0.156 0.064 0.067 0.083 0.114 0.140 0.169 0.209 0.240
2 0 0.082 0.024 0.023 0.029 0.041 0.052 0.064 0.079 0.092
30 0.039 0.007 0.008 0.013 0.022 0.030 0.037 0.048 0 .056
50 0.038 0.029 0.034 0.040 0.048 0.054 0.061 0.069 0.075
100 0.002 -0 .004 -0 .003 -0 .001 0.002 0.005 0.007 0.010 0 .012
200 0.003 -0 .001 -0 .001 0 .0 0 0 0.001 0.002 0.003 0.005 0.006
500 0.002 0.001 0.001 0.002 0.003 0.003 0 .004 0 .004 0 .005
1000 0 .0 0 0 0 .0 0 0 0.001 0.001 0.001 0.002 0.002 0.002 0.003
TABLE A. 28 RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = * 0 L = 2 .0  )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0 .374 2.189 4.477 7.620 13.218 18.643 25.171 35.598 44.923
10 0.881 0.697 0.743 0.822 0.950 1.057 1.171 1.332 1.461
2 0 0.605 0.467 0.491 0.533 0.596 0.646 0.695 0.760 0.808
30 0.459 0.364 0.378 0.405 0.445 0.476 0.506 0.545 0.573
50 0.359 0.297 0.312 0.335 0.367 0.391 0.414 0.443 0 .464
100 0.240 0.192 0.201 0.214 0.234 0.248 0.262 0.278 0.290
200 0.170 0.139 0.146 0.155 0.169 0.178 0.188 0.199 0.207
500 0.106 0.084 0.088 0.094 0.102 0.108 0.114 0.121 0.125
1000 0.077 0.063 0.066 0.070 0.076 0.080 0.084 0.089 0.092
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY POME)
TABLE A .29 BIAS OF SELECTED QUANTILES : ( M = 1,0 CV -  3 .0  L = 3 .0  )
CAM PT F
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A n  r i i b
SIZE Q = 0.821 3.306 6.126 9.835 16.235 22.308 29.516 40.894 50.973
10 0.065 0.041 0.050 0.064 0.089 0.109 0.131 0.160 0 .183
20 - 0 .003 -0 .012 -0 .008 -0 .002 0.008 0.015 0.022 0.032 0.040
30 0.016 0.003 0.003 0.006 0.010 0.014 0.018 0 .024 0 .028
50 0.009 0.007 0.010 0.012 0.017 0.020 0.023 0.027 0 .031
100 0.006 0.001 0.001 0.001 0.002 0.003 0.004 0.005 0.006
200 0.006 0.006 0.006 0.007 0.008 0.009 0.010 0.011 0.011
500 -0 .001 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .001 -0 .001
1000 0.003 0.004 0.005 0.005 0.006 0.006 0.007 0.007 0.007
TABLE A. 30 RMSE OF SELECTED QUANTILES : ( M = 1..0 CV = .>.0 L = 3 .0  )
CAWDTF
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
O n f l r l i A
SIZE Q = 0.821 3.306 6.126 9.835 16.235 22.308 29.516 40.894 50.973
10 0.560 0.551 0.621 0.710 0.843 0.954 1.072 1.238 1.372
20 0.386 0.373 0.400 0.432 0.476 0.508 0.539 0.580 0.609
30 0.318 0.298 0.315 0.335 0.363 0.384 0.404 0.429 0.448
50 0.246 0.236 0.252 0.269 0.293 0.310 0.326 0.346 0.360
100 0.173 0.163 0.173 0.184 0.198 0.208 0.218 0.230 0.239
200 0.123 0.115 0.121 0.129 0.139 0.146 0.153 0.162 0.167
500 0. 077 0.073 0.077 0.082 0.088 0.092 0.096 0.101 0.105
1000 0.052 0.051 0.055 0.059 0.064 0.068 0.071 0.075 0.078
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TABLE A. 31 BIAS OF SELECTED QUANTILES : ( M = 1. 0 CV = 0.5 L = 1.0 )
CAMVT V
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
O A n f L L
SIZE Q 0.700 1.369 1.661 1.895 2.158 2.334 2.496 2.693 2.832
10 -0 .341 0.018 0.180 0.311 0.458 0.559 0.651 0.766 0.848
20 -0 .220 0.027 0.103 0.158 0.215 0.251 0.283 0.320 0.345
30 -0 .159 0.023 0.072 0.106 0.141 0.162 0.181 0.203 0.218
50 -0 .098 0.013 0.041 0.060 0.079 0.091 0.101 0.113 0.121
100 -0 .049 0.007 0.021 0.030 0.038 0.044 0.049 0.054 0.057
200 -0 .019 0.005 0.011 0.015 0.019 0.022 0.024 0.026 0.028
500 -0 .008 0.002 0.005 0.006 0.008 0.009 0.010 0.011 0.012
1000 -0 .007 0 . 0 0 0 0.002 0.003 0.004 0.004 0.005 0.005 0 .006
TABLE A. 32 RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = w.5 L = 1.0 )
CAMDT t
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A r l r  L b
SIZE Q = 0.700 1.369 1.661 1.895 2.158 2.334 2.496 2.693 2.832
10 0.587 0.274 0.296 0.390 0.540 0.658 0.777 0.938 1.062
20 0.452 0.159 0.171 0.213 0.270 0.311 0.348 0.394 0.426
30 0.367 0.120 0.130 0.156 0.190 0.214 0.235 0.261 0.279
50 0.266 0.085 0.086 0.099 0.117 0.130 0.142 0.157 0.167
100 0.166 0.059 0.060 0.066 0.075 0.082 0.088 0.095 0.100
200 0.112 0.041 0.041 0.043 0.048 0.052 0.055 0.059 0.062
500 0.070 0.026 0.025 0.026 0.029 0.031 0.032 0.035 0.036
1000 0.047 0.018 0.017 0.018 0 .020 0.021 0.022 0.024 0.025
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A .33 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV -  0 .5  L = 2 .0  )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.161 1.641 1.887 2.094 2.333 2.495 2.646 2.832 2.964
10 -0 .033 0.101 0.159 0.204 0.253 0.285 0.313 0.347 0.370
20 -0 .010 0.050 0.075 0.093 0.113 0.126 0.137 0.150 0.159
30 -0 .008 0.033 0.050 0.062 0.076 0.084 0.091 0.100 0.106
50 -0 .002 0.024 0.035 0.043 0.051 0.056 0.061 0.066 0.070
100 -0 .004 0.009 0.014 0.017 0.021 0.024 0.026 0.028 0.030
200 -0 .001 0.005 0.007 0.009 0.011 0.012 0.013 0 .014 0.015
500 0.000 0.002 0.003 0.004 0.005 0.005 0.006 0.006 0.007
1000 -0 .001 0.001 0.002 0.002 0.002 0.003 0.003 0 .003 0.003
TABLE A. 34 RMSE OF SELECTED QUANTILES : ( M = 1..0 CV = C .5 L = 2 .0  )
SAMPLE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q = 1.161 1.641 1.887 2.094 2.333 2.495 2.646 2.832 2.964
10 0.196 0.168 0.211 0.256 0.309 0.346 0.380 0.421 0.450
20 0.122 0.105 0.122 0.141 0.163 0.178 0.192 0.209 0.220
30 0.093 0.079 0.090 0.102 0.116 0.127 0.136 0.147 0.155
50 0.071 0.062 0.069 0.077 0.086 0.093 0.099 0.106 0.111
100 0.048 0.039 0.042 0.046 0.051 0.055 0.058 0.062 0.065
200 0.034 0.028 0.030 0.032 0.035 0.037 0.039 0.042 0.044
500 0.021 0.017 0.017 0.019 0.021 0.022 0.023 0.024 0.025
1000 0.015 0.012 0.013 0.014 0.015 0.016 0.017 0.018 0 .018
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TABLE A .35 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 0 .5  L = 3 .0  )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.354 1.779 2.007 2.202 2.429 2.585 2.730 2.910 3.038
10 0.023 0.090 0.120 0.145 0.171 0.188 0.204 0.222 0.234
20 0.006 0.038 0.052 0.064 0.075 0.083 0.090 0.098 0 .103
30 0.008 0.028 0.037 0.044 0.051 0.056 0.060 0.065 0.069
50 0.005 0.016 0.023 0.028 0.032 0.035 0.036 0.041 0.043
100 0.003 0.009 0.011 0.013 0.015 0.017 0.018 0.019 0.020
200 0.002 0.005 0.007 0.008 0.009 0.009 0.010 0.011 0.011
500 0 .0 0 0 0.001 0.002 0.002 0.002 0.003 0.003 0.003 0.003
1000 0.001 0.002 0.002 0.002 0.003 0.003 0.003 0.003 0 .004
TABLE A. 36 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = 0.5  L = 3 .0  )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.354 1.779 2.007 2.202 2.429 2.585 2.730 2.910 3.038
10 0.120 0.139 0.166 0.192 0.222 0.242 0.261 0.283 0.299
20 0.078 0.085 0.097 0.109 0.123 0.132 0.141 0.1S1 0.158
30 0.065 0.066 0.074 0.081 0.090 0.096 0.102 0.109 0 .114
50 0.049 0.050 0.054 0.059 0.065 0.069 0.073 0.078 0.081
100 0.034 0.034 0.036 0.039 0.043 0.045 0.047 0.050 0 .052
200 0.024 0.023 0.025 0.027 0.029 0.030 0.032 0.034 0.035
500 0.015 0.014 0.015 0.016 0.017 0.018 0.019 0.020 0.021
1000 0.010 0.010 0.011 0.012 0.013 0.013 0.014 0.015 0.015
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A .37 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 1.0 L = 1.0  )
C i llV T  V T 2. 5. 10. 20. 50. 100. 200. 500. 1000.oATIrliili
SIZE Q = 0.367 1.500 2.250 2.970 3.902 4.600 5.296 6.214 6.907
10 -0 .268 -0 .093 0.042 0.163 0.309 0.414 0.516 0.647 0.745
20 -0 .180 -0 .039 0.032 0.087 0.148 0.188 0.225 0.269 0.300
30 -0 .143 -0 .023 0.027 0.065 0.106 0.132 0.155 0.183 0.202
50 -0 .100 -0 .019 0.011 0.033 0.056 0.071 0.084 0.099 0.110
100 -0 .055 -0 .008 0.005 0.015 0.026 0.032 0.038 0.044 0.049
200 -0 .018 -0 .001 0.005 0.010 0.015 0.018 0.021 0.024 0.026
500 -0 .009 0.000 0.002 0.004 0.006 0.008 0.009 0.010 0.011
1000 -0 .010 -0 .002 0 . 0 0 0 0.001 0.003 0.003 0.004 0.005 0.005
TABLE A. 38 RMSE OF SELECTED QUANTILES : ( M = 1.,0 CV = i.O L = 1.0 )
c AIIDT r T 2. 5. 10. 20. 50. 100. 200. 500. 1000.j A n  r lu ii
SIZE Q = 0.367 1.500 2.250 2.970 3.902 4.600 5.296 6.214 6.907
10 0.779 0.429 0.408 0.466 0.605 0.736 0.881 1.092 1.264
20 0.622 0.289 0.271 0.298 0.356 0.405 0.456 0.522 0.571
30 0.546 0.232 0.223 0.246 0.288 0.321 0.353 0.394 0.424
50 0.433 0.171 0.159 0.169 0.192 0.212 0.230 0.254 0.271
100 0.307 0.121 0.116 0.123 0.137 0.148 0.159 0.172 0.181
200 0.226 0.086 0.082 0.086 0.095 0.101 0.108 0.115 0.121
500 0.145 0.054 0.051 0.053 0.058 0.063 0.066 0.071 0.074
1000 0.098 0.038 0.036 0.038 0.042 0.044 0.047 0.050 0.052
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A .39 BIAS OF SELECTED QUANTILES : ( M * 1.0 CV * 1.0 L = 2 .0  )
c  a h pt .f
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
O A nr iiu
SIZE Q = 1.060 2.193 2.944 3.663 4.595 5.293 5.989 6.907 7.600
10 -0 .088 0.032 0.091 0.141 0.197 0.234 0.269 0.312 0.343
20 -0 .041 0.014 0.040 0.060 0.083 0.098 0.112 0.128 0.139
30 -0 .0 3 3 0.008 0.026 0.041 0.057 0.068 0.078 0.089 0.097
50 -0 .0 1 4 0.014 0.027 0.037 0.047 0.054 0.060 0.067 0.072
100 -0 .0 1 4 0.001 0.008 0.013 0.018 0.021 0.024 0.028 0.030
200 -0 .006 0.001 0.003 0.005 0.008 0.009 0.010 0.012 0 .013
500 -0 .002 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.007
1000 -0 .002 0.000 0.001 0.002 0.002 0.002 0.003 0.003 0.003
TABLE A.'to RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = 1 0  L = 2 .0  )
CAMPTF
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A n rL L
SIZE Q = 1.060 2.193 2.944 3.663 4.595 5.293 5.989 6.907 7.600
10 0.347 0.272 0.301 0.348 0.418 0.472 0.526 0.595 0.646
20 0.240 0.189 0.203 0.224 0.255 0.277 0.298 0.325 0 .344
30 0.188 0.149 0.158 0.174 0.196 0.213 0.229 0.249 0.263
50 0.145 0.120 0.129 0.141 0.157 0.169 0.179 0.193 0.202
100 0.100 0.080 0.084 0.091 0.101 0.108 0.114 0.122 0.127
200 0.070 0.057 0.060 0.064 0.070 0.075 0.079 0 .084 0.087
500 0.044 0.035 0.036 0.039 0.043 0.045 0.048 0.051 0.053
1000 0.032 0.026 0.027 0.029 0.031 0.033 0.035 0.037 0.038
SIMPLEPOISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A.41 BIAS OF SELECTED QUANTILES : { M = 1.0 CV = 1.0 L = 3 .0  )
T
SAMPLE - - -
2. 5. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q = 1.465 2.599 3.349 4.069 5.001 5.699 6.394 7.312 8.006
10 -0 .021 0.045 0.078 0.105 0.136 0.157 0.176 0.199 0.215
20 -0 .024 0.011 0.027 0.041 0.055 0.065 0.074 0 .084 0.091
30 -0 .009 0.011 0.021 0.029 0.038 0.044 0.049 0.056 0.060
SO -0 .005 0.008 0.015 0.020 0.025 0.029 0.032 0.036 0.038
100 -0 .002 0.004 0.007 0.010 0.012 0.014 0.016 0.018 0.019
200 0.000 0.004 0.006 0.007 0.009 0.010 0.011 0.012 0.012
500 -0 .001 0.000 0.001 0.001 0.001 0.002 0.002 0.002 0 .003
1000 0.001 0.002 0.002 0.003 0.003 0.003 0.004 0.004 0 .004
TABLE A.42 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = 1.0 L = 3 .0  )
T
SAMPLE —
2. 5. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q = 1.465 2.599 3.349 4.069 5.001 5.699 6.394 7.312 8 .006
10 0.231 0.221 0.248 0.280 0.322 0.353 0.383 0.421 0.449
20 0.160 0.157 0.172 0.189 0.211 0.226 0.241 0.260 0.273
30 0.132 0.125 0.135 0.146 0.161 0.171 0.181 0.194 0.203
50 0.101 0.098 0.105 0.113 0.124 0.131 0.139 0.147 0 .154
100 0.071 0.068 0.073 0.079 0.086 0.091 0.095 0.101 0.105
200 0.050 0.048 0.051 0.055 0.060 0.063 0.066 0.070 0.072
500 0.032 0.030 0.032 0.034 0.037 0.039 0.041 0.043 0.045
1000 0.021 0.021 0.022 0.024 0.026 0.028 0.029 0.031 0.032
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A.43 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 1.5 L a 1.0 )
C AMDT V T 2. 5. 10. 20. 50. 100. 200. 500. 1000.vAnrLL
SIZE Q = 0.179 1.398 2.528 3.791 5.646 7.181 8.820 11.139 13.001
10 -0 .115 -0 .154 -0 .048 0.061 0.206 0.318 0.432 0.588 0.709
20 -O.OB3 -0 .079 -0 .018 0.037 0.102 0.149 0.193 0.248 0.289
30 -0 .0 7 4 -0 .053 -0 .005 0.036 0.084 0.116 0.146 0.184 0.210
50 -0 .062 -0 .041 -0 .012 0.013 0.041 0.060 0.078 0.099 0.114
100 -0 .037 -0 .020 -0 .006 0.005 0.017 0.025 0.032 0.041 0.047
200 -0 .007 -0 .006 0.001 0.007 0.013 0.017 0.021 0.026 0.029
500 -0 .003 -0 .002 0.001 0.003 0.005 0.006 0.008 0.009 0.010
1000 -0 .011 -0 .004 -0 .001 0 . 0 0 0 0.002 0.003 0.004 0.005 0.006
TABLE A. 44 RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = 1.5 L = 1.0 )
C itftD T T
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
d A t l r L f i
SIZE Q = 0.179 1.398 2.528 3.791 5.646 7.181 8.820 11.139 13.001
10 1.117 0.557 0.531 0.584 0.735 0.892 1.078 1.370 1.625
20 0.856 0.398 0.375 0.403 0.475 0.542 0.614 0 .714 0.792
30 0.755 0.330 0.316 0.345 0.406 0.457 0.509 0.579 0.630
50 0.596 0.244 0.228 0.245 0.281 0.312 0.343 0.384 0.413
100 0.440 0.174 0.167 0.179 0.202 0.220 0.237 0.259 0 .274
200 0.332 0.125 0.120 0.128 0.142 0.153 0.164 0.177 0.186
500 0.214 0.079 0.074 0.079 0.088 0.095 0.101 0.109 0.114
1000 0.146 0.055 0.053 0.057 0.063 0.068 0.072 0.078 0.082
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A.45 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV * 1.5 L = 2 .0  )
CA tlPT V
T “ 2. 5. 10. 20. 50. 100. 200. 500. 1000.
O A Ill l i b
SIZE Q = 0.842 2.434 3.741 5.149 7.169 8.814 10.556 13.000 14.949
1 0 - 0 . 110 -0 .017 0.042 0.096 0.162 0.209 0.254 0.312 0.355
20 -0 .055 -0 .012 0.015 0.038 0.066 0.084 0.102 0.124 0.140
30 -0 .046 -0 .012 0.009 0.027 0.047 0.061 0.075 0.091 0.102
50 -0 .020 0.007 0.022 0.034 0.047 0.057 0.065 0.075 0.082
100 -0 .022 -0 .004 0.004 0.011 0.018 0.023 0.027 0.032 0.036
200 -0 .009 -0 .003 0.000 0.003 0.006 0.007 0.009 0.011 0.013
500 -0 .003 0.000 0.001 0.003 0.004 0,005 0.006 0.007 0.008
1 0 0 0 -0 .002 0.000 0.001 0.001 0.002 0.002 0.003 0.003 0 .004
TABLE A. 46 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = 1.5 L = 2 .0  )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.842 2.434 3.741 5.149 7.169 8.814 10.556 13.000 14.949
1 0 0.468 0.381 0.415 0.477 0.581 0.667 0.758 0.884 0 .982
20 0.340 0.271 0.289 0.320 0.366 0.401 0.436 0.481 0.514
30 0.270 0.215 0.230 0.256 0.294 0.323 0.351 0.388 0.414
50 0.210 0.175 0.190 0.209 0.235 0.255 0.273 0.296 0.312
100 0.145 0.117 0.125 0.137 0.153 0.164 0.175 0.188 0.197
200 0.103 0.084 0.089 0.097 0.107 0.114 0.121 0.129 0.135
500 0.064 0.051 0.054 0.059 0.065 0.070 0.074 0.079 0.082
1000 0.047 0.038 0.040 0.043 0.047 0.050 0.053 0.056 0.059
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A.'47 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 1.5 L = 3 .0  )
SAMPLE
SIZE
T 2, 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.351 3.119 4.517 6.003 8.112 9.817 11.616 14.129 16.128
10 -0 .048 0.012 0.048 0,079 0.117 0.143 0.168 0.199 0.222
20 -0 .0 4 6 -0 .009 0.010 0.027 0.046 0.059 0.071 0.086 0.097
30 -0 .020 -0 .001 0.009 0.019 0.030 0.038 0.045 0.053 0.060
SO -0 .012 0.001 0.008 0.014 0.021 0.026 0.030 0.036 0.039
100 -0 .005 0.001 0.005 0.008 0.012 0.014 0.017 0.019 0.021
200 -0 .001 0.003 0.006 0.007 0.009 0.011 0.012 0.013 0.014
500 -0 .002 -0 .001 0.000 0.000 0.001 0.002 0.002 0.002 0.003
1000 0.001 0.002 0.002 0.002 0.003 0.003 0.003 0.004 0.004
TABLE A. 48 RMSE OF SELECTED QUANTILES : ( M = 1.0 CV = 1.5 L = 3 .0  )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.351 3. 119 4.517 6.003 8.112 9.817 11.616 14.129 16.128
10 0.325 0.309 0.346 0.393 0.463 0.517 0.572 0.645 0.700
20 0.231 0.227 0.250 0.277 0.314 0.342 0.369 0.403 0.429
30 0.190 0.181 0.196 0.215 0.239 0.256 0.273 0.295 0.310
50 0.147 0.143 0.155 0.170 0.188 0.201 0.213 0.228 0.239
100 0.103 0.101 0.109 0.119 0.131 0.140 0.148 0.158 0.165
200 0.073 0.071 0.077 0.083 0.091 0.097 0.102 0.108 0.113
500 0.046 0.045 0.049 0.053 0.058 0.061 0.064 0.068 0.070
1000 0.031 0.031 0.034 0.036 0.040 0.042 0.044 0.047 0.049 6
H
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A.49 BIAS OF SELECTED QUANTILES : ( M = 1 . 0 CV = 3.0 L = 1.0 )
c a m p t p
T * 2. 5. 10. 20. 50. 100. 200. 500. 1000.
v A n  r  iiT i
SIZE Q = 0.028 0.869 2.331 4.576 8.883 13.254 18.665 27.528 35.605
10 0.753 -0 .193 -0 .182 -0 .124 -0 .012 0.096 0.222 0.420 0.597
20 0.436 "0 .121 -0 .110 -0 .072 -0 .005 0.054 0.119 0.213 0.291
30 0.326 -0 .086 -0 .069 -0 .032 0.027 0.077 0.129 0.203 0.261
50 0.204 -0 .077 -0 .066 -0 .041 -0 .002 0.030 0.062 0.107 0.141
100 0.109 -0 .038 -0 .034 -0 .022 -0 .005 0.010 0.024 0.043 0.057
200 0.083 -0 .015 -0 .012 -0 .004 0.007 0.016 0.024 0.035 0.044
500 0.040 -0 .004 -0 .005 -0 .003 0 . 0 0 0 0.002 0.004 0.008 0.010
1000 0.002 -0 .007 -0 .005 -0 .003 0 . 0 0 0 0.003 0.005 0.007 0.009
TABLE A.50 RMSE OF SELECTED QUANTILES : ( M = 1 .0 CV = 3.0 L = 1.0 )
e i t f O T  P
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q s 0.028 0.869 2.331 4.576 8.883 13.254 18.665 27.528 35.605
10 3.337 0.861 0.792 0.826 0.978 1.174 1.447 1.943 2.439
20 2.084 0.632 0.584 0.615 0.725 0.847 0.999 1.244 1.466
30 1.705 0.538 0.508 0.553 0.672 0.793 0.938 1.164 1.362
50 1.219 0.397 0.367 0.397 0.476 0.551 0.634 0.752 0.845
100 0.853 0.288 0.272 0.298 0.352 0.398 0.445 0.507 0.555
200 0.637 0.212 0.198 0.216 0.252 0.281 0.309 0.346 0.372
500 0.393 0.132 0.124 0.136 0.158 0.175 0.191 0.210 0.224
1000 0.270 0.093 0.089 0.099 0.117 0.129 0.141 0.156 0.166
OS 
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SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A.51 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 3 .0  L -  2 .0  )
CAMDT F T 2. 5. 10. 20. 50. 100. 200. 500. 1000.□Aflrbb
SIZE Q = 0 .374 2 189 4.477 7.620 13.219 18.643 25.171 35.598 44 .923
10 -0 .071 -0 .104 -0 .065 -0 .012 0.074 0.147 0.227 0.345 0.442
20 -0 .038 -0 .065 -0 .045 -0 .017 0.024 0.058 0.093 0.140 0.177
30 -0 .043 -0 .055 -0.035 -0 .010 0.026 0.056 0.086 0.126 0.157
50 -0 .012 -0 .011 0.005 0.023 0.047 0.066 0.084 0.108 0.126
100 -0 .032 -0 .020 -0 .008 0.004 0.018 0.028 0.038 0.051 0.060
200 -0 .010 -0 .010 -0 .007 -0 .002 0.003 0.008 0.012 0.017 0.021
500 -0 .003 -0 .003 -0 .002 0.000 0.002 0.004 0.006 0.008 0.009
1000 -0 .003 -0 .002 -0 .001 0.000 0.001 0.002 0.003 0.004 0 .004
TABLE A. 52 RMSE OF SELECTED QUANTILES : ( M = 1..0 CV = 3 .0  L -  2 .0  )
CAMDT t T 2. 5. 10. 20. 50. 100. 200. 500. 1000.QAnrLTi
SIZE Q = 0.374 2.189 4.477 7.620 13.219 18.643 25.171 35,598 44 .923
10 0.776 0.601 0.649 0.768 1.020 1.283 1.609 2.144 2.633
20 0.572 0.440 0.470 0.532 0.640 0.736 0.842 0.995 1.120
30 0.457 0.349 0.382 0.444 0.548 0.637 0.731 0.864 0.971
50 0.360 0.288 0.320 0.368 0.438 0.494 0.550 0.626 0.683
100 0.248 0.193 0.213 0.243 0.284 0.314 0.344 0,381 0.408
200 0.181 0.140 0.155 0.176 0.204 0.224 0.243 0.266 0.283
500 0.112 0.085 0.095 0.108 0.124 0.136 0.147 0.160 0.168
1000 0.084 0.063 0.069 0.078 0.089 0.097 0.104 0,113 0.119
SIMPLE POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL (BY PWM)
TABLE A .53 BIAS OF SELECTED QUANTILES : ( M = 1.0 CV = 3 .0  L = 3 .0  )
c a u p t  t?
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
O A n r i i u
SIZE Q = 0.821 3.306 6.126 9.835 16.235 22.308 29.516 40 .894 50.973
10 -0 .0 7 8 -0 .063 -0 .028 0.013 0.073 0.122 0.173 0.246 0.303
20 -0 .080 -0 .057 - 0 .032 -0 .005 0.032 0.060 0.088 0.125 0.154
30 -0 .035 -0 .033 -0 .021 -0 .006 0.014 0.029 0.045 0.066 0.081
50 -0 .022 -0 .018 -0 .009 0.001 0.014 0.025 0.035 0.048 0.058
100 -0 .011 -0 .007 -0 .002 0.005 0.013 0.019 0.025 0.033 0.038
200 -0 .002 0.000 0.003 0.006 0.010 0.012 0.015 0.018 0.021
500 -0 .005 -0 .003 -0 .002 0.000 0.001 0.003 0.004 0.005 0 .006
1000 0.002 0.001 0.001 0.001 0.001 0.002 0.002 0.002 0 .002
TABLE A.,54 RMSE OF SELECTED QUANTILES : C M = 1.0 CV = J.O L = 3 .0  )
CAMPT T
T -  2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A n  r i i t
SIZE Q = 0.821 3.306 6.126 9.835 16.235 22.308 29.516 40.894 50.973
10 0.519 0,479 0.545 0.656 0.867 1.078 1.336 1.756 2.136
20 0.380 0.368 0.418 0.485 0.587 0.671 0.759 0.882 0.979
30 0.315 0.299 0.335 0.380 0.444 0.494 0.544 0.611 0.661
50 0.246 0.238 0.270 0.306 0.356 0.394 0.430 0.477 0.511
100 0.176 0.169 0.192 0.218 0.252 0.276 0.299 0.328 0.348
200 0.124 0.120 0.135 0.152 0.173 0.187 0.201 0.218 0.230
500 0.078 0.078 0.088 0.099 0.112 0.121 0.129 0.139 0.146
1000 0.053 0.053 0.060 0 .067 0.076 0.082 0.087 0.094 0.098
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COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A .55 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 1.5 LI = 0 .7  L2 = 0 .3 )
CAMDTr T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.S)A"rliL
SIZE Q  = 0.409 1.707 2.596 3.474 4.650 5.562 6.494 7.757 8 .734
10 -0 .073 -0.0X7 0.026 0.067 0.108 0.130 0.144 0.155 0.159
20 -0 .081 -0 .027 0.001 0.028 0.056 0.071 0.080 0.087 0.090
30 -0 .079 -0 .031 -0 .012 0.004 0.024 0.035 0.042 0.047 0.049
50 -0 .035 -0 .010 -0 .001 0.009 0.019 0.026 0.029 0.032 0 .032
100 -0 .025 -0 .012 -0 .007 -0 .002 0.003 0.007 0.010 0.011 0.011
200 0.003 0.002 0.003 0.006 0.009 0.011 0.013 0.013 0.013
500 -0 .005 0.000 0.001 0.002 0.003 0.004 0.004 0.004 0 .004
1000 -0 .005 -0 .001 0.000 0.001 0.002 0.002 0.003 0.003 0 .003
TABLE A .56 RMSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 1.5 LI = 0 .7 L2 = 0. 3)
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q  = 0.409 1.707 2.596 3.474 4.650 5.562 6.494 7.757 8.734
10 0.925 0.393 0.377 0.396 0.437 0.469 0.494 0.517 0.530
20 0.660 0.285 0.272 0.284 0.315 0.337 0.354 0.370 0.379
30 0.542 0.229 0.211 0.217 0.236 0.251 0.265 0.281 0.286
50 0.421 0.170 0.158 0.161 0.174 0.186 0.197 0.207 0 .214
100 0.292 0.122 0.112 0.112 0.119 0.126 0.133 0.141 0.146
200 0.207 0.088 0.083 0.085 0.092 0.098 0.105 0.112 0.116
500 0.135 0.057 0.053 0.053 0.057 0.060 0.064 0.069 0.072
1000 0.094 0.038 0.035 0.035 0.038 0.040 0.043 0.046 0.048
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A.S7 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 1.5 LI = 1 .3  L2 * 0 . 7 )
SAMPLE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.unii r ub
SIZE Q * 1.222 2.584 3.521 4.448 5.687 6.642 6.579 8.921 9.924
10 -0 .034 0.005 0.030 0.051 0.069 0.077 0,252 0.085 0.085
20 -0 .031 -0 .009 0.005 0.017 0.027 0.031 0.197 0.035 0.035
30 -0 .011 0.000 0.007 0.014 0.020 0.022 0.184 0 .024 0 .023
50 -0 .007 -0 .001 0.003 0.007 0.010 0.011 0,170 0.011 0.010
100 -0 .002 0.003 0.005 0.007 0.009 0.010 0.169 0.010 0.010
200 0.002 0.002 0.002 0.004 0.004 0.005 0.163 0 .004 0 .004
500 -0 .001 0.000 0.001 0.000 0.003 0.003 0.161 0 .003 0.003
1000 -0 .001 -0 .001 -0 .001 0.000 -0 .001 0.000 0.157 0.000 0.000
TABLE A .58 RMSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 1.5 LI = 1.3 L2 = 0.■ 7)
SAMPLE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o n n r la
SIZE Q = 1.222 2.584 3.521 4.448 5.687 6.642 6.579 8.921 9.924
10 0.318 0.266 0.278 0.298 0.322 0.337 0.465 0.358 0 .364
20 0.223 0.182 0.184 0.195 0.210 0.219 0.326 0.235 0 .239
30 0.182 0.150 0.152 0.159 0.170 0.177 0.279 0.189 0 .192
50 0.143 0.116 0.117 0.122 0.130 0.136 0.235 0.146 0.149
100 0.102 0.083 0.084 0.087 0.094 0.098 0.206 0.107 0.110
200 0.073 0.060 0.063 0.063 0.068 0.071 0.184 0.077 0.080
500 0.045 0.036 0.036 0.056 0.039 0.041 0.168 0.046 0.047
1000 0.031 0.025 0.025 0.026 0.034 0.029 0.161 0.033 0.033
154
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A.59 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 1.5 LI = 2 .0  L2 = 1 .0)
SAMPLE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q = 1.690 3.064 4.009 4.944 6.192 7.154 8.131 9.444 10.450
10 -0 .008 0.020 0.037 0.051 0.061 0.066 0.068 0.070 0.070
20 -0 .012 0.001 0.009 0.016 0.020 0.022 0.023 0.022 0.021
30 -0 .012 -0 .002 0.003 0.008 0.012 0.014 0.014 0.014 0.013
50 -0 .005 -0 .001 0.002 0.005 0.008 0.009 0.009 0.009 0.008
100 -0 .001 0.001 0.003 0.004 0.005 0.005 0.005 0.005 0 .004
200 0.001 0.002 0.003 0.003 0.004 0.004 0.004 0.004 0 .004
500 -0 .001 0.000 0.000 0.001 0.001 0.001 0.001 0.002 0.001
1000 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 -0 .0 0 1 -0 .001
TABLE A.60 RHSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 1.5 LI = 2 .0 L2 = 1 • 0)
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.690 3.064 4.009 4.944 6.192 7.154 8.131 9 .444 10.450
10 0.229 0.219 0.234 0.251 0.268 0.279 0.286 0.293 0.297
20 0.159 0.149 0.156 0.165 0.175 0.182 0.187 0 .193 0.196
30 0.130 0.117 0.121 0.127 0.137 0.144 0.149 0.154 0.158
50 0.102 0.094 0.097 0.102 0.109 0.115 0.119 0.124 0.126
100 0.072 0.068 0.071 0.075 0.081 0.085 0.089 0.093 0.095
200 0.052 0.045 0.047 0.049 0.053 0.057 0.059 0.062 0 .064
500 0.031 0.028 0.029 0.030 0.032 0.034 0.035 0.037 0.038
1000 0.023 0.022 0.023 0.024 0.025 0.027 0.028 0.029 0.030
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A.61 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 2 .0  LI = 0 .7  L2 = 0 . 3 )
QlklDT F T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.uAflrLu
SIZE Q = 0.437 1.885 2.949 4.066 5.655 6.933 8.257 10.050 11.422
10 -0 .063 -0 .006 0.040 0.077 0.103 0.109 0.109 0.107 0.104
20 -0 .076 -0 .025 0.007 0.034 0.050 0.053 0.051 0.048 0.045
30 -0 .075 -0 .030 -0 .012 0.006 0.018 0.019 0.018 0.015 0.013
50 -0 .031 -0 .010 0.000 0.009 0.014 0.014 0.011 0.008 0.006
100 -0 .024 -0 .013 -0 .007 -0 .002 0.001 0.002 0.000 -0 .002 -0 .003
200 0.004 0.002 0.004 0.007 0.009 0.008 0.007 0.006 0.005
500 -0 .005 -0 .001 -0.001 0.001 0.002 0.001 0.001 -0 .001 0.000
1000 -0 .005 -0 .001 -0 .001 0.001 0.001 0.001 0.002 0.001 0.001
TABLE A.62 RMSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 2.0 LI = 0.7 L2 = 0. 3)
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.437 1.885 2.949 4.066 5.655 6.933 8.257 10.050 11.422
10 0.942 0.421 0.425 0.457 0.499 0.522 0.536 0.550 0.557
20 0.666 0.302 0.305 0.335 0.370 0 .388 0.399 0.408 0.412
30 0.547 0.239 0.233 0.254 0.282 0.297 0.308 0.316 0.321
50 0.426 0.179 0.175 0.190 0.213 0.226 0.234 0.242 0.245
100 0.294 0.127 0.122 0.130 0.145 0.155 0.161 0.167 0.169
200 0.209 0.093 0.091 0.100 0.114 0.123 0.128 0.132 0 .134
500 0.136 0.059 0.059 0.062 0.071 0.077 0.081 0.084 0.085
1000 0.095 0.040 0.043 0.042 0.049 0.052 0.055 0.057 0.057
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A .63 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 2 .0  LI = 1 .3  L2 = 0 .7 )
c i ifm r
*
in ii KI
 
1 
1
5. 10. 20. 50. 100. 200. 500. 1000.
o A n riiL
SIZE Q = 1.351 2.984 4.198 5.456 6.939 8.538 9.904 11.724 13.106
10 -0 .031 0.011 0.034 0.047 0.087 0.049 0.048 0.046 0.044
20 -0 .030 -0 .007 0.006 0.014 0.051 0.014 0.012 0.010 0.009
30 -0 .012 0.000 0.008 0.011 0.047 0.009 0.007 0.006 0.005
50 - 0 .006 0.000 0.004 0.005 0.039 0.002 0.000 - 0 .002 - 0 .0 0 3
100 -0 .001 0.002 0.004 0.006 0.042 0.003 0.002 0 .003 0.002
200 0.002 0.002 0.002 0.003 0.038 0.001 0.001 0.000 0.001
500 -0 .001 0.000 0.001 0.002 0.037 0.001 0.001 0.002 0.001
1000 - 0 .002 -0 .002 -0 .001 -0 .001 0.034 -0 .002 -0 .002 -0 .001 - 0 .002
TABLE A.64 RMSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 2.0 LI = 1.3 L2 = 0. 7)
CAllDf E
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A flr  L u
SIZE Q = 1.351 2.984 4.198 5.456 6.939 8.538 9.904 11.724 13.106
10 0.332 0.299 0.325 0.345 0.384 0.373 0.380 0.386 0.389
20 0.231 0.200 0.214 0.230 0.257 0.252 0.257 0.261 0 .264
30 0.188 0.163 0.174 0.187 0.211 0.204 0.208 0.211 0 .213
50 0.148 0.128 0.137 0.147 0.167 0.161 0.163 0.165 0 .166
100 0.104 0.090 0.097 0.105 0.124 0.121 0.119 0.121 0.121
200 0.076 0.066 0.071 0.077 0.098 0.085 0.086 0.088 0.088
500 0.047 0.039 0.041 0.045 0.064 0.050 0.051 0.051 0.052
1000 0.032 0.031 0.029 0.032 0.050 0.036 0.037 0.039 0.037
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A.65 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 2 .0  LI = 2 .0  L2 = 1 .0 )
ctiipT r T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.d n u t L u
SIZE Q = 1.885 3.577 4.830 6.120 7.880 9.239 10.418 12.435 13,819
10 -0 .005 0.027 0.041 0.046 0.046 0.044 0.061 0.040 0.038
20 -0 .011 0.003 0.009 0.010 0.007 0.005 0.021 0 . 0 0 0 -0 .0 0 1
30 -0 .012 -0 .003 0.003 0.004 0.003 0.001 0.018 - 0 .0 0 2 -0 .0 0 2
50 -0 .005 0.001 0.003 0.005 0.002 0.002 0.020 0 . 0 0 0 0 . 0 0 0
100 - 0 .0 0 1 0.001 0.001 0.002 0.001 0 . 0 0 0 0.017 - 0 .0 0 1 -0 .001
200 0.001 0.001 0.002 0.002 0.002 0.002 0.019 0 .001 0 .001
500 -0 .001 0 . 0 0 0 0 . 0 0 0 0.001 0.001 0 . 0 0 0 0,019 0 . 0 0 0 0 . 0 0 0
1000 -0 .0 0 2 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 0.016 -0 .0 0 3 - 0 .0 0 2
TABLE A.66 RMSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 2 .0 LI = 2.0
oIICM
CAMDTr T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.oAn^uL
SIZE Q = 1.885 3.577 4.830 6.120 7.880 9.239 10.418 12.435 13.819
10 0.241 0.253 0.278 0.294 0.307 0.312 0.325 0.320 0 .322
20 0.168 0.172 0.187 0.199 0.208 0.213 0.221 0.218 0.220
30 0.135 0 .134 0.146 0.157 0.167 0.171 0.178 0.176 0 .178
50 0.106 0.106 0.116 0.125 0.132 0.136 0.142 0.139 0.140
100 0.076 0.077 0.086 0.093 0.099 0.102 0.107 0.105 0 .105
200 0.051 0.054 0.057 0.062 0.066 0.068 0.074 0.070 0.070
500 0.032 0.032 0.036 0.037 0.040 0.041 0.046 0.042 0.043
1000 0.025 0.025 0.029 0.030 0.034 0.032 0.037 0.033 0.033
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
IBLE A.67 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 3..0 LI = 0.,7 L2 = 0. 3)
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.472 2.188 3.686 5.475 8.124 10.196 12.277 15.029 17.110
10 -0 .039 0.025 0.064 0.070 0.063 0.059 0.055 0.054 0 .053
20 -0 .0 6 4 -0 .011 0.021 0.026 0.018 0.015 0.012 0.011 0.012
30 -0 .068 -0 .025 -0 .006 -0 .001 -0 .008 -0 .010 -0 .011 -0 .011 -0 .0 1 0
50 -0 .025 -0 .006 0.004 0.004 -0 .005 -0 .006 -0 .007 -0 .0 0 8 -0 .0 0 7
100 -0 .022 -0 .012 -0 .007 -0 .005 -0 .008 -0 .009 -0 .009 -0 .008 -0 .0 0 8
200 0.006 0.003 0.006 0.006 0.003 0.003 0.003 0.002 0.003
500 -0 .004 -0 .001 -0 .002 -0 .001 -0 .003 -0 .002 -0 .002 -0 .002 -0 .001
1000 -0 .004 -0.001 -0 .001 0.000 -0 .001 0.000 0.000 0.000 0.001
1BLE A.68 RMSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 3..0 LI = 0,,7 L2 = 0 3)
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.472 2.188 3.686 5.475 8.124 10.196 12.277 15.029 17.110
10 0.973 0.501 0.527 0.540 0.555 0.565 0.573 0.581 0.586
20 0.686 0.347 0.380 0.409 0.426 0.431 0.435 0.439 0.441
30 0.557 0.269 0.289 0.316 0.332 0.337 0.341 0.344 0.345
50 0.434 0.202 0.219 0.241 0.254 0.259 0.261 0.262 0.262
100 0.300 0.141 0.148 0.166 0.176 0.178 0.178 0.177 0.177
200 0.214 0.102 0.114 0.131 0.139 0.139 0.139 0.139 0.138
500 0.138 0.065 0.072 0.082 0.088 0.088 0.087 0.088 0.087
1000 0.097 0.045 0.055 0.055 0.060 0.059 0.059 0.059 0.058
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A.'69 BIAS OF SELECTED QUANTILES : (Ml = 1.0 M2 = 3.0 LI = 1.3 L2 = 0 • 7)
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.551 3.834 5.796 7.870 10.640 12.732 14.818 17.571 19.652
10 -0 .019 0.022 0.026 0.022 0.019 0.019 0.018 0.019 0.020
20 -0 .025 -0 .003 0.000 -0 .002 -0 .004 -0 .003 -0 .003 -0 .0 0 2 -0 .0 0 1
30 -0 .010 0.001 0.001 -0 .001 -0 .004 -0 .003 -0 .002 -0 .001 0.000
50 -0 .004 0.002 -0 .001 -0 .003 -0 .006 -0 .006 -0 .006 -0 .005 -0 .0 0 5
100 -0 .001 0.000 0.002 0.000 -0 .001 0.000 0.000 0.001 0.002
200 0.003 0.001 0.000 0.000 -0 .001 0.000 0.000 0.000 0.000
500 -0 .001 -0 .001 -0 .001 0.000 -0 .001 0.000 0.001 0.000 0.002
1000 -0 .002 -0 .004 -0 .004 -0 .003 -0 .003 -0 .002 -0 .002 -0 .001 -0 .0 0 1
TABLE A. 70 RHSE OF SELECTED QUANTILES : (Ml = 1.0 M2 = 3.0 LI = 1.3 L2 = 0 .7)
C AUDIT T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.oAnr JjCi
SIZE Q = 1.551 3.834 5.796 7.870 10.640 12.732 14.818 17.571 19.652
10 0.369 0.367 0.382 0.392 0.398 0.402 0.406 0.409 0.411
20 0.251 0.244 0.261 0.268 0.271 0.273 0.275 0.276 0.277
30 0.202 0.197 0.211 0.217 0.220 0.221 0.221 0.221 0.221
50 0.160 0.158 0.170 0.174 0.174 0.173 0.173 0.171 0.171
100 0.113 0.111 0.120 0.124 0.126 0.124 0.124 0 .124 0 .123
200 0.082 0.082 0.090 0.091 0.091 0.090 0.090 0.089 0.089
500 0.050 0.050 0.055 0.056 0.054 0.053 0.052 0.077 0.052
1000 0.035 0.045 0.039 0.042 0.039 0.038 0.039 0.037 0.037
100
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTIONS AS MARGINALS
TABLE A .71 BIAS OF SELECTED QUANTILES : (Ml <= 1.0 M2 = 3 .0  LI -  2 .0  L2 = 1 .0 )
cikipT r T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.oAnrLL
SIZE Q = 2.223 4.744 6.814 8.926 11.708 13,801 15.878 18.641 20.722
10 0.007 0.033 0.031 0.026 0.024 0.O23 0.023 0.023 0.023
20 -0 .006 0.004 -0 .001 -0 .005 -0 .008 -0 .008 -0 .007 -0 .009 -0 .008
30 -0 .011 -0 .003 -0 .005 -0 .007 -0 .008 -0 .006 -0 .005 -0 .005 -0 .005
50 -0 .002 0.000 -0 .001 -0 .002 -0 .003 -0 .002 -0 .001 -0 .001 -0 .001
100 -0 .001 -0 .002 -0 .003 -0 .003 -0 .003 -0 .002 -0 .001 - 0 .002 -0 .001
200 0.002 0.000 0.000 0.000 -0 .001 0.001 0.001 0.001 0.001
500 -0 .001 -0 .002 -0 .002 -0 .001 -0 .001 0.000 0.001 0.001 0.001
1000 -0 .002 -0 .004 -0 .004 -0 .004 -0 .004 -0 .003 -0 .002 -0 .002 -0 .002
TABLE A. 72 RMSE OF SELECTED QUANTILES : (Ml = I..0 M2 = 3.,0 LI = 2,.0 L2 = 1 .0 )
CAMPT r T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.dAnrLL
SIZE Q = 2.223 4.744 6.814 8.926 11.708 13.801 15.878 18.641 20 .722
10 0.277 0.314 0.327 0.331 0 .334 0.335 0.337 0.337 0 .338
20 0.193 0.218 0.228 0.230 0.232 0.231 0.231 0.232 0.230
30 0.152 0.170 0.180 0.184 0.184 0.184 0.184 0.183 0 .182
50 0.119 0.134 0.141 0.144 0.145 0.143 0.143 0.143 0.142
100 0.085 0.103 0.107 0.108 0.108 0.108 0.107 0.107 0.106
200 0.057 0.069 0.071 0.072 0.071 0.071 0.071 0.070 0.070
500 0.036 0.042 0.046 0.046 0.044 0.042 0.042 0.042 0.042
1000 0.028 0.036 0.035 0.036 0.037 0.034 0.033 0.033 0.033
101
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A. 73 BIAS OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 1.5 LI = 0 .7  L2 * 0 . 3  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.409 1.707 2.596 3.474 4.650 5.562 6.494 7.757 8.734
10 -0 .063 0.001 -0 .004 -0 .014 -0 .029 -0 .041 -0 .054 -0 .070 -0 .081
20 -0 .028 0.000 -0 .008 -0 .020 -0 .036 -0 .049 -0 .062 -0 .078 -0 .089
30 -0 .029 -0 .008 -0 .018 -0 .029 -0 .046 -0 .059 -0 .072 -0 .088 -0 .099
50 0.006 0.007 -0 .005 -0 .018 -0 .035 -0 .049 -0 .062 -0 .078 -0 .090
100 0.011 0.002 -0 .010 -0 .024 -0 .041 -0 .055 -0 .068 -0 .084 -0 .096
200 0.038 0.014 0.000 -0 .014 -0 .032 -0 .046 -0 .060 -0 .077 -0 .088
500 0.026 0.011 -0 .002 -0 .016 -0 .034 -0 .048 -0 .061 -0 .078 -0 .089
1000 0.026 0.010 -0 .003 -0 .016 -0 .035 -0 .048 -0 .062 -0 .078 -0 .090
TABLE A. 74 RMSE OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 1.5 LI = 0 .7  L2 = 0 .3  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.409 1.707 2.596 3.474 4.650 5.562 6.494 7.757 8.734
10 1.103 0.401 0.357 0.340 0.329 0.324 0.320 0.317 0 .316
20 0.699 0.288 0.262 0.252 0.245 0.243 0.241 0.242 0 .243
30 0.564 0.228 0.207 0.199 0.195 0.194 0.196 0.198 0.201
50 0.434 0.172 0.155 0.149 0.147 0.148 0.150 0.155 0.160
100 0.299 0.122 0.110 0.107 0.109 0.113 0.118 0.127 0.134
200 0.216 0.091 0.082 0.080 0.082 0.087 0.094 0.105 0.113
500 0.141 0.059 0.052 0.052 0.058 0.067 0.076 0.090 0.100
1000 0.099 0.040 0.035 0.037 0.047 0.058 0.069 0.084 0.095
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A . 75 BIAS OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 1.5 LI = 1.3 L2 = 0 .7  )
C AMPT V
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q = 1.222 2.584 3.521 4.448 5.687 6.642 6.579 8.921 9.924
10 0.011 -0 .003 -0 .016 -0 .030 -0 .047 -0 .060 0.074 -0 .086 -0 .0 9 6
20 0.001 -0 .013 -0 .026 -0 .039 -0 .056 -0 .069 0.064 -0 .095 -0 .1 0 4
30 0.015 -0 .004 -0 .018 -0 .032 -0 .050 -0 .063 0.071 -0 .089 -0 .099
50 0.017 -0 .005 -0 .020 -0 .034 -0 .053 -0 .066 0.067 -0 .092 -0 .102
100 0.020 0.000 -0 .015 -0 .030 -0 .048 -0 .061 0.073 -0 .088 -0 .097
200 0.022 -0 .001 -0 .016 -0 .031 -0 .049 -0 .062 0.071 -0 .089 -0 .099
500 0.019 -0 .002 -0 .017 -0 .032 -0.050 -0 .063 0.070 -0 .090 -0 .099
1000 0.018 -0 .004 -0 .018 -0 .033 -0.051 -0 .064 0.069 -0 .091 -0 .101
TABLE A. 76 RMSE OF SELECTED QUANTILES : ( Ml = 1.3 M2 = 1.5 LI = 1.3 L2 = 0 .7  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.222 2.584 3.521 4.448 5.687 6.642 6.579 8.921 9.924
10 0.324 0.255 0.243 0.238 0.234 0.233 0.268 0.235 0.236
20 0.224 0.177 0.170 0.168 0.168 0.170 0.189 0.178 0.182
30 0.186 0.147 0.141 0.139 0.141 0.144 0.163 0.153 0.158
50 0.147 0.114 0.109 0.109 0.113 0.118 0.130 0.132 0.138
100 0.105 0.081 0.079 0.080 0.087 0.094 0.109 0.111 0.119
200 0.078 0.059 0.058 0.062 0.072 0.081 0.092 0.102 0. n o
500 0.049 0.035 0.038 0.045 0.059 0.070 0.079 0.094 0.104
1000 0.036 0.025 0.030 0.040 0.056 0.068 0.073 0.093 0.103
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A .77 BIAS OF SELECTED QUANTILES : ( Ml * 1.0 N2 * 1.5 LI * 2 .0  L2 = 1.0 )
CAMDT r
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
yAH r  iiL
SIZE Q = 1.690 3.064 4.009 4.944 6.192 7.154 8.131 9.444 10.450
10 0.016 -0 .004 -0 .018 -0 .032 -0 .050 -0 .063 -0 .0 7 4 -0 .089 -0 .098
20 0.004 -0 .014 -0 .028 -0 .042 -0 .059 -0 .072 -0 .0 8 3 -0 .097 -0 .107
30 0.004 -0 .016 -0 .030 -0 .044 -0 .062 -0 .075 -0 .086 -0 .100 -0 .110
50 0.009 -0 .014 -0 .029 -0 .043 -0 .061 -0 .074 -0 .086 -0 .100 -0 .109
100 0.011 -0 .010 -0 .025 -0 .039 -0 .057 -0 .070 -0 .082 -0 .096 -0 .106
200 0.013 -0 .009 -0 .024 -0 .038 -0 .057 -0 .069 -0 .081 -0 .095 -0 .105
500 0.011 -0 .011 -0 .025 -0 .040 -0 .058 -0 .071 -0 .082 -0 .097 -0 .106
1000 0.010 -0 .011 -0 .026 -0 .041 -0 .059 -0 .071 -0 .083 -0 .097 -0 .107
TABLE A. 78 RMSE OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 1.5 LI = 2 .0  L2 = 1.0 )
C AWT>f P
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A f l r L L
SIZE Q ■ 1.690 3.064 4.009 4.944 6.192 7.154 8.131 9.444 10.450
10 0.233 0.201 0.194 0.191 0.189 0.190 0.192 0.195 0.197
20 0.161 0.141 0.138 0.138 0.142 0.145 0.150 0.156 0.161
30 0.129 0.112 0.111 0.113 0.118 0.124 0.130 0.138 0.145
50 0.103 0.091 0.091 0.094 0.102 0.109 0.116 0.126 0.133
100 0.074 0.065 0.067 0.072 0.082 0.091 0.100 0.111 0.119
200 0.051 0.044 0.048 0.056 0.069 0.080 0.090 0.103 0.111
500 0.033 0.029 0.036 0.047 0.063 0.075 0.086 0.099 0.109
1000 0.026 0-024 0.033 0.045 0.062 0.074 0.085 0.099 0.108
1(>4
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A .79 BIAS OF SELECTED QUANTILES : ( Ml = 1.0 112 = 2 .0  LI * 0 .7  L2 * 0 . 3  )
C AMDT P T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.MnnruCt
SIZE Q * 0 . 437 1.885 2.949 4 . 0 6 6 5.655 6 . 9 3 3 8. 257 10.050 11 .422
10 - 0 . 0 0 8 0 . 02 8 - 0 . 00 5 - 0 . 04 3 - 0 . 09 3 - 0 . 12 7 - 0 . 1 5 5 - 0 . 1 8 4 - 0 . 2 0 2
20 0. 032 0 . 026 - 0 . 01 1 - 0 . 0S1 - 0 . 10 2 - 0 . 1 3 6 - 0 . 1 6 4 - 0 . 1 9 4 - 0 . 2 1 1
30 0 . 028 0 . 014 - 0 . 02 3 - 0 . 06 3 - 0 . 1 1 4 - 0 . 14 7 - 0 . 1 7 5 - 0 . 2 0 5 - 0 . 2 2 2
50 0 . 064 0.030 - 0 . 01 0 - 0 . 05 2 - 0 . 1 0 4 - 0 . 1 3 8 - 0 . 1 6 6 - 0 . 1 9 6 - 0 . 2 1 4
100 0 . 069 0.025 - 0 . 01 6 - 0 . 05 8 - 0 . 10 9 - 0 . 1 4 4 - 0 . 1 7 2 - 0 . 2 0 2 - 0 . 2 1 9
200 0 . 099 0 . 038 - 0 . 00 5 - 0 . 04 7 - 0 . 10 0 - 0 . 1 3 5 - 0 . 1 6 4 - 0 . 1 9 4 - 0 . 2 1 2
500 0 . 085 0 . 034 - 0 . 00 8 - 0 . 05 0 - 0 . 10 2 - 0 . 1 3 7 - 0 . 1 6 6 - 0 . 1 9 6 - 0 . 2 1 3
1000 0 . 0 8 6 0 . 034 - 0 . 00 8 - 0 . 05 0 - 0 . 1 0 3 - 0 . 1 3 7 - 0 . 1 6 6 - 0 . 1 9 6 - 0 . 2 1 3
TABLE A. 80 RMSE OF SELECTED QUANTILES : ( Ml = 1.0  M2 = 2 . 0  LI * 0 . 7  L2 = 0 . 3  )
G AMDT P
T - 2. 5. 10. 20. 50. 100. 200. 500. 1000.
onllrLL
SIZE Q = 0 . 437 1.885 2.949 4 . 066 5.655 6 . 93 3 8 . 257 10.050 11.422
10 1.206 0 . 436 0.381 0 . 357 0 . 343 0.340 0 . 342 0 . 347 0 . 3 5 1
20 0 . 750 0 . 314 0. 280 0 . 266 0 . 264 0 . 270 0 . 2 7 8 0 . 29 0 0 . 2 9 9
30 0 . 604 0.247 0. 220 0 . 213 0. 221 0 . 233 0 . 247 0 . 26 4 0 . 2 7 5
50 0 . 467 0 . 188 0.165 0. 162 0 . 176 0 . 194 0 . 212 0 . 233 0 . 247
100 0 . 3 2 6 0 . 133 0.116 0. 121 0 . 148 0 . 172 0.195 0 . 22 0 0 . 2 3 5
200 0 . 2 4 8 0 . 104 0.087 0 . 094 0. 125 0 . 153 0 . 178 0 . 205 0 . 2 2 2
500 0 . 170 0.071 0 .055 0.071 0 . 113 0 . 144 0 .171 0 . 200 0. 217
1000 0 . 133 0 . 054 0 . 038 0.061 0 . 107 0 . 140 0 . 168 0 . 1 9 8 0 . 2 1 5
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A.81 BIAS OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 2 .0  LI = 1 .3  L2 = 0 .7  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.351 2.984 4.198 5.456 6.939 8.538 9.904 11.724 13.106
10 0.052 -0 .007 -0 .050 -0 .090 -0 .101 -0 .158 -0 .179 -0 .2 0 0 -0 .212
20 0.041 -0 .017 -0 .060 -0 .099 -0 .111 -0 .167 -0 .187 -0 .2 0 8 -0 .220
30 0.054 -0 .010 -0 .054 -0 .094 -0 .106 -0 .163 -0 .183 -0 .2 0 4 -0 .217
50 0.057 -0 .010 -0 .055 -0 .096 -0 .108 -0 .165 -0 .185 -0 .2 0 6 -0 .219
100 0.060 -0 .006 -0 .051 -0 .092 -0 .104 -0 .161 -0 .182 -0 .2 0 3 -0 .215
200 0.062 -0 .006 -0 .052 -0 .092 -0 .105 -0 .162 -0 .183 -0 .2 0 4 -0 .2 1 6
500 0.059 -0 .008 -0 .053 -0 .093 -0 .105 -0 .162 -0 .183 -0 .2 0 4 -0 .216
1000 0.058 -0 .009 -0 .054 -0 .094 -0 .107 -0 .164 -0 .1 8 4 -0 .2 0 5 -0 .218
TABLE A. 82 RMSE OF SELECTED QUANTILES : ( Ml = 1.3 M2 = 2.0  LI = 1 .3  L2 = 0 .7  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.351 2.984 4.198 5.456 6.939 8.538 9.904 11.724 13.106
10 0.357 0.272 0.257 0.254 0.254 0.269 0.277 0.287 0.293
20 0.245 0.188 0.183 0.191 0.195 0.224 0.237 0.251 0.260
30 0.206 0.155 0.153 0.164 0.169 0.204 0.219 0.235 0.245
50 0.168 0.121 0.124 0.141 0.148 0.190 0.207 0.225 0.236
100 0.126 0.086 0.094 0.118 0.127 0.175 0.193 0.213 0.224
200 0.103 0.063 0.078 0.107 0.118 0.169 0.189 0.209 0.221
500 0.076 0.038 0.063 0.098 0.110 0.165 0.185 0.206 0.218
1000 0.067 0.027 0.059 0.097 0.109 0.165 0.165 0.206 0.219
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A. 83 BIAS OF SELECTED QUANTILES : ( Ml - 1.0 M2 = 2 .0  LI * 2 .0  L2 = 1.0 )
CAMDT V T 2. 5. 10. 20. 50. 100. 200. 500. 1000.DnnrLiL
SIZE Q = 1.885 3.577 4.830 6.120 7.880 9.239 10.418 12.435 13.819
10 0.043 -0 .022 -0 .066 -0 .104 -0 .145 -0 .168 -0 .172 -0 .207 -0 .219
20 0.029 -0 .034 -0 .078 -0 .115 -0 .155 -0 .178 -0-182 -0 .216 -0 .228
30 0.028 -0 .037 -0 .081 -0 .118 -0 .158 -0 .182 -0 .186 -0 .220 -0 .231
50 0.034 -0 .034 -0 .078 -0 .116 -0 .156 -0 .180 -0 .184 -0 .218 -0 .230
100 0.036 -0 .031 -0.075 -0 .113 -0 .154 -0 .177 -0 .181 -0 .2 1 6 -0 .227
200 0.038 -0 .030 -0 .074 -0 .112 -0 .153 -0 .177 -0 .181 -0 .215 -0 .227
500 0.036 -0 .031 -0 .076 -0 .114 -0 .154 -0 .178 -0 .182 -0 .216 -0 .227
1000 0.035 -0 .032 -0 .076 -0 .114 -0 .155 -0 .178 -0 .182 -0 .217 -0 .228
TABLE A. 84 RMSE OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 2.0  LI = 2 .0  L2 = 1.0 )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.885 3.577 4.830 6.120 7.880 9.239 10.418 12.435 13.819
10 0.256 0.213 0.208 0.214 0.229 0.241 0.242 0.263 0.271
20 0.177 0.153 0.159 0.175 0.199 0.216 0.219 0.245 0.255
30 0.142 0.122 0.135 0.157 0.186 0.205 0.208 0.237 0.247
50 0.116 0.099 0.117 0.143 0.175 0.195 0.199 0.230 0.241
100 0.088 0.075 0.099 0.129 0.164 0.186 0.190 0.222 0.233
200 0.066 0.054 0.085 0.119 0.158 0.180 0.184 0.218 0.229
500 0.049 0.042 0.080 0.116 0.156 0.179 0.183 0.217 0.228
1000 0.043 0.039 0.079 0.116 0.156 0.179 0.183 0.217 0.229
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SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A.85 BIAS OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 3 .0  LI = 0 .7  L2 = 0 . 3  )
CAMDT P
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A n r i i L
SIZE Q * 0.472 2.188 3.666 5.475 8.124 10.196 12.277 15.029 17.110
1 0 0.132 0.096 -0 .014 -0 .120 -0 .218 -0 .265 -0 .296 -0 .325 -0 .340
20 0.161 0.091 -0 .024 -0 .130 -0 .229 -0 .275 -0 .306 -0 .3 3 5 -0 .350
30 0.173 0.074 -0 .040 -0 .145 -0 .242 -0 .287 -0 .318 -0 .346 -0 .3 6 2
50 0.214 0.091 -0 .026 -0 .134 -0 .233 -0 .279 -0 .310 -0 .339 -0 .3 5 4
100 0.219 0.086 -0 .032 -0 .140 -0 .238 -0 .284 -0 .315 -0 .3 4 4 -0 .3 5 9
200 0 .254 0.101 -0 .020 -0 .129 -0 .229 -0 .276 -0 .308 -0 .337 -0 .3 5 2
500 0.238 0.096 -0 .024 -0 .132 -0 .232 -0 .278 -0 .310 -0 .3 3 8 - 0 .3 5 4
1000 0.239 0.097 -0 .023 -0 .132 -0 .231 -0 .278 -0 .309 -0 .3 3 8 -0 .3 5 4
TABLE A. 86 RMSE OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 3.0  LI = 0 .7  L2 = 0 .3  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.472 2.168 3.686 5.475 8.124 10.196 12.277 15.029 17.110
10 1.466 0.526 0.429 0.392 0.394 0.406 0.417 0.430 0.437
20 0.898 0.384 0.315 0.303 0.332 0.355 0.374 0.393 0 .404
30 0.727 0.300 0.246 0.256 0.304 0.335 0.358 0.380 0 .393
50 0.581 0.238 0.187 0.209 0.272 0.309 0.335 0.360 0 .373
100 0.430 0. 175 0.131 0.178 0.257 0.298 0.327 0.353 0.368
200 0.368 0.153 0.099 0.154 0.241 0.284 0.315 0.342 0.358
500 0.293 0.120 0.065 0.142 0.236 0.282 0.313 0.341 0.356
1000 0.267 0.109 0.047 0.137 0.233 0.279 0.311 0.339 0.355
168
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABLE A.87 BIAS OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 3 .0  LI = 1.3 L2 = 0 .7  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.551 3.834 5.796 7.870 10.640 12.732 14.816 17.571 19.652
10 0.157 -0 .024 -0 .132 -0 .203 -0 .260 -0 .287 -0 .307 -0 .3 2 6 -0 .337
20 0.142 -0 .036 -0 .142 -0 .213 -0 .269 -0 .296 -0 .315 -0 .3 3 4 -0 .3 4 4
30 0.155 -0 .030 -0 .138 -0 .210 -0 .267 -0 .2 9 4 -0 .313 -0 .3 3 2 -0 .3 4 3
50 0.159 -0 .030 -0 .139 -0 .210 -0 .267 -0 .295 -0 .314 -0 .3 3 3 -0 .3 4 4
100 0.162 -0 .026 -0 .135 -0 .207 -0 .265 -0 .292 -0 .312 -0 .331 -0 .341
200 0.165 -0 .026 -0 .136 -0 .208 -0 .265 -0 .293 -0 .312 -0 .331 -0 .342
500 0.161 -0 .027 -0 .136 -0 .208 -0 .265 -0 .293 -0 .312 -0 .3 3 1 - 0 .3 4 2
1000 0.159 -0 .029 -0 .138 -0 .210 -0 .267 -0 .294 -0 .314 -0 .3 3 2 - 0 .3 4 3
TABLE A. 88 RMSE OF SELECTED QUANTILES : ( Ml = 1.0  M2 = 3.0 LI = 1 .3  L2 = 0 .7  )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.551 3.834 5.796 7.870 10.640 12.732 14.818 17.571 19.652
10 0.452 0.303 0.293 0.313 0.340 0.356 0.369 0.382 0.389
20 0.320 0.209 0.228 0.268 0.308 0.329 0.345 0.360 0.369
30 0.281 0.171 0.201 0.248 0.293 0.316 0.333 0.350 0.360
50 0.246 0.136 0.180 0.234 0.284 0.308 0.327 0.344 0 .354
100 0.208 0.097 0.158 0.220 0.273 0.299 0.318 0.336 0.346
200 0.191 0.074 0.148 0.215 0.270 0.296 0.316 0.334 0.345
500 0.171 0.048 0.140 0.210 0.267 0.294 0.313 0.332 0.343
1000 0.164 0.041 0.140 0.211 0.267 0.295 0.314 0.333 0.344
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SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH EXPONENTIAL DISTRIBUTION AS MARGINAL
TABl£ A.89 BIAS OF SELECTED QUANTILES : ( Ml = 1.0 M2 = 3 .0  LI = 2 .0  L2 = 1.0 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 2.223 4.744 6.814 8.926 11.708 13.801 15.878 18.641 20 .722
10 0.110 -0 .075 -0 .170 -0 .229 -0 .278 -0 .302 -0 .319 -0 .3 3 6 - 0 .3 4 6
20 0.092 -0 .090 -0 .182 -0 .241 -0 .289 -0 .3 1 2 -0 .329 -0 .3 4 6 - 0 .3 5 6
30 0.089 -0 .093 -0 .186 -0 .245 -0 .292 -0 .316 -0 .333 -0 .350 -0 .3 6 0
50 0.097 -0 .089 -0 .183 -0 .242 -0 .290 -0 .313 -0 .330 -0 .3 4 8 - 0 .3 5 8
100 0.097 -0 .088 -0 .181 -0 .241 -0 .289 -0 .312 -0 .329 - 0 .3 4 7 -0 .3 5 6
200 0.100 -0 .086 -0 .180 -0 .240 -0 .288 -0 .311 -0 .328 -0 .346 - 0 .3 5 6
500 0.098 -0 .087 -0 .181 -0 .240 -0 .288 -0 .312 -0 .329 -0 .346 - 0 .3 5 6
1000 0.096 -0 .088 -0 .182 -0 .241 -0 .289 -0 .313 -0 .330 -0 .347 -0 .357
TABLE A. 90 RMSE OF SELECTED QUANTILES : ( Ml = l . u  M2 = 3.0  LI = 2 .0  L2 = 1.0 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 2.223 4 .744 6.814 8.926 11.708 13.801 15.878 18.641 20.722
10 0.317 0.239 0.263 0.294 0.327 0.344 0.357 0.371 0.379
20 0.228 0.184 0.231 0.274 0.313 0.334 0.348 0 .364 0.373
30 0.186 0.156 0.216 0.265 0.307 0.328 0.344 0.360 0.369
50 0.162 0.133 0.203 0.255 0.299 0.322 0.338 0.354 0 .364
100 0.136 0.114 0.193 0.248 0.294 0.317 0.333 0.350 0.360
200 0.118 0.099 0.185 0.243 0.290 0.313 0.330 0.347 0.357
500 0.105 0.092 0.183 0.242 0.289 0.313 0.329 0.347 0.357
1000 0.101 0.091 0.183 0.242 0.290 0.313 0.330 0.347 0.357
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A.91 BIAS OF SELECTED QUANTILES: (Ml -  1.0 M2 = 1.5 CV1 = 0 .5  CV2 * 1.0 LI = 1.0 L2 = 0 . 5 )
CAym t T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.SAN PLE 
SIZE Q = 1.027 1.791 2.433 3.417 4.813 5.861 6.904 8.281 9.321
10 - 0 .006 0.031 0.048 -0 .019 -0 .069 -0 .085 -0 .092 -0 .0 9 4 -0 .093
20 -0 .018 -0 .004 0.020 -0 .019 -0 .043 -0 .0 4 8 -0 .048 -0 .045 -0 .042
30 -0 .012 -0 .002 0.013 -0 .022 -0 .040 -0 .042 -0 .042 -0 .041 -0 .039
50 -0 .003 -0 .003 0.009 -0 .013 -0 .023 -0 .024 -0 .023 -0 .0 2 2 -0 .021
100 -0 .002 -0 .001 0.007 -0 .007 -0 .010 -0 .010 -0 .008 -0 .007 -0 .006
200 0.003 0.003 0.009 0.002 0.000 0.001 0.001 0.002 0 .002
500 -0 .001 0.000 0.002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .0 0 2
1000 -0 .001 -0 .001 0.000 -0 .001 -0 .001 -0 .001 -0 .001 -0 .001 0.000
TABLE A .92 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CVi = 0.5 CV2 = 1.0 LI * 1.0 L2 = 0 . 5 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.027 1.791 2.433 3.417 4.813 5.861 6.904 8.281 9.321
10 0.266 0.290 0.392 0.436 0.500 0.553 0.607 0.681 0 .738
20 0.193 0.178 0.269 0.322 0.370 0.403 0.434 0.475 0.505
30 0.155 0.143 0.222 0.266 0.300 0.323 0.346 0.374 0.395
50 0.113 0.102 0.167 0.207 0.233 0.251 0.268 0.289 0.305
100 0.082 0.073 0.121 0.154 0.170 0.182 0.194 0.209 0.221
200 0.056 0.049 0.083 0.109 0.118 0.125 0.132 0.142 0.148
500 0.037 0.031 0.053 0.071 0.077 0.082 0.087 0.094 0.098
1000 0.026 0.022 0.036 0.048 0.052 0.056 0.059 0.064 0.067
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A.93 BIAS OF SELECTED QUANTILES: (Ml IJ o M2 = 1.5 CV1 = 0 .5 CV2 = 1.0 LI = 1.3 L2 = 0 .7 )
GiHPT F T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.OAnrLC*
SIZE Q = 1.238 2.029 2.857 3.920 5.318 6.365 7.409 8.785 9.826
10 -0 .011 0.034 0.012 -0 .037 -0 .061 -0 .067 - 0 .0 6 8 -0 .065 -0 .060
20 -0 .014 0.006 -0 .001 -0 .027 -0 .032 -0 .030 -0 .028 -0 .0 2 3 -0 .019
30 -0 .003 0.005 -0 .001 -0 .025 -0 .033 -0 .035 -0 .035 -0 .035 -0 .034
50 -0 .0 0 2 0.005 0.001 -0 .016 -0 .020 -0 .020 -0 .020 -0 .019 -0 .018
100 -0 .001 0.004 0.004 -0 .003 -0 .001 0.000 0.001 0.003 0.004
200 0.002 0.002 0.003 -0 .002 -0 .003 -0 .003 -0 .003 -0 .002 -0 .002
500 0.000 0.001 0.001 0.000 0.000 0.001 0.001 0.001 0.001
1000 -0 .001 -0 .001 -0 .002 -0 .003 -0 .003 -0 .003 -0 .003 -0 .003 -0 .003
TABLE A .94 RHSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 C\ i  = 0 .5 CV2 = 1 . 0 LI = 1.3 L2 = 0 . 7 )
CIMDTT T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.oAFlrliZi
SIZE Q = 1.238 2.029 2.857 3.920 5.318 6.365 7.409 8.785 9 .826
10 0.201 0.294 0.359 0.394 0.449 0.493 0.538 0.598 0 .643
20 0.136 0.183 0.253 0.286 0.321 0.347 0.373 0.408 0 .433
30 0.109 0.141 0.207 0.236 0.261 0.278 0.295 0.317 0 .332
50 0.085 0.112 0.170 0.192 0.209 0.222 0.235 0.251 0.263
100 0.059 0.076 0.122 0.137 0.148 0.158 0.167 0.178 0.186
200 0.043 0.055 0.092 0.103 0.111 0.117 0.124 0.132 0.137
500 0.027 0.031 0.053 0.060 0.065 0.069 0.074 0.079 0.083
1000 0.019 0.022 0.038 0.042 0.045 0.047 0.050 0.054 0 .056
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A.95 BIAS OF SELECTED QUANTILES: (Ml * 1.0 M2 = 1.5 CV1 -  0 .5  CV2 » 1.0 LI ■ 2 .0  L2 * 1 .0 )
GAMOT V
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A H r L t
SIZE Q = 1.500 2.371 3.377 4.455 5.853 6.900 7.944 9.320 10.361
1 0 -0 .002 0.042 0.004 -0 .019 -0 .026 -0 .025 -0 .023 -0 .017 -0 .012
2 0 -0 .005 0,014 -0 .014 -0 .027 -0 .030 -0 .030 -0 .028 -0 .0 2 6 -0 .0 2 4
30 -0 .007 0.004 -0 .015 -0 .024 -0 .026 -0 .026 -0 .025 -0 .0 2 4 -0 .0 2 4
50 -0 .002 0.007 -0 .006 -0 .012 -0 .013 -0 .013 -0 .013 -0 .0 1 2 -0 .011
100 -0 .001 0.003 -0 .004 -0 .006 -0 .005 -0 .005 -0 .004 -0 .0 0 3 -0 .0 0 3
200 0.001 0.004 -0 .001 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 - 0 .0 0 2
500 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.001 0.001
1000 -0 .001 -0 .001 -0 .003 -0 .002 -0 .002 -0 .002 -0 .002 -0 .002 -0 .0 0 2
TABLE A.96 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1 = 0 . 5 CV2 = 1.0 LI = 2 .0 L2 = 1 .0 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.500 2.371 3.377 4.455 5.853 6.900 7.944 9.320 10.361
1 0 0.151 0.282 0.331 0.365 0.412 0.450 0.488 0.540 0.580
2 0 0.105 0.191 0.235 0.257 0.283 0.302 0.320 0.343 0.359
30 0.062 0.146 0.169 0.206 0.224 0.238 0.250 0.266 0.278
50 0.065 0.116 0.154 0.168 0.184 0.196 0.208 0.223 0 .233
100 0.046 0.084 0.115 0.123 0.133 0.141 0.148 0.157 0.164
200 0.031 0.056 0.078 0.084 0.091 0.097 0.102 0.109 0 .113
500 0.019 0.033 0.047 0.050 0.055 0.058 0.062 0.066 0.069
1000 0.015 0.026 0.037 0.039 0 .042 0.044 0.047 0.050 0.052
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A .97 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5  CV2= 1.5 LI = 1.0 L2 * 0 . 5 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.966 1.722 2.384 3.857 6.365 8.486 10.780 14.058 16.711
10 -0 .016 0.044 0.142 0.045 -0 .018 -0 .027 -0 .020 0.001 0.023
20 -0 .024 -0 .003 0.071 0.014 -0 .016 -0 .016 -0 .008 0.006 0.019
30 -0 .016 -0 .002 0.051 -0 .005 -0 .028 -0 .027 -0 .022 -0 .0 1 3 -0 .005
50 -0 .005 -0 .004 0.033 -0 .004 -0 .016 -0 .014 -0 .010 -0 .0 0 4 0.001
100 -0 .002 -0 .001 0.021 -0 .003 -0 .006 -0 .003 0.000 0.004 0.008
200 0.003 0.004 0.018 0.006 0.005 0.006 0.007 0.009 0.011
500 -0 .001 0.000 0.005 -0 .001 -0 .001 -0 .001 0.000 0.000 0.001
1000 -0 .001 -0 .001 0.001 -0 .001 -0 .001 0.000 0.000 0.001 0.001
TABLE A .98 RMSE OF SELECTED QUANTILES: (Ml = 1 . 0  M2 = 1.5 CV1- 0 .5 CV2* 1.5 LI = 1 . 0  L2 = 0 . 5 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.966 1.722 2.384 3.857 6.365 8.486 10.780 14.058 16.711
10 0.294 0.352 0.612 0.694 0.811 0.927 1.061 1.261 1.429
20 0.212 0.191 0.388 0.485 0.561 0.619 0.680 0.762 0.827
30 0.169 0.149 0.313 0.393 0.443 0.480 0.519 0.570 0 .608
50 0.123 0.104 0.227 0.305 0.343 0.370 0.398 0.435 0 .463
100 0.088 0.073 0.159 0.227 0.250 0.269 0.289 0.315 0.334
200 0.060 0.049 0.107 0.162 0.174 0.184 0.196 0.210 0.220
500 0.040 0.032 0.065 0. 104 0.113 0.120 0.128 0.138 0.144
1000 0.028 0.022 0.044 0.071 0.076 0.081 0.087 0.093 0.098
174
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A .99 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5  CV2= 1.5 LI = 1.3 L2 = 0 . 7 )
QAMDT IT T
- 2. 5. 10. 20. 50. 100. 200. 500. 1000.
QAnrbt
SIZE Q = 1.175 1.951 2.961 4.717 7.363 9.574 11.950 15.327 18.049
10 -0 .017 0.069 0.084 0.002 -0 .023 -0 .019 -0 .008 0.015 0.036
20 -0 .017 0.017 0.036 -0 .011 -0 .012 -0 .005 0.005 0.020 0.032
30 -0 .0 0 4 0.010 0.025 -0 .018 -0 .025 -0 .025 -0 .022 -0 .017 -0 .0 1 3
50 -0 .0 0 3 0.008 0.020 -0 .012 -0 .014 -0 .013 -0 .011 -0 .007 -0 .0 0 4
100 -0 .001 0.006 0.015 0.002 0.005 0.008 0.011 0.015 0.018
200 0.002 0.003 0.009 0.000 0.000 0.001 0.001 0 .002 0 .003
500 -0 .001 0.001 0.004 0.001 0.002 0.002 0.003 0.004 0 .004
1000 -0 .001 -0 .001 -0 .002 -0 .004 -0 .004 -0 .004 -0 .004 -0 .004 - 0 .0 0 4
TABLE A. 100 RMSE OF SELECTED QUANTILES: (Ml = 1.0  M2 = 1.5 CV1= 0.5 CV2= 1.5 LI = 1 .3  L2 = 0 . 7 )
CAMDT r T
= 2. 5. 10. 20. 50. 100. 200. 500. 1000.
MjirLL
SIZE Q = 1.175 1.951 2.961 4.717 7.363 9.574 11.950 15.327 18.049
10 0.211 0.390 0.555 0.601 0.699 0.789 0.891 1.039 1.159
20 0.143 0.216 0.373 0.423 0.480 0.527 0 .576 0 .644 0 .696
30 0.115 0.160 0.302 0.346 0.383 0.411 0.439 0.475 0.503
50 0.090 0.121 0.246 0.281 0.307 0.327 0.348 0.376 0.397
100 0.063 0.081 0.176 0.203 0.219 0.234 0.248 0.267 0.280
200 0.046 0.058 0.134 0.151 0.162 0.172 0.182 0.194 0.202
500 0.028 0.032 0.078 0.087 0.0i>5 0.102 0.108 0.116 0.122
1000 0.019 0.023 0.055 0.061 0 . 0»>5 0.069 0.073 0.078 0.082
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A . 101 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5  CV2= 1.5 LI = 2 .0  L2 -  1.0)
QAMDT r
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
dnnrliu
SIZE Q = 1.438 2.312 3.792 5.686 8.470 10.771 13.231 16.709 19.501
10 -0 .006 0.099 0.047 0.016 0.017 0.027 0.041 0.063 0.081
20 -0 .007 0.043 0.000 -0 .018 -0 .017 -0 .013 -0 .007 0.001 0.006
30 -0 .007 0.021 -0 .009 -0 .021 -0 .021 -0 .019 -0 .016 -0 .0 1 2 -0 .0 0 9
50 -0 .003 0.019 -0 .002 -0 .008 -0 .008 -0 .006 -0 .0 0 4 -0 .001 0.001
100 -0 .001 0.010 -0 .003 -0 .004 -0 .002 0.000 0.001 0.004 0.005
200 0.001 0.007 0.000 -0 .001 0.000 0.000 0.000 0.001 0.001
500 0.000 0.002 0.000 0.000 0.001 0.002 0.002 0.003 0.003
1000 -0 .001 -0.001 -0 .003 -0 .003 -0 .003 -0 .003 -0 .002 -0 .002 - 0 .0 0 2
TABLE A. 102 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1- 0 .5 CV2= 1.5 LI = 2 .0  L2 = 1 .0 )
SAMPLE
SIZE
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.438 2.312 3.792 5.686 8.470 10.771 13.231 16.709 19.501
10 0.154 0.416 0.510 0.565 0.655 0.735 0.827 0.964 1.081
20 0.106 0.264 0.349 0.381 0.422 0.453 0.485 0.527 0 .558
30 0.083 0.191 0.276 0.301 0.329 0.350 0.371 0.398 0.417
50 0.065 0.148 0.226 0.246 0.271 0.290 0.309 0.332 0.349
100 0.046 0.104 0.170 0.180 0.195 0.207 0.218 0.233 0.243
200 0.031 0.067 0.115 0.122 0.133 0.142 0.150 0.160 0.167
500 0.020 0.038 0.069 0.073 0.080 0.086 0.091 0.097 0.102
1000 0.015 0.030 0.054 0.057 0.061 0.065 0.068 0.073 0.076
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A . 103 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5  CV2= 3 .0  LI = 1.0 L2 -  0 . 5 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q  = 0.879 1.599 2.103 3.598 8.282 13.366 19.907 30.973 41.300
10 -0 .039 0.021 0.286 0.393 0.317 0.379 0.492 0.700 0.897
20 -0 .037 -0 .014 0.116 0.205 0.151 0.179 0.226 0.304 0.371
30 - 0 .0 2 4 -0 .010 0.077 0.125 0.067 0.082 0.108 0.150 0.165
50 -0 .009 -0 .009 0.037 0.078 0.040 0.052 0.069 0.095 0.115
100 -0 .0 0 4 -0 .003 0.018 0.045 0.025 0.034 0.045 0.061 0 .073
200 0.003 0.003 0.013 0.035 0.025 0.029 0.033 0.040 0 .044
500 -0 .001 0.000 0.003 0.008 0.005 0.007 0.008 0.011 0.013
1000 -0 .001 -0 .001 0.000 0.002 0.002 0.003 0.004 0.006 0.007
TABLE A. 104 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1- 0 .5 CV2= 3 .0  LI = 1.0 L2 = 0 . 5 )
SAMPLE
SIZE
T - 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q  = 0.879 1.599 2.103 3.598 8.282 13.366 19.907 30.973 41.300
10 0.345 0.371 1.052 1.693 2.214 2.871 3.750 5.275 6.730
20 0.250 0.167 0.529 0.974 1.183 1.375 1.597 1.943 2.252
30 0.197 0.130 0.377 0.714 0.828 0.924 1.032 1.191 1.321
50 0.144 0.094 0.236 0.519 0.610 0.676 0.748 0.851 0.933
100 0.101 0.066 0.144 0.376 0.441 0.483 0.529 0.591 0.638
200 0.069 0.045 0.086 0.265 0.299 0.319 0.341 0.369 0.390
500 0.047 0.030 0.050 0.169 0.190 0.203 0.217 0.234 0 .246
1000 0.032 0.021 0.033 0.116 0.127 0.136 0.145 0.156 0.164
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A . 105 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5  CV2= 3 .0  LI = 1 .3  L2 = 0 . 7 )
C illD T  r T
= 2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A n r b w
SIZE Q * 1.084 1.781 2.493 5.029 10.554 16.339 23.632 35.764 46.949
10 -0 .0 2 8 0.063 0.333 0.231 0.226 0.287 0.377 0.530 0.668
20 - 0 .0 2 3 0.003 0.169 0.102 0.107 0.141 0.183 0.246 0.298
30 -0 .006 -0 .001 0.120 0.051 0.040 0.052 0.066 0.093 0.113
50 -0 .006 0.000 0.090 0.033 0.028 0.037 0.048 0.064 0.077
100 -0 .001 0.003 0.058 0.028 0.035 0.044 0.052 0.064 0 .072
200 0.002 0.001 0.034 0.013 0.015 0.017 0.020 0.024 0.028
500 -0 .001 0.001 0.013 0.006 0.008 0.010 0.011 0.013 0.015
1000 -0 .001 -0 .001 0.003 -0 .004 -0 .004 -0 .004 -0 .004 - 0 .0 0 3 -0 .003
TABLE A. 106 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CVl= 0 .5 CV2- 3 .0  LI = 1 .3  L2 * 0 .7 )
SAMPLE
SIZE
T s 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.084 1.781 2.493 5.029 10.554 16.339 23.632 35.764 46 .949
10 0.230 0.443 1.105 1.290 1.644 2.066 2.614 3.531 4 .374
20 0.154 0.190 0.623 0.785 0.937 1.080 1.249 1.512 1.744
30 0.125 0.135 0.467 0.610 0.696 0.763 0.835 0.938 1.019
50 0.097 0.099 0.350 0.479 0.540 0.589 0.644 0.722 0.785
100 0.068 0.068 0.237 0.348 0.385 0.416 0.446 0.487 0.516
200 0.049 0.049 0.163 0.254 0.276 0.293 0.311 0.334 0.351
500 0.031 0.028 0.084 0.146 0.16.1 0.172 0.183 0.197 0.207
1000 0.021 0.020 0.055 0.101 0.103 0.115 0.122 0.130 0.136
COMPOUND (SEPARATED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTIONS AS MARGINALS
TABLE A . 107 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5  CV2= 3 .0  LI = 2 .0  L2 = 1 .0 )
CAMPT P
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
uAfi r L b
SIZE Q = 1.343 2.055 3.497 6.864 13.324 19.881 27.998 41.292 53.407
10 -0 .0 1 4 0.143 0.271 0.209 0.251 0.315 0.397 0 .530 0 .648
20 -0 .011 0.051 0.110 0.056 0.068 0.089 0.113 0 .148 0.175
30 -0 .009 0.018 0.061 0.018 0.025 0.036 0.048 0 .065 0 .078
50 -0 .005 0.012 0.049 0.020 0.027 0.036 0.045 0.058 0.068
100 -0 .001 0.005 0.025 0.012 0.018 0.023 0.028 0.035 0.041
200 0.001 0.005 0.014 0.007 0.009 0.011 0.013 0.016 0.018
500 0.000 0.001 0.005 0.004 0.005 0.007 0.008 0.009 0.011
1000 -0 .001 -0 .001 -0 .003 -0 .003 -0 .003 -0 .002 -0 .001 -0 .001 0.000
TABLE A. 108 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1- 0 .5 CV2= 3 .0  LI = 2 .0  L2 = 1 .0 )
CAWDT r
T -  2. 5. 10. 20. 50. 100. 200. 500. 1000.
o m lr i iL
SIZE Q = 1.343 2.055 3.497 6.864 13.324 19.881 27.998 41.292 53.407
10 0.150 0.576 1.062 1.211 1.553 1.950 2.502 3.537 4.605
20 0.101 0.303 0.632 0.704 0.806 0.894 0.990 1.122 1.227
30 0.062 0.178 0.457 0.521 0.585 0.635 0.687 0.756 0 .808
50 0.065 0.128 0.370 0.424 0.475 0.516 0.557 0.611 0.651
100 0.045 0.080 0.273 0.306 0.335 0.358 0.381 0.410 0.431
200 0.031 0.051 0.185 0.205 0.225 0.240 0.254 0.273 0.286
500 0.020 0.029 0.112 0.122 0.134 0.144 0.153 0.164 0.172
1000 0.015 0.023 0.089 0 .094 0.102 0.108 0.114 0.122 0.127
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
TABLE A . 109 BIAS OF SELECTED QUANTILES: (Ml * 1.0 M2 = 1.5 CV1= 0 .5  CV2= 1.0 LI = 1.0  L2 = 0 . 5 )
C AWDT C
T - 2. 5. 10. 20. 50. 100. 200. soo. 1000.
a  A n  r i i i i
SIZE Q = 1.027 1.791 2.433 3.417 4.813 5.861 6.904 8.281 9.321
10 0.028 0.117 0.042 -0 .119 -0 .254 - 0 .316 - 0 .361 - 0 .4 0 5 - 0 .431
20 0.023 0.125 0.052 -0 .109 -0 .245 -0 .309 -0 .355 -0 .400 - 0 .4 2 6
30 0.029 0.129 0.055 -0 .107 -0 .245 -0 .308 -0 .355 -0 .4 0 1 - 0 .4 2 8
50 0.041 0.139 0.064 -0 .100 -0 .238 -0 .303 -0 .350 - 0 .3 9 6 -0 .4 2 4
100 0.043 0.146 0.071 -0 .093 -0 .232 -0 .297 -0 .345 -0 .391 -0 .4 1 9
200 0.049 0.154 0.079 -0 .086 -0 .226 - 0 .291 -0 .339 - 0 .3 8 6 - 0 .4 1 4
500 0.044 0.150 0.076 -0 .088 -0 .228 -0 .293 -0 .341 - 0 .3 8 8 -0 .4 1 6
1000 0.044 0.150 0.077 -0 .088 -0 .228 - 0 .293 -0 .341 - 0 .3 8 8 -0 .4 1 6
TABLE A. 110 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1- 0 .5 CV2- 1.0 LI = 1 . 0  L2 = 0 . 5 )
c  a m d t  r
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
oAfl r i i f i
SIZE Q = 1.027 1.791 2.433 3.417 4.813 5.861 6.904 8.281 9.321
10 0.343 0.339 0.331 0.327 0.382 0.422 0.455 0.489 0.510
20 0.246 0.260 0.239 0.241 0.317 0.365 0.403 0.442 0.465
30 0.203 0.225 0.197 0.205 0.294 0.347 0.387 0.429 0.453
50 0.152 0.197 0.158 0.167 0.269 0.326 0.370 0.413 0.439
100 0.117 0.177 0.126 0.133 0.249 0.309 0.355 0.400 0.427
200 0.089 0.169 0.108 0.109 0.234 0.298 0.344 0.390 0.418
500 0.066 0.157 0.090 0.099 0.232 0.296 0.343 0.390 0 .418
1000 0.056 0.154 0.083 0.093 0.230 0.295 0.342 0.389 0.416
uy 
i
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
TABLE A. 111 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5 CV2= 1.0 LI = 1 . 3  L2 = 0 . 7 )
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
SAHPT.Fonnr iw
SIZE Q = 1.238 2.029 2.857 3.920 5.318 6.365 7.409 8.785 9 .826
10 0.081 0.111 -0 .024 -0 .166 -0 .273 -0 .326 -0 .366 -0 .405 -0 .4 2 9
20 0.073 0.116 -0 .017 -0 .158 -0 .267 -0 .320 -0 .360 -0 ,4 0 0 - 0 .4 2 4
30 0.090 0.122 -0 .015 -0 .159 -0 .269 -0 .323 -0 .364 -0 .40S -0 .4 3 0
SO 0.091 0.128 -0 .007 -0 .151 -0 .262 -0 .316 -0 .357 -0 .398 -0 .4 2 2
100 0.094 0.137 0.002 -0 .143 -0.2S4 -0 .308 -0 .349 -0 .390 -0 .415
200 0.098 0.137 0.001 -0 .145 -0 .256 -0 .311 -0 .352 -0 .3 9 4 -0 .4 1 8
500 0.095 0.138 0.003 -0 .142 -0 .254 -0 .308 -0 .350 -0 .391 -0 .4 1 6
1000 0.095 0.136 0.000 -0 .145 -0 .256 -0 .311 -0 .352 -0 .3 9 3 - 0 .4 1 8
TABLE A . 112 RMSE OF SELECTED QUANTILES: (Ml = 1 . 0  M2 = 1.5 CVi- 0 .5 CV2= 1.0 LI = 1.3 L2 = 0 . 7 )
^AHPT F
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
onnriia
SIZE Q = 1.238 2.029 2.857 3.920 5.318 6.365 7.409 8.785 9 .826
10 0.291 0.306 0.277 0.305 0.367 0.406 0.437 0.470 0.490
20 0.202 0.228 0.191 0.238 0.315 0.360 0.395 0.431 0 .453
30 0.179 0.203 0.157 0.215 0.302 0.350 0.387 0.425 0.449
50 0.152 0.182 0.126 0.191 0.284 0.334 0.372 0.411 0.435
100 0.127 0.164 0.088 0.164 0.265 0.317 0.357 0.397 0.422
200 0.117 0.153 0.066 0.157 0.262 0.316 0.356 0.397 0.422
500 0.102 0.143 0.038 0.147 0.256 0.310 0.351 0.393 0.417
1000 0.098 0.139 0.026 0.147 0.257 0.311 0.352 0.394 0.419
1S
T
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
TABLE A . 113 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 -  1.5 CV1= 0 .5  CV2* 1.0 LI = 2 .0  L2 -  1.0)
GAMDT V
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
5 n n r L £ i
SIZE Q = 1.500 2.371 3.377 4.455 5.853 6.900 7.944 9.320 10.361
10 0.131 0.079 -0 .090 -0 .206 -0 .297 - 0 .3 4 4 -0 .380 -0 .417 -0 .440
20 0.122 0.073 -0 .095 -0 .210 -0 .302 -0 .348 -0 .385 -0 .4 2 2 -0 .444
30 0.126 0.074 -0 .096 -0 .212 - 0 .304 - 0 .352 -0 .388 -0 .425 -0 .4 4 8
50 0.131 0.081 -0 .089 -0 .205 -0 .298 -0 .346 -0 .382 - 0 .4 2 0 - 0 .4 4 3
100 0.135 0.085 -0 .085 -0 .202 -0 .295 -0 .343 -0 .380 -0 .417 - 0 .440
200 0.137 0.088 -0 .083 -0 .200 -0 .293 -0 .341 -0 .378 - 0 .4 1 6 - 0 .439
500 0.137 0.088 -0 .082 -0 .199 -0 .292 -0 .340 -0 .377 -0 .415 - 0 .438
1000 0.136 0.087 -0 .083 -0 .200 -0 .293 -0 .341 -0 .378 - 0 .4 1 6 -0 .439
TABLE A. 114 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CVi- 0.5 CV2= 1.0 LI “ 2 .0  L2 = 1 .0 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 1.500 2.371 3.377 4.455 5.853 6.900 7.944 9.320 10.361
10 0.258 0.250 0.236 0.291 0.356 0.395 0.425 0.458 0.478
20 0.195 0.182 0.181 0.255 0.332 0.374 0.407 0.442 0.463
30 0.175 0.150 0.154 0.241 0.323 0.367 0.402 0.438 0.460
50 0.163 0.133 0.133 0.225 0.311 0.356 0.392 0.428 0 .451
100 0.152 0.116 0.111 0.213 0.302 0.349 0.385 0.422 0.445
200 0.145 0.102 0.096 0.205 0.296 0.344 0.380 0.418 0.441
500 0.140 0.094 0.087 0.201 0.294 0.341 0.378 0.416 0.439
1000 0.137 0.090 0.086 0.201 0.294 0.342 0.379 0.416 0.440
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
TABLE A . 115 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5  CV2= 1.5 LI -  1.0 L2 = 0 . 5 )
c i y p r r
T * 2. 5. 10. 20. 50. 100. 200. 500. 1000.
OAnrLL
SIZE Q = 0.966 1.722 2.384 3.857 6.365 8.486 10.780 14.058 16.711
10 -0 .007 0.233 0.204 -0 .070 -0 .290 -0 .385 -0 .450 -0 .512 -0 .546
20 -0 .026 0.238 0.213 -0 .064 -0 .288 -0 .385 -0 .452 -0 .5 1 6 -0 .5 5 2
30 -0 .020 0.240 0.211 -0 .068 -0 .293 -0 .391 -0 .459 -0 .5 2 4 -0 .560
50 -0 .011 0.253 0.224 -0 .059 -0 .287 -0 .386 -0 .455 -0 .521 -0 .558
100 -0 .009 0.262 0.233 -0 .052 -0 .282 -0 .382 -0 .452 -0 .5 1 8 -0 .556
200 -0 .004 0.272 0.244 -0 .043 -0 .275 -0 .376 -0 .447 -0 .5 1 3 -0 .551
500 -0 .009 0.268 0.239 -0 .047 -0 .278 -0 .379 -0 .449 -0 .5 1 6 - 0 .5 5 4
1000 -0 .010 0.268 0.240 -0 .046 -0 .278 -0 .379 -0 .449 -0 .5 1 6 - 0 .5 5 4
TABLE A . 116 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 c v : ^  o . s CV2= 1.5 LI - 1 . 0  L2 = 0 .5 )
SAMPLE
SIZE
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
Q = 0.966 1.722 2.384 3.857 6.365 8.486 10.780 14.058 16.711
10 0.403 0.515 0.554 0.454 0.486 0.531 0.571 0.613 0.639
20 0.292 0.402 0.416 0.313 0.388 0.454 0.507 0.559 0.590
30 0.242 0.356 0.358 0.256 0.360 0.436 0.494 0.551 0 .584
50 0.178 0.323 0.315 0.199 0.329 0.414 0.476 0.537 0.572
100 0.133 0.299 0.282 0.145 0.304 0.396 0.463 0.526 0.563
200 0.091 0.291 0.269 0.105 0.287 0.383 0.452 0.517 0.555
500 0.060 0.276 0.251 0.079 0.283 0.382 0.452 0.518 0.556
1000 0.043 0.272 0.245 0.063 0.280 0.380 0.450 0.517 0.555
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
iBLE A. 117 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0.5 CV2- 1.5 LI * 1.3 L2 * 0 . 7 )
QAMPT V
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
onnrLL
SIZE Q = 1.175 1.951 2.961 4.717 7.363 9.574 11.950 15.327 18.049
10 0.083 0.262 0.094 -0 .155 -0 .327 -0 .406 -0 .463 -0 .5 1 8 -0 .5 5 0
20 0.066 0.262 0.096 - 0 .154 -0 .328 -0 .409 -0 .467 -0 .5 2 4 -0 .5 5 6
30 0.085 0.268 0.095 -0 .159 -0 .335 -0 .417 -0 .476 -0 .5 3 3 -0 .5 6 6
SO 0.085 0.277 0.106 -0 .149 -0 .327 -0 .409 -0 .469 -0 .5 2 6 - 0 .560
100 0.068 0.289 0.118 -0 .139 -0 .319 -0 .402 -0 .462 -0 .521 - 0 .555
200 0.093 0.289 0.115 -0 .1 4 2 -0 .322 -0 .405 - 0 .4 6 6 - 0 .5 2 4 - 0 .5 5 9
500 0.089 0.290 0.117 -0 .140 -0 .320 -0 .403 - 0 .4 6 4 -0 .523 -0 .557
1000 0.088 0.287 0.114 -0 .143 -0 .323 -0 .406 -0 .466 -0 .525 -0 .5 5 9
IBLE A. 118 RMSE OF SELECTED QUANTILES: (Ml = 1 . 0  M2 = 1.5 CV ^ 0 .5
lTiIIc*>CJ LI = 1.3 L2 = 0 . 7 )
CAMPT F
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
o A E IrL L
SIZE Q = 1.175 1.951 2.961 4.717 7.363 9.574 11.950 15.327 18.049
10 0.364 0.500 0.428 0.391 0.458 0.508 0.549 0.591 0.617
20 0 .246 0.391 0.300 0.286 0.391 0.455 0.504 0.554 0 .583
30 0.215 0.361 0.253 0.254 0.377 0.447 0.500 0.552 0.583
so 0.177 0.337 0.215 0.218 0.355 0.429 0.484 0.539 0.571
100 0.141 0.320 0.177 0.179 0.333 0.412 0.470 0.527 0.560
200 0.123 0.306 0.152 0.165 0.330 0.411 0.470 0.528 0.562
500 0.102 0.296 0.131 0.149 0.323 0.405 0.465 0.524 0.558
1000 0.094 0.290 0.121 0.147 0.324 0.407 0.467 0.526 0.560
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WE I BULL DISTRIBUTION AS MARGINAL
TABLE A. 119 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0.5 CV2- 1.5 LI * 2.0 L2 * 1.0)
CAMPT P
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
OnnriiM
SIZE Q = 1.438 2.312 3.792 5.686 8.470 10.771 13.231 16.709 19.501
10 0.192 0.248 -0 .038 -0.231 -0 .374 -0 .443 -0 .494 -0 .545 -0 .575
20 0.176 0.235 -0.049 -0 .242 -0 .384 -0 .453 -0 .504 -0 .555 -0 .585
30 0.182 0.234 -0 .052 -0.245 -0 .388 -0 .458 -0 .510 -0 .561 -0 .591
50 0.188 0.243 -0.045 -0 .239 -0 .383 -0 .453 -0.505 -0 .557 -0 .587
100 0.193 0.251 -0.038 -0 .234 -0.379 -0.450 -0.502 -0 .554 -0.585
200 0.196 0.253 -0.037 -0.233 -0.378 -0.449 -0.502 -0 .554 -0 .585
500 0.195 0.254 -0.036 -0.232 -0.377 -0 .448 -0 .501 -0 .553 -0 .584
1000 0.193 0.253 -0.037 -0.233 -0.379 -0.449 -0 .502 -0 .554 -0 .585
TABLE A. 120 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CVi= 0.5 CV2= 1.5 LI = 2.0 L2 = 1.0)
CAMPT V
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
SIZE Q = 1.438 2.312 3.792 5.686 8.470 10.771 13.231 16.709 19.501
10 0.359 0.444 0.318 0.360 0.448 0.500 0.542 0.585 0.610
20 0.270 0.346 0.224 0.308 0.420 0.480 0.527 0.573 0.601
30 0.245 0.308 0.179 0.287 0.410 0.474 0.523 0.572 0.601
50 0.229 0.293 0.148 0.269 0.398 0.464 0.514 0.564 0.594
100 0.216 0.278 0.110 0.251 0.387 0.456 0.507 0.558 0.589
200 0.206 0.266 0.079 0.241 0.382 0.452 0.504 0.556 0.587
500 0.199 0.259 0.056 0.235 0.379 0.449 0.502 0.554 0.585
1000 0.196 0.255 0.050 0.235 0.379 0.450 0.503 0.555 0.586
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
TABLE A . 121 BIAS OF SELECTED QUANTILES: (Ml = 1 . 0  M2 = 1.5 CV1= 0 .5  CV2= 3 .0  LI ■ 1.0 L2 = 0 . 5 )
CiM DT r T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.H A " r i i L
SIZE Q = 0.879 1.599 2.103 3.598 8.282 13.366 19.907 30.973 41.300
10 -0 .160 0.431 0.727 0.435 -0 .093 -0 .286 - 0 .4 0 6 -0 .509 -0 .562
20 -0 .2 1 6 0.425 0.719 0.415 -0 .124 -0 .322 -0 .4 4 6 -0 .5 5 4 -0 .610
30 -0 .2 1 3 0.419 0.695 0.381 -0 .155 -0 .352 -0 .4 7 6 -0 .582 - 0 .6 3 8
50 -0 .2 1 4 0.433 0.709 0.387 -0 .156 -0 .356 -0 .482 -0 .589 -0 .645
100 -0 .215 0.442 0.717 0.390 -0 .158 -0 .360 -0 .486 -0 .5 9 4 -0 .651
200 -0 .2 1 4 0.456 0.734 0.403 -0 .151 -0 .355 -0 .483 -0 .592 -0 .650
500 -0 .2 2 2 0.446 0.721 0.391 -0 .160 -0 .362 -0 .489 -0 .598 -0 .655
1000 -0 .2 2 3 0.447 0.722 0.392 -0 .159 -0 .362 -0 .489 -0 .598 -0 .655
TABLE A. 122 RUSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CVl^ 0 .5 CV2= 3 .0  LI ■ 1 . 0  L2 -  0 . 5 )
c a m d t  r
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
u A n r L L
SIZE Q = 0.879 1.599 2.103 3.598 8.282 13.366 19.907 30.973 41.300
13 0.491 0.857 1.307 1.163 0.833 0.791 0.795 0.819 0.839
20 0.396 0.655 1.008 0.790 0.504 0.527 0.580 0.644 0.682
30 0.350 0.578 0.888 0.645 0.403 0.471 0.549 0.629 0.675
50 0.301 0.528 0,825 0.554 0.320 0.425 0.522 0.614 0.665
100 0.265 0.494 0.779 0.481 0.252 0.394 0.506 0.606 0.660
200 0.240 0.481 0.765 0.449 0.205 0.372 0.492 0.598 0.654
500 0.232 0.458 0.735 0.413 0.185 0.370 0.493 0.601 0.657
1000 0.229 0.452 0.729 0.402 0.171 0.365 0.491 0.599 0.656
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SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
TABLE A. 123 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1= 0 .5 CV2“ 3 .0  LI = 1 . 3  L2 = 0 . 7 )
C A M P T r
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
OnilrLL
SIZE Q = 1.084 1.781 2.493 5.029 10.554 16.339 23.632 35 .764 46 .949
10 -0 .016 0.589 0.734 0.193 -0 .193 -0 .348 -0 .449 -0 .539 -0 .587
20 -0 .057 0.571 0.707 0.161 -0 .229 -0 .385 -0 .489 -0 .582 -0 .631
30 -0 .038 0.571 0.688 0.137 -0 .253 -0 .410 -0 .513 -0 .605 - 0 .6 5 4
50 -0 .042 0.583 0.704 0.148 -0 .246 -0 .405 -0 .510 -0 .603 -0 .653
100 -0 .041 0.599 0.722 0.159 -0 .241 -0 .402 -0 .508 -0 .6 0 2 -0 .6 5 3
200 -0 .037 0.595 0.712 0.150 -0 .250 -0 .410 -0 .516 -0 .610 -0 .660
500 -0 .043 0.594 0.712 0.150 -0 .250 -0 .410 -0 .516 -0 .610 -0 .661
1000 -0 .045 0.589 0.705 0.144 -0 .254 -0 .414 -0 .519 -0 .613 -0 .6 6 4
TABLE A. 124 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1- 0 .5 CV2= 3 .0  LI = 1 . 3  L2 = 0 . 7 )
CAMDT T
T = 2. 5. 10. 20. 50. 100. 200. 500. 1000.
oAH rlib
SIZE Q = 1.084 1.781 2.493 5.029 10.554 16.339 23.632 35 .764 46 .949
10 0.445 0.942 1.209 0.801 0.660 0.670 0.699 0.737 0.763
20 0.299 0.746 0.933 0.500 0.428 0.497 0.564 0.633 0.673
30 0.250 0.699 0.853 0.412 0.387 0.481 0.559 0.635 0.678
50 0.200 0.665 0.810 0.341 0.338 0.451 0.539 0.622 0.668
100 0.145 0.642 0.776 0.269 0.290 0.424 0.522 0.611 0.660
200 0.109 0.619 0.743 0.218 0.276 0.422 0.523 0.614 0.664
500 0.075 0.603 0.723 0.178 0.260 0.415 0.519 0.612 0.662
1000 0.062 0.593 0.710 0.158 0.259 0.416 0.521 0.614 0 .664
SIMPLE (MIXED) POISSON PARTIAL DURATION MODEL WITH WEIBULL DISTRIBUTION AS MARGINAL
TABLE A. 125 BIAS OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CV1» 0.5 CV2* 3 .0 LI = 2.0 L2 « 1 .0)
C AMPT V
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
w A n r  Lw
SIZE Q = 1.343 2.055 3.497 6.864 13.324 19.881 27.998 41.292 53.407
10 0.222 0.738 0.460 -0 .016 -0 .315 -0 .442 -0 .529 -0 .6 0 9 - 0 .6 5 2
20 0.191 0.698 0.418 -0 .051 -0 .346 -0 .473 -0 .559 -0 .637 -0 .6 8 0
30 0.198 0.690 0.402 -0 .068 -0 .363 -0 .488 -0 .574 -0 .6 5 2 -0 .6 9 5
50 0.203 0.700 0.410 -0 .063 -0 .360 -0 .486 -0 .573 -0 .651 - 0 .6 9 4
100 0.210 0.714 0.420 -0 .056 -0 .357 -0 .485 -0 .573 -0 .6 5 2 - 0 .6 9 5
200 0.210 0.712 0.416 -0 .061 -0 .361 -0 .489 -0 .576 -0 .655 - 0 .6 9 8
500 0.209 0.714 0.418 -0 .060 -0 .360 -0 .488 -0 .575 -0 .655 - 0 .6 9 8
1000 0.207 0.711 0.416 -0 .062 -0 .361 -0 .489 -0 .576 -0 .6 5 6 -0 .6 9 9
TABLE A. 126 RMSE OF SELECTED QUANTILES: (Ml = 1.0 M2 = 1.5 CVi= 0.5 CV2= 3 .0 LI = 2.0 L2 = 1 .0 )
CAMPT ff
T 2. 5. 10. 20. 50. 100. 200. 500. 1000.
J f l n r u u
SIZE Q = 1.343 2.055 3.497 6.864 13.324 19.881 27.998 41.292 53.407
10 0.478 1.027 0.832 0.528 0.524 0.577 0.627 0.681 0 .713
20 0.335 0.844 0.623 0.352 0.441 0.529 0.598 0 .664 0 .702
30 0.297 0.783 0.536 0.273 0.416 0.519 0.595 0.666 0 .706
50 0.270 0.765 0.506 0.231 0.399 0.509 0.587 0.661 0.702
100 0.247 0.748 0.470 0.167 0.377 0.496 0.580 0.657 0.699
200 0.228 0.728 0.441 0.125 0.370 0.494 0.579 0.657 0.700
500 0.216 0.720 0.428 0.090 0.363 0.490 0.576 0.655 0.699
1000 0.211 0.714 0.421 0.080 0.363 0.490 0.577 0.656 0.699
Appendix B 
A n a ly s is  o f  O b serv ed  D a ta
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Table B. 1 Pertinent Data for Observed Partial Duration Series in Louisiana
Station
Code
USGS 
Station No
Drainage
A(fcm>)
Years 
of Obs.
Period 
of Obs.
USGS Thr. 
Q(m*/s)
1 02491500 2534 66 1922-87 198
2 07376000 632 47 1941-87 57
3 07376500 205 44 1944-87 48
4 07375000 103 44 1944-87 37
5 07377000 264 39 1949-87 226
6 02492000 3105 50 1938-87 226
7 07378500 3277 49 1939-87 57
8 07375500 1654 49 1939-87 226
9 07378000 727 44 1944-87 226
10 07377500 371 45 1943-87 85
11 08013500 1928 49 1939-87 226
12 08014500 1306 48 1940-87 85
13 08014200 241 37 1950-86 14
14 08013000 1277 44 1944-87 113
15 08016400 379 39 1946-84 45
16 08016600 210 38 1946-83 57
17 08031000 212 34 1953-86 25
18 08030000 177 32 1952-83 28
19 07351500 169 49 1939-87 85
20 08029500 328 36 1952-87 31
21 07352000 394 47 1941-87 28
22 07373000 131 46 1942-87 27
23 07371500 909 49 1939-87 85
24 07366000 1183 43 1941-83 113
25 07352500 1083 43 1941-83 85
26 07349500 1398 49 1939-87 85
27 07362100 986 49 1939-87 68
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Tabic B.2 Poisson Teat on Annually Homogeneous Observed PDS (o  ■= 10%)
Station
Code
Threshold Q Poisson 
Mean-A
Poisson 
Ratio-A
Critical 
Ratio-A,
Poissonian
Processu s e s Poisson
1 198 228 1.41 1.20 1.23 Accepted
2 57 65 2.26 1.27 1.27 Accepted
3 48 71 1.27 1.08 1.28 Accepted
4 37 57 1.64 1.14 1.28 Accepted
5 226 255 1.92 1.26 1.30 Accepted
6 226 498 1.00 1.48 1.26 Rejected
7 57 665 1.00 1.55 1.27 Rejected
8 226 380 1.00 1.39 1.27 Rejected
8 226 263 0.99 1.46 1.28 Rejected
10 85 157 1.00 1.51 1.28 Rejected
11 226 226 1.73 1.24 1.26 Accepted
12 85 127 2.25 1.06 1.27 Accepted
13 14 22 1.78 1.25 1.31 Accepted
14 113 141 2.34 1.18 1.28 Accepted
15 45 45 3.00 1.21 1.30 Accepted
16 57 75 1.13 1.17 1.31 Accepted
17 25 29 1.38 1.32 1.33 Accepted
18 28 26 2.13 1.11 1.34 Accepted
19 85 85 1.42 1.07 1.27 Accepted
20 31 54 1.00 2.22 1.32 Rejected
21 28 57 1.06 1.28 1.27 Accepted
22 27 57 1.04 1.12 1.27 Accepted
23 85 145 1.12 1.26 1.27 Accepted
24 113 129 1.05 1.24 1.29 Accepted
25 85 100 1.00 1,81 1.28 Rejected
26 85 113 1.00 1.38 1.27 Rejected
27 68 120 1.00 1.42 1.27 Rejected
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Table B.3 M od. M ann-W hitney  U Test on Mixed P opulations ( a  — 10%)
S ta tion
C ode
T hreshold  Q Std M od U 
Zu,
M ixed
P opulations
Hydrologi c 
Region
C V  a t 
Poi. QUSGS Poisson
1 198 228 0.784 None SE 1.13
2 57 65 1.547 None SE 1.20
3 48 71 0.875 None SE 1.12
4 37 57 0.916 None SE 1.25
5 226 255 0.363 None SE 1.09
11 226 226 0.303 None SW 1.21
12 85 127 2.138 Exist sw 1.91
13 14 22 0.815 None SW 1.47
14 113 141 1.789 Exist sw 1.28
15 45 45 2.500 Exist sw 1.41
16 57 75 2.292 Exist sw 1.07
17 25 29 1.137 None sw 1.32
18 28 28 1.299 None sw 1.09
19 85 85 0.488 None sw 1.22
21 28 57 0.692 None NW 1.27
22 27 57 0.429 None NW 1.36
23 85 145 0.954 None NW 1.32
24 113 129 0.082 None NW 1.69
C ritical Values of Zut for Different a ’s:
a ftei a Z \ —a / 2 a Z \ - a f7
5% 1.960 10% 1.645 15% 1.440
Hydrologic Regions: Ref. N aghavi, e t. al., 1989.
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Table B .4 E xponential Test on A nnually H om ogeneous O bserved PD S (a  =  5%)
S tation T hresho ld  Q K olgom orov Test C ram er-V on Test
Code USGS Poisson Expon D R em ark u)7 R em ark
1 198 228 228 1.026 Pass 0.188 Pass
2 57 65 67 0.877 Pass 0.211 Pass
3 48 71 71 0.765 Pass 0.084 Pass
4 37 57 57 0.876 Pass 0.205 Pass
5 226 255 255 0.959 Pass 0.187 Pass
11 226 226 226 0.963 Pass 0.096 Pass
12 85 127 259* 1.418 Fail 0.546 Fail
13 14 22 51 1.009 Pass 0.209 Pass
14 113 141 146 0.983 Pass 0.208 Pass
15 45 45 57 1.079 Pass 0.184 Pass
16 57 75 78* 1.386 Fail 0.329 Fail
17 25 29 32* 1.119 Fail 0.233 Fail
18 28 28 28 0.722 Pass 0.049 Pass
19 85 85 88 0.946 Pass 0.169 Pass
21 28 57 62* 1.504 Fail 0.459 Fail
22 27 57 59* 1.169 Fail 0.595 Fail
23 85 145 151 1.089 Pass 0.194 Pass
24 113 129 140* 1.351 Fail 0.496 Fail
C ritical Values o f E D F  Test S ta tistics (S tephens, 1974):
At a  -  5% At a  =  10% At a  =  15%
D XV7 D XV7 D XV7
1.094 0.224 0.990 0.177 0.926 0.149
**' At th is Q  bo th  E D F  tests  failed as X <  1 flood e v en t/y r .
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Table B.5 F ittin g  Sim ple M odels To A nnually H om ogeneous O bserved PD S
S tation
Code
T hreshold  Q SRM SE Hydrologic
Regionu s e s Poisson Expon E xponential W eibull
1 198 228 228 0.259 0.246 SE
2 57 65 67 0.197 0.126 SE
3 48 71 71 0.127 0.095 SE
4 37 57 57 0.329 0.262 SE
5 226 255 255 0.164 0.154 SE
11 226 226 226 0.234 0.168 SW
12 85 127 - - 0.797 SW
13 14 22 51 0.590 0.501 SW
14 113 141 146 0.194 0.116 SW
15 45 45 57 0.261 0.193 SW
16 57 75 - - 0.193 SW
17 25 29 - - 0.191 SW
18 28 28 28 0.165 0.160 SW
19 85 85 88 0.173 0.138 SW
21 28 57 - - 0.107 NW
22 27 57 - - 0.152 NW
23 85 145 151 0.314 0.188 NW
24 113 129 - - 0.683 NW
E xponentia l adm issible th resho ld  Q was used to  fit th e  exponentia l m odel. 
Poisson adm issible th resho ld  Q was used to  fit th e  W eibull m odel.
B oth E D F  tests  on exponentia l hypothesis failed.
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Table B .6 F ittin g  C om pound  M odels To A nnually  N onhom ogeneous O bs. PD S
S ta tion
Code
T hresho ld  Q SRM SE Hydrologic
RegionUSGS Poisson Expon E xponentia l W eibull
1 198 228 228 0.253 0.242 SE
2 57 65 67 0.194 0.127 SE
3 48 71 71 0.114 0.094 SE
4 37 57 57 0.327 0.260 SE
5 226 255 255 0.160 0.178 SE
11 226 226 226 0.215 0.127 SW
12 85 127 - - 0.678 SW
13 14 22 51 0.549 0.423 SW
14 113 141 146 0.163 0.122 SW
15 45 45 57 0.195 0.172 SW
16 57 75 - - 0.210 SW
17 25 29 - - 0.205 SW
18 28 28 28 0.146 0.163 SW
19 85 85 88 0.147 0.162 SW
21 28 57 - - 0.106 NW
22 27 57 - - 0.151 NW
23 85 145 151 0.314 0.188 N W
24 113 129 - - 0.679 NW
E xponentia l adm issible th resho ld  Q was used to  fit th e  exponentia l m odel. 
Poisson adm issible th resho ld  Q was used to  fit the  W eibull m odel.
B oth E D F  tests  on exponential hypothesis failed.
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