With the current scale of mobile GIS users and increase in the applications that are deployed for LBS, the optimization of proximity analysis queries becomes a major issue. The query melting processor (QMP) has been developed for processing multiple dynamic complex queries (MDCQ) based on the Query Melting paradigm which consists of the sharing paradigm and the push-down strategy. However, with the increase in volume of cost sensitive mobile users, the need emerges to develop a time cost optimizer for processing MDCQs. Thus, it is crucial to develop a new Decision Making Mechanism for handling the time cost optimization (TCOP) and prove its cost effectiveness. TCOP is based on the new paradigm "Sharing Global Execution Plans by MDCQs with similar scenarios". The experimental evaluation results, using a case study based on the map of Paris, proved that significant saving in time can be achieved by employing the newly developed strategies.
INTRODUCTION
Recently, computer applications have been deployed for Mobile Geographic Information Systems (GIS) which include mobile devices, Global Positioning Systems (GPS), wireless communication, and GIS software. They are applied in various fields such as tracking systems as described in [1] and [2] , road networks in [3] , querying moving objects in [4] , guiding tourists in [5] , exploiting photos in [6] , and data mining in [7] and [8] . They are typically used in tourist and navigation systems for Proximity Analysis which includes querying the k Nearest Neighbour (kNN) and finding the facilities within a buffer area.
Query Optimization includes a list of tasks that are executed in a particular order for processing a simple query, which form an execution plan. To deal with the different types of queries, different query optimization strategies have been considered. For example, in [9] and [10] the results of previous queries are cached and used to prune the space of subsequent queries. Another example used by [11] is to pre-compute the result of a query with a fixed trajectory using computational geometry. The example used in [12] and [13] is to incrementally evaluate a query, in other words the updates of the query only. The optimizations of multi-user queries has been focused on a single operator in [12, [14] [15] [16] [17] [18] [19] , and [20] but the multi-user complex queries still need to be addressed. Elmongui in [21] raises the challenge in processing spatio-temporal queries and shows how important it is to address them. He proposes an optimization strategy based on the selectivity of each operator and the number of objects that are located in an area, then, accordingly the order of operators to be executed is swapped. Finally, the query melting processor in [22] addresses the dynamic complex queries optimization through the query melting paradigm. However, the expected high rate of similarity between the queries scenarios requires the introduction of a new Decision Making Mechanism named the Time Cost Optimizer (TCOP). TCOP is based on the new paradigm sharing the previously generated Global Execution Plan (GEP) between multiple users with similar query scenarios.
RELATED WORK
To deal with the different types of queries, different query optimization strategies have been considered. In this section we briefly describe some of them showing some of their advantages and limitations.
The existing query optimization strategies that use the sharing paradigm are concerned with processing multiple queries in data analysis applications. An example is the Virtual Microscope Processor in [23] and [24] where the runtime system was designed for shared-memory multi-processors. It tackles queries that are user-defined, allows the input data to be shared, and the query results to be reused by other queries. It aims at optimizing query processing by (1) maintaining intermediate data structures, (2) caching input data in memory, and (3) providing multi-threaded execution. The experimental evaluation results showed that a better performance was obtained when maintaining intermediate results. In the high overlap index case (70%), the execution time decreased by about 30% to 40%. In the low one (59%), it decreased by about 18%. Results also reported that the query execution time decreased as the number of threads increased and that the query evaluation time decreased by 38% as the size of the data cache increased.
The existing query optimization strategies that use the push-down strategy are concerned with processing execution plans where the order of execution of the operators affects the execution time without affecting the output result of the query such as having both the Selection and the Join operators in the same execution plan. It is based on swapping operators to get faster results. An example is described in [21] which deals with the optimization of multiple predicate spatio-temporal queries for applications such as to find in which region of a continuously monitored city the number of suspects is greater than the number of police officers. The proposed idea includes: selectivity estimation, cost estimation, adaptive query optimization model, and an extension of query optimization to cover multiple multi-predicate spatio-temporal queries. The Spatio-Temporal Histogram was used to estimate the selectivity of an operator, a data-to-plan grid to prevent executing the same query plan on all location updates, and sharing sub-plans between multiple multi-predicate queries.
The existing query optimization strategies that use both the sharing paradigm and the push-down strategy are concerned with processing incremental spatiotemporal queries. The example in [12] deals with location-aware services in sharing the underlying space where a plan was illustrated as a decision tree cost model that reflects the expected number of comparisons. Three different joining policies were introduced namely Clock-triggered Join Policy (CJP), Incremental Join Policy (IJP), and Hot Join Policy (HJP). In the CJP, the spatial Join is reevaluated every T seconds. The IJP does not execute the spatial Join for the objects that did not change their location since the last T interval of time. The HJP evaluates hot objects, if their movement affects the result, at each evaluation time. The results of the evaluation showed that the IJP policy had a much lower CPU cost than CJP and the HJP had a lower one than IJP.
The above described query optimization strategies have demonstrated a considerable improvement in the field of query optimization. However, the Sharing Paradigm approaches the multiple single predicate queries but not multiple queries with multiple predicates. The push-down strategy alters the database schema which is not feasible in real-life applications. In order to address these limitations, the Query Melting paradigm (QM) that includes sharing objects, spatial areas, time intervals, underlying space, and intermediate results, has been proposed in previous work. Moreover, QM is hereby proposed to be extended in the aim to include the newly proposed paradigm that is called Sharing the previously generated Global Execution Plans (GEP) of melted templates by multiple users who formulate queries with similar scenarios. Sharing the GEP is employed through a new decision making mechanism for time cost optimization (TCOP).
QUERY MELTING
A thorough examination of different GIS and Location Based Services (LBS) applications, where users ask questions related to their position whether they are moving (dynamic) or not (static), shows that they have in common some functionalities, operations, and objects in execution plans. A predicate is the operator used by the user while formulating a query such as Find Within a buffer and Find the k Nearest Facilities. Each operator is decomposed into an evaluation plan which is a list of functions to be executed. When multiple dynamic complex queries are formulated with multiple operators the global evaluation plan of each operator might include functions that can be reused by other global evaluation plans, hence, they can be melted. Thus, The Query Melting paradigm aims at building the optimal global evaluation plan for GIS spatio-temporal dynamic complex queries. It is based on the sharing paradigm, query optimization, and push-down strategy. The query optimization strategies that were applied and implemented in previous work were extended to include "multi-user spatio-temporal multi-predicate dynamic complex queries", without altering the cache size or the database schema. Query Melting is implemented using the Query Melting Processor QMP which is a middleware located on the server to input user queries, optimize them, generate the global execution plan, execute it, and send the resulting map to the user.
Query Melting Processor Components
The Query Melting Processor consists of a number of components to input queries and produce their query global evaluation plan. The Preprocessor takes as an input the dynamic complex query and parses it into multiple simple queries, then produces an execution plan for each simple query according to its template. The Sliding ruler melts the repetitions that exist in multiple plans. First, it melts the templates functions that are shared among multiple simple queries to implement common sub-expression elimination, sharing sub-plans, and sharing the underlying space (map). Second, it implements sharing areas, time intervals, and objects. Finally, it generates the Global Evaluation Plan.
In order to employ the new query optimization paradigm, Sharing GEP, which allows multiple users with similar query scenarios to share global execution plans of the melted templates of the operators, a decision making mechanism of time cost optimization TCOP is applied as part of the preprocessor. The work in [21] suggests sharing sub-plans only whereas TCOP allows sharing whole plans by multiple dynamic complex queries with similar scenarios. The main aim of the mechanism is to manage the similarities in the query scenarios, analyze them, and accordingly route the dynamic complex query either to a previously generated GEP of a similar query or to the query melting processor for processing and generating a new GEP for it. In other words, TCOP mechanism plays the role of a Decider, in terms of whether a dynamic complex query should be processed or a previously generate templates GEP should be reused. It operates based on the idea of a decision tree that represents all the possible combinations of the elements of the set of operators and for each combination assigns the GEP number (GEP1, GEP2, GEP3, etc., and GEPn) to the leaf. There are 2 n -1 combinations when using n operators, each combination corresponding to a dynamic complex query scenario. For example, the decision tree of 4 operators contains 15 GEPs.
IVQL and Evaluation Plans
The IVQL is a visual query language that uses smiley icons to represent operators, values, objects, simple, and complex queries for proximity analysis. Each operator is decomposed into a set of steps according to the operator's template. Each static operator is performed once only for Time 0. For example, the MakeLayer function creates a new closest facility layer that is used to find the nearest objects, the AddXYIncident function adds the user's location as an incident to the layer, and the DrawBuffer draws a circle around the XY location of the user. Each of the dynamic operators has two templates. The first is applied for Time 0 when the query is launched and the second is applied for each of the consequent time instances Times 1… n. The NewWatcher waits for new XY Locations to arrive then launches triggers to read the data and continue execution accordingly.
Implementation
The time cost optimizer (TCOP) and sharing the melted templates GEP strategy have been implemented using a case study which aimed at a Tourist Mobile GIS application using the map of Paris. The components of the study are shown in Figure 1 and a brief description of each component is presented. The user formulates the complex query using IVQL. The query is sent to the ArcGIS server where it is processed and its result map is sent back to the user.
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Query Optimization Using Global GIS Evaluation Strategies where the templates are melted once per scenario and stored in memory for later retrieval by similar consequent scenarios. The Query Melting Processor reads the Templates and the simple queries. If the Decider is not activated, it melts the templates, the queries, and generates the Global Evaluation Plan. If the Decider is activated, it checks if the combination of the operators that are included has been previously used. If yes, it uses the plan that was previously generated. Otherwise, it melts the templates, generates a new Melted Templates Plan, and stores it in memory for later retrieval. Then, it proceeds with melting queries and generating the Global Evaluation Plan. The Plan Evaluator evaluates the methods of the GEP by using the ArcObjects of the ArcGIS server. The output of the plan is Paris map that shows the result of the complex queries. If the complex query contains only static operators, the job is terminated. If it contains one or more dynamic operators, it remains active, gets input from the streamer file that supplies it with new X Y coordinates of the user with each update. The TCOP interface is shown in Figure 4 .
EXPERIMENTAL EVALUATION
The main purpose of the experimental evaluation is to study the execution time cost effectiveness of the Query Melting Processor (QMP). This can be achieved Each of the listed operators has a corresponding Execution Plan that is called Operator Template or simply Template. A complex query can be formulated with one or more operators of the set of templates that are implemented. For example, suppose that the set of templates is {SN, SW}, the possible scenarios that could be formulated by a complex query consist of the subsets of the templates set which are all the possible combinations: {SN}, {SW}, and {SN, SW}. It can be said here that a complex query is made up of up to 2 templates. The number of scenarios of a set of templates is equal to 2 t -1 where t is the number of templates. For example, when employing 2, 5, or 10 templates the number of scenarios or plans is respectively 3, 31, and 1023.
The data files of the experiment are generated varying the number of complex queries respectively from 1, 2, 5, 10, 20, 50, to 100. For each data file, other data files are generated varying the number of templates respectively from 2, 5, to 10. An example consists of 100 complex queries each of which is formulated with 7 operators that belong to the set of 10 templates, where each operator is used to formulate 5 simple queries making a total of (7 × 5) 35 simple queries per complex query and a total of (100 × 7 × 5) 3500 simple queries. The QMP is executed for each data file twice, the first time using the Decider and the second without using it and the time cost of each execution is recorded in nanoseconds (ns). The experimental results are reported using a comparison between the time costs of the two methods with the aim to conclude which of them is cost effective.
The results of the analysis show that With the Decider, it takes 24, 48, and 79 nanoseconds to generate and store a new plan for the templates of the first CQ that uses any particular scenario of up to respectively 2, 5, and 10 templates and respectively 4.8, 12.5, and 19.1 nanoseconds to access a previously generated plan of the templates of the successive CQs that are using the same scenario. Without the Decider, any CQ templates are melted in 16, 32, and 47 nanoseconds. Figure 5 shows the results related to 2 templates. It is concluded that for any CQ except the first one that uses a new particular scenario the time cost is much lower with the Decider. More generally, the first 2 t -1 CQs that use a new particular scenario produce slower results than the rest of the CQs. The total cost of processing the templates of the first 3, 31, and 1023 CQs is respectively 72, 1488, and 80817 nanoseconds with the Decider (generating and storing new plans) and 48, 992, and 48081 nanoseconds without the decider (Melting Templates). It is higher with the Decider than without it. After that, it becomes 4.8, 12.5, and 19.1 nanoseconds per CQ with the Decider (accessing old plans) and remains respectively 16, 32, and 47 without the Decider. The cumulative cost lines that represent the two methods "With Decider" and "With No Decider" intersect at the breakeven point which is the CQ number 5, 56, and 2196, as shown in Figure 6 . After that, the cumulative cost of processing the templates with the Decider becomes lower than without it. However, all the CQs produce results at the same speed without the Decider.
The Decider is 3.33, 2.57, and 2.5 times faster than without it in the case where the number of templates is respectively 2, 5, and 10. On the average, it is 2.8 times faster than without it. In the case where the number of templates is respectively 2, 5 and 10 the time cost is reduced from respectively 16, 32, and 47 to respectively 4.8, 12.5, and 19.1 nanoseconds. It is concluded that the Decider results in a reduction of respectively 70%, 61%, and 60% in the time cost of without it. On the average, it results in a reduction of 64% of the time cost of without it. The cost of melting all the templates at the beginning of execution is equal to 72 (24 ns × 3 plans), 1488 (48 ns × 31 plans), and 80817 (79 ns × 1023 plans) nanoseconds in the case were the number of templates is respectively 2, 5, and 10. In order to be fair to everybody especially the first complex queries that use a particular scenario, it is suggested to melt the templates of all the plans at the beginning of the execution of the Query Melting Processor. Thereby, it is guaranteed that all the complex queries produce results at the same optimized time cost.
CONCLUSION
We have presented in this paper a new query optimization strategy called sharing the global execution plans by multiple users with similar scenarios of complex queries. It has been implemented by employing a new decision making mechanism called the time cost optimizer (TCOP). In order to evaluate the time cost effectiveness of TCOP, an experimental evaluation has been carried out where two methods of processing have been compared. The first is "With No Decider" where the complex queries templates are melted for each complex query. The second is "With Decider" where the templates are melted once per scenario and stored in RAM for later retrieval by similar successive scenarios. A comparison between the time costs of the two processing methods has been done in order to conclude which of them is cost effective. It has been concluded that for any complex query except the first one that uses a new scenario the time cost is much lower with the Decider, whereas, all the complex queries produce results at the same time cost without it. The Decider is 3.33, 2.57, and 2.5 times faster than without it in the case where the number of templates is respectively 2, 5, and 10, and on average it is 2.8 times faster than without it. It results in a significant reduction of respectively 70%, 61%, and 60% in the time cost of without it, and on average it results in a significant reduction of 64% of the time cost of without it. In order to get efficient results it is suggested to melt the templates of all the plans at the beginning of the execution of the Query Melting Processor. Thereby, it is guaranteed that all the complex queries produce results at the same optimized time cost. As a final conclusion, it can be said that the Decider has proven to be significantly cost effective.
