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Abstract
There is a pressing need in minimally-invasive surgery for novel imaging methods that
can rapidly and accurately localize the surgical instrument and its target. We have developed two
novel localization methods for the guidance of cardiac ablation and other minimally-invasive
therapies. The first method, the Inverse Solution Guidance Algorithm (ISGA), is for the non-
invasive and rapid localization of the site of origin of an arrhythmia and an ablation catheter tip
from body-surface ECG signals. We have substantially developed ISGA to provide accurate
catheter guidance even in the presence of significant electrical inhomogeneities, and we have
evaluated the method in numerical simulations and phantom studies. Due to the rapidity of
arrhythmic origin localization, ISGA may prove a highly effective means of guiding the ablative
therapy of hemodynamically-unstable VT.
The second method, the Bioelectrical Image Guidance (BIG) Method, is a novel algorithm
for the accurate and inexpensive guidance of a wide-range of minimally-invasive surgeries, from
cardiac ablation to breast cancer biopsy. The surgical instrument is localized within a detailed 3-D
MRI or CT image by applying currents to the body surface and comparing the potentials
measured at the instrument tip with potential distributions simulated prior to the surgery. We have
developed and evaluated this method in numerical simulations. We have also built an
experimental guidance system and tested it in a phantom model. Our results indicate that the BIG
Method may one day provide an accurate and convenient means by which to guide minimally-
invasive surgery within a highly detailed anatomical image.
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1. Introduction
Minimally-invasive diagnosis and surgery has been the dream of physicians since the age of
Hippocrates. Reflected light was used to visualize the cervix by the end of the first millennium A.D.,
and a method to focus and project sunlight into body cavities was invented by Tulio Aranzi in 1585.
However, the field of minimally-invasive treatment as we consider it today was born in 1804, with
the invention of the first light-guiding instrument by Philipp Bozzini. Physicians could now look
inside the living body in ways never before possible [I]. The last century has seen the invention
of revolutionary imaging technologies such as x-ray [2], sonar [3] and tomography [4, 5],
exposing areas of the body that would otherwise be impossible to see without a scalpel. In the 2 1 "
century, minimally-invasive surgery allows diagnosis and treatment with a minimum of the pain,
disability and morbidity that were once more frequently due to the surgical procedure than the
treatment itself [6]. Minimally-invasive techniques are now used in many specialities including
general, thoracic and cardiac surgery.
Satisfactory visualization of surgical instruments in relation to their target has often been
the rate-limiting step in the development of minimally-invasive treatments. Imaging is especially
important for intracardiac procedures: valve replacement, leaflet repair and arrhythmia treatment
require precise guidance of surgical instruments in a critical organ concealed beneath layers of rib
and muscle. Currently, many intracardiac procedures are done under x-ray, ultrasound or MRI
guidance. However, x-ray and fluoroscopy expose the patient and surgeon to significant radiation
[7]. Furthermore, the surgeon must capture "snap-shots" of the surgical site since the
carcinogenic potential of ionizing radiation does not allow for real-time monitoring of the
instrument location,. While sonographic imaging can be done continuously, and excellent 3-D
ultrasound images of cardiac structures and breast tumors have been demonstrated, image
reconstruction cannot be done in real-time, and therefore this is not yet a viable guidance
technology [8]. While MRI guidance can be done in real-time, these procedures are highly
expensive and are limited to hospitals and clinics with the necessary resources. MRI imaging
equipment is also bulky and unwieldy, and special surgical instruments must be used due to the
large magnetic fields [9].
A surgical guidance system with 3-D imaging capability, high accuracy, real-time
monitoring potential, safety, and low cost therefore remains unrealized for many surgical
procedures. This thesis concerns the development of two promising technologies for the guidance
of surgical instruments, principally in the field of cardiac arrhythmia treatment. Through these
imaging technologies, we hope to bring life-saving minimally-invasive treatment to a much wider
patient population and with a greater accuracy than previously possible.
1.1 Cardiac Arrhythmias
Cardiovascular disease is the most prominent cause of morbidity in the developed world.
In the US alone, approximately 465,000 people die each year from heart disease [10]. Many of
these deaths are sudden - specific estimates range from 36% to as high as 65% [10, 11] - and are
presumed to be caused by ventricular tachycardia (VT) and/or fibrillation. Non-ischemic dilated
cardiomyopathy, hypertrophic cardiomyopathy, valvular disease, regional autonomic dysfunction
[12], congenital heart disease and primary electrophysiological abnormalities (such as Wolff-
Parkinson-White Syndrome) are all contexts for ventricular tachyarrhythmias. However, the
majority of patients in the U.S. experiencing VT have underlying coronary artery disease [13].
The most common etiology of VT in the presence of infarcted tissue is the formation of a re-
entrant circuit, in which electrical activity circulates rapidly through and around a zone of
infarction, creating a self-sustaining cycle of abnormal impulse conduction [14].
Figure 1.1 shows a theoretic reentrant circuit originating from a chronic infarct. A normal
sinus rhythm beat, sweeping through the myocardium to depolarize the entire ventricle,
encounters the entrance site of the reentrant circuit. If the circuit 'captures' during this QRS
complex, the entrance to the scar region is also activated and a wavefront propagates slowly
through the scar tissue. At the exit point, it emerges from the infarct region into normal tissue. If
the conduction time from entrance to exit within the scar exceeds the refractory period of the
functioning myocardium, this will cause the onset of a second QRS complex. To complete the
circuit, the wave of depolarization propagates either along the border of the scar or through the
scar itself, until it once again reaches the exit site. If the speed of conduction is very fast, a rapidly
circulating wavefront or 'circus rhythm' is initiated and ventricular tachycardia results.
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Figure 1.1: Reentrant Circuit around an infarct scar [27]
1.2 Current Treatments for Ventricular Tachycardia
There are several options currently available for the treatment of VT. Antiarrhythmic
drugs alter the electrophysiological properties of the re-entrant circuit, suppressing potential
triggers for the development of VT [15]. However, as demonstrated by the Cardiac Arrhythmia
Suppression Trial (CAST), antiarrhythmic drug use may actually predispose a patient to lethal
ventricular arrhythmias if a transient risk event such as ischemia occurs [16]. Only Amiodarone
and beta-blockers have been shown to generally decrease the risk of sudden death in the post-MI
patient.
Implantable cardioverter defibrillators (ICDs) are currently used to administer anti-
tachycardia pacing that will terminate most monomorphic VTs, and electrical cardioversion if
necessary. During cardioversion, a single high-energy pulse of current is administered to the
heart, 'resetting' the cycle of electrical activity; it is hoped that once the tissue is uniformly de-
polarized, normal sinus rhythm will resume. The Multicenter Automatic Defibrillator
Implantation Trial (MADIT) studies demonstrated that prophylactic ICD therapy leads to
significantly improved survival in patients at a high risk for sudden cardiac death [17]. However,
ICD implantation and maintenance is expensive; the MADIT study found the average cost to be
$27,000 per patient [18]. Lastly, although ICDs extend survival, they only treat arrhythmias when
they occur and do not prevent recurrences [19]. A form of preventive treatment is highly desirable
for cases in which the VT is persistent.
The most recently developed procedure for the treatment of arrhythmias is radio-
frequency ablation (RFA) [20, 21]. It involves the guidance of an ablation catheter to the site of
the reentrant circuit, and the administration of high-intensity radio-frequency current to the tissue
to 'break' the circuit. If the site has been accurately identified and ablated, the necrotic tissue that
remains will transect the isthmus of the circuit. The arrhythmia will then be non-inducible. In
stable ventricular tachycardia patients without structural disease, this treatment is often used to
lessen the number of ICD therapies that are administered to patients. In one study [22], the total
number of ICD therapies in 21 patients with any VT decreased from 59.3 ± 79.7 per month before
ablation, to 0.6 ± 1.1 per month after successful ablation; this represents a 99.8% reduction in
defibrillator therapies. These patients reported a significant improvement in quality-of-life.
1.3 The Radio-Frequency Ablation Procedure
At the beginning of the procedure, ablation and electrode catheters are inserted into either
a femoral artery or vein, depending on the location of the arrhythmic site suggested by the
morphology of the VT, and advanced into the heart. The catheter positions are monitored with
biplanar fluoroscopy (a 2-D imaging technique allowing 'real-time' x-ray), with 300 right anterior
oblique and 60* left anterior oblique projections. To remove positional changes due to heart
motion, the fluoroscopic images are usually R-wave gated. Throughout the procedure, the patient
is administered 1000 units/hour of intravenous heparin to prevent coagulation and thrombus
formation around the catheters.
The re-entrant circuit is located using one of the endocardial mapping techniques
described in Section 1.4. The ablation catheter is guided to the location and ablative energy is
delivered. While the diameter of ablation lesions may vary from approximately 5 mm to over 8
mm [23], only the lesion's central core is necrotic and will not heal after the procedure [24].
Therefore, the catheter should ideally be guided within 2-3 millimeters of the exit site for long-
term success of the procedure.
1.4 Current Mapping Technologies
1.4.1 Conventional Single-Lead Mapping.
The initial sequence of mapping and ablation for hemodynamically- stable and unstable
VT is similar. VT is first induced by rapid pacing to determine its surface QRS morphology, and
is then terminated using cardioversion or burst pacing. Next, the electrical characteristics of the
endocardial surface of the heart are mapped during sinus rhythm. This is done by consecutively
stimulating the endocardium at over 500 sites using an intracardiac electrode and recording the
local bipolar electrograms. Observations of animal MI models suggest that reentry circuit
isthmuses can be best defined by delineating infarcted areas of dense, fibrous scar, since these are
potentially arrhythmogenic [25]. The sinus mapping procedure identifies scar tissue by
subthreshold stimulation of the endocardium while sinus rhythm is ongoing. The resulting local
electrograms are measured a few millimeters from the pacing electrode. Scar regions are
characterized by low-voltage (< 1.5 mV) multiphasic electrograms. Suprathreshold pacing to
mimic the VT (pace mapping) is then performed at locations in or near the scar tissue. This
technique is based on the principle that pacing within the reentrant circuit will result in an
identical surface ECG morphology to that of the clinical VT [26].
Currently, the gold-standard for guidance of a catheter to the optimal site for ablation is
entrainment mapping, yielding success rates of between 56% and 80% (success is defined here as
no recurrence of the VT within 10 months of ablation) [27, 28]. Entrainment mapping is
performed after the reentrant circuit region has been localized, and is used to identify the optimal
site for ablation. It ascertains whether the current location of the ablation catheter tip is within the
reentrant circuit by comparing the VT cycle length with the post-pacing interval (the period
between administration of a pacing stimulus and return of the stimulus to the pacing site) [29]. If
they are equal, the position of the ablation catheter tip is within the reentrant circuit. Entrainment
mapping is generally only suitable for patients with hemodynamically-stable VT as it requires the
patient to be in tachycardia for prolonged periods. Patients with hemodynamically-unstable VT,
who account for the larger percentage of the patient population, are frequently unable to tolerate
sustained or repeated entrainment mapping [30]. RF ablation procedures in this population are
instead guided using substrate and pace mapping during sinus rhythm, and sometimes limited
entrainment mapping [31]. As a result, ablation in patients with unstable VT is generally
unsuccessful and is therefore rarely attempted.
1.4.2 CARTO
CARTO is now the most widely used guidance technology for RFA procedures. A device
external to the patient's body emits a very low magnetic field that induces currents in coils at the
tip of the ablation catheter. The magnitudes of the induced currents indicate the catheter tip
location and orientation. The catheter tip simultaneously delivers subthreshold stimuli to the
cardiac tissue and records the resulting local electrocardiograms. The amplitude of the local
electrograms during sinus mapping, and the site at which they were recorded, are displayed in a
3-D electro-anatomical map (as shown in Figure 1.2) that clearly delineates scar tissue. Sites of
successful pace and entrainment mapping are marked on the map. The catheter tip position is also
displayed, and movement due to heart motion is minimized using R-wave gating.
CARTO has several drawbacks. Entrainment mapping is still required to accurately
localize the exit site, therefore hemodynamically unstable patients are still generally untreatable.
Also, the resolution of the electroanatomic map is limited by the time available to acquire data
points (upwards of 550 electrograms may be required during ventricular mapping). Therefore
CARTO cannot replicate the detail of a computed tomography (CT) or magnetic resonance (MRI)
image. Moreover, mapping must be performed with care, ensuring that contact with the
endocardium is adequate and that fibrous, low-voltage structures such as the mitral valve annulus
are appropriately delineated. Otherwise, scar-regions can be falsely exaggerated [26].
Furthermore, new maps must be generated to fully-visualize multiple VTs.
Lastly, electroanatomic maps provide information only about the electrical substrate and
not about the re-entrant electrical activity itself. Therefore, the cardiologist is not directed towards
the optimal site for ablation but instead must deduce its location based on the morphology of the
scar tissue. It is desirable to limit the number of ablation sites to the minimum required for
success, to reduce the risk of damage to functioning myocardium and the creation of potentially
thrombogenic endocardial lesions [30]. However, since the cardiologist is guided only by
information on the electrical substrate, treatment may create upwards of thirty lesions and achieve
only limited success.
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Figure 1.2: CARTO electroanatomic map. Colors reflect local electrogram amplitude, with lowest-
amplitude areas indicated in red, increasing to yellow, green and blue. Healthy endocardium is shown
in purple [15].
1.4.3 CartoMerge
CartoMerge aligns a pre-procedural cardiac CT or MRI image with a CARTO-generated
electroanatomic map and real-time data [32]. This technology facilitates complex clinical ablation
procedures in which guidance based on anatomical features is most appropriate. It is able to track
and display the real-time catheter tip location and orientation within the true cardiac anatomy,
with a reported accuracy of less than 3 mm [33]. While this accuracy is highly satisfactory, the
technology suffers from a number of its own drawbacks in addition to many of those described
for the CARTO system alone. The accuracy with which CARTO data may be mapped to the
MRI image is highly dependent on the location of the landmarks used in image registration and
on the number of endocardial mapping points collected [34]. Furthermore, small errors in the
acquisition of registration points may introduce significant mapping errors, especially at locations
far from the registration landmarks.
1.4.4 Ensite 3000
Although not widely used, the Ensite 3000 balloon catheter is undoubtedly the best
available mapping technique for complex or hemodynamically unstable arrhythmias [35]. This
system uses a single, non-contact intracavity multielectrode array to sense the voltage field
produced by endocardial activation. The 64-electrode braid array computes virtual electrograms
simultaneously from more than 3000 ventricular sites using a boundary element inverse solution.
This information is then used to reconstruct the entire chamber's endocardial activity, which is
displayed as a dynamic 3-D isopotential color map. However, the overall accuracy of reconstructed
electrograms decreases with distance from the electrode array, affecting the validity of the map [36].
Also, the endocardial geometry used in the boundary element inverse solution is acquired during
baseline rhythm; the assumption that the geometry does not change during VT is an important
limitation if the heart is vigorously contracting. Furthermore, the presence of the balloon catheter
may interfere with placement of the ablation catheter. Aggressive anticoagulation measures must
also be taken which can lead to serious bleeding complications.
1.4.5 RealTime Position Management (RTM) System
The RTM system from Cardiac Pathways uses ultrasound to monitor the absolute
position of the ablation catheter. Similar to CartoMerge, an electroanatomic map of the cardiac
tissue is overlaid with highly detailed ultrasound images generated using multi-order
interpolation. The system also indicates catheter position and allows recall of previous catheter
positions, therefore the catheter may be guided without fluoroscopy to a precise point on the
electroanatomic map [37]. Drawbacks to this technology include the need to map crucial "snap"
points to prevent the ultrasound images of some cardiac structures from being obscured or
obliterated. This requirement introduces a steep learning curve [38]. Furthermore, special
catheters fitted with ultrasound transducers are needed. Lastly, the technology requires
entrainment mapping to accurately localize the reentrant circuit, generally limiting its use to
patients with hemodynamically stable VT.
1.4.6 LocaLisa
The LocaLisa positioning system is a non-fluoroscopic catheter positioning system that
allows a conventional catheter to be located in three dimensions. Three orthogonal electric fields
are generated across the body by sets of body-surface current electrodes, and the resulting
voltages are measured by the catheter in the cardiac chamber of interest. The electrical field
strength at the catheter tip due to each applied current is calculated from the voltage difference
between two electrodes at the catheter tip for three different spatial orientations of the catheter
[39]. Each electric field is assumed to be unform throughout the body. The voltages at the
catheter tip are then measured relative to a surface reference electrode. The position of the
catheter tip relative to the reference electrode is calculated by dividing the three measured
voltages by their corresponding electrical field strengths.
Within a few centimeters of the calibration position, LocaLisa has an accuracy on the
order of 2 mm. This technology also has the significant advantage that it requires no special
catheters [40]. However, stability of the surface reference electrode is vital to the accuracy of the
system. Furthermore, this method falsely assumes a uniform 3D electrical field within the entire
body cavity. Consequently, errors further from the location of calibration may be on the order of
8mm.
1.4.7 Stereotaxis
Sterotaxis is a novel magnetic navigation system that can assist the cardiologist in the
ablation of hard-to-reach arrhythmic foci requiring complex movements of the catheter tip [41].
Two magnets are positioned on either side of the patient, inducing a magnetic field of
approximately 0.08 Tesla. The ablation catheter tip contains a small permanent magnet that aligns
with the externally-applied magnetic field. By changing the position and orientation of the
external magnets, the tip of the catheter may be deflected precisely. A computer-controlled
catheter advancement system (Cardiodrive, Sterotaxis Inc.) allows the catheter to be guided
remotely, significantly reducing exposure of the cardiologist to radiation [42]. Furthermore,
Stereotaxis catheter navigation has recently been integrated with CARTO mapping technology
for closed-loop ventricular mapping. Complex ablation procedures, such as those within the left
ventricular outflow tract, may now be performed with higher success, reduced risk to delicate
cardiac structures, and less patient exposure to radiation [43]. While this technology has the
potential to revolutionize the way in which ablation procedures are conducted, significant
drawbacks include the size, bulk and cost of the Stereotaxis technology.
1.5 The Need for a New Technology
In summary, while multiple technologies now exist that can image the electrical substrate
of the heart or the position of an ablation catheter tip, none of these technologies provides
information on the arrhythmic electrical activity itself, leaving the cardiologist to deduce the
optimal site for ablation. A technology that could direct the cardiologist towards the optimal site
for ablation based on the re-entrant activity would be invaluable.
Therefore, the aim of this thesis is to develop two mutually-beneficial methods for
guiding ablative therapy and other minimally-invasive surgeries or diagnostic tools. The first
method, the Inverse Solution Guidance Algorithm, is the substantial development of an algorithm
based on a single equivalent moving dipole model of cardiac activity. This technology allows
guidance of an RF ablation catheter to the site of origin of a cardiac arrhythmia, by imaging the
tip of the ablation catheter relative to the optimal site for ablation. The second method, the
Bioelectrical Image Guidance Method, is a novel algorithm based on the application of a finite
volume method to a conductivity distribution derived from MRI or CT images. This technology
determines the absolute location of the ablation catheter so that it may be displayed within the
anatomically-detailed MRI or CT image of the heart. These two guidance algorithms may
eventually be combined to produce a powerful tool for the ablative therapy of cardiac
arrhythmias.
2. A New Mapping Technology
2.1 The Inverse Solution Guidance Algorithm
2.1.1 Background
The inverse problem in electrocardiography maps instantaneous 2-D body-surface
potentials to the 3-D summated cardiac excitation wavefront that created them. To image the
isthmus or the exit site of the re-entrant circuit, numerous models have been developed that
reconstruct electrical activity in the epicardium or myocardium from surface electrocardiographic
potentials [44-48]. Although the reconstruction is ill-posed, deterministic methods (such as
Tikhonov or Wiener regularization) or statistical inversion are applied to obtain physiologically-
meaningful results [48-51]. Several models exist that represent instantaneous cardiac activity by
an equivalent source of single or multiple dipoles, which may be fixed or moving [52, 53]. The
central limitation of many of these models is that they cannot provide real-time imaging of the
electrical activity, are subject to systematic errors, and cannot be used to image and guide the
catheter tip to the ablation site.
A guidance method, the Inverse Solution Guidance Algorithm (ISGA), that utilizes a
single equivalent moving dipole (SEMD) model of electrical activity to localize both the exit site
of the re-entrant circuit and the tip of a specially-designed ablation catheter for accurate delivery
of ablative energy has been described [54-56]. The SEMD solution for a single time instant in the
cardiac cycle is the dipole whose forward-modeled potentials best reproduce the instantaneous
measured potentials at the body-surface electrodes [54]. Although the SEMD model is a highly
simplified representation of cardiac electrical activity, it is accurate and realistic when the heart's
electrical activity is spatially well localized, for example as depolarizing energy emerges from the
exit site of a re-entrant circuit [55]. In the application of ISGA, dipole parameters (comprising the
three-dimensional location and moment) are estimated for every time sample of a beat of VT to
find the trajectory of the single equivalent dipole over the cardiac cycle. The dipole
corresponding to the exit site of the re-entrant circuit is selected from analysis of this trajectory.
We shall term this dipole the arrhythmogenic dipole.
However, RFA requires both the localization of the exit site or the isthmus of the re-
entrant circuit and the guidance of an ablation catheter to this site. Our approach tackles both of
these problems, by using ISGA to also determine the location of the catheter-tip. Specifically,
surface potentials generated by a current dipole between electrodes at the tip of a specially-
designed ablation catheter are used to estimate the catheter-tip dipole location and orientation. In
this way, the ablation catheter-tip may be guided to the exit site of the re-entrant circuit for the
accurate delivery of ablative energy.
2.1.2 Mathematical Basis for the Inverse Solution Guidance Algorithm
In the Inverse Solution Guidance Algorithm, for a given dipole location, magnitude and
orientation, the estimated forward potential at the ith body-surface electrode, qf , due to a single
dipole is estimated using an infinite volume conductor model [55]:
f p -(r - r,') (Eqn 2.1)
4yrglr - r,'|'
where ri' represents the ith electrode location, r the dipole location, p the dipole moment, and g
the conductivity of the volume conductor. An objective function, /, describes how well the
dipole reproduces the measured voltages:
g2 '"__M (Eqn 2.2)
where (m' is the measured potential at the ith electrode, 0"m' is the standard deviation of the
measurement noise in lead i, and I is the number of electrodes.
In the application of ISGA, voltages are measured at 64 electrodes on the volume
conductor surface and a bruteforce search method is used to find the SEMD parameters that best
fit a single time sample of the measured data [57]. The brute force search process commences
with discretization of the volume into cubic volumes 1.5 cm on a side. A dipole is simulated to lie
at the center of each cube and its moment is optimized, using the relationship defined by Eqns.
2.1 and 2.2, to most closely reproduce the measured potentials (this optimization strategy has
previously been termed three-plus-three parameter optimization as the three locations are
optimized independently from the three moment parameters [54]). The dipole whose location and
moment minimize the X2 function at a resolution of 1.5 cm is then selected. The cube containing
this dipole and its neighboring cubes are discretized into smaller cubes and the X2-minimization
procedure is repeated to find the optimal dipole at this resolution and in this volume. The process
is iterated until the cube dimension is less than 1 mm. At this resolution, the dipole whose
forward-modeled body surface potentials best reproduce the measured potentials is selected as the
single equivalent dipole model for that time sample.
2.1.3 Previous Development of ISGA
Initial investigations into the Inverse Solution Guidance Algorithm were conducted by
Armoundas et al [58]. First, the effect of noise and dipole orientation on the accuracy of ISGA
was examined in computer simulations [55]. The model torso consisted of a bounded sphere of
radius R = 12.5 cm with 60 electrodes arranged randomly on its surface. The potential at each
electrode due to a set point source within the sphere was calculated. Zero-mean Gaussian noise
with a standard deviation a was added to each of the forward-modeled potentials to yield a set of
'measured' potentials. Trials were conducted with values of a that varied from I pV to 1 mV, to
test the ability of the algorithm to withstand a wide range of noise levels (the magnitude of an
ECG signal is usually on the order of millivolts, corrupted by random noise on the level of tens of
microvolts). For each set of 'measured' potentials, ISGA was used to estimate the dipole location
and moment. At a realistic level of noise (a = 0.01 mV), the standard deviation of the error (the
distance between the actual and estimated dipole positions) was found to be less than 0.5 mm.
Since ablation only requires an accuracy of 2 to 3 mm, this error is insignificant. Measurement
noise was found to have no significant effect until its magnitude became comparable to that of the
measured potentials. Next, for each noise level, 100 simulations were performed using a dipole
with fixed position and magnitude, and random dipole orientation. The error was calculated for
each simulation. The effect of a randomized dipole orientation was found to be significant,
causing localization errors of greater than 5 mm in the bounded volume conductor.
The effect of electrode position, measurement noise and dipole orientation and position
on the dipole estimate have also been investigated in numerical simulations of a realistic torso
model [59]. While measurement noise was found to have a minimal effect on localization error,
the accuracy of the dipole estimate was greatly improved by using an electrode arrangement
consisting of pads placed over the front, back, and left and right sides of the torso at the height of
the heart (rather than a random electrode configuration). Furthermore, results suggested that
dipole orientation caused significant variation in the estimated position of the dipole; this
indicated the need for further work to characterize the effect of dipole orientation and assess its
significance.
In-vivo studies were also conducted using epicardial pacing in a swine model [56]. A
high correlation was found between measured and forward-modeled potentials over the majority
of electrodes, indicating that the SEMD model of electrical activity accurately represented the
electrical source even during the T-wave. In addition, the spatial uncertainty of the dipole model
due to realistic levels of Gaussian noise was found to be low when the dipole was most localized
at the beginning of the QRS. The distance and direction between adjacent pacing sites could also
be accurately estimated, suggesting that a pacing stimulus from the tip of an ablation catheter
could be used to direct the catheter to the site of origin of the arrhythmia [56].
Further development of ISGA was conducted by Rosbury et al. [57]. A brute-force dipole
search algorithm was implemented that proved more robust than the previously-used simplex
search method. A ventricular model was also developed to simulate electrical activity from a
reentrant circuit, and to demonstrate that with slight modifications, ISGA could be used in the
context of fast VT (see Chapter 5).
2.2 The Bioelectrical Imaae Guidance (BIG) Method
2.2.1 Background
A. Simulation
Repeat for three orthogonal electrode setups
Generate look-up table: V1
B. Measurement
Insert
Catheter
,(i,j,k) V2,(ij,k) V3,(ij,k)
Stimulate each electrode "N Find entry in look-up
pair in turn. Record the table 'most similar' to t
_+ potentials at the catheter -11 V'1, 2 V'3 -> +
1iV ,(i',j',k') V ,i,'k)
Figure 2.1: An overview of the Bioelectrical Image Guidance (BIG) method
The Bioelectrical Image Guidance (BIG) Method calculates the absolute position of the
ablation catheter tip so that it may be displayed in an anatomically-detailed 3-D image of the
i', j', k' is
he location
of the
catheter
tip.
surgical area. Such a display is especially appropriate for ablation procedures guided by
anatomical landmarks. In addition, the risk of damage to delicate cardiac structures is diminished
if the catheter's position can be accurately visualized.
A flow diagram of the BIG Method is shown in Figure 2.1. The method begins with the
acquisition of a 3-D MRI or CT image encompassing the surgical area of interest and providing
full cross-sectional views of the torso. This image is processed to obtain an electrical conductivity
for each voxel in the pixilated image (see section 2.2.2). The conductivity distribution of the torso
section is thus determined. Next, the current flow between two electrodes at pre-defined locations
on the torso surface is simulated, and the potential distribution in the torso due to the applied
currents is modeled (see section 2.2.3). This is repeated for three different sets of surface
electrodes. Thus, each image voxel is characterized by three voltages that result at that location
due to the three current stimuli. These voltage triplets are stored in a look-up table. At the start of
the surgical procedure, electrodes of the same dimensions as the image voxels are placed at the
pre-defined locations on the torso surface, and the surgical instrument is inserted subcutaneously.
Voltages due to the three current stimuli are measured at the instrument tip. By comparing the
measured voltages to the entries in the look-up table, the instrument tip location is identified in
real-time.
2.2.2 Conductivity Map Generation
An accurate conductivity value must be assigned to each voxel in the anatomical image.
We envisage two possible methods by which this may be done. Firstly, a voxel's conductivity is
chiefly determined by the tissue in which it is located. Therefore, conductivities may be estimated
by segmenting the anatomical image into tissue types and assigning the voxels in each tissue a
standard conductivity value from published data [60]. A simple example of manual tissue
segmentation is shown in Figure 2.2, and tissue conductivities from the literature are shown in
Table 2.1. Currently available segmentation software is either semi- or full-automatic [61]. While
this method is fairly straight-forward, it does not account for conductivity variation between
individuals or within the same tissue [62]. Furthermore, partial-volume effects (that occur when
multiple tissue types contribute to the same voxel) may lead to ambiguities in conductivity
assignment. Finally, as seen in Table 2.1, some tissue types have a wide range of published
conductivities. These conductivity variations may be due to measurement inaccuracy or
differences in physiological state (e.g. hydration level, phase of the respiratory cycle, etc.).
Significant errors in the modeled potential distribution may result if the wrong conductivity
values are applied.
Alternatively, the MRI image may be converted directly into a conductivity map. Tissue
conductivity is dependent on its water content [63], which in turn is related to its T1 weighting,
the spin-lattice relaxation time. Therefore, if the contribution of T1 to the signal intensity of a
pixel is isolated [64], the conductivity of the voxel may be determined. Two exceptions are fat
and cortical bone, which generate significant contrast despite their low water permittivity values.
Therefore, these tissues must be segmented from the MRI image and assigned appropriate values
from published data [65]. The direct conversion of Ti weighting into electrical conductivity may
be further complicated by 'intensity inhomogeneities', which result from limitations in scanner
equipment and cause a shading effect to appear over an image. However, conductivities assigned
using this method have been found to be in reasonable agreement with published values [64].
A third technique may be to combine the tissue segmentation and intensity conversion
methods, using margins around published values to constrain the tissue conductivities we
estimate from the MRI image.
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2.2.3 Current Flow Model
The torso potential distribution is determined by modeling the current flow across the
boundaries of each voxel. Injected current is assumed to flow from the surface electrode into the
voxel beneath it; current flow out of this voxel is calculated using an adapted Kirchoff's law. At
all other voxel locations, current flow is modeled using the differential form of Ohm's Law which
relates the current density within an enclosed surface, the electrical conductivity of the medium,
and the potential gradient across its surface. Section 6.1.1 describes the implementation of the
current flow model in greater detail.
2.3 Thesis Overview
The aim of this thesis was to develop ISGA and the BIG Method from theoretical
guidance methods to experimental guidance systems. Initial results obtained by Armoundas et al.
and Rosbury et al. demonstrated the promise of ISGA as a method for localizing a stationary
electrical source [54-58]. However, several challenges remained to be overcome if the algorithm
was to be used to guide an ablation catheter. Initial findings implied that dipole orientation might
have a significant effect on the accuracy of catheter tip guidance. Therefore, the first aim of this
thesis was to carry out an in-depth analysis of the effect of dipole orientation on the algorithm's
accuracy. A significant effect was indeed found, necessitating the development of a method to
overcome the effect of dipole orientation. To assess ISGA's potential to guide a catheter,
guidance experiments were conducted in an inhomogeneous phantom model. In addition,
software and guidance algorithms were developed for the in-vivo testing of a full prototype
guidance system.
The second part of this thesis developed and explored the Bioelectrical Image Guidance
Method. Numerical simulations were used to assess the accuracy of current flows in the finite
volume model. Next, instrument localization accuracies were assessed in homogeneous,
inhomogeneous and anisotropic computer models. To conclude this thesis, the potential of the
BIG Method as a tool for real-time, 3-D image-guided surgery was demonstrated in phantom
studies.
3. Development of the Inverse Solution Guidance
Algorithm
The Inverse Solution Guidance Algorithm has previously been used in numerical
simulations and in-vivo experiments for stationary electrical source localization [54-58].
Application of ISGA to catheter guidance necessitated three significant improvements to the
method, which are detailed in this chapter. Firstly, a more thorough brute-force search process
was implemented so that the dipole solution could be found with greater accuracy in complex
volume conductors. Secondly, its speed was improved to allow the trajectory of the moving
dipole to be imaged over many time samples of the VT without significant delay to the
experimental procedure. Thirdly, a method to overcome the effect of dipole orientation was
developed, after orientation was found to have a significant effect on the algorithm's accuracy.
With these changes, ISGA may be used to guide an ablation catheter to the reentrant circuit exit
site more rapidly and more accurately than previously possible.
3.1 Enhancement of Algorithm Performance
The brute-force search algorithm finds the single equivalent dipole model of
instantaneous electrical activity by minimizing the objective function at progressively finer
resolutions [57]. The proposed advantage of this method over the original simplex search
algorithm is the avoidance of local objective function minima. However, in an animal or human
torso, intricate distortions in the electric field caused by inhomogeneities and anisotropies lead to
a highly-complex objective function space. As a result, the volume element with the objective
function minimum at a low resolution in the brute-force search might not contain the volume
element with the absolute minimum at the highest resolution. If this is the case, the dipole
solution will be incorrect. To prevent such errors, we have implemented a branched search
method that searches the volume elements with the ten smallest objective function values at each
resolution in the brute-force search. The elements are searched in parallel, resulting in less than
0.5 seconds added computation time.
ISGA has also been modified to estimate the dipole parameters from multiple time
samples of data simultaneously. Using a highly vectorized approach, twenty dipoles are now
calculated in parallel; computation time for a single dipole has thus been reduced from 2 seconds
to 0.5 seconds. This significant reduction in computation time allows the dipole trajectory over an
entire cardiac cycle to be calculated four times faster than previously possible.
3.2 The Effect of Dipole Orientation
By using a simplified forward-model of the torso, ISGA's solution may be estimated in
real-time, a necessity during an ablation procedure. However, since all inhomogeneities,
anisotropies and boundary effects are ignored, the forward-modeled potentials may be
substantially different from the measured potentials even for the dipole that minimizes the Z
objective function [66]. If the forward model were an accurate representation of the real torso, we
would expect an objective function minimum of approximately 1, since the modeled and
measured potentials would differ only by the level of random noise:
f2 '" ~ if ,, = (P' + 1(0,+O-,',)
However, due to the simplicity of the forward model, the objective function minimum may be
much larger than 1. Furthermore, the position of the estimated dipole will be displaced from the
true position of the equivalent dipole by a systematic error, even if the electrical activity is well-
localized. The estimated dipole positions and moments will be referred to from hereon as the
dipole images to distinguish them from the real equivalent dipole locations and moments.
How does this displacement affect our ability to superpose the catheter-tip dipole with the
arrhythmogenic dipole? Clearly, if the two dipoles are in reality matched in both location and
orientation, a purely systematic error distorts the estimation of their locations equally and their
images appear perfectly superposed. Simulations conducted by Armoundas et al. [55] have shown
that in a bounded torso model and in the presence of 0.01 mV Gaussian measurement noise, two
superposed and co-oriented dipoles are estimated to lie within 0.4 mm of each other; although
noise prevents exact alignment in image space, two co-oriented dipoles still appear essentially
superposed. However, will the images of two dipoles whose moments are not aligned also appear
superposed?
The purpose of this study was to analyze ISGA's ability to co-localize superposed but
differently-oriented dipoles in the presence of sources of systematic error. Two sources of
systematic error were considered: boundary effects and inaccurate electrode positioning. It was
found that the Inverse Solution Guidance Algorithm does not guarantee accurate superposition of
two dipoles whose moments are not aligned.
3.2.1 Methods
A. Forward Model
Simulations were conducted in a homogenous spherical torso model of radius 12.5 cm. A
total of 60 electrodes were distributed on the sphere surface in a 12.5 cm by 12.5 cm square grid
of 25 electrodes (inter-electrode separation = 3.125 cm), with the other 35 electrodes distributed
randomly over the spherical surface. The electrode grid was centered at the point on the torso
surface closest to the stationary dipole simulating the arrhythmogenic dipole. This layout takes
into consideration the eventual application of this work in RFA procedures. The spherical model
is shown in Fig 3.1.
The equation derived by Frank [67] was used to estimate the potentials on the surface of
the bounded spherical torso due to a dipole (ps, py, p.) located along the z axis at z =fR (Off5 1;
R: radius of the sphere):
V p, 1 -f 2
4ngfR2 (1+ f22fp' 2
p., cos yI' + p,, sin yi' 3f -3f 2 i + f' -
4ngIR 2 sin0' (1_f2-2fp
(Eqn. 3.1)
where p' = cos(O') and 6' and V/ are the azimuth and latitude angles of the i4 surface electrode,
respectively, and g is the conductivity of the spherical medium.
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Figure 3.1 Spherical torso model, centered at the origin. A sample electrode grid is shown; the
electrodes are distributed in a square 5 by 5 electrode grid (indicated by black asterisks) centered at
the point on the sphere surface closest to the bioelectric dipole (inter-electrode separation = 3.125
cm). The other 35 electrodes (not shown) are distributed randomly over the model surface.
Inaccurate electrode positions were generated by adding errors drawn from a Gaussian
distribution (, = 0, a, = 0.5 cm) to each of the x-y-z co-ordinates of each correct electrode
location (this error is large compared to the accuracy of technology currently used to acquire
electrode positions; for example, the Polhemus 3-D tracker system (Polhemus, Colchester, VT) is
able to assign 3-D co-ordinates to electrodes with 1 mm RMS resolution [68]). The forward
problem utilized the real electrode locations and the bounded torso model defined by Eqn 3.1 to
simulate measured surface potentials for a given dipole. The Inverse Solution Guidance
Algorithm, on the other hand, used the assumed electrode locations and the infinite volume
conductor estimation defined by Eqn 2.1 to estimate the dipole parameters. Finally, we added
Gaussian white noise (p4 = 0, u;, = 0.01 mV) to the measured surface potentials to account for a
realistic level of measurement noise.
B. Computer Simulations to assess the Significance of Dipole Orientation
The distance between dipole images whose real dipole locations are superposed but
whose real dipole moments are not aligned reflects the ability of the algorithm to detect the final
superposition of the ablation catheter-tip with the arrhythmogenic dipole. Simulations were
performed in the model described above to investigate the effect of dipole orientation on the
consistency of the dipole image solution. A dipole of constant magnitude (sufficient to generate
maximum surface potentials on the order of 0.1 mV) was placed at consecutive locations along
the z-axis. At each dipole location 100 simulations were conducted using random dipole
orientations, and the 100 dipole image positions estimated by the Inverse Solution Guidance
Algorithm were recorded. The mean location of the dipole images was calculated for each set of
100 dipole image positions. The dipole image bias (the absolute distance of the mean dipole
image location to the real dipole location), and the dipole image dispersion (the standard
deviation of the absolute distance of each dipole image location from the mean dipole image
location) were then computed. The dipole image bias reflects the displacement between real and
image space. Dipole image dispersion, on the other hand, quantifies how widely the dipole
images are scattered in three dimensional image space and reflects how accurately ISGA will
detect the superposition of dipoles whose real locations are superposed but whose orientations are
different. Since an ablation accuracy of 2-3 mm is ideal, an algorithm to overcome the effect of
dipole orientation must be developed if the magnitude of the dispersion implies that this accuracy
is not consistently achievable.
3.2.2 Results
The results displayed in Fig 3.2 show that the dipole image bias (the absolute distance
between the actual location of the dipole and the mean location of the 100 estimated dipole
images) is less than 1 cm at all locations along the z-axis of the spherical torso. This indicates that
there is excellent correspondence between the position of the dipole in real and image space in
spite of the simplicity of the forward model.
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Figure 3.2 The effect of dipole orientation on the uncertainty of the estimated dipole location, in a
bounded spherical torso model with inaccurate electrode positioning. The dipole image bias is
shown as a solid line, while error-bars indicate the magnitude of the dipole image dispersion.
However, the dipole image dispersion (the standard deviation of the absolute distance
between each dipole image and the mean dipole image), is greater than 2 mm even at dipole
locations close to the torso center. The magnitude of the dispersion indicates that the images of
two perfectly superposed yet differently-oriented dipoles may be more than 5mm apart in the
presence of sources of systematic error. This error is greater than the 2-3 mm accuracy optimal
for catheter ablation. Therefore, the need for an improved algorithm that will overcome the effect
of dipole orientation is apparent.
3.3 A Method to Compensate for the Effect of Dipole Orientation
The original Inverse Solution Guidance Algorithm does not guarantee accurate
superposition of two dipoles whose moments are not aligned. We present a method to compensate
for the effect of orientation in the presence of sources of systematic error. This method utilizes a
special catheter-tip design on which four electrodes are placed in a configuration that is able to
produce three orthogonal dipoles. If stimulation of these dipoles is time-or frequency-modulated,
three sets of torso surface potentials are produced for a single location of the catheter tip. The
method weights and sums these surface potentials to produce a set of potentials identical, to
within the level of measurement noise, to the set of body-surface potentials due to the
arrhythmogenic dipole, provided that the catheter-tip is superposed with the arrhythmogenic
dipole. Three methods to guide the ablation catheter towards the arrhythmogenic dipole to
achieve such superposition were evaluated.
Numerical simulations were used to test each method's ability to guide a moving
catheter-tip towards a fixed arrhythmogenic dipole, and also to evaluate their superposition
accuracy in the presence of significant sources of systematic error. This study provided an
assessment of ISGA's potential to guide ablation therapy.
3.3.1 Method Development
A. Catheter Design with Multiple Tip Dipoles
Figure 3.3. Catheter design with a single positive
electrode at its tip and three negative electrodes
arrayed further down the shaft
We propose a special catheter with a single positive electrode at its tip and three negative
electrodes arrayed a few millimeters down the shaft, such that three independent dipoles of equal
magnitude can be generated separately from the same focus on the catheter-tip. This design is
illustrated in Fig 3.3. The three potentials at each body-surface electrode i, p' = [(0', 92', 93 J
where iE {l, 2, ... , I}, may be weighted and summed using a weighting vector, X= [A, A2, A31 to
produce a voltage (p',:
(Eqn 3.2)
Due to the linear relationship between dipole moment and body-surface potentials, (p/' is
the set of potentials that would result if a dipole of orientation p. A-P (where P is a 3-by-3
matrix whose rows represent the dipole moments of the three catheter-tip dipoles) were generated
at the catheter-tip. By recording the body-surface potentials generated by the three dipoles, and
then choosing a single ) for all I surface electrodes, we can reproduce the potentials that would
result from a dipole of orientation pA placed at the catheter-tip. Thus, the surface potentials of a
catheter-tip dipole of any moment may be simulated, regardless of physical tip orientation.
Let pa be the moment vector of the arrhythmogenic dipole image and a= [ Pa1, Pa2 .
Pa'] the resultant instantaneous surface potentials due to the arrhythmogenic dipole. If the
catheter-tip is perfectly superposed with the arrhythmogenic dipole, a unique weight 2 can be
found to create a eq, i = [(o X ', P . (o 2 I] that is indistinguishable from 9a (to within the level
of measurement noise). If a brute-force search is applied to ep, the SEMD solution will be
equivalent to that for (a, correctly indicating dipole superposition regardless of catheter-tip
orientation.
B. Estimation ofX
We define the error, Ex, as the sum over all body-surface electrodes of the squared
normalized difference between the body-surface potentials due to the arrhythmogenic dipole, qpa',
and a weighted sum, p' = - P', of the body-surface potentials due to the dipoles at the ablation
catheter-tip:
E; j = u " P), (Eqn 3.3)
For the three sets of body-surface potentials due to the dipoles at the catheter-tip
(expressed in the matrix 0 =[P], 92, (3]' where (,=[Oil ],2,..., d/]' andj 1, 2, 3}), we find the
X that minimizes EA. X is the value of k that minimizes E,. pX is then defined as:
(Eqn 3.4)
If the catheter-tip is superposed with the real location of the arrhythmogenic dipole, P
will be equivalent to (a, the body-surface potentials due to the arrhythmogenic dipole. If the
catheter-tip and arrhythmogenic dipole are not superposed, it will be impossible to find a X for
which epX is equivalent to (a. Instead, (p X will be the closest possible approximation to (a given
the three sets of body-surface potentials, i. Since this method compares the measured surface
potentials from the cardiac and catheter-tip dipoles, we shall term it the Cardiac Signal
Comparison (CSC) Method.
C. Achieving Superposition with the Arrhythmogenic Dipole
We explored two brute-force search methods to find the best-fit SEMD approximation to
<p 1: Method I, in which both the location and the moment of the SEMD were optimized [54]; and
Method II in which the dipole location was optimized but the dipole moment was restricted to Pa
regardless of catheter-tip position.
The distance between two dipoles in image space may not always accurately represent
the distance between them in real space, due to different degrees of systematic error.
Furthermore, at catheter-tip positions close to the arrhythmogenic dipole, Method I may falsely
indicate superposition of the catheter-tip with the arrhythmogenic dipole. This occurs when two
sets of surface potentials (produced by sources at slightly different locations in the torso) are
fitted with dipoles at the same location. The greater the systematic error at the arrhythmogenic
dipole location, the more likely this is to happen. The magnitude of the systematic error at this
location is reflected by the parameter Xa2 :
2 (oLf (a I 2 (Eqn 3.5)
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since its magnitude is proportional to the dissimilarity between the forward-modeled and
measured potentials of the arrhythmogenic dipole. The higher the value of Xa , the less accurate
the SEMD estimation and the greater the possibility that Method I will falsely indicate
superposition. The closer the catheter-tip is to the arrhythmogenic dipole, the more likely it is that
this will happen, also.
This is not a concern if the dipole moment is fixed during the brute-force search (Method
II) so that the solution has the same orientation as the arrhythmogenic dipole image at all times.
Empirically, we find that this method indicates superposition only if the dipole images correspond
in both location and moment. However, searching for a dipole of orientation pa when the catheter
is far from the arrhythmogenic dipole may result in significant displacement of the estimated
catheter-tip location from the real location. As the catheter and arrhythmogenic dipole images
converge, the estimate of the position will become more accurate.
Although (pi contains significant information about the location of the catheter-tip, it is
not always equivalent to the set of body-surface potentials, 9ea, that would be recorded if a dipole
of orientation Pa were placed at the catheter-tip. e i and (pea are only identical in the case that the
catheter-tip and arrhythmogenic dipole are exactly superposed. At all other locations, ePi is
skewed towards %a since the estimation of i attempts to minimize the difference between these
two vectors. Furthermore, it is evident that the degree of this skew is dependent on the distance
between the catheter-tip and the arrhythmogenic dipole; the greater the distance, the less pi will
resemble (pea. Since p is not identical to (pca, the location found by the brute force method will be
displaced from the actual location of the catheter-tip; the further away the catheter-tip from the
arrhythmogenic dipole, the greater this displacement. If the catheter-tip is aligned with the
arrhythmogenic dipole: (1) (pi = (pca= (pa and (2) both Method I and Method II correctly indicate
superposition with moment Pa. However at all other locations the brute-force search is not likely
to yield a dipole of moment Pa.
Methods I and II appear to work best in complementary regimes, and we hypothesize that
the ideal algorithm is a robust combination that most efficiently converges on the correct solution.
D. The Combined CSC Method
The combined approach allows the methods to work in the regimes in which they operate
most effectively: at locations further from the arrhythmogenic dipole we employ Method I, while
at locations close to the arrhythmogenic dipole Method II should be the principal component.
Furthermore, the transition between these two methods must be smooth.
The distance at which Method I errors might be more pronounced depends on the
magnitude of the systematic error. If the measured potentials of the arrhythmogenic dipole, Pa,
are more similar to the weighted-and-summed catheter dipole potentials epi than the forward-
modeled potentials of the arrhythmogenic dipole image, p, then the catheter-tip location could be
erroneously estimated as the same as the arrhythmogenic dipole image location. Therefore, we
base the Combined Method on a comparison of Xa2 with a parameter that measures the similiarity
of p and pi. This is the minimum value of E, El:
Ek = (I a YP (Eqn 3.6)
If El is less than Xa2' Pa is more similar to pi than ep ; that is, the homogenous,
unbounded model may not adequately discriminate between P! and Pa, and may not accurately
estimate the distance between the arrhythmogenic dipole and catheter tip. The smaller the ratio of
El to X2, the more likely this is to happen. Therefore, when El <Xa2, Method II is introduced to
a degree determined by the ratio of E .to Xi- A weighting factor, W , is used to weight the
Xa2
contributions from Methods I and II to the final solution. When El > Xa2 , only Method I is used.
When Ei is only slightly less than Xa2' the distortion in the Method II solution might be
high since the catheter-tip and arrhythmogenic dipole might be a significant distance apart.
Therefore W should preferentially weight the solution from Method I, while providing some small
input from Method II. As the ratio of Ei to Xa2 decreases, the solutions from Method I and II will
converge and the latter should be introduced to a greater extent. The transition of emphasis from
Method I to Method II must be sufficiently gradual that the distance and directionality of
movement are realistic.
E-
We empirically chose a function'W 2 that fits these criteria:
W (Eqn 3.7)
Za Z a
where y is a constant whose value we optimized at 0.415. The dipole image locations estimated
by CSC Method I (ri) and Method 11 (r 1) are weighted and summed to produce a new dipole
image location, ree:
r.0 = W - r, + (1 -W). r,, (Eqn 3.8)
E. Simulations to Compare Method Guidance Capabilities
The original Inverse Solution Guidance Algorithm, in which only one catheter-tip dipole
is used to estimate the location of the catheter-tip, was compared with the three new methods
developed here that utilize multiple catheter-tip dipoles. All four methods were tested in the
previously described spherical model. The bounded forward problem is described by Eqn 3.1 for
a dipole placed along the z-axis of the sphere. However, rotation of the axes allowed the model to
be used for dipole locations anywhere within the spherical torso.
In our simulations the arrhythmogenic dipole and catheter-tip were restricted to locations
in a heart volume within the torso. The heart volume was modeled as a sphere of radius 4.5 cm,
centered 8 cm from the torso center. Therefore, the surface of the heart touched the torso surface
at a single point (since boundary conditions become more severe near the volume conductor
surface, this presented a challenging simulation environment). The electrode grid was centered
over the heart volume. The dipole magnitudes used were as previously described. The potentials
at the surface electrodes were simulated using the bounded forward model. The dipole position
was then estimated using the inaccurate electrode positions.
To compare the abilities of the four methods to superpose two dipoles, the catheter-tip
was steered towards the arrhythmogenic dipole using only the positions estimated by one of the
methods. The arrhythmogenic dipole and catheter-tip were placed at random initial locations
within the heart volume. The arrhythmogenic dipole moment and catheter tip orientation were
randomly selected. The arrhythmogenic dipole image location, ra, was estimated using the
original Inverse Solution Guidance Algorithm, while the catheter dipole image location, re, was
estimated using one of the four methods (to test catheter guidance using the original ISGA, the
body-surface potentials of only one of the three dipoles at the catheter-tip was used to estimate
the catheter position).
Next, the inter-image distance vector, d = ra - re, was calculated. The catheter-tip was
subsequently moved a fraction a of |dl along the direction of d in real space. The process of
catheter localization and movement was repeated until the estimated distance between the
catheter-tip and arrhythmogenic dipole image < 0.5 mm (this indicated image superposition). If
the estimated positions could not be superposed within 200 catheter movements, the simulation
was considered non-convergent. However, if superposition was achieved, the final distance
between the catheter-tip and arrhythmogenic dipole in real space (the 'end-point accuracy') was
recorded. The number of catheter movements required to reach the final catheter-tip location was
also noted. This was repeated using each of the methods in turn for the same arrhythmogenic
dipole location, initial catheter-tip location, and fraction a of the inter-image distance. For a
ranging from one-eighth to the full value of |dl, simulations were conducted for 100 different
randomly-chosen arrhythmogenic dipole and initial catheter-tip locations.
While the advantage of the three new methods over the original ISGA is in the accuracy
of the superposition of the catheter with the arrhythmogenic dipole, the ease with which the
catheter may be guided is also of interest. One measure of this is the number of catheter
movements required to achieve superposition in image space. Another is the similarity of the
distances from the catheter tip to the arrhythmogenic dipole in real and image space. Therefore,
the absolute distances of the catheter-tip from the arrhythmogenic dipole in image space (id) and
real space (rd) were compared for 1000 positions of the catheter-tip and arrhythmogenic dipole.
For each of the four guidance methods, the real vs. image space data was fitted using a least-
squares first-order polynomial to establish the relationship between id and rd, and the Euclidean
norm of the residuals was calculated (to quantify the degree of scattering of the data).
F. Statistical Analysis
The end-point accuracy and number of catheter movements made were found to follow
log-normal distributions. Their results are reported as population mean ± population standard
deviation. Significant differences in these variables were assessed using a two-sided t-test carried
out on the log of the data. Statistical significance was assessed at the 0.05 level. The statistical
significance of the differences between the methods' rates of image convergence was assessed by
conducting a Wilcoxon signed-rank test on the binary data. Statistical significance was assessed
at the 0.05 level.
3.3.2. Results
A. Dipole Convergence
The guidance accuracy of the original Inverse Solution Guidance Algorithm, in which
only one catheter-tip dipole is used to estimate the location of the catheter-tip, was compared with
that of the three new methods developed in this study which utilize multiple catheter-tip dipoles.
The first parameter of interest in the comparison of the four methods was the percent image
convergence (the percentage of simulations for which the two dipole images converged). We
found image convergence of between 98% and 99% as indicated in Table 3.1 for the original
Inverse Solution Guidance Algorithm and all three new methods, over all step sizes. These
results were not significantly different. Table 3.1 also displays the mean and standard deviations
of the end-point accuracy for the three methods and the original Inverse Solution Guidance
Algorithm. The end-point accuracies of Method I and the Combined Method are below 1.5 mm,
significantly lower than those of the original ISGA and Method II (p<0.01, assuming log-normal
distribution). The slightly larger standard deviation of the Method I end-point accuracy
distribution compared with that of the Combined Method is due to distortion of the Method I
results by several outliers significantly greater than 1.5 mm.
Guidance Method Image Convergence (%) End-point Accuracy (mm)
Original Inverse Solution 98.00 % 6.17 ± 3.27
Guidance Algorithm
Method I 98.75 % 0.54 ± 0.34
Method II 98.25 % 1.77 ± 1.46
Combined Method 98.75 % 0.70 ± 0.20
Table 3.1 Image Convergences and End-Point Accuracies of the Inverse Solution Guidance Algorithm,
Method I. Method II and the Combined Method
B. Number of Catheter Movements to achieve Image Convergence
The number of catheter movements required for the two dipole images to converge is an
important measure of the efficiency of a guidance method. Fig 3.4 displays the mean and standard
deviation of the number of catheter-tip movements required to achieve superposition of the two
dipole images, given an end-point accuracy of less than 1.5 mm. We observe that the results of
Method I and the Combined Method are substantially lower than those of Method II (p<0.005);
furthermore, Method I requires slightly fewer steps than the Combined Method (except at a = 1),
although the difference is not always statistically significant.
Special mention must be made of the results for a = 1 (when the catheter-tip is moved at
each step by the entire inter-image vector). This data provides insight into the ability of a method
to correctly represent the relative positions of the arrhythmogenic dipole and catheter-tip in real
space. If the representation were exact, only one step would be required to reach the final catheter
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Figure 3.4 Mean and standard deviation of the number of catheter movements made to superpose the
two dipole images vs. a, the fraction of the distance between the two images moved in real space by
the catheter-tip. Results are shown for when the catheter is guided using Method I (solid line,
heptagons), Method II (dashed line, squares) and the Combined Method (dash-dotted line, triangle) in
100 simulations.
position. The Combined Method appears to offer the best representation of the three methods,
since it yields the minimum number of steps.
C. Comparison of Distances in Image and Real Space
Figures 3.5 A-D compare the distances of the catheter-tip from the arrhythmogenic dipole
in image space (id) and real space (rd) for 1000 positions of the catheter-tip and for each of the
four guidance methods. In each figure, the solid line depicts the least-squares, first-order
polynomial fit of rd vs. id. The polynomial function and the Euclidean norm of the residuals,
norm,, are specified in each figure. Ideally, distances in real and image space would be equal; the
best-fit line would be of gradient one and mantissa zero, and the norm of the residuals would be
equal to zero.
As shown in Figures 3.5A and 3.5C, Method I and the Combined Method have fit lines
with gradients close to 1 (their gradients are 0.957 and 0.952, respectively). Furthermore, the
norms of the residuals are small for Method I and the Combined Method, reflecting limited
scattering of the data points. These results indicate that distances in real and image space
correspond closely for these two methods. On the other hand, the gradients of the first-order fits
of Method II and the original Inverse Solution Guidance Algorithm are 1.379 and 0.817,
respectively, reflecting poor correspondence of distances in real and image space. As expected,
the Method II relationship between rd and id is non-linear; this is especially evident at greater
distances of the catheter-tip from the arrhythmogenic dipole, and is reflected in the larger norm of
the residuals for Method II.
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3.3.3 Discussion
We have developed a specialized catheter design and three methods to overcome the
negative effect of dipole orientation on the accuracy of the Inverse Solution Guidance Algorithm.
The new methods estimate the catheter location from body-surface signals produced by three
independent dipoles generated between four electrodes at the catheter-tip. In contrast, the original
Inverse Solution Guidance Algorithm estimates the location of the catheter-tip from body-surface
signals produced by only one dipole at the catheter-tip. We evaluated the three methods and
compared them to the original Inverse Solution Guidance Algorithm in computer simulations.
The Combined Method is the most consistently accurate of the four methods, with an
accuracy of less than 1.5 mm. Its accuracy is clearly superior to that of the original Inverse
Solution Guidance Algorithm which does not compensate for dipole orientation. Furthermore, the
slightly larger standard deviation of the Method I end-point accuracy is due to distortion of the
Method I results by several outliers significantly greater than 1.5 mm. These outliers are a
consequence of dipole-model fitting errors as the catheter tip approaches the arrhythmogenic
dipole. The Combined Method is not susceptible to these errors. Therefore, the Combined
Method achieves greater accuracies than Method I and Method II, since it uses these two methods
in their optimal regimes and minimizes their disadvantages. Since the core of an ablation lesion is
2-3 mm in diameter, the Combined Method is also likely accurate enough for the guidance of
ablation procedures.
In addition, distances in real and image space were found to correspond closely for
Method I and the Combined Method. Agreement between real and image space translates into
superior hand-eye co-ordination of catheter-tip movements and consequently greater ease of use
of the guidance method. Furthermore, the number of steps required by Method I and the
Combined Method to achieve superposition in image space was less than 30 for many step sizes.
The data suggests that the step size that would allow the cardiologist to reach the arrhythmogenic
dipole location in a minimum number of steps is between 37.5% and 87.5% of the inter-image
distance. This is a good approximation of the range of movements a cardiologist is likely to
perform.
Our results suggest that the Combined Method and Method I are both excellent guidance
algorithms for directing a catheter-tip towards an arrhythmogenic dipole. Their percent image
convergence is close to 100%, their end-point accuracy is less than 1.5 mm, and the number of
catheter movements the cardiologist can expect to make is very reasonable. Given the greater
number of outliers indicating false superposition using Method I, the Combined Method is the
preferred option.
In summary, the Combined CSC Method overcomes the adverse effect of dipole
orientation on the ability of the Inverse Solution Guidance Algorithm to guide an ablation
catheter to an arrhythmogenic dipole in the presence of sources of systematic error. If the
Combined Method is used to locate the site of origin of a ventricular arrhythmia and guide an
ablation catheter tip, the patient need only be maintained in the arrhythmia for a few beats. Given
that the current RFA mapping procedure is generally limited to patients who are
hemodynamically-stable during VT, the algorithm we have developed here may allow radio-
frequency ablation treatment to be administered not only more accurately, but also to a much
wider segment of the population affected by VT.
4. Demonstration of the Inverse Solution Guidance
Algorithm in a Phantom Model
4.1 Introduction
To accurately guide an ablation catheter to the exit site of a re-entrant circuit, the Inverse
Solution Guidance Algorithm estimates the location and orientation of a current dipole generated
between two electrodes at the tip of a specially-designed ablation catheter [56]. It is helpful to
imagine two spaces: real space containing the real catheter tip and real arrhythmogenic dipole;
and image space containing the dipole solutions for the electrical activity at these two locations
estimated using ISGA. By manipulating the catheter so as to bring the dipole positions together in
image space, the ablation catheter tip may be guided to the exit site of the re-entrant circuit for the
accurate delivery of ablative energy. The localized electrical activity at the exit site of the re-
entrant circuit shall be referred to as the arrhythmogenic dipole. To distinguish image from real
space, the dipole solutions for electrical activity at the catheter tip and exit site shall be referred to
as the catheter dipole image and arrhythmogenic dipole image.
In a preliminary study examining the guidance abilities of the ISGA, Shimojo et al. [69]
observed that a catheter tip could be guided to within 3 mm of a stationary dipole source in a
homogeneous phantom. Follow-up studies with numerical simulations demonstrated that the
inclusion of phantom inhomogeneities and dipoles with different orientations significantly
affected the accuracy of ISGA [59], but experimental measurements with inhomogeneous
phantoms were not conducted.
In this study, we performed the first investigation of ISGA's accuracy and efficiency as a
guidance algorithm in an inhomogeneous phantom. Four measures were used to evaluate its
success. First, the accuracy with which the moving catheter tip could be superposed with the
stationary dipole in both homogeneous and inhomogeneous phantom models was calculated.
Second, a quantitative comparison was made of the distances and directions moved in real and
image space. Third, the magnitude of the displacement between a dipole's position in real and
image space was calculated. While this displacement should not affect our ability to guide the
catheter tip to the site of the stationary dipole, its magnitude is important if ISGA is to be
combined with a technology to register the dipole images to a detailed CT or MRI image of the
heart. Fourth, the effect of dipole orientation on the dipole image position was investigated. As
suggested by our previous numerical simulations, two dipoles whose positions are superposed but
whose moments are not aligned in real space may have positions in image space which are not
superposed. If dipole orientation is found to significantly affect localization accuracy, this will
further support the use of the catheter and method described in Chapter 3 to overcome its effect.
4.2 Methods
4.2.1 Phantom Model and Signal Measurement
The phantom model consisted of an open cylindrical tank of radius 14.6 cm, filled with
standard saline solution to a height of 46 cm to approximate the dimensions of an average male
torso. The experimental setup is shown in Figure 4.1. 60 Ag-AgCI electrodes were arrayed over
the vertical surface of the phantom in a rhombic lattice configuration. One electrode at the base of
the phantom was chosen as the reference electrode. The phantom and the proximally unshielded
electrode leads were enclosed within a Faraday cage to minimize 60 Hz noise.
A rigid catheter with two platinum electrodes 3 mm apart at its tip was vertically
mounted on a 3-D positioning system and placed inside the phantom. The positioning system
allowed the catheter tip location to be measured with an accuracy of 0.2 mm in real space and
moved within a 20-cm sided 'heart volume' approximately centered within the phantom. A
sinusoidal signal of frequency 100 Hz and amplitude 10 V was generated between the catheter tip
electrodes by an electrically isolated BK Precision model 4011 A function generator. This created
potentials ranging from 1 to 10 mV at the surface electrodes, approximating the typical range of a
surface ECG. The differential signals between the 59 measurement electrodes and 1 reference
electrode were amplified using WPI ISO-DAM8 isolated bioamplifiers. Electrical isolation of the
amplifiers ensured that current leakage through the surface electrodes was insignificant compared
to the amplitude of the current between the catheter tip electrodes. The data in the 59 channels
was sampled at 1 kHz and filtered with a 5 th order Butterworth band-pass filter to retrieve the
sinusoidal signal amplitudes.
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Figure 4.1 Phantom Model and Electrode Configuration.
A graphical user interface enabled real-time assessment of signal quality from each
channel. It also displayed the estimated locations and orientations of the stationary target dipole
and moving catheter tip dipole (as shown in Figure 4.2). A dipole's location and orientation were
represented using a ball and arrow, respectively. The distance and vector between the two dipole
images (the inter-image vector) were displayed numerically.
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Figure 4.2 User interface to assist guidance of the moving catheter dipole image (black)
towards the stationary dipole image (gray). A dipole's location and orientation were represented
using a ball and arrow, respectively. In addition, the co-ordinates of the two dipole images, the
distance between them, and the inter-image vector were displayed numerically.
4.2.2 Modifications to the Inverse Solution Guidance Algorithm
In the Inverse Solution Guidance Algorithm, for a given dipole location, magnitude and
orientation, the estimated potential at the it body-surface electrode, ed, due to a single dipole is
estimated using an infinite volume conductor model [55]:
p - (r - ri' (Eqn. 4.1)
4rcglr - r,'l
where r,' represents the ith electrode location, r the dipole location, p the dipole moment, and g
the conductivity of the volume conductor. Due to the proximity of the reference electrode to the
measurement electrodes in the phantom model, the accuracy of the dipole solution was improved
.6 3.4 3. 3
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by taking into account in the forward model the significant 100 Hz signal at the reference
electrode:
P -(r - r ') P (r - rref 9-
3 -j 3 (Eqn. 4.2)
4glr - ri' I 4ng r - rref
where ref represents the reference electrode location.
4.2.3. Experimental protocol
Tasks were separated and assigned to two operators (who will be referred to as Operators
A and B) to ensure that no knowledge of the real dipole positions could be used to guide the
catheter tip. At the start of the trial, Operator A placed the catheter at a random position within
the phantom and noted its 3-D coordinates in real space (the stationary dipole location) and in
image space (the stationary dipole image location). The catheter was then moved in all three
dimensions by a minimum of 5 cm to a second random position. The catheter's new 3-D
coordinates in real space (the initial moving dipole location) and image space (the initial moving
dipole image location) were recorded. The interface simultaneously displayed the stationary and
moving dipole images.
Operator B then attempted to guide the catheter tip to the location of the stationary dipole
using only the information displayed on the user interface. The catheter tip was moved each time
in real space by between one-half and two-thirds the vector between the moving and stationary
dipole images. This distance range was chosen since it represented the most likely size of
movement that would be made by a cardiologist. Superposition of the dipole images was
indicated by a distance between them of less than 0.5 mm on the graphical interface. Since the
same electrical source generated the stationary and catheter tip dipoles, the sources could not
collide and provide positional feedback to the operator. After superposition of the dipole images,
the final location of the catheter tip, and the final location and orientation of the moving dipole
image, were recorded. The number of catheter movements required to achieve image
superposition was also noted.
15 trials were conducted in a homogeneous phantom, each time using a randomly-chosen
stationary dipole location and randomly-chosen initial moving dipole location. A further 15 trials
were conducted in an inhomogeneous phantom. Torso inhomogeneities were simulated using
three cylindrical objects (of dimensions r=7.5 cm, h=37 cm; r=9 cm, h = 28 cm; and r = 8.3 cm,
h=8 cm) placed in different configurations within the phantom. The objects were made of plastic
and therefore had zero electrical conductivity, causing significant distortion of the electric field in
the phantom. They were arranged at the start of each trial in a random configuration that would
not obstruct the movement of the catheter tip towards the stationary dipole.
4.2.4 Guidance abilities of the Inverse Solution Guidance Algorithm
The guidance abilities of the Inverse Solution Guidance Algorithm were evaluated using
four measures. First, the accuracy of superposition of the moving and stationary dipoles (the end-
point accuracy) was measured by calculating the distance between them in real space after they
had been superposed in image space. Next, distances and directions were compared in real versus
image space. The linear relationship between real and image space of the distance from the
catheter tip to the stationary dipole was estimated by fitting the data from multiple dipole
positions with a first-order polynomial. The correlation coefficient of the data was calculated to
quantify the strength of the relationship. Also, the angle between each movement of the catheter
was compared in real versus image space (the angle error). Lastly, the magnitude of the
systematic displacement between real and image space was quantified by calculating the distance
between a dipole's real and image locations for every recorded position of the catheter.
4.2.5. Effect of Dipole Orientation
The effect of a dipole's orientation on the consistency of its estimated location was also
investigated. The catheter tip was positioned initially in the center of the homogeneous phantom,
and the electrodes at the catheter tip were manipulated so that the dipole location remained
constant while the dipole's orientation was varied. The dipole locations and orientations in image
space were recorded for n different dipole orientations and one location in real space. n=50 was
used, after the means and standard deviations of 50 and 100 dipole image locations were found to
be the same to within 1%. The dipole image dispersion, the distance of each dipole image from
the mean dipole image, was calculated. The mean and standard deviation of the dispersion
quantify how widely and irregularly the dipole images are scattered. They therefore reflect how
accurately ISGA will indicate the superposition of two dipoles. Measurements were taken at five
locations in real space at different distances from the center of the phantom but in the same x-y
plane.
4.2.6 Statistical Analysis
Distributions were found to follow log-normal distributions. Significant differences in
variables were assessed using a two-sided t-test. Statistical significance was assessed at the 0.005
level.
4.3 Results
4.3.1. Accuracy of Dipole Superposition
The catheter tip was guided to within 0.61± 0.43 mm and 0.55 ± 0.39 mm of the
stationary dipole in the homogeneous and inhomogeneous phantom studies, respectively. The
difference in the end-point accuracies in the homogeneous and inhomogeneous studies are not
significantly different (p < 0.005). A single outlier with an end-point accuracy of 28.2 mm is
excluded from our stated end-point accuracy for the inhomogeneous phantom. For this outlier,
unlike the other data points, it was observed that when the dipole images were superposed, their
moments were not aligned. Furthermore, when the catheter tip was moved to the real location of
the stationary dipole, the dipole image locations and orientations were both superposed.
Therefore, dipoles at different locations in real space mapped to dipoles at the same location but
different moments in image space. This implies that true superposition of two dipoles in real
space is indicated only if there is superposition of both the dipole image locations and the dipole
image orientations. If this is achieved, the dipoles are superposed by the Inverse Solution
Guidance Algorithm with sub- mm accuracy.
4.3.2. Comparison of Movements in Real and Image Space
The distances of the catheter-tip from the arrhythmogenic dipole in image space (id) and
real space (rd) were compared over multiple trials for m positions of the catheter-tip, in the
homogeneous (m = 95) and inhomogeneous (m = 119) phantom models. The results are shown in
Figure 4.3 A and B. In each figure, the solid line depicts the least-squares first-order polynomial
fit of id vs. rd. The polynomial function is displayed with each figure. Ideally, distances in real and
image space would be equal, indicated by a linear relationship of id to rd of gradient one. As
shown in Figures 4.3A and B, the gradients of the relationships were in fact close to unity (0.994
and 1.067 for the homogeneous and inhomogeneous phantoms, respectively). The correlation
coefficients were 0.96 for the homogeneous phantom and 0.93 for the inhomogeneous phantom;
the slightly smaller correlation coefficient for the homogeneous phantom reflects the more limited
scattering of data points about the best-fit polynomial. In the homogeneous case, there is tighter
clustering of the data points around the best-fit line for smaller rd, indicating that distances in real
and image space become more comparable as the catheter tip approaches the stationary dipole.
However, in the inhomogeneous case, the ratio of id to rd appears to become non-linear for
distances of less than 0.5 cm from the stationary dipole. This may be due to the same dependence
of the image location on real dipole orientation that caused the outlier mentioned above.
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Figure 4.3 A The distance of the catheter-tip from the arrhythmogenic dipole in image
space (id) vs. real space (rd) for m positions of the catheter-tip over multiple trials, in the
homogeneous (m = 95) phantom model. The solid line depicts the least-squares first-order
polynomial fit of id vs. rd, whose function is shown with each figure.
CD
Cu C
4-Co
C
0 1 2 3 4 5 6 7
Distance of catheter tip from stationary dipole in real space, rd (cm)
Figure 4.3 B. Comparison of id and rd for m positions of the catheter-tip
trials, in the inhomogeneous phantom model (m = 119)
over multiple
In addition, the operator was able to superpose the images of the moving and stationary
dipoles in every trial. The number of movements of the catheter required to achieve image
convergence was 7.33 ± 2.09 and 7.81 ± 2.14 for the homogeneous and inhomogeneous trials,
respectively (the difference was not statistically significant). Figure 4.4 shows an example of the
paths taken by the moving dipole in real and image space in one experimental trial for a
normalized end-point. The difference between the angles made in real vs. image space was 5.38 +
1.94 degrees and 4.65 ± 1.76 degrees for the homogenous and inhomogeneous phantoms,
respectively. This difference is not significantly different (p < 0.005). Our results indicate that
movements of the catheter tip dipole in real and image space correspond both in distance and
direction even when significant inhomogeneities and boundary effects are present in the volume
conductor.
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Figure 4.4 An example of the paths taken by the moving catheter tip in real space (solid) and
its dipole image in image space (dotted) for a normalized end-point. drj is the vector moved by
the catheter tip in real space in one movement, and dij is the corresponding movement of the
dipole in image space.
Lastly, the magnitude of the displacement between real and image space was quantified.
The distance between the dipole's position in real and image space was found to be 2.304 ± 0.675
cm for the homogeneous phantom studies and 2.609 ± 0.835 cm for the inhomogeneous phantom
studies. The difference is not statistically significant (p<0.005). For the implications of this
distance, please see the Discussion (Section 4.4).
4.3.3. The Effect of Dipole Orientation
The mean and standard deviation of the dipole image dispersion for 50 different
orientations of the catheter tip are shown in Figure 4.5. The dispersion decreases from 3.10±1.36
cm at the center of the phantom to 1.92+0.76 cm, 6.6 cm from the phantom boundary. Therefore,
the mean and standard deviation of the dipole image dispersion are greater than 1 cm for all five
locations in the x-y plane, significantly larger than the sub-mm superposition accuracy attained
when the catheter tip and arrhythmogenic dipoles were aligned. This also far exceeds the optimal
accuracy of 2-3 mm for ablation catheter guidance. These results indicate the necessity of
aligning the arrhythmogenic dipole and catheter tip dipole, using the method described in Chapter
3.
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Figure 4.5 Mean and standard deviation of the dipole image dispersion for varying
distances of the catheter tip dipole from the center of the phantom in the x-y place
4.4. Discussion
In this study, the accuracy with which ISGA could be used to guide a catheter tip to the
site of a co-oriented stationary dipole was investigated in homogeneous and inhomogeneous
phantom models. An accuracy of significantly less than 1 mm was attained in all 15 experiments
in the homogeneous phantom and in 14 out of 15 experiments in the inhomogeneous phantom.
This is significantly better than the clinical accuracy required for guidance of radio-frequency
ablation procedures.
The single outlier in the inhomogeneous phantom trials indicates that the Inverse Solution
Guidance Algorithm may falsely indicate the spatial superposition of two dipoles. However, for
this outlier, while the dipoles were spatially superposed in image space, their orientations were
different. It is important that the phantom model in the case of the outlier was the least 'ideal' of
the models used in the 15 inhomogeneous trials. Firstly, the non-conductive inhomogeneities
were touching the phantom boundary, reducing the signal at nearby measurement electrodes
almost to zero and significantly lowering the number of effective measurement sites. Also, the
moving and stationary dipoles were located in a narrow space between the inhomogeneities.
Consequently, large, highly non-uniform distortions were caused in the dipole's electrical fields.
Therefore, in the presence of significant non-idealities and sources of systematic error, dipoles at
multiple locations in real space may map to dipoles with the same location in image space but
different orientations.
Distances and angles in real and image space were also compared. ISGA's learning curve
will depend on how closely the cardiologist's movements of the catheter tip are represented on
the display. The phantom studies demonstrated that movements are very well replicated. User
comfort was further reflected in the small number of catheter movements (fewer than 10) required
to superpose the dipole images, even in the presence of significant inhomogeneities.
Unlike CartoMerge, ISGA does not localize either the catheter tip or target site within an
image of the cardiac anatomy. It may be useful to display these locations on an accurate and
detailed image of the heart: the target for ablation may be an anatomical feature, the risk of
damage to delicate cardiac structures may be reduced, or the cardiologist may feel more
comfortable if such an image were available. We therefore envision the combination of ISGA
with a technology that tracks and displays the real-time catheter tip location within the true
cardiac anatomy, to yield a significantly more powerful tool for the ablative therapy of cardiac
arrhythmias. With ISGA, the distance between the dipole locations in real and image space is on
the order of 2 cm, therefore such a combination may be feasible.
The effect of a dipole's orientation in real space on its location in image space was also
evaluated, and was found to be considerable. Ideally, dipole superposition in image space would
occur if and only if there were dipole superposition in real space. However, the results presented
here indicate that if two dipoles are superposed but not co-oriented, their images could be more
than several centimeters apart. Conversely, the outlier obtained in the guidance trials indicates
that if two dipole images are superposed but not co-oriented, their real locations could be several
centimeters apart. The dependence of the image location on dipole orientation results from the
simplicity of the forward model; while this forward model allows rapid calculation of the SEMD,
the effect of ignoring all torso inhomogeneities, boundary effects and electrode positioning
inaccuracies introduces a systematic error into the calculation whose magnitude and direction are
dependent on the dipole orientation. Therefore, implementation of the method presented in
Chapter 3 to overcome the effect of dipole orientation is necessary.
5. Software and User Interface for the In-Vivo
Implementation of ISGA
5.1 Overview
In previous chapters, we have described improvements to the sophistication of the
Inverse Solution Guidance Algorithm, and have demonstrated that the algorithm may be used to
guide a catheter to an electric source in a phantom torso. In this chapter, we develop software for
the application of ISGA to in-vivo guidance experiments. This includes the development of
algorithms to facilitate the guidance of a catheter towards an arrhythmic site in the context offast
ventricular tachycardia. This software will be used in swine models of VT.
5.2 The Pace Mapping Method
Ventricular tachycardias range from the slow and hemodynamically stable, to the fast and
potentially lethal. If the VT is slow, periods of cardiac excitation are separated by phases of
isoelectricity in which the heart is fully at rest. However, if the VT is fast, electrical activity from
the previous cycle, now for the most part remote from the site of origin of the arrhythmia, is still
present when the next wave of depolarization emerges from that site. The simultaneous presence
of two sources of electrical activity affects the application of ISGA since the single equivalent
dipole is computed from body surface potentials which in turn reflect all on-going electrical
activity in the heart. Therefore, at the start of the QRS complex during fast VT, the dipole model
calculation is distorted by the presence of the remote electrical activity associated with the
previous cardiac cycle, and the location of the arrhythmogenic dipole image will no longer
correspond to the exit site of the reentrant circuit. As a result, even if the catheter tip and exit site
are superposed, their locations will be calculated as different by the previously-described
guidance algorithm. Simulations have indicated that remote electrical activity in fast VT has a
significant effect on the accuracy of ISGA [57]. It is clear then that the previously-described
implementation of ISGA will be accurate only in the context of slow VT.
On the other hand, the Pace Mapping Method, a variation of ISGA, can be used to guide
an ablation catheter to an arrhythmic focus even when the ventricular tachycardia is fast [57]. In
this method, the trajectory of the moving dipole is calculated over one cardiac cycle of the VT.
The ablation catheter tip is then placed against the endocardial surface and suprathreshold pacing
stimuli are delivered at the catheter tip at a rate equal to that of the VT. The dipole trajectory over
one paced cardiac cycle is then calculated. We shall call the dipole trajectory over one VT cardiac
cycle the arrhythmic trajectory and the dipole trajectory over one paced cardiac cycle the catheter
trajectory. If the catheter tip is moved so as to superpose the arrhythmic and catheter
trajectories, the catheter tip will be superposed with the arrhythmic focus. By pacing with the
catheter tip we effectively cancel out the effect of remote electrical activity on the dipole
calculation.
In this chapter, we describe the development of the Pace Mapping Method for use in in-
vivo experiments, and the software we have created for its application. While a guidance method
that works in a simple cylindrical model of the ventricle has previously been developed, the
method utilizes model-specific characteristics of the dipole trajectory and consequently will likely
not be suitable for the more complex in-vivo setting [57]. Instead, we describe several novel,
alternative guidance methods that may be used for catheter guidance.
5.3 In-vivo Experimental Procedure
The clinical efficacy of the Pace Mapping Method will be evaluated in swine
experiments. Clinical VT will be simulated by means of rapid pacing via a ventricular epicardial
electrode (epicardial pacing electrode studies) or VT will be induced in a chronic myocardial
infarction (MI) model (chronic MY studies). We intend to evaluate a user's ability to guide a
catheter to the site of origin of the arrhythmic activity, using only the positions of the catheter tip
and arrhythmic origin estimated by the Pace Mapping Method. The two swine models of VT are
described below, to provide context for the software that will later be described.
5.3.1 Epicardial Pacing Studies
An epicardial or myocardial electrode will be used to pace the heart from a known
location. The pacing electrode will be placed either by open-chest surgery or via the coronary
veins using fluoroscopy. During epicardial pacing, potentials will be measured at 64 body-surface
electrodes, and the trajectory of the dipole model will be calculated over one cardiac cycle. While
the heart is in sinus rhythm, supra-threshold stimuli will be delivered to the cardiac tissue from
the ablation catheter tip at the same rate as used for the epicardial pacing. The dipole trajectories
due to epicardial and catheter pacing will then be displayed simultaneously on the user interface.
The user will move the catheter so as to bring the catheter pacing trajectory towards the epicardial
pacing trajectory. When the trajectories are superposed RF energy will be delivered from the
catheter-tip. An attempt will be made to pace again from the same epicardial electrode. If pacing
still captures, the tip of the catheter will be repositioned and another burst of RF energy will be
delivered. The number of attempts to abolish the tachycardia will be recorded. In post-mortem
studies, the location of the bums relative to the epicardial electrode will be recorded.
5.3.2 Chronic MI Studies
A localized myocardial infarction (MI) will be induced by pulling a snare placed around a
coronary artery. Two or three days following, induction of VT will be attempted, using a
standard protocol consisting of programmed stimulation. Body surface recordings during the
tachycardia will be obtained over several heart beats. The VT will then be automatically
terminated using overdrive pacing or defibrillation shock, and the trajectory of the dipole model
will be calculated over one cardiac cycle of the VT. While the heart is in sinus rhythm, the
cardiac tissue will be paced by the ablation catheter tip at the same rate as the VT, and the
procedure described above will be used to guide the catheter tip towards the exit site of the
reentrant circuit. RF energy will be delivered when the trajectories are superposed. An attempt
will be made to re-induce the tachycardia using the same VT induction protocol as before. If the
same tachycardia is re-induced, the catheter tip will be repositioned and another burst of RF
energy will be delivered. The number of ablation burns delivered will be recorded, and the
position of the ablation lesions relative to the scar tissue will be noted in post-mortem studies.
5.4 Software Use Case
The software will guide the user through the experimental stages described above: this
includes the process of signal acquisition and analysis, dipole trajectory analysis, and finally
catheter guidance. The expected flow of events of an epicardial-pacing experiment (detailed
below) provides a framework around which the software should be designed.
1. A standard body-surface electrode layout is chosen or the coordinates of the 64 surface
electrodes are entered.
2. While the pig is in sinus rhythm, potentials are measured at the body-surface electrodes.
The signals are displayed in real-time on a Signal Quality Interface. Channels with
significant noise or baseline wander should be corrected at this stage.
3. For each epicardial pacing electrode:
a. The heart is paced N times with the chosen epicardial electrode.
b. During pacing, potentials are measured at the body-surface electrodes.
c. The signals are displayed on the Signal Quality Interface in real-time.
d. After completion of epicardial-pacing, the paced data is displayed on a Signal
Analysis Interface. The user selects a single VT cardiac cycle.
e. The body-surface potentials over the selected cardiac cycle are relayed to the
dipole calculation software. The dipole locations and moments for all time
samples in the chosen data segment are returned.
f. The dipole trajectory over the selected cardiac cycle is displayed on a Dipole
Display Interface. A Trend Plot window simultaneously appears that displays the
trend in several dipole parameters (e.g. X2 , dipole magnitude) over the cardiac
cycle.
g. The user selects one or a sequence of the dipoles on the Dipole Display Interface
using the information displayed in the Trend Plot. The dipoles selected should
represent a compact information-rich segment of the overall dipole trajectory,
ideally corresponding to the start of the QRS. The computer also automatically
recommends one or more dipoles for the user to choose.
h. The chosen dipoles are passed to a Catheter Matching Interface and displayed.
4. The ablation catheter is inserted.
5. Pace Mapping Method:
i. User presses button to deliver N supra-threshold pulses at the catheter tip at the
same rate as that used in the epicardial pacing.
ii. During catheter pacing, body-surface potentials are displayed on the Signal
Quality Interface in real-time.
iii. The software automatically detects the second-to-last cardiac cycle out of the N
recorded.
iv. This data segment is automatically passed to the dipole calculation software.
v. The dipoles in the section of the dipole trajectory following the pacing stimulus
are displayed on the Catheter Matching Interface. The user can specify how
many samples following the pacing stimulus should be displayed on the
interface.
vi. The section of the epicardially-paced dipole trajectory that 'best matches' the
displayed segment of the catheter-paced trajectory is automatically found and
displayed also. The criterion used to match the trajectory segments may be
selected by the user.
vii. The x-, y-and z- directions in which the catheter must move in order to bring the
catheter-paced trajectory towards the epicardially-paced trajectory are
automatically estimated.
viii. The user moves the catheter in this direction.
ix. (i - viii) are repeated until the dipole trajectories corresponding to epicardial
pacing and catheter tip pacing are approximately superposed.
x. Ablative energy is delivered to the cardiac tissue.
xi. Pacing stimuli are delivered to the previously-chosen epicardial electrode. The
body-surface signals are displayed on the Signal Quality Interface in real-time.
xii. If the tissue can still be paced, i - xi are repeated. If epicardial pacing no longer
captures, the user continues to 6.
6. The user returns to 2, and repeats the procedure for another epicardial electrode. This
continues until the locations of all epicardial electrodes have been ablated.
The flow of events for the chronic MI model is identical to that for the epicardial pacing
model, except for the process by which the arrhythmia is simulated. VT induction consists of a
programmed pattern of supra-threshold stimuli delivered via an intracardiac catheter. The first set
of stimuli, S1, consists of square pulses delivered at constant intervals. Extra-stimuli (S2) are
introduced at progressively shorter coupling-intervals to SI. Additional extra-stimuli (S3) may be
introduced, at progressively shorter coupling intervals to S2 (an S4 stimulus may also be
introduced in a similar manner). To terminate the VT, an overdrive pacing protocol will be used,
in which supra-threshold pacing pulses are delivered to the cardiac tissue at a rate slightly faster
than that of the VT.
5.5 Software Implementation
In this section, we describe the graphical user interface and software developed in
Labview and Matlab for the application of the Pace Mapping Method to swine experiments.
Software modules are described in the order in which they will be used during the experiment,
from data acquisition parameter specification to catheter guidance.
5.5.1 Data Entry Interface
Before data acquisition begins, specific information about the pig is entered and data
acquisition parameters are verified using the Data Entry interface (Figure 5.1). Body-surface
electrode positions are entered as a text file; to facilitate correct positioning of the electrodes, the
user may view the positions detailed in this text file by pressing the button 'View Electrode
Positioning'. A second window then appears (Figure 5.2), displaying the three-dimensional
electrode layout.
Figure 5.1: Data Entry Interface
When data entry is complete and electrode placement is finalized, the user presses 'OK'
to begin data recording.
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Figure 5.2: Electrode position layout window
5.5.2 Signal Quality Interface
While the pig is in a stable sinus rhythm, the body-surface voltages are acquired and
displayed in real-time on the Signal Quality Interface (Figure 5.3). It is highly important that
signal quality be assessed at this stage to ensure dipole model accuracy. The;/ objective function
weights the potentials from each lead by the inverse-square of the random noise in that lead.
Therefore, if a signal is distorted by high levels of random noise, its contribution to the dipole
calculation will be automatically reduced. On the other hand, poor electrode contact or faulty
electronics may result in a high-amplitude signal with very little information about the
bioelectrical source and also low levels of random noise. These erroneous signals have the
potential to significantly distort the dipole calculation therefore the software automatically finds
and eliminates these channels from the dipole calculation. However, dipole model accuracy may
suffer if fewer than 45 channels are available; therefore, it is imperative that poor quality leads be
corrected if at all possible at the beginning of the procedure.
Figure 5.3: Signal Quality Interface for the assessment of channel Signal-to-Noise
Once high quality signals have been established in as many channels as possible, VT data
collection begins. To control for movement during respiration, the dipole will always be imaged
at full expiration (i.e. the ventilator will be turned off to allow the pig to expire completely). At
the start of VT data collection, the user presses the button 'Start Data Collection' and then turns
off the ventilator. Clinical VT is subsequently simulated either using epicardial pacing or by
inducing VT in a post-MI model. After several cardiac cycles have been recorded, the pig is
returned to sinus rhythm, the user presses 'Stop Data Collection' (Figure 5.4), and the ventilator
is turned on. Data collection may be repeated if the data quality was unsatisfactory. Otherwise,
the user presses 'OK' to begin signal analysis.
Figure 5.4: Signal Quality Interface for the acquisition of paced/VT data
5.5.3 Signal Analysis Interface
The Signal Analysis interface (Figure 5.5) provides tools to specify the following
parameters:
0 Isoelectric period: The sub-1 Hz component of the ECG waveform contains two
elements: the mean value of one cardiac cycle and the slowly-varying channel
baseline due to capacitance in each lead. While the former contains important
bioelectrical information, the channel baseline is a measurement artifact and may
lead to significant errors in the dipole calculation if it not removed. It must therefore
be measured and subtracted from the signal. In sinus rhythm or slow VT, the baseline
is estimated from the isoelectric P-Q segment prior to the QRS of interest. However,
in fast VT, there is no period of isoelectricity. If the DC value of the VT cardiac cycle
were subtracted instead, another form of systematic error would be introduced that
could be cancelled using the proposed algorithm; however, we find that such a
method distorts the characteristic shape of the dipole trajectory, which may impede
the user's ability to superpose the catheter and arrhythmic trajectories. Therefore, we
propose to estimate channel baselines from the isoelectric segment either
immediately preceding or immediately following VT. Since there will be no variation
in the isoelectrical signal amplitude due to respiration (we will image each time at
full exhalation), we can expect a very slow variation in the baseline purely due to the
shifting capacitance of the measurement system. As this method's success is
dependent on slow variation of the baseline, if a sharp, non-physiological change in
the baseline is observed on the Signal Quality Interface during data collection (due to
animal movement, electrode slippage, etc.), the data should be recollected.
* Period of the ventricular tachycardia: During catheter guidance, stimuli will be
delivered from the catheter tip at the same rate as the VT. Therefore, the rate of the
VT must be estimated and specified to the software.
* Segment of the VTfor dipole analysis: In the case of fast VT, this segment consists of
one whole cardiac cycle of the ventricular tachycardia. In the case of slow VT, this
may instead be one or more time samples at or near the beginning of the QRS.
Seicted Leads -L.ds 1-12 L.ds 13 24 Le"ds 25- 36 I- eds37-46 Leds 49 44
Figure 5.5: Signal Analysis Interface
The selection of these three parameters is facilitated by several features on the Signal
Analysis Interface. Firstly, the waveforms from six user-selectable channels are displayed in
high-resolution on the main panel. The channels selected for display may be those with good
signal quality or interesting waveform features; they are chosen from the 64 displayed in the other
tabbed panels by entering their channel numbers in the area marked '1. Lead Selection' on the
interface. If the VT data is several minutes long, the user may wish to rapidly scroll through these
channels for a time segment of interest by viewing them as a movie. The Animation Display
(Figure 5.6) is called by pressing the button marked 'Animate Plots' on the Signal Analysis
interface. This tool allows the user to pause and to set the speed of animation.
Figure 5.6: Animation Display to allow the user to rapidly scroll through many minutes of data
After a potential segment of interest has been found in the VT waveform, the nearest
isoelectric period must be specified. The approximate time window around this isoelectric period
is entered numerically in the text boxes in the region of the interface titled '2. Select Isoelectric
Period'. The user presses 'View' to display this data segment in the Isoelectric Segment Selection
Window shown in Figure 5.7. The user demarcates the isoelectric region by pressing the button
'Display Cursors' and moving the cursors to each side of the P-Q segment. The button 'Final
Values Chosen' will then return the user to the Signal Analysis Interface. The start and finish of
the isoelectric segment are now displayed numerically on the Signal Analysis interface below the
'View' button. To choose a different isoelectric segment the process may be repeated.
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Figure 5.7: Isoelectric Segment Selection Window
Next, the VT period and data segment for dipole analysis must be specified. In the area of
the Signal Analysis interface titled '3. Select VT Data Segment', the start and finish of a time
window longer than one period of the VT around a potential segment of interest are entered in the
text boxes provided. The user presses the button 'View/Print Selection' to display the VT
Segment Selection Window (identical to the Isoelectric Segment Selection window in
appearance, see Figure 5.8). As before, the cursors are displayed by pressing the button 'Display
Cursors'. First, to find the VT period, the cursors should be positioned approximately one cycle
length apart, near the signal extrema (as shown in Figure 5.8). The positions of the cursors are
displayed numerically in the text boxes next to the button 'Display Cursors'. To automate
selection of the VT period, the user presses 'Find Period', the precise locations of the extrema are
found, and the cursors are automatically moved to these positions. Alternately, if the signal is
noisy and automatic detection fails, the user may position the cursors a cycle-length apart and
press the button marked 'Manual Period'; the manually-chosen cursor positions will then be taken
as the start and finish of the VT Period. When the 'Find Period' or 'Manual Period' buttons are
pressed, the start, finish and length in samples (rounded to the nearest integer) of the VT period
are displayed in the text boxes on the left.
Figure 5.8: VT Segment Selection Window
Next the user specifies a segment of the VT for dipole analysis, again using the cursors. If
the VT is fast, the segment should be one cardiac cycle in length. Therefore, if the VT period is M
time samples, Cursor 1 and Cursor 2 should be positioned such that:
(Cursor 2) - (Cursor 1) + 1 = M
An example of correct cursor positioning is shown in Figure 5.9.
Figure 5.9: Correct Cursor Positioning for selection of one cardiac cycle for dipole analysis
To close the VT Segment Selection Window and save these selections, the user presses
'Final Values Chosen'. If 'Return to Main Display' is chosen instead, the window will be closed
without saving these selections
The VT period and data segment for dipole analysis are now displayed numerically at the
bottom-right of the Signal Analysis Interface (as shown in Figure 5.10). TIo check that the correct
values were specified, the 'Check Values' button displays a window like that shown in Figure
5.11. The window displays the baseline segment, the waveform of one period of the VT, and the
segment of the VT selected for dipole analysis. The user should ensure that the displayed baseline
segment is fairly flat (with amplitude variation comparable to the noise level), and that, if the VT
is fast, the plots of one VT cycle length and of the data segment for dipole analysis are the same.
If any of the information is incorrect, the user should return to the relevant area of Signal
Analysis interface and redo the selection.
Figure 5.10: Data Analysis window, indicating final values
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Figure 5.11: Check Values window to verify information selection
To calculate the dipole parameters over the chosen time segment, the user presses the
button marked 'Run SEMD Analysis' on the Signal Analysis interface. Computation of the dipole
trajectory can be expected to take between 2 and 5 minutes depending on the processing platform
and the number of dipoles to be calculated.
5.5.4 Dipole Analysis
Two windows appear simultaneously: a plot showing trend data for eight different dipole
parameters (Figure 5.12), and the Dipole Display Interface displaying the three-dimensional
dipole trajectory (Figure 5.13). Since the arrhythmic dipole trajectory may consist of more than
200 highly-dispersed dipoles, guidance of the catheter tip towards it is facilitated if only a
subsection of the trajectory is displayed. We would prefer to display only the segment of the
trajectory corresponding to the beginning of the QRS. In slower VT, dipole movement follows a
general pattern consisting of uncorrelated movement before the QRS (while the SNR is low), a
clearly-defined dipole trajectory at the beginning of the QRS (while cardiac electrical activity is
well-localized), a period of slower, less-correlated movement (when the electrical wavefront is
large) and uncorrelated, highly erratic movement during the T wave. Therefore, the choice of the
segment corresponding to the start of the QRS is fairly straightforward in the case of slow VT.
However, the ease with which the beginning of the QRS may be distinguished in a fast VT
trajectory depends on the degree of overlap of the QRS and T waves. Since the start may not be
immediately recognizable from the trajectory, we should be guided in our choice by the data
displayed in the trend plot.
Trend Plot
Below is a description of each of the trend plot waveforms, with guidelines on how
the information might be used:
* Point of Earliest Activation: The green mark on each of the trend plots indicates
the Point of Earliest Activation. This time point is calculated using an algorithm
developed by Kemmelings et al. to detect QRS onset during fast VT for use in
body surface QRS integral mapping [70]. The algorithm computes three signals to
determine the QRS onset: the sum of the absolute values of the first derivatives of
all leads, the sum of the absolute values of all leads, and the second order
derivative of the sum of the absolute values of all leads.
" ECG waveform: Since the reentrant circuit exit site is the point from which electrical
activity spreads to the rest of the myocardium, the start of the QRS will occur during a
lower-amplitude portion of the ECG waveform (even during fast VT).
* Dipole Magnitude: Since the dipole is highly localized when it leaves the reentrant
circuit, if the VT is relatively slow the dipole magnitude will be small in this region. In
the case of fast VT, it is possible that the dipole magnitude will be fairly high at the
beginning of the QRS due to a significant contribution of the repolarizing wave from the
previous beat.
* Distance between consecutive dipoles: the dipole trajectory during the T wave and
before the start of the QRS is highly disorganized. Therefore at these times the distance
between consecutive dipoles is large. In contrast, at the start of the QRS the dipoles
become closely spaced since the wavefront of electrical activity can now be accurately
modeled with a single moving dipole. Therefore, the dipole trajectory segment
corresponding to the beginning of the QRS will likely begin after a sharp decrease in the
distance between consecutive dipoles. This pattern has been found in a model of fast
ventricular tachycardia [57].
e Chi-squared: y is a comparison between the model error and the measurement noise, or
a measure of the dipole solution's 'goodness-of-fit'. In an infinite, homogeneous torso
containing a highly localized electrical source, the error in the dipole solution would be
entirely due to random noise and Zwould be approximately equal to one. In reality, due
to the presence of systematic error (as a result of tissue inhomogeneities etc.) ) will
never have unit value even for a good dipole estimate. If cardiac electrical activity is
well-localized (such as at the beginning of the QRS during slow VT), a single equivalent
dipole representation is physically meaningful and the estimated voltages should
approximate the measured values, leading to low values of ). As the wavefront becomes
more diffuse, the single dipole representation becomes less accurate and the Z value
increases. If the VT is fast, it is still possible that the segment of the dipole trajectory we
are interested in will be characterized by lower Z values than elsewhere in the trajectory.
e RNMSE (Root Normalized Mean Square Error): the normalized root-mean-square
difference between the measured and estimated body-surface voltages:
RNMSE =
,I-
where #j is the voltage at electrode i estimated by the forward algorithm, #'m is the
measured voltage at the same electrode, and I is the total number of channels.
RNMSE is a less accurate global measure of dipole model goodness-of-fit
than X2, since it divides the error in the estimate by the absolute value of the
measured voltages and therefore may decrease near the peak of the QRS even
though the SEMD approximation is less accurate here. The dipole segment
corresponding to the start of the QRS should occur soon after a peak in RNMSE
(which occurs due to the inaccurate dipole fitting before the start of the QRS) but
before the next minimum (which occurs at the peak of the QRS).
* The Positional Uncertainty in x, y and z (Syz): the positional uncertainty of the
estimated dipole is calculated by comparing the magnitude of the instantaneous
residual error in each lead with the noise in that lead. If the residual is much larger
than the noise level, this assures us that the dipole location estimate has not been
significantly affected by noise, and that under the same noise conditions and using
the same inverse algorithm, the ablation catheter may be accurately aligned with
it. Before the start of the QRS complex, the positional uncertainty is high because
the measured potentials are comparable to the standard deviation of the noise;
consequently, slight voltage fluctuations due to noise lead to large perturbations in
the dipole location. During the QRS, a higher signal-to-noise ratio leads to a
lower positional uncertainty. Even if the VT is fast, dipoles should not be selected
if they have a high positional uncertainty.
* Dipole orientations, theta and phi: The dipole orientation is expected to change rapidly
while the SNR is low or during the T wave, and more slowly after the beginning of the
QRS. The utility of these two dipole parameters will be determined experimentally.
The point of earliest activation indicated in Figure 5.12 agrees with our trend data predictions for
the start of the QRS; it occurs when the dipole magnitude is fairly small, following a rapid
decrease in the distance between consecutive dipoles, when / and the positional uncertainty are
low, soon after the initial peak in the RNMSE, and when dipole orientation is changing only
gradually.
Figure 5.12: Trend Plot displaying the trends in eight dipole parameters
0 Dipole Display Interface
Figure 5.13: Dipole Display Interface displaying entire dipole trajectory
Figure 5.13 shows the Dipole Display Interface on which the dipole trajectory of one
cycle of VT is displayed. The plot is rotatable in three dimensions. In the lower portion of the
interface is an ECG trace; two black stars indicate the start and finish of the data segment selected
by the user for SEMD analysis, while the green star marks the point of earliest activation. Each
dipole in the trajectory is labeled with a number: dipole 1 corresponds to the time sample
indicated by the first black star on the ECG trace, dipole 2 to next time sample of data, etc. The
slider at the top right of the interface allows the user to click through the dipole trajectory. As
each dipole is selected, its parameters (such as position, orientation, magnitude and positional
uncertainty) are displayed numerically on the right side of the window. The time sample of the
currently selected dipole is indicated with a red circle on the ECG trace. The colour of the dipole
reflects its magnitude (blue is low magnitude, red high magnitude). The colour bar to the right of
the three-dimensional plot indicates the range of dipole magnitudes present within the trajectory.
The user should attempt to identify a meaningful section of this large and dispersed
trajectory using the information displayed in the trend plot, in the ECG trace, and in the trajectory
itself Most likely, the segment begins just prior to the point of earliest activation and ends before
the next extremum in the ECG signal. For the trajectory displayed in Figure 5.13, we see from the
ECG trace that this corresponds approximately to dipoles 20 through 35. To display only these
dipoles, the user enters their numbers in the text boxes on the right-hand side of the Dipole
Display Interface and presses the button marked 'Show/Select' (Figure 5.14).
Figure 5.14: Dipoles selected for display in the Dipole Analysis window. The dipole corresponding to
the Point of Earliest Activation is indicated in green.
The green dipole, now clearly displayed, corresponds to the point of earliest activation
marked on the ECG trace. As before, the user may view the parameters of displayed dipoles in
detail using either the slider at the top right of the window or by typing the dipole number into the
text box below it. When a dipole is 'highlighted', its orientation is indicated by a unit vector
arrow and its three-dimensional positional uncertainty by a wireframe ellipsoid. To turn off the
positional uncertainty representation, the user selects 'Dipole Vectors only' from the dropdown
menu at the top right of the screen (Figure 5.15).
Figure 5.15: 'Dipole Vectors only' selected to turn off wireframe representation of
positional uncertainty
To view a section of the trajectory in greater detail, the user presses the button marked
'Zoom in' and clicks on the region of interest. The result is shown in Figure 5.16. To return to the
previous view, the user presses the button marked 'Zoom Out'. The dipole segment displayed on
the interface may be changed by entering different numbers into the text-boxes on the right of the
interface. The user may also return to a full-trajectory view by pressing 'Show All'. Once the
dipoles displayed on the interface constitute a fairly compact, information-rich segment of the
overall trajectory, the user presses the 'Select Dipole(s)' button to begin catheter guidance.
Figure 5.16: Section of Dipole Trajectory displayed in greater detail
5.5.5 Catheter Matching Interface
The Dipole Analysis interface closes automatically and the Catheter Matching interface
opens (Figure 5.17). Initially, only the selected segment of the arrhythmic trajectory is displayed.
The user then inserts the catheter tip, places it against the endocardial surface of the heart, turns
off the ventilator and presses the button marked 'PACE' on the interface. N suprathreshold
stimuli are delivered automatically from the catheter tip (N was specified by the user in the Data
Entry interface). During pacing, the body-surface signals are displayed in real-time on the Signal
Figure 5.17: Initial Catheter Matching Interface showing only arrhythmic trajectory segment
Quality Interface. After pacing, the ventilator should be turned on, the cardiac cycle resulting
from the second to last pacing stimulus is automatically selected and the earliest activation point
for this cycle is found. The segment of the dipole trajectory corresponding to the start of the QRS
should lie shortly after the pacing stimulus and around the point of earliest activation. The
software automatically chooses a segment of length D dipoles starting two time samples before
the earliest activation point (where D is the number of dipoles stipulated at the top-right of the
Catheter Matching interface).
The segment of the arrhythmic trajectory that most closely matches the segment of the
catheter trajectory is found using the Catheter Matching algorithm currently selected on the
interface. There are four Catheter Matching algorithms: they look for similiaries in earliest
activation point, dipole magnitude, surface waveforms, and dipole trajectory shape. These
algorithms are described in detail in Section 5.6. The catheter trajectory segment and matching
arrhythmic trajectory segment are displayed on the Catheter Matching interface, as shown in
Figure 5.18.
Figure 5.18: Catheter Matching Interface showing automatically-selected segments of the cardiac and
catheter trajectories following catheter pacing
Two additional windows appear following administration of catheter tip pacing stimuli.
The first, shown in Figure 5.19, is a single body-surface waveform resulting from a pacing
stimulus. A green star marks the point of earliest activation. This waveform confirms both that
the stimulus excited the cardiac tissue and that the point of earliest activation is proximal to the
pacing spike. The second window (Figure 5.20) displays the positions of the arrhythmic and
catheter trajectory dipoles corresponding to the points of earliest activation. Each time the
catheter tip is moved and imaged, this window is updated to display all previous earliest
activation point dipole positions of the catheter, in addition to its current position. A figure
generated after 2 movements of the catheter tip is shown in Figure 5.21.
Figure 5.19: Body-surface waveform resulting from catheter tip pacing
Figure 5.20: Dipole Position History window showing positions of dipoles at points of earliest
activation in the catheter and arrhythmic trajectories
Figure 5.21: Dipole Position History window after one movement of the catheter
To view a different segment of the catheter trajectory (without pacing the heart again),
different numbers are entered at the top-right of the Catheter Matching interface. A matching
segment of the arrhythmic trajectory of the same length as the catheter trajectory segment is
automatically found and displayed (Figure 5.22). The mean distance and vector between the
selected catheter and arrhythmic dipoles are also displayed (as 'Distance to heart dipoles' and
'Vector to heart dipoles'). The catheter tip should be moved by the user in the direction of this
vector.
Figure 5.22: If a different segment of the catheter trajectory is chosen, the matching segment of the
arrhythmic trajectory will be automatically found and displayed
A different matching algorithm may be selected from the drop-down menu below the title
'Catheter Matching'. When the user presses 'OK', the interface is updated to show the matching
section of the arrhythmic trajectory (Figure 5.23). The quality of the match is quantified at the
bottom-right of the interface by three different parameters: the segment chi-squared match (a
comparison of the surface voltages of the displayed trajectory segments across all leads), the
trajectory chi-squared value (a comparison of the surface voltages over the entire cardiac cycles),
and the difference in the dipole magnitudes over the selected trajectory segments. If 'Initial
Segment Selection' is chosen from the Matching Algorithm drop-down menu, the segment of the
arrhythmic trajectory that was selected in the Dipole Analysis interface is displayed. Since a
matching algorithm is not applied in this case, the number of dipoles in the displayed arrhythmic
and catheter trajectory segments may no longer be equal. If this is the case, the user will be
warned, and the text boxes indicating the quality of the match will display the value 'NaN'.
Figure 5.23: Selection of different catheter-matching algorithms
To display the entire arrhythmic trajectory with its matching segment highlighted in
yellow, the user selects 'Show All with Highlight' from the drop-down menu shown in Figure
5.24. If the arrhythmic and catheter trajectory segments are approximately superposed, the user
may wish to view both trajectories in their entirety and ensure that these too are superposed. To
do this, the user selects 'Display All' from the drop-down menu shown in Figure 5.25 and presses
'OK'.
Figure 5.24: Drop-down menu to select view of entire arrhythmic trajectory
Figure 5.25: Drop-down menu to select view of entire catheter trajectory
5.5 Trajectory-Matching Algorithms for Catheter Guidance
Over large sections of the cardiac cycle, the single equivalent moving dipole is not an
accurate model of cardiac electrical activity and therefore the dipoles in its trajectory may be
scattered over a wide volume. It may be difficult to precisely superpose two such dispersed
trajectories and accurately guide the catheter towards the exit site. Therefore, ideally, only the
segments of the trajectories corresponding to the start of the QRS would be displayed. Since the
start of the catheter-induced QRS occurs soon after the pacing stimulus, the appropriate region of
the catheter trajectory may be found fairly easily. The user may then choose to manually select
the segment of the arrhythmic trajectory that corresponds to the start of the QRS. However, if the
VT is fast and no isoelectric segment is present, this may be difficult to do. We have therefore
developed 4 algorithms that automate the selection of the appropriate dipoles from the arrhythmic
trajectory, facilitating the guidance of the catheter tip to the site of origin of the arrhythmia:
" Earliest Activation Point: This method utilizes the previously-described algorithm
developed by Kemmelings et al. to detect QRS onset and offset from analysis of body-
surface potentials [70]. A section of the dipole trajectory around the earliest activation
point is displayed for both the arrhythmic and catheter trajectories.
* Dipole Magnitude: for slow VT, the segment of the dipole trajectory corresponding to the
start of the QRS is characterized by a pattern of rapidly and steadily increasing dipole
magnitude. If the VT is fast, the remote electrical activity at the start of the QRS will
increase the overall magnitude of the dipole but some pattern of increasing dipole
magnitude may still be evident. A comparison of trajectory segments on the basis of
dipole magnitude may therefore prove useful. The segment of the arrhythmic trajectory
whose dipole magnitude pattern most closely matches that of the catheter trajectory
segment is chosen as the best match.
* Chi-squared comparison of surface voltages: As the catheter tip approaches the exit site
of the reentrant circuit, the body surface potentials due to the pacing stimulus and the
arrhythmic activity will begin to look similar. This matching algorithm finds the section
of the arrhythmic trajectory for which the squared difference between the surface
potentials is minimized over all channels.
* Dipole trajectory shape: When the catheter tip is close to the reentrant circuit exit site,
the segments of the dipole trajectories at the start of the catheter and arrhythmic QRS will
be highly similar in morphology. We may compare the pattern of dipole movement in the
selected catheter trajectory segment with dipole movement over the entire arrhythmic
trajectory (using a dot-product comparison), and find the segment of the arrhythmic
trajectory that is most similar in shape.
The utility of each matching algorithm will depend on the distance of the catheter tip
from the arrhythmic origin and may in fact vary between animals. When the catheter tip is further
away from the exit site, the algorithms based on earliest activation time and dipole magnitude will
likely be more useful since the dipole trajectories and surface waveforms will be highly
dissimilar. More proximally, the trajectories and surface potentials will become comparable, and
the algorithms based on these two parameters are expected to become more effective.
5.6 Program Flow Diagram
Completejlp.vi: runs
software
Initial.vi: patient data entry interface
DataCollectionNEW.vi: Signal Quality
Interface allowing real-time data
acquisition and display
Graphicalinterfacejlp.vi: Signal Analysis
interface:
PlotAnimation.vi: plays back
data as a movie
-=1Printselection.vi: allows user tospecify VT period, isoelectricperiod and data segment fordipole analysis
t V
to simVT.m
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__O
simVT.m: Called by openSEMDpl.m: returns electrode co-ordinates
LabVIEW interface and measured body-surface potentials
graphical -interface.vi _
to implement inverse Noiseandbaseline.m: returns the noise level and
algorithm on selected baseline in each channel
data segment.
Pacing_spline.m: removes pacing spike from all
channels in a data segment (if one is present)
SEMD -cale.m: returns dipole parameters for all
time samples in a data segment:
Inverse_algnewALL.m: returns dipole
-+ locations and orientations for sets of time
samples
Cylinder fillcube.m: discretizes
cylinder into cubic volumes for
brute-force search method
momentALL.m: finds dipole
moments and estimated forward-
modeled potentials
Chi2.m: computes chi-squared
value for all dipoles in brute-
force search method
Cube fill cube3.m: discretizes
cubic volume into smaller cubic
elements for brute-force search
posUnc2.m: returns positional
uncertainties of dipoles over multiple
time samples. Calls moment3.m
to newsemdpl .m Findbest dipole.m: returns time sample
corresponding to point of earliest activation
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Newsemdpl.m:
Called by simVT.m
to display
arrhythmic trajectory
in Dipole Analysis
window.
openSEMDpl.m: returns electrode co-ordinates
and surface potentials
Showspherespl.m: plots dipole positions and
magnitudes for all dipoles in a selected time
-4 segment (passed to it in matrix form). Magnitude
is indicated by a two-tone colour map (red = high
magnitude, blue = low-magnitude).
Plotallpl.m: generates the trend plot window that
appears simultaneously with the Cardiac Dipole
-P Display, showing the trends in eight dipole
parameters over the time segment selected by the
user for SEMD analysis.
Imbedanimationpl.m: Creates a 3D graphical
representation of a selected dipole. Displays the
-o dipole orientation as a unit vector arrow, and the
positional uncertainty as a wireframe ellipsoid.
Calls arrow3.m to plot arrow.
to CatheterDisplay.m
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CatheterDisplay.m:
Called by
newsemdpl.m to
deliver pacing
stimuli and display
arrhythmic and
catheter dipole
trajectories.
Showspherespl.m: plots dipole positions and
magnitudes for all dipoles in a selected time
segment (passed to it in matrix form). Magnitude
is indicated by a two-tone colour map (red = high
magnitude, blue = low-magnitude).
paceStim.m: delivers pacing stimuli at rate equal
to that of the VT. Selects last full paced cardiac
cycle, selects a segment for dipole analysis, and
returns the dipole parameters for this segment.
A
Pacingspline.m: removes pacing spike
from all channels in a data segment (if
one is present)
-4discardchannels.m: discard channels withhigh noise.
Find best dipole.m: returns time sample
corresponding to point of earliest
activation.
CalcParam.m: calculates the quality of match
between the selected segments of the arrhythmic
and catheter trajectories using three methods.
Highlight_spheres.m: highlight a segment of the
arrhythmic trajectory
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SEMD calc.m: returns dipole parameters
for all time samples in a data segment
-(see above for SEMD-calc subfunctions)
SEMD -calc.m: returns dipole parameters for all
time samples in a data segment (see above for
SEMDcalc subfunctions)
5.7 Summary
We have implemented software and developed algorithms that will be used for the in-
vivo application of the Pace Mapping Method to the guidance of an ablation catheter. The
software allows real-time display of body-surface signals, selection of parameters important to
dipole analysis, guided selection of a segment of the arrhythmic trajectory corresponding to the
start of the QRS, display of a user-selectable section of the catheter trajectory simultaneously
with the arrhythmic trajectory, and facilitation of the catheter guidance process using trajectory-
matching algorithms. This software will be used in the first phase of animal experiments,
providing a valuable tool for future development of ISGA.
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6. Development of the Bio-electrical Image Guidance
(BIG) Method
This chapter describes the development of the Bioelectrical Image Guidance method, for real-
time, 3-D image guidance of minimally-invasive surgical diagnostic tools and therapy. In this method,
the 3-D distribution of electrical conductivity in the surgical region of interest is derived using images
obtained from magnetic resonance imaging (MRI), Computed Tomography (CT) or other techniques.
Current flows and voltages within the region due to currents from body surface electrodes at defined
locations are simulated using a finite volume method. During the surgical procedure, currents are
applied at the same locations, and the surgical instrument is inserted into the region. By matching the
simulated potentials to the potentials measured by the instrument, the instrument location may be
identified in real-time. In this chapter, the implementation of the BIG Method is described. Computer
simulations are then used to assess the accuracy of the current flow model and the precision of catheter
localization in inhomogeneous and anisotropic torso models.
6.1 Implementation of the BIG Method
MRI or CT images are discretized because of their finite resolution into pixels of
dimension 2 mm. A finite volume method is therefore the natural approach to estimate the
potential distribution within the surgical volume due to applied currents. A flow diagram for the
BIG Method is shown in Figure 6.1. The BIG method is based on the differential form of Ohm's
Law, which relates the conductivity of a voxel to the current density and potential gradient across
its boundaries.
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Partition the surgical volume into cubic volume elements,
and assign conductivities to these elements
For surface i=i+1
electrode set i
Initialize potential distribution in the
surgical volume using a charge dipole
model of stimulation
vouelements Noj1
For volume
rsluont of Image
s ide j cm
Iterate on the potential distribution in
the surgical volume using Equations
2.4 to 2.6
Smallest change in any
voxel potential < 10-7 V? No
Yes
Is the size of the cubic
volume elements = No
resolution of MRI image?
Yes
Have the potential distributions been N
modeled for all electrode sets? N
< Yes 
FINISHED
Figure 6.1 BIG Method Flow Diagram
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6.1.1 Current Flow Model
The torso potential distribution is determined by modeling the current flow across the
boundaries of each voxel. Injected current is assumed to flow from the surface electrode into the
voxel beneath it; current flow out of this voxel is calculated using an adapted Kirchoff's law. At
all other voxel locations, current flow is modeled using the differential form of Ohm's Law which
relates the current density within an enclosed surface (J), the electrical conductivity of the
medium (a), and the potential gradient across its surface (0):
J=o-V#
Since the voxel elements do not source or sink current,
VeJ =Ve(-.V#) =0
Therefore:
V2  q *o=V20+V# e n(V o-)= 0 (Eqn 6.1)
Boundary conditions prohibit current flow across the surface of the torso; therefore current flow
orthogonal to the surface is zero in the voxels at the torso boundary.
To ensure a finite potential solution for a finite applied current - and since infinite
discontinuities do not exist at the interfaces between human tissues - conductivity is defined at
the center of each voxel and is assumed to vary linearly as ln(C). The potential of a single voxel
($b) is then expressed as a weighted sum of the potentials of its neighbouring voxels ($A):
6
Wi, (0i (Eqn 6.2)
where w, is defined as:
= rln(r) (Eqn 6.3a)
(r, -- 1)
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and r, = , where qo and oi are the conductivities of the voxel and its neighbor, respectively.
U 0
If we instead assume a-varies linearly between each voxel center, w, is given by:
r; -1ln(r1 ) (Eqn 6.3b)
The disturbance of the electrical field due to the surgical instrument itself is not modeled.
Since the number of positions and orientations of the surgical instrument is potentially infinite,
the number of possible potential distributions would also be enormous. Therefore, the distortion
of the electric field around the instrument cannot be accounted for, and will cause an error in the
estimation of the surgical instrument location. Its effect is reflected in the experimental results
described in Chapter 7.
6.1.2 Iterative Method
+ +Q -Q +Q -gQ --
Figure 6.2 Dipole configuration under body-surface current electrodes to initialize
the potential distribution in the torso
The torso potential distribution is estimated using an iterative method. It is initialized by
modeling the electric fields resulting from dipoles under the + and - current injection electrodes,
as shown in Figure 6.2. For cubic volume elements of side A, the electric field due to one of the
dipoles in Figure 6.2 is given by:
2-k-q 2-k-Q 8-k-Q
d 2 (A/2) 2 A2
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where k I =8.988 *109 . Since J= of, the charge Q is given by:
47rg0
A 2 -J 2j I
8-k-a-avg 8
-k-aav
The potentials in all non-charge-containing elements due to the two dipoles are then:
4 k - QJ (Eqn. 6.4)
-1rj=1
where ri, is the distance between the point chargej and the center of element i.
The potential in a charge-containing element is calculated by modeling its charge
distribution as a uniformly-distributed sphere with radius equal to the dimensions of the element,
A:
3. k -Q. 3 k-Q; (Eqn. 6.5)
-2 A r +
After initialization of the potential distribution, the potentials are iterated on in parallel
using Eqns. 6.2 and 6.3 until they converge. Convergence is defined as no change in the potential
of an element of more than 10-7 V between successive iterations. 10-7 was chosen since it is less
than the expected standard deviation of the noise in the system, and is therefore lower than the
smallest measurable voltage of concern. Boundary conditions are enforced in the model by
modifying Eqn 6.2 to sum over n voxels, where n is the number of the element's neighbors that
lie within the torso boundaries.
To reduce computation time, the potential distribution is initially estimated for cubic
volume elements of dimension greater than 1 cm, whose conductivities are approximated by
averaging the conductivities of all the voxels within them. Following convergence for the initial
volume element size, the elements are halved in each dimension, and the potentials from the
coarser grid are 'projected' onto the finer grid. The potentials at this finer resolution are then
iterated on until they converge, the grid dimensions are halved again, and so on until the
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dimension of the volume elements is equal to the resolution of the MRI/CT images themselves.
The method was implemented in MATLAB, whose vectorization capabilities facilitate parallel
computation of the voxel potentials.
6.2 Assessment of Current Flow Model Accuracy
6.2.1 Background
It is vital to the success of the BIG Method that the potential distribution modeled before
guidance begins closely approximates the measured potential distribution. To assess the accuracy
of the current flow model used to produce the modeled potential distribution, the four-electrode
technique, an experimental method to measure tissue conductivity [71], was simulated. When
alternating current is passed between two electrodes on a tissue surface, frequency-dependent
polarization generates a counter voltage (a Helmholtz double layer) at the electrode.
Consequently, the voltage measured at the current stimulation electrodes is due to current flow
through the combined impedance of the resistive tissue and the capacitative interface. The effect
of the interface is removed by using four equally-spaced electrodes linearly arranged on the
surface of the tissue (as in Figure 6.2): two outer electrodes for current injection, and two inner
electrodes for voltage measurement. Needle electrodes are used to allow a point-source
approximation. If the tissue is homogenous and its dimensions are large enough that boundary
effects are negligible, the voltage difference, AV, measured between the inner electrodes is
defined by:
AV= (Eqn 6.6)
2;rd-
where o is the tissue conductivity, I is the current injected, and d is the inter-electrode distance.
Experiments on excised tissue have demonstrated the accuracy of this equation.
If current flows in the finite volume model are a good approximation of current flows in
real tissue then A Vest , the voltage difference between two locations in the finite model, will be
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approximately equal to AV, the voltage difference predicted in real tissue by Eqn 6.6. This
provides a pre-experimental assessment of the accuracy with which current between each voxel,
at the torso boundaries, and under the current electrodes, is modeled.
Figure 6.3 Arrangement of four point electrodes
to measure the conductivity of excised tissue [71]
6.2.2 Simulation of the Four Electrode Technique
Homogeneous blocks of tissue (of dimension 12 x 12 x 6 cm) with conductivities ranging
from that of bone (6.024*10- S/cm) to that of plasma (0.0152 S/cm) were modeled. For each
conductivity, a four-electrode array with an inter-electrode spacing of 4 mm was simulated to lie
at the midpoint of the top surface of the tissue block. A current of 0.05 mA was injected and
extracted through the two outer electrode locations in the model and the potential difference
between the two inner electrode locations, AVest, was measured. AV, the potential difference
predicted by Eqn 6.6, was calculated, and the error between A Vest and AV as a fraction of AV
was calculated:
Voltage Difference Error = ' AV
AV
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6.2.3 Current Flow Model Accuracy
Figure 6.4 displays the voltage difference error as a function of the conductivity of the
simulated homogeneous tissue. As shown in the figure, the actual and estimated conductivity
values are less than 0.1% different over the entire range of physiologically-relevant
conductivities. We would expect a small error simply due to the discrete nature of the model:
since the minimum size of the volume elements is 2 mm, current flow cannot be considered
continuous. An error will also arise due to the size of the electrodes (which correspond in this
model to the face of one voxel) since they are larger than point electrodes. Consequently, a error
of less than 0.1% of AV is highly satisfactory, indicating that the model is able to simulate current
injection and potential distributions in a homogeneous tissue with high accuracy.
> Q
-0
>0
_0
0)
0
N
x 10~
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
conductivity (S/cm)
Figure 6.4 Voltage Difference Error vs. the conductivity of the homogeneous
tissue
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6.3 Assessment of the Significance of Tissue Anisotropy
6.3.1 Background
The majority of tissues are electrically isotropic, that is their conductivities in all
directions are equal. However studies have indicated that skeletal muscle, and to a lesser extent
cardiac muscle, are anisotropic; their conductivities differ in directions parallel and perpendicular
to the muscle fibers due to the hierarchical structure of myofibrils, fibers and fascicles and their
associated fascia [72]. Anisotropy affects the way in which currents are conducted within the
tissue, therefore the conductivity of a voxel within a highly anisotropic tissue is most accurately
modeled as a tensor. To construct the tensor, fiber direction must be known precisely. However it
is difficult to assess muscle fiber arrangement from an MRI or CT image. Consequently, the
presence of anisotropic tissues may significantly reduce the accuracy of the BIG Method.
Muscle anisotropy has been measured in multiple ways. The majority of studies have
used freshly excised tissue or the exposed muscles of anesthetized animals [73], while non-
invasive measurements have been carried out in humans [71]. To measure the directional
conductivities of muscle, a four-electrode array is placed on the surface of the tissue first
perpendicular and then parallel to the direction of the muscle fibers and in each case the voltage
between the two inner electrodes is measured. The unknown tissue conductivity is given by:
(Eqn. 6.3)
-=
27TdA V
In four-electrode experiments on excised tissue, Burger and van Dongen have recorded a
longitudinal skeletal muscle conductivity of 8.0*10-3 S/cm and a transverse conductivity of
5.56*10~4 S/cm; Rush et al. have measured a longitudinal skeletal muscle conductivity of
3.774* 1 0-3 S/cm and a transverse conductivity of 5.305*10~4 S/cm. These results suggest a
longitudinal to transverse conductivity ratio of between 7 and 14 (measurements on cardiac tissue
also indicate anisotropy, although to a lesser degree [74]). However, it is possible that the large
published differences between the conductivities in the longitudinal and transverse directions may
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not be solely due to tissue anisotropy. Instead, unequal tissue dimensions, resulting in unequal
boundary effects, may be responsible for much of the measured difference. The effect of the tissue
boundary is mentioned by both Rush and Burger [71, 73]; it is reduced in the former study by
using a small inter-electrode separation (d=0.5cm), small injection current (I=0.135 mA) and a
'large enough' piece of tissue. However, the effect is not quantified in either case. We propose to
examine whether conductivity differences reported in the literature could be caused by boundary
effects in isotropic tissues of unequal dimensions. Our results will indicate whether the
conductivity ratios reported by Burger and Rush are inherent to muscle tissue or if they may be
due to measurement artifact. If muscle is indeed highly anisotropic, its effect on the accuracy of
the BIG Method will need to be assessed.
6.3.2 Method
To investigate the significance of unequal tissue dimensions, the four-electrode technique
was again simulated. The setup is illustrated in Figure 6.5. Four equally spaced electrodes (d=
0.8cm) were placed in a central position on the top surface of a homogeneous, isotropic block
(with length 10 cm, width D cm, height 4 cm), oriented alternately in the 'longitudinal' and
'transverse' directions. The dimensions of the conductive block were chosen to approximate the
size of the tissue sections that Rush or Burgen might have used (although tissue dimensions are
not stated explicitly in either case). The potential distribution due to a current of I = 0.2 mA
between the two outer electrodes was modeled. Slightly larger value of d and I were chosen than
those used by Rush et al. to increase the significance of boundary effects. In simulations, D was
reduced incrementally from 10 to 3 cm (the length of the electrode array was 2.4 cm). For each
value of D, and for both longitudinal and transverse electrode arrangements, AVes,, the voltage
difference between the locations of the two voltage-sensing electrodes, was calculated and the
tissue conductivity was estimated using Eqn 6.6. The ratio of the estimated tissue conductivities
in the longitudinal (oz) and transverse (q-7) directions was then calculated as a function of D.
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Simulations were conducted for tissue models with conductivities of - = 3.774* 103 S/cm and -
= 5.305*104 S/cm, the values measured by Rush et al. in the longitudinal and transverse
-1 +1 +1
D Di
4cm 4cm
10cm 10cm
Transverse Setup Longitudinal Setup
Figure 6.5 Model to test the longitudinal and transverse conductivities of an isotropic, non-
symmetrical homogeneous medium, as D is reduced incrementally from 10 to 3 cm.
directions in muscle tissue.
6.3.3 Results
Figures 6.6 and 6.7 display the ratio of the estimated longitudinal conductivity (UL) to the
estimate transverse conductivity (o-) as D varies from 10 cm to 3 cm, for isotropic media with
uniform conductivities of 3.774* 103 S/cm and 5.305* 1 0 4 S/cm, respectively. As expected, oT =
o- when D is large (and the volume may be considered semi-infinite). Boundary effects become
significant for D less than 4 cm as indicated by the sharp increase in (jt/rT. If the difference in
directional conductivities reported by Rush et al. were due largely to boundary effects, we would
expect orL oT to approach 7 [71]. However, even when D is only 0.6 cm longer than the length of
the electrode array, the value of -L IUT is only 3.38 in both models. These results suggest that the
conductivity differences measured by Rush et al. in muscle tissue are in fact due to electrical
anisotropy and are not a result of unequal boundary effects on voltages measurements.
Ia- SigmaL/SigmaT
2.5-
1.5 1
3 4 5 6 D 7 8 9 10
Figure 6.6 (-L / a-r as a function of the block width, D, for an isotropic
medium with conductivity a = 3.774* 10-3, the value determined by
Rush et al. as the longitudinal conductivity of skeletal muscle.
1.5
1 -
3 4 5 6 _ 7 8 9 10
Figure 6.7 o-L / -r as a function of the block width, D, for an isotropic
medium with conductivity a = 5.305* 10-4 , the value determined by
Rush et al. as the transverse conductivity of skeletal muscle.
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6.3.4. Discussion
Electrical anisotropy resulting from the highly directional tissue macrostructure of
skeletal and cardiac muscle is likely an inherent characteristic of these tissues and not an artifact
of the experimental setups of Burger and Rush [71, 73]. We might therefore expect very different
potential distributions around anisotropic and isotropic tissues with the same average
conductivity. Eyuboglu et al. conducted computer simulations to investigate the effect of
anisotropy on surface voltage measurements [75]. A simple model was used, consisting of a small
anisotropic conductor placed at the center of a larger, isotropic conductor. It was found that the
difference in surface potentials between the anisotropic and isotropic cases was measurable.
Klepfer et al. have also conducted a computational study to quantify the effect of selected
imhomogeneities and anisotropies on electric potential fields in a realistic torso model [76].
Anisotropic skeletal muscle was found to have a greater effect on the body surface potential
distribution than any other single tissue type. These results suggest that anisotropy has a
measurable impact on potential distribution regardless of its location in the torso, and should not
be overlooked.
There are various methods by which we may include anisotropy in our model. Klepfer et
al. estimate skeletal muscle fiber direction in the thorax by considering the torso to be a cylinder
around which the muscle fibers are wrapped [76]. The torso is split into twelve 300 sections and
the fiber axis is assumed to lie perpendicular to each segment's bisector, as illustrated in Figure
6.8. While it is possible than such a method might yield fiber directions with the accuracy we
require, it will be impossible to fully reconstruct the true configuration of skeletal muscle using
such a simple model.
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. Directo Figure 6.8 Estimation of fiber direction of skeletal
muscle by Klepfer et al. [76]
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Studies have also been conducted that combine Electrical Impedance Tomography (EIT)
and MRI to accurately estimate directional conductivities in the torso volume. A study by
Breckon has shown that EIT can model tissue anisotropies if additional information about the
anatomical structures is given [77]. Glidewell et al. have subsequently developed a finite-element
approach for 3-D conductivity reconstruction, in which boundaries between regions of different
conductivities are anatomically constrained in the EIT reconstruction, and anisotropy is included
in the final model [78]. Results indicate that it is possible to extract conductivity tensors for
anisotropic tissue using this technique. However, this method entails considerable computational
and procedural effort, and consequently may reduce the usability of the BIG Method.
Thus, it may be challenging to accurately determine the fiber directions of muscle tissue.
Since, as a result, directional conductivities will be difficult to estimate, an average scalar
conductivity may need to be assigned instead. The consequence of effectively ignoring tissue
anisotropy should therefore be studied. The results of these studies are described in Section 6.4.
6.4 In-siico Assessment of the BIG Method
6.4.1 Background
Numerical simulations were conducted to investigate the localization accuracy of the BIG
Method in torso models with realistic tissue layers. First, the voltage triplets of each voxel in the
model heart were examined to determine whether they were unique. If all voxels in a surgical
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volume of interest are defined by a unique triplet, the accuracy of the BIG Method is limited only
by the resolution of the MRI or CT image. Next, the effect of incorrect conductivity assignment
was examined. Although some tissues (e.g. bone) are clearly defined by a single conductivity,
others (such as lung or fat) have a range of possible conductivities. Since the conductivities of
this group may be both patient-specific and dependent on the patient's instantaneous
physiological state (for instance, their hydration level or point in the respiratory cycle), it is
possible that an incorrect conductivity value may be assigned to these tissues before the potential
distribution is modeled.
The effect on the accuracy of catheter localization of assigning an average scalar value to
an anisotropic tissue was also examined. As previously described, both skeletal and cardiac
muscles are anisotropic: skeletal muscle has a longitudinal-to-transverse conductivity ratio of
between 7 and 14, while cardiac muscle has a ratio of only 2.2. Since skeletal muscle is
positioned close to the current electrodes and is highly anisotropic, it likely has a significant
effect on induced electric fields throughout the torso. However, cardiac muscle might have a
greater distorting effect on intra-cardiac electric fields. Since it may not be possible to accurately
determine the fiber directions of either muscle type from an MRI image, these effects on the
electric field may not be correctly modeled. Thus, both forms of anisotropy might cause
significant localization errors. Therefore, the effect on the accuracy of the BIG Method of
assigning an average scalar conductivity value to muscle, regardless of fiber direction, was
investigated.
6.4.2 Method
A. Torso Model
The torso was modeled as a cube 30 cm on a side, containing lungs and a heart. The lungs
were modeled as two cuboidal structures with conductivity equal to that of lung tissue (4.184 *
10-4 S/cm), and the heart as a spherical hollow organ. As shown in Figure 6.10, the difference in
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muscle fiber direction between the outer and inner layers of the myocardium in a human heart is
approximately 90 degrees. Therefore, the heart was modeled as two layers of anisotropic tissue;
the inner and outer layers had longitudinal and latitudinal fiber directions respectively, as shown
in Figure 6.9. Conductivities of 0.004 S/cm and 0.0018 S/cm parallel and perpendicular to the
muscle fiber direction were used based on the results obtained by Rush et al.
cm
15
Blood inside heart
cavity: 0.0067 S/cm
Hollow Bi-layer Heart:
with longitudinal to
i ?transverse fiber
-- -conductivity ratio of 2.2.
3 Lung: 4.184* 10-4 S/cm
n
cm
cm Non-directional muscle: 9.276* 10-4
0 10 20 30 S/cm
Figure 6.9 Torso Model consisting of muscle, lungs, and a hollow bi-layer heart containing
blood
To model current flows across the surfaces of an electrically anisotropic voxel, a diagonal
tensor form of the BIG Method was used in which voxels were defined by three directional
conductivities (in the x-, y- and z-directions). In an isotropic torso, the potential of a single voxel
($o) was expressed as a weighted sum of the potentials of the neighbouring voxels ($):
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6(0= i=I
wi
where the weighting factor, wi, is given by Eqn 6.3. In the anisotropic torso, the potential of a
single voxel was calculated using values of w, that reflected in which Cartesian direction the
neighboring voxel was located. Therefore, for each of the six weighting factors:
= r ln(r)
(r, -1)
where r, =- o and o; were the conductivities in the direction between the voxel and its
(0(
neighbor.
900
-900,
Figure 6.10: Muscle fiber direction in the outer and inner layers of the myocardium
[79]
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The volume inside the heart cavity (in which an ablation catheter would be guided) was
assigned the conductivity of blood (0.0067 S/cm). The interstices between the model organs were
assigned a conductivity equal to a weighted average of the conductivities of skeletal muscle in the
transverse and longitudinal fiber directions (9.276 * 10-4 S/cm).
The electrodes positions were as shown in Figure 6.9. Current flows of 1 mA were
simulated; I mA is defined by safety guidelines as the maximum current that may be applied to
the exterior of the human body.
B. Assessment of Voxel Uniqueness
We compared the voltage triplets for all voxel locations within the hollow heart model to
determine whether each voxel was defined by a unique voltage triplet under ideal and noisy
conditions. The Euclidean potential distance between a voxel and each of its neighbors:
d = J(VxI -Vx2 ) 2 +(Vy, -Vy2 ) 2 ±(VZ, -Vz2)2
was calculated, where [Vx, Vyz, Vzj] and [Vx2, Vy2, Vz2] are the voltage triplets of a single voxel
and its neighbor. The minimum Euclidean potential distance between any two voxels in the heart
volume was found. This minimum distance was equal to twice the lowest instantaneous noise
magnitude that would cause a localization error to occur at one catheter location in the heart
model.
C. Effect of Incorrect Conductivity Assignment
We simulated the potential distributions of two torso models that were identical in
structure to the model shown in Figure 6.9 but had different lung conductivities. One torso model
used the mean conductivity of lung tissue, 4.184*10~4 S/cm, and the other model the conductivity
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of lung tissue at full inspiration, 4.895*1 0-4 S/cm (17% greater than the mean value). To assess
the effect of inaccurate conductivity assignment on catheter localization accuracy, a lookup table
was formed from the first potential distribution and 'measured potentials' were drawn from the
second potential distribution. Next, 100 voxels were chosen randomly from all voxels at locations
touching the inner surface of the hollow organ, a second set of 100 from locations between 0 and
0.5 cm from the inner organ surface, a third set from between 0.5 and 1 cm, and so forth. The
positions of the chosen voxels were estimated using the BIG Method by comparing their
measured potentials with the entries in the lookup table. The localization error was then defined
as the distance between the actual voxel location and the estimated voxel location.
D. Assessment of the Effect of Anisotropy
The effect on the accuracy of the BIG Method of assigning an average scalar conductivity
to anisotropic tissue was assessed independently for cardiac and skeletal muscle. We first
compared the potential distribution of the torso containing the bi-layered anisotropic heart model
to that of a torso containing an isotropic heart model (with a uniform conductivity of 0.00284
S/cm). In a different model, the potential distribution of the model in Figure 6.9 was compared to
a model containing a I cm-thick layer of anisotropic skeletal muscle at the four vertical surfaces
of the torso. The skeletal muscle layer was assigned a fiber direction parallel in the x-y plane to
the most proximal torso surface. Voxels within the muscle layer were assigned a conductivity of
4.348*10~4 S/cm perpendicular to the fiber direction and 0.0067 S/cm parallel to it [71]. Potential
distributions were calculated using the diagonal tensor model method described in Section
6.4.2A.
To assess the effect of anisotropy on localization, 'measured' potentials were drawn from
the anisotropic potential distributions, while the lookup tables (to which the measured potentials
were compared) were formed from the isotropic potential distributions.
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6.4.3 Results
A. Voxel Uniqueness
All voxels inside the hollow heart model were defined by a unique voltage triplet under
no-noise conditions. The minimum Euclidean potential distance between a voxel and its
neighbors inside the heart was 79 pV, indicating that an instantaneous noise magnitude of 39.5
pV would cause a single localization error. Although the skin depth (the penetration depth of
electromagnetic interference) at 10 kHz in the human torso is approximately 33.7 cm, the
standard deviation of typical normally-distributed environmental noise at 10 kHz is likely less
than 10 pV. Shielding may be used to reduce the noise level even further. Therefore, the
probability of encountering a noise magnitude sufficient to cause a catheter localization error in at
least one voxel in the heart model cavity is less than 0.02 %. Thus, each voxel in our torso model
may be considered distinguishable and unique even in the presence of an expected level of
environmental noise.
Effect of Incorrect Conductivity Assignment
Figure 6.11 shows the catheter localization errors resulting from a 17% error in the lung
conductivity used to model the potential distribution. The mean and 95% confidence interval of
the error is shown for 100 randomly-chosen voxels in regions at different distances from the
interior heart surface. The error is less than 2 mm with 95% confidence throughout the heart
cavity (including at locations touching the inner surface of the heart volume, where the mean
error is only 0.05167). This is satisfactory given the 2-3 mm accuracy desired for guidance of
cardiac ablation procedures. The mean of the error also appears to decrease with increasing
distance from the cardiac wall.
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Figure 6.11: The mean and the 95% confidence interval of the localization error, due to
a 17% error in the lung conductivity estimate, are shown for sets of 100 randomly-
chosen voxels inside the heart whose distances from the closest endocardial surface fall
between the tick-marks on the x axis
Effect of Anisotropy
Figures 6.12 and 6.13 show the mean and 95% confidence interval of the localization
error resulting from using an average scalar value to model the anisotropic cardiac and skeletal
muscles, respectively. The error is much less than 1 mm in the case of cardiac muscle, which may
be considered insignificant. However, in the case of skeletal muscle, the localization error at the
interior surface of the heart model has a mean value of 1.02 cm, with a 95% confidence value of
1.52 cm. Ablation requires guidance of the catheter close to or at the endocardial surface,
however Figure 6.13 indicates that errors of greater than 1 cm will likely be encountered in this
region. These results suggest that skeletal muscle anisotropy must be modeled if the BIG
Method's accuracy is not to be adversely affected.
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Figure 6.12 The mean and 95% confidence interval of the localization error,
resulting from assigning an average conductivity value to anisotropic cardiac tissue,
are shown for sets of 100 randomly-chosen voxels inside the heart model whose
distances from the endocardial surface fall between the tick-marks on the x axis
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Figure 6.13 The mean and 95% confidence interval of the localization error,
resulting from assigning an average conductivity value to a skeletal muscle
layer at the torso model surface, are shown for sets of 100 randomly-chosen
voxels whose distances from the endocardial surface fall between the tick-
marks on the x axis
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6.4.4 Discussion
We have applied the BIG Method to a torso model with realistic tissue layers in
numerical simulations. The results indicate that if the potential distribution inside the torso is
accurately modeled, the accuracy of intracardiac catheter localization will likely be limited only
by the finite (typically 1-2 mm) resolution of the MRI or CT image. Furthermore, if a
conductivity value that is incorrect but physiologically realistic is assigned to a tissue such as
lung (whose conductivity varies over a wide range), we might expect localization errors inside the
heart of only a few mm. Lastly, if a scalar conductivity is used in place of a tensor to model
skeletal muscle, the error may be greater than 1 cm at the endocardial surface.
If muscle fiber direction cannot be accurately determined using one of the approaches
described in Section 6.3.4, methods to overcome the effect of anisotropy may be considered. For
instance, the lookup table could be refined as data is acquired, or a different search method could
be employed to find the most suitable lookup table entry. Alternatively, an instrument with
multiple electrodes of known spacing could be used to determine the voltage gradients inside the
heart and adjust the modeled potential distributions appropriately. However, these methods may
require a calibration procedure, extended computation time or a special instrument design, which
would reduce the usability and attractiveness of the BIG Method. A more promising approach is
to stimulate the torso with frequencies at which muscle anisotropy is no longer evident.
Membrane capacitance has afrequency-dependent effect on the total transverse fiber impedance.
Above stimulation frequencies of 1 MHz, anisotropy is significantly reduced, and above 10 MHz
anisotropy disappears [80]. In addition, at MHz frequencies, the range of conductivity
measurements that is reported in the literature for all tissues is much narrower [80]. Therefore,
tissue conductivities could be assigned from the literature with greater confidence, or margins
could be used to constrain the conductivity values estimated from TI weightings. These findings
suggest that the accuracy of the BIG Method could be significantly improved by using
stimulation frequencies of 1 to 10 MHz.
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6.5 Conclusion
In this chapter, we described the implementation of the BIG Method using a finite
volume approach and the results of numerical simulations to test the method's accuracy.
Simulations of the four-electrode technique yielded potential distributions that closely
approximated those that would be measured in real tissues. Localization errors due to expected
levels of environmental noise and incorrect estimates of tissue conductivity were found to be less
than 1 mm. Anisotropy, however, was found to significantly reduce the BIG method's
localization accuracy if it was not accounted for. There are numerous, generally sub-optimal ways
by which the impact of anisotropy may be reduced. Alternatively, we could apply the BIG
Method to guidance of a minimally-invasive procedure in an anatomical region with less or no
anisotropic tissue. One such application is the guidance of breast biopsies.
Guidance accuracies will likely be far higher in the breast that in the heart, for multiple
reasons. Firstly, the average conductivity of breast tissue (0.001 S/cm as reported in the literature
[81]) is ten times lower than that of blood, and the surgical volume is smaller, resulting in larger
potential differences between neighboring voxels and therefore greater accuracy of catheter tip
localization. Furthermore, cardiac movement does not need to be accounted for and movement of
the breast itself can be minimized with methods commonly used in stereotactic guidance
procedures [82]. Lastly, the breast is fairly homogeneous and isotropic (it contains no skeletal
muscle). Therefore, the final aim of this thesis is to explore the application of the BIG Method to
the guidance of breast biopsies. The results and insights that we have described in this chapter
suggest that the BIG Method might attain greater accuracies than current biopsy guidance
technologies are able to, and at a fraction of the cost and safety risk.
128
7. Application of the BIG Method to Breast Biopsy
Guidance
7.1 Background
Breast cancer is the second-leading cause of death from cancer in American women [83].
It is diagnosed through biopsy of a suspicious lesion normally detected on palpation or through
routine mammography screening [84, 85]. The 5-year survival rate is estimated at 98% if the
cancer is detected in a localized state, but is only 27%- if distant metastases have occurred [86].
Therefore, accurate imaging and biopsy are vital to early diagnosis of the disease and survival of
the patient. Mammography and x-ray stereotaxis are frequently used to image and biopsy breast
lesions. However, the effectiveness of these imaging modalities is significantly lower in pre-
menopausal women, whose dense breast parenchyma reduces the visibility of lesions. Since
approximately one-quarter of patients with breast cancer are below the age of 40, improvements
in imaging and biopsy guidance could lead to significantly higher survival rates in this patient
cohort [87].
Ultrasonography can visualize a larger subset of lesions than mammography and is
widely used as a biopsy tool [82]. However, it requires excellent hand-eye coordination because
of the need to hold both the biopsy needle and the ultrasound transducer [88]. Furthermore, its
images are 2-D projections, therefore it is challenging to correctly localize the biopsy needle in 3-
D space. On the other hand, contrast-enhanced MRI provides a 3-D image of the breast and has a
sensitivity of greater than 90% in the detection of breast cancer [87]. It is sensitive to small
lesions and can successfully image dense breast tissue. As a result, MRI is often used as a breast-
cancer screening tool in high-risk younger women [89]. However, biopsy under MRI guidance
suffers from the drawbacks detailed in Chapter 1, and is generally only used in high-risk women
whose lesions cannot be imaged with any other imaging modality [90]. It is clear that a biopsy-
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guidance system that combines the sensitivity and 3-D imaging capability of MRI or CT with the
real-time monitoring potential, safety and low cost of ultrasound, would be invaluable.
The Bioelectrical Image Guidance Method could provide this unique combination, since
it localizes the surgical instrument in a highly-detailed MRI image of the breast, but does not
require expensive imaging technology onsite during the biopsy procedure itself. Since a lesion on
the MRI image is the target for breast biopsy, we must ensure that the lesion is in the same
location during imaging and guidance. We therefore envisage using a plastic or other MRI-
compatible frame to stabilize the breast in an identical way in both cases.
The final aim of this thesis was therefore to demonstrate the application of the BIG
Method to the guidance of a probe in a homogeneous model of the breast. Numerical studies were
used to test if each voxel could be uniquely identified in the presence of expected levels of
environmental noise. Phantom studies were then conducted to assess the experimental accuracy
of the BIG Method.
7.2 Methods
7.2.1 Breast Model
The human breast is composed mainly of fat, fibrous septa, and glandular structures, and
consists of approximately 32% water and 57% lipids [91]. Breast tissue has been modeled in
Electrical Impedance Spectroscopy (EIS) studies as a homogeneous medium with conductivity
between 0.001 and 0.01 S/cm [81, 83]. In this study of the BIG Method, the breast was modeled
as a homogeneous volume conductor with a conductivity of 0.001 S/cm. Since the breast will be
compressed into a rigid structure to prevent movement during probe guidance, it was modeled as
a cuboid with dimensions 9.5 x 9.5 x 7 cm.
Electrodes were positioned on the breast model at the locations indicated in Figure 7.1.
Voltage gradients across the volume conductor are larger if the inter-electrode axis (the vector
between one electrode pair) passes through its center. Furthermore, the smaller the dot product
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between the three inter-electrode axes, the greater the Euclidean potential distance (defined in
Section 6.4.2) between adjacent voxels will be. However, surface electrodes may not be applied
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Figure 7.1 Homogeneous Breast Model with electrodes placed on its vertical surfaces
to the interior base of the breast. Therefore electrodes were positioned on the vertical surfaces of
the breast model only, but in a configuration that provided 3-D localization (and such that the
electrodes in each set were diametrically opposite from one another).
7.2.2 Assessment of Voxel Uniqueness
If each voxel in the breast is identifiable by a unique voltage triplet, the accuracy of the
BIG Method is limited only by the resolution of the MRI or CT image. To assess voltage triplet
uniqueness in the breast model in Figure 7.1, potential distributions were modeled at a resolution
of 1 mm for stimulation currents of 0.025 mA. Voltage triplets were compared by computing the
Euclidean potential distance, Vd, between a voxel and each of its neighbors for all locations in the
model:
Vd = V(Vx, -Vx 2)2 +(Vy1 -Vy 2 )2 +(VzI -Vz 2) 2
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where [Vxj, Vy1, Vzz] and [Vx2, Vy2, Vz2] are the voltage triplets corresponding to a voxel and its
neighbor. The minimum Euclidean potential distance in the breast model was then found. As
described in Section 6.4.2, this minimum distance is equal to twice the instantaneous noise
magnitude that could result in a single probe localization error. It therefore indicates the
localization accuracy that could be realistically achieved in the model in the presence of expected
levels of random noise.
7.2.3 Phantom Model Studies
A. Experimental Setup
\ Phantom Mot
3-D Positioning System
Figure 7.2 Phantom Model Guidance System
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Phantom studies were conducted to evaluate the accuracy of the BIG Method as an
experimental guidance system. The phantom consisted of an open cubic acrylic tank, 9.6 cm x 9.6
cm x 7 cm, containing a saline solution of conductivity 0.001 S/cm. Three pairs of surface
electrodes were inserted through the walls of the phantom at the positions indicated in Figure 7.1,
such that their tips lay flush against the interior surface. Each electrode was sealed in place to
prevent leakage. Platinum electrodes were used to prevent electrode corrosion.
B. Current Simulation
A 10 kHz sinusoidal signal from a National Instruments PCI-52 11 function generator was
converted by a voltage-controlled current source (VCCS) into a sinusoidal current of fixed peak
amplitude 0.025 mA, as, shown in Figure 7.2. The current was routed to each of the three
electrode pairs in turn using switches. Stimulation of the electrode pairs was time modulated,
rather than frequency modulated, to prevent frequency-dependent effects from contributing to
localization errors.
C. Voltage Measurement
Potentials generated in the phantom model were measured with an electrode at the tip of
a probe, as shown in Figure 7.2. The probe was mounted on a 3-D positioning system, so that the
user could measure its position with an accuracy of 0.2 mm. The probe signal was passed to an
isolation amplifier with unity gain and then digitized using a National Instruments PCI-5401 A/D
card at a sampling rate of 108 Hz. The amplitude of the sine wave at 10 kHz was determined from
the FFT of the digitized signal.
As shown in Figure 7.3, the potential distribution in the phantom due to a single electrode
pair was referenced to a positive voltage. In addition, the layer of capacitance at the interface
between the electrolyte and the negative current stimulation electrode caused a voltage offset
[92]. As a result, the true potential distribution in the phantom differed from the modeled
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potential distribution by an unknown offset voltage. To estimate the magnitude of this offset a
signal from a reference electrode was used (as shown in Figure 7.2, positioned at x = 1 cm, y = 0
cm, z = 3.6 cm). The reference signal was passed to an isolation amplifier and the sine wave
amplitude at 10 kHz was estimated from the signal's power spectrum. Since the reference
electrode was used solely for voltage measurement, no charge layer was created at the electrode-
electrolyte interface; therefore, the offset value was estimated as the difference between the
modeled and measured potential at the reference electrode location. The offset value was
calculated for each stimulation and its value was added to the lookup table entries for the relevant
set of electrodes.
Measurement noise was reduced to a standard deviation of 2.5*1 0-5 V using several
methods. Circuits were constructed with twisted pairs, short wires, and bypass capacitors. In
addition, care was taken to ensure appropriate grounding and a fan was used to minimize the
temperature variations of the system electronics. Measurement fluctuations were also reduced by
sampling at a high rate and calculating the sine wave amplitude from the FFT of the signal.
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Figure 7.3: Stimulation and Measurement System
C. Graphical User Interface
A graphical user interface (GUI) automated the processes of current generation, signal
measurement and probe localization. The user could control stimulation frequency, current
amplitude, and data acquisition parameters such as sampling rate from the interface. The probe
and reference signals, and their power spectra, were displayed to allow real-time monitoring of
signal quality. The trend in the 10 kHz sine wave amplitude measured at the probe tip was also
shown. The estimated position of the probe tip was displayed both graphically on a three-
dimensional display, and numerically in precise coordinates.
D. Experimental Method
Prior to insertion of the probe, the conductivity of the phantom was measured using the
four-electrode technique. Since electrode material, dimension and separation significantly affect
the conductivity estimate [93], the measured value was refined in software using an iterative
method that compared measured and modeled potentials at two locations within the phantom, and
adjusted the estimate of the conductivity until their difference was less than 10- V (lower than the
noise level in the system). The potential distributions in the tank due to currents of amplitude
0.025 mA were then modeled for voxels of side Imm, and a voltage lookup table was generated.
The probe was then inserted into the phantom. The slight difference in amplifier gain
between the probe and reference channels was automatically controlled for in software by
multiplying the reference signal by a constant factor determined in an automatic calibration
procedure. Currents were then applied to each of the surface electrode pairs in turn. As expected,
capacitance layers formed at the interface between the electrolyte and active current stimulation
electrodes [92]. Consequently the potential distribution in the phantom was left to reach steady-
state (approximately 90 seconds) before a voltage measurement was taken. The location of the
probe tip was found by comparing its measured potentials with the entries in the lookup table.
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The localization error distribution over the full phantom volume could be estimated by
taking measurements in only one-half of the volume, due to the symmetry of the electrode
configuration. Therefore, the BIG Method was used to estimate 108 positions of the probe tip in
half of the tank. The estimated and actual positions of the probe tip were compared for all 108
positions, yielding a three-dimensional localization error distribution for the phantom model.
F. Effect of an Incorrect Conductivity Estimate
The localization error due to using an incorrect conductivity estimate to model the
potential distribution was also assessed. Potentials were modeled for conductivities equal to 1.02,
1.05 and 1.1 times the correct conductivity. In each case, the locations of 108 positions of the
probe tip were estimated by comparing the measured potentials with the modeled distributions.
The 3-D localization error distributions were then calculated.
7.3 Results
7.3.1. Voxel uniqueness
All voltage triplets in the breast model were unique under no-noise conditions.
Furthermore, the minimum Euclidean potential distance between adjacent voxels was 53 AV for
all voxels located more than 4 mm from the vertical surfaces of the phantom and more than 7 mm
from the horizontal surfaces. Therefore, an instantaneous noise magnitude of 26.5 pV would
cause a single localization error within this volume.
7.3.2. Accuracy of Probe Localization in the Phantom Model
The 3-D distribution of the localization error in the breast model is shown in Figure 7.4.
The distribution is displayed for the sake of clarity as 6 x-y planes at different z values. The
localization error at probe positions near the center of the phantom and the surface electrodes was
less than 2-3mm. At positions in the model where the voltage gradients due to all three electrode
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sets was small (e.g. near the horizontal surfaces of the phantom), the error increased to greater
than lcm. As shown in Figure 7.5, the localization error was principally in the z direction: the
error in x and y only was less than 1 mm at many locations in the model. This was expected since
the inter-electrode axis of electrode pair 3, which localized the probe tip in the z direction, was
not oriented parallel to the z-axis. Consequently, the voltage gradient - and the localization
accuracy - were lower in the z direction than in x and y. It is further evident that localization error
was lower in the x direction than in the y direction. This was due to the contribution of the 3rd
electrode pair to localization along the x axis.
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Figure 7.4 3-D Distribution of the Probe Localization Error in the Phantom Model of the Breast.
The distribution is displayed as a set of 6 x-y planes (from z= 1cm near the base of the phantom to
z=6 cm near the top).
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Figure 7.5 3-D Distribution of the Probe Localization Error in the Phantom Model of the Breast
in the x and y directions only
7.3.3. Effect of Using an Incorrect Conductivity Value
Figures 7.6 a-c show the probe localization accuracies resulting from 2%, 5% and 10%
errors in the phantom model's estimated conductivity. In the case of 2% and 5% errors, the probe
may still be localized with an accuracy of 2-3 mm near the center of the tank. However, a 10%
error in the conductivity estimate results in localization errors of at least 3-5mm at many locations
in the phantom.
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Figure 7.6a 3-D Distribution of the Probe Localization Error in the Phantom Model resulting
from a 2% error in the conductivity estimate
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Figure 7.6b 3-D Distribution of the Probe Localization Error in the Phantom Model
resulting from a 5% error in the conductivity estimate
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Figure 7.6c 3-D Distribution of the Probe Localization Error in the Phantom Model resulting
from a 10% error in the conductivity estimate
7.4 Discussion
We have demonstrated in numerical simulations and phantom studies that the
Bioelectrical Image Guidance Method may be used to localize a probe to within 2-3 mm of its
actual location at many positions in a simple homogeneous model of the breast. Localization
errors were smallest near the center of the phantom, where other guidance technologies are
generally less able to accurately localize the lesion or position a probe tip. Near the surfaces of
the phantom, localization errors were in many places higher than 0.5 cm; however, since
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superficial lesions in the breast are easy to target with current biopsy guidance technologies (such
as ultrasound), these errors are not of great importance.
An instantaneous noise magnitude of 26.5 iV was estimated as the value that would
cause a single localization error in the volume more than 4 mm from the phantom's vertical
surfaces and more than 7 mm from its horizontal surfaces. The standard deviation of the expected
level of environmental noise at 10 kHz in a surgical suite is approximately 10 pV. However, the
standard deviation of the measurement noise in the phantom studies was 25 pV. Therefore, while
an instantaneous noise magnitude of 26.5 RV is unlikely to be encountered in a hospital
environment using a commercially-developed system, measurement noise was likely responsible
for localization errors of at least 1 mm at some locations in the phantom model. To reduce the
likelihood of localization errors due to measurement noise, the amplitude of the applied current
could be increased by a factor of 40 before the safety limit of 1 mA is reached. While the estimate
of 26.5 pV held only for the phantom volume more than 4 mm from the vertical surfaces of the
phantom, and more than 7 mm from the horizontal surfaces, it is still applicable since breast
biopsies guided using the BIG Method would likely target lesions more than 7 mm from the
surface of the breast which are more critical targets for minimally-invasive biopsy.
In addition to measurement noise, stray capacitance and a slight inaccuracy in the
conductivity estimate may have contributed to localization errors measured in the phantom
studies. H20 electrolysis generated air bubbles on the electrodes that could distort the electric
fields in the phantom and lead to localization errors; bubbles were frequently checked for and
removed when found. Furthermore, the distortion of the electric field due to the surgical
instrument itself is not modeled in the BIG Method, since it is dependent on instrument position
and orientation. The unmodeled distortion would have had a variable effect on the localization
error which depended on the position of the probe.
The much larger localization error in the z direction than in the x-y plane was likely for
two reasons. Firstly, electrode set 3 was not oriented along the z axis, therefore accuracy was
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inevitably reduced in this direction. In addition, evaporation and menisci distorted the phantom
volume close to the location of electrode 3+; the accuracy of the potential distribution due to
electrode pair 3 was consequently worse than that of electrode pairs I and 2. To increase
localization accuracy in both the z and y directions, a fourth electrode pair oriented along the y
axis and angled similarly to electrode pair 3 with respect to the x-y plane might be added. One
electrode could also be placed on a horizontal surface of the phantom model (and the other on a
vertical surface) to increase the localization accuracy in the z-direction. In addition, using a closed
phantom model would eliminate menisci and minimize evaporation.
Our results imply that localization accuracy of the biopsy needle may be satisfactory even
if there is a 5% error in the conductivity estimate. This is encouraging since breast tissue is
composed mainly of fat, whose conductivity varies slightly with the hydration level of the
subject. Therefore, small errors in the estimated conductivity of breast tissue might be expected.
7.5 Conclusion
We have described the development of the BIG Method from concept to experimental
guidance system. The BIG method procedure has three components: the first is the generation of
a conductivity map from a three-dimensional anatomical image; the second is the generation of a
look-up table based on the conductivity distribution; and the third is the guidance of a probe
within the surgical volume using the lookup table. We have focused on the second and third
components. Current flows in the surgical region were modeled using a finite volume method, the
accuracy of the method was evaluated by simulating the four-electrode technique, the effects of
noise, incorrect conductivity assignment and anisotropy on localization error were investigated in
numerical studies, and an experimental guidance system was built and tested in a phantom model.
We have concentrated on the application of the BIG method to intracardiac and breast
biopsy guidance. However, the algorithm may be applied to the guidance of any surgical
procedure, if a 3-D MRI or CT image of the surgical region is available. Our results indicate that
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tissue anisotropy has a significant effect on the accuracy of the BIG method, therefore surgical
guidance may be more accurate if the method is used in an anatomical region with little or no
muscle. However, if conductivities can be precisely determined even for electrically anisotropic
regions, the BIG Method may be applied; for instance, accurate guidance of neurosurgical
procedures may be possible, since Diffusion Tomography MRI can rapidly and accurately
estimate 3-D directional conductivities in the brain [94-96]. Thus, the BIG Method may one day
be used as an accurate and inexpensive guidance technology for a diverse range of minimally-
invasive procedures.
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8. Summary and Future Direction
8.1 Thesis Summary
Minimally-invasive surgery allows treatment to be administered with a minimum of the
pain and morbidity that once more often resulted from the trauma of accessing the surgical site
than the treatment itself. However, surgery may be ineffective if either the instrument or its
intended target is not accurately imaged. In this thesis, we have developed two novel algorithms
for accurate real-time guidance of a surgical instrument. The first, the Inverse Solution Guidance
Algorithm, utilizes a single equivalent moving dipole model of electrical activity to localize both
the exit site of a re-entrant circuit and the tip of a specially-designed ablation catheter. The
second, the Bioelectrical Image Guidance Method, is based on the application of a finite volume
method to a conductivity distribution derived from a 3-D MRI or CT image. The location of the
surgical instrument is estimated from potentials measured at the instrument's tip, and is then
displayed in the 3-D anatomical image.
Prior to this thesis, ISGA's ability to localize a stationary dipole source had been
evaluated in numerical simulations and in a swine model [54-58]. No previous work had been
conducted on the BIG Method. The aim of this thesis was to develop ISGA and the BIG Method
from theoretical guidance methods to experimental guidance systems. For I SGA, the first stage in
this process was to examine the effect of dipole orientation on the algorithm's accuracy. Our
results suggested that the error in the guidance of the catheter tip to the site of an arrhythmogenic
dipole might be more than 1 cm if their dipole moments were not aligned. Subsequently, a
method was developed to overcome the effect of dipole orientation, such that a moving,
randomly-oriented catheter tip in a spherical bounded torso model could be guided to within 1.5
mm of a stationary dipole. Next, catheter guidance studies were conducted in a phantom model.
ISGA guided the catheter tip to the site of a co-oriented stationary dipole with an accuracy of
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significantly less than 1 mm in all 15 experiments in a homogeneous phantom and in 14 out of 15
experiments in an inhomogeneous phantom. This is well within the accuracy required for radio-
frequency ablation procedures. Lastly, software and guidance algorithms were developed to test
ISGA in-vivo. The software displays body-surface signals in real-time, guides the user through an
analysis of the VT waveform, and facilitates the catheter guidance process by matching features
in the dipole trajectories generated by the VT and by catheter stimulation. This software will be
used in the first phase of animal experiments.
The second part of this thesis involved the implementation and development of the BIG
Method. The accuracy of the finite volume method was assessed in numerical simulations of the
four-electrode technique; the difference between potentials in real tissue and the model was
determined to be less than 1%. Catheter localization in inhomogeneous and anisotropic torso
models was also assessed in numerical simulations. Localization errors due to expected levels of
environmental noise and incorrect conductivity assignment were found to be of only a few
millimeters. However, inaccurate modeling of skeletal muscle anisotropy was found to cause
errors of more than 1 cm. Given this result, the relatively homogeneous, isotropic breast was
considered a simpler anatomical site for the initial clinical application of the BIG Method.
Method accuracy was subsequently assessed in both numerical simulations and a phantom model
of the breast. We demonstrated that the BIG Method could localize a probe to within 2-3 mm of
its actual location at many positions in a simple homogeneous model of the breast. Even with a
5% error in the estimated conductivity, the BIG Method could still localize the probe tip with an
accuracy of 2-3 mm near the center of the phantom.
8.2 Future Direction
8.2.1 Inverse Solution Guidance Algorithm
Development of ISGA will continue in extensive animal studies. Two catheter guidance
algorithms will be tested. The first will be the Pace Mapping Method described in Chapter 5. The
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Pace-Mapping Method may be used in the context of either fast or slow VT. The second
algorithm will be the Cardiac Signal Comparison (CSC) Method described in Chapter 3, utilizing
an ablation catheter with multiple tip dipoles. This method may only be used if the VT period
contains an isoelectric interval, since it does not compensate for the presence of remote electrical
activity. Both guidance algorithms will be tested in approximately 20 swine.
Several challenges may be encountered in the animal studies. Firstly, the number of
useful animals in the chronic MI study group may be lower than anticipated. Although the
infarction model described in this thesis has been successfully implemented by the Cohen lab in
the past, we expect a 33% attrition rate of post-MI animals due to lethal arrhythmias.
Furthermore, monomorphic VT may be inducible in only 50% of the surviving animals. Thus, we
anticipate that only one in three post-MI animals will provide inducible monomorphic VT [97,
98]. Ifpolymorphic VT is encountered, we may attempt to treat it by ablating each reentrant path
in turn. Single periods of the VT may be imaged and their foci ablated, until VT is no longer
inducible.
The epicardial-pacing study may also pose an experimental challenge. Pacing energy will
originate in the epicardium or mid-myocardium while catheter movement will be limited to the
endocardial surface; therefore, the user will not be able to bring the catheter tip and pacing site
into contact. Consequently, the dipoles corresponding to the pacing source and catheter tip will
not be superposable. The user should instead deliver ablative energy when the dipoles have been
guided as close together as possible and resistance to further catheter advancement is felt.
However, since ablation burns are less than 7 mm deep, even if the catheter tip is positioned
directly above the epicardial electrode, ablative energy may not penetrate as far as the pacing site.
Hence, energy from the pacing electrode may still capture the surrounding tissue, implying
incorrect placement of the ablation catheter. Therefore to accurately evaluate guidance accuracy,
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the locations of the ablation lesions and the pacing sites must be compared in post-mortem
studies.
Next, a catheter will need to be designed and manufactured that may be used in studies of
both the Combined Signal Comparison Method and the Pace Mapping Method. Four electrodes
should be arranged at the tip such that three linearly-independent dipoles may be generated
between them. One electrode must also be able to deliver supra-threshold stimulation and ablative
energy to the cardiac tissue. In addition, since intracardiac signals provide valuable insight into
whether tissue is scar or normal, one or more of the electrodes should also be able to record local
electrical activity. It will be challenging to engineer a catheter that follows standard safety
regulations and whose electrodes may be used for such a diverse range of purposes.
In addition to development of the catheter, several other issues must be addressed before
the CSC Method may be used in-vivo. Firstly, error due to volume conductor variations must be
minimized. Therefore the catheter tip must be imaged at approximately the same point in the
respiratory and cardiac cycle as the arrhythmogenic dipole. Since the VT exit site is active at end-
diastole by definition, the body-surface potentials due to the catheter tip dipoles should be
recorded just prior to the QRS. This will require an accurate QRS detection method. Volume
conductor variations due to respiration may be minimized by controlling the animal's breathing
pattern using a respirator.
In addition, generation of the catheter tip dipoles must be either frequency or time
modulated. Frequency modulation has the advantage that the dipoles are generated
simultaneously, minimizing error due to volume conductor variation. Furthermore, since catheter
tip currents are continuous, transients are prevented. However, the torso's complex impedance
affects body-surface potentials in a frequency-dependent manner. Therefore, three stimulation
frequencies must be chosen such that the frequency responses to them are almost identical.
Candidate frequencies may be found either through a literature search or through in-vivo
experiments. The body-surface potentials should be modeled in a realistic torso model (such as
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that developed by Thom Oostendorp et al. [59, 99]) to confirm that guidance accuracy will not be
affected by using the chosen frequencies.
8.2.2 Bioelectrical Image Guidance Method
Development of the Bioelectrical Image Guidance Method will continue with phantom
studies in inhomogeneous and anisotropic models. Our results in the homogeneous model suggest
that the addition of a fourth surface electrode pair could significantly improve overall localization
accuracies in the phantom model. If it is added, this electrode pair should be vertically separated
and oriented along the y axis. To simulate inhomogeneities, solid objects with a wide range of
conductivities may be created using agar and different concentrations of ionic compounds such as
NaCl or CuSO 4 [100]. Electrically anisotropic material is harder to synthesize. While electrically
anisotropic polymers exist [101], they are expensive and difficult to manufacture. Therefore, we
may use excised muscle tissue sections to assess the accuracy of the BIG Method in the presence
of anisotropy.
The impact of stimulation frequency on the significance of anisotropy must also be
tested. While the system described in Chapter 7 is able to generate, digitize, and measure signals
with frequencies up to 8 MHz, its accuracy is diminished by the non-linearity of wire-wound
resistors above 50 kHz. A printed circuit board should be manufactured so that thin-film resistors,
which have a flat frequency response up to many MHz, may be used.
Other methods to reduce the effect of anisotropy may also need to be explored, such as
using an instrument with multiple electrodes of known spacing to more accurately estimate the
instrument position. This is an especially attractive in the case of breast biopsy given the rigidity
of the biopsy needle. We envisage a needle bearing point electrodes at 1 or 2 mm intervals along
its shaft. Once the needle is inserted, the depth of the tip can be ascertained by measuring the
impedance between adjacent electrodes along the needle (the tissue surface will be indicated by
an infinite resistivity between the electrodes on either side of it). If the needle is inserted at a pre-
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defined location on the breast surface, tip depth can then be used to automatically constrain the
range of possibilities in the lookup table search. If voltage triplets are measured at multiple sites
along the needle, the known spacing between the measurement sites may be used to constrain the
search further. Once the location of the tip has been estimated, the lookup table may be modified
to more accurately represent the true potential distribution. Thus, the lookup table becomes more
accurate as data is acquired.
After the effect of anisotropy has been minimized, an algorithm to estimate tissue
conductivities from MRI or CT images must be developed. One potential algorithm has been
described in Section 2.2.2. In this method, tissue conductivity is determined from the relationship
of water content to TI weighting [64]. Since fat and cortical bone generate significant contrast
despite their low water permittivity values, these tissues must be segmented from MRI images
and assigned appropriate values from published data [65]. Intensity inhomogeneities (which result
from limitations in scanner equipment and cause a shading effect to appear over an image) will
need to be accounted for, and a method to automatically segment fat and cortical bone from other
tissues must be developed. Once the conductivity distribution in the surgical volume can be
accurately estimated from anatomical images, the BIG Method may be tested in heterogeneous
MRI phantoms [102] or in-vivo.
8.3 The Future of the BIG Method and ISGA
There is a tremendous need for effective treatment of ventricular tachycardia in patients
who suffer from heart disease [10, 11]. Radio-frequency ablation is currently the treatment of
choice for VT, since it may either abolish the arrhythmia entirely or substantially reduce the
number of ICD discharges the patient will experience [20-22]. However, hemodynamically
unstable VT is often untreatable due to- the limitations of currently-available technologies. For
instance, CartoMerge TM - the most advanced of these technologies - localizes the ablation
catheter tip within an anatomically-detailed image of the heart, but does not image the source of
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the arrhythmia. Instead, ablation sites are found after extensive mapping of the electrical substrate
and multiple observations of arrhythmic activity. A technology that could rapidly and accurately
guide the cardiologist towards the optimal site for ablation within a detailed anatomical image of
the heart would be invaluable.
Therefore, a combination of ISGA and the BIG Method would provide a powerful tool
for ablative therapy. ISGA guides the user to the exit site of a reentrant circuit by imaging the
location of the ablation catheter relative to its target. It may be used in the 90% of VT patients
with hemodynamically unstable arrhythmias. The BIG Method, on the other hand, displays the
location of the ablation catheter within a detailed image of the cardiac anatomy, but does not
localize the reentrant circuit exit site. A combination of ISGA and the BIG Method would present
the locations of both the catheter tip and the arrhythmic source within a highly-detailed image of
the heart. This technology would allow radio-frequency ablation treatment to be administered not
only more accurately, but also to a much wider segment of the population affected by VT.
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