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4Zusammenfassung
Bei der Analyse von Daten sind visuelle Repra¨sentationen der Informationen
ein etabliertes Hilfsmittel. Bisher wurde diese in der Regel fu¨r eine bestimm-
te Ausgabeumgebung erzeugt. Heute verwendet man aber zunehmend Multi-
Display-Umgebungen wie Smart-ad-hoc-Environments zur Ausgabe der visu-
ellen Repra¨sentation. Diese zeichnen sich durch selbststa¨ndige Aktionen und
eine Dynamik der verwendeten Gera¨te aus. Diese Eigenschaften stellen eine
wesentliche Herausforderung dar, da die visuelle Ausgabe On-the-Fly an die
Gera¨te angepasst werden muss.
Ziel dieser Dissertation ist daher die Entwicklung von Problemlo¨sungen fu¨r
eine adaptive Informationsvisualisierung in Smart-ad-hoc-Environments un-
ter besondere Beru¨cksichtigung der Gera¨tedynamik.
Dafu¨r sind in erster Linie verschiedene Adaptionsmechanismen erforderlich,
die den Erzeugungsprozess der visuellen Repra¨sentation an unterschiedliche
Ausgabegera¨te anpasst. Die entwickelten Mechanismen basieren auf einem
Operator Pipeline Modell, welches zur Generierung der visuellen Repra¨sen-
tationen genutzt wird. Zur Auswahl geeigneter Adaptionsmechanismen aus
dem Datenraum, Darstellungsraum oder dem Mapping – entsprechend der
Stufen des Pipeline Modells – wurde ein Konzept auf der Basis eines Ent-
scheidungsbaums entworfen.
Wird das Operator Pipeline Modell verwendet, kann einer Adaption auf der
gesamten visuellen Repra¨sentation erfolgen oder nur auf einem lokal begrenz-
ten Bereich. Letzteres wird durch das Konzept der Intelligente Linsen rea-
lisiert. Intelligente Linsen ko¨nnen als Filter aufgefasst werden, die sich auf
allen Stufen der Pipeline einsetzen lassen und eine lokale Modifikation des
Generierungsprozesses erlauben. Dabei ko¨nnen prinzipiell komplexe Linsen
als Kombinationen von einfachen Linsen realisiert werden. Somit stellen in-
telligente Linsen ein hoch flexibles Werkzeug zur lokalen Adaption dar.
Weiterhin kann zwischen ra¨umlichen und zeitlichen Adaptionen unterschie-
den werden. Als ein Repra¨sentant einer zeitlichen Adaption wurde die pro-
gressive Informationsdarstellung untersucht. Dabei werden bei der Adaption
der visuellen Repra¨sentation an die unterschiedlichen Ausgabegera¨te von die-
sen nur so viele Daten verarbeitet und ausgegeben, wie sie auch darstellen
ko¨nnen.
Zur Realisierung der Konzepte wurde ein Framework auf der Basis einer
serviceorientierten Architektur entwickelt, welches das ad-hoc Verhalten der
Gera¨te beru¨cksichtigt und dabei die visuelle Repra¨sentation an unterschied-
liche Gera¨te On-the-Fly anpasst.
5Abstract
The visual representation of information has become a well-established tool
for data analysis. So far, such representations have generally been created for
a specific output device. Nowadays, multi-display environments like smart
ad-hoc environments see increasing use for data analysis activities. They are
characterised by autonomous actions and a dynamic set of used devices. The-
se properties present a major challenge since visual output must be adapted
to different devices on-the-fly.
This dissertation’s objective is therefore to develop solutions for adaptive in-
formation visualisation in smart ad-hoc environments with particular regard
to the device set’s dynamic.
This primarily requires several adaption mechanisms to adapt the generating
process of a visual representation according to the requirements of different
output devices. The mechanisms proposed in this thesis are based on an ope-
rator pipeline model of the generation process. To select appropriate adaption
mechanisms for data space, visual mapping or view space – corresponding to
subsequent pipeline stages –, a concept for a suitable decision tree has been
developed.
Using the operator pipeline model, adaption can be performed on the entire
visual representation or only within a locally constrained region. The latter
is enabled by the concept of Smart Lenses. Smart Lenses can be seen as
pluggable filters that allow to locally modify the representation generation
process on all pipeline stages, whereas complex modifications can be attai-
ned by combination of several simple lenses. Thus smart lenses are a highly
flexible tool for local adaption.
Furthermore, spatial and temporal adaption can be distinguished. As a re-
presentative for temporal adaption, progressive information visualisation was
examined. Thereby, different output devices process and show only as much
data as they can display effectively.
To substantiate the practical applicability of the proposed concepts, a frame-
work based on service-oriented architecture was developed. This framework
accounts for the devices’ ad-hoc properties, thus facilitating on-the-fly adap-
tation of visual representations to various devices in a smart ad-hoc environ-
ment.
Key-Words: Information Visualization, Smart ad hoc Environments, Service-
Oriented Architecture, Device Adaptation, Multi-Display-Environment
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Kapitel 1
Einleitung und Motivation
1.1 Motivation und Zielstellung
In unserer heutigen Informationsgesellschaft nimmt die Gro¨ße der Datensa¨tze
sta¨ndig zu. So sendet beispielsweise der Earth-Orbiting-Satellite ta¨glich meh-
rere Terabyte an Daten zur Erde [SML04]. An der New Yorker Bo¨rse wurden
bereits 1995 ta¨glich durchschnittlich 300 Millionen Transaktionen abgewi-
ckelt [New95]. Aus den akquirierten Daten mu¨ssen die relevanten Informatio-
nen extrahiert werden. Dies ist durch eine numerische Darstellung der Daten
nur schwer zu realisieren. Es sind also neue Strategien erforderlich, um eine
effiziente Verarbeitung dieser immensen Datenmengen zu gewa¨hrleisten.
Im umrissenen Problemfeld, der Analyse großer Datenmengen, sind visuelle
Repra¨sentationen der Informationen ein etabliertes Hilfsmittel. Die visuelle
Repra¨sentation wird schrittweise aus Rohdaten erzeugt. Hierbei werden die
fu¨r den Benutzer relevanten Informationen visuell veranschaulicht und sind
dadurch intuitiv wahrnehmbar.
Bisher wurden visuelle Repra¨sentationen von Daten in der Regel fu¨r einen
Nutzer und eine bestimmte Ausgabeumgebung erzeugt. Dieses Szenario kann
als Single-Display- und Single-User-Umgebung beschrieben werden. Heute
verwendet man zunehmend mehrere visuelle Ausgabegera¨te gleichzeitig und
verknu¨pft diese miteinander [AE06, WLSS09]. In aktuellen Untersuchungen
der Informationsvisualisierung werden deshalb neben der Single-Display/Sin-
gle-User-Umgebung zunehmend auch die Multi-Display/Multi-User-Umgeb-
ungen beru¨cksichtigt [WLSS09].
Smart-ad-hoc-Environments [CD07] erweitern die Multi-Display-Umgebung-
en, um zwei wichtige Aspekte
”
Smart“ und
”
ad-hoc“. Der Aspekt Smart
beschreibt in diesem Zusammenhang die Fa¨higkeit, selbsta¨ndig Daten zu
sammeln und anzuwenden [CD07] und stellt die vorrangige Herausforde-
11
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rung in Smart Environments dar. Dafu¨r verfu¨gen Smart Environments neben
den klassischen Bestandteilen einer Multi-Display-Umgebung zusa¨tzlich u¨ber
Sensoren. Die Sensordaten und geeignete Analyse- und Vorhersagemethoden
ermo¨glichen einer Smart-Environment auf die Situation angepasst zu reagie-
ren.
Der Begriff ad-hoc impliziert eine gewisse Dynamik im System. In dieser
Arbeit wird die Dynamik der Gera¨te betrachtet. Dynamische Gera¨te sind
dadurch charakterisiert, dass sie jederzeit zu den bereits in der Umgebung
vorhandenen Gera¨ten hinzukommen ko¨nnen oder diese wieder verlassen. Das
stellt eine weitere Herausforderung fu¨r die Informationsdarstellung in Smart-
ad-hoc-Environments dar, da die visuelle Ausgabe On-the-Fly an aktuelle
Gera¨te angepasst werden muss.
Die besonderen Eigenschaften der Smart-ad-hoc-Environments erfordern neue
Konzepte fu¨r die Informationsvisualisierung. Dieses Problem ist bisher in der
ga¨ngigen Literatur kaum thematisiert worden.
Das Ziel dieser Dissertation ist deshalb die Entwicklung von Problemlo¨sungen
fu¨r eine adaptive Informationsvisualisierung in Smart-ad-hoc-Environments
unter besonderer Beru¨cksichtigung des ad-hoc Charakters.
Aus der formulierten Zielstellung ergeben sich fu¨r diese Arbeit zwei Schwer-
punkte:
Entwicklung neuer Adaptionsmechanismen: In erster Linie sind Adap-
tionsmechanismen notwendig, die den Erzeugungsprozess der visuellen Re-
pra¨sentationen an unterschiedliche Ausgabegera¨te anpassen.
Stehen unterschiedliche Adaptionsmechanismen zur Auswahl, muss entschie-
den werden, welche von diesen in der gegebenen Situation am besten geeignet
sind. Es ist ein Konzept zu entwickeln, wie automatisch ada¨quate Anpassun-
gen durchgefu¨hrt werden ko¨nnen.
Diese Adaptionsmechanismen ko¨nnen sich sowohl auf die Anpassung der ge-
samten visuellen Repra¨sentation als auch auf die Vera¨nderung lokal begrenz-
ter Bereiche beziehen. Außerdem la¨sst sich die Adaption sowohl durch ra¨um-
liche Anordnung als auch durch zeitliche Anordnung, insbesondere durch eine
progressive Darstellung erreichen.
Konzipierung und Umsetzung eines Frameworks zur dynamischen
Informationsdarstellung in Multi-Display-Umgebung: Zur Umsetzung
der entwickelten Konzepte sind der Entwurf und die Implementierung eines
Frameworks erforderlich, das als Software-technische Basis zur Informa-
tionsdarstellung in Smart-ad-hoc-Environments genutzt werden kann und
die entwickelten Adaptionsmechanismen bereitstellt. Flexibilita¨t, Erweiter-
barkeit und Robustheit sind wesentliche Eigenschaften des Frameworks.
Insbesondere muss dabei die in Smart-ad-hoc-Environments gegebene Dyna-
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mik der Gera¨te beru¨cksichtigt werden.
Die vorliegende Dissertation ist in das Umfeld des GRK MuSAMA (Multi-
modal Smart Appliance Ensembles for Mobile Applications) [MuS09] ein-
gebettet. MuSAMA untersucht grundlegende Forschungsfragen, die in Smart-
ad-hoc-Environments und hierbei speziell in Smart-Meeting-Rooms [BRH+08]
eine Rolle spielen. Smart-Meeting-Rooms haben die Aufgabe, Meeting von
mehreren Personen zu unterstu¨tzen. Bisher hierfu¨r beschriebene Szenarien
sehen Vortra¨ge, aber auch wissenschaftliche Diskussionen als Anwendun-
gen vor [EK05]. Im Rahmen der hier vorliegenden Arbeit wird das Problem
der Informationsdarstellung in Smart-Meeting-Rooms behandelt, wobei sich
zwangsla¨ufig auch Querverbindungen zu den Themenstellungen anderer Sti-
pendiaten ergeben. Darauf wird im Verlauf der Arbeit noch genauer einge-
gangen.
1.2 Ergebnisse und Struktur
Zu den in Abschnitt 1.1 genannten Zielstellungen wurden in dieser Dissertati-
on folgende Lo¨sungsansa¨tze erarbeitet: Das Hauptziel ist die automatische
Adaption von Informationsdarstellungen an heterogene, dynamische Aus-
gabegera¨te.
Dafu¨r wurden unterschiedliche Adaptionsmechanismen erarbeitet. Um zu
entscheiden, wann welcher Adaptionsmechanismus eingesetzt wird, ist ein
Konzept auf der Basis eines Entscheidungsbaums entwickelt worden. Da-
durch ko¨nnen die einzelnen Adaptionsmechanismen angepasst an die aktu-
elle Situation ausgewa¨hlt werden (vgl. Abbildung 1.1). Allgemein betrachtet
ergibt sich folgender Entscheidungsablauf: Zu Beginn wird ermittelt, ob es
sich um eine effektive Visualisierung handelt. Ist das nicht der Fall, so ist eine
Adaption erforderlich. Je nach Gro¨ße der Displayfla¨che und insbesondere im
Bezug dazu, in welchem Maße sie von der Displayfla¨che des bisherigen Aus-
gabegera¨tes abweicht, werden unterschiedliche Adaptionsmechanismen aus-
gewa¨hlt.
Die einzelnen Zweige des Entscheidungsbaums erfordern unterschiedliche Vor-
gehensweisen fu¨r die Adaption, die im Rahmen der vorliegenden Arbeit ex-
emplarisch umgesetzt wurden.
So wurde ein Konzept zur Adaption im Datenraum (abstrakte Daten) er-
arbeitet, das auf einem hierarchischen Clustern (vgl. [ED06b]) basiert. So
ko¨nnen im Erzeugungsprozess die zu verarbeitenden Daten fru¨hzeitig redu-
ziert werden. Dies ist besonders dann ein Vorteil, wenn das Ausgabegera¨t
nicht in der Lage ist, alle Informationen darzustellen oder es zu leistungs-
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Abbildung 1.1: Allgemeiner Entscheidungsbaum zur Auswahl von ada¨quaten
Adaptionsmechanismen in Abha¨ngigkeit des aktuellen Ausgabegera¨tes.
schwach ist, um alle Daten zu verarbeiten.
Um statt der Daten die Darstellung selbst zu adaptieren, wurde das Bin-
ning (vgl. [NH06]) untersucht und fu¨r die Anwendung auf Scatterplots er-
weitert. Dadurch wird eine Vereinfachung der Darstellung vorgenommen und
ein u¨berladenes Display (zu viele Daten auf zu kleiner Displayfla¨che) wird
vermieden. Die Ergebnisse zur automatischen Adaption wurden auf dem ers-
ten IEEE CoVIS Workshop auf der VisWeek 2009 vero¨ffentlicht [FTSS09].
Die obigen Adaptionsmechanismen beeinflussen die gesamte visuelle Repra¨-
sentation. Dies ist je nach Kontext nicht immer notwendig oder sinnvoll.
Daher wurde ein allgemeines Konzept einer automatischen, lokal begrenzten
Adaption des Erzeugungsprozesses der Informationsdarstellung erarbeitet.
Das Konzept basiert auf der Metapher der Linsen. Bei Linsen handelt es sich
um lokal begrenzte Filterfunktionen [BSP+93, KR97, ED06b, GFS05]. Die
Filterfunktion vera¨ndert nur die Darstellung im Linsenbereich. Der Bereich
außerhalb der Linse bleibt unvera¨ndert.
Je nach Situation kann die Filterfunktion vera¨ndert werden. Der Vorteil be-
steht darin, dass die Berechnung der Adaption aufgrund der geringeren zu be-
arbeitenden Datenmengen extrem schnell durchgefu¨hrt werden kann. Dieser
Vorteil wiegt bei leistungsschwachen Gera¨ten besonders schwer. Die grundle-
gend neue Herangehensweise in dieser Arbeit ist die Verallgemeinerung dieses
Konzeptes, so dass Linsen auf allen Stufen des Erzeugungsprozesses der vi-
suellen Repra¨sentation definiert und beliebig miteinander kombiniert werden
ko¨nnen. Dadurch la¨sst sich ein hoch flexibles Werkzeug zur lokalen Adaption
einer visuellen Repra¨sentation realisieren. Die Ergebnisse zu diesem Teila-
spekt wurden auf der Smart Graphics 2008 [TFS08a] sowie als interaktives
Poster auf der IEEE InfoVis 2007 [FTS07] vero¨ffentlicht.
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Neben der Adaption ist die Progression ein weiteres wichtiges Konzept, das
aber in der Informationsvisualisierung bisher kaum angewendet wird. Pro-
gression bedeutet, eine visuelle Repra¨sentation schrittweise zu u¨bertragen,
angefangen mit einem groben U¨berblicksbild bis hin zum Original mit allen
Details.
Die Idee besteht nun darin, fu¨r jedes Ausgabegera¨t jeweils nur so viele Daten
zu verarbeiten und auszugeben, wie das Gera¨t auch darstellen kann. Dazu
wird fu¨r jedes Gera¨t ein individueller Datenstrom aus einmal vorberechneten
Daten zusammengestellt. Dadurch wird der Benutzer solange mit Vorschau-
en, die schrittweise verfeinert werden, versorgt, bis die ho¨chste Detailstufe
u¨bertragen ist. So bekommt der Benutzer bereits zu einem sehr fru¨hen Zeit-
punkt einen groben U¨berblick u¨ber die Daten. Dieses Konzept wurde auf der
IMC 2009 vero¨ffentlicht [TSR09].
Die gesamten Adaptionsmechanismen wurden in einem allgemeinen und er-
weiterbaren Framework zur Erzeugung von visuellen Repra¨sentationen in
Smart-ad-hoc-Environments zusammengefu¨hrt.
Um das ad-hoc-Verhalten der Gera¨te zu beru¨cksichtigen, verwendet das Fra-
mework eine serviceorientierte Architektur. Es wurde ein Konzept entwi-
ckelt, das es erlaubt, die am Visualisierungsprozess beteiligten Services hin-
zuzufu¨gen, zu entfernen und auszutauschen. Das Framework arbeitet auf der
Basis des Data-State-Reference-Models (DSRM) (vgl. [CR98, Chi00]). Hier-
durch ist es mo¨glich, den Visualisierungsprozess an unterschiedliche Gera¨te
und die aktuelle Situation anzupassen. Das Konzept wurde auf der IEEE
Information Visualization, IV’09, vero¨ffentlicht [TTS09].
Die vorliegende Arbeit ist in sechs Kapitel gegliedert. Zuna¨chst werden in
Kapitel 2 die notwendigen Grundlagen beschrieben. Das Kapitel beginnt mit
der Definition der grundlegenden Begriffe in Smart-ad-hoc-Environments. Im
Anschluss daran werden deren Eigenschaften und aktuelle Anwendungen vor-
gestellt. Es folgt eine kurze Einfu¨hrung in die Informationsvisualisierung. Be-
sonders wird hierbei auf das Data-State-Reference-Model eingegangen. An-
schließend werden die verschiedenen Einflussfaktoren auf den Prozess der In-
formationsvisualisierung untersucht und eingeordnet. Nachfolgend wird die
ga¨ngige Literatur zu verteilter Visualisierung beleuchtet. Einen Schwerpunkt
bilden dabei die Service-orientierten und Agenten-basierten Ansa¨tze.
Kapitel 3 beinhaltet die Problem- und Anforderungsanalyse. Zu Beginn
werden die offenen Probleme aufgezeigt. Daraus werden die Anforderungen
von Informationsvisualisierungen in Smart-ad-hoc-Environments abgeleitet.
Dabei stehen die automatische und dynamische Adaption der Informations-
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visualisierung an unterschiedliche Ausgabegera¨te im Vordergrund.
In Kapitel 4 werden die neuen Konzepte zur adaptiven Informationsdar-
stellung in Smart-ad-hoc-Environments eingefu¨hrt. Hierzu geho¨ren die ver-
schiedenen Adaptionsmechanismen sowie das neue Konzepte der Progres-
sion fu¨r die Informationsanzeige in Smart-Meeting-Rooms . Außerdem wird
ein Konzept vorgestellt, welches die verteilten Gera¨te in einer Smart-ad-hoc-
Environment beru¨cksichtigt.
Kapitel 5 behandelt das allgemeine Visualisierungsframework, das als Basis
fu¨r die rechentechnische Umsetzung der in Kapitel 4 erarbeiteten Konzepte
dient. Wesentliche Eigenschaften des Frameworks sind Adaptivita¨t, Flexibi-
lita¨t, Erweiterbarkeit und die Unterstu¨tzung eines dynamischen Gera¨teen-
sembles mit unterschiedlichen Ausgabedisplays.
Den Abschluss bildetKapitel 6 mit einer Zusammenfassung und einem Aus-
blick auf weiterfu¨hrende Arbeiten.
Kapitel 2
Grundlagen und Stand der
Forschung
2.1 Smart-ad-hoc-Environments
2.1.1 Begriffskla¨rung und Eigenschaften
Seit Jahrzehnten besteht der Wunsch, Smart Environments zu schaffen [CD05].
Smart Environments sind physikalische Ra¨ume, welche auf die Aktivita¨ten
der Benutzer reagieren und daher die Benutzer in ihrer aktuellen Situation
unterstu¨tzen [AE06].
Dazu sammeln sie Informationen u¨ber die Benutzer und die Umgebung [CD07,
YHHC05]. Diese Informationen werden durch die Smart Environments verar-
beitet, um die von den Benutzern angestrebte Situation zu ermitteln und an-
schließend eine Adaption des aktuellen Zustands der Umgebung hin zum an-
gestrebten Zustand durchzufu¨hren [CD07, YHHC05, RMSF09]. Smart Envi-
ronment ist der Oberbegriff fu¨r eine ganze Reihe von intelligenten Umgebun-
gen mit unterschiedlichen Aufgaben. So gibt es beispielsweise Smart-Meeting-
Rooms [EK05, HK05a, AE06], Smart Offices [GMLC01, AHF+02, RMSF09],
Smart Conference Rooms [HK05a] oder Smart Class Rooms [Abo99, FFH00,
SXX+03]. Aufgrund des durch das GRK MuSAMA [MuS09] vorgegebenen
Leitszenarios eines Smart-Meeting-Rooms wird sich diese Arbeit darauf kon-
zentrieren.
Smart Environments im Allgemeinen und Smart-Meeting-Rooms im Spezi-
ellen bestehen aus einer Vielzahl von einzelnen verteilten Gera¨ten, welche
sich selbststa¨ndig zu einem zusammenha¨ngend agierenden Gera¨teensemble
zusammenfinden [HK05b, BMK+00]. Roard und Jones stellen die Behaup-
tung auf, dass bei verteilten Visualisierungssystemen heterogene Hardware
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beru¨cksichtigt werden muss; sie schließt die Gera¨te fu¨r die Berechnung und
die Gera¨te fu¨r die Ausgabe ein [RJ06]. Auch Sousa et al. [SG02] gehen davon
aus, dass die Benutzer mehr und mehr von heterogener Technologie umge-
ben sind. Auch im Umfeld der Visualisierung wird diese These besta¨tigt.
Brodlie et al. setzen voraus, dass Benutzer, die zusammenarbeiten, auch ihre
jeweiligen Gera¨te benutzen sollten, mit denen sie vertraut sind [BDG+04a].
Daher soll auch an dieser Stelle von einem heterogenen Gera¨teensemble aus-
gegangen werden. Zur Abgrenzung des Begriffs heterogen soll Tantawi und
Towsley [TT85] herangezogen werden. Sie sprechen von heterogenen Gera¨ten,
wenn diese u¨ber unterschiedliche Eigenschaften verfu¨gen.
Die Gera¨testruktur in einem Smart-Meeting-Room ist von zentraler Bedeu-
tung. Bauer et al. [BBR02] zufolge wird zwischen einer gegebenen Gera¨testruk-
tur und einer Gera¨testruktur differenziert, die sich ad-hoc bildet. Zudem gibt
es auch die Kombination aus beiden Varianten, bei der ein Teil der Gera¨te
bereits gegeben ist und andere spontan hinzukommen. In den weiteren Be-
trachtungen soll von einer Gera¨testruktur ausgegangen werden mit sowohl in
der Umgebung bereits vorhandenen Gera¨ten, aber auch solchen, die ad-hoc
zum Gera¨teensemble hinzukommen. Diese Grundannahme ist in der Litera-
tur nicht unu¨blich. So sprechen Heider et al. in ihrem Szenario von einem
Smart-Meeting-Room, der auf einem ad-hoc-Ensemble basiert [HK05a]. Auch
Aarts und Encarnac¸a˜o betrachten ein ad-hoc Meeting, bei dem sich einige
Personen in einem durchschnittlichen Raum treffen und alle ihre Laptops
und wenigstens einer einen Projektor mitbringt (vgl. [AE06] S. 327). Bru-
mitt et al. betonen, dass mobile Gera¨te ha¨ufig ihre physikalische Position
vera¨ndern, wenn sie sich mit den Benutzern bewegen. Diese Gera¨te mu¨ssen
entsprechend zum Gera¨teensemble hinzugefu¨gt oder aus diesem entfernt wer-
den [BMK+00].
In der Regel sind in Smart-Meeting-Rooms mehrere Ausgabegera¨te vorhan-
den, was sie zu Multi-Display-Umgebungen macht. Diese Displays werden
im Allgemeinen von mehreren Benutzern verwendet, was sie zu Multi-User-
Umgebungen macht (vgl. [BRH+08, WLSS09, HK05a, HNC+08]).
Eine weitere Eigenschaft von Smart Environments ist die proaktive also vor-
ausschauende Unterstu¨tzung der Benutzer (vgl. [AHF+02, AE06, BCL+04,
CD05]). Dies wird durch Interaktion und Beobachtung des Benutzers sowie
durch Auswertung des aktuellen Kontextes erreicht [AE06, HW05, RMSF09,
SPL06]. Da Smart Environments in der Regel proaktiv sind, mu¨ssen diese
sich an den aktuell gegebenen Kontext und die Benutzersituation adaptieren
bzw. anpassen [RMSF09, HNC+08]. So hebt beispielsweise Giersich hervor,
dass bei Ressourcen, die sich u¨ber die Zeit vera¨ndern, eine Adaption an die
unterschiedlichen Ressourcen erforderlich ist (vgl. [GFF+07]).
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Die Arbeitsweise von Smart Environments wird folglich [HW05] [FFH00]
in drei grundlegende Schritte unterteilt:
1. Die Umgebung bzw. deren Gera¨teensemble muss die aktuelle Situation
des Benutzers, seine Interaktionen mit der Umgebung und ihren eige-
nen Zustand ermitteln.
Brumitt et al. [BMK+00] fu¨hren fu¨r diese Aufgabe die Inputgera¨te ein.
Dey et al. beschreiben die aktuelle Situation u¨ber die durch die Gera¨te
wahrgenommenen Informationen wie Identita¨t, Position, Aktivita¨ten
der Benutzer, der Benutzergruppen bzw. Objekte. In [JW03, OW05]
wird diese Beschreibung erweitert und ein Kontext-sensitives Anwen-
dungsmodell vorgestellt. Die aktuelle Situation bezogen auf den Benut-
zer wird durch sechs Fragen ermittelt: Was? (das Objekt), Wann? (der
Zeitpunkt), Wo? (der Ort), Wer? (die Person), Warum? (die Benut-
zerintention) und Wie? (durch Gesten des Benutzers). Die angegebene
Kontextbeschreibung fokussiert demnach auf die Benutzer.
2. Anschließend leitet die Umgebung daraus die Intension des Benutzers
und dementsprechende mo¨gliche Reaktionen ab, welche eine kooperati-
ve, proaktive Unterstu¨tzung der Benutzer erlauben. Es ist folglich ein
Adaptionsmechanismus zu bestimmen, welcher den aktuellen Zustand
der Smart Environment in den vom Benutzer gewu¨nschten Zustand
u¨berfu¨hrt. Fu¨r diese Aufgabe werden die verarbeitenden Gera¨te einge-
setzt [BMK+00].
3. Im letzen Schritt wird der ermittelte Adaptionsmechanismus ausgefu¨hrt.
Dadurch wird die aktuelle Situation an die Wu¨nsche des Benutzers an-
gepasst. Die letztendliche Manipulation der Umgebung vom aktuellen
Zustand hin zum angestrebten Zustand fa¨llt in der Regel den Output-
gera¨ten zu [BMK+00].
2.1.2 Anwendungsszenario
Die Untersuchungen in dieser Arbeit beziehen sich auf Smart-Meeting-Rooms .
Zum besseren Versta¨ndnis sollen Aufbau und Bestandteile eines Smart-Meeting-
Rooms kurz vorgestellt werden. Die Bestandteile eines Smart-Meeting-Rooms
lassen sich analog zur Schrittfolge aus [BMK+00] drei Gera¨teklassen zuord-
nen.
Inputgera¨te Zu diesen za¨hlen Kameras, Trackingsysteme, Wandschalter,
aber auch mit Sensoren ausgestattete Bodenplatten [BMK+00], Inter-
aktive Beru¨hrungsdisplays und Tablet-PCs fu¨r Interaktionen [WLSS09]
sowie Ma¨use und Zeigegera¨te.
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Verarbeitende Gera¨te Auf diesen Gera¨ten ko¨nnen Berechnungen durch-
gefu¨hrt werden [BMK+00]: Dazu za¨hlen beispielsweise Desktop Com-
puter, Laptops, PDAs, Smart-Phones [TTS09].
Outputgera¨te Hierzu geho¨ren fest installierte Displays, Lautsprecher oder
Beleuchtungselemente [BMK+00], aber auch mobile Ausgabegera¨te wie
Table-PCs [WLSS09] und daru¨ber hinaus PDA’s, Smart-Phones und
mobile Beamer [TTS09].
Software Heider und Kirste stellen fest, dass Gera¨te, die zusammen ein
Gera¨teensemble bilden, eine Software beno¨tigen, welche die Gera¨teko-
operation und die Unterstu¨tzung der Benutzer realisiert [HK05a]. Eine
geeignete Software-Basis ist somit ebenfalls Bestandteil eines Smart-
Meeting-Rooms .
2.2 Informationsvisualisierung
2.2.1 Erzeugung von visuellen Repra¨sentationen
Definition und Begriffsbestimmung
Ziel der Informationsvisualisierung ist es, Daten in eine visuelle Repra¨sen-
tation zu u¨berfu¨hren, um damit die visuelle Analyse der Daten sowie die
Kommunikation der zugrunde liegenden Eigenschaften zu unterstu¨tzen. Um
den Prozess der Informationsvisualisierung zu beschreiben, wurden in der
Vergangenheit verschiedene Modelle entwickelt.
Ein leistungsfa¨higes Modell ist das Data-State-Reference-Model (DSRM) von
Chi [Chi00, CR98]. Es ist flexibel, fein granular und wird in zahlreichen Vi-
sualisierungssystemen eingesetzt (vgl. Advizor [Eic00], Improvise [Wea04],
Polaris [STH02, STH03], Prefuse [HCL05], and SAS/JMP [Che04], History
Mechanism [KNS04]). Das DSRM soll daher auch in dieser Arbeit als Basis
dienen. Es beschreibt die schrittweise U¨berfu¨hrung der darzustellenden Da-
ten in eine visuelle Repra¨sentation. Hierbei werden zuna¨chst die gegebenen
Daten durch das Filtering in die Datenstufe der analytischen Abstraktionen
u¨berfu¨hrt. Das Mapping u¨berfu¨hrt wiederum die analytischen Abstraktionen
in visuelle Abstraktionen. Diese werden durch das Rendering letztendlich in
die Bilddaten u¨berfu¨hrt (siehe hierzu Abbildung 2.1).
Die vier Datenstufen des DSRM im Einzelnen:
Gegebene Daten sind die Basisdaten, die zum Erstellen der visuellen Re-
pra¨sentation verwendet werden.
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Abbildung 2.1: Das Data-State-Reference-Model in Anlehnung an [Chi00]
Analytische Abstraktionen werden durch das Filtering aus den gegebe-
nen Daten gewonnen. Bei den Daten dieser Stufe handelt es sich um
Metadaten, Informationen oder berechnete Eigenschaften zu den zu
visualisierenden Daten. Es kann sich dabei beispielsweise um Cluster-
eigenschaften oder statistische Kennwerte handeln.
Visuelle Abstraktionen werden durch das Mapping aus den beiden vor-
hergehenden Stufen erzeugt. Es handelt sich dabei um geometrische
Daten. Allgemein betrachtet liegen die Daten in einer visuellen Ab-
straktion in einer definierten grafischen Beschreibungsform vor. Dabei
werden sowohl die Geometrie wie Form, Richtung und Gro¨ße beschrie-
ben, wie auch zusa¨tzliche Attribute wie Farbe und Textur [Ber82].
Bilddaten werden durch den Renderingschritt aus den visuellen Abstrak-
tionen berechnet. Bei den Bilddaten handelt es sich entweder um Pixel
(bei einem 2D Ausgabegera¨t) oder Voxel (im Fall eines 3D Ausgabe-
gera¨tes). Bilddaten sind also die visuelle Repra¨sentation der gegebenen
Daten.
Die Stufen der Pipeline (DSRM) lassen sich dem Datenraum und dem Dar-
stellungsraum zuordnen. Die Daten und analytischen Abstraktionen beschrei-
ben abstrakte Daten und werden deshalb dem Datenraum zugeordnet. Hin-
gegen werden die visuellen Abstraktionen und die Bilddaten, welche grafische
Daten enthalten, dem Darstellungsraum zugeordnet. Um zu beschreiben, wie
Daten verarbeitet und die Datenstufen ineinander u¨berfu¨hrt werden, verwen-
det das DSRM Operatoren.
Das Data-State-Reference-Model unterscheidet zwei Klassen von Operatoren:
Stufen-interne-Operatoren modifizieren die Daten innerhalb einer Stufe
der Pipeline. Sie beeinflussen also ausschließlich die Daten in der zu-
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geho¨rigen Stufe. Dies sind also Operatoren auf den gegebenen Daten,
den Operatoren auf den analytischen Abstraktionen, den Operatoren
auf den visuellen Abstraktionen und den Operatoren auf den Bilddaten
(vgl. Abbildung 2.1).
Transformationsoperatoren u¨berfu¨hren die Daten von einer in die na¨chs-
te Stufe der Pipeline. Dies sind also die Operatoren Filtering, Mapping
und Rendering (vgl. Abbildung 2.1).
Wichtig fu¨r die weiteren Betrachtungen ist, dass durch die Operatoren der
gesamte Erzeugungsprozess der visuellen Repra¨sentation in kleine funktio-
nale Einheiten unterteilt wird, die sich leicht entfernen, austauschen oder
hinzufu¨gen lassen [FTS07]. Der Bildaufbau la¨sst sich also gezielt durch den
Einsatz bestimmter Operatoren steuern.
2.2.2 Einflussfaktoren zur Steuerung des Visualisier-
ungsprozesses
Die aktuelle Situation bzw. der Kontext ist durch die vier “W“ Was? (die
Daten), Wer? (der Benutzer), Wie? (die Aufgabe), Wo? (das Ausgabe-
gera¨t) bestimmt. Die Steuerung des Visualisierungsprozesses muss unter de-
ren Beru¨cksichtigung erfolgen (vgl. [TS07]). Die Ansa¨tze in der Literatur
fokussieren in der Regel ein oder zwei dieser Bereiche und vernachla¨ssigen
andere. Bevor existierende Ansa¨tze untersucht werden, soll der Kontext wei-
ter ausgefu¨hrt werden.
Beschreibung der Daten
Der Gegenstand einer Visualisierung wird durch die darzustellenden Da-
ten vorgegeben. Zur Spezifikation der Eigenschaften dieser Daten eignen
sich Metadaten. Prinzipiell ko¨nnen folgende Metadaten unterschieden werden
(vgl. [Noc07, RH97]):
Beschreibende Metadaten Beschreiben grundlegende Eigenschaften so-
wie die Zugriffs- und Speicherstruktur der Daten. Dazu geho¨ren z. B.:
  der Variablenname
  Wertebereichseigenschaften der Variablen und
  semantische Informationen zur Beschreibung der Variablen. Diese
enthalten z. B. Informationen, ob es sich bei den Datenwerten um
numerische Werte, Zeichenketten oder Referenzen handelt.
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Abgeleitete Metadaten Sind Metadaten, die aus den Daten durch au-
tomatische Berechnung gewonnen werden. Welche Eigenschaften be-
rechnet werden, ist im Allgemeinen von den speziellen Anwendungen
abha¨ngig. Am ha¨ufigsten werden statistische Verfahren eingesetzt, z. B.
zur Berechnung von Extremwerten und Trends sowie Clustereigenschaf-
ten und Hauptkomponenten.
Historische Metadaten Beinhalten Informationen u¨ber die Erhebung der
Daten, z. B. Ort, Zeit und Qualita¨t der Daten.
Beschreibung der Aufgabe
Im Nutzerinterfacedesign (HCI1) werden die zu lo¨senden Aufgaben u¨ber kom-
plexe Aufgabenmodelle beschrieben. Beim Visualisierungsdesign verwendet
man dagegen einfachere Beschreibungen. Beide Ansa¨tze sollen im Folgenden
kurz vorgestellt werden.
Taskmodelle in der HCI Aufgabenmodelle wurden in der HCI-Comm-
unity entwickelt, um den Workflow zu beschreiben, fu¨r den ein Software-
System eingesetzt werden soll. Aufgabenmodelle werden als hierarchische
Struktur gespeichert.
Die Knoten der Struktur repra¨sentieren die einzelnen Aufgaben. Die Kind-
knoten eines Vaterknotens beschreiben Teilaufgaben, die zur Lo¨sung der Auf-
gabe des Vaterknotens durchgefu¨hrt werden mu¨ssen. Zwischen den Kind-
knoten ko¨nnen kausale und zeitliche Abha¨ngigkeiten definiert werden. Diese
Abha¨ngigkeiten sowie die Strukturierung komplexer Aufgaben in eine Fol-
ge von Teilaufgaben werden u¨ber die Kanten der Hierarchie beschrieben. Ein
Pfad in dieser Struktur beschreibt die Aufgabenabfolge zur Lo¨sung eines kon-
kreten Problems.
Die Aufgaben eines Aufgabenmodells ko¨nnen wie folgt unterteilt werden [WPF04]:
Nutzeraufgaben (user tasks) Diese werden hauptsa¨chlich vom Benutzer
selbst ausgefu¨hrt, z. B. das Lesen eines Flugplans und das Auswa¨hlen
eines Fluges.
Abstrakte Aufgaben (abstract tasks) Dies sind Aufgaben, die komple-
xe Aktionen erfordern. Eine abstrakte Aufgabe besteht aus einer Reihe
von Teilaufgaben.
Interaktionsaufgaben (interaction tasks) Hierunter versteht man Be-
nutzerinteraktionen mit dem System.
1Human–Computer-Interaction
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Anwendungsaufgaben (application tasks) Das sind Aufgaben, die das
System ausfu¨hrt. Sie ko¨nnen z. B. den Benutzer mit Informationen
versorgen.
Weitere Informationen zum Aufbau und zur Spezifikation von Aufgaben-
modellen ko¨nnen in [MPS02, PS02, Pat00, PMM97, BBP+00] nachgelesen
werden.
Aufgabenmodelle werden fu¨r einen konkreten Anwendungshintergrund er-
stellt. In [FRSF06] wird fu¨r ein Wartungsszenario die Steuerung der visu-
ellen Ausgabe anhand eines Aufgabenmodells beschrieben. Im Allgemeinen
finden Aufgabenmodelle im Bereich der Visualisierung bisher aber keine An-
wendung. Hier werden andere Beschreibungsformen genutzt.
Aufgabenbeschreibung in der Visualisierung In der Visualisierung
werden Aufgaben im Allgemeinen durch eine Auflistung verbaler Ziele be-
schrieben. Dies ist ein sehr einfacher Ansatz, der es nicht erlaubt, komplexere
Zielstellungen zu formulieren. Deswegen wird in [And06] ein formales Modell
vorgestellt, welches es ermo¨glicht, je nach Betrachtungsweise Ziele durch ele-
mentare Ziele oder zusammengesetzte Ziele zu beschreiben.
Dabei werden zwei Klassen von Visualisierungszielen unterschieden. Elemen-
tare Ziele (elementary tasks) und zusammengesetzte Ziele (synoptic tasks).
Die Klassen werden anhand der Daten unterschieden, fu¨r die sie gelten.
Elementare Ziele arbeiten nur mit einzelnen Elementen der Daten. Bei den
Elementen handelt es sich um konkrete Beobachtungspunkte2 oder Aus-
pra¨gungen3. Alle Ziele, die Teilmengen der Elemente gleichzeitig betrachten,
werden der Klasse der zusammengesetzten Ziele zugeordnet.
Zu den elementaren Visualisierungszielen geho¨ren:
Suchziele (Betrachtung) Dabei werden die Daten gefiltert und anschlie-
ßend dargestellt.
  direkte Suchziele (Identifikation). Dabei ist ein Beobachtungs-
punkt gegeben und es ist eine Auspra¨gung gesucht.
  inverse Suchziele (Lokalisation). Bei diesen ist eine konkrete
Auspra¨gung gegeben und die zugeho¨rigen Beobachtungspunkte
sind gesucht.
2Die zu visualisierenden Daten seien an Beobachtungspunkten eines Beobachtungsrau-
mes gegeben.
3Die im Beobachtungsraum erhobenen Daten (Merkmale) werden als abha¨ngige Va-
riable bezeichnet. Ein konkreter Wert einer abha¨ngigen Variablen wird als Auspra¨gung
bezeichnet.
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Relationale Ziele (Vergleiche) behandeln Beziehungen zwischen Elemen-
ten oder Teilmengen von Elementen. Relationale Ziele lassen sich in
Vergleichsziele und in Beziehung suchende Ziele unterteilen.
  Vergleichsziele Gegeben sind Elemente oder Teilmengen. Ge-
sucht ist die Beziehung zwischen den Elementen bzw. Teilmen-
gen. Vergleichsziele beinhalten eine Suchfunktion. Je nach Art
der Suchfunktion ko¨nnen die Vergleichsziele in direkte und inverse
Vergleichsziele unterteilt werden.
  Beziehung suchende Ziele Gegeben sind konkrete Beziehun-
gen. Gesucht sind Auspra¨gungen oder Beobachtungspunkte, die
in den gegebenen Beziehungen zueinander stehen.
Die zusammengesetzten Ziele beschreiben das Verhalten und suchen nach
Mustern. Verhalten dru¨ckt die Relationen zwischen Merkmalsauspra¨gungen
in verschiedenen Bereichen des Beobachtungsraumes aus. Ein Muster be-
schreibt charakteristische Eigenschaften eines Verhaltens, z. B. in Form kon-
kreter Werte. Zusammengesetzte Ziele lassen sich in Suche nach Zusam-
menha¨ngen und Beschreibende Ziele unterteilen.
Suche nach Zusammenha¨ngen hat zum Ziel, in den Daten Zusammenha¨nge
aufzudecken.
Beschreibende Ziele:
  Betrachtung von Mustern:
– Identifikation Hierbei ist eine Menge von Beobachtungs-
punkten gegeben. Gesucht ist ein Muster, das das Verhalten
der Beobachtungspunkte beschreibt.
– Lokalisation Hierbei ist ein Muster gegeben. Gesucht ist eine
Menge von Beobachtungspunkten, deren Auspra¨gungen durch
das Muster mo¨glichst gut angena¨hert werden.
  Vergleich von Mustern Es wird von zwei Mustern untersucht,
wie sie bezu¨glich Gemeinsamkeiten und Unterschieden miteinan-
der in Beziehung stehen.
  Suche nach A¨hnlichkeiten Suchen nach bestimmten Beziehun-
gen zwischen Merkmalsauspra¨gungen und Bestimmung der zu-
geho¨rige Menge von Beobachtungspunkten.
In Abbildung 2.2 werden die einzelnen Ziele in einer Grafik dargestellt.
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Abbildung 2.2: Schema der Visualisierungsziele nach [And06]
Die in [And06] eingefu¨hrten Ziele lassen sich beliebig kombinieren und damit
gut einsetzen, um eine Adaptation der visuellen Repra¨sentationen zu steu-
ern. Zum Beispiel wurden in [Sch06] diese Visualisierungsziele eingesetzt, um
geeignete Farbskalen auszuwa¨hlen und anzupassen. Dazu wird fu¨r die einzel-
nen Ziele spezifiziert, welche Eigenschaften die Farbskalen haben mu¨ssen,
um dieses Ziel ausdru¨cken zu ko¨nnen. Im Detail werden folgende Aufgaben
unterschieden:
Betrachtung: Werte sollen mo¨glichst genau abgelesen werden.
Vergleich: Es wird eine globale Farbskala verwendet, um einen Vergleich
von Werten zu ermo¨glichen.
Identifikation: Die Auspra¨gung eines Merkmals soll mo¨glichst genau
abgelesen werden.
Lokalisierung: Die Absta¨nde von Auspra¨gungen eines Merkmals in Re-
lation zu einem gegebenen Wert sollen verdeutlicht werden.
kontinuierlich: Die Absta¨nde der Auspra¨gung eines Merkmals zu einem
gegebenen Wert werden dargestellt.
segmentiert: Die Auspra¨gung eines Merkmals soll hervorgehoben wer-
den.
Abbildung 2.3 veranschaulicht dieses Vorgehen.
Das Beispiel macht deutlich, welchen Einfluss unterschiedliche Farbskalen auf
die Ausgestaltung der visuellen Repra¨sentation und damit, welchen Einfluss
die Ziele haben.
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Abbildung 2.3: Adaption der Farbskala einer visuellen Repra¨sentation anhand von
Visualisierungszielen aus [TFS08b]
Beschreibung der Ressourcen
Wa¨hrend es fu¨r die Spezifikation von Daten und Zielen Beschreibungen gibt,
die auf den Visualisierungsprozess zugeschnitten sind, gibt es fu¨r die Eigen-
schaften der Ressourcen derzeit keine allgemein gu¨ltige und allgemein an-
erkannte Beschreibung, die sich zur Steuerung des Visualisierungsprozesses
einsetzen la¨sst. Im Kontext von Smart-Meeting-Rooms spielen aber fu¨r ei-
ne Visualisierungsanwendung gerade die Eigenschaften des Ausgabegera¨tes,
die Rechenleistung und der Kommunikationskanal eine wichtige Rolle. Erst
durch das Beru¨cksichtigen dieser Faktoren ist es mo¨glich, die visuellen Re-
pra¨sentationen an die gegebenen Randbedingungen anzupassen.
Eigenschaften des Ausgabegera¨tes In Smart Metting Rooms und spe-
ziell in Multi-Display-Umgebungen ko¨nnen grafische Ausgaben auf den un-
terschiedlichsten Ausgabegera¨ten erfolgen. Diese Gera¨te unterscheiden sich
in Pixelauflo¨sung und Farbfa¨higkeit, was fu¨r die Visualisierung von gro¨ßter
Bedeutung ist.
Fu¨r die Ausgabegera¨te sollen deshalb folgende Eigenschaften spezifiziert wer-
den:
  Die Auflo¨sung der Anzeige in X- und Y-Richtung. Die Auflo¨sung
geho¨rt zu den wichtigsten Kenngro¨ßen. Sie beschreibt, wie viele Bild-
punkte auf einem Display dargestellt werden ko¨nnen.
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  Die Abmessung der Anzeige in X- und Y-Richtung. Die Gro¨ße muss
ebenfalls betrachtet werden, da es ein Unterschied ist, ob auf einem 19”
Monitor 1600 x 1280 Bildpunkte dargestellt werden oder auf einem 3”
Monitor.
  Die Farbfa¨higkeit bestimmt, welche Farbtiefe das Display hat und ob
es generell in der Lage ist, Farben darzustellen. Eine grobe Unterteilung
der Farbfa¨higkeit eines Displays ist sinnvoll, um zu bestimmen, inwie-
weit Farbe als eine visuelle Variable [Ber82] verwendet werden kann.
Die Farbfa¨higkeit soll wie folgt eingeteilt werden:
– Keine: Es ko¨nnen keine Farben dargestellt werden. Das trifft z. B.
fu¨r einige Verfahren des E-paper zu.
– Normal: Es ko¨nnen alle im RGB-System definierten Farben wie-
dergegeben werden. Dieser Stufe werden gebra¨uchliche Ausgabe-
gera¨te wie Desktop PCs, aber auch Smart-Phones oder PDAs zu-
geordnet.
  Fu¨r die Anzeigequalita¨t soll die Eigenschaft der Leuchtdichte ver-
wendet werden. Die Leuchtdichte spielt z. B. dann eine Rolle, wenn
Umgebungslicht die Ausgabe beeinflusst. Streulichteffekte mindern die
Anzeigequalita¨t. Weiterhin soll das Umgebungslicht in etwa der Leucht-
dichte des Ausgabegera¨tes entsprechen [EZ98]. Hierbei lassen sich fol-
gende Stufen unterscheiden:
– Gering: Die Bildausgabe des Gera¨tes ist bereits bei sta¨rkerem dif-
fusen Lichteinfall nicht mehr deutlich zu erkennen. Hierzu za¨hlen
z. B. Laptops, die die Helligkeit ihrer Anzeige stark reduzieren,
wenn sie im Batteriemodus betrieben werden oder Beamer mit nur
geringer Leuchtkraft. Die Leuchtdichte von Gera¨ten dieser Stufe
liegt unter 100 cd/m .
– Normal: Die Anzeigequalita¨t wird als Normal eingestuft, wenn
bei leichtem direkten Licht oder starkem diffusen Licht die Ausga-
be noch gut zu erkennen ist. Diese Stufe entspricht einer normalen
Anzeige wie z. B. einem Ro¨hrenmonitor oder hochwertigen Flach-
bildschirmen. Die Leuchtdichte der Gera¨te sollte ca. 250 cd/m 
betragen.
Die Eigenschaften der Ausgabegera¨te ko¨nnen auf verschiedene Weise bei der
Adaption einer Visualisierungstechnik eingesetzt werden. Die Anzeigequa-
lita¨t und Farbfa¨higkeit beeinflussen den Mappingschritt, d. h. die Abbildung
von Informationen auf visuelle Attribute. Die Auflo¨sung und Abmessungen
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parametrisieren den Renderschritt, d. h. die Darstellung der visuellen Attri-
bute. Weiterhin ko¨nnen die Parameter auch verwendet werden, um ein Visual
Clutter vorherzusagen und gegebenenfalls ein Information-Hiding anzusto-
ßen. Daru¨ber hinaus spielt die Anzeigequalita¨t bei der Wahl der Kontrastein-
stellungen eine Rolle.
Die Berechnungskapazita¨t Jede Visualisierungstechnik beno¨tigt eine Res-
source, die fu¨r die Ausfu¨hrung des Visualisierungsprozesses verantwortlich
ist. Die Berechnungskapazita¨t kann von Gera¨t zu Gera¨t variieren. Gleichfalls
variiert auch die Rechenkapazita¨t, die von verschiedenen Visualisierungstech-
niken beno¨tigt wird. An dieser Stelle soll eine Einteilung der Rechenleistung
vorgestellt werden, die die Leistung der Gera¨te im Allgemeinen widerspiegelt
und zuna¨chst keine parallele Berechnung beru¨cksichtigt. Damit wird ausge-
dru¨ckt, ob das Kriterium der Angemessenheit einer visuellen Repra¨sentation
(vgl. [SM00]) u¨berhaupt erfu¨llbar ist, d. h. ob Kosten und Nutzen dem Ziel
der Visualisierung entsprechen. Die Einteilung entspricht den heute ga¨ngigen
Gera¨teklassen.
1. Stufe Gera¨te dieser Stufe entsprechen in etwa der Leistung eines heutigen
WAP-Handys.
2. Stufe Diese Stufe wird Gera¨ten mit der Leistung eines Smartphones oder
eines PDAs zugeordnet.
3. Stufe Rechenressourcen, die u¨ber die Leistung von heutigen Laptops oder
Desktop PCs verfu¨gen, sollen dieser Stufe zugeordnet werden.
4. Stufe Diese Stufe wird Gera¨ten oder Systemen mit einer hohen Leis-
tungsfa¨higkeit zugewiesen. In diese Kategorie fallen z. B. Mehrprozessor-
Systeme oder Rechencluster.
Steht nicht genug Rechenleistung zur Verfu¨gung, mu¨ssen einfache Visualisier-
ungstechniken zum Einsatz kommen oder die Datenmenge, die visualisiert
werden soll, ist sta¨rker einzuschra¨nken. Somit hat auch die Rechenkapazita¨t
einen direkten Einfluss auf die Ausgestaltung einer Visualisierung.
Der Kommunikationskanal In Smart-Meeting-Rooms wird von vernetz-
ten Ressourcen ausgegangen. Der Kommunikationskanal zwischen einzelnen
Ressourcen kann dabei unterschiedlich leistungsfa¨hig sein. Daraus folgt, dass
fu¨r jede Ressource die Parameter des Kanals angegeben werden mu¨ssen.
Dabei ist zu beachten, dass ein Kanal nicht exklusiv einer Anwendung zur
Verfu¨gung stehen muss.
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Nachfolgend sollen die Parameter aufgefu¨hrt werden, die fu¨r die Bewertung
des Kommunikationskanals fu¨r Visualisierungszwecke von Bedeutung sind.
Dabei sollen die Parameter in zwei Gruppen eingeteilt werden.
Die prima¨ren Parameter mu¨ssen fu¨r jeden Kommunikationskanal angege-
ben werden. Die sekunda¨ren Parameter spielen nur in speziellen Situationen
eine Rolle und sollen deswegen optional sein. Nach Mao [MBNP03] spie-
len bei der Kommunikation im multimedialen Umfeld Parameter wie Band-
breite, Latenz, durchschnittliche Verlustrate4 und Verlustmuster5 eine Rolle.
Wa¨hrend im Umfeld der Informationsvisualisierung die Parameter Verlustra-
te und Verlustmuster nur eine untergeordnete Rolle spielen, sind die Parame-
ter Bandbreite und Latenz von vorrangigem Interesse (vgl. [TSR09]). Diese
Einflussfaktoren sollen fu¨r jeden Kommunikationskanal geeignet erfasst wer-
den.
Zu der Gruppe der prima¨ren Parameter za¨hlen damit also:
Bandbreite Die Bandbreite eines Kommunikationskanals gibt dessen Trans-
ferleistung in KB/sec an. Die Bandbreite soll im Allgemeinen als durch-
schnittliche Bandbreite aufgefasst werden.
minimale Bandbreite Die minimale Bandbreite kann im Rahmen einer
”
Quality of Service-Anforderung“ eine Rolle spielen. Die minimale Band-
breite wird genauso wie die Bandbreite in KB/s angegeben.
Latenz Die Latenz eines Kommunikationskanals ist von Bedeutung, wenn
die Antwortzeit eine Rolle spielt. Wird ein Inputsignal, wie z. B. die
Mausbewegung, auf einen anderen Rechner u¨bertragen, fu¨hrt eine hohe
Latenz zu starken Qualita¨tseinbußen bei der Interaktion.
Zu der Gruppe der sekunda¨ren Parameter geho¨ren:
Datensicherheit Diese Eigenschaft soll angeben, ob ein Kommunikations-
kanal u¨ber Protokolle verfu¨gt, die eine Sicherung des Datenstroms vor-
nehmen, z. B. Paketverlust oder Paketreihenfolge usw.
Verschlu¨sselung Handelt es sich bei den Daten um sicherheitssensible Da-
ten, so ist eine Verschlu¨sselung dieser Daten sinnvoll. Sensible Daten
du¨rfen nicht u¨ber Kana¨le versendet werden, die von Dritten mitgelesen
werden ko¨nnen und die nicht verschlu¨sselt sind.
4Verlust von Netzwerkpaketen
5wiederkehrende Paketverluste im Bezug zur Tra¨gerfrequenz oder im zeitlichen Verlauf
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Die genannten Einflussfaktoren sind fu¨r die Adaption einer Visualisierungs-
technik von Bedeutung. Es ist mo¨glich, eine visuelle Repra¨sentation in meh-
reren Schritten zu berechnen.
Die einzelnen Schritte mu¨ssen nicht zwangsla¨ufig auf derselben Ressource be-
rechnet werden. Wird nun eine Visualisierungstechnik aufgeteilt, mu¨ssen die
Ergebnisse der Berechnungen eines Schrittes auf die Ressource transferiert
werden, die die Daten als Na¨chstes beno¨tigt. Auch wenn man nicht von einer
Verteilung der Berechnung ausgeht, so ko¨nnen trotzdem die zu visualisieren-
den Daten auf einer anderen Ressource liegen, als fu¨r die Visualisierungsbe-
rechnung zur Verfu¨gung steht. Ebenso ko¨nnen die Berechnung und Ausgabe
der visuellen Repra¨sentation durchaus auf unterschiedlichen Ressourcen er-
folgen.
Es ist also in der Regel ein Datentransfer zwischen den unterschiedlichen
Ressourcen notwendig. Die genannten Einflussparameter aus dem Bereich
Kommunikation bestimmen nun, ob es mo¨glich ist und gegebenenfalls wie es
mo¨glich ist, eine Visualisierung auf unterschiedliche Ressourcen zu verteilen.
Im Fall von sehr großen gegebenen Datenmengen und nur geringen Bandbrei-
ten ist es sinnvoll, die Berechnung auf derselben Ressource durchzufu¨hren,
auf der sich die Daten befinden und nur das Ergebnisbild zu u¨bertragen. Da
Visualisierungstechniken per Definition interaktiv sind, spielt auch die La-
tenz eine wichtige Rolle. Es muss also vermieden werden, dass eine zu hohe
Latenz interaktive Antwortzeiten verhindert.
Beschreibung des Benutzers
Auch die spezifischen Eigenschaften eines Nutzers mu¨ssen bei der Visuali-
sierung beru¨cksichtigt werden. Diese lassen sich in objektive und subjektive
Eigenschaften unterteilen. Lange [LNS06] fu¨hrt unter Beru¨cksichtigung die-
ser Einteilung die folgenden Eigenschaften auf:
Zu den subjektiven Eigenschaften werden z. B. die perzeptiven und kogni-
tiven Fa¨higkeiten, Erfahrungen, Pra¨ferenzen und Eigenheiten des Nutzers
gerechnet. Zu den objektiven Eigenschaften werden z. B. die grundlegenden
Eigenschaften der menschlichen visuellen Wahrnehmung geza¨hlt.
Außerdem mu¨ssen, um einen Benutzer identifizieren zu ko¨nnen, weitere Ei-
genschaften, wie z. B. Vorname, Name und Anschrift erfasst werden. In ei-
nigen Szenarien, insbesondere in Smart-Meeting-Rooms , ist zudem auch die
Position des Nutzers interessant6. Siehe auch [KEM07].
6Dieser Aspekt wird versta¨rkt in der zweiten Phase des GRK-MuSAMA untersucht.
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Ein allgemeines Schema zur Beschreibung der Einflussfaktoren
Eine Visualisierungsanwendung wird durch eine Vielzahl von unterschiedli-
chen Faktoren beeinflusst. Es muss mo¨glich sein, diese Einflussfaktoren sys-
tematisch zu verarbeiten, um ada¨quate Informationsdarstellungen zu erzeu-
gen. Daraus folgt, dass hierfu¨r geeignete Beschreibungen zur Verfu¨gung ste-
hen mu¨ssen. In bisherigen Anwendungen wurde hauptsa¨chlich das Was und
das Warum betrachtet. In heterogenen Multi-Display-Umgebungen ist ins-
besondere aber noch das Wo zu beru¨cksichtigen. Um die Eigenschaften und
Intentionen eines Benutzers beru¨cksichtigen zu ko¨nnen, ist zusa¨tzlich auch
noch das
”
fu¨r Wen“ zu erfassen. Die Beschreibung des Kontextes, der fu¨r die
Informationsvisualisierung relevant ist, ist somit konform zu [JW03].
Auf der Basis dieser vier Fragestellungen lassen sich die Einflussfaktoren in
die Bereiche Daten, Aufgaben, Gera¨te und Nutzer einteilen und entsprechend
spezifizieren.
Dazu wurden in den vorhergehenden Abschnitten mo¨gliche Beschreibungen
vorgestellt (vgl. Abschnitt 2.2.2). Daraus ergibt sich das in Abbildung 2.4
aufgefu¨hrte Schema, das je nach Bedarf beliebig verfeinert werden kann (vgl.
[TS07]).
Abbildung 2.4: Schematische Darstellung der Einflussfaktoren zur Adaption visueller
Repra¨sentationen aus Thiede et al. [TS07].
2.2.3 Adaption von visuellen Repra¨sentationen
Nachdem die Rahmenbedingungen vorgestellt wurden, die bei der Erzeugung
visueller Repra¨sentationen zu beru¨cksichtigen sind, soll nun auf Ansa¨tze in
der Literatur eingegangen werden, die bei der Adaption der visuellen Re-
pra¨sentation einen oder mehrere dieser Faktoren nutzen.
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Beru¨cksichtigung der Daten
Die Eigenschaften der Daten als Gegenstand der Visualisierung werden von
jeher als wichtigster Faktor im Visualisierungsdesign beru¨cksichtigt.
Bereits 1986 wurden dazu erste Ansa¨tze von Mackinley [Mac86] vero¨ffent-
licht. Der Autor geht auf ein Konzept fu¨r ein Pra¨sentationstool ein, welches
automatisch effektive grafische Repra¨sentationen fu¨r eine große Bandbreite
von unterschiedlichen Klassen von Daten erstellt.
Das Konzept sieht vor, grafische Repra¨sentation durch grafische Sprachen
zu beschreiben und auf dieser Basis Kriterien fu¨r eine Algebra aufzustellen,
welche die Komposition von effektiven und expressiven Repra¨sentationen er-
laubt. Auf dieser Basis kann ein Programm automatisch visuelle Repra¨sen-
tationen erstellen.
Der Autor ra¨umt ein, dass auch mit dem von ihm vorgestellten Tool, noch
nicht alle Probleme im Zusammenhang mit der automatischen Generierung
von grafischen Repra¨sentationen gelo¨st sind. [Mac86]
Carmo et al. [CCC02] stellen 2002 ein generisches Visualisierungssystem vor,
welches automatisch die visuelle Repra¨sentation zu gegebenen abstrakten Da-
ten erstellt. Das Interface wird dabei automatisch an die Daten angepasst.
Ihr Ansatz setzt unterschiedliche Filtermethoden ein:
  Ausblendung von ein oder mehr Informationsgruppen
  Anpassung der angezeigten Attribute
  Bereiche von Interesse, um die Menge der angezeigten Informationen
zu reduzieren und um eine geeignete Repra¨sentation auszuwa¨hlen
Das von den Autoren vorgestellte System ist auf Daten, die tabellarisch orga-
nisiert sind, beschra¨nkt. Bei der Adaption an die Daten wird in erster Linie
das Benutzerinterface entsprechend angepasst.
Auch aktuelle Arbeiten, wie die von Gilson et al. von 2008 [GSGC08] be-
fassen sich mit dem automatischen Visualisierungsdesign auf der Basis der
gegeben Daten.
Ihr Ansatz hat zum Ziel, fu¨r Domain spezifischen Daten automatisch ei-
ne Visualisierung zu generieren. Dazu verwenden die Autoren eine generelle
Pipeline, welche ein Ontologie Mapping und wahrscheinlichkeitstheoretisch
Ansa¨tze vereinigt.
Dabei wird beim automatischen Generieren der Visualisierung in einem ers-
ten Schritt eine Webseite auf eine Domain Ontologie (DO) abgebildet. In
einem zweiten Schritt wird die DO auf eine oder mehrere Ontologien zur
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visuellen Repra¨sentation (VRO) abgebildet. Unter Verwendung der Seman-
tik Bridging Ontologie (SBO), welche das Mapping von Datenwerte auf die
visuellen Artefakte entha¨lt, wird abschließend die VRO auf eine visuelle Re-
pra¨sentation abgebildet und so die visuelle Repra¨sentation erzeugt.
Siehe auch Abbildung 2.5.
Neben den genannten finden sich zahlreiche weitere Ansa¨tze in der Literatur,
Abbildung 2.5: Visualisierungsdesign auf der Basis von Ontologien, aus [GSGC08].
die sich mit dem Visualisierungsdesign unter Beru¨cksichtigung der Daten be-
fassen (vgl. [RM90, Rob91, GRKM94, SI94, RLS+96, ZF96, ZCF02, NS02,
TSB04, Noc07, GSGC08]).
Obwohl die Erzeugung visueller Repra¨sentation unter Beru¨cksichtigung der
Daten bereits so lange thematisiert wurden, gibt es bis heute keinen Ansatz,
der fu¨r beliebige Daten, wie beispielsweise Vektordaten oder Stro¨mungsda-
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ten, automatisch und On-the-Fly Techniken auswa¨hlen und parametrisieren.
Beru¨cksichtigung der Aufgabe
In diesem Abschnitt soll auf die Ansa¨tze in der Literatur eingegangen wer-
den, welche die visuelle Repra¨sentation an die Ziele der Benutzer anpassen.
In der HCI ist das Ziel der Benutzer bereits seit la¨ngerem ein Forschungs-
thema. In erster Linie werden dabei die Ziele der Benutzer ausgewertet, um
auf dieser Basis die Modellierung der WIMP -Schnittstelle (W indow, I con,
M enu, Pointing device) und geeigneten Interaktionen auf dieser anzupas-
sen [Fuc10]. In der Regel werden dazu geeignete Aufgabenmodelle eingesetzt,
um die Ziele der Benutzer zu beschreiben.
Hingegen existieren auf diesem Gebiet fu¨r die Visualisierung nur wenige
Ansa¨tze. Die vorhandenen Ansa¨tze arbeiten dabei im Allgemeinen mit ver-
balen Auflistungen von Zielen.
Es gibt einige Arbeiten im Bereich der Visualisierung, welche sich mit der
Auswahl von
”
guten“ Visualisierungen fu¨r eine gegebene Aufgabe befassen,
beginnend mit den ersten Arbeiten dazu von Casner [Cas91] u¨ber [FTIN97,
FFIT00, AA02] bis hin zu neueren Ansa¨tzen im Bereich Aufgaben getriebene
Visualisierung, wie [And06, MSK+06, SSK07, TFS08b].
So stellen beispielsweise Fredj und Duce [FD06] eine durch Semantik gesteu-
erte Erstellung von intelligenten Organisationsdiagrammen vor.
Mikovec [Mı´k07] beschreibt, wie kontextsensitive Methoden fu¨r die Pra¨sen-
tation von komplexen ra¨umlichen Informationen verwendet werden ko¨nnen.
Sein Ansatz basiert auf einer vereinheitlichten, angereicherten Datenbeschrei-
bung, welche durch Priorita¨tswerte erga¨nzt wird, um die Pra¨sentation an die
Aufgabe anzupassen.
Eine weitere interessante Arbeit stellt Winckler [WPF04] vor. Er verwen-
det den Aufgabenmodellierungsformalismus CTT [Pat00, MPS02] nicht zum
Steuern des Erzeugungsprozesses, sondern zum strukturellen Testen und Eva-
luieren von interaktiven Visualisierungstechniken. Dabei werden 11 grundle-
gende Aufgaben beru¨cksichtigt [WL90], wie beispielsweise Identifizieren, Lo-
kalisieren, Differenzieren oder Gruppieren.
In [FS09] wird ein Ansatz behandelt, der zum Ziel hat, die visuelle Ausgabe
von gegebenen Modelldaten an die gegebenen Aufgaben anzupassen.
Obwohl Ansa¨tze in der Literatur existieren, welche die Visualisierung an die
Ziele der Benutzer anpassen, verwenden aktuell nur sehr wenige eine systema-
tische Beschreibungen der Aufgaben wie beispielsweise die CTT und nutzen
diese, um die Visualisierung umfassend an die Ziele der Benutzer anzupas-
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sen.
Wie im Abschnitt 2.2.2 gezeigt wurde, handelt es sich bei diesem Bereich
um ein eigensta¨ndiges Thema. Aktuell wird dieser Themenkomplex in der
Dissertation von Georg Fuchs [Fuc10] bearbeitet.
Beru¨cksichtigung des Benutzers
Die Benutzer in der Visualisierung sind zunehmend Gegenstand der aktuel-
len Forschung [TM04].
Besonders das Forschungsgebiet der visual Analytics hat zum Ziel, die Vi-
sualisierung, den Benutzer und die Datenanalyse sta¨rker miteinander zu ver-
binden.
Auch andere Abhandlungen halten fest, dass zuku¨nftige Forschung im Be-
reich der Visualisierung den Benutzer sta¨rker in den Mittelpunkt ru¨cken
mu¨ssen [KEM07], da aktuell nur wenige Ansa¨tze dazu in der Literatur vor-
handen sind.
Als ein Vertreter stellen Scha¨dlich und Mukasa [SM04] einen benutzerori-
entierten Ansatz zur Anpassung einer Informationsvisualisierung fu¨r den
Bereich der Produktionsautomatisierung vor. Der Ansatz beru¨cksichtigt da-
bei die Benutzeraufgaben, den Benutzerkontext und die Benutzerprofile. Die
verwendeten Benutzerprofile geben dabei Auskunft u¨ber die Erfahrung und
mo¨gliche Einschra¨nkungen des Benutzers.
Nach Aussage der Autoren beeinflusst die Erfahrung des Benutzers direkt,
wie komplex eine Visualisierung sein darf. Sind Einschra¨nkungen der Benut-
zer wie eine Farbenblindheit bekannt, ko¨nnen diese ebenfalls beru¨cksichtigt
werden.
Als Lo¨sungsansatz verwenden die Autoren einen agentenbasierten Ansatz,
bei dem die einzelnen Aufgaben der Benutzer in Teilaufgaben zerlegt wer-
den und bei der Bearbeitung durch die Agenten jeweils das Benutzerprofil
beru¨cksichtigt wird.
Auf dem Gebiet der Benutzer-orientierten Anpassungen von Visualisierung
existieren nur wenige Ansa¨tze. Aus diesem Grund sehen Forschungsgebiete
wie die visual Analytics in diesem Bereich einen Handlungsbedarf.
Beru¨cksichtigung der Gera¨te
Die Verwendung von mehreren unterschiedlichen Gera¨ten in der Informati-
onsvisualisierung stand bisher nicht im Fokus (vgl. [SKKM+05]), anders in
anderen Bereichen der Visualisierung wie beispielsweise der Volumenvisua-
lisierung oder auch der Stro¨mungsvisualisierung. Hier wurden aufgrund des
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hohen Ressourcenbedarfs bereits sehr fru¨h mehrere Rechner verwendet, um
eine visuelle Repra¨sentation zu erstellen.
Einen Ansatz aus dem Bereich der Volumenvisualisierung stellen Bavoil et
al. [BCC+05] vor. Das Besondere hierbei ist, dass die Autoren Beschreibung
und Ausfu¨hrung der Pipeline trennen. Das bietet den Vorteil, dass die Pipe-
linebeschreibung wieder verwendet werden kann. Zudem bietet der Ansatz
ein großes Potential bei der Optimierung, da die Beschreibung der Pipeline
optimiert werden kann, bevor diese ausgefu¨hrt wird.
Der Ansatz von Brodlie et al. [BDG+04b] hat zum Ziel, eine Visualisierung
wie eine Stro¨mungsvisualisierung auf mehrere Rechner in einem Grid zu ver-
teilen.
Auch der Ansatz von Grimstead et al. [GAW04], welcher den Erzeugungspro-
zess von visuellen Repra¨sentationen von 3D-Modellen auf mehre heterogene
Ressourcen in einem Netzwerk verteilt.
Ein Ansatz im Bereich der gera¨tebasierten Adaption findet sich bei [KJDG+06].
Dabei werden die Displaygro¨ße und der zur Verfu¨gung stehenden Kommu-
nikationskanal bei der Adaption beru¨cksichtigt (vgl. [KJDG+06]). Allerdings
fokussieren auch hier die Autoren auf die Darstellung von 3D-Modellen.
Auch im Bereich der gera¨tebasierten Adaption von Videos und Bildern exis-
tieren Ansa¨tze. Beispielsweise stellen Lu et al.[LED06] ein Framework vor,
welches es erlaubt, Bilder und Videos an heterogene Ausgabegera¨te anzupas-
sen. Dazu werden die Medien mit zusa¨tzlichen Metadaten versehen. Bei der
anschließenden Ausgabe werden diese Metadaten verwendet, um eine adap-
tierte Variante zu erstellen.
In ju¨ngerer Vergangenheit ru¨ckten zudem mobile Ausgabegera¨te mehr und
mehr ins Blickfeld fu¨r die Ausgabe von visuellen Repra¨sentationen. Daher
finden sich auch in diesem Bereich einige Ansa¨tze, die sich mit den Anpas-
sungen von graphischen Inhalten an die unterschiedlichen mobilen Ausgabe-
gera¨te befassen (vgl. [EWE09]).
Auch der Trend Visualisierungssysteme in das World Wide Web zu verla-
gern und so einer breiteren Masse den Zugang dazu zu erleichtern [PBB+08],
erfordert eine Anpassung der visuellen Repra¨sentation an unterschiedliche
Ausgabegera¨te. So stellt [ZHHM07] eine Visualisierung u¨ber eine Reihe von
Web-Services bereit.
Andere Autoren verwenden direkt den Webbrowser, um GIS zu realisieren,
indem Kartendarstellungen beispielsweise von Google geladen werden und
anschließend mit weiteren Informationen, die im SVG Format vorliegen, an-
zureichern [EEF+07].
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Auch gibt es Trends, u¨ber das Internet einzelnen Informationsvisualisierun-
gen einer breiten Masse von Benutzern zuga¨nglich zu machen. Ein Vertreter
aus diesem Bereich ist Many Eyes [VWvH+07].
Es existieren außerdem Ansa¨tze, welche im Internet eingesetzt werden. Dabei
wird die Visualisierung an ein leistungsschwaches Ausgabegera¨t angepasst,
indem Multi-Resolution-Modelle verwendet werden [FBBB03] oder auch in-
dem vom Ausgabegera¨t eine Visualisierung von einem Server anfordert und
diese dann als VRML-Modell durch den Server bereitgestellt wird [WBW96].
Weitere Ansa¨tze fu¨r verteilte kooperative Visualisierung finden sich in Brod-
lie et al. [BDG+04a].
Geht man einen Schritt weiter und sucht in anderen Bereichen, so finden sich
die meisten Ansa¨tze zur automatischen Adaption an die Ausgabegera¨te unter
Beru¨cksichtigung der Displaygro¨ße auf dem Gebiet der HCI (vgl. [MPS04,
KF02, CCT01, EVP01, MVL06]). Aber auch im Bereichen der Dokumen-
tenanpassung sind Ansa¨tze zu verzeichnen (vgl. [AHFS08, CG06]).
Zudem gibt es eine Reihe von Systemen, die allgemein zum Ziel haben, die
grafischen Daten an den aktuellen Kontext anzupassen. Aber auch hier wer-
den einige Rahmenbedingungen sta¨rker beru¨cksichtigt als andere(vgl. [JS05,
CDM+00]).
Hingegen sind konkrete Ansa¨tze im Bereich der Informationsvisualisierung,
die eine visuellen Repra¨sentation an unterschiedliche Ausgabegera¨te anpas-
sen, in der Literatur stark unterrepra¨sentiert (vgl. [SKKM+05, ARL+06]).
Ein System in diesem Bereich stellen Skorin-Kapov et al. [SKKM+05] vor.
Dieses passt gegebene Visualisierungstechniken auf unterschiedliche Ausga-
begera¨te an. Fu¨r die Adaption an ein spezifischen Ausgabegera¨t werden so
genannte Plattformtreiber verwendet. Diese sind fu¨r die angepasste Ausgabe
und Interaktion auf dem jeweiligen Gera¨t zusta¨ndig.
Zusammenfassung
Werden die Rahmenbedingungen 2.2.2 zugrundegelegt, so gibt es in allen Be-
reichen Arbeiten in der Literatur. Besonders viele Ansa¨tze lassen sich zu der
datenbasierten Adaption finden, hingegen finden sich nur wenige Ansa¨tze in
der Literatur, die aufgaben-, benutzer- und auch die gera¨tebasierte Adaption
von Informationsvisualisierung behandeln.
Werden allerdings multiple, dynamische, heterogene Ausgabegera¨te zugrun-
degelegt, die eine On-the-Fly Adaption der visuellen Repra¨sentation erforder-
lich machen, betrachten die vorgestellten Ansa¨tze zwar immer einige dieser
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Eigenschaften wie sie in Smart-Meeting-Room auftreten, doch es gibt in der
Literatur keine Ansa¨tze, die systematisch auf alle diese Eigenschaften einge-
hen.
2.2.4 Visual Clutter
Eine Adaption der visuellen Repra¨sentation an unterschiedliche Ausgabe-
gera¨te ist notwendig, weil Visual Clutter vermieden werden muss. Es gibt
verschiedenen Formen von Visual Clutter :
  Ra¨umliches Clutter Visual Clutter bezeichnet den Zustand, wenn zu
viele Informationen auf zu wenig Platz dargestellt werden, so dass es zu
Verdeckungen und Informationsverlusten kommt. Es tritt auch Visual
Clutter mit ra¨umlicher Verdeckung auf, wenn zu wenig Informationen
auf zu viel Platz dargestellt werden und dabei der Zusammenhang zwi-
schen den Informationen verloren geht (vgl.[FTSS09]).
  Farbliches Clutter Hierbei tritt Visual Clutter als Verdeckungen
bezu¨glich der Farben auf. Einzelne Farben lassen sich also nicht mehr
eindeutig erkennen (vgl.[Rad08, BB04, FWR99]).
Zum Bestimmen von Visual Clutter werden Metriken verwendet, um die ge-
gebene visuelle Repra¨sentationen zu bewerten.
Bertini [BS04] setzt sich mit dieser Problematik auseinander. Er betrachtet
dabei die Effektivita¨t einer gegebenen visuellen Repra¨sentation. Er stellt fest,
dass Metriken und Evaluierungsmethoden, welche bestimmen, wie effektiv ei-
ne gegebene visuelle Repra¨sentation ist, immer noch ein offener Forschungs-
gegenstand sind.
Nachfolgend soll untersucht werden, wie sich Visual Clutter bestimmen la¨sst.
Der Fokus liegt dabei auf Visual Clutter durch ra¨umliche Verdeckung. Die
ersten Arbeite hierzu gehen auf Tufte zuru¨ck [Tuf06].
Er stellte bereits sehr fru¨h die Metriken Data-Ink Ratio und Data Density
auf, durch die Verletzungen der Effektivita¨t von gedruckten visuellen Re-
pra¨sentationen, wie Karten und Diagrammen ermittelt werden konnten.
In der Literatur finden sich neben den Metriken von Tufte auch Ansa¨tze von
anderen Autoren, so beispielsweise von Ellis et al. [ED06b] die Metriken,
Overplotting, Overcrowded und Hidden, um Ru¨ckschlu¨sse auf Visual Clut-
ter in visuellen Repra¨sentationen ziehen zu ko¨nnen. Neben diesen gibt es
auch spezialisierte Metriken, wie Class Consitency [SNLH09] oder die Visual
Density [FTSS09], die vornehmlich mit Scatterplots arbeiten.
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Data-Ink Ratio
Data Ink Ratio =
data ink
total ink
Beim Data-Ink Ratio kann data-ink als Anzahl der Pixel aufgefasst
werden, die Datenwerte abbilden. Die total ink kann als Anzahl der be-
legten Pixel in der visuellen Repra¨sentation interpretiert werden. Die-
se Interpretationen der Metriken von Tufte sind erforderlich, da sich
seine Ausfu¨hrungen auf gedruckte visuelle Repra¨sentationen beziehen
[Tuf06].
Data Density
Data Density =
number of entries in data matrix
area of data graphics
Diese Metrik setzt die Anzahl der zu visualisierenden Datenwerte ins
Verha¨ltnis zur der Fla¨che, die eine visuelle Repra¨sentation einnimmt
[Tuf06].
Overplotting Overplotting ist eine Prozentangabe u¨ber Pixel, die mit mehr
als einem Datenwert belegt sind. Der Wertebereich geht von 0 (Alle
Pixel sind nur einmal belegt.) bis 100 (Alle Positionen sind mehrfach
belegt.) [ED06b].
Overcrowded Die Anzahl der Datenwerte in Prozent, welche sich gemein-
same Pixel mit anderen Datenwerten teilen. Der Wertebereich geht von
0 (Es gibt keine U¨berschneidung von Datenwerten.) bis 100 (Alle Da-
tenwerte u¨berschneiden sich.) [ED06b].
Hidden Prozentuale Anzahl von Datenwerten, welche nicht sichtbar sind,
weil sie u¨berzeichnet werden. Es sind Werte von 0 bis etwas weniger als
100 mo¨glich [ED06b].
Class Consistency Diese bestimmt die Qualita¨t einer visuellen Repra¨sen-
tation von verschiedenen Clustern in einem 2D-Plot, indem die Sepa-
rierbarkeit der Cluster und der Abstand der Datenpunkte zum Clus-
terzentrum bestimmt werden (vgl. [SNLH09]).
Visual Density Fu¨r einen Scatterplot ist sie definiert als der Durchschnitt
der Verha¨ltnisse von Anzahl der Datenwerte im Cluster zur Fla¨che im
Darstellungsraum, die ein Cluster einnimmt [FTSS09].
Auch der Abstand der Betrachter spielt eine Rolle bei der Bewertung von
effektiven visuellen Repra¨sentationen. Mit diesem Problem setzen sich Ben-
nett und Quigley [BQ08] auseinander.
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Zur Vermeidung von Visual Clutter ko¨nnen verschiedene Methoden herange-
zogen werden, einen systematischen U¨berblick dazu liefert Ellis et al. [ED07].
Die Autoren unterscheiden zwischen Methoden, welche das Erscheinungsbild
anpassen (Reduzierung der Datendichte), solchen die eine ra¨umliche Verzer-
rung vornehmen und denjenigen, die eine zeitliche Verzerrung vornehmen:
Reduzierung Datendichte In diese Kategorie fallen Filtermethoden, bei
denen die dargestellten Daten nach bestimmten Kriterien vorausgewa¨hlt
werden. Zudem ko¨nnen die Gro¨ße von Repra¨sentationen einzelner Da-
tenwerte oder deren Transparenz angepasst werden. Als letzte Variante
in diesem Bereich geben die Autoren das Clustern von Datenwerten an.
Als konkrete Methode kann das Sampling [BS05b, ED06b] genannt
werden. Bei diesem werden nicht alle Datenwerte dargestellt, sondern
nur bestimmte Datenwerte zur Darstellung ausgewa¨hlt. Bertini [BS04]
schla¨gt weiter vor, die Data Density zu reduzieren, indem alle Da-
tenwerte, die zusammen in einem Cluster liegen, durch einen einzigen
Repra¨sentanten ersetzt werden. Ein a¨hnliches Verfahren, bei dem die
Datenwerte aber erst im Darstellungsraum zusammengefasst werden,
stellen Novotny et al. [NH06] vor. Ihr Ansatz arbeitet mit Parallelen
Koordinaten [Ins85, ID90]. Hierbei werden einzelne Datenwerte durch
ein geeignetes Binning zusammengefasst, und so wird die Lesbarkeit
der visuellen Repra¨sentation verbessert.
ra¨umliche Verdeckung Hierzu geho¨ren Punkt-/Linien-Verschiebung, to-
pologische Verzerrung, raumfu¨llende Techniken, Pixel-basierte Metho-
den und Umordnung der dargestellten Daten.
Bertini [BS04] schla¨gt fu¨r diesen Bereich raumfu¨llende Techniken (space
filling techniques) vor, da bei diesen jeder Datenwert seinen eigenen
Platz hat und es nicht zu Verdeckungen zwischen den Datenwerten
kommt.
Ein Beispiel hierfu¨r sind die Treemaps [Shn92]. Als konkrete Beispie-
le in diesem Bereich ko¨nnen auch die Arbeiten von Keahey et al.
[KR97, Kea98] angegeben werden. Sie befassen sich mit nichtlinearen
Verzerrungen in visuellen Repra¨sentationen sowie Fokus- und Kontext-
Techniken.
zeitliche Verzerrung Diesem Bereich ordnen die Autoren die Animation
zu.
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Ein konkreter Ansatz in diesem Bereich sind Progressive Informations-
darstellungen. Hierbei werden in der visuellen Repra¨sentation schritt-
weise mehr Details angezeigt. Je nach gegebenem Grad des Visual Clut-
ter werden dann mehr bzw. weniger Details in der visuellen Repra¨sen-
tation ausgegeben (vgl. [TTS09, RS07]).
Zusammenfassend kann gesagt werden, dass in der Literatur Ansa¨tze vor-
handen sind, um zu entscheiden, ob Visual Clutter vorliegt. Es ko¨nnen aber
daraus keine Ru¨ckschlu¨sse gezogen werden, ob es sich dann auch um eine
effektive visuelle Repra¨sentation handelt. Auch ist ein Vergleich des auftre-
tenden Visual Clutter bei visuellen Repra¨sentationen schwierig, welche durch
unterschiedliche Techniken erzeugt wurden.
Zu den allgemeinen Strategien, mit denen Visual Clutter entgegengewirkt
werden kann, ist mit der Arbeit von Ellis et al. [ED07] ein sehr guter syste-
matischer U¨berblick vorhanden. Konkrete Umsetzungen sind hingegen sehr
schwierig und bisher nur in Einzelfa¨llen gelo¨st, z. B. bei Sips et al. [SNLH09,
FTSS09] fu¨r Scatterplots und Clusterseparierung.
2.3 Informationsdarstellungen in Smart-Mee-
ting-Rooms
In den meisten Szenarien fu¨r Smart-Meeting-Rooms werden die Ausgabe-
gera¨te fu¨r Vortra¨ge vor einem Auditorium oder eine Diskussion zwischen
mehreren Teilnehmern eingesetzt [BRH+08, CLB+03].
So la¨sst sich beispielsweise das System von Chiu et al. [CLB+03] im Bereich
der heterogenen Multi-Display-, Multi-User-Umgebung ansiedeln. Es befasst
sich mit der Manipulation von Vortragsfolien. Hierzu mu¨ssen die Vortrags-
folien auf den unterschiedlichen Ausgabegera¨ten dargestellt werden. Im Vor-
dergrund stehen dabei die Interaktion und die Frage, wie sich mobile Gera¨te
einbinden lassen, um Folien zu annotieren.
Eine Anpassung der visuellen Repra¨sentation an die unterschiedlichen Aus-
gabegera¨te ist nicht Teil dieses Ansatzes - dieses ist gegenwa¨rtig eine aktuelle
Forschungsfrage. Bisher existieren nur erste Ansa¨tze fu¨r die Lo¨sung spezifi-
scher Teilprobleme.
Ein Ziel von aktuellen Forschungsarbeiten ist die Anpassung von bestehen-
den Anwendungen, sodass diese die Mo¨glichkeiten von Multi-User-, Multi-
Display-Umgebungen genutzt werden ko¨nnen.
Ein erster Ansatz wurde z. B. von Forlines und Lilien [FL08] vero¨ffentlicht.
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Sie stellen ein System vor, mit dessen Hilfe bestehende Anwendungen ange-
passt werden ko¨nnen. Ihr System ist in der Lage, visuelle Repra¨sentationen
von Moleku¨len auf einem Table-Display darzustellen und zudem auf mobilen
Ausgabegera¨ten, u¨ber die eine pra¨zise Interaktion auf den Moleku¨len reali-
siert wird.
Der Fokus dieses Systems liegt allerdings nicht in der automatischen gera¨te-
basierten Anpassung der visuellen Repra¨sentation.
Die Autoren in Ali et al. [AHFS08] stellen fest, dass bestehende Wissensquel-
len wie Bu¨cher oder Dokumente an unterschiedliche Ausgabegera¨te angepasst
werden mu¨ssen, wenn diese weiterhin genutzt werden sollen. Fu¨r Texte exis-
tieren hierfu¨r Lo¨sungen. Sie setzen daher ihren Fokus auf die Anordnung
der Abbildungen. Hierfu¨r verwenden sie so genannte Templates. Durch die
Templates ko¨nnen unterschiedliche Aufgaben und unterschiedliche Ausgabe-
gera¨te beru¨cksichtigt werden. Wird ein entsprechendes Template ausgewa¨hlt,
laufen alle weiteren Anpassungen automatisch ab.
Ein Ansatz, der Informationsvisualisierungen fu¨r mehrere Benutzer in Multi-
Display-Umgebungen betrachtet, wird in [WLSS09] vorgestellt.
Die Autoren betrachten sowohl eine Anpassung der visuellen Repra¨sentation
an die Benutzer als auch an die gegebenen Ausgabegera¨te. Von den beiden ge-
nannten Bereichen fokussieren sie auf die Adaption an die unterschiedlichen
Benutzer, indem die visuellen Repra¨sentationen an die vorliegende Expertise
der Benutzer angepasst werden.
Zudem gestattet das System kooperatives Arbeiten zwischen den Benut-
zern mit mehreren Ausgabegera¨ten. Eine Adaption an die Ausgabegera¨te
ist nur exemplarisch vorhanden. So halten sie fest, dass bei einer Parallelen-
Koordinaten-Darstellung der Daten auf gro¨ßeren Displays mehr Achsen dar-
gestellt werden ko¨nnen als auf kleineren Displays. Eine systematische Be-
handlung der gera¨tebasierten Adaption fehlt aber.
Ein System, das mehr auf den ad-hoc Charakter von einzelnen mobilen Aus-
gabegera¨ten fokussiert ist, wird in [JWFS08] vorgestellt.
Durch das System ko¨nnen mobile Ausgabegera¨te On-the-Fly , also ad-hoc, in
eine bestehende Multi-User-, Multi-Display-Umgebung eingebunden und fu¨r
die Ausgabe von visuellen Repra¨sentationen eingesetzt werden. Eine Anpas-
sung der visuellen Repra¨sentationen an die unterschiedlichen Eigenschaften
der Ausgabegera¨te steht aber auch in dieser Arbeit nicht im Fokus.
Es ist offensichtlich, dass im Bereich der automatischen gera¨tebasierten Ad-
aption von visuellen Repra¨sentation in dynamischen Multi-Display-Umgeb-
ungen noch ein großer Handlungsbedarf besteht.
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2.3.1 Visualisierung in verteilten Gera¨teensembles
In einem Smart-Meeting-Room stehen verschiedene Input-, Output- und Be-
rechnungsgera¨te zur Verfu¨gung. Diese sind durch die Softwarebasis zu beru¨ck-
sichtigen.
Die Softwarebasis in einem Smart-Meeting-Room muss demnach eine ver-
teilte heterogene Gera¨testruktur beru¨cksichtigen. In diesem Abschnitt sollen
verfu¨gbare Ansa¨tze in der Literatur betrachtet werden, die sich mit der Vi-
sualisierung in einer verteilten Gera¨testruktur auseinandersetzen.
Ein erster Ansatz wurde von Brodlie et al. [BDG+04a] fu¨r die webbasier-
te Visualisierung vorgestellt. Sie schlagen eine Client-Server-Architektur vor.
Bei dieser Architektur wird die Visualisierungspipeline typischerweise nur
einmal getrennt. Der eine Teil wird durch den Server, der andere durch den
Client bearbeitet. Die Trennung kann dabei je nach Leistung des Clients an
unterschiedlichen Punkten in der Visualisierungspipeline vorgenommen wer-
den.
In jedem Fall erfolgt eine Verteilung immer nur auf zwei Gera¨te (den Client
und den Server). Visualisierungssysteme, die dieses Prinzip im Web umset-
zen, finden sich in [BKDE00, ZHHM07].
Auch das System von Skorin-Kapov et al. [SKKM+05] arbeitet webbasiert.
Die Trennung erfolgt hier vor dem Rendering. Die letztendliche Ausgabe auf
den heterogenen Ausgabegera¨ten wird durch speziell auf die unterschiedli-
chen Gera¨te angepasste Module realisiert.
Dagegen wird beim Data-State-Reference-Model von Chi [CR98] die Visuali-
sierung aus einer Reihe von Modulen oder Komponenten zusammengefu¨gt, so
dass sich prinzipiell unterschiedliche Module auf unterschiedlichen Gera¨ten
ausfu¨hren lassen.
Wenn allerdings auch kooperatives Arbeiten der Benutzer beru¨cksichtigt wer-
den muss, so reicht eine einfache Verteilung von Modulen auf unterschiedliche
Gera¨te nicht aus. Daher erweitern Wood et al. [WWB95, WWB97] die be-
stehenden Modelle.
Im ersten Schritt duplizieren sie das User-Interface so, dass auf allen betref-
fenden Ausgabegera¨ten eine Benutzerschnittstelle vorhanden ist, u¨ber welche
die Visualisierung gesteuert werden kann.
Aber gerade, wenn mehrere Ausgabegera¨te verwendet werden und der Er-
zeugungsprozess an die unterschiedlichen Ausgabegera¨te angepasst wird oder
wenn Benutzer die visuelle Repra¨sentation auf ihren Ausgabegera¨ten anpas-
sen wollen, ist auch diese Erweiterung noch nicht ausreichend.
Daher sieht ihr Modell vor, dass die gesamte Pipeline oder Teile der Pipeline
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dupliziert und verknu¨pft werden ko¨nnen. In Abbildung 2.6 ist das allgemeine
Modell einer kooperativen verteilten Visualisierung dargestellt. Das Modell
Abbildung 2.6: Generelles Modell einer kooperativen Visualisierung aus [KEM07] (vgl.
[WWB95, WWB97])
verfu¨gt u¨ber folgende Eigenschaften [KEM07]:
  Daten ko¨nnen an beliebigen Punkten der Pipeline eingespeist und aus-
gelesen werden.
  Auf jeder Stufe ko¨nnen die Parameter entweder lokal durch den Benut-
zer oder extern durch einen kooperierenden Benutzer gesetzt werden.
  Module und sogar ganze Pipelines ko¨nnen auf beliebigen Ressourcen
durch die Benutzer geladen werden.
Betrachtet man aber den Software-technischen Ansatz, so lassen sich die
Ansa¨tze der verteilten Visualisierung entweder den serviceorientierten oder
den agentenbasierten Architekturen zuordnen. Die Eigenschaften der Archi-
tekturen sowie einige Beispielsysteme werden in den beiden folgenden Ab-
schnitten diskutiert.
2.3.2 Agentenbasierte Visualisierung
Bevor auf Ansa¨tze zur agentenbasierten Visualisierung eingegangen wird, soll
der Begriff Agent na¨her definiert werden.
In der Literatur findet sich dazu keine einheitliche Definition. So beschreiben
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Ding et al. einen Agenten als ein Computersystem, welches automatisch in
einer Umgebung agiert, um zuvor definierte Ziele zu erreichen [DMKS01].
Hagen et al. beschreiben einen Agenten als ein Stu¨ck Software, welches
Vera¨nderungen in einer Umgebung erkennt und automatisch und selbsta¨ndig
darauf reagiert, um vorher festgelegte Ziele zu erreichen [HBE+00]. Die De-
finition von Roard und Jones deckt sich mit der bereits angegebenen Defini-
tion. Sie verstehen unter einem Agenten ein Stu¨ck selbststa¨ndige Software,
welches mit seiner Umgebung interagieren kann [RJ06]. Tsoi und Gro¨ller
erweitern die bereits angegebenen Eigenschaften eines Agenten um dessen
Lernfa¨higkeit [TG00].
Allgemein kann ein Agent definiert werden als:
eine Einheit, die automatisch auf Einflu¨sse aus der Umwelt reagiert und da-
bei eine definierte Zielstellung verfolgt.
Agentenbasierte Systeme werden in der Computergrafik bisher noch selten
und in der Visualisierung fast gar nicht eingesetzt. Die Dissertation von Ger-
mer [Ger09] gibt hierzu einen sehr guten U¨berblick. Um das prinzipielle Vor-
gehen zu beschreiben, sollen an dieser Stelle einige allgemeine Beispiele an-
gegeben werden.
Hagen et al. [HBE+00] stellen ein agentenbasiertes Visualisierungssystem vor.
Dabei teilen sie die Softwarearchitektur allgemein in drei Schichten ein: der
Kernel Layer : umfasst grundlegende Visualisierungsaspekte wie Geometrie
und Beleuchtung. Im Extension Layer sind Hilfsfunktionen abgelegt. Dabei
handelt es sich um Methoden fu¨r den Datenimport und -export, Methoden
zur Geometrieerstellung und unterschiedliche Visualisierungsmethoden. Der
Hardware-Layer kapselt hardwarespezifische Renderroutinen.
In ihrer agentenbasierten Architektur werden drei unterschiedliche Typen
von Agenten eingesetzt:
reactive agents Sie dienen zum Lo¨sen von einfachen elementaren Aufga-
ben, wie z. B. der Berechnung eines Level-of-Detail oder dem Rende-
ring.
deliberative agents Diese lo¨sen komplexe Aufgaben mit der Unterstu¨tzung
der reactive agents. Sie bilden hierzu eine Hierarchie von Agenten. Da-
bei realisieren mehrere reactive agents die einzelnen Abschnitte der
Pipeline; diese werden jeweils von deliberative agents gesteuert. Die
deliberative agents der einzelnen Abschnitte werden ihrerseits wieder
durch deliberative agents gesteuert, bis zuletzt die gesamte Steuerung
in einem einzelnen Agenten zusammenla¨uft.
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performance agents Diese u¨berwachen die reactive agents mit Hilfe der
Hierarchie von deliberative agents.
Dieser von den Autoren vorgestellte agentenbasierte Architektur liegt also ei-
ne Hierarchie von Agenten zugrunde. Die angegebene allgemeine Einteilung
der Softwarearchitektur la¨sst sich in der Form nicht ohne weiteres auf die
Informationsvisualisierung u¨bertragen.
Dennoch gibt sie Impulse fu¨r ein Schichtenmodell fu¨r Softwarearchitekturen
in der Informationsvisualisierung, die in einer verteilten Gera¨testruktur be-
trieben werden. Im Abschnitt 5.2.2 wird dieser Gedanke aufgegriffen und fu¨r
ein Frameworkkonzept eingesetzt.
Ein weiteres agentenbasiertes Softwaresystem stellen Roard und Jones [RJ06]
vor. Auch dieses System fokussiert auf die Darstellung von 3D-Geometrie
(vgl. Abbildung 2.7).
Die Architektur des Systems umfasst drei Bereiche:
Agenten Die Agenten bilden die Basis des Systems und haben jeweils eine
fest definierte Aufgabe, wie z. B. das Laden von Daten, das Rendering
oder das Bereitstellen von Umgebungsparametern.
Factorys Die Factorys haben die Aufgabe, bei Bedarf neue Agenten zu star-
ten. Das ist z. B. dann der Fall, wenn keine Agenten fu¨r eine gegebene
Aufgabe vorhanden sind oder wenn ein einzelner Agent u¨berlastet ist
und die Berechnung deswegen auf mehrere Agenten verteilt wird.
Steuerbereich Der Steuerbereich umfasst den Factory Manager, den Re-
mote Manager, den Creation Manager und den Name-Server. Die ein-
zelnen Manager haben die Aufgaben, Anfragen zu verarbeiten, neue
Factorys zu starten und gestartete zu u¨berwachen und die eingebun-
denen Ressourcen gleichma¨ßig auszulasten (Load Balancing Problem
[MCEF94]). Dem Name Server fa¨llt die Aufgabe zu, die Agenten zu
registrieren.
Dieser Ansatz ist im Rahmen dieser Arbeit besonders interessant, weil meh-
rere unterschiedliche Ressourcen eingesetzt werden ko¨nnen, um ein gegebe-
nes Problem zu bearbeiten. Bei Bedarf werden neue Agenten ausgefu¨hrt, so
ko¨nnen andere Ressourcen entlastet werden. Die Agenten selbst werden mehr
durch die Komponenten im Steuerbereich gesteuert und verwaltet, als dass
eine Initiative von ihnen ausgeht.
Ein agentenbasierter Ansatz im Bereich der Informationsvisualisierung fin-
det sich bei Tsoi und Gro¨ller [TG00]. Siehe hierzu auch Abbildung 2.8.
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Abbildung 2.7: Einsatz von mehreren Render-Agenten zur Generierung eines Ausgabebildes,
aus [RJ06].
Die Autoren haben sich fu¨r ein agentenbasiertes System entschieden, da sie
der Meinung sind, dass sich ein solches System leichter an die vera¨nderlichen
und heterogenen Ressourcen, wie sie im Internet geben sind, anpassen kann.
Das System (AVAM) teilt sich in die drei Bereiche Sensoren, Arbitrator und
Visualisierungsagenten.
Durch die Sensoren werden dem System Informationen u¨ber die Umgebung,
die Ressourcen und auch Informationen u¨ber die Daten bereitgestellt.
Der Arbitrator entscheidet daru¨ber, wo ein Agent ausgefu¨hrt wird, sein Auf-
gabenbereich ist somit das Load-Balancing [MCEF94].
Die Agenten realisieren unabha¨ngige Visualisierungsmodule in der Pipeline.
Zudem setzen sie die Entscheidung des Arbitrators um.
Der vorgestellte Ansatz umfasst zudem ein Entscheidungsfindungssystem,
welches mit einer Fuzzy-Logik und einem neuronalen Netz arbeitet. Das Sys-
tem ist somit lernfa¨hig.
Einen weiteren interessanten Ansatz stellen Scha¨dlich und Mukasa [SM04]
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Abbildung 2.8: Schematische U¨bersicht u¨ber AVAM, aus [TG00].
vor. Sie setzen ein adaptives agentenbasiertes Softwaresystem im Bereich der
Produktionsautomatisierung ein. Sie verwenden dazu zwei unterschiedliche
Typen von Agenten:
reactive agents Diese verfu¨gen nur u¨ber ein eingeschra¨nktes Kontextwis-
sen. Sie sind dabei jeweils Modulen oder Modulgruppen zugeordnet,
die sie parameterisieren. Sie realisieren in der Visualisierungspipeline
das Filtering und Rendering.
deliberative agents Diese lo¨sen hingegen komplexe Probleme. Sie verfu¨gen
dazu u¨ber ein breiteres Kontextwissen. Von diesem Typ ist u¨blicher-
weise nur ein Agent im System vorhanden. Zum Lo¨sen des gegebenem
Problems kontrolliert dieser Agent mehre reactive agents. Der delibera-
tive agent u¨bernimmt in der Visualisierungspipeline das Mapping.
Die Auswahl einer geeigneten Visualisierungtechnik wird in der vorgestellten
Architektur durch ein Regelsystem gesteuert. Die Grundarchitektur weist
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Parallelen zu dem Ansatz von Hagen et al. [HBE+00] auf.
Ein weiteres dezentrales agentenbasiertes Softwaresystem beschreibt Moe-
re [Moe07]. Dieses System geho¨rt in den Bereich der selbstorganisierenden
Systeme.
Wa¨hrend die meisten agentenbasierten Systeme ha¨ufig ganze Stufen der Pi-
peline als Agenten realisieren, bearbeiten Moeres Agenten jeweils nur ein ein-
zelnes Datum, ein Datentupel oder eine Datenspalte einer Datenbank. Der
Agent ist dafu¨r zusta¨ndig, diese Daten auf ein visuelles Primitiv zu mappen.
Dabei beru¨cksichtigt jeder Agent die visuellen Variablen [Ber82, Mac86]. Zu-
dem kommunizieren die Agenten untereinander, um sich aneinander anzu-
passen.
Durch den Ansatz von Moere ergeben sich ganz neue visuelle Repra¨sentati-
on (vgl. Abbildung 2.9). Der Autor ra¨umt allerdings ein, dass dieser Ansatz
noch einige technische und konzeptionelle Hu¨rden nehmen muss, bevor er
praxistauglich wird.
Bei der vorliegenden Systemarchitektur wird prinzipiell immer derselbe Typ
von Agent verwendet. Es gibt demzufolge keine u¨bergeordneten Agenten, die
andere Agenten steuern. Die Steuerung ist also dementsprechend in jeden
einzelnen Agenten integriert [Moe07].
Neben dem Ansatz von Moere findet sich in der Literatur auch der von
Abbildung 2.9: Visuelle Repra¨sentationen, die mit dem Agenten-basierten System von
Moere erzeugt wurden, aus [Moe07].
Germer [Ger09], der ebenfalls auf selbstorganisierenden Agenten basiert.
2.3. Informationsdarstellungen in Smart-Meeting-Rooms 51
Es soll ein weiteres agentenbasiertes System vorgestellt werden, welches aber
außerhalb der Visualisierung eingeordnet werden muss. Das System RAJA
von Ding et al. [DMKS01] arbeitet mit zwei Typen von Agenten:
Basisagenten Diese fu¨hren Domain-spezifische Aufgaben aus.
Metaagenten Diese u¨berwachen und verwalten die verfu¨gbaren Ressour-
cen im System. Sie ku¨mmern sich um die gleichma¨ßige Auslastung der
Ressourcen und starten sowie steuern die Basisagenten.
Auch in diesem System wird eine Einteilung in zwei Schichten vorgenommen:
eine ausfu¨hrende Schicht und eine steuernde Schicht.
Bei agentenbasierten Systemen wird die Steuerlogik entweder durch extra
Agenten realisiert, die dann ihrerseits andere Agenten steuern, oder sie ist
wie im Fall der selbstorganisierenden Systeme Teil eines jeden Agenten.
Agentenorientierte Systeme sind in der Regel robust, da sie Buttom-Up-
Ansa¨tze verfolgen [Moe07]. Zudem ko¨nnen sie sich dynamisch an eine vera¨nder-
te Umgebung anpassen [Ger09].
Neben diesen Vorteilen haben agentenbasierte Systeme auch Nachteile. Sie
stellen hohe Leistungsanspru¨che, da die Verhaltensregeln jedes Agenten in je-
dem Entwicklungsschritt neu angewendet werden mu¨ssen. Zudem kann nicht
immer gesagt werden, wann ein selbstorganisierendes System seinen
”
Gleich-
gewichtszustand“ gefunden hat (vgl. [Moe07]). Dabei ist gerade der versta¨rk-
te Rechenaufwand auf leistungsschwachen Ausgabegera¨ten nicht von Vorteil.
2.3.3 Service-orientierte Visualisierung
Servicebasierte Architekturen werden vor allem fu¨r Visualisierungen imWord
Wide Web eingesetzt. Das Prinzip besteht darin, die einzelnen Arbeitsschrit-
te zum Erzeugen einer visuellen Repra¨sentation in Services zu kapseln.
Allgemein sind Services Softwareeinheiten, die eine gewisse Funktionalita¨t
kapseln und diese u¨ber ein wohl definiertes Interface bereitstellen [HEHB08,
DAB05]. Services sind in der Regel in serviceorientierte Architekturen (SOA)
eingebunden. Diese sind charakterisiert durch zwei grundlegende Eigenschaf-
ten [HEHB08]:
1. Die gesamte Architektur ist auf eine fein granulare Unterteilung aus-
gerichtet.
2. Die einzelnen Services sind nur lose gekoppelt.
52 Kapitel 2. Grundlagen und Stand der Forschung
Eine SOA wird in drei Hauptbestandteile unterteilt. In [HS05] werden die
drei Komponenten als Provider, Consumer und Registry bezeichnet7. Dabei
meldet der Service Provider den Service bei der Registry an. Dort sucht der
Consumer nach einem beno¨tigten Service und fu¨hrt diesen aus.
Bei einer SOA sind zwei unterschiedliche Kommunikationsstrukturen u¨blich
[DAB05]:
Direkte Kommunikation Hierbei kommunizieren die Services direkt mit-
einander
Indirekte Kommunikation Hierbei wird die Kommunikation u¨ber einen
Service Broker abgewickelt
Ein weiterer wichtiger Punkt ist die Komposition von Services. Yang und Pa-
pazoglou [YP02] geben in ihrer Vero¨ffentlichung drei Strategien fu¨r mo¨gliche
Kompositionen von Services an:
Explorative Komposition Die Servicekomposition wird zur Laufzeit durch
die Anfrage eines Benutzers bestimmt. Der Benutzer beschreibt da-
bei, was er beno¨tigt, das System ermittelt, was verfu¨gbar ist und stellt
mo¨gliche Kompositionspla¨ne auf. Durch ein Ranking wird einer der
Pla¨ne ausgewa¨hlt. Dabei ko¨nnen unter anderem Kosten, Performance
und Verfu¨gbarkeit eine Rolle spielen.
Semi-statische Komposition Einige der Serviceaufrufe werden zur Lauf-
zeit bestimmt. Andere Aufrufe sind fest definiert und unterliegen so-
mit keiner Dynamik. Dadurch wird die Flexibilita¨t des Systems ein-
geschra¨nkt, da fest zugeordnete Services in jedem Fall verfu¨gbar sein
mu¨ssen.
Statische Komposition Die Servicekomposition ist hierbei vordefiniert. Die-
se Variante ist von den drei angegebenen die mit der geringsten Fle-
xibilita¨t. Ein Vorteil ist, dass der aufwendige Bewertungsschritt von
Kompositionspla¨nen entfa¨llt.
7In [SG08] werden die Komponenten als Service Provider, Service Consumer und Ser-
vice Broker bezeichnet.
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Bisher gibt es in der Visualisierung nur sehr wenige Ansa¨tze, die eine ser-
viceorientierte Architektur verwenden.
Ein Vertreter der serviceorientierten Softwaresysteme in der Visualisierung,
welches mit Web-Services arbeitet, wird in [PBB+08] vorgestellt. Das System
hat zum Ziel, visuelle Analyseverfahren einer breiteren Masse zuga¨nglich zu
machen. Das System unterstu¨tzt die schnelle Portierung von Client-basierten
Analyseanwendungen auf unterschiedlichen Plattformen.
Zudilova-Seinstra und Yang [ZSY05] stellen einen serviceorientierten Ansatz
fu¨r interaktive Visualisierungen vor. Der Ansatz verwendet die u¨bliche Visua-
lisierungspipeline. Zusa¨tzlich wird dieser noch eine weitere Pra¨sentationsstufe
nachgeschaltet.
Alle relevanten Berechnungen werden durch Services realisiert. So gibt es bei-
spielsweise Datentransfer-Services, Filter-Services, Mapping-Services, Rendering-
Service und Pra¨sentationsservices. Die gesamten Berechnungen in der Vi-
sualisierungspipeline sind demzufolge durch Services gekapselt [ZSY05]. Das
System sieht in der gegenwa¨rtigen Form keine Adaption an heterogene Aus-
gabegera¨te vor.
2.4 Zusammenfassung
Viele Ansa¨tze adressieren spezifische Fragestellungen, wie die Adaption der
Visualisierung bezu¨glich der Daten oder der Aufgaben. Vereinzelt finden
sich auch Ansa¨tze, welche Aspekte wie Multi-Display oder auch die Ver-
teilung der Erzeugung auf mehrere Gera¨te betrachten. Es finden sich aber
keine Ansa¨tze, welche die Erfordernisse in einem Smart-Meeting-Room vor-
liegen, geschlossen betrachten und fu¨r Informationsrepra¨sentationen anwen-
den. Insbesondere werden ad-hoc-Ausgabegera¨te nicht von den vorhandenen
Ansa¨tzen beru¨cksichtigt. Darum ist ein wichtiges Anliegen dieser Dissertati-
on ein Konzept zu entwickel, welches eine Adaption an multiple, heterogene
und dynamische Ausgabegera¨te erlaubt.
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Kapitel 3
Anforderungsanalyse und
Problemdiskussion
Zuna¨chst soll die Ausgangssituation klar umrissen und mit Beispielen veran-
schaulicht werden, um daraus Anforderungen und Probleme abzuleiten.
Smart-Meeting-Rooms sind im Allgemeinen Multi-Display-Umgebungen. Das
bedeutet, dass im Gera¨teensemble des Smart-Meeting-Rooms mehrere Aus-
gabegera¨te mit unterschiedlichen Eigenschaften fu¨r die Ausgabe von visuellen
Repra¨sentationen zur Verfu¨gung stehen. Ein solches Gera¨teensemble kann so-
wohl statische Gera¨te enthalten als auch dynamische, die von den Benutzern
mit in den Smart-Meeting-Room gebracht werden.
In der Regel arbeiten in einem Smart-Meeting-Room mehrere Benutzer ko-
operativ zusammen. Dies macht ihn zu einer Multi-User-Umgebung. Dabei
wird davon ausgegangen, dass mehrere der zur Verfu¨gung stehenden Ausga-
begera¨te von den Benutzern gemeinsam verwendet werden.
Fu¨r das Gera¨teensemble eines Smart-Meeting-Rooms leiten sich daraus die
folgenden Eigenschaften ab:
Die Anzahl der Gera¨te im Ensemble ist nicht konstant Das bedeut-
et, dass Gera¨te jederzeit zum Ensemble hinzukommen oder dieses wie-
der verlassen ko¨nnen. Beispielsweise kommen Gera¨te hinzu, wenn weite-
re Teilnehmer einer Diskussionsrunde ihre mobilen Gera¨te mitbringen.
Andererseits fallen Gera¨te weg, wenn Teilnehmer mit ihren mobilen
Gera¨ten ein Meeting verlassen. Die dynamischen Vera¨nderungen des
Gera¨teensembles finden also On-the-Fly statt, das heißt wa¨hrend eines
Vortrages oder wa¨hrend einer Diskussion.
Die Gera¨te haben unterschiedliche Eigenschaften Verschiedene Gera¨-
te ergeben sich deshalb, weil jeder Benutzer mit dem ihm vertrauten
Gera¨t arbeiten will [BDG+04a]. Heterogene Gera¨te zusammen mit der
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Dynamik der Gera¨te implizieren, dass keine feste Gera¨testruktur im
Smart-Meeting-Room vorausgesetzt werden kann. Die Eigenschaften
des Gera¨teensembles ko¨nnen sich also On-the-Fly vera¨ndern.
Nicht-exklusive Nutzung der Gera¨te durch Prozesse1 Durch Prozes-
se ko¨nnen sich die Eigenschaften der Gera¨te im Ensemble On-the-Fly
vera¨ndern, da nicht immer ein Prozess ein Gera¨t exklusiv nutzen kann.
Das heißt, dass auf einem einzelnen Gera¨t mehrere Prozesse parallel
ausgefu¨hrt werden und sie somit um die Ressourcen auf dem Gera¨te
konkurrieren. Fa¨llt ein laufender Prozess auf einem Gera¨t weg oder
kommt ein Neuer hinzu, so a¨ndern sich aus Sicht der einzelnen Pro-
zesse die Ressourcen und damit mo¨glicherweise auch die Eigenschaften
des betreffenden Gera¨tes.
Ein Smart-Meeting-Room ist also durch ein dynamisches heterogenes Gera¨te-
ensemble charakterisiert. Zudem muss eine proaktive und automatische Un-
terstu¨tzung der Benutzer realisiert werden (vgl. 2.1).
3.1 Anforderungen
Entsprechend der beschriebenen Ausgangssituation sollen nun an dieser Stelle
die Anforderungen an Informationsvisualisierungen in einem Smart-Meeting-
Room betrachtet werden. Hierzu geho¨ren:
1. Auftretende Vera¨nderungen des Gera¨teensembles mu¨ssen au-
tomatisch erkannt werden. Das schließt das Erkennen von hinzu-
kommenden und wegfallenden Gera¨ten ein, ebenso das Erkennen von
sich a¨ndernden Eigenschaften fu¨r laufende Prozesse.
2. Die Informationsdarstellung muss an das aktuelle Gera¨teen-
semble angepasst werden. Das schließt auch ein, die Visualisierungs-
pipeline zum Erzeugen der visuellen Repra¨sentation unter Beru¨cksich-
tigung der Eigenschaften des aktuellen Gera¨teensembles On-the-Fly zu
konfigurieren. Das heißt, bei jeder Vera¨nderung des Gera¨teensembles
im Smart-Meeting-Room muss automatisch u¨berpru¨ft werden, ob die
aktuelle visuelle Repra¨sentation und damit die sie erzeugende aktuelle
Visualisierungspipeline gu¨ltig bleibt (vgl. 2.2.2) oder ob gegebenenfalls
Anpassungen erforderlich sind.
3. Ein und dieselbe visuelle Repra¨sentation muss auf mehreren
Ausgabegera¨ten gleichzeitig angezeigt werden ko¨nnen. Dabei
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muss gewa¨hrleistet sein, dass dieselben Informationen bzw. dieselben
visuellen Repra¨sentationen auf vergleichbaren Gera¨ten auch vergleich-
bar repra¨sentiert werden. Es sind also fu¨r den Benutzer unno¨tige Wech-
sel bzgl. seiner
”
mental map“ zu vermeiden. Auch verschiedene visu-
elle Repra¨sentationen sollen auf heterogenen Ausgabegera¨ten
dargestellt werden ko¨nnen.
3.2 Problemdiskussion
Im Folgenden sollen entsprechend des Abschnitts 3.1 die dabei auftretenden
Probleme diskutiert werden.
3.2.1 Erkennen von Vera¨nderungen des Gera¨teensem-
bles
Bisher wurden im Umfeld der Informationsvisualisierung visuelle Repra¨sen-
tationen in der Regel fu¨r ein festes Ausgabegera¨t erzeugt. In Smart-Meeting-
Rooms dagegen muss auf Grund der dynamischen A¨nderungen des Gera¨teen-
sembles die aktuell vorliegende Gera¨tesituation erkannt werden.
Fu¨r jedes Ausgabegera¨t mu¨ssen dessen Eigenschaften bekannt sein, um die
visuelle Repra¨sentation entsprechend anpassen zu ko¨nnen. Vera¨ndern sich
die Eigenschaften eines Ausgabegera¨tes, muss dies ebenfalls geeignet kom-
muniziert und bei der Adaption der visuellen Repra¨sentation beru¨cksichtigt
werden.
Bisher stand eine Dynamik der Ausgabegera¨te nicht im Vordergrund der For-
schungen im Bereich der Informationsvisualisierung (vgl. 2.2.3). Somit fehlt
es in diesem Bereich in der Literatur an geeigneten und etablierten Beschrei-
bungen von Gera¨teeigenschaften (vgl. 2.2.2), die fu¨r die visuelle Ausgabe von
Bedeutung sind. Aber gerade diese Beschreibungen sind bei der Ausgabe von
visuellen Repra¨sentationen in Smart-Meeting-Rooms notwendig, um visuelle
Repra¨sentationen ada¨quat an die Ausgabegera¨te anpassen zu ko¨nnen.
Z. B. muss die Frage beantwortet werden, ob es sich beim Wechsel eines
Ausgabegera¨tes beim neuen Gera¨t um ein gro¨ßeres, kleineres oder ein Aus-
gabegera¨t mit gleicher Displayfla¨che handelt. Diese Fragestellung ist wichtig,
um im Voraus abscha¨tzen zu ko¨nnen, ob die Ausgabe der visuellen Repra¨sen-
tation auf dem neuen Ausgabegera¨t Anpassungen erfordert. Das Ermitteln
von vorliegenden Vera¨nderungen der Gera¨teeigenschaften liegt im Aufgaben-
bereich des Software-Framework. Dieses muss die vera¨nderten Eigenschaften
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an die entsprechende Adaptionsstrategie weiterleiten.
3.2.2 Problem der Anpassung der visuellen Repra¨sen-
tation
Die Dynamik des Gera¨teensembles erfordert On-the-Fly Anpassungen der
visuellen Repra¨sentation. Es ist eine geeignete Basis erforderlich, auf der
entschieden werden kann, ob eine Adaption erforderlich ist. Zu diesem Zweck
werden Metriken eingesetzt. Auf diese wurde bereits im Abschnitt 2.2.4 im
Grundlagenkapitel eingegangen. In dieser Arbeit wird bei der Adaption der
visuellen Repra¨sentation auf die Eigenschaften Displayfla¨che und Auflo¨sung
fokussiert, und dabei werden drei Fa¨lle unterschieden:
1. Anpassungen bei gleicher Displayfla¨che: Vera¨ndert sich die Dis-
playfla¨che nicht, kann davon ausgegangen werden, dass die Gu¨ltigkeit
der visuellen Repra¨sentation erhalten bleibt. Gegebenenfalls mu¨ssen
Anpassungen in der Parametrisierung vorgenommen werden, z. B. An-
passungen von Farbskalen. Hinzu kommt, dass unter Verwendung spe-
zieller Konzepte, wie z. B. einer progressiven Informationsanzeige (vgl.
4.5), weitere Eigenschaften des Ausgabegera¨tes, wie die zur Verfu¨gung
stehende Bandbreite, einzubeziehen sind.
2. Anpassungen bei kleinerer Displayfla¨che: Ist das aktuelle Display
kleiner als das bisher zur Verfu¨gung stehende und wird dieselbe visuel-
le Repra¨sentation verwendet, mu¨ssten ohne Anpassungen zwangsla¨ufig
mehr Informationen auf weniger Raum dargestellt werden. Es ergeben
sich folgende Probleme:
Im Allgemeinen tritt Visual Clutter auf (vgl. 2.2.4). Um dieses zu re-
duzieren gibt es verschiedene Methoden. Die Herausforderung besteht
darin zu entscheiden, wann welche Methode eingesetzt wird und wie
stark dabei die Informationsreduktion sein muss.
3. Anpassungen bei gro¨ßerer Displayfla¨che: Die Wahl des neuen
Ausgabegera¨tes kann auch auf ein Gera¨t mit gro¨ßerer Displayfla¨che fal-
len. Hierbei beha¨lt die bisherige visuelle Repra¨sentation nicht automa-
tisch ihre Gu¨ltigkeit. So kann sich die Wahrnehmung der Verteilung der
Datenwerte sowie von lokalen Bereichen mit erho¨hter Dichte vera¨ndern
(vgl. [FTSS09, BS04]). Dieses Problem wurde in der Literatur bisher
kaum behandelt. Auch hier besteht die Herausforderung darin, Adap-
tionsmechanismen zu identifizieren und einzuordnen, welche diese Be-
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sonderheiten beru¨cksichtigen und die visuelle Repra¨sentation an das
neue Ausgabegera¨t anzupassen.
Allgemein betrachtet kann eine Adaption einer visuellen Repra¨sentation ent-
weder durch einen Eingriff in die Visualisierungspipeline erfolgen oder auf
Ebene der visuellen Repra¨sentation.
1. Wird die Adaption unter Verwendung der gesamten Visualisierungs-
pipeline durchgefu¨hrt, bieten sich mehrere Ansatzpunkte dafu¨r an. Es
gibt die Mo¨glichkeit, Anpassungen im Datenraum vorzunehmen oder
Anpassungen im Darstellungsraum durchzufu¨hren. Die Herausforde-
rung besteht darin, fu¨r beide Varianten geeignete Adaptionsmechanis-
men bereitzustellen. Hierbei muss eine geschickte Adaption vorgenom-
men werden, um den Verlust von fu¨r den Benutzer relevanten Informa-
tionen zu vermeiden und das aktuelle Ausgabegera¨t zu beru¨cksichtigen
(vgl. [ED07, ED06b, NH06, FTSS09]).
2. Eine Adaption, die ausschließlich auf der Ebene der visuellen Repra¨sen-
tation arbeitet, bietet den Vorteil, dass im Grunde die gleiche Dar-
stellung ausgegeben wird. Der Benutzer hat es einfacher, sich in die
adaptierte Variante hineinzufinden. Nachteilig wirkt sich aus, dass bei
dieser Strategie die Auswahl an Adaptionsmechanismen stark einge-
schra¨nkt ist, da nur Mechanismen verwendet werden ko¨nnen, die auf
den Bilddaten arbeiten. Die Herausforderung besteht darin, geeignete
Mechanismen bereitzustellen und fu¨r diese die notwendige Parametri-
sierungen zu finden.
Stehen unterschiedliche Adaptionsmechanismen bereit, liegt eine weite Her-
ausforderung darin, einen ada¨quateAdaptionsmechanismus auszuwa¨hlen. Hier-
fu¨r muss eine geeignete Adaptionsstrategie bereitgestellt werden, welche au-
tomatisch die Auswahl eines Adaptionsmechanismus unter Beru¨cksichtigung
des aktuellen Ausgabegera¨tes vornimmt.
3.2.3 Gleichzeitige Informationsdarstellung auf meh-
reren Ausgabegera¨ten
Wird die gleiche visuelle Repra¨sentation gleichzeitig auf mehreren unter-
schiedlichen Ausgabegera¨ten dargestellt und sind daher unterschiedliche An-
passungen der visuelle Repra¨sentation erforderlich, so ergeben sich in diesem
Zusammenhang weitere Probleme, die zu lo¨sen sind.
Es muss gewa¨hrleistet werden, dass die Unterschiede zwischen den einzelnen
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Repra¨sentationen so gering wie mo¨glich sind, um die
”
mental map“ der Be-
nutzer zu erhalten. Stattdessen ist es auch mo¨glich, den Benutzer langsam
an die adaptierte visuelle Repra¨sentation heranzufu¨hren, so dass er nach-
vollziehen kann, wie er die aktuelle Repra¨sentation im Bezug zur bisherigen
Repra¨sentation zu interpretieren hat.
3.2.4 Verschiedene visuelle Repra¨sentationen verteilt
auf heterogene Ausgabegera¨te in Smart Meeting
Rooms
Durch die gleichzeitige Verwendung von mehreren Ausgabegera¨ten in Smart-
Meeting-Rooms (vgl. 2.1) ergeben sich neue Herausforderungen. Dabei ko¨n-
nen grundlegend drei Situationen (siehe Abbildung 3.1) bei der Ausgabe von
verschiedenen visuellen Repra¨sentationen differenziert werden:
Abbildung 3.1: Drei unterschiedliche Varianten bei der Darstellung von mehreren visuelle
Repra¨sentationen in einer Multi-Display-Umgebung.
1. Auf einem Ausgabegera¨t werden Detailinformationen zu einer bereits
dargestellten visuellen Repra¨sentation angezeigt. Die Herausforderung
besteht darin, die Visualisierungspipeline an einer geeigneten Stelle zu
verzweigen und eine Darstellung der Details auf einem weiteren Aus-
gabegera¨t zu erlauben.
2. Eine gegebene visuelle Repra¨sentation wird geteilt2. Auch hier steht die
Herausforderung im Vordergrund, dass die Teile der visuellen Repra¨sen-
tationen auf mehr als einem Ausgabegera¨te dargestellt werden mu¨ssen.
Das schließt eine ada¨quate Adaption der visuellen Repra¨sentation ein.
2Beim Teilen wird eine visuelle Repra¨sentation in mehrere Teile zerlegt. Die einzelnen
Teile haben dabei dasselbe Abstraktionslevel.
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3. Stehen weniger Ausgabegera¨te zur Verfu¨gung als visuelle Repra¨sen-
tationen angezeigt werden sollen, so ko¨nnen entweder nicht alle Re-
pra¨sentationen angezeigt werden, oder es mu¨ssen mehrere visuelle Re-
pra¨sentationen zusammen auf einem Ausgabegera¨t angezeigt werden.
Hierdurch ergibt sich das Problem, dass sich aus Sicht der einzelnen
Prozesse die Eigenschaften des Ausgabegera¨tes vera¨ndern.
4. Zudem ko¨nnen auch Mischformen der zuvor genannten Situationen auf-
treten.
Um diese Probleme lo¨sen zu ko¨nnen, ist ein geeignetes Modell einer Visua-
lisierungspipeline notwendig. Bei diesem muss beachtet werden, dass die Pi-
peline grundsa¨tzlich auf mehreren Gera¨ten ausgefu¨hrt wird (vgl. 2.1.1) und
zusa¨tzlich die visuelle Repra¨sentation gleichzeitig fu¨r mehrere Ausgabegera¨te
angepasst werden muss. Daru¨ber hinaus muss diese robust genug sein, um
auch bei wegfallenden Gera¨ten weiterhin visuelle Repra¨sentationen erzeugen
zu ko¨nnen. Diese Herausforderungen sind vorrangig bei der Konzeption des
Software-Framework zu beru¨cksichtigen.
Untersuchungen zu visuellen Repra¨sentationen in Multi-Display-Umgebungen
finden sich nur vereinzelt in der Literatur (vgl. 2.3.1), da in der Vergangen-
heit zumeist auf Single-Display-Umgebungen gesetzt wurde. Aber gerade die
Optionen, die sich durch mehrere Displays ergeben, die kooperativ verwendet
werden, erschließen neue Anwendungen und Mo¨glichkeiten in Smart-Meeting-
Rooms gegenu¨ber herko¨mmlichen Single-Display-Umgebungen. Die in dieser
Problemdiskussion aufgeworfenen Fragen sind in der ga¨ngigen Literatur noch
gar nicht oder nur unter einem anderen Blickwinkel betrachtet worden. Ziel
dieser Dissertation ist die Lo¨sung der hier aufgeworfenen Fragen.
3.3 Lo¨sungsansa¨tze
3.3.1 Erkennen von Vera¨nderungen des Gera¨teensem-
bles
Zur U¨berwachung der Vera¨nderungen des Gera¨teensembles wird in dieser
Arbeit eine serviceorientierte Architektur (vgl. 2.3.3) verwendet. Die einzel-
nen Gera¨te werden dabei von den Services u¨berwacht, die auf diesen aus-
gefu¨hrt werden. Dadurch ist bekannt, welche Gera¨te im Gera¨teensemble vor-
handen sind und auch wie deren Eigenschaften aussehen. Eigenschaften, die
nicht automatisch von den Services auf den einzelnen Gera¨ten bestimmt wer-
den ko¨nnen, machen eine Benutzerabfrage erforderlich. Vera¨ndern sich die
Gera¨teeigenschaften, so liegt es im Aufgabenbereich der Steuerschicht der
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Services, angemessen auf A¨nderungen der Gera¨teeigenschaften zu reagieren
(vgl. [TTS09]). Die Lo¨sung der in diesem Bereich aufgeworfenen Probleme
wird durch das Konzept des Framework in Kapitel 5 bereitgestellt.
3.3.2 Anpassung der visuellen Repra¨sentation an das
zur Verfu¨gung stehende Gera¨teensemble
Die Adaption der visuellen Repra¨sentation auf unterschiedliche Ausgabe-
gera¨te erfordert verschiedene Adaptionsmechanismen. Diese werden in Ka-
pitel 4 bereitgestellt.
Zu Beginn wird eine Klassifikation von Adaptionsmechanismen vorgestellt.
Fu¨r jede hierbei identifizierte Klasse wird im Rahmen der vorliegenden Arbeit
exemplarisch eine Methode entworfen und umgesetzt. Zuna¨chst wird hierbei
zwischen Adaption auf Bild- und Prozessebene unterschieden. Als konkrete
Lo¨sung fu¨r die Bildebene wurde die inhaltsbasierte Skalierung auf Informa-
tionsvisualisierungen u¨bertragen (vgl. Abschnitt 4.2).
Weiterhin wurden Adaptionsmechanismen identifiziert, die auf der Prozess-
ebene arbeiten. Hierbei werden Adaptionen im Datenraum, Darstellungs-
raum und fu¨r das Mapping vorgestellt. Als Adaptionsmechanismus im Da-
tenraum findet ein hierarchisches Clusterverfahren Anwendung. Zur Adapti-
on im Darstellungsraum wird ein erweitertes Binning bereitgestellt, welches
auf dem Binning von Novotny et al. [NH06] aufbaut. Als eine Adaption, die
das Mapping in der Informationsvisualisierung beeinflusst, wird konkret eine
Helligkeitsadaption verwendet.
Die Ergebnisse fu¨r Adaptionen im Bereich der Prozessebene wurden auf dem
CoVis Workshop auf der VisWeek 2009 vero¨ffentlicht [FTSS09].
Weiterhin wurden globale und lokale Adaptionsmechanismen gegenu¨berge-
stellt. Als Lo¨sung fu¨r lokale Anpassungen wurden an dieser Stelle die in-
telligenten Linsen eingefu¨hrt, welche eine lokale Adaption der visuellen Re-
pra¨sentation auf allen Stufen der Visualisierungspipeline erlauben. Die Er-
gebnisse hierzu wurden in gemeinsamen Vero¨ffentlichungen als interaktives
Poster auf der InfoVis 2007 und als Artikel auf der Smart Graphics 2008
publiziert [FTS07, TFS08a].
Als eine weitere Klasse von Adaptionsmechanismen konnte die progressi-
ve Informationsdarstellung identifiziert werden. Besonders hervorzuheben ist
die Eigenschaft der progressiven Informationsdarstellung, die Daten nur ein-
mal zu kodieren, aber mehrfach fu¨r Adaptionen auf unterschiedliche Aus-
gabegera¨te zu verwenden. Die Ergebnisse hierzu wurden auf der IMC 2009
vero¨ffentlicht [TSR09].
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In der Problemanalyse wurde herausgestellt, dass entschieden werden muss,
durch welche der zur Verfu¨gung stehenden Adaptionsmechanismen die vor-
liegende visuelle Repra¨sentation an ein Ausgabegera¨t adaptiert wird. Als
Ergebnis wurde fu¨r die Adaptionsmechanismen, die auf der Prozessebene ar-
beiten, eine Adaptionsstrategie in Form eines Entscheidungsbaums bereitge-
stellt. Dieser entscheidet anhand von geeigneten Metriken, ob die Adaption
im Datenraum, Darstellungsraum oder fu¨r das Mapping durchgefu¨hrt wird.
Der Entscheidungsbaum wurde auf dem CoVis Workshop auf der VisWeek
2008 vero¨ffentlicht [FTSS09].
3.3.3 Gleichzeitige Informationsdarstellung auf meh-
reren Ausgabegera¨ten
Um visuelle Repra¨sentationen auf verteilten, heterogenen Ausgabegera¨ten
darstellen zu ko¨nnen, wurde ein angepasstes Modell einer Visualisierungspi-
peline entwickelt. Um einen Operator abstrakt beschreiben zu ko¨nnen, wur-
den die Operatoren in Operator-Interface und Operator-Implementierung ge-
trennt. Ersteres beschreibt die Funktionalita¨t, die ein Operator leistet. Die
Implementierung eines Operators umfasst die konkrete Umsetzung der Funk-
tionalita¨t.
Unter Verwendung dieser Trennung wurde das Konzept der Pipeline-Templ-
ates entwickelt. Diese beschreiben eine Visualisierungspipeline abstrakt unter
der Verwendung der Operator-Interfaces. In den Pipeline-Templates wird al-
so weder spezifiziert wie noch wo die einzelnen Operatoren umgesetzt werden.
Dieses Vorgehen erlaubt eine Virtualisierung der Visualisierungspipeline, da
jetzt die Operatoren auf beliebigen Gera¨ten berechnet werden ko¨nnen, ohne
dass es fu¨r die Visualisierungspipeline eine Rolle spielt.
Als Umsetzung der Operator-Implementierung werden in dem hier vorgestell-
ten Konzept Services verwendet. Diese Services ko¨nnen nun auf verschiedenen
Ausgabegera¨ten zur Darstellung von visuellen Repra¨sentationen verwendet
werden.
Entsprechend des vorliegendes Ausgabegera¨tes werden dabei die Pipeline-
Templates um entsprechende Operator-Interfaces erweitert, um so eine Ad-
aption der visuellen Repra¨sentation an unterschiedliche Ausgabegera¨te zu
erreichen. Das vorgestellte Konzept wird im Kapitel 5 erarbeitet. Der prin-
zipielle Framework-Entwurf wurde auf der IV 2009 vero¨ffentlicht [TTS09].
Sollen dieselben visuellen Repra¨sentationen auf verschiedenen Gera¨ten dar-
gestellt werden, muss zudem die geforderte Vergleichbarkeit der Darstellun-
gen gewa¨hrleistet werden. Hierfu¨r eignen sich insbesondere die lokale und
progressive Anpassung. Im ersten Fall vera¨ndert sich nur eine kleine loka-
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le Umgebung, im zweiten Fall wird das Bild schrittweise aufgebaut, so dass
die
”
mental map“ erhalten bleibt. Beide Mechanismen werden im folgenden
Kapitel genauer vorgestellt.
Kapitel 4
Adaption der
Informationsdarstellung
4.1 Einordnung
Es gibt die unterschiedlichsten Ansa¨tze, um eine Adaption der visuellen Re-
pra¨sentation vorzunehmen (vgl. 2.2.3). Ziel dieser Promotion ist es, prinzipi-
elle Vorgehensweisen zu unterscheiden und exemplarisch fu¨r jede Klasse von
Ansa¨tzen eine konkrete Technik zu entwickeln und umzusetzen. Die Adapti-
onsmechanismen lassen sich bezu¨glich ihrer Eigenschaften wie folgt klassifi-
zieren:
Adaption auf Bildebene vs. Adaption auf Prozessebene Es wird un-
terschieden, ob die visuelle Repra¨sentation oder der Prozess der Visua-
lisierung adaptiert wird. Ein Beispiel fu¨r einen Adaptionsmechanismus
auf der visuellen Repra¨sentation wird in Abschnitt 4.2 erla¨utert.
Zeitliche Adaption vs. ra¨umliche Adaption Wahlweise kann die Adap-
tion in einem Schritt erfolgen oder sequenziell u¨ber die Zeit eine pro-
gressive Bildanzeige realisieren. In Abschnitt 4.5 wird auf die zeitliche
Adaption eingegangen.
Lokal vs. global Die Adaptionsmechanismen werden danach klassifiziert,
ob diese global (auf allen zu visualisierenden Daten) oder lokal (auf ei-
ner ausgewa¨hlten Teilmenge der Daten) arbeiten. Mit der lokalen Ad-
aption von Adaptionsmechanismen befasst sich Abschnitt 4.4.
Unterschiedliche Adaptionsmechanismen, welche auf der Prozessebene anset-
zen, eine ra¨umliche Adaption vornehmen und alle zu visualisierenden Daten
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in die Adaption mit einbeziehen, werden in Abschnitt 4.3 behandelt.
Das in Abbildung 4.1 dargestellte Schema fasst noch einmal die Klassifika-
tion zusammen. Hier lassen sich sowohl aus der Literatur bekannte als auch
bereits existierende und neue Adaptionsmechanismen einordnen, so dass es
eine gute Grundlage fu¨r systematische Untersuchungen bietet. Im Folgenden
soll fu¨r jede hier aufgefu¨hrte Klasse eine konkrete Technik vorgestellt werden.
Abbildung 4.1: Schema zur Einordnung unterschiedlicher Adaptionsmechanismen.
Beispielsweise kann es sich bei einem Adaptionsmechanismus um eine
globale, adaptive Anzeige im Darstellungsraum handeln.
4.2 Adaption auf der Bildebene
Der Wechsel auf ein neues Ausgabegera¨t kann mit einer neuen Auflo¨sung
des Bildes verbunden sein. Dabei handelt es sich um ein bekanntes Problem,
zu dessen Lo¨sung viele Mo¨glichkeiten wie Panning und Zooming, Skalierung
oder auch Fokus und Kontext-Techniken existieren, die sich aber nicht un-
mittelbar auf die Zielstellung dieser Arbeit u¨bertragen lassen.
Ziel dieser Arbeit ist die gleichzeitige Ausgabe von Informationsdarstellung-
en auf mehreren Displays, deren grundlegende Eigenschaften kommuniziert
werden mu¨ssen. Zudem muss die “mental map“ der Benutzer beru¨cksichtigt
werden. Es sollen deshalb keine Bildausschnitte (Panning und Zooming) ver-
wendet werden, da dabei Informationen verloren gehen ko¨nnen. Auch Fokus
und Kontext bietet sich nicht an, da man nicht davon ausgehen kann, dass
ein Bereich von Interesse gegeben ist. Bei allgemeinen Skalierungen ko¨nnen
Verzerrungen auftreten und so unter Umsta¨nden zusammenha¨ngende Infor-
mationen verfa¨lscht werden.
Deshalb wurde im Rahmen dieser Dissertation der Ansatz von Avidan und
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Shamir [AS07] zur inhaltsbasierten Skalierung, die bisher nur auf Fotos ange-
wendet wird, als Grundlage verwendet. Dieses Konzept wurde auf die Infor-
mationsvisualisierung u¨bertragen und in einer Diplomarbeit umgesetzt (vgl.
[Ros09a]).
Bei Avidan und Shamir erfolgt die Skalierung der einzelnen Bildbereiche in
Abha¨ngigkeit davon, wie wichtig der entsprechende Bereich ist. Das heißt, un-
wichtige Informationen werden aus dem Bild entfernt und schaffen so Platz
fu¨r wichtige Informationen, bei denen deshalb keine Skalierung mehr erfor-
derlich ist. Es handelt sich demzufolge um eine inhaltsbasierte Skalierung.
Abbildung 4.2 veranschaulicht an einem Beispiel das grundlegende Vorgehen
von Avidan und Shamir.
Die Autoren nehmen im ersten Schritt eine Analyse der Bilddaten mit Hilfe
Abbildung 4.2: Inhaltsbasierte Skalierung von fotorealistischen Bilddaten, aus [AS07]
einer Energiefunktion vor. Die Funktion liefert Aussagen u¨ber die Wichtig-
keit jedes Bildpunktes. Anschließend werden so genannte Seams1 innerhalb
1Ein Seam ist ein zusammenha¨ngender Pfad von niederenergetischen Bildpunkten. Ver-
tikale Seams beginnen am oberen Rand des Bildes und enden am unteren Bildrand. Pro
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des Bildes berechnet. Durch das sukzessive Entfernen von Seams ko¨nnen die
Ausmaße des Bildes vera¨ndert werden. Die fu¨r die Aussage des Bildes wich-
tigen Bildbereiche bleiben dabei erhalten.
Bisher wurde dieser Adaptionsmechanismus nur auf Fotos angewendet. Fu¨r
die Informationsdarstellung in einem Smart-Meeting-Room muss aber auch
untersucht werden, ob und wie sich dieser Ansatz auf andere visuelle Re-
pra¨sentationen u¨bertragen la¨sst. Als Ergebnis der Untersuchungen konnte
festgestellt werden, dass die inhaltsbasierte Skalierung zwar nicht auf alle
Informationsdarstellungen sinnvoll angewendet werden kann, aber doch fu¨r
viele Techniken eine gute Lo¨sung darstellt. Prinzipiell darf es sich bei den
zu adaptierenden Bilddaten nicht um raumfu¨llende visuelle Repra¨sentatio-
nen handeln. Das heißt, es muss zwischen den einzelnen Bildbereichen, die
wichtige Informationen repra¨sentieren, Bereiche geben, die weniger wichtige
Informationen repra¨sentieren und damit ausgeblendet werden ko¨nnen.
Betrachtet man den Einfluss der inhaltsbasierten Skalierung auf die einzelnen
visuellen Variablen (vgl. [Ber82]), so gilt:
Werden Informationen auf die visuellen Variablen Gro¨ße, Farbe, Helligkeit,
Textur, Orientierung und Form abgebildet, so kann eine inhaltsbasierte Ska-
lierung angewendet werden unter der Voraussetzung, dass die Energiefunk-
tion so gewa¨hlt wird, dass keine Seams durch grafische Primitive fu¨hren,
welche die visuellen Variablen repra¨sentieren.
Werden hingegen Informationen auf die Position abgebildet, wie es bei ei-
ner Scatterplot-Darstellung der Fall ist, so darf die inhaltsbasierte Skalierung
nicht angewendet werden. Durch das Entfernen von Bildzeilen und -spalten
kommt es zu Verzerrungen, so dass die Positionen der Punkte im Bild falsch
interpretiert werden ko¨nnen. Siehe hierzu Abbildung 4.3.
Die gro¨ßte Herausforderung besteht nun darin, eine Energiefunktion bereit-
zustellen, welche alle wichtigen grafischen Primitive davor schu¨tzt, dass ein
Seam durch sie hindurchfu¨hrt. Dabei ist es unerheblich, ob diese grafischen
Primitive Texturen, Formen oder andere visuelle Variablen repra¨sentieren.
Solange keine Informationen in Positionen kodiert sind, lassen sich entspre-
chende Energiefunktionen aufstellen und die inhaltsbasierte Skalierung an-
wenden.
Exemplarisch wurde deshalb in der bearbeitenden Diplomarbeit (vgl. [Ros09a])
die inhaltsbasierte Skalierung auf Schaltpla¨ne angewendet. Schaltpla¨ne ent-
halten neben den Bauelementen noch die Verbindungen zwischen den Bau-
elementen und weisen damit eine Analogie zu Graphdarstellungen auf, wie
Zeile belegt der Seam genau ein Pixel. Horizontale Seams beginnen am linken Rand des
Bildes und enden am rechten Bildrand. Pro Spalte belegt der Seam genau ein Pixel.
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Abbildung 4.3: Anwendung der inhaltsbasierten Skalierung auf einen Scatterplot,
aus [Ros09a]
sie in der Informationsvisualisierung u¨blich sind. Als Energiefunktion wurde
die Entropie ausgewa¨hlt.
Bei der Berechnung von vertikalen und horizontalen Seams werden getrenn-
te Energiebilder verwendet. In den Energiebildern fu¨r die vertikalen Seams
wurde die Energie von vertikalen Linien erho¨ht, wodurch verhindert wird,
dass Seams vertikale Linien schneiden. Bei den Energiebildern, welche zur
Berechnung der horizontalen Seams verwendet werden, wurde analog zu den
horizontalen Linien verfahren. Dadurch kann das Auftreten von Artefakten
beim Schneiden von Linien durch die Seams vermieden werden. Ein anschau-
liches Beispiel, bei dem Artefakte2 beim Entfernen von Seams auftreten, ist
in Abbildung 4.4 dargestellt. Wa¨hrend bei der herko¨mmlichen Skalierung die
Schrift und einzelne Bauteile nur schwer oder gar nicht zu erkennen sind,
sind diese bei einer visuellen Repra¨sentation, die durch eine inhaltsbasierten
Skalierung entstanden ist, immer noch zu kennen.
Die Resultate der inhaltsbasierten Skalierung und der herko¨mmlichen Skalie-
rung fu¨r Schaltpla¨ne sind in Abbildung 4.5 gegenu¨bergestellt. Deutlich sind
die hiermit erreichbaren Verbesserungen zu erkennen.
4.3 Adaption auf der Prozessebene
Bei einer Adaption auf der Prozessebene erfolgt ein Eingriff in die Visualisie-
rungspipeline. Dabei muss der Standardablauf, welche durch die Operatoren
realisiert wird (vgl. 2.2.1), durch entsprechende Operatoren erga¨nzt werden.
2Artefakte in diesem Kontext sind Treppeneffekte und nicht mehr durchga¨ngige Linien.
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Abbildung 4.4: Veranschaulichung der Bildung von Artefakten beim Schneiden von
vertikalen Linien durch vertikale Seams. Dabei wurden die Linie schwarz
dargestellt und die beiden Seams in rot.
Abbildung 4.5: Vergleich der Resultate von a) inhaltsbasierter Skalierung und b)
herko¨mmlicher Skalierung, aus [Ros09a]
Die Herausforderung dabei: Welche Operatoren ko¨nnen verwendet werden,
um die Adaptionsmechanismen zu realisieren? Prinzipiell ko¨nnen diese im
Datenraum, Darstellungsraum oder als Mapping-Operatoren definiert sein.
Fu¨r jeden Bereich soll ein Beispiel angegeben werden.
Eine weitere Herausforderung ist die Fragestellung, wie die Adaptionsme-
chanismen in die Visualisierungspipeline eingebunden werden. Eine in dieser
Dissertation entwickelte Lo¨sung basiert auf einem Entscheidungsbaum, des-
sen Funktionsweise im Abschnitt 4.3.4 na¨her beschrieben wird.
Im Rahmen der vorliegenden Dissertation wurden hauptsa¨chlich Adaptions-
mechanismen zur Anzeige auf kleineren Displays entwickelt. Die Fragestel-
lung der Anzeige auf gro¨ßeren Displays wird in der zweiten Phase des GRK’s
MuSAMA behandelt3.
3Große Displays werden erst mit dem Eintritt von Prof. Staadt in der zweiten Phase
des GRK MuSAMA involviert.
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Bei der Adaption einer Informationsvisualisierung auf ein kleineres Display
muss entweder die Komplexita¨t der Daten oder die Komplexita¨t der Darstel-
lung reduziert werden. Beide Fa¨lle werden im Folgenden genauer untersucht.
4.3.1 Adaptionsmechanismen im Datenraum
Bei einer Reduzierung der Datenkomplexita¨t ko¨nnen prinzipiell Datenwerte
ausgeblendet oder zusammengefasst werden. Das bedeutet, dass anschließend
durch die weitere Visualisierungspipeline nur eine reduzierte Datenmenge
verarbeitet werden muss. Daraus ergeben sich einerseits Vorteile hinsichtlich
der Verarbeitungsgeschwindigkeit und andererseits Vorteile durch eine dar-
aus resultierende reduzierte Komplexita¨t in der visuellen Repra¨sentation und
somit eines geringeren Visual Clutter .
Ausblenden von Datenwerten
Beim Ausblenden von Datenwerten wird die Datenmenge der zu visualisie-
renden Daten reduziert. Die Auswahl der Datenwerte, die spa¨ter nicht mehr
visualisiert werden, muss systematisch erfolgen.
Es gibt Vorschla¨ge, die Auswahl zufa¨llig vorzunehmen (vgl. [DE02, ED02,
ED06b]); dahinter steht der Gedanke, dass dann auch der Fehler, der durch
das Entfernen der Datenwerte auftritt, gleichma¨ßig in der visuellen Repra¨sen-
tation verteilt wird. Insbesondere vera¨ndert sich dabei nicht das Dichte-
verha¨ltnis in den einzelnen Regionen der visuellen Repra¨sentation, wenn wei-
terhin eine ausreichende Anzahl von Datenwerten weiterhin dargestellt wird.
Soll aber nicht die allgemeine Verteilung der Daten aus der visuellen Re-
pra¨sentation ersichtlich sein, sondern sollen beispielsweise Ausreißer sichtbar
gemacht werden, so kann ein zufa¨lliges Entfernen von Datenwerten zu Fehl-
interpretationen der visuellen Repra¨sentation fu¨hren. Dieses Beispiel macht
deutlich, dass beim Ausblenden von Datenwerten unbedingt die aktuelle Auf-
gabe beru¨cksichtigt werden muss. Beim Ausblenden von Datenwerten muss
demnach eine Aufgaben-basierte Adaption vorgenommen werden. Eine ge-
nauere Betrachtung der Aufgaben-basierten Datenreduktion erfolgt im Rah-
men der Dissertation von Georg Fuchs4 (vgl. [Fuc10]). Daher soll an dieser
Stelle nicht weiter darauf fokussiert werden.
4Georg Fuchs ist ein Kollegiat des GRK MuSAMA.
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Zusammenfassen von Datenwerten
Ein mo¨glicher Lo¨sungsansatz, bei dem eine Zusammenfassung der Datenwer-
te im Datenraum vorgenommen wird, ist eine hierarchische Strukturierung
der Daten. Dabei wird folglich [Kre05] eine stufenweise Zusammenfassung
inhaltlich a¨hnlicher Datenwerte vorgenommen (siehe auch Abbildung 4.6).
Durch das stufenweise Zusammenfassen von Datenwerten lassen sich einer-
Abbildung 4.6: Konstruktion einer Datenhierarchie (Ergebnishierarchie) mit drei Ebenen aus
einem zuvor berechneten Dendrogramm, aus [Kre05]
seits grobe Unterteilungen in nur wenigen Hierarchiestufen berechnen, die fu¨r
einen ersten U¨berblick der Informationen ausreichen, andererseits besteht fu¨r
detaillierte Analysen die Mo¨glichkeit, die grobe Hierarchie zu verfeinern, um
kleine Unterklassen und Details in den Daten zu identifizieren.
Kreuseler [Kre05] stellt fest, dass es sinnvoll ist, fu¨r die Hierarchisierung
der Daten verschiedene Methoden bereitzustellen, um je nach Analyseziel-
stellung ein geeignetes Verfahren auszuwa¨hlen. Er schla¨gt an dieser Stelle
modifizierte agglomerative Clusterverfahren wie Single Linkage, Complete
Linkange, Average Linkage, Ward, Median, Flexibale Strategy und Cenroid
(vgl. [BEPW96, KR90] fu¨r weitere Details) vor.
Eine hierarchische Strukturierung der Daten hat den Vorteil, dass verschiede-
ne Abstraktionsstufen je nach Charakter der Ausgabegera¨te stufenlos auswa¨hl-
bar sind. Sie stellen somit eine ada¨quate Lo¨sung eines Adaptionsmechanis-
mus im Datenraum zur Adaption an unterschiedliche Ausgabegera¨te dar und
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werden daher auch im Rahmen der vorliegenden Dissertation genutzt (vgl.
Kapitel 5).
4.3.2 Adaptionsmechanismen beim Mapping
Das Mapping bietet weitere Mo¨glichkeiten, die visuelle Repra¨sentation an ein
Ausgabegera¨t anzupassen. Hierzu wurden erste Untersuchungen zur Hellig-
keitsanpassung durchgefu¨hrt. Daneben gibt es weitere Mo¨glichkeiten, die im
Folgenden kurz skizziert werden.
Helligkeitsanpassung
Um bessere Resultate beim Einsatz des Binnings (vgl. [NH06]) auf Scatter-
plots zu erzielen, wurde in Kooperation mit Mike Sips und Georg Fuchs ein
Ansatz entwickelt, der die verwendete Farbskala modifiziert.
Anstatt die original von Novotny et al. [NH06] vorgeschlagene lineare Farbs-
kala zu verwenden, wurde bei Bedarf auf eine logarithmische Farbskala ge-
wechselt. Fu¨r eine verzerrte Verteilung der Bin-Frequenzen zwischen dichten
Zentren von kompakten Clustern und weniger dichten Regionen, in denen sich
die einzelnen Cluster u¨berlagern, bietet sich eine nicht lineare Farbskala an.
Abbildung 4.7 veranschaulicht den Unterschied zwischen einer linearen und
einer logarithmischen Farbskala. Die logarithmische Farbskala stellt mehr
Grauwerte im unteren Ende des Frequenzbereiches zur Verfu¨gung, dadurch
werden die Bereiche um die Cluster-Zentren noch besser sichtbar.
Abbildung 4.7: Dichte-Basiertes-Binning - (a) Standard Scatterplot, (b) Dichte-binning mit
Ausreißer Hervorhebung und linearer Farbskala, (c) Mappen der
Bin-Frequenzen auf eine logarithmische Farbskala (Es wurde ein
synthetischer Datensatz zu Demonstrationszwecken verwendet).
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weitere Mechanismen
Neben der hier vorgestellten Anpassung der Farbskalen sind weitere Unter-
suchungen zu diesem Punkt notwendig, die Gegenstand in der zweiten Phase
des GRK-MuSAMA sind.
So besteht die grundlegende Idee des Stipendiaten Axel Radloff darin, zusa¨tz-
liche visuelle Variablen zu nutzen und mit diesen ein redundantes Mapping
vorzunehmen, um so die Effektivita¨t der Informationsdarstellung zu erho¨hen
und damit auf einer gro¨ßeren Bandbreite von Ausgabegera¨ten darzustellen
(vgl. [RLS10]).
Auch die Untersuchungen zur aufgabenbasierten Informationsdarstellung the-
matisieren eine angepasste Farbkodierung (vgl. [Fuc10]).
4.3.3 Adaptionsmechanismen im Darstellungsraum
Wa¨hrend im Datenraum eine Zusammenfassung der Daten vorgenommen
werden kann, um die Komplexita¨t der Daten zu reduzieren, werden im Dar-
stellungsraum grafische Primitive zusammengefasst, um so die Komplexita¨t
der Darstellung zu reduzieren. Eine bekannte Methode zum Reduzieren der
Komplexita¨t im Darstellungsraum ist das Binning (vgl. [NH06]). Das Bin-
ning la¨sst sich allgemein anwenden, produziert gute Ergebnisse und soll dar-
um auch im Rahmen dieser Arbeit genutzt werden.
Funktionsprinzip: Beim Binning von Scatterplots werden die Achsen in
b regula¨re Intervalle aufgeteilt. Die resultierende Menge von b · b Bins ergibt
die sogenannte Bin-Matrix. Diese kann als ein 2D-Histogramm des Darstel-
lungsraums der Datenpunkt-Verteilung angesehen werden.
Wa¨hrend des Renderns wird jeder nicht-leere Bin durch ein Rechteck re-
pra¨sentiert, bei dem die Frequenz des Bins in die Fu¨llfarbe kodiert wird. In
[NH06] wird dieses Prinzip genutzt, um eine Parallele Koordinatendarstel-
lung zu verbessern, wobei besonderes Augenmerk darauf gelegt wird, dass
Ausreißer erhalten bleiben. In dieser Arbeit wurde das Prinzip auf die Vi-
sualisierung klassifizierter Daten mit Scatterplots u¨bertragen.
Um die Clusterstruktur in Scatterplots gut erkennen zu ko¨nnen, muss der
Benutzer in der Lage sein, die Cluster-Zentren in der Repra¨sentation zu un-
terscheiden. Idealerweise sollte jeder Cluster als eine hochfrequente Region
im Plot wahrgenommen werden, die sich visuell von dichten Bereichen ande-
rer Cluster unterscheidet. Hierzu wurde folgende Erweiterung des Binning-
Ansatzes vorgenommen (vgl. [FTSS09]):
  Justieren der Bin-Auflo¨sung entlang der Scatterplot-Achsen unter Be-
achtung der Positionen der Cluster-Zentren
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  Optionale Verwendung einer rechteckigen Fish-Eye-Verzerrung zur Un-
terteilung der Bins anhand der gegebenen Cluster-Zentren, um so die
visuelle Unterscheidbarkeit der Cluster-Zentren zu verbessern
Um eine gute initiale Binning-Auflo¨sung zu finden, werden anfangs nur die
Cluster-Zentren betrachtet. Dabei wird der Bereich des Scatterplots in bx · by
Bins partitioniert, abha¨ngig von einer anfa¨nglich gesetzten Bin-Gro¨ße. Es
wird anschließend u¨berpru¨ft, ob in einem Bin mehr als ein Cluster-Zentrum
liegt. In diesem Fall wird die Bin-Auflo¨sung weiter unterteilt, indem bx bzw. by
um 1 inkrementiert und anschließend erneut u¨berpru¨ft wird, ob zwei Cluster-
Zentren in ein Bin fallen. Schla¨gt der Test immer noch fehl, wird die Unter-
teilung weiter vorangetrieben, indem alternierend by bzw. bx inkrementiert
werden, bis entweder alle Cluster-Zentren in einem separaten Bin liegen oder
bis ein zuvor definierter Schwellwert fu¨r die Bin-Gro¨ße erreicht wurde.
Bei den angestellten Untersuchungen, die stattfanden, hat sich eine Bin-
Gro¨ße von 5 x 5 Pixel (Startwert) bis 2 x 2 Pixel (unterer Schwellwert)
als ein guter Kompromiss zur Vermeidung von Visual Clutter in der visuel-
len Repra¨sentation und einer guten Darstellung der Cluster auf einer kleinen
Anzeige (vgl. Abbildung 4.7 (a,b)) erwiesen.
Nachdem die Bin-Gro¨ße und die resultierende Bin-Frequenz ermittelt wur-
Abbildung 4.8: Anwendung einer rechteckigen Fish-Eye-Verzerrung - (a) unverzerrter Plot,
(b) Bins, in denen Cluster-Zentren liegen, werden vergro¨ßert. (c)
Vergro¨ßerte Regionen werden unterteilt. Durch die verbesserte Abtastrate in
(c) kommt zum Vorschein, dass die dichte obere Region in Wirklichkeit aus
drei kleinen sehr dichten Regionen besteht. Weiterhin wird die Position einer
weiteren dichten Region in dem Cluster mit geringer Dichte (Mitte-rechts)
hervorgehoben.
den, wird wahlweise eine rechteckige Fish-Eye-Verzerrung u¨ber den Bins po-
sitioniert, die die Cluster-Zentren enthalten. Die Vergro¨ßerung des verfu¨gba-
ren Bildbereiches fu¨r die Regionen der Cluster-Zentren erlaubt ein weiteres
Unterteilen in diesen Regionen. Der Unterteilungsfaktor ist dabei propor-
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tional zum Vergro¨ßerungsfaktor. Das bedeutet, eine Vergro¨ßerung der fo-
kussierten Bins um den Faktor zwei impliziert eine zweifachen Unterteilung
dieser Bins. Die lokal gesteigerte Bin-Auflo¨sung verbessert die Darstellung
von Frequenzabweichungen um die Cluster-Zentren herum. Dadurch ko¨nnen
nah beieinander liegende Cluster-Zentren besser unterschieden werden (vgl.
4.8(c)).
4.3.4 Entscheidungsbaum
Im Rahmen dieser Dissertation wurde eine zweistufige Adaptionsstrategie zur
Gera¨te-basierten Adaption der visuellen Repra¨sentation fu¨r Adaptionsme-
chanismen auf der Prozessebene erarbeitet (vgl. Abbildung 4.9). Der Ent-
scheidungsbaum5 steuert, welche Adaptionsmechanismen eingebunden wer-
den. Dabei werden folgende Schritte abgearbeitet:
1. Es wird die Effektivita¨t der visuellen Repra¨sentation abgescha¨tzt. Ist
die Informationsvisualisierung nicht effektiv, sind in einem zweiten Schritt
Adaptionen erforderlich.
2. Es wird eine geeigneter Adaptionsmechanismus gewa¨hlt, um die cha-
rakteristischen Eigenschaften des Ausgabegera¨tes zu beru¨cksichtigen.
Dabei erfolgt die Auswahl eines geeigneten Adaptionsmechanismus ent-
weder aus dem Datenraum, dem Darstellungsraum oder dem Mapping.
Bevor diese Adaptionsstrategie angewendet werden kann, mu¨ssen eine Reihe
von Entscheidungen getroffen werden:
Die Effektivita¨t einer visuellen Repra¨sentation auf einem anderen Ausgabe-
gera¨t kann sich vera¨ndern, wenn die Repra¨sentation im Vergleich zum Re-
ferenzdisplay entweder auf ein kleineres Display transferiert wurde oder auf
ein wesentlich gro¨ßeres Display.
Im ersten Fall kann Visual Clutter auftreten, wenn zu viele Daten auf der
kleineren Displayfla¨che ausgegeben werden. Visual Clutter wurde hinreichend
untersucht und hat einen wesentlichen Einfluss auf die Effektivita¨t einer vi-
suellen Repra¨sentation (vgl. auch Abschnitt 2.2.4).
Zusa¨tzlich gibt es erste Untersuchungen dazu, dass ein Skalieren der visuellen
Repra¨sentation auf ein gro¨ßeres Display ebenfalls zu einer Verringerung der
Effektivita¨t fu¨hren kann (vgl. [FTSS09, BS04]), da sich die wahrgenommene
Verteilung der Daten und dabei insbesondere die Wahrnehmung von lokalen
5Der Entscheidungsbaum ist in einer gemeinsamen Kooperation mit Georg Fuchs ent-
standen.
4.3. Adaption auf der Prozessebene 77
Abbildung 4.9: Schematische Darstellung des Entscheidungsbaum zur Auswahl geeigneter
Adaptionsmechanismen.
Bereichen mit erho¨hter Datendichte vera¨ndert. In dieser Arbeit liegt der Fo-
kus auf dem ersten Fall, da sehr große Displays erst mit der zweiten Phase
des GRK MuSAMA u¨ber die Teilnahme von Prof. Staadt involviert sind.
Die Definition von Metriken und Evaluierungsmethoden, welche in der Lage
sind, pra¨zise daru¨ber Auskunft zu geben, wie effektiv eine gegebene Visuali-
sierung die Daten pra¨sentiert, ist immer noch eine ungelo¨ste Forschungsfrage
(vgl. [Nor06]).
Tufte [Tuf06] fu¨hrt Maße ein, um die Qualita¨t einer 2D-Repra¨sentation von
statischen Daten abzuscha¨tzen (siehe auch Abschnitt 2.2.4). Beispiele sind
das Data-to-Ink Ratio oder die Data Density, welche die Gro¨ße der visuellen
Repra¨sentation ins Verha¨ltnis setzen zu der Menge an Daten, die angezeigt
wird. Andere Ansa¨tze messen das auftretende Visual Clutter [BS04] oder die
Consistency [SNLH09], um zu ermitteln, wie gut eine visuelle Repra¨sentation
die Charakteristika der Daten kommuniziert.
Zudem sind Schwellwerte erforderlich, um die Effektivita¨t einer visuellen Re-
pra¨sentation zu bestimmen und so eine automatische Adaption zu erlauben.
Diese Schwellwerte sind von der konkret genutzten Visualisierungstechnik,
vor allem aber von der Wahrnehmungsfa¨higkeit des Betrachters abha¨ngig
und werden deshalb durch Nutzerstudien festgelegt (vgl. z. B. [SNLH09]).
In den vorhergehenden Abschnitten wurden unterschiedliche Adaptionsme-
chanismen vorgestellt, die jeweils in anderen Bereichen der Visualisierungs-
pipeline ansetzen und die exemplarisch fu¨r die Umsetzung des Entschei-
dungsbaums zur Verfu¨gung stehen. Standardma¨ßig wird eine Adaption im
Bildraum vorgenommen, um nicht die Daten zu vera¨ndern, sondern nur ihre
Repra¨sentation (vgl. 5).
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4.4 Lokale Adaption
Bisher wurde die Adaption bezogen auf die gesamte visuelle Repra¨sentati-
on durchgefu¨hrt. Aber nicht immer ist dies notwendig und angebracht. Eine
Alternative wa¨re, Anpassungen nur in lokal begrenzten Bereichen vorzuneh-
men. Hierfu¨r gibt es zwei Argumente:
  Die “mental map“ bleibt erhalten. Es wird fu¨r die Benutzer einfacher,
die adaptierten Bereiche einzuordnen6.
  Die Berechnung vereinfacht sich. Dieser Vorteil wiegt besonders stark
im Hinblick auf leistungsschwache Ausgabegera¨te wie PDAs oder Smart-
Phones. Da Updates und Vera¨nderungen sich nur auf kleine lokale Be-
reiche beziehen, ko¨nnen notwendige Berechnungen schnell durchgefu¨hrt
werden.
Ein Konzept, mit dem sich lokale Anpassungen realisieren lassen, sind Linsen.
Diese werden interaktiv durch den Benutzer positioniert und vera¨ndern die
visuelle Repra¨sentation in einem definierten lokalen Bereich (vgl. [BSP+93,
BSP97]).
Linsen arbeiten typischerweise im Darstellungsraum und verzerren lokale
Bildbereiche. Daneben fu¨hrt Bier [BSP+93] mit den magic lenses auch Lin-
sen im Datenraum ein. Griethe et al. [GFS05] verallgemeinern dieses Konzept
und definieren Linsen als Operatoren auf dem Data-State-Reference-Model
(vgl. 2.2.1, [CR98, Chi00]). Einige Beispiele sollen die vielfa¨ltigen Optionen,
die sich aus diesem Konzept
”
Linsen als Operatoren“ ergeben, demonstrieren:
Linsen als Operatoren auf den einzelnen Stufen
  Linsen als Operatoren auf den Daten zur Reduzierung der zu visua-
lisierenden Daten zur Vermeidung von Visual Clutter (Sampling vgl.
[ED06b, ED06a, ED07, EBD05] siehe auch Abbildung 4.10), zum Ent-
fernen von Fehlern oder zum Interpolieren von Werten im Bereich der
Linse.
  Linsen als Operatoren auf den analytischen Abstraktionen z. B. zur
Anzeige von zusa¨tzlichen Informationen wie Clustereigenschaften der
Daten im Bereich der Linse.
6Diese Behauptung stu¨tzt sich auf die Analogie zu den bekannten Fokus und Kontext
Techniken, bei denen ebenfalls der Kontextbereich verwendet wird, um den Bereich auf
dem der Fokus liegt, besser einordnen zu ko¨nnen (vgl. [Kea99, CMS99]).
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  Linsen als Operatoren auf den visuellen Abstraktionen zur Anpassung
des Detail-Grades (LoD, vgl. [FHRS08, Kea98]) oder zur Generali-
sierung/Vereinfachung/Zusammenfassung von visuellen Primitiven im
Bereich der Linse (vgl. [BS05a]).
  Linsen als Operatoren auf den Bilddaten, zur Anpassung von Sa¨ttigung
und Farbe oder zur Realisierung von Verzerrungen der Bilddaten (vgl.
[Kea99]).
Abbildung 4.10: Linien innerhalb einer Linse mit 10%er Samplingrate, aus [ED06b]
Linsen zur Steuerung
  Linsen als Filtering-Operatoren haben die Mo¨glichkeit, zusa¨tzlicheWer-
te zu den Daten zu berechnen wie beispielsweise Kennwerte zu den
Knoten in einem großen Graphen. Stattdessen ko¨nnen auch Informa-
tionen im Bereich der Linse ausgeblendet werden (vgl. [LH94]). Oder es
ko¨nnen im Linsenbereich nicht inzidente Kanten von Knoten entfernt
werden, um so Visual Clutter zu reduzieren (vgl. [TAvHS06]).
  Linsen als Mapping-Operatoren greifen in das Mapping ein. Sie ko¨nnen
dazu verwendet werden, um zusa¨tzliche Aspekte der gegebenen Da-
ten im Linsenbereich zu visualisieren. (vgl. [BSP+93, Kea98, BSP97,
LBC04], siehe auch Abbildung 4.11).
  Linsen als Rendering-Operatoren dienen zur Realisierung von grafi-
schen Linsen, wie z. B. Verzerrungslinsen. Die kartografische Lupe von
Rase ist ein konkretes Beispiel fu¨r diese Linsen (vgl. [Ras97, LA94]).
Damit ist eine große Vielfalt lokaler Anpassungen mo¨glich, insbesondere auch
durch die Kombination von Linsen. Darum sollen Linsen auch im Rahmen
dieser Arbeit genutzt werden. Dabei sind Linsen wie folgt definiert:
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Abbildung 4.11: Unterschiedliches Mapping im Bereich der Linse, aus [BSP97, LBC04]
4.4.1 Definition von Linsen
Linsen sind allgemein definiert durch ihre Position, Form und ihre Linsen-
funktion.
Position Die Position der Linse ist spezifiziert durch einen Punkt in der
visuellen Repra¨sentation. Die Angabe erfolgt durch einen 2D- oder 3D-
Punkt.
Form Die Form der Linse spezifiziert den Bereich, der von der Linsenfunkti-
on beeinflusst wird. Fu¨r gewo¨hnlich ist die Form der Linse durch einfa-
che geometrische Formen wie Quadrate oder Kreise bestimmt bzw. im
3D-Fall durch Wu¨rfel oder Kugeln. Aber es sind auch komplexere For-
men mo¨glich, wie beispielsweise Polygone, die zudem Lo¨cher enthalten
ko¨nnen.
Linsenfunktion Die Linsenfunktion wird als ein Operator oder eine Zu-
sammenfassung von Operatoren des Data-State-Reference-Model auf-
gefasst. Sie kann wie jeder andere Operator auch, auf den Stufen des
DSRMDatenwerte hinzufu¨gen, entfernen oder diese modifizieren. Durch
die Linsenfunktion ist demzufolge spezifiziert, wie die Datenwerte im
Bereich der Linse angezeigt werden.
Dieses Konzept soll im Folgenden systematisiert werden, so dass sich beliebige
Anpassungen sowohl auf Daten- als auch auf Darstellungsebene vornehmen
lassen. Insbesondere wird mit dem neuen Ansatz der
”
intelligenten Linsen“
ein intelligenter Steuermechanismuss fu¨r diese Anpassungen vorgeschlagen.
Bei der Realisierung der lokalen Adaption mit Hilfe der soeben eingefu¨hrten
Linsen sind zwei Probleme zu lo¨sen:
1. Werden Linsen auf allen Stufen des DSRM eingesetzt, muss die Region,
welche eine Linse beeinflusst, auf allen Stufen definiert sein.
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2. Neu ist die Kombination von mehreren Linsen, die als Operatoren auf
dem DSRM definiert sind. Dadurch ergeben sich auch hier neue Her-
ausforderungen.
4.4.2 Definition der Linsenregion auf allen Stufen des
Data-State-Reference-Model
Die Linsenregion ist der Bereich der Daten, der von der Linsenfunktion be-
einflusst wird und leitet sich direkt aus der Position und Form der Linse ab.
Um eine große Flexibilita¨t zu gewa¨hrleisten, wird in dieser Arbeit die Lin-
senregion auf jeder Stufe des DSRM als eine Schnittmenge von Halbra¨umen
spezifiziert.
Allgemein betrachtet ist ein Halbraum der Bereich eines n-dimensionalen
Raums, welcher auf der einen Seite einer (n − 1)-dimensionalen Hyperebe-
ne liegt, die den Raum in zwei Teile zerlegt. Eine beliebige Region im n-
dimensionalen Raum kann durch die Schnittmenge von geeigneten Halbra¨um-
en beschrieben werden. Halbra¨ume lassen sich sowohl im Daten- als auch im
Darstellungsraum definieren und einfach ineinander u¨berfu¨hren.
4.4.3 Kombination von Linsen
Bisher wurde nur die Definition einer einzelnen Linse betrachtet, theoretisch
ko¨nnen aber auch mehrere Linsen auf unterschiedlichen Stufen definiert wer-
den. Um die Operatoren der Linsen in die vorliegende Visualisierungspipeline
zu integrieren, gibt es zwei Varianten:
1. Es werden zwei separate Visualisierungspipelines verwendet. Eine, um
die eigentliche visuelle Repra¨sentation zu erstellen, die andere um die
visuelle Ausgabe im Linsenbereich zu berechnen. Im Anschluss werden
beide visuellen Repra¨sentationen im Bildraum vereinigt (siehe Abbil-
dung 4.12).
2. Es wird nur eine Visualisierungspipeline verwendet. Dabei manipulieren
die Operatoren der Linse die Daten der Pipeline direkt. Sie haben somit
einen unmittelbaren Effekt, und es kann zu Wechselwirkungen zwischen
mehreren Linsen kommen (siehe Abbildung 4.13).
Wa¨hrend die erste Variante nicht zum Kombinieren von mehreren Linsen auf
allen Stufen des DSRM verwendet werden kann, da die berechneten visuellen
Repra¨sentationen erst auf der Stufe der Bilddaten zusammengefu¨hrt werden,
ist dies bei der zweiten genannten Variante mo¨glich. Aus diesem Grund wird
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Abbildung 4.12: Integration einer Linse mit zwei getrennten Visualisierungspipelines,
aus [EBD05].
Abbildung 4.13: Integration einer Linsen mit nur einer Visualisierungspipeline, aus [EBD05].
in dieser Arbeit die zweite der beiden Varianten verwendet. Dabei kann es
zu Wechselwirkungen der Linsen kommen, wenn sich deren Linsenregionen
u¨berlappen. In diesem Fall mu¨ssen die Linsen kombiniert werden. Hierbei
sind zwei Schritte erforderlich:
1. Es sind die entsprechenden Schnittmengen der Linsenregionen zu be-
stimmen. Da die Linsenregionen als Schnittmenge von Halbra¨umen de-
finiert sind, ist eine Verschneidung einfach umzusetzen. Am Beispiel
von zwei Linsen sind jeweils die Regionen zu bestimmen, die nur von
einer der beiden Linsen beeinflusst werden und die Region, in der sich
beide Linsen u¨berlappen und somit auch beide Linsen einen Einfluss
haben.
2. Die zugeho¨rigen Linsenoperatoren mu¨ssen gleichzeitig auf der sich u¨ber-
lappenden Region ausgefu¨hrt werden. Dabei sind unterschiedliche An-
sa¨tze vorstellbar:
Auswahl durch Priorita¨ten Nur eine Linsenfunktion wird auf die
sich u¨berlappenden Regionen angewendet. Welche Linsenfunktion
dies ist, wird durch Priorita¨ten bestimmt.
Verschmelzung der Linsenfunktionen In diesem Fall wird eine neue
Linsenfunktion fu¨r den sich u¨berlappenden Bereich spezifiziert.
Die Basis dieser Funktion bilden die Funktionen der zu kombinie-
renden Linsen. Dafu¨r ist eine passende und konsistente Beschrei-
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bung der Linsenfunktion erforderlich wie z. B. eine Beschreibung
mit Hilfe der Pra¨dikaten-Logik.
Kombinieren der Ausgaben der Linsenfunktionen Die Linsenfunk-
tionen werden unabha¨ngig voneinander auf den u¨berlappenden
Bereich angewendet. Anschließend werden die Vera¨nderungen, wel-
che die Linsenfunktionen an den Datenwerten vornehmen, umge-
setzt.
Da Priorita¨ten zur Auswahl einer Linsenfunktion zum U¨berschreiben der
Linsen mit niedriger Priorita¨t fu¨hren und nicht immer eine Beschreibung der
Linsenfunktion unter Verwendung von Pra¨dikaten-Logik mo¨glich ist, wurde
in dem hier vorliegenden Konzept das Kombinieren der Ausgabe der Linsen-
funktionen weiter untersucht.
Die Kombination von zwei oder mehr Ausgabemengen von Linsen bringt
Probleme mit sich. Beim Kombinieren ko¨nnen drei unterschiedliche Konflik-
te auftreten:
1. Schreibkonflikt Dabei u¨berschreiben die Linsen dieselben Datenwerte
einer Stufe des DSRM.
2. Abha¨ngigkeitskonflikt Eine Linse L1 verwendet die Datenwerte, die
von einer anderen Linse L2, vera¨ndert werden. In diesem Fall ist die
Linse L1 von der Linse L2 abha¨ngig.
3. Lesekonflikt Existieren zwei Linsen, zwischen denen ein Schreibkon-
flikt auftritt und weiter eine dritte Linse, die eben auf diesen Daten-
werten arbeitet, so tritt ein Lesekonflikt auf. Fu¨r die dritte Linse muss
entschieden werden, auf welchen der beiden Fassungen der Daten die
Linse arbeitet.
Unter der Annahme, dass die Visualisierungspipeline selbst konfliktfrei ist,
kann eine einzelne Linse keine Konflikte verursachen, da die Operatoren der
Linsen per Definition immer eine ho¨here Priorita¨t haben als die Operatoren
in der gegebenen Visualisierungspipeline.
Weiterhin ko¨nnen Lesekonflikte nur dann auftreten, wenn nicht aufgelo¨ste
Schreibkonflikte existieren. Wird der auslo¨sende Schreibkonflikt aufgelo¨st, so
lo¨st sich der betreffende Lesekonflikt ebenfalls auf. Abha¨ngigkeitskonflikte las-
sen sich ebenfalls automatisch auflo¨sen, indem die Bearbeitungsreihenfolge
der Operatoren entsprechend umgestellt wird. Ausschließlich Schreibkonflik-
te lassen sich nicht automatisch auflo¨sen. Diese treten aber nur bei einem
Bruchteil der zu kombinierenden Linsen auf. Dennoch ist eine Strategie erfor-
derlich, um Schreibkonflikte auflo¨sen zu ko¨nnen. Dabei kann entweder direkt
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der Benutzer konsultiert werden, oder die einzelnen Linsenfunktionen werden
mit Priorita¨ten versehen, welche ebenfalls von den Benutzern in Skripten der
Linsen hinterlegt werden. Die Priorita¨ten werden ausschließlich verwendet,
um auftretende Schreibkonflikte zwischen den Linsen aufzulo¨sen.
Bevor Konflikte aufgelo¨st werden ko¨nnen, ist es erforderlich, sie zu erkennen.
Zu diesem Zweck wird eine formale Beschreibung der Resultate der Linsen-
funktionen sowie formale Tests zum Erkennen der unterschiedlichen Konflikte
eingefu¨hrt. Diese ko¨nnen im Anhang A.2 nachgelesen werden.
4.4.4 Intelligente Linsen in Smart-Meeting-Rooms
U¨blicherweise spezifiziert der Benutzer entsprechend seiner Interessen die
Parameter einer Linse interaktiv. Neu an dem im Rahmen dieser Disser-
tation entwickelten Konzept sind die intelligenten Linsen, die als austausch-
bare Operatoren auf dem Data-State-Reference-Model definiert sind (vgl.
[CR98, Chi00]).
Das Konzept der intelligenten Linsen sieht vor, dass viele dieser Parameter
soweit wie mo¨glich automatisch gesetzt werden ko¨nnen. Auch im Szenario
eines Smart-Meeting-Rooms sollen die Parameter der Linse entsprechend der
vorliegenden Rahmenbedingungen automatisch angepasst werden. Fu¨r eine
automatische Anpassung ist es notwendig, Kriterien aufzustellen, nach denen
die Anpassung erfolgen kann. Hierfu¨r gibt es prinzipiell drei Mo¨glichkeiten:
1. Benutzer-bezogen Im Allgemeinen wird dieser Aspekt durch ein Be-
nutzerprofil spezifiziert, welches Informationen wie das spezifische In-
teresse eines Nutzers oder Vorlieben, wie die Form der Linse umfasst.
Auch im Umfeld eines Smart-Meeting-Rooms ko¨nnen automatische An-
passungen bezogen auf ein Nutzerprofil vorgenommen werden7. So la¨sst
sich beispielsweise die Auswahl der verwendeten Linsenfunktionen steu-
ern.
2. Daten-bezogen Hierbei wird die Linse unter Beru¨cksichtigung spezi-
fischer Eigenschaften der Daten adaptiert. Dazu werden z. B. A¨hnlich-
keiten von Datenwerten verwendet, um die Linsenregion um weitere
Datenwerte zu erweitern. Eine weitere Mo¨glichkeit ist die automati-
sche Positionierung u¨ber Extremwerten oder bei einem vorliegendem
Clustering der Daten u¨ber den einzelnen Clusterrepra¨sentanten.
7In der zweiten Phase des GRK’s ist die Entwicklung eines allgemeinen Nutzermodells
ein Ziel, so dass Wechselwirkungen zwischen Intensionen, Aktionen und der Informations-
anzeige ausgenutzt werden ko¨nnen.
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3. Gera¨te-bezogen Bei Vera¨nderungen der Displayfla¨che lassen sich au-
tomatisch Linsen positionieren, um interessante Bereiche in der visu-
ellen Repra¨sentation ho¨her aufzulo¨sen. Es ko¨nnen auch Metriken ver-
wendet werden, um lokale Bereiche mit erho¨hter Dichte in der visuellen
Repra¨sentation zu identifizieren (vgl. [BS04]) und dann u¨ber diesen eine
Vergro¨ßerungslinse zu positionieren.
Es bleibt die Frage, wie die automatische Adaption der Linsenparameter
realisiert wird. In der HCI 8 werden fu¨r Adaptionen der Benutzerschnittstelle
komplexe Modelle verwendet(vgl. [BDF+06, RWF06]). In dem hier vorliegen-
den Konzept soll ein einfacherer Skript-basierter Ansatz verwendet werden,
um die fu¨r die Parametrisierung der Linsen relevanten Aspekte zu beschrei-
ben. Das Skript entha¨lt derzeit Nutzer-bezogene Informationen, kann aber
beliebig erweitert werden, um auch Daten- oder Gera¨te-bezogene Informa-
tionen zu beru¨cksichtigen:
  die bevorzugte Form der Linse
  den Bereich von Interesse
  die Linsenfunktion
Ein Bereich von Interesse wird zuna¨chst Nutzer-bezogen festgelegt, kann
aber Daten-bezogen ausgewertet werden. Ein Beispiel ist das Erkennen von
Maximalwerten und die automatische Positionierung der Linse u¨ber Berei-
chen, in denen lokale Maxima auftreten. Der Bereich entspricht damit einer
Menge von Datenwerten, welche in der Linsenregion liegen. Die Linsenregion
la¨sst sich durch das Konzept der Halbra¨ume beschreiben. Um diese zu spe-
zifizieren, werden geeignete Filterbedingungen verwendet.
In Abbildung 4.14 sind Linsen dargestellt, die sich automatisch u¨ber den Ge-
bieten positionieren, in denen eine Grippewelle ihr Maximum erreicht. Die
betreffenden Gebiete werden durch eine Linse visuell hervorgehoben, und
durch eine weitere Linse wird der Monat in der die sta¨rkste Grippewelle auf-
trat, in die Textur kodiert.
Eine weiter Spielart ist in Abbildung 4.16 dargestellt.
Auch in Abbildung 4.17 wurde ein weiteres Beispiel einer Linse angegeben.
An dieser Stelle wurden die Skripte in einem XML-Dialekt spezifiziert. Zur
Beschreibung der Filterbedingungen wurde eine Notation verwendet, die durch
die OGC-Filter-Spezifikation inspiriert wurde (vgl. [Ope05]). Die Beschrei-
bung erlaubt es, komplexe geschachtelte Bedingungen auszudru¨cken inklusi-
ve ra¨umlichen, arithmetischen und logischen Einschra¨nkungen. Das Beispiel
8Human Computer Interaction
86 Kapitel 4. Adaption der Informationsdarstellung
Abbildung 4.14: Darstellung einer kombinierten Linse, die sich automatisch u¨ber den
Gebieten eines Landes positioniert, die von einer aktuellen Grippewelle am
sta¨rksten betroffen sind. Auf der linken Seite sind die Gebiete ohne Linse
als Referenz dargestellt.
eines Skriptes einer Linse ist in Abbildung 4.15 dargestellt. Die Konzepte
zu den intelligenten Linsen wurden auf der Smart Graphics 2008 [TFS08a]
vero¨ffentlicht.
Ein Vorteil der intelligenten Linsen ist, dass mehrere der Linsen auf eine
Abbildung 4.15: XML-Skript einer intelligenten Linse.
visuelle Repra¨sentation angewendet werden ko¨nnen. Jedem Benutzer kann
demzufolge seine eigene intelligente Linse zur Verfu¨gung gestellt werden, die
sich je nach Vorlieben und Interessen automatisch u¨ber der visuellen Re-
pra¨sentation positioniert und diese anpasst.
Ein weiterer Vorteil ist die leichte Austauschbarkeit der Linsen. Diese ko¨nnen
je nach Bedarf jederzeit in eine bestehende visuelle Repra¨sentation eingefu¨gt
oder wieder aus dieser entfernt werden, beispielsweise in einer Diskussion, in
der ein neuer Aspekt in der visuellen Repra¨sentation durch eine Linse verifi-
ziert werden soll.
Dabei bedient jeder Operator eine definierte Schnittstelle im DSRM und la¨sst
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sich somit beliebig austauschen. Zudem lassen sich mehrere Linsen kombi-
nieren, und aus Linsen mit vergleichsweise einfacher Funktionalita¨t ko¨nnen
Linsen mit weitaus komplexeren Linsenfunktionen On-the-Fly erstellt wer-
den.
Linsen stellen somit ein sehr ma¨chtiges Werkzeug zur Adaption von visuellen
Repra¨sentationen in Smart-Meeting-Rooms dar.
Abbildung 4.16: Eine
”
Maximum Linse“, welche die Fu¨llfarbe eines Gebietes einer Karte
entsprechend der aufgetretenen Fallzahlen modifiziert. Die Form der Linse
ist entweder benutzerdefiniert (links) oder Daten-gesteuert (rechts) und
wird automatisch u¨ber dem Gebiet mit der maximal auftretenden Fallzahl
positioniert.
Abbildung 4.17: Dargestellt ist eine Linse, die eine Themenfluss-Ikone [HHN00] in die
Kartendarstellung fu¨r genauere Analysen einbettet. Diese wird mit einer
Fish-Eye Verzerrungslinse kombiniert, bei der der Vergro¨ßerungsfaktor
Nutzer-gesteuert spezifiziert wird. Beide Linsen werden automatisch u¨ber
dem Wohngebiet des Benutzers positioniert.
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4.5 Progressive Informationsdarstellung
Bisher wurde von einer adaptiven Informationsdarstellung ausgegangen, das
heißt, die visuelle Repra¨sentation wird global oder lokal angepasst und dement-
sprechend auf verschiedenen Ausgabegera¨ten angezeigt. In diesem Abschnitt
soll das neue Konzept der progressiven Informationsdarstellung eingefu¨hrt
werden.
Der Ansatz der Progression ist ein anerkanntes Prinzip in der Computergra-
fik, um Engpa¨sse der Rechenleistung oder der Bandbreite zu kompensieren
(vgl. [RS07, SVH08, RS09]).
Besonders verbreitet ist der Ansatz der progressiven Bilddarstellung. Die
Grundidee der progressiven Bilddarstellung, wie sie auch im WWW (World
Wide Web) genutzt wird, besteht darin, die Kodierung der Bilddaten so zu
wa¨hlen, dass die Dekodierung eines abgeschnittenen Datenstroms der ko-
dierten Daten das Bild mit weniger Details wiederherstellt [TA08]. Dadurch
kann, wa¨hrend noch die U¨bertragung la¨uft und erst wenige Daten empfan-
gen wurden, eine Vorschau erzeugt werden. So ko¨nnen bereits sehr fru¨h erste
Eindru¨cke u¨ber die Daten gewonnen werden.
Zur Veranschaulichung des Prinzips der progressiven Bilddarstellung sind in
Abbildung 4.18 drei Bilder mit unterschiedlichen Detailstufen dargestellt.
Bisher gibt es kaum Ansa¨tze zur Progression in der Informationsdarstellung.
Erste Beispiele finden sich bei Rosenbaum [RS09]. Diese wurden im Rahmen
dieser Arbeit und in Kooperation mit Rene´ Rosenbaum, UC Davis, ausgebaut
und angewendet.
Abbildung 4.18: Progressive Verfeinerung der Details in einem Rasterbild
4.5.1 Progression in der Informationsdarstellung
Bei der progressiven Informationsdarstellung wird die visuelle Repra¨sentati-
on analog zur progressiven Bildanzeige erzeugt und auf den verschiedenen
Ausgabegera¨ten angezeigt, bis sie vollsta¨ndig erstellt ist. Die Idee ist dabei,
dass die progressive U¨bertragung individuell fu¨r jedes Gera¨t gestoppt wird,
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wenn verfeinerte Informationen nicht mehr darstellbar sind.
Im Smart-Meeting-Room wird ein Gera¨t als Server ausgewa¨hlt, und von die-
sem werden die zu visualisierenden Daten in Form eines progressiven Daten-
stroms fu¨r andere Ausgabegera¨te (Clients) bereitgestellt.
Die Besonderheit eines progressiven Datenstroms ist, dass jeweils nur die neu-
en Details in Form von Differenzen bezu¨glich der bereits u¨bertragenden Da-
ten gesendet werden. Bei der Progression gilt das Prinzip:
”
Kodiere einmal,
aber verwende mehrfach!“ [RS09]. Bei der Anpassung der zu visualisieren-
den Daten auf mehrere unterschiedliche Ausgabegera¨te wird immer derselbe
Datenstrom verwendet. Je nach vorliegenden Gera¨teeigenschaften wird die
progressive U¨bertragung und Ausgabe der zu visualisierenden Daten fru¨her
oder spa¨ter abgebrochen.
Der Abbruch erfolgt, wenn weitere Details auf dem aktuellen Ausgabegera¨t
nicht mehr wahrnehmbar sind oder wenn deren Darstellung zu viel Zeit be-
anspruchen wu¨rde. Der erste Fall ist gegeben, wenn neu hinzukommende
Details im Subpixel-Bereich9 liegen. Der zweite Fall tritt ein, wenn die zu
visualisierende Datenmenge auf Grund ihrer Gro¨ße nicht in der vorgegeben
Zeit verarbeitet und ausgeben werden kann. In Abbildung 4.19 wird dieses
Prinzip anhand von der Treemap-Technik10 veranschaulicht.
Eine grundlegenden Herausforderung bei progressiven Informationsdarstel-
Abbildung 4.19: Adaptive progressive Informationsdarstellung auf unterschiedlichen
Ausgabegera¨ten am Beispiel von Treemaps
lungen in Smart-Meeting-Rooms ist die Wahl geeigneter Abbruchkriterien,
9Die auszugebenen Informationen liegen im Subpixel-Bereich, wenn weitere Details nur
noch A¨nderungen von kleiner als ein Pixel hervorrufen wu¨rden.
10Treemaps sind eine Visualisierungstechnik zur Visualisierung von hierarchischen Netz-
werken. Jeder Knoten wird dabei als Rechteck dargestellt. Das umschreibende Rechteck
repra¨sentiert den Wurzelknoten und wird entsprechend der Kindknoten weiter unterteilt.
Dieser Prozess wird rekursiv wiederholt, bis alle Rechtecke nur noch Blattknoten repra¨sen-
tieren (vgl. [Wat99, Shn92]).
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ab derer keine weiteren Details mehr an das betreffende Ausgabegera¨t u¨ber-
tragen werden du¨rfen. Die zweite Herausforderung ist, dass fu¨r jedes Ausga-
begera¨t, welches als Client im Sinne der progressiven Informationsdarstellung
agiert, zu bestimmen ist, ob ein Abbruchkriterium bereits erreicht wurde.
In der vorliegenden Arbeit wurden im Folgenden beide Fragestellungen un-
tersucht und Konzepte fu¨r deren Lo¨sungen erarbeitet.
4.5.2 Bereitstellen geeigneter Abbruchkriterien
Progressive Informationsdarstellungen ko¨nnen verwendet werden, um an die
Ausgabegera¨te angepasste Informationsdarstellungen zu erzeugen. In diesem
Kontext kommen die Auflo¨sung und Gro¨ße des Displays als begrenzender
Faktor hinzu. Zusa¨tzlich kann das Prinzip der Progression verwendet wer-
den, um Engpa¨ssen bei der Bandbreite und der Rechenleistung zu begegnen.
Auch hieraus ergeben sich begrenzende Faktoren.
Auflo¨sung des Displays
Ein Abbruchkriterium ist die Auflo¨sung der Displays. Die U¨bertragung wei-
terer Details ist nicht sinnvoll, wenn die Auflo¨sung des Ausgabegera¨tes nicht
ausreichend dafu¨r ist, derart feine Details auszugeben. Es sei also definiert:
Das Abbruchkriterium ist erfu¨llt, wenn weitere zu u¨bertragende Details im
Subpixel-Bereich des Ausgabegera¨tes liegen.
Dieses Abbruchkriterium kann erweitert werden, indem die Abmessung des
Displays und der Abstand der Betrachter zum Ausgabegera¨t mit herangezo-
gen werden. Durch diese Kenngro¨ßen kann die Sehscha¨rfe des menschlichen
Auges beru¨cksichtigt werden. Die Sehscha¨rfe beschreibt den Winkel, unter
dem Abbilder zweier Gegensta¨nde ins Auge einfallen mu¨ssen, damit diese
noch als unterschiedlich wahrgenommen werden ko¨nnen. Der Durchschnitts-
wert der Sehscha¨rfe (auch als Visus bezeichnet) betra¨gt unter optimalen Be-
dingungen eine Bogenminute (1/60 ) (vgl. [Gol00]). Das entspricht einem
Abstand der beiden Gegensta¨nde von 1,5 mm zueinander bei 5 m Abstand
des Betrachters zu den Gegensta¨nden. Hierfu¨r mu¨ssen die Auflo¨sung und die
Abmessung des Displays bekannt sein. Steht der Betrachter in 5 m Entfer-
nung zum Display und haben zwei benachbarte Pixel auf dem Display einen
Abstand kleiner als 1,5 mm, so ko¨nnen diese nicht mehr als getrennt wahr-
genommen werden. Die wahrnehmbare Auflo¨sung des Displays ist in diesem
Fall geringer. Allgemein kann die wahrnehmbare Auflo¨sung durch die nach-
stehenden Formeln berechnet werden:
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Abstand zweier Pixel (DPD) auf dem Ausgabegera¨t:
DPD = Min(DPDx;DPDy) mit
DPDx =
Sizex
Resx
mit
Sizex : Breite des Displays in mm
Resx : Auflo¨sung des Displays in
X-Richtung in mm
DPDy =
Sizey
Resy
mit
Sizey : Ho¨he des Displays in mm
Resy : Auflo¨sung des Displays in
Y-Richtung in mm
Abstand zweier Pixel wahrnehmungsbasiert (DPP ):
DPP = visus · UD mit
visus : entspricht einem Wert von 0,0003
UD : Abstand des Benutzers
vom Ausgabegera¨t in mm
Wahrnehmbare Auflo¨sung (PRes) in Pixel:
DP = Max(DPP ;DPD)
PResx =
Sizex
DP
PResy =
Sizey
DP
Sind also der Betrachterabstand und die Abmessungen des Displays zusa¨tz-
lich zur Auflo¨sung des Displays bekannt, so ist das Abbruchkriterium erfu¨llt,
wenn weitere zu u¨bertragende Details ausschließlich im Subpixel-Bereich der
wahrnehmbaren Auflo¨sung liegen.
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Verarbeitungszeit
Engpa¨sse bei der Bandbreite und der Rechenleistung resultieren letztendlich
in la¨ngeren Wartezeiten, bevor neue Details angezeigt werden. Bekanntlich
[Kor09] sind Benutzer aber nur bereit, ca. 20 Sekunden ohne jede Reaktion
der visuellen Ausgabe zu warten. Ein Abbruchkriterium fu¨r die Rechenleis-
tung und Bandbreite kann also durch die Zeit angegeben werden, die zwischen
der Ausgabe zweier Vorschauen der progressiven Informationsdarstellung ver-
geht. Es sei definiert: Das Abbruchkriterium ist erfu¨llt, wenn zwischen der
Ausgabe zweier visueller Repra¨sentationen mehr als 20 Sekunden liegen.
4.5.3 U¨berpru¨fen der Abbruchkriterien
An dieser Stelle wird ein Konzept beschrieben, das hilft zu ermitteln, ob eines
der drei genannten Abbruchkriteren erreicht ist. In diesem Rahmen wurde
ein On-the-Fly Ansatz verwendet. Das Ziel ist es, anhand der bekannten Ab-
bruchkriterien zu bestimmen, ob bei der progressiven Informationsdarstellung
weitere Details in Form von weiteren Daten verarbeitet und dargestellt wer-
den ko¨nnen oder nicht.
Die zu u¨bertragenen Daten lassen sich dabei in der Regel nicht beliebig fein
unterteilen, stattdessen bilden sie eine Hierarchie von Daten. Bei der progres-
siven Informationsdarstellung werden die Daten hierarchisch strukturiert.
Dabei nehmen die Details pro Ebene zu. Es ist die Besonderheit zu beachten,
dass in den Ebenen jeweils nur die Differenzen zur vorherigen Ebene gespei-
chert werden. Um alle Daten in einer visuellen Repra¨sentation darzustellen,
ist es nicht ausreichend, nur die letzte Datenhierarchie-Ebene zu u¨bertragen,
sondern alle Datenhierarchie-Ebenen. Die visuelle Repra¨sentation wird also
verfeinert, indem eine weitere Datenhierarchie-Ebene u¨bertragen, verarbeitet
und dargestellt wird.
Ziel des Ansatzes ist es folglich, anhand der Abbruchkriterien zu entscheiden,
ob eine weitere Datenhierarchie-Ebene verarbeitet werden kann oder nicht.
On-the-fly-basiertes Vorgehen
Im Rahmen dieser Dissertation wurde ein Ansatz erarbeitet, den Ressourcen-
bedarf zur Laufzeit zu bestimmen, den eine Datenhierarchie-Ebene auf einem
spezifizierten Ausgabegera¨t hat. Fu¨r diese Betrachtungen werden aktuelle
Messungen der Displayauflo¨sungen des Ausgabegera¨tes verwendet sowie die
beno¨tigte U¨bertragungs- und Dekodierzeiten der bereits u¨bertragenen und
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dargestellten Datenhierarchie-Ebenen. Stehen die notwendigen Kenngro¨ßen
zur Bestimmung der verfu¨gbaren wahrnehmbaren Auflo¨sung des Ausgabe-
gera¨tes zur Verfu¨gung, so wird diese ebenfalls beru¨cksichtigt.
Allgemein werden bei der On-the-Fly-Abscha¨tzung folgende Schritte abgear-
beitet:
1. Die Messwerte zu den bereits u¨bertragenen Datenhierarchie-Ebenen
werden durch eine Filterfunktion gegla¨ttet. Dadurch wird der Einfluss
von Ausreißern, die durch kurze Schwankungen bei der Bandbreite oder
der Rechenleistung entstehen, reduziert. Erste Tests zeigen, dass hierfu¨r
ein Median-Filter verwendet werden kann (vgl. [TSR09]).
2. Anschließend werden die Messwerte mit einem
”
Wachstumsfaktor“ kom-
biniert, welcher den Zuwachs der Komplexita¨t in den Daten repra¨sen-
tiert. Dabei kann der Wachstumsfaktor entweder konstant sein, Meta-
Daten-gesteuert, oder er kann durch eine Vorschau abgescha¨tzt werden.
Dadurch ist es mo¨glich, den Ressourcenbedarf der zu u¨bertragenden
Datenhierarchie-Ebene abzuscha¨tzen.
3. Der abgescha¨tzte Ressourcenbedarf wird mit den gegebenen Abbruch-
kriterien verglichen. Ist dabei ersichtlich, dass die U¨bertragung der
na¨chsten Datenhierarchie-Ebene das aktuelle Ausgabegera¨t u¨berlastet,
so wird diese nicht mehr u¨bertragen.
4.5.4 Ergebnisse der progressiven Informationsdarstel-
lung
Der hier vorgestellte Ansatz wurde exemplarisch auf die progressive Darstel-
lung von JPEG2000 Bilddaten [TM01] sowie die progressive Informationsdar-
stellung mit Hilfe von Treemaps [Wat99, Shn92] u¨bertragen. Damit werden
beide Bereiche, Adaption auf der Bildebene und Adaption auf der Prozes-
sebene (vgl. Abschnitt 4.1) exemplarisch angesprochen. In einer vorliegenden
Untersuchung konnte gezeigt werden, dass das hier vorgestellte Konzept zur
Abscha¨tzung des Ressourcenbedarfs eingesetzt werden kann (vgl. Abbildung
4.20), um auf dieser Basis zu entscheiden, ob ein oder mehrere Abbruchkri-
terien erfu¨llt sind. Vorteil bei der On-the-Fly-Abscha¨tzung des Ressourcen-
bedarfs ist, dass im Vergleich zu deren Genauigkeit nur ein geringer Berech-
nungsaufwand no¨tig ist.
Der Ansatz der On-the-Fly-Abscha¨tzung des Ressourcenbedarfs geht von
zwei Voraussetzungen aus.
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Abbildung 4.20: Gegenu¨berstellung der On-the-Fly -Abscha¨tzung des Ressourcenbedarfs
zum wirklichen Ressourcenbedarf fu¨r links Bilddaten und rechts progressive
Treemaps, aus [TSR09]
1. Es mu¨ssen mindestens Datenhierarchie-Ebenen u¨bertragen werden. Erst
dann liegen ausreichend viele Messwerte vor, auf deren Basis eine Ab-
scha¨tzung durchgefu¨hrt werden kann.
2. Der
”
Wachstumsfaktor“ muss bekannt sein, mit dem die Komplexita¨t
der Daten zunimmt. Dieser kann aber bereits beim Erstellen der Da-
tenhierarchie bestimmt werden.
Erst wenn diese Voraussetzungen erfu¨llt sind, werden brauchbare Abscha¨t-
zung des Ressourcenbedarfs mo¨glich.
Fu¨r die untersuchten Standardfa¨lle zeigt der Ansatz gute Ergebnisse, offen
ist, wie sich der Ansatz bei Sonderfa¨llen, wie sehr stark vera¨nderlichen Res-
sourcen verha¨lt. Aus diesem Grund wird dem Benutzer die Mo¨glichkeit ge-
geben, die U¨bertragung weiterer Datenhierarchie-Ebenen abzubrechen oder
umgekehrt mehr Datenhierarchie-Ebenen zu u¨bertragen, als von der auto-
matischen Adaption vorgesehen sind.
Das vorgestellte Konzept wurde auf der IMC 2009 vero¨ffentlicht (vgl. [TSR09]).
Prinzipiell ko¨nnen progressive Informationsdarstellungen viele der Probleme,
die bei Gera¨te-basierten Anpassungen von visuellen Repra¨sentationen auf-
treten, adressieren. Zudem la¨sst sich das Konzept erweitern und kann z. B.
zur U¨bertragung zwischen jeder der Stufen des Data-State-Reference-Models
eingesetzt werden.
4.6 Diskussion
Entsprechend der eingefu¨gten Systematisierung wurde exemplarisch ein Ad-
aptionsmechanismus pro Variante vorgestellt. Die Vielfalt der mo¨glichen Ad-
aptionsmechanismen ist weitaus gro¨ßer. Je mehr Adaptionsmechanismen zur
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Verfu¨gung stehen, desto komplexer werden aber auch dieOn-the-Fly-Entscheidungen.
Insbesondere werden zwei Probleme On-the-Fly entschieden:
Messen der Effektivita¨t On-the-Fly Jede Informationsdarstellung er-
fordert andere Schwellwerte, gegebenenfalls sogar andere Maße und
damit eine speziell zugeschnittene Adaptionsstrategie. In dieser Arbeit
wurden vorrangig Scatterplots betrachtet. Auch fu¨r die mu¨ssen Maße
und Schwellwerte bereitgestellt und On-the-Fly ausgewertet werden.
Abscha¨tzung des Ressourcenverbrauchs Der Ressourcenverbrauch der
progressiven Informationsdarstellung wird On-the-Fly bestimmt. Dafu¨r
sind sehr viele Messungen erforderlich, um eine ada¨quate Basis fu¨r die
Abscha¨tzung zu erhalten, die auch entsprechend der zugrunde liegenden
Daten bzw. der verwendeten Visualisierungstechnik angepasst werden
muss.
Die Vielzahl dieser Entscheidungen macht eineOn-the-Fly-Auswertung schwie-
rig. Insbesondere kann damit die Echtzeitfa¨higkeit der notwendigen Adaptio-
nen nicht mehr gewa¨hrleistet werden.
Deshalb wird in der vorliegenden Arbeit mit Voreinstellungen gearbeitet, die
basierend auf einer Charakterisierung von Gera¨teklassen und Voreinstellun-
gen im Setup des Smart-Meeting-Room gespeichert und On-the-Fly ausge-
wertet werden, um entsprechende Anpassungen in Echtzeit vorzunehmen.
Diese Einstellungen lassen sich jederzeit dynamisch und individuell a¨ndern,
um damit neben einer schnellen Verarbeitung auch eine große Flexibilita¨t zu
ermo¨glichen. Dabei gibt es vier Optionen, die Einstellungen zu a¨ndern:
1. Nutzer-bezogen: Mit Hilfe von interaktive Eingabe u¨ber ein web-
basiertes Interface durch die Nutzer des Smart-Meeting-Room.
2. proaktiv: Durch Auswerten von Intensionserkennung und Zuordnung
von bestimmten Einstellungen zu Nutzeraktionen (vgl. [Bur10]).
3. Aufgaben-bezogen: Durch Auswertung des Aufgabenmodells eines
entsprechenden Anwendungsszenarios im Smart-Meeting-Room. Das Auf-
gabenmodell wird von begleitenden Dissertationen der ersten Phase des
GRK MuSAMA aufgestellt (vgl. [Pro10, Wur10]).
4. Gera¨te-bezogen:Durch Kopplung mit dem Displaymapper (vgl. [Hei09]).
Der Displaymapper spezifiziert, auf welchem Gera¨t eine visuelle Re-
pra¨sentation ausgegeben wird. Dabei lassen sich gera¨tespezifische Ein-
stellungen definieren und verwenden.
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Im Rahmen der vorliegenden Dissertation wurde die erste Option umgesetzt.
Die anderen drei Optionen ergeben sich durch drei zeitgleich entwickelte Dis-
sertationen in der ersten Phase des GRK MuSAMA und werden in der zwei-
ten Phase des GRK’s im Rahmen der vorgesehenen Experimentalstruktur
zusammengefu¨hrt. Wichtig ist aber anzumerken, dass das hier entwickelte
Framework zur Informationsdarstellung in Smart-Meeting-Room so flexibel
entworfen wurde, dass es problemlos mit weiteren Tools verknu¨pft werden
kann und damit auch weitere Einstellungen auswerten kann. Darauf wird im
folgenden Kapitel genauer eingegangen.
Werden die genannten Punkte bei der Entscheidung mit beru¨cksichtigt, ist
kein Echtzeitverhalten mehr mo¨glich oder die Optionen werden sehr stark
eingeschra¨nkt.
Eine Lo¨sungsstrategie fu¨r eine Adaption in einem Smart-Meeting-Room macht
es erforderlich, dass dessen aktueller Zustand bekannt ist.
  Die aktuelle Aufgabe wird in Form einer Aufgabenbeschreibung bereit-
gestellt. Diese wird auf der Basis des page feature concepts erstellt (vgl.
[FRSF06]).
  Die na¨chsten Aktionen des Benutzers werden durch eine Intensionser-
kennung bereitgestellt. Mit dieser befassen sich andere Stipendaten im
GRK MuSAMA (vgl. [Bur10]).
  Ein Displaymapper spezifiziert, auf welchem Ausgabegera¨t eine visuelle
Repra¨sentation ausgegeben wird.
In der ersten Phase des GRK MuSAMA wurden fu¨r die einzelnen Berei-
che Lo¨sungen entworfen. Ziel ist es, diese zu nutzen und Gera¨teklassen zu
erstellen. Die Gera¨teklassen werden anschließend verwendet, um fu¨r diese
Voreinstellungen und Standards festzulegen und so zu bestimmen, welcher
Adaptionsmechanismus verwendet wird. Bevor geeignete Gera¨teklassen ab-
geleitet werden ko¨nnen, ist es erforderlich, die mo¨glichen Eigenschaften der
Ausgabegera¨te na¨her zu betrachten.
In der Informationsvisualisierung wichtige Eigenschaften der Ausgabegera¨te
wurden bereits in 2.2.2 angesprochen. Fu¨r die dort genannten Eigenschaften
Bandbreite, Auflo¨sung und Abmessung des Ausgabegera¨tes wurden jedoch
noch keine Klassen angegeben. Das soll an dieser Stelle nachgeholt werden.
Die Bandbreite, mit welcher die einzelnen Gera¨te im Smart-Meeting-Room
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miteinander verbunden sind, kann je nach verwendeter Technologie variie-
ren. In Tabelle A.1 im Anhang wurden gebra¨uchliche Bandbreiten der un-
terschiedlichen Technologien zusammengetragen. Zur besseren Einordnung
sollen fu¨r die Bandbreite folgende Klassen definiert werden:
mobile Verbindung Hierzu geho¨ren Verbindungen wie GSM, UMTS, Blue-
tooth und WLAN.
feste Verbindung Die festen Verbindungen zeichnen sich dadurch aus, dass
sie die Verbindung u¨ber ein Kabel aufbauen.
Die Auflo¨sung verschiedener Displays variiert zwischen sehr geringen Auf-
lo¨sungen von beispielsweise Smartphones bis hin zu sehr hohen Auflo¨sungen
wie bei einer Powerwall. Zudem ist auch die physikalische Abmessung der
einzelnen Displays sehr unterschiedlich. Zu den im Anhang in Tabelle A.2
genannten Vertretern wird daher neben der Auflo¨sung auch deren physikali-
sche Abmessung angegeben.
Bei den Ausgabegera¨ten ist auch der Abstand des Betrachters von Interesse.
In [Ros09b] werden hierzu einige empirisch ermittelte Werte angegeben, wel-
che in Tabelle A.3 im Anhang abgebildet sind.
Eine Klassifizierung der Ausgabegera¨te, bei der die Eigenschaften des Dis-
plays beru¨cksichtigt werden, ist nachfolgend angegeben:
Ultramobil In diese Klasse fallen Ausgabegera¨te des Typs Smartphone,
PDAs und Handys.
Mobil Hierzu geho¨ren handelsu¨bliche Laptops sowie TabletPCs.
Stationa¨r In diese Klasse fallen die ortsgebundenen Ausgabesysteme wie
Monitore, Projektoren und Powerwalls. Auch wenn sich fu¨r die Auflo¨sung
und den Abstand des Betrachters zum Ausgabegera¨t große Unterschie-
de ergeben, so sind die wahrnehmbaren Auflo¨sungen der stationa¨ren
Ausgabegera¨te dennoch a¨hnlich.
Eine Zuordnung von Adaptionsmechanismen zur Gera¨teklassen bilden die
Voreinstellungen. Diese mu¨ssen dynamisch a¨nderbar sein. Um dies zu reali-
sieren, ist ein flexibles, dynamisch zu konfigurierendes Visualisierungsframe-
work erforderlich, fu¨r welches im nachfolgenden Kapitel ein Konzept entwor-
fen wird. Die Zuordnung zwischen Gera¨teklasse und Adaptionsmechanismen
soll ebenfalls im nachfolgenden Kapitel vorgenommen werden.
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Kapitel 5
Framework Entwurf
5.1 Vorbetrachtung
Aus der Anforderungsanalyse ko¨nnen die folgenden Punkte fu¨r das Frame-
work abgeleitet werden:
  On-the-Fly-Konfiguration der Visualisierungspipeline. Auftretende Ver-
a¨nderungen bezogen auf die zur Verfu¨gung stehenden Ausgabegera¨te
mu¨ssen dabei automatisch erkannt und On-the-Fly beru¨cksichtigt wer-
den.
  Unterstu¨tzung einer gleichzeitigen Informationsdarstellung auf multi-
plen, heterogenen Ausgabegera¨ten.
Die Visualisierungspipeline, so wie sie mit dem Data-State-Reference-Model
beschrieben ist, ist modular aufgebaut (vgl. 2.2.1). Deshalb ko¨nnen einzelne
Module auch auf unterschiedlichen Gera¨ten ausgefu¨hrt und somit ein ver-
teiltes Gera¨teensemble, wie es in einem Smart-Meeting-Room zur Verfu¨gung
steht, genutzt werden. Um aber die Abarbeitung der Pipeline sicherzustellen,
mu¨ssen die dynamischen Vera¨nderungen im Ensemble beru¨cksichtigt werden.
Daraus ergeben sich besondere Anforderungen an die Software-Architektur.
Im Grundlagenkapitel wurden zur mo¨glichen Realisierung einer softwaretech-
nischen Basis fu¨r Informationsdarstellungen in Smart-Meeting-Room agen-
tenbasierte und serviceorientierte Ansa¨tze vorgestellt (vgl. 2.3). Beide Ansa¨tze
haben Vor- und Nachteile und lassen sich prinzipiell zur Umsetzung des Fra-
mework nutzen. Da aber im GRK MuSAMA die Mehrzahl der entwickelten
Lo¨sungen auf serviceorientierten Ansa¨tzen basiert (vgl. z. B. [Mar10, Plo10]),
soll auch in der hier vorliegenden Arbeit eine serviceorientierte Architektur
verwendet werden, um so die Schnittstelle zu anderen Arbeiten zu verbessern
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und zu vereinfachen.
Eine serviceorientierte Architektur (SOA) verfu¨gt u¨ber die folgenden Eigen-
schaften:
1. Flexibilita¨t : Eine SOA vereinfacht die Adaption der Software an vera¨nder-
te Anforderungen, da sie stark modular aufgebaut ist.
2. Reduzierung der Komplexita¨t : Die Services einer SOA stellen einen ein-
fachen Funktionsumfang zur Verfu¨gung, erst indem mehrere Services
kombiniert werden, ko¨nnen komplexe Aufgaben gelo¨st werden.
3. Wiederverwendbarkeit : Services sind nicht an eine konkrete Aufgabe
gebunden und ko¨nnen daher wiederverwendet werden.
4. Kompatibilita¨t : Services bedienen ein definiertes Interface. So kann die
Kompatibilita¨t zwischen unterschiedlichen Implementierungen eines Ser-
vices gewa¨hrleistet werden.
Anstatt eine fest zusammengestellte Visualisierungspipeline zu verwenden,
wird bei der im na¨chsten Abschnitt vorgestellten serviceorientierten Archi-
tektur die Visualisierungspipeline dynamisch zur Laufzeit aus Services zu-
sammengestellt und dabei die aktuelle Situation des Smart-Meeting-Room
beru¨cksichtigt.
5.2 Konzept der Framework Architektur
5.2.1 Eine servicebasierte Visualisierungspipeline
Die Ausgangsbasis fu¨r die Framework-Architektur bildet das Data-State-
Reference-Modell (DSRM)(vgl. 2.2.1). Die grundlegende Idee besteht nun
darin, jeden Operator des Data-State-Reference-Modells als Service einer ser-
viceorientierten Visualisierungsarchitektur aufzufassen. Prinzipiell la¨sst sich
jeder Operator auf einem unterschiedlichen Gera¨t ausfu¨hren. Das DSRM un-
terscheidet vier verschiedene Klassen von Operatoren auf den jeweiligen Stu-
fen und drei Klassen von Operatoren zwischen den Stufen.
Das Framework baut demnach auf einzelnen Services auf, die sieben ver-
schiedenen Operatorklassen zugeordnet werden ko¨nnen und aus denen die
Visualisierungspipeline On-the-Fly gebildet wird.
Die Anzahl der verfu¨gbaren Operatoren kann sehr groß sein, so dass es schwie-
rig wird, in Echtzeit die entsprechenden Operatoren auszuwa¨hlen und in die
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Visualisierungspipeline einzubinden. Aus diesem Grund werden in dieser Ar-
beit drei verschiedene Abstraktionsstufen eingefu¨hrt, um die Visualisierungs-
pipeline zu beschreiben:
  Operatoren: Auf dieser Ebene werden die Operatoren explizit ange-
geben. Beispiele fu¨r Operatoren auf der Stufe der analytischen Ab-
straktionen sind die Operatoren minimal linkage und Hierarchisches
Clustering auf der Stufe der visuellen Abstraktionen z. B. das Binning.
  Operator-Interfaces: Hierbei werden a¨hnliche Operatoren unter einem
gemeinsamen Interface zusammengefasst. Ziel ist es, beim Auswahlpro-
zess auf eine prinzipielle Funktionalita¨t und nicht nur auf einem einzel-
nen Algorithmus zugreifen zu ko¨nnen. Das bedeutet auch, dass zu einem
Operator-Interface mehrere Operatoren existieren, die unterschiedliche
Methoden bereitstellen, aber dasselbe Ziel verfolgen. So lassen sich bei-
spielsweise die beiden Operatoren der Stufen aus dem vorhergehenden
Beispiel durch das Operator-Interface Clustering verallgemeinern.
  Pipeline-Templates: Abstrahieren noch weiter und beschreiben dabei
eine gesamte Visualisierungspipeline unter Verwendung von Operator-
Interfaces mit den zugeho¨rigen Verknu¨pfungen. Daru¨ber hinaus wer-
den fu¨r die verwendeten Operator-Interfaces Default-Settings angege-
ben, die eine grundlegende Parametrisierung erlauben und damit eine
schnelle Konfiguration der Visualisierungspipeline erlauben.
Die Pipeline-Templates mu¨ssen in einem Pra¨prozess durch den Domainex-
perten erstellt werden.
Wird also z. B. der Smart-Meeting-Room zur Diskussion der globalen Er-
wa¨rmung genutzt und die beteiligten Klimaforscher arbeiten vorrangig mit
Parallelen Koordinaten, Scatterplots und farbkodierten Karten, so mu¨ssen
im Vorfeld Pipeline-Templates zur Verfu¨gung gestellt werden, die diese Aus-
gaben realisieren.
Bei einer Sitzung von Medizinexperten werden dagegen z. B. Pipeline-Temp-
lates beno¨tigt, die eine Darstellung von CT-Daten realisieren. Das heißt also,
ein Domainexperte stellt fu¨r bestimmte Setups eines Smart-Meeting-Room
die entsprechenden Pipeline-Templates zusammen, die dann je nach Anwen-
dungsfall initialisiert werden. Damit muss On-the-Fly beim Aufbau der Vi-
sualisierungspipeline nur noch zwischen einer kleinen Anzahl von Templates
entschieden werden anstelle einer Auswahl von Operatoren aus einem großen
Operatorpool.
Die Templates beinhalten Operator-Interfaces. Die Zuordnung von konkre-
ten Operatoren erfolgt dann entsprechend des verfu¨gbaren Gera¨teensembles.
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Wie dabei genau vorgegangen wird, soll spa¨ter im Abschnitt Binding (vgl.
5.3.3) erla¨utert werden.
In der hier verwendeten serviceorientierten Architektur werden die Opera-
toren jeweils durch einen separaten Service realisiert und damit auch die
Operator-Interfaces durch entsprechende Service-Interfaces. Durch die Ver-
wendung von Services in dieser Form ergeben sich mehre abstrakte Schichten
im Software-Framework, die nachfolgend erla¨utert werden sollen.
5.2.2 Schichtenmodell
Das Softwareframework ist in drei abstrakte Schichten unterteilt.
  Serviceschicht umfasst die konkrete Implementierung der Operatoren.
Das heißt, sie besteht aus mehreren Operatoren, die in einzelnen Ser-
vices gekapselt sind und jeweils ein bestimmtes Service-Interface bedie-
nen. Sie stellt somit den in einer SOA erforderlichen Serviceprovider
dar (vgl. [HS05, SG08]). Die Services im Framework verfu¨gen u¨ber kei-
ne Kenntnisse von anderen Services. Der gesamte Datenaustausch und
die Steuerung der Services wird u¨ber die Steuerschicht abgewickelt.
  Die Steuerschicht u¨bernimmt die Steuerung des Framework und der
einzelnen Services. Konkret fungiert sie als Servicebroker und als Ser-
viceconsumer (vgl. [HS05, SG08]). Zudem hat sie die Aufgaben neu
hinzukommende und wegfallende Gera¨te zu identifizierten. Realisiert
wird dies u¨ber die Services auf den Gera¨ten. Melden sich Services ei-
nes neuen Gera¨tes bei der Steuerschicht an, so wird dadurch die Steu-
erschicht gleichzeitig u¨ber die Existenz des neuen Gera¨tes informiert.
Umgekehrt wird die Steuerschicht auch indirekt u¨ber den Wegfall eines
Gera¨tes informiert, wenn Services auf diesem Gera¨t nicht mehr erreich-
bar sind. Zudem u¨berwachen die Services die Eigenschaften der Gera¨te,
auf denen sie ausgefu¨hrt werden und informieren entsprechend die Steu-
erschicht u¨ber Vera¨nderungen. Vera¨ndert sich das Gera¨teensemble des
Smart-Meeting-Room oder die Eigenschaften einzelner Ausgabegera¨te,
wird ein Update der Visualisierungspipeline durchgefu¨hrt. Das heißt,
die aktuellen Settings der Operatoren in den einzelnen Services werden
angepasst.
  Die Modellschicht umfasst die Beschreibungen der in Abschnitt 2.2.2
identifizierten Rahmenbedingungen. Durch diese Schicht wird eine Schnitt-
stelle zu anderen Arbeiten im GRK realisiert. Die Modellschicht beein-
flusst die Default-Settings und kann somit die Services indirekt anpas-
sen.
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In Abbildung 5.1 ist der Zusammenhang zwischen den Schichten schematisch
abgebildet.
Im Rahmen dieser Arbeit wurde hauptsa¨chlich auf die Service- und Steuer-
Abbildung 5.1: Schematische Darstellung des Zusammenspiels der drei Schichten im
Framework
schicht im Framework fokussiert. Diese realisieren zusammen eine Visuali-
sierungspipeline zur Erzeugung einer visuellen Repra¨sentation. Die Beschrei-
bungen der Modellschicht ko¨nnen aus dem Tupel-Space gewonen werden.
Der Tupel-Space erfasst die aktuelle Situation eines Smart-Meeting-Room
(vgl. [MK88]).
Das Konzept des Tupel-Space wurde zeitlich parallel zu der vorliegenden
Arbeit im Rahmen des GRK’s eingebunden, so dass er fu¨r die konkrete Um-
setzung nicht zur Verfu¨gung stand. Aber durch die Orientierung auf sinnvolle
Standard-Settings ist es jederzeit mo¨glich, diese Standardwerte durch Werte
aus dem Tupel-Space zu modifizieren bzw. zu ersetzen. Der im Rahmen die-
ser Arbeit entwickelte Mechanismus zur Erzeugung der Visualisierung muss
dabei nicht vera¨ndert werden.
5.3 Adaption und Interaktion
5.3.1 Setup
In einem Smart-Meeting-Room gibt es ein initiales Setup, welches die stati-
ona¨ren Gera¨te und bereits aktive Services entha¨lt.
Daneben stehen entsprechend des konkreten Anwendungsfalls Pipeline-Templates
zur Verfu¨gung, die mit Standardwerten durch einen Domainexperten initia-
lisiert sind. Da man nicht immer davon ausgehen kann, dass geeignete Tem-
plates durch einen Domainexperten auch im Vorfeld bereitgestellt werden,
wurde zudem ein so bezeichnetes Default-Template definiert.
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Dieses Default-Template, welches nur jeweils ein Operator-Interface anbie-
tet, um die Daten zu verarbeiten, ein Mapping durchzufu¨hren und dann mit
Hilfe des Rendering eine visuelle Repra¨sentation zu erzeugen, kann als Basis
genutzt werden, um weitere Templates zu erzeugen, die besser an die vor-
liegende Situation angepasst sind. Dieser Schritt kann prinzipiell interaktiv
oder automatisch erfolgen. Darauf wird im Folgenden (vgl. 5.3.4) noch ge-
nauer eingegangen.
Wichtig an dieser Stelle ist der Hinweis, dass dabei insbesondere die Dy-
namik im Smart-Meeting-Room beru¨cksichtigt wird. Dynamische Vera¨nde-
rungen ko¨nnen sich bezogen auf die zu verarbeitenden Daten, die vorliegen-
de Fragestellung, bei den Anforderungen durch die Informationsdarstellung
oder durch die Gera¨te ergeben. Bei auftretenden Vera¨nderungen wird ei-
ne Adaption des Default-Templates vorgenommen, indem Service-Interfaces
entfernt oder weitere eingefu¨gt werden. Eine voll automatische Anpassung ist
ein schwieriges Problem, da prinzipiell sehr viele dynamische Vera¨nderungen
mo¨glich sind. Na¨here Ausfu¨hrungen gehen u¨ber eine Erla¨uterung zu einem
einfachen Setup hinaus und sollen aus diesem Grund in einem separaten Un-
terabschnitt behandelt werden (vgl. 5.3.6).
5.3.2 Rollenverteilung
An der Erzeugung einer Visualisierung in einem Smart-Meeting-Room sind
verschiedenen Personen beteiligt, die je nach ihrer Rolle die Prozesse unter-
schiedlich beeinflussen.
Domainexperte Seine Aufgabe besteht darin, den Anwendungskontext der
Informationsvisualisierung zu definieren. Hierzu wa¨hlt er entweder aus
verfu¨gbaren Pipeline-Templates ein geeignetes aus oder erstellt bei Be-
darf ein neues Template. Es ist auch die Aufgabe des Domainexperten
die Default-Settings in den Pipeline-Templates zu setzen und so ein
initiales Setup durchzufu¨hren.
Visualisierungsautor Er hat die Aufgabe, die Informationsvisualisierung
zu erzeugen. Er erga¨nzt hierzu die vom Domainexperten gelieferten
Pipeline-Templates bzw. hat die Mo¨glichkeit, fu¨r die aktuelle Situation
besser geeignete Templates auszuwa¨hlen.
Er ist außerdem fu¨r die Zuordnung von Services zu den Services-Interfaces
zusta¨ndig. Hierbei wird er durch das Framework unterstu¨tzt. Es obliegt
aber dem Autor, hierbei getroffene automatische Entscheidungen des
Frameworks durch ein manuelles Eingreifen zu vera¨ndern. Hierbei kann
er sich aus der Liste der angemeldeten Services bedienen.
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Betrachter Er hat die Mo¨glichkeit, sich die vom Autor erzeugte Visuali-
sierung anzusehen, kann aber auch perso¨nliche Einstellungen an der
Informationsvisualisierung vornehmen. Konkret kann er die verwende-
ten Settings anpassen. Nimmt der Benutzer Vera¨nderungen vor und
sind diese widerspru¨chlich zu gesetzten Settings von anderen Benutzern
und nur fu¨r die Ausgabe auf seinem eigenen Gera¨t gedacht, so wird die
Pipeline automatisch verzweigt. Das heißt, fu¨r diesen Benutzer wird
eine eigene angepasste visuelle Repra¨sentation erzeugt. In diesem Fall
erfolgt auch eine benutzer-angepasste Zuordnung der Services zu den
Services-Interfaces.
Um die drei verschiedenen Rollen an einem Beispiel zu beleuchten, soll eine
Diskussion zur globalen Klimavera¨nderung betrachtet werden. Der Domain-
experte hat bisher dass Visualisierungstool
”
Vegetation Visualizer“ [NHP+09]
in das Setup des Smart-Meeting-Room eingespielt. Tom ist der Visualisie-
rungsexperte. Er generiert auf seinem Laptop einige visuelle Repra¨sentatio-
nen, indem er bereits vorhandene Pipeline-Templates anpasst. Die generierte
Scatterplot-Matrix zeigt ein interessantes Verhalten des klassifizierten Daten-
satzes. Tom entscheidet, die visuelle Repra¨sentation auf einem Projektor aus-
zugeben und so allen Teilnehmern die visuelle Repra¨sentation zuga¨nglich zu
machen. Dazu erga¨nzt Tom entsprechend das vorhandene Pipeline-Template
fu¨r die Ausgabe auf dem Projektor.
Um die Ausgabe besser zu studieren und eigenen Hypothesen zu u¨berpru¨fen,
fordern einige Betrachter die Scatterplot-Matrix an. Das Framework ver-
zweigt die Pipeline entsprechend, und die Betrachter ko¨nnen die Settings
ihrer visuellen Repra¨sentation anpassen.
Wenn kein Domainexperte im Vorfeld das Setup des Smart-Meeting-Room
entsprechend initialisiert hat, muss man voraussetzen, dass mindestens ein
Visualisierungsautor an der Sitzung teilnimmt. Bezogen auf das obige Bei-
spiel wu¨rde das bedeuten, dass Tom auf seinem Laptop den Vegetation Vi-
sualizer zur Verfu¨gung hat und die entsprechenden Bilder erzeugt. Es ko¨nnte
aber auch bedeuten, dass Tom ausgehend vom Default-Template verfu¨gbare
Services anbindet.
Wenn an der Sitzung kein Visualisierungsexperte teilnimmt, muss vorausge-
setzt werden, dass im Vorfeld ein Domainexperte die entsprechenden Tem-
plates bereitgestellt hat, so dass sie fu¨r die Betrachter zur Verfu¨gung stehen.
Wir ko¨nnen dann also davon ausgehen, dass fu¨r ein gegebenes Anwendungs-
szenario geeignete Pipelinetemplates mit entsprechenden Service-Interfaces
zur Verfu¨gung stehen.
Die Frage ist nun, wie diese Service-Interfaces konkreten Services zugeordnet
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werden. Dies kann einerseits durch den Visualisierungsexperten erfolgen, der
die Funktionsweise der einzelnen Operatoren im DSRM und damit die ent-
sprechenden Services kennt und geeignet zuordnen kann. Es muss aber auch
automatisch erfolgen ko¨nnen, um eine flexible On-the-Fly-Konfigurierung zu
ermo¨glichen und damit auch dem automatischen Adaptionsprozess (vgl. 4)
zu unterstu¨tzen. Darauf wird im na¨chsten Abschnitt genauer eingegangen.
5.3.3 Binding
Unter einem Binding wird die Zuordnung einer Service-Implementierung zu
einem gegebenem Service-Interface verstanden. Das Binding stellt ein wesent-
liches und schwerwiegendes Problem im Adaptionsprozess von Informations-
visualisierungen dar. Aus diesem Grund wurden unterschiedliche Optionen
bereitgestellt, wie bei der Zuordnung von Services zu Service-Interfaces vor-
gegangen werden kann. Dabei wird vorausgesetzt, dass u¨ber das Gera¨teen-
semble verteilt die verschiedenen Services der Serviceschicht zur Verfu¨gung
stehen. Beim Binden der Service-Implementierungen sind dann die folgenden
Strategien mo¨glich, die jeweils unterschiedliche Schwerpunkte setzen.
Option 1 gera¨te-orientiert Beim Binding werden die Service-Implement-
ierungen bevorzugt, die einen geringen Kommunikationsaufwand verur-
sachen. Prinzipiell ist der Komunikationsaufwand am geringsten, wenn
alle Service-Implementierungen auf einem Gera¨t ausgefu¨hrt werden.
Dieser Fakt impliziert zudem, dass dieses Ausgabegera¨t zum bevor-
zugten Gera¨t wird, auf dem die Services ausgefu¨hrt werden, da nur so
eine U¨bermittlung der visuellen Repra¨sentation auf das Ausgabegera¨t
vermieden werden kann.
Diese Strategie hat ihren Vorteil in der verbesserten Performance bei
der Erzeugung und der Aktualisierung der visuellen Repra¨sentation.
Die gera¨te-u¨bergreifenden Kommunikationen entfallen oder werden re-
duziert.
Diese Strategie ist allerdings bei einem ressourcenschwachen Ausga-
begera¨t nicht vorteilhaft. In diesem Fall soll die Erzeugung von der
Ausgabe der visuellen Repra¨sentation getrennt werden. Ausschlagge-
bend ist dabei die Gera¨teklasse des Ausgabegera¨tes.
Liegt ein Ausgabegera¨t der Leistungsklasse Kleinstgera¨t(vgl. 5.3.6) vor,
wird die visuelle Repra¨sentation auf einem anderen Gera¨t erzeugt und
nur die Ausgabe erfolgt auf dem gewa¨hlten Ausgabegera¨t. Bei dieser
Strategie liegt demnach der Fokus auf einer gera¨te-basierten Anpassung
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der visuellen Repra¨sentation, speziell die Performance und die schnelle
Ausgabe der visuellen Repra¨sentation stehen im Vordergrund.
Option 2 Nutzer-orientiert Ein Template wird entweder von einem Be-
nutzer ausgewa¨hlt oder von diesem interaktiv modifiziert, in beiden
Fa¨llen werden beim Binding die Service-Implementierungen bevorzugt,
die sich aus seinem User-Profil ergeben bzw. auf dem Gera¨t dieses Be-
nutzers aktiv sind.
Der Grundgedanke dabei ist, dass jeder Benutzer seine bevorzugten
Service-Implementierungen selbst in den Smart-Meeting-Room einbringt.
Werden diese Service-Implementierungen beim Binding bevorzugt, re-
sultiert daraus eine visuelle Repra¨sentation, die den Bedu¨rfnissen des
Benutzers besser gerecht wird. Diese Strategie stellt den Benutzer in
den Vordergrund und passt die visuelle Repra¨sentation konkret an seine
Interessen an.
Option 3 umgebungs-bezogen Neben den beiden genannten Optionen
ko¨nnen auch die Informationen genutzt werden, die andere Quellen zur
Beschreibung der Umgebung zur Verfu¨gung stellen.
Im Rahmen des GRK MuSAMA wird die Kommunikation dabei u¨ber
den Tupel Space abgewickelt. Ein Tupel Space kann bildlich gesprochen
als eine Pinnwand aufgefasst werden. Beno¨tigen einzelne Prozesse eine
Lo¨sung fu¨r ein Problem, fu¨r das bei diesem Prozess keine Expertise
vorliegt, so stellt er u¨ber den Tupel Space eine allgemeine Anfrage. Er
macht u¨ber die
”
Pinnwand“ seine Anfrage o¨ffentlich. Andere Prozesse
u¨berwachen den Tupel Space, sollten diese bei den gestellten Proble-
men eines identifizieren, welches sie mit ihrer Expertise lo¨sen ko¨nnen,
so nehmen sie das Problem aus dem Tupel Space, lo¨sen es und legen
die Lo¨sung anschließend wieder auf dem Tupel Space ab. Der Prozess,
der urspru¨nglich das Problem in den Tupel Space gestellt hat, wird
daru¨ber informiert und entnimmt die Lo¨sung zu seinem Problem.
Mit diesem Funktionsprinzip kann die erste der genannten Optionen
zusa¨tzliche Anfrage nach
”
Bandbreiten technisch“ nahen Rechnern in
den Tupel Space legen. Service-Implementierungen auf Gera¨ten, die
u¨ber eine sehr hohe Bandbreite mit dem Ausgabegera¨t verbunden sind,
ko¨nnen dann beim Binding bevorzugt behandelt werden.
Die 2. Option kann dagegen Anfragen zur aktuellen Nutzer-Situation
stellen. So kann z. B. der Tupel Space verwendet werden, um eine
Anfrage nach den aktuellen Aufgaben eines Nutzers zu stellen, die
im Taskmodell abgelegt sind. Ein Prozess, der u¨ber die notwendigen
Kenntnisse verfu¨gt, kann dann Parameter Settings liefern, um die Default
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Settings entsprechend zu modifizieren. Hierdurch kann z. B. die aktuelle
Aufgabe bei der Auswahl der Service-Implementierungen beru¨cksichtigt
werden.
Die vorgestellten Optionen stellen grundsa¨tzliche Strategien dar, um zu ent-
scheiden, welcher konkrete Service aus dem Service-Pool zur Anwendung
kommen soll. Daneben mu¨ssen bei allen drei Optionen die im Kapitel 4
entwickelten Adaptionsmechanismen beru¨cksichtigt werden, welche die In-
formationsdarstellung automatisch an die gegebenen Ausgabegera¨te anpasst.
Darauf wird im Abschnitt 5.4 noch genauer eingegangen. Neben automati-
schen Anpassungen muss es aber nach wie vor mo¨glich sein, dass der Nutzer
als Visualisierungsautor oder Betrachter interaktive Anpassungen vornimmt.
5.3.4 Interaktive Adaption
Die Adaption der visuellen Repra¨sentation in einem Smart-Meeting-Room
muss interaktiv durch die Benutzer beeinflusst werden ko¨nnen, um in dyna-
mischen Situationen besser reagieren und automatisch generierte Entschei-
dungen anzupassen oder zu vera¨ndern. Fu¨r diesen Zweck wurde im Rahmen
dieser Arbeit ein spezieller Editor bereitgestellt. Dessen Funktionalita¨t geht
u¨ber den eines herko¨mmlichen Editors hinaus. Neben den u¨blichen Funk-
tionen wie Erstellen, Speichern und Laden von Pipeline-Templates und den
zu den Templates geho¨renden Settings verfu¨gt der Editor u¨ber die Funktion,
aktuell verwendete Templates On-the-Fly zu modifizieren. Das heißt, alle Ma-
nipulationen eines solchen Templates im Editor haben einen unmittelbaren
und direkten Einfluss auf die aktuell dargestellten visuellen Repra¨sentationen
und geben dem Visualisierungsexperten bzw. Betrachter ein unmittelbares
Feedback. So ist eine interaktive Adaption der visuellen Repra¨sentation an
unterschiedliche Rahmenbedingungen (vgl. 2.2.2) mo¨glich, ohne dass weit-
reichende Kenntnisse u¨ber das darunter liegende Visualisierungsframework
erforderlich sind.
Der Editor kann sowohl von Visualisierungsexperten als auch vom Betrach-
ter entsprechend genutzt werden, um wa¨hrend einer Sitzung die visuelle Re-
pra¨sentation wie gewu¨nscht zu adaptieren. Der Domainexperte verwendet
aber auch den Editor, um Templates und passende Default-Settings zu er-
stellen. Der vorliegende Editor ist im Rahmen einer Studienarbeit entstanden
(vgl. [Fra10] und Abbildung 5.2).
5.3. Adaption und Interaktion 109
Abbildung 5.2: Screendump des Editors zum interaktiven Konfigurieren der
Visualisierungspipeline.
5.3.5 Multiple Ausgabegera¨te
In einem Smart-Meeting-Room stehen mehrere Ausgabegera¨te zur Verfu¨gung,
auf denen eine oder mehrere visuelle Repra¨sentationen angezeigt werden
ko¨nnen.
Deshalb mu¨ssen vom Framework die folgenden zwei Fa¨lle behandelt werden:
Gleiche visuelle Repra¨sentation Dieselbe visuelle Repra¨sentation wird
auf unterschiedlichen Gera¨ten ausgegeben: In diesem Fall muss eine
gera¨tebezogene Adaption erfolgen. Die Adaption erfolgt durch Hin-
zufu¨gen oder Entfernen von Service-Interfaces in dem zu adaptierenden
Pipeline-Templates durch Anpassung der Settings bzw. durch Anpas-
sen des Bindings der Service-Implementierung an die Service-Interfaces
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(vgl. 4 und 5.3.3). Somit kann eine benutzer- und gera¨teangepasste Ad-
aption erreicht werden. Abbildung 5.3 zeigt dies an einem Beispiel.
Unterschiedliche visuelle Repra¨sentationen In diesem Fall wird die Vi-
sualisierungspipeline verzweigt, das heißt, es werden zusa¨tzliche Ser-
vices eingespeist, die eine weitere visuelle Repra¨sentation erzeugen,
z. B. auf dem perso¨nlichen Gera¨t eines Betrachters und unter Beru¨ck-
sichtigung seiner individuellen Interessen. Die Ansatzpunkte fu¨r die
Verzweigung ko¨nnen konzeptionell auf jeder Stufe der Pipeline defi-
niert werden. Abbildung 5.4 veranschaulicht dieses Prinzip.
Die hier vorliegende Implementierung unterscheidet aktuell zwei Fa¨lle:
1. Der Nutzer fordert eine andere Darstellung an. In diesem Fall
setzt die Verzweigung der Visualisierungspipeline beim Mapping
an, um eine vera¨nderte Darstellung zu realisieren. Das bedeutet,
dass fu¨r zwei verschiedene Darstellungen, die aber auf den gleichen
zu visualisierenden Daten beruhen, ab dem Mapping zwei sepa-
rate Zweige ausbildet. Gegebenenfalls wird eine gera¨tebezogene
Anpassung der visuellen Repra¨sentation vorgenommen.
2. Der Nutzer fordert die gleiche Darstellung auf einem anderen, aber
a¨hnlichem Gera¨t an. Tritt dieser Fall auf, muss die visuelle Re-
pra¨sentation eigens fu¨r das neue Ausgabegera¨t erzeugt werden.
Prinzipiell wird dabei die Visualisierungspipeline ab dem Rende-
ring verzweigt, um eine visuelle Repra¨sentation fu¨r das neu hinzu-
kommende Ausgabegera¨t zu erzeugen und auf diesem auszugeben.
Abbildung 5.3: Darstellung der gleichen Daten, angepasst an verschiedene Ausgabegera¨te.
Die Verzweigung der Visualisierungspipeline erfolgt ab dem Mapping.
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Abbildung 5.4: Verzeigung der Visualisierungspipeline abha¨ngig von den Ausgabegera¨ten,
diese erfolgt ab dem Rendering.
5.3.6 Dynamik der Ausgabegera¨te
Bei der in Smart-Meeting-Room auftretenden Dynamik bezogen auf Aus-
gabegera¨te ist eine automatische On-the-Fly-Konfigurierung der Visualisie-
rungspipeline eventuell sehr zeitaufwendig.
Um dennoch zu einer praktikablen Lo¨sung zu kommen, werden Default-
Settings verwendet. Hierbei handelt es sich um vordefinierte Parametermen-
gen, durch welche die notwendigen Anpassungen des Framework beschrie-
ben werden ko¨nnen. Diese Parametermengen geben ein Binding von Service-
Implementierungen zu den vorliegenden Services-Interfaces vor, weiterhin
sind Steuerparameter enthalten, um die Service-Implementierungen an die
aktuelle Situation anzupassen.
Die prinzipielle Idee besteht darin, eine kleine Menge an vordefinierten Default-
Settings vorra¨tig zu haben, um damit die am ha¨ufigsten auftretenden Situa-
tionen bei sich vera¨ndernden Ausgabegera¨ten abdecken zu ko¨nnen. Ist also
eine Ausgabe auf einem der nachfolgend genannten Gera¨teklassen erforder-
lich, weil ein Gera¨t ausfa¨llt, hinzukommt oder die visuelle Repra¨sentation
zusa¨tzlich auf diesem Ausgabegera¨t dargestellt werden soll, so wird anhand
der fu¨r das Ausgabegera¨t hinterlegten Gera¨teklasse das geeignete Default-
Stetting ausgewa¨hlt und die visuelle Repra¨sentation erzeugt und ausgege-
ben. Fu¨r die Definition der drei nachfolgenden Default-Settings wird auf die
Gera¨teklassen auf Abschnitt 4.6 zuru¨ckgegriffen:
  Ultra Mobil Gera¨te: Hierzu werden Handys oder Smartphones gerech-
net. Diese zeichnen sich durch eine sehr kleine Displayfla¨che aus. Die ge-
ringe Leistungsfa¨higkeit dieser Gera¨te unterstu¨tzt nicht das Rendering
und die Ausgabe von großen Mengen an komplexen visuellen Primitiven
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in angemessener Zeit. Das fu¨r diese Gera¨tesituation definierte Default-
Setting stellt sicher, dass die Erzeugung der visuellen Repra¨sentati-
on auf ein leistungsstarkes Gera¨t im Smart-Meeting-Room ausgelagert
wird. Das Gera¨t, was ersatzweise das Rendering u¨bernimmt, kennt die
Display-Parameter des Kleinstgera¨tes und erzeugt abha¨ngig von den
Daten und der aktuellen Situation eine visuelle Repra¨sentation. Die-
se wird in Form eines Bildes gespeichert, auf das Ausgabegera¨t u¨ber-
tragen und dort ausgegeben. Das Default-Setting beeinflusst das Bin-
ding. Die gegenwa¨rtige Implementierung entha¨lt als Standard-Setting
ein Clustering, um die Menge der darzustellende Informationen einzu-
schra¨nken und das Binning um die Komplexita¨t der visuellen Repra¨sen-
tation durch geeignete Abstraktionen zu reduzieren.
  Mobile Gera¨te: Hierzu geho¨re Gera¨te wie PDAs oder Netbooks. Bei der
Erstellung der visuellen Repra¨sentation muss auch hier die geringere
Displayfla¨che und die geringere Leistungsfa¨higkeit beru¨cksichtigt wer-
den. Im Unterschied zu den Kleinstgera¨ten sind diese aber in der Lage,
selbst die Erzeugung einfacher visueller Repra¨sentation durchzufu¨hren.
Das bedeutet, die Darstellung darf eine gewisse Komplexita¨t nicht u¨ber-
schreiben. Deshalb ist auch hier das verwendet Default-Setting so ein-
gestellt, dass die Komplexita¨t der visuellen Repra¨sentation durch ein
Binning reduziert wird. Abbildung 5.5 veranschaulicht dieses Vorgehen
am Beispiel von Scatterplots.
  Stationa¨re Gera¨te: Diese verfu¨gen u¨ber ein u¨bliches Display, was im All-
gemeinen zur Ausgabe der visuellen Repra¨sentationen genu¨gt. Auch die
Leistung des Gera¨tes ist ausreichend, um die visuelle Repra¨sentation zu
erzeugen. Hierbei handelt es sich um den angenommenen Standardfall,
und die im Abschnitt 5.3.3 beschriebenen drei Optionen kommen beim
Binden der Service-Implementierungen zum Tragen.
Neben den drei genannten Default-Settings, welche die unterschiedlichen
Ausgabegera¨te beru¨cksichtigen, sind weitere denkbar. An dieser Stelle wur-
de aber darauf verzichtet, weitere anzugeben, da sie sich aus der derzeitigen
Ausstattung des zur Verfu¨gung stehenden Smart Labs nicht ergeben.
Ku¨nftige Untersuchungen im GRK MuSAMA werden die Einbindung eines
Large-Scale-Diplays einschließen. Hierzu mu¨ssen dann auch begleitend neue
Standard-Settings fu¨r diese Gera¨teklassen gefunden werden.
Derzeit gibt es in Verbindung mit dem Editor die Option zur Laufzeit, die
Default-Settings zu beeinflussen und diese so an besondere Situationen an-
zupassen. Auch lassen sich durch den Editor weitere dynamische Aspekte
behandeln, die nicht durch ein Default-Setting abgedeckt werden ko¨nnen.
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Abbildung 5.5: Erweitertes Binning am Beispiel von Scatterplots. Die Abbildung zeigt einen
Gesundheitsdatensatz des Bundeslandes Mecklenburg-Vorpommern u¨ber die
Jahre 1998 - 2000. Um die Verteilung innerhalb der einzelnen Cluster besser
herauszustellen, wird eine dichtebasierte Repra¨sentation der Daten
verwendet.
Konkrete quantitative Werte sind ein offener Forschungsgegenstand und stel-
len fu¨r sich ein komplexes Problem dar.
Durch begleitende Arbeiten des MuSAMA Stipendiaten Axel Radloff wer-
den derzeit usability-Studien durchgefu¨hrt, die in einem ersten Schritt die
Effektivita¨t von visuellen Repra¨sentationen am Beispiel von Scatterplots un-
tersuchen und damit das Definieren der Default-Settings absichern.
5.4 Implementierung
Das vorliegende Software-Framework unterteilt sich prinzipiell in die be-
reits kurz angesprochene Service- und Steuerschicht. Diese sollen nachfolgend
na¨her beschrieben werden.
114 Kapitel 5. Framework Entwurf
5.4.1 Service-Schicht
Allgemeine Betrachtung
Wird die Serviceschicht allgemein betrachtet, so kann diese als ein Pool von
Services aufgefasst werden, welcher die fu¨r das Framework verfu¨gbaren Ser-
vices umfasst. Jeder Service kapselt dabei einen Operator des DSRM, wobei
er ein festgelegtes Service-Interface bedient.
Die gesamte verfu¨gbare Funktionalita¨t eines Service wird ausschließlich u¨ber
dessen Service-Interface beschrieben. Dadurch wird gewa¨hrleistet, das Ser-
vices, die das gleiche Service-Interface bedienen, austauschbar sind.
Zur konkreten Umsetzung der Services wurde Java verwendet. Die Umset-
zung der grundlegenden servicespezifischen Funktionalita¨t wird durch das
JINI-Framework gewa¨hrleistet. Die Abha¨ngigkeiten vom JINI-Framework sind
durch eine zusa¨tzliche Abstraktionsschicht vollsta¨ndig verborgen. Daher stellt
es kein Problem dar, bei Bedarf die von JINI beigesteuerte Funktionalita¨t
durch eine andere gleichwertige zu ersetzen.
Wird ein einzelner Service aus softwaretechnischer Sicht betrachtet, so han-
delt es sich bei ihm um ein selbststa¨ndiges Programm, welches u¨ber ein
Service-Interface angesprochen wird.
An einen Service ko¨nnen u¨ber dessen Interface Eingabedaten gesetzt wer-
den. Dabei kann es sich um die zu visualisierenden Daten handeln oder um
zusa¨tzliche Steuerparameter.
Die eigentliche Berechnung des Services wird durch ein explizites Komman-
do durch die Steuerschicht ausgelo¨st. Dadurch wird sichergestellt, dass alle
notwendigen Eingabedaten in den Service geschrieben wurden, bevor dieser
mit seinen Berechnungen beginnt. Nach der erfolgreichen Berechnung liegen
die Ausgabedaten des Services bereit. Diese werden dann durch die Steuer-
schicht zu nachgeschalteten Services u¨bertragen.
Abbildung 5.6 zeigt die schematische Sichtweise eines Services im Framework.
Zu sehen sind, dass nur Eingabedaten und Ausgabedaten zwischen den Ser-
vices versendet werden, es erfolgt also immer eine atomare Abarbeitung der
Daten. So wird verhindert, dass bei einem wegfallenden Service nur teilweise
verarbeitete Daten auftreten und es zu inkonsistenten Zusta¨nden kommt.
Neben der zugrundeliegenden Funktionalita¨t, die je Service-Interface vari-
iert, gibt es weitere allgemeine Funktionen, u¨ber die jeder Service verfu¨gt.
Sie dienen dazu, die Services u¨ber die Steuerschicht zu verwalten und weite-
re wichtige allgemeine Funktionen zu realisieren.
Konkret verfu¨gt jeder Service u¨ber Funktionen, um Informationen u¨ber die
Leistungsparameter das Gera¨tes, auf dem der Service ausgefu¨hrt wird, an
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Abbildung 5.6: Schematische Darstellung der Einbindung mehrerer Services in das
Framework.
die Steuerschicht zu u¨bermitteln. Zudem verfu¨gt jeder Service u¨ber eine all-
gemeine Schnittstelle zum Schreiben von Eingabedaten in den Service. Das
genaue Datenformat und die einzelnen Kommandos zur Unterscheidung der
geschriebenen Daten ist durch das implementierte Service-Interface definiert
und nicht expliziter Teil der allgemeinen Schnittstelle.
Als Gegenstu¨ck verfu¨gen die Services u¨ber eine Methode zum Auslesen der
Ausgabedaten, damit diese durch die Steuerschicht an den na¨chsten Service
in der Pipeline weitergegeben werden ko¨nnen.
Prinzipiell kann ein Service bei der Konfiguration der Visualisierungspipe-
line mehrfach verwendet werden. Beispielsweise kann ein Service, der in der
Lage ist, Daten im CSV-Format einzulesen zweimal verwendet werden, um
diese Daten aus zwei unterschiedlichen Quellen zu laden. Derselbe Fall kann
auch bei Verzweigungen der Visualisierungspipeline auftreten, wenn z. B. in
jedem Zweig der Service
”
Farbkodierung
”
eingebunden werden muss.
Um dieser Situation gerecht zu werden, wurden die Services mit der Fa¨hig-
keit versehen, sich zu replizieren. In der Steuerschicht ist jedem gebundenen
Service-Interface genau eine Service zugeordnet. Der Vorteil liegt auf der
Hand, die Replikation ermo¨glicht es, einen Service an verschiedenen Stellen
des Frameworks einzubinden, ohne dass Services des gleichen Typs explizit
angemeldet werden mu¨ssen.
Mehre Services des gleichen Typs bieten zudem den Vorteil, dass berechnete
Daten lokal eindeutig zwischengespeichert werden ko¨nnen, ohne dass es zu
U¨berschneidungen bei den Daten der Services kommt. Dadurch ergeben sich
Performance-Vorteile, weil neu Berechnungen vermieden werden ko¨nnen, in-
dem auf gespeicherte Daten zuru¨ckgegriffen werden kann.
Allerdings muss jetzt auch beachtet werden, dass mit einem ausfallenden
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Service alle von ihm lokal gespeicherten Daten mit verlorengehen. Um diese
Situation zu beru¨cksichtigen, gibt es zwei Optionen:
  Option 1 : Die Architektur stellt Sicherungsmechanismen bereit, wel-
che die Daten redundant auf mehreren Gera¨ten im Gera¨teensemble
ablegen und pflegen. Der gro¨ßte Nachteil hierbei ist der dabei anfal-
lende zusa¨tzliche Kommunikationsaufwand, der wa¨hrend der gesamten
Laufzeit des Services anfa¨llt, unabha¨ngig davon, ob der entsprechende
Service tatsa¨chlich ausfallen wird.
  Option 2 : Es wird gewa¨hrleistet, dass bei einem ausfallenden Service
dieser durch einen identischen Service ersetzt wird. Durch das Konzept
der Service-Interfaces ist dies einfach zu realisieren, da jetzt nach einem
Service gesucht werden kann, der das gleiche Service-Interface bedient.
Anschließend wird dieser Services mit den gleichen Eingabedaten ver-
sorgt wie der ausgefallene Service, und die Berechnungen der Ausga-
bedaten werden wiederholt. Das erneute U¨bertragen der Eingabedaten
ist ohne Weiteres mo¨glich, da diese immer noch in den Services lokal
zwischengespeichert sind, die diese urspru¨nglich bereitgestellt haben.
Nach erfolgter Neuberechnung verha¨lt sich der “Ersatzservice“ iden-
tisch zum ausgefallenen Service. Auch hierbei fa¨llt ein hoher Kommu-
nikationsaufwand an, und die Neuberechnung der Ausgabedaten durch
den Service beansprucht ebenfalls Zeit. Allerdings fallen diese Kosten
nur dann an, wenn auch wirklich ein verwendeter Service in einem lau-
fenden System ausfa¨llt. Der verwendete Mechanismus stellt somit eine
effiziente Methode dar, bei der sich das System On-the-Fly auf einen
ausfallenden Service einstellt und diesen ersetzen kann.
Fu¨r das Framework wurde die zweite Option realisiert, das Gera¨teensemble
wird zwar als dynamisch angenommen, aber bei dem vorliegenden Szena-
rio eines Smart-Meeting-Room nicht derart hoch dynamisch, um den immer
anfallende Kommunikationsaufwand der ersten Option zu rechtfertigen.
Services im Framework
In diesem Abschnitt wird auf die Services eingegangen, die im Rahmen die-
ser Arbeit entstanden sind. Zu jedem Service werden dabei die wichtigsten
Eckdaten angegeben, insbesondere das verwendete Service-Interface, die zu-
geho¨rige Operatorklasse, die Eingabedaten, die Ausgabedaten und eine kurze
Beschreibung der Funktionalita¨t.
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Das Konzept sieht vor, dass die Service jeweils aus Operatoren des Data-
State-Reference-Modells gebildet werden. Der Umsetzung im serviceorien-
tierten Framework ist aber geschuldet, dass auch Services erforderlich sind,
die nicht ohne weiteres als ein Operator im DSRM aufgefasst werden ko¨nnen.
Bei dieser Klasse von Services handelt es sich um die Hilfsservices, die nach-
folgend kurz beschrieben werden.
URL-Auswahl
Operatorklasse : -
Service-Interface: URL.Hilfsservice
Eingabedaten : -
Ausgabedaten : Eine gu¨ltige URL
Funktionalita¨t :
Der Service ermo¨glicht die Auswahl einer URL durch den Benutzer und stellt
diese anderen Services zur Verfu¨gung.
Colormapping
Operatorklasse : -
Service-Interface: Color.Hilfsservice
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
Ausgabedaten : Colormapping Informationen
Funktionalita¨t :
Der Service erlaubt die Auswahl einer Tabellenspalte, die beim Mapping
beru¨cksichtigt werden soll. Auf der Basis der Daten dieser Spalte wird je-
der Tabellenzeile ein Farbwert zugeordnet. Diese Zuordnung wird in den
Colormapping-Informationen abgelegt und weitergegeben.
Single-Colormapping
Operatorklasse : -
Service-Interface: Color.Hilfsservice
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
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: Indexmenge
Ausgabedaten : Colormapping Informationen
Funktionalita¨t :
Es wird fu¨r alle Tabellenzeilen der gleiche Farbwert in den Colormapping
Informationen abgelegt und entsprechend weitergegeben.
Gera¨teinformationen
Operatorklasse : -
Service-Interface: Device.Hilfsservice
Eingabedaten : URL, welche auf ein Gera¨teprofil zeigt
Ausgabedaten : Gera¨teinformationen
Funktionalita¨t :
Der Service la¨d die Gera¨teinformationen aus dem u¨bergebenen Gera¨teprofil
und stellt diese dem Framework zur Verfu¨gung.
Indexmenge fu¨r analytische Abstraktionen
Operatorklasse : -
Service-Interface: Index.Hilfsservice
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
Ausgabedaten : Indexmenge
Funktionalita¨t :
Diese ordnet jeder Tabellenzeile der analytischen Abstraktionen einen ein-
deutigen Index zu und gibt diese Indexmenge zuru¨ck.
Verschmelzen analytischer Abstraktionen
Operatorklasse : -
Service-Interface: AnalytischeAbstraktionen.Merge.Hilfsservice
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
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: Analytische Abstraktionen in tabellarischer Form
: Indexmenge
Ausgabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
Funktionalita¨t :
Die beiden u¨bergebenen Mengen an analytischen Abstraktionen werden ver-
schmolzen. Mit den u¨bergebenen Indexmengen wird analog verfahren.
Verschmelzen visueller Abstraktionen
Operatorklasse : -
Service-Interface: VisuelleAbstraktionen.Merge.Hilfsservice
Eingabedaten : Visuelle Abstraktionen
: Indexmenge
: Visuelle Abstraktionen
: Indexmenge
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Die beiden u¨bergebenen Mengen an visuellen Abstraktionen werden ver-
schmolzen. Mit den u¨bergebenen Indexmengen wird analog verfahren.
Teilen analytischer Abstraktionen
Operatorklasse : -
Service-Interface: AnalytischeAbstraktionen.Splitt.Hilfsservice
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
: Indexmenge Selektion
Ausgabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
: Analytische Abstraktionen in tabellarischer Form
: Indexmenge
Funktionalita¨t :
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Die u¨bergebene Menge an analytischen Abstraktionen wird entsprechend der
u¨bergebenen Selectionsindexmenge in zwei Teilmengen zerlegt. Mit der u¨ber-
gebenen Indexmenge wird analog verfahren.
Teilen visueller Abstraktionen
Operatorklasse : -
Service-Interface: VisuelleAbstraktionen.Splitt.Hilfsservice
Eingabedaten : Visuelle Abstraktionen
: Indexmenge
: Indexmenge Selektion
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
: Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Die u¨bergebene Menge an visuellen Abstraktionen wird entsprechend der
u¨bergebenen Selectionsindexmenge in zwei Teilmengen zerlegt. Mit der u¨ber-
gebenen Indexmenge wird analog verfahren.
Data Density Metrik
Operatorklasse : -
Service-Interface: VisuelleAbstraktionen.Metrik.Hilfsservice
Eingabedaten : Visuelle Abstraktionen
: Indexmenge
: Gera¨teinformationen
Ausgabedaten : Metrik Ausgabe
Funktionalita¨t :
Der Service bestimmt fu¨r die u¨bergebenen visuellen Abstraktionen die Da-
ta Density (vgl. [Tuf06]) unter Beru¨cksichtigung des Ausgabegera¨tes. Vom
Service wird jeweils ein Soll- und ein Ist-Wert ausgegeben. Der Ist-Wert
repra¨sentiert den aktuellen Wert der Metrik fu¨r die u¨bergebenen visuellen
Abstraktionen. Der Soll-Wert gibt an, welcher Wert fu¨r die Metrik erreicht
werden soll, um eine verbesserte Ausgabe auf der visuellen Repra¨sentation
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auf dem Ausgabegera¨t zu haben.
Nachfolgend werden Services beschrieben, die direkt auf dem Operatoren
des Data-State-Reference-Modells beruhen.
CSV-Import
Operatorklasse : Filtering Operator
Service-Interface: URL.Import.Filtering
Eingabedaten : Erwartet eine URL, die auf eine gu¨ltige CSV-Datei zeigt
Ausgabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
Funktionalita¨t :
Der Services ist fu¨r den Import von Daten, die im CSV-Format vorliegen,
verantwortlich. Dabei werden die Daten gelesen und in die vom Framework
verwendete allgemeine Datenstruktur konvertiert und bereitgestellt. Zusa¨tz-
lich wird ein Index erzeugt, der jede Zeile in der Tabelle eindeutig bezeichnet.
Datenbank-Import
Operatorklasse : Filtering Operator
Service-Interface: DB.Import.Filtering
Eingabedaten : Erwartet eine Verbindungsstring zu einer Datenbank
: Eine SQL-Select-Statement zum Einschra¨nken der
gesuchten Daten
Ausgabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
Funktionalita¨t :
Der Service ist fu¨r den Datenimport aus einer SQL-Datenbank zusta¨ndig.
Die vom u¨bergebenen SQL-Statement selektierten Daten werden vom Service
eingelesen und in die vom Framework verwendete allgemeine Datenstruktur
konvertiert und bereitgestellt. Zusa¨tzlich wird ein Index erzeugt, der jede
Zeile in der Tabelle eindeutig identifiziert.
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Hierarchisches Clustering
Operatorklasse : Operator auf den Analytischen Abstraktionen
Service-Interface: Clustering.AnalytischeAbstraktionen
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
: Ausgabewerte einer Metrik
Ausgabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
Funktionalita¨t :
Initial wird die gro¨bste Hierarchieebene ausgegeben. Diese wird spa¨ter von
einer Metrik bewertet, die Metrik gibt eine Ru¨ckmeldung mit Soll- und Ist-
Wert an diesen Service. Anhand der Differenz zwischen Soll- und Ist-Wert
wird entschieden, ob die na¨chste Ebene ausgegeben wird. Diese wird wie-
der von der Metrik bewertet. Erst wenn der Betrag der Differenz zwischen
Soll- und Ist-Wert am kleinsten ist, wird keine weitere Ebene ausgegeben.
Zusa¨tzlich wird die Indexmenge entsprechend angepasst und ausgegeben.
Vector-Daten-Import
Operatorklasse : Mapping Operator
Service-Interface: Vector.Import.Mapping
Eingabedaten : Erwartet wird eine URL, die auf eine Datei
mit grafischen Vector-Daten zeigt
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Die Vector-Daten werden vom Service geladen und in das vom Framework
intern verwendete Datenformat zur Beschreibung von visuellen Primitiven
konvertiert und bereitgestellt. Zusa¨tzlich wird ein Index erzeugt, der jedes
visuelle Primitiv eindeutig identifiziert.
Bilddaten-Import
Operatorklasse : Mapping Operator
Service-Interface: Pixel.Import.Mapping
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Eingabedaten : Erwartet wird eine URL, die auf eine Datei
mit Pixelbilddaten zeigt
Ausgabedaten : Visualle Abstraktionen
: Indexmenge
Funktionalita¨t :
Die Pixeldaten werden vom Service geladen und in das vom Framework in-
tern verwendeten Datenformat zur Beschreibung von visuellen Primitiven
konvertiert und bereitgestellt. Zusa¨tzlich wird ein Index erzeugt, der jedes
visuelle Primitiv eindeutig identifiziert.
PDF-Import
Operatorklasse : Mapping Operator
Service-Interface: Vector.Import.Mapping
Eingabedaten : Erwartet wird eine URL, die auf eine PDF-Datei zeigt
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Das PDF wird geladen und jede Seite in ihre Bestandteile zerlegt sprich Text,
Vektordaten und Bilder. Diese werden entsprechend in visuelle Primitive um-
geformt, die als visuelle Abstraktionen bereitgestellt werden. Zusa¨tzlich wird
ein Index erzeugt, der jedes visuelle Primitiv eindeutig identifiziert.
Parallele Koordinaten
Operatorklasse : Mapping Operator
Service-Interface: Technik.Mapping
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
: Gera¨teinformationen
: Colormapping Informationen
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
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Die in den analytischen Abstraktionen vorliegenden Daten werden entspre-
chend der Visualisierungstechnik auf Kantenzu¨ge gemappt. Dabei werden die
Informationen aus dem Colormapping entsprechend beru¨cksichtigt. Zusa¨tz-
lich wird die Indexmenge um die Elemente erweitert, die zur Identifikation
von Skalen und Achsen erforderlich sind.
Scatterplots
Operatorklasse : Mapping Operator
Service-Interface: Technik.Mapping
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
: Gera¨teinformationen
: Colormapping Informationen
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Die in den analytischen Abstraktionen vorliegenden Daten werden entspre-
chend der Visualisierungstechnik auf Punktmatrizen gemappt. Dabei wer-
den die Informationen aus dem Colormapping entsprechend beru¨cksichtigt.
Zusa¨tzlich wird die Indexmenge um die Elemente erweitert, die zur Identifi-
kation von Skalen und Achsen erforderlich sind.
Parallele Koordinaten mit Binning
Operatorklasse : Mapping Operator
Service-Interface: Adaptiv.Technik.Mapping
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
: Gera¨teinformationen
: Colormapping Informationen
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
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Die in den analytischen Abstraktionen vorliegenden Daten werden entspre-
chend der Visualisierungstechnik auf Kantenzu¨ge gemappt. Dabei werden die
Informationen aus dem Colormapping entsprechend beru¨cksichtigt. Anschlie-
ßend wird ein Binning durchgefu¨hrt. Da das Binning nicht unabha¨ngig von
der Visualisierungstechnik durchgefu¨hrt werden kann, wurde beides in einem
Service zusammengefasst. Zusa¨tzlich wird die Indexmenge um die Elemente
erweitert, die zur Identifikation von Skalen und Achsen erforderlich sind.
Scatterplots mit Binning
Operatorklasse : Mapping Operator
Service-Interface: Adaptiv.Technik.Mapping
Eingabedaten : Analytische Abstraktionen in tabellarischer Form
: Indexmenge
: Gera¨teinformationen
: Colormapping Informationen
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Die in den analytischen Abstraktionen vorliegenden Daten werden entspre-
chend der Visualisierungstechnik auf Punktmatrizen gemappt. Dabei werden
die Informationen aus dem Colormapping entsprechend beru¨cksichtigt. An-
schließend wird ein Binning durchgefu¨hrt. Da das Binning nicht unabha¨ngig
von der Visualisierungstechnik durchgefu¨hrt werden kann, wurde beides in
einem Service zusammengefasst. Zusa¨tzlich wird die Indexmenge um die Ele-
mente erweitert, die zur Identifikation von Skalen und Achsen erforderlich
sind.
Halo-Service
Operatorklasse : Operator auf den visuellen Abstraktionen
Service-Interface: Highlight.VisuelleAbstraktionen
Eingabedaten : Visuelle Abstraktionen mit visuellen Primitiven
: Indexmenge
: IndexmengeSelektion
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Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Dieser Service hebt die durch die Indexmenge bezeichneten visuellen Pri-
mitive durch einen Halo-Effekt(vgl. [LS08]) hervor. Die Halos werden durch
visuelle Primitive des Typs Picture beschrieben, ihnen wird entsprechend der
Index des visuellen Primitives zugeordnet, welchen sie hervorheben.
Transformationsservice
Operatorklasse : Operator auf den visuellen Abstraktionen
Service-Interface: Transform.VisuelleAbstraktionen
Eingabedaten : Visuelle Abstraktionen mit visuellen Primitiven
: Indexmenge
: Gera¨teinformationen
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
Der Service bestimmt die maximale Ausdehnung der Menge der u¨bergebenen
visuellen Primitive und fu¨hrt anschließend eine Skalierung durch, so dass die
Primitive unter voller Ausnutzung der verfu¨gbaren Displayfla¨che dargestellt
werden ko¨nnen.
Color-Transformationsservice
Operatorklasse : Operator auf den visuellen Abstraktionen
Service-Interface: Transform.VisuelleAbstraktionen
Eingabedaten : Visuelle Abstraktionen mit visuellen Primitiven
: Indexmenge
: Gera¨teinformationen
Ausgabedaten : Visuelle Abstraktionen
: Indexmenge
Funktionalita¨t :
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Der Service bestimmt die maximale Ausdehnung der Menge der u¨bergebenen
visuellen Primitive und fu¨hrt anschließend eine Skalierung durch, so dass die
Primitive unter voller Ausnutzung der verfu¨gbaren Displayfla¨che dargestellt
werden ko¨nnen. Zusa¨tzlich werden die verwendeten Farben auf die Farben
des Gera¨tes angepasst. Kann das Ausgabegera¨t nur Graustufen ausgeben,
wird der in [GOTG05] vorgestellte Algorithmus eingesetzt (vgl. Abbildung
5.7).
Abbildung 5.7: Angepasste Farb- zu Grauwert-Konvertierung, bei der unterschiedliche
Farben auch auf unterschiedliche Grauwerte abgebildet werden. Aus
[GOTG05]
Standard-Render-Service
Operatorklasse : Rendering-Operator
Service-Interface: Renderer
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Eingabedaten : Visuelle Abstraktionen mit visuellen Primitiven
: Indexmenge
: Gera¨teinformationen
Ausgabedaten : Pixelausgabe der gerenderten visuellen Primitive auf
dem verbundenen Ausgabegera¨t
Funktionalita¨t :
Der Service gibt die visuellen Primitive auf dem Ausgabegera¨t aus. Dazu wer-
den die u¨bergebenen visuellen Primitive durch Java 2D-Zeichenfunktionen
dargestellt.
Verwendung der Services Aus der Verkettung mehrerer der genannten
Services ko¨nnen unterschiedliche visuellen Repra¨sentationen erzeugt werden.
Nachfolgend sollen einige Beispiele gezeigt werden. Dabei wird jeweils ein
Schema der verketteten Service-Interfaces gezeigt und zudem ein Screendump
der visuellen Repra¨sentation auf dem Ausgabegera¨t.
Im ersten Beispiel wird eine herko¨mmliche Parallele-Koordinatendarstellung
vorgestellt. Bei der Erstellung wird das in Abbildung 5.8 dargestellte Pipeline-
Template verwendet. Die Ausgabe des Frameworks ist in Abbildung 5.9 dar-
gestellt. Erst durch die Verkettung von mehreren Services kann die Ausgabe
erzeugt werden. Im zweiten Beispiel wird der gleiche Datensatz durch eine
Abbildung 5.8: Pipeline-Template mit den verknu¨pften Service-Interfaces.
Scatterplot-Matrix visualisiert. Das verwendete Pipeline-Template ist dassel-
be wie in Abbildung 5.8. Die Ausgabe des Frameworks ist in Abbildung 5.10
zu sehen. Fu¨r die unterschiedliche Ausgabe ist im Wesentlichen eine andere
Entscheidung beim Binding verantwortlich (vgl. 5.3.3).
Im dritten Beispiel soll die Ausgabe der Daten auf einem kleineren Ausgabe-
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Abbildung 5.9: Parallele Koordinaten mit unterschiedlichen Krankheitsfa¨llen aus einem
AOK-Datensatz.
gera¨t erfolgen. Hierfu¨r wird ein leicht angepasstes Pipeline-Template verwen-
det, welches in Abbildung 5.11 dargestellt ist. Entsprechend vera¨ndert sich
die Ausgabe (Abbildung 5.12) der Scatterplot-Matrix, weil zusa¨tzlich jetzt
eine adaptive Technik durch das Service-Interface gefordert wird und somit
das Binding eine andere Entscheidung treffen muss.
Dynamische Serviceschicht Die Serviceschicht wird zur Laufzeit dyna-
misch aufgebaut. Die hier vorgestellten Services geho¨ren zur Grundfunktio-
nalita¨t des Frameworks. Zur Laufzeit werden die Service mit dem Framework
zusammen aktiviert und stehen sofort zur Verfu¨gung. Das Gera¨t, auf dem die
Steuerschicht ausgefu¨hrt wird, stellt gleichzeitig auch die vorgestellten grund-
legenden Services bereit. Ist das Framework in einem Smart-Meeting-Room
noch nicht aktiv, kann dieses von einem Server im Internet heruntergeladen
werden.
Bei Bedarf ko¨nnen weitere Services auch auf anderen Gera¨ten im Smart-
Meeting-Room gestartet werden. Zusa¨tzlich dazu sind fu¨r das Framework die
Services sichtbar, die von den Benutzern mit in den Smart-Meeting-Room
gebracht werden.
Das Anmelden von Services u¨ber das Webinterface ist in Abbildung 5.13
dargestellt.
5.4.2 Steuerschicht
Die Steuerschicht ist in ein separates Programm gekapselt, es ist demzufolge
erforderlich, dass dieses Programm mindestens einmal im Smart-Meeting-
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Abbildung 5.10: Scatterplot durch den unterschiedliche Krankheitsfa¨lle zueinander in Bezug
gesetzt werden.
Room gestartet wird, bevor die Steuerschicht arbeitet. U¨blicherweise ist dies
Aufgabe des Visualisierungsautors.
Entsprechend der in Abschnitt 5.3.2 vorgestellten Rollenverteilung wird ein
Pipeline-Template ausgewa¨hlt, welches das Ziel der Betrachter unterstu¨tzt
und welches prinzipiell in der Lage ist, die zu visualisierenden Daten zu ver-
arbeiten. Hierfu¨r stehen unterschiedliche Pipeline-Tempates zur Verfu¨gung,
welche den Import von unterschiedlichen Daten und die Erzeugung unter-
schiedlicher visueller Repra¨sentationen unterstu¨tzen.
Eine vollsta¨ndige automatische Auswahl des Pipeline-Templates ist aufgrund
der mo¨glichen Heterogenita¨t der Daten und der Ziele aktuell nicht Teil der
Implementierung.
Das Gera¨teensemble im Smart-Meeting-Room ist dynamisch. Neue Gera¨te
im Ensemble werden nach Anmeldung von mindestens einer Service-Implem-
entierung auf diesen Gera¨ten gefunden.
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Abbildung 5.11: Pipeline-Template mit den verknu¨pften Service-Interfaces unter
Verwendung einer adaptiven Technik.
Alle verfu¨gbaren Services im Smart-Meeting-Room werden durch die Steu-
erschicht u¨berwacht, fallen alle Service-Implementierungen auf einem Gera¨t
aus, so geht die Steuerschicht davon aus, dass das betreffende Gera¨t den
Smart-Meeting-Room verlassen hat und nicht mehr zur Verfu¨gung steht.
Die U¨berwachung der Services erfolgt durch ein Testsignal, welches in einem
festen Intervall von der Steuerschicht an jeden Service gesendet wird. Erfolgt
keine Antwort auf dieses Testsignal wird der Service als nicht mehr vorhanden
eingestuft. Dieses Vorgehen ermittelt indirekt, welche Gera¨te im Ensemble
vorhanden sind. Dabei ist zu beachten, dass ein Gera¨t nicht gefunden wird,
wenn auf diesem keine Service-Implementierungen ausgefu¨hrt werden.
Dieses Vorgehen stellt sicher, dass nicht die Steuerschicht die Kontrolle u¨ber
die einzelnen Gera¨te im Ensemble hat und automatisch beliebige Service-
Implementierungen auf diesen Gera¨ten zur Ausfu¨hrung bringen kann, son-
dern dass der Benutzer jederzeit die Kontrolle daru¨ber hat, ob er sein Gera¨t
in das der Steuerschicht zur Verfu¨gung stehendem Gera¨teensemble einbringt
oder nicht.
Das bedeutet, dass der Benutzer sich bewusst entscheiden kann, welche Service-
Implementierungen auf seinem Gera¨t ausgefu¨hrt werden, indem er diese selbst
anmeldet.
Mo¨chte sich ein Benutzer aus dem Gera¨teensemble zuru¨ckziehen, auf welches
das Framework zuru¨ckgreift, so deaktiviert er alle Service-Implementierungen,
die auf seinem Gera¨t aktuell ausgefu¨hrt werden. Aus Sicht der Steuerschicht
wird dieses Gera¨t dann “unsichtbar“. Die Steuerschicht wird bei diesem Sze-
nario versuchen, auf andere Service-Implementierungen auf anderen Gera¨ten
auszuweichen.
Beim Binding der Service-Implementierungen an die Service-Interfaces kom-
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Abbildung 5.12: Erweitertes Binning am Beispiel von Scatterplots. Um die Verteilung
innerhalb der einzelnen Cluster besser herauszustellen, wird eine
Dichte-basierte Repra¨sentation der Daten verwendet.
men die Optionen zum Tragen, die im Abschnitt 5.3.3 diskutiert wurden.
Bei einem benutzerorientierten Vorgehen werden also erst die passenden
Service-Implementierungen gesucht, die sich auf dem Gera¨t des Benutzers
befinden. Werden hier mehrere Service-Implementierungen gefunden, wird
der Visualisierungsautor konsultiert, wird keine Service-Implementierung ge-
funden, wird die Suche auf alle Gera¨te im Smart-Meeting-Room ausgeweitet.
Bei einem gera¨teorientierten Vorgehen wird analog vorgegangen. Statt aber
die Service-Implementierungen eines Benutzers als Erstes zu u¨berpru¨fen, wer-
den stattdessen die Service-Implementierungen des Gera¨tes u¨berpru¨ft, auf
dem aktuell die meisten Services-Implementierungen des Pipeline-Templates
ausgefu¨hrt werden.
Die im Abschnitt 5.3.3 beschriebene dritte Option hat zum jetzigen Zeit-
punkt noch keinen Eingang in die Steuerschicht gefunden.
5.4. Implementierung 133
Abbildung 5.13: Das Webinterface zum Anmelden von Services am Framework.
Eine weitere wichtige Aufgabe der Steuerschicht ist die Synchronisation der
Services.
Bei der Erzeugung einer visuellen Repra¨sentation von Daten wird in der Re-
gel nach einem Pipeline-Modell vorgegangen. Es erfolgt demnach eine schritt-
weise Abarbeitung der einzelnen Stufen. Services stellen nun autonome Pro-
gramme dar, diese ko¨nnen zudem auf unterschiedlichen Gera¨ten ausgefu¨hrt
werden. Somit ist es ohne weiteres mo¨glich, dass mehrere Service gleichzeitig
ihre Daten verarbeiten.
Durch das verwendete Pipeline-Template ist eine Verarbeitungsreihenfolge
der Services gegeben. Dieser Zusammenhang ist nur fu¨r das aktuelle Tem-
plate gu¨ltig und kann mit einem anderen Template anders gelagert sein.
Die Steuerschicht hat die Aufgabe, die Ausfu¨hrung der Services zu synchro-
nisieren. Andernfalls kann es zu schwerwiegenden Problemen in der Verar-
beitung kommen. Als erste Lo¨sung wurde die asynchrone Abarbeitung der
Services unterbunden. Stattdessen wird eine synchrone Abarbeitung der Ser-
vices sichergestellt.
Um dies zu gewa¨hrleisten, la¨uft die gesamte Kommunikation u¨ber die Steuer-
schicht, diese wird dadurch in die Lage versetzt, direkt zu bestimmen, wann
exakt ein Service seine Eingangsdaten verarbeitet und die Ausgangsdaten
bereitstellt. So kann sichergestellt werden, dass eine Abarbeitung eines Ser-
vices nicht stattfinden kann, wenn noch nicht alle Eingangsdaten vorliegen.
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Folglich Abschnitt 2.3.3 handelt es sich demnach um eine indirekte Kommu-
nikation der Services.
Muss die visuelle Repra¨sentation auf einem anderen Ausgabegera¨t darge-
stellt werden, ist eine Adaption der visuellen Repra¨sentation an das neue
Ausgabegera¨t erforderlich.
Vera¨ndert sich die Gera¨teklasse, wird eine Adaption durchgefu¨hrt. Konkret
bedeutet dies, dass bei der Gera¨teklasse Ultra Mobil das Service-Interface
Technik.Mapping durch die Steuerschicht in das Service-Interface Adaptiv.
Technik.Mapping umgewandelt wird. Weiterhin wird per default das Service-
Interface Clustering.AnalytischeAbstraktionen auf der Stufe der analytischen
Abstraktionen zwischengeschaltet, und die Eingabedaten des Renderer Ser-
vice-Interface werden zusa¨tzlich zum VisuelleAbstraktionen.Metrik.Hilfsser-
vice Service-Interface weitergeleitet. Entsprechend wird durch die Steuer-
schicht die Metrik mit dem Clustering-Interface verbunden. In einem letzen
Schritt wird sichergestellt, dass die erzeugte visuelle Repra¨sentation auf das
Ultra Mobil u¨bertragen wird.
Anschließend liegt ein adaptiertes Pipeline-Template vor, entsprechend muss
das Binding der Service-Implementierung neu durchgefu¨hrt werden, da nicht
mehr alle Service-Implementierungen zu den verwendeten Service-Interfaces
passen.
Fu¨r die Gera¨teklasse Mobil wird analog verfahren, nur mit dem Unterschied,
dass per default auf ein Clustering im Datenraum verzichtet wird und ent-
sprechend auch nicht das VisuelleAbstraktionen.Metrik.Hilfsservice Interface
erforderlich ist. Zusa¨tzlich wird die visuelle Repra¨sentation direkt auf dem
Ausgabegera¨t erzeugt und auch dort ausgegeben.
Im Fall der Gera¨teklasse Stationa¨r werden keine zusa¨tzlichen Service-Interfaces
hinzugefu¨gt.
Im Fall, dass sich die Gera¨teklasse des Ausgabegera¨tes in die entgegenge-
setzte Richtung vera¨ndert, sprich von Ultra Mobil zu Mobil bzw. von Mobil
zu Stationa¨r werden die Service-Interfaces, die per default nicht in diesem
Template zur Adaption verwendet werden, entsprechend entfernt.
Aktuell noch nicht in das Framework eingebettet, ist der Prototyp zur pro-
gressiven Informationsdarstellung. Dieser la¨sst eine weitere Adaption der vi-
suellen Repra¨sentation zu (vgl. Abschnitt 4.5). Zudem ist diese Form der
Adaption sehr flexibel und kann fu¨r alle drei der genannten Gera¨teklassen
angewendet werden.
In Abbildung 5.14 ist die Ausgabe der gleichen visuellen Repra¨sentation auf
drei unterschiedlichen Klassen von Ausgabegera¨ten dargestellt.
Zur lokalen Adaption der visuellen Repra¨sentation wurden im Abschnitt 4.4
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Abbildung 5.14: Resultate einer progressiven Informationsdarstellung von hierarchischen
Daten auf drei unterschiedlichen Gera¨teklassen.
die intelligenten Linsen eingefu¨hrt. Der implementierte Prototyp ist eben-
falls noch nicht in das Framework eingebettet. Auf das Potenzial, welches
sich durch die intelligenten Linsen ergibt, wurde bereits im Abschnitt 4.4
eingegangen. Beispiele sind ebenfalls an dieser Stelle angegeben worden.
Zur Implementierung der intelligenten Linsen bleibt anzumerken, dass deren
Framework im Wesentlichen die Datenstrukturen des hier vorliegenden Fra-
mework verwenden. Somit ist der Aufwand zur Integration der intelligenten
Linsen in dieses Framework u¨berschaubar.
5.4.3 Das Framework in der Praxis
Bei der Umsetzung des Framework-Konzepts wurde bewusst auf Java ge-
setzt. Dadurch wird eine Portierbarkeit auf andere Plattformen wie Linux
oder MacOS bzw. Windows erheblich vereinfacht. Bei der Umsetzung wurde
konsequent auf die Java-Web-Start-Technologie gesetzt. Diese erlaubt es, eine
Java-Anwendung durch einen einfachen Klick in einem internetfa¨higen Brow-
ser herunterzuladen und auszufu¨hren. Hierfu¨r ist nur der besagte Browser,
eine Internetverbindung und ein installiertes Java JDK erforderlich. Statt das
Framework im Internet bereitzustellen, kann es stattdessen auch auf einem
Webserver in einem lokalen Netzwerk bereitgestellt werden. In der Praxis
bedeutet dies, dass neue Benutzer in einem Smart-Meeting-Room, die ih-
re Gera¨te in das Gera¨teensemble einbringen wollen, nur eine Internetseite
bzw. eine Seite im lokalen Netzwerk ansteuern mu¨ssen und die gewu¨nschten
Services per Klick aktivieren. Alle weiteren Schritte werden durch das aktu-
ell laufende Framework u¨bernommen. Ist kein aktives Framework vorhanden,
kann dieses ebenfalls u¨ber Java-Web-Start mittels eines einfachen Mausklicks
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gestartet werden. Durch das Ausnutzen der genannten Technologien wird ei-
ne Integration eines neuen Benutzers extrem vereinfacht und scheitert nicht
bereits an einer aufwa¨ndigen Installation einer Software.
5.5 Diskussion
Das hier vorgestellte Konzept einer servicebasierten Visualisierung zur Ad-
aption an multiple, dynamische, heterogene Ausgabegera¨te zeigt Parallelen
zu dem Ansatz von Zudilova-Seinstra und Yang [ZSY05] (vgl. auch 2.3.3).
Allerdings geht es bei wesentlichen Punkten u¨ber die Konzepte in der Li-
teratur hinaus. Wa¨hrend die Architektur von Zudilova-Seinstra und Yang
ebenfalls einzelne Stufen als Services realisiert, sieht das hier vorliegende
Konzept vor, einzelne Operatoren des Data-State-Reference-Models als Ser-
vices zu realisieren. Damit baut die hier vorgestellte Architektur auf ein in
der Informationsvisualisierung bewa¨hrtes Modell auf und erlaubt gleichzeitig
eine hohe Wiederverwendbarkeit der einzelnen Services.
Das Framework wird im Wesentlichen in zwei Schichten unterteilt. Zum einen
die Serviceschicht, diese entha¨lt alle Services, die vom Framework verwendet
werden. Da den einzelnen Services jeweils der Kontext fehlt, um autonom
eine Adaption der visuellen Repra¨sentation vornehmen zu ko¨nnen, ist eine
Steuerschicht erforderlich, welche die einzelnen Services steuert.
Durch diese strikte Trennung wird die notwendige Intelligenz bei der Adap-
tion in der Steuerschicht gebu¨ndelt, die Services ko¨nnen dadurch einfacher
und allgemeiner gehalten werden.
Bei einem serviceorientiertem Ansatz ist ein Binding der Services notwen-
dig, die fu¨r den Erzeugungsprozess der visuellen Repra¨sentation verwendet
werden sollen. Prinzipiell wird beim vorliegenden Konzept eine explorative
Komposition (vgl. 2.3.3) der Services vorgenommen. Dadurch wird eine ho¨he-
re Flexibilita¨t im Vergleich zu einer statischen Kompositionen erreicht, bei
denen Services fest zugeordnet werden.
Zudem ko¨nnen beim Binding sehr unterschiedliche Strategien angewendet
werden (vgl. 5.3.3). Abha¨ngig von der verwendeten Strategie la¨sst sich bereits
durch ein geschicktes Binding von Services auf unterschiedliche Rahmenbe-
dingungen reagieren, woraus sich ein weiterer Vorteil einer serviceorienierten
Architektur ergibt.
Die interaktive Adaption der verwendeten Visualisierungspipeline stellt einen
weiteren wichtigen Punkt zur Adaption der visuellen Repra¨sentation in ei-
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nem Smart-Meeting-Room dar. Dadurch kann sichergestellt werden, dass in
jedem Fall eine gute Anpassung an die vorliegende Gera¨tesituation erfolgt.
Zudem bietet die interaktive Adaption die Option, dass automatisch generier-
te Entscheidungen des Frameworks durch den Benutzer u¨bersteuert werden
ko¨nnen.
Trotz des Nutzens stellen die vorgestellten Konzepte nur einen ersten Grund-
stock an Methoden zur Adaption einer Informationsvisualisierung in Smart-
Meeting-Rooms dar. In Folgearbeiten mu¨ssen diese Konzepte weiter ausge-
baut werden.
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Kapitel 6
Zusammenfassung und Ausblick
6.1 Zusammenfassung
Informationsvisualisierung in Multi-Display-Umgebungen mit heterogenen
sich dynamisch vera¨ndernden Ausgabegera¨ten ist ein offener Forschungsge-
genstand, fu¨r den es in der ga¨ngigen Literatur noch keine Ansa¨tze gibt. Die
Skalierung einer Pra¨sentation, so dass sie sowohl auf einer Displaywall als
auch auf einem Smart Phone dargestellt werden kann, wurde als Herausfor-
derung und offener Forschungspunkt auf dem Dagstuhl-Seminar 10241 Infor-
mation Visualization (vgl. [DS110]) benannt.
Das Ergebniss dieser Promotion ist vor allem die Identifikation wichtiger Pro-
bleme in diesem Umfeld sowie die Entwicklung erster exemplarischer Lo¨sun-
gen. Diese sollen im Folgenden kurz zusammengefasst werden.
Das Ziel der vorliegenden Arbeit war die Entwicklung von Konzepten fu¨r
eine geeignete Informationsdarstellung in Smart-ad-hoc-Environments unter
besonderer Beru¨cksichtigung unterschiedlicher, sich dynamisch vera¨ndernder
Ausgabegera¨te.
Da die dynamische Vera¨nderungen im Gera¨teensemble einer der Smart-ad-
hoc-Environment jederzeit auftreten ko¨nnen, muss dabei Erzeugung und An-
passung der Informationsdarstellung On-the-Fly erfolgen.
In dieser Arbeit wurden insbesondere drei Schwerpunkte untersucht und
hierfu¨r exemplarisch Lo¨sungen bereitgestellt:
1. Anpassung von Informationsdarstellungen an unterschiedliche Ausga-
begera¨te
2. Auswahl einer geeigneten Adaptionsstrategie in Abha¨ngigkeit der aktu-
ellen Situation
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3. Entwurf und Umsetzung eines flexiblen, erweiterbaren Software-Frameworks
zur dynamischen Informationsdarstellung in Smart-Meeting-Room.
In der vorliegenden Arbeit erfolgt die Anpassung der Informationsdarstellung
vor allem gera¨tebasiert, das heißt bezogen auf die Eigenschaften des aktuellen
Ausgabegera¨tes. Die gera¨tebasierte Adaption von Informationsvisualisierun-
gen kann auf verschiedene Art und Weise erfolgen. Deshalb wurde in einem
ersten Schritt ein Schema zur Einordnung mo¨glicher Adaptionsmechanismen
entwickelt. Dabei wurde unterschieden zwischen:
  Adaption auf Bildebene vs. Adaption auf Prozessebene
  lokale vs. globale Adaption
  Adaption vs. Progression
Adaption auf der Bildebene Liegt bereits eine visuelle Repra¨sentation
vor, und man kann keinen Einfluss mehr auf die Bilderzeugung nehmen,
muss die Adaption auf der Bildebene erfolgen.
Im Rahmen dieser Arbeit wurde hierfu¨r die inhaltbasierte Skalierung foto-
realistischer Bilder aus [AS07] zur Grundlage genommen. Dabei erfolgt eine
Skalierung der einzelnen Bildbereiche in Abha¨ngigkeit davon, wie wichtig der
entsprechende Bereich ist. Das heißt, unwichtige Informationen werden aus
dem Bild entfernt und schaffen so Platz fu¨r wichtige Informationen, bei de-
nen deshalb keine Skalierung erforderlich ist. Die Wichtigkeit eines Bildteils
wird dabei anhand einer geeigneten Energiefunktion, z. B. anhand des Infor-
mationsgehaltes des entsprechenden Bildteils entschieden.
Die neue Idee in dieser Arbeit ist es, die inhaltsbasierte Skalierung auch auf
visuelle Repra¨sentationen von Daten und damit fu¨r die Informationsdarstel-
lung anzuwenden.
Es konnte gezeigt werden, dass die inhaltsbasierte Skalierung mit der Ein-
schra¨nkung, dass in der Darstellung keine Informationen auf die Position
abgebildet werden und unter Verwendung der Entropie als Energiefunktion
akzeptable Ergebnisse liefert.
Adaption auf der Prozessebene Muss die visuelle Repra¨sentation erst
erzeugt werden, so kann eine Adaption auf allen Stufen des Erzeugungspro-
zesses vorgenommen werden, also im Datenraum, im Darstellungsraum und
auch beim Mapping.
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Gerade wenn eine visuelle Repra¨sentation auf kleinen Ausgabegera¨ten dar-
gestellt werden muss, ist es oft nicht mo¨glich, alle Informationen darzustel-
len, so dass eine Reduzierung der Daten im Datenraum erfolgen muss. In
der Informationsvisualisierung werden hierfu¨r insbesondere Clustering- oder
Information-Hiding-Verfahren eingesetzt. Da man ohne zusa¨tzliche Vorgaben
nicht ohne weiteres Informationen ausblenden kann, wurde im Rahmen die-
ser Arbeit exemplarisch das hierarchische Clustern dafu¨r eingesetzt. Damit
lassen sich auch auf kleinen Gera¨ten und in unterschiedlicher Genauigkeit
wichtige Charakteristika der zu Grunde liegenden Daten anzeigen.
Als Beispiel fu¨r eine Adaption beimMapping-Schritt wurde die Helligkeitsad-
aption fu¨r Scatterplot-Darstellungen untersucht. Als Erweiterung wurde aber
statt der linearen Farbskala eine logarithmische Farbskala verwendet. Da-
durch konnte die Aussagekraft der visuellen Repra¨sentation erho¨ht werden
(vgl. 4.3.2).
Fu¨r die Adaption im Darstellungsraum wurde exemplarisch das Binning ein-
gesetzt und erweitert. Insbesondere wurden die beiden folgenden Verbesse-
rungen bei der Darstellung geclusterter Daten eingefu¨hrt:
  Die Auflo¨sung der Bins wird der Displaygro¨ße angepasst. Außerdem
wird bei der Unterteilung in Bins darauf geachtet, dass mehrere Cluster-
Zentren in einem Bin nach Mo¨glichkeit vermieden werden. Die Justie-
rung der Auflo¨sung der Bins tra¨gt dabei wesentlich zur Adaption an
unterschiedliche Ausgabegera¨te bei.
  Integration einer rechteckigen Fish-Eye-Verzerrung zur Unterteilung
der Bins anhand der gegebenen Cluster-Zentren, um so die visuelle
Unterscheidbarkeit zu garantieren. Diese Erweiterung la¨sst sich wahl-
weise an- und abschalten
Fu¨r die Adaption auf der Prozessebene stehen unterschiedliche Mechanis-
men zur Verfu¨gung. Zur Auswahl eines geeigneten Mechanismus wurde im
Rahmen dieser Dissertation eine zweistufige Auswahlstrategie in Form eines
Entscheidungsbaums erarbeitet. In einem ersten Schritt wird die Effektivita¨t
bestimmt, indem ermittelt wird, ob Visual Clutter auftritt, da dieses einen
wesentlichen Einfluss auf die Effektivita¨t der visuellen Repra¨sentation hat.
Dafu¨r wurde im Rahmen der vorliegenden Arbeit die Consistency [SNLH09]
verwendet.
Tritt bei der vorliegenden visuellen Repra¨sentation Visual Clutter auf, so
wird in einem zweiten Schritt ein geeigneter Adaptionsmechanismus aus-
gewa¨hlt, um die charakteristischen Eigenschaften des Ausgabegera¨tes zu beru¨ck-
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sichtigen. Standardma¨ßig wird dabei eine Adaption im Bildraum vorgenom-
men, um so nur die Repra¨sentation der Daten zu vera¨ndern. Die Arbeiten
zum Entscheidungsbaum wurden auf dem ersten IEEE CoVIS Workshop auf
der VisWeek 2009 vero¨ffentlicht [FTSS09].
Lokale Adaption Bisher wurden Adaptionsmechanismen diskutiert, die sich
auf die gesamte visuelle Repra¨sentation auswirken. Aber nicht immer ist so
eine globale Anpassung notwendig und angebracht. Aus dieser Intension her-
aus ist das Konzept der Smart Lenses entstanden. Allgemein handelt es sich
bei Linsen um Funktionen, die auf einem lokal begrenzten Bereich definiert
sind.
Linsen werden seit langem in der Informationsvisualisierung eingesetzt. Sie
unterscheiden sich je nach Funktion und Wirkungsbereich. Die neue Idee der
vorliegenden Arbeit ist es, Linsen auf allen Stufen der Visualisierungspipeline
zur Adaption lokaler Bereiche einzusetzen (vgl. [FTS07]).
Wa¨hrend die Parameter der Linse wie Form, Position und Funktion u¨bli-
cherweise durch den Benutzer direkt gesteuert werden, geht das in dieser
Promotion entwickelte Konzept der Smart Lenses noch einen Schritt weiter
und setzt diese Parameter automatisch in Abha¨ngigkeit von den aktuellen
Rahmenbedingungen.
Diese Rahmenbedingungen werden u¨ber ein XML-Script festgelegt und be-
treffen beispielsweise nutzerspezifische Wu¨nsche, wie z. B. eine bevorzugte
Linsenform oder ein spezielles Interesse bezogen auf die gegebenen Daten-
werte, wie z. B. Extremwerte. Entsprechend dieser Angabe wird dann die
Linse automatisch gesetzt.
Linsen lassen sich zudem kombinieren, so ko¨nnen aus Linsen mit vergleichs-
weise einfacher Funktionalita¨t Linsen mit weitaus komplexeren Linsenfunk-
tionen On-the-Fly erstellt werden.
Linsen stellen somit ein sehr ma¨chtiges Werkzeug zur lokalen Adaption von
visuellen Repra¨sentationen dar. Die Konzepte hierzu wurden auf der Smart
Graphics 2008 [TFS08a] vero¨ffentlicht.
Progressive Informationsdarstellung Bisher wurde von einer adaptiven
Informationsdarstellung ausgegangen, das heißt, die visuelle Repra¨sentati-
on wird global oder lokal angepasst und dementsprechend auf verschiedenen
Ausgabegera¨ten angezeigt.
Ein alternativer Ansatz wird in dieser Arbeit mit der progressiven Informati-
onsdarstellung vorgestellt. Dieser basiert auf der Grundidee der progressiven
Bilddarstellung, wie sie auch im WWW (World Wide Web) genutzt wird.
Dabei wird die Kodierung der Bilddaten so gewa¨hlt, dass die Dekodierung
eines abgeschnittenen Datenstroms der kodierten Daten das Bild mit weniger
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Details wiederherstellt [TA08].
In [RLTS08, RS09] wird diese Idee aufgegriffen und eine progressive Informa-
tionsdarstellung eingefu¨hrt, die analog zur progressiven Bildanzeige visuelle
Repra¨sentationen von Daten progressiv verfeinert. Dieses Konzept wurde in
einer Kooperation noch einen Schritt weiterentwickelt und an die Erforder-
nisse einer Multi-Display-Umgebung angepasst.
Die Idee ist dabei, dass die progressive U¨bertragung individuell fu¨r jedes
Gera¨t gestoppt wird, wenn verfeinerte Informationen nicht mehr darstellbar
sind.
Als geeignete Abbruchkriterien fu¨r diesen Prozess wurde die Auflo¨sung des
Displays und die beno¨tigte Verarbeitungszeit identifiziert. Dazu wurde mit
einem ersten Ansatz der Ressourcenverbrauch On-the-Fly abgescha¨tzt.
Der Vorteil dieser Methode besteht darin, dass ein- und derselbe Daten-
strom fu¨r unterschiedliche Gera¨te so lange angezeigt und verfeinert wird, bis
die technischen Grenzen des Gera¨tes erreicht sind. Das vorgestellte Konzept
wurde auf der IMC 2009 vero¨ffentlicht (vgl. [TSR09]).
Die Konzepte zur adaptiven und progressiven Informationsanzeige adressie-
ren unterschiedliche Ausgabegera¨te und wurden in einem Framework pro-
totypisch umgesetzt. Ein wichtiges Resultat dieser Arbeit ist es, dass dieses
Framework dabei in der Lage ist, dynamisch A¨nderungen im Gera¨teensemble
zu erkennen und darauf zu reagieren. Die Ergebnisse zum Framework sollen
im Folgenden noch einmal zusammengefasst werden.
Fu¨r das Framework wurde eine serviceorientierte Architektur zugrunde-
gelegt. Das Framework ist in drei Schichten aufgeteilt: Die Serviceschicht,
welche die einzelnen Services entha¨lt, die Steuerschicht, welche die Steue-
rung und Verwaltung der Services u¨bernimmt und die Modellschicht, welche
die Beschreibungen der Rahmenbedingungen erfasst.
Dabei realisieren die Services die Operatoren des Data-State-Reference-Models.
Aus diesen Services wird On-the-Fly die Visualisierungspipeline aufgebaut.
Die große Anzahl der mo¨glichen Services erschwert aber die Auswahl der
in die Visualisierungspipeline einzubindenden Services. Aus diesem Grund
wurden in dieser Arbeit die drei verschiedene Abstraktionsstufen: Services,
Service-Interface und Pipeline-Template eingefu¨hrt. Ein Service-Interface ist
dabei die abstrakte Beschreibung eines Services, ein Pipeline-Template um-
fasst mehrere Service-Interfaces und deren Verknu¨pfungen untereinander,
welche zusammen eine Visualisierungspipeline repra¨sentieren.
Das Binden der Services an ein gegebenen Service-Interface ist bei der Um-
setzung einer serviceorientierten Visualisierung ein wichtiger Punkt. Im We-
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sentlichen wurden hierfu¨r zwei unterschiedliche Strategien identifiziert und
umgesetzt:
1. Gera¨te-orientiert Hierbei werden beim Binding die Services bevor-
zugt, die auf Gera¨ten ausgefu¨hrt werden, von denen bereits Services
eingebunden wurden. Ziel dieser Strategie ist es, die Kommunikation
zwischen den Services im Vergleich zu einer Kommunikation u¨ber ein
heterogenes Netzwerk zu verbessern.
2. Nutzer-orientiert Hierbei werden Services beim Binding bevorzugt,
die durch ein Nutzerprofil vorgegeben oder auf dem Gera¨t des betref-
fenden Benutzers ausgefu¨hrt werden.
Fu¨r die vorliegenden Konzepte wurden ausgewa¨hlte Services implementiert.
Bereits in der ersten Phase des GRKs ko¨nnen Informationsvisualisierungen,
wie Scatterplots und Parallele Koordinaten fu¨r dynamische und heterogene
Ausgabegera¨te On-the-Fly konfiguriert werden.
Um jedoch einerseits Echtzeitanforderungen zu garantieren und andererseits
ganz unterschiedliche Konzepte einbinden zu ko¨nnen, werden in der Steu-
erschicht Defaultwerte verwendet, die sich interaktiv vera¨ndern lassen und
ku¨nftig durch Vorgaben aus dem Tupelspace ersetzt werden ko¨nnen. So wird
z. B. standardma¨ßig ein Binning bei Darstellungen auf mobilen Gera¨ten
durchgefu¨hrt.
Die Konzepte zum Framework1 wurden auf der IV 2009 [TTS09] vero¨ffent-
licht.
Fazit: Die Kombination von Informationsvisualisierung und Smart Envi-
ronment stellt einen neuen Forschungzweig dar, der erstmals auch auf dem
CoVis-Workshop der VisWeek 2009 thematisiert wurde.
Die vorliegende Arbeit stellt einen ersten Schritt in diese Richtung dar. Fu¨r
die adressierten Probleme wurden erste Konzepte entwickelt und prototypi-
sche Lo¨sungen umgesetzt. Allerdings besteht noch ein erheblicher Bedarf an
weiteren Forschungsarbeiten in diesem Bereich. Einige offene Punkte sollen
im folgenden Abschnitt zusammengefasst werden.
6.2 Ausblick
In dieser Dissertation wurde ein Klassifikationsschema entworfen und fu¨r je-
de Kategorie exemplarisch ein Ansatz entwickelt. Ein Ziel ku¨nftiger Arbeiten
1Alleine die Grundfunktionen des Frameworks inklusive der globalen Anpassung um-
fasst zurzeit ca. 67.000 Programmzeilen. Hinzu kommt das Softwareartefakt zur lokalen
Adaption.
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kann daher die Entwicklung weiterer Adaptionsmechanismen sein.
Beispielsweise kann das Information-Hiding als ein weiterer Adaptionsme-
chanismus im Datenraum untersucht werden. Auch ko¨nnen weitere Unter-
suchungen zu einem Smart-Color-Coding als ein Adaptionsmechanismus fu¨r
das Mapping untersucht werden. Aktuell wird dies in einer Folgepromotion
von Axel Radloff untersucht.
In dieser Arbeit wird die Auswahl der Adaptionsmechanismen u¨ber geeig-
nete Default-Settings und interaktive Anpassungen realisiert.
Bisher wurden aber keine Untersuchungen durchgefu¨hrt, wann eine globale
Adaption, wann eine lokale Adaption oder wann eine progressive Informati-
onsvisualisierung zur Adaption eingesetzt werden soll. Da es sich dabei um
grundlegend verschiedene Ansa¨tze handelt, sind demzufolge auch grundle-
gende Untersuchungen erforderlich, um diese Frage entscheiden zu ko¨nnen.
Innerhalb der Ansa¨tze sind ebenfalls weitere Untersuchungen erforderlich.
So wurden zwar bei der globalen Adaption von Scatterplots erste konkre-
te quantitative Werte ermittelt und Usability Tests durchgefu¨hrt, aber fu¨r
weitere Visualisierungstechniken fehlen konkrete Untersuchungen. Somit er-
geben sich gerade in diesem Bereich neue Herausforderungen.
Das Software-Architektur-Konzept in dieser Arbeit baut auf eine service-
orientierte Architektur auf. Die realisierten Services stellen aktuell nur eine
Grundfunktionalita¨t bereit. In weiteren Arbeiten muss der Service-Pool er-
weitert werden, um eine gro¨ßere Bandbreite an Informationsvisualisierungen
in Smart-Meeting-Rooms realisieren zu ko¨nnen.
Bisher wird die Auswahl der in einer Informationsvisualisierung verwende-
ten Services durch die Default-Settings gesteuert. Ziel von weiteren Arbeiten
muss es sein, die Settings aus dem Tupelspace zu beziehen und so die gesamte
Breite an Informationen, die in einem Smart-Meeting-Room zur Verfu¨gung
stehen, zur Adaption einzusetzen. Das heißt, dass der im Konzept dieser Ar-
beit eingefu¨hrten Modellschicht eine gro¨ßere Bedeutung zukommen muss.
Weitere interessante Fragen ergeben sich aus den Interaktionen auf den vi-
suellen Repra¨sentationen. Wird eine visuelle Repra¨sentation auf mehreren
Ausgabegera¨ten dargestellt, muss die Frage gestellt werden, auf welchen der
visuellen Repra¨sentation eine Interaktion eine Auswirkung hat?
So kann die Interaktion auf alle Ausgabegera¨te wirken oder nur auf das Aus-
gabegera¨t, wo die Interaktion durchgefu¨hrt wurde.
Ru¨cken die Interaktionen sta¨rker in den Vordergrund, spielt auch die Perfor-
mance der Informationsvisualisierung versta¨rkt eine Rolle. In diesem Zusam-
menhang bietet es sich an, die Parallelisierung der Erzeugung der visuellen
Repra¨sentationen zu untersuchen, da ohnehin mehrere Gera¨te des Smart-
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Meeting-Rooms in den Erzeugungsprozess einbezogen werden.
Ein weiteres Feld, das untersucht werden muss, ist die Integration der in
dieser Arbeit vorgestellten Konzepte zur globalen Adaption, lokale Adaption
und progressiven Informationsdarstellungen in neue Anwendungen.
Hierfu¨r bieten sich Systeme wie beispielsweise Caleydo der TU Graz (vgl.
[SLK+09]) an 2.
In dieser Arbeit steht die Adaption der visuellen Repra¨sentation an dyna-
mische, heterogene Ausgabegera¨te im Vordergrund. Weitere Untersuchungen
zur Adaption von visuellen Repra¨sentationen sollten auch andere Rahmen-
bedingungen untersuchen.
So wird aktuell von Axel Radloff in einer Folgepromotion untersucht, wie
der Nutzer sta¨rker bei der Adaption der visuellen Repra¨sentation in Smart-
Meeting-Room beru¨cksichtigt werden kann.
Informationsvisualisierungen in Smart-Environments sind ein vergleichswei-
se junges und auch ein sehr komplexes Forschungsfeld, wo viele verschiede-
ne Disziplinen zusammenarbeiten. In der Zukunft werden daher in diesem
Bereich viele neue Fragen auftauchen, die gelo¨st werden mu¨ssen. Die hier
vorliegende Arbeit mit ihren Konzepten und Implementierungen stellt einen
Grundstein und ersten Schritt fu¨r diese zuku¨nftigen Untersuchungen dar,
weitere Arbeiten werden in diesem Bereich folgen.
2Hierbei ist das Framework Gegenstand einer Kooperation mit der TU Graz, und Be-
standteil eines geplanten DACH-Antrages.
Anhang A
A.1 Begriffe
visuelle Repra¨sentationen Sind das Ergebnis der Visualisierung; das heißt,
sie sind die bildliche Darstellung der in den Visualisierungsprozess ein-
gespeisten Daten. (vgl. [Jun98]).
Visualisierungspipeline umfasst die Hauptschritte der Erzeugung einer
visuellen Repra¨sentation. Dies sind (in dieser Reihenfolge) die Schritte
Filtering, Mapping und Rendering (vgl. [Noc07])
Rahmenbedingungen Jede visuelle Repra¨sentation wird unter Beru¨cksich-
tigen von gewissen Rahmenbedingungen erstellt. Diese lassen sich grundsa¨tz-
lich in die vier Bereichen: Ziele, Benutzer, Daten undGera¨te unterteilen
(vgl. [TS07]).
Visualisierungstechnik Je nach vorliegenden Rahmenbedingungen wer-
den unterschiedliche Visualisierungstechniken eingesetzt. Ein Visuali-
sierungstechnik gibt dabei in der Regel eine Visualisierungspipeline vor,
wie die gegebenen Daten in eine visuelle Repra¨sentation zu u¨berfu¨hren
sind. Bekannte Vertreter sind beispielsweise Skatterplotts, Paralleleko-
ordinaten [ID90] oder Treemaps [Wat99].
Adaption bedeutet allgemein: Anpassung. In dieser Arbeit bezieht sich die
Anpassung in der Regel auf den Erzeugungsprozess der visuellen Re-
pra¨sentation.
Adaptionsmechanismus ist die konkrete Umsetzung einer Adaption der
Visualisierungspipeline an die vorliegenden Rahmenbedingungen.
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Adaptionsstrategie dient der Auswahl von geeigneten Adaptionsmecha-
nismen unter Beru¨cksichtung der aktuellen Rahmenbedingungen.
visuelle Primitive Ein visuelles Primitiv ist die Repra¨sentation von ein
oder mehr Datenwerten auf der Stufe der visuellen Abstraktionen des
Data-State-Reference-Modells (vgl. [CR98, Chi00]). Beispielsweise sind
Punkte, Linsen und Fla¨chen grundlegende visuelle Primitive. Jedem
visuellen Primitiv sind zudem visuelle Variablen wie Farbe, Positi-
on, Gro¨ße, Helligkeit, Richtung, Muster und Form zugeordnet (vgl.
[Ber82]).
grafische Primitive Bei grafischen Primitiven handelt es sich um die Re-
pra¨sentationen der visuellen Primitive in den Bilddaten.
visuelle Variablen Bei den visuellen Variablen handelt es sich folglich Ber-
tin [Ber82] um Position, Form, Farbe, Helligkeit, Orientierung, Textur
und Gro¨ße. Spa¨ter wurde auch noch die Bewegung hinzugenommen.
Siehe Abbildung A.1
Abbildung A.1: Visuelle Variablen, wie sie von Bertin [Ber82] definiert wurden und
zusa¨tzlich Bewegung, aus [KEM07].
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A.2 Konflikterkennung von Linsen
Um Konflikte zwischen einzelnen Linsen automatisch erkennen zu ko¨nnen,
ist eine formale Beschreibung der Datenmenge auf der die Linsenfunktion
arbeitet und die Datenmenge, welche die Linsenfunktion manipuliert, erfor-
derlich. Zusa¨tzlich sind formale Tests erforderlich, durch die sich die Konflikte
zwischen zwei oder mehr Linsen aufspu¨ren lassen, deren Linsenregionen sich
u¨berschneiden. Fu¨r die formale Beschreibung wird eine Mengen-Notation ver-
wendet.
Jeder der vier Stufen im Data-State-Referenz Modell wird repra¨sentiert durch
eine Menge Ai von Attributen aik; 1 ≤ i ≤ 4; 1 ≤ k ≤ |Ai| denen sich die
Datenwerte auf den korrespondierenden Stufen zuordnen lassen [FTS07]. So
korrespondiert A1 zu den Attributen der gegeben Daten, A2 repra¨sentiert
Attribute auf der Stufe der analytical abstractions und so weiter.
Der Operator einer Linsenfunktion f transformiert Datenwerte mit den dazu-
geho¨rigen Attributen einer Quell-Menge Sfn (n
ten Stufe) zu einer Ziel-Menge
T fm (m
ten Stufe):
Sfn ⊆
⋃
1≤i≤n
Ai, T
f
m ⊆
⋃
m≤i≤4
Ai
Dieser Formalismus erlaubt es, die zuvor erwa¨hnten Konflikte (vgl. 4.4) zu
erkennen und zum Teil automatisch aufzulo¨sen. Sei:
f : Sfn → T fm; 1 ≤ n ≤ m ≤ 4, und
g : Sgp → T gq ; 1 ≤ p ≤ q ≤ 4.
Ein potenzieller Abha¨ngigkeitskonflikt tritt auf, wenn T fm∩Sgp = ∅. In diesem
Fall ist g von f abha¨ngig. Um diesen Abha¨ngigkeitskonflikt zu vermeiden,
muss f vor g ausgefu¨hrt werden. Das garantiert, dass erst dann mit den Da-
ten der betreffenden Attributen weitergearbeitet wird, wenn alle A¨nderungen
der Linsenfunktion f an den Daten durchgefu¨hrt wurden.
Ein Schreibkonflikt tritt auf, wenn T fm ∩ T gq = ∅. Wie bereits erwa¨hnt wurde,
ko¨nnen diese Konflikte nicht automatisch aufgelo¨st werden.
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A.3 Eigenschaften konkreter Ausgabegera¨te
Technologie u¨bliche Bandbreiten
GSM 55kBit/s - 220Bit/s
UMTS 384kBit/s - 7,2MBit/s
Bluetooth 732kBit/s - 2,1MBit/s
WLAN 11MBit/s - 300MBit/s
LAN 10MBit/s - 1GBit/s
Firewire 100Mbit/s - 3,2GBit/s
Tabelle A.1: U¨bliche Bandbreiten unterschiedlicher Kommunikationsmedien, aus [Ros09b]
Gera¨tetyp Aufl. in Px Abm. in mm
Smartphone(HTC Magic) 320x480 47x69
Smartphone(BlackBerry Curve 8520) 240x320 49x37
PDA (HP iPAQ rx3700) 240x320 55x72
PDA (Fujitsu Siemens Pocket LOOX) 480x640 54x73
Laptop (HP Compaq nx9420) 1680x1050 365x230
Laptop (Dell Precision M4400) 1920x1200 332x206
Monitor(Samsung SyncMaster 2494HS) 1920x1080 531x302
Powerwall (6x4 mal 1920x1200) 11520x4800 3840x1680
Beamer (NEC NP905) 1024x768 530-762 Dia.
Beamer (Panasonic PT-AE4000E) 1920x1080 100-500 Dia.
Tabelle A.2: Unterschiedliche Ausgabegera¨te mit Angaben, zu deren Auflo¨sung und
Abmessungen des Displays
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Gera¨tetyp Entfernung des Betrachters in mm
Smartphone, PDA 300
Laptop 500
Monitore 800
Beamer 4000
Tabelle A.3: Empirisch ermittelte, durchschnittliche Absta¨nde der Gera¨te zum Betrachter,
aus [Ros09b]
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Thesen
1. Smart-ad-hoc-Environments erweitern die Multi-Display-Umgebungen
um zwei wichtige Aspekte
”
Smart“ und
”
ad-hoc“. Der Aspekt Smart
beschreibt in diesem Zusammenhang die Fa¨higkeit, selbsta¨ndig Daten
zu sammeln und anzuwenden. Der Begriff ad-hoc impliziert dabei eine
gewisse Dynamik im System.
2. Informationsvisualisierung in Smart-ad-hoc-Environments stellen eine
besondere Herausforderung dar, da eine gleichzeitige Ausgabe auf he-
terogenen, sich dynamisch vera¨ndernden Gera¨ten erforderlich ist.
3. Um die Heterogenita¨t der Ausgabegera¨te zu adressieren, mu¨ssen geeig-
nete Anpassungen der Informationsdarstellung vorgenommen werden,
dabei wird unterschieden zwischen Adaption auf der Bildebene vs. Ad-
aption auf der Prozessebene, zeitliche Adaption vs. ra¨umliche Adaption
und lokale Adaption vs. globale Adaption.
4. Zur Adaption auf der Bildebene, bei der nur die visuelle Repra¨sentation
vorliegt, wurde das Konzept der inhaltsbasierten Skalierung fu¨r Infor-
mationsvisualisierungen entwickelt. Dieses vermeidet eine Skalierung
von wichtigen Bildbereichen und entfernt dafu¨r im Gegenzug unwichti-
ge Bildbereiche vollsta¨ndig. Dadurch bleibt der wesentliche Bildinhalt
unvera¨ndert erhalten und kann besser durch den Benutzer interpretiert
werden.
5. Bei der globale Adaption steht der gesamte Erzeugungsprozess der
visuellen Repra¨sentation fu¨r eine Adaption zur Verfu¨gung. Entspre-
chend ko¨nnen unterschiedliche Adaptionsmechanismen eingesetzt wer-
den. Prinzipiell lassen sich diese unterteilen in Adaptionsmechanismen,
die im Datenraum arbeiten, welche, die im Darstellungsraum arbeiten
und Adaptionsmechanismen, die das Mapping beeinflussen.
6. Als Konzept fu¨r eine zeitliche Adaption wurde eine progressive Infor-
mationsdarstellung entwickelt. Hierbei wird die visuelle Repra¨sentation
schrittweise verfeinert und dabei die Zwischenergebnisse auf den Aus-
gabegera¨ten dargestellt bis der maximale Detailgrad erreicht ist. Die
Idee der progressiven Informationsdarstellung zur Adaption und hete-
rogene Ausgabegera¨te ist, die U¨bertragung fu¨r jedes Ausgabegera¨t zu
stoppen, wenn noch feinere Informationen nicht mehr darstellbar sind.
Diese Bedingung wird On-the-Fly auf der Basis von bereits u¨bertrage-
nen Zwischenergebnissen abgescha¨tzt und gepru¨ft.
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7. Es wurden intelligente Linsen als ein Konzept zur lokalen Adaption ent-
wickelt. Dabei wird nur ein ausgewa¨hlter Bereich von Interesse durch
die Linse entsprechend einer gewa¨hlten Linsenfunktion angepasst. Prin-
zipiell lassen sich Linsen auf allen Stufen der Informationsvisualisierung
einsetzen. Intelligente Linsen zeichnen sich dadurch aus, dass der Be-
reich von Interesse und die Funktion zur Adaption automatisch gewa¨hlt
wird. Weiterhin lassen sich vergleichsweise komplexe Linsenfunktionen
durch das Kombinieren von einfachen Linsenfunktionen realisieren.
8. Zur Realisierung dieser Konzepte wurde ein serviceorientiertes Visua-
lisierungsframework entwickelt, um adaptierte visuelle Repra¨sentatio-
nen zu erzeugen. Bei diesem wurden insbesondere die multiplen, dyna-
mischen und heterogenen Ausgabegera¨te beru¨cksichtigt. Als Basis fu¨r
die einzelnen Services dienen die Operatoren des Data-State-Reference-
Models.
9. Die Frameworkarchitektur gliedert sich im Wesentlichen in zwei Schich-
ten, die Serviceschicht stellt die Services bereits aus der die Visua-
lisierungspipeline On-the-Fly zusammengesetzt wird. Dieser Prozess
wird durch die Steuerschicht realisiert, welche dabei die Auswahl und
die Verknu¨pfungen der Services steuert und bei Vera¨nderungen des
Gera¨teensembles bei Bedarf eine Adaption der visuellen Repra¨senta-
tion einleitet.
10. Die multiplen Ausgabegera¨te werden bei Bedarf durch eine Verzwei-
gung der Visualisierungspipeline bedient. Es werden jeweils die Eigen-
schaften des Ausgabegera¨tes beru¨cksichtigt, indem durch die Steuer-
schicht eine Anpassung der Visualisierungspipeline und damit eine Ad-
aption der visuellen Repra¨sentation durchgefu¨hrt wird.
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