I. INTRODUCTION
T HE PROCESS of combining panchromatic (Pan) and multispectral (MS) data to produce images characterized by both high spatial and spectral resolutions is known as multires- olution fusion (see [1] for a precise definition of the problem, where it has been suggested to use the terms merging and combination in a much broader sense than fusion, with combination being even broader than merging). Given technological limitations related to the radiometric resolution of the detectors, MS images are generally acquired with a larger instantaneous field of view (IFOV) (i.e., lower spatial resolution) than Pan images. This depends on the relatively high spectral resolution of the MS channels, which should be balanced with a low spatial resolution to obtain an acceptable signal-to-noise ratio (SNR) in the acquired data. Due not only to this physical constraint, which involves a tradeoff between the spatial and the spectral resolutions, but also to the ever increasing availability of spaceborne sensors imaging with different scales and spectral bands, in the past few years, the remote-sensing community has devoted great attention to the process of multiresolution fusion. With the fusion of different images, we can overcome the limitations of information obtained from individual sources and obtain a better understanding of the observed scene [2] - [6] . Many researchers have addressed the problem of multiresolution image fusion for remote-sensing applications. The most common method for fusing a high-resolution Pan image with an MS remote-sensing image is based on the intensity-hue-saturation transform (IHS) technique [7] - [10] . This technique aims at enhancing the spatial details, but it also produces spectral distortion. High-pass filtering (HPF) fusion methods [11] , [12] , which are based on injecting highfrequency components into interpolated versions of MS data, have shown better performance by improving the quality of spatial details, resulting in a better visual effect. Other methods considered in the remote-sensing literature include approaches based on principal component analysis [13] , [14] and the wavelet transform (WT) [15] - [18] . The standard WT method replaces the high-frequency component of the MS images with that of the Pan image by working in the wavelet domain and then synthesizing the fused image by applying the inverse WT. Fusion schemes based on the "a trous" wavelet (ATW) algorithm have also been proposed [19] , [20] . In [21] , Aiazzi et al. proposed two context-driven fusion methodologies based on the undecimated discrete WT (UDWT) and the generalized Laplacian pyramid (GLP), respectively. The former uses an octave bandpass representation obtained from a conventional WT by omitting the decimators and upsampling the wavelet filter bank. The latter is based on an oversampled structure obtained by recursively subtracting from an image an expanded and decimated low-pass version of it. Modeling the relationships between wavelet coefficients of MS and Pan images at a coarser resolution and using them after extrapolation at a higher resolution for injecting high-frequency details into the MS images has been considered in [22] , where an undecimated multiresolution approach to MS band sharpening is used. A common drawback of all the above methods is that they require accurate coregistration before the fusion process can take place. This may be a practical constraint affecting the fusion results, especially when considering Pan and MS images acquired by different satellites.
In this paper, we address the problem of multiresolution fusion from a different perspective, based on superresolution techniques [23] , [24] . The idea of superresolution refers to the process of producing a high spatial resolution image from several low-resolution images, by increasing the maximum spatial frequency and removing the degradations that arise during image acquisition from a low-resolution camera. The most obvious superresolution method is to capture multiple low-resolution observations of the same scene by subpixel shift in the camera motion, i.e., using motion cue. However, this method requires an accurate registration process, which is a very difficult and challenging task. In order to overcome this difficulty, in recent years, image-processing researchers have started to exploit learning-based methods for image superresolution. In these methods, a database of high-resolution training images is used to create high-frequency details in zoomed images [25] - [27] . The advantage of learning-based methods is that they provide a very natural way of obtaining the required image characteristics. By choosing a proper feature set from training images, the quality of the obtained results can be improved. Nevertheless, instead of using a set of training images to learn the properties of the scenes, one could use available high-resolution observations to infer the required parameter values and exploit them along with low-resolution observations to accomplish the desired task. In [28] and [29] , the authors use a multiresolution autoregressive (AR) model for the image, and exploit the extracted parameters for texture classification and image segmentation.
In this paper, we present a novel approach to multiresolution fusion, which exploits the available high-resolution Pan image to learn the spatial relationships for the unknown high-resolution MS images by using an AR structure. The AR parameters learnt from the Pan image are used as the AR parameters for the fused MS channels in order to enhance their spatial resolution. The assumption is that the same parameters learnt on the Pan image are valid for all MS channels, as we are only learning the spatial dependence between pixels and not their explicit values. This approach has four main advantages compared to classical multiresolution methods. 1) Unlike standard methods, it is totally insensitive to registration errors between the Pan and the MS images (this property is very important because a residual misregistration can be present between these images).
2) It shows very small spectral distortion (as it is less affected, compared to standard methods, by the specific digital numbers of pixels in the Pan image, since it exploits the learnt parameters from the Pan image rather than the actual Pan digital numbers for fusion). 3) It models the texture of the analyzed scene effectively.
4) It can be applied to Pan and MS images acquired (also by different sensors) in slightly different geographical areas.
The outline of the paper is as follows. In Section II, a general description of the proposed method is presented. Section III-A discusses the modeling of the low spatial resolution MS image formation, while Section III-B addresses the AR model for the high-resolution image field. The estimation of model parameters used in the AR model of fused images is presented in Section IV-A. The regularization-based approach to enhance the spatial resolution of MS images is discussed in Section IV-B. Experimental results are given and analyzed in Section V. Finally, Section VI draws the conclusions of this paper.
II. GENERAL DESCRIPTION OF THE METHOD
The proposed method for multiresolution fusion is illustrated by the block scheme shown in Fig. 1 . The low-resolution MS image is modeled by a simple decimation process. The decimation process relates to the fact that the low-resolution data are due to the integration of light falling on the chargecoupled device (CCD) sensor array of suitable area compared to the desired high-resolution images. We obtain the initial estimate of the high-resolution MS image by interpolating its low-resolution version using a proper interpolation technique. The contextual dependences in the unknown high-resolution MS image are modeled using an AR model. The required AR parameters are then estimated from the available high spatial resolution Pan image, and are used as coefficients for linear dependences in the AR model of the fused MS bands. This corresponds to injecting in the MS image the geometrical properties learnt from the high-resolution Pan observations. The basic assumption is that due to the high spatial correlation of each MS band with Pan data, the same parameterization can be used in all spectral channels. In greater detail, we define a cost function that consists of both a data-fitting term (based on the model of the low-resolution image and representing a constraint) and a regularization term (based on the AR model for the unknown high-resolution image). It is worth noting that the learnt AR parameters are used to enforce the spatial dependence in the regularization term. A suitable optimization technique is then exploited to minimize the cost function. The minimization leads to a high spatial resolution MS image that preserves the original spectral properties. The procedure is repeated for each MS channel using the same parameters estimated on the Pan data. Nevertheless, the effect of these parameters on different spectral bands may be significantly different because they represent only one term of the cost function to be minimized. In the following sections, the different parts of the proposed approach are described in greater detail.
It is worth noting that the proposed model-based approach differs from the amelioration de la resolution spatiale par injection de structures (ARSIS) model-based approach presented in [31] , where the authors use a wavelet-based multiresolution analysis. They assume a suitable model to infer the unknown wavelet coefficients for the MS images, taking into account the physics of Pan and MS images and the correlation between their computed wavelet coefficients at lower scales. These wavelet coefficients are used to derive the model parameters that are then used for obtaining the missing wavelet coefficients of the MS images at the higher scale. On the contrary, the proposed approach uses the AR model for the given high spatial resolution Pan image as well for the unknown high-resolution MS images. Then, the model parameters learnt from the Pan image are used in a suitable regularization framework to obtain high spatial and high spectral resolution MS images without requiring any registration between MS and Pan images.
III. MS AND PAN IMAGE MODELS

A. MS Image Formation Model
The multiresolution fusion problem can be cast in a highresolution restoration framework, where an appropriate prior model learnt using the high spatial resolution Pan observations is exploited to regularize the solution. Let us consider p images, made up of a single high-resolution Pan image and p − 1 lowresolution MS channels. Fig. 2 shows the block scheme of the model that represents the relationship between the available low-resolution MS image and its high-resolution version for a single spectral channel. In particular, the observed lowresolution MS images are modeled as decimated and noisy versions of their high-resolution versions (to be estimated). Let z 1 represent the available lexicographically ordered highresolution Pan image.
If z m , m = 2, 3, . . . , p, represents the lexicographically ordered high spatial resolution MS images (each of N 2 × 1 pixels) and y m , m = 2, 3, . . . , p, are the corresponding vectors (of size M 2 × 1) containing pixels from the low spatial resolution observations, then we can write
where D is the decimation matrix of size M 2 × N 2 and ν m is the M 2 × 1 noise vector that we assume to be a zeromean independent and identically distributed (i.i.d.) process with variance σ 2 . For a decimation (downsampling) factor of q, the decimation matrix D consists of q 2 nonzero elements of value 1/q 2 along each row at appropriate locations [32] . As an example, for a decimation factor of q = 2 and with lexicographically ordered z m of size 16 × 1, the D matrix is of size 4 × 16 and can be written as
Thus, the low-resolution intensity is the average of the highresolution intensities over a neighborhood of q 2 pixels corrupted with additive noise. This decimation model simulates the integration of light intensity that falls on the high-resolution detector, and the decimation process is represented by the matrix D, which has the structure given in (2).
Our problem now reduces to estimating z m , m = 2, . . . , p, given y m , m = 2, . . . , p, and z 1 (high-resolution Pan image). This is an ill-posed inverse problem. The problem is ill posed as the matrix D is not invertible, i.e., one is required to estimate values of four pixels from a single pixel when the upsampling factor q = 2. It should be mentioned here that the aliasing process modeled by (1) accounts for the spatial frequency distortion, conserving the spectral properties of the MS images to be fused. This is a very important feature of the proposed technique.
B. High-Resolution Image Field Modeling
As discussed in Section III-A, we consider this as an illposed image-fusion problem as there are infinite solutions to (1) . Thus, obtaining a robust solution requires a reasonable assumption (constraint) about the nature of the true image. Once the prior model for the true image is chosen, the obtained solution depends on the model parameters. A proper choice of the model parameters leads to a better solution and illposedness results in a better posed problem. However, the parameters of the prior model are unknown as the true highresolution MS images are unavailable and have to be estimated. To solve this ambiguity, we propose to use the available high-resolution Pan observations of the same scene for the learning of the parameter values, so that they can be used to improve the solution. In other words, the spatial correlation for the unknown high-resolution MS spectral channels can be estimated from the available high-resolution Pan data. In order to accomplish this task, a proper model for the highresolution Pan image is needed from which to extract parameters. These parameters characterize the mutual influence among context-dependent entities, such as pixel intensities and other spatially correlated features. A possible approach to model spatial dependence is to use Markov random fields (MRFs) [33] , [34] . MRFs achieve this goal by characterizing mutual influence among the entities using conditional probabilities for a given neighborhood. However, although the MRF model for priors is a popular statistical model (and effectively captures contextual dependences), it involves very high computational complexity, as one needs to compute the partition function in order to estimate the true parameters. The computational burden can be reduced if we use a scheme such as the maximum pseudolikelihood (MPL), which does not require the partition functions to be estimated [35] . Nonetheless, to obtain the global minimum, we still need to use a stochastic relaxation technique, which is computationally taxing. In addition, pseudolikelihood is not a true likelihood except for the trivial case of a null neighborhood. This motivates us to use a different (but proper) prior. We assume a linear dependence of a pixel to its neighbors in a high spatial resolution image and represent it with an AR model. Although this becomes a weaker model than the MRFbased one, it is more suitable to process the large amount of data involved in remote-sensing applications as the computation is drastically reduced. It is worth noting that an MRF model can represent a large variety of spatial interrelationships among pixels locally, out of which the AR model is only a subset representing linear dependences. Interested readers are referred to [36] for details.
Let z(s) be the gray-level value of the image pixel at site s = (i, j) in an N × N lattice, where i = 1, 2, . . . , N and j = 1, 2, . . . , N. The AR model for z(s) can be expressed as [29] 
where N s is the neighborhood of pixel at s. θ(r), r being a neighborhood index with r ∈ N s , and ρ are unknown parameters, and n(·) is an i.i.d. noise sequence with zero mean and unit variance. Here, ρ is the variance of the white noise that generates the specified data for the given AR parameters. We use a fifth-order neighborhood that requires a total of 24 parameters θ(i, j) (see Fig. 3 ). The choice of neighborhood is motivated by the fact that, on the one hand, a larger neighborhood captures the local texture very well but then it becomes too specific and lacks the generalization capability. If the local texture somehow differs from the globally estimated texture, the model fits very poorly at those sites. On the other hand, a small size of neighborhood generalizes very well, but lacks the capability to capture the intricacies of the image texture. Thus, a neighborhood size of five appears to represent a good tradeoff. Furthermore, it is commonly observed in many satellite images that the scene content does not have direction-specific textures. This means that there is no left or right or up or down preference while modeling the texture in a given image. Under such cases, one may assume the AR model to be rotationally symmetric, thus reducing the number of unknown parameters.
In view of above and to reduce the computation time taken to estimate these parameters, we use a symmetric AR model, where θ(r) = θ(−r), and estimate only eight parameters. We observed that the improvement in the performance is negligible when we considered an asymmetric AR model with all the 24 parameters estimated, but the computational complexity increases marginally. Nonetheless, we show results of fusion for both cases in the experimental section. It may be mentioned here that we assume a folded torus model of the image [29] so that border pixels are taken cared of while estimating the parameters.
IV. PARAMETER ESTIMATION AND FUSION
A. Estimation of AR Prior Parameters
One of the characteristics of an image is the statistical dependence of the gray level at a lattice point on those of its neighbors. As stated above, we characterize this statistical dependence by using an AR model, where the gray level at a location is expressed as a linear combination of the neighborhood gray levels and an additive noise. We estimate the AR model parameters by considering the image as a finite lattice model using the iterative scheme given in [29] . In this way, we use the Pan image z 1 as an AR model, considering the same neighborhood size around each pixel. Thus, we use a homogeneous model and derive a set of parameters for the entire Pan image. Once we estimate the values of the AR model parameters θ, we use them for the fusion of each of the MS channels. In other words, we extract parameters from the high-resolution Pan image and use the same AR prior for the unknown highresolution MS images. The extracted AR parameters can also be used on MS spectral channels with bandwidths outside the Pan image (even though this is a suboptimal application of the proposed technique as, depending on the considered area, the texture properties of the spectral channels outside the range of wavelengths of the Pan image may be only partially correlated with the texture properties of the Pan data). Another attractive scenario is the one in which the fusion task is extended to portions of the MS image for which the Pan observations are not available. A critical issue may be the stationarity of the model parameters versus the portion of the considered Pan area. To solve this problem, the approach could be applied to subimages with similar properties where we can reasonably assume spatial stationarity.
B. Fusion Using AR Prior
Regularization is a popular method for interpolating sparse data, as well as smoothing the data obtained from noisy measurements. The regularization-based approach is quite amenable to the integration of information from multiple observations with the smoothness function chosen from the prior knowledge of the function to be estimated here. The AR prior knowledge plays the role of a contextual constraint used to regularize the solution. The AR parameters estimated from the Pan observations are used in the cost function that is to be minimized. The minimization leads to estimates of 
where m = 2, 3, . . . , p. Here, λ is a regularization parameter that is proportional to σ 2 /ρ, where ρ is the variance of the driving noise source in (3) and σ 2 is the variance at the image sensor, as given in (1) (i.e., the data-fitting error). Note that the first term in the above equation relates to the confidence in data fitting, and the second term relates to the confidence in model fitting. The second term provides the spatial regularization while upsampling the observations. Since the model parameter vector θ has already been estimated from the Pan image, as discussed in the previous section, a solution to the above equation can be obtained. It is worth noting that the above cost function is convex and therefore can be minimized using the gradientdescent technique. In order to speed up the computation, the initial estimate z (0) m is obtained as the bicubically interpolated version of the MS image y m . The estimation process converges in a few iterations, making the procedure computationally very efficient. The minimization is carried out independently for each of the MS bands using the same parameter set learnt from the Pan data, resulting in the fused high spatial and high spectral resolution MS images.
V. EXPERIMENTAL RESULTS AND COMPARISONS
In this section, to assess the effectiveness of the proposed approach, we consider two different data sets acquired by Landsat-7 Enhanced Thematic Mapper Plus (ETM+) and QuickBird satellite sensors, respectively. The purpose of selecting such different types of sensors is to demonstrate that the proposed method works for both moderately high and very high spatial resolution data. All experiments were carried out on images acquired over the same geographical area at the same time. The trials have been conducted on spatially degraded images so that the effectiveness of the proposed technique can be assessed quantitatively by analyzing the fused MS products and the true MS images. A set of quality assessment measures, which are currently used in the literature, has been selected for quantitative analysis. It is worth noting that, in this paper, we do not investigate the critical issue of quality assessment of fused images. Interested readers are referred to [22] .
A. Results on Landsat-7 ETM+ Images
First of all, we consider the fusion of a Landsat-7 ETM+ MS image with the corresponding coregistered Pan image. For this experiment, we used a high spatial resolution Pan image and six spectral channels acquired over the city of Trento, Italy. The MS image include the visible, near-IR (NIR), and mid-IR bands, while the Pan image covers the spectral range given by 520-900 nm. The data are resampled to a ground resolution of 30 m × 30 m and 15 m × 15 m ground sample distance (GSD) for MS and Pan, respectively, yielding a decimation factor q = 2 between them. They are then degraded in order to obtain 60 m × 60 m and 30 m × 30 m, MS and Pan images, respectively. These degraded images are then used for fusion, using the proposed approach to estimate the 30 m × 30 m resolution fused MS images. The true Pan and the MS images are of size 512 × 512 and 256 × 256 pixels, respectively, and the corresponding degraded versions used in the experiments are of size 256 × 256 and 128 × 128 pixels, giving a decimation factor of two. The proposed method is compared with the HPF, the IHS, the Gram-Schmidt (GS), and the Brovey transform (BT) techniques. A comparison is also shown with the bicubically interpolated MS images. A 3 × 3 window size filter is exploited for the low-pass filtering operation in the HPF technique. Concerning the GS method, we adopted the algorithm implemented in the commercial Envi tool [37] . The required input for the low-resolution Pan image was a decimated version of the true Pan image. For the proposed method, the AR parameters from the Pan image were estimated and used in the cost-function minimization. The more proper value of ρ in (3) for this experiment was equal to 0.0063. The value of the regularization parameter λ, which tunes the "smoothness" of the solution, was set to λ = 0.5 through a trial-and-error procedure. It is worth noting that one could use a generalized cross-validation technique to identify the best value of λ, but this is computationally very demanding and is specific to a given image only. A step size of 0.05 was used in the gradient-descent algorithm, and the maximum number of iterations was set to 100. However, the optimization process converged much before the set limit. The processing time on a Pentium IV 2.0-GHz machine was only a few seconds, a little higher than for conventional fusion technique such as the HPF-based method. However, our comparison does not include the computational time required for coregistration of different bands, which is a must for other literature techniques. For these reasons, the proposed method compares very favorably with other standard methods in terms of computational requirements. The performance assessment task is accomplished according to both a subjective visual inspection and a quantitative analysis of the statistical properties of the fused images.
In order to assess the effectiveness of the proposed technique, in the first set of experiments, we considered the fusion of visible and NIR (VNIR) MS bands, whose total spectral range is the same as that of the Pan image. Fig. 4(a) bands overlap very well with the Pan band, justifying the use of AR parameters from the Pan image. As can be observed from the analysis of the figure, the fused image obtained with the proposed model-based approach (see Fig. 5 ) is very similar to the original one, without any significant spectral distortion. In particular, one can see that the degree of detail in the urban area and in the roads is sharply increased compared to the original degraded image [for reference, see the bicubically interpolated MS image in Fig. 4(f) ]. The IHS and BT fusion images shown in Fig. 4 (c) and (d) lack the spatial details and also reveal significant spectral distortions. The results provided by the HPF fusion technique [see Fig. 4(b) ] are comparable to those yielded by the proposed approach as far as spatial details are concerned. In greater detail, the HPF method enhances the edges, resulting in fused images that look sharper due to HPF on the Pan image. However, this also increases the noise. On the contrary, the proposed method does not enhance the noise; rather, it works like a bandpass filter that boosts up the high-frequency content without increasing the noisy components. Concerning the GS method, it slightly improved detail modeling with respect to the proposed method, but significantly increased spectral distortions. It is worth noting that in our approach, we apply the fusion algorithm to each spectral channel separately and not to the RGB color composition. We use the RGB composition only to visualize the results and compare different fusion methods. An objective quantitative assessment of the quality of MS images sharpened using Pan data is a difficult task. Even when reference images are available for comparison, fidelity to the reference usually requires the computation of a number of statistical parameters. According to the existing literature, in order to quantify performances obtained on each spectral channel, we use the following set of statistical parameters: 1) standard deviation; 2) definition of the original image and the fused images; 3) distortion extent; 4) deviation index; and 5) correlation coefficient between the fused and the MS images. The mathematical descriptions of these performance indexes can be found in [39] . The comparison is also made on the basis of the mean squared error (mse) between the true MS images and the fused images. The mse is defined as
where f i represents the true MS image intensity value at the ith pixel andf i is the corresponding fused MS image intensity. The comparison is done considering each band separately. We also evaluate the global spectral fidelity of the merged images computed on different spectral channels in terms of the relative average spectral error (RASE) index, expressed as a percentage, as well as the erreur relative globale adimensionnelle de synthése (ERGAS) index [40] . The standard deviation and definition parameters indicate the evidence of quality in terms of spatial details, while the distortion extent, deviation index, and correlation values reflect the fidelity of spectral information. For example, the mse, distortion, and the deviation index should be as low as possible. On the contrary, the higher the definition or correlation coefficient, the better is the fusion. The obtained results are shown in Tables I and II. As can be observed from the tables, the proposed approach shows better performances in terms of spectral fidelity, by significantly reducing spectral distortion compared to other methods. It is worth noting that the modelbased technique shows the maximum value of correlation, and the minimum distortion and deviation values, as well as the lowest values of the RASE and ERGAS indexes. In addition, it results in a substantial improvement in the mse compared to other methods. Finally, the standard deviation and definition parameter values, even if not the best ones among those provided by the considered techniques, are also reasonably close to the true MS image statistics.
In the second set of experiments, we repeated the previous trials in the case where the spectral range of the considered MS bands was different from that of the Pan image. In particular, we considered the Pan sharpening of ETM+ spectral bands 5, 3, and 1. This test is particularly critical for the IHS technique, which explicitly assumes the use of MS bands in Table III (a)] shows that the correlation coefficient and the deviation index for the proposed method are 0.941 and 0.039, respectively, while they are 0.886 and 0.061, respectively, for the HPF technique. In addition, the RASE and ERGAS values associated with the proposed approach are the lowest ones among the considered techniques. This confirms that the proposed method exhibits better capabilities in preserving spectral properties. As regards the performances in terms of standard deviation and definition (which are related to spatial fidelity), the GS and the HPF methods gave slightly better results (but a perfect alignment between Pan and MS images is required). It may be noted here that the statistical parameters for MS band 3 given in Tables I(b) and III(b) for different methods are the same, except for the IHS and the BT techniques, as these methods use color compositions 4, 3, and 2, and 5, 3, and 1, respectively, for fusion.
B. Results on Quickbird Images
In this section, we describe and analyze the results obtained on a Quickbird data set consisting of four MS bands at a spatial MS NIR, blue, and green bands, i.e., bands 4, 3, and 2, as they all are within the spectral range of the Pan image [41] . The Pan image decimated by a factor of four was used to learn the AR parameters, and the original MS images were used as reference (true) data for comparisons. In order to make a quantitative assessment of performances possible, as in the previous data set, all trials were carried out on degraded versions of the images (decimated by a factor of four). We report the color composition of fused images obtained for the bands 4, 3, and 2 by standard fusion methods [ Fig. 8(b) -(e)], bicubical interpolation [ Fig. 8(f)] , and the proposed modelbased method [ Fig. 9(a) ]. Fig. 8(a) . Concerning the spatial fidelity, in the case of perfect geometrical alignment between the MS and Pan images, the statistics given in the first two columns of the table point out that the proposed approach provides either the best results or results quite close to the best, the best figure being obtained by different methods for different bands. These results are particularly promising for the proposed method, especially considering that it does not require an accurate spatial registration between the Pan and the MS images, and that the learning phase of the AR model parameters could also be carried out on a Pan image acquired in a slightly different area than that showed in the MS image.
In order to better understand the properties of the proposed approach, experiments were carried out to assess the robustness of the presented model-based method with respect to misregistration errors in very high geometrical resolution images. To this purpose, we simulated a misregistration of (2, 2) pixels for all the MS images and analyzed the performances provided by the presented model-based method with respect to other methods (see Table V ). The results related to misregistered images are indicated with the term "misregistered" in the tables. It is worth noting that the fused images obtained by the proposed approach do not change with misregistration as the algorithm adopted does not take into account the spatial correspondence between pixels (and thus the alignment between images). On the contrary, all the other standard techniques are strongly affected by misregistration errors. For example, Table V shows that the HPF technique applied to misregistered images significantly degraded its performance, resulting in poor fusion results. Similar results were obtained by the other standard methods.
An additional experiment was carried out in order to assess the sensitivity of the proposed approach to the use of a symmetric or an asymmetric AR model. The quantitative evaluation of the results obtained replacing the symmetric model with an asymmetric one (in which all the 24 parameters are considered for learning the spatial details from the Pan image) are reported Table V [see "Proposed (asymmetric)"]. The corresponding fusion result is shown in Fig. 9(b) . As one can see, the differences between the symmetric and the asymmetric models on this data set are not particularly significant. For this reason, it does not seem reasonable to increase the computational load by replacing the symmetrical AR model with an asymmetric one. Finally, we show the results of the experiments carried out using the spectral bands 3, 2, and 1 for the Quickbird data set. The obtained fused images and the related quantitative assessment are reported in Figs. 10(a) -(f) and 11, and Table VII (for simplicity, here, we only present the quantitative assessment for Pan sharpening of MS band 1). By analyzing Table VII, we can observe that, unlike the case of the ETM+ images, the quantitative results point out that both the spectral and spatial distortions obtained with the proposed technique on the channel outside the range of the Pan data slightly increases with respect to the use of spectral channels inside the range of the Pan image. However, looking at the measures given for other approaches, and taking into account the properties of the proposed approach, it may be concluded that the proposed method yielded satisfactory results.
VI. DISCUSSION AND CONCLUSION
In this paper, a novel model-based approach to multiresolution fusion of Pan and MS images has been presented. The spatial dependence in the MS images is learnt from the Pan observations by using an AR model, and a suitable regularization technique is defined to enhance the resolution of MS data.
Experimental results obtained on coregistered and misregistered MS and Pan images acquired by Landsat-7 ETM+ (1 : 2 fusion ratio) and Quickbird satellite (1 : 4 fusion ratio) sensors confirm that, in general, the proposed approach significantly increased the spectral fidelity of the fused images (with respect to other reference techniques considered), by maintaining good properties in terms of spatial enhancement. In particular, it is very effective in modeling the texture of the analyzed scene. However, the main theoretical and practical advantage of the proposed method over the techniques reported in the literature is that it does not require any pixel-to-pixel correspondence (registration) between the MS and the Pan data. This avoids the introduction of artifacts due to residual misalignment between images in the fusion process. It is worth noting that this is a very important property, since it is often not possible to obtain a perfect registration between Pan and MS images (especially when Pan and MS data are acquired by different sensors). Another important intrinsic property of the proposed approach is that it can be applied to Pan and MS images acquired (also by different sensors) in slightly different geographical areas.
Although we obtained very good results on both the considered data sets, by analyzing the method from a theoretical viewpoint, we expect that, in general, it is more effective on moderately high resolution images rather than on very high resolution images, since the finer details present in high res- olution data are difficult to model using AR parameterization. Nonetheless, on the considered Quickbird data set, the proposed approach resulted in very good spectral and spatial fidelity with respect to standard techniques. These performances (which are due to the stationarity of AR parameters in the considered scene) are particularly relevant and should be emphasized in the light of the aforementioned attractive properties of the technique presented. Concerning the effectiveness of the presented algorithm on the fusion of spectral channels outside the range of the Pan image, it depends on the level of correlation of the texture or of the spatial features between the Pan and the considered MS channel.
As a final remark, it is worth noting that the quality of the fused images provided by the proposed method also depends on the stationarity of the values of AR parameters along the spatial domain of the images. For this reason, in order to increase the effectiveness of the proposed algorithm, in future developments of this paper, we plan to study the definition of a measure of stationarity for the AR parameters capable of driving a split of the considered scene into different subblocks, for which different values of the AR parameters can be computed from the Pan image. This seems particularly promising to further increase the spatial fidelity of the fused images, especially when very high resolution images are considered.
Others interesting future developments of this paper relate to: 1) the assessment of the performance of the model-based approach in the fusion of Pan and MS images acquired by different sensors at different times (e.g., to fuse the SPOT Pan and the Landsat ETM+ MS images) and 2) the assessment of the effectiveness of the proposed approach in very critical cases in which the Pan image for the investigated region is not available, but a Pan image of similar textured (vegetation, urban structures) regions is given.
