We compare three finite element based methods designed for two-sided bounds of eigenvalues of symmetric elliptic second order operators. The first method is known as the Lehmann-Goerisch method. The second method is based on Crouzeix-Raviart nonconforming finite element method. The third one is a combination of generalized Weinstein and Kato bounds with complementarity based estimators. We concisely describe these methods and use them to solve three numerical examples. We compare their accuracy, computational performance, and generality in both the lowest and higher order case.
Introduction
The standard conforming finite element discretization of symmetric second order elliptic eigenvalue problems [4, 8] is very efficient and since it is a special case of the Ritz-Galerkin method, it yields natural upper bounds on the exact eigenvalues. Interestingly, lower bounds are much more difficult to compute. The problem of lower bounds attracts attention for many decades. Lower bounds of Temple [40] 1 arXiv:1602.08961v2 [math.NA] 8 Jan 2018 from 1928 and Weinstein [45] from 1937 were generalized by Kato [24] in 1949 and subsequently by Harrell [18] . In a sense optimal lower bounds are due to Lehmann [27, 28] . These bounds were made computational by Goerisch [15] . Lower bounds on eigenvalues are still a subject of active research, see for example interesting ideas in [17, 25, 26, 38] . The Lehmann-Goerisch method, see [6] and the overview in [37] , is formulated in an abstract way using linear operators on Hilbert spaces and it is not straightforward to use these results in the context of the finite element method. A practical approach how to compute eigenvalue inclusions by the Lehmann-Goerisch method using the finite element method is described in [7] and we use this approach below as the first method for the comparison.
Papers [32, 34] propose to compute lower bounds on eigenvalues by employing conforming finite elements and computable estimates of an interpolation constant. This constant is estimated by solving a dense matrix eigenvalue problem, which may be time consuming. Results [11, 12] bring an idea to use nonconforming elements, where the interpolation constant is explicitly known. This result was subsequently improved in [31] by removing the separation condition for higher eigenvalues and by providing sharper value for the interpolation constant. We choose the method based on nonconforming Crouzeix-Raviart elements with explicitly known interpolation constant [12, 31] as the second one for the comparison. We note that there exist several methods for lower bounds on eigenvalues based on nonconforming finite elements, see e.g. [3, 35, 2, 22, 23, 29, 30, 46, 47] . However, the distinctive feature of the chosen method is that it does not require an a priori information about the spectrum and provides guaranteed lower bounds even on rough meshes.
The third method, we present and compare, is based on a combination of Weinstein and Kato bounds generalized to the weak setting with complementarity based estimators. This method was recently proposed in [44] and it is a generalization of the approach from [39] .
Generality of the chosen methods varies. The method based on Crouzeix-Raviart elements is the least general, because the needed interpolation constant is explicitly known for simple operators, such as the Laplace [12, 31] and biharmonic [11] operators. This is also the reason, why we choose the Laplace eigenvalue problem for the comparison. We seek eigenvalues λ i and eigenfunctions u i = 0, i = 1, 2, . . . , defined in an open bounded Lipschitz domain Ω ⊂ R 2 such that
The weak formulation of this problem is based on the Sobolev space V = H 1 0 (Ω) of square integrable functions with square integrable distributional derivatives and zero traces on the boundary ∂Ω. Denoting the L 2 (Ω) inner product by (·, ·), the weak 2 formulation reads: find λ i ∈ R and u i ∈ V , u i = 0, such that
It is well known [4, 8] that eigenvalues λ i are positive and form a countable sequence tending to infinity. We consider the natural enumeration 0 < λ 1 ≤ λ 2 ≤ · · · and repeat these eigenvalues according to their multiplicities. The goal is to use the three chosen methods and compute lower and upper bounds for the first m eigenvalues. The subsequent Sections 2-4 describe the three methods we compare. Section 5 presents the numerical performance of the three methods on a square domain, where the analytic solution is known. Section 6 provides results for a dumbbell shaped domain, where the analytic solution is not available, and Section 7 presents the case of an asymmetric domain. Performance of higher order versions of these methods is numerically illustrated in Section 8. Finally, Section 9 draws the conclusions.
The Lehmann-Goerisch method
This section describes the Lehmann-Goerisch method [15, 27, 28] and in particular its implementation from [7] . The upper bound on eigenvalues is obtained by the standard conforming finite element method. For simplicity, the domain Ω is considered to be a polygon. The standard finite element triangulation of Ω is denoted by T h and the finite element space of order k is defined as
where P k (K) is the space of polynomials of degree at most k on the triangle K. The finite element approximation of problem (1) consists of seeking eigenvalues Λ h,i ∈ R and corresponding eigenfunctions u h,i ∈ V h such that
Approximate eigenvalues are naturally ordered 0 < Λ h,1 ≤ Λ h,2 ≤ · · · and repeated according to their multiplicities. It is well known [4, 8] that for sufficiently smooth eigenfunctions the convergence order of approximate eigenvalues Λ h,i is 2k as the mesh size h tends to zero and that they provide upper bounds on the exact eigenvalues:
Lower bounds on eigenvalues are based on the result provided in [7, Theorem 2.1]. For the readers' convenience, we present this result here as Theorem 1. Note that W = H(div, Ω) denotes the space of square integrable vector fields with square integrable divergence.
. . , n, and ρ > 0, γ > 0 be arbitrary. Define matrices M , N ∈ R n×n with entries
Suppose, that the matrix N is positive definite, and let
be eigenvalues of the generalized eigenvalue problem
Then, for all i such that µ i < 0, the interval
contains at least i eigenvalues of the continuous problem (2).
Functionsũ i ∈ V andσ i ∈ W in Theorem 1 are in general arbitrary, but in order to obtain accurate bounds, they should approximate the exact eigenfunction u i and the corresponding flux (λ i + γ) −1 ∇u i , respectively. The natural choice forũ i is the finite element approximation u h,i . We will follow [7] and choose the fluxσ i as a solution σ h,i of a saddle point problem solved by the mixed finite element method. Note that this idea is closely related to approaches called dual finite elements in [19, 20, 21] and the complementarity technique in [42, 43] . Denoting by
the local Raviart-Thomas space on the element K ∈ T h , the flux reconstruction σ h,i is sought in the global space
and the Lagrange multipliers in
The mixed finite element problem then reads:
where u h,i ∈ V h is the finite element approximation (4). Paper [7] proposes to choose RT k−1 (K) in definitions of spaces W h (and consequently P k−1 (K) in the definition of Q h ) and [7, Remark 2.5] justifies O(h k ) convergence of the resulting lower bound. However, in test examples the optimal O(h 2k ) convergence rate for regular eigenfunctions is observed for the choice RT k (K), see also [1] . This is illustrated in Figure 1 for the lowest order case (k = 1), where the O(h) rate corresponds to slope 0.5 and O(h 2 ) to slope 1. To obtain lower bounds on eigenvalues based on Theorem 1, an a priori information about eigenvalues is needed. Namely, if ρ − γ ≤ λ s+1 for some index s ≥ 1 then Theorem 1 provides lower bounds
Thus, if an a priori lower bound on at least one exact eigenvalue is known then lower bounds on eigenvalues below this one can be computed by (9) . Numerical examples below use an a priori known lower bounds λ m+1 = CR m+1 on λ m+1 computed by the method based on Crouzeix-Raviart elements 1 described in Section 3. Utilizing this information, accurate lower bounds on the first m eigenvalues are obtained as follows.
1. Compute the standard finite element approximations (4) of the first m eigen-
This provides upper bounds Λ h,i , i = 1, 2, . . . , m, on the exact eigenvalues.
2. Find σ h,i ∈ W h for i = 1, 2, . . . , m by solving (7)-(8).
1 Let me thank the anonymous referee for pointing this idea out. 
and ρ = λ m+1 + γ. Assemble matrices M and N and find eigenvalues µ 1 ≤ µ 2 ≤ · · · ≤ µ m . Check assumptions of the positive definiteness of N and of the negativity of µ i . If they are satisfied then compute lower bound (9) . In particular, choose s = m and i = m + 1 − j in (9) and get
LG j
Note that the description of the Lehmann-Goerisch method provided here is tailored to the test problem (1) . In [7] , the method is described for the Laplace eigenvalue problem with mixed homogeneous Dirichlet and Neumann boundary conditions. However, it is clearly not limited to such simple problems and can be straightforwardly generalized to problems with reaction terms and with variable diffusion and reaction coefficients.
The method based on Crouzeix-Raviart elements
This section describes the method from [12, 31] . We will refer to it as the CR method, because it is based on Crouzeix-Raviart finite elements. The lowest-order variant is introduced, because a higher order version is not available. Considering the triangulation T h of Ω as above and the space of piecewise affine and in general discontinuous functions
we define the standard Crouzeix-Raviart finite element space V CR h ⊂ P 1 (T h ) of functions v h ∈ P 1 (T h ) that are continuous in midpoints of all interior edge of T h and vanish at midpoints of all boundary edges of T h .
The Crouzeix-Raviart approximate eigenpairs (λ
Approximate eigenvalues λ CR h,i are proved to be below the exact eigenvalues λ i for sufficiently fine meshes, but for very rough meshes it is not difficult to construct an example such that λ CR h,i is above λ i , see [12] . The idea of explicit estimates of the interpolation constant enables us to construct simple lower bounds on exact eigenvalues for arbitrary meshes. It is proved in [12 
6 where h max = max K∈T h diam K is the largest of all diameters of elements in the triangulation T h and κ 2 is a universal constant. We use the optimal bound κ ≤ 0.1893 from [31] in the subsequent numerical examples.
Concerning the upper bound on eigenvalues, we can well use the standard conforming finite element approximations given by (4) . This would, however, mean to solve one more matrix eigenvalue problem. Instead, we can use the well known idea [35, 12] of a conforming quasi-interpolation of the already computed nonconforming eigenfunctionũ CR h,i . The common Oswald quasi-interpolation operator [36] would be a straightforward approach to use, but it does not provide as accurate results as the quasi-interpolation proposed in [10] and used in [12] . This quasi-interpolation operator is defined as
h is the uniform (red) refinement of the triangulation T h such that all triangles in T h are refined into four similar subtriangles of T * h . If N h stands for the set of all vertices of the triangulation T h and E h for the set of all edges in T h and if
is arbitrary then
The function v min is determined by a one-dimensional minimization on the patch ω * z of elements from T * h sharing the vertex z. We set
on ∂ω * z } and determine v min ∈ V z as the unique minimizer of min
.
Then Rayleigh quotients constructed from u * h,i = I CMũ CR h,i provide upper bounds in a standard way.
In particular, since the goal is to obtain lower and upper bounds for the first m eigenvalues, we proceed according to the following algorithm.
1. Solve the Crouzeix-Raviart eigenvalue problem (10) for i = 1, 2, . . . , m. 
Use these approximations and compute lower bounds

The complementarity method
This section describes the method introduced in [44] which is refer to as the complementarity method. It is based on the standard conforming finite element approximation (4). Lower bounds on eigenvalues are obtained by a combination of generalized Weinstein [45] and Kato [24] bounds. A crucial point is that the energy norm of the weak representative of the residual is bounded using the complementarity technique and local flux reconstruction [9] , see also [13, 14] .
The triangulation T h of the domain Ω is considered as above and the finite element approximate eigenpair (Λ h,i , u h,i ) ∈ R × V h as in (4) . Based on the gradient ∇u h,i of the approximate eigenvector, a suitable flux q h,i ∈ H(div, Ω) is constructed. This flux is computed by solving small mixed finite element problems on patches of elements sharing a single vertex. Let z ∈ N h be a vertex in T h and let T z be the set of those elements in T h that z is one of their vertices. The patch of elements sharing the vertex z is denoted by ω z = int {K : K ∈ T z }. If z is an interior vertex then we set Γ ext ωz = ∂ω z and if z lies on the boundary ∂Ω then we set Γ ext ωz = ∂ω z \ ∂Ω. Denoting by n ωz the unit outward facing normal vector to ∂ω z , spaces
are defined. Recall that spaces RT k (K) were introduced in (6) and P k (T z ) stands for the space of piecewise polynomials of degree at most k that are in general discontinuous. Further, ψ z stands for the standard piecewise affine and continuous finite element hat function associated with the vertex z ∈ N h . Function ψ z has value one at z and vanishes at all other vertices of the triangulation T h . We also introduce the residual
The flux reconstruction q h,i ∈ H(div, Ω) is then defined as
8 where q z,i ∈ W z together with d z,i ∈ P * k (T z ) solves the mixed finite element problem
The reconstructed flux q h,i is used to define the error estimator
This is finally used to define two lower bounds on eigenvalues
where ν is assumed to be greater than Λ h,s for some index s ≥ i. 
The first inequality in this chain is automatically satisfied, because the finite element eigenvalue Λ h,s is an upper bound to λ s . The second inequality can easily be verified, because both Λ h,s and ν are available. Thus, it is only the assumption ν ≤ λ s+1 that represents the needed a priori information about the spectrum. Namely, ν is an a priori known lower bound on an exact eigenvalue in the exactly same way as ρ − γ is the a priori known lower bound needed in the Lehmann-Goerisch method, see the assumption above (9) . Lower bound (16) has a suboptimal rate of convergence, therefore the bound (17) is preferred. On the other hand, the bound (16) is quite robust. In all numerical experiments we performed it provided lower bounds on eigenvalues. Even in cases where the relative closeness assumption was clearly not satisfied. Therefore, we propose to combine bounds (16) and (17) in a recursive manner and compute lower bounds on the first m eigenvalues using an a priori known lower bound λ m+1 on λ m+1 . As in the Lehmann-Goerisch method, we choose λ m+1 = CR m+1 computed by the CR method. The detailed algorithm reads as follows.
Compute the standard finite element approximations (Λ
. . , m, of the first m eigenpairs according to (4) . This provides upper bounds Λ h,i , i = 1, 2, . . . , m, on the exact eigenvalues.
2. For all i = 1, 2, . . . , m and all vertices z ∈ N h , solve local patch problems (13)- (14), construct the flux q h,i as in (12), and compute η i by (15).
Evaluate lower bounds
Wein i using (16) for i = 1, 2, . . . , m and set
4. For n = m, m − 1, . . . , 1 do the following steps.
•
• The lower bound on λ n is
where lower bounds Kato (j),n for j = n, n + 1, . . . , m are considered only if they are defined.
As the final lower bound on
The less accurate but sometimes easily available Weinstein bound λ m+1 = Wein m+1
can also be used as the needed a priori lower bound for both Kato and LehmannGoerisch methods. In this case, numerical experiments show (results not presented) that almost the same accuracy as for the choice λ m+1 = CR m+1 is reached on sufficiently fine meshes, but the convergence is delayed.
Numerical results -a square domain
This section computes two-sided bounds of the first m = 10 eigenvalues of problem (1) in a square Ω = (0, π) 2 . These bounds are computed by using the three methods described in Sections 2-4 and their numerical performance is compared. In order to obtain results comparable with the CR method, the order k = 1 is chosen for both the Lehmann-Goerisch and complementarity methods. The exact eigenvalues and eigenfunctions are in this case well known to be
see the fifth column of For all three methods the same triangulations are used. The initial rough triangulation is shown in Figure 2 (left). Then a sequence of nested meshes is obtained by successive uniform (red) refinement. This means that each triangle of the original mesh is refined into four similar subtriangles.
Given a mesh T h of this sequence, the lower and upper bounds of eigenvalues are computed by all three methods. In particular, the required a priori lower bounds λ m+1 on λ m+1 is computed by the CR method on the current mesh T h for both the Lehmann-Goerisch and complementarity methods. The three methods, however, use different types of finite elements and consequently, they require to solve matrix problems of different sizes. Therefore, we compare their accuracy with respect to the number of degrees of freedom corresponding to the largest matrix problem that has to be solved. To be more specific, we choose N mix = dim W h +dim Q h to be the reference number of degrees of freedom for the Lehmann-Goerisch method, because the mixed finite element problem (7)- (8) is considerably larger than problem (4) and its solution consumes most of the computational time. For the CR method, we naturally choose
as the reference number of degrees of freedom, although the upper bound computed by this method requires the refined mesh T * h and the interpolation I CMũ CR h,i with more degrees of freedom then N CR . This interpolation, however, can be done locally on patches and does not consume the majority of the computational time. Finally, for the complementarity method we choose N conf = dim V h as the reference number of degrees of freedom. This method also requires the construction of fluxes q h,i which corresponds to a larger number of degrees of freedom, but again these fluxes can be computed efficiently by solving small local problems on patches.
The number of degrees of freedom needed by the Lehmann-Goerisch method is the largest and we are able to refine the initial mesh 8 times. The CR method requires less degrees of freedom and allows 9 uniform refinements of the initial mesh. The complementarity method has the smallest number of degrees of freedom and enables 10 refinements. Results obtained on the finest available meshes by the lowest order methods are reported in Table 1 together with the upper bound Λ h,i computed by the Ritz-Galerkin method (4). for the complementarity method. Figures 3-4 show the convergence of these enclosures as the mesh is uniformly refined and the number of degrees of freedom increases. We immediately observe that if N stands for the respective number of degrees of freedom then the enclosures converge as O(N −1 ) for all three methods, see the experimental orders of convergence indicated in these figures. If h = max K∈T h diam K stands for the standard mesh size parameter then this corresponds to the expected O(h 2 ) convergence [4, 8] . We also observe that the complementarity and CR methods provide the smallest eigenvalue enclosure with respect to the needed number of degrees of freedom. The Lehmann-Goerisch method closely follows. However, for larger eigenvalues the Lehmann-Goerisch and complementarity methods lag behind. The LehmannGoerisch method requires a large number of degrees of freedom and we are not able to refine the meshes as much as for the CR and especially for the complementarity method. Therefore, we observe larger eigenvalue inclusions than for the other two methods. On rough meshes the Lehmann-Goerisch method does not provide lower bounds on smaller eigenvalues, because the used a priori lower bound is not sufficiently accurate. By employing an a priori information about eigenvalues smaller than λ 11 we could however obtain competitive lower bounds on smaller eigenvalues even by the Lehmann-Goerisch method.
The convergence curve for the complementarity method typically shows suboptimal slope on rough meshes and optimal slope on fine meshes. This is caused by the , see (18) . We actually see on fine meshes. Further observation is that enclosure sizes of lower eigenvalues are smaller than enclosure sizes of higher eigenvalues. All methods provide less accurate results as the index of the eigenvalue increases. This effect is highlighted in our results, because we present absolute sizes of enclosures. However, we would observe the loss of accuracy for the higher eigenvalues even if we plotted relative sizes of enclosures weighted by sizes of corresponding eigenvalues.
Numerical results -a dumbbell shaped domain
This section applies the three methods described in Sections 2-4 to compute lower and upper bounds on the first m = 10 eigenvalues of the problem proposed in [41] . It is the eigenvalue problem (1) The three methods are compared using the same methodology as in the previous section. The initial triangulation is depicted in Figure 2 (middle). For the LehmannGoerisch method we were able to refine the mesh 6 times, for the CR method 7 times, and for the complementarity method 8 times. Table 2 reports the computed lower and upper bounds on the finest available meshes for all three methods. We observe that although the two-sided bounds are quite tight, the enclosing intervals overlap for λ 5 and λ 6 and for λ 7 and λ 8 . On this level of accuracy, we cannot decide whether these two pairs are multiple or isolated eigenvalues. On the other hand, λ 1 and λ 2 as well as λ 3 and λ 4 are tight pairs of eigenvalues and the computed two-sided bounds are sufficiently accurate to show that they are all isolated.
Figures 5-6 present sizes of eigenvalue enclosures for eigenvalues λ 1 , λ 2 , . . . , λ 10 and their dependence on the number of degrees freedom. We recall that the number of degrees of freedom corresponds to
for the CR method, and to N conf = dim V h for the complementarity method. In this example the complementarity and CR methods provide again the most accurate results with respect to the needed number of degrees of freedom. The convergence rates are in several cases spoiled by singularities of eigenvectors at reentrant corners of the domain. Optimal rates could be achieved by the adaptive mesh refinement, but this is not the goal of this paper. As in the previous example, the Lehmann-Goerisch method yields only slightly less accurate results than the other two methods for the smallest eigenvalues, however, for larger eigenvalues the differences are larger. The wider enclosure sizes of the LehmannGoerisch method are due to the large number of degrees of freedom it requires, because we are not able to refine the meshes as much as for the CR and especially the complementary method. In accordance with the previous example absolute sizes of eigenvalue enclosures increase for higher eigenvalues for all three methods.
Numerical results -chopped off square
In order to test the presented methods on a domain without obvious symmetries, we consider the domain Ω depicted in Figure 2 (right). It is the square (0, π) 2 with an asymmetrically removed corner. The removed corner is the right-angle triangle with vertices (0.8π, π), (π, 0.9π), and (π, π). Again, lower and upper bounds are computed by the three presented methods for the first m = 10 eigenvalues. The order of the Lehmann-Goerisch and complementarity methods is k = 1 for consistency. The exact eigenvalues are not known, but they are supposed to be close to eigenvalues of the square computed in Section 5.
The three methods are compared using the same methodology as in the above sections. The initial mesh is illustrated in Figure 2 (right). This time there is no obvious symmetry in the problem and the mesh is not symmetric. For the LehmannGoerisch method we succeeded to refine the mesh 6 times, for the CR method 7 times, and for the complementarity method 8 times. The eigenvalue bounds obtained on the finest available meshes are presented Table 3 . Convergence curves of the lowest order versions of all three methods on a series of uniformly refined meshes are reported in Table 3 : Chopped off square. Eigenvalue bounds computed on the finest meshes. The mesh sizes of the finest meshes were h = 0.0112 for the Lehmann-Goerisch method, h = 0.0056 for the CR method, and h = 0.0028 for the complementarity method.
Figures 7-8.
Resulting enclosure sizes are similar to those for the square, see Section 5. The complementarity and CR methods produce the smallest eigenvalue enclosures for the given number of degrees of freedom. The Lehmann-Goerisch method closely follows due to reasons mentioned above.
Numerical results -higher order
Both the Lehmann-Goerisch and complementarity methods have natural higher order versions. This section compares their numerical performance for orders k = 1, 2, . . . , 5. The CR method is not included, because its higher order version is not available. Figure 8 compares convergence curves of the first eigenvalue with respect to the number of degrees of freedom for the square, dumbbell shaped domain, and the chopped off square. Domains, uniformly refined meshes, a priori known lower bounds, and other parameters are the same as in Sections 5-7, except for the order k.
The observed experimental orders of convergence for the square domain are close to the expected optimal rates for both methods. Enclosure sizes computed by the Lehmann-Goerisch method of order k = 3, 4, 5 hit the limiting accuracy around 10 −13 , where inaccuracies of the algebraic solver of the large saddle point problem (7)-(8) probably start to dominate. Inaccuracies of the algebraic solver of local For the dumbbell shaped domain the optimal rates of convergence are not achieved due to singularities of eigenfunctions in reentrant corners. Experimental rates of convergence of enclosure sizes computed by both methods are around 0.7 for all k = 1, 2, . . . , 5. In spite of this fact higher order versions produce more accurate results than lower order versions.
Concerning the square with chopped off corner, the optimal rate of convergence for both the Lehmann-Goerisch and complementarity methods is observed in the first order case only. Higher order versions of both methods exhibit experimental rates of convergence around 1.2. This is caused by the loss of regularity of exact eigenfunctions in obtuse corners, see [16] where the regularity of the solution of Laplace equation is shown to decrease as the size of the largest angle of the polygonal domain increase.
Optimal rates of convergence for general polygonal domains could be achieved by employing a mesh adaptive algorithm. All presented methods can be combined with an adaptive algorithm, but the corresponding numerical comparison is beyond the scope of this paper. We only note that localized version of quantity (15) computed in the complementarity method can be directly used to guide the adaptive mesh refinement [44] .
Results for higher eigenvalues are similar. To illustrate the accuracy, Table 4 presents eigenvalue bounds computed by the fifth order Lehmann-Goerisch and complementarity methods on the finest meshes for the dumbbell shaped domain and the chopped off square. The corresponding bounds for the square are all computed to the level comparable to the machine precision and we do not present them. We observe that both methods achieve comparable accuracy even for higher eigenvalues.
Conclusions
Two-sided bounds of the first ten eigenvalues of the Dirichlet Laplacian were computed for three numerical examples. For this purpose, the Lehmann-Goerisch, CR, and complementarity methods were employed on a series of uniformly refined meshes and their accuracy was compared. All methods exhibit the optimal rate of convergence and the most accurate lower bounds with respect to the chosen numbers of degrees of freedom were obtained by the complementarity and CR methods for the lowest order case and by Lehmann-Goerisch and complementarity method in the higher order case.
For the lowest order case, the Lehmann-Goerisch method lags behind the other two methods in terms of the accuracy with respect to the number of degrees of freedom, because it requires to solve the large mixed finite element problem (7) Table 4 : Eigenvalue bounds computed by the fifth order Lehmann-Goerisch and complementarity methods on the finest meshes for the dumbbell shaped domain and the chopped off square. The mesh sizes of the finest meshes h LG and h cmpl for the Lehmann-Goerisch and complementarity methods, respectively, were h LG = 0.0736 and h cmpl = 0.0368 for the dumbbell shaped domain and h LG = 0.0224 and h cmpl = 0.0112 for the chopped off square. (8) . If fluxes σ h,i were computed locally and efficiently as in the complementarity method then the convergence curves of the Lehmann-Goerisch method would be shifted considerably to the left, see Figures 3-8 , and the method would probably outperform the other two. A serious disadvantage of this method is the need of the a priori lower bounds on eigenvalues. In [7] it is proposed to use the homotopy method to obtain them. The homotopy method, however, seems to be difficult to automatize in the context of the finite element method. On the other hand, an advantage of the Lehmann-Goerisch method is its generality and the fact that it is well developed in the literature. It can be generalized even to indefinite problems and to problems with essential spectrum. For example, its variant was used in [5] to find eigenvalue enclosures for the Maxwell eigenvalue problem. Another advantage of the LehmannGoerisch method is its straightforward generalization to higher order finite elements. If the computed eigenfunctions are smooth and do not contain singularities then the higher order approach provides high-precision results even on uniform meshes, see also [33] .
Concerning the CR method, we mention that the dimension of the space V CR h is larger than the dimension of V h with k = 1, which is used as a base space for the lowest order version of the other two methods. Nevertheless, it is still considerably less than the number of degrees of freedom for the mixed finite element problem (7)- (8) . The distinctive feature of the CR method is that it provides guaranteed lower bounds even on rough meshes and that it does not require any a priori information about the exact eigenvalues. The a priori information is not needed thanks to the explicitly known value of the interpolation constant κ. However, this constant is explicitly known only for specific operators, such as the Laplacian and biharmonic operator and for specific choices of finite elements, such as Crouzeix-Raviart and Morley elements.
The complementarity method is based on conforming finite elements and its lowest order version provides comparable accuracy as the CR method with respect to the number of degrees of freedom. Similarly as the Lehmann-Goerisch method, it requires an a priori information about the exact eigenvalues.
Another similarity to the Lehmann-Goerisch method is that the complementarity method can be straightforwardly generalized to more complex problems. A difference is that flux reconstruction in the complementarity method is computed by solving small mixed finite element problems on patches of elements. These problems are independent and can be easily solved in parallel.
Higher order versions of both the Lehmann-Goerisch and complementarity methods provide highly accurate two-sided bounds on eigenvalues. In the case of smooth eigenfunctions, the enclosure sizes computed by the complementarity method reached the level of machine precision. Even in the case of less regular eigenfunctions and uniformly refined meshes, the higher order methods provide considerably higher accuracy than the lowest order methods.
To conclude, we are convinced that two-sided bounds of eigenvalues are highly relevant to compute, because they enable reliable control of the accuracy of the computed approximations. We believe that the presented methods are of practical value, because they are applicable in the context of the standard finite element method. We also believe that the presented results enable practitioners to choose the most suitable method for their purposes. Finally, we believe that these results encourage them to compute both upper and lower bounds on eigenvalues, because they enable full control of the accuracy and yield highly reliable numerical results.
