Abstract: A robust continuous-time linear programming problem is formulated and solved numerically in this paper. The data occurring in the continuous-time linear programming problem are assumed to be uncertain. In this paper, the uncertainty is treated by following the concept of robust optimization, which has been extensively studied recently. We introduce the robust counterpart of the continuous-time linear programming problem. In order to solve this robust counterpart, a discretization problem is formulated and solved to obtain the -optimal solution. The important contribution of this paper is to locate the error bound between the optimal solution and -optimal solution.
where B ij and K ij are nonnegative real numbers for i = 1, · · · , p and j = 1, · · · , q, and a j and c i are the real-valued functions. It is obvious that if the real-valued functions c i are assumed to be non-negative on [0, T] for i = 1, · · · , p, then the primal problem (CLP) is feasible with a trivial feasible solution z j (t) = 0 for all j = 1, · · · , q.
Suppose that some of the data B ij and K ij are uncertain such that they should fall into the uncertainty sets U B ij and U K ij , respectively. Given any fixed i ∈ {1, 2, · · · , p}, we denote by I It is clear that if the data B ij is certain, then the uncertainty set U B ij = {B ij } is a singleton set. We also assume that functions a j and c i are pointwise-uncertain in the sense that, given each t ∈ [0, T], the uncertain data a j (t) and c i (t) should fall into the uncertainty sets V a j (t) and V c i (t), respectively. If function a j or c i is assumed to be certain, then each function value a j (t) or c i (t) is assumed to be certain for t ∈ [0, T]. If function a j or c i is assumed to be uncertain, then the function value a j (t) or c i (t) may be certain for some t ∈ [0, T]. We denote by I (a) and I (c) the sets of indices in which the functions a j and c i are assumed to be uncertain, respectively. In other words, if j ∈ I (a) , then the function a j is uncertain, and if i ∈ I (c) , then the function c i is uncertain.
The robust counterpart of problem (CLP) is assumed to take each data in the corresponding uncertainty sets, and it is formulated as follows: for all B ij ∈ U B ij for all i = 1, · · · , p and j = 1, · · · , q;
for all K ij ∈ U K ij for all i = 1, · · · , p and j = 1, · · · , q;
for all a j (t) ∈ V a j (t) for all t ∈ [0, T] and j = 1, · · · , q;
for all c i (t) ∈ V c i (t) for all t ∈ [0, T] and i = 1, · · · , p.
We can see that the robust counterpart (RCLP) is a continuous-time programming problem with infinitely many number of constraints. Therefore, it is difficult to solve. However, if we can determine the suitable uncertainty sets U B ij , U K ij , V a j (t) and V c i (t), then this semi-infinite problem can be transformed into a conventional continuous-time linear programming problem.
We assume that all the uncertain data fall into the closed intervals, which will be described below.
• For B ij with j ∈ I (B) i
and K ij with j ∈ I (K)
i , we assume that the uncertain data B ij and K ij should fall into the closed intervals U B ij = B i , we use the notation B (0) ij to denote the certain data with uncertainty B ij = 0. Also, we use the notation K (0) ij to denote the certain data with uncertainty K ij = 0 for j ∈ I (K)
i .
• For a j with j ∈ I (a) and c i with i ∈ I (c) , we assume that
j (t) + a j (t) and V c i (t) = c i (t) are the known nominal data of a j (t) and c i (t), respectively, and a j (t) ≥ 0 and c i (t) ≥ 0 are the uncertainties of a j (t) and c i (t), respectively. For j ∈ I (a) , we use the notation a (0) j (t) to denote the certain function with uncertainties a j (t) = 0 for all t ∈ [0, T]. Also, we use the notation c for all B ij ∈ U B ij with j ∈ I
i ;
for all K ij ∈ U K ij with j ∈ I (K)
i ; for all a j (t) ∈ V a j (t) with j ∈ I (a) for all t ∈ [0, T];
for all c i (t) ∈ V c i (t) with i ∈ I (c) for all t ∈ [0, T].
Next, we are going to convert the above semi-infinite problem (RCLP) into a conventional continuous-time linear programming problem. for all B ij ∈ U B ij with j ∈ I
for all K ij ∈ U K ij with j ∈ I
Given any fixed i ∈ {1, · · · , p}, for j ∈ I 
Similarly, for j ∈ I (K)
i , since z j (s) ≥ 0 and K
Using (1) and (2), we consider the following cases.
where the equality can be attained.
where the equality can be attained. On the other hand, since a (0)
where the equality can also be attained. Therefore, from (3), (4) and (5), we conclude that (φ, z(t)) = (φ, z 1 (t), · · · , z n (t)) is a feasible solution of problem (RCLP1) if and only if it satisfies the following inequalities:
This shows that problem (RCLP1) is equivalent to the following problem
which can also be rewritten as the following continuous-time linear programming problem:
According to the duality theory in continuous-time linear programming problem, the dual problem of (RCLP3) can be formulated as follows
In the sequel, we are going to design a computational procedure to numerically solve the robust counterpart (RCLP3).
Discretization
In this section, we shall introduce the discretization problem. Based on the solutions obtained from the discretization problem, we can construct the feasible solutions of the transformed problem. Under these settings, the error bound can be derived. On the other hand, in order to obtain the approximate solution, we also introduce the concept of -optimal solutions.
In order to develop the efficient numerical method, we assume that the following conditions are satisfied. • For each j = 1, · · · , q, the following inequality is satisfied:
• For each i = 1, · · · , p and for
the following inequality is satisfied:
In other words,
Let A j denote the set of discontinuities of functions a 
, where e (n) 0 = 0 and e (n) n = T. Then, the n closed subintervals are denoted bȳ
We also write E
denote the length of closed intervalĒ (n) l for l = 1, · · · , n, and let
In the limiting case, we shall assume that
In this paper, we assume that there exists n * , n * ∈ N such that n * · r ≤ n ≤ n * · r and P n ≤ T n * .
Therefore, in the limiting case, we assume that n * → ∞, which implies n → ∞. In the sequel, when we say that n → ∞, it implicitly means that n * → ∞.
For example, suppose that the length of closed interval
is equally divided by n * subintervals for v = 1, · · · , r. In this case, the total subintervals are n = n * · r. We also see that n * = n * and
l v ≤ T n * , and n → ∞ if and only if n * → ∞.
Under the above construction for the partition P n , we see that the functions a
and the vectors
Then, we see that
for all t ∈Ē (n) l and l = 1, · · · , n. For each n ∈ N and l = 1, · · · , n, we define the following linear programming problem:
According to the duality theory of linear programming, the dual problem of (P n ) is given by
Now, let
on both sides of the constraints, the dual problem ( D n ) can be equivalently written by
denotes the length of closed intervalĒ
Then, we have s
which say that
for l = 1, · · · , n − 1. For further discussion, we adopt the following notations:
Now, we also have
It is obvious thatτ
for any n ∈ N and l = 1, · · · , n.
Proposition 1.
The following statements hold true.
where σ is given in (7). We definew
for i = 1, · · · , p and l = 1, · · · , n, and consider the following vectoȓ
for i = 1, · · · , p and l = 1, · · · , n, and consider the following vector
Then,w (n) is a feasible solution of problem (D n ) satisfying the following inequalities
li is non-negative and w (n) is an optimal solution of problem (D n ), thenw (n) is also an optimal solution of problem (D n ).
Proof. To prove part (i), by (6) , for each j, there exists i j ∈ {1, 2, · · · , p} such that B (0)
Since
it follows that, for l = 1, · · · , n − 1,
(by (14) ) and (21))
(by (13) and (16)
Therefore, from (20), we obtain
which show thatw (n) is indeed a feasible solution of problem (D n ). On the other hand, for l = 1, · · · , n, from (9), (13) and (17), we have
i.e., n → ∞, this proves (19) . To prove part (ii), for each j = 1, · · · , q and l = 1, · · · , n, we define the index set
Then, I lj = ∅ by (6) . For each l = 1, · · · , n, we see that
For each fixed l = 1, · · · , n, we also define the index set
For each fixed j = 1, · · · , q and l = 1, · · · , n, we consider the following two cases.
• Suppose thatĪ lj = ∅, i.e., there exists i lj such that B (0)
. In this case, by (20) 
ki for each k, by referring to (22) , for l = 1, · · · , n − 1, we also have
which implies, by (25),
For l = n, from (25), we also have
nj .
• Suppose thatĪ lj = ∅, i.e., if i ∈ I lj thenw
For l = n, by (23) again, we also have
nj (by the feasibility of w (n) ).
Therefore, from the above two cases, we conclude thatw (n) is indeed a feasible solution of problem (D n ). Since problem (D n ) is a minimization problem and
is an optimal solution of problem (D n ). This completes the proof.
Proposition 2.
Suppose that the primal problem (P n ) is feasible with a feasible solution
for all j = 1, · · · , q, l = 1, · · · , n and n ∈ N.
Proof. By (6), for each j, there exists i j ∈ {1, 2, · · · , p} such that B (0)
zero matrix . In this case, using the feasibility of z (n) , we have
For the case of φ = 0, we want to show that
for all j = 1, · · · , q and l = 1, · · · , n. We shall prove it by induction on l. Since z (n) is a feasible solution of problem (P n ), for l = 1, we have
Therefore, for each j, we obtain
Suppose that
By the feasibility of z (n) , we have
Therefore, by induction, we obtain
using (28), we complete the proof.
Then we have the following feasibility.
Proof. Sincez (n) is a feasible solution of problem (P n ), it follows that
and
Now, we consider the following two cases.
•
ij ≥ 0 for all i and j, and
For l = 1, the desired inequality can be similarly obtained by (30) .
• Suppose that t = T. Then, we can similarly show that
Therefore, we conclude that ( z
q ) is indeed a feasible solution of problem (RCLP3). This completes the proof.
Given any optimization problem (P), we denote by V(P) the optimal objective value of problem (P). For example, the optimal objective value of problem (RCLP3) is denoted by V(RCLP3). Now we assume thatz (n) is an optimal solution of problem (P n ). Then we can also construct a feasible solution ( z (29) . Then, using (11), we have
Therefore, we have
Using the weak duality theorem for the primal and dual pair of problems (DRCLP3) and (RCLP3), we see that
Next, we want to show that
Let w (n) = (w
is defined in (18) , and consider the following vector
Then, according to part (ii) of Proposition 1, we see thatw (n) is an optimal solution of problem (D n ) satisfying the following inequalities
for all n ∈ N, i = 1, · · · , p and l = 1, · · · , n. For each l = 1, · · · , n and j = 1, · · · , q, we define a real-valued functionh
where
Then, we have
which says that
for l = 1, · · · , n − 1. We want to prove
We first provide some useful lemmas.
Proof. According to the construction of partition P n , we see that a
j − a j for j ∈ I (a)
Proof. It suffices to prove
From (9), since
li is bounded according to (35) , it follows that, given any fixed
and, for j ∈ I (a) , we have
Using Lemma 1, we complete the proof.
We define
From (7), we see that 0 < σ ≤ σ * . Also, from (35), we see that the sequence {h
of functions is uniformly bounded, which also says that {π
is uniformly bounded. Therefore there exists a constant x such that π (n) l ≤ x for all n ∈ N and l = 1, · · · , n. Now, we define a real-valued function
The following lemma will be used for further discussion.
Lemma 3.
We have
and, for t ∈ F (n) l and l = 1, · · · , n,
Moreover, the sequence of real-valued functions {f (n) } ∞ n=1 is uniformly bounded.
Proof. For t ∈ F (n)
l , from (41), we have
For t = e (n) n = T, we also have,
For each j = 1, · · · , q and l = 1, · · · , n, we consider the following cases.
• For t = e (n) n = T, from (44), we have
l , by (43) and (40), we have
Finally, it is obvious that the sequence of real-valued functions {f (n) } ∞ n=1 is uniformly bounded. This completes the proof.
For each i = 1, · · · , p, we define the step function w (n)
(45) Remark 1. According to (35) and Lemma 3, we see that the family of vector-valued functions { w (n) } n∈N is uniformly bounded.
Proposition 4.
For any n ∈ N, the vector-valued step function ( w
   Therefore, we conclude that w (n) is indeed a feasible solution of problem (DRCLP3), and the proof is complete.
For each i = 1, · · · , p and j = 1, · · · , q, we define the step functionsā
respectively. For each i = 1, · · · , p, we also define the step functionw 
Proof. It is obvious that the following functions 
Since the set of functions { z (n) j } ∞ n=1 for j = 1, · · · , q is uniformly bounded according to Proposition 2, using the Lebesgue bounded convergence theorem, we obtain (46) . On the other hand, since set of functions {w (n) i } ∞ n=1 for i = 1, · · · , p is uniformly bounded according to Proposition 1, using the Lebesgue bounded convergence theorem, we can obtain (47) . This completes the proof.
Theorem 1.
satisfying ε n → 0 as n → ∞. (ii) (No Duality Gap). Suppose that the primal problem (P n ) is feasible. We have
Proof. To prove part (i), we have
Since p (n) is continuous a.e. on [0, T], it follows that f (n) is also continuous a.e. on [0, T], which says that f (n) is Riemann-integrable on [0, T]. In other words, the Riemann integral and Lebesgue integral of f (n) on [0, T] are identical. Since π (n) l → 0 as n → ∞ by Lemma 2, it follows that p (n) → 0 as n → ∞ a.e. on [0, T], which implies that f (n) → 0 as n → ∞ a.e. on [0, T]. Applying the Lebesgue bounded convergence theorem for integrals, we obtain
Using Lemma 4, we conclude that ε n → 0 as n → ∞. Also, from (49), we obtain
It is easy to see that ε n can be written as (48), which proves part (i).
To prove part (ii), by part (i) and inequality (33), we obtain
Since V(D n ) = V(P n ) for each n ∈ N, we also have
This completes the proof.
Proposition 5.
(i) Suppose that the primal problem (P n ) is feasible. Let z (n) j be defined in (29) for j = 1, · · · , q. Then, the error between V(RCLP3) and the objective value of ( z
q ) is less than or equal to ε n defined in (48), i.e.,
be defined in (45) for i = 1, · · · , p. Then, the error between V(DRCLP3) and the objective value of ( w
p ) is less than or equal to ε n , i.e.,
and (51) and part (ii) of Theorem 1) ≤ ε n (by part (i) of Theorem 1).
To prove part (ii), we have
Definition 1.
Given any > 0, we say that the feasible solution (z
We say that the feasible solution (w
Theorem 2. Given any > 0, the following statements hold true.
(i) The -optimal solution of problem (RCLP3) exists in the sense: There exists n ∈ N such that (z ( )
q ) is obtained from Proposition 5 satisfying ε n < .
(ii) The -optimal solution of problem (DRCLP3) exists in the sense: There exists n ∈ N such that (w ( )
Proof. Given any > 0, from Proposition 5, since ε n → 0 as n → ∞, there exists n ∈ N such that ε n < . Then, the result follows immediately.
Convergence of Approximate Solutions
In this section, we shall study the convergence of approximate solutions. We first provide some useful lemmas that can guarantee the feasibility of solutions. On the other hand, the strong duality theorem can also be established using the limits of approximate solutions.
In the sequel, by referring to (29) and (45), we shall present the convergent properties of the sequences { z (n) } ∞ n=1 and { w (n) } ∞ n=1 that are constructed from the optimal solutionsz (n) of problem (P n ) and the optimal solutionw (n) of problem (D n ), respectively. We first provide a useful lemma.
Lemma 5.
Let the real-valued function η be defined by
on [0, T], and let (w
p ) be a feasible solution of dual problem (DRCLP3). We define
p ) is a feasible solution of dual problem (DRCLP3) satisfying w 
Proof. By the feasibility of (w
For any fixed t ∈ [0, T], we define the index sets
and consider
Then, for each fixed i, we have the following three cases:
• Suppose that I > = ∅ (i.e., the second sum is zero). Then, we see that w (0)
From (55), we obtain
• Suppose that I > = ∅, and that i .
Then, from (56), we obtain
• Suppose that I > = ∅ and there exists i * ∈ I > such that B (0)
i * by (7) . Therefore, we obtain
From (52), we see that
for all t ∈ [0, T]. Using (66), (57) and the fact of w 
Therefore, we conclude that (w
p ) is a feasible solution of (DRCLP3), and the proof is complete.
For further discussion, we need the following useful lemmas. Lemma 6. (Riesz and Sz.-Nagy [53] 
is uniformly bounded with respect to · 2 , then exists a subsequence { f k j } ∞ j=1 that weakly converges to some f 0 ∈ L 2 [0, T]. In other words, for any g ∈ L 2 [0, T], we have 
be the sequences that are constructed from the optimal solutions (z
q ) of problem (P n ) and the optimal solution (w (29) and (45), respectively. Then, the following statements hold true.
weakly converges to some z * j , and ( z * 1 , · · · , z * p ) forms an optimal solution of primal problem (RCLP3).
(ii) For each n, we definew
where η is defined in (52) . Then, for each i = 1, · · · , p, there is a subsequence {w
weakly converges to some w * i , and ( w * 1 , · · · , w * p ) forms an optimal solution of dual problem (DRCLP3).
Moreover we have V(DRCLP3) = V(RCLP3).
Proof. From Proposition 2, it follows that the sequence of functions {( z
is uniformly bounded with respect to · 2 . Using Lemma 6, there exists a subsequence z
that weakly converges to some z
that weakly converges to some
Therefore we can construct the subsequences { z
From Lemma 7, we have
which says that z (0)
It is clear to see that the sequence
weakly converges to
For i ∈ I (c) , we obtain
(by the weak convergence)
For i ∈ I (c) , we can similarly obtain
Let N 0 be the subset of [0, T] on which the inequalities (60) and (61) are violated, let N 1 be the subset of [0, T] on which ( z (0)
where the set N has measure zero.
• For t ∈ N , from (60), we have
From (61), we can similarly obtain
This shows that ( z * 1 (t), · · · , z * q (t)) is a feasible solution of problem (RCLP3). Since
is also weakly convergent to ( z * 1 (t), · · · , z * q (t)). On the other hand, since ( w
is a feasible solution of problem (DRCLP3) for each n, Lemma 5 says that (w
p ) is also a feasible solution of problem (DRCLP3) for each n satisfyingw
is uniformly bounded. Since
we see that the sequence {(w
is also uniformly bounded, which implies that the sequence {(w
is uniformly bounded with respect to · 2 . Using Lemma 6, We can similarly show that there is a subsequence {(w
From Lemma 7, for each i, we havȇ
which says thatw
, by taking the limit inferior on both sides of (62), we obtain
For j ∈ I (a) , we can similarly obtain
where the real-valued function α j is given by
• Suppose that α j is not a linear function of t. In order to obtain the zero t * of
lj (t)), we can apply the Newton's method to generate a sequence {t m } ∞ m=1 such that t m → t * as m → ∞. The iteration is given by
for m = 0, 1, 2, · · · . The initial guess is t 0 . Since the real-valued function
lj (t)) may have more than one zero, we need to apply the Newton's method by taking as many as possible for the initial guess t 0 . Now, the computational procedure is given below.
•
Step 1. Set the error tolerance and the initial value of natural number n ∈ N.
Step 2. Find the optimal objective value V(D n ) and optimal solutionw of dual problem (D n ).
Step 3. Find the set Z lj (t)) by applying the Newton method given in (80).
Step 4. Evaluate the maximum (76) according to (77)- (79), and evaluate the supremum (74) according to (75).
Step 5. Obtainπ to obtain π (n) l according to (38) .
Step 6. Evaluate the error upper bound ε n according to (48) . If ε n < , then go to Step 7; otherwise, consider one more subdivision for each closed subinterval and set n ← n + n for some integer n and go to Step 2, where n is the number of new points of subdivisions such that n satisfies (9) . For example, the inequality (10) can be used.
Step 7. Find the optimal solutionz (n) of primal problem (P n ).
Step 8. Set the step functions ( z q (t)) defined in (29) , which will be the approximate solution of problem (RCLP3). The actual error between V(RCLP3) and the objective value of ( z (n) 1 (t), · · · , z (n) q (t)) is less than or equal to ε n by Proposition 5, where the error tolerance is reached for this partition P n .
In the sequel, we present a numerical example that considers the piecewise continuous functions on the time interval [0, T]. We consider T = 1 and the following problem [a 1 (t) · z 1 (t) + a 2 (t) · z 2 (t)] dt subject to B 11 · z 1 (t) + B 12 · z 2 (t) ≤ c 1 (t) + The uncertainties are assumed below.
• The data B 12 = B 21 = 0 are assumed to be certain.
The data B 11 and B 22 are assumed to be uncertain with the nominal data B For n * = 2, it means that each closed interval [d v , d v+1 ] is equally divided by two subintervals for v = 0, 1, · · · 7. In this case, we have n = 2 · 8 = 16. Therefore, we obtain a partition P 16 . By the definitions of desired quantities, we have ν = 4 and σ = σ * = 5. Now, in the following Table 1 , for different values of n * , we present the error bound ε n . We denote by Suppose that the decision-maker can tolerate the error = 0.0005. Then, we see that n * = 300 is sufficient to achieve this error by referring to the error bound ε n = 0.0004346. The numerical results are obtained by using MATLAB in which the active set method is used to solve the primal and dual linear programming problems (P n ) and (D n ), respectively. We need to mention that there is a warning message from MATLAB when the Simplex method is used to solve the dual problem (D n ) for large n. However, the MATLAB has no problem solving the primal problem (P n ) using Simplex method.
Conclusions
The continuous-time linear programming problem with uncertain data has been studied in this paper. The data mean the real-valued functions or real numbers. Based on the assumption of uncertainty, we have numerically solved the so-called robust continuous-time linear programming problem.
The robust continuous-time linear programming problem has been formulated as problem (RCLP) that has also been transformed into the standard continuous-time linear programming problem (RCLP3). In this paper, we have successfully presented a computational procedure to obtain the error bound between the approximate objective function value and the optimal objective function value of problem (RCLP3). In order to design a computational procedure, we introduce a discretization problem. Based on the solutions obtained from the discretization problem, the error bound has been derived. We introduce the concept of -optimal solutions for the purpose of obtaining the approximate solution. On the other hand, we have also studied the convergence of approximate solutions and have established the strong duality theorem.
In the future, we are going to extend the computational procedure proposed in this paper to solve the nonlinear type of robust continuous-time optimization problems, which will be a challenging topic.
