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Abstract
The aim of this article is to study the asymptotic behaviour of some low-cost control
problems. These problems motivate the study of H-convergence with weakly converg-
ing data. An improved lower bound for the limit of energy functionals corresponding
to weak data is established, in the periodic case. This fact is used to prove the Γ-
convergence of a low-cost problem with Dirichlet-type integral. Finally, we study the
asymptotic behaviour of a low-cost problem with controls converging to measures.
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1 Introduction
Let n ≥ 1 and let Ω be a bounded open subset of Rn. Let 0 < α ≤ β be two given positive
real constants. We denote by M(α, β,Ω) the class of all n × n matrices A with entries in
L∞(Ω), such that,
α|ξ|2 ≤ A(x)ξ · ξ ≤ β|ξ|2 a.e. in x, ∀ξ = (ξi)
n
i=1 ∈ R
n.
Let At(x) denote the transpose of A(x).
Given A ∈ M(α, β,Ω), f ∈ L2(Ω), N > 0 (a constant) and U a closed convex subset of
L2(Ω), we consider the following basic optimal control problem: find θ∗ ∈ U such that,
J(θ∗) = min
θ∈U
J(θ), (1.1)
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where the cost functional, J : U → R, is defined by
J(θ) = I(u, θ) +
N
2
‖θ‖22 (1.2)
and the state u = u(θ) is the weak solution in H10 (Ω) of the boundary value problem{
−div(A∇u) = f + θ in Ω
u = 0 on ∂Ω.
(1.3)
We consider the following kinds of I(u, θ):
(a) For B ∈M(c, d,Ω) and symmetric, we consider Dirichlet-type integrals:
I(u, θ) =
1
2
∫
Ω
B(x)∇u(θ) · ∇u(θ) dx
(b) For a fixed r ∈
[
1, n
n−2
)
,
I(u, θ) = ‖u(θ)‖rr.
Then, it can be shown that the J defined above are lower semicontinuous, coercive and
strictly convex, and, therefore, there exists a unique optimal control, θ∗ ∈ U minimizing J
over U (cf. [1]).
The main aim of this paper is to study the asymptotic behaviour of the optimal con-
trol problems (1.1) depending on a small parameter ε > 0 which represents the scale of
heterogeneity of the material.
This problem was first studied in [2, 3] for varying coefficients {Aε} ⊂M(α, β,Ω) in (1.3),
{Bε} ⊂ M(c, d,Ω) in the cost (1.2) corresponding to the case (a) and N > 0 fixed. The
approach used therein consists in passing to the limit in the corresponding system of opti-
mality conditions involving an adjoint state. A complete characterization of the asymptotic
behaviour of the control problems was obtained.
In the above problem, if N is allowed to vary and degenerate by taking N = ε, then it
is called low-cost control problem. The low-cost control problems were first introduced by
J. L. Lions in [4] (also see [5]) and extensively studied in [6, 7, 8, 9]. The corresponding
sequence of functionals Jε is not equicoercive over L
2(Ω) and thus the sequence of optimal
controls {θ∗ε} is not bounded, a priori, in L
2(Ω). But θ∗ε is weakly compact in H
−1(Ω) and
thus converges to some θ∗ ∈ H−1(Ω). This weak convergence is, in general, not enough for
studying the asymptotic behaviour of the system which constitutes the optimality conditions.
This case was studied in [8, 9] and a partial homogenization of the optimality system was
proved when the control set is the positive cone, with or without periodicity assumptions
on the coefficient matrices. In this article (cf. §4), we obtain, for the first time, a complete
homogenization result for low-cost control problems by taking U to be an arbitrary closed
convex set in L2(Ω) while assuming the coefficients to be periodic. Here we prove the
variational convergence of the optimal control problem in the framework of Γ-convergence.
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Subsequently, in §6, we study the asymptotic behaviour of a low cost problem whose
limit optimal control will be in the space of measures. Given a constant k > 0, let
U =
{
θ ∈ L2(Ω) | ‖θ‖1 ≤ k
}
be the set of all admissible controls. We consider the optimal control problem with cost
functional as in case (b) governed by (1.3) with varying coefficients Aε ∈ M(α, β,Ω). The
main difficulty with this problem, in contrast to the problem with costs as in case (a), is
that there is no weak compactness of the optimal controls θ∗ε , even in H
−1(Ω). Thus, one
is unable to homogenize the control problem for a general admissible set U . However, this
problem was homogenized when U is the positive cone and r = 2, in [8, 9], and the limit
problem was obtained on the positive cone of H−1(Ω). We know, by Riesz representation
theorem, that any non-negative distribution in H−1(Ω) is a non-negative Radon measure
on Ω. Thus, we wish to consider the controls as measures. Therefore, in §6, we consider
the control set U to be the class of all functions in L2(Ω) that are bounded in L1(Ω) and
homogenize with respect to weak-* convergence of measures.
The paper is organised as follows: In §2 we recall some basic facts and tools required for
the results proved in §3 and §4. In §3, we conjecture on the best lower bound of ‘generalised’
energy functionals for weakly converging data and prove the same under periodicity assump-
tions on the coefficients. In §4, we homogenize the periodic low-cost control problems with
cost as in case (a). In §5, we present the notion of solution for measure data introduced
by G. Stampacchia. We also give a G-convergence result with respect to varying measures.
Finally, in §6, we study the asymptotic behaviour of the low-cost control problems with cost
as in case (b).
2 Preliminaries
In this section, we introduce some basic tools and facts that will be used in this article.
2.1 G-convergence and H-convergence
For all the results in this section we refer to [10, 11, 12]. We say a sequence {Aε} ⊂M(α, β,Ω)
G-converges to A0 (denoted as Aε
H
⇀ A0) iff for any g ∈ H
−1(Ω), the solution vε of
{
−div(Aε∇vε) = g in Ω
vε = 0 on ∂Ω
(2.1)
is such that
vε ⇀ v0 weakly in H
1
0 (Ω) (2.2)
where v0 is the unique solution of{
−div(A0∇v0) = g in Ω
v0 = 0 on ∂Ω.
(2.3)
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The matrix A0 is called the G-limit of the sequence {Aε}. We say a sequence of matrices
H-converges to A0, if it G-converges and, in addition, for any g ∈ H
−1(Ω) we have
Aε∇vε ⇀ A0∇v0 weakly in (L
2(Ω))n (2.4)
where vε and v0 are as in (2.1) and (2.3), respectively. For symmetric matrices both the
notion coincide.
Given a sequence {Aε} ⊂M(α, β,Ω) which H-converges to A0, the sequence of corrector
matrices Pε is that which satisfies the following properties:
(a) Pε ⇀ I weakly in (L
2(Ω))n×n.
(b) AεPε ⇀ A0 weakly in (L
2(Ω))n×n.
(c) tP εAεPε ⇀ A0 weak* in [D
′(Ω)]n×n, the space of distributions.
One procedure to obtain the corrector matrix is by considering χiε ∈ H
1(Ω), for 1 ≤ i ≤ n,
which are solutions of {
−div(Aε∇χ
i
ε) = −div(A0ei) in Ω
χiε = xi on ∂Ω
(2.5)
and then by defining Pεei = ∇χ
i
ε for 1 ≤ i ≤ n.
2.2 Γ-convergence
For all the results in this section we refer to [1, 13]. Let X be a topological space and let
R = R ∪ {−∞,+∞}. Let {Fm} be a sequence of functions from X in to R.
For any function F on X , let S(F ) be the set of all lower semicontinuous functions G on
X such that G ≤ F . We define the lower semicontinuous envelope of F , F , as
F (x) = sup
G∈S(F )
G(x), ∀x ∈ X.
Observe that every lower semicontinuous function is its own envelope.
We now define the sequential Γ- lower and upper limit. The Γ-upper limit of Fm is given
by,
F+(x) := inf
{
lim sup
m→∞
Fm(xm) : xm → x
}
.
Similarly, the Γ-lower limit of Fm is given by,
F−(x) := inf
{
lim inf
m→∞
Fm(xm) : xm → x
}
.
We say a function F is the Γ-limit of Fm if F = F
+ = F−. A characterization of the
sequential Γ-limit F w.r.t the topology of X is given by the following two conditions:
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(i) For every x ∈ X and for every sequence {xm} converging to x in X , we have
lim inf
m→∞
Fm(xm) ≥ F (x).
(ii) For every x ∈ X , there exists a sequence {xm} converging to x in X such that
lim sup
m→∞
Fm(xm) ≤ F (x).
We now recall a result of Γ-convergence theory.
Theorem 2.1. Let Fm Γ-converge to F in X and let xm be a minimizer of Fm in X. If
{xm} converges to x in X, then x is a minimizer of F in X and the minima converge,
F (x) = lim
m→∞
Fm(xm).
2.3 Two-scale convergence
For all the results in this section we refer to [14, 15, 16]. Let Y = (0, 1)n be the unit cell of
R
n. We say that a sequence of functions {vε} in L
2(Ω) weakly two-scale converges to a limit
v ∈ L2(Ω× Y ) (denoted as vε
2s
⇀ v) if
∫
Ω
vε(x)φ
(
x,
x
ε
)
dx→
∫
Ω
∫
Y
v(x, y)φ(x, y) dy dx, ∀φ ∈ L2[Ω;Cper(Y )].
It is possible to replace L2[Ω;Cper(Y )] by D[Ω, C
∞
per(Y )] in the above definition of weak
two-scale convergence provided we add the assumption that {vε} is bounded in L
2(Ω).
We say that a sequence of functions {vε} in L
2(Ω) strongly two-scale converges to v ∈
L2(Ω× Y ) (denoted as vε
2s
→ v), if {vε} weakly two-scale converges to v and
lim
ε→0
∫
Ω
|vε|
2 dx =
∫
Ω
∫
Y
|v(x, y)|2 dy dx.
We say that a function φ(x, y), Y -periodic in y, is an admissible function if the sequence φε =
φ
(
x, x
ε
)
strongly two-scale converges to φ(x, y). The spaces C[Ω;L2per(Y )], L
∞[Ω;Cper(Y )]
and L∞per[Y ;C(Ω¯)] are some examples of classes of admissible functions.
We now state some of the main results of two-scale convergence theory that will be used
in this article.
Theorem 2.2. For any bounded sequence {vε} ⊂ L
2(Ω), there exists a v ∈ L2(Ω× Y ) such
that, vε weakly two-scale converges to v, for a subsequence. Also, if vε is bounded in H
1(Ω),
then v is independent of y and is in H1(Ω), and there exists a v1 ∈ L
2[Ω;H1per(Y )] such that,
up to a subsequence, ∇vε weakly two-scale converges to ∇v +∇yv1.
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Theorem 2.3. Let uε
2s
→ u. Then, given any sequence vε
2s
⇀ v, we have that∫
Ω
uε(x)vε(x)τ(x) dx→
∫
Ω
∫
Y
u(x, y)v(x, y)τ(x) dy dx
for every τ ∈ C∞0 (Ω). The τ ∈ C
∞
0 (Ω) can be replaced with τ
(
x, x
ε
)
where τ ∈ D(Ω, C∞per(Y )).
We now recall a property of convex periodic functionals with respect to two-scale con-
vergence.
Proposition 2.4 ([17, Proposition 2.5]). Let j := j(y, ξ) be a measurable function on Rn ×
R
n, Y -periodic in y, convex in ξ and satisfies for some constants a, b > 0,
a|ξ|2 ≤ j(y, ξ) ≤ b(1 + |ξ|2), (y, ξ) ∈ Rn × Rn.
Also, let {vε} ⊂ L
2(Ω) be such that vε
2s
⇀ v ∈ L2(Ω× Y ). Then
lim inf
ε→0
∫
Ω
j
(x
ε
, vε(x)
)
dx ≥
∫
Ω×Y
j(y, v(x, y)) dx dy.
2.4 Convex Analysis
For any function h on Rn, one defines its convex conjugate h′ on Rn in the following way:
h′(x′) = sup
x∈Rn
{〈x, x′〉 − h(x)} .
The following inequality is called the Fenchel’s inequality for any proper convex function h
and its conjugate h′:
〈x, x′〉 ≤ h(x) + h′(x′), ∀x, x′ ∈ Rn.
If h is a quadratic convex function, say of the form
h(x) =
1
2
〈x,Qx〉
where Q is a symmetric, positive definite n× n matrix, then
h′(x′) =
1
2
〈x′, Q−1x′〉. (2.6)
For above results, we refer to [18]. We now comment on a classical property of commu-
tativity of infimum and the integral. The first results along this direction was proved by
Rockafellar in [19, 20]. Another version of the same was proved in [21, Theorem 1]. However
we shall now state the version as given in [22, Lemma 4.3].
If {∆k} is a family of measurable set functions from Ω into R
n, then there exists a
measurable set function (cf. [23, Proposition 14]) ∆ from Ω into Rn with the following
properties:
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(i) For every k, we have ∆k(x) ⊆ ∆(x) for a.e. x ∈ Ω.
(ii) If Π is a set function on Ω such that for every k, ∆k(x) ⊆ Π(x) for a.e. x ∈ Ω, then
∆(x) ⊆ Π(x) for a.e. x ∈ Ω.
The set function ∆ is denoted as ∆(x) = ess-supk∆k(x).
Let E be a set of measurable functions from Ω to Rn. We say E is C1-stable if for every
finite family {ωk}k ⊂ E and for every non-negative family of functions {ψk}k ⊂ C
1(Ω) such
that Σkψk = 1 in Ω, we have that Σkψkωk ∈ E. Observe that C
1-stability implies convexity.
Lemma 2.5 ([22, Lemma 4.3]). Let E be a C1-stable set and let j be Borel measurable on
Ω×Rn such that j(x, ·) is convex on Rn for a.e. x ∈ Ω. Suppose that j(·, ω(·)) ∈ L1(Ω), for
every ω ∈ E, and let ∆(x) = ess-supω∈E{ω(x)} then
inf
ω∈E
∫
Ω
j(x, ω(x)) dx =
∫
Ω
inf
ζ∈∆(x)
j(x, ζ) dx.
3 Energy bounds
Given Aε ⊂ M(α, β,Ω) which H-converges to A0, a standard result of H-convegence is that
the energies converge, i.e.,∫
Ω
Aε∇vε.∇vε dx
ε→0
−→
∫
Ω
A0∇v0.∇v0 dx, (3.1)
where vε and v0 are the solution of (2.1) and (2.3), respectively. Moreover, one has from the
theory of Γ-convergence, the following basic result.
Lemma 3.1 (cf. [1, Chapter 13]). Given a sequence of symmetric matrices Aε ⊂M(α, β,Ω)
which G-converges to A0 and given any sequence wε weakly converging to w0 in H
1
0 (Ω), we
have
lim inf
ε→0
∫
Ω
Aε∇wε · ∇wε dx ≥
∫
Ω
A0∇w0 · ∇w0 dx. (3.2)
Given {Bε} ⊂ M(c, d,Ω), a sequences of symmetric matrices and vε solutions of (2.1),
we have from Lemma 3.1 that,
lim inf
ε→0
∫
Ω
Bε∇vε · ∇vε dx ≥
∫
Ω
B0∇v0 · ∇v0 dx, (3.3)
where v0 is solution of (2.3) and B0 is the H-limit of {Bε}. Moreover, (3.3) remains valid
when vε are solutions of (3.4), where gε converges strongly to g in H
−1(Ω). A question of
interest is to obtain the best lower bound for the limit on the left hand side of (3.3) when vε
is the solution of (3.4) and Aε H-converges to A0. In order to state a result improving (3.3)
we recall (from §2.1) that {Pε} is the sequence of corrector matrices associated with {Aε}.
Let B♯ be the weak-* limit of {P tεBεPε} in (L
∞(Ω))n×n.
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Theorem 3.2 (cf. [24]). Let gε → g strongly in H
−1(Ω) and let vε ∈ H
1
0 (Ω) be the weak
solution of {
−div(Aε∇vε) = gε in Ω
vε = 0 on ∂Ω,
(3.4)
then ∫
Ω
Bε∇vε · ∇vε dx
ε→0
−→
∫
Ω
B♯∇v0 · ∇v0 dx (3.5)
where v0 ∈ H
1
0 (Ω) is the unique solution of (2.3).
Comparing (3.5) with (3.3) we observe that B♯ ≥ B0. If Bε = Aε, then we have
B♯ = B0 = A0. For the properties of B
♯ we refer to [24].
Remark 3.3. For gε weakly converging to g in H
−1(Ω), although vε converges weakly in
H10 (Ω) (up to a subsequence) one can still not conclude that (3.3) holds. In fact, even the
convergence of the energies as in (3.1) is not valid.
The above remark motivates us to make the following conjecture:
Conjecture 1. Let gε ⇀ g weakly in H
−1(Ω) and let vε ∈ H
1
0 (Ω), the weak solution of (3.4),
be such that vε ⇀ v0 weakly in H
1
0 (Ω), where v0 ∈ H
1
0 (Ω) is the unique solution of (2.3).
Then
lim inf
ε→0
∫
Ω
Bε∇vε · ∇vε dx ≥
∫
Ω
B♯∇v0 · ∇v0 dx. (3.6)
The conjecture is open, in general. However, in this section we prove the conjecture for
the periodic case with additional hypothesis on the data gε.
To do so, we recall the periodic set up. Let Y = (0, 1)n be the reference cell in Rn. Let
A = A(x, y) ∈ M(α, β,Ω × Y ), Y -periodic in y. We assume that A(x, y) = (aij(x, y)) is in
the class of admissible functions. The corrector functions χi, for 1 ≤ i ≤ n, is defined as the
solution of the cell problem{
−divy (A(x, y)[∇yχi(x, y) + ei]) = 0 in Y
y 7→ χi(x, y) is Y -periodic,
(3.7)
where {e1, · · · , en} is the standard basis of R
n. Let us define the corrector matrix as follows;
P (x, y)ei = ∇yχi(x, y). It has been shown that Aε H-converges to A0 which is given by,
(A0)ij =
∫
Y
A(x, y)(P (x, y)ei + ei) · (P (x, y)ej + ej) dy. (3.8)
Let B = B(x, y) ∈ M(c, d,Ω× Y ) belong to the admissible class of functions. Assume B is
symmetric. Let us now define B♯ to be the matrix whose ijth entry is given by,
(B♯)ij =
∫
Y
B(x, y)(P (x, y)ei + ei) · (P (x, y)ej + ej) dy (3.9)
We shall now recall a H-convergence result for weak data proved in [9] using two-scale
convergence.
8
Theorem 3.4 ([9, Theorem 2.1]). Let γ < 1 be a fixed real number. Let vε ∈ H
1
0 (Ω) be the
weak solution of {
−div(A
(
x, x
ε
)
∇vε) = gε in Ω
vε = 0 on ∂Ω,
where gε ∈ L
2(Ω) is such that gε ⇀ g weakly in H
−1(Ω) and εγgε is bounded in L
2(Ω). Then,
vε ⇀ v0 weakly in H
1
0 (Ω)
Aε∇vε ⇀ A0∇v0 weakly in (L
2(Ω))n.
}
is satisfied, where v0 ∈ H
1
0 (Ω) is the unique solution of (2.3) and A0 is as given in (3.8).
We now prove a version of Conjecture 1 for the periodic case.
Proposition 3.5. If gε, g and vε satisfy the hypothesis as in Theorem 3.4, then the inequality,
as given in (3.6), holds for B♯ as given in (3.9).
Proof. Since, gε weakly converges to g in H
−1(Ω), we have vε bounded in H
1
0 (Ω). Thus, by
the compactness of two-scale convergence, there exists v0 ∈ H
1
0 (Ω) and v1 ∈ L
2[Ω;H1per(Y )]
such that
∇vε
2s
⇀ ∇v0 +∇yv1(x, y).
Moreover, by Proposition 2.4, we have
lim inf
ε→0
∫
Ω
B
(
x,
x
ε
)
∇vε · ∇vε dx ≥
∫
Ω×Y
B(x, y) [∇v0 +∇yv1] · [∇v0 +∇yv1] dy dx. (3.10)
It was shown in the proof of Theorem 3.4 that,
v1(x, y) =
n∑
i=1
χi(x, y)
∂v0
∂xi
(x)
and therefore, ∇yv1(x, y) = P (x, y)∇v0. Thus,
lim inf
ε→0
∫
Ω
B
(
x,
x
ε
)
∇vε · ∇vε dx ≥
∫
Ω×Y
B(x, y)(P (x, y) + I)∇v0 · (P (x, y) + I)∇v0 dy dx
and by using (3.9), we have
lim inf
ε→0
∫
Ω
B
(
x,
x
ε
)
∇vε · ∇vε dx ≥
∫
Ω
B♯∇v0 · ∇v0 dx
Thus, we have shown (3.6) in the periodic case with B♯ as defined in (3.9).
To keep the proof of above proposition self-contained, to an extent, we derive in the
following lemma the inequality (3.10) using some convex analysis arguments. We follow the
line of argument as given in the proof of [17, Proposition 2.5].
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Lemma 3.6. Let ∇vε
2s
⇀ ∇v0 +∇yv1(x, y) where v0 ∈ H
1
0 (Ω) and v1 ∈ L
2[Ω;H1per(Y )] and
let B(x, y) ∈M(c, d,Ω× Y ), Y -periodic in y, be a symmetric matrix, then (3.10) is valid.
Proof. Let Φ ∈
(
D[Ω;C∞per(Y )]
)n
. Then, by Fenchel’s inequality (for quadratic forms),
Iε :=
1
2
∫
Ω
B
(
x,
x
ε
)
∇vε · ∇vε dx ≥
∫
Ω
∇vε · Φ
(
x,
x
ε
)
dx
−
1
2
∫
Ω
B−1
(
x,
x
ε
)
Φ
(
x,
x
ε
)
· Φ
(
x,
x
ε
)
dx
where B−1 denotes the inverse of B (which exists). We take lim inf on both sides of the
inequality. By two-scale convergence of vε the first term on right hand side becomes,
lim
ε→0
∫
Ω
∇vε · Φ
(
x,
x
ε
)
dx =
∫
Ω×Y
[∇v0 +∇yv1(x, y)] · Φ(x, y) dy dx.
Now, since B and Φ are in the admissible class of functions, so is B−1Φ. Therefore, using
Theorem 2.3, we have
lim
ε→0
∫
Ω
B−1
(
x,
x
ε
)
Φ
(
x,
x
ε
)
· Φ
(
x,
x
ε
)
dx =
∫
Ω×Y
B−1(x, y)Φ(x, y) · Φ(x, y) dy dx.
Thus, we conclude
lim inf
ε→0
Iε ≥
∫
Ω×Y
[∇v0 +∇yv1(x, y)] · Φ(x, y) dy dx
−
1
2
∫
Ω×Y
B−1(x, y)Φ(x, y) · Φ(x, y) dy dx.
Taking supremeum over all Φ ∈ (D(Ω× Y ))n on the right hand side and using Lemma 2.5,
we obtain,
lim inf
ε→0
Iε ≥
∫
Ω×Y
sup
ξ∈Rn
{
[∇v0 +∇yv1(x, y)] · ξ −
1
2
B−1(x, y)ξ · ξ
}
dy dx.
Thus, by (2.6), we get
lim inf
ε→0
∫
Ω
B
(
x,
x
ε
)
∇vε · ∇vε dx ≥
∫
Ω×Y
B(x, y) [∇v0 +∇yv1] · [∇v0 +∇yv1] dy dx.
Thus, we have shown (3.10).
4 Dirichlet-type cost functional — Periodic Case
The purpose of this section is to announce the complete solution of a problem considered in [9,
§3]. More precisely, we improve [9, Theorem 3.7] in its full generality with no assumptions
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on the control set. We shall restrict ourselves to the non-perforated case, for simplicity.
However, the results remain valid in perforated case with necessary modifications.
The matrices A(x, y) and B(x, y) are periodic in Y and is as given in the previous section.
Also recall that B is symmetric. The corrector matrix P is as defined in the line following
(3.7). Let U be a closed convex subset of L2(Ω) and f ∈ L2(Ω). Given θ ∈ U , the cost
functional Jε is defined as,
Jε(θ) =
1
2
∫
Ω
B
(
x,
x
ε
)
∇uε · ∇uε dx+
ε
2
‖θ‖22 (4.1)
where uε ∈ H
1
0 (Ω) is the unique solution of{
−div(A
(
x, x
ε
)
∇uε) = f + θ in Ω
uε = 0 on ∂Ω.
(4.2)
Let θ∗ε be the optimal controls and let u
∗
ε be the state corresponding to θ
∗
ε . Using arguments
similar to that of [9, Lemma 3.2], we observe that θ∗ε is bounded in H
−1(Ω) and there exists
a θ∗ ∈ H−1(Ω) such that, for a subsequence,
θ∗ε ⇀ θ
∗ weakly in H−1(Ω)
and
ε1/2θ∗ε ⇀ 0 weakly in L
2(Ω). (4.3)
Therefore, by Theorem 3.4, u∗ε converges weakly in H
1
0 (Ω) to u
∗ ∈ H10 (Ω) solving,{
−div(A0∇u
∗) = f + θ∗ in Ω
u∗ = 0 on ∂Ω.
Let V be the weak closure of U in H−1(Ω). By the convexity of U , V is also the strong
closure in H−1(Ω). We set
Fε(θ) =
{
Jε(θ) if θ ∈ U
+∞ if θ ∈ H−1(Ω) \ U ;
where Jε is as given in (4.1). Let the matrix B
♯ be as defined in (3.9) and let u = u(θ) ∈
H10 (Ω) be the weak solution of{
−div(A0∇u) = f + θ in Ω
u = 0 on ∂Ω.
We set
F (θ) =


1
2
∫
Ω
B♯∇u(θ) · ∇u(θ) dx if θ ∈ V
+∞ if θ ∈ H−1(Ω) \ V.
The functional F is coercive in H−1(Ω) and thus, there is exists a unique minimizer in V .
We now show that this minimizer is none other than θ∗.
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Theorem 4.1. Fε Γ-converges to F in the weak topology of H
−1(Ω). Furthermore, θ∗ is the
minimizer of F and Fε(θ
∗
ε)→ F (θ
∗).
Proof. Let θε be a sequence weakly converging to θ in H
−1(Ω). Observe that it is enough to
consider the case when θ ∈ V and θε ∈ U , for infinitely many ε, as the other cases correspond
to the trivial situation (lim inf Fε(θε) is infinite). If θ ∈ V and θε ∈ U , we have,
lim inf
ε→0
Fε(θε) = lim inf
ε→0
[
1
2
∫
Ω
B
(
x,
x
ε
)
∇uε · ∇uε dx+
ε
2
‖θε‖
2
2
]
≥ lim inf
ε→0
1
2
∫
Ω
B
(
x,
x
ε
)
∇uε · ∇uε dx.
Observe that {ε
1
2 θε} is bounded in L
2(Ω) and converges weakly to 0. Using the inequality
(3.6) as proved in Proposition 3.5, we have
lim inf
ε→0
Fε(θε) ≥
1
2
∫
Ω
B♯∇u(θ) · ∇u(θ) dx = F (θ).
It now remains to prove the lim sup-inequality. It is enough to consider the case θ ∈ V (the
finite situation). By the density of U in V and convexity of U , there exists a sequence θε
strongly converging to θ in H−1(Ω). Therefore, by Theorem 3.2, we have,
lim sup
ε→0
Fε(θε) = F (θ).
Thus, we have shown the Γ-convergence of Fε to F . Therefore, by Theorem 2.1, θ
∗ is the
minimizer of F and Fε(θ
∗
ε)→ F (θ
∗).
It follows from Proposition 3.5 that for the weakly converging optimal controls, θ∗ε ⇀ θ
∗
in H−1(Ω), (3.6) holds for the corresponding optimal states u∗ε. However, in the following
proposition we obtain the equality in (3.6).
Lemma 4.2. For the optimal states u∗ε and u
∗, we have
lim
ε→0
∫
Ω
B
(
x,
x
ε
)
∇u∗ε · ∇u
∗
ε dx =
∫
Ω
B♯∇u∗ · ∇u∗ dx
Proof. A consequence of Theorem 4.1 is that θ∗ is a minimizer of F and
Jε(θ
∗
ε)→
1
2
∫
Ω
B♯∇u∗ · ∇u∗ dx.
Observe that,
1
2
∫
Ω
B
(
x,
x
ε
)
∇u∗ε · ∇u
∗
ε dx ≤ Jε(θ
∗
ε).
Now, taking lim sup both sides we have,
lim sup
ε→0
∫
Ω
B
(
x,
x
ε
)
∇u∗ε · ∇u
∗
ε dx ≤
∫
Ω
B♯∇u∗ · ∇u∗ dx
and comparing with (3.6), gives the equality in (3.6) for optimal states.
12
Remark 4.3. We now observe that one can, in fact, improve the convergence in (4.3) to
strong convergence. Note that, as a consequence of Theorem 4.1 and Lemma 4.2,
lim
ε→0
ε
2
‖θ∗ε‖
2
2 = lim
ε→0
(
Fε(θ
∗
ε)−
1
2
∫
Ω
B
(
x,
x
ε
)
∇u∗ε · ∇u
∗
ε dx
)
= 0.
In general, there is no corrector result available for weakly converging data. However, we
now prove a corrector result for the optimal states.
Theorem 4.4. Let the corrector matrix P (x, y) be as defined in (3.7). We also assume that
both A and B are in C[Ω;L∞per(Y )]
n×n. Then,
∇u∗ε −
[
P
(
x,
x
ε
)
+ I
]
∇u∗ → 0 strongly in L2(Ω).
Proof. Let
Iε =
∫
Ω
B
(
x,
x
ε
) [
∇u∗ε −
[
P
(
x,
x
ε
)
+ I
]
∇u∗
]
·
[
∇u∗ε −
[
P
(
x,
x
ε
)
+ I
]
∇u∗
]
dx.
Then (also using the symmetry of B),
Iε =
∫
Ω
B
(
x,
x
ε
)
∇u∗ε · ∇u
∗
ε dx− 2
∫
Ω
B
(
x,
x
ε
) [
P
(
x,
x
ε
)
+ I
]
∇u∗ · ∇u∗ε dx
+
∫
Ω
B
(
x,
x
ε
) [
P
(
x,
x
ε
)
+ I
]
∇u∗ ·
[
P
(
x,
x
ε
)
+ I
]
∇u∗ dx.
To simplify notation, we rewrite above equation as,
Iε = I
1
ε − 2I
2
ε + I
3
ε .
Using Lemma 4.2, we see that
lim
ε→0
I1ε =
∫
Ω
B♯∇u∗ · ∇u∗ dx.
Since A ∈ C[Ω;L∞per(Y )]
n×n by the continuous dependence on data for elliptic equation, we
have P ∈ C[Ω;L2per(Y )]
n×n and hence BP in the class of admissible functions and thus,
strongly two-scale converges. By Theorem 2.3
lim
ε→0
I2ε =
∫
Ω×Y
B(x, y)(P (x, y) + I)∇u∗ · (P (x, y) + I)∇u∗ dy dx
=
∫
Ω
B♯∇u∗ · ∇u∗ dx
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Similarly, we compute the last term,
lim
ε→0
I3ε =
∫
Ω×Y
B(x, y)(P (x, y) + I)∇u∗ · (P (x, y) + I)∇u∗ dy dx
=
∫
Ω
B♯∇u∗ · ∇u∗ dx
Therefore, by the coercivity of B,
c
∥∥∥∇u∗ε −
[
P
(
x,
x
ε
)
+ I
]
∇u∗
∥∥∥2
2
≤ Iε.
Now taking lim sup both sides, we have our desired result.
Recall from Remark 3.3 that the energy convergence (3.1) is not always true for weakly
converging data. Besides Lemma 4.2, we have the following corollary.
Corollary 4.5. For the optimal states u∗ε and u
∗, we have
lim
ε→0
∫
Ω
Aε∇u
∗
ε · ∇u
∗
ε dx =
∫
Ω
A0∇u
∗ · ∇u∗ dx
Proof. The sequence of corrector matrices Pε introduced in §2.1 can be taken to be Pε =
P
(
x, x
ε
)
+ I. Therefore, by Theorem 4.4, we have
∫
Ω
Aε∇u
∗
ε · ∇u
∗
ε dx =
∫
Ω
AεPε∇u
∗ · Pε∇u
∗ dx+ o(1)
=
∫
Ω
P tεAεPε∇u
∗ · ∇u∗ dx+ o(1)
=
∫
Ω
A0∇u
∗ · ∇u∗ dx+ o(1)
where the last equality is due to the properties of corrector matrices.
Remark 4.6. More generally, given Aε H-converges to A0, gε ∈ H
−1(Ω), let us assume
that vε, the solution of (3.4), satisfies the convergences in (2.2) and (2.4). Then, the energy
convergence ∫
Ω
Aε∇vε.∇vε dx
ε→0
−→
∫
Ω
A0∇v0.∇v0 dx
is, in fact, equivalent to the convergence
∇vε − Pε∇v0 → 0 strongly in L
2(Ω)
under certain hypotheses, for example, Aε symmetric.
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5 Measure data
A Borel measure on Ω is a countably additive set function defined on the Borel subsets of Ω
with values in [−∞,+∞]. The total variation of a measure λ is denoted by |λ|. Let B(Ω)
denote the set of all Borel measures λ with finite variation, i.e., |λ|(Ω) < +∞. We say a
subset E in B(Ω) is bounded if we have supλ∈E |λ|(Ω) < +∞.
Given A ∈ M(α, β,Ω), we make precise the notion of solution when λ ∈ B(Ω) for the
second order linear elliptic equation
{
−div(A(x)∇u) = λ in Ω
u = 0 on ∂Ω.
(5.1)
Assume p > n, by the classical Sobolev Imbedding W 1,p0 (Ω) ⊂ C0(Ω), we have B(Ω) ⊂
W−1,q(Ω), where q = p
p−1
is the conjugate exponent of p. In this case, u is defined to be
the usual variational solution for elliptic equations. For instance, when p = 2 and n < 2,
λ ∈ H−1(Ω) and we have the solution u ∈ H10 (Ω) given as∫
Ω
A(x)∇u · ∇w dx = 〈λ, w〉 , ∀w ∈ H10 (Ω).
However, for n > 2, λ is not necessarily in H−1(Ω) and the solution to (5.1) cannot be
considered in the above sense. For this situation G. Stampacchia introduced a notion of
solution in [25, Definition 9.1] using duality. We shall set n ≥ 3 (to avoid the trivial case)
for this section and the next section. Let 1⋆ = n
n−1
denote the Sobolev conjugate of the
exponent 1.
Definition 5.1. Given λ ∈ B(Ω), we say u ∈ L1(Ω) is a Stampacchia solution of
{
−div(A(x)∇u) = λ in Ω
u = 0 on ∂Ω
(5.2)
whenever ∫
Ω
ug dx =
∫
Ω
v dλ, ∀g ∈ L∞(Ω), (5.3)
and v solves {
−div(At(x)∇v) = g in Ω
u = 0 on ∂Ω.
(5.4)
The existence of v is well known, by Lax-Milgram theorem, and
‖v‖H1
0
(Ω) ≤ C0‖g‖2
where the constant C0 depends on n, α and Ω. Henceforth C0 will denote a generic constant
depending on n, α and Ω. Assuming sufficient regularity of ∂Ω, by a classical regularity
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result (cf. [26]), given s > n there exists ν and a constant C0 such that v satisfies the Ho¨lder
estimate,
‖v‖C0,ν(Ω) ≤ C0‖g‖s. (5.5)
The existence, uniqueness and regularity of Stampacchia solution u was shown in [25, The-
orem 9.1]. One has the following regularity for u,
‖u‖W 1,q
0
(Ω) ≤ C0|λ|, ∀q ∈ [1, 1
⋆) (5.6)
Observe that the variational solution corresponding to a data h ∈ L2(Ω) is a Stampacchia
solution corresponding to the measure λ = h dx, induced by h.
We now show the asymptotic behaviour of the Stampacchia solution under weak-* conver-
gence in B(Ω) of the data. The asymptotic behaviour of Stampacchia solution was observed
in [27] for a fixed λ ∈ B(Ω). The argument, however, quite simply extends to measures
converging weak-* in B(Ω), which we give below for completeness sake. Let ε > 0 be a given
parameter which tends to zero and let Aε ∈M(α, β,Ω) be a family of matrices.
Theorem 5.2 (Asymptotic Behaviour). Let Aε G-converge to A0 and let λε weak-* converge
to λ in B(Ω). If uε ∈ L
1(Ω) is the Stampacchia solution of{
−div(Aε∇uε) = λε in Ω
uε = 0 on ∂Ω,
(5.7)
then uε ⇀ u0 weakly in W
1,q
0 (Ω), for all q ∈ [1, 1
⋆) where u0 is the Stampacchia solution of{
−div(A0(x)∇u0) = λ in Ω
u0 = 0 on ∂Ω.
(5.8)
Proof. We have λε bounded in B(Ω), since λε converges weak-* in B(Ω). Thus, by (5.6),
there is a constant C0 (depending on n, α and Ω, and independent of {Aε}) such that,
‖uε‖W 1,q
0
(Ω) ≤ C0, ∀q ∈ [1, 1
⋆) .
Consequently, there exists a subsequence (still denoted by ε), such that uε ⇀ u0 weakly in
W
1,q
0 (Ω) for q ∈ [1, 1
⋆). For each ε, we have by the definition of Stampacchia solution,∫
Ω
uεg dx =
∫
Ω
vε dλε, ∀g ∈ L
∞(Ω), (5.9)
where vε solves {
−div(Atε(x)∇vε) = g in Ω
vε = 0 on ∂Ω.
(5.10)
By the equi-continuity of the sequence vε guaranteed by the uniform Ho¨lder estimate (5.5), vε
converges uniformly in Ω to some v0 (cf. [27, section 1]) and by the theory of G-convergence
v0 is the unique solution of {
−div(At0(x)∇v0) = g in Ω
v0 = 0 on ∂Ω.
(5.11)
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One can pass to the limit in the right side of (5.9),
lim
ε→0
∫
Ω
vε dλε =
∫
Ω
v0 dλ.
Thus, ∫
Ω
u0g dx =
∫
Ω
v0 dλ, ∀g ∈ L
∞(Ω).
Therefore, by Definition 5.1, u0 is the Stampacchia solution of (5.8).
6 Optimal Measures
Let us fix a r ∈
[
1, n
n−2
)
. The motivation for the choice of range for r is due to the fact that
there exists a q ∈ [1, 1⋆) such thatW 1,q0 (Ω) is compactly imbedded in L
r(Ω), for r ∈
[
1, n
n−2
)
.
For any given constant k > 0, let U be the set of all L2(Ω) functions such that their L1-norms
are bounded, i.e.,
U =
{
θ ∈ L2(Ω) | ‖θ‖1 ≤ k
}
.
Observe that U is closed and convex in L2(Ω). Given θ ∈ U and {Aε} ⊂M(α, β,Ω), we are
interested in the asymptotic behaviour of the cost functional Jε defined as,
Jε(θ) = ‖uε(θ)‖
r
r + ε‖θ‖
2
2, (6.1)
where uε ∈ H
1
0 (Ω) is the unique solution of{
−div(Aε∇uε) = f + θ in Ω
uε = 0 on ∂Ω.
(6.2)
For a fixed ε, uε ∈ L
r(Ω) and ‖uε(θ)‖
r
r, for all r ∈
[
1, n
n−2
)
, is continuous as function of θ for
the weak topology in L2(Ω). Thus, Jε is weakly lower semicontinuous and is strictly convex.
Therefore, there exists a unique θ∗ε ∈ U which minimizes Jε in U . Given any θ ∈ L
2(Ω), we
associate with it a measure µ, defined as follows:
µ(ω) =
∫
ω
θ dx, ∀ Borel set ω in Ω (6.3)
and the state uε ∈ H
1
0 (Ω) is the Stampacchia solution of{
−div(Aε∇uε) = f + µ in Ω
uε = 0 on ∂Ω.
(6.4)
Let µ∗ε denote the measure corresponding to θ
∗
ε . Since U is bounded in L
1(Ω), by Banach-
Alaoglu theorem, there exists a measure µ∗ ∈ B(Ω) such that, for a subsequence, µ∗ε weak-*
converges to µ∗ in B(Ω). Let V be the weak-* closure of U in B(Ω). For any λ ∈ V , we
define the functional J : V → R ∪ {−∞,+∞}, as
J(λ) = ‖u0‖
r
r, (6.5)
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where the state u0 is the Stampacchia solution of{
−div(A0∇u0) = f + λ in Ω
u0 = 0 on ∂Ω.
(6.6)
We now extend our functionals Jε and J to the space of Borel measures with finite variations,
B(Ω), in the following way:
Fε(µ) =
{
Jε(θ) if µ = θ dx, θ ∈ U
+∞ otherwise
and
F (λ) =
{
J(λ) if λ ∈ V
+∞ if λ ∈ B(Ω) \ V.
Theorem 6.1. Fε Γ-converges to F in the weak-* topology of B(Ω). Furthermore, µ
∗ is the
minimizer of F and Fε(θ
∗
ε)→ F (µ
∗).
Proof. Let µε be a sequence weakly-* converging to µ in B(Ω). It is enough to consider the
case when µ ∈ V and µε ∈ U , for infinitely many ε, as the other cases correspond to the
trivial situation (lim inf Fε(µε) is infinite). Let θε be the function associated with µε as given
in (6.3). We have,
lim inf
ε→0
Fε(µε) = lim inf
ε→0
[
‖uε‖
r
r + ε‖θε‖
2
2
]
≥ lim inf
ε→0
‖uε‖
r
r.
For every q ∈ [1, 1⋆), {uε} is bounded in W
1,q
0 (Ω). Therefore, one can always choose a
s ∈ [1, 1⋆) such that r < s⋆. Thus, by Sobolev Imbedding, W 1,s0 (Ω) is compactly imbedded
in Lr(Ω). Hence, there exists a u0 such that, for a subsequence, uε strongly converges to u0
in Lr(Ω). Therefore, we have,
lim inf
ε→0
Fε(µε) ≥ ‖u0‖
r
r.
Also, by Theorem 5.2, we have that u0 is a Stampacchia solution of (6.6) corresponding to
µ. Hence,
lim inf
ε→0
Fε(µε) ≥ F (µ).
It now only remains to prove the lim sup-inequality. To this aim, we first prove the
lim sup-inequality in U and extend the result to all of V using the density of U in V .
Let F+ := Γ- lim supε→0 Fε in the weak-* topology of B(Ω). Given θ ∈ U , we choose the
constant sequence θε = θ in U . Thus,
F+(θ) ≤ lim sup
ε→0
Fε(θε) = lim sup
ε→0
Fε(θ) = lim sup
ε→0
[
‖uε‖
r
r + ε‖θ‖
2
2
]
= ‖u0‖
r
r.
Therefore,
F+(θ) ≤ F (θ), ∀θ ∈ U. (6.7)
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For any λ ∈ V \ U , there exists a sequence of {λm} ⊂ U such that λm weak-* converges to
λ in B(Ω), as m→∞. to Consider,
F+(λ) ≤ lim inf
m→∞
F+(λm) (by the l.s.c of F
+)
≤ lim
m→∞
F (λm) (by (6.7))
≤ F (λ) (by the continuity of F )
Thus, we have (6.7) for all λ ∈ V and hence, the lim sup-inequality is proved. Therefore, Fε Γ-
converges to F . Moreover, by Theorem 2.1, µ∗ is the minimizer of F and Fε(θ
∗
ε)→ F (µ
∗).
Remark 6.2. A consequence of Theorem 6.1 is that,
lim
ε→0
ε‖θ∗ε‖
2
2 = lim
ε→0
(Fε(θ
∗
ε)− ‖u
∗
ε‖
r
r) = 0.
Thus, ε
1
2θ∗ε → 0 strongly in L
2(Ω).
Conclusion
A question of interest is the regularity of the optimal controls θ∗ and µ∗. To be precise, it
would be of interest to obtain conditions on U or on the coefficients under which θ∗ or µ∗
are in L2(Ω).
The asymptotic behaviour of the optimal control problems given by (4.1)–(4.2) has been
proved for an arbitrary control set in L2(Ω), for the periodic case. A question of further
interest is whether these results can be generalized to the non-periodic case too.
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