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Abstract. In this paper we present and investigate two algebras, one
based on term re-writing and the other on Petri nets, aimed at the speci-
fication and analysis of concurrent systems with timing information. The
former is based on process expressions (at-expressions) and employs a set
of SOS rules providing their operational semantics. The latter is based
on a class of Petri nets with time restrictions associated with their arcs,
called at-boxes, and the corresponding transition firing rule. We relate
the two algebras through a compositionally defined mapping which for
a given at-expression returns an at-box with behaviourally equivalent
transition system. The resulting model, called the Arc Time Petri Box
Calculus (atPBC), extends the existing approach of the Petri Box Cal-
culus (PBC).
Keywords: Net-based algebraic calculi; arc-based time Petri nets; re-
lationships between net theory and other approaches; process algebras;
box algebra; SOS semantics.
1 Introduction
Process algebras, e.g., ACP [2], CCS [15] and CSP[9], provide a formal framework
for dealing with large and complex concurrent computing systems by employ-
ing specific operators corresponding to commonly used programming constructs.
The way of representing system’s structure is given through suitably defined set
of process expressions, and their behaviour is typically captured by a (structured)
set of sequences of executed actions. Another way of modelling concurrent sys-
tems is provided by Petri nets [16, 21], which support a graphical representation
of concurrent systems and, through their being based on a theory of partial
orders (capturing explicit asynchrony), an additional means of verifying their
correctness efficiently, and a way of expressing properties related to causality
and concurrency in system behaviour.
These two kinds of formalisms treat the structure and semantics of concurrent
systems in different ways, which in the past meant that it was almost impossi-
ble to take full advantage of their relative advantages (i.e., compositionality and
explicit asynchrony) when used in isolation. To a significant extent, this prob-
lem was addressed by the Box Algebra [5, 6] and its precursor, the Petri Box
Calculus (PBC) [4]. Both models provided a framework where Petri nets and
process algebras could co-exist, and thus established a bridge between these two
approaches.
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Since its conception, the PBC has been extended to cover, in particular, con-
current systems with timing restrictions [12, 13], where the timing restrictions
were associated with transitions, effectively specifying for how long an enabled
action (or transition) can delay/prolong its execution as well as what is a min-
imum delay or execution time. Another way in which timing assumption could
be introduced is to associate clocks (or age) with the resources (or tokens). More
precisely, one can specify how old/young a given resource consumed by an ac-
tion must be. This approach has been extensively studied in the past, see, e.g.,
[1, 8, 18], both as a model for dealing with complex concurrent systems such as
communication protocols, and as a framework for verifying their properties. It
is precisely this kind of time modelling which has been adopted in this paper.
We will introduce and investigate two different models for the specification
of concurrent systems including explicit timing information. Both models have
an algebraic structure based on operators present in the standard PBC. The
first algebra is based on process expressions, called at-expressions, and a system
of rewriting rules providing structural operational semantics of at-expressions
in the style of [19]. The second algebra is based on a class of Petri nets with
arc-based timing restrictions, called at-boxes, and their execution rules. This
means, in particular, that: (i) each arc from a place p to a transition is given
two time bounds, e and l, representing the earliest consuming time and the latest
consuming time, respectively, for a token which has arrived at place p; (ii) the
local clock of a token is started at the very moment it has been created; and (iii)
time is discrete. It is important to point out that property (i) suits particularly
well the intended compositional setting we are aiming at since the handshake
synchronisation of two transitions basically amounts to gluing them together,
and no special consideration of their timing restrictions is needed. On the other
hand, gluing two transitions in the other time framework we mentioned requires
combining their timing intervals which can be done in several different ways.
The two algebras are related through a compositionally defined mapping
which, for at-expression returns a corresponding at-box (its denotational se-
mantics). The main result is that the denotational and operational semantics
of an at-expression are behaviourally equivalent. The resulting framework, first
reported in [17], consisting of two consistent algebras is called the Arc-Based
Time Petri Box Calculus, or atPBC.
The paper is organised as follows. Section 2 recalls some basic notions used
throughout the paper, section 3 introduces at-boxes, section 4 provides the syn-
tax and semantics of at-expressions, and section 5 develops a compositional net
model based on at-boxes.
Throughout the paper, we assume that the reader is familiar with the basic
concepts of PBC and the Box Algebra [5] on which the compositional treatment
of nets is based. In addition, the appendix contains all the relevant definitions
and results. It also contains the proofs of the key properties of atPBC, as well
as the definitions of other related algebras of expressions and nets.
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2 Basic notions
Multisets Throughout the paper, N denotes the set of non-negative integers
and N∞ df= N ∪ {∞}. A multiset over a set X is a function µ : X → N. We will
write µ ≤ µ′ if the domain X of µ is included in that of the multiset µ′, and
µ(x) ≤ µ′(x), for all x ∈ X. An element x ∈ X belongs to µ, denoted x ∈ µ,
if µ(x) > 0. The sum and difference of multisets, and the multiplication by a
non-negative integer are respectively denoted by +, − and · (the difference will
only be applied when the second argument is smaller or equal to the first one).
A subset of X may be treated as a multiset over X, by identifying it with its
characteristic function, and a singleton set can be identified with its sole element.
A multiset µ over X may be denoted as∑
x∈X
µ(x) · {x} ,
as well as written in extended set notation, e.g., {a, a, b} denotes a multiset µ
such that, for every x ∈ X,
µ(x) =


2 if x = a
1 if x = b
0 otherwise .
Nets A triple (P, T, F ) is a net if P is a finite set of places, T is a finite set of
transitions disjoint from P , and F ⊆ (T × P ) ∪ (P × T ) is a flow relation. In
what follows, for every x ∈ P ∪ T , •x df= {y | (y, x) ∈ F} is the preset of x and
x• df= {y | (x, y) ∈ F} is the postset of x; we assume that, for any transition x,
both sets are always non-empty. The dot-notation extends in the usual way to
sets of places and/or transitions.
A tuple N = (P, T, F,M) is a Place/Transition net (or PT-net) if (P, T, F )
is a net and M : P → N is the initial marking (in general, any mapping from P
to N is a marking of N .
A finite set of transitions U , called a step, is enabled at a marking M if, for
all p ∈ P ,
M(p) ≥
∑
t∈U
F (p, t) · U(t) ,
where we use the symbol F to denote the characteristic function of F . Such a
step may fire leading to a follower marking M ′ given, for every place p ∈ P , by
M ′(p) df= M(p)−
∑
t∈U
F (p, t) · U(t) +
∑
t∈U
F (t, p) · U(t).
We denote this by M [U〉M ′, and call M ′ reachable from M (in general, a marking
can be reachable through a possibly empty sequence of intermediate markings).
The net is safe if for every marking M reachable from the initial one, it is the
case that M(p) ≤ 1, for all p ∈ P .
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Action labels and time restrictions To label transitions in nets considered
in this paper, we use a fixed set of communication actions A such that for every
a ∈ A, there exists its conjugate, â ∈ A, satisfying a 6= â and ̂̂a = a. Also,
there is a silent (or internal) action ı /∈ A. In the algebra of nets (as well as in
the process algebra), it will be assumed that a synchronisation of two conjugate
communication actions always gives rise to the silent action ı.
To model timing restrictions we use the following notation:
D∞ df= {el | e ∈ N ∧ l ∈ N∞ ∧ e ≤ l}
D
df
= {el ∈ D∞ | l 6= ∞}
D⊥ df= D ∪ {⊥}
N⊥ df= N ∪ {⊥} .
Let n ∈ N, EL ∈ D and el ∈ D∞. Then n satisfies the timing restriction el if
e ≤ n ≤ l, and EL satisfies the timing restriction el if e ≤ E and L ≤ l. We
denote this by n tsat el and EL tsat el, respectively. Moreover, for every pair
ξ, ν ∈ D⊥, we denote
ξ ⊕ ν
df
=


⊥ if ξ = ν = ⊥
EL if {ξ, ν} = {⊥, EL}
min{E, E′}max{L, L′} if ξ = EL ∧ ν = E′L′ .
3 Boxes with arc-based time restrictions
An arc-time box (or at-box) is a tuple Θ
df
= (P, T, F, λ, µ) such that:1
– P , T and F are as in the definition of a PT-net.
– λ is a mapping with the domain P ∪T ∪ ((P ×T )∩F ). For every place p ∈ P
and transition t ∈ T , we have the following: λ(p) is a symbol in {e, i, x}; λ(t)
is an action in A ∪ {ı}; and if (p, t) ∈ F then λ(p, t) ∈ D∞.
– µ : P → N⊥ is the initial token timing mapping of Θ (in general, any such
mapping is a token timing of Θ).
Note that token timing mappings of at-boxes are interpreted differently from
markings of PT-nets, namely, µ(p) = k means that p holds a single token which
is k units of time old, and µ(p) = ⊥ means that p is empty.
We adopt the standard rules concerning the drawing of diagrams. In the
diagrams, the empty local state ⊥ will not be represented, and otherwise µ(p)
will be displayed. Other drawing conventions are the same as for the standard
Petri nets.
1 To improve the readability of the main part of the paper, we have slightly simplified
the definition of at-boxes and other related notions, which are given in full in the
appendix.
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The ‘time-less’ version of Θ is defined as a PT-net bΘc
df
= (P, T, F, bµc) such
that, for every p ∈ P ,
bµc(p)
df
=
{
1 if µ(p) ∈ N
0 if µ(p) = ⊥ .
In what follows, bΘc will be called the underlying net of Θ, and we will assume
that it is always safe.
In the at-box model, time restrictions are associated with the arcs incoming
to transitions. For example, if λ(p, t) = (e, l), then the interval (e, l) gives the
waiting time for the tokens flowing from place p to transition t. This interval
identifies the time for which a token has to wait in place p before it can be used
to fire transition t on this occasion. The left bound, e, is called the minimum
waiting time and the right bound, l, the maximum waiting time. A token on p
cannot be used to fire t when it is younger than the minimum waiting time and
must be used to fire an enabled transition before the maximum waiting time has
finished (unless the transition has been disabled in the meantime). If t is not
enabled and the maximum waiting time has passed, the token can no longer be
used to fire transition t. The age of tokens is represented through a token timing
which returns, for each place containing a token, its age (⊥ is returned if a given
place is empty). When a token arrives to a place, its age is set to zero. After that
the age can be increased due to the passage of time. It should be emphasized
that a token does not need to enable any transition in order for its clock to start
‘ticking’.
A finite set of transitions U = {t1, . . . , tk}, called a step, is enabled by a token
timing µ if it is enabled at the marking bµc in the safe underlying PT-net and,
moreover, if t ∈ U and p ∈ •t then µ(p) tsat λ(p, t). Such a step may fire leading
to a follower token timing ν such that, for every place p ∈ P ,
ν(p)
df
=


⊥ if p ∈ •U \ U•
0 if p ∈ U•
µ(p) otherwise .
We denote this by µ[U〉ν.
Another kind of dynamic changes is effected by time moves. A token timing µ
can change into token timing ν by the passage of one time unit if, for transition
t enabled at µ and for every place p ∈ •t we have µ(p) < l, where el = λ(p, t).
The change results in a new token timing ν such that, for every place p ∈ P ,
ν(p)
df
=
{
µ(p) + 1 if µ(p) ∈ N
µ(p) otherwise .
We denote this by µ[
√
〉ν. Intuitively, at-boxes’ time deadlines are assumed to
be hard, i.e., when a transition is ready to fire and even if only one of its input
tokens has reached the maximum waiting time, then this transition must fire (or
become disabled) before further passage of time.
The overall behaviour of Θ is captured by its reachability tree with nodes
labelled by token timings and arcs annotated by labelled moves, denoted by
6 A.Niaouris and M.Koutny
RTΘ. More precisely, the root node is labelled by the initial token timing and, if
a node is labelled by µ, then for every move µ[x〉ν there is a unique descendant
labelled by ν; the arc leading to it is labelled by
√
if x =
√
, and by the multiset
of communication labels
λ(U)
df
=
∑
t∈U
U(t) · {λ(t)}
if x = U is an executed transition step. Figure 1 shows an at-box Θ and the
corresponding reachability tree RTΘ. The use of reachability trees instead of
reachability graphs may be quite surprising at the moment but will be explained
later in this paper together with the considerations that led to this decision.
Θ
p2 x
0p1 e
0
p3
e
t1 a t2b
11
01
12
RTΘ
(0,⊥, 0)
(1,⊥, 1)
(⊥, 0, 1)
(0,⊥, 0) (⊥, 1, 2)
(0,⊥, 0)(1,⊥, 1)
√
{a}
{b} √
{b}√
Fig. 1. An at-box Θ and a part of its reachability tree RTΘ.
4 An algebra of process expressions
In this section, we define the syntax and then operational semantics of process
expressions corresponding to at-boxes.
4.1 Static at-expressions
The following is the syntax for the static arc-based time box expressions (or static
at-expressions), E, which correspond to at-boxes without tokens (below A is a
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finite subset of A, and Z is an auxiliary subset of static expressions which is
needed to ensure that the nets corresponding to at-expressions are safe).
E ::= αel | E scA | E2E | E‖E | E ;E | 〈〈E ~ Z ~ E〉〉
Z ::= Z sc A | Z2Z | E ;E | 〈〈E ~ Z ~ E〉〉 .
(1)
The only real modification, when compared with the standard PBC syntax,
is that a different type of constant expression is used, viz. αel where α ∈ A∪{ı}
is a basic action el ∈ D∞ is a timing restriction. Moreover, the actions employed
by the syntax allow two-way rather than multi-way synchronisation. Similarly
as in the case of at-boxes, e denotes the minimum, and l the maximum waiting
time.
Sequence E ;F and choice E2F compositions are standard; the 2 is used to
denote what is essentially the + in CCS [15] and the comma (,) in COSY [10].
The iterative construct 〈〈D~E ~F 〉〉 means ‘perform D once, then perform zero
or more repetitions of E, then perform F once’. The basic expression αel means
‘upon its activation, execute a single action with communication capabilities α
and terminate, waiting at least e units of time and no more than l units of time
to do so’. The concurrent composition operator is basically a disjoint union and
hence differs from its counterparts in CCS and COSY, and is similar to the
‖∅ in TCSP [22]. For instance, a00‖â00 can perform the {a} and {â} actions
individually (as well as a two-action step {a, â}), but no synchronised action (in
contrast to a.nil|â.nil in CCS). Finally, scoping E sc A implements a combination
of synchronisation and restriction. In essence, it applies the CCS synchronisation
mechanism over all the concurrently enabled pairs (a, â), for a ∈ A, of conjugate
action names but it prevents the individual actions a and â from occurring.
Static expressions describe structural characteristics of concurrent systems.
Their behaviour will be modelled using dynamic at-expressions, introduced next.
4.2 Dynamic at-expressions
The syntax of (standard) dynamic PBC expressions is changed by adding time
related annotations to the over- and underbars. Each such annotation is a pair
of two non-negative integers that correspond to the age of the ‘youngest’ and
‘oldest’ token that might be consumed. For example, E
00
is an expression E
which is in its initial state and all tokens present are zero time units old. Another
example, E 35 ;F , is a sequential composition where the first component has
terminated, and produced some tokens. The exact number (and clock values)
of these tokens is not represented by the annotation, but what is represented is
the age of the youngest token (3 time units), and the age of of the oldest one (5
time units). Effectively, this means that the annotation gives an age range for
the tokens in the state which is represented by the expression. This, in general,
provides less information than that conveyed by the token timings provided by
at-boxes. However, it will turned out that this reduced (or abstracted) view is
sufficient to reason about the behaviour. We will re-visit this issue later on.
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The dynamic at-expressions, G, are defined below, where E and Z denote
static at-expression as in the syntax (1) and EL ∈ D.
G ::= E
EL
| E ;G | G2E | G sc A | 〈〈E ~ Z ~ G〉〉 | 〈〈E ~ K ~ E〉〉 |
E
EL
| G ;E | E2G | G‖G | 〈〈G ~ Z ~ E〉〉
K ::= Z
EL
| G ;E | K2Z | 〈〈G ~ Z ~ E〉〉 | 〈〈E ~ Z ~ G〉〉 |
Z
EL
| E ;G | Z2K | 〈〈E ~ K ~ E〉〉 | K scA
(2)
Given that we are primarily interested in at-expressions that can be derived
from expressions of the form E
00
, the above syntax may appear to be too per-
missive. For example, it admits expressions like a03
55
which has an inconsistent
timing information (the enabled action cannot wait for more than 3 time units
before being executed, yet the age of the enabling tokens is already 5). However,
such an expression may be a part of another, fully consistent expression, e.g.,
(a03
55
) sc{a}, and thus cannot be excluded.
E‖F EL ≡ E EL‖F EL E
EL
‖F
E′L′ ≡ E‖F
min{E,E′}max{L,L′}
E2F
EL ≡ E EL2F E
EL
2F ≡ E2F
EL
E2F
EL ≡ E2F EL E2F
EL
≡ E2F
EL
E sc A
EL ≡ E EL sc A E
EL
sc A ≡ E sc A
EL
E ;F
EL ≡ E EL ;F E ;F
EL
≡ E ;F
EL
E
EL
;F ≡ E ; F EL 〈〈D ~ E ~ F 〉〉 EL ≡ 〈〈D EL ~ E ~ F 〉〉
〈〈D
EL
~ E ~ F 〉〉 ≡ 〈〈D ~ E EL ~ F 〉〉 〈〈D ~ E
EL
~ F 〉〉 ≡ 〈〈D ~ E ~ F EL〉〉
〈〈D ~ E EL ~ F 〉〉 ≡ 〈〈D ~ E
EL
~ F 〉〉 〈〈D ~ F ~ F
EL
〉〉 ≡ 〈〈D ~ E ~ F 〉〉
EL
Table 1. Rules of the structural equivalence for at-expressions.
4.3 Operational semantics of at-expressions
We follow the way through which the semantics of the standard PBC was de-
fined, with appropriate modifications in order to address timing restrictions. We
first define a structural equivalence relation on at-expressions which aims to cap-
ture the most fundamental correspondence between expressions. For example,
E
EL
;F ≡ E ; F
EL
states that a sequential system in which its first component
has terminated is the same as the system in which the second component is ready
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to begin its operation. The time annotations are not changed since the entire
state produced by the first component is passed to the second one. Formally, ≡
is the least equivalence relation on dynamic at-expressions such that the rules
in table 1 are satisfied. Note that we do not give any rule for E
EL
‖F
E
′
L
′
with
EL 6= E′L′ as such an expression can never be derived from initially marked
static expressions, which are the only at-expressions we are interested in.
Proposition 1. Assuming that we treat the rules in table 1 as term rewriting
rules, if G ≡ H and G is an at-expression, then so is H.
Proof. Follows from a similar result in the standard box algebra. ut
4.4 SOS rules
Similarly as at-boxes, at-expressions can perform two kinds of operational se-
mantics moves, namely action moves and time moves. A time move has the
form
G
√
−−−→ H
and an action move has the form
G
Γ
−−−→ H
where Γ is a finite multiset of communication actions. We now define various
types of moves of the structural operational semantics of dynamic at-expressions.
Empty moves The following rules deal with the empty action moves.
G ≡ H
G
∅
−→ H
G
∅
−→ J
Γ
−→ H
G
Γ
−→ H
G
Γ
−→ J
∅
−→ H
G
Γ
−→ H
Basic action A basic action can occur if its timing restrictions are satisfied by
the age range of its overbar:
EL tsat el
αel
EL {α}
−−−→ αel 00
Note that the age range of a newly created underbar is always set to (00).
Scoping There is a single rule for scoping:
G
{a1,â1}+···+{ak,âk}+Γ
−−−−−−−−−−−−−−−−−−−−−→ H , (A ∪ Â) ∩ Γ = ∅ , a1, . . . , ak ∈ A
G sc A
k·{ı}+Γ
−−−−−−−→ H scA
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Other operators There is no real difference in the rules for the remaining
operators when compared with the standard PBC [5, 6].
G
Γ
−−−→ G′ , H
Γ ′
−−−→ H ′
G‖H
Γ+Γ ′
−−−→ G′‖H ′
G
Γ
−−−→ H
〈〈G ~ E ~ F 〉〉
Γ
−−−→ 〈〈H ~ E ~ F 〉〉
〈〈E ~ G ~ F 〉〉
Γ
−−−→ 〈〈E ~ H ~ F 〉〉
〈〈E ~ F ~ G〉〉
Γ
−−−→ 〈〈E ~ F ~ H〉〉
G
Γ
−−−→ H
E2G
Γ
−−−→ E2H
G2E
Γ
−−−→ H2E
G
Γ
−−−→ H
G ;E
Γ
−−−→ H ;E
E ;G
Γ
−−−→ E ;H
Urgent labels of at-expressions To identify cases when time moves can be
applied, we need the notion of urgent labels which can be executed by an at-
expression. Urgent labels of dynamic at-expressions are defined by
urgentlab(H)
df
= {α | α0 ∈ enabledaux (H)},
where enabledaux (H) is a set defined by induction on the structure of H. There
are two kinds of objects which enabledaux (H) can contain, namely α
δ and a,
where α ∈ A ∪ {ı}, a ∈ A and δ ∈ {0, 1}. Intuitively, α0 means that the label α
is enabled and urgent in the expression H, α1 means that the label α is enabled
but non-urgent, and a means that there is a pair of conjugate labels (a, â) enabled
simultaneously and at least one of these labels is urgent. In more detail, for the
base case, we have:
enabledaux (αel
EL
)
df
=


{α0} if EL tsat el and l = L
{α1} if EL tsat el and l < L
∅ otherwise .
enabledaux (αel EL)
df
= ∅
For more complicated expressions H, we define urgentlab(H) as the smallest set
such that, whenever H ≡ G then
enabledaux (G) = enabledaux (H)
and then the following hold for individual cases of composition operators. For
scoping, if a ∈ enabledaux (G) and a ∈ (A ∪ Â) then:
ı0 ∈ enabledaux (G sc A) ,
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as well as
{αδ ∈ enabledaux (G) | α /∈ (A ∪ Â)} ⊆ enabledaux (G sc A)
{a ∈ enabledaux (G) | a /∈ (A ∪ Â)} ⊆ enabledaux (G sc A) .
For concurrent composition,
enabledaux (G) ∪ enabledaux (J) ⊆ enabledaux (G‖J)
{a | aδ ∈ enabledaux (G) ∧ â
δ′ ∈ enabledaux (J) ∧ δ · δ
′ = 0} ⊆ enabledaux (G‖J) .
For the remaining operators, we have that:
enabledaux (G) ⊆ enabledaux (〈〈G ~ E ~ F 〉〉) ∩ enabledaux (〈〈E ~ G ~ F 〉〉)
∩ enabledaux (〈〈E ~ F ~ G〉〉)
enabledaux (G) ⊆ enabledaux (G2E) ∩ enabledaux (E2G)
enabledaux (G) ⊆ enabledaux (G ;E) ∩ enabledaux (E ;G) .
Time moves There is a single time rule:
urgentlab(G) = ∅
G
√
−−−→ G
√
where G
√
is G with each time annotation EL at an over- or underbar changed
to (E + 1)(L + 1). Notice that a time move can only be applied at the topmost
level of an expression as it cannot be ‘propagated’ through the expression using
action rules. This ensures that time progresses uniformly.
Note also that to capture the urgency of enabled label, one cannot use a
definition of the following kind: α ∈ urgentlab(G) if α is enabled by G but
not by G
√
. The reason is that enabling alone cannot find out precisely which
action cannot wait any longer. Take for, instance, the following at-expression:
a002a01
00
. We have here two possible occurrences of a leading to the the same
expression a002a01 00. However, one of them should be considered urgent, even
though we still have that a is enabled by a002a01
11
.
It can be seen that the rules of the operational semantics do not lead outside
the set of dynamic at-expressions.
Proposition 2. Assuming that we treat the rules of the operational semantics
as term rewriting rules, and H has been derived from an at-expression, then H
is also an at-expression.
Proof. Follows from a similar result in the standard box algebra. ut
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Reachability trees of at-expressions As already mentioned, we are ulti-
mately interested in those at-expressions that can be reached, through the rules
of the structural operational semantics, from static at-expressions started at zero
time, i.e., we are interested in at-expressions of the form G = E
00
executed using
the operational semantics rules defined earlier in this section. The representa-
tion that we will use to capture the behaviour of G will again be a reachability
tree, denoted by RTG. Its nodes are labelled by equivalence classes of dynamic
expressions reachable from G, and arcs are labelled by multisets over A∪{ı} or
the
√
symbol. The root node is labelled by [G]≡ and, if a node is labelled by
[H]≡, then: for every move
H
Γ
−−−→ J ,
there is a unique descendant labelled by [J ]≡ and the arc leading to it is labelled
by Γ , and if the time move is possible for H then there is a unique descendant
labelled by [H
√
]≡ and the arc leading to it is labelled by
√
.
Note that we base reachability trees (and later transition systems) of at-
expressions on the equivalence classes of ≡, rather than on at-expressions them-
selves, since we may have G
∅
−→ G′ for two different expressions G and G′,
whereas in the domain of at-boxes, Θ[∅〉Ξ always implies Θ = Ξ.
4.5 Examples
Our first example, in figure 2, shows an at-expression with two sequential actions
a, c in parallel with two other sequential actions b, ĉ and scoping on action c.
Different execution scenarios can be followed. We choose, in line (2), to execute
action a followed by a time move in line (3) which is the only possible move
at this stage. Action b becomes then urgent and in line (4) b is executed. After
three time moves, in line (6), the c part of enabled synchronisation action is
urgent, and so time move is disallowed. Synchronisation takes place in line (7),
by executing the silent synchronisation action ı.
The second example, in figure 3, shows an at-expression consisting of an
action a in parallel with two sequential actions b, â and scoping on action a.
In line (2), we cannot execute a due to the restriction imposed by the scoping
operator (as well as the timing age) and b is not ready to fire. In line (3), after
one time move, action b is urgent and must be executed immediately. In line
(5), action a is urgent, but its counterpart â is not enabled due to the time
restrictions. As a result, the synchronisation action of the scoping operator is
not possible and there are no other possible action moves after that.
5 An algebra of arc-time boxes
We now extend the box algebra to at-boxes, by defining compositionally a map-
ping Box which, for static at-expressions, returns at-boxes. The net algebra em-
ploys operators directly corresponding to (and denoted as) those used in the
algebra of static at-expressions. All the net operators are similar to those in the
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(1) ((a02 ; c44) ‖ (b11 ; ĉ14)) sc{c} 00 ≡
(2) ((a02
00
; c44) ‖ (b11 00 ; ĉ14)) sc{c}
{a}
−−−−−−−→
(3) ((a02
00
; c44) ‖ (b11 00 ; ĉ14)) sc{c}
√
−−−−−−−→
(4) ((a02
11
; c44) ‖ (b11 11 ; ĉ14)) sc{c}
{b}
−−−−−−−→
(5) ((a02
11
; c44) ‖ (b11
00
; ĉ14)) sc{c} ≡
(6) ((a02 ; c44
11
) ‖ (b11 ; ĉ14 00)) sc{c}
√√√
−−−−−−−→
(7) ((a02 ; c44
44
) ‖ (b11 ; ĉ14 33)) sc{c}
{ı}
−−−−−−−→
(8) ((a02 ; c44
00
) ‖ (b11 ; ĉ14
00
)) sc{c} ≡
(9) ((a02 ; c44) ‖ (b11 ; ĉ14)) sc{c}
00
Fig. 2. An evolution of the expression ((a02 ; c44) ‖ (b11 ; ĉ14)) sc{c} 00.
(1) (a11 ‖ (b11 ; â11)) sc{a} 00 ≡
(2) (a11
00 ‖ (b11 00 ; â11)) sc{a}
√
−−−−−−−→
(3) (a11
11 ‖ (b11 11 ; â11)) sc{a}
{b}
−−−−−−−→
(4) (a11
11 ‖ (b11
00
; â11)) sc{a} ≡
(5) (a11
11 ‖ (b11 ; â11 00)) sc{a}
Fig. 3. An evolution of the expression (a00 ‖ (b11 ; â01)) sc{a} 00.
standard PBC with two important modifications: (i) changing the definition of
the basic net corresponding to a single action, and (ii) taking care of the time re-
strictions associated with transition input arcs. Essentially, the latter means that
if p and t are a place and transition which are ‘carried forward’ by a net operator,
then the associated time constraint λ(p, t) is also carried forward. Moreover, in
the scoping operation, if t and t′ are fused together to yield a ı-labelled synchro-
nisation transition u, then we assume that •t ∩ •t′ = ∅ and t• ∩ t′• = ∅. We
omit here a full definition of the composition operators (they all can be found in
the appendix), and instead provide in figure 4 a number of examples involving
the operators used in the algebra of at-boxes.
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Box(αel)
df
= Nαel
e
α
x
el
Box(a01‖b23) df= Na01‖Nb23
e e
x x
a b
01 23
Box(a002b07)
df
= Na002Nb07
e
x
a b
00 07
Box(((a002b11) ‖ â00) sc{a})
e e
x x
b ı
11 0200
Box(a13 ; b69)
df
= Na13 ;Nb69
e
i
x
a
b
13
69
Box(〈〈a01 ~ b00 ~ c12〉〉) df= 〈〈Na01 ~ Nb00 ~ Nc12〉〉
e
i
x
a
b
c
01
12
00
Fig. 4. Examples of nets defined in the algebra of at-boxes.
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Formally, we introduce a denotational semantics of at-expressions through
the semantical mapping Box from static at-expressions to at-boxes so that
Box(αel)
df
= Nαel
where Nαel is shown in figure 4, and for other static at-expressions:
Box(E sc A)
df
= Box(E) sc A
Box(E2F )
df
= Box(E)2Box(F )
Box(E‖F )
df
= Box(E)‖Box(F )
Box(E ;F )
df
= Box(E) ;Box(F )
Box(〈〈D ~ E ~ F 〉〉)
df
= 〈〈Box(D) ~ Box(E) ~ Box(F )〉〉 .
Since we are interested in the behaviour of systems starting from their initial
state, we also need to describe Box(G), for any dynamic at-expression of the
form G = E
00
. The appropriate at-box is defined as Box(E) with µ(p) changed
to 0, for every entry place p.
In order to guarantee the safeness of the underlying PT-net, we followed
the standard treatment of the PBC and restricted slightly the syntax of the
second component of the iterative construct 〈〈D ~ E ~ F 〉〉, by stipulating that
each application of parallel composition is within the scope of some sequential
composition or iteration. And, as shown in the appendix,
Proposition 3. For every dynamic at-expression G = E
00
, the mapping Box
returns an at-box.
Consistency between denotational and operational semantics We now
formulate the central result of this paper which states that the two semantics
of at-expressions are equivalent. The following result, proved in the appendix,
extends that for the standard PBC where the transition systems of corresponding
expressions and boxes are isomorphic [6].
Theorem 1. For every dynamic at-expression G = E
00
, the reachability trees
RTG and RTBox(G) are isomorphic.
The first comment about the above theorem is that the result is not for-
mulated in terms of transition systems of G and Box(G), as in the standard
PBC, but rather in terms of their reachability trees. The reason is that the lat-
ter are not isomorphic (though they are strongly bisimilar [15]). Isomorphism of
reachability graphs fails to hold because, in general, there is no one-to-one cor-
respondence between the expressions reachable from G and the token timings
reachable from the initial token timing of Box(G). To illustrate this, we consider
the at-expression G = ((a00 ‖ b01) ‖ c11) ; d01
00
and the corresponding at-box
Box(G) shown in figure 5.
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0p1
e
0p2
e
0p3
e
p4
i
p5
i
p6
i
p7
x
t1
a
t2
b
t3
c
t4
d
00
01
11
01
01
01
Fig. 5. An at-box corresponding to the expression ((a00 ‖ b01) ‖ c11) ; d01 00.
It may be easily checked that this at-box allows the following two sequences
of moves, both starting from the initial token timing:
scenario1 scenario2
(1) (0, 0, 0,⊥,⊥,⊥,⊥) [{t1, t2}〉 (0, 0, 0,⊥,⊥,⊥,⊥) [{t1}〉
(2) (⊥,⊥, 0, 0, 0,⊥,⊥) [
√
〉 (⊥, 0, 0, 0,⊥,⊥,⊥) [
√
〉
(3) (⊥,⊥, 1, 1, 1,⊥,⊥) [{t3}〉 (⊥, 1, 1, 1,⊥,⊥,⊥) [{t2, t3}〉
(4) (⊥,⊥,⊥, 1, 1, 0,⊥) [{t4}〉 (⊥,⊥,⊥, 1, 0, 0,⊥) [{t4}〉
(5) (⊥,⊥,⊥,⊥,⊥,⊥, 0) (⊥,⊥,⊥,⊥,⊥,⊥, 0)
The two corresponding execution sequences for the expression G are shown
in figure 6. One may further observe that the left marking in line (4) above cor-
responds to the expressions in lines (4′) and (4a′), and that the right marking in
line (4) above corresponds to the expressions in lines (4′′) and (4a′′). However,
the two markings are different yet we have (4′) ≡ (4a′) = (4a′′) ≡ (4′′), which
indicates that the expressions in lines (4′, 4a′, 4′′, 4a′′) represent the same state
of the system. It is therefore impossible to show that the reachability graphs
of G and Box(G) are isomorphic. This should not be treated as a cause for
concern since theorem 1 above still establishes very strong relationship between
the behaviours of the at-expressions and the corresponding at-boxes. The above
discussions also shows that, in general, there can be no direct translation from
dynamic at-expressions to at-boxes since, informally, there are fewer of the for-
mer than of the latter. In a way, as we already mentioned, at-expressions are
more abstract than the corresponding at-boxes. This, as we expect, can be used
to improve model-checking of behaviours specified by at-expressions, by provid-
ing an equivalence relation between reachable token timings of at-boxes which
could be used to improve the efficiency of the unfolding of at-boxes (with the
resulting unfoldings being smaller). This hypothesis is at the present moment
investigated in the context of the general scheme for generating net unfoldings
in [11] and the corresponding tool support.
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5.1 Cluster based evolutions
The above discussion also means that a proof of theorem 1 cannot be obtained
by a simple adaptation of that used in [6] since dynamic at-expressions cannot be
unambiguously mapped to at-boxes. To explain how we cope with this problem,
assume that we have an at-expression G = E
00
not involving action scoping, like
that considered above. One can then make a crucial observation that for each
transition t in Box(G), the annotations of its input arcs are exactly the same, say
el (this is, clearly, not true of at-boxes in general). This specific property implies
that to check the enabledness of t it suffices to check that each input place to t
has a token, and that the age of the oldest and the youngest token in such places
lies between e and l. And this is strictly less information than we require in the
general case.
For every at-expression G, we define clusters CL(G) = {cl1, . . . , cln} which
are sets of places of Box(G) corresponding to the entry/exit interfaces of Box(G)
as well as the input places of all individual transitions. This allows one to express
the evolutions of Box(G) in terms of changing the ‘state’ of clusters rather than
the state of individual places. More precisely, the cluster filling M of Box(G) (see
appendix D) is a mapping which associates with each cluster either ⊥ (meaning
the cluster is empty), or EL (meaning the cluster has at least one token and the
age of the youngest token in it is E, and the age of the oldest is L). We then
define enabledness of steps and dynamic changes of the net w.r.t. cluster based
states, in a way quite similar to that used in the usual semantics, including the
notion of a reachability tree. It can then be proven that cluster-based at-boxes
are behaviorally equivalent to normal at-boxes (more precisely, their reachability
trees are isomorphic).
For the example considered above, there are six clusters: cl1
df
= {p1, p2, p3}
cl2
df
= {p1}, cl3
df
= {p2}, cl4
df
= {p3}, cl5
df
= {p4, p5, p6} and cl6
df
= {p7}. Assuming
this ordering of clusters, our two scenarios can be re-written as follows:
scenario1 scenario2
(1′′′) (00, 00, 00, 00,⊥,⊥) [{t1, t2}〉 (00, 00, 00, 00,⊥,⊥) [{t1}〉
(2′′′) (00,⊥,⊥, 00, 00,⊥) [
√
〉 (00,⊥, 00, 00, 00,⊥) [
√
〉
(3′′′) (11,⊥,⊥, 11, 11,⊥) [{t3}〉 (11,⊥, 11, 11, 11,⊥) [{t2, t3}〉
(4′′′) (⊥,⊥,⊥,⊥, 01,⊥) [{t4}〉 (⊥,⊥,⊥,⊥, 01,⊥) [{t4}〉
(5′′′) (⊥,⊥,⊥,⊥,⊥, 00) (⊥,⊥,⊥,⊥,⊥, 00)
Note that the problem encountered before with line (4) is no longer present in
line (4′′′). Effectively, this means that we can suitably adopt the proof technique
used in, e.g., [6], to justify theorem 1 (as far as synchronised transitions are
concerned, they will have two clusters which are responsible for their enabling).
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scenario1
(1′) ((a00 ‖ b01) ‖ c11) ; d01 00
{a,b}
−−−−−−−→
(2′) ((a00
00
‖ b01
00
) ‖ c11 00) ; d01
√
−−−−−−−→
(3′) ((a00
11
‖ b01
11
) ‖ c11 11) ; d01
{c}
−−−−−−−→
(4′) ((a00
11
‖ b01
11
) ‖ c11
00
) ; d01 ≡
(4a′) ((a00 ‖ b01) ‖ c11) ; d01 01
{d}
−−−−−−−→
(5′) ((a00 ‖ b01) ‖ c11) ; d01
00
scenario2
(1′′) ((a00 ‖ b01) ‖ c11) ; d01 00
{a}
−−−−−−−→
(2′′) ((a00
00
‖ b01 00) ‖ c11 00) ; d01
√
−−−−−−−→
(3′′) ((a00
11
‖ b01 11) ‖ c11 11) ; d01
{b,c}
−−−−−−−→
(4′′) ((a00
11
‖ b01
00
) ‖ c11
00
) ; d01 ≡
(4a′′) ((a00 ‖ b01) ‖ c11) ; d01 01
{d}
−−−−−−−→
(5′′) ((a00 ‖ b01) ‖ c11) ; d01
00
Fig. 6. Two execution sequences corresponding to scenario 1 and 2.
6 Concluding remarks
In this paper, we introduced a new compositional model of arc-based time Petri
nets, and a corresponding process algebra of time expressions. We have explained
the nature of the correspondence between the two algebras, in terms of their
respective reachability trees, and outlined an intermediate (cluster based) rep-
resentation used in the proof of this correspondence. In particular, these results
make it possible to combine the verification techniques developed independently
for process algebra and Petri nets with timing, and to give a syntax oriented
semantics of real-time specification languages. We also plan to explore more ef-
ficient model checking technique based on the observations made in this paper.
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A An algebra of at-boxes
In what now follows, we re-trace at much greater level of detail and extend the
development presented in the main body of the paper.
A.1 Net substitution
The identities of places and transitions will play a key role, especially when
defining the transition based SOS semantics of process expressions. As in the
standard box algebra, place and transition identities will come in the form of
finite labelled trees retracing the operators used to construct a box.
We shall assume that there are two disjoint sets of basic place and transition
names, Proot and Troot. Each name η ∈ Proot ∪ Troot can be viewed as a special
tree with a single node labelled with η, which is both a root and a leaf. (All the
transitions in figure 7 are assumed to be of that kind.) We shall also employ
more complex trees as transition and place names, and use a linear notation to
express such trees. To this end, an expression xT, where x is a basic name in
Proot∪Troot, and T is a set of trees, denotes a tree where the trees of the multiset
are appended to an x-labelled root. Moreover,
– if T = {t} is a singleton then xT will be denoted by xt.
– xJT denotes the set of trees {xt | t ∈ T}.
– x(v1JT1, . . . , vkJTk) denotes the set of trees
{x{v1t1, . . . , vktk} | t1 ∈ T1 ∧ . . . tk ∈ Tk} .
B Petri nets with arc-based time restrictions
An arc-time Petri net (or at-net) is a tuple Σ
df
= (P, T, F, λ,M) such that:
– (P, T, F ) is a net.
– λ is a mapping with the domain P ∪ T ∪ ((P × T ) ∩ F ) such that, for every
place p and transition t, λ(p) is a symbol in {e, i, x}, λ(t) is an action in
A ∪ {ı}, and if (p, t) ∈ F then λ(p, t) is a time constraint in D∞.
– M : P → N is a marking.
Places labelled by e, i and x are respectively called entry, internal and exit, and
their sets are denoted by ◦Σ, Σ¨ and Σ◦. We use the standard step sequence
semantics for at-nets, in particular, the set of enabled steps will be denoted by
enabled(Σ), and the firing of an enabled step U ∈ enabled(Σ) is denoted by
Σ[U〉Σ′, where Σ′ is defined as usual. (It is worth stressing that at-nets are
nothing but ordinary nets with time annotations on the input arcs which are
simply ignored at this point.) Following the standard box algebra terminology,
we say that Σ is:
– ex-directed if •p = q• = ∅, for every entry place p and exit place q.
– ex-restricted if there is at least one entry place and at least one exit place.
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– static if MΣ = ∅ and every marking reachable from
◦Σ is safe and clean
(the latter means that if all the entry or all the exit places are marked then
all the remaining places are empty).
– dynamic if MΣ 6= ∅ and every marking reachable from MΣ or
◦Σ is safe
and clean.
– entry (or exit) at-net if MΣ =
◦Σ (resp. MΣ = Σ◦).
– ex-exclusive if, for every marking M reachable from MΣ or
◦Σ, it is the
case that M ∩ ◦Σ = ∅ or M ∩ Σ◦ = ∅, i.e., it is not possible to mark
simultaneously an entry and an exit place.
– initial (or final) if it contains one token in each entry (resp. exit) place and
tokens elswhere.
If MΣ = ∅ then Σ (and Σ) is obtained by changing the marking to
◦Σ (resp.
Σ◦). And bΣc denotes Σ with its marking set to the empty one.
The above notions will be transferred, whenever it makes sense, to other
kinds of Petri nets based on at-nets.
B.1 Net refinement
We now give definitions of the composition operators for at-nets; these are ba-
sically the same as for the standard box algebra with the addition that we need
to give the time annotations for all arcs from places to transitions. The relevant
operator boxes are shown in figure 7.
Scoping Let A ⊆ A and Σ be an ex-restricted and ex-directed at-net. The result
of a substitution of the transition vsc A in Ωsc A by Σ is an at-net Φ = Ωsc A(Σ)
whose components are defined as follows.
Places. There are three kinds of places in Φ:
– For every entry place p in Σ, q = esc Avsc Ap is an entry place in Φ with
the marking MΣ(p).
– For every exit place p in Σ, q = xsc Avsc Ap is an exit place in Φ with the
marking MΣ(p).
– For every internal place p in Σ, q = vsc Ap is an internal place in Φ with
the marking MΣ(p).
Transitions, arcs and timing constraints. There are two kinds of transitions in Φ:
– For every transition t in Σ with a label not belonging to A∪ Â, w = vsc At
is a transition in Φ with the same label as t.
There is an arc from a place q to w iff there was an arc from p to t; moreover,
in such a case, λΦ(q, w) = λΣ(p, t).
There is an arc from w to a place q iff there was an arc from t to p.
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e eαel
α vαel
x xαel
el
Nαel
e esc A
α vsc A
x xsc A
Ωsc A
e e1‖
α v1‖
x x1‖
e e2‖
α v2‖
x x2‖
Ω‖
e e;
v1;
i i;
v2;
x x;
Ω;
e e2
v12 v
2
2
x x2
Ω2
e e~
v1~
v3~
ii~ v
2
~
x x~
Ω~
Fig. 7. An at-net Nαel and five operator boxes.
– For all pairs of transitions t, u in Σ, one with a label a ∈ A and the other
with the label â, as well as with disjoint sets of pre- and post-places, w =
vsc A{t, u} is a transition in Φ with the label ı.
There is an arc from a place q to w iff there was an arc from p to t (or u);
moreover, in such a case, λΦ(q, w) = λΣ(p, t) (or λΦ(q, w) = λΣ(p, u)).
2
There is an arc from w to a place q iff there was an arc from t or u to p.
Other operators Let Ωop ∈ {Ω2, Ω~, Ω;, Ω‖} be any n-unary (n ≥ 2) operator
box and Σ = (Σ1, . . . , Σn) = (Σv1op , . . . , Σvnop) be an n-tuple of ex-restricted and
ex-directed at-nets. The result of a simultaneous substitution of the transitions
2 Note that the definition is well-formed since the pre-sets of t and u are disjoint.
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viop in Ωop by the at-nets Σviop is a net Ωop(Σ) = Φ whose components are defined
as follows.
Transitions. There is one kind of transition in Φ:
– For all transitions v in Ωop and t in Σv, w = vt is a transition in Φ with
the same label as t.
Places, arcs and timing constraints. There are two kinds of places in Φ:
– For every transition z in Ωop and every internal place p in Σz, q = zp is
an internal place in Φ with the marking MΣz (p).
There is an arc from q to a transition w iff v = z and there was an arc from
p to t; moreover, in such a case, λΦ(q, w) = λΣz (p, t).
There is an arc from a transition w to q iff v = z and there was an arc from
t to p.
– For every place s in Ωop with
•s = {u1, . . . , uk} and s• = {uk+1, . . . , uk+m},
we construct in Φ all the places
q = s(u1p1, . . . , uk+mpk+m) ,
where each pi (for i ≤ k) is an exit place of Σui , and each pj (for j > k) is
an entry place of Σuj .
The label of q is that of s and the marking is equal to
MΣu1 (p1) + . . . + MΣuk+m (pk+m) .
There is an arc from q to a transition w iff w = uj (for some j) and there
was an arc from pj to t; moreover, in such a case, λΦ(q, w) = λΣw(pj , t).
3
There is an arc from a transition w to q iff w = uj (for some j) and there
was an arc from t to pj .
As in the standard box algebra, we will use the following notations:
Ωsc A(Σ) = Σ sc A
Ω‖(Σ,Σ′) = Σ‖Σ′
Ω;(Σ,Σ
′) = Σ ;Σ′
Ω2(Σ,Σ
′) = Σ2Σ′
Ω~(Σ,Σ
′, Σ′′) = 〈〈Σ ~ Σ′ ~ Σ′′〉〉 .
B.2 Algebra of at-nets
The syntax (1) for static arc-based time box expressions (or static at-expressions),
E, which correspond to at-nets with empty markings was given in the main body
of the paper. Note that Z captures an auxiliary set of at-expressions such that
3 Note that the definition is well-formed since the operand at-nets are ex-directed.
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the corresponding at-nets are always ex-exclusive, and due to the standard box
algebra theory, the at-nets corresponding to the expressions E are safe and clean
(see proposition 4). The syntax for dynamic at-expressions (2) was also given in
the main body of the paper. In addition, for any dynamic at-expression H, we
denote by bHc, the static at expression obtained from H by removing all the
overbars and underbars. And, any dynamic expression of the form E
00
will be
called initial.
Composite at-nets To be able to take advantage of the results developed for
the standard box algebra, we introduce semantics of at-expressions into at-nets
which are the same as that in the standard box algebra if we ignore all time
annotations. The mapping Box from at-expressions to at-nets is defined so that
Box(αel)
df
= Nαel
where Nαel is shown in figure 7,
Box(E
EL
)
df
= Box(E)
Box(E
EL
)
df
= Box(E)
and for remaining static of dynamic at-expressions:
Box(H sc A)
df
= Box(H) sc A
Box(H2J)
df
= Box(H)2Box(J)
Box(H‖J)
df
= Box(H)‖Box(J)
Box(H ; J)
df
= Box(H) ;Box(J)
Box(〈〈H ~ J ~ I〉〉)
df
= 〈〈Box(H) ~ Box(J) ~ Box(I)〉〉 .
Any at-net obtained through the Box() from some at-expression will be called
composite. Note that the above at-nets semantics of at-expressions are the stan-
dard black token semantics, with all time constraint being simply ignored.
Proposition 4. For every static (or dynamic) at-expression H, Box(H) is a
static (resp. dynamic) at-net which is both ex-directed and ex-restricted. More-
over, if H conforms to the syntax for Z or K then Box(H) is ex-exclusive.
Proof. Follows from similar results in the standard box algebra. ut
Transition based operational semantics of at-expressions To prove our
main results, we will need another semantics of at-expressions, based on the
transitions present in the corresponding composite at-nets. More precisely, at-
expressions can perform two kinds of operational semantics moves, namely tran-
sition moves and time moves. A time move has the form
G
√
−−−→ H
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and an action move has the form
G
U
−−−→ H
where U = {t1, . . . , tk} (k ≥ 0) is a set of transitions in the composite at-net
Box(E), where E is obtained from G by deleting all overbars and underbars.
We now define various types of moves of the structural operational semantics
of dynamic at-expressions (note that the relation≡ below is defined as in table 1).
Empty moves The following rules deal with the empty action moves.
G ≡ H
G
∅
−→ H
G
∅
−→ J
U
−→ H
G
U
−→ H
G
U
−→ J
∅
−→ H
G
Γ
−→ H
Basic action A basic action can occur if its timing restrictions are satisfied by
the age range of its overbar:
EL tsat el
αel
EL {vαel}
−−−→ αel 00
Scoping There is a single rule for scoping:
G
{t1,u1}]···]{tk,uk}]U
−−−−−−−−−−−−−−−−−−−−−→ H , (∀i)ai = ĉi ∈ A , (A ∪ Â) ∩ L = ∅
G sc A
{vsc A{t1,u1},...,vsc A{tk,uk}}∪vsc AJU
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ H sc A
where L = λBox(bGc)(U), ai = λBox(bGc)(ti) and ci = λBox(bGc)(ui), for i =
1, . . . , k.
Other operators There is no real difference in the rules for the remaining
operators when compared with the standard box algebra [5, 6].
G
U
−−−→ G′ , H
U ′
−−−→ H ′
G‖H
v1‖JU∪v2‖JU ′
−−−−−−−−−−−−−→ G′‖H ′
G
U
−−−→ H
〈〈G ~ E ~ F 〉〉
v1~JU
−−−−−−−→ 〈〈H ~ E ~ F 〉〉
〈〈E ~ G ~ F 〉〉
v2~JU
−−−−−−−→ 〈〈E ~ H ~ F 〉〉
〈〈E ~ F ~ G〉〉
v3~JU
−−−−−−−→ 〈〈E ~ F ~ H〉〉
G
U
−−−→ H
G2E
v1
2
JU
−−−−−−−→ H2E
E2G
v2
2
JU
−−−−−−−→ E2H
G
Γ
−−−→ H
G ;E
v1
;
JU
−−−−−−−→ H ;E
E ;G
v2
;
JU
−−−−−−−→ E ;H
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Urgent transitions of at-expressions Urgent transitions of dynamic at-
expressions are defined by induction on their structure, as follows. For the base
case, we have:
urgent(αel
EL
)
df
=
{
{vαel} if EL tsat el and l = L
∅ otherwise .
urgent(αel
EL
)
df
= ∅
For more complicated expressions H, we define urgent(H) as the smallest set
such that, whenever H ≡ G then
urgent(G) = urgent(H)
and then the following hold for individual cases of composition operators. For
scoping, if vsc AU ∈ enabled(G) and U ∩ urgent(G) 6= ∅ then:
vsc AU ∈ urgent(G sc A) .
Note: enabled(H) comprises all t such that there is an at-expression J satisfying
H
{t}
−−−→ J .
For the remaining operators, if t ∈ urgent(G) then:
v1‖t ∈ urgent(G‖J)
v2‖t ∈ urgent(J‖G)
v1~t ∈ urgent(〈〈G ~ E ~ F 〉〉)
v2~t ∈ urgent(〈〈E ~ G ~ F 〉〉)
v3~t ∈ urgent(〈〈E ~ F ~ G〉〉)
v1
2
t ∈ urgent(G2E)
v2
2
t ∈ urgent(E2G)
v1; t ∈ urgent(G ;E)
v2; t ∈ urgent(E ;G) .
Time moves There is a single time rule:
urgent(G) = ∅
G
√
−−−→ G
√
Note that urgent(G) is the set of all transitions enabled by G but not by G
√
and,
in fact, it could be defined like that. However, we preferred to give a definition
closer to that used in the label based presentation in the main body of the paper.
Note also that the example motivating a rather complicated definition of urgent
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labels there, a002a01
11
, no longer works. The reason is that in case of the
transition based semantics, the two a labels correspond to executing v1
2
va00
and v2
2
va01, respectively, and so they can be distinguished by the enabling
relation.
It can be seen that the rules of the operational semantics do not lead outside
the set of dynamic at-expressions.
Proposition 5. Assuming that we treat the rules of the transition based op-
erational semantics as term rewriting rules, and H has been derived from an
at-expression, then H is also an at-expression.
Proof. Follows from a similar result in the standard box algebra. ut
Representing global behaviour of at-expressions There are different, though
closely related, representation capturing the overall behaviour of an at-expression
H. The first one we already introduced is that of reachability tree, RTH . We will
also need the following.
– A full reachability tree of a dynamic at-expression H, denoted by fRTH , is a
tree whose nodes are labelled by equivalence classes of dynamic expressions
reachable from H using the rules defined in this section, and arcs are labelled
by steps of transitions or the
√
symbol. The root node is labelled by [H]≡
and, if a node is labelled by [G]≡, then: for every move
G
U
−−−→ J ,
there is a unique descendant labelled by [J ]≡ and the arc leading to it is
labelled by U , and if the time move is possible for G then there is a unique
descendant labelled by [G
√
]≡ and the arc leading to it is labelled by
√
. For
a static at-expression H, fRTH
df
= fRT
H
00 .
– Let H be a dynamic at-expression. We will use [H〉 to denote all the at-
expressions derivable from H using the operational semantics defined in this
section, i.e., the least set of expressions containing H such that if H ′ ∈ [H〉
and H ′ U−→ H ′′, for some step U of transitions in bcBox(H)c , then H ′′ ∈ [H〉.
Moreover, [H]≡ will denote the equivalence class of ≡ containing H.
The full transition system of H is then defined as fTSH
df
= (V,Arcs , init),
where V
df
= {[H ′]≡ | H ′ ∈ [H〉} is the set of states with init
df
= [H]≡ being the
initial state, and Arcs is the set of labelled arcs of the form ([H ′]≡, U, [H ′′]≡)
such that H ′, H ′′ ∈ [H〉 and H ′ U−→ H ′′.
For a static at-expression H, fTSH
df
= fTS
H
00 .
– Let H be a dynamic at-expression. We will use [H〉lab to denote all the at-
expressions derivable from H using the operational semantics introduced in
the main body of the paper, i.e., the least set of expressions containing H
such that if H ′ ∈ [H〉lab and H ′
Γ
−→ H ′′, for some multiset of communication
labels Γ , then H ′′ ∈ [H〉lab.
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The transition system of H is then defined as TSH
df
= (V,Arcs , init), where
V
df
= {[H ′]≡ | H ′ ∈ [H〉lab} is the set of states with init
df
= [H]≡ being the
initial state, and Arcs is the set of labelled arcs of the form ([H ′]≡, Γ, [H ′′]≡)
such that H ′, H ′′ ∈ [H〉lab and H ′
Γ
−→ H ′′.
For a static at-expression H, TSH
df
= TS
H
00 .
B.3 Interface regions
The standard boxes have quite regular internal structure which then has a signif-
icant impact on their behaviour. We will capture some aspects of this structure
through the notion of interface regions, which will form a partition of the set of
internal places.
The set of interface regions IR(Σ) of a composite at-net Σ is defined by
induction on the structure of the at-net, in the following way.
Basic Net: Σ = Nαel. Then IR(Σ)
df
= ∅.
Parallel composition: Σ = Σ1‖Σ2. Then
IR(Σ)
df
=
2⋃
k=1
{vk‖ J Q | Q ∈ IR(Σk)} .
Sequential composition: Σ = Σ1 ;Σ2. Then
IR(Σ)
df
= {i;(v
1
; J Σ
◦
1 , v
2
; J
◦Σ2)} ∪
2⋃
k=1
{vk; J Q | Q ∈ IR(Σk)} .
Choice operator: Σ = Σ12Σ2. Then
IR(Σ)
df
=
2⋃
k=1
{vk
2
J Q | Q ∈ IR(Σk)} .
Iteration: Σ = 〈〈Σ1 ~ Σ2 ~ Σ3〉〉. Then
IR(Σ)
df
= {i~(v
1
~ J Σ
◦
1 , v
2
~ J
◦Σ2, v2~ J Σ
◦
2 , v
3
~ J
◦Σ3)} ∪
3⋃
k=1
{vk~ J Q | Q ∈ IR(Σk)} .
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Scoping: Σ = Σ1 sc A. Then IR(Σ)
df
= {vsc A J Q | Q ∈ IR(Σ1)} .
Proposition 6. Let Σ be a composite at-net. Then
Σ¨ =
⊎
Q∈IR(Σ)
Q .
Proof. Follows by a straightforward induction on the way Σ has been con-
structed. ut
A crucial property of an interface region is that its marking behaves in a
monotone way, as captured by the following result.
Proposition 7. Let Σ be an initial composite at-net, Q ∈ IR(Σ) one of its
interface regions, and M1U1M2U2 . . . MnUnMn+1 be a sequence of markings and
steps such that M1 = MΣ =
◦Σ and Mi[Ui〉Mi+1, for i = 1, . . . , n. Moreover,
let M ′i = Mi ∩Q, for i = 1, . . . , n + 1.
1. There are indices k1 < k2 < . . . < km such that k1 = 1, km = n + 2 and, for
each j < m, one of the following holds:
Case 1: ∅ = M ′kj ⊆ M
′
kj+1
⊆ · · · ⊆ M ′kj+1−1 .
Case 2: Q = M ′kj ⊇ M
′
kj+1
⊇ · · · ⊇ M ′kj+1−1 .
Moreover the two cases strictly alternate, beginning with Case 1.
2. If M ′i occurs in Case 1 sequence then
•Ui∩Q = ∅, and otherwise U•i ∩Q = ∅.
Proof. (1) This is a property of the standard box algebra. It can be shown,
for instance, by considering the isomorphism between the reachability graphs of
such boxes and the the corresponding process expressions. One also needs the
following property ∅ ∈ {•Ui ∩ Q,U•i ∩ Q}, for all i, which holds due to the
syntaxes (1,2); in particular, since the way in which the syntax for Z was given
guarantees that the corresponding at-net is ex-exclusive.
(2) Follows directly from part (1) and the above property. ut
B.4 Clusters
For every composite at-net Σ, its clusters are defined as:
CL(Σ)
df
= {◦Σ,Σ◦} ∪ cle(Σ) ∪ cli(Σ),
where the entry clusters cle(Σ), and the internal clusters cli(Σ), are defined
compositionally below.
Basic Net: Σ = Nαel. Then cle(Σ)
df
= {◦Σ} and cli(Σ)
df
= ∅.
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Parallel composition: Σ = Σ1‖Σ2. Then
cle(Σ)
df
=
2⋃
k=1
{ek‖v
k
‖ J cl | cl ∈ cle(Σk)}
cli(Σ)
df
=
2⋃
k=1
{vk‖ J cl | cl ∈ cli(Σk)} .
Sequential composition: Σ = Σ1 ;Σ2. Then
cle(Σ)
df
= {e;v
1
; J cl | cl ∈ cle(Σ1)}
cli(Σ)
df
=
2⋃
k=1
{vk; J cl | cl ∈ cli(Σk)} ∪ {i;(v
1
; J Σ
◦
1 , v
2
; J cl) | cl ∈ cle(Σ2)} .
Choice operator: Σ = Σ12Σ2. Then
cle(Σ)
df
= {e2(v
1
2
J cl, v2
2
J ◦Σ2 | cl ∈ cle(Σ1)} ∪
{e2(v
1
2
J ◦Σ1, v22 J cl) | cl ∈ cle(Σ2)}
cli(Σ)
df
=
2⋃
k=1
{vk
2
J cl | cl ∈ cli(Σk)} .
Iteration: Σ = 〈〈Σ1 ~ Σ2 ~ Σ3〉〉. Then
cle(Σ)
df
= {e~v
1
~ J cl | cl ∈ cle(Σ1)}
cli(Σ)
df
=
3⋃
k=1
{vk~ J cl | cl ∈ cli(Σk)} ∪
{i~(v
1
~ J Σ
◦
1 , v
2
~ J cl, v
2
~ J Σ
◦
2 , v
3
~ J
◦Σ3) | cl ∈ cle(Σ2)} ∪
{i~(v
1
~ J Σ
◦
1 , v
2
~ J
◦Σ2, v2~ J Σ
◦
2 , v
3
~ J cl) | cl ∈ cle(Σ3)} .
Scoping: Σ = Σ1 sc A. Then
cle(Σ)
df
= {esc Avsc A J cl | cl ∈ cle(Σ1)}
cli(Σ)
df
= {vsc A J cl | cl ∈ cli(Σ1)} .
Proposition 8. Let Σ be a composite at-net. If cl ∈ cle(Σ) then cl ⊆
◦Σ, and if
cl ∈ cli(Σ) then cl ⊆ Σ¨. Moreover, in the latter case, there is a unique interface
region Q ∈ IR(Σ) such that cl ⊆ Q.
Proof. Follows from the definitions of net refinement and clusters, by a straight-
forward induction on the syntax of the expression from which Σ has been gen-
erated. The uniqueness property follows from proposition 6. ut
An Algebra of Timed-Arc Petri Nets 31
Proposition 9. Let Σ be an initial composite at-net, cl ∈ cli(Σ) be one of its
internal clusters, and M1U1M2U2 . . . MnUnMn+1 be a sequence of markings and
steps such that M1 = MΣ =
◦Σ and Mi[Ui〉Mi+1, for i = 1, . . . , n. Moreover,
let M ′i = Mi ∩ cl, for i = 1, . . . , n + 1.
Then there are indices k1 < k2 < . . . < km such that k1 = 1, km = n + 2 and,
for each j < m, one of the following holds:
Case 1: ∅ = M ′kj ⊆ M
′
kj+1
⊆ · · · ⊆ M ′kj+1−1 .
Case 2: Q = M ′kj ⊇ M
′
kj+1
⊇ · · · ⊇ M ′kj+1−1 .
Moreover the two cases strictly alternate, beginning with Case 1.
Proof. Follows from propositions 7 and 8. ut
B.5 Pre-clusters of a transition
For every composite at-net Σ and a transition t ∈ TΣ , the pre-clusters of t are
defined compositionally below.
Basic Net: Σ = Nαel. Then, for t = vαel,
♦t df= {◦Σ}.
Parallel composition: Σ = Σ1‖Σ2. Then, for t = v
k
‖u (k = 1, 2):
♦t df= {e‖vk‖ J cl | cl ∈
♦u ∩ cle(Σk)} ∪ {vk‖ J cl | cl ∈
♦u ∩ cli(Σk)} .
Sequential composition: Σ = Σ1 ;Σ2. Then, for t = v
1
; u:
♦t df= {e;v1; J cl | cl ∈
♦u ∩ cle(Σ1)} ∪ {v1; J cl | cl ∈
♦u ∩ cli(Σ1)}
and for t = v2; u:
♦t df= {i;(v1; J Σ
◦
1 , v
2
; J cl) | cl ∈
♦u ∩ cle(Σ2)} ∪
{v2; J cl | cl ∈
♦u ∩ cli(Σ2)} .
Choice: Σ = Σ12Σ2. Then, for t = v
1
2
u:
♦t df= {e2(v12 J cl, v
2
2
J ◦Σ2) | cl ∈ ♦u ∩ cle(Σ1)} ∪
{v1
2
J cl | cl ∈ ♦u ∩ cli(Σ1)}
and for t = v2
2
u:
♦t df= {e2(v12 J
◦Σ1, v22 J cl) | cl ∈
♦u ∩ cle(Σ2)} ∪
{v2
2
J cl | cl ∈ ♦u ∩ cli(Σ2)} .
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Iteration: Σ = 〈〈Σ1 ~ Σ2 ~ Σ3〉〉. Then, for t = v
1
~u:
♦t df= {e~v1~ J cl | cl ∈
♦u ∩ cle(Σ1)} ∪ {v1~ J cl | cl ∈
♦u ∩ cli(Σ1)}
for t = v2~u:
♦t df= {i~(v1~ J Σ
◦
1 , v
2
~ J cl, v
2
~ J Σ
◦
2 , v
3
~ J
◦Σ3) | cl ∈ ♦u ∩ cle(Σ2)} ∪
{v2~ J cl | cl ∈
♦u ∩ cli(Σ2)}
and for t = v3~u:
♦t df= {i~(v1~ J Σ
◦
1 , v
2
~ J
◦Σ2, v2~ J Σ
◦
2 , v
3
~ J cl) | cl ∈
♦u ∩ cle(Σ3)} ∪
{v3~ J cl | cl ∈
♦u ∩ cli(Σ3)} .
Scoping: Σ = Σ1 sc A. Then, for t = vsc Au:
♦t df= {esc Avsc A J cl | cl ∈ ♦u ∩ cle(Σ1)} ∪ {vsc A J cl | cl ∈ ♦u ∩ cli(Σ1)}
and for t = vsc A{u,w}:
♦t df= {esc Avsc A J cl | cl ∈ (♦u ∪ ♦w) ∩ cle(Σ1)} ∪
{vsc A J cl | cl ∈ (
♦u ∪ ♦w) ∩ cli(Σ1)} .
Proposition 10. Let Σ be a composite at-net, t ∈ TΣ and cl ∈
♦t. Then cl ⊆ •t
and λΣ(p, t) = λΣ(q, t), for all p, q ∈ cl.
Proof. See appendix G. ut
Proposition 11. Let Σ be a composite at-net, t ∈ TΣ and p ∈
•t. Then there
is cl ∈ ♦t such that p ∈ cl.
Proof. Follows by induction on the structure of the expression from which Σ has
been derived, similarly as proposition 10. ut
C Token-based arc-time Petri nets (at-boxes)
An at-box is a pair Θ
df
= (Σ,µ) such that Σ = box(J), for some static or dynamic
at-expression J given by the syntax (1,2) and
µ : PΣ → N
⊥
is a token timing mapping (a state) such that the following consistency conditions
hold:
– For every p ∈ PΣ , µ(p) = ⊥ iff MΣ(p) = 0.
– For all p, p′ ∈ ◦Σ, if µ(p) 6= ⊥ 6= µ(p′) then µ(p) = µ(p′).
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We say that Θ is static/dynamic if so is J and denote Θ ∈ TJ . We then introduce
some useful notations:
– bΘc
df
= Σ and bΘc
df
= (bΣc, ν), where ν always returns ⊥.
– The state µ
√
is defined so that, for every p ∈ PΣ ,
µ
√
(p)
df
=
{
µ(p) + 1 if µ(p) 6= ⊥
⊥ otherwise
and the at-box Θ
√
is then defined as (Σ,µ
√
).
– Θ is input-reachable if it is reachable from the at-box ( bΣc, ν), where ν
returns 0 for all the entry places, and otherwise ⊥. We will be interested
only in those at-boxes which are input-reachable.
The above notions are well-defined. Indeed, it is clear that the two consistency
conditions are satisfied in each case.
Proposition 12. Let Θ be an at-box in TJ .
1. bΘc is a static at-box in TbJc.
2. If Θ is static, then bΘc = Θ.
Proof. Follows from the properties of the standard box algebra. ut
A set of transitions U ⊆ TΣ is enabled by Θ if it is enabled by Σ and, for
every t ∈ U and every place p ∈ •t, we have that µ(p) tsat λΣ(p, t). We denote
this by U ∈ enabled(Θ). This enabling is urgent, denoted U ∈ urgent(Θ), if U is
not enabled by Θ
√
.
An enabled step may be executed and yield a follower at-box Ξ = (Σ ′, ν)
such that Σ[U〉Σ′ and, for every place p ∈ PΣ ,
ν(p)
df
=


⊥ if p ∈ •U
0 if p ∈ U•
µ(p) otherwise .
We denote this by Θ[U〉Ξ. Note that due to proposition 7 and the ex-directedness
of Σ, we do need to consider the case when p ∈ •U ∩ U•. A similar comment
applies also to the formula for marking execution in the cat-boxes introduced in
the next section.
A time move is enabled if there is no urgent enabled step; it then can be
executed and yield a follower at-box: Θ[
√
〉Θ
√
.
Proposition 13. Let Θ be an at-box and Θ[U〉Ξ or Θ[
√
〉Ξ.
1. If Θ is static, then U = ∅ and Θ = Ξ.
2. If Θ is dynamic then so is Ξ.
Proof. Follows from the properties of the standard box algebra and, additionally,
we need to check that the two consistency conditions from the definition of at-
boxes are satisfied. The latter is straightforward (ex-directedness of at-nets is
important here). ut
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Proposition 14. Let Θ be an input-reachable at-box, Θ[U〉Ξ, where U is a step
consisting of transitions t1, . . . , tk. Then there are at-boxes Θ0, . . . ,Θk such that
Θ0 = Θ, Θk = Ξ and Θi−1[ti〉Θi, for i = 1, . . . , k.
Proof. Follows from the standard properties of safe Petri nets and proposition 7
which ensures that for each ti no time token involved in the enabling of ti is
involved in the firing of the preceding transitions t1, . . . , ti−1. ut
Representing global behaviour of at-boxes As in the case of at-expressions,
there are different representation capturing the overall behaviour of an at-box
Θ. The first one we already introduced is that of reachability tree, RTΘ. We will
also need the following.
– A full reachability tree of an at-box Θ = (Σ,µ), denoted by fRTΘ, has nodes
labelled by token timings and arcs annotated by executed transition steps
or time moves. More precisely, the root node is labelled by the initial token
timing µ and, if a node is labelled by µ′, then for every move µ′[x〉µ′′ there
is a unique descendant labelled by µ′′; the arc leading to it is labelled by
√
if x =
√
, and by U if x = U is an executed transition step.
– A full transition system of an at-box Θ is fTSΘ
df
= (V,Arcs , init), where
V
df
= [Θ〉 is the set of states with init
df
= Θ being the initial state, and Arcs
is the set of all labelled arcs of the form (Θ′, U,Θ′′) and (Θ′,
√
,Θ′′) such
that Θ′,Θ′′ ∈ [Θ〉 and, respectively, Θ′[U〉Θ′′ and Θ′[
√
〉Θ′′.
– A transition system of an at-box Θ, denoted by tsΘ, is obtained from fTSΘ
by replacing each arc Θ′[U〉Θ′′ by Θ′[Γ 〉Θ′′, where Gamma is the multiset
of communication labels of the transitions in U .
D Cluster-based arc-time Petri nets (cat-boxes)
We now introduce an auxiliary algebra of arc-timed boxes which will serve as a
bridge between at-boxes and at-expressions.
A cluster at-box (or cat-box) is a pair A
df
= (Σ,M) such that Σ = box(J),
for some static or dynamic at-expression given by the syntax (1,2) and
M : CLΣ → D
is a cluster filling (state) such that the following consistency conditions hold:
– For every cl in CLΣ , M(cl) = ⊥ iff MΣ(cl) = {0}.
– For all cl and cl′ in {◦Σ}∪ cle, if M(cl) 6= ⊥ 6= M(cl′) then M(cl) = M(cl′).
We say that A is static/dynamic if so is J and denote A ∈ TJ . We then introduce
some useful notations:
– bAc
df
= Σ and bAc
df
= (bΣc,N ), where N always returns ⊥.
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– For every transition t ∈ TΣ and cluster cl ∈
♦t,
λ(cl, t)
df
= λΣ(p, t) ,
for any p ∈ cl.
– The state M
√
is defined so that, for every cluster cl in Σ,
M
√
(cl)
df
=
{
(E + 1)(L + 1) if M(cl) = EL
⊥ otherwise
and the cat-box A
√
is then defined as (Σ,M
√
).
The above notions are well-defined. This is immediate in all but one case, namely
λ(cl, t) is well-defined by proposition 10.
Proposition 15. Let A be a cat-box in TJ .
1. bAc is a static cat-box in TbJc.
2. If A is static, then bAc = A.
Proof. Follows from the properties of the standard box algebra. ut
A set of transitions U ⊆ TΣ is enabled by A if it is enabled by Σ and, for every
transition t ∈ U and every cluster cl ∈ ♦t, we have that M(cl) tsat λ(cl, t). We
denote this by U ∈ enabled(A). This enabling is urgent, denoted U ∈ urgent(A),
if U is not enabled by A
√
.
An enabled step may be executed and yield a follower cat-box X = (Σ ′,N )
such that Σ[U〉Σ′ and, for every cluster cl in Σ,
N (cl)
df
=


⊥ if MΣ′ ∩ cl = ∅
0L if cl ∩ U• 6= 0 and M(cl) = EL
00 if cl ∩ U• 6= 0 and M(cl) = ⊥
M(cl) otherwise .
We denote this by A[U〉X.
A time move is enabled if there is no urgent enabled step; it then can be
executed and yield a follower cat-box: A[
√
〉A
√
.
Proposition 16. Let A be a cat-box and A[U〉X or A[
√
〉X.
1. If A is static, then U = ∅ and A = X.
2. If A is dynamic then so is X.
Proof. Follows from the properties of the standard box algebra and, additionally,
we need to check that the two consistency conditions from the definition of at-
boxes are satisfied. The latter is straightforward (ex-directedness of at-nets is
again important here). ut
Proposition 17. Let A[U〉X, where U = {t1, . . . , tk}. Then there are cat-boxes
A0, . . . ,Ak such that A0 = A, Ak = X and Ai−1[ti〉Ai, for i = 1, . . . , k.
Proof. Follows from the standard properties of safe Petri nets and proposition 9
which ensures that for each ti no time token involved in the enabling of ti is
involved in the firing of the preceding transitions t1, . . . , ti−1. ut
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Representing global behaviour of cat-boxes As for at-boxes, we have four
different ways of capturing the overall behaviour of cat-boxes, namely RTA, fRTA
TSA and fTSA. Their definitions are a straightforward adaptation of those for
at-boxes.
D.1 An algebra of cat-boxes
We define an algebra of cat-boxes following the syntax (1,2). To start with, the
basic at-box Natαel = (Nαel,M), where for every cluster cl ∈ CLNαel we have:
M(cl)
df
= ⊥ (3)
is a basic building block of the algebra. In what now follows, we assume that
A = (Σ,M) ∈ TH , X = (Ψ,N ) ∈ TJ and V = (Φ,P) ∈ TK are cat-boxes.
Overbarring and underbarring: If H is a static at-expression and EL ∈ D, then
A
EL
= (Σ,R) ∈ T
H
EL where, for every cluster cl ∈ CLΣ , we have:
R(cl)
df
=
{
EL if cl ∈ cle(Σ) or cl =
◦Σ
⊥ otherwise .
(4)
Similarly, A
EL
= (Σ,N ) ∈ TH
EL
where, for every cluster cl ∈ CLΣ , we have:
R(cl)
df
=
{
EL if cl = Σ◦
⊥ otherwise .
(5)
Choice: A2X is defined if H2J is generated by the syntax (1,2), and then
A2X
df
= (Σ2Ψ,R) ∈ TH2J where, for every cluster cl ∈ CLΣ2Ψ , we have:
– when H is a dynamic at-expression,
R(cl)
df
=


M(◦Σ) if cl = ◦(Σ2Ψ)
M(Σ◦) if cl = (Σ2Ψ)◦
M(cl′) if cl = e2(v12 J cl
′, v2
2
J ◦Ψ)
M(◦Σ) if cl = e2(v12 J
◦Σ, v2
2
J cl′)
M(cl′) if cl = v1
2
J cl′
⊥ if cl = v2
2
J cl′
(6)
– when J is a dynamic at-expression,
R(cl)
df
=


N (◦Ψ) if cl = ◦(Σ2Ψ)
N (Ψ◦) if cl = (Σ2Ψ)◦
N (◦Ψ) if cl = e2(v12 J cl
′, v2
2
J ◦Ψ)
N (cl′) if cl = e2(v12 J
◦Σ, v2
2
J cl′)
⊥ if cl = v1
2
J cl′
N (cl′) if cl = v2
2
J cl′
(7)
– when both H and J are static at-expressions,
R(cl)
df
= ⊥ . (8)
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Sequence: A ;X is defined if H ; J is generated by the syntax (1,2), and then
A ;X
df
= (Σ ;Ψ,R) ∈ TH ; J where, for every cluster cl ∈ CLΣ ; Ψ , we have:
– when H is a dynamic at-expression,
R(cl)
df
=


M(◦Σ) if cl = ◦(Σ ;Ψ)
⊥ if cl = (Σ ;Ψ)◦
M(cl′) if cl = e;(v1; J cl
′)
M(cl′) if cl = v1; J cl
′
⊥ if cl = v2; J cl
′
M(Σ◦) if cl = i;(v1; J Σ
◦, v2; J cl
′)
(9)
– when J is a dynamic at-expression,
R(cl)
df
=


⊥ if cl = ◦(Σ ;Ψ)
N (Ψ◦) if cl = (Σ ;Ψ)◦
⊥ if cl = e;(v
1
; J cl
′)
⊥ if cl = v1; J cl
′
N (cl′) if cl = v2; J cl
′
N (cl′) if cl = i;(v1; J Σ
◦, v2; J cl
′)
(10)
– when both H and J are static at-expressions,
R(cl)
df
= ⊥ . (11)
Parallel Composition: A‖X is defined if H‖J is generated by the syntax (1,2),
and then A‖X
df
= (Σ‖Ψ,R) ∈ TH‖J where, for every cluster cl ∈ CLΣ‖Ψ , we
have:
R(cl)
df
=


M(◦Σ)⊕N (◦Ψ) if cl = ◦(Σ‖Ψ)
M(Σ◦)⊕N (Ψ◦) if cl = (Σ‖Ψ)◦
M(cl′) if cl = e1‖v
1
‖ J cl
′
N (cl′) if cl = e2‖v
2
‖ J cl
′
M(cl′) if cl = v1‖ J cl
′
N (cl′) if cl = v2‖ J cl
′ .
(12)
Note that when both H and J are static at-expressions, then
R(cl)
df
= ⊥ . (13)
for every cluster cl ∈ CLΣ‖Ψ .
Iteration: 〈〈A ~ X ~ V〉〉 is defined if 〈〈H ~ J ~ K〉〉 is generated by the syntax
(1,2), and then
〈〈A ~ X ~ V〉〉
df
= (〈〈Σ ~ Ψ ~ Φ〉〉,R) ∈ T〈〈H~J~K〉〉
where, for every cluster cl ∈ CL〈〈Σ~Ψ~Φ〉〉, we have:
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– when H is a dynamic at-expression,
R(cl)
df
=


M(◦Σ) if cl = ◦〈〈Σ ~ Ψ ~ Φ〉〉
⊥ if cl = 〈〈Σ ~ Ψ ~ Φ〉〉◦
M(◦Σ) if cl = e~(v1~ J cl
′)
M(cl′) if cl = v1~ J cl
′
⊥ if cl = v2~ J cl
′
⊥ if cl = v3~ J cl
′
M(Σ◦) if cl = i~(v1~ J Σ
◦, v2~ J cl
′,
v2~ J Ψ
◦, v3~ J
◦Φ)
M(Σ◦) if cl = i~(v1~ J Σ
◦, v2~ J
◦Ψ,
v2~ J Ψ
◦, v3~ J cl
′)
(14)
– when J is a dynamic at-expression,
R(cl)
df
=


⊥ if cl = ◦〈〈Σ ~ Ψ ~ Φ〉〉
⊥ if cl = 〈〈Σ ~ Ψ ~ Φ〉〉)◦
⊥ if cl = e~(v
1
~ J cl
′)
⊥ if cl = v1~ J cl
′
N (cl′) if cl = v2~ J cl
′
⊥ if cl = v3~ J cl
′
N (cl′)⊕N (Ψ◦) if cl = i~(v1~ J Σ
◦, v2~ J cl
′,
v2~ J Ψ
◦, v3~ J
◦Φ)
N (◦Ψ)⊕N (Ψ◦) if cl = i~(v1~ J Σ
◦, v2~ J
◦Ψ,
v2~ J Ψ
◦, v3~ J cl
′)
(15)
– when K is a dynamic at-expression,
R(cl)
df
=


⊥ if cl = ◦〈〈Σ ~ Ψ ~ Φ〉〉
P(Φ◦) if cl = 〈〈Σ ~ Ψ ~ Φ〉〉◦
⊥ if cl = e~(v
1
~ J cl
′)
⊥ if cl = v1~ J cl
′
⊥ if cl = v2~ J cl
′
P(cl′) if cl = v3~ J cl
′
P(◦Φ) if cl = i~(v1~ J Σ
◦, v2~ J cl
′,
v2~ J Ψ
◦, v3~ J
◦Φ)
P(cl′) if cl = i~(v1~ J Σ
◦, v2~ J
◦Ψ,
v2~ J Ψ
◦, v3~ J cl
′)
(16)
– when H, J and K are static at-expressions,
R(cl)
df
= ⊥ . (17)
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Scoping: A sc A is defined if H sc A is generated by the syntax (1,2), and then
A sc A
df
= (Σ sc A,R) ∈ TH sc A where, for every cluster cl ∈ CLΣ sc A, we have:
– when H is a dynamic at-expression,
R(cl)
df
=


M(◦Σ) if cl = ◦(Σ scA)
M(Σ◦) if cl = (Σ scA)◦
M(cl′) if cl = esc A(vsc A J cl′)
M(cl′) if cl = vsc A J cl′
(18)
– when H is a static at-expression,
R(cl)
df
= ⊥ . (19)
Note that for each of the above operations, one can easily check that the
result is indeed a valid cat-box corresponding to the at-expression given in the
definition.
Static properties of cat-boxes An important result from the point of view of
developing a correspondence between cat-boxes and at-expressions is given next
(see also table 1).
Proposition 18. Let A, X and V be static cat-boxes and EL, E′L′ ∈ D. Then
the following hold.
1. For choice composition:
A2X
EL
= A
EL
2X = A2X
EL
A2X
EL
= A
EL
2X = A2X
EL
.
2. For iteration:
〈〈A ~ X ~ V〉〉
EL
= 〈〈A
EL
~ X ~ V〉〉
〈〈A ~ X ~ V〉〉
EL
= 〈〈A ~ X ~ V
EL
〉〉
〈〈A
EL
~ X ~ V〉〉 = 〈〈A ~ X
EL
~ V〉〉 = 〈〈A ~ X
EL
~ V〉〉 = 〈〈A ~ X ~ V
EL
〉〉 .
3. For sequence composition:
A ;X
EL
= A
EL
;X
A
EL
;X = A ; X
EL
A ;X
EL
= A ;X
EL
.
4. For parallel composition:
A‖X
EL
= A
EL
‖X
EL
A
EL
‖X
E′L′
= A‖X
min{E,E′}max{L,L′} .
5. For scoping:
A sc A
EL
= A
EL
sc A
A sc A
EL
= A
EL
sc A .
Proof. See appendix G. ut
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Structural equivalence We now want to capture situations where different
applications of a same operator box lead to the same cat-box. We start by
defining three auxiliary relations which are the smallest equivalence relations on
pairs of cat-boxes satisfying the following (below A, X and V are static cat-boxes
and EL ∈ D):
– (A
EL
,X) ≡2 (A, X
EL
) and (A
EL
,X) ≡2 (A,X EL).
– (A
EL
,X) ≡; (A, X
EL
).
– (A
EL
,X,V) ≡~ (A, X
EL
,V) ≡~ (A,X EL,V) ≡~ (A,X, V
EL
).
Moreover, ≡‖ is the identity on the pairs of cat-boxes.
Proposition 19. Let A,A′,X and X′ be cat-boxes.
1. A2X = A′2X′ iff (A,X) ≡2 (A′,X′).
2. A ;X = A′ ;X′ iff (A,X) ≡; (A′,X′).
3. A‖X = A′‖X′ iff (A,X) ≡‖ (A′,X′).
4. 〈〈A ~ X ~ V〉〉 = 〈〈A′ ~ X′ ~ V′〉〉 iff (A,X,V) ≡~ (A′,X′,V′).
Proof. See appendix G. ut
Structural execution of transition steps We now provide a characterisation
of steps executed by cat-boxes which reflects the compositional way in which
they have been defined, providing a direct link to the execution rules of the
corresponding at-expressions.
Proposition 20. Let Ωop ∈ {Ω2, Ω~, Ω;, Ω‖} be any n-unary (n ≥ 2) operator
box and A˜ = (A1, . . . ,An) be a tuple of static and dynamic cat-boxes in its domain
of application.
1. If Ai[Ui〉Xi (for i ≤ n), then X˜ = (X1, . . . ,Xn) is in the domain of application
of Ωop and Ωop(A˜)[U〉Ωop(X˜), where
U = (v1opJU1) ∪ . . . ∪ (v
n
opJUn) . (20)
2. If Ωop(A˜)[U〉K, then there are tuples X˜, V˜ of cat-boxes in the application
domain of Ωop as well as steps U1, . . . , Un (some of them possibly empty)
such that (20) holds, A˜ ≡Ωop X˜, Xi[Ui〉Vi (for i ≤ n) and K = Ωop(V˜).
Note: As a consequence, enabled(Ωop(A˜)) comprises exactly all sets
(v1opJU1) ∪ . . . ∪ (v
n
opJUn)
of transitions such that there is X˜ = (X1, . . . ,Xn) satisfying X˜ ≡Ωop A˜ and
Ui ∈ enabled(Xi) (for i ≤ n).
Proof. Follows from similar results holding in the standard box algebra, propo-
sition 19, and the fact that the age of tokens and the time annotations are
consistently inherited through the composition operation specified by Ωop. ut
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Proposition 21. Let A be a dynamic cat-box and A ⊆ A.
1. If A[{t1, u1, . . . , tk, uk, w1, . . . , wm}〉X where λbAc(ti) = ̂λbAc(ui) ∈ A for all
i ≤ k and λbAc(wj) /∈ A for all j ≤ m, then Ωsc A(A)[U〉Ωsc A(X), where
U = {vsc A{t1, u1}, . . . , vsc A{tk, uk}, vsc Aw1, . . . , vsc Awm} . (21)
2. If Ωsc A(A)[U〉K then there are transitions t1, u1, . . . , tk, uk, w1, . . . , wm and
a cat-box X as in part (1) which satisfy K = Ωsc A(X) and (21).
Note: As a consequence, enabled(Ωsc A(A)) comprises exactly all
U = {vsc A{t1, u1}, . . . , vsc A{tk, uk}, vsc Aw1, . . . , vsc Awm}
such that λbAc(ti) = ̂λbAc(ui) ∈ A for all i ≤ k and λbAc(wj) /∈ A for all j ≤ m.
Proof. Follows from a similar result holding in the standard box algebra, and the
fact that the age of tokens and the time annotations are consistently inherited
through the composition operation specified by Ωsc A. ut
Structural characterisation of urgent transitions We now provide a com-
positional characterisation of urgent transitions of cat-boxes.
Proposition 22. Let Ωop ∈ {Ω2, Ω~, Ω;, Ω‖} be any n-unary (n ≥ 2) operator
box and A˜ = (A1, . . . ,An) be a tuple of static and dynamic cat-boxes in its domain
of application.
1. If t ∈ urgent(Ai), for some i ≤ n, then v
i
opt ∈ urgent(Ωop(A˜)).
2. If viop  t ∈ urgent(Ωop(A˜)), for some i ≤ n, then there is a tuple X˜ =
(X1, . . . ,Xn) of cat-boxes in the application domain of Ωop such that A˜ ≡Ωop
X˜ and t ∈ urgent(Xi).
Proof. Follows from the note in the formulation of proposition 20, and the
fact that the age of tokens and the time annotations are consistently inher-
ited through the composition operation specified by Ωop. ut
Proposition 23. Let A be a dynamic cat-box, A ⊆ A and vsc AU ∈ TΩsc A(A).
Then
vsc AU ∈ urgent(Ωsc A(bAc)) ⇐⇒ U ∩ urgent(A) 6= ∅ .
Proof. Follows from the note in the formulation of proposition 21, and the
fact that the age of tokens and the time annotations are consistently inher-
ited through the composition operation specified by Ωsc A. ut
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From at-expressions to cat-boxes We now provide a compositional transla-
tion from at-expressions to cat-boxes. Note that it is applicable to static and dy-
namic at-expressions, unlike the previous translation from static at-expressions
to at-boxes.
The mapping cBox from at-expressions to cat-boxes is defined so that:
cBox(αel)
df
= Ncatαel
cBox(H
EL
)
df
= cBox(H)
EL
cBox(H
EL
)
df
= cBox(H)
EL
cBox(H sc A)
df
= cBox(H) sc A
cBox(H2J)
df
= cBox(H)2cBox(J)
cBox(H‖J)
df
= cBox(H)‖cBox(J)
cBox(H ; J)
df
= cBox(H) ; cBox(J)
cBox(〈〈H ~ J ~ I〉〉)
df
= 〈〈cBox(H) ~ cBox(J) ~ cBox(I)〉〉 ,
where Ncatαel is Nαel with the token filling mapping returning only ⊥. The seman-
tical mapping always returns a cat-box, and the property of corresponding to a
static or dynamic box has been captured by the syntax (1,2).
Proposition 24. Let H be an at-expression.
1. cBox(H) is a static or dynamic cat-box.
2. cBox(H) is a static cat-box iff H is a static at-expression.
Proof. Follows by induction on the structure of the at-expressions, using similar
results holding in the standard box algebra. ut
Relationship between at-expressions and cat-boxes The consistency be-
tween the denotational and the operational semantics of at-expressions will be
formulated in terms of the full transition systems they generate.
We now have a fundamental result which demonstrates that the operational
and denotational semantics of an at-expression capture the same behaviour.
Theorem 2. For every at-expression H,
isoH
df
=
{
([J ]≡, cBox(J))
∣∣ [J ]≡ is a node of fTSH}
is an isomorphism between the transition systems fTSH and fTScBox(H).
Proof. We proceed by induction on the structure of H. The result clearly holds
when bHc = αel. In the inductive step we do not need to consider H which
is completely overbarred or underbarred (since then a rewriting, based on the
rules in table 1, can be applied to push the bar inside the expression). After
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that we consider various cases for executing (transition or time) steps from H
as well as cBox(H), and derive the appropriate steps in the counterpart node
using the operational semantics rules, propositions 20, 21, 22, 23 and 24 as well
as cBox(H
√
) = cBox(H)
√
. ut
From the above result, a number of immediate corollaries can be derived, as
stated next.
Theorem 3. For every at-expression H and the corresponding cat-box Box(H),
we have that:
1. TSH and TSBox(H) are isomorphic.
2. fRTH and fRTBox(H) are isomorphic.
3. RTH and RTBox(H) are isomorphic.
Proof. Follows from theorem 2 and the fact that, for both expressions and boxes,
moving from a transition-based graph representing global behaviour to a label-
based graph amounts to replacing in the original arcs all the U ’s by their mul-
tisets of communication labels (duplicate arcs are then deleted). ut
E Relationship between at-boxes and cat-boxes
We are now going to relate the global behaviour of at-boxes and cat-boxes. This
time, however, the main correspondence result will be expressed in terms of
reachability trees rather than transition systems.
Let Θ = (Σ,µ) be an input-reachable at-box. Then U(Θ)
df
= (Σ,M) where
U(µ) : CLΣ → D
⊥
is a cluster filling mapping such that, for every cl ∈ CLΣ :
U(µ)(cl)
df
=
{
⊥ if MΣ(cl) = {⊥}
EL otherwise ,
with E = min(µ(cl ∩ MΣ)) and L = max(µ(cl ∩ MΣ)). It is easy to see that
U(Θ) is a cat-box since the two conditions from the definition of a cat-box are
satisfied due to the two corresponding conditions in the definition of an at-box.
Proposition 25. Let Θ = (Σ,µ) be an input-reachable at-box, A = U(Θ) =
(Σ,M), and t ∈ TΣ.
1. t ∈ enabled(Θ) iff t ∈ enabled(A).
2. t ∈ urgent(Θ) iff t ∈ urgent(A).
3.
√
is enabled in Θ iff
√
is enabled in A.
4. If Θ[{t}〉Ξ then A[{t}〉U(Ξ).
5. If Θ[
√
〉Ξ then A[
√
〉U(Ξ).
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Proof. (1,2) (=⇒) Suppose that t ∈ enabled(Θ) and cl ∈ ♦t. Then, by proposi-
tion 10, cl ⊆ •t and λA(cl, t) = λΣ(p, t), for all p ∈ cl. Thus, since µ(p) tsat λΣ(p, t),
for all p ∈ cl, we have M(cl) tsat λA(cl, t). Moreover, if t ∈ urgent(Θ) then
t ∈ urgent(A) since, for any any set of integers K = {k1, . . . , kl}, we have
min{1 + k1, . . . , 1 + kl} = 1 + min K
max{1 + k1, . . . , 1 + kl} = 1 + max K .
(22)
(⇐=) Suppose that t ∈ enabled(A) and p ∈ •t. Then, by proposition 11, there
is cl ⊆ •t such that p ∈ cl. After that we proceed by essentially reversing the
argument for the (=⇒) implication.
(3) Follows from part (2).
(4) Let Σ[{t}〉Ψ and Ξ = (Ψ, ν). By part (1), there is a cat-box X = (Ψ,N )
such that A[{t}〉X. All we need to show is that N = U(ν). To this end we take
cl ∈ CLΣ . If (
•t ∪ t•) ∩ cl = ∅ then
N (cl) = M(cl) = U(µ(cl)) = U(ν)(cl)
clearly holds. So, we assume that (•t∪ t•)∩cl 6= ∅ and then consider three cases.
Case 1: cl ⊆ ◦Σ. Due to the ex-directedness of Σ, we have that •t ∩ cl 6= ∅
and t• ∩ cl = ∅. Hence we have the following:
– If MΨ = ∅ then N (cl) = ⊥ = U(ν)(cl).
– If MΨ 6= ∅ then N (cl) = M(cl), by definition of a step in cat-boxes. On the
other hand, the second condition in the definition of an at-box guarantees
that U(ν)(cl) = U(µ)(cl). Hence N (cl) = U(ν)(cl).
Case 2: cl ⊆ Σ◦. Due to the ex-directedness of Σ, we have that t• ∩ cl 6= ∅
and •t ∩ cl = ∅. Hence we have the following:
– If M(cl) = EL then N (cl) = 0L. On the other hand, ν(cl) = µ(cl)∪ {0} and
so U(ν)(cl) = 0L.
– If M(cl) = ⊥ then N (cl) = 00. On the other hand, ν(cl) = {0} and so
U(ν)(cl) = 00.
Case 2: cl ⊆ Σ¨. By proceeding similarly as above, we may verify the property
when MΣ ∩ cl = ∅ or MΨ ∩ cl = ∅ or t
•∩ cl 6= ∅ (which, by proposition 7 means
that •t ∩ cl 6= ∅). The only situation which needs consideration is when:
MΣ ∩ cl 6= ∅ 6= MΨ ∩ cl and
•t ∩ cl 6= ∅ = t• ∩ cl .
We then have N (cl) = M(cl), and so it suffices to show that ν(cl ∩ MΨ ) =
µ(cl ∩MΣ).
From proposition 9 it follows that we had Case 2 situation when t was exe-
cuted. Moreover, if we look at the tokens residing in the places of cl we observe
that they age uniformly and, crucially, if two tokens were produced by firing of
the same transition filling the cluster, and they are still present in Θ then their
age given by µ is exactly the same.
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From proposition 9 it follows that we must have had Case 2 situation when
executing t. Therefore, we have that ν(cl ∩ MΨ ) ⊆ µ(cl ∩ MΣ). Suppose now
that p ∈ (cl ∩MΣ) \ (cl ∩MΨ ) and that u was the transition which for the last
time filled p with a timed token. Furthermore, without loss of generality, assume
that cl (or, more precisely, its predecessor) has been formed by an application of
the sequence operator on nets, Φ ;Φ′. We therefore had a number of transitions
t1, . . . , tm which were predecessors of the transitions emptying the cluster cl since
the last time it has been filled. We note that there was at least one place q in
◦Φ′ \ •{t1, . . . , tm} because MΨ ∩ cl 6= ∅. Let r ∈ Φ◦ be any output place of
a transition which was a predecessor of u. In the interface region Φ ;Φ′ there
existed then a place resulting from a combination of r and q. Its successor is
then present in cl ∩ MΨ and it has been filled for the last time by transition
u at the same time as p. It therefore follows that µ(p) ∈ ν(cl ∩ MΨ ), and so
µ(cl ∩MΣ) ⊆ ν(cl ∩MΨ )
(5) By part (3),
√
is enabled in U(Θ). Moreover, we have U(Θ)[
√
〉U(Ξ) by
property (22). ut
Theorem 4. Let Θ be an input-reachable at-box. Then the following hold.
1. fTSΘ is strongly bisimilar (see [15]) to fTSU(Θ).
2. TSΘ is strongly bisimilar to TSU(Θ).
3. fRTΘ is isomorphic to fRTU(Θ).
4. RTΘ isisomorphic to RTU(Θ).
Proof. (1) Follows from propositions 14, 17 and 25, using the mapping U to
relate the nodes of the two transition systems.
(2) This is an immediate consequence of part (1).
(3) Follows from part (1) and the fact that both transition systems are de-
terministic (no annotation can label two different arrows outgoing from a node
of the trees; this follows from the properties of transition systems of Petri nets,
and the properties of the evolutions in the box algebra4).
(4) This is an immediate consequence of part (3). ut
F Relationship between at-expressions and at-boxes
We now can finally show and extend the key result formulated in the main body
of the paper.
Theorem 5. Let G =E
00
be an initial dynamic at-expression and Θ =Box(E)
00
be the corresponding at-box. Then the following hold.
1. fTSG is strongly bisimilar to fTSΘ.
2. TSG is strongly bisimilar to TSΘ.
3. fRTG is isomorphic to fRTΘ.
4 In particular, that if G
Γ−−−→ H and G Γ−−−→ J then H ≡ J , which is easily re-stated
in the at-expressions framework as well.
46 A.Niaouris and M.Koutny
4. RTG isisomorphic to RTΘ.
Proof. Follows from theorems 2 and 4. ut
Note that theorem 1 is then nothing but part (4) of the above result.
G Selected proofs
Proof of proposition 10
The proof proceeds by induction on the structure of the expression from which
Σ has been derived. Below we assume that t ∈ TΣ , cl ∈
♦t and p, q ∈ cl.
Base net: Σ = Nαel. Then t = vαel and the property clearly holds.
Parallel composition: Σ = Σ1‖Σ2.
Case 1: t = v1‖u where u ∈ TΣ1 . Then, by the definition of
♦t, we have two
possibilities:
– cl = e‖v1‖ J cl
′, where cl′ ∈ ♦u ∩ cle(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And, by
the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u), for
all p′, q′ ∈ cl′. Moreover, we have that p = e‖v1‖p
′ and q = e‖v1‖q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
– cl = v1‖ J cl
′, where cl′ ∈ ♦u ∩ cli(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = v1‖p
′ and q = v1‖q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Case 2: t = v2‖u where u ∈ TΣ2 . Then we proceed similarly as in Case 1.
Sequential composition: Σ = Σ1 ;Σ2.
Case 1: t = v1; u where u ∈ TΣ1 . Then, by the definition of
♦t, we have two
possibilities:
– cl = e;v
1
; J cl
′, where cl′ ∈ ♦u ∩ cle(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And, by
the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u), for
all p′, q′ ∈ cl′. Moreover, we have that p = e;v1; p
′ and q = e;v1; q
′ where
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p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
– cl = v1; J cl
′, where cl′ ∈ ♦u ∩ cli(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = v1; p
′ and q = v1; q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Case 2: t = v2; u where u ∈ TΣ2 . Then, by the definition of
♦t, we have two
possibilities:
– cl = i;(v
1
; J Σ
◦
1 , v
2
; J cl
′), where cl′ ∈ ♦u ∩ cle(Σ2).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ2(p
′, u) = λΣ2(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = i;  (v1; w, v
2
;  p
′) and
q = i;(v
1
; w
′, v2; q
′) where w,w′ ∈ Σ◦1 and p
′, q′ ∈ cl′, and by the definition
of net refinement: (iv) λΣ(p, t) = λΣ2(p
′, u) and λΣ(q, t) = λΣ2(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
– cl = v2; J cl
′, where cl′ ∈ ♦u ∩ cli(Σ2).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ2(p
′, u) = λΣ2(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = v2; p
′ and q = v2; q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ2(p
′, u)
and λΣ(q, t) = λΣ2(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Choice: Σ = Σ12Σ2.
Case 1: t = v1
2
u where u ∈ TΣ1 . Then, by the definition of
♦t, we have two
possibilities:
– cl = e2(v
1
2
J cl′, v2
2
J ◦Σ2), where cl′ ∈ ♦u ∩ cle(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = e2(v12p
′, v2
2
w) and q =
e2(v
1
2
q′, v2
2
w′) where w,w′ ∈ ◦Σ2 and p′, q′ ∈ cl′, and by the definition
of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u) and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
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– cl = v1
2
J cl′, where cl′ ∈ ♦u ∩ cli(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = v1
2
p′ and q = v1
2
q′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Case 2: t = v2
2
u where u ∈ TΣ2 . Then we proceed similarly as in Case 1.
Iteration: Σ = 〈〈Σ1 ~ Σ2 ~ Σ3〉〉.
Case 1: t = v1~u where u ∈ TΣ1 . Then, by the definition of
♦t, we have two
possibilities:
– cl = e~v
1
~ J cl
′, where cl′ ∈ ♦u ∩ cle(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And, by
the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u), for all
p′, q′ ∈ cl′. Moreover, we have that p = e~v1~p
′ and q = e~v1~q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
– cl = v1~ J cl
′, where cl′ ∈ ♦u ∩ cli(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = v1~p
′ and q = v1~q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Case 2: t = v2~u where u ∈ TΣ2 . Then, by the definition of
♦t, we have two
possibilities:
– cl = i~(v
1
~ J Σ
◦
1 , v
2
~ J cl
′, v2~ J Σ
◦
2 , v
3
~ J
◦Σ3), where cl′ ∈ ♦u ∩ cle(Σ2).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And, by
the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ2(p
′, u) = λΣ2(q
′, u), for
all p′, q′ ∈ cl′. Moreover, we have that p = i~(v1~w, v
2
~p
′, v2~y, v
3
~z)
and q = i~(v
1
~w
′, v2~q
′, v2~y
′, v3~z
′) where w,w′ ∈ Σ◦1 , y, y
′ ∈ Σ◦2 ,
z, z′ ∈ ◦Σ3 and p′, q′ ∈ cl′, and by the definition of net refinement: (iv)
λΣ(p, t) = λΣ2(p
′, u) and λΣ(q, t) = λΣ2(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
– cl = v2~ J cl
′, where cl′ ∈ ♦u ∩ cli(Σ2).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ2(p
′, u) = λΣ2(q
′, u),
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for all p′, q′ ∈ cl′. Moreover, we have that p = v2~p
′ and q = v2~q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ2(p
′, u)
and λΣ(q, t) = λΣ2(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Case 3: t = v3~u where u ∈ TΣ3 . Then, by the definition of
♦t, we have two
possibilities:
– cl = i~(v
1
~ J Σ
◦
1 , v
2
~ J
◦Σ2, v2~ J Σ
◦
2 , v
3
~ J cl
′), where cl′ ∈ ♦u ∩ cle(Σ3).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And, by
the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ3(p
′, u) = λΣ3(q
′, u), for
all p′, q′ ∈ cl′. Moreover, we have that p = i~(v1~w, v
2
~y, v
2
~z, v
3
~p
′)
and q = i~(v
1
~w
′, v2~y
′, v2~z
′, v3~q
′) where w,w′ ∈ Σ◦1 , y, y
′ ∈ ◦Σ2,
z, z′ ∈ Σ◦2 and p
′, q′ ∈ cl′, and by the definition of net refinement: (iv)
λΣ(p, t) = λΣ3(p
′, u) and λΣ(q, t) = λΣ3(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
– cl = v3~ J cl
′, where cl′ ∈ ♦u ∩ cli(Σ3)
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ3(p
′, u) = λΣ3(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = v3~p
′ and q = v3~q
′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ3(p
′, u)
and λΣ(q, t) = λΣ3(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Scoping: Σ = Σ1 sc A.
Case 1: t = vsc Au where u ∈ TΣ1 . Then, by the definition of
♦t, we have two
possibilities:
– cl = esc Avsc A J cl
′, where cl′ ∈ ♦u ∩ cle(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And,
by the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u),
for all p′, q′ ∈ cl′. Moreover, we have that p = esc A  vsc A p′ and q =
esc Avsc Aq
′ where p′, q′ ∈ cl′, and by the definition of net refinement: (iv)
λΣ(p, t) = λΣ1(p
′, u) and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
– cl = vsc A J cl
′, where cl′ ∈ ♦u ∩ cli(Σ1).
By the definition of net refinement, we have: (i) cl ⊆ •t ⇔ cl′ ⊆ •u. And, by
the induction hypothesis: (ii) cl′ ⊆ •u; and (iii) λΣ1(p
′, u) = λΣ1(q
′, u), for
all p′, q′ ∈ cl′. Moreover, we have that p = vsc Ap′ and q = vsc Aq′ where
p′, q′ ∈ cl′, and by the definition of net refinement: (iv) λΣ(p, t) = λΣ1(p
′, u)
and λΣ(q, t) = λΣ1(q
′, u).
Now, cl ⊆ •t follows from (i) and (ii). Moreover, λΣ(p, u) = λΣ(q, u) follows
from (iii) and (iv).
Case 2: t = vsc A{u,w}. Then we proceed similarly as in Case 1. ut
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Proof of proposition 18
It follows from the standard box algebra results that the underlying at-nets are
in each case equal. Therefore, all we need to do is check whether the cluster
filling mapping are also identical.
Case 1: A2X
EL
= A
EL
2X = A2X
EL
. Then, after denoting A2X
EL
= A,
A
EL
2X = B and A2X
EL
= C, we have a number of sub-cases:
– For cl = ◦bA2Xc we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(6)
= M
A
EL(◦bAc)
(4)
= EL
and
MC(cl)
(7)
= M
X
EL(◦bXc)
(4)
= EL.
– For cl = bA2Xc◦ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(6)
= M
A
EL(bAc◦)
(4)
= ⊥
and
MC(cl)
(7)
= M
X
EL(bXc◦)
(4)
= ⊥.
– For cl = e2(v
1
2
J cl′, v2
2
J ◦bXc) we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(6)
= M
A
EL(cl′)
(4)
= EL
and
MC(cl)
(7)
= M
X
EL(◦bXc)
(4)
= EL.
– For cl = e2(v
1
2
J ◦bAc , v2
2
J cl′) we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(6)
= M
A
EL(◦bAc)
(4)
= EL
and
MC(cl)
(7)
= M
X
EL(cl′)
(4)
= EL.
– For cl = v1
2
J cl′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(6)
= M
A
EL(cl′)
(4)
= ⊥
and
MC(cl)
(7)
= ⊥.
– For cl = v2
2
J cl′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(6)
= ⊥
and
MC(cl)
(7)
= M
X
EL(cl′)
(4)
= ⊥.
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Case 2: A2X
EL
= A
EL
2X = A2X
EL
. Then, after denoting A2X
EL
= A,
A
EL
2X = B and A2X
EL
= C, we have a number of sub-cases:
– For cl = ◦bA2Xc we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(6)
= MA
EL
(◦bAc)
(5)
= ⊥
and
MC(cl)
(7)
= MX
EL
(◦bXc)
(5)
= ⊥.
– For cl = bA2Xc◦ we have the following:
MA(cl)
(5)
= EL
and
MB(cl)
(6)
= MA
EL
(bAc◦)
(5)
= EL
and
MC(cl)
(7)
= MX
EL
(bXc◦)
(5)
= EL.
– For cl = e2(v
1
2
J cl′, v2
2
J ◦bXc) we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(6)
= MA
EL
(cl′)
(5)
= ⊥
and
MC(cl)
(7)
= MX
EL
(◦bXc)
(5)
= ⊥.
– For cl = e2(v
1
2
J ◦bAc , v2
2
J cl′) we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(6)
= MA
EL
(◦bAc)
(5)
= ⊥
and
MC(cl)
(7)
= MX
EL
(cl′)
(5)
= ⊥.
– For cl = v1
2
J cl′ we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(6)
= MA
EL
(cl′)
(5)
= ⊥
and
MC(cl)
(7)
= ⊥.
– For cl = v2
2
J cl′ we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(6)
= ⊥
and
MC(cl)
(7)
= MX
EL
(cl′)
(5)
= ⊥.
Case 3: 〈〈A ~ X ~ V〉〉
EL
= 〈〈A
EL
~ X ~ V〉〉. Then, after denoting
〈〈A ~ X ~ V〉〉
EL
= A and 〈〈A
EL
~ X ~ V〉〉 = B ,
we have a number of sub-cases:
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– For cl = ◦b〈〈A ~ X ~ V〉〉c we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(14)
= M
A
EL(◦bAc)
(4)
= EL.
– For cl = b〈〈A ~ X ~ V〉〉c◦ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(14)
= ⊥.
– For cl = e1~(v
1
~ J cl
′) we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(14)
= M
A
EL(◦bAc)
(4)
= EL.
– For cl = v1~ J cl
′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(14)
= M
A
EL(cl′)
(4)
= ⊥.
– For cl = v2~ J cl
′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(14)
= ⊥.
– For cl = v3~ J cl
′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(14)
= ⊥.
– For cl = i~ (v
1
~ J bAc
◦, v2~ J cl
′, v2~ J bXc
◦, v3~ J
◦bVc) we have the
following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(14)
= M
A
EL(bAc◦)
(4)
= ⊥.
– For cl = i~ (v
1
~ J bAc
◦, v2~ J
◦bXc , v2~ J bXc
◦, v3~ J cl
′) we have the
following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(14)
= M
A
EL(bAc◦)
(4)
= ⊥.
Case 4: 〈〈A ~ X ~ V〉〉
EL
= 〈〈A~X~V
EL
〉〉. Then, after denoting 〈〈A ~ X ~ V〉〉
EL
=
A and 〈〈A ~ X ~ V
EL
〉〉 = B, we have a number of sub-cases:
– For cl = ◦b〈〈A ~ X ~ V〉〉c we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(16)
= ⊥.
– For cl = b〈〈A ~ X ~ V〉〉c◦ we have the following:
MA(cl)
(5)
= EL
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and
MB(cl)
(16)
= MV
EL
(bVc◦)
(5)
= EL.
– For cl = e1~(v
1
~ J cl
′) we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(16)
= ⊥.
– For cl = v1~ J cl
′ we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(16)
= ⊥.
– For cl = v2~ J cl
′ we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(16)
= ⊥.
– For cl = v3~ J cl
′ we have the following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(16)
= MV
EL
(cl′)
(5)
= ⊥.
– For cl = i~ (v
1
~ J bAc
◦, v2~ J cl
′, v2~ J bXc
◦, v3~ J
◦bVc) we have the
following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(16)
= MV
EL
(◦bVc)
(5)
= ⊥.
– For cl = i~ (v
1
~ J bAc
◦, v2~ J
◦bXc , v2~ J bXc
◦, v3~ J cl
′) we have the
following:
MA(cl)
(5)
= ⊥
and
MB(cl)
(16)
= MV
EL
(cl′)
(5)
= ⊥.
Case 5: 〈〈A
EL
~X~V〉〉 = 〈〈A~X
EL
~V〉〉 = 〈〈A~X
EL
~V〉〉 = 〈〈A~X~V
EL
〉〉.
Then, after denoting 〈〈A
EL
~X~V〉〉 = A, 〈〈A~X
EL
~V〉〉 = B, 〈〈A~X
EL
~V〉〉 = C
and 〈〈A ~ X ~ V
EL
〉〉 = D, we have a number of sub-cases:
– For cl = ◦b〈〈A ~ X ~ V〉〉c we have the following:
MA(cl)
(14)
= MA
EL
(◦bAc)
(5)
= ⊥
and
MB(cl)
(15)
= ⊥
and
MC(cl)
(15)
= ⊥
and
MD(cl)
(16)
= ⊥.
– For cl = b〈〈A ~ X ~ V〉〉c◦ we have the following:
MA(cl)
(14)
= ⊥
and
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MB(cl)
(15)
= ⊥
and
MC(cl)
(15)
= ⊥
and
MD(cl)
(16)
= M
V
EL(bVc◦)
(4)
= ⊥.
– For cl = e1~(v
1
~ J cl
′) we have the following:
MA(cl)
(14)
= MA
EL
(◦bAc)
(5)
= ⊥
and
MB(cl)
(15)
= ⊥
and
MC(cl)
(15)
= ⊥
and
MD(cl)
(16)
= ⊥.
– For cl = v1~ J cl
′ we have the following:
MA(cl)
(14)
= MA
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(15)
= ⊥
and
MC(cl)
(15)
= ⊥
and
MD(cl)
(16)
= ⊥.
– For cl = v2~ J cl
′ we have the following:
MA(cl)
(14)
= ⊥
and
MB(cl)
(15)
= M
X
EL(cl′)
(4)
= ⊥
and
MC(cl)
(15)
= MX
EL
(cl′)
(4)
= ⊥
and
MD(cl)
(16)
= ⊥.
– For cl = v3~ J cl
′ we have the following:
MA(cl)
(14)
= ⊥
and
MB(cl)
(15)
= ⊥
and
MC(cl)
(15)
= ⊥
and
MD(cl)
(16)
= M
V
EL(cl′)
(4)
= ⊥.
– For cl = i~ (v
1
~ J bAc
◦, v2~ J cl
′, v2~ J bXc
◦, v3~ J
◦bVc) we have the
following:
MA(cl)
(14)
= MA
EL
(bAc◦)
(5)
= EL
and
MB(cl)
(15)
= max{M
X
EL(cl′),M
X
EL(bXc◦)}
(4)
= EL
and
MC(cl)
(15)
= max{MX
EL
(cl′),MX
EL
(bXc◦)}
(5)
= EL
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and
MD(cl)
(16)
= M
V
EL(◦bVc)
(4)
= EL.
– For cl = i~ (v
1
~ J bAc
◦, v2~ J
◦bXc , v2~ J bXc
◦, v3~ J cl
′) we have the
following:
MA(cl)
(14)
= MA
EL
(bAc◦)
(5)
= EL
and
MB(cl)
(15)
= max{M
X
EL(◦bXc),M
X
EL(bXc◦)}
(4)
= EL
and
MC(cl)
(15)
= max{MX
EL
(◦bXc),MX
EL
(bXc◦)}
(5)
= EL
and
MD(cl)
(16)
= M
V
EL(cl′)
(4)
= EL.
Case 6: A ;X
EL
= A
EL
;X. Then, after denoting A ;X
EL
= A and A ;X
EL
= B,
we have a number of sub-cases:
– For cl = ◦bA ;Xc we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(9)
= M
A
EL(◦bAc)
(4)
= EL.
– For cl = bA ;Xc◦ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(9)
= ⊥.
– For cl = e;(v
1
; J cl
′) we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(9)
= M
A
EL(cl′)
(4)
= EL.
– For cl = v1; J cl
′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(9)
= M
A
EL(cl′)
(4)
= ⊥.
– For cl = v2; J cl
′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(9)
= ⊥.
– For cl = i;(v
1
; J bAc
◦, v2; J cl
′) we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(9)
= M
A
EL(bAc◦)
(4)
= ⊥.
Case 7: A
EL
;X = A ; X
EL
. Then, after denoting A
EL
;X = A and A ; X
EL
= B,
we have a number of sub-cases:
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– For cl = ◦bA ;Xc we have the following:
MA(cl)
(9)
= MA
EL
(◦bAc)
(5)
= ⊥
and
MB(cl)
(10)
= ⊥.
– For cl = bA ;Xc◦ we have the following:
MA(cl)
(9)
= ⊥
and
MB(cl)
(10)
= M
X
EL(bXc◦)
(4)
= ⊥.
– For cl = e;(v
1
; J cl
′) we have the following:
MA(cl)
(9)
= MA
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(10)
= ⊥.
– For cl = v1; J cl
′ we have the following:
MA(cl)
(9)
= MA
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(10)
= ⊥.
– For cl = v2; J cl
′ we have the following:
MA(cl)
(9)
= ⊥
and
MB(cl)
(10)
= M
X
EL(cl′)
(4)
= ⊥.
– For cl = i;(v
1
; J bAc
◦, v2; J cl
′) we have the following:
MA(cl)
(9)
= MA
EL
(bAc◦)
(5)
= EL
and
MB(cl)
(10)
= M
X
EL(cl′)
(4)
= EL.
Case 8: A ;X
EL
= A ;X
EL
. Then, after denoting A ;X
EL
= A and A ;X
EL
= B,
we have a number of sub-cases:
– For cl = ◦bA ;Xc we have the following:
MA(cl)
(10)
= ⊥
and
MB(cl)
(5)
= ⊥.
– For cl = bA ;Xc◦ we have the following:
MA(cl)
(10)
= MX
EL
(bXc◦)
(5)
= EL
and
MB(cl)
(5)
= EL.
– For cl = e;(v
1
; J cl
′) we have the following:
MA(cl)
(10)
= ⊥
and
MB(cl)
(5)
= ⊥.
– For cl = v1; J cl
′ we have the following:
MA(cl)
(10)
= ⊥
and
MB(cl)
(5)
= ⊥.
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– For cl = v2; J cl
′ we have the following:
MA(cl)
(10)
= MX
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(5)
= ⊥.
– For cl = i;(v
1
; J bAc
◦, v2; J cl
′) we have the following:
MA(cl)
(10)
= MX
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(5)
= ⊥.
Case 9: A‖X
EL
=A
EL
‖X
EL
. Then, after denotingA‖X
EL
= A andA
EL
‖X
EL
= B,
we have a number of sub-cases:
– For cl = ◦bA‖Xc we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(12)
= min{E, E}max{L, L} = EL.
– For cl = bA‖Xc◦ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(12)
= ⊥.
– For cl = e1‖v
1
‖ J cl
′ we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(12)
= M
A
EL(cl′)
(4)
= EL.
– For cl = e2‖v
2
‖ J cl
′ we have the following:
MA(cl)
(4)
= EL
and
MB(cl)
(12)
= M
X
EL(cl′)
(4)
= EL.
– For cl = v1‖ J cl
′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(12)
= M
A
EL(cl′)
(4)
= ⊥.
– For cl = v2‖ J cl
′ we have the following:
MA(cl)
(4)
= ⊥
and
MB(cl)
(12)
= M
X
EL(cl′)
(4)
= ⊥.
Case 10: A
EL
‖X
E′L′ = A‖Xmin{E,E′}max{L,L′}. Then, after denoting
A
EL
‖X
E′L′
= A and A‖X
min{E,E′}max{L,L′} = B ,
we have a number of sub-cases:
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– For cl = ◦bA‖Xc we have the following:
MA(cl)
(12)
= ⊥
and
MB(cl)
(5)
= ⊥.
– For cl = bA‖Xc◦ we have the following:
MA(cl)
(12)
= min{E, E′}max{L, L′}
and
MB(cl)
(5)
= min{E, E′}max{L, L′}.
– For cl = e1‖v
1
‖ J cl
′ we have the following:
MA(cl)
(12)
= MA
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(5)
= ⊥.
– For cl = e2‖v
2
‖ J cl
′ we have the following:
MA(cl)
(12)
= MX
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(5)
= ⊥.
– For cl = v1‖ J cl
′ we have the following:
MA(cl)
(12)
= MA
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(5)
= ⊥.
– For cl = v2‖ J cl
′ we have the following:
MA(cl)
(12)
= MX
EL
(cl′)
(5)
= ⊥
and
MB(cl)
(5)
= ⊥.
Case 11: A sc A
EL
=A
EL
scA. Then, after denotingA sc A
EL
= B andA
EL
scA =
C, we have a number of sub-cases:
– For cl = ◦bA sc Ac we have the following:
MB(cl)
(18)
= M
A
EL(◦bAc)
(4)
= EL
and
MC(cl)
(4)
= EL.
– For cl = bA sc Ac◦ we have the following:
MB(cl)
(18)
= M
A
EL(bAc◦)
(4)
= ⊥
and
MC(cl)
(4)
= ⊥.
– For cl = esc A(vsc A J cl
′) we have the following:
MB(cl)
(18)
= M
A
EL(cl′)
(4)
= EL
and
MC(cl)
(4)
= EL.
– For cl = vsc A J cl
′ we have the following:
MB(cl)
(18)
= M
A
EL(cl′)
(4)
= ⊥
and
MC(cl)
(4)
= ⊥.
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Case 12: A sc A
EL
= A
EL
sc A. Then, after denoting
A sc A
EL
= B and A
EL
scA = C ,
we have a number of sub-cases:
– For cl = ◦bA sc Ac we have the following:
MB(cl)
(18)
= MA
EL
(◦bAc)
(5)
= ⊥
and
MC(cl)
(5)
= ⊥.
– For cl = bA sc Ac◦ we have the following:
MB(cl)
(18)
= MA
EL
(bAc◦)
(5)
= EL
and
MC(cl)
(5)
= EL.
– For cl = esc A(vsc A J cl
′) we have the following:
MB(cl)
(18)
= MA
EL
(cl′)
(5)
= ⊥
and
MC(cl)
(5)
= ⊥.
– For cl = vsc A J cl
′ we have the following:
MB(cl)
(18)
= MA
EL
(cl′)
(5)
= ⊥
and
MC(cl)
(5)
= ⊥. ut
Proof of proposition 19
If (A,X) = (A′,X′) or then the proof is trivial. We therefore assume that (A,X) 6=
(A′,X′) and then consider four cases.
Case 1: A2X = A′2X′ iff (A,X) ≡2 (A′,X′).
(⇐=) Without loss of generality
A = A′
EL
and X′ = X
EL
.
Then A′
EL
2X = A′2X
EL
follows from proposition 18(1)
(=⇒) We first observe that A2X = A′2X′ implies
bAc2bXc = bA′c2bX′c .
Hence, from the results of the standard box algebra it follows that, without loss
of generality, bAc = bA′c and bX′c = bXc . Consequently, A′ and X must be of
the form:
A = A′
EL
and X′ = X
E
′
L
′
,
for some EL, E′L′ ∈ D. All we need to show now is that EL = E′L′. From our
hypothesis and the proof of proposition 18, we know that:
M
A′
EL
2X
(cl) = M
A′2X
E′L′ (cl) ⇐⇒ EL = E′L′ ,
for the cluster cl = e2(v
1
2
J ◦bAc , v2
2
J ◦bXc). Hence EL = E′L′.
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Case 2: A ;X = A′ ;X′ iff (A,X) ≡; (A′,X′).
(⇐=) Without loss of generality
A = A′
EL
and X′ = X
EL
.
Then A′
EL
;X = A′ ; X
EL
follows from proposition 18(3).
(=⇒) We first observe that A ;X = A′ ;X′ implies
bAc ; bXc = bA′c ; bX′c .
Hence, from the results of the standard box algebra it follows that, without loss
of generality, bAc = bA′c and bX′c = bXc . Consequently, A and X′ must be of
the form:
A = A′
EL
and X′ = X
E
′
L
′
,
for some EL, E′L′ ∈ D. All we need to show now is that EL = E′L′. From our
hypothesis and the proof of proposition 18 we know that:
MA′
EL
; X(cl) = M
A′ ; X
E′L′ (cl) ⇐⇒ EL = E′L′
for any cluster cl = i;(v
1
; J bAc
◦, v2; J cl
′). Hence EL = E′L′.
Case 3: A‖X = A′‖X′ iff (A,X) ≡‖ (A′,X′).
(⇐=) Then A = A′ and X = X′, and so A‖X = A′‖X′.
(=⇒) We first observe that A‖X = A′‖X′ implies
bAc‖bXc = bA′c‖bX′c .
Hence, from the results of the standard box algebra it follows that bAc = bA′c
and bXc = bX′c . It is then easy to see that A = A′ and X = X′.
Case 4: 〈〈A ~ X ~ V〉〉 = 〈〈A′ ~ X′ ~ V′〉〉 iff (A,X,V) ≡~ (A′,X′,V′).
Without loss of generality
A = A′
EL
and X′ = X
EL
and V = V′ .
Then 〈〈A ~ X ~ V〉〉 = 〈〈A′ ~ X′ ~ V′〉〉 follows from proposition 18(2).
(=⇒) We first observe that 〈〈A ~ X ~ V〉〉 = 〈〈A′ ~ X′ ~ V′〉〉 implies
〈〈bAc ~ bXc ~ bVc〉〉 = 〈〈bA′c ~ bX′c ~ bV′c〉〉 .
Hence, from the results of the standard box algebra it follows that, without loss
of generality, bAc = bA′c , bX′c = bXc and, moreover, bVc = bV′c is a static
at-net. Consequently, A and X′ must be of the form:
A = A′
EL
and X′ = X
E
′
L
′
,
for some EL, E′L′ ∈ D, and V = V′. All we need to show now is that EL = E′L′.
From our hypothesis and the proof of proposition 18 we know that:
M〈〈A′
EL
~X~V〉〉(cl) = M〈〈A′~X E′L′~V〉〉(cl) ⇐⇒ EL = E
′L′
for any cluster cl = i~(v
1
~ J bAc
◦, v2~ J cl
′, v2~ J bXc
◦, v3~ J
◦bVc). Hence
EL = E′L′. ut
