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ABSTRACT Biomolecular recognition often involves large conformational changes, sometimes even local unfolding. The
identiﬁcation of kinetic pathways has become a central issue in understanding the nature of binding. A new approach is
proposed here to study the dynamics of this binding-folding process through the establishment of a path-integral framework on
the underlying energy landscape. The dominant kinetic paths of binding and folding can be determined and quantiﬁed. The
signiﬁcant coupling between the binding and folding of biomolecules often exists in many important cellular processes. In this
case, the corresponding kinetic paths of binding are shown to be intimately correlated with those of folding and the dynamics
becomes quite cooperative. This implies that binding and folding happen concurrently. When the coupling between binding and
folding is weak (strong), the kinetic process usually starts with signiﬁcant folding (binding) ﬁrst, with the binding (folding) later
proceeding to the end. The kinetic rate can be obtained through the contributions from the dominant paths. The rate is shown
to have a bell-shaped dependence on temperature in the concentration-saturated regime consistent with experiment. The
changes of the kinetics that occur upon changing the parameters of the underlying binding-folding energy landscape are
studied.
INTRODUCTION
Biomolecular recognition is an important issue in modern
molecular biology. Both afﬁnity and speciﬁcity are crucial in
understanding the nature of the binding process. The afﬁnity
is measured by the free energy difference between an un-
binding complex and a native binding complex mimicking
the natural attraction or tendency to form a stable complex.
The speciﬁcity, on the other hand, measures the discrimina-
tion between the native state and others (1–6). In practice,
good drug design needs to quantify both afﬁnity and spec-
iﬁcity accurately (7–12). The general docking approach
assumes rigid or semirigid conformations of the binding
complex for the purpose of simplifying the computation of
searching for conformational degrees of freedom. In other
words, the binding proceeds with two already (or almost)
folded proteins. In nature, binding often involves conforma-
tional changes. Therefore, the binding mechanism should be
more like induced-ﬁt rather than lock-and-key in nature (13,14).
In cells, it was estimated from the current available data that
;15% of the proteins when isolated are in their unfolded
form. The actual percentage might be even higher. This indi-
cates that some natural proteins prefer to be unfolded in the
cell environment in order to function (15,16). It implies that
signiﬁcant binding occurs as the binding and folding coop-
eratively couple together. That is, binding proceeds from the
two unfolded or partially folded proteins instead of two
already-formed ones. Here, ﬂexibility rather than rigidity is
crucial for binding as well as for biological function.
To understand the interplay between binding and folding
dynamically, one needs ﬁrst to have a good description of the
binding and folding degrees of freedom. One way to do that
is to employ atomic detailed calculations. This way of doing
it often runs into the trouble of not being able to sample
enough of the conﬁgurational space. However, it is possible
to use a phenomenological approach by identifying the quasi-
reaction coordinate or order parameter mimicking the binding
and folding process. This is in analogy to the liquid-gas phase
transition. Molecular-level calculations give more detail,
whereas the phenomenological use of density as an order
parameter reveals the universal features of the liquid-to-gas
phase transition (17–19). In a similar spirit, the approach
used here attempts to study the binding-folding phenomena
common in nature with at least two order parameters, Qb and
Qf. Here, Qb is the fraction of native binding spatial contacts
and Qf is the fraction of the native folding spatial contacts.
Qb ¼ 1 when the binding is completed; that is, all the native
interface contacts are formed. On the other hand, Qf ¼
1 represents the situation where all the native contacts of
folding are formed (see Fig. 1) from binding of two proteins
where one protein is rigid but the interface and the other
protein is ﬂexible. This minimal representation is used to
study the thermodynamics of binding-folding process (15,16).
It is found that the folding and binding processes are often
intimately coupled in nature. The crucial question one needs
to address is how the dynamics actually occur. This is not only
relevant for uncovering the fundamental mechanism but
important also in guiding more accurate rational drug design.
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Identifying the important dynamic ﬂow of paths that the
binding complex takes to reach the native state is crucial in
uncovering the fundamental kinetic mechanisms of the binding-
folding process and has been a central issue in the experi-
mental community (20,21). So far, very limited efforts have
been put on the actual kinetic binding intermediate process or
the identiﬁcation of kinetic paths connecting the initial and
ﬁnal states (22–29). We will study the dynamics of binding-
folding coupling by developing a path-integral formulation.
Path-integral formulations have been developed successfully
in studying many different areas in physics, chemistry, and
even ﬁnance (30–34). The advantage of this approach is that
it addresses the fundamental issues of kinetic pathways directly.
The paths can be identiﬁed and quantitatively determined
(See Fig. 2).
Another important question is related to how the many
possible degrees of conﬁguration could fall to the unique
native-state basin. The most natural and simple way of re-
solving this so-called Levinthal paradox (35) is that the
underlying energy landscape should be funneled to guaran-
tee both the thermodynamic stability and speciﬁcity (1–
6,36–39). This should also lead to faster kinetics (40–42).
Under this funneled energy landscape, in general there are
multiple paths or a dominant ﬂow of paths toward the native-
state basin. The discrete paths emerge when the landscape is
rough and local bumps or traps play important roles. Thus,
the kinetics can be obtained through studying the behavior
of the paths. By approximating the path integral using
a dominant-path approach, we will describe with realistic
parameters estimated from the current available data the
dynamics and the degrees of cooperativity in the binding-
folding process. The kinetic rate or timescale can be obtained
by summing over the appropriate weighted contributions
from the dominant paths. The rate is shown to have a
bell-shaped dependence on the temperature in the concen-
tration-saturated regime. This is consistent with the kinetic
experiments studies on reaction with large conformational
changes (see Chevron plots, 43–45).
METHODS AND MATHEMATICAL DETAILS
To proceed, let us brieﬂy review the formulation of the thermodynamic
energy landscape of the binding-folding process (6,15,16). We ﬁrst start
with the energy function of a polypeptide chain with an interface,
Hf ¼ +efijsfij (1)
and
H
b ¼ +ebijsbij (2)
and total energy is
H ¼ Hf 1Hb; (3)
where Hf and Hb are the energy functions of polypeptide chain energy
(folding) and interface contacts (binding). The eij values are the contact-
energy strengths, while sij is the contact variable equal to 1 when there is a
spatial contact, and zero when there is no spatial contact (a spatial contact is
controlled by the cutoff distance within which a contact is deﬁned).
If we take a reference state a, and split up the energy as a point Ef
associated with the folding degree of freedom, a point Eb associated with the
binding degree of freedom and a reference energy Ea is
Ef ¼ Eaf 1E9f ; (4)
Eb ¼ Eab1E9b; (5)
Ea ¼ Eaf 1Eab1E9a; (6)
where Eaf is part of the overlap energy of folding relative to the reference
state a and Ebf is part of the overlap energy of binding relative to the
reference state a. The conditional probability in ﬁnding the folding energy
and binding energy in reference to state a is given by
PðEajEf ;EbÞ ¼
ÆdðEa  HðQf ;QbÞÞdðEf  HðQfÞÞdðEb  HðQbÞæ
dðEf  HðQfÞÞdðEb  HðQbÞÞ :
(7)
If reference state a is the native state, then the Qf and Qb become the
fraction of native folding and binding contacts, respectively. The entropy
can be obtained as
SðEa; Qf ; QbÞ ¼ lnðVðQf ; QbÞPðEajEf ; EbÞÞ; (8)
whereV(Qf,Qb) is the total number of conﬁgurational degrees of freedom at
a given Qf and Qb. Therefore, by employing the microcanonical ensemble
and thermodynamic relationships, we can easily obtain the free energy of the
system,
FIGURE 1 Flexible binding-folding.
FIGURE 2 Binding paths.
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FðQf ;QbÞ ¼ NdEfQf 1CNdEbQb  NS0ðQf ;QbÞT
 NDE
2
f ð1 QfÞð11 gfQfÞ
2 kBT
 CNDE
2
bð1 QbÞð11 gbQbÞ
2 kBT
; (9)
where N is the number of the amino-acid residues, dEf is the energy gap or
bias toward the native folded state, dEb is the energy gap or bias toward the
native binding state, DEf is the roughness or spread of the folding energy,
and DEb is the roughness or spread of the binding energy. The values gf and
gb are the inhomogeneity coefﬁcients for folding and binding. The value S0
is the entropy of the conﬁgurations S0¼ lnV. The value C is a constant scale
factor of the binding relative to folding.
The entropy function can be ﬁtted with a simple function by noticing
that the entropy of the completely native folding and binding state S(1,1)
is zero and the entropy of the completely unfolded and unbinding state is
S(0,0), the entropy of native folded but completely unbinding state is
S(1,0), and the entropy for the completely unfolded and native binding
state is S(0,1). These quantities can all be estimated. So the entropy has a
functional form given by
SðQf ; QbÞ ¼ ð1 QfÞð1 QbÞSð0; 0Þ
1Qfð1 QbÞSð1; 0Þ1Qbð1 QfÞSð0; 1Þ:
(10)
The binding-folding energy landscape typically has several phases: the
total native phase, native binding but unfolded phase, folded but unbinding
phase, and completely unbinding and unfolded phase. In addition, there
might exist a possible trapping phase for the whole complex, as well as a
partial trapping phase for folded states alone, and a partial trapping phase for
the binding states alone. To guarantee thermodynamic stability and dis-
criminate between the local bumps or traps (the speciﬁcity), the temperature
of the transition to a stable native state should be signiﬁcantly larger than
the trapping temperature. Since the ratio between native phase transition
temperature and glassy trapping temperature, Tnative=Tg ¼
ﬃﬃﬃﬃ
L
p
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
L 1p ,
monotonically depends on the ratio of the gap/roughness of the underlying
binding-folding energy landscape ððL ¼ dEf1dEb=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
DE2f1DE
2
b
p ﬃﬃﬃﬃﬃﬃﬃ
2S0
p ÞÞ,
the gaps should be signiﬁcantly larger than the spread of the energy
spectrum. In other words, ðdEf1dEb=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
DE2f1DE
2
b
p Þ should be signiﬁcantly
larger than 1. This implies the landscape in the two dimensions of folding
and binding should be funneled toward the native state. Let us turn to the
discussion now to the kinetics.
Under the free-energy proﬁles, the equation of motion for native contact
vector Q ¼ (Qf, Qb) formation can be formulated as
dQ=dt ¼ @bFðQÞ
@Q
1h: (11)
Due to the long timescale, the binding-folding motions are overdamped.
Therefore, the second derivatives ofQwith respect to time tmay be ignored.
Here, @bF(Q)/@Q is the gradient force that the motion of Q vector would
follow and h is the noise term assumed to be Gaussian and white. The
correlation of the noise is given by Æh(Q, t)h(Q, 0)æ ¼ 2D(Q)d(t). The D(Q)
is the Q-dependent diffusion coefﬁcient tensor (or matrix). The binding-
folding process has many degrees of freedom; therefore, when looking at the
motion along the reduced two-dimensional order parameter or reaction
coordinate Q, there is an effective noise or friction force from the rest of the
other dimensions.
We can now formulate the dynamics for the probability of starting from
initial conﬁgurationQinitial at t¼ 0 and end at the ﬁnal conﬁguration of Qﬁnal
at time t, with the Onsager-Machlup functional (32,33) as
PðQfinal; t;Qinitial;0Þ ¼Z
DQExp 
Z
dt
1
4
ðdQ
dt
1DðQÞ@bFðQÞ
@Q
Þ2
DðQÞ 
1
2
@DðQÞbFðQÞ
@Q
@Q
 !" #
¼
Z
DQExp 
Z
LðQðtÞÞdt
 
: (12)
The integral over DQ represents the sum over all possible paths connecting
Qinitial at time t ¼ 0 to Qfinal at time t. The exponential factor gives the
weight of each path. So the probability of binding-folding dynamics from
nonnative conﬁgurations Qinitial to native conﬁguration Qfinal is equal to
the sum of all possible paths with different weights. The L(Q(t)) is the
Lagrangian or the weight for each path (Fig. 2).
Notice that not all the paths give the same contribution. We can
approximate the path integrals with a set of dominant paths. Since each path
is exponentially weighted, the other subleading path contributions are often
small and can be ignored. One can easily use this observation to ﬁnd the
paths with the optimal weights. The dominant paths should satisfy the Euler-
Lagrangian equation (see Fig. 2),
d
dt
@L
@ _Q
 @L
@Q
¼ 0; (13)
and the resulting equation becomes
Q¨ 1
2
@DðQÞ
@Q
DðQÞ
_Q2  2DðQÞ@VðQÞ
@Q
¼ 0; (14)
where
VðQÞ ¼ @bFðQÞ
@Q
DðQÞ
4
@bFðQÞ
@Q
 DðQÞ
2
@
2
bFðQÞ
@Q2
 1
2
@DðQÞ
@Q
@bFðQÞ
@Q
:
(15)
The equation of motion of Q has the acceleration term Q¨, the frictional
(positive and negative) term 1
2
ðð@DðQÞ=@QÞ=DðQÞÞ_Q2, and the force term
2DðQÞð@VðQÞ=@QÞ. Deﬁne @U(Q)/@Q ¼ 2D(Q)@V(Q)/@Q. Then the
problem becomes one of a two-dimensional particle moving in a potential
well U with friction.
When D(Q) is a constant, the friction term is zero. The diffusion
coefﬁcient tensor matrix is diagonal, with only two elements (Dff and Dbb)
present, while the nondiagonal elements are zero (Dfb ¼ Dbf ¼ 0).
We can also write out explicitly the equation of motion in the scalar form as
Q¨f  2Dff
@V
@Qf
¼ 0; (16)
and
Q¨b  2Dbb
@V
@Qb
¼ 0: (17)
Notice that frictional term becomes zero under the current assumption of
a Q-independent diffusion coefﬁcient.
By solving these two equations with initial points ofQf¼Qb¼ 0 and end
points at Qf ¼ Qb ¼ 1, we can obtain the dominant path contribution to
the weight of the paths. Substituting the dominant path solution back into the
path-integral formulation, we can obtain the expression for the rate of the
kinetic process from nonnative states to native state.
RESULTS
Through data mining of the protein interaction database, one
can classify protein-protein binding complex into two classes
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(15,16). One type is related to the more stable proteins while
isolated, and the other type is related to the less stable
proteins, or often unfolded when isolated. It is estimated that
15% of the proteins are ﬂoppy and unstable when isolated at
room temperature (15,16). Our choices of the parameters
(especially for the stability parameter: energy gap) are as
follows: Set-I parameters are for the average proteins that are
often more stable; and Set-II parameters are for the more
stable binding interactions with less stable and more ﬂoppy
proteins. That is,
dEf ¼ 11:8 kJ
mol
; dEb ¼ 9:3 kJ
mol
(Set I)
and
dEf ¼ 10:3 kJ
mol
; dEb ¼ 12:9 kJ
mol
: (Set II)
The energy scale factor of binding relative to folding is also
given as C ¼ 0.2.
The other related parameters are the same for both Set I
and Set II:
gf ¼ 1:0; gb ¼ 0; Sð0; 0Þ ¼ 31
9:7
200
kB; Sð1; 0Þ ¼ 9:7
200
kB;
Sð0; 1Þ=Sð0; 0Þ ¼ 0:75;
ﬃﬃﬃﬃﬃﬃﬃﬃ
DEf
p
¼ 3:4 kJ
mol
;
ﬃﬃﬃﬃﬃﬃﬃﬃ
DEb
p
¼ 3:4 kJ
mol
:
(18)
The free energy F as a function of Qf and Qb as well as the
dominant kinetic paths are shown in Fig. 3 for the parameter
Set I (Fig. 3, left panel) and Set II (Fig. 3, right panel). We
can see that the underlying landscape is downhill and fun-
neled toward the native state.
We can see clearly that for the parameter Set I (the more
stable proteins, or the ones with a larger folding gap com-
pared with the binding gap—i.e., more stability on folding
and less stability on binding), the kinetic process proceeds
with a signiﬁcant fraction of folding initially and then
proceeds with the completion of the binding process (Fig. 3,
left panel). The folding and binding are not very strongly
coupled. But with the parameter Set II (the ﬂoppy proteins,
or the ones of smaller folding gap compared with the binding
gapless stability on folding and more stability on binding),
we see that signiﬁcant binding occurs ﬁrst and then proceeds
with folding and binding together toward the native state
(Fig. 3, right panel). So in this case, the folding and binding
process are more cooperatively coupled (15,16,46,47).
The effect of temperature on kinetics can be seen from the
change of rate. The rate is plotted in Fig. 4 versus temper-
ature. The rate is shown to have a bell-shape. At high tem-
peratures, as the temperature increases, the native state is
unstable so the kinetic rate decreases. On the other hand, at
low temperatures, when the temperature decreases, there
exists the possibility of local trapping, so the rate decreases
again. This explains why the rate has a bell-like shape. There
exists an optimal rate at a certain temperature between high
and low temperatures where the kinetic process is the fastest.
When the gap of either folding or binding increases, the ki-
netic rate increases, as we can see. This is due to the greater
bias toward the native-state basin. We can also see that the
kinetic process is faster for ﬂexible binding (with the more-
stable binding (gap) rather than the folding (gap)). The more-
stable folding (gap) implies that the binding process starts
ﬁrst with signiﬁcant folding-complex forming and then
proceeds with binding; it is basically more of a rigid-binding
process. In contrast, the more-stable binding (gap) implies
that signiﬁcant binding starts ﬁrst and induces the folding. In
other words, binding and folding are intimately coupled. So
we have shown here that the ﬂexible binding (binding-folding
FIGURE 3 (Left) Free-energy proﬁle and dominant kinetic paths with respect toQf andQb for more stable proteins. (Right) Free-energy proﬁle and dominant
kinetic paths with respect to Qf and Qb for more ﬂoppy proteins.
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coupled) has a kinetic advantage (faster) over rigid binding
(folding ﬁrst and then binding). Binding with large confor-
mational changes helps to reach the kinetic speciﬁcity rather
than the rigid one. This is due to the larger capture radius for
the ﬂexible binding. It is analogous to ﬂy-casting in ﬁshing
(15,16). The recent simulations and experiments seem to
imply that this mechanism might be quite general for the
ﬂexible binding (48–52).
It is worth pointing out the binding involves two mol-
ecules and the reaction is bimolecular. Thus, the kinetics, in
general, is concentration-dependent, and directly proportional
to the concentration in the low concentration limit. Here we
study the kinetic from nonspeciﬁc unbinding unfolded states
to the native state. It is likely we are looking at the high
concentration regime, where the concentrations already have
become saturated, and thus are constants—so the kinetic rate
we obtained here should be considered valid only at the
concentration-saturation limit. To obtain the kinetics in the
full range of concentrations, one has to carefully take into
account the concentration-dependence of the temperatures.
This would be an interesting topic worth further investiga-
tion.
We also have studied the inﬂuence of diffusion on the
kinetic paths (left panel, Fig. 5) and kinetic rates (right panel,
Fig. 5) with parameter Set II of ﬂoppy binding proteins. We
can see that the dominant kinetic paths will be shifted more
toward initial binding (folding) ﬁrst and then proceeds with
folding (binding) when the diffusion for binding is faster
(slower), i.e., the diffusion coefﬁcients of binding increases
(decreases). The corresponding binding kinetics is faster for
a faster, or a larger, binding-diffusion coefﬁcient. We also
studied the case of varying the folding diffusion coefﬁcients,
and found that dominant kinetic paths will be shifted more
toward initial folding (binding) ﬁrst and then proceed with
binding (folding) when the diffusion for folding is faster
(slower). The corresponding binding kinetics is faster for
faster diffusion.
DISCUSSION AND CONCLUSIONS
Through the establishment of a two-dimensional path-
integral formulation, we studied the kinetics on a binding-
folding energy landscape. By quantitatively determining the
kinetic paths, we ﬁnd that a binding-folding mechanism can
be broken into several categories, with one in which folding
proceeds ﬁrst and binding-folding proceeds later; and another,
in which the binding and folding processes are dynamically
coupled.
It is worthwhile to point out that the two-dimensional
binding-folding coupling we considered here assumes one of
the binding partners is rigid so that we only need to consider
essentially two degrees of freedom: the binding interface and
folding or conformational changes of the other partner (Qf1,
Qb), as illustrated in Fig. 1. In general, one should consider
the situation of both partners being ﬂexible and binding to
FIGURE 4 The kinetic rate of binding-folding versus temperature.
FIGURE 5 (Left) Dominant kinetic paths. (Right) Kinetic rates for different binding diffusion coefﬁcients.
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each other, so that three degrees of freedom need to be con-
sidered (Qf1, Qf2, Qb) (Fig. 1). We will ﬁrst have to establish
the thermodynamic free energy proﬁles either from simula-
tions or by developing an analytical theory. Then we will
construct the corresponding path-integral formulation for the
case. This study is in progress. It will be an interesting ex-
tension of the current framework, which will be discussed in
a future publication.
For simplicity, we have ignored the position dependence
of the diffusion coefﬁcient in obtaining the kinetic rate. The
Q-dependence of diffusion coefﬁcient D due to the size of
the conﬁgurational space to explore at a particular position
could have a signiﬁcant inﬂuence on the quantitative values
of the rate. It will lead to an effective free energy so that the
actual barrier for kinetics will deviate from the thermody-
namic barrier. This is worth further study.
On the other hand, we did not take into account the
possibility of the time-dependence or memory of the dif-
fusion coefﬁcient due to the correlations in energies among
different states. In principle, one can put that in. Then the
transport properties become time-correlated. This correlation
in time of the diffusion coefﬁcient would also contribute to
the effective free energy making the corner, cutting without
passing through the actual thermodynamic barrier.
It is worthwhile to explore further the inﬂuence of the
nature of the hydrophobic multibody force on kinetics. This
can be implemented with the formalism established in this
article. In that situation, the resulting free-energy proﬁle will
most likely have free-energy valleys and barriers. It is ex-
pected that the dominant paths at long times will be, most
likely, the instantons traversing back and forth between native
and nonnative states.
In addition, at low temperatures, one expects that the cur-
rent continuous description of paths breaks down. Instead, a
discrete version of the path integral needs to be developed for
treating this regime.
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