We study the problems of multi-person pose segmentation in natural images and instance segmentation in biological images with crowded cells. We formulate these distinct tasks as integer programs where variables correspond to poses/cells. To optimize, we propose a generic relaxation scheme for solving these combinatorial problems using a column generation formulation where the program for generating a column is solved via exact optimization of very small scale integer programs. This results in efficient exploration of the spaces of poses and cells.
Introduction
In this paper we consider two distinct problems: multi-person pose segmentation in natural images and instance segmentation in biological images (bioimages). Multi-person pose segmentation is the problem of detecting people and their corresponding body parts in natural images. Each pose provides a description of the positions of the body parts of a given person. Instance segmentation in bioimages is the problem of detecting and segmenting individuals in crowded clustered cells. In both domains poses and cells are in close proximity and often occlude each other.
We formulate the problem of multi-person pose segmentation from the perspective of selecting a subset of high-quality poses subject to the constraint that no pair of selected poses is associated with a common body part detection. Similarly we formulate the problem of cell instance segmentation from the perspective of grouping super-pixels into cells subject to the constraint that no two cells share a common super-pixel.
We present a relaxation of these combinatorial problem that uses a column generation formulation for inference where columns are generated via solving small scale, tractable integer linear programs (ILP). Our work builds on initial ideas of [13] . In this paper the authors formulate the multiple object tracking problem as a maximum weight set packing problem [10] , where track costs are derived from high-order Markov models. Tracks are generated in large quantities using dynamic programming. The corresponding LP relaxation is generally tight but the authors further tighten it using third order odd set inequalities [8] . Our work differs from [13] with regards to the problems selected and how column generation is formulated/applied. Our model is unique in that it allows for the expression of a combinatorial number of poses using a global-local structure.
Our application on multi-person pose segmentation is based on the work of [9, 11] which casts multi-person pose segmentation as a massive ILP. They tackle inference using a state of the art ILP solver, assisted with greedy multi-stage optimization. We rely on column generation [7, 2] methods tailored specifically to multi-person pose segmentation. Our inference is notably efficient since the dynamic programming inference inspired by the deformable part model of [6, 5, 14] can be applied to generate columns.
Our application on cell instance segmentation is related to [19] . In [19] the authors use depth to transform instance segmentation into a labeling problem and thus break the difficult symmetries found when studying the problem. They frame optimization as an ILP and attack it using the greedy methods of network flows [4] notably Quadratic Pseudo-Boolean Optimization [12, 3] . To solve the optimization problem, [19] requires specific knowledge about the number of labels present in the image, while our work uses an ILP framework that does not require such knowledge. [17, 18] attacks the problem of segmenting a large number of objects of similar type in crowded images, where cells touch or overlap with each other. They start with a set of over-segmented super-pixels, which are then clustered into "perceptually meaningful" regions. Our work is distinct from [18] primarily from the perspective of optimization. The authors of [18] rely heavily on the planarity of their problem structure to permit efficient inference. We however are not bound by such a restriction and instead rely on the structure of cells being small and compact.
Our paper is organized as follows. In Section 2 we frame multi-person pose segmentation as optimization. In Section 3 we provide an alternative formulation of the optimization problem that is amenable to efficient inference via column generation. Next in Section 4 we study the generation of variables for use in column generation. Then in Section 5 we apply the material in Section 3 to the problem of instance segmentation of cells in dense bioimages. In Section 6 we discuss the production of anytime upper and lower bounds on the optimal integer solution. In Section 7 we demonstrate state of the art results on multi-person pose segmentation and cell instance segmentation. Finally we conclude in Section 8.
relationships associated with the parts in a human. An example of such a relationships is that the head is above the neck. For every pose, all non-occluded parts in that pose are associated with exactly one global key-point.
• Local Key-Points: A group of local key-points is a set of key-points that belong the same part of the same person/pose. Key-points that are visually similar, are in close spatial proximity, and correspond to the same part tend to be associated with a common person, while key-points that correspond to the same part but are not visually similar or in close spatial proximity tend to be associated with different people. The use of local-key points can be understood as modeling non-maximum suppression (NMS) during optimization, instead of having NMS as a pre-processing or post-processing step.
Problem Formulation
In this section we formulate multi-person pose segmentation as an ILP. We denote the set of keypoints as D which we index with d. We use R to denote the set of parts which we index by r. We useR ⊆ R to denote the set of global parts. We describe the mapping of key-points to parts using a matrix R ∈ {0, 1} |D|×|R| which we index by d, r. We use R dr = 1 to indicate that key-point d is associated with part r. For short hand we use R d to indicate the part associated with key-point d.
We use three types of binary indicator variables x ∈ {0, 1} |D| , y ∈ {0, 1} |D|×|D| , and z ∈ {0, 1} |D| . We set x d = 1 to indicate that key-point d is included in a pose and set x d = 0 otherwise. We refer to a key-point d such that x d = 1 as being active. We use y d1d2 = 1 to indicate that d 1 and d 2 are associated with a common pose. We use z d = 1 to indicate that the key-point d is labeled as global. If x d = 1 and z d = 0 then key-point d is associated with the label local.
Associating Cost to Pose Segmentation
We now associate a cost function to the problem of multi-person pose segmentation. To facilitate this we introduce terms θ ∈ R |D| and φ ∈ R |D|×|D| , which we index by d and d 1 d 2 respectively. We use θ d to denote the cost of assigning d to a pose (making d active). We use φ d1d2 to denote the cost of assigning d 1 and d 2 to a common pose. We associate a cost to a solution x,y,z via the terms θ,φ using a cost function with the following three terms.
This term describes the cost incurred for making key-points active.
φ d1d2 y d1d2 : This term describes the cost incurred for associating key-points of a common part to a shared pose.
φ d1d2 z d1 z d2 y d1d2 : This term describes the cost incurred for associating global key-points with common pose.
• We combine the second and third terms into a common term as follows:
.] is used to express the binary indicator function.
• Given a solution x, y, z the corresponding cost is written below.
Consistency of Solution
Minimizing the cost in Eq 1 with respect to x, y, z does not result in consistent poses since the variables x, y and z are related to each other. To ensure a consistent solution we enforce the following constraints:
• A key-point that is labeled global has to be active.
• A key-point pair d 1 , d 2 can not be assigned to a common pose unless both are active.
2 are associated with a common pose and d 1 ,d 3 are associated with a common pose then d 2 ,d 3 must be associated with a common pose.
• No two global key-points associated with a common part can be associated with a common pose.
• Every active local key-point of a given part must be associated with an active global keypoint of that part. This ensures that every non-occluded part in a given pose is associated with interactions between all other non-occluded parts in that pose.
• Every active key-point is associated with an active key-point of a global part. This enforces the constraint that every pose is associated with at least one global part.
Combining all the aforementioned constraints as well as the cost function terms we obtain the following ILP for the multi-person pose segmentation problem:
The LP relaxation of the ILP given in Eq 2 is very loose in practice and does not provide solutions that can be rounded to low cost integer solutions. Thus we propose to solve Eq 2 via an alternative technique known as column generation [2] . Applying column generation results in an ILP. The corresponding LP relaxation is often integral in practice and when it is not integral, it is easily converted to a low cost integral solution. The new ILP constructs poses using a set of variables corresponding to global and local poses which describe the global and local key-points respectively.
In this alternative formulation, a global pose describes all global key-points in a common pose. A local pose describes all key-points associated with a given part in a common pose. The sets of all possible global and local poses are exponentially large and thus can not be enumerated exactly. However we can solve optimization over the global and local poses by relaxing the integrality constraints of the ILP and applying column generation to find a small sufficient set of global and local poses.
Global Poses
We define the set of all possible selections of global key-points in a single pose as G which we index with q. We refer to G as the set of global poses and its members as global poses. Members of G must have at least one global key-point corresponding to a global part and no more than one key-point corresponding to any given part. We describe G using a matrix G ∈ {0, 1} |D|×|G| . We set G dq = 1 if and only if key-point d is associated with global pose q.
We associate each q ∈ G with corresponding vectors x q ∈ {0, 1} |D| , y q ∈ {0, 1} |D|×|D| , z q ∈ {0, 1} |D| as follows.
We associate G with a cost vector Γ ∈ R |G| where Γ q is the cost associated with global pose q. We define Γ q as follows.
Local Poses
We define the set of all possible selections of key-points corresponding to a shared part in a common pose as L which we index with q. We refer to L as the set of local poses and its members as local poses. Each member of L is associated with exactly one global key-point. We describe L using
|D|×|L| . Here L dq = 1 if and only if key-point d is associated with q as a local keypoint. Similarly M dq = 1 if and only if key-point d is associated with q as a global key-point. We associate each q ∈ L with corresponding vectors x q ∈ {0, 1} |D| , y q ∈ {0, 1} |D|×|D| , z q ∈ {0, 1} |D| as follows.
We associate L with a cost vector Ψ ∈ R |L| where Ψ q is the cost associated with local pose q. We define Ψ q as follows.
Objective and Constraints
We define a selection of global and local poses using γ ∈ {0, 1} |G| , ψ ∈ {0, 1} |L| respectively. We set γ q = 1 to indicate that global pose q ∈ G is selected and otherwise set γ q = 0. Similarly we set ψ q = 1 to indicate that local pose q ∈ L is selected and otherwise set ψ q = 0. We define the cost associated with a selection of global and local poses as Γ t γ + Ψ t ψ. Minimizing the cost with respect to γ, ψ does not result in a consistent poses since the variables γ,ψ are related to each other. To ensure a consistent solution we enforce the following constraints:
• Gγ + Lψ ≤ 1: No key-point can be included as a global key-point in a global pose or local key-point in a local pose more than once.
• Lψ + M ψ ≤ 1: No key-point can be associated with more than one local pose.
• −Gγ + M ψ ≤ 0: Every local pose must associated with a global pose where the global key-point in the local pose is included in the corresponding global pose.
The objective and the above constraints form an ILP.
Primal and Dual
By relaxing integral constraints on γ, ψ we convert Eq 5 to its dual form using Lagrange multiplier sets
Generating Columns
In this section we consider the problem of identifying violated constraints in the dual form in Eq 6. We divide this section into two parts. In Section 4.1 we study the production of the most violated constraint corresponding to a local pose given that the global key-point in that pose (denoted d * ) is known. By trying all d ∈ D for d * we are assured to find the most violated constraint corresponding to a local pose.
In Section 4.2 we study the production of the most violated constraint corresponding to a global pose given that a single key-point (d * ) corresponding to a global part is included. By trying all possible d * ∈ D s.t. R d * ∈R we are assured to find the most violated constraint corresponding to a global pose.
Violated Local Poses
For each d * ∈ D we compute the most violated constraint corresponding to a local pose in which d * is the global key-point. We write this as an ILP below.
With proper thresholding, the number of key-points associated with any given part in an image is small. It is no more than 15 in practice and generally less than ten. Thus solving the ILP above is feasible. 
Violated Global Poses
For each d * such that R d * ∈R we compute the most violated constraint corresponding to a global pose including d * . We write this as an integer program below.
Different types of structure on φ can result in easier inference. A typical model is the tree structure over parts of the human body as in the deformable part model of [6, 5, 14] . φ will be zero between non-adjacent parts on the tree. We augment this tree model with additional edges from neck to all other non-adjacent body parts to handle situations where certain parts are occluded/not visible. This is illustrated in Fig 1. Given a tree structured model exact inference can be achieved via dynamic programming. In our application we strengthen the tree model by connecting the neck to every other part and making the neck the only global part. Given that the global key-point associated with the neck is fixed, then exact inference can be achieved via dynamic programming. Thus Eq 7 can be solved by solving one dynamic program for each possible choice of key-point associated with the neck.
Column Generation Algorithm
We write our column generation algorithm in Alg 1 and describe it below. We construct nascent subsets of G, L which we denote asĜ,L. At each step we compute the most violated constraint corresponding to a local pose in which key-point d is the global key-point for all d ∈ D. At each step we also compute the most violated constraint corresponding to a global pose in which key-point
Poses are added to the nascent setsĜ,L if and only if the constraint is violated. We terminate when no violated constraints exist and return the primal solution.
Recover γ from λ. NOTE: γ is computed for free by the LP solver when solving for λ.
Formulating Instance Segmentation for Column Generation
We now consider our approach for densely clustered cell instance segmentation. Given an image we first compute a set of super-pixels which provides an over-segmentation of the image. We then construct an optimization problem that groups the super-pixels into small coherent cells or labels them as background. This optimization problem is an ILP.
We outline our approach to instance segmentation as follows. In Section 5.1 we describe the set of possible cells and associate a cost to each according to a model. In Section 5.2 we formulate instance segmentation as an ILP that is amenable to attack using column generation. We then relax the integrality and take the dual. In Section 5.3 we study the production of columns via identifying violated constraints in the dual. In Section 5.4 we detail our instance segmentation algorithm.
Cell Segmentation as Column Generation
We denote the set of all possible cells by Q and use G ∈ {0, 1} |D|×|Q| to denote the super-pixel-cell incidence matrix where G dq = 1 if and only if cell q includes super-pixel d. Cells are constrained to have a maximum radius (denoted m R ) and maximum area/volume (denoted m V ). Here m V and m R are model defined parameters. We describe the distance between pairs of super-pixels, indexed
where the distance between the centers of super-pixels d 1 , d 2 is denoted S d1d2 . Given S we describe the constraint on the radius of a cell as
For any given q ∈ Q any argument d * ∈ D satisfying Eq 9 is called a centroid of q. We now describe the constraint on the area of a cell. We use V ∈ R |D| + to describe the area of super-pixels which we index with d. Here V d denotes the area of a particular super-pixel d. Given V we write the constraint on the area of a cell as
We denote the costs associated with cells as Γ ∈ R |Q| , where Γ q describes the cost associated with cell q:
We use θ d to denote the cost associated with including d in a cell. Similarly we use φ ∈ R |D|×|D| , where φ d1d2 denotes the cost associated with including d 1 and d 2 in a common cell.
Optimization Formulation
A solution to instance segmentation is denoted by the indicator vector γ ∈ {0, 1}
|Q| where γ q = 1 indicates that cell q is included in the solution and γ q = 0 otherwise. A collection of cells specified by γ is a valid solution if and only if each super-pixel is associated with at most one active cell. We now express instance segmentation as an ILP.
We now attack optimization in Eq 12 using the well studied tools of LP relaxations. We write the primal and dual LP relaxation below using Lagrange multipliers λ ∈ R |D| 0+ .
Eq 12 ≥ min γ≥0 Gγ≤1
Even under conservative constraints on the radius and area of a cell, the number or primal variables in Eq 13 is intractable to enumerate much during the optimization. However the number of primal constraints is equal to the number of super-pixels which is small, i.e. a couple of thousands. This motivates the use of column generation.
Generating Columns
We now consider the problem of finding violated constraints in the dual of Eq 13. We do this by solving one ILP for each d * ∈ D. This optimization computes the most violated constraint corresponding to a cell such that G d * q = 1 and in which d * is a centroid. We write the optimization below. We describe the solution using indicator vector x ∈ {0, 1} |D .
Given the solution x the most violated column q corresponding to a cell with centroid d * is defined as
In our data sets the maximum radius of a cell is rather small. Thus the selection of the centroid reduces the total number of other super-pixels that need be considered to less than twenty. Thus attacking optimization in Eq 14 with an ILP is very efficient. Furthermore solving the ILP corresponding to each d * ∈ D can be done in parallel.
Column Generation Algorithm for Cell Segmentation
We write our column generation algorithm in Alg 2 and describe it below. We construct a nascent subset of Q which we denote asQ. At each step we compute the most violated constraint corresponding to a cell in which a centroid is super-pixel d, for all d ∈ D. We add this to Q if and only if it corresponds to a violated constraint.
Algorithm 2 Dual Optimization
Q ← {} repeat λ ← Maximize dual in Eq 13 over constraint setQ
Anytime Bounds
In this section we discuss the construction of anytime upper and lower bounds on the optimal integer solution to our problems. Every upper bound is associated with an integer solution.
Upper Bounds
We found that in practice our LP relaxations are integral at termination and generally integral after each step of optimization. However in cases where the LP is loose we found that solving the ILP given the primal variables generated took negligible additional time beyond solving the LP for pose segmentation and little additional time for cell segmentation. However we can use various rounding procedures such as that of [13] if difficult ILPs occur. For the case of cell segmentation we write the rounding procedure of [13] below.
Rounding Fractional Solutions
We attack rounding a fractional γ via a greedy iterative approach that at each iteration, selects the cell q with minimum value Γ q γ q discounted by the fractional cost of any cells that share a superpixel with q (and hence can no longer be added to the segmentation if q is added). We write the rounding procedure in Alg 3 using the notation Q ⊥q to indicate the set of cells in Q that intersect cell q (excluding q itself).
Algorithm 3 Upper Bound Rounding
while ∃q ∈ Q s.t. γ q / ∈ {0, 1} do q * ← arg min q∈Q γq>0 Γ q γ q − q∈Q ⊥q γqΓq γq ← 0 ∀q ∈ Q ⊥q * γ q * ← 1 end while RETURN γ
Anytime Lower Bounds
Computing an anytime lower bound is done using the value of the most violated constraint for each problem solved when generating columns at each itteration. All non-positive values are then summed and added to the value of the LP relaxation to produce a lower bound. This lower bound has value equal to the LP at convergence of column generation since at termination no violated constraints exist. We write the computation of the bounds for the case of pose and cell segmentation below. They are valid for any non-negative setting of the dual variables . We derive both bounds in Table 1 : We display mean average precision (mAP) of our approach versus the baseline of [9] for the various human parts as well as whole body.
Appendix C.
7 Experiments
Multi-Person Pose Segmentation
We evaluate our approach in terms of mean Average Precision (mAP) on MPII-Multiperson training set [1] which consists of 3844 images. We directly use the unary and pairwise potentials provided by the authors of [9] . We compare our results against that of [9] , which are also provided by the authors.
We offset Γ with a constant set heuristically at value thirty to discourage the selection of global poses including few key-points, which tend to be lower magnitude in cost. We tighten our relaxation using odd set inequalities [8] of size three as done [13] which are discussed in Appendix B though these are rarely needed. We also bound λ as discussed in Appendix D though we found this to make little difference in practice.
Our approach runs much faster that the baseline due to the reduced model size and a more sophisticated inference algorithm, while we also perform slightly better in term of mean average precision.
We display a sample result in Fig 2 and performance on benchmarks in Table 1 . In Figure 3 we add qualitative comparisons to supplement our quantitative comparisons. We plot a histogram of inference time in Fig 4. We now consider the difference between the upper and lower bounds at termination which we refer to as the gap. We divide the gap by the lower bound and take the absolute value to normalize the gap. We found that 98.5% out of 3844 images had a normalized gap of zero and hence were solved exactly. We observe that (100,99.95,99.40,98.888,98.660)% of problem instances had a normalized gap under (0.16,0.1,0.01,0.001,0.0001) respectively.
Cell Instance Segmentation
The technique described in this paper is applicable to images that have crowded cell regions acquired from different modalities and cell types, while individual cells are mainly discernible by boundary cues. Our approach starts by generating an over-segmentation, or a set of super-pixels, then it finds a clustering of the super-pixels into an arbitrary number of segmented regions, i.e. cells.
We use the bright field microscopy of yeast cells data set from [17] . Challenges of this data set include: densely packed and touching cells, out-of-focus artifacts, variations on shape and size, changing boundaries even on the same cell, as well as other structures showing similar boundaries. We train a logistic regression classifier to determine φ which we then offset by a hand tuned constant Deeper Cut [9] Our Approach Figure 3 : Qualitative comparison of [9] (top row) and our approach (bottom row). (Left column) [9] occasionally fails and produces many false positives per detection, while our approach avoid this by enforcing the fact that each individual person must have a neck. (Middle column) We predict right kneel of the person on the left better than [9] . (Right column) [9] fails to find the lower body parts of the person on the left and confuses ankle and kneel of the two people, while we successfully avoid these errors.
fixed for the data set. For each super-pixel d, the proportion of it in the background defined θ d which we then offset by a hand tuned constant fixed for the data set.
We compare the performance of our algorithm with current state-of-the-art method [18] . Here [18] uses the algorithms planar correlation clustering (PCC) and non-planar correlation clustering (NPCC) . The precision-recall plot is shown in Fig. 5 and the non-planar correlation clustering (NPCC) techniques in [18] . We generate the precisionrecall plot by using various offsets to Γ to generate segmentations with more or less cells.
99.0800,98.8200,95.72)% had normalized gap under (0.16,0.1,0.01,0.001,.0001) respectively. We tighten the bound using odd set inequalities of size three which are discussed in the supplement. We plot a histogram of inference time in Fig 4. 
Conclusion
We introduce new formulations of multi-person pose segmentation and cell instance segmentation. Given these formulations we introduce novel inference algorithms designed to attack the problems. Our algorithms use column generation and our models are structured so that generating columns can be done efficiently. We compare our results to the state of the art algorithms on multi-person pose segmentation and cell instance segmentation. We demonstrate that our algorithms rapidly produce more accurate results than the baseline.
A Overview of Supplement
In this supplement we consider the problems of tightening the LP relaxation beyond that in the main paper, anytime lower bounds and bounds on λ. In Section B we study the problem of tightening the LP relaxation for instance segmentation then apply that knowledge to pose segmentation.
In Section C we derive anytime lower bounds on instance segmentation then apply that knowledge to pose segmentation. In Section D we study a set of bounds on the Lagrange multipliers λ 1 , λ 4 , λ 5 in pose segmentation.
B Tightening the Bound
Our original LP relaxation only contains constraints for collections of poses/instances that share a common key-point. This generally results in a tight relaxation in our domain though not always. We correct this issue using odd set inequalities [8] . Specifically we use odd set inequalities of size three.
In practice the introduction of these inequalities results in a tight relaxation.
This section is organized as follows. In Section B.1 we show a simple case where the relaxation in the main paper min γ≥0
Gγ≤1
Γ t γ is loose. Next in Section B.2 we show how to correct this using odd set inequalities of order three which we refer to as triples. Then in Section B.3 we formulate optimization over the tighter relaxation. Next in Section B.4 we adapt our column generation algorithm to the new tighter bound. In Section B.5 we show how to add odd set inequalities to optimization. Finally in Section B.6 we show how to generate columns. In Section B.7-B.11 we study the corresponding tighter bound with regards to pose segmentation.
B.1 Fractional Solutions from Mutually Exclusive Triples
We now consider a case where the LP relaxation min γ≥0
Gγ≤1
Γ t γ provides a loose lower bound. We use the identical case from [13] . Consider a set Q = {q 1 , q 2 , q 3 However a lower cost fractional solution sets γ q1 = γ q2 = γ q3 = 0.5; γ q4 = 0 which has cost −6. Hence the LP relaxation is loose in this case. Even worse, rounding the fractional solution results in a sub-optimal solution.
B.2 Tightening the Bound over Triples of Key-Points
A tighter bound can be motivated by the following observation. For any set of three unique members of D denoted d 1 , d 2 , d 3 the number of selected members of Q that include two or more members of d 1 , d 2 , d 3 can be no larger than one. We write this observation below
We now apply our tighter bound to instance segmentation. We denote the set of sets of three unique members of D as C and index it with c. For short hand we refer to C as the set of triples. Following the notation of [13] we describe C with constraint matrix C ∈ {0, 1} |C|×|Q| which we index by c, q. Here C cq = 1 if and only if column q contains two or more members of set c. We define C formally below.
Given C we write a tighter bound on γ than in the main paper below.
B.3 Primal and Dual Formulation
The primal and dual LP relaxations of instance segmentation with constraints corresponding to Eq 17 are written below. The dual is expressed using Lagrange multipliers λ ∈ R |D| 0+ and κ ∈ R |C| 0+ . min γ≥0 Gγ≤1 Cγ≤1
B.4 Algorithm
We now attack optimization of Eq 20. Column generation on its own is not sufficient for this task as the number of rows in C (members of C) scales cubically in the cardinality of D and hence we can not use the entire matrix C during optimization. However empirically we observe that very few rows of C are needed to ensure an integral solution. This motivates the use of the cutting plane method to build a sufficient subset of C jointly while applying column generation. The joint procedure is called column/row generation.
We denote the nascent subsets of Q, C asQ,Ĉ respectively. In Alg 4 write column/row generation optimization given subroutines COLUMN(λ, κ),ROW(γ) that identify a group of violated constraints in primal and dual including the most violated in each. We define the subroutines in Sections B.5,B.6.
Algorithm 4 Column/Row Generation
Q ← {},Ĉ ← {} repeat [λ, κ] ← max λ≥0 κ≥0 ΓQ+G t (:,Q) λ+C t (Ĉ,Q) κ≥0 −1 t λ − 1 t κ Recover γ from λ, κ Q ← COLUMN(λ, κ) C ← ROW(γ) Q ← [Q,Q] C ← [Ĉ,Ċ] untilQ = [] andĊ = []
B.5 Row Generation
Finding the most violated row consists of the following optimization.
Enumerating C is unnecessary and we generate its rows as needed by considering only c = {d c1 d c2 d c3 } such that for each of pair d ci , d cj there exists an index q such that γ q > 0 and G diq = G dj q = 1. Generating rows is done only when no (significantly) violated columns exist. Triples are only added toĈ if the corresponding constraint is violated.
B.6 Generating Columns
We apply the column generation procedure of Section 5.3 to generate columns. The ILP is modified in Eq 14 by introducing κ terms into the objective.
B.7 Tighter Bound for Multi-Person Pose Segmentation
The technique of Eq 20 can be applied in the context of our work on multi-person pose segmentation. The corresponding constraints that are to be enforced are the following. No more than one global pose can include more than two members of a given set of three key-points. No more than one local pose can include more than two members of a given set of three key-points (either as local or global). We formalize this below.
We use C L ∈ {0, 1} |C|×|L| to define the adjacency matrix between triples and local poses . Similarly we use C G ∈ {0, 1} |C|×|G| to define the adjacency matrix between triples and global poses. Here C L cq = 1 if and only if local pose q contains two or more members of set c. Similarly we set C G cq = 1 if and only if global pose q contains two or more members of set c. We define C L , C G formally below.
B.8 Dual Form
We now write the corresponding primal LP for multi-person pose segmentation with triples added.
We now take the dual of the central term in inequality in Eq 24. This induces two additional sets of Lagrange multipliers λ 4 , λ 5 ∈ R C 0+ . We now write the dual below.
B.9 Algorithm
Optimization proceeds for multi-person pose segmentation exactly as for instance segmentation in Section B.4. We need only describe the procedure for generating violated rows and columns. We write the optimization algorithm below.
B.10 Generating rows
Generating rows corresponding to local poses is done separately for each part. We write the correpsonding optimization for identifying the most violated constraint corresponding to a local pose over a given part r as follows.
Finding violated triples for global poses is assisted by the knowledge that one need only consider triples over three unique part types as no global pose includes two or more key-points of a given part. Hence only such triples need be considered for global pose. The corresponding optimization is below. For any given c let the key-points associated with it be described as follows c = {d
Triples are only added toĈ if the corresponding constraint is violated.
B.11 Generating Columns
Generating columns is considered separately for global and local poses. The corresponding equations are unmodified from Section 4 except for the introduction of terms over triples. We write the ILP for generating the most violated local pose given the global key-point below.
For each d * such that R d * ∈R we compute the most violated constraint corresponding to a global pose including d * . We write this as an ILP below.
The introduction of triples breaks problem structure that is a precondition to attack optimization via dynamic programming. However we found that directly solving with an ILP solver is not problematic computationally for our problems.
C Lower Bounds for Cell Instance Segmentation
We now consider the computation of an anytime lower bound on the optimal cell instance segmentation. We first write the ILP for cell instance segmentation and then introduce Lagrange multipliers. min
We now relax the constraint in Eq 30 that the dual variables are optimal producing the following lower bound. Eq 30 ≥ min
Recall that every cell is associated with at least one centroid. We denote the set of centroids associated with a given cell q as N q . Given any fixed γ ∈ {0, 1} |Q| such that Gγ ≤ 1 observe the following.
We now use Eq 32 to produce following lower bound on Eq 31.
We now relax the constraint in Eq 33 that Gγ ≤ 1 producing the following lower bound.
Observe that the term min q∈Q
,q κ) is identical to the optimization computed at every stage of column/row generation. To get the bounds in Section 6.2 one simply ignores the κ terms (setting them to zero) as triples are not considered in the main paper.
C.1 Discussion of Lower Bounds: Pose
We now consider computing an anytime lower bound on the multi-person pose segmentation. We first write the ILP for multi-person pose segmentation. min
We now augment this with the following two redundant constraints. No key-point can be the global key-point in more than one selected local pose. Furthermore no key-point corresponding to a global part can be present in more than one global pose. We use GR to describe the rows of matrix G corresponding to key-points associated with a global part. Eq 35 = min
We now replace constraints with Lagrange multipliers except for the new constraints.
Eq 35 = min
D Bounding the Lagrange Multipliers For Multi-Person Pose Segmentation
We now study the problem of bounding Lagrange multipliers so as to induce speed ups in dual optimization. Inspired by the work of [16, 15] , we observe that prior to convergence of column generation that the optimal solution may not lie in the span of the set of columns produced thus far. It is useful to allow some values of Gγ + Lψ to exceed one. The following situation motivates this: Consider that we have two very low cost global poses and that they overlap at a single keypoint d 1 corresponding to a non-global part. Furthermore assume that the strength of the pairwise connections between d 1 and its neighbors are very weak. It preferable to use both global poses and simply forget that d 1 was included in one of the poses. However the hard constraint that Gγ + Lψ ≤ 1 prevents the use of both in the solution.
To permit the violation of Gγ + Lψ ≤ 1 we introduce a slack vector ω 1 ∈ R |D| 0+ that tracks the presence of any "over-included" key-points and prevents them from making a negative contribution to the objective. Similarly we introduce slack vectors ω 4 ∈ R
to allow for the constraints C G γ ≤ 1 and C L ψ ≤ 1 to be violated. We associate vectors ω 1 ,ω 4 ,ω 5 with cost vectors
We replace the constraint Gγ + Lψ ≤ 1 with Gγ + Lψ − ω 1 ≤ 1 and associate an additional cost Ω 1t ω 1 to the objective. Similarly we replace
We add the following cost to the objective
, Ω 5 such that it is the case at termination of column generation that the optimal solution sets ω 1 , ω 4 , ω 5 to zero. We write the primal and dual LPs of optimization augmented with ω, Ω terms below.
Eq 25 = min γ≥0 ψ≥0 ω≥0
In this subsection we consider the construction of a bound on Ω 1 . This bound is defined to be infinite for all d associated with a global part and non infinite otherwise. We now consider a procedure that iterates through d * such that R d * / ∈R and ω 1 d * > 0. After each iteration our procedure updates terms in γ, ψ so as to achieve the following goals for a given d * ∈ D.
• Decrease the objective in Eq 43 • Remain feasible for Eq 43.
• Decrease or leave constant all ω terms • Set ω 
We now consider our update to ψ, γ. After the updates are applied we set ω 1 d * = 0. The updates that achieve this are written below.
These updates describe why we only consider d * ∈ R d . Recall that a global pose must include a key-point corresponding to a global part. If the updates in Eq 46 were applied on d * where d * ∈R then global poses that have a no key-point corresponding to a global part could be introduced into the solution. Hence we set Ω
This ensures that the corresponding terms in ω 1 are set to zero by optimization.
After the updates in Eq 46 are applied for any given d * ∈ D it may be the case that ω terms can be decreased leaving γ and ψ fixed. These updates decrease objective if they modify any terms and are written below. ω
We denote the change in the objective achieved by the updates in Eq 46 as ∆ which we define below.
From Eq 48 we know that in order for ∆ to be negative the following must hold for any solution γ, ψ. We now proceed to upper bound Eq 48. We achieve this using terms α 1 , α 2 , α 3 ∈ R 0+ which are defined below. Observe that max[0, max q∈G
] which we upper bound with α 1 as follows.
We define α 2 , α 3 below.
Observe that α 1 can be computed by checking each pairwise term including key-point d * . We compute α 2 , α 3 via exhaustive search. The computation of α 2 , α 3 is tractable because we do not have more than fifteen key-points per part in any problems in our data set and hence we only have up to 2 15 possible q to consider. We now upper bound Eq 48 as follows.
Eq 48 ≤ ω 
Given that −G d,: γ + M d,: ψ ≤ 0 and that α 3 ≥ 0 we conclude the following.
We now use Eq 53 to upper bound Eq 52 .
Eq 52 ≤ ω
We now upper bound Eq 54 by replacing α 1 + α 3 and α 2 with max[α 1 + α 3 , α 2 ].
Eq 54 ≤ ω In this subsection we consider the construction of a bound on Ω 5 . We now consider a procedure that iterates through c such that ω 5 c > 0. After each iteration our procedure updates terms in γ, ψ so as to achieve the following goals for a given c ∈ C.
We now consider our update to ψ, γ. After the updates are applied we set ω Our iterative procedure may cause some constraints defining ω 1 , ω 4 , ω 5 to become loose for active ω terms. Thus we decrease ω terms according to Eq 47 without increasing the objective.
D.2.1 Establishing the value of Ω 5 c
We denote the change in the objective achieved by the updates in Eq 60 as ∆. We define ∆ below in terms of the ω, ψ terms before the update in Eq 60 is applied for c.
We now proceed to upper bound Eq 61. We achieve this using term α defined as follows.
We compute α via exhaustive search. This is tractable in our data set since each part is associated with less than fifteen key-points in general and usually much less. Using α we bound Eq 61 as follows.
Recall that α is non-negative and that C We now consider the construction of a bound on Ω 4 . This bound is defined to be infinite for all c associated more than one global part and non infinite otherwise. We now consider a procedure that iterates through c such that c contains no more than one key-point corresponding to a global part and ω
