The Falk{Langemeyer method for solving a real de nite generalized eigenvalue problem, Ax = Bx; x 6 = 0, is proved to be quadratically convergent under arbitrary cyclic pivot strategy if the eigenvalues of the problem are simple. The term \quadratically convergent" roughly means that the sum of squares of the o {diagonal elements of matrices from the sequence of matrix pairs generated by the method tends to zero quadratically per cycle.
Introduction
In this paper we study the asymptotic convergence of the method established in 1960 by S. Falk The Falk{Langemeyer method is the most commonly used Jacobi{type method for solving problem (1) . Its advantages over other methods of solving problem (1) are that it applies to problem (1) for the widest class of starting pairs. Although it is not, in general, the fastest method for solving the given problem, in some cases it is the most appropriate. The QR method 11] is usually several times faster, at least on conventional computers, but it solves problem (1) only if matrix B is positive de nite (or positive de nitizing shift for the pair is known in advance) and if matrix B is well conditioned for Cholesky decomposition. The Falk{Langemeyer method is superior to the QR method in terms of numerical stability if matrix B is badly conditioned for Cholesky decomposition. It is also superior to the QR method if approximate eigenvectors are known, i.e. if the matrices A and B are almost diagonal. This happens in the course of modeling the parameters of a system where a sequence of matrix pairs di ering only slightly from each other has to be reduced. This also happens in various subspace iteration techniques (see 11] ). Another reason why Jacobi{type methods have attracted attention recently is that they are adaptable for parallel processing (see 12] , 10]).
The Jacobi{type method for solving problem (1) recently proposed by Veseli c in 15] is somewhere in between previously mentioned methods in both, speed and requirements. Although Veseli c's method works for denite matrix pairs, a linear combination A ? B which is reasonably well conditioned for J{symmetric Cholesky decomposition must be known in advance. This method is one of the implicit methods, i.e. it works only on the eigenvectors matrix, and is therefore approximately two times faster than the Falk{Langemeyer method.
The Jacobi{type method considered by Zimmerman in 19] is closely re-lated to the Falk{Langemeyer method (this is brie y described in Section 3) but requires positive de nite matrix B. In 19] the convergence of this method is proved under the assumption that the starting matrices are almost diagonal. The same conclusion holds for the Falk{Langemeyer method as we shall show in this paper.
In 4] Hari studied the asymptotic convergence of complex extension of Zimmerman's method (also for positive de nite B). He showed that his method converges quadratically under the cyclic pivot strategies if the eigenvalues of the problem are simple, while in the case of multiple eigenvalues the method can be modi ed so that the quadratic convergence persists. We are interested only in cyclic pivot strategies since some of them are amenable for parallel processing.
These results, the informal analysis of the convergence properties of the Falk{Langemeyer method performed by Hari in 7] , and the numerical investigation suggested that the Falk{Langemeyer method behaves in the similar fashion. In this paper we prove that the Falk{Langemeyer method is quadratically convergent if the eigenvalues of the problem are simple and the pivot strategy is cyclic. The technique of the proof, originally established by the late J. H. Wilkinson in 16] (cf. 6]), is similar to that used in 4] .
Two main problems that had to be solved are that neither of the matrices A and B has to be positive de nite and that the transformation matrices are not orthogonal and therefore di cult to estimate. Both problems were solved using the results about almost diagonal de nite matrix pairs from 7] .
The paper is organized as follows. In Section 2 we state the known results about almost diagonal de nite matrix pairs from 7] to the extent necessary for understanding the rest of the paper. In Section 3 we describe the Falk{Langemeyer method, show that it always works for de nite matrix pairs (without use of de nitizing shifts), and give its algorithm. We also brie y describe Zimmerman method from 19] and 4] and relate it to the Falk{Langemeyer method. Section 4 is the central section of the paper. We rst state the known result about the quadratic convergence of Zimmerman method from 4] and show to what extent can this result be applied to the Falk{Langemeyer method. We introduce measure e " k which we use for de ning and proving quadratic convergence. Then we prove the quadratic convergence of the Falk{Langemeyer method under the assumptions that the eigenvalues of the problem are simple, the pivot strategy is arbitrary cyclic and the matrices A and B are almost diagonal. At the end we show that the 3 quadratic convergence implies the convergence of Falk{Langemeyer method. In Section 5 we give the quadratic convergence results for parallel and serial strategies, brie y explain the possible modi cation of the Falk{Langemeyer method in case of multiple eigenvalues, and brie y discuss numerical experiments.
Most of the results presented in the paper are part of an M. S. thesis 13] done under the supervision of professor V. Hari. We would like to thank professor K. Veseli c from Fernuniversit at Hagen for his helpful suggestions. We would also like to thank both reviewers for their comments which helped us clarify some important parts of the paper.
Almost Diagonal De nite Matrix Pairs
Here we consider the structure of almost diagonal de nite matrix pair. We rst state some properties of de nite matrix pairs. Then we introduce chordal metric for measuring distance between eigenvalues of de nite matrix pairs. We de ne the measures for the almost diagonality of the square matrix and of the pair of square matrices. At the end we state an important theorem from 7]. The theorem and its corollary reveal the structure of almost diagonal de nite matrix pairs. All results are given for the general case of hermitian matrices even though in the rest of the paper we shall consider only the case of real symmetric matrices.
De nite matrix pair (A; B) has some important properties: a) There exists a nonsingular matrix F such that F AF = diag (a 1 ; : : : ; a n ) = D A F BF = diag (b 1 ; : : :; b n ) = D B : (2) The ratios a i =b i ; i = ( e A 0 ; e B 0 ) ; which completes the proof of the relation (16) .
The equalities in the relations (17) and (18) follow from the de nition of the chordal metric and the fact that it does not depend upon the choice of the representatives. Inequality in the relation (17) now follows from the relation (16) and inequality in the relation (18) 
; B (1) ); (A (2) ; B (2) ); : : : Note that if the eigenvectors are needed, we must calculate the sequence of matrices F (1) ; F (2) ; : : : , where
From the relations (22) and (25) we obtain for k 2
We shall now derive one step of the algorithm. Note that only (l; m){ restrictions of the involved matrices are needed. Since (22) 
De ning
The algorithm is more stable if and are smaller in modulus, so we take
From the above fromula we see that the necessary condition for carrying out this step is = 0. Let us show that this condition is ful lled in each step due to the de nitness of the pairs ((A Now we see that the Falk{Langemeyer method can be applied to all definite matrix pairs. Note that de nitizing shifts are not used and need not to be known. 
so at least one quotient is de ned in each of the relations (34) and (35). In order to obtain better condition of the transformation matrix, we choose the relation in which the de ned quotient has smaller absolute value. If both quotients in the chosen relation are de ned, then they are equal, and for numerical reasons it is better to choose one in which the sum of squares of the numerator and the denominator is greater. 
The relation (36) implies that at least one of the quotients b mm =b ll and a mm =a ll is de ned and di erent from zero. If both quotients are de ned then they are equal and it is better to choose one in which the sum of squares of the numerator and the denominator is greater.
We can now de ne an algorithm of the method:
Algorithm 4 De nite matrix pair (A; B) is given.
(1) Set k = 1, A
= A, B
= B, F
= I and choose the pivot strategy. and go to step (2) . Otherwise go to step (4). If both quotients for k are de ned, then choose one in which the sum of squares of the numarator and the denominator is greater. ; k 1 , and therefore the trasformation (39) can be omitted. This reduces the operational count about fty percent.
(6) Perform the transformation
Stopping criteria of the in nite iterative procedure de ned with this algorithm are described in Section 5.
From now on, the term \Falk{Langemeyer method" denotes the method described by Algorithm 4.
The Zimmerman method. We shall now relate the Falk{Langemeyer method with another method for solving the generalized eigenvalue problem. This method is due to K. Zimmermann who roughly described it in her the- 
The nonsingular matrices Z k are chosen to preserve the units on the diagonal of B
(automatic normalization at each step) and to annihilate the pivot elements. In 4] it is shown that for k 1 holds
where
mm ? a We can conclude that if the starting pair is positive de nite or the de nitizing shift is known in advance, then the Falk{Langemmeyer (Zimmermann) method is the fast scaled (normalized) version of the Zimmermann (Falk{ Langemmeyer) method.
4 Quadratic convergence
The result about the quadratic convergence of Zimmermann method can be summarized as follows. Let the sequence ((A (k) ; B (k) ); k 1) be generated by the Zimmerman method from the pair (A; B), B > 0, and let " k = "(A (k) ; B (k) ), where " is de ned with the relation (7). Note that " k is natural measure for convergence of the Zimmerman method since each matrix B (k) has units along the diagonal.
We say that the Zimmerman method is quadratically convergent on the Q.E.D.
In Theorem 6 the term appears in the assumption (40) and in the assertion (41) because matrix B is not diagonal and matrix A is not normalized. From Theorem 5 we see that Theorem 6 holds for the Falk{Langemeyer method provided that the step (5a) of Algorithm 4 is appropriately changed, the matrix B is positive de nite, and the pairs (A (k) ; B (k) ) generated by the Falk{Langemeyer method are normalized so that b (k) ii = 1; i = 1 : : : n; k 1. In the rest of this section we prove that the Falk{Langemeyer method de ned with Algorithm 4 is quadratically convergent on de nite matrix pairs with simple eigenvalues if the pivot strategy is cyclic. We rst have to de ne the measure for the quadratic convergence.
Let (A; B) be a de nite pair. We shall use the measure e " = e "(A; B) de ned by e "(A; B) = "( e A; e B); where e
A and e B are given by the relations (12), (5) and (4). The measure e " enables us to use results of Corollary 2 and it takes into account the diagonal elements of matrices A and B. Note that the measure "(A; B) is generally not the proper measure for almost diagonality of the pair (A; B) since it takes no account of the diagonals of matrices A and B.
Let the sequence of pairs (A (1) ; B (1) ); (A (2) ; B (2) ); : : : (42) be generated by the Falk{Langemeyer method from the starting de nite pair (A; B). For k 1 we set e " k = e "(A In order to be able to observe the measure e " we must solve one more problem. The transformation matrices F k are calculated from unnormalized pairs (A (k) ; B (k) ) and are therefore di cult to estimate. To solve this problem we shall observe the sequence obtained from the pair (A; B) with following process: normalization, step of the method, normalization, step of the method,... This sequence reads ( e A (1) ; e B (1) ); (A (2) ; B (2) ); ( e A (2) ; e B (2) ); (A
; B (3) ); ( e A (3) ; e B (3) ); : : : ; (50) where ( e A (1) ; e B (1) ) = ( e A (1) ; e B
) ; 
The assertion is now obtained by simply using the relation (57) in Algorithm 4 and calculating the matrix e F k .
Q.E.D.
Proposition 9 For k 1 the following holds:
; e B
) ;
23
(ii)
The proof is by induction in respect to k.
(i) For k = 1 the assertion holds due to the relation (51). Suppose that the assertion holds for some k 1 From Proposition 9 we see that the relations (50), (52) and (53) can be written as ( e A (1) ; e B (1) ); (A (2) ; B (2) ); ( e A (2) ; e B (2) ); (A
; B (3) ); ( e A
; e B 
Preliminaries
Here we de ne asymptotic assumptions and prove several lemmas which are used later in the proof of the quadratic convergence of the Falk{Langemeyer method. The quadratic convergence proof is based on the idea of Wilkinson (see 18]) which consists in estimating the growth of already annihilated elements in the current cycle. To this end we must estimate the transformation parametars e k and e k and also the growth of all o -diagonal elements in the current cycle. These two tasks are solved in Lemma 11, Lemma 13, Lemma 14 and Lemma 15. Lemma 10 gives us two numeric relations which are used in the proof. Lemma 11 and Lemma 12 estimate the transformation parametars e k and e k , and the measure e " k in one step. Lemma 13, Lemma 14 and Lemma 15 estimate the growth of e k , e k and e " k during N consecutive steps. Lemma 15 is the most important for the proof of the quadratic convergence. In this subsection we do not assume that the pivot strategy is cyclic. Therefore the results of this subsection hold for any pivot strategy. However, if the pivot strategy is cyclic, then Lemma 13, Lemma 14 and Lemma 15 explain the behaviour of e k , e k and e " k during one cycle.
As we said in Section 1, the quadratic convergence can always be expected if the eigenvalues of problem (1) 
Relations (77), (79), (80), (72) 
The relation (73) now follows from the relations (76), (83) and (84).
We shall now prove that if the assumptions (A1) and (A2) hold, then Lemma 11 and Lemma 12 hold during N consecutive steps. Lemma which completes the proof.
Lemma 14 If the asymptotic assumptions (A1) and (A2) hold, then the assertions (67) and (73) of Lemma 11 and Lemma 12 hold for every k 2 f1; : : : ; Ng.
Proof: The assertion follows imidiately from second assertion of Lemma 13.
The next lemma explains behaviour of S( e A (k) ), S( e B (k) ) and e " k , and of the transformation parameters e k and e k during N consecutive steps. 
The proof
Here we prove that the Falk{Langemeyer method is quadratically convergent if the assumptions (A1) and (A2) are ful lled and the pivot strategy is cyclic. Then we prove that the quadratic convergence implies the convergence of the sequence of pairs (42) towards the pair of diagonal matrices. At the end we prove that the measures e " k and " k are equivalent in the sense that ultimately the quadratic reduction of e " kN+1 implies the quadratic reduction of " kN+1 and vice versa.
We can now prove our paper's central theorem. . The relations (93), (92) and (91) ; and the theorem is proved.
Note that in the proof of Theorem 16 it is not necessary to assume that the a liation is preserved, i.e. that the pairs a (k) ii ; b (k) ii ] approximate the eigenvalues i for i = 1; : : :; n, k = 1; : : :; N. However, for large enough k this fact follows from Theorem 17.
From 
Therefore, lim ii ; e b (k) ii ] T ; k 1) has only nite number of accumulation points in R 2 . Therefore, it su ces to show that for large enough k the changes in e a (k) ii and e b (k) ii are arbitrary small. From the relation (102) and Lemma 11 we see that e k ! 0 and e k ! 0 as k ! 1.
Therefore, the changes in e a (k) ii and e b (k) ii tend to zero as k ! 1. This prooves that for each i 2 f1; : : : ; ng limits lim k!1 e a (k) ii and lim k!1 e b (k) ii exist. We shall now prove that ((D k ) ?1 ; k 1) is a convergent sequence. Looking at the de nition of D k (relation (45)) we see that it su ces to prove that for each i 2 f1; : : : ; ng the sequence (d 
; B (1) ) and (A
; B
) we conclude that d (1) i and d (k) i are di erent from zero for all i and k. Hence it su ces to prove that the in nite product Q 1 k=2 d Hence it su ces to show that the series P 1 k=1 e " k converges. From the assertion (i) of Lemma 15 we have e " rN+i 1:3 e " rN+1 ; 1 i N ; r 1 ; hence it su ces to prove the convergence of the sequence P 1 r=1 e " rN+1 . From the relation (100) we see that the later series is majorized by the convergent series P 1 r=1 (0:3) r e " 1 . This proves the absolute convergence of the series P 1 k=2 u (k) i for i 2 f1; : : : ; ng and therefore the convergence of the sequence
Note that the global convergence (i.e. the convergence for all de nite pairs (A; B) ) of the Falk{Langemeyer method in the case of cyclic pivot strategies is not yet proved.
We end this section by showing that our asymptotic assumptions also imply ultimate quadratic reduction of " rN+1 . Indeed, for r 1 the relation (103) implies , r 1). In a similar way one can prove that quadratic reduction of " rN+1 ultimately implies quadratic reduction of e " rN+1 .
The techniques described in this section can be used for studying asymptotic convergence properties of various di erent Jacobi{type algorithms.
Concluding remarks
In Algorithm 4 only (l; m)?restrictions of the pair (A (k) ; B (k) ) are used in each step. Therefore, parallel strategies are in fact cyclic (see 10]) and Theorem 16 and Theorem 17 hold for them as well.
In 13] it is proved that if the assumptions of Theorem 16 hold and the pivot strategy is serial, then e " N+1 e " ); k 1 ; from Corollary 2 tends to zero. The relation (16) does not imply that the o -diagonal elements of diagonal blocks tend to zero together with e k , but merely that the diagonal blocks become more and more proportional. Therefore, e " k does not have to tend to zero at all and the convergence of e k can considerably slow down. If we modify the method so that in such cases we use triangular transformation matrices similar to the matrix from step (5a) of Algorithm 4, the quadratic convergence persists.
Modi cation of the Falk{Langemeyer method and the proof of quadratic convergence of the modi ed method will be topics of our subsequent paper. We observed the convergence of both measures " k and e " k . Observations con rmed all theoretical results. For starting pairs that were not almost diagonal, convergence was in the beginning linear and several cycles were needed before quadratic convergence started. The asymptotic assumption (A2) appears to be very adequate because in almost all cases quadratic convergence 41 started after it was ful lled. Algorithm behaved very regularly in the sense that the condition = (k) 0; k 1; (see assertion (i) of Proposition 3) was always ful lled for de nite starting pairs. This condition was ful lled even in some cases when the starting pair was semide nite, or slightly inde nite.
Average number of cycles for smaller matrices (n 15) was around ten and for larger matrices (n 100) around fteen. Last cycles were usually empty, i.e. not all N steps were executed. For orientation, the approximate duration of the process is ve minutes for n = 40 and one and a half hour for n = 100 on IBM PC/AT with a coprocessor, and about thirty times shorter on IBM 4371.
In the presence of very close eigenvalues several additional cycles were usually needed because the quadratic convergence was delayed. The existance of additional cycles does not disagree with theoretical results since the quantity from the asymptotic assumption (A2) is in this case very small.
We observed that the results are generally better if increasing or decreasing order of numbers de ned with diagonal pairs a (k) ii ; b (k) ii ] is preserved by interchanging pivot rows and columns if necessary. However, interchanging must be stopped after the asymptotic assumption (A2) is ful lled. Otherwise some o {diagonal element which was not yet annihilated can \run away" from annihilation and therefore terminate quadratic convergence.
Example. We give an example of the pair of order 10 generated in 
