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A la memoire de mes parents 
RESUME 
L'avenement de la VoIP (Voice over IP) a declenche une periode de profonds changements 
dans le marche des telecommunications. En particulier, dans le secteur de la telephonie 
residentielle, cette technologie s'est eonsolidee, rapidement et pour de nombreuses raisons, 
comme revolution de la telephonie traditionnelle. Des les tous debuts, et afin d'etablir une 
base de compatibilite permettant l'interconnexion de plusieurs reseaux telephoniques et la 
convergence entre les systemes traditionnels analogiques et leur evolution numerique, l'in-
dustrie a demande l'etablissement de cadres normatifs. En reponse a ces besoms, plusieurs 
standards et protocoles, avec de successives modifications et corrections, ont ete publies 
dans une periode relativement breve. Parmi les plus populaires, SIP (Session Initiation 
Protocol), un protocole de signalisation, et RTP (Real-Time Transport Protocol), un proto-
cole de transport de flots temps reel, se demarquent et ils sont au cceur de la majorite des 
applications congues actuellement. 
Bien que, aujourd'hui, SIP et RTP sont lies fortement a la telephonie sur IP, leur portee 
et leurs possibilites sont beaucoup plus vastes, ce qui declenche un grand interet et Justine 
l'effort mis dans la conception des implementations plus performantes et orientees plus 
specifiquement a divers serveurs mandataires UA (User Agent). 
Dans ce contexte, le but du present projet de maitrise est de concevoir des piles de protocoles 
SIP et RTP orientees vers des applications de telephonie sur IP, dans un environnement 
embarque. Des conditions additionnelles sont que les piles doivent etre codees en langage 
C et s'appuyer sur le systeme d'exploitation en temps reel MicroC/OS-II. Afin de faciliter 
la portability, il doit se prevoir des couches d'abstraction du materiel et du systeme d'ex-
ploitation. Meme si les applications ciblees pour le projet sont, principalement, celles de 
VoIP, la pile SIP doit viser d'autres domaines, notamment des applications de domotique 
et de controle a distance. Cette demiere condition impose, de fagon indirecte, d'autres 
conditions sur la taille du code et la puissance de calcul demandee, car le materiel pour ces 
types d'applications est d'habitude plus simple et moins puissant que les ordinateurs qui 
sont souvent utilises dans les applications professionnelles de communication. 
iii 
RESUME 
Ce memoire, qui decrit le travail effectue, est organise en deux parties. La premiere fait une 
introduction theorique a la telephonie sur IP, et sert de fondement a la deuxieme partie, 
ou la mise en ceuvre des protocoles SIP et RTP est decrite en detail. L'accent a ete mis 
sur les justifications des decisions prises pendant toute la conception afin d'aider a mieux 
comprendre la logique appliquee et de permettre sa reconsideration et analyse dans de 
futures iterations. 
Comme resultat des contraintes et limitations imposees dans le cadre de ce projet, les 
piles de protocoles concues se sont revelees tres compactes et performantes, ce que justifie 
pleinement la continuite du travail dans l'avenir. 
Mots cles : SIP, RTP, Systemes Embarques, RTOS. 
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PREMIERE PARTIE 
L'ETAT DE L'ART 
CHAPITRE 1 
INTRODUCTION 
L'apparition de l'lnternet, consolidee pendant la derniere decennie du vingtieme siecle, a 
genere de grands changements dans notre mode de vie. Internet a modifie la fagon d'etudier, 
de travailler, de commercer, de partager et d'acceder a l'information, pour ne citer que 
quelques exemples. 
Mais, une des transformations les plus frappantes est dans la communication. En effet, les 
courriels electroniques et la messagerie instantanee, aujourd'hui omnipresents, n'existaient 
pas avant l'avenement d'Internet et sont seulement possibles grace a lui. La mise au point 
des technologies de codecs, la democratisation des acces haut debit et la consolidation des 
reseaux IP (Internet Protocol), ont rendu possible l'echange d'information audio et video 
en temps reel sur Internet, et ce, avec des niveaux de qualite tres acceptables. Dans cette 
conjoncture, la telephonie sur Internet a declenehe une attention partieuliere, etant donne 
les importants interets et opportunites commerciales qui lui sont lies. 
Plusieurs standards donnent un encadrement normatif aux sessions multimedias en temps 
reel sur des reseaux IP, mais SIP (Session Initiation Protocol), un protocole de signalisation, 
et RTP (Real-Time Transport Protocol), un protocole de transport de flots en temps reel 
sont, sans doute, les plus etendus. Tous les deux ont ete publies par 1'IETF (Internet 
Engineering Task Force), et meme s'ils ont ete congus avec une portee beaucoup plus large 
que celle de la telephonie sur IP, le fait est que, a nos jours, une grande majorite des 
implementations de SIP et de RTP ciblent ce type d'applications. 
Meme si SIP et RTP sont qualifies des protocoles simples, cette consideration n'est que 
relative. La problematique de la telephonie sur Internet est complexe et pourtant SIP 
et RTP sont des protocoles complexes. Evidemment, leur implementation presente aussi 
un niveau de complexite important. Par ailleurs, les systemes cibles pour les applications 
qui utilisent SIP et RTP sont, de plus en plus, des systemes embarques. Ceci incorpore de 
fortes contraintes additionnelles aux implementations et augmente encore plus la complexite 
globale du projet, mais, en meme temps, il sert a justifier tout l'effort additionnel mis en 
jeu afin d'optimiser la performance. 
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CHAPITRE 1. INTRODUCTION 
Dans ce contexte, le but du present projet de maitrise est de concevoir des piles de protocoles 
SIP et RTP orientees vers des applications de telephonie sur IP, dans un environnement 
embarque. Pour des raisons de portabilite et de commodite de la mise en oeuvre, la codi-
fication est faite en langage «C» et s'appuie sur le systeme d'exploitation en temps reel 
Micro OS-II. Ann de faciliter la portabilite, il doit se prevoir des couches d'abstraction du 
materiel et du systeme d'exploitation. Meme si les applications ciblees pour le projet sont, 
principalement, celles de VoIP (Voice over IP), la pile SIP doit viser d'autres domaines, 
notamment des applications de domotique et de controle a distance. Cette derniere condi-
tion impose, de facon indirecte, d'autres conditions sur la taille du code et la puissance de 
calcul demandee, car les plateformes pour ces types d'applications sont habituellement des 
ressources limitees. 
Ce document, qui decrit la conception des piles de protocoles SIP et RTP dans le cadre de 
la maitrise en Genie electrique a l'Universite de Sherbrooke, est organise en deux parties. 
La premiere, incluant cinq chapitres, fait une mise en contexte sur les principaux sujets 
relies a la VoIP et sert d'introduction a la deuxieme, ou la mise en ceuvre est decrite 
en profondeur. Ainsi, dans la premiere partie, le premier chapitre fait une introduction 
generale au projet. Le deuxieme chapitre introduit les concepts principaux de la telephonie 
sur IP. Les troisieme et quatrieme chapitres presentent les fondements des protocoles SIP 
et RTP respectivement. Le cinquieme et dernier chapitre de la premiere partie, fait une 
breve reference aux systemes embarques et aux conditions additionnelles qu'ils imposent 
sur la conception. Dans la deuxieme partie, le sixieme chapitre sert d'introduction generale 
a la mise en oeuvre. Le septieme chapitre decrit en detail le processus de conception du 
protocole SIP et le huitieme explique l'implantation de RTP. Finalement, ce memoire inclut 
les conclusions sur le travail effectue et une exploration de ses possibilites futures. 
2 
CHAPITRE 2 
TELEPHONIE SUR IP 
La telephonie sur IP, aussi appelee VoIP, est une technique qui permet d'etablir des com-
munications telephoniques sur un reseau de commutation par paquets comme l'lnternet. 
Elle s'embarque dans un contexte plus general connu comme ^convergence des services» et 
qui consiste a integrer dans un meme reseau differents services utilisant auparavant des 
reseaux independants. Un exemple est la fusion des services de television par cable, d'acees 
a l'lnternet, de telephonie et de securite sur un reseau IP haut debit. Cette convergence, qui 
permet une utilisation beaucoup plus efncace des ressources, donne lieu a de grands chan-
gements dans la maniere dont ces services sont offerts avec des consequences importantes 
pour le mar die des fournisseurs. 
Differents facteurs ont servi de motivation pour revolution vers la telephonie sur IP. Du 
point de vue des operateurs, l'interet est centre sur un modele d'affaires, tout a fait 
different de celui de la telephonie traditionnelle et ouvert a la concurrence. Cette possi-
bilite a declenche l'interet des entreprises voulant rentrer dans le monde des affaires de 
la telephonie. C'est dans ce cadre que plusieurs protocoles tels que SIP et RTP ont ete 
developpes. 
L'optimisation des ressources que Ton vient de mentionner et la possibilite d'un marche 
concurrentiel se traduisent, pour l'usager, par une importante reduction des couts de com-
munication et par la disponibilite de nouveaux services avec des couts marginaux reduits. 
Mais, malgre tous les avantages de la telephonie IP, il y a encore des problemes a resoudre, 
principalement lies a la qualite de service, a la securite et a la prestation de services d'ur-
gence. Parmi ces aspects, c'est ce dernier qui presente les difncultes les plus grandes a 
contourner et qui empeche encore la diffusion a grande echelle de la VoIP (Rosenberg, 
2007; Newport-Networks, 2008). 
De nombreux aspects differencient nettement la telephonie sur IP de la telephonie tradi-
tionnelle et ces differences se traduisent en une problematique particuliere. Le but de ce 
chapitre est d'identifier et d'analyser les elements qui definissent les caracteristiques de 
3 
CHAPITRE 2. TELEPHONIE SUR IP 
la VoIP afin d'arriver, a la fin du chapitre, a elaborer un modele d'architecture pour des 
applications logicielles de telephonie sur Internet tout en considerant le point de vue des 
systemes embarques. 
2.1 Telephonie IP 
La telephonie sur IP est une technologie qui permet d'etablir des communications telepho-
niques sur des reseaux de commutation par paquets tels que l'lnternet. Son histoire est 
tres recente. Le premier systeme proprietaire de telephonie est implements sur l'lnternet, 
vers l'annee 1995 (Hallock, 2004). Des standards pour normaliser cette technologie ont 
ete publies peu de temps apres. En 1996 1'ITU (International Telecommunication Union) 
met en effet la norme H.323 (ITU-T, 1996) et en 1999, 1'IETF {Internet Engineering Task 
Force) rend disponible la premiere version du protocole SIP : la recommandation RFC 2543 
(Handley et a l , 1999). 
La disponibilite des reseaux de donnees de grande capacite, l'utilisation massive des ordina-
teurs avec des connexions haut debit, revolution de la technologie des codecs et l'expansion 
explosive de l'lnternet sont, parmi d'autres, les elements declencheurs de la convergence des 
services. D'ailleurs, la deregulation de la telephonie de base pour permettre l'acces a un 
marche d'offre ouvert a la concurrence, contrairement au modele monopolistique ou oligo-
polistique propre de la telephonie conventionnelle, a ete une des motivations les plus fortes 
qui ont fait de la telephonie IP une solution d'affaires importante pour la plupart des entre-
prises liees au secteur des telecommunications (F.Groom and Groom, 2004; Brandl et al., 
2004). 
Par ailleurs, la contribution des utilisateurs a ete, jusqu'a maintenant, indirecte et liee aux 
couts. La preference que les utilisateurs ont manifested vers les fournisseurs de services 
internationaux et des communications de longue distance qui utilisent la telephonie sur IP 
(calling-card, par exemple) a oblige les entreprises de telephonie publique a reduire leurs 
tarifs et indirectement a adopter cette nouvelle technologie (Goralski and Kolon, 1999; 
F.Groom and Groom, 2004; Brandl et al., 2004). 
L'apparition de la telephonie sur Internet a introduit de profonds changements de para-
digmes en matiere de communication. Pour mieux comprendre son ampleur, il faut men-
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tionner quelques aspects distinctifs de l'ancien modele et de celui propose a partir de la 
VoIP. 
Le schema de reseau telephonique public commute traditionnel (PSTN) s'appuie sur le 
modele des reseaux de commutation par circuits. Ainsi, pour chaque communication etablie, 
le systeme reserve l'utilisation exclusive d'un circuit physique pendant toute sa duree. Ce 
modele est constitue des centraux de commutation, du cote de la compagnie de telephone 
et des postes telephoniques du cote de l'utilisateur. Presque toutes les operations de signa-
lisation sont executees par les centraux qui sont les points ou se concentre l'intelligence 
du reseau. La philosophie de conception est telle que les elements les plus complexes et 
dispendieux se retrouvent au central tandis que les elements les plus simples et les moins 
dispendieux se retrouvent du cote des utilisateurs. L'operateur de telecommunications doit 
constituer les liens entre les usagers. Normalement, les liens entre les centraux telephoniques 
et les postes d'abonnes sont analogiques, alors que ceux entre les centraux sont numeriques. 
En bref, il s'agit d'un systeme avec des postes d'abonnes tres simples et peu couteux, avec 
des installations complexes du cote des operateurs, mais qu'a permis l'introduction et le 
developpement de la telephonie a un coiit tres abordable pour les abonnes. Ceci, clairement, 
ne favorise pas la concurrence et donne naissance a des «monopoles naturels». Jusqu'a peu 
d'annees en arriere, ces monopoles etaient aux mains des gouvernements dans la plupart 
des pays. Les fondements de ce modele sont restes invariables pendant presque un siecle 
et c'est l'apparition de la telephonie mobile qui a marque le debut du changement : les 
telephones cellulaires, qui sont devenus de plus en plus sophistiques et moins couteux, ont 
ete acceptes par les utilisateurs en focalisant leur attention sur les couts du service. 
Le cadre actuel de la telephonie traditionnelle montre des usagers bien adaptes et satisfaits, 
une qualite de service tres bonne, des frais de service raisonnables, meme gratuits pour les 
communications locales, et des technologies matures et stables. Par contre, les services de 
valeur ajoutee et les communications longue distance ont toujours des prix assez eleves et 
le developpement de nouveaux services reste un processus complique et couteux. D'ailleurs, 
l'addition des technologies, telles que l'ADSL (Asymmetric Digital Subscriber Line), a per-
mis d'ameliorer cette situation, en permettant aux utilisateurs du service de telephonie 
traditionnelle d'avoir un acces large bande a l'lnternet. 
C'est clair que la proposition d'un service de telephonie alternatif doit se faire dans le cadre 
que Ton vient de decrire. L'avenement et la popularisation de l'lnternet ont permis de conce-
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voir ce nouveau modele : la telephonie sur Internet. Ceci est bien different de l'architecture 
traditionnelle. Tout d'abord, la voix est numerisee a niveau des appareils telephoniques des 
usagers et est ensuite transmise sur le reseau IP. Les taches relatives a la signalisation sont 
aussi deleguees aux postes. De cette fagon, et par opposition a la telephonie commutee, le 
role des postes devient de premiere importance puisqu'ils eoncentrent presque toute l'in-
telligence du systeme. II ne reste qu'un nombre limite de services localises dans le reseau. 
Autrement dit, ce reseau a une architecture client-serveur distribute. La capacite de pou-
voir s'adapter aux preferences des usagers, soit l'appelant ou le destinataire de l'appel, et la 
possibility de maitriser le concept de mobilite de fagon ample et d'incorporer les services de 
presence et de messagerie instantanee sont introduites d'une fagon naturelle avec la VoIP. 
En analysant la proposition de la telephonie sur IP du cote des usagers, on trouve que 
les frais de service significativement moins eleves, specialement pour les communications 
interurbaines, et la portee globale sont les facteurs les plus attrayants. De plus, l'integration 
de nouveaux services, tres utiles et apprecies, est un autre facteur determinant, surtout 
lorsque les utilisateurs sont des entreprises. En contrepartie, la qualite de service offerte 
est inferieure a celle de la telephonie traditionnelle et le cout des postes, meme avec des 
fonctionnalites minimales, est assez significatif. 
L'utilisation d'un protocole en commun, le protocole IP, permet aux operateurs d'utiliser 
1'infrastructure dediee a la transmission de donnees, pour la transmission de la voix. C'est ce 
que l'on appelle ^convergence entre reseaux informatiques et telephoniques». Ceci, en ad-
dition aux couts d'implantation et d'exploitation inferieurs, montre qu'il s'agit d'un modele 
totalement ouvert a la concurrence et plein d'opportunites. Ces deux faits ont declenche 
un vif interet de la part des entreprises du secteur des telecommunications. 
La VoIP est, done, un grand pas dans revolution de la telephonie dans le processus plus 
general de convergence de reseaux. Cependant, il y a encore d'importants problemes a 
resoudre, notamment ceux lies a la qualite de service, a la securite et a la prestation de 
services d'urgence, ceux-ci etant les points principaux qui permettent la resistance de la 
telephonie traditionnelle vis-a-vis l'avancement de la VoIP. 
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2.2 Defis de la telephonie sur IP 
Dans une communication telephonique, il est possible de distinguer deux phases. D'un cote, 
il y a un ensemble de taches responsables de l'etablissement, de la finalisation de la commu-
nication et de l'echange des differentes informations, comme par exemple la tarification. II 
s'agit de la signalisation. D'un autre cote, on trouve l'echange d'informations de media, soit 
la voix. Les defis pour chacune d'elles sont bien differents. Ainsi, le protocole SIP de 1'IETF, 
se charge de la signalisation, pendant que le protocole RTP regie l'echange d'informations 
en temps reel. 
Les sections suivantes sont destinees a l'analyse des particularites que presentent la signa-
lisation et la transmission de la parole sur des reseaux IP. 
2.3 Particularites de la transmission de la parole sur 
un reseau IP 
La figure 2.1 montre un exemple typique de la densite spectrale de la parole. Son analyse 
revele que la majorite de l'energie est concentree dans la zone des basses frequences, et que 
la quantite d'energie qui se trouve dans les frequences plus hautes que 3400 Hz et inferieures 
a 300 Hz est peu significative. C'est pour cette raison que la telephonie traditionnelle prend 
comme bande passante la plage de 300 a 3400 Hz. 
Le standard G.711 (Pulse Code Modulation -PCM- of Voice Frequencies) (ITU-T, 1988) 
etablit que la voix, dans les systemes de telephonie numerique, doit etre numerisee en 
utilisant la codification PCM (Pulse Code Modulation) avec une frequence d'echantillonnage 
de 8 kHz et une codification logarithmique a 8 bits/echantillon ce qu'implique un debit de 
64 kb/s. La frequence d'echantillonnage choisie surgit de l'application du theoreme de 
Nyquist. En consequence, dans l'architecture correspondant a la telephonie classique, les 
liens numeriques entre centraux utilisent la technique de multiplexage dans le temps (TDM) 
dont le debit est un multiple de 64 kb/s (voix numerisee et signalisation). 
Dans le cas de la telephonie sur Internet, le flot de donnees genere pour la source (la 
voix, codifiee en PCM) est coupe en morceaux qui sont encapsules en paquets et envoyes 
a intervalles reguliers. Ces paquets sont regus par le destinataire et reconvertis en un flot 
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Figure 2.1: La densite spectrale de la parole (Goralski and Kolon, 1999) 
continu pour alimenter les decodeurs. Dans cette situation, les trames ont typiquement 
une duree de 20 millisecondes (160 echantillons). Par consequence, un poste qui etablit une 
communication telephonique en utilisant PCM sur l'lnternet, emettra et recevra des paquets 
a chaque 20 millisecondes approximativement. Une premiere limitation qui se presente est, 
plutot, d'ordre pratique : le debit requis pour des communications avec des codecs PCM 
est trop eleve pour des reseaux IP, surtout lorsqu'on considere la possibility de plusieurs 
communications simultanees. 
Des etudes des caracteristiques de la parole ont permis de contourner le probleme. Par 
exemple, un codeur hybride, tel que celui specifie par la recommandation G.729 (ITU-
T, 2007), permet de transmettre la parole, avec une qualite raisonnablement bonne, avec 
un debit de seulement 8 kb/s. Plus encore, des techniques de suppression des silences, 
permettent d'atteindre des reductions additionnelles du debit de 30% a 50%. 
En profitant de ces particular ites, on peut transformer le not continu et bidirectionnel 
simultane a 64 kb/s en un not d'information de debit substantiellement inferieur, plus 
susceptible d'etre transmis par un reseau de commutation par paquets. 
Le debit requis n'est qu'un des problemes relies a la VoIP. Internet est un reseau qui n'a pas 
ete congu pour transporter des informations en temps reel et la consequence immediate est 
une serie de difficultes qui se presentent dans ce type de service. Un ensemble de techniques 
permet de contourner, ou au moins de mitiger ces problemes. Le cout a payer est une 
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complexity grandissante des applications de VoIP. Les sections suivantes sont destinees a 
presenter ces problemes, leurs niveaux d'incidence et les solutions proposees afin d'arriver 
finalement a determiner l'architecture de base d'une application de VoIP. 
2.4 Facteurs incidents sur la qualite de la parole 
Pour les applications de VoIP, on trouve quatre facteurs principaux, attribues a la nature 
du reseau, qui affectent la qualite de la voix : le delai de transit, la fluctuation de l'intervalle 
d'arrivee entre deux paquets successifs, ou gigue, l'echo et la perte de paquets. 
c 
Qualite pergue de la liaison 
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Figure 2.2: Qualite pergue de la liaison vs le delai de transit dans une direction (Percy, 2005) 
2.4.1 Delai de transit 
Le delai de transit (latency) est le temps qui s'ecoule entre la production de la voix a 
une extremite d'une communication, et sa reproduction a l'autre extremite. Ce delai, qui 
n'est pas pergu quand la communication est unidirectionnelle, devient derangeant pendant 
une conversation, car sa dynamique donne un cadre de reference. Autrement dit, lorsqu'on 
parle et qu'on fait une pause pour ecouter notre interlocuteur, on attend pendant un certain 
temps, dependant du rythme de la conversation. Nous sommes particulierement sensibles a 
ce retard et a ses variations. Lorsqu'il depasse une certaine valeur, cela devient incommodant 
jusqu'a perturber serieusement la conversation. 
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La figure 2.2 illustre, de fagon simplified, la qualite pergue en fonction du delai de transit. 
Des delais inferieurs a 150 ms ne sont pas perceptibles. Entre 150 et 300 ms, ils sont 
tolerables, mais des delais superieurs a 300 ms ne sont pas acceptables. 
L'ITU etablit une valeur maximum de 150 ms pour le delai de transit dans une direction 
pour le trafic de voix. Pour les PSTNs les delais sont toujours inferieurs a 150 ms. 
Delais de 
transit 
Dans le telephone 
Dans le reseau 
1. Delais de trame 
2. Delais de traitement 
3. Delais de paquetisation (regroupement de 
plusieurs trames dans un paquet) 
4. Delai du au tampon de reception anti-gigue 
5. Delai du aux passerelles (gateways) 
6. Delais de routage 
7. Delai du aux coupe-feux (firewalls) et 
serveurs proxy 
8. Delais de transmission et de propagation 
TABLEAU 2.1: Sources des delais de transit 
Dans le cas de VoIP, certains delais sont inherents aux principes de fonctionnement des 
telephones IP et d'autres sont attribuables au reseau. Le tableau 2.1 resume les principales 
sources des delais pour la telephonie IP. 
Delais de trame 
Comme on a deja mentionne, la frequence d'echantillonnage de la parole est de 8 kHz selon le 
standard utilise par la telephonie traditionnelle a partir des criteres de qualite. Ceci signifie 
qu'un echantillon est disponible a chaque 125 /is. Les echantillons sont regroupes afin de 
permettre leur traitement sous forme de bloc (batch processing). La taille de ces groupes 
d'echantillons consecutifs, appeles trames, est variable, mais des considerations d'ordre 
pratique situent sa duree equivalente entre 10 et 30 ms. Certains codecs travaillent avec des 
longueurs de trame fixes. Ainsi, on peut identifier l'introduction d'un delai correspondant 
a l'intervalle qui s'ecoule entre le moment de prise du premier echantillon d'une trame 
jusqu'a la prise du dernier, moment auquel la trame est rendue disponible. La table 2.2 
donne quelques exemples. 
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Codec 
G.711 (ITU-T, 1988) 
G.723.1 (ITU-T, 2006a) 



















TABLEAU 2.2: Caracteristiques des trames pour differents protocoles (Percy, 2005) 
Delais de traitement 
Lorsqu'une trame est disponible, elle est traitee par le detecteur d'activite vocale (Voice 
Activity Detector) et par le codec qui applique les algorithmes de compression. L'operation 
du VAD et du codec introduit un deuxieme delai, qui dependra de la complexity des algo-
rithmes et de la puissance de calcul du processeur. La valeur superieure pour ce delai est 
egale a la duree de la trame, car le processeur doit traiter les trames au minimum au meme 
rythme qu'elles sont generees. Dans la pratique, le delai de traitement doit etre sufnsam-
ment inferieur a la duree de la trame arm de permettre l'execution d'autres taches tout en 
conservant une certaine marge de securite. 
Delais de paquetisation 
Dans le but d'etre transmise sur un reseau IP, une trame doit etre encapsulee dans plusieurs 
protocoles. Le tableau 2.3 illustre cette situation dans le cas d'une trame G.723.1 (ITU-T, 
2006a), dont la longueur est de 24 octets et sa duree equivalente est de 30 ms. Les en-
tetes des protocoles RTP, UDP (User Datagram Protocol) et IP utilises pour le transport 
totalisent 40 octets ce qui represente une surcharge significative et, en consequence, une 














TABLEAU 2.3: Encapsulation d'un paquet RTP G.723.1 (Percy, 2005) 
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Une maniere de reduire cette inefncacite est de regrouper deux trames ou plus dans le meme 
paquet. Mais, le cout a payer pour cet increment de l'efncacite est l'introduction des delais 
additionnels egaux a la duree equivalente des trames ajoutees. 
Delais dus au tampon de reception anti-gigue 
En plus des delais de transit des paquets, il y a un autre effet qui affecte la qualite pergue 
de la voix. C'est la fluctuation de Pintervalle d'arrivee des deux paquets successifs, ou gigue 
(jitter). 
Un reseau IP ne peut pas garantir le temps de transit des paquets etant donne que chaque 
paquet est achemine individuellement et que le delai de transit depend des conditions du 
reseau au moment de la transmission et du chemin a parcourir. En consequence, des paquets 
emis a un rythme regulier arriveront de fagon irreguliere ce qui entraine le phenomene de 
gigue. Par ailleurs, la restitution de la parole est un processus synchrone, qui n'admet pas 
de variations dans le rythme de conversion sans qu'elles ne soient pergues clairement par 
l'utilisateur, en devenant ainsi genantes. Le probleme s'ameliore en introduisant, dans les 
premieres etapes du recepteur, un delai capable d'absorber de telles variations. Ce delai est 
materialise en utilisant un tampon de reception, qui, en raison de sa fonction, est appele 
tampon anti-gigue. Evidemment, le retard introduit s'ajoute au delai de transit des paquets. 
Ainsi, il faut le maintenir le plus faible possible. 
La capacite d'absorber les fluctuations des instants d'arrivee des paquets depend de la 
longueur du tampon, ou d'un autre point de vue, du temps equivalent a la duree des 
trames stockees dans le tampon. D'habitude, le point d'operation de ces tampons decoule 
d'un compromis entre les delais toleres et la gigue admissible. Ann de maintenir ce delai le 
plus bas possible, les systemes utilisent des mecanismes adaptatifs pour la determination 
du point d'operation. 
Passerelles 
Chaque passage des paquets d'un media physique a un autre introduit des delais. Lors-
qu'il s'agit de reseaux a vitesse moderee, ces delais peuvent devenir significatifs. lis ont, 
frequemment, leur origine au niveau des tampons employes par les procedes de conversion 
de media dans les passerelles (gateways). 
Delai de routage 
Dans le protocole IP, chaque paquet IP possede dans son en-tete l'adresse de destination 
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et l'adresse d'origine. Pour atteindre sa destination, les paquets sont achemines par des 
routeurs qui doivent examiner les en-tetes. Avant d'etre traites, les paquets sont mis dans 
des files d'attente. La logique de controle de ces files d'attente est congue, en general, sans 
considerer les besoins des services temps reel et elle peut introduire des delais qui ne sont 
pas negligeables. 
Pare-feux et serveurs mandataires (proxy servers) 
Plusieurs reseaux utilisent des pare-feu (firewalls) et des serveurs mandataires arm d'assurer 
une meilleure securite. Comme ces dispositifs examinent chaque paquet entrant et sortant, 
ils peuvent introduire des delais considerables. 
Dilai de transmission et delai de propagation 
Dans un reseau comme Internet, les paquets sont traites dans la modalite ^premier arrive, 
premier servi». Un paquet doit, alors, attendre que l'anterieur soit completernent traite 
avant son propre traitement. Ce temps d'attente est nomme «delai de transmissions. Sa 
valeur est donnee pour le rapport entre la taille du paquet (en bits) et le debit (en b/s), 
en consequence, le delai de transmission est de l'ordre des microsecondes pour des reseaux 
a haute vitesse avec des debits de 1 Mb/s ou superieur. 
Le delai de propagation d'un paquet est le temps qu'il prend pour parcourir le trajet entre 
l'entree du circuit logique et la sortie. II est calcule par le rapport entre la longueur du 
lien et la vitesse de propagation dans le milieu physique de transmission. Sachant que cette 
derniere est, pour un lien de cuivre, de 2xl08 m/s, le resultat sera aussi, dans l'ordre des 
microsecondes. 
On observe alors que la contribution de ces deux phenomenes au delai de transit est 
negligeable par rapport au reste des sources de delai analysees. 
2.4.2 Echo 
L'echo est un phenomene lie plutot a la telephonie traditionnelle. II est cause par les 
reflexions qui se produisent a cause de la desadaptation d'impedances quand le signal 
analogique est converti de deux a quatre fils ou vice-versa en utilisant des circuits (trans-
formateurs) hybrides. 
Dans le contexte de la telephonie sur IP, l'echo se produit lorsque dans une communication 
de VoIP il y a des segments ou le signal voyage sur une ligne analogique a deux fils et 
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des transformateurs hybrides deviennent necessaires. Dans ces conditions, les delais tou-
jours associes a la telephonie IP font que le probleme d'echo devient important. L'approche 
utilisee pour resoudre ce probleme consiste a employer des dispositifs appeles annulateurs 
d'echo (echo cancellers) qui utilisent des techniques numeriques. Lorsqu'il s'agit d'une com-
munication VoIP entitlement numerique, l'eeho ne constitue pas un probleme. C'est le cas 
de deux ordinateurs ou telephones numeriques connectes via IP. 
2.4.3 Perte de paquets 
Dans une communication avec de l'information audio en temps reel, l'intervalle qui s'ecoule 
entre la capture et la restitution des signaux est tres court. Comme on peut voir dans la 
figure 2.2, une communication de bonne qualite montrera un delai de transit inferieur a 
300 ms. En consequence, la marge de manoeuvre pour la correction d'erreurs est etroite. 
Si un paquet n'est pas arrive et n'est pas disponible au moment ou le codec le reclame, il 
est considere perdu, meme s'il arrive legerement plus tard. II s'ensuit qu'un protocole de 
transport fiable, tel que TCP (Transmission Control Protocol), ne serait pas avantageux, 
car si le protocole demande une retransmission, il est fort probable que le paquet retransmis 
arrive trop tard et qu'il ne soit plus utile. Finalement, on conclut que la complexite et la 
surcharge additionnelles associees a un protocole fiable ne contribuent pas a une meilleure 
performance. Ceci est la base de la justification de l'utilisation de UDP, face a TCP, pour 
le transport de flux en temps reel. 
Etant donne que UDP est un protocole non fiable qui ne garantit ni l'arrivee, ni l'ordre 
des paquets, c'est l'application qui doit gerer ces problemes. Ainsi, les applications avec des 
tampons anti-gigue adaptatifs ajustent ces points de travail afin de reduire le plus possible 
le taux de paquets perdus. Mais, malgre tous les efforts, il y aura un pourcentage de trames 
qui ne seront pas disponibles lorsqu'elles sont requises par le decodeur. Ainsi, le module 
de restitution de la parole doit essayer de compenser les informations manquantes. Une 
approche possible est de repeter le dernier segment de signal valide, une autre possibility 
est de remplir le trou avec du bruit blanc. D'habitude, le choix surgit d'un compromis 
entre la complexite de la solution et la qualite desiree. Pour la conception de la pile SIP 
concernant a ce projet, on a selectionne la premiere strategie. Un mecanisme d'extrapolation 
des trames manquantes peut egalement etre integre au codec (Perkins, 2006). 
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Quelle que soit la strategie de recuperation employee, l'ouie humaine est tres sensible a ce 
type de problemes. Un niveau de perte de paquets de 1% est normalement undetectable, 
tandis que des niveaux superieurs a 10% ne sont pas tolerables. 
2.5 Traitement de la parole 
L'evolution des techniques de compression de la parole a permis de surmonter le probleme 
du haut debit requis pour transmettre la parole numerisee avec une qualite adequate en 
rendant disponibles des codecs tres efficaces. 
Dans une communication IP, la parole numerisee est soumise a differents traitements. La 
compression des trames, la detection de silences, l'annulation de l'echo, la detection des 
tonalites DTMF (Dual Tone Multi-Frecuency), la compensation des paquets perdus et 
l'ajout de bruit de confort sont des exemples. Le but principal des traitements faits avant 
la transmission est de reduire le debit requis tandis que les objectifs des traitements faits 
dans la reception sont de compenser les defauts introduits pendant le transit des paquets 
sur le reseau et de restituer le signal numerise original le plus fidelement possible. 
2.5.1 Le codec et la compression de la parole 
Le codeur fondamental de la parole en format numerique, et aussi le plus ancien, est le 
PCM. Comme on a deja explique, il consiste a echantillonner la bande telephonique, de 
300 a 3400 Hz, a une frequence de 8000 Hz en utilisant des convertisseurs de 8 bits. Ann 
d'ameliorer le rapport signal sur bruit, les quantificateurs ont une echelle logarithmique. II 
y a deux variantes pour la courbe de conversion : la loi mu, utilisee en Amerique du Nord et 
au Japon, et la loi A, utilisee dans le reste du monde. II reste encore comme le standard qui 
etablit les niveaux de reference pour la qualite de la parole numerisee en communications 
telephoniques (ITU-T, 1988). 
En prenant le PCM comme reference, differentes technologies ont ete developpees afin 
de reduire le debit requis pour une communication telephonique. Les techniques utilisees 
peuvent etre regroupees dans trois categories : 
• Les techniques parametriques (LPC, Linear Predictive Coding) : elles s'appuient 
sur un modele de production de la parole afin d'en extraire les parametres significatifs, 
qui sont transmis au decodeur. 
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• Les techniques temporelles (PCM, ADPCM Adaptive Delta Pulse Code Modula-
tion) : elles font une approximation de la parole a partir de sa forme d'onde. 
• Les techniques hybrides (analyse par synthase, codage CELP Code Excited Linear 
Prediction) : elles font une combinaison des techniques precedentes et permettent 
d'obtenir de hauts niveaux de compression avec une qualite acceptable. 
Le tableau 2.4 resume les caracteristiques des codecs correspondant aux standards de 1'ITU 
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TABLEAU 2.4: Standards de codification etablis pour ITU 
2.5.2 La suppression des silences 
Pendant une conversation typique, on ne parle pas tout le temps. Des etudes demontrent 
que le 40 a 60% du temps correspond a des silences. II s'ensuit qu'un pourcentage proche du 
50% des frames transmises correspond seulement a du silence. La detection et l'ecartement 
de ces frames permettent d'avoir une reduction importante du debit requis. Ainsi, les 
techniques de suppression des silences ne codent pas ces periodes de silence. Elles sont 
remplacees a l'autre extremite par du bruit de fond. Un probleme qui se presente est la 
detection efficace des silences. Cette tache est effectuee par le VAD. 
L'utilisation conjointe des techniques de compression de la parole et de suppression des 
silences permet d'atteindre de debits relativement reduits avec une utilisation tres efficace 
du reseau. 
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2.5.3 La generation de bruit de confort 
La suppression des silences produit, du cote recepteur, des trous dans la reception qui sont 
genants. La generation de bruit de confort est utilisee pour compenser ce defaut et pour 
maintenir l'illusion d'un niveau constant de bruit pendant les intervalles supprimes. Ce 
processus est appele CNG (Confort Noise Generation). 
2.6 Transport en temps reel et le protocole R T P 
Une analyse de la problematique de la telephonie sur IP nous amene a identifier deux volets. 
D'un cote, on a l'ensemble des elements en relation avec la signalisation, avec SIP, qui est le 
protocole associe. D'un autre cote, on trouve les aspects lies a la transmission de la parole 
numerisee. C'est le domaine du protocole RTP, specifie par la recommandation RFC 3550 
(Schulzrinne et a l , 2003). 
RTP est un protocole simple, mais qui incorpore les elements necessaires pour la transmis-
sion en temps reel d'information audio ou video sur des reseaux IP. Congu originalement 
comme un protocole de multidiffusion (multicast), il est si bien adapte a des applications a 
diffusion individuelle (unicast) qu'il est devenu une des pieces essentielles de la telephonie 
sur IP. 
Les services fournis par RTP incluent Identification de la source et du type de charge utile, 
la numerotation sequentielle des paquets, des marques de reference temporelles (timestam-
ping), une retroaction sur la qualite de la reception et un mecanisme de synchronisation. 
Dans le chapitre 4, on reprendra le sujet du protocole RTP avec le but d'analyser plus en 
profondeur sa structure et ses caracteristiques les plus importantes. 
2.7 Signalisation et le protocole SIP 
Dans un reseau telephonique traditionnel, la signalisation est tres complexe et joue un role 
crucial puisqu'elle est chargee de l'etablissement, la terminaison et la supervision d'une 
communication. La majorite des operations sont realisees par les centraux telephoniques, 
du cote des operateurs. Seule une partie infime de ces operations est assuree par les postes 
telephoniques. 
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Dans le cas de la telephonie sur IP, l'importance de la signalisation est egalement decisive, 
mais les defis rencontres sont differents. Parmi les aspects qui definissent le scenario auquel 
la VoIP doit faire face, on trouve que, contrairement au cas du PSTN, la responsabilite 
de gerer la signalisation incombe aux terminaux. De plus, les conditions continuellement 
changeantes des reseaux, et la difference entre les capacites des postes imposent, comme 
prealable a l'etablissement d'une communication, la negotiation des parametres entre les 
postes participants. Un autre point a considerer est la dilution du concept de reseaux 
physiquement delimite, fortement rattache a la telephonie traditionnelle. En consequence, 
dans l'hypothese de faire face a un trafic de portee globale, les postes doivent repondre a 
des standards, meme s'ils appartiennent a des reseaux prives. 
Les besoins en matiere de signalisation de la telephonie sur IP ont donne lieu a une nouvelle 
generation de protocoles, dont H.323 (ITU-T, 2006b), de 1'ITU, et SIP (Rosenberg et al., 
2002), de 1'IETF, sont les plus notables. Pour le present travail, l'interet est centre sur le 
protocole SIP. 
SIP est un protocole de signalisation qui peut etablir, modifier et terminer des sessions 
multimedias sur des reseaux IP. II est decrit par le RFC 3261 (Rosenberg et al., 2002) de 
1'IETF. 
SIP est defini d'une facon flexible, utilisant une codification textuelle. Ceci le rend tres ex-
tensible et facile a interpreter, mais a la fois, son implementation devient plus complexe. Des 
son apparition, SIP a profite d'une grande popularity aupres des concepteurs. Sa proximite 
avec HTTP (HyperText Transfer Protocol) et le style de specification utilise par 1'IETF, 
avec lequel les informaticiens sont plus a l'aise, sont parmi les principales raisons. 
Meme si SIP permet d'utiliser UDP ou TCP pour le transport, UDP est considere comme 
le premier choix, limitant TCP pour les cas ou UDP n'est pas applicable. Le protocole SIP 
est couvert avec detail dans le chapitre 3. 
2.8 Couches d'abstraction 
Lorsqu'une application s'execute sur un ordinateur, elle doit interagir avec un ensemble 
complexe de materiel et de logiciel. Dans le cas des systemes embarques, la situation 
est plus compliquee encore, car les differences dans les environnements d'execution sont 
generalement tres importantes. Ces differences peuvent inclure le microprocesseur, le type 
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et la taille de la memoire, les peripheriques et le systeme d'exploitation. La portabilite 
d'une application est en relation directe avec le niveau d'isolation qu'elle peut obtenir de 
tous ces elements. 
La maniere d'isoler une application des couches sous-jacentes consiste a concevoir un 
ensemble de fonctions qui concentrent les points de dependance et qui soient vues par 
l'application d'une fagon uniforme. Ces ensembles des fonctions d'isolation sont appeles 
couches d'abstraction. Ainsi, le transport d'une application vers un autre environnement, 
idealement, ne demanderait que de modifier ces couches. 
Dans le cadre de ce projet, deux couches d'abstraction sont presentes : la couche d'abstrac-
tion materielle et celle d'abstraction du systeme d'exploitation. 
2.8.1 Services du systeme d'exploitation 
Une application typique de telephonie IP utilise un certain nombre de services du systeme 
d'exploitation. On peut citer, comme exemples, les suivants : 
• Services de temporisation 
• Gestion de la memoire 
• Gestion des systemes de fichiers 
• Gestion de processus et de taches. 
• Communication interprocessus et des mecanismes de synchronisation. 
• Gestion de peripheriques 
• Information de la date / heure 
• Evenements 
• Gestion de la securite 
• Gestion du reseau 
• Acces aux ressources materielles 
Ces services sont fournis en utilisant des APIs (Application Programming Interface) dont la 
complexity variera beaucoup selon le systeme d'exploitation avec lequel on travaille. Dans 
le cas des systemes embarques, il faut que les APIs soient limitees strictement au minimum, 
tres simplifiees et performantes. 
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Figure 2.3: Pile de protocoles pour une application de telephonie IP 
2.8.2 La couche d'abstraction materielle 
Cette couche est aussi appelee HAL (Hardware Abstraction Layer) et sert d'interface entre 
une application et tout le materiel qui n'est pas gere par le systeme d'exploitation. Meme 
les particularity du processeur peuvent etre definies dans cette couche. 
Par ailleurs, les systemes embarques sont caracterises pour leur grande variete au niveau 
des caracteristiques materielles, meme pour des prestations fonctionnelles equivalentes. 
Differents processeurs et ensembles de puces (chip set) et differentes configurations de 
memoire, par exemple, sont caches derriere cette couche. 
Dans une application de VoIP, la couche d'abstraction materielle peut servir, par exemple, 
a isoler l'application des details du sous-systeme de traitement audio (acces aux convertis-
seurs analogiques/numeriques et numeriques/analogiques), des ports d'entree/sortie et des 
temporisateurs materiels (hardware timers). 
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2.9 Piles de protocoles pour une application de VoIP 
Les sections precedentes ont permis de determiner les besoins de base d'une application 
de telephonie sur IP et les protocoles disponibles a cet effet. D'un cote, pour la parole 
numerisee, on peut se servir des protocoles RTP/RTCP (RTP Contol Protocol). D'un autre 
cote, pour la signalisation, les deux protocoles les plus utilises sont le SIP de 1'IETF, et le 
H.323 de l'lTU. Cependant, dans le present projet, seule l'application de SIP est visee. La 
figure 2.3 illustre la structure resultante de la pile de protocoles. II faut noter que la paire 
RTP/RTCP n'est supported que par UDP, tandis que SIP peut utiliser UDP ou TCP pour 
le transport. 
Dans la pile de protocoles, on a inclus SDP (Session Description Protocol), specifie par la 
recommandation RFC 4566 de 1'IETF (Handley et al., 2006). C'est un protocole simple qui 
sert a negocier les parametres de la session, tels que le type de media (audio, video, etc.) et le 
codec a utiliser (G.711a, G.729a, etc.). II voyage embarque dans SIP pendant l'etablissement 
des sessions. Cette fonctionnalite n'est pas implantee dans la premiere version de ce projet 
de conception. 
2.10 Architecture generate d 'une application de ter-
minal VoIP 
L'analyse de differentes facettes de la telephonie sur IP, faite tout au long de ce chapitre, 
a permis d'etablir les grandes lignes d'une application de telephonie sur IP. La figure 2.4 
illustre son architecture generale. Le schema met en evidence les blocs associes aux func-
tions que Ton a identifiers comme essentielles pour de tels types d'applications. D'un cote, 
le couple de protocoles RTP/RTCP est a la base de la partie chargee de la transmission-
reception de la parole. D'un autre cote, SIP gere les taches de signalisation. Le bloc «Trai-
tement de la parole» concentre les differentes fonctions de traitement de la parole, celles-ci 
incluent la compression - decompression, la suppression de silences, la generation du bruit 
de confort et l'annulation de l'echo. 
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Figure 2.4: Architecture generale d'une application de terminal de VoIP 
2.11 Conclusion 
Ce chapitre a servi a identifier la problematique presentee pour l'utilisation des reseaux IP 
pour des applications de telephonic On a presente, de maniere tres generale, les solutions 
proposees pour contourner les problemes et on a introduit les protocoles disponibles pour 
arriver, a la fin du chapitre, a ebaucher l'architecture d'une application logicielle de VoIP. 
Dans les chapitres suivants, on fera une analyse plus en profondeur des protocoles SIP et 




La problematique de base de la telephonie sur IP peut etre separee, de fagon generale, en 
deux parties. D'un cote, nous avons les aspects lies a la signalisation, soit l'ensemble des 
mecanismes permettant de localiser, d'etablir, de gerer et de terminer une communication. 
D'un autre cote, nous devons faire face aux defis qui representent la transmission de la 
parole numerisee sur un reseau IP. Le protocole SIP qui derive d'HTTP, dont il reprend 
de nombreuses caracteristiques, est la reponse de 1'IETF au premier de ces sujets. Son 
fonctionnement s'appuie sur des echanges de messages en mode texte. Simplicity, extensi-
bility et flexibility sont des caracteristiques qui justifient la popularity d'un protocole qui 
rapidement est devenu un composant essentiel de la quasi-totalite des implementations de 
VoIP. 
Le but de ce chapitre est d'introduire les concepts fondamentaux du protocole SIP pour 
aider a la comprehension de sa mise en ceuvre, decrite dans le chapitre 7. La premiere 
partie donne une vision generale du SIP, en decrivant ses fonctionnalites de base et les 
entites constitutives d'un reseau SIP. Ces points sont completes par l'inclusion d'un exemple 
d'etablissement d'une session. La deuxieme partie presente l'analyse de la structure du 
protocole, incluant la description de la composition des messages, de sa grammaire et des 
elements qui determinent son comportement dynamique, comme les concepts de transaction 
et de dialogue. Finalement, il faut mettre en relief que certains aspects, notamment ceux 
lies aux machines a etats finis qui decrivent les transactions et ceux lies aux dialogues, sont 
repris dans le chapitre 7 afin d'etablir une liaison directe avec sa mise en ceuvre. 
3.1 Protocole SIP 
SIP est un protocole de signalisation, de presence et de messagerie instantanee, situe dans 
la couche d'application du modele OSI (Open Systems Interconnection). II permet d'etablir, 
de modifier et de terminer des sessions multimedias, entre deux ou plusieurs participants, 
sur des reseaux IP. La premiere version de SIP, le RFC 2543, a ete publiee par 1'IETF 
en 1999 (Handley et al., 1999). Une deuxieme version, apportant quelques modifications 
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et des corrections, a ete publiee plus tard. II s'agit du standard RFC 3261 (Rosenberg 
et al., 2002) qui a ete suivi par plusieurs recommandations complementaires telles que le 
RFC 3262 (Rosenberg and Schulzrinne, 2002a), le RFC 3263 (Rosenberg and Schulzrinne, 
2002b), le RFC 3264 (Rosenberg and Schulzrinne, 2002c), le RFC 3265 (Roach, 2002) et le 
RFC 3853 (Peterson, 2004). 
II a ete congu en prenant certains elements provenant de deux autres protocoles bien connus, 
HTTP (HyperText Transfert Protocol) et SMTP {Simple Mail Transfert Protocol). Du pre-
mier, SIP en a conserve le modele client-serveur, l'utilisation des URIs (Uniform Resource 
Indentifier) et le schema de codification textuelle. De SMTP, il a pris la structure de l'en-
tete. 
Sa simplicity, sa proximite avec HTTP, et sa focalisation sur les reseaux IP sont parmi les 
cles du succes initial de SIP, un protocole qui a rapidement gagne l'interet des entreprises 
et des concepteurs par rapport a son principal concurrent, le protocole H.323 de 1'ITU. 
En tant que protocole de signalisation, SIP supporte cinq aspects de l'etablissement et de 
la terminaison de communications multimedias : 
• Localisation de l'utilisateur appele. SIP utilise des URIs comme identificateurs 
de portee globale. lis permettent d'identifier de maniere univoque les utilisateurs. La 
localisation consiste a etablir la correspondance entre les URIs et les adresses IP des 
postes terminaux. 
• Disponibilite de l'utilisateur appele. Determine si le poste appele souhaite com-
muniquer, et autorise l'appelant a le contacter. 
• Capacites de l'utilisateur. Determine le type de media et les parametres a utiliser 
pendant la communication. 
• Etablissement de la session. Cet aspect regroupe les differentes etapes qui con-
duisent a l'etablissement effectif de la communication. 
• Gestion de la session. Elle comprend la finalisation ou le transfert d'une session, 
la modification des parametres et l'invocation de services. 
SIP ne definit pas un systeme de communications verticalement integre. II constitue plutot 
un composant qui opere en collaboration avec d'autres protocoles de 1'IETF afin de batir une 
architecture de communications multimedias integrale. Quelques protocoles intervenants 
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sont RTP (Schulzrinne et al., 2003) et SDP (Handley et al., 2006). Pour le transport, SIP 
permet l'utilisation du protocole UDP autant que TCP. 
3.2 Entites definies par SIP 
Un reseau SIP comprend cinq types d'entites logiques : UA (User Agents), qui est sous-
divise, entre UAC (User Agens Clients) et UAS (User Agent Servers); PS (Proxy Server); 
LS (Location Server); RS (Redirect Server) et RG (Registrar Server). Un dispositif phy-
sique est capable d'assumer un seul ou plusieurs roles en meme temps ou en differents 
moments. En particulier, le role des UACs et des UASs se definit sur une base de transac-
tion a transaction. Par exemple, un UA se comporte comme un UAS lorsqu'il regoit une 
requete, mais il agit comme un UAC quand il Fernet. 
• U A : C'est une entite logique terminale qui peut se comporter comme client ou 
comme serveur. Selon son role, un UA peut etre classifie comme UAC ou UAS. 
U A C : C'est l'UA qui emet une requete SIP. 
U A S : C'est l'UA qui regoit une requete et qui genere la reponse. 
• P S : Entite intermediate qui aide a router des messages SIP vers sa destination. 
II peut fonctionner comme UAC ou UAS dans le but d'emettre des requetes ou d'y 
repondre en fonction d'autres UA. Un PS a la capacite d'interpreter et, si necessaire, 
de modifier la requete originale. 
• LS : II fournit l'information de la possible position courante d'un UA. Ce service est 
utilise par les PSs ou par les RSs. 
• R S : C'est un UAS qui genere des reponses de redirection (avec de reponses codes 
qui se trouvent dans la plage 300 - 399) aux requetes regues d'un UAC. Le RS fait 
une association entre l'adresse de destination originale et une ou plusieurs adresses 
IP alternatives. 
• R G : C'est un serveur qui offre un service de localisation et qui accepte des requetes 
REGISTER. 
3.3 Sip URI vs. URL 
Les ^Uniform Ressource Locators» (URLs) sont des noms utilises pour representer des 
emplacements ou des adresses IP liees aux ressources dans l'lnternet. lis ont ete initiale-
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ment specifies dans la recommandation RFC 1738 (Berners-Lee et al., 1994) de 1'IETF, 
aujourd'hui obsolete. Le format general de sa syntaxe est : 
<schema> :<identificateur> 
Le schema represente le type de ressource utilise tandis que l'identificateur, qui depend du 
type de scheme, determine l'adresse IP de destination. 
Un exemple d'URL est «http ://www.usherbrooke.ca». Le schema indique qu'il s'agit d'un 
serveur http et l'identificateur www.usherbrooke.ca represente l'adresse IP du serveur qui 
heberge le site web de l'Universite de Sherbrooke. 
Par ailleurs, les ^Uniform Ressource Identifiers» (URI) definissent de maniere univoque un 
nom dans un espace des noms enregistres avec une portee globale. Les URIs sont definis 
par le RFC 3986 (Berners-Lee et al., 2005), qui a la categorie de standard. A difference 
des URLs, les URIs ne sont pas directement lies a des emplacements ou des adresses IP 
des objets nornmes. La correspondance entre un URI et une adresse IP, qui peut etre 
ephemere, est faite a l'aide des elements complementaires tels que bases de donnees ou 
serveurs specialises. C'est pour cette raison que le protocole SIP utilise des URIs etant 
donnee la mobilite associee aux entites SIP. 
3.4 Exemple de l 'operation de SIP 
La figure 3.1 illustre l'etablissement d'une session SIP entre deux agents utilisateur (UA). La 
topologie de l'exemple, qui inclut deux serveurs mandataires, est souvent nominee trapeze 
SIP. Chacun des utilisateurs est identifie par son URI (Uniform Resource Identifier). Les 
URIs sont l'equivalent des numeros de poste de la telephonie traditionnelle, mais a difference 
de ceux-ci, les URIs ont une portee globale et sont associes a l'utilisateur plutot que d'etre 
rattaches a un terminal determine. La localisation, soit la liaison entre un URI et l'adresse 
IP qu'il prend a un moment donne, est faite a l'aide de serveurs specialises appeles RE-
GISTRAR. 
Dans l'exemple, Frangois se sert de l'URI de Louis pour initier l'appel. Tout d'abord, l'UA 
appelant genere une requete INVITE qui montre l'intention d'etablir une session. Etant 
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Figure 3.1: Exemple d'une session SIP 
donne que Frangois ne connait pas la localisation actuelle de Louis, il envoie la requete vers 
son serveur proxy, qui 1'analyse et determine le domaine correspondant a l'URI de Louis. 
Puis, ce serveur renvoie la requete vers le serveur proxy servant ce domaine. Finalement, 
c'est ce dernier qui determine l'adresse IP ou se trouve actuellement Louis afin de lui 
acheminer la requete. 
Chacune des entites SIP traversers par la requete, laisse une trace dans le message afin 
de permettre a la reponse de trouver le chemin de retour. Cette trace est materialised par 
l'ajout d'un en-tete Via par chaque serveur visite par le message. 
Lorsque la requete arrive a l'UA de Louis, cela genere une premiere reponse automatique, 
«180 Ringing», pour indiquer que le message a ete regu et un avis, comme une sonnerie par 
exemple, est active afin d'informer l'utilisateur appele de l'appel. Quand Louis decide d'ac-
cepter l'appel, une deuxieme reponse, «200 Ok>, est envoyee. C'est une reponse finale que 
termine la transaction. Les deux reponses envoyees par l'UA de Louis remontent exactement 
le meme parcours que la requete originale. Dans l'UA appelant, la reception d'une reponse 
finale positive declenche Fenvoi d'une requete de confirmation ACK. Contrairement aux 
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messages anterieurs, l'ACK est envoye de bout en bout, en profitant de reformation de 
localisation additionnelle collectee pendant la transaction INVITE. 
C'est a partir de ce moment qui commence l'echange d'information audio, qui va continuer 
jusqu'a ce qu'un des participants raccroche. Dans l'exemple, c'est Louis qui termine la com-
munication, son UA genere une requete BYE. Lorsque la reponse est recue, la transaction 
et la session sont, toutes les deux, finies. 
Requete: Request-Line 




Corps du Message 
Optionnel 
Figure 3.2: Structure des messages SIP 
3.5 Structure du protocole SIP 
SIP est un protocole structure par couches, car son comportement est decrit par des stades 
de traitement faiblement couples entre eux. Les elements etablis par SIP sont des elements 
logiques plutot que physiques et ils ne conditionnent pas la fagon de mettre en ceuvre le 
protocole. 
La couche inferieure correspond a la syntaxe et au codage du protocole, qui est specifie 
en utilisant la grammaire Backus-Naur Form augmentee (BNF). La grammaire du SIP est 
integralement specifiee dans la section 25 du RFC 3261 (Rosenberg et al., 2002). 
La deuxieme couche est la couche de transport. Elle definit comment les clients et les 
serveurs envoient et regoivent des requetes et des reponses sur le reseau. 
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La troisieme est la couche de transaction. Elle constitue un element central de SIP en 
etablissant le fonctionnement des clients et des serveurs durant les interactions entre des 
entites SIP. La couche de transaction controle les retransmissions, la correspondance entre 
des requetes et des reponses et les delais d'attente (timeouts). Le comportement de cette 
couche est modelise par des machines a etats finis. 
3.6 Messages SIP 
Un message SIP peut etre une requete, qu'un client envoie vers un serveur, ou une reponse 
d'un serveur vers un client. En termes de sa grammaire, on peut specifier un message SIP 





sage = start-line 
•message-header 
CRLF 
[ message-body ] 
= Request-Line / Status--Line 
La figure 3.2 illustre la structure d'un message. C'est a partir de la premiere ligne qu'on 
determine son caractere de requete ou de reponse. L'ensemble d'en-tetes contient l'etat de 
la session. La ligne vide est obligatoire et elle sert a demarquer la fin de la section d'en-
tetes et il faut l'inclure independamment de la presence du corps du message, qui lui est 
optionnel. 
3.6.1 Requetes 
Le format de la ligne de requete est le suivant : 
Reques t -L ine = Method SP Request-URI SP S IP -Ver s ion CRLF 
Method : La recommandation RFC 3261 definit six methodes : REGISTER, INVITE, 
ACK, CANCEL, BYE et OPTIONS. Des methodes additionnelles sont definies dans 
des extensions a cette recommandation. Quelques exemples sont le RFC 3262 (Rosen-
berg and Schulzrinne, 2002a) pour la methode PRACK, le RFC 3265 (Roach, 2002), 
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qui introduit les methodes SUBSCRIBE et NOTIFY ou le RFC 3311 (Rosenberg, 
2002), qui definit la methode UPDATE. 
Request- URI : Indique I'utilisateur ou le service destinataire de la requete. 
SIP-Version : C'est la version du protocole utilisee. SIP le considere comme une chaine 
de caracteres qui, pour la version courante, doit etre egale a «SIP/2.0». 
3.6.2 Methodes SIP 
Les methodes informent du caractere des requetes et ils expriment l'intention de l'UAC de 
faire une action determined. Les six methodes mentionnees dans le paragraphe precedent 
sont fondamentales pour le fonctionnement du protocole et doivent toujours etre implemen-
tees. La nature de chaque application determinera si des methodes additionnelles peuvent 
etre necessaires. Lorsqu'un UAS regoit une requete avec une methode qu'il ne supporte pas, 
il repond en indiquant que la methode n'est pas implemented. 
A titre de reference, on inclut une tres breve description des six methodes definies dans le 
RFC 3261 : 
REGISTER : Cette methode est utilisee par un UA dans le but de notifier un reseau SIP 
de sa localisation courant, soit son ^Contact URI» (adresse IP) afin que les requetes 
INVITE qui lui sont destinees puissent 1'atteindre. 
INVITE : C'est la methode la plus importante de celles definies par SIP et elle est 
utilisee par un UAC pour initier une session. Cette methode peut aussi etre utilisee 
lorsqu'une session est deja etablie afin de changer ses parametres. Dans ce cas-la, on 
parle plutot de re-INVITE. 
ACK : Elle est utilisee pour accuser la reception des reponses finales pour la methode 
INVITE. Quand les reponses finales sont negatives, l'ACK prend part a la raeme 
transaction que la methode INVITE qui l'a generee et sa transmission est realisee 
sur une base saut a saut (hop-by-hop). Par contre, si la reponse finale est positive 
(200 Ok), l'envoi de l'ACK, fait d'une extremite a l'autre (end-to-end), est considere 
comme une transaction independante. 
CANCEL : La methode CANCEL permet de terminer des transactions en cours et d'an-
nuler une INVITE avant que la reponse finale ne soit generee. 
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BYE : Elle est utilisee pour terminer une session deja etablie. 
OPTIONS : C'est une methode qui est utilisee pour decouvrir les capacites et la dispo-
nibilite d'un UA sans etablir un dialogue avec lui. 
Les noms de ces methodes doivent toujours etre ecrits en majuscules. 
3.6.3 Exemple de requete INVITE 
INVITE sip:bob@biloxi.example.com SIP/2.0 
Via: SIP/2.0/TCP client.atlanta.example.com:5060;branch=z9hG4bK74bf9 
Max-Forwards: 70 
From: Alice <sip:alice@atlanta.example.com>,-tag=9fxced76sl 
To: Bob <sip:bob@biloxi.example.com> 
Call-ID: 3848276298220188511@atlanta.example.com 
CSeq: 1 INVITE 
Contact: <sip:alice@client.atlanta.example.com,-transport=tcp> 
Content-Type: appl ica t ion/sdp 
Content-Length: 151 
v=0 
o=alice 2890844526 2890844526 IN IP4 client.atlanta.example.com 
s=-
C=IN IP4 192.0.2.101 
t=0 0 
m=audio 49172 RTP/AVP 0 
a=rtpmap:0 PCMU/8000 
Figure 3.3: Exemple de requete INVITE (Johnston et al., 2003) 
La figure 3.3 montre un exemple de requete INVITE extraite du RFC 3665, -&SIP Basic 
Call Flow Examples^ (Johnston et al., 2003). 
La premiere ligne du message (request line) nous indique qu'il s'agit d'une requete IN-
VITE. Puis on trouve l'ensemble d'en-tetes : Via, Max-Forwards, From, To, Call-ID, CSeq, 
Contact, Content-Type et Content-Length. L'en-tete Via indique que le protocole de trans-
port est TCP. La valeur de Content-Length, d'inclusion obligatoire lorsque le transport est 
TCP, donne la longueur du corps du message et Content-Type dit que leur contenu est 
une offre SDP (Session Description Protocol) (Handley et al., 2006). II faut aussi noter que 
la requete n'a qu'un seul parametre tag, dans l'en-tete From. Celui de l'en-tete To devra 
etre ajoute par le serveur. L'ensemble d'en-tetes est suivi d'une ligne vide et du corps du 
message, qui contient une offre SDP. 
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3.6.4 Reponses 
La premiere ligne d'une reponse s'appelle ligne d'etat. Sa structure est la suivante : 
Status-Line = SIP-Version SP Status Code SP Reason-Phrase SP CRLF 
Le status code est represente par un numero de trois chiffres, dont le premier definit la 
classe de la reponse. Dans la section 7.2, le RFC 3261 (Rosenberg et al., 2002) considere 
six classes de reponses : 
• lxx : Reponse provisionnelle. La requete a ete regue et son traitement continue. 
• 2xx : Reponse finale positive. 
• 3xx : Redirection. 
• 4xx : Erreur du client. Possible erreur dans la requete. 
• 5xx : Erreur du serveur. La requete regue est, apparemment, correcte, mais le serveur 
n'est pas capable de la traiter. 
• 6xx : Defaillance globale. La requete regue ne peut etre traitee par aucun serveur. 
Reason Phrase est un bref texte inclus dans le seul but de faciliter la lecture humaine. 
La recommandation suggere des textes pour chaque status code. Pour faire le traitement 
des reponses, les implementations ne doivent considerer que le code du status code, tout en 
ignorant les reason phrases. 
3.6.5 Exemple de reponse a une requete INVITE 
La figure 3.4 montre la reponse correspondante a la requete de l'exemple de la figure 3.3. 
II a ete pris, aussi, du RFC 3665 (Johnston et al., 2003). 
On observe que la premiere ligne du message lui identifie comme une reponse. Celle-ci est 
finale et positive, car le code de la reponse se trouve dans la plage 200-299. On constate 
que le parametre received a ete ajoute dans l'en-tete Via afin d'indiquer l'adresse IP de la 
source du message. C'est important de noter que la reponse inclut le tag dans l'en-tete To. 
Etant donne que la reponse est positive, un dialogue sera etabli. A partir de ce moment, le 
trio Call-ID, From-tag et To-tag vont l'identifier de maniere univoque et ils doivent rester 
invariables et etre inclus dans tous les messages echanges dans le contexte de ce dialogue. 
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Finalement, la reponse inclut aussi un corps du message contenant la reponse a l'offre SDP 
(Handley et al., 2006) regue dans la requete. 
SIP/2.0 200 OK 
Via: SIP/2.0/TCP client.atlanta.example.com:5060;branch=z9hG4bK74b£9 
;received=192.0.2.101 
From: Alice <sip:alice@atlanta.example.com>;tag=9fxced76sl 
To: Bob <sip:bob@biloxi.example.com>;tag=8321234356 
Call-ID: 3848276298220188511@atlanta.example.com 





o=bob 2890844527 2890844527 IN IP4 client.biloxi.example.com 
s=-
C=IN IP4 192.0.2.201 
t=0 0 
m=audio 3456 RTP/AVP 0 
a=rtpmap:0 PCMU/8000 
Figure 3.4: Exemple de reponse 200 Ok (Johnston et al., 2003) 
3.6.6 En-tetes SIP 
Les champs des en-tetes SIP sont similaires a ceux d'HTTP en ce qui concerne aussi bien 
la syntaxe que la semantique. La grammaire des en-tetes a le format suivant : 
header = "header-name" HCOLON h e a d e r - v a l u e *(COMMA h e a d e r - v a l u e ) 
Plusieurs en-tetes possedent un ou plusieurs parametres separes par des points-virgules. lis 
sont decrits dans la grammaire de la maniere suivante : 
field-name : f i e ld -va lue *( ;parameter-name=parameter-value) 
Les champs des en-tetes peuvent comporter plusieurs lignes, a condition de preceder chaque 
ligne additionnelle avec, au moins, un espace (SP) ou une tabulation horizontale (HT). 
L'ordre relatif des en-tetes avec des noms differents n'est pas significatif. Par contre, l'ordre 
des en-tetes avec le meme nom est important et doit etre respecte. Un cas notable est celui 
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des en-tetes Via, qui sont utilises par les entites SIP intermediaries afin d'acheminer les 
reponses. 
A la difference des noms des methodes, les noms des en-tetes peuvent etre ecrits en majus-
cules ou en minuscules. Dans le but de reduire la taille des messages, plusieurs possedent 
une representation alternative abregee qui consiste en une seule lettre. 
Le RFC 3261 etablit que tout message SIP valide doit contenir, au minimum, les en-
tetes To, From, CSeq, Call-ID, Max-Forwards et Via. D'autres en-tetes importants 
que se retrouvent souvent dans les messages SIP sont Contact, Route, Record-Route, 
Require et Allows. 
3.7 Transactions 
SIP est un protocole transactionnel, ou toutes les interactions entre des composants sont 
constitutes d'echanges de messages independants. On appelle transaction a un cycle 
complet comprenant une requete et toutes ses reponses, qui peuvent inclure aucune ou 
plusieurs reponses provisoires et une seule reponse finale. 
La transaction qui correspond a la methode INVITE est speciale : elle inclut un ACK 
lorsque la reponse du serveur est negative (3xx - 6xx). Dans le cas de reponses positives 
2xx (success responses), V ACK qui suit la transaction INVITE constitue une requete 
independante. 
Chaque transaction a un cote serveur et un cote client, ce dernier etant celui qui transmet 
la requete, tandis que le premier est celui qui la regoit et qui envoie la reponse. Le role de 
client ou de serveur est redefini a chaque transaction : un UA peut fonctionner comme client 
durant une transaction et devenir le serveur pour la suivante. Les serveurs mandataires 
jouent les deux roles en meme temps tel que montre dans la figure 3.5. 
La RFC 3261 specifie le comportement pendant les transactions a l'aide de machines a etats 
finis (MEF). La recommandation definit un total de quatre MEFs, chacune d'elles decrivant 
une des quatre possibility : INVITE-client, INVITE-serveur, NON-INVITE-client et NON-
INVITE-serveur. Par ailleurs, la RFC 3261 definit quatre ensembles de temporisateurs, cor-
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Figure 3.5: Relations transactionnelles client-serveur 
respondant a chaque MEF. Une analyse detaillee des MEFs et du systeme de temporisation 
associe, est reportee au chapitre 7, ou on decrit la mise en oeuvre de SIP. 
La RFC 3261 definit deux categories de serveurs mandataires, ceux qui implementent des 
MEFs (stateful proxies) et ceux qui ne le font pas (stateless proxies). Dans le premier 
cas, ils creent une transaction chaque fois qu'ils regoivent une nouvelle requete. Ainsi, il 
est important que toutes les reponses a cette requete passent par lui dans le but de faire 
evoluer sa propre MEF. A cet effet, la trace du parcours du message par le reseau est 
enregistree en empilant des en-tetes Via. Ceux-ci sont copies dans la reponse, et durant le 
chemin de retour, ces en-tetes sont enleves par le meme serveur qui les avait ajoutes. Ce 
fonctionnement permet de comprendre combien il est important de respecter l'ordre des 
en-tetes Via. 
Selon la RFC 3261, dans chaque entite SIP, les transactions sont identifiees par le parametre 
<&Branch~» de l'en-tete Via la plus recente (le premier selon son ordre d'apparition). De 
cette maniere, chaque entite utilise ce parametre afin de trouver la structure de controle de 
la MEF qui gere la transaction. 
3.8 Dialogues 
SIP definit un dialogue comme une relation poste-a-poste {peer-to-peer) entre deux agents 
utilisateurs, qui dure un certain temps. Les dialogues donnent un cadre de reference pour 
l'echange de messages SIP, en regroupant des parametres importants pour la generation 
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et la validation de requetes et de reponses. Parmi ces parametres, on trouve les numeros 
de sequences des commandes locales et. distantes, les URIs de chaque UA intervenant, les 
parametres d'identification du dialogue (tags et Call IDs), l'information de contact qui 
signale ou envoyer les requetes suivantes, les methodes acceptees par l'UA distant et la 
route a suivre par les nouvelles requetes. L'ensemble de cette information constitue «l'etat 
du dialogues. 
Dans chaque UA, un dialogue est identifie de maniere univoque par trois elements : la valeur 
Call-ID, une etiquette locale (local tag) et une etiquette distante (remote tag). Ces 
trois elements sont inclus dans tous les messages echanges dans le contexte d'un dialogue. 
Dans le cadre de la RFC 3261, un dialogue est etabli par une reponse positive (200 Ok), 
contenant une etiquette To -&To tag», a une requete INVITE. C'est a partir de cet echange 
initial de messages que les UAs batissent l'etat d'un dialogue. Cet etat doit etre maintenu 
jusqu'a la fin de la session comme consequence de la reception d'une requete BYE. Au 
cours d'une session, la modification de l'etat d'un dialogue n'est possible qu'a partir de la 
reception d'une nouvelle requete INVITE. 
3.9 Conclusion 
La problematique de la signalisation dans la telephonie est complexe ce qui entraine la 
complexity du protocole SIR Pour cette raison, on a choisi d'introduire le protocole a 
partir d'un exemple. Puis, on a parcouru les facettes les plus importantes de ce protocole. 
Dans la premiere partie, on a analyse les composantes statiques, telles que la structure 
des messages et leur grammaire. La deuxieme partie a permis d'introduire deux elements 
incontournables pour le comportement dynamique du protocole : les transactions et les 
dialogues. De nombreux details additionnels ont ete reportes au chapitre 7, qui decrit la 
mise en oeuvre de SIP. 
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Le transport en temps reel de flots de donnees sur des reseaux de commutation par paquets, 
tels qu'Internet, est un defi d'envergure. En effet, les reseaux IP n'ont ete originalement 
congus que pour la transmission de donnees independantes. Cependant, la popularisation 
des reseaux d'acces a haut debit, l'amelioration de la capacite et la robustesse de ces reseaux 
et, surtout, le developpement de codecs tres efficaces ont rendu possible la transmission des 
signaux en temps reel, comme la parole, sur des reseaux IP avec un niveau de qualite 
tres acceptable. Le protocole RTP a ete congu specifiquement a ce propos. II est utilise 
dans la majorite des applications actuelles de telephonic sur Internet. Ce chapitre est une 
introduction aux protocoles RTP et RTCP. II presente leurs caracteristiques principales, 
lesquelles seront a la base de la description de leur mise en oeuvre, decrite dans le chapitre 8. 
La premiere partie du chapitre reprend la problematique de la transmission des flots en 
temps reel, deja introduit dans le chapitre 2, arm d'etablir les besoins requis par un protocole 
de transport en temps reel. C'est une introduction a la paire de protocoles RTP-RTCP, 
analysee ensuite dans la deuxieme partie. 
4.1 Le t ranspor t en temps reel des donnees 
Les reseaux de commutation de paquets, tels qu'Internet, ont ete congus pour mieux servir 
les besoins en transmission des donnees. L'information a transmettre est divisee en blocs 
de taille appropriee et envoyee dans des paquets. Chaque paquet possede, dans son en-tete, 
toute l'information requise pour son identification et son acheminement ce qui permet au 
reseau de les considerer comme des entites individuelles. Chaque paquet est, alors, route 
independamment. Au point de destination, ils sont mis en ordre puis valides et, finalement, 
dans le cas ou il y a des erreurs ou il y a un paquet manquant, le recepteur peut demander sa 
retransmission. Cette solution est tres appropriee pour un type de trafic qui est peu affecte 
par les delais de transmission et presque insensible a la gigue. Une autre caracteristique de 
ce type de transmission de donnee est que, en general, leur rythme n'est pas soutenu dans 
le temps et leur transmission se fait, plutot, en rafales. 
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Par contre, ce schema, bien adapte pour la transmission de donnees, n'est pas aussi ap-
proprie pour la transmission de flots d'information en temps reel. La principale raison en 
est que le temps disponible pour faire la codification, la transmission et le decodage de 
l'information, appelee delai de transit (latency), est tres limite. Parmi les consequences 
immediates de cette limitation, on trouve que le fait de demander la retransmission d'un 
paquet perdu ou avec des erreurs n'a pas de sens, car la retransmission arrivera trop tard 
pour etre utile. II s'ensuit que l'utilisation du protocole TCP pour le transport de donnees 
en temps reel n'est pas recornmandee, car les avantages qu'il donne sont eontrebalances par 
les contraintes de temps. UDP est done, un protocole plus adapte a ces besoins. 
Contrairement au trafic de donnees, les trafics en temps reel, tels que la transmission de la 
parole, sont plutot de nature continue, soit soutenue, et de haut volume. Le livre de Colin 
Perkins (Perkins, 2006) presente des etudes tres interessantes sur le comportement des 
reseaux IP. Par exemple, il inclut, parmi d'autres, des informations sur la perte de paquets 
moyenne, les patrons de perte, la duplication et la corruption de paquets, et le delai de 
transit. Ces etudes montrent aussi les variations de ces parametres pendant une periode de 
temps donnee. Les conclusions tirees de Tanalyse de ces donnees sont tres utiles lorsqu'il est 
necessaire de modeliser certaines situations auxquelles on doit faire face pendant la mise 
en ceuvre des protocoles de transport en temps reel. 
4.2 Les exigences de base pour un protocole de trans-
port en temps reel 
A partir des elements mentionnes precedemment, on peut etablir quels sont les besoins de 
base que doit satisfaire un protocole de transport de flots de donnees en temps reel : 
• II faut aj outer le moins de surcharge possible a la charge utile de chaque paquet : 
le volume de trafic est, generalement, assez eleve et le nombre des paquets transmis 
est considerable. Ainsi, afin de reduire le debit global, la surcharge associee a chaque 
paquet doit rester minimale. 
• Etant donne que le delai du transit des paquets sur le reseau (latency) et sa variation, 
la gigue, sont des facteurs critiques, il faut incorporer des informations qui permettent 
de les mesurer de fagon relative, afin de prendre les mesures necessaires pour limiter 
leur impact sur la performance du systeme. 
38 
CHAPITRE 4. LE PROTOCOLE RTP 
• Avec Futilisation d'UDP comme protocole de transport, certaines conditions ne sont 
pas garanties, notamment l'arrivee des paquets et leur ordre relatif. Ainsi, il faut 
controler la sequence des paquets en utilisant un mecanisme de numerotation appro-
prie. Cette precaution permet de detecter les paquets perdus et ceux qui arrivent en 
desordre. 
• Afin de faciliter le traitement des donnees, il est convenable d'inclure la specification 
du codec utilise pour le traitement de l'information contenue dans la charge utile. 
Cette caracteristique permettra de changer le codec dynamiquement si neeessaire 
sans avoir besoin d'etablir une negotiation. 
4.3 Les protocoles R T P et RTCP 
RTP est un protocole de transport specifiquement congu pour faciliter la transmission 
poste-a-poste, en temps reel, des flots multimedia (audio ou video) sur des reseaux IP tel 
que l'lnternet. La premiere version de la specification du protocole RTP est la RFC 1889 
de 1'IETF (Schulzrinne et al., 1996), publiee en 1996. La specification actuelle correspond 
au standard RFC 3550 de juillet 2006 (Schulzrinne et al., 2003). 
Un autre protocole, le RTCP, est utilise conjointement a RTP. II permet aux terminaux 
participants d'une session d'echanger des informations supplement aires afin de permettre le 
demarrage des taches de gestion. RTCP est aussi specifie par la recommandation RFC 3550 
(Schulzrinne et al., 2003). La paire de protocoles RTP-RTCP est situee dans la couche 
application, et utilise UDP comme protocole de transport. 
Les fonctionnements de RTP et de RTCP sont complementaires : RTP ne transporte que les 
donnees des utilisateurs tandis que les paquets RTCP ne contiennent que des informations 
de supervision. La proximite entre ces deux protocoles est aussi refletee par l'assignation 
de ports, qui sont toujours consecutifs, RTP etant toujours assigne a un port pair et RTCP 
au port impair immediatement superieur. 
La RFC 3550 a ete etendue par d'autres recommandations qui specifient les profils pour 
differents types de flots. La RFC 3551 (RTP Profile for Audio and Video Conferences) 
(Schulzrinne and Casper, 2003), la RFC 3952 (RTP Payload Format for internet Low Bit 
Rate Codec (iLBC) Speech) (Duric and Andersen, 2004) et la RFC 4585 (Extended RTP 
Profile for RTCP-based Feedback (RTP/AVPF)) (Ott et al., 2006) sont parmi eux. 
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4.4 Structure du protocole RTP 













Figure 4.1: Structure d'un paquet RTP 
En-tete : il a une longueur fixe de 12 octets. II n'inclut que rinformation essentielle requise 
par des applications en temps reel. Sa composition sera analysee en detail plus loin. 
Extensions de l'en-tete : c'est un champ optionnel qui permet d'inclure des informa-
tions additionnelles requises par certains types de charge utile. L'identification des sources 
contributrices a un melangeur, lorsqu'utilisee, doit etre incluse dans ce champ. 
Charge utile (payload) : ce champ transporte l'information audio ou video numerisee 
et compressee. Sa nature dependra du type de codec specifie dans l'en-tete. 
Bourrage (padding) : ensemble optionnel d'octets inclus a la fin du paquet. Le dernier 
octet du champ indique sa longueur en incluant lui-meme. Ce champ, rarement utilise, est 
plutot employe lorsque l'information est encryptee. 
4.5 En-tete d'un paquet RTP 
L'analyse de l'en-tete d'un paquet RTP, comme illustre dans la figure 4.2, montre que ce 
protocole satisfait toutes les conditions estimees comme essentielles pour un protocole de 
transport en temps reel 
La description de chaque champ est la suivante : 
V : version du protocole RTCP employee (2 bits). La version actuelle et utilisee dans ce 
travail est la 2. 
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Figure 4.2: En-tete des paquets RTP (Schulzrinne et al., 2003) 
P : (padding flag), ce bit indique la presence d'un champ de bourrage a la fin du paquet. 
La longueur du champ de bourrage est specifiee par son dernier octet. 
X : (extension flag), il indique l'inclusion d'une extension de l'en-tete. 
CC : nombre de CSRC (Contribution SouRCes) qui suivent l'en-tete (4 bits). Ce champ 
n'est employe que par des melangeurs (mixers) qui combinent differents flots RTP 
en un flot unique. 
M : marqueur, son interpretation depend du type d'application. Par exemple, dans le cas 
de transmission d'un signal video, il indique le commencement d'une nouvelle trame. 
P T : type de charge utile (payload type) (7 bits). Ce champ specifie le type de charge utile, 
c'est-a-dire le codec employe. 
Sequence number : nombre de 16 bits qui permet d'etablir l'ordre des paquets, arm de 
les reordonner et de detecter ceux qui sont manquants. 
Timestamp : champ de 32 bits qui reflete, de maniere relative, 1'instant d'echantillonnage 
du premier echantillon encode de la charge utile. II sert a calculer les delais de transit 
ainsi que la gigue. 
SSRC : champ de 32 bits qui identifie de maniere unique la source, sa valeur est choisie 
de fagon aleatoire par l'application au moment de l'etablissement de la session. 
CSRC : champ de 32 bits qui permet d'identifier chaque contributeur a un flot RTP 
combine. II peut y avoir jusqu'a 15 instances de ce champ, le nombre de contributeurs 
etant specifie par le champ CC. 
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Le dernier champ, CSRC, n'est ajoute que par des melangeurs. En l'excluant, ce qu'il reste 
est la partie fixe de l'en-tete avec une longueur de 12 octets. 
4.6 Le protocole R T C P 
RTCP est un protocole complementaire a RTP qui permet l'echange d'information de 
supervision et de controle. Parmi les informations transporters par RTCP nous trouvons le 
nombre de paquets transmis et regus, le nombre de paquets manquants, le delai de transit 
et la gigue. La recommandation definit six differents types de paquets en incluant trois 
variantes de rapports : 
S R : Sender report 
R R : Receiver report 
SDES : Source description 
B Y E : Bye (fin de la session RTP) 
A P P : Application specific 
X R : Extended report 
Ces types de paquets RTCP ne sont pas transported individuellement, ils sont plutot re-
groupes, et l'ensemble est transmis dans un seul paquet UDP. Ce regroupement est ap-
pele -^compound RTCP packets et il est transmis de fagon periodique. Les intervalles de 
transmission sont determines d'accord aux regies donnees dans le chapitre 6 du RFC 3550 
(Schulzrinne et al., 2003). Selon ces regies, les rapports seront moins frequents lorsque le 
nombre de participants a la session augmente afin de limiter la surcharge causee par l'ac-
tivite de RTCP dans des valeurs acceptables. Une des raisons de cette mise a l'echelle du 
trafic RTCP est que, dans une conference, le trafic avec de l'information audio reste li-
mite, meme si le nombre de participants s'accroit : ils ne peuvent pas parler tous en meme 
temps. Par contre, dans le cas de RTCP le trafic peut augmenter de maniere considerable, 
car chaque participant doit envoyer periodiquement des rapports RTCP a tous les autres. 
La figure 4.3 montre le format general d'un paquet RTCP. II a un en-tete commun a tous 
les types de paquets mentionnes auparavant, suivi d'une partie qui sera specifique pour 
chacun d'eux. La description de chaque champ est la suivante : 
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Padding Count (only if P=1) 
Figure 4.3: Format general d'un paquet RTCP (Schulzrinne et al., 2003) 
V ( Version number) : version du protocole RTCP employe (2 bits). La version actuelle 
est la 2.0. 
P (Padding flag) :, ce bit indique la presence d'un champ de bourrage a la fin du paquet. 
La longueur du champ de bourrage est specifiee par son dernier octet. 
IC (Item count) : Le nom et le contenu de ce champ varient selon le type de paquet. En 
general, il indique le nombre d'items contenus dans le paquet. 
PT (Packet type) : Identifie le type de paquet comme un des types mentionnes aupara-
vant. 
Length : Taille du paquet, en excluant cet en-tete, exprimee en termes de mots de 32 bits. 
L'etude de chaque type de paquet est au-dela de la portee de ce chapitre et peut etre 
consultee directement dans la RFC 3550 (Schulzrinne et al., 2003) ou dans le livre de 
Collins (Perkins, 2006). 
4.6.1 D'autres entites RTP 
En plus des systemes terminaux, la RFC 3550 (Schulzrinne et al., 2003) considere deux 
autres entites intermediaries : les traducteurs (translators) et les melangeurs (mixers). Les 
traducteurs transferent des paquets en laissant le champ SSRC (Synchronisation Source 
Identifier) intact. Par ailleurs, les melangeurs combinent plusieurs flots RTP en un not 
unique. 
43 
CHAPITRE 4. LE PROTOCOLE RTP 
4.6.2 Les profils de R T P pour la transmission d 'audio et de video 
Les particularities de l'utilisation de RTP avec differents codecs audio et video sont donnees 
par la RFC 3551 (Schulzrinne and Casper, 2003). Les tables de l'annexe A donnent la liste 
des codecs supportes et le code de la charge utile correspondante (PT : payload type). 
La specification de la charge utile supporte des codifications orientees aux echantillons et 
d'autres orientees aux trames. Pour les premieres, la longueur du champ de charge utile 
est arbitraire. Pour les deuxiemes, la longueur de ce champ doit etre un multiple de la 
longueur de la trame correspondant a chaque codec. Le standard n'utilise pas de variable 
afin d'indiquer le nombre de trames contenues. Ainsi, cette determination ne peut etre faite 
que si le decodeur connait ou peut deduire la longueur des trames contenues dans la charge 
utile. Evidernment, cette derniere ne peut contenir que des trames avec un meme type de 
codification. Dans le cas de G.729 (ITU-T, 2007) par exemple, la RFC 3551 (Schulzrinne 
and Casper, 2003) etablit que la longueur de la trame est de 10 octets et que, par defaut, 
les paquets contenant deux trames sont transmis a toutes les 20ms. 
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Figure 4.4: Paquetisation des trames avec RTP 
La figure 4.4 montre la fagon dont les trames sont organisees dans un paquet RTP pen-
dant le processus de paquetisation, en considerant les points de vue de RTP et du codec. 
Ainsi, les trames contenues dans le paquet partagent un meme en-tete RTP. Une premiere 
consequence est que toutes les trames doivent etre compressees avec le meme codec. Par 
ailleurs, le timestamp correspond a la prise du premier echantillon de la premiere trame. 
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Le principal avantage de la paquetisation est une augmentation de l'emcacite derivee d'une 
reduction de la surcharge relative. Cependant, la limitation du nombre de trames qui 
peuvent etre regroupees dans un meme paquet RTP est plutot d'ordre pratique. En effet, la 
contribution au delai de transit faite par le delai de paquetisation grandira lineairement avec 
le nombre de trames. Un deuxieme probleme est que, dans le cas des paquets manquants, 
les trous de reception seront plus notoires et difficiles a masquer. 
4.7 Conclusion 
C'est a partir de l'analyse et de la comprehension du comportement des reseaux IP avec 
des Sots de donnees temps reel que nous avons etabli les besoins les plus importants pour 
un protocole de transport dans le but d'une telle utilisation. Puis, nous avons introduit le 
protocole RTP, en verifiant s'il satisfait ces besoins. 
Dans l'analyse, nous n'avons considere que les elements les plus representatifs de la paire 
de protocoles RTP / RTCP, afin d'etablir une base pour la meilleure comprehension de sa 
mise en ceuvre, decrite dans le chapitre 8. Pour une etude plus en profondeur, le lecteur 
doit se remettre a la recommandation RFC 3550 (Schulzrinne et al., 2003) et au livre de 
Colin Perkins (Perkins, 2006). 
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CHAPITRE 5 
LES SYSTEMES EMBARQUES ET LES 
SYSTEMES TEMPS REEL 
Actuellernent, les systemes embarques sont de plus en plus omnipresents dans tous les as-
pects de la technologie. On peut les trouver dans une vaste gamme d'appareils, en allant 
de simples montres jusqu'a des equipements militaires hautement sophistiques. Parmi les 
exemples les plus notables se trouvent les telephones cellulaires. En tant que points ter-
minaux de complexes reseaux de communication, ils combinent dans une meme unite, un 
ensemble de modules tres representatifs de l'etat de l'art dans plusieurs domaines de la 
technique. Avec leur proliferation, la conception des systemes embarques est devenue une 
specialite caracterisee par l'exigence de respecter des conditions de design tres rigides. 
Lors de l'analyse de ce projet, il est important de garder a Tesprit son orientation vers les 
systemes embarques. Ainsi, un jugement de la problematique de ce point de vue s'avere 
essentiel, dans le but de mieux comprendre les decisions prises et l'effort investi pendant 
la conception. L'objectif de ce chapitre est d'identifier les contraintes et les conditions 
particulieres de la conception. Dans la premiere partie, on identifie les types de systemes 
embarques cibles par ce projet arm d'etablir, dans la deuxieme partie, les points les plus 
importants a considerer lors de sa mise en ceuvre. 
5.1 Systemes embarques cibles par ce projet 
De nos jours, le concept de systeme embarque englobe une tres grande variete de 
systemes, applicables a une egalement vaste diversite de situations. En consequence, il 
est difficile de donner une definition generate. Ainsi, il est preferable de se focaliser sur 
le sous-ensemble des systemes vises par ce projet. Dans ces termes, la definition suivante, 
prise du livre de Quing Li (Li, 2003), est tout a fait applicable : 
«Un systeme embarque est un systeme materiel-logiciel (un ordinateur), ou le materiel 
(hardware) et le logiciel (software) sont fortement integres et congus pour effectuer une 
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fonction specifique. D'habitude, les systemes embarques sont completement contenus ou 
encapsules dans le systeme qu'ils controlent. Plusieurs systemes embarques peuvent coexis-
ter dans une meme applications 
La consideration de certaines conditions complementaires permet de limiter la portee 
de cette definition sur les types de systemes envisageables par les piles de protocoles a 
developper, lesquels doivent inclure les caracteristiques suivantes : 
• Avoir de la connectivite aux reseaux IP. 
• Etre bases sur des microcontroleurs, typiquement de 32 bits, avec une puissance de 
traitement suffisante pour supporter, en plus des applications qui utilisent les piles 
SIP et RTP, les exigences du traitement audio et d'une pile TCP/IP . 
• Inclure un RTOS (Real-Time Operating System) multitache. 
• Pour les applications de telephonie : inclure un sous-systeme de capture et de resti-
tution audio. 
• Pour les applications de controle : avoir une capacite d'entree-sortie compatible avec 
l'application specifique. 
5.2 Systemes temps reel 
Selon une definition prise des notes de cours du Professeur Philippe Mabilleau (Mabilleau, 
2001), de l'Universite de Sherbrooke, «on dit qu'un systeme est temps reel, lorsqu'il interagit 
avec un environnement externe changeant avec le temps. II effectue des actions a partir 
de stimulus externes, a une vitesse suffisamment rapide pour pouvoir exercer un certain 
controle sur cet environnement». 
En fonction de la severite des contraintes temporelles, on classifie les systemes embarques 
temps reel dans deux categories : les systemes «5o/t» tolerent des ecarts dans le respect des 
regies temporelles avec une degradation de la performance, mais sans consequences graves. 
A l'inverse, pour les systemes •zhard^, l'incapacite de rencontrer les contraintes temporelles 
peut entrainer des consequences graves, voire la defaillance totale du systeme. 
D'apres cette classification, une pile SIP, destinee aux agents utilisateurs, appartient a la 
categorie des systemes soft temps reel. Par contre, une pile RTP peut etre considered comme 
plus proche des systemes hard temps reel. 
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5.2.1 Systemes d'exploitation temps reel 
Les systemes d'exploitation temps reel, ou RTOS, sont congus pour operer dans des envi-
ronnements avec des contraintes temporelles, ou la memoire et la puissance de calcul sont 
souvent limitees. lis doivent fournir leurs services dans des delais tres limites et predictibles. 
II s'agit de systemes multitaches, qui donnent, au minimum, des services de communica-
tion et de synchronisation des taches, de temporisation et d'allocation dynamique de la 
memoire. 
La caracteristique la plus importante qui differencie les RTOS des systemes d'exploita-
tion generaux est leur comportement deterministe en fonction du temps. Autrement dit, 
les RTOS optimisent et rendent predictible l'utilisation du temps. En meme temps, ils 
reduisent au minimum la latence pendant les interruptions, en limitant l'utilisation des 
sections critiques, ou les interruptions sont desactivees. 
Par ailleurs, afin de reduire la taille finale du code compile, il est possible en general, 
de configurer les RTOS en incorporant uniquement les services requis pour l'application 
supportee. 
5.3 Conception de logiciels embarques 
Un concept qui decoule directement de la definition d'un systeme embarque est celui de 
la penurie de ressources. En effet, etant donne que les systemes embarques sont congus 
pour des applications specifiques, ils sont equipes avec les ressources minimales compatibles 
avec leur finalite et avec l'environnement d'application. Les limitations de la puissance 
disponible, de la taille et du poids du produit final sont parmi les contraintes les plus 
courantes. 
Un grand nombre de systemes embarques, une fois rendus a la phase de production, ne 
seront ni modifies ni mis a jour pendant tout leur cycle de vie. Ainsi, l'incorporation 
d'elements non indispensables, en plus d'etre une source potentielle de problemes, represente 
un gaspillage d'argent. Toutefois, il y a certaines exceptions. En effet, il peut arriver que, 
pour des raisons strategiques telles qu'une reduction des couts globale dans une ligne de 
produits, la plateforme materielle choisie pour une application soit surdimensionnee et par-
tagee entre differentes lignes de produits. Une autre situation, de plus en plus frequente, est 
celle des systemes embarques reseautes susceptibles d'etre mis a jour a distance. D'habitude, 
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ces systemes possedent une certaine marge dans l'attribution des ressources en prevision 
des modifications futures. 
A partir de ce qu'on vient d'exposer, il s'ensuit que la conception des logiciels pour des 
systemes embarques doit toujours etre faite dans l'hypothese de ressources limitees. 
5.3.1 Criteres generaux d'optimisation de logiciels embarques 
Comme consequence de l'importance grandissante des systemes embarques, une recherche 
active est menee dans l'objectif de developper des techniques d'optimisation pour la concep-
tion. Une partie importante de cet effort est mise sur le developpement des compilateurs 
plus efficaces du point de vue de la taille du code. Un autre sujet qui attire l'attention est 
l'etude d'architectures logicielles permettant de reduire la consommation d'energie. 
Cependant, independamment du compilateur employe, l'utilisation de pratiques de co-
dage appropriees est une condition fondamentale pour arriver a de bons resultats. Cer-
taines de ces techniques ont un caractere general tandis que d'autres sont plus ou moins 
dependantes de la plateforme materielle. A titre de reference, le livre «ARM. System De-
veloper's Guide» (Sloss et al., 2004) dedie deux chapitres a l'analyse de methodes pour la 
programmation efficace en langages ' C et assembleur pour la plateforme ARM. 
Certains criteres qui ont ete utilises en permanence pendant le projet pour ameliorer la 
performance sont : 
• Reduction au maximum des deplacements de donnees dans la memoire. 
• Utilisation d'un nombre limite de parametres lors des appels de fonctions. 
• Utilisation d'arithmetique entiere autant que possible. 
• Simplification des operations arithmetiques : Pour les multiplications et pour les di-
visions, on utilise l'approximation consistant a remplacer un des facteurs a la puis-
sance de deux la plus proche. Ceci permet d'utiliser d'operations simples de decalage 
(shifts). 
• Utilisation, de fagon intensive, de tables pour l'acces aux donnees et pour la selection 
de fonctions. 
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5.3.2 Couts et limites de l'optimisation 
L'application des criteres d'optimisation mentionnes dans la section precedente implique 
la mise en jeu d'efforts, mesurables en temps et en argent, qui peuvent etre considerables. 
Ainsi, il s'impose de ponderer le cout de cet effort en fonction du type de systeme vise afin 
d'etablir les limites. Etant donne que le cout et le temps de developpement sont de plus 
en plus critiques a l'heure de concevoir un systeme embarque et du a la grande diversite 
d'applications, le compromis entre l'optimisation et l'increment des couts dependra de 
chaque situation. En general, on peut dire que la conception des librairies de base et de piles 
de protocoles, comme dans le cas de ce projet-ci, justifie de realiser des efforts additionnels 
d'optimisation, car ils constituent la base sur laquelle s'appuieront les applications finales 
plus complexes. 
Par contre, une situation completement opposee se presente pour des applications destinees 
aux ordinateurs de propos general, par exemple, les PC, ou la disponibilite de ressources 
est bien superieure. Dans ces situations-ci, certaines optimisations, qui sont decisives lors-
qu'il s'agit de systemes embarques, deviennent presque insignifiantes. II s'ensuit que l'effort 
investi n'est pas justifie. 
5.4 Gestion de la memoire dynamique 
Le probleme de la gestion de la memoire dynamique a une dimension tres importante 
lors de la conception de systemes embarques. C'est pour cela qu'elle merite une attention 
particuliere. 
Les problemes plus importants qu'on peut identifier en relation au sujet sont la fragmen-
tation du tas de memoire dynamique {heap), le temps d'allocation des blocs de memoire 
et la fuite de memoire (memory leak). Les deux premiers sont dependants des algorithmes 
utilises et souvent, les RTOS incluent des fonctions qui utilisent des techniques speciales 
pour l'allocation de memoire. Le troisieme probleme est plutot une consequence d'une pro-
grammation defectueuse. Les raisons qui font que ces points soient si importants sont, en 
premier lieu que la memoire RAM (Random Access Memory) disponible est toujours limitee 
et en deuxieme lieu, que les systemes embarques peuvent fonctionner, pendant de longues 
periodes de maniere autonome. 
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Dans le chapitre 9, ^Modules Complementaires», on reviendra sur ce sujet et sur la solution 
adoptee pour la resolution de la presente problematique. 
5.5 Sip et R T P embarques 
La plupart des distributions de SIP et RTP disponibles aujourd'hui sont destinees aux 
applications de VoIP, et elles sont utilisees dans des systemes embarques : des telephones 
mobiles, des passerelles, des serveurs mandataires, etc . Cependant, par differentes rai-
sons, elles n'ont pas ete congues comme des applications embarquees sinon qu'il s'agit 
plutot de logiciels destines a etre executes dans des environnements avec des systemes 
d'exploitation generiques. De plus, il s'agit souvent de distributions qui doivent suppor-
ter plusieurs systemes d'exploitation. Le fait d'utiliser un systeme d'exploitation generique 
comme plateforme de developpement impose des limitations, parfois importantes, a telles 
implementations. Par exemple, d'habitude les applications destinees a etre utilisees avec 
des systemes d'exploitation generiques sont congues utilisant un nombre plutot limite de fils 
d'execution (threads). Par contre, lorsqu'un RTOS est utilise, le nombre de fils d'execution 
est significativement plus grand, ce qui permet d'optimiser au maximum l'utilisation les 
ressources et de tirer profit des caracteristiques «temps reels» du systeme d'exploitation. 
Parmi les distributions avec source code libre (open source), il faut remarquer PJSIP (). 
Cette distribution, faite en langage ' C , a une empreinte petite (environ 130 Ko) et une 
bonne performance. PJSIP est tres susceptible d'etre embarque du a sa petite taille et 
il a ete congue originalement sur Linux. Neanmoins, les limitations mentionnees dans le 
paragraphs precedent lui sont applicables. 
Etant RTP un protocole de transport de flot de donnees en temps reel, ses implementations 
sont aussi affectees lorsqu'il est utilise avec des systemes d'exploitation generiques, tels 
que Linux ou Windows, qui ne sont pas des RTOS. Des etudes ont ete faites afin de 
contourner ces limitations, tel que le decrit par Particle <A Kernel-Level RTP for Efficient 
Support of Multimedia Service on Embedded Systems^ (Sun and Kim, 2005), ou les auteurs 
proposent l'implementation du RTP a niveau du noyau (kernel) avec le but d'augmenter 
leur performance. 
Par rapport aux implementations embarquees du protocole SIP, le projet HomeSIP (EN-
SEIRB, s.d.) se trouve parmi ceux qui attirent plus d'attention. II est decrit dans l'article 
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«Mise en oeuvre d'une pile SIP sur systeme embarque pour le controle de capteurs» (Ka-
dionik, 2006; Abid et al., 2006). Cet interessant projet, ne en 2006, continue aujourd'hui 
son evolution vers un contexte plus general M2M (Machine To Machine). 
5.6 Conclusion 
Ce bref chapitre sert a introduire les systemes temps reel et les systemes embarques dans 
le contexte de ce projet afin d'identifier, de fagon generale, les contraintes que ces deux 
caracteristiques imposent a la conception de la pile de protocoles. 
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DEUXIEME PARTIE 
MISE EN (EUVRE 

CHAPITRE 6 
MISE EN (EUVRE, INTRODUCTION 
Ce chapitre, qu'introduit la mise en oeuvre, decrit sommairement differents aspects de la 
planification du projet. On mentionne, premierement, les objectifs generaux, la portee et les 
limitations du projet. A continuation, on explique les conditions imposees a la conception 
de la pile de protocoles en prenant en consideration les exigences pour les protocoles SIP 
et RTP ainsi que pour les systemes embarques. Par la suite, cette introduction presente les 
outils de developpement utilises et d'autres implantations de SIP, disponibles sur Internet 
et qui ont servi de base a cette nouvelle conception. 
6.1 Objectifs generaux et portee du projet 
L'objectif de ce projet de maitrise, tel que mentionne dans le chapitre d'introduction a ce 
memoire, est de mettre en ceuvre des piles de protocoles SIP et RTP sur systeme embarque, 
visant des applications simples de telephonic sur IP et des aplications de controle reseautes. 
Cette definition englobe beaucoup d'information en soi-meme. En premier lieu, les recom-
mandations qui definissent les protocoles SIP et RTP determinent une partie importante 
des specifications fonctionnelles et detaillees du projet. En deuxieme lieu, le fait qu'il s'agit 
des piles embarquees ajoute un ensemble des besoins «implicites» propres de la nature de 
ce type de systemes. Finalement, la sorte d'applications ciblees aide a reduire le champ 
de solutions possibles. Les specifications techniques du projet sont organisees en quatre 
parties : les specifications propres du protocole SIP, celles du protocole RTP, certaines exi-
gences particulieres pour le projet et finalement, les conditions additionnelles qui decoulent 
de la conception d'un logiciel embarque. 
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6.2 Conditions de design 
6.2.1 Conditions de design pour le protocole SIP 
Du cote du protocole SIP, l'objectif du projet est de concevoir une pile destinee aux agents 
utilisateur (UA). Elle doit permettre, au minimum, l'enregistrement d'un UA sur un serveur 
REGISTRAR et l'etablissement des sessions SIP dans un reseau local. Integre avec RTP, 
l'ensemble devra servir a la rnise en oeuvre d'une application simple de VoIP. Le fait de ne 
cibler que des UA a un impact sur les exigences en ce qui concerne la vitesse d'execution, 
exigences qui peuvent etre considerablement plus souples que lorsqu'il s'agit d'un serveur 
mandataire. Ainsi, pour le protocole SIP, les solutions qui amenent vers un code plus 
compact sont preponderates par rapport a celles qui priorisent la vitesse. 
De plus, la solution doit inclure, au minimum, les six methodes fondamentales definies dans 
le RFC 3261 (Rosenberg et al., 2002) ainsi que les en-tetes de base : To, From, CSeq, 
MaxForwards, Contact, Call-ID, Via, Route et Record-Route. L'incorporation des 
methodes et des en-tetes additionnels doit etre possible en utilisant des procedures simples. 
6.2.2 Conditions de design pour le protocole R T P 
Du cote du protocole RTP, l'objectif est d'implementer une pile permettant l'echange d'in-
formation audio, en format G.711, entre deux unites. La conception doit prevoir l'inclu-
sion d'autres codecs avec des formats oriente-echantillons ou oriente-trames. La section de 
reception doit considerer l'utilisation des tampons de paquetisation pour la transmission et 
des tampons anti-gigue pour la reception. L'implantation du protocole RTCP n'est pas en-
visaged dans cette premiere version du projet, mais il faut prevoir son incorporation future 
en elaborant les statistiques necessaires a son fonctionnement. 
Dans le cas de RTP, la vitesse d'execution devient importante etant donnee la nature <hard 
real time» du protocole. En consequence, pour coder, il faut considerer que les criteres 
d'optimisation a utiliser seront ceux qui amenent vers Texecution la plus rapide. 
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6.2.3 Conditions de design decoulant de l'application dans des 
systemes embarques 
Simplicity, portabilite, extensibilite, fiabilite et robustesse sont des caracteristiques toujours 
desirables dans la conception d'un systeme. Cependant dans le cas du design des logiciels 
embarques, elles deviennent fondamentales. Voici une breve analyse de chacune d'elles du 
point de vue de ce type de systemes : 
Simplicity. C'est une condition prealable si on pretend atteindre certains niveaux de ro-
bustesse et de fiabilite. Habituellement, la simplification est un processus iteratif qui 
demande plusieurs revisions de la problematique. 
Portabilite. Souvent, les logiciels destines aux systemes embarques sont fortement dependants 
des systemes d'exploitation et du materiel. La conception des applications em-
barquees portables demande Teffort additionnel d'identifier et d'isoler les points de 
dependance du systeme d'exploitation et du materiel, tout en conservant la sim-
plicite de l'ensemble. La couche d'abstraction appelee HAL, concentre les fonctions 
et les macros pour isoler les dependances du materiel. En meme temps, une autre 
couche d'abstraction logicielle permet de s'abstraire du systeme d'exploitation. 
Extensibilite. SIP est un protocole facilement extensible, base sur des messages de texte, 
et qui a ete congu pour evoluer. Du cote de ses implementations, le concept d'exten-
sibilite prend en compte l'ensemble des previsions faites afin d'accompagner cette 
evolution. Ainsi, la conception d'une architecture modulaire, avec des interfaces 
nettes et bien definies, s'impose afin de prevoir et de delimiter l'impact des mo-
difications futures sur la pile. 
Fiabilite et Robustesse. En tant que qualites cles pour les systemes embarques, il faut 
considerer, des le depart, l'utilisation de techniques de programmation defensive. Ces 
attributs sont prioritaires, car frequemment, ces types de systemes fonctionnent de 
fagon autonome et, en cas de defaillances, les possibilites d'interagir avec eux sont 
tres restreintes ou nulles. 
Empreinte minimale. Dans le contexte general d'economie de ressources qui regit la 
conception des systemes embarques, ceci constitue un element de jugement pour 
etablir la qualite de la conception par rapport a la complexite de l'application. 
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6.2.4 Conditions particuliers 
• La conception doit s'appuyer sur le systeme Sexploitation MicroC/OS-II avec la 
pile MicroC/TCP-IP de Micrium. L'inclusion d'une couche d'abstraction logicielle 
permettra de minimiser le niveau de dependance du systeme d'exploitation aux effets 
de sa portability 
• Afin de simplifier la lisibilite du code, il doit etre fait en langage ' C , en suivant les 
standards de codage definis par Micrium Inc. 
• Dans le but d'assurer une utilisation efficace de la memoire dynamique, une autre 
condition imposee est que la fonction malloc() ne doit pas etre utilisee a cause des 
problemes de fragmentation qu'elle occasionne. A sa place, il faut prevoir des fonctions 
pour l'allocation des blocs de memoires. Cette problematique est expliquee plus en 
profondeur dans le chapitre 9. 
• Dans le cas d'une pile SIP, il faut constamment allouer et prelever de nombreuses 
structures et chaines de caracteres, qui sont souvent de petite taille. Ceci donne 
comme consequence une utilisation physique de la memoire assez inefficace. Pour une 
utilisation optimale de la memoire, l'ensemble doit inclure, en plus des fonctions d'al-
location de blocs de memoire, des fonctions specialises pour l'allocation de chaines 
de caracteres. Une explication detaillee de ce probleme et des solutions implantees se 
trouve aussi, dans le chapitre 9. 
• Avec le but de simplifier le debogage et la mise en marche des piles, la solution 
proposee doit inclure un systeme simple de traces. II devra etre capable d'identifier 
les situations suivantes : ^Fatal Errors, <Error», « Warnings, «ira/o», <zDebug» et 
« Trace». 
• D'autres points importants a considerer sont : n'utiliser que de l'arithmetique entiere 
et, autant que possible, calculer les multiplications et les divisions par approximations 
qui utilisent des puissances de 2. Cette estimation rend possible l'implementation avec 
des operations de decalage (shift), avec un increment notable de la performance. 
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6.3 Outils de developpement 
6.3.1 Logiciels 
La solution du projet a ete realisee a l'aide de la suite d'outils de GNU pour ARM, avec le 
compilateur gcc V3.3.1. Eventuellement, des compilateurs Visual C++ 6.0 et 8.0 de Micro-
soft ont ete utilises afin de coder et de deboguer certains morceaux de code, notamment, 
le parser. 
Le controle de versions a ete fait avec SVN. Doxygen a ete utilise pour generer la docu-
mentation a partir du code source. 
6.3.2 Par t ie Materiel 
La plateforme materielle utilisee est un systeme de developpement, basee sur des processeurs 
RISC de technologie ARM, et constitute par les elements suivants : 
• CerfPDA d'Intrinsyc, avec un microprocesseur strongARM SA1110 @ 192 Mhz, equipe 
de 32 Mo de memoire Flash, 64 Mo de SDRAM, ecran couleur LCD | VGA de 3.8" 
avec ecran tactile, clavier alphanumerique, interfaces lOBase-T, RS232 et capacite de 
traitement audio. 
• Carte Zoom de LogicPD, avec un microprocesseur ARM7TDMI LH79520 @ 77 MHz. 
La carte est equipee de 32 Mo de DRAM, carte Compact Flash de 32 Mo, avec des 
interfaces 10/100 Base-T et RS232. Cette carte inclut un convertisseur numerique-
analogique permettant la restitution audio, mais la capture audio n'est pas supportee. 
• JTAG Raven de Mcraigos Systems. 
6.3.3 Documentat ion 
Pour Tedition de la documentation, on s'est servi de la suite Office de Microsoft, et en 
particulier, tous les diagrammes ont ete faits avec Visio. Finalement, ce memoire a ete 
redige sur LaTeX, en utilisant MiKTeX 2.4. L'editeur choisi a ete TEXnicCenter. 
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6.4 Implantations de SIP disponibles sur Internet 
Nombreuses implantations de SIP, des libraires et des piles sont actuellement disponibles 
sur Internet sous la modalite de code source libre (opens source), certaines d'elles sont tres 
completes et elaborees. Dans la liste suivante, on mentionne quelques unes qui ont ete prises 
comme reference pendant le deroulement de ce projet. En particulier, le projet PJSIP et 
l'implantation de SIP d'Open Solaris ont ete les plus consultes. 
• VOCAL, (oo C + + ) , URL=http ://www.vovida.org 
• SipX. (oo C + + ) , URL=http ://www.sipfoundry.org/sipx 
• ReSIProcate (oo C + + ) , URL=http ://www.resiprocate.org 
• oSIP. (ANSI-C), URL=http ://www.gnu.org/software/osip 
• Sofia-SIP (ANSI-C), URL=http ://sofia-sip.sourceforge.net 
• PjSIP (ANSI-C), URL=http ://www.pjsip.org 
• Open Solaris SIP Stack (ANSI-C), URL=http ://www.opensolaris.org 
6.5 Conclusion 
A titre d'introduction a la mise en ceuvre des protocoles SIP et RTP, ce chapitre commence 
avec un resume des objectifs et des limitations du projet. II continue avec une enumeration 
des conditions de design identifiers pour chacun des protocoles implantes et suivi par une 
description de l'environnement de developpement. 
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Dans le chapitre 3, on a deja mentionne que SIP est un protocole tres extensible et flexible, 
qui donne une vaste marge de manoeuvre aux concepteurs. L'effet combine de ces facteurs 
explique l'etendue du spectre de solutions deja disponible, allant de piles assez simples a 
des systemes tres complets et complexes. Le champ d'application, etant si vaste et attirant, 
Justine une telle diversite et la majorite des implementations trouvent leur place. 
Le type d'applications visees et les plateformes materielles considerees determinent le ca-
ractere de chaque implementation. On pourrait ainsi regrouper les piles dans deux grandes 
categories : celles du domaine general, et celles plus ou moins dediees, plus ciblees a cer-
taines applications particulieres. Cette classification a une etroite relation avec les criteres 
de design et le niveau d'optimisation, car il y a souvent une opposition entre generalisation 
et optimisation. 
La pile congue dans le cadre de ce projet vise des applications dans les systemes d'extremite 
(end-point systems) sous le role d'agent utilisateur (UA). Cette condition exclut specifique-
ment les mandataires et autres entites intermediaries, pour lesquelles le nombre de tran-
sactions executees par unite de temps est un des facteurs de performance. Etant donne 
que le nombre moyen de transactions attendues par un UA est tres inferieur a celui d'un 
mandataire, la vitesse d'execution n'est pas critique. En consequence, les efforts ont ete 
orientes vers 1'amelioration d'autres caracteristiques, comme l'optimisation de la taille du 
code et de l'utilisation de la memoire. 
Par ailleurs, cette pile vise des applications dans des systemes d'extremite (end-point sys-
tems) sous le role d'agent utilisateur (UA). Cette condition exclut speeifiquement les man-
dataires et autres entites intermediaries, pour lesquelles le nombre de transactions executees 
par unite de temps est un des facteurs de performance. Etant donne que le nombre moyen 
de transactions attendues par un UA est tres inferieur a celui d'un mandataire, la vitesse 
d'execution n'est pas critique. Dans le cadre de ce projet, les efforts ont ete plutot orientes 
vers l'amelioration d'autres caracteristiques, comme l'optimisation de la taille du code et 
de l'utilisation de la memoire. 
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Ce chapitre decrit avec detail la conception de la pile SIP. La premiere partie donne 
une idee generale de 1'architecture et de la dynamique de son operation. La deuxieme 
rentre dans l'analyse en profondeur de chaque module. La troisieme partie decrit la gestion 
d'evenements qui permettent la communication entre modules, un element qui a un role 
important dans l'implementation. Une attention speciale a ete mise sur les justifications 
des decisions prises pendant la conception dans le but d'aider a mieux comprendre la phi-
losophie de cette implementation. Ces decisions pourront, bien entendu, etre reevaluees a 
l'heure de faire une reingenierie du systeme. 
7.1 Architecture generale 
7.1.1 Description 
La figure 7.1 presente un schema de 1'architecture de la pile qui montre les differents modules 
et leurs interrelations. Avec le but de rendre le schema plus facile a interpreter, quelques 
liaisons secondaires ont ete omises. 
Les differents modules ont ete regroupes, en utilisant un critere fonctionnel, dans quatre 
couches : 
• Couche de transport : elle regroupe les fonctions de transmission et de reception 
de messages SIP sur le reseau. 
• Messages :C'est le module qui definit la structure interne des messages et toutes les 
fonctions necessaires pour leur traitement. 
• Couche de transactions : Gere les transactions SIP. 
• Couche U A : Inclut le TU (Transaction User), la definition de l'agent utilisateur et 
la gestion de dialogues SIP. 
Voici une breve description des principaux modules : 
• Transport. Module charge de la transmission-reception de messages sur UDP/TCP. 
Dans cette implementation, la couche de transport fait une totale abstraction du 
contenu des messages qui sont traites comme de simples blocs de texte. 
• Messages. C'est le module qui definit la structure interne et toutes les fonctions de 
traitement des messages. 
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• Parser . II fait la conversion des messages en format texte vers leur representation 
interne. II est appele par le gestionnaire des messages immediatement apres l'arrivee 
de ceux-ci. 
• Impress ion de messages. Ce module fait le travail complementaire au parser, c'est 
a dire qu'il realise la conversion de messages en format interne vers le format externe 
ou textuel. 
• Transac t ions . Cet important module met en ceuvre les machines a etats finis definis 
par le protocole SIP. Ses fonctions principales sont : gerer la correspondance entre les 
requetes et les reponses, gerer les retransmissions lorsqu'on utilise un transport non 
fiable tel que UDP et controler la temporisation des transactions (timeout control). 
• Ges t ionna i re de recept ion. Au cceur de l'application, ce module est le point de 
destination de tous les messages SIP qui atteignent l'UA. II est charge de gerer le 
traitement des messages regus et de les acheminer vers leur destination a l'interieur 
de la pile. Les messages SIP sont envoyes vers d'autres modules, notamment «Dia-
logues» et «Transac t ions» , en utilisant des messages d'evenements. 
• T U (Transaction User). Ce module, qui prend le nom de la couche a laquelle il 
appartient, gere l'operation de la couche de transactions, la creation de dialogues et 
la creation des sessions. 
• Dialogues. Module charge de gerer les dialogues SIP. Appartenant a la couche Tran-
saction User, il a ete congu comme un module independant. 
• SDP. Module gestionnaire du protocole SDP. II ne fait pas partie de la pile, mais 
il accompagne presque toujours SIP en permettant la negotiation des parametres 
d'une session. Ce module n'est pas implements dans le present projet et il devra etre 
incorpore dans une prochaine revision. 
• UA. Couche intermediate qui contient le profil de l'utilisateur local et l'ensemble 
de fonctions de rappel (callbacks) enregistrees par l'application et qui font partie de 
l'API. 
7.1.2 S e q u e n c e d ' in i t ia l i sa t ion d e la p i le 
La procedure d'initialisation de la pile est plutot simple. La premiere etape consiste a 
initialiser les variables et structures en appelant les fonctions d'initialisation de l'API. 
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Figure 7.1: Architecture de la mise en ceuvre du protocole SIP 
Pendant la deuxieme etape, l'application doit enregistrer les fonctions de rappel (callbacks) 
de l'API: onlncommingCallQ, onCallingTone(), onCallBusy(), onCallRejctd() et onCallErrorQ. 
Finalement, la troisieme etape consiste a creer un UA et a enregistrer les parametres qui 
definissent le profil de l'utilisateur tel que son URI et le nom a afficher (display name), 
information de contact, etc. La creation d'un UA declenche immediatement la procedure 
d'enregistrement de l'utilisateur dans un serveur REGISTRAR. La pile est maintenant 
prete a operer. 
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Figure 7.2: Diagramme de sequence de l'etablissement d'une session SIP 
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7.1.3 Etablissement d'une session 
Alors que la description de l'architecture donne un portrait plutot statique de la pile, la 
description de l'etablissement d'une session aide a mieux comprendre sa dynamique et 
illustre son comportement avec la methode la plus importante : INVITE. 
II faut se rappeler que, dans SIP, le role de client ou de serveur est defini transaction par 
transaction et que meme si un UA est le client au moment de l'etablissement de la session, 
il peut tres bien devenir le serveur a la fin de cette session. 
7.1.4 Comportement d'un client SIP 
Pour etablir une nouvelle session SIP, l'application doit appeler la fonction erUA_makeCall(), 
qui prend comme arguments l'URI appele et l'objet de l'appel. Cette fonction declenche 
dans le TU une serie d'activites. En premier lieu, elle va creer une structure qui contiendra 
l'etat de l'appel. Cette structure-ci est, dans cette implantation, une extension de la struc-
ture de l'etat du dialogue defini dans le RFC 3261 (Rosenberg et al., 2002). La deuxieme 
etape est la creation de la requete INVITE initiale avec la fonction erGenMssg_INV(). La 
troisieme etape consiste a creer une transaction avec erTrnxCreate(), pour gerer la trans-
mission de la requete INVITE. La derniere activite de erUA_makeCall() est l'envoi d'un 
message-evenement vers le module ^Transactions^ afin de declencher son operation. A 
partir de ce moment, c'est le module ^.Transactions^ qui prend en charge l'operation. II 
transmet la requete et attend la reponse. Si le transport est non fiable (UDP), il gere aussi 
les retransmissions. Dans le cas d'une reponse negative, c'est la couche de transactions celle 
qui gere la transmission de l'ACK {Acknowledge). Un message-evenement, envoye vers la 
TU, indique le refus de l'appel. La couche TU, elle en informe l'application. Si par contre, 
1'INVITE est acceptee, la transaction est conclue et l'envoi de l'ACK est gere par le mo-
dule Dialog. La session est etablie et les UAs peuvent commencer a echanger l'information 
audio. 
La figure 7.2 montre le diagramme de sequence de l'etablissement d'une session SIP du point 
de vue d'une UAC. Le diagramme met en evidence le role de chaque couche pendant l'appel 
et les evenements plus importants tels que la creation et la destruction des transactions et 
du dialogue. 
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7.1.5 Comportement d'un serveur SIP 
Lorsqu'un message SIP arrive, la couche de transport signale l'evenement aux couches 
superieures et met le message en file d'attente. Quand le module qui gere la reception est 
pret, il demande le message et appelle immediatement le parser pour faire sa conversion vers 
leur representation interne. Puis, le message est valide et passe au TU afin de determiner 
s'il est dans le contexte d'un dialogue, et si c'est le cas, s'il appartient egalement a une 
transaction. Une fois l'appartenance determined, le message est achemine vers sa desti-
nation interne. Les messages qui sont hors du contexte d'un dialogue sont aussi envoyes 
vers le module TU, mais, dans ce cas, seules les requetes avec les methodes INVITE ou 
OPTIONS sont considerees. Dans le cas particulier des requetes INVITE, le TU reagit 
en creant un nouveau dialogue et une transaction INVITE-SERVEUR. Puis, il envoie un 
message-evenement vers la couche d'application afin d'avertir l'utilisateur a propos de l'ap-
pel entrant. D'habitude, l'application genere aussi un signal sonore (ring) ou graphique 
afin d'avertir a l'utilisateur. En meme temps, le TU genere automatiquement une reponse 
provisoire qui est passee aux transactions pour sa transmission. 
La suite depend de la decision de l'utilisateur. Si l'appel est rejete, le TU genere une reponse 
finale negative et la passe a la couche de transactions. Si par contre, l'utilisateur accepte 
l'appel, le TU genere une reponse finale positive (200 Ok). Dans les deux cas, la couche 
de transactions s'occupe de la transmission de la reponse, mais seulement dans la premiere 
situation, elle va aussi gerer la reception de l'ACK. Pourtant, dans le cas de reponse positive, 
c'est le TU meme qui va s'en occuper. Une fois que ce dernier arrive, la session est etablie 
et le TU informe le protocole RTP qu'il est pret pour commencer avec la session audio. 
7.2 Representation interne des messages 
Les messages SIP encodes en format texte ne sont pas appropries pour etre traites par 
un systeme logiciel. Pour cette raison, a l'interne, ils ont une representation basee sur des 
structures de donnees, plus adaptee, alors, a la manipulation posterieure. Le parser fait la 
conversion du format texte vers le format interne tandis que le module d'impression fait le 
travail inverse. 
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lxx Provisional response 
2xx Response Success 
3xx Response Redirection 
4xx Response Client error 
5xx Response Server failure 
6xx Response Global failure 
message type: 
request Id (method) 
response Id 
dialog ID 
transport protocole: UDP, TCP, TLS, SCTP 
remote target URI to be used in request line 







command (sequence number) 
dialog key value 
non critical error codes 
flag: branch parameter is RFC3261 compliant 
top Via branch (for transaction-ID) 
top Via received parameter 
top Via received port 
first hop target address 
first hop target port 
body length 




































Figure 7.3: Structure utilisee pour la representation interne des messages SIP 
Cette section presente differents aspects en relation avec les structures de messages : leur 
definition, leur creation, leur destruction, et une description du parser. La section se termine 
avec la presentation de la procedure a suivre afm d'ajouter de nouveaux en-tetes SIP. 
7.2.1 Description des structures de messages 
La figure 7.3 montre la declaration de la structure qui decrit les messages SIP. Elle permet 
de representer tous les types de messages, requetes ou reponses, sous le role de client ou de 
serveur. 
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Dans un premier niveau, la structure regroupe les elements principaux du message arm 
de rendre son traitement plus simple . Ainsi, plusieurs valeurs et parametres appartenant 
aux en-tetes, qui ne sont accessibles que d'une maniere detournee, sont rendus disponibles 
directement avec des pointeurs. Tel est le cas, par exemple, des valeurs de <&toTag», <&from-
























Figure 7.4: Liste chainee des en-tetes SIP 
Les en-tetes SIP sont organises dans une liste chainee, comme illustre dans la figure 7.4. 
Une particularity de cette liste est qu'elle est constitute par des maillons non homogenes. 
Ainsi, chaque maillon est forme par un agregat de deux structures. La premiere possede un 
format invariant et contient les liens pour la liste et les acces vers la deuxieme structure. 


































next header struct pointer 
sequential number (only for debug) 
header identification 
errCod generated by the parser 
ptr to the non-specific parameter list 
ptr to header specific data 
ptr to the reference counter 
ptr to the destructor function 










Figure 7.5: Maillon de la liste chainee d'en-tetes SIP 
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Certains elements de la structure des maillons sont plus particulierement interessants. Le 
pointeur hd, voir la figure 7.5, est le lien interne entre les deux structures de l'agregat. Les 
pointeurs vers les fonctions dstructor() et printHeader() permettent d'adresser les bonnes 
fonctions de destruction et d'impression selon le type d'en-tete en implementant une forme 
de polymorphisme. Cette modalite d'aeces simplifie beaucoup la destruction et l'impression 
de messages, car elle rend possible l'utilisation des iterateurs. Finalement, sUsrs est un 
pointeur vers la variable users, qui indique le nombre de references, done d'utilisations, de 
la structure (ces structures peuvent etre partagees par plus d'une liste). A titre d'exemple, 











/* struct user count 
/* "To" display name 
/* "To" URI 





Figure 7.6: Structure pour l'en-tete «To» 
Dans le cadre de ce projet, seules les en-tetes SIP les plus importants ont ete implemented : 
To, From, Via, Cal l - ID, CSeq, Contac t , Con ten t -Type , Con ten t -Lengh t , M a x 
Forwards , R o u t e , R e c o r d - R o u t e , Suppor t ed , Requ i re et Subjec t . 
La definition d'un type d'en-tete generique permet de considerer les cas non supportes. L'en-
tete generique emmagasine le contenu de la ligne sans faire aucun type d'interpretation. 
7.2.2 Creation et destruction de messages 
La procedure pour la creation d'un message SIP consiste a creer la structure de base montree 
dans la figure 7.3 et d'annexer a la liste, un par un, les en-tetes requis. Les fonctions 
newMessage() et newHeaderFrom() sont deux exemples des fonctions disponibles pour la 
creation de tous ces elements. Elles retournent des pointeurs vers des structures vides, qui 
doivent etre remplies par la fonction appelante. 
Par ailleurs, lorsqu'il s'agit de la creation de requetes, il y a des fonctions qui automatisent 
cette procedure. Dans ces cas, une partie importante des valeurs des parametres des en-tetes 
est prise de la structure utilisee pour definir l'etat des dialogues. Ainsi, l'existence de cette 
structure est une condition prealable a l'utilisation des fonctions de creation de requetes. 
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Meme dans certaines situations ou le RFC 3261 (Rosenberg et al., 2002) dit qu'il ne doit 
pas s'etablir un dialogue, ces structures doivent etre creees, ayant un caractere ephemere. 
La generation des reponses est aussi automatisee. La procedure est semblable au cas des 
requetes sauf que plusieurs en-tetes de la reponse sont «copies» a partir de la requete regue. 
La fonction erMssgHdrCopy() fait ce travail. II faut mettre en evidence que les structures ne 
sont pas copiees physiquement, elles sont plutot partagees pour les deux messages, requete 
et reponse, qui ont des references vers elles. 
Du point de vue de sa destruction, un message peut etre considere comme une collection 
de chaines de caracteres et de structures. En consequence, pour le detruire, une fonction 
doit parcourir et supprimer systematiquement chaque chaine et chaque structure de cette 
collection. Mais, avant de proceder, le destructeur doit verifier s'il y a encore des references 
en examinant la valeur de la variable users. Cette variable est incluse dans chaque structure 
susceptible d'etre partagee. 
void hdrDstructor(erHdrLst t* thisP) 
{ 
iff thisP){ 




if( thisP->nxtHdr ); 




void hdrDstructorCSeq(void* thisP) 
{ 









call parameter-list destructor */ 
destr hdr-specific data struct */ 
call next header destructor */ 
free allocated memory */ 
if no more struct users */ 
free memory block */ 
Figure 7.7: Fonction destructrice de la structure de l'en-tete CSeq 
Par exemple, la sequence de destruction d'un message inclut la destruction de la liste d'en-
tetes. Cette tache est accomplie par la fonction recursive hdrDstructor(), montree dans la 
partie superieure de la figure 7.7. Cette fonction appelle, en meme temps, au destructeur 
de la structure complementaire dans l'agregat en utilisant le pointeur vers la fonction 
(thisP->dstructor)(thisP->hd). Finalement, la partie inferieure de la figure 7.7 illustre la 
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fonction destructrice pour la structure de donnees specifique de l'en-tete Cseq. II faut noter 
qu'avant de proceder, la variable users est decrementee et verifiee. 
7.2.3 Parser 
Comme on a deja mentionne, le module Parser fait l'analyse syntaxique des messages en 
format texte pour les transformer en leur representation interne. La grammaire du SIP 
est decrite, dans la section 25 du RFC 3261 (Rosenberg et al., 2002), en utilisant A B N F 
(Augmented Backus-Naus Form) defini par le RFC 2234 (Crocker and Overell, 2008). Cette 
grammaire contextuelle (context sensitive), qui presente quelques ambigui'tes, n'est pas 
resolue efficacement par les generateurs de parsers. En consequence, les analyseurs syn-
taxiques pour SIP sont frequemment ecrits a la main. Cette derniere option est l'approche 
suivie dans ce projet en utilisant un parseur descendant (top-down) complements avec un 
analyseur lexicographique (lexer), aussi ecrit a la main, charge de partitionner le message 




= Request / Response 
Request-Line 
*( message-header ) 
CRLF 
[ message-body ] 
= Status-Line 
*( message-header ) 
CRLF 
t message-body ] 
Figure 7.8: Definition formelle d'un message SIP 
En consequence, le parseur doit, en premier lieu, identifier le message comme une requete ou 
une reponse, et ensuite faire l'analyse de la ligne de requete ou de la ligne d'etat, selon le cas. 
Puis, le message rentre dans une boucle pour analyser les en-tetes jusqu'a trouver une ligne 
vide, qui signale la fin du bloc d'en-tetes. On trouve ensuite le -^message-body^- optionnel, 
qui a ce niveau, n'est considere que comme un simple bloc de donnees. Etant donne que cette 
pile est destinee aux UA, le parser fait le traitement au complet du message. Par contre, 
lorsqu'il s'agit de mandataires, le parser fonctionne souvent sur demande, en analysant 
seulement les en-tetes requis. Dans ce cas-ci, on parle de <lazy parsers^. 
Le parser inclut une table d'en-tetes, ou tous les en-tetes reconnus par la pile doivent 
etre enregistres pendant l'initialisation. La figure 7.9 montre la structure d'une entree de 
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cette table qui definit : une variable de dispersion (hvalue), un pointeur vers l'analyseur 
syntaxique specifique (hfntion), et le nom et la longueur de l'en-tete enregistre (hdrName 
et hdrNameLen). Les en-tetes avec une notation abregee requierent deux enregistrements, 
pointant tous les deux vers le meme parseur. Cette solution permet de simplifier l'acces a la 
table et de rendre son traitement global plus efficace et systematique. Par ailleurs, les en-
tetes qui ne sont pas reeonnus sont traites, de maniere transparente, comme des «en-tetes 
generiques». Finalement, il faut noter que l'analyseur syntaxique est facilement extensible 
et que l'ajout de nouveaux en-tetes devient tres simple, car il faut tout simplement definir 
le parseur specifique et l'enregistrer pendant l'initialisation. 










/* hash value 
/* header handler pointer 
/* header name length 





Figure 7.9: Structure pour l'enregistrement des en-tetes 
Une fois la table d'en-tetes introduite, on peut decrire comment le parser fait le traitement 
des lignes d'en-tetes. Ce processus est fait en deux etapes. Dans la premiere, le parser iden-
tifie le nom de l'en-tete et le cherche dans une table. S'il le trouve, il passe immediatement 
a la deuxieme etape, consistant a completer l'analyse du reste de la ligne. Pour le faire, 
le parser appelle la fonction specialisee enregistree dans la table. Le cas echeant, le parser 
considere l'utilisation d'un en-tete generique et emmagasine toute la ligne sans continuer 
l'analyse. 










/* token identifier 
/* lexeme pointer 
/* lexeme length 





Figure 7.10: Structure pour la declaration des tokens 
II faut souligner que toute l'operation du parser est faite sur le tampon de donnees original, 
sans modifier le texte et sans faire de copies des donnees. En particulier, l'emmagasinage 
dynamique des chaines de caracteres est fait avec les fonctions specialisees erLibStrStoQ et 
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erl_ibnStrSto(). Elles ont ete congues pour gerer cette tache d'une maniere tres efficace tout 
en evitant les effets de la fragmentation de la memoire. 
L'analyseur lexieographique, ou lexer, a la mission d'identifier les tokens qui seront passes 
au parser. II inclut aussi des fonctions de correlation de patrons qui sont appelees par le 
parseur au moment de faire des predictions. 
A la base de l'operation du lexer on trouve une f'onetion qui permet de classer les caracteres 
selon leur appartenance a un des sous-alphabets definis par SIP. Cette importante fonction 
s'appuie sur l'utilisation d'une table de classification qui considere les sous-groupes de 












Separateurs nus SIP 
~Mots SIP 
Caracteres valides entre des guillemets 
TABLEAU 7.1: Sous-alphabets utilises pendant le parsing des messages SIP 
Les sept premiers groupes du tableau 7.1 sont plutot de nature generate, tandis que les 
derniers sont specifiques a SIP. lis sont definis dans la section 8.1 du RFC 3261 (Rosenberg 
et al., 2002). II faut noter que bien que certains de ces ensembles de caracteres ne soient pas 
definis explicitement par SIP, ils aident a definir d'autres ensembles par agregation. C'est 
le cas, par exemple, du groupe ^separateurs nus», qui permet de definir l'ensemble «mots 
(words) SIP» comme l'agregation de «tokens SIP» avec «separateurs nus SIP». 
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Les tokens sont retoumes vers le parser en utilisant la structure montree dans la figure 7.10. 
Elle inclut, en plus d'un pointeur vers le lexeme, la longueur de ce dernier. Ceci est 
necessaire, parce que, afin d'eviter des mouvements de donnees, le lexeme doit rester tout 
le temps dans le tampon qui contient le texte original. Ainsi, pour le comparer avec un 
patron determine ou pour le stoker, il faut connaitre sa longueur. Finalement, la variable 
value sert a retenir la valeur du token, lorsqu'il est applicable. 
7.2.4 Ajout des nouveaux en-tetes SIP 
Une des caracteristiques remarquables de SIP est sa capacite d'evoluer et d'incorporer de 
nouvelles capacites d'une maniere simple. II est raisonnable d'attendre que ses implementa-
tions accompagnent cette philosophie. Pour cette raison, l'extensibilite de la pile est une 
des conditions les plus importantes de sa conception. En consequence, un effort particulier 
a ete fait afin de simplifier l'ajout des nouveaux en-tetes. Les etapes pour le faire sont : 
1. Ajouter l'identification du nouvel en-tete a remuneration sipHdrld.e. 
2. Definir une structure de donnees afin de garder la valeur des parametres de l'en-tete. 
3. Definir les fonctions pour la creation, la destruction, l'impression et la generation de 
la structure de l'en-tete a partir de l'etat du dialogue. 
4. Definir la fonction specifique pour faire l'analyse syntaxique (parsing) de l'en-tete. 
5. Dans la fonction hdrHndlerTabSetup(), enregistrer le parser de l'en-tete pendant l'ini-
tialisation. 
De nombreuses fonctions, implementees dans la pile, peuvent etre prises comme des modeles 
pour aider a la realisation de cette procedure. 
7.3 Product ion et impression de messages SIP 
Une premiere classification faite sur les messages SIP les categorise entre des r eque tes et 
des reponses . Les mecanismes de generation sont differents pour chaque categorie et ils 
seront analyses independamment plus loin dans cette section. 
Par ailleurs, dans le contexte de cette implementation, on appelle ^impression de mes-
sages» la conversion d'un message vers le format textuel. Par opposition a la production 
de messages, cette operation ne fait pas de distinction entre des requetes et des reponses, 
et la tache est accomplie pour la meme fonction dans les deux cas. 
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7.3.1 Requetes 
Les requetes sont le moyen utilise par le protocole pour initier les echanges d'informations 
entre deux UAs. Elles sont generees lorsqu'un UA agit comme client, et sont associees a un 
comportement proactif. La premiere ligne d'une requete SIP, la -^Request line», exprime le 
but du message et elle est suivie d'une serie d'en-tetes contenant l'information relative a 
l'etat de l'echange de messages et des UAs participants. 
Dans le chapitre 3, on a mentionne que, dans le contexte du SIP, la relation temporaire 
entre deux UAs s'appelle dialogue. L'etat de cette relation, appelee « e t a t du dialogue», 
est stocke dans une structure qui est decrite avec detail un peu plus loin, dans la section 
«Dialogues» de ce chapitre. Dans cette implantation, la systematisation des procedures 
pour la production de requetes utilise la structure «etat du dialogues comme point de parti 
du processus de creation de requetes. Ainsi, l'existence de cette structure est un prealable a 
la construction d'une requete. Cependant, selon la recommandation RFC 3261 (Rosenberg 
et al., 2002), il y a certains echanges des messages SIP qui n'etablissent pas des dialogues. 
Ann de contourner ce probleme, le concept de dialogue defini pour la recommandation 
a ete etendu avec la creation des ^dialogues ephemeres». La principale difference de ces 
dernieres avec les «dialogues SIP» est qu'ils sont termines aussitot que la transaction qui a 
demande leur existence est finie. Etant donne que l'implementation des dialogues est faite 
en utilisant des machines a etats finis, il est relativement simple d'ajouter ce comportement 
avec la creation d'un etat initial particulier pour ce type de transaction. 
A partir des elements exposes, il est possible de rediger la sequence generale a suivre pendant 
la production de requetes : 
1. Determination de la methode. 
Les requetes sont generees sur demande, dont l'origine peut etre externe, c'est a dire 
l'application, ou interne, c'est-a-dire la pile raeme. La determination de la methode 
provient de Interpretat ion de l'intention de la demande. Par exemple, l'utilisateur 
du systeme veut etablir une session (INVITE) ou bien finir une session deja etablie 
(BYE). Un autre exemple, mais d'origine interne, est le cas d'un enregistrement en-
voye vers un serveur REGISTRAR, lors de l'initialisation de la pile. Finalement, 
l'utilisation ou non d'une methode, a un moment donne, implique des considerations 
contextuelles. 
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2. S'il n'y a pas de structure d'etat de dialogue, il faut la creer et la remplir avec les 
donnees pertinentes. 
3. Incorporer les en-tetes qui constituent l'information d'etat du message : To, Prom, 
Call-ID, CSeq, Via, Max-Forwards, Route. 
4. Incorporer des en-tetes additionnels, dependants du contexte. 
5. Ajouter le corps du message (message-body) au besoin. 
Les fonctions disponibles pour la creation de requetes sont presentees a la figure 7.11. La 
fonction erGenMssg_RQST() permet de creer des requetes generiques, par contre les fonc-























Figure 7.11: Fonctions de creation de requetes 
7.3.2 Reponses 
Les reponses sont generees pour le TU pour indiquer l'acceptation ou le refus d'une pro-
position faite sous forme de requete. C'est un comportement reactif. Ainsi, la reponse est 
generee en prenant la requete originale comme message de reference. Dans la figure 7.12, 
on montre la fonction generatrice de reponses. A partir de l'analyse des arguments, il est 
possible de deduire les elements cles : le code de la reponse, le message original (la requete) 
et l'etat du dialogue. 
Plusieurs en-tetes de la reponse sont copies directement a partir du message original. Cette 
copie est effectuee pour la fonction erMssgHdrCopy(), qui cherche dans le message original 
toutes les instances de l'en-tete specifie et les ajoute a la reponse en respectant l'ordre 
d'occurrence. II faut mettre en evidence que ce mecanisme de copie n'implique pas de 
mouvements de donnees dans la memoire, car Toperation est effectuee en utilisant des 
pointeurs vers les structures impliquees. La variable users de ces structures, qui indique le 
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nombre de references, est incremented pour indiquer que leur utilisation est partagee entre 
le message original et la reponse. 
Par ailleurs, certains en-tetes doivent etre generes (ou regeneres) localement, parce que 
Ten tete original a ete modifie pendant le parcours du message par le reseau. Un exemple 
typique est Max-Forwards. Une autre situation arrive lorsqu'ils dependent des valeurs 
locales, tel que Contact. II y a des fonctions generatrices, specialises pour chaque type 
d'en-tete, qui regoivent comme arguments, le message de destination et l'etat du dialogue 
pertinent. 





erMessage_t *txMssg = NULL; 
if( IdlgP || IrxMssgP || lerrorP ){ /* argument validation */ 
*errorP = EC_NULLPOINTER; 
return NULL; 
} 
if ( dlgP && (txMssg = newMessage()) ){ /* creates new sip mssg struct */ 
txMssg->clientSRVR = UA_SERVER; /* UA is server */ 
txMssg->mTyp.respId = rspnsCode; /* response type */ 
txMssg->rfc3261Branch = rxMssgP->rfc3261Branch; 
txMssg->dialogID = dlgP->dialogID; /* dialog Id */ 
txMssg->trnspProto = dlgP->trnsprtProto; /* set transport protocol */ 
/* cpy frst hop target address */ 
txMssg->targetAdd = (erCHAR*)erLibStrSto( rxMssgP->topViaRcvdIp ); 
txMssg->targetPort = rxMssgP->topViaRcvdPort; /* cpy frst hop target port*/ 
erMssgHdrCopy( txMssg, rxMssgP, SHDR_ID_VIA ); /* copy Via headers */ 
erMssgHdrCopy( txMssg, rxMssgP, SHDR_ID_TO ); /* copy "To" header */ 
erMssgHdrSetRespToTag( txMssg, dlgP ); /* set "To" tag = local tag* / 
erMssgHdrCopy) txMssg, rxMssgP, SHDR_ID_FROM ); /* copy "From" header */ 
erMssgHdrCopy(txMssg, rxMssgP, SHDR_ID_CALLID); /* copy "Callld" header */ 
erGenMssgAddHdr_Contact(txMssg, dlgP); /* add header Contact */ 
erGenMssgAddHdr_MaxForwards(txMssg, dlgP); /* add header MaxForwards */ 
erMssgHdrCopyftxMssg, rxMssgP, SHDR_ID_CSEQ); /* copy CSeq header */ 
erMssgHdrCopy(txMssg, rxMssgP, SHDR_ID_GENERIC);/* copy Generic headers */ 
erGenMssgAddHdr_Route(txMssg, dlgP); /* add header Route */ 
} 
re turn txMssg; 
Figure 7.12: Generation de messages reponse 
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7.3.3 Impression de messages 
On appelle «impression» la procedure qui s'occupe de la generation d'une copie du message 
SIP en format texte a partir de sa representation interne. Cette copie est passee a la couche 
de transport aux fins de sa transmission. Dans certaines circonstances, cette fonctionnalite 
est utilisee pour generer l'information qui permettra la mise au point du systeme. 
En se rappelant qu'un message SIP consiste en une ligne de requete ou d'etat et en une 
succession de definitions d'en-tetes SIP, la procedure d'impression devient tres simple. La 
premiere etape consiste a generer la ligne d'en-tete, qui peut etre une requete ou une 
ligne d'etat, a partir de l'information disponible directement dans l'instance de la struc-
ture erMessage_t du message. Dans une deuxieme etape, un iterateur permet de parcou-
rir la liste chainee des structures d'en-tetes en appelant les pointeurs vers les fonctions 
(*printHeader)(), qui donnent acces aux routines specialisees d'impression pour chaque type 
d'en-tete. La troisieme etape consiste a delimiter la fin de cette section du message avec 
la generation d'une ligne vide. Eventuellement, s'il y a lieu, on ajoute le corps du message 
(message-body). 
Comme on a indique precedemment, un critere adopte dans cette implementation specifie 
que la couche de transport fait une totale abstraction du contenu des messages. Elle n'effec-
tue ni interpretation ni modification. Cette condition oblige a accomplir certaines operations 
juste avant l'impression du message. Le cas le plus remarquable est celui de l'en-tete Via, 
ou le champ «envoye par» doit etre complete avec l'information de l'adresse IP et du port 
utilises pour la transmission. Ainsi, son contenu est rempli avec l'information demandee a 
la couche de transport pendant l'etape de preparation a l'impression. Un autre cas notable 
se presente lorsque le transport specifie est TCP. Cette situation est decrite un peu plus 
loin. 
La longueur maximale d'un message SIP depend, en principe, du type de transport. Lors-
qu'il s'agit d'UDP, tout le message doit etre contenu dans un seul datagramrne afin d'eviter 
des fragmentations. La recommandation RFC 3261 (Rosenberg et al., 2002) etablit cette 
limite a 200 octets en dessous du MTU (Maximum Transmission Unit) du chemin (path 
MTU), si cette valeur est connue, ou bien 1300 octets si elle ne Test pas. La raison pour la-
quelle nous prenons 200 octets de marge est justifiee par le fait qu'un message peut grandir 
pendant son parcours a travers du reseau a cause de l'addition des en-tetes Via, ou bien du 
a l'inclusion d'un en-tete Record-Route. Si la longueur du message est plus grande que 
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erCHAR locBuf [30]; 
if ( ithisP || !buffer ) 
return ECJTOLLPOINTER ; 
CSeqP = (erSipHdrCSeq_t*)thisP; /* short cut 
CSeqMethode = (erCHAR*)mthldGetName(CSeqP->cSeqMth) ; 
sprintf(locBuf,"%u",CSeqP->cSeqNum); 




if( hdrLen < *len){ 








return EC ERRNONE; 
} 
/* check if buffer is big enough 
/* print header 
/* update "available length" 






Figure 7.13: Fonction d'impression d'un en-tete Sip 
le maximum admis, il faudra utiliser TCP au lieu d'UDP pour le transport. Par ailleurs, 
quand le transport specine est TCP, le message peut etre fragmente. Dans ce cas, et dans le 
but de permettre de le delimiter et de verifier son integrite, le RFC 3261 (Rosenberg et al., 
2002) exige qu'un en-tete Content-Length soit ajoute independamment de la presence 
ou non du message-body dans le message. Si message-body n'est pas present, la valeur du 
parametre de Content-Length sera zero. La verification de la longueur du message et 
l'ajout eventuel de l'en-tete mentionne sont faits juste avant le processus d'impression. Par 
exemple, la figure 7.13 montre la fonction d'impression pour l'en-tete Cseq. 
Dans certains cas, il est difficile de prevoir la place que prendra l'impression d'un en-tete. 
Ainsi, l'utilisation des tampons temporaires locaux permet d'eviter l'ecrasement de donnees 
et une fois que la longueur de la chaine est verifiee, son contenu est copie dans le tampon 
de destination. 
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7.4 Reception de messages 
Dans les systemes de communication, la partie de reception est normalement plus complexe 
que celle de transmission. En grandes lignes, la raison de cette difference est que la reception 
doit gerer des contingences externes au systeme, qui se produisent, par exemple, dans le 
reseau ou sur un terminal distant. Lorsque plus de contingences de reception sont gerees, 
plus stable et robuste sera le systeme. Par contre, l'operation du transmetteur est plus 
previsible, car le nombre de facteurs incidents qui sont hors du systeme est tres inferieur. 
Cette section decrit une partie importante de la pile, le front-end de reception, qui in-































message stat: 0 = unused; 1 = in use/used 
message buffer 
message length 
transnport type: UDP, TCP, TLS, SCTP 
sip source port 
source Ip Address (dotted decimal notation) 









Figure 7.14: Structure de la file d'attente de reception de messages 
7.4.1 Partie reception de la couche de transport 
Une fois que le message est entre dans le systeme, il est mis en file d'attente jusqu'a 
son traitement par le gestionnaire de reception. La file d'attente est implementee comme 
une liste chainee, la figure 7.14 montre la structure des maillons. Ceux-ci incluent des 
informations complementaires telles que l'adresse IP, le port de la source et le protocole de 
transport. Ces donnees permettront, dans une phase ulterieure, de completer le top Via 
header avec le parametre received. 
Par ailleurs, la variable stat joue le role de fanion afin d'indiquer si le message a deja ete lu 
par le gestionnaire de reception au non. Ceci est necessaire, car les messages restent tout le 
temps dans la file d'attente, tout au long de leur traitement, jusqu'a ce que le gestionnaire 
les detruise. Encore, afin d'eviter de deplacements des donnees, tous les tampons alloues 
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aux messages regus restent physiquement a la meme place. Le corps du message est stocke 
dans un tampon de texte pointe par buf, sa longueur etant indiquee par la variable buflen. 
Pour informer les couches superieures de l'arrivee d'un message, la couche de transport 
appelle une fonction de rappel enregistree pendant l'initialisation par le gestionnaire de 
reception. Cette fonction ne fait que signaler un semaphore afin de declencher l'operation 
du gestionnaire. 
Les prototypes des methodes qui permettent au gestionnaire d'acquerir et de detruire les 
messages qui restent dans la file d'attente sont montres dans la figure 7.15. 
sipRxMssg_t *erSipRxMssgGet ( erINT16U *errorP ); 
erINT16U erSipRxMssgFree ( erINT16U mssgld ); 
Figure 7.15: Prototypes des methodes d'acquisition et de destruction des messages regus 
7.5 Gestionnaire de reception de messages 
Le gestionnaire de reception joue un role important dans la pile, car c'est lui-meme qui fait 
le traitement initial des messages et les achemine vers leur destination interne finale. La 
sequence de taches inclut la conversion du message vers le format interne, sa validation, 
le test pour determiner l'appartenance du message a un dialogue ou a une transaction, et 
finalement l'acheminement. 
La premiere etape du traitement du message, accomplie par le module parser, consiste a 
changer sa representation vers le format interne. Ce dernier et le fonctionnement du parser 
ont deja ete decrits dans ce chapitre. Si le parser n'arrive pas a completer sa tache, il genere 
une erreur et le gestionnaire abandonne le message. 
La deuxieme etape consiste a valider la structure du message, comme indique dans la 
section 8 du RFC 3261 (Rosenberg et al., 2002). Cette tache consiste a verifier si l'URI de 
destination du message correspond a l'URI local et si les en-tetes definis comme essentiels 
sont presents. 
La troisieme etape consiste a determiner si le message regu est a l'interieur ou a l'exterieur 
du contexte d'un dialogue. Dans le cas affirmatif, il faut determiner s'il est aussi controle 
par une transaction. Avec cette information, le gestionnaire est capable de determiner la 
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destination finale du message et de proceder a l'acheminement. Cette procedure de prise 
de decision est illustree dans l'ordinogramme de la figure 7.16. 
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Erreur 
Format du message 
invalide: Impossible 
de le trailer 
Erreur 
Response recue 






Methods n'esl pas 










iI Debut ) \ 
s^ Le format > \ 
du Message est ^ > 
\ . Valide? ^ ^ 
I 0UI 
s^ LeMssg ^ \ 
estdans un 
^ - ^ dialogue ? > ^ 
I NON 
OUI 
s^ Le Mssg est ^ ^ \ 
-< une r6ponse ? '^> 
1 N0N 
•^ LeMssg a \ ^ 
\ . unTojag? s^ 
1 NON 
/ ^ L a m 6 t h o d e ^ \ 
est admisse en dehorsJ> 









^ - ^ L e message^ \^ 
^^^transaction ? ^ / / 
T OUI 
Passer le message 
a la transaction 
Figure 7.16: Traitement des messages regus 
7.6 Transactions SIP 
Etant donne que SIP est un protocole transactionnel, l'importance de l'implementation 
des modules charges de gerer les transactions est evidente. II s'agit, d'ailleurs, d'une des 
parties qui possedent le plus haut niveau de difficulty. Alors, sa description sera presentee 
de maniere soignee et extensive. 
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Le RFC 3261 (Rosenberg et al., 2002) definit une transaction comrae l'ensemble d'une 
requete et de toutes les reponses associees, soit une reponse finale et zero ou plusieurs 
reponses provisoires. Dans ce contexte, le comportement du protocole est specifie a l'aide 
de la definition des machines a etats finis (MEF). Celles-ci sont analysees dans la premiere 
partie de cette section pour passer ensuite a la description de son implementation dans la 
deuxieme partie. 
TU genere INVITE: 
Envoyer INVITE 
Temporisateur A termine: 
Recharger le temporisateur A 
Reenvoyer INVITE 
Reception 1xx: 
Passer 1 xx a TU 
Reception 1xx: 
Passer 1 xx a TU 
Reception 300-699: 
Envoyer ACK Reception 300-699: 
Passer reponse a TU Envoyer ACK 




Passer INVITE a TU 
Envoyer reponse 1 xx si TU 
ne le fait pas en moins de 200ms. 
Temporisateur B termine ou 
Erreur de Transport: 
Reception 2xx: 
Passer 2xx a TU" 
Reception 2xx: __ 
Passer 2xx a TU-* 





 C o m p t e ( J 




.Erreur de transport:_ 




I Temporisateur G termine: 
R6envoyer reponse 
Temporisateur H termine ou 
Erreur de transport: -
Informer a TU 
Erreur de transport:_ 
Infomiera TU 
Figure 7.17: Machines a etats finis. INVITE/client, INVITE/serveur 
7.6.1 Machines a e ta t s finis definies par le R F C 3261 
Chaque transaction possede un cote serveur et un cote client. Ce dernier est celui qui 
transmet la requete, tandis que le serveur est l'entite qui la regoit et qui s'occupe de 
generer et de transmettre la reponse. En plus de considerer les cotes client et serveur, la 
recommandation RFC 3261 (Rosenberg et al., 2002) considere un comportement particulier 
pour les transactions reliees a la methode INVITE. Ainsi, on parle des transactions «NON-
INVITE» dans tous les autres cas. 
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La combinaison de ces possibilities donne lieu a un total de quatre machines a etats finis : 
INVITE/client, INVITE/serveur, NON-INVITE/client et NON-INVITE/serveur. Dans la 
figure 7.17 on montre les machines a etats finis correspondantes aux requetes INVITE, et 
dans la figure 7.18, celles pour les requetes NON-INVITE. 
Requeue generee parTU: 
Envoyer requeue 
Temporisateur E termini : 
Recharger le temporisateur E 
Reenvoyer requeue 
Reception requeue: 
Passer requite a TU 
Reception 200-699: 
Passer reponse a TU 
Temporisateur F termine ou 
Erreurde Transport: 
Reception 100-199: 
Passer reponse aTU 
Temporisateur F termine ou 
Erreur de Transport: > 












Figure 7.18: Machines a etats finis. NON-INVITE/client, NON-INVITE/serveur 
La methode INVITE est la plus importante de celles definies pour SIP, car elle sert a etablir 
une session. En premier lieu, cette methode prend en consideration le fait que les delais, 
avant que l'UA serveur ne genere une reponse finale, peuvent etre considerables. De plus, 
comme INVITE sert a etablir et a negocier les parametres a utiliser par RTP, c'est l'unique 
methode SIP qui utilise un 3-way handshake. Ainsi, un message ACK est toujours associe 
a 1'INVITE. De l'analyse des definitions des MEF, on peut constater que la transaction 
n'inclut qu'un ACK lorsque la reponse du serveur est differente de 2xx, autrement dit, 
lorsque le serveur donne une reponse finale negative. Par contre, lorsque le serveur donne 
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une reponse finale positive (200 Ok), la transmission de TACK est geree pour une nouvelle 
transaction. 
Figure 7.19: Modele de fonctionnement des MEFs definies pour SIP 
7.7 Modele de fonctionnement 
La figure 7.19 montre la modelisation faite pour les MEF. On peut voir qu'il y a quatre 
sources principales d'evenements : 
• La couche TU est la principale source d'evenements pour les MEFs. TU genere 
presque toutes les requetes et les reponses du systeme et c'est elle-meme qui cree 
les transactions. La couche TU est aussi le principal destinataire des evenements 
provenant de la machine. 
• Le systeme de temporisation, qui signale le declenchement des temporisateurs. 
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• Le gestionnaire de reception, qui informe l'arrivee d'une requete ou d'une reponse 
destinee aux transactions. 
• La couche de transport, qui signale des problemes lies a la transmission de messages, 
des requetes ou des reponses. 
Les MEFs associees aux transactions SIP sont executees dans une tache independante. Le 
fonctionnement de cette tache est synchronise en utilisant un modele producteur - conso-
mmateur materialise avec une queue de messages evenements. 
Les evenements sont modelises avec une structure qui inclut le type d'evenement, I d e n -
tification interne de la transaction et un pointeur vers un type de donnee arbitraire. Ceci 
est typiquement utilise pour attacher des messages SIP aux evenements. Le gestionnaire 
d'evenements inclut un tampon circulaire qui permet d'ordonner et de gerer les evenements 
asynchrones provenant de differentes sources. II inclut aussi des semaphores qui servent a 
synchroniser le fonctionnement de la tache qui execute les MEF. 
Pour chaque transaction, il y a une structure de controle qui definit son etat courant. Une 
reference plus detaillee a cette structure est faite plus loin. Pour le moment, il est sumsant 
de mentionner qu'elle inclut deux elements fondamentaux pour son fonctionnement : une 
variable, qui specifie le type de transaction (une des quatre definies pour SIP), utilisee pour 












































TABLEAU 7.2: Exemple de table de transitions 
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7.7.1 Details de la mise en oeuvre des M E F 
Le comportement des MEFs est specifie en utilisant des tables de transitions. Celles-ci 
permettent, a partir de l'etat actuel et de l'evenement, de determiner la fonction chargee de 
gerer Taction pertinente et l'etat suivant. L'utilisation des tables de transition est justifiee 
par le fait qu'elles permettent d'arriver a des solutions plus compactes et plus efficaces 
qu'avec les methodes alternatives couramment utilisees avec des langages proceduraux, 
telles que des structures ^switch - case» imbriquees. Par ailleurs, la complexity de leur 
mise a jour, un probleme qui est normalement attribue a ce type d'implantation, a peu 
d'incidence dans ce cas. En effet, les MEF sont specifiees dans la recommandation qui 
definit le protocole et les modifications qui pourraient changer son comportement sont peu 
probables. 
II y a quatre tables de controle en correspondance avec les quatre MEF definies pour 
SIP. Le tableau 7.2 montre une disposition typique d'une table de transition. Pour chaque 
etat de la machine (colonnes), les differents evenements (lignes) permettent d'adresser une 
cellule de la table en particulier. Chaque cellule contient deux elements : le premier est un 
pointeur vers la fonction d'etat qui accomplit les actions correspondant a la combinaison 
e t a t - evenemen t associee. Le deuxieme element est le prochain etat vers lequel la machine 
doit evoluer. 
7.7.2 Structure de controle pour les transactions 
Une transaction possede, en plus de l'etat de la MEF et de la definition de son type, 
plusieurs variables d'etat. Elles sont toutes regroupees dans une structure, montree dans la 
figure 7.20. Les plus importantes sont : 
trsxStat : etat courant de la MEF 
tType : type de MEF : client/serveur; INVITE/NON-INVITE 
trnsportProto : protocole de transport : UDP / TCP 
transportID : ID du transport 
branch : <top Via branch^, c'est l'ID univoque de la transaction associe au message. 
II faut remarquer que les temporisateurs associes aux machines a etats finies ont ete em-
barques dans les structures de controle, et par consequence, ils sont dedies. Comme on le 
verra ulterieurement, cette approche presente plusieurs avantages. 
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transaction Key (hash value) 
dialog ID (0: no dialog) 
transaction type: INVC, INVS, 
NON-INVC, NON-INVS 
method identification 





sip message to transmit 
received sip message 
last tx message ID 
transact tmrs: [0..655]sec 
resolut: 10ms 
timer 1, used for: reTx timer 
TLS 
timer 2, used for: time out timer 
timer 3, used for: hold on timer 


























Figure 7.20: Structure de controle d'une transaction 
Etant donne qu'un agent utilisateur (UA) peut maintenir actives plusieurs transactions 
en meme temps, 1'ensemble des structures de controle associees est stocke dans une liste 
simplement chainee. Cette structure des donnees est bien adaptee a la dynamique des 
transitions SIP. Les nouvelles transactions, qui sont presumees plus actives, sont ajoutees 
dans la tete de la liste. 
7.7.3 Temporisateurs pour les machines a etats finis 
Comme on peut l'observer dans le tableau 7.3, il existe plusieurs temporisateurs associes 
au fonctionnement des MEF definis par la recommandation RFC 3261 (Rosenberg et al., 
2002). Les lignes de la table regroupent les temporisateurs selon leur fonction, tandis que 
les colonnes le font selon le role de la transaction qui les utilise. Evidemment, ces roles 
sont disjoints et en consequence, les temporisateurs de chaque ligne peuvent etre regroupes 
et implementes en utilisant un unique temporisateur reel. Ceci est l'approche finalement 
adoptee. 
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Les temporisateurs A, E et G sont employes pour declencher des retransmissions lorsqu'on 
utilise des transports non securises, tel que UDP. Par ailleurs, B, F et H controlent les delais 
d'attente (time-outs), afin de forcer l'extinction de la transaction face a des situations 
d'exception. Finalement, les temporisateurs D, I, J et K accomplissent une fonction de 
retention (hold-on) avant la destruction finale d'une transaction afin de maitriser l'arrivee 
























TABLEAU 7.3: Temporisateurs definis pour SIP 
Une analyse de la solution montre que les structures de controle des transactions incluent 
un total de quatre temporisateurs. Les trois premiers sont relies au comportement defini 
dans la recommandation RFC 3261 (Rosenberg et al., 2002) et chacun d'eux est lie a une 
des fonctions indiquees dans le tableau 7.3. 
Le fait que les temporisateurs soient embarques dans les structures de controle permet de les 
gerer plus facilement. En premier lieu, ils sont crees et detruits avec la structure assoeiee. En 
deuxieme lieu, comme ces structures sont organisees comme une liste chainee, l'actualisation 
des temporisateurs est bien simple. Elle consiste a parcourir la liste periodiquement avec 
un iterateur a une periode egale a la resolution choisie (10 ms). 
La recommandation RFC 3261 (Rosenberg et al., 2002) inclut une recapitulation des diffe-
rents temporisateurs ainsi que leurs valeurs de charge par defaut : T l , T2, et T4. Ces 
derniers sont montres dans le tableau 7.4. II faut noter que, dans certains cas, l'initialisation 
des temporisateurs dependra du type de transport employe, en faisant une distinction entre 







TABLEAU 7.4: Valeurs par defaut de Tl , T2 et T4 
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7.8 Dialogues 
Selon le RFC 3261 (Rosenberg et al., 2002), un dialogue SIP est une relation pair-a-pair 
(peer-to-peer) entre deux entites SIP qui dure un certain temps. Un dialogue contient un 
certain nombre d'informations d'etat qui sont necessaires pour des echanges de messages 
ulterieurs entre les UA. L'ensemble de ces informations constitue <d'etat du dialogues. 
Dans cette implantation, <d'etat du dialogue» est stocke dans la structure qui se trouve 
a la figure 7.21. Ces structures, qui sont organisees dans une liste simplement chainee, 
incluent plusieurs elements qui permettent d'identifier le dialogue et de le correler avec un 
message SIP. Ainsi, la variable dialogID donne un identificateur local unique bati a partir 
des chaines de caracteres pointes par calLid, localTag et remoteTag. Tel que mentionne dans 
le chapitre 3, ces chaines-ci sont utilisees par SIP afin d'identifier de maniere univoque un 
dialogue. 
Les variables de hachage key , et earlyKey , sont calculees a partir des chaines de caracteres 
nominees et elles permettent de faire des comparaisons simples a l'heure d'etablir la eorres-
pondance entre un dialogue et un message donne. Les algorithmes utilises pour cette tache 
sont plutot simples et lineaires, avec la presomption que le nombre de dialogues simultanes 
a gerer sera souvent limite. Une precaution simple est de placer les nouveaux dialogues, 
presumes d'avoir plus d'activite, a la tete de la liste. 
L'evolution des dialogues est controlee avec une machine a etats finis. La figure 7.22 presente 
une version simplified d'une telle machine ou certains etats et evenements ont ete omis afin 
de simplifier le dessin. Differemment des machines a etats finis utilisees pour controler 
les transactions, celle-ci a ete implantee en utilisant une table de fonctions d'etat tandis 
que les evenements sont geres avec des switch-case. La machine s'execute dans une tache 
independante synchronisee avec l'arrivee des evenements. Ceux-ci proviennent principale-
ment du module de transactions, de la couche d'application et du gestionnaire de reception 
de messages. 
D'autres actions de la MEF de dialogues ont comme destination d'autres modules a l'interne 
de la pile. Dans ces cas, le mecanisme de communication prefere est d'envoyer des messages-
evenements. II faut noter que la majorite des messages SIP generes dans la pile proviennent 
de la couche de dialogue. En general, ces messages ont comme destination la couche de 
transport ou les transactions. 
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typedef struct erSipDialogStat erSipDialogStat^ 












dialog early key (whitout remoteTagA/ 
dialog stat 
Flag: client = 0; server = In-
secure flag 
local parameters 
local sequence number 
remote parameters 
remote sequence number 











message body length 
route set 
route set fig: if set: skip the first 
route uri 
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Figure 7.21: Structure de l'etat du dialogue 
Un dialogue peut etre cree en reponse a un evenement interne, tel qu'une demande de la 
couche d'application pour etablir une session, ou externe, tel que 1'arrivee d'une requete 
INVITE. Pour chaque cas, on a prevu une fonction de creation de dialogues specifique. 
La fonction sipDialogCreateUAC() , permet de creer un dialogue corame client tandis que 
sipDialogCreateUAS() permet de le faire comme serveur. Dans les deux cas, la structure 
etablie est essentiellement la meme. Les differences entre les deux fonctions se trouvent dans 
la procedure. Par ailleurs, la destruction de dialogues est realisee par erDialogDestructor() . 
Dans la figure 7.22, on observe que les etats initiaux de la MEF sont differents selon que 
l'UA initie le dialogue comme serveur ou comme client. Cependant, l'etat <cActive~» est le 
meme dans les deux cas et une fois que le dialogue est dans cet etat, la session peut finir par 
une decision locale, lorsque l'utilisateur raccroche, ou distante, lorsqu'une methode BYE 
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est regue. Dans le premier cas, l'UA joue en role de client, alors que dans le deuxieme, celui 
de serveur. 
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Informer I'Application 
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Figure 7.22: Machine a etats finis utilise pour le controle des dialogues 
7.9 Couche de t ransport 
La couche de transport est chargee de gerer la transmission et la reception de messages SIP 
sur le reseau. A la difference de la plupart des implantations de SIP, la fonctionnalite de cette 
couche se limite exclusivement aux taches qui sont strictement en relation a la transmission 
et a la reception de messages, avec une totale abstraction de leur contenu. Cette couche 
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definit des objets de transport (transports) qui contiennent l'etat des communications vers 
une destination donnee. Ceci permet que, une fois qu'un transport est cree, les couches 
superieures ne doivent qu'inclure une reference a lui, son numero d'lD, dans leurs appels 
aux methodes de transport et la couche de transmission sera capable de gerer tous les 
details de la transmission. Les transports sont organises dans une liste simplement chainee, 
la figure 7.23 montre la definition de la structure qu'ils utilisent. 
Deux types de transport ont ete definis : les ephemeres et les permanents. Les transports 
ephemeres se detruisent automatiquement apres un certain temps d'inactivite et ils sont 
utilises pour le trafic general. Les transports permanents, par contre, restent actifs pendant 
tout le fonctionnement de la pile. C'est le cas des transports ouverts par defaut pendant 



















































transport Id */ 
users reference counter */ 
parent struct (used with UDP) */ 
transport key */ 
protocol = UDP / TCP / TLS e SCTP */ 
socket */ 
Stat = WAITING/BINDED/CONNECTED/ERROR*/ 
Flag: client = 0; server = 1 */ 
remote IPadd (dotted decimal notatat)*/ 
remote port */ 
remote socket address */ 
local port */ 
local socket address */ 
path MTU */ 
time to close the Transport */ 
list pointer */ 
typedef struct erSipTrnsport erSipTrnsport_t; 
Figure 7.23: Structure de transports 
Pendant la procedure de transmission, avant de passer un message a la couche de transport 
pour sa transmission, l'emetteur (typiquement la couche de transactions ou la couche de 
dialogues) doit acquerir un transport vers l'adresse et le port de destination specifie. Cela 
est fait a l'aide de la fonction erSipGetTrnsportlD() . D'autres parametres sont le protocole 
de transport (UDP ou TCP) et le role de l'UA (client ou serveur). Si necessaire, cette 
fonction resout l'adresse IP avec le client DNS. Puis, elle cherche dans une liste s'il y a deja 
un transport qui satisfait les conditions. Le cas echeant, un nouveau transport est cree. 
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La transmission est faite d'une fagon synchronique. Les messages a transmettre sont ar-
ranges dans une file d'attente. La liste est parcourue cycliquement afin de verifier si le 
transport specifie dans chaque message est pret (etat = READY). Dans ce cas-ci, elle 
enleve le message de la liste et le transmet. 
Du cote de la reception, une methode fait cycliquement le polling des sockets lies aux 
transports afin de verifier s'il y a des messages qui viennent d'arriver. Les messages regus 
sont mis en file d'attente et leur arrivee est signalee aux couches superieures avec une 
fonction de rappel cback_onRcvedMssg(). Cette fonction signale un semaphore qui reveille 
la tache du gestionnaire de reception. 
II faut mettre en evidence que le RFC 3261 (Rosenberg et al., 2002) etablit que toutes les 
implementations de SIP doivent supporter, au minimum, les protocoles de transport UDP 
et TCP. Dans le cadre de ce projet, seule l'utilisation d'UDP a ete prevue, cependant la 
couche de transport a ete congue de maniere a ce que 1'incorporation de TCP soit presque 
immediate. 
Comme on a deja mentionne dans la description de l'architecture (section II, architecture 
generale), on a adopte comme critere de conception que la couche de transport doit faire abs-
traction du contenu des messages. Autrement dit, les messages sont traites comme des blocs 
de texte sans les modifier et sans les interpreter. Ce critere oblige a ajouter des methodes 
d'interface qui fournissent des informations additionnelles aux couches superieures. 
7.10 Systeme de temporisation 
L'implantation de SIP demande de nombreux temporisateurs. Dans ce chapitre, on a deja 
signale ceux correspondants aux transactions. Cette section presente, d'une fagon plus 
generale, l'approche adoptee pour resoudre les differents aspects lies a la temporisation du 
protocole. 
Durant l'elaboration d'une solution pour cette problematique, plusieurs aspects ont ete 
considered. Parmi les plus importants, on souligne les suivants : 
• Resolution. En general, les intervalles de temps qui sont mis en jeu dans le protocole 
SIP sont plutot longs. Par exemple, pour les MEF, l'intervalle de temps le plus petit 
specifie est de 500 ms. En consequence, une resolution de 10 ms a ete considered comme 
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pData = pData; 
while (TRUE) { 
erSemaphPend(sipTmrrSem,0); 
pp = &tmrV[0] ; 
for(ii = 0; ii < MAX_TMR_REG; ii++){ 
if ( pp->tFn ) 
if( --(pp->tcnt) <= 0 ){ 

















wait the sync semaphore 
pp point to the top of the tab 
for every entry in the tab 
if callback defined 
update (dec) the prescaler 
if presc == 0: reload it 
call callback fucntion 










Figure 7.24: Tache utilisee pour generer la temporisation 
adequate. Avec eette valeur, il est possible de combiner une granularite temporelle 
suffisamment petite avec une surcharge du systeme tout a fait acceptable. 
• Regroupement fonctionnel. Une analyse des differents temporisateurs utilises par 
SIP montre qu'ils peuvent etre regroupes, selon un critere fonctionnel, dans un nombre 
reduit d'ensembles. Ceci permet de les traiter de maniere uniforme et systematique, 
avec des gains en efficacite en termes de taille du code et du temps d'execution. 
• Reduction de redondance. Plusieurs temporisateurs, qui sont equivalents en termes 
de fonctionnalite, ne coexistent pas dans le temps. En consequence, ils peuvent etre re-
groupes en ensembles lies a un unique temporisateur reel. Cette solution est combinee 
avec l'emploi de macros arm de maintenir la nomenclature originale de la recomman-
dation et de conserver la lisibilite du code. 
A l'egard de ce que Ton vient d'exposer, la solution finalement adoptee est orientee vers le 
traitement en lots des temporisateurs avec des caracteristiques communes par des fonctions 
locales. 
Au cceur du sous-systeme de temporisation on trouve la fonction montree dans la figure 7.24. 
Elle est executee a chaque 10 millisecondes dans une tache independante. Un semaphore 
sert a synchroniser son fonctionnement avec une reference temporelle absolue prise aupres 
du systeme d'exploitation. Le semaphore est du type compteur, car il permet de rattraper 
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OS_ENTER_CRITICAL () ; 
error = EC_TMR_TABFULL; 
pp = &tmrV[0]; 
for( ii = 0; ii < MAX_TMR_REG; ii++){ 
if( !pp->tFn ){ 
pp->tcnt = tval; 
pp->tval = tVal; 
pp->tFn = fn; 
error = EC_ERRNONE; /* set error 















timer-adjustment fucntion */ 
prescaler counter */ 
prescaler reload value */ 
search for an empty register */ 
set register */ 
fn must be the last item */ 
*/ 
Figure 7.25: Enregistrement des fonctions locales pour l'ajustement des temporisateurs 
le temps du systeme dans des conditions eventuelles de surcharge. La priorite de cette 
tache est basse, en coherence avec les considerations faites sur la resolution temporelle. Le 
semaphore est signale par une fonction de rappel (callback) enregistree dans un crochet 
(hook) de la routine d'interruption du temporisateur du systeme. 
Pendant l'initialisation du systeme, chacun des modules utilisateur du sous-systeme de tem-
porisation doit enregistrer sa propre fonction locale d'actualisation des temporisateurs. La 
figure 7.25 montre la fonction d'enregistrement et la structure de donnees utilisee. L'ana-
lyse de cette derniere montre qu'elle ne contient que trois elements : le pointeur vers la 
fonction locale d'actualisation des temporisateurs, un compteur <prescaler» et sa valeur 
de recharge. Ces structures sont stockees dans une table dont sa taille est fixee au moment 
de la compilation. Chaque fois que la tache de temporisation est reveillee, elle parcourt la 
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table afin d'actualiser les compteurs prescalers. Lorsqu'ils deviennent egaux a zero, ils sont 
remis en marche avec leur valeur de recharge et la fonction enregistree est appelee. 
Les fonctions locales de temporisation sont chargees de faire l'actualisation des temporisa-
teurs et de declencher les evenements lorsque les temporisateurs expirent. Par exemple, la 
figure 7.26 montre la fonction qui actualise les temporisateurs des transactions. Elle utilise 
un iterateur pour parcourir la liste de transactions actives et, pour chacune d'elles, actua-
lise les temporisateurs associes. Lorsqu'un temporisateur expire, un message-evenement est 






nxtFSM = trnxList; 
while( nxtFSM){ 
if(nxtFSM->trar_l) 
if( !--nxtFSM->tmr_l ) 
erTrnsNewEvnt(erTEvFIRED_TMR_l, 
if(nxtFSM->trar_2) 
if( !--nxtFSM->tmr_2 ) 
erTrnsNewEvnt(erTEvFIRED_TMR_2, 
if(nxtFSM->trar_3) 
if( !--nxtFSM->tmr_3 ) 
erTrnsNewEvnt(erTEvFIRED TMR 3, 
if(nxtFSM->tmr_4) 
iff !--nxtFSM->tmr_4 ) 
erTrnsNewEvnt(erTEvFIRED_TMR_4, 





































Figure 7.26: Fonction d'actualisation des temporisateurs des machines a etats finis 
Cette solution presente des avantages face a l'alternative d'utiliser des objets temporisateurs 
de caractere general. En premier lieu, le code final est plus compact, car on profite des 
caracteristiques communes des groupes de temporisateurs. En deuxieme lieu, les schemas 
d'exclusion mutuelle deviennent plus simples et economiques en termes de ressources du 
systeme d'exploitation. En troisieme lieu, les temporisateurs peuvent etre embarques dans 
les structures qui les utilisent et, en plus d'etre crees et detruits automatiquement avec 
elles, ils deviennent susceptibles d'etre traites en lots (<zbatch processings). 
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7.11 Gestionnaire d'evenements 
L'implantation de SIP congue dans ce projet requiert plusieurs taches. Pour son fonctionne-
ment, ces taches doivent se synchroniser et eehanger des informations. Cette problematique 
a ete resolue a l'aide des files d'attente de messages-evenements (event message queues). 
Cette approche rend possible la communication asynchrone entre des taches et synchronise 
leur fonctionnement avec l'occurrence des evenements pertinents. 
Le gestionnaire de messages evenements utilise dans la pile SIP a ete congu specifiquement 
pour cette application. Les fondements de cette decision sont mentionnes un peu plus loin 
dans cette section. Sa conception a ete faite en deux niveaux. Le niveau le plus bas cor-
respond aux fonctions generiques pour la gestion de la file d'attente alors que le niveau le 
plus haut est forme d'une «fagade» embarquee dans chaque module utilisateur, qui per-
sonnalise les types d'evenements et permet une meilleure gestion des erreurs. La figure 7.27 
montre les structures utilisees pour la definition d'evenements et par le controle de chaque 
file d'attente. 
II faut dire qu'une solution alternative aurait ete d'utiliser le service de -^Message Queue», 
fourni par MicroC/OS-II. Cependant, et selon le point de vue de l'auteur, l'approche prise 
presente des avantages, car elle permet de profiter de certaines caracteristiques particulieres 
de l'application. Par contre, une solution generate, telle que celle fournie par MicroC/OS-II, 
est congue pour etre appliquee dans le cas plus general tout en rendant le temps d'execution 
predictible. Parmi les facteurs considered qui justifient cette decision, on peut mentionner 
les suivants : 
• La taille des messages est fixe et connue. Ainsi, la file d'attente peut etre implementee 
avec une table de structures d'evenements plutot qu'avec une table de pointeurs, en 
economisant un niveau d'indirection. 
• Le style de conception de cette pile SIP priorise la reduction de la taille de l'application 
face a la vitesse d'execution. Ce fait, qui s'ajoute a la connaissance a priori de certaines 
caracteristiques de l'application, permet de simplifier la conception du gestionnaire. 
Le cout, par contre, est une certaine perte de generality. 
• Le travail necessaire pour la conception du gestionnaire est comparable a celui requis 
pour la conception de la couche d'abstraction et les adaptations requises par -^Message 
Queue». 
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Figure 7.27: Definition des structures d'evenements et de controle de la file d'attente 
7.12 Conclusion 
La conception de cette pile SIP a demande un travail considerable. Elle compte plus de 
10000 lignes de code source et de nombreuses heures investies sur des taches complemen-
taires toujours presentes lors de la conception des systemes embarques. Mais cet effort a 
ete bien recompense par les resultats obtenus. La taille du code compile reste en dessous de 
75 K-octets pour l'architecture ARM. Une valeur qui, meme en considerant les parties qui 
restent a implementer, reste plus qu'interessante pour ce type d'implantation sur systeme 
embarque. 
Parmi les sujets qui restent a completer, le support de TCP dans la couche de transport et 
la gestion du protocole SDP sont les plus prioritaires et ils devront etre incorpores parmi 
les premieres iterations. 
En resume, il reste encore beaucoup de travail a faire. Cependant, la pile SIP congue dans 
cette partie du pro jet se presente eomme une option tres interessante et avec beaucoup de 
potentiel a l'heure d'utiliser SIP sur des systemes embarques. 
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La mise en oeuvre des applications temps reel presente toujours des defis particuliers ou 
Tefficacite et la vitesse d'execution jouent un role central. De plus, dans le cas des appli-
cations audio, les defauts de conception et le manque de qualite sont rapidement pergus 
par les utilisateurs. Ainsi, une conception soignee s'impose afin d'arriver a des resultats qui 
soient au dessus du seuil d'acceptability. Lorsqu'il s'agit de la conception d'une librairie de 
base, le contexte est plus restreint encore, en ajoutant de fortes conditions sur la versatility, 
l'extensibilite et la robustesse. 
Ce chapitre decrit l'implementation du protocole RTP fait dans le cadre du projet, en expli-
quant avec detail, tous les points qui ont merite plus d'attention, tel que 1'implementation 
du tampon anti-gigue, par exemple. Comme d'habitude lorsqu'on travaille avec des systemes 
embarques, une bonne quantite de travail additionnel a ete necessaire afin de batir des mo-
dules complementaires requis par le protocole RTP, tels quels les pilotes de bas niveau pour 
la capture et la restitution audio. 
Dans la premiere partie de ce chapitre, on fait une analyse plutot generate de la mise en 
ceuvre du RTP. La deuxieme partie revient sur les objectifs et la portee imposes au projet. 
La troisieme et la quatrieme parties donnent une description detaillee de l'emetteur et du 
recepteur. Finalement, dans la conclusion, sont rnentionnes les resultats observes, en faisant 
un bilan de cette partie du projet. 
8.1 Analyse de la mise en ceuvre du protocole RTP 
La figure 8.1 montre un possible schema-bloc illustrant les processus de transmission et de 
reception d'audio temps reel avec le protocole RTP. En restant dans la generality, un codec 
G.729 fut choisi pour exemple. La partie superieure represente l'emetteur, celle inferieure, 
le recepteur. Le diagramme est divise en trois zones, ou chacune d'elles correspond a un 
ensemble de fonctions qui, dans le cas de systemes d'exploitation multitache, sont typi-
quement executees dans des taches ou fils d'execution (threads) separes et synchronises 
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avec des evenements differents. Les sections suivantes decrivent les caracteristiques les plus 
importantes de chaque bloc. 
8.1.1 Comportement d'un emetteur RTP 
La fonction de l'emetteur, exprimee en termes tres generaux, est de capturer l'information 
audio, de l'encoder dans un format plus compresse, de generer les paquets RTP et de les 
transmettre. Eventuellernent, l'emetteur peut modifier son comportement a la demande 
du destinataire. Par exemple, il peut changer le codec ou prendre des mesures en cas de 
congestion. 
Le signal audio provenant du microphone, ou d'une autre source externe, est echantillonne 
et capture dans un des tampons de capture. Ceux-ci regroupent les echantillons dans des 
blocs, appeles trames, afin de simplifier le traitement posterieur. La taille des trames est 
habituellement specifiee par sa duree equivalente exprimee en millisecondes, car cela permet 
d'etablir une liaison plus directe avec les retards du traitement et du stockage dans les 
tampons. Typiquement, les echantillons sont encodes en utilisant une echelle lineaire de 16 
bits et prises au rythme de 8000 echantillons par seconde. 
Les trames disponibles a la boucle de capture sont traitees par les algorithmes de detection 
de silences et ensuite par le codec, qui genere des trames compressees. Pour une implementa-
tion donnee, il y a une variete de codecs disponibles avec differents niveaux de compression 
et de complexity. Celui qui sera utilise dans une session donnee est determine dans la phase 
de negotiation avec l'autre terminal. Mais il peut changer dynamiquement. Pour chaque 
trame, le systeme choisira le codec plus approprie pour le type de signal a encoder parmi 
ceux qui sont disponibles aux extremes emetteur et recepteur. Dans la pratique, ce choix 
ne se produit qu'entre deux types de codecs, un plus adapte a la compression de la parole 
et l'autre pour d'autres types de signaux. Par exemple, pendant que le signal a compresser 
est la parole, le systeme peut utiliser un codec G.729, mais si dans un moment donnee, une 
signalisation DTMF est envoyee, il faudra changer vers un codec a G.726, car G.729 est 
incapable de gerer ces types de signaux adequatement. Les facteurs de compression sont 
souvent tres importants. Par exemple, la taille d'une trame de 10 ms avec des echantillons 
de 16 bits est de 160 octets, mais d'apres la codification G.729 elle ne prend que 10 octets. 
L'etape suivante est d'encapsuler les trames compressees dans des paquets RTP. Dans ce 
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paquet peut inclure plus d'une trame. Par exemple, pour le codec G.729, chaque paquet 
inclut deux trames. La tache d'amasser les trames, en attendant que le nombre specifie soit 
atteint, est accomplie par les tampons de paquetisation. 
Finalement, le module de transport est charge d'envoyer les paquets vers le(s) destina-
taire(s) en utilisant le protocole UDP. L'emetteur est aussi responsable de generer perio-
diquement des rapports d'information d'etat et de synchronisation. 
8.1.2 Comportement d'un recepteur RTP 
Le fonctionnement du recepteur est decrit en termes de fonctions qui realisent des operations 
complementaires a celles de l'emetteur, mais en incorporant des mecanismes pour compen-
ser les effets derives du transit des paquets par le reseau (pertes, delais, duplications, etc.). 
La premiere etape du processus de reception est celle de collecter les paquets RTP. Avant 
que les paquets provenant d'une source determined soient acceptes par la pile, la source doit 
etre validee en suivant une procedure specifique definie dans le RFC 3550 (Schulzrinne et al., 
2003). Des structures de controle et des tampons anti-gigue sont crees dynamiquement pour 
chaque source RTP qui a ete validee. 
Dans une deuxieme etape, les paquets acceptes sont decortiques arm d'analyser l'infor-
mation de sequence, de temporisation, ainsi que l'origine du paquet. En meme temps, 
rinformation statistique qui sera reportee a l'emetteur est generee. 
La troisieme etape consiste a envoyer les paquets vers le tampon anti-gigue correspondant. 
Normalement, ces tampons-ci contiennent un nombre minimum de paquets qui leur per-
mettent de compenser les variations dans leur rythme d'arrivee. Dans certains cas, ils ont 
un comportement adaptatif, en controlant le delai qu'ils introduisent en fonction de la gigue 
estimee. C'est la strategie utilisee dans le present projet. 
A continuation, le decodeur prend les trames des tampons anti-gigue a un rythme regulier 
pour les decompresser. Lorsqu'il y a plus d'un not simultane, le melangeur permet de 
combiner rinformation audio provenant des differentes sources. Le tampon de reproduction 
sert a adapter les flots audio. Son inclusion ou non dependra de chaque implantation. 
Finalement, la boucle de restitution est chargee de faire la conversion numerique-analogique 
dans le but de recuperer le signal audio. Similairement a la boucle de capture, elle travaille 
en alternant l'utilisation de deux tampons. 
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II est evident que le processus de reception est plus complexe que celui de transmission. 
L'origine de cette complexity se trouve dans le fait que c'est le recepteur qui doit traiter 
les erreurs et compenser les incertitudes ajoutees apres le transit des paquets sur le reseau. 
8.1.3 Temporisation et synchronisation des taches dans RTP 
A la difference de ce qui arrive avec le protocole SIP, dans RTP la temporisation joue un 
role central. La duree de la trame determine l'intervalle de temps dans lequel toutes les 
taches accomplies par l'emetteur ainsi que par le recepteur doivent etre achevees. Dans 
la figure 8.1, les blocs sont regroupes en trois zones. Chacune d'elles correspondant a une 
source de synchronisation differente. 
La zone 1, associee a l'emetteur, est synchronised avec la generation des trames par la boucle 
de capture. Chaque fois que cette derniere rend disponible une nouvelle trame, il faut la 
traiter et la transmettre le plus rapidement possible arm d'eviter des pertes de temps inutiles 
qui contribueront a la latence. Comme reference, on peut prendre des valeurs typiques de 
10 a 20 millisecondes pour l'intervalle qui s'ecoule entre la generation de deux trames, 
dependamment du codec choisi. La zone 2 regroupe les fonctions liees a la reception, la 
validation et l'acheminement interne des paquets RTP. Son fonctionnement est synchronise 
avec l'arrivee des paquets. Les tampons de reception anti-gigue etablissent la liaison entre 
le fonctionnement des zones 2 et 3. 
Par ailleurs, le recepteur doit fournir des trames au convertisseur numerique-analogique de 
fagon reguliere. Cette condition determine une autre zone qui doit operer a la demande 
du processus de conversion et etre synchronise avec lui. C'est la zone 3. Dans la pratique, 
lorsqu'on travaille avec des systemes d'exploitation multitaches, les fonctions comprises 
dans chaque zone sont accomplies par des taches separees. C'est l'approche choisie pour ce 
projet. L'acces concurrent des fonctions des zones 2 et 3 aux tampons anti-gigue demande 
l'emploi de semaphores du type mutex. 
8.2 Architecture 
Dans la figure 8.2 on retrouve un schema-bloc qui decrit 1'architecture de la pile RTP. Les 
objectifs de la plupart des blocs ont ete expliques pendant la description des processus de 
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Figure 8.2: Architecture de la pile RTP 
reception et de transmission. La figure met en evidence la couche de Session, qui implemente 
l'API de la pile. 
8.3 Transmission 
8.3.1 Boucle de capture audio 
Le module de capture audio est responsable de prendre la sortie d'une source externe, par 
exemple un microphone, la numeriser avec un format de 16 bits et la rendre disponible au 
codeur afin de la compresser. 
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Convertisseur 













Figure 8.3: Capture audio 
A la figure 8.3, on observe la structure utilisee. L'entree audio est numerisee en 16 bits par 
le convertisseur. Deux tampons sont utilises. C'est-a-dire que pendant que les echantillons 
sont inseres dans un des deux tampons par un dispositif d'acces direct a la memoire, le 
DMA (Direct Memory Acces), le codeur traite les donnees dans l'autre. Le premier est 
appele tampon actif et lorsqu'il devient plein, le DMA genere une interruption qui permet 
a la logique de controle de commuter le tampon actif et de signaler un semaphore afin de 
declencher le fonctionnement de 1'emetteur. 
L'implementation de ce module est tres dependante de la couche materielle sous-jacente. 
La definition d'un ensemble simple de fonctions d'interface (API) a permis d'isoler cette 
couche et ses pilotes de bas niveau. Les fonctions de capture comprises dans cet API sont 
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Figure 8.4: API du pilote de capture audio 
Toutes les fonctions en relation avec la capture de l'audio ont le prefixe «inChnnl». II a 
ete considere comme acquis qu'il est possible d'echantillonner une signal audio avec une 
resolution de 16 bits, aux vitesses demandees en utilisant le DMA avec des interruptions. 
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La fonction inChnnllnit() permet d'initialiser le systeme de capture. Elle prend comme ar-
guments la vitesse d'echantillonnage, la taille des tampons et un pointeur vers une fonction 
de rappel (callback), qui sera appelee chaque fois que le remplissage de chaque tampon de 
capture est complete. Afin de simplifier, il a ete suppose que la conversion est toujours faite 
avec 16 bits, ainsi la taille des echantillons peut etre exclue de la liste d'arguments. La 
taille des tampons de capture est definie a partir des besoins particuliers de chaque codec 
et elle est exprimee en echantillons. Le pointeur onBufDone permet d'appeler une fonction 
de rappel afin de synchroniser le fonctionnement du transmetteur RTP. Chaque fois qu'une 
nouvelle trame est prete, cette fonction est appelee pour signaler un semaphore afin de 
declencher l'execution de la tache de transmission, qui englobe le traitement de trames et 
l'envoi des paquets RTP. 
La fonction inChnnlResetQ reinitialise le pilote de capture audio a ses valeurs par defaut et 
inCnnlClrBuf() remplit les tampons de capture avec des zeros. Les fonctions inChnnlStart() 
et inChnnlStop() permettent de demarrer et d'arreter le processus de capture audio. 
Finalement, les fonctions inChnnlNxtBuf() et inChnnlBuflnUse() informent quel est le tampon 
de capture qui est disponible pour traitement et lequel est en train d'etre rempli par le 
convertisseur. Les pilotes de bas niveau pour les deux plateformes materielles. la carte 
Zoom et la carte CerfPDA, utilisees ont ete developpees en accord avec ce modele. 
La plupart des elements de temporisation utilises pour RTP sont relatifs a la periode 
d'echantillonnage. Ceci a amene l'idee de generer la temporisation requise directement a 
partir du sous-systeme de capture audio. 
void iniSampleTirae(INT3 2U iniVal); 
INT32U getSampleTime(void); 
INT32U getCurrentSTime(void); 
Figure 8.5: Fonctions de temporisation 
les prototypes des fonctions de temporisation sont montres dans la figure 8.5. La fonc-
tion iniSampleTime() permet d'initialiser le compteur du systeme de temporisation avec 
une valeur aleatoire, comme demande pour RTP. La valeur retournee par la fonction 
getSampleTime() indique le moment correspondant a la prise du premier echantillon de 
la trame. Finalement, la fonction getCurrentSTimeQ retourne le temps courant. 
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8.3.2 Compression audio et generation des paquets RTP 
Lorsqu'une trame devient disponible, elle est traitee par le codeur, qui est le charge de la 
compresser. La sortie du codec reste dans le tampon outBuf afin d'ajouter l'en-tete RTP. 
Comme cette implementation n'est destinee qu'a etre employee sur des agents utilisateur 
(UA), l'en-tete n'inclut pas des -^contribution sources^ et sa taille sera fixe et egale a 12 
octets. Ceci permet de prevoir sa place au moment d'allouer le tampon en evitant des 
mouvements de donnees. 
Le codeur RTP est appele une seule fois par paquet : apres la generation de la premiere 
trame incluse. II ajoute la version, le type de codeur, l'identification de la source (SSRC), 
le numero de sequence et le timestamp. 
8.3.3 Paquetisation et Transmission 
Le RFC 3551 (Schulzrinne and Casper, 2003) recommande que les codecs audio bases sur des 
trames, doivent etre capables d'encoder et de decoder plusieurs trames consecutives dans 
un meme paquet. Dans le projet, cette caracteristique a ete implemented en incorporant 
une variable qui determine le nombre de trames a regrouper dans un meme paquet. La 
valeur par defaut est definie dans la structure de definition des codecs, mais il est possible 
de la modifier dynamiquement si necessaire. Evidemment, pour les codecs bases sur des 
echantillons, tels que G.711, cette variable doit rester toujours a 1. Une fois que le nombre 
de trames par paquet specifie est atteint, le paquet est passe a la couche de transmission 
afin de l'envoyer vers la destination en utilisant le protocole UDP / IP. 
8.4 Reception 
La section de reception est divisee en deux grandes parties qui, dans le contexte d'un 
systeme d'exploitation multitache, sont exeeutees dans des taches separees. D'un cote, on 
a l'ensemble des modules charges de la capture et de la validation des paquets RTP. A 
ce point, tout le traitement est fait au niveau de paquets, en faisant abstraction du type 
de codec. D'un autre cote, on trouve les modules charges du decodage et de la restitution 
audio, ou le travail est fait plutot au niveau des trames. Les liaisons entre ces deux parties 
sont etablies par les tampons anti-gigue, qui jouent un role tres important dans cette 
implementation. 
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En principe, les tampons anti-gigue doivent accomplir deux fonctions principales. La pre-
miere est celle d'eliminer ou de reduire l'effet de la gigue, c'est-a-dire d'adapter le traitement 
fait selon le rythme irregulier d'arrivee des paquets au fonctionnement synchrone impose 
par la conversion numerique a analogique. Ann d'optimiser le point de travail, les tampons 
ont un comportement adaptatif. La deuxieme fonction est d'adapter le mode de travail 
par paquets, associe aux fonctions de reception, au traitement par trames de la partie de 
decodage et restitution audio. 
Les sections suivantes sont destinees a presenter, de maniere detaillee, une description de 
chacun des modules de reception. 
8.4.1 Reception et traitement des paquets RTP 
Comme on l'a deja mentionne dans l'analyse de l'architecture generate, la reception et 
le traitement des paquets RTP sont faits dans une tache specifique dont 1'execution est 
synchronisee avec l'arrivee des paquets RTP. La sequence d'operations accomplies comprend 
les etapes suivantes : 
1. Capture des paquets RTP 
2. Validation des paquets 
3. Validation de la source 
4. Controle de la sequence 
5. Estimation de la gigue 
6. Generation d'information pour le protocole RTCP 
7. Insertion des paquets dans les tampons anti-gigue 
8. Controle du fonctionnement adaptatif des tampons anti-gigue 
II s'ensuit une breve description de chaque chaque etape. 
8.4.2 Capture des paquets RTP 
Comme il a deja ete remarque, cette implementation ne supporte que UDP pour le transport 
des paquets RTP. Ainsi, la reception est faite en appelant la fonction recvfrom() en mode 
bloquant avec temporisation (timeout). De cette maniere, l'execution de la tache reste 
synchronisee avec l'arrivee des paquets. 
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La route suivie par les paquets peut traverser differentes entites RTP, telles que melangeurs, 
traducteurs et passerelles. Ceux-ci vont masquer les adresses IP d'origine, qui, en conse-
quence, n'apportent pas une indication fiable de Tidentite de la source. Pour cette raison, 
l'adresse IP d'origine n'est pas retenue et seuls le contenu du paquet RTP et sa taille sont 
passes aux modules de validation. 
8.4.3 Validation des paquets et de la source 
A l'arrivee d'un paquet, la premiere etape consiste a le decoder tout en faisant quelques 
verifications simples afin d'ecarter ceux non conformes avec RTP. Les differents composants 
de l'en-tete RTP sont copies dans une structure montree dans la figure 8.6 Afin de calculer 
la gigue, le moment de l'arrivee est enregistre dans la variable arrival. Aux fins de RTP, le 























/* packet lenght 
/* buffer for rtp packet reception 
/* pointer to the rtp payload 
/* marker flag 
/* payload lenght 
/* payload type 
/* sequence number (16 bits) 
/* time stamp 
/* relative arrival time 











Figure 8.6: Structure contenant des paquets arrives 
La deuxieme etape correspond a la validation de la source. Chaque fois qu'un paquet 
provenant d'une nouvelle source est regu, le systeme de reception cree une structure et 
l'ajoute a une liste de sources. Avant d'acheminer ces paquets vers d'autres modules, il faut 
verifier leur origine en validant sa source. La procedure de validation consiste a atteindre la 
reception d'une succession de paquets, provenant de la source a eonfirmer, avec des numeros 
de sequence consecutifs. La longueur de la serie est predeterminee et elle est un compromis 
entre la fiabilite de la validation et le delai introduit. Ce mode de fonctionnement du systeme 
de reception est appele probation. Les paquets regus dans ce mode sont ignores et ils ne 
sont pas passes au decodeur. Un mecanisme de timeout permet d'eliminer les sources qui 
n'arrivent pas a etres validees. L'implementation de cette partie suit le code exemple qui 
se trouve dans l'appendice 'A' du RFC 3550 (Schulzrinne et al., 2003). 
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8.4.4 Controle de la sequence 
Le numero de sequence qui voyage avec un paquet RTP n'a que 16 bits. Ainsi, dans l'hy-
pothese que les paquets sont generes a un rythme de 50 paquets par seconde, il va boucler 
chaque 22 minutes approximativement. Afin de simplifier les operations internes, le numero 
de sequence est etendu a 32 bits. 
Etant donne que les paquets peuvent arriver de maniere desordonnee, la procedure d'ex-
tension du numero de sequence n'est pas evidente. Un premier niveau de filtrage permet 
d'ecarter les paquets qui ne sont pas «en sequencer A ce propos, deux «fenetres d'accep-
tation» sont definies : MAX_DISORDER qui s'etend vers l'arriere du paquet recu avec 
le numero de sequence plus haut et M A X _ D R O P O U T qui s'etend vers l'avant. Des va-
leurs de 100 et de 3000 respectivement sont suggerees par le RFC 3550 (Schulzrinne et al., 
2003). Elles representent une tolerance de 2 secondes pour les paquets hors ordre et de 1 
minute pour les interruptions du flux. Par ailleurs, l'arrivee de 2 paquets hors sequence 
consecutifs est consideree comme le debut d'une nouvelle sequence, en prenant l'hypothese 
que la source a ete reinitialisee. 
8.4.5 Est imation de la gigue 
L'estimation de la gigue a deux utilites : en premier lieu, la gigue est reportee a l'emetteur 
dans les rapports de reception de RTCP. En deuxieme lieu, elle est consideree pour etablir 
le point de travail des tampons anti-gigue. 
L'algorithme pour l'estimation suit la procedure generale suggeree dans l'appendice A du 
RFC 3550 (Schulzrinne et al., 2003). Le temps de transit relatif des paquets est calcule 
comme la difference entre le temps d'arrivee et le timestamp des paquets. Comme l'horloge 
locale n'est pas synchroniser avec celle de la source, le temps de transit ne peut etre calcule 
que d'une maniere relative, en incluant un certain decalage. Cela n'est pas cependant un 
probleme parce que la gigue se calcule a partir de la difference des temps de transit des 
paquets consecutifs, done ce decalage s'annule. Ainsi, en appelant deltacette difference, la 
gigue se calcule a partir de : 
transit = arrivalTime — timestamp (8.1) 
delta = transitn — transitn-\ (8.2) 
15 1 
jittern = —jittern-i + —delta (8.3) 
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L'equation 8.3 correspond a une approximation de la moyenne mobile calculee a partir des 
dernieres 16 valeurs de delta. 
L'exactitude de l'estimation de la gigue est un facteur important. Plusieurs algorithmes 
ont ete proposes afin de l'ameliorer. En particulier, le calcul de la gigue de phase, soit la 
difference entre le temps d'arrivee d'un paquet et le temps auquel il etait attendu, donne 
des resultats plus precis. Un autre point qui merite d'etre considere est la detection et le 
traitement des valeurs de pointe (spikes) car elles peuvent deplacer la moyenne significati-
vement et modifier le point de travail du recepteur. Ces ameliorations sont hors de la portee 
du present projet et elles pourraient etre incorporees dans des versions futures. 
8.4.6 Tampons anti-gigue 
Led tampond anti-gigue sont des elements de grande importance dans l'architecture du 
recepteur. Leur principale fonction est d'enlever la gigue tout en introduisant des retards 
les plus petits possibles pour un certain niveau de perte des paquets. lis etablissent la 
liaison entre la section de capture et de traitement des paquets RTP et celle de decodage 
et restitution audio. Les tampons anti-gigue sont crees en correspondance avec les sources 
actives, autrement dit, il y a un tampon pour chaque source des paquets RTP. 
En plus de leur fonction primaire, qui est d'offrir un flux regulier de trames au decodeur, 
ces tampons permettent d'adapter le mode de traitement par paquets utilises dans la partie 
de reception, au mode de traitement par trames utilise dans la section de decodage et de 
restitution audio. 
• O D ••••*•*•* 
Paquets atrivent 
irregulierement 
Tampon anti -gigue 
NUU*-M h-M K M H - l 1 
Liste de paquets ordonnee selon le 
numero de sequence 
=$>=>!=£ Ul l l l 
Trames sortent a 
un rythme regulier 
Figure 8.7: Fonctionnement du tampon anti-gigue 
Le diagramme de la figure 8.7 illustre le fonctionnement du tampon anti-gigue. Des pa-
quets qui arrivent de maniere irreguliere et, peut-etre, desordonnee sont ajoutes a une liste 
chainee, ou ils sont ordonnes selon leur numero de sequence. La-tete de la liste correspond 
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au paquet le plus ancien et qui est en train d'etre decode. La longueur maximale de la liste 
est definie par une variable qui permet d'etablir une <fenetre d'acceptation» des paquets. 
Ceux qui arrivent trop tard ou trop tot sont ecartes. 
Le tampon anti-gigue introduit un retard equivalent au temps de restitution audio des 
paquets qui y sont contenus. Avec le but de minimiser ce retard, le controleur du tampon a 
un comportement adaptatif, en modifiant le point de travail en fonction de la gigue estimee. 
8.4.7 Structures du tampon anti-gigue 
L'ensemble des variables qui determinent l'etat du tampon est regroupe dans la structure 






















































current level [tSatnples] 
current threshold level [tSamples] 
average level (x 32) [tSamples] 
minimun threshold level [tSamples] 
maximun threshold level [tSamples] 
current level compensation term 
estimate jitter [tSamples] 
jitter buffer stat: [RUNNING, PRBUFRING] 
maximun number of packet buffers 
current number of packet buffers 
last sequence number passed to codec 
total number of frames processed 
dropped packet count 
missing packet count 
parameter update counter 
jitter buffer mutex 


















Figure 8.8: Structure du tampon antigigue 
Voici une definition des principaux elements de la structure : 
- curlevel : temps equivalent des paquets stockes dans le tampon en prenant comme unite 
la periode d'echantillonnage. 
- thresholdlvl : niveau de seuil utilise pour passer en mode de fonctionnement normal. II 
est calcule dynamiquement en fonction de la gigue et du niveau moyen. 
- averagelvl : moyenne mobile de curlevel sur ses 32 dernieres valeurs. 
- minlevel, maxlevel : valeur minimale et maximale admissible pour thresholdlvl. 
- updateCount : frequence d'actualisation des parametres du tampon. 
- jblist : liste ordonnee de paquets RTP. 
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Dans le tampon, les paquets RTP restent dans une file d'attente. lis sont organises dans une 
liste chainee ordonnee grace a leur numero de sequence. La figure 8.9 montre la structure 
utilisee comme maillon de la liste. Ici, certaines variables meritent une mention speciale : 
struct jbBufList { 









typedef struct jbBufList jbBufList_t ,• 
/* list pointer 
/* packet payload type 
/* packet payload size 
/* extended sequence number 
/* tiraestamp 
/* arrival time 
/* frame start offset 









Figure 8.9: Structure du maillon du tampon anti-gigue 
- payload : type de charge utile en accord avec RFC 3551 (Schulzrinne and Casper, 2003). 
Elle permet de selectionner le bon decodeur. 
- arrivalT : temps d'arrivee du paquet mesure de maniere relative par une horloge locale. 
Elle sert a calculer durant combien de temps le dernier paquet insere est reste dans le 
tampon avant que le decodeur demande la prochaine trame. 
- frameOffset : debut de la prochaine trame dans le tampon. Elle permet de separer la 
charge utile dans les trames in situ, en evitant des mouvements de donnees. 
8.4.8 Description de l'operation 
Le comportement du tampon change selon son etat. Deux modes de fonctionnement sont 
definis : le mode d'emmagasinage et le mode normal. Le premier est selectionne lorsque le 
tampon est initialise ou bien quand il devient vide. 
Pendant le mode d'emmagasinage, le tampon regoit et accumule des trames RTP mais il 
refuse toutes les demandes d'extraction. Ce mode persiste jusqu'a ce que le delai equivalent 
aux trames stockees depasse un seuil preetabli donne par thresholdlvl. De cette fagon, lorsque 
le tampon passe en mode d'operation normale, il contient deja un certain nombre de paquets 
(et de trames) accumules. 
Une fois dans le mode normal, le tampon accepte les demandes d'extraction de trames 
qui sont faites, a un rythme regulier, par le decodeur. Le temps equivalent aux trames qui 
restent dans le tampon determine le delai qui sert a compenser la gigue. Des elements de 
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controle permettent de maintenir ce delai au minimum tout en conservant une sortie audio 
de bonne qualite. 
Lorsqu'un nouveau paquet est disponible pour etre insere dans le tampon, un nouveau 
maillon contenant l'information du paquet est eree. Puis, le maillon est insere dans la liste. 
A cet effet, il faut determiner si le paquet est dans la fenetre d'acceptation du tampon ou 
si, par contre, il est arrive trop tard ou trop tot. Cette fenetre est definie a partir du numero 
de sequence du paquet qui se trouve dans la tete de la liste et de la longueur maximale de 
la liste. Ainsi, la condition d'acceptation peut etre exprimee comme : 
NumSeqTete < NumSeq < (NumSeqTete 4- LongueurMaximaleListe) (8.4) 
La justification est simple : la tete de la liste correspond au paquet qui est en train d'etre 
decode. Si le numero de sequence du paquet arrivant est inferieur a celui de la tete, alors 
le moment pour le restituer est deja passe, le paquet a ete compte comme disparu et 
substitue. En consequence, il ne sera plus utile. La deuxieme condition decoule simplement 
de considerer le maximum du nombre de paquets qui peuvent rester dans la liste a un 
moment donne. 
La condition d'acceptation peut etre simplifiee un peu plus. Si on considere que les numeros 
de sequence sont definis comme des entiers sans signe, elle peut s'exprimer comme : 
NumSeq — NumSeqTete < Longueur MaximaleListe (8.5) 
Si la condition d'acceptation est satisfaite, le paquet est alors ajoute a la liste en faisant 
attention a ce qu'il ne s'agisse pas d'une repetition. L'algorithme d'insertion est plutot 
simple en partant du fait que, dans une application normale, le nombre de maillons de la 
liste sera toujours petit (inferieur a 5 ou 6 paquets). 
8.4.9 Calcul du niveau instantane du tampon anti-gigue 
La finalite du tampon est d'eliminer l'effet de la gigue afin d'obtenir une sortie audio de qua-
lite acceptable. Ainsi, il accumule un certain nombre de trames ce qui lui donne un certain 
temps de garde ou de protection. Afin d'etablir correctement le point de fonctionnement 
du tampon, il est important de mesurer ce niveau. 
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Une premiere approximation serait simplement de prendre le nombre de maillons dans 
la liste comme une valeur representative du niveau du tampon etant donne que chacun 
contient un paquet. Le probleme que presente cette methode est que la conception du 
recepteur ne peut pas se baser sur l'hypothese que la duree du paquet est de 20 ms, meme 
si celle-ci est la valeur la plus frequente. Ainsi, la determination du temps equivalente devra 
se faire en considerant le type de codec et le nombre des trames pour chaque paquet. 
La solution choisie est de calculer le niveau du tampon en utilisant les timestamps. Elle 
permet d'arriver a des resultats plus precis tout en faisant abstraction du type de codec et 
avec un niveau de complexite raisonnablement bas. 
Pour deux paquets consecutifs, le temps equivalent du premier est egal a la difference 
entre ses timestamps. Ainsi, si dans la file d'attente il y a n paquets consecutifs, le temps 
equivalent des n-1 premieres peut se calculer comme la difference entre les timestamps 
du dernier et du premier paquet. Le temps equivalent du dernier paquet doit etre estime. 
Pour le faire, une possibilite est d'assumer que la duree du dernier paquet est egale a celle 
du precedent. Cette hypothese est tout a fait raisonnable a partir du fait que l'emetteur 
ne change pas du type de codec frequemment et, par consequant, il y aura de longues 
sequences des paquets du meme type. Meme, en cas de changement du type de codec ou 
de la taille des paquets, l'erreur sera corrigee a l'arrivee du paquet suivant. Une deuxieme 
possibilite est d'approximer le temps equivalent du dernier paquet par une valeur constante, 
par exemple de 20 ms. Cette methode est un peu moins precise que la precedents, mais 
les resultats sont tres acceptables et sa complexite est mineure. La justification est basee 
sur des considerations d'ordre pratique : la duree equivalente des paquets reste toujours 
limitee. Elle ne peut pas etre trop petite, au risque de generer des congestions, ni trop 
grande, parce que cela provoquerait une augmentation de la granularite de la latence et les 
trous provoques par des paquets perdus deviendraient plus evidents a l'ecoute. 
Pour le calcul du niveau du tampon, il y a certains facteurs de correction qu'il faut 
considered En premier lieu, dans le cas de codifications basees sur des trames, les pa-
quets seront traites partiellement, une trame a la fois jusqu'a les epuiser. En consequence, 
il faut decrementer du niveau du tampon la partie deja traitee du premier paquet. Cette 
correction a ete estimee par la formule (8.6). 
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jbufferLevel— = y^ DefaultPacketTime (8.6) 
Ou n est le nombre de trames du paquet deja traitees. Une fois de plus, l'emploi d'un 
temps par defaut constant perrnet de faire abstraction du type de codeur. La division 
par puissances de 2, malgre l'introduction d'une erreur, simplifie les mathematiques en 
permettant l'utilisation des operations de decalage (shift). II est facile de demontrer que, 
en prenant des valeurs realistes pour la duree des paquets et pour le nombre de trames 









Temps de compensation 
Figure 8.10: Compensation du temps d'arrivee du paquet 
Un dernier facteur de correction considere le temps ecoule entre l'arrivee du dernier paquet 
et le moment de l'extraction de la trame suivante tel que s'illustre dans la figure 8.10. Cette 
correction permet de reduire la granularite dans le calcul du niveau du tampon. 
La formule de correction est la suivante : 
jbufferLevel+ = tempsExtractTrame — tempsArriveeDernierPqt (8.7) 
Le moment d'extraction de la trame suivante et le moment d'arrivee du dernier paquet 
sont, tous les deux, mesures en unites de temps d'echantillon. En consequence, aucune 
conversion d'echelle n'est necessaire. 
8.4.10 Niveau moyen du t ampon 
Afin de reduire l'effet des certains phenomenes, comme des points et des creux dans la 
reception des paquets, il faut calculer la moyenne mobile du niveau du tampon sur les 
dernieres 32 valeurs en utilisant l'equation 8.8. 
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jbAvr9Leveln = jbAvrgLevel^ + ^ ^ ™ e l n _ jbAvrgLevel^ . ^  = ^ ( g g ) 
Selon des observations faites par Colin Perkins (Perkins, 2006), dans de nombreux cas, 
la gigue peut etre considered comme un phenomene aleatoire. L'intervalle entre l'arrivee 
des paquets possede une distribution qui se rapproche de la normale. Dans une premiere 
approximation, la gigue, estimee selon la procedure decrite plus haut, peut alors etre vue 
comme la deviation standard. Ainsi, le taux de paquets ecartes parce qu'ils sont arrives trop 
tard sera inferieur a 2,5% ou 0,5% pour des temps de protection de 2 ou 3 fois superieures 
a la valeur de la gigue, respectivement. 
Pour ce projet, le point de fonctionnement de reference est donne pour la variable threshodllvl 
et il est calcule avec l'equation 8.9. 
, , „ , (jitter * JBLFACTOR) 
thresholdlvl = - (8.9) 
4 
Le facteur JBLFACTOR est un parametre defini a la compilation et sa valeur est un entier 
qui vaut typiquement entre 8 a 12. La division par 4 est implemented avec un decalage a 
gauche. Ainsi, threshodllvl aura une valeur entre deux et trois fois la valeur de la gigue. Les 
variables minlevel et maxlevel contiennent les valeurs minimale et maximale de l'echelle des 
valeurs admissibles pour thresholdlvl. 
Periodiquement, le niveau moyen du tampon est compare avec thresholdlvl. S'il est trop 
eleve, quelques trames seront ecartees graduellement afin de reduire le delai. Si par contre, 
il est plus petit, la correction sera declenchee a partir de la detection de l'increment du 
taux moyen de paquets ecartes pour etre arrives en retard. Une troisieme condition qui 
peut declencher une correction est la detection d'une serie de paquets consecutifs qui sont 
tous arrives en retard. La frequence de l'actualisation des parametres du tampon est aussi 
definie durant la compilation par JB_UPDATE_FRQNCY. 
8.4.11 Extraction des trames 
Les routines de decodage travaillent au niveau des trames. En consequence, il faut identifier 
et separer les trames parmi la charge utile des paquets. Le protocole RTP ne prevoit pas 
des elements pour connaitre le nombre de trames contenues et leur position dans la charge 
121 
CHAPITRE 8. MISE EN CEUVRE DE RTP 
utile. Selon le RFC 3550 (Schulzrinne et a l , 2003), le recepteur doit etre capable de deduire 
cette information a partir de sa connaissance du type de codec. En consequence, dans cette 
implementation, cette tache est deleguee a la fonction qui fait le decodage et les tampons 
anti-gigue incluent des elements qui facilitent cette operation. Le principal avantage de 
cette disposition est qu'elle permet de concentrer tous les traitements qui sont specifiques 
aux codecs, a un seul point dans la reception. Un deuxieme avantage est une reduction des 
operations de mouvement interne des donnees. 
La variable frameOffset indique la position de la prochaine trame a etre traitee pour le 
decodeur par rapport au debut de la charge utile du paquet. Sa valeur est mise a jour a 
partir de l'information retournee pour la fonction de decodage : 
erINT16U (*decode r ) (vo id* inBuf, void* outBuf, erINT16U * s i z e ) ; 
Avant l'appel a la fonction decoder(), la variable pointee par size contient le nombre d'octets 
qui restent dans le paquet. Au retour, elle contiendra le nombre d'octets effectivement 
traites par la fonction de decodage. 
8.4.12 Considerations sur la gestion de la memoire 
Concernant a la gestion de la memoire de donnees, la strategie suivie est de la gerer lo-
calement : toutes les allocations et liberations des blocs de memoire sont faites a l'interne 
du module tampon anti-gigue. Le principal avantage est une simplification importante des 
taches de creation et destruction des maillons de la liste chainee. Le cout a payer est un 
mouvement des donnees additionnel (memcopy) au moment de l'insertion des paquets dans 
le tampon. 
8.4.13 Selection du codec 
Une caracteristique d'un flot RTP est que l'emetteur peut changer la specification du type 
de codec «a la volee> (on the fly) en choisissant lequel s'adapte mieux au type de signal 
transmis. Le recepteur doit selectionner le decodeur approprie a partir de l'information qui 
se trouve dans l'en-tete du paquet. Cette operation est releguee au moment de 1'extrac-
tion de trames du tampon anti-gigue. Chaque fois que la premiere trame d'un paquet est 
demandee par le module de decodage, le systeme compare le schema de codage specifie 
122 
CHAPITRE 8. MISE EN (EUVRE DE RTP 
dans l'en-tete du paquet avec celui du codec courant. S'ils ne se correspondent pas, le 
recepteur selectionne le codec approprie. De cette maniere, le codec courant, celui specifie 
dans le paquet precedent, est pris comme la premiere option, en economisant du temps de 
traitement. 
8.4.14 Compensat ion des paquets manquants 
Lorsqu'un paquet RTP contenant de l'information audio est perdu, le recepteur doit generer 
un remplacement ann de conserver la temporisation du flot. La solution adoptee est de 
repeter la derniere trame valide. La complexity de cette methode n'est qu'un peu plus 
elevee que celle de la methode de remplacement par des trames de silence, mais avec de 
meilleurs resultats. Voir la reference (Perkins, 2006). 
A cet effet, une fois que la trame est deeodee, elle est copiee dans un tampon en prevision 
d'une possible substitution a la trame suivante. En exploitant des particularity de l'imple-
mentation, il est possible de faire certaines economies sur le traitement. En premier lieu, 
dans les cas ou plusieurs trames sont encodees dans le meme paquet, il ne faut sauvegarder 
que la derniere trame de l'ensemble. En deuxieme lieu, le tampon anti-gigue permet de 
connaitre a l'avance si le paquet suivant est deja disponible. Dans ce cas-ci, la copie n'est 
pas necessaire. 
8.4.15 Melangeur 
Lorsqu'il faut jouer l'audio provenant de plusieurs sources (RTP ou locales) on doit les 
melanger en faisant l'addition saturee des echantillons. Ce module a ete considere hors de 
la portee du projet et il pourrait etre implement*; dans des revisions futures. 
8.4.16 Boucle de rest i tut ion audio 
La restitution audio constitue le dernier maillon de la chaine. Son fonctionnement est 
complementaire a celui de la capture audio. Etant executee dans une tache separee, elle 
utilise aussi deux tampons. Pendant qu'un d'eux est rempli pour le decodeur, l'autre est 
vide pour le DMA associe au convertisseur numerique a analogique. 
D'habitude, les boucles de capture et de restitution audio ont chacun sa propre source 
de synchronisation. Cependant, dans ce projet, on a choisi de les unifier. Cela est rendu 
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possible par le fait que toutes les deux operent au meme rythme avec un certain decalage du 
temps. La synchronisation de la capture et de la reproduction equivaut a fixer la valeur de ce 
decalage. L'avantage de cette strategie est une reduction du temps d'execution pendant les 
interruptions generees pour les DMA. Par contre, elle introduit un delai moyen equivalent 
a la moitie de la duree d'une trame. De plus, on renonce a l'utilisation des mecanismes 
de controle fin du point de restitution. Cependant, cette caracteristique serait facilement 
incorporable dans une revision future. 
8.5 Codeurs audio 
Le nombre et le type de codeurs audio inclus varient selon l'application. La definition d'une 
interface commune permet de systematiser l'appel aux fonctions liees au codec. Chaque 
codeur doit etre code separement et toutes les caracteristiques pertinentes pour le systeme 


























maxRxf rame s i z e; 
frame4pckt; 


























encoding type: sample/frame based 
payload type acording to RFC 3 551 
number of bits/sample 
sample rate 
audio (uncoded) frame size [sampl] 
network (coded) frame size [bytes] 
max possible rx frame size [bytes] 
frames per packet 
pointer to the decoder function 
pointer to the encoder function 
pointer to the init function 















Figure 8.11: Structure de specification d'un codec 
Les pointeurs decoder, encoder, init et onSilence donnent l'acces aux fonctions de 1'interface. 
Chaque codeur doit inclure la definition de cette structure avec ses valeurs par defaut. 
Pendant la procedure d'initialisation, les structures seront inserees dans une liste geree par 
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le gestionnaire de codeurs. Par exemple, la figure 8.12 montre le code pour enregistrer le 
G.711A. 
8.5.1 Addition d'autres types de codecs 
Seuls les codecs G.711 sont disponibles dans l'implementation presente, cependant l'addi-
tion d'autres codecs est un processus simple. 
La premiere etape consiste a definir le codec dans un ou plusieurs fichiers independants. 
II doit inclure les fonctions decoder(), encoder(), init() et onSilence(), qui constituent son 
interface publique. 
La deuxieme etape consiste a definir une structure erCodecSpect, qui englobe les caracte-
ristiques du codec afin de permettre au logiciel d! adapter les differents parametres requis 
pour son execution. 
Finalement, il faut creer la fonction pour enregistrer le codec pendant la procedure d'ini-
tialisation. 
erINT16U erG711A alloc (void) 
{ 
erCodecList_t *codecP; 
if((codecP=erNewCodec()) == NULL) 
return RPT_ERR_ALLOCCODEC; 
codecP->codecID = COID_PCMA; 
codecP->codecNameP = codecG711A.codecName; 
codecP->next = NULL; 
codecP->codecDe£ = &codecG711A; 
erCodecAdd2List(codecP); 










alloc the codec PCM A 
create a new codecSpec struct 
set codec ID 
codec name 
link pointer = NULL 
pointer to coded def. 
add the codec to the list 









Figure 8.12: Fonction pour l'enregistrement d'un codec 
8.6 Protocole RTCP 
La transmission, la reception et le traitement des paquets RTCP n'ont pas ete implantes. 
Cependant, la majorite de l'information necessaire pour les rapports est deja disponible. 
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8.7 Conclusion 
Une premiere serie de tests, realises sur les deux plateformes disponibles (architectures 
ARM7 et Strong ARM), ont donne des resultats tres satisfaisants. En particulier, le com-
portement du tampon anti-gigue a ete verifie en provoquant des conditions qui ont permis 
d'analyser revolution dans le temps du niveau du tampon. Ces premiers resultats sont tres 
encourageants et ils sont une source de motivation pour continuer le developpement dans 
Tavenir. Cependant, une serie de tests exhaustifs sera necessaire afin de connaitre les limites 
reelles de la presente implementation. 
En comptant un peu plus de 2000 lignes de code, les attentes en relation a l'empreinte ont 
aussi ete atteintes. La taille du code compile reste plutot petite : environ 14 ko plus 1,5 ko 
additionnels utilises pour le codec G.711. Plusieurs sujets restent en attente afin d'etre 
developpes dans des revisions futures. Parmi eux, les plus importants sont : completer 
le protocole RTCP, incorporer le support pour la detection de silences et le melangeur 
(mixer). Du cote des codeurs, il faudra incorporer des types de codecs plus efficaces, tels 
que le G.729A par exemple. En bref, on peut dire que tous les objectifs par rapport au 




Ce bref chapitre est destine a presenter les modules complementaires plus importants qui 
ont ete congus pendant le developpement du projet et qui sont en etroite relation avec le 
fonctionnement des piles SIP et RTP. Les deux premieres sections presentent le systeme 
d'allocation de memoire, qui inclut deux modules : un module specialise en l'allocation de 
chaines de caracteres et un module d'allocation de blocs de memoire generale. Finalement, 
le systeme de traces est presente dans la troisieme section. 
9.1 Gestion dynamique de la memoire 
Un probleme particulierement important des systemes embarques est la gestion dynamique 
de la memoire. La bibliotheque standard de C fournit les fonctions malloc() et free(). 
Malheureusement, l'utilisation continue de ces fonctions, dans certaines conditions, amene a 
un probleme appele «fragmentation de la memoire» qui finit par bloquer le fonctionnement 
du systeme, voir (Li, 2003) et (Johnstone and Wilson, 1998). En consequence, dans le cas 
des systemes embarques, il est recommandable d'eviter tout usage de ces fonctions. 
Le probleme avec une pile SIP est encore plus grave, car il faut prevoir l'allocation et le 
prelevement de nombreuses structures et chaines de caracteres, souvent de petite taille. Ce 
probleme, qui s'ajoute a celui de la fragmentation, donne comme resultat une utilisation 
de la memoire plutot inefficace. 
Le systeme d'exploitation MicroC/OS-II fournit des fonctions qui permettent de contourner 
partiellement les problemes d'allocation de memoire. Cependant, on a prefere batir une 
solution particuliere. Cette decision s'appuie sur trois elements principaux. 
En premier lieu, le systeme MicroC/OS-II a ete congu pour optimiser le temps de reponse, 
ce qui comme on a deja mentionne, n'est pas un element prioritaire dans ce projet. En 
deuxieme lieu, l'utilisation du systeme de MicroC/OS-II ne donne pas une reponse satis-
faisante a la problematique de l'allocation de chaines. En troisieme lieu, l'utilisation d'un 
systeme de gestion de memoire embarque dans la pile, augmente sa portabilite. La solution 
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a cette problematique, dans le cadre de ce projet, a ete de concevoir un ensemble de fonc-
tions dediees pour l'allocation de memoire, exploitant les caracteristiques particulieres des 
piles SIP et RTP congues et avec une attention speciale sur leur simplicite et l'efficacite 
dans Futilisation de la memoire. Complementairement, la solution a inclus des fonctions 
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Figure 9.1: Allocation dynamique de chaines de caracteres 
9.2 Allocation de chaines de caracteres 
La solution trouvee a l'allocation de chaines de caracteres profite de la connaissance a priori 
de la structure du type de donnees a stocker. Dans le langage ' C \ les chaines de caracteres 
sont stockees utilisant un caractere nul comme terminaison. Ceci signifie que les nuls sont 
traites comme des caracteres speciaux, qu'on ne trouve jamais a l'interieur d'une chaine. 
En consequence, on peut se servir de cette particularite afin de signaler la disponibilite 
ou non d'un bloc de memoire. A cet effet, un tampon de memoire est divise en fentes 
(slots) dont la longueur (len) est predetermined, comme on trouve dans la figure 9.1. La 
disponibilite ou l'indisponibilite d'une fente est determined par le contenu de son premier 
octet. Ainsi, une fente est considered occupee lorsque le premier octet est un caractere non 
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mil. La determination de la disponibilite d'une fente exige, par contre, l'analyse du dernier 
octet de la fente precedente afin de gerer la situation speciale ou la longueur de la chaine 






erLibStrSto(erCHAR* st) ; 
erLibnStrSto(erCHAR* st, 
erLibStrClr(erCHAR* st) ; 
erINT16U len); 
Figure 9.2: API du systeme d'allocation de chaines de caracteres 
Lorsqu'on veut allouer une chaine, les fonctions d'allocation cherchent sequentiellement une 
serie de fentes libres consecutives capables de la stocker a partir du point de la derniere 
allocation. Cet algorithme d'allocation est appele <Next Fit» et il a ete choisi considerant 
le comportement de la pile SIP. 
II y a deux fonctions d'allocation : erl_ibStrSto(), qui permet d'allouer des chaines finis-
santes avec un caractere mil, et erLibnStrSto(), qui permet d'allouer des sous-chaines d'une 
longueur donnee. 
Le systeme d'allocation de chaines de caracteres est initialise automatiquement lors de la 
premiere utilisation. II peut aussi etre initialise de maniere explicite en appelant la fonction 
erLibStrStolniQ. La figure 9.2 montre l'API pour l'allocation des chaines de caracteres. 
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Fente n 





Fente n occupee par une 
chatne dont la longueur est 
egale a celle de la fente 
Fente n+1 indisponible, car son 
1er caractere est la termlnaison 
de la chatne « BUSY » 
II faut verifier le dernier caractere de 
la fente anterieure pour s'assurer 
qu'une fente est disponible 
Figure 9.3: Cas particulier : la longueur de la fente est egale a celle de la chaine 
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La determination de la longueur optimale des fentes est importante, car elle a une incidence 
directe sur l'efficacite. De petites fentes amenent vers une efficacite plus elevee, mais au 
detriment de la vitesse d'execution. La valeur choisie dans le projet est de 8 octets, ce qui 
permet d'allouer la plupart des mots en utilisant 1 ou 2 fentes. 
9.3 Allocation de blocs de memoire 
Lorsqu'il s'agit de l'allocation de blocs de memoire, contrairement au cas des chaines de ca-
racteres, on ne peut faire aucune supposition quant a la nature des donnees. En consequence, 
il est necessaire d'utiliser un element complement aire. La solution trouvee utilise un tam-
pon divise en fentes et une table de controle ou chaque position correspond a une fente du 
tampon. 
La figure 9.4 montre l'usage de la table de controle. Un zero dans une position de cette table 
indique que la fente associee dans la table d'allocation est disponible. Pourtant, une valeur 
differente de zero indique que la fente est occupee. Cette valeur correspond au deplacement 
(offset) de l'index pour arriver a la fin du bloc courant, ce qui permet de parcourir la table 
rapidement. Une autre fois, l'algorithme d'allocation utilise est le «Next Fit», c'est-a-dire 
que la recherche d'un bloc de memoire commence au point de la derniere allocation. 
















Cette fente et les 4 suivantes 
correspondent au bloc #1 
3 2 1 0 0 0 0 0 
Figure 9.4: Description de la table de controle d'allocation de memoire 
De la meme maniere que dans le cas d'allocation de chaines de caracteres, la determination 
de la taille des fentes est critique. Pour le projet, on a choisi une valeur de 32 octets par 
fente. 
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Une possible amelioration consiste a definir deux tas de memoire avec deux tailles de 
fentes differentes. Une d'elles serait destinee a allouer de petits blocs dans de petites fentes. 
L'autre serait utilisee pour les blocs plus grands, avec de plus grosses fentes, alors qu'une 




void erTracef(const erCHAR *file, const erCHAR *frat, 
trace function 
...) 
source file identifier 
control format string 
* @param file 
* ©param fmt 
* ©return void 
* Ssee 
**/ 


































/* print source file */ 
/* print variable argument list */ 
Figure 9.5: Fonction appelee pour les macros de TRACE 
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9.4 Systeme de traces 
Le systeme iriclut aussi des fonctions auxiliaries qui permettent de suivre en temps reel 
le comportement des fonctions d'allocation et de detecter les fuites de memoire (memory 
leaks). 
Dans le but de simplifier le deverminage et la mise en service des piles, la solution proposee 
inclut un systeme simple de traces. II y a six niveaux de traces : «Fatal Error», <zError», 
<zWarning», «ire/o», <&Debug» et «7Vace». 
La macro erTRACE_LVEL, qui est definie au moment de la compilation, etablit le niveau 
maximal de traces qui sera reporte. Le systeme de traces est active ou desactive de fagon 
globale avec la macro erSIPTRACE. La Figure 9.5, montre la fonction appelee par la macro 
erTRACE. 
Pour la conception, on a s'est inspire du systeme de traces de la pile pjSip (). Parmi les 
principales ameliorations a considerer dans une future iteration, on trouve la possibilite 
d'activer et de desactiver les traces en temps reel et d'inclure un moyen pour rediriger les 
traces vers un autre terminal utilisant des datagrammes UDP. 
9.5 Conclusion 
Ce chapitre a servi a presenter les modules complementaires les plus importants qui ont 
ete congus pendant le projet. Dans le cas des fonctions d'allocation, leur comportement a 
ete evalue a l'aide des fonctions auxiliaires qui montrent l'etat des tampons d'allocation. 
En ce qui concerne a l'algorithme d'allocation, «Next Fit», il exhibe de bons resultats 
avec le type d'applications developpees. Dans le cas de RTP, ou les exigences en matiere 
d'allocation de memoire sont plus exigeantes, aucun impact negatif sur la qualite de la voix 
n'a ete observe. 
Finalement, le systeme de traces a ete utile a l'heure de deverminer les piles, surtout lors 
du debogage sur le CerfPDA, car l'utilisation de GDB (GNU Debugger) reste tres limitee 







10.1 Bilan general 
L'interet que declenche la telephonie sur IP est incontestable. Tout au long de ce projet, 
le nombre d'applications et d'implementations des protocoles SIP et RTP n'ont pas cesse 
de grimper, ce qui confirme l'actualite du sujet de recherche au sein des communautes 
scientifiques et industrielles. En meme temps, l'application du protocole SIP sur d'autres 
dornaines, notamrnent la domotique et les systemes M2M (Machine to Machine), commence 
a se consolider a partir des pro jets tels que HomeSip, en ouvrant de nouvelles possibilites 
pour SIP et pour d'autres projets, comme ceci, que ciblent des applications compactes sur 
des systemes embarques. 
Le present chapitre presente les conclusions. II est structure en trois sections, etant la 
premiere destinee a faire une analyse recapitulative du projet. La deuxieme section expose 
les conclusions proprement dites, et finalement, la troisieme partie explore les perspectives 
futures. 
10.2 Analyse retrospective du projet 
L'objectif de cette section n'est pas de faire une analyse retrospective rigoureuse du deroule-
ment du projet, il s'agit plutot de revenir sur quelques points qui ont eu une incidence 
importante sur les resultats finaux. Un premier point important a mentionner est que 
la definition des besoins du projet, faite pendant l'etape de planification, a permis de 
bien reconnaitre les exigences du projet. Ainsi, la correcte identification des applications 
ciblees, la delimitation de la portee des implantations et l'analyse en profondeur des besoins 
du projet ont permis de cerner les caracteristiques essentielles requises et d'arriver a des 
ensembles de specifications fonctionnelles et non-fonctionnelles consistantes et utiles. Ceci 




La portability des applications developpees, considered comme une condition importante 
a respecter, a eu un impact non negligeable sur le style de codage. En principe, le grade 
de portabilite d'une application est en relation directe avec son niveau de dependance du 
materiel sous-jacent et du systeme d'exploitation. A cet egard, du cote du systeme d'exploi-
tation, le critere suivi a ete d'utiliser, autant que possible, d'une maniere simple et directe, 
juste un petit ensemble de services de base disponibles dans presque tous les RTOS. Un 
critere similaire a ete suivi au moment d'interagir avec les composants du materiel qui ne 
possedent pas des abstractions dans le systeme d'exploitation. L'idee a ete l'utilisation de 
ces composants de la maniere plus standard possible, laissant de cote les caracteristiques 
particulieres, parfois tres attirantes, mais que normalement rendent plus difficiles les mi-
grations vers d'autres plateformes. Des couches d'abstractions ont permis de regrouper et 
de cacher en arriere les particularites du systeme d'exploitation et du materiel.. 
A propos du RTOS, le systeme MicroC/OS-II avec la pile uC/TCP-IP de Micrium a prouve 
etre un bon choix pour ce type d'applications. Son utilisation a ete simple et il n'a pas 
demande des efforts particuliers. A cet egard, parmi les points les plus remarquables, on 
trouve la disponibilite du code source et sa description, tres detaillee, qui se trouve dans 
le livre de Jean Labrosse (Labrosse, 2002). D'ailleurs, le fait qu'il soit gratuit pour des 
applications educationnelles ou non commerciales est, sans doute, un autre point fort. 
Du point de vue de la gestion, l'analyse retrospective montre que la charge de travail 
a surpasse les estimations faites lors de la planification. En grandes lignes, les raisons 
identifiers sont trois : une sous-estimation du niveau de complexite de certains modules, la 
capacite de debogage tres limitee par la plateforme materielle et, finalement, le besoin de 
concevoir plusieurs modules additionnels, par exemple les pilotes audio et pour le controleur 
Ethernet du PDA. 
10.3 Tests 
La figure 10.1 montre le scenario utilise pour les tests. Les PDAs ont des microphones et 
de haut-parleurs integres, par contre, pour la carte Zoom il faut utiliser un microphone et 
des ecouteurs externes. Les sorties RS 232 des PDAs et de la carte Zoom sont connectees 
aux ordinateurs qui executent TeraTerm, un programme d'emulation des terminaux, afin 
d'interagir avec les programmes de test et de capturer les traces d'execution. La capture 
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Figure 10.1: Disposition d'equipements utilisee pour les tests 
et 1'analyse des paquets SIP et RTP sur le reseau Ethernet sont faites avec le programme 
WireShark. 
Le programme de test inclut un module moniteur, avec une interface en ligne de commande, 
qui permet d'etablir et de finir une communication et de demarrer et d'arreter l'envoie de 
paquets contenant de l'information audio (encodee avec un codeur G.711). Le moniteur 
possede aussi des options pour superviser des elements cles, tels que l'utilisation des tam-
pons pour l'allocation de memoire, le niveau des tampons anti-gigue et l'exploration de la 
memoire RAM. 
Les tests realises ont permis de verifier le fonctionnement global, l'utilisation de la memoire 
et la structure des paquets captures sur le reseau. Pendant les nombreuses communications 
vocales etablies, l'appreciation subjective de la qualite de la voix a ete tres bonne et les 
delais introduits a l'interieur de la pile RTP n'ont pas ete perceptibles. Plusieurs commu-
nications de plus de 6 heures ont ete etablies afin de verifier la stabilite et de detecter 
des problemes de gestion de la memoire. Par ailleurs, une legere difference de la frequence 
d'echantillonnage audio, par rapport a la valeur nominale, dans la carte Zoom a permis de 




L'implantation de protocoles complexes, comme SIP et RTP, donrie toujours la possibilite 
de confronter une vaste diversite de defis et de problemes qui embrassent plusieurs domaines 
de la conception logicielle et des communications. Cette section regroupe les conclusions 
tirees de cette implantation des protocoles SIP et RTP en ce qui concerne l'empreinte, la 
gestion de la memoire, l'utilisation des machines a etats finis, l'implantation de la couche 
de transport et la performance du systeme congu. 
Dans le chapitre 5, on a mis en relief l'importance d'atteindre une empreinte la plus pe-
tite possible a l'heure de developper des applications embarquees. Ainsi, c'est important 
d'evaluer les resultats du projet du point de vue de la taille finale du code compile. Ces va-
leurs, inferieures a 75 ko pour SIP et a 14 ko pour RTP, sont tres interessantes et se trouvent 
parmi les plus petites si on compare avec d'autres implantations disponibles sur Internet. 
Cependant, dans le cas du protocole SIP, il faut considerer que la pile doit etre completee 
avec des developpements complementaires et que sa taille finale grandira. II faut remarquer 
que ce n'est pas facile de faire une comparaison directe entre differentes implantations de 
SIP, car il y en a beaucoup des differences entre elles. Certaines piles, qui sont orientees 
vers des applications de communications d'envergure, sont tres completes et complexes. En 
consequence, les facteurs de ponderation sont nombreux et difficiles a etablir. Par exemple, 
c'est fondamental de prendre en consideration la plateforme materielle ciblee. La taille du 
code destinee aux processeurs ARM sera significativement plus grande que celle generee 
pour des processeurs i386. Toutefois, on trouve, en Internet, que la taille des implantations 
disponibles se place dans une echelle allant d'un peu plus de 200 ko, pour les piles les plus 
compactes, jusqu'a plusieurs mega-octets, dans le cas des piles reSIProcate, SipX, Vocal ou 
Opal. 
Par contre, dans le cas de RTP, l'empreinte est bien plus representative etant donne que les 
alternatives d'implantation de ce protocole sont beaucoup plus limitees que dans le cas de 
SIP. Meme en considerant que cette implantation doit etre completee avec l'incorporation 
de RTCP, la taille du code compile est placee parmi les plus petites de ceux qui sont 
disponibles sur Internet. 
L'importance de la gestion de la memoire dynamique dans le cas des applications em-
barquees a ete remarquee dans le chapitre 5. Cette problematique a ete resolue d'une fagon 
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simple, mais efficace : L'allocation des blocs de memoires et l'allocation de chaines de ca-
racteres ont ete traitees separement. Cette strategic a permis de contourner le probleme de 
la fragmentation de la memoire tout en preservant un haut niveau d'efncacite en son utili-
sation. En particulier, l'idee derriere le sous-systeme d'allocation des chaines de caracteres 
consiste a fractionner un tas de memoire en fentes de taille relativement petite (8 octets) 
et a exploiter la nature meme des donnees a stocker afin de controler cette allocation. II 
faut noter que l'utilisation de ces systemes d'allocation a permis d'optimiser l'utilisation et 
de reduire la taille de la memoire dynamique aux depens de certaines concessions du cote 
de la vitesse d'allocation. Cependant, ces concessions ont eu un impact plutot faible sur la 
performance globale. 
Du cote du SIP, un de traits que particularise cette implantation est qu'elle cible un en-
semble bien specifique d'applications. Pour cette raison, elle a un profil tres net, etablie 
a partir de la definition des besoins du projet ce qui entraine, en consequence, un code 
compact et coherent. 
L'implantation des machines a etats finis, un sujet cite souvent comme un point citrique 
dans les implantations du protocole SIP, a ete resolue avec un procede base sur des tables de 
transitions avec des fonctions d'etats tres compactes et simples. Les temporisateurs associes 
au fonctionnement des MEFs ont ete embarques dans les memes structures de controle de 
telles machines, avec des gains en termes de performance et de taille du code. En definitive, 
la mise a point de ce module a ete simple et rapide. 
L'extension du concept de ^dialogues SIP», defini pour le RFC 3261 (Rosenberg et al., 
2002), a permis d'avoir un contexte unique a partir duquel c'est possible de regir tous 
les echanges de messages SIP, meme ceux qui, selon la recommandation, n'etablissent pas 
des dialogues. Cette approche a simplifie autant la generation de messages SIP que le 
gestionnaire de reception. La gestion de tels dialogues a ete resolue a l'aide des machines a 
etats finis. 
La mise en ceuvre de la couche de transport SIP s'ecarte un peu des solutions traditionnelles. 
Dans ce projet, cette couche-ci s'occupe de la transmission et de la reception de messages 
d'une fagon transparente, autrement dit, en faisant abstraction du contenu des messages. 
Ceci lui permet de se focaliser exclusivement sur les aspects lies au transport tandis que 
les taches de conversion de format des messages SIP, soit l'analyse syntaxique ou parsing 
et la serialisation, sont accomplies pour des couches de niveau plus haut. Cette solution 
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a permis de delimiter la portee de la couche de transport et de simplifier notablement sa 
conception. 
Par ailleurs, parmi les aspects les plus remarquables de cette implantation de RTP, on 
trouve sa simplicity, son empreinte minimale, l'inclusion d'un tampon anti-gigue adaptatif 
et la reduction au minimum des mouvements de donnees dans la memoire. 
10.5 Perspectives futures 
Dans le contexte actuel de convergence des reseaux et des services, les communications se 
trouvent dans un point tournant, etant SIP un des elements cles au sein de ce changement. 
Dans ce scenario, il est possible d'envisager un champ de possibilites interessant pour les 
composants developpes dans ce projet pour certaines categories de systemes embarques. 
C'est le cas, par exemple, de petits systemes de communication ou des systemes de controle 
reseautes, ou l'importance de la taille du code et l'efficacite devient des facteurs cruciaux. 
Souvent, dans ce type de systemes, le role des communications est complementaire d'une 
autre fonction principale. 
L'utilisation des piles SIP et RTP dans les applications mentionnees plus haut doit considerer, 
au prealable, l'integration des parties et des protocoles complementaires. Du cote de SIP, 
ces parties incluent des extensions de SIP, des elements de securite et l'implantation des 
protocoles complementaires, par exemple le protocole STUN (Rosenberg et al., 2003), qui 
sert a traverser les NATs (Network Address Translation)des coupe-feu. Pour les applica-
tions de VoIP, il sera aussi necessaire d'integrer le protocole SDP (Handley et al., 2006). 







CHARGE UTILE (PT) POUR RTP 








































































































































TABLEAU A.l: Types de charge utile (PT) pour des codifications audio (Schulzrinne and Casper, 
2003) 
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TABLEAU A.2: Types de charge utile (PT) pour des codifications video (Schulzrinne and Casper, 
2003) 
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