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I. INTRODUCTION 
In the last twenty years, electron tunneling has provided the most 
sensitive experimental probe of the superconducting state and its funda­
mental components. Its potential as an investigative tool was estab­
lished in the pioneer work of Fisher and Giaever (1). Their measure­
ments of the tunneling current-voltage relationship confirmed the BCS 
predictions of both (2, 3) an energy gap and an inverse square root 
singularity in the superconducting density of excitations, N^(E). 
Giaever et al. (4) went on to find that while the "weak coupling" 
superconductors Sn, In, and A1 have a density of states vs. energy 
the "strong coupling" superconductor lead displayed sharp deviations 
on the order of a few percent from this dependence at energies commen­
surate with the phonon energies. The correlation between the strong 
coupling deviations and the phonon energies persisted as more super­
conductors were studied, including lead, mercury, tantalum, niobium and 
a number of alloys, supporting the concept of a phonon-mediated electron-
electron interaction. 
The tunneling experiment and a quantitative description of super­
conductivity were finally brought together in the landmark work of 
McMillan and Rowell (5) on Pb. Confirming the integral relationship 
of the Eliashberg (6) strong-coupling theory of superconductivity, 
McMillan and Rowell devised a method of inverting the tunneling density 
of states to obtain the energy dependent pairing potential, ACE), and 
the fundamental Eliashberg phonon spectral function which incorporates 
dependence very close to the BCS prediction of Ng(E)/N(0) 
2 
the electron-phonon coupling strength. Attributing the electron pairing 
interaction solely to phonon exchange, two parameters characterizing 
opposing electron interactions were identified: A. describing the 
electron-phonon coupling strength and p* representing the screened 
Coulomb electron-electron repulsion. Using these two parameters, 
McMillan (7) went on to develop a universal expression for the func­
tional dependence of on K and p* which, with minor improvements, has 
been found to be accurate within experimental uncertainty for the 
entire range superconductors studied to date. 
The transition metals, particularly Nb, soon became the focus of 
tunneling investigations because of their high superconducting transi­
tion temperatures, (T^), and high critical magnetic fields. Shen (8) 
using thermally grown oxide barriers on Nb, Ta, and La found values 
for À and |J" to be anomalously low for Nb and La but in good agreement 
with theory for Ta. In fact, his analysis of Nb resulted in a negative 
value for jj". This abnormality for Nb was supported by the extensive 
investigation of Bostock and co-workers (9-11) on single crystals and 
concurrently by Gartner and Hahn (12). %ile Shen attributed these 
results to surface contamination, Bostock suggested a more fundamental 
breakdown of the Eliashberg picture of superconductivity for the case 
of Nb. 
In each of these studies, the tunneling barrier was formed by a 
thermally grown niobium oxide. Examination of this process and result­
ing products suggested that the oxidation method itself may be responsi­
ble for degrading the superconductivity of Nb near the barrier. 
DeSorbo (13) found that oxygen dissolved in Nb causes a reduction of 
3 
the by 0.93 K per at %. Furthermore, as with many of the transition 
metals, Nb forms an electrically conducting lower valence oxide, NbO. 
lu a surface study of anodized Nb (14), both dissolved 0 and an NbO 
layer were formed between the Nb electrode and the insulating oxide 
Nb^O^. Lindau and Spicer (15) found NbO to be the initial product on 
-8 
Nb when oxidized at 10 Torr. Since the tunneling experiment probes 
within a region of the order of a electron mean free path (m.f.p.) of 
the barrier interface, any degradation of the Nb surface layers becomes 
significant. This has been confirmed by Grundner and Halbritter (15) 
who find an inhomogeneous layer of impure metal (between the insulating 
Nb^O^ oxide and the bulk Nb) whose and A would be much smaller than 
for pure adjacent Nb. 
In an effort to resolve the Nb controversy and to circumvent the 
inherent oxide difficulties, Wolf and Zasadzinski turned to a technique 
referred to as "proximity electron tunneling spectroscopy" or PETS. By 
O 
depositing a thin layer of aluminum, d^^ « ^^('^500 A) in ultrahigh 
vacuum onto a freshly annealed foil, then oxidizing the Al, they formed 
a clean, well-defined tunneling syste™ avoiding the degradation of Nb 
oxidation. The resulting N-S structures were tailored to the theoreti­
cal models of Arnold (16) describing the tunneling density of states 
for thin proximity layers strongly coupled to a thick backing super­
conductor. 
In a collaborative effort, Wolf et al. (17-19) successfully 
extracted the Nb pair potential, Ag(E), and the Nb Eliashberg spectral 
2 function, a F(uj), which dominate the tunneling density of states in 
thin PETS systems. Their inversion of the Eliashberg equations yielded 
4 
accompanying values of \ = 1.04 and p* = .13^ that were consistent with 
the McMillan equation within the uncertainty of their determination. 
Notably, the appropriate choice of a quasiparticle m.f.p. parameter (£) 
characterizing the A1 proximity layer eliminated the displacement 
between the calculated and experimental conductances featured in con­
ventional Nb tunneling analyses. 
This work provided strong support for the conformity of Nb and 
likely the remaining transition metals to the Eliashburg formulation 
of strong-coupling superconductivity. Moreover, it became the prototype 
of a methodology which allows for a quantitative tunneling spectroscopy 
of a superconductor irrespective of its oxidation properties. From Nb, 
the PETS analysis was successfully employed in tunneling studies of 
other transition metals: vanadium (21), V^Ga (21), and tantalum (22). 
In recent studies, this formalism has provided successful tunneling 
analysis of short coherence length, A-15, compounds such as Nb^Sn (23), 
Nb^Al (24), and Nb^Ge (25) where an unspecified proximity layer is 
assumed and characterized to first order By plausible estimates of its 
thickness, d, and scattering parameter, d/2, making no assumptions as to 
the characteristic details of the proximity layer contributions. 
While the use of A1 avoids a difficult experimental problem, it 
introduces a more complicated tunneling analysis. Additional contribu­
tions to N^(E) arise in an N-S system from the N-metal pair potential, 
Aj^(E), which is enhanced by the proximity of S. These are manifest in 
is corrected as per Eq. (13) to follow, as proposed by Allen 
p ^ 
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characteristic N-metal phonon features as observed in thicker films of 
Ag, Cu and A1 backed by Pb (26-28). Strong A1 phonon features were 
o 
seen by wolf et al. (IS) for Â1 thicknesses greater than 70 A in their 
PETS systems. Geometrical resonances (29) resulting in oscillations in 
the density of states whose period in energy varies inversely with N 
metal thickness (d) further complicate the entanglement of the respec­
tive pair potentials. 
To its advantage, the Nb PETS analysis is relatively insensitive 
2 to the details of A^(E) and though the scale of the derived a F^(u;) is 
dependent on assumptions made for a scattering mean free path, the 
criteria for its selection are fairly precise. However, in view of the 
wide-spread potential for the PETS application and the abundance of 
conflicting Nb tunneling results an independent confirmation, of the 
2 Nb PETS results, particularly the a Fj^(uj) is desirable, preferably on 
similarly recrystallized foil substrates. The first part of following 
work describes the results of a conventional tunneling analysis for Nb 
that avoids both the experimental and analytical complications pre­
viously mentioned. This was accomplished by modifying the A1 deposition 
procedure to evaporate a sufficiently thin A1 film such that it is 
totally consumed in the formation of the tunneling oxide. The threat 
of Nb oxide formation is eliminated because of the time and temperature 
2 
J. V v.'^ V \A. X y 0. ui-ui V, u. J. V u. L/«.-a J.L1C; xo Litic JLLUO it c uy an v 
pensation for scattering losses. 
A second opportunity provided by the PETS groundwork is the exten­
sion of the methodology to the study of the N-layer material itself. 
2 
Verification of the appropriateness of a broadened version of a 
6 
and A^(E) calculated by Leung et al. (30) for Al has been made in a 
PETS study of the Al-Ta system (22). Moreover, when used to fullest 
capacity, the Arnold inversion programs are capable of direct determina­
tion of these N-metal functions from N^(E), as was first attempted in the 
Nb-Al system (17). Because N^(E) is dominated by Ag(E) and only weakly 
dependent on A^(E) its determination is hard at these thicknesses. The 
resulting A^(E) is far more sensitive to the choice d and d/£ than is 
2 
seen for Ag(E). A more unambiguous display of A^(E) and a F^.(w) would 
be expected at larger N-film thicknesses where A^(E) dominates N^(E) 
and only N-phonon features remain. 
Various studies (29, 31-33) have been made centering around a 
thick proximity metal in an N-S configuration. These focused primarily 
on the thickness dependence of the interference oscillations with weak 
or indeterminant observation of characteristic N phonon structures. 
An extensive investigation of N metal phonon structure was made by 
Chaikin and coworkers (26-28) on junctions with Ag, Cu, and A1 as normal 
_ 7 t J I.J _ Uicrudx^ âixu ru vi. ou aa duf cj. nij.j_xc wao a 
cessful in identifying some of the prominent N phonon features, their 
strength in N^(E) was weak in comparison to the PETS structure of Wolf 
and Zasadinski, most likely as a result of increased scattering and 
poorer N-S coupling obtained with these superconductors. Chaikin made 
no attempt to quantitatively determine orF^(w) from his results. 
In the following work, magnesium was chosen in place of A1 to be 
studied in an N-S configuration. It is an appropriate choice for 
several reasons. First it would extend the generality of the PETS 
analysis to a proximity metal other than Al. Second it is a metal of 
7 
current scientific interest, for while it is predicted to be a super­
conductor, its has eluded experimental determination down to 4 mK. 
And finally and most importantly it forms a suitable tunneling oxide 
at room temperature. Magnesium has been used as a counterelectrode 
providing the oxide barrier for several tunneling studies but has not 
been previously examined in a proximity configuration. Several in­
elastic tunneling studies of Mg and of MgO and its role as an absorbate 
host were done by Walmsley et al. (34), Adler (35) and Klein et al. (36). 
Inelastic tunneling processes reflect simultaneous emission or absorp­
tion of a phoncn in the electron barrier traversal. VJhile suitable for 
identifying characteristic molecular vibrational modes, it does not pro­
vide nearly the sensitivity nor resolution standard in superconducting 
tunneling. 
In summary, this dissertation describes the work of two independent 
advancements of PET spectroscopy; (1) The confirmation of the Nb PETS 
2 
a E(u)) through the first successful "conventional" tunneling analysis 
o£ I-To; and (2) The extension or PEÏ5 methodology to the determination 
2 
of A.,(E) and a F,-(u)) of a oreviouslv unstudied "normal" metal Mg. in a iX JN - - ® ' 
proximity configuration backed by Nb. 
8 
II. SUPERCONDUCTIVITY 
Tunneling is intricately bound with superconductivity necessitating 
a brief review. Superconductivity as it is understood today is described 
by a condensation of electrons into a highly correlated, paired state as 
the result of a phonon-mediated electron-electron interaction. This was 
first formulated by Frohlich (37) who realized that while real phonon 
scattering is responsible for electrical resistivity, the electron-phonon 
interaction also affects the (self) energy of an electron as a result of 
the virtual emission and absorption of phonons. Physically this type of 
interaction can be pictured as one electron pulling the (+) ions in its 
vicinity, thus deforming the lattice, creating phonons, and a second 
electron responding to this deformation, i.e., absorbing the phonon. 
This is a virtual process meaning the exchange takes place in a suffi­
ciently short period of time that energy is not conserved during the 
intermediate phonon lifetime as allowed by the Heisenberg uncertainty 
principle. Applying a second-order perturbation treatment, Frohlich 
found that when the electron phonon interaction was large enough, it was 
energetically favorable to have a gap in the electron distribution func­
tion at kp. 
Based on this work, Bardeen and Pines (38) formulated a many-body 
Hamiltonian which was successful in isolating the interaction terms in 
explicit form. This was accomplished through a canonical transforma­
tion which reidentifies the fundamental system components as "dressed" 
phonons whose frequency has been normalized by the accompanying electron 
cloud and quasi-electrons whose Coulomb interactions are screened, leading 
9 
to a renormalization of their "effective mass," m*. This Hamiltonian is 
given as 
R  ^  =  H  .  + H ,  , ,  ( 1 )  
Iransf. quasi- shielded electron- dressed + . . . 
electron Coulomb phonon- phonon 
electron 
where 
^ + /_ _ \ 
\uasi- ~ ^k\,a"^k,a ~ 2m* ~ 
electron 
^shielded Coul. , ^kq^k'-q,^'"^k+qfCr I'd' 
* + el.-phon.-el. ^ 
where the 'BCS interaction' V is given by 
shielded shielded eiectron-pnonon-
Coulomb electron interaction (Frohlich 
interaction interaction) 
Leaving the phonon terms aside. Cooper (39) showed that when 
was negative a bound pair is formed between the electron in state k, a 
and -k; -o no matter bow weak the interaction. The bound state wave 
-4 function is '^^10 cm wide describing a highly correlated state spanning 
thousands of electrons. The BCS theory went'on to assume that the 
had the 
KK.' 
10 
= V(Constant), for k,k' in a shell about the Fermi (3) 
surface ^  < E^, 
= 0 otherwise 
where is an average phonon energy. 
In the formulation of the BCS ground state, the pair states were 
identified as the fundamental components of the system. The occupation 
function h^, representing the probability of electron occupation of state 
(ka, -k-a) was determined variationally to find the lowest system energy. 
The function h^ was found to be 
where A is determined by solving the integral equation 
h 
(5) 
k < k  
c 
<. 
i-tuj /•*', 0 9 \ 
= N(0)V f tanhfj^" jdE (6) 
The need for a balance of filled and unfilled states within a shell 
encasing k^ indicated by Eq. (4) is appreciated when the interaction is 
viewed as the continual scattering of electron pairs around the Fermi 
surface via the exchange of virtual phonons. 
The excitations from the ground state are long-lived quasi-particles 
(sometimes called bogolons) which create the unpaired occupation of 
11 
k or -k, removing that state from participating in the collective pairing 
interaction. Such an excitation is created by injection of a single hole 
or electron into a superconductor in the tunneling experiment. The quasi­
particle energy dispersion given by 
E = = 
k k k '# - J + ' (7) 
shown in the solid curve of Fig. 1. The dotted curves represent the 
electron (k > k-^) and hole (k < kp) excitations of the normal electron 
Fermi gas. The quasiparticles retain these hole- and electron-like 
designations, but at k = k^ there is a minimum excitation energy A, cor­
responding to an excitation that is an equal mixture of electron and 
hole. The nature of the quasiparticles is expressed in coherence 
2 2 2 2 factors u^ and v such that u^ = 1 - h^, v^ = 1 - u^. A quasiparticle 
^ 2 
of wavevector k is viewed as an electron with probability u^ and a hole 
2 
of probability v^. 
The scacic 5C5 cheory cums our co be inadequate for scrong coupling 
superconductors where 2A/k_T > 3.52 such as lead and niobium. Instead 
a c 
of treating the coupling in the reduced Hamiltonian as instantaneous, 
it should be retarded in time to reflect the much slower propagation of 
phonon than Coulomb coupling. A more general treatment to cover strong 
electron-phonon coupling has been given by Gor'kov (40), Nambu (41) and 
Eliashberg (6). 
Using a Green function approach, Eliashberg derived a pair of 
coupled integral equations which relate a complex energy gap function 
12 
/Electron 
-Ec 
U! ! 
Fig. 1. (Top) Electron (£^) and hole (-s^) excitations of a normal metal. 
(Bottom) Ouasiparticle dispersion relation for a superconductor 
in the region of k^. Dotted lines show the normal state excita­
tions in the expanded scale 
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A(03) and a complex renormalization parameter Zg(w) for the superconducting 
state to the electron-phonon and electron-electron interactions in the 
normal state. The frequency dependence is created by the time lag 
occurring in the electron pairing while the Im A(w) incorporates the now 
finite l/x quasiparticle lifetime against the emission of a real phonon. 
The gap edge becomes the value of the gap function evaluated at energy 
A such that 
In cases where spacial dependence exists, the function A(w, r) is referred 
to as the pair potential, so called because it is related to the pairing 
self-energy (f)(aj), defined as 
G 
A(A ) = A . 
o o 
(8) 
(J)(u) = A(w) Z(w) . (9) 
The resulting Eliashberg equations at absolute zero are: 
(10) 
o 
where Z(w) is given by 
K (v,E)  .  (11) 
14 
The kernels K± are: 
w 
max 
. j' — \ f * * ^ V I 1 1 ^ X 
= J av a rvv; - v'+E-V+iS)' 
o 
The Eliashberg equations relate the superconducting functions A(w), Z(w) 
to two normal state quantities y*, the Coulomb pseudopotential, and 
a^(v), the Eliashberg electron-phonon function, representing the 
opposing forces described in Eq. 2. 
The Coulomb interaction here is described by the Thomas-Fermi 
2 
V (q,Oj) - (13) 
V(q^-%g) 
The dimensionless parameter y is defined by averaging over all 
q vectors connecting two points on the Fermi surface obtaining 
»nV, . . "4 . \ . . 
li = ' ! v^Aq,u;q2q = —7 3cn 5 ] 114; 9 g ^ 9 t 9 / 
4 1 \ 4 / 
while it is reasonable to assume is a constant up to the plasma 
frequency, w = practicality dictates that lower integration cut-offs 
be employed (3co < w < lOco ). The parameter y*, . , represents the 
p c p Tllxash 
effective Coulomb repulsion correcting for the fact the integral is 
terminated before the Coulomb term has been fully accounted for and is 
defined as 
15 
^Eliash 1 +y 2n(w /w ) * 
P c 
The more fundamental Coulomb pseudopotential, y*, also occurs as a 
natural parameter in various expressions for where it is uniquely-
defined (20) as 
1 + U &n(w /w , ) 
P ph 
(16) 
Here is the high frequency cutoff of the phonon spectrum, F ( to) .  
Historically pseudopotentials obtained as solutions to the Eliashberg 
* 
equations, i.e. l-'g^iash' been reported in the literature as experi-
mentsJ. determination of u*, contributing in part to the variation among 
reported values. All values of y* reported in this work are defined in 
accordance with Eq. 16. 
2 The Eliashberg function, a F(w) is composed of the phonon density 
of scaces, r (uj) 5 weighced by the E-r coupling screngch The func­
tion is defined as 
-i. -%ri : %|rr 
where integrations are performed over the Fermi surface elements , 
weighting each phonon by the strength and number of configurations of 
16 
electronic states k,u and k',u' in which the phonon can participate. 
The electron-phonon coupling strength is conveniently expressed as 
a single parameter, À, defined as the -1 moment of a F(u), 
A E 2 / cj a4(w)dw . (18) j 
In regards to the electronic and lattice properties, X shows the followin 
dependence: 
X = mxp (19) 
M <w > 
2 
where <I > is the averaged E-P matrix element, N(0) is the electronic 
2 
band density of states at the Fermi level, M is the ion mass, and <w > 
is the average squared phonon frequency. In perspective, À - li* is the 
strong coupling analog of N(0)V in BCS theory. From Eq. 19, the correla­
tion between high T^(A) and a peak in the electronic density of states 
at or "soft" low energy phonon modes is evident. 
The quantities A(aj) and Z(w) are in principle anisotropic as are 
2 
a F(aj) and X. The isotropic Eliashberg equations represent the so-
called dirty limit, which refers to an impurity scattering rate l/x so 
high that /T » A^- The effects of anisotropy are then washed out in 
A(oj). Bennett (42) has written the Eliashberg equations in their aniso­
tropic form. For a pure metal, the anisotropy in A (to) is usually very 
17 
properties. Experimental results for gap anisotropy, reviewed by Bostock 
and MacVicar (43), show disturbingly large disagreement between values 
obtained by different techniques. Most recently Beuermann and El Haffar 
(44) were unable to detect any gap anisotropy when tunneling into (100), 
(110) and (111) Nb surfaces. Theoretical calculations for strong coupling 
superconductors are also inconclusive regarding the importance of aniso­
tropy (Butler and Allen (45), Farrell and Chandrasekhar (46), Gurvitch 
et al. (47)). 
Solutions to the Eliashberg equations at nonzero temperatures provide 
a theoretical expression for T^ in terms of A and ]i". The most famous of 
these was derived by McMillan (7) and later modified by Allen and Dynes 
(20) given by 
where 
exT31 T- f — a^F(co) &n(w)l . (21) 
' r j 
This expression has been shown to be valid for materials of X less than 
^^.2 by Allen and Dynes, independent of the nature of the phonon spectrum, 
and will be used exclusively in this work. 
As will be described in the next chapter, tunneling provides a 
2 direct probe for determining A(03) and subsequently a F(w) and y*.  
'^Icg 
18 
It is unique in facilitating a quantitative determination of the funda­
mental electron-phonon and Coulomb interactions giving rise to super­
conductivity. Furthermore in a proximity configuration, it can be 
employed to elicit these quantities from a normal metal as well. 
19 
III. CONVENTIONAL ELECTRON TUNNELING 
which the response of superconducting (S) electrode in its ground state 
is measured by injecting electrons (quasiparticles) of known energy from 
an opposing electrode (N or S) through a thin insulating barrier. The 
response to this excitation by quasiparticles of energy eV is measured as 
the current I flowing through an external ammeter. In practice, addi­
tional sensitivity requirements necessitate the measurement of the deriva­
tives, dV/dl = (a) ^  and d^/dl^ = -1/a^ do/dV, as well. 
The theory of tunneling that most easily describes the spectroscopic 
study of superconductivity is based on the transfer Hamiltonian concept. 
T 
In this approach, a perturbing operator H is regarded as driving electron 
transitions across the tunneling barrier according to the golden rule of 
perturbation theory: 
"m • f vl' - v «« 
where the final density of states N^(E) is identified with the excitation 
t-J. xiic uw V CA.C^-C.^OVAOO ci.j_ c cu. aa 
nearly isolated systems with complete Kamiltcnians îî , H , and eigen-
states , Jp , which are weakly coupled by the perturbing barrier term 
Li K. 
T T 
H . In second quantization formalism, H is expressed as 
=• ,J, <23) 
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T + 
where T^, is the matrix element of H , creates an electron of wave-
vector k on the left and C^, destroys an electron of wavevector k' in the 
right electrode. The total Hamiltonian for the system then is the sum of 
H = . (24) 
As the current density is of interest, T^, is obtained by evaluating 
the probability current operator between oppositely decaying functions 
and at some point in the barrier: 
"kk- (25) 
The properties of T^, are discussed by several authors, notably McMillan 
(5) . For sharp barriers, it has been shown that 
where X represents the direction normal to the barrier, and 
represent one-dimensional densities of states, and 8 the angle between 
k and X. The delta function requires conservation of transverse momentum 
parallel to the barrier. 
The current density J is obtained by summing all possible contribu­
tions to between initially filled and empty states as directed by 
the creation/des truction operators yielding 
i-kk'i' ' «Mj (27) 
Here f (E) is the Fermi function ^ ^ t 
\V _ 
specified as lowering the electron energies on 
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/e-ep> 
1 + expl 
—1 
and positive bias V is 
the right, creating electron 
flow to the right and positive current to the left. When these summations 
over k & k" are changed to integrals over energy, the distinction is made 
between the real energy E of a quasiparticle of wavevector k and the 'bare' 
2 2 k 
energy related by E = (e^ + A ) , The expression for the current 
density in the BCS case becomes 
J - I [ ^ To f S„(E) TfCE) - f(E + e7) qe]. (28) 
(.2^) ® ^ 
where the superconducting density of states. 
_ 
j e'^ -a 
In the case of sharp trapezoidal tunneling barriers, the integral over 
N (E) 5 — = I ' . (29) 
' .CO 
angle 9 (specular tunneling). The sharp angular dependence of T(9) 
allows the display of anisotropic effects in the energy gap and Ag(E) 
for single crystal tunneling, however, experimental quasiparticle mean 
free paths are generally too short to prevent scattering from presenting 
The tunneling conductance is obtained by forming the derivative vjith 
respect to V as: 
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f • Cs(v) - ^  f ^  / "s®' 
The Fermi function derivative is a sharply peaked function whose full 
width at half maximum is 1.2 k^T. This approaches a S function at T = 0, 
rendering c7g(V) = Ng(eV). The strength of the tunneling experiment lies 
in cancellation of the remaining factors in the proportionality constant 
when the ratio (V)/a^(V) is formed. By applying a magnetic field suf­
ficient to quench the superconductivity, Ng(eV) is replaced by unity. 
This allows the reduced tunneling conductance N^(eV) to be measured as: 
oe(v) ^ r ^ f 
' J "s®' 3i « + 
leaving (31) 
N (eV) ^Ng(eV) as T ^  0 
At T = 0, the tunneling conductance o(V) of a BCS superconductor is zero 
! 9 ~ 
for eV< and then falls off smoothly as eV/ \KeV)~-A~ from a singularity 
at A^. At finite temperatures, the conductance peak at is thermally 
broadened, on the order of kT. 
Analogous results are obtained for the case of strong coupling 
superconductors using the Green's function approach employed by Eliashberg. 
Because of the finite lifetime of the state, the energy of an electron of 
wavevector k is no longer quantized at but represented as a distribu­
tion of energies represented by a spectral function: 
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A(k, E) =|lm G(k, E)| (32) 
where G(k, E) is the one-electron Green function. Under this formalism, 
the superconducting density of states per unit energy is given (48) by 
2 
N„(E) = A(k, E) . (33) 
^ J (2tt)^ 
The strong coupling generalization of Eq. 30 from Schrieffer (49) 
at T = 0 becomes 
tt/Z 
1 
N, 
T 
(E) = ^  j (k^sine, Ej)(0)sin0de (34) 
•Jci 
where D(0) represents the distribution of tunneling electrons and 
is the Nambu Green function from which A(k, E) is obtained. When A(k, E) 
is solved for in terms of the renormalization function Z(k, E) and the 
finds a simple form for weak k dependence as: 
N (E) = Re f ^ =^^=N (E) . (35) 
^ yre^-axe)]-^/ ^ 
This similar^-looking result differs fundamentally from the BCS 
dependence of Eq. 26 in that A(E) is now a complex function of energy. 
In fact, only the deviations from-the BCS energy dependence reflect the 
electron-phonon coupling strength and the Eliashberg spectral function 
we wish to determine. Tunneling therefore allows a direct measurement 
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of N^(E) and thereby A(E) which, by inversion of the Eliashberg equations 
(7-9), yield both a^(u) and y*. 
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IV. PROXIMITY ELECTRON TUNNELING 
The versatility of the tunneling experiment is greatly extended 
when tunneling measurements are taken on the N side of an NS proximity 
sandwich. The resultant N^(E) is composed of contributions from the 
pair potentials, A(E), of both the N and S materials which are blended 
according to their thicknesses, qxiasiparticle mean free paths, and 
intimacy of contact between the respective regions. By analyzing N^(E) 
2 
over a range of thicknesses, the underlying a F(oj) for both the super­
conductor and the normal proximity metal can be determined. 
The importance of the role of the N-metal thickness (d) became 
immediately apparent in the early work of Rowell and McMillan (29) on 
Ag-Pb sandwiches. Geometrical size effects, appearing as oscillations 
in N^(E) whose period in energy varied inversely with d, were prominent 
for d^^ 2 1000 A. Similar interference phenomena had been previously 
observed by Tomasch (50) in reversed S-N sandwiches. At still larger 
r»VT>occoc fin a rvneV» t i-»-h/-» o aT\ T-ocrn nm •Fr»7-TT»-i-no-
bound state structures at E < as shown by Rowell (51) and, more 
recently by Wong et al. (52). 
The first notable model describing these systems was developed by 
McMillan (53) for weakly coupled N-S systems. The model found only 
limited application in cases where ?n interface barrier served to suf­
ficiently decouple the N and S metals. Its main shortcoming was the 
inability to account for the interference structure. Chaikin et al. (27) 
unsuccessfully sought to analyze the S phonon structure using an exten­
sion of the Mcl-Iillan model on their proximity systems. 
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The currently successful theories for explaining the host of 
phenomena both above and below describe strongly coupled N-S systems. 
Beginning with the work of Wolfram (54), Greens function solutions 
describing the respective N and S regions were sought by matching 
boundary conditions at X = d^. Arnold (16) extended this method by 
developing a self-consistent calculation of the induced pair potentials 
in N and S which forms the basis for analysis of PET spectroscopy to be 
presented in the remainder of the section. 
In the ideal PETS configuration,a thin layer of "normal metal" having 
small electron-phonon coupling is in perfect contact with an infinitely 
thick layer of superconductor S as portrayed in Fig. 2. The coupled 
system is assumed to be free of scattering at the onset. The N layer is 
assumed to be sufficiently thin, d^ « so that the pair potential 
A^(E) is spacially invariant and the effects of its depression on Ag(E) 
are negligibly small. Here = (v^/v^g) where v^ is the Fermi 
velocity of the respective metals and Çg = 500 A in the case of Nb. 
Because of its proximity to a strong superconductor, is found to 
be enhanced from its original value (which may have been zero) as postu-
-T T» f-ri o /^o Conrioc orvmrln •f""î r\rt ct'at'TTno; 
af (0) . (36) 
where N V X - ]i". 
o 
This condition results from the relationship 
A(X) = p(X) X(X) (37) 
where p(X) = < > and the continuity of the pair amplitude 
Fig. 2. PETS tunneling configuration with characteristic pair 
potentials 
a) Graphical illustration of the proxizity metal configuration. 
The N layer is composed of a normal metal or a weak supercon­
ductor whose gap would be small or zero compared to that of the 
backing superconductor 
b) The corresponding variation in the pair potential A(x) 
assumed in the Arnold model. The thickness, d, of the normal 
metal is small compared to the S coherence length, The 
bound state level E is schematically represented in the dashed 
line just below Ag 
0 
a) 
A 
as 
Er 
b) 
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at the N-S interface over distances less than the coherence length, 
?o-
The detailed energy dependence of A^(E) is still determined by 
Eliashberg type equations whose kernels are formed solely by the intrinsic 
2_ * 2 2 % 
N metal a (w) and but whose weighting factor, A(E)/(E -A (E)) 
describes the flooding of the N layer with the S-metal pair density. Thus, 
A^(E) is referred to as being enhanced by the proximity of the supercon­
ductor, while primarily reflecting the local electron-phonon interaction 
which remains unchanged. 
A. Diffuse Scattering Model 
The Arnold model used for analysis of the PETS systems is described 
as the diffuse scattering model. In this treatment, the Eliashberg equa­
tions are assumed to be unaffected by scattering contributions leaving 
A^(E) and Z^XE) related as: 
E 
rc /» i / vv; \ 
(38) 
1 ... / v \ r. 
z^ (z) - 1 - ë 
9 9 
where ^(v) =ijv - A~ and 
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QO 
K±(E,v)n = 1^ dv'- ja^^Cv) + E-v+v'+iô)" I (40) 
The Eliashberg equations describing Ag(E) and Zg(E) are assumed unaffected 
by a thin N layer and remain as described in Equations 10-12. 
In determining N^(E), the model assumes specular tunneling (D(9) is 
a 6-function about 6=0) in which only electrons of velocity normal to 
the barrier are transmitted. The Arnold solution for the normalized 
tunneling density of states which is fit to the experimental tunneling 
conductance is 
/ (E/O ) iF(E)cos(Akd) + sin(Akd) +i(A^/S2^)G(E) \ 
^T(^) = [ cos(Akd) -iF(E)sin(Akd) ) ^^l) 
where 
F(E) = (E^ - AgA^)/ng^ G(E) = E(Ag-A^)/ng^2^ 
Akd = ^ + i d/2 = RZ^ + i d/2 • (42) 
FN 
' I ' L* A \T mmm A ^ ^ T 4»%.» -T ^ ^ ^ «T «M J # A £ £ ^  A ^ XT, —» ^ ^ 1 ^ ^ ^ Am «T A ^ A —. -C ^ j. iic 1^—liic L.O.JL JLO vi g utic LUC uaj_ vj oj. ax • i. • L/• 
(due to impurity, grain-boundary or diffuse interface scattering) is I 
and assumed to be energy independent. The renormalization function Zj.(E), 
has an imaginary part due tc real phonon processes which incorporates the 
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effect of an additional energy dependent m.f.p. arising from the electron-
phonon interaction. The Fermi velocity of the N-metal is designated by 
This expression for N^(E) successfully describes the oscillatory 
phenomena and predicts the appearance of bound states in the gap region, 
Physically the processes described in the Arnold model can be 
ilc^x 
visualized by examining a quasielectron e , injected into N with E<6g. 
The electron is bound in a potential well-formed by the pair potentials 
as there are no propagating states in S at this energy. Upon reaching 
the N-S interface, the particle is Andreev (56) reflected into a degen-
ilc^x 
erate quasihole e by the potential step with momentum difference 
Ak = k>-k.< = 2S2/fiVp. Physically the original tunneling electron 
pairs with a second electron (below at k<) in S leaving the reflected 
hole to return through N with wavevector -k<. Upon its return, a normal 
reflection of the quasihole occurs at X = 0 followed by another Andreev 
reflection restoring the particle to a quasielectron at x = d. Returning 
to X = 0, the starting condition is resimulated after a path length of 4d 
and a phase accumulation 2Ak(E)d, whereupon the original and reflected 
wave functions interfere. 
1.AO C «... l~l. W ^ ^ ^  d Ck k. W Ck LV «wtttVk 
state resonance would occur depend on the depth (A^-A^), and the width 
d of the well as originally formulated by de Gennes and Saint-James (57). 
As d becomes large (d > 1 !_im) multiple peaks in the gap structure arise 
as the result of multiple bound states. For the range of d considered 
in this work, there is only one bound state energy (E^ < A^^). As d 
gets small, E^ approaches A^^ making a(E) approach a BCS-like shape near 
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AgQ in the absence of scattering. As d increases from zero, moves to 
lower energies shifting the position of the conductance peak in energy 
accordingly. 
The same Andreev processes contribute to N^(E) at energies above 
AgQ, where the likelihood of a reflection is proportional to the height 
of the step discontinuity (Ag(E)-A^(E) at X = d; A^(E) at x = 0). This 
is illustrated most clearly in the high energy expansion of the Arnold 
N^(E) at E » Ag, A^: 
n^(e) . 1 + i e. ^  + i f(21akd) 
E" ^ ) 
where 
AVri = = 07 P P f TT'l - / ^ n \ 
- -ï)- j -
and D(cos6) = D(l/x) is the transmission factor. For specular tunneling, 
F(y) is well-approximated by exp(iy). The first two terms of Equation 43 
are identified as the expansion of N^(E) = ReCE/VE^-A^) that would arise 
if the 5 layer were noc present. The ;;hird and fourth terms represent 
the two dominant "4d" and "2d" interference terms whose coefficients 
2 2 (A„-A.t) and A-,(A„-A„) identify the different combinations of An,driev 
3 N r< b iN 
potential-Step sites involved in the complete interference cycle. It is 
these last terms which allow the S nair notential to be observed. 
33 
Examination of Eq. 43 reveals a net cancellation of the A^(E) 
components for small d (d < 30 A), though A^(E) may be sizable compared 
to ûg(E). In this small dregime, Equation 43 reduces to 
N^(E) = 1 + i Re 
d near 0 
"ac(e) 
' cos(rE^ (44) 
e^ 
In this limit as d goes to zero, the bulk S result is obtained as 
expected, while to first order the presence of finite m.f.p.'s (nonzero 
d/£) is seen to uniformly damp the strength of Ag(E) structure in N^(E), 
Arnold et al. (17) have sho^-jn that this damping is responsible for a 
shift in the experimental N^(E) from that recalculated from a conven­
tional inversion of the data, when proximity effects are not accounted 
for (see Appendix A) resulting in an apparent negative value of y*. 
The numerical analysis presented in the remaining chapter incor­
porates the above formalism. In this diffuse treatment of scattering, the 
effects of finite m.f.p.'s are viewed as diminishing in the interference 
wave I une 12.0 n ampiituae, tnereoy entering directly only into !N^(E). 
Scattering effects are treated phenomenologically by adding an imaginary 
dissipative component. d/£- to the accumulative phase difference. The 
Eliashberg equations describing the pair potentials A^ ^(E) remain unaf­
fected. This description has been successful for quantitative analysis 
of the clean, thin-proximity systems of Wolf et al. for Al N-thicknesses 
less than 200 A. A slight loss of A^(E) strength is seen for d > 100 A, 
indicating the onset of special decay between the N-S interface and the 
oxide barrier. 
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B. Elastic Scattering Model 
A more fundamental consideration that must be made as d and there­
fore d/£ becomes large is the nature of the scattering treatment. Arnold 
(58) has shown that when correctly treated, the Anderson theorem (59) 
breaks down for N-S systems. This implies that the pair potentials near 
thin N-layer are no longer unaffected by the introduction of scattering 
perturbations as they are in bulk systems. This necessitates the incor­
poration of elastic scattering contributions directly into the Eliashberg 
2 * 
equations relating the self energy 4)(E) with a ^(co) and g. 
In an elastic scattering treatment, Arnold (60) modeled N-S systems 
in the "dirty" limit where quasiparticle m.f.p.'s are small Ç » £. 
Elastic contributions to (() (E) were simulated by weighting the kernel 
2 (E , oj) of Equation 40 which incorporates the spectral function a F (m) 
by a scattering lifetime. This lifetime is again parametrized by d/2, 
where i is the quasiparticle m.f.p. Instead of modifying the density of 
states as in the diffuse model, d/£ modifies the pair potentials which 
form N^(E) in the elastic scattering model. 
A region where solutions for A^(E) in this scattering treatment are 
particularly interesting, in light of the present work, is the low energy 
regime in the limit of large d/2. For energies greater than A^(E) 
becomes "homogenized" in that it approaches Aç(E) as 
i4rz^\ 
A^(E) = Ag e ^ . (45) 
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Here (E) is the electron-phonon induced renormalization function 
present in the absence of scattering. From Eq. 45, the tunneling density 
of states becomes 
n^(e) -, Re I 
^ ag(e) 8irz^^ 
= 1 + Y Re — e " . (46) 
Thus in the limit of large d/Jl and RZ^^E « 1, N„(E) approaches that 
L\ X 
expected for the 4d interference oscillations (which go as 
2irz^^e 
e ) but characterized by an effective path length FOUR times 
larger. The results of this treatment suggest that the degree to which 
the elastic scattering considerations should be deemed relevant is indi­
cated in the extent of a homogenization of A^(E) at low energies as 
expressed in an increase in the effective path length underlying the 
interference structure. 
In the next section, the details for the extraction of the N and S 
pair potentials and respective Eliashberg functions will be described. 
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V. EXPERIMENTAL METHODS 
This chapter describes the experimental details involved in junction 
fabrication and characterization and data acquisition and numerical 
analysis. 
A. Junction Fabrication 
The objective of the PET fabrication procedure is to form a high 
purity, highly ordered N-S sandwich with an atomically clean interface 
between the component metals. To accomplish this, electron-beam refined 
MRC MARZ grade foils of Nb or Ta of total impurity concentration less 
than 100 ppm are used. The foil is cleaned and the N layer deposited in 
a stainless steel ultrahigh vacuum system as shown in Fig. 3. The fabri­
cation procedure begins with a 15-20 hr prebake into a trapped diffusion 
pump after which the diffusion pump is isolated and pumping continued 
via a Ti film evaporated on the chamber walls. To enhance the pumping 
speed and capacity, the system is immersed in liquid nitrogen. The base 
-10 
system pressure at this point is 3-5 x 10 torr. 
The foil surface is cleaned and the foil further purified by 
resistive heating for repeated 1-5 min periods during which adsorbed 
and dissolved gases, principally 0 and N, are released. The details of 
the oxygen removal from Nb have been described by Strongin (61). The 
anneal temperature is monitored with an optical pyrometer through a 
nearby viewing port. The temperature is progressively increased in 
—9 
successive outgassings, while maintaining the pressure below 2 x 10 
torr, until the foil has been subjected to at least 15 cumulative minutes. 
Fig. 3. Schematic of the ultrahigh vacuum (U.H.V.) system in which the 
proximity layers are prepared. Here (K) identifies a type 304 
stainless steel acid barrel with several 1 " and one 4" I.D. 
flanged tabulation. The pumping during roughing and baking 
is done into a diffusion pump through the bakeable value (V). 
At U.H.V. the pumping is taken over by titanium sublimated by 
Mo-Ti filaments (Ti) onto the 77 K walls which are cooled by 
immersion into a liquid nitrogen bath (E). The superconductor 
foil (F) is annealed by passing current through the copper 
feedthroughs (C) while the foil temperature is monitored by an 
optical pyrometer through window (W). Prior to N metal 
deposition, the foil is cooled by immersing extensions of (C) 
into liquid nitrogen. A1 or Mg is evaporated from source (A) 
and the deposition controlled by the shutter (Sh) as monitored 
by the quartz microbalance (M). Shield (S) keeps the subli­
mated Ti from depositing on the foil 
38 
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at temperatures above 2300°C. Electron energy loss and Auger surface 
studies of niobium by Schubert (62) have shown the Nb surface to be free 
from any detectable impurities after such treatment. 
Upon completion of the last anneal, copper posts are clamped to the 
foil electrodes and immersed in liquid nitrogen. The foil is allowed to 
cool 20-30 minutes to -20°C to -50°C in a pressure of 1-2 x 10 torr. 
The incorporation of this step has proven to be crucial in the obtaining 
uniform coverage of thin layers of Al, since A1 agglomerates when 
deposited on foils of higher temperature. As this is not the case with 
Mg, shorter times, 10-20 min, reaching temperatures of 50°C to -20°C are 
often used. At the pressures involved, this delay allowed negligible 
surface contamination, considering the fraction of a monolayer of gas 
that would impinge of the foil during the elapsed time. Furthermore 
hydrogen, the principal residual gas, is unlikely to be adsorbed on the 
foil surface. 
At this point evaporation of the N-metal, either Al or Mg is begun. 
The foil is shielded from the evaporation source Dy a snutter untij. a 
o 
steady rate of 0.5-2.0 A/sec is achieved as monitored by a Sloan crystal 
microbalance. The shutter is raised in four steps allowing different N-
layer thicknesses to be formed on a single foil. 
The chamber is opened and the N layer allowed to oxidize in room 
air: Al for 20 to 40 min, Mg for 45-90 min. A flow of pure 0^ is some­
times used for the Mg systems, but the oxidation rate does not appear to 
be noticeably affected. During this time, an insulator collodion is 
brushed on the foil, defining a center strip that will bound the junction 
areas as shown in Fig. 4. Following this, 3000 A Ag counter electrodes 
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Fig. 4. Schematic of the tunneling junctions fabricated on a proximity 
sandwich. The substrate, not drawn to scale, is a .003" thick 
foil of Nb or Ta. The shaded area depicts the N layer on 
which the tunneling oxide is grown. The junction areas are 
confined to a submillimeter strip in the center of the foil by 
a collodion mask. A silver counter electrode is deposited in 
" thin cross-stripes to which electrical contacts ere mads ::ith 
In solder 
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are immediately evaporated (at 10 ^ torr) and probe leads are soldered 
to the contact pads. The size of the resulting junction areas varies 
between 0.2 and 0.5 cm'^. The probe is quickly placed in a helium dewar 
allowing only several hours to pass at room temperature after formation 
of the N-S structure. 
B. Junction Characterization 
The "conventional" Nb tunneling junctions were formed in a region of 
the foil where only 10-15 A of A1 were originally deposited. After 
completing tunneling measurements. Auger depth profile scans were made 
in the vicinity of the junction area. Sputtering into the foil at a 
rate of '\'15 A/min shows no trace of unoxidized Al. Repeating the scan 
in regions of larger Al thicknesses, a clear delineation appears between 
oxidized and metallic Al. 
The oxygen and oxidized aluminum Auger peaks are strong over the 
first 20-25 A then sharply fall off, while the metallic Al peak shows the 
opposite behavior. The metallic Al-Nb interface is equally clear. No 
trace of dissolved oxygen is seen in the Nb foil in either scan nor at 
the Nb-Al interface in the second. 
Auger profilas v?ere also made on Mg-Nb systems but with less con­
clusive results. System limitations and peak overlap prevent clear 
distinction between metallic and oxidized Mg. The oxygen profile tails 
off into the Mg over twice the distance observed for Al, but it is likely 
that much of the oxygen incorporation took place in the interim between 
the tunneling measurements and the depth profiling. 
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The thickness of the deposited N layer is determined from the frequency 
change of a crystal microbalance deposition monitor. The accuracy of this 
determination was checked carefully in the case of A1 by evaporating 
50 and 100 A of A1 as determined by the microbalance onto a glass test 
O O 
slide. The optical transmission (3000 A and 4000 A) was measured, pro­
ducing an estimate of thickness when compared to a tabulation (63) of 
transmittance vs thickness for A1 films on glass substrates. The esti­
mation was accurate to within 10% of the expected value. In the case of 
o 
Mg, a 2045 A step was evaporated onto a quartz slide as indicated by the 
0 
microbalance. The step height was then measured with an A-meter inter­
ferometer as shown in Fig. 5 to be within 5% of the expected value. 
Though a larger relative uncertainty might be expected with thinner films 
0 o 
(d < 100 A), we expect an absolute accuracy of 10 A for a given junction 
in this range and a relative accuracy between two junctions on the same 
foil of better than 5%. 
A final characterization was made to establish any preferential 
alignment of che recryscalized domains of che rTo foils. Visual inspec­
tion of the foils after the proximity layer is deposited shows a jig saw 
arrangement of grain boundaries defining domains ranging in area between 
2 0.5 and 4.0 mm . Several of the Mg-Nb junctions were cut out of the foil 
with a razor blade and mounted in a Laue X-ray camera. The resulting 
patterns showed slightly smeared but intense dots (rather than rings) 
corresponding to (100) and (110)' orientation, shc.v/ing that the domains 
were essentially single crystals or highly ordered polycrystals and that 
most of the junctions were formed on a single crystal face. To determine 
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Mg THICKNESS CALIBRATION 
FiZEAU PLATE FOR j 
A" SCOPE INTER FEROMETER 
230 A M 
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ON FROM MICRO BALANCE 
INTER FEROMFTER FREQUENCY CHANGE 
Fig. 5. Thickness calibration of the indicated microbalance step height 
with that viewed through a A meter interferometer. By looking 
at a step difference, any variation in the quartz sticking 
coefficient from the expected unity of the annealed foil is 
eliminated 
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the local variation of crystal orientations. X-ray diffractometer scans, 
whose beam size covered a 2 x 10 mm area, were made across several of the 
foils. Previous work on annealed Nb foils (63) discovered preferential 
(110) orientation (direction normal to surface) of small grains less than 
1 ym. 
In the three Mg-Nb foils examined, two were predominantly (110) 
while the third, which was annealed at a 25°C-5G°C higher maximum temper­
ature for longer periods of time, was divided between large regions of 
exclusive (110) and (100) orientation. It seems probable that the 
y» «m t-* /-V n /> V ^ ^  ^ 1 1 O T.T-i 4-t^ ^ v( a 
(100) orientation being formed at the higher temperature. This foil 
offers a unique possibility for displaying anisotropy effects as system 
variables besides crystal orientation would be identical. 
C. Data Acquisition 
2 2 
Tunneling measurements of I, dV/dl, and d V/dl vs voltage were made 
using standard modulation spectroscopy tectmiques. A / k tiz modulation 
current (dl), of constant amplitude was fed into a bridge circuit in whic 
the tunneling junction was deployed in a four terminal arrangement as 
described by A.dlar and Jackson (64). The voltage developed across the iunc 
tion (dV) minus that of a balancing resistor-capacitor combination were fed 
into a PAR lockin amplifier, capable of full scale sensitivity to a 1% change 
in conductance at microvolt modulation levels. The d.c. junction bias wa 
2 2 
current controlled by an external sweeping circuit. d'V/dl was measured 
by locking into the 2nd harmonic of the response voltage. Modulation 
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voltages of 3 uV r.m.s. were used to measure conductance near the gap 
region (0-4 mV). In the phonon region, modulation voltages of 15-20 ]iV 
2 2 
were used to measure dV/dl and 75-150 pV to measure d V/dl . 
The tunneling spectra reported in this work, other than of the gap 
4 3 
region, were taken at "^^1.25 K in a pumped He dewar. A He unit was used 
to extend the temperature range to .35 K for the purpose of minimizing 
temperature broadening of the phonon structure (kT % 100 ]iV at 1.28 K). 
2 2 
Experimentally no perceptible sharpening of the d V/dl phonon peaks was 
observed at .38 K from that of 1.28 K. Since the stronger phonon peaks 
appearing in the conductance have half widths on the order of a milli­
volt, we would judge their width to be neither modulation nor temperature 
limited. 
Low temperature (.38 K) data of the gap region is reported here as 
the width of the conductance peak near is entirely determined by kT 
broadening. A threefold increase in the peak height and substantial 
sharpening at .38 K aid the determination of and allow a more exten­
sive evaluation of the accuracy of the computer modeling of the gap 
behavior determined. 
D. Numerical Analysis 
A host of computer programs originally developed by Arnold and modi­
fied to suit the purposes at hand are used for the inversion of the 
2 
measured N_(e) to obtain the desired a„ ^(e), z„ _(e) and a f (e), j. oyln ^ g in ^ ) is 
•k 
]i^ ^ functions. These programs are based on the functional relationship, 
expressed in: (1) the Arnold density of states (Eq. 41) relating N^(E) 
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Ag(E), Aj^(E), d, d/& (2) the Eliashberg equations for S (Eqs. 10-12) 
2 * 
relating Ag(E), Zg(E), a Fg(w), (3) the Eliashberg equations for N 
(Eqs. 38-40) relating A^(E), Ag(E), Z^(E), (m), ]J^. A listing of the 
programs involved and their input/output functions is given in Table 1 
while a detailed description of the major programs is presented in 
Appendices A-C. In this section a functional description of their role 
in the present work is given. 
The basic PETS approach is to determine Ag(E) from a thin-N junction 
o 
(d ^  30 A) where characteristic N features are not observable and to 
determine A^(E) from a junction of intermediate N thickness (50 A < d < 
200 A) in which characteristic N features are fully displayed. This is 
done in an iterative fashion illustrated in the sequence shown in Fig. 6. 
The pivotal program in the analysis is a modification of the McliLllan— 
Rowell inversion program as described by Hubin (65), referred to here as 
STG3, in which the Arnold proximity density of states is substituted for 
the conventional superconducting N^(E). In this program d, d/&, A^(E), 
2jj(£) are rixeû inputs into a variational calcuiarion of a^Fg(w) and che 
resultant Ag(E) that self-consistently satisfy the Eliashberg equations 
and reproduce the experimental N^(E) input. A first order determination, 
Ag(E); is made from a STG3 inversion of the thin N^(E) data where d is 
experimentally measured, d/Jl is chosen to minimize the displacement 
between the calculated and experimental density of states (as discussed 
in Appendix A), and A^(E), Z^(E) are initialized at (0,0), (1 4- A^,0). 
The justification for the N-function approximations is based on the 
relative independence of N^(E) from A^(E) for small d as shown in Eq. 44. 
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Table 1. Input/output of computer programs employed in numerical analysis 
IniDut functions/narameters OutDut functions 
STG3 N^(E) , d, d/& Ag(E), Zg(E) 
2 * 
a f(w), ug 
DELN agce), a fy(w), uj ar(e), zg^e) 
ALUM 
A2FN 
CALCDER 
N^(E) , Ag(E), Zg(E) 
d, d/2 
A„(E), Z„(E) IS L\ 
A^(E), d, [Ag(E), d/A] 
6^(2), z^ce) 
dN (E)' 
--dê--
GAPFN d, d/£, A^q, AgQ, Temp. N^(E) in gap region 
^^(E) from thin-N system (d < 30 A) is used to determine Ag(E). 
b 
culation 
c. 
An(E), Z^fE) are assumed constant, A g, 1 + for first order cal-
N (E) from intermediate-N system (50 A < d <_ 200 A) is used with 
ALUl-I. 
^CALCDER is independent of A and d/£ for sufficiently large d/2, 
(i.e. d/£ > 2.5). 
CALCDER was used in this work to synthesize 
system (800 A < d < 1100 A) given A^Ccc^F^). 
dayce) 
dE 
for a thick-N 
STG3 A2FN 
ALUM 
STG3 
d, d/(  
Int 
Fig. 6. Analytic sequence for deter mining A (E) , a F„(co) and from proximity junctions of minimal 
o o 2 
N thickness (N ,(E) , . , d < 30 A) and A»(E) and a F (w) from junctions of intermediate N i J. 113-11 o ~ o " M 
thickness 50 A < d 200 A) 
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This preliminary determination of (E) is typically within 10% of the 
value ultimately obtained. 
With Ag(E) in hand, A^XE) and Z^(E) are determined from the inter­
mediate N^(E) data using the ALUM program. The ALUM program essentially 
considers the deficiency between the input Ag(E), d/2, d and the N^(E) 
to be described and calculates the required N-functions to exactly 
reproduce the experimental N^(E). As far as relative precision is 
concerned, A^(E) as determined by ALUM is much more sensitive to in­
accuracy in Ag(E) than vice versa, as N^(E) is still dominated by Ag(E) 
T Ô O C O OT-I TTÔ +•/•> R »  +-V N  - Î  rsr> C  A  /  - P P T T N ^ R R O  T T S  T ' V Ï O  
scattering assumptions or spacial homogeneity of the pair potentials 
contribute to this uncertainty. For this reason, ALUM is only applicable 
0 
for d < 200 A and is most accurate at the minimum thickness where N 
phonon features are fully evident. A^(E) is most accurately determined 
in regions where N phonon effects provide strong, sharp structure to 
N^(E), unobscured by the S phonons. Mg is fortunate in this regard to 
nave a strong longicudinal phonon an 'v27.5 mev, well above che Nb cut­
off frequency. 
Once A.-(E") and Z..(E') are determined, it is straightforward to in w 
2 
recover a . This is the function (not surprisingly from the name) 
2 * 
of A2FN. The final determination of Ag(E), a and li^ is 
accomplished in a second iteration of STG3 for the thin N^(E), this time 
using the ALUM functions for A^(E) and Z^(E). 
The procedure outlined above is used for the analysis of a sequence 
o o 
of Mg-Nb PETS junctions ranging in thickness from 25 A - 55 A. In the 
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conventional Nb analysis, on the other hand, no proximity parameters are 
2 
assumed and Ag(E) and a F(oj) are calculated from a conventional McMillan 
inversion assuming a conventional density of states. Finally from the 
2 2 thickest Mg junctions, A^(E) is determined from the characteristic d V/dl 
features as described below. 
o o 
Mg-Nb junctions of Mg thickness 500 A < d < 1100 A uniquely display 
the Ajj(E) contributions to the density of states, unobstructed by 6g(E) 
features which have been damped by scattering. This is predicted in 
Eq. 43 where in the limit as d/S, becomes large 
e 1 lim N (E)) = z 1 + i Re . (47) 
Because this regime does not meet PETS criteria for spacial homogeneity 
vp(ng) o 
(^Mg ~ ^  = 1200 A) and relatively large quasiparticle m.f.p.'s, 
It xs not reasonaoie to expect to solve tnis equation ûirectiy for ^(ii). 
The effects of any or all of these factors can shift N^(E). However, the 
2 2 phonon induced structure in N^(E). as captured by d V/dl . still 
accurately reflects the underlying Mg spectral function. 
2 
The procedure for unraveling a F (w) from the thicker bulk-like 
da/dV (determined from d~V/dI") is outlined in Fig. 7. The intermediate 
thickness a^F^(w) is enlisted as a starting function, a^F°(w). Using the 
DELN program, Aj^(a^F°) is calculated from Eq. 38 where Ag(E) is scaled by 
(AgQ(thick)/A^q(thin)) and ]i^ is taken from band structure calculations. 
The corresponding Arnold density of states and its derivative are calcu-
^"''^n<"'thlcl< 
ajce) 
deln CALCDER 
Compare 
dE Calc 
i Thick 
2 Fig. 7. Analytic sequence for determining A^(E) and a F^Cw) from junctions in which thick N layers 
have completely damped the îl-phonon conductance features. The loop is executed sevei'al 
2 2 
times until a final a is obtained whose corresponding 9N^(a F^)/9E reproduces lihe 
experimental conductance derivative 
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lated from A^(a^F°) according to Eq. 41 with d/£ chosen sufficiently high 
that — jg has no Ag(E) influence, a F^(w) is then variationally 
determined in repeated iterations until the calculated derivative repro­
duces the experimental. Having established the shape of the thick 
2 
a , the scale is adjusted by normalizing the weight under the high 
energy longitudinal peak to that of the intermediate thickness function. 
Thus in addition to determining the superconducting pair potential, the 
N-S configuration is used to determine the Mg spectral functions in both 
thin and bulk films. 
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VI. RESULTS AND DISCUSSION 
A. Comparison of Conventional and PET 
Spectroscopies for Nb 
During the first phase of the work presented here, conventional 
tunnel junctions of the form Ag-Al^O^-Nb were fabricated, establishing 
a basis of comparison for the PETS analytic procedure on Nb. These 
structures, minimizing the exposure of cleaned Nb to oxygen, are pre­
ferable to those in which the Nb is oxidized for reasons given in the 
introduction. They were fabricated according to the usual PET pro­
cedure where A1 was used in place of the N metal, but by cooling the 
Nb foil below room temperature prior to the A1 deposition, continuous 
o 
A1 coverage was obtained for exceptionally thin A1 layers (~10-20 A). 
Upon exposure to room air the entire A1 layer was totally oxidized, 
consuming all of the metallic Al. 
Uniform coverage is confirmed by the absence of leakage current 
0 3+ 
which was measured at less than 0.1%. Auger profiles for Al , Al , 
0'^  , and Nb" confirm the existence of less than 5 A of Al" ruling out 
a separate Al metal layer and also indicate a continuous Al^O^ layer 
o 
^ «a 1 w oc a tv t ç ^ ^ m /"> f ^ ^ A^LliC^ ^ y iix w ^ jr w w o w w «i» sx ^ 
the Nb^ signal in the oxide which would occur in the presence of holes.) 
The Auger results gave no indication of diffusion of Al into Nb. This 
is consistent with the absence of heating of the Al-coated foils, (which 
are generally cooled in the cryostat within a few hours of the Al 
deposition) together with a negligibly small bulk diffusion constant 
estimated at >10 cm^/sec (66). 
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The energy gaps of the junctions, obtained by fitting to the BCS 
density of states, are in the range 1.54 to 1.59 meV and thus compare 
favorably with the 1.56 meV reported for single crystal Nb (10). As iz 
expected, these values are significantly larger than the 1.51 =eV 
observed in the NbAl PETS junctions. 
The most impressive feature of the conventional junctions is the 
magnitude of the phonon structure in N^(E), which is up to 50% larger 
than the largest previously reported in any Nb tunneling measurement 
(10). Taking the sum of the deviations in CT/a^^g-l at the transverse 
and longitudinal Nb phonon energy (14 mV and 25 mV, see Fig. 8) as a 
convenient direct measure of phonon strength, the present value of 2.2% 
may be compared with ~1.5% in previous reports. The strength of the 
observed phonon structure in N^(E) is a figure of ~.erit of a tunnel 
junction which establishes an unequivocal lower bound on the true 
electron-phonon coupling in the superconductor. Observed reductions 
in phonon strength indicate reduced electron-phonon coupling in the 
Samuled jCcjîiOû of 3 j.ii â COiJLVcîiL.iûiial C~x —S "iUIiCtiûIi OiT the pîTcScIiCc 
of scattering of quasiparticles in the N layer (either in the bulk or 
at the N-S interface) of a C-I-NS proximity junction. The present 
observation of phonons stronger than those reported in earlier measure­
ments on thermally oxidized Nb junctions implies some imperfection in 
^ ^ 1 f c ittwx yx v +" c ttt at.? f 
Wolf et al. (18) as to the likely occurrence of interfacial Nb layer of 
weakened superconductivity between the thermal oxide and bulk metal. 
One would expect that tunneling data from such junctions would give 
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8. Measured and calculated reduced conductances for "conventional" 
Nb tunnel junctions produced without thermal oxidation of Nb. 
The phonon structure shown is stronger than ever reported for a 
Nb tunnel junctxon. The dastiecl curve is obtained by a conven­
tional McMillan inversion 
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reduced values of \ and p* if analyzed without correcting for the 
weakened phonon contributions in N^(E) as discussed in Appendix A. 
The inversion of the data of Fig. 8 (solid curve), typical of 
these junctions, was done with the conventional McMillan-Rowell tech-
2 
nique and yielded the a F (tu) function shown in the solid curve of Fig. 
9. The corresponding values of À and p" are 1.03 and 0.11 respectively. 
The excellent agreement between the measured (solid) and calculated 
(dashed) reduced conductances are obtained without use of a proximity 
model and taken as an indication of a high quality conventional tunnel 
junction. The presence of a slight offset in the curves below 30 meV 
and a weak bending above this energy are minimal by conventional tun­
neling standards. (This deviance is eliminated in a PETS inversion 
o 
assuming d = 3-5 A and d/£ = .03 but this parameterization is so close 
2 to d = 0 that the resulting Ag(E) and a Fg(w) are virtually identical.) 
The Nb a^(u)) obtained by the PETS analysis (17) corresponding to À = 
1.04 and p- = .13 is shown for comparison as the dashed curve in Fig. 
_ _ 9 
9. The similarity of the "conventional" and PEiS cy je (lu) functions, on 
similarly prepared substrates, is taken as an indication of the degree 
of accuracy of the PETS analysis and correction procedures. The results 
demonstrate that the PETS procedures measure the same a^(u)) function 
obtained via conventional tunneling spectroscopy. The value of p", on 
^ A ^ A «A 1M — J — ^ —» _ A . — A ^ WW * *1 — A ^ ^ — — —. — — — . — — _ ^  ^ — j ^ 1M M ' * * • t® * A 1 M ^ uuc v^uixci. ixczlivi, x£> <i»jy<3jlchl.iv vjvcj.uiiuaucu uy cue ruxo anaxvax 
Comparison of the present c"?(w) functions with that obtained for 
Nb from phonon spectrum F(w) and neutron scattering line widths in a 
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9. Comparison of an a F(£j) function obtained fro= the present "con­
ventional" tunnel junctions (solid curve) with that obtained 
proximity junctions of the form C-AIO -AlNb using the full PETS 
analysis of (16-18) 
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meats have underestimated a^(u)) in the region of the longitudinal 
peak at 24 meV. Such a loss if it indeed occurs might arise in either 
proximity or conventional tunneling from lattice disorder in the depth 
of the S electrode of which F(u)) is characteristic. It has been sug­
gested that the probing depth may be energy dependent, decreasing at 
higher frequencies. On the other hand, the recrystallization pro­
cedures employed are recognized as giving excellent surfaces, demon­
strated by LEED patterns (68). Furthermore experiments on similarly 
treated Ta foil junctions give a much stronger longitudinal phonon peak 
(relative to the lower energy transverse peak). For these reasons, the 
question of relative accuracy of the tunneling and neutron-derived 
2 
a F(u)) functions deserves further investigation. 
B. PETS Study of Mg Proximity Systems 
With the validity of the PET analytic procedure conclusively con­
firmed, the natural progression is to extend the investigations to a 
study of systems employing Mg as the proximity layer is presented, 
spanning a much wider range of thicknesses than attempted in previous 
PETS studies. In addition to determining the S-metal properties for 
these systems, the full capacity of the PETS analysis is utilized in 
r\ a r* f o o r* +* v r\n -nh rm r»ri 2,2."^ t . T n 
the previous studies, the thrust of this effort is to study the N-metal 
although the superconductor will be characterized as well. By capital­
izing on the pair density enhancement by the backing superconductor, 
the proximity configuration provides a microscope for observing the 
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normally undetectable role of the Mg electron-phonon coupling strength 
in the tunneling experiment. In the final analysis, complete determina-
2 
tion of the Mg a F(w) is achievable and is described in detail. 
1. Niobium-Magnesium 
In the following discussion, the results of the study of 24 junc­
tions on five different Nb foils are presented. Mg proximity layers 
o o 
ranging in thickness from 18 A to 1100 A are considered which covers 
o 
both the regime below 200 A where the homogeneous approximations of N 
metal self energies are valid and much thicker layers where the effects 
of the spacial variation of the N-metal pair potential, , prevail. 
The counter-electrode employed in all these functions is silver. 
Supporting arguments for the lack of Mg diffusion are made by 
measurement of the transition temperature, T^, and the critical field, 
III these foils, was determined by the onset of a dip at V = 0 
in the dl/dV characteristic of a typical junction. This transition 
temperature was found to be 9.26 ± .03 K for all five Nb foils, con­
sistent with the established value of 9.25 K accepted in the literature. 
No variance was found from junction to junction for a given foil nor 
from foil to foil within the sensitivity of the measurement. 
The measured H „ is 3.95 kG at 1.28 °K with the foil oriented 
cz 
perpendicular to the field in agreement with the value of 3.90 kG shown 
by Finnemore et al. (69). These measurements confirm the high quality 
of the Nb interface region showing no evidence for the presence of dif-
o 
fusion. Likewise, Auger depth profiling of the first 200 A of the Nb 
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foil, after the Mg layer has been removed by oxalic acid, shows no trace 
of diffused Mg. 
we begin by examining the conductance behavior in the gap region 
in order to determine the junction quality and the S-metal gap 6^^. 
An immediate indicator of uniform N metal coverage and the absence of 
agglomeration is a low level of nontunneling or leakage current. 
Quantitatively this percentage is determined by the ratio of zero bias 
conductance to that of a high bias voltage (i.e., 3-5 mV). In the junc­
tions considered in this study, the leakage currents were all less than 
o 
1% for Mg thicknesses less than 250 A, revealing uniform coverage and 
excellent tunneling oxide qualities. A typical example of the current-
voltage characteristics for these junctions is shown in Fig. 10. The 
xlOOO amplification shows the leakage current to be .1% in this case. 
This ratio monotonically increases for larger rig thickness, reaching 
o 
4.5% for d = 1050 A, primarily as a result of increased broadening and 
a shifting to lower energy of the conductance peak with increasing d. 
This Lread is shown in Fie. 11 where the I-v" curves for representative 
Mg thicknesses are normalized to unity at 3 mV. Note how the midpoint 
of the current onset moves to lower energies as d increases. Likewise, 
the knee at the current onset becomes decreasingly sharp at higher 
thicknesses which is reflected in the rising zero bias resistance ratio. 
lav j. c, w uiic gau \-ii.a j. <i v-c-c j. i ô ui i> j.& ui&yj.a^cu j.u. uuc 
first derivative measurement of a = a^/a^. In Fig. 12, the reduced 
conductance for these junctions is shown. The shape and position of 
this conductance peak is a primary qualifier for the PETS assumptions 
of clean films coupled by unity transmission coefficients. In the limit 
Fig. 10. Representative gap region I-V characteristic for a Mg-Nb junction of Mg thickness, 
d < 150 A. Leakage current (dl(0)/dV)/(dl(3mV)/dV) Is seen to be less than 0.1% 
I - V  N b Mg - I - l 0 
20, 
xlOOO 
-3.0 -2.0 -1.0 0 
V  ( m V  )  
T  =  l . 2 2  ° K  
d = l 2 5  A  
0 2.0 3.0 
Fig. 11. Mg thicl<ne;ss dependence of I-V characteristic In the gap region. I is normalized to 
unity at 3 mV 
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Fig. 12. Conductance peaks near l:or various Mg thicknesses. The bound state energy and 
the gap AgQ lie slightly above the energy of maximum conductance and are 
determined by fitting this region to the Arnold density of states 
2.501 
Nb M() - I -Ag 
Exp. REDUCED CONDUCTANCE-
T = I .28K /  
1.50 d=28 A 
1.00 
d=800A 
KT 50 
0.00 
2.20 1.80 1.40 LOO 0.60 
V  ( m V )  
67 
as d becomes small the proximity conductance peaks are expected to 
become BCS-like indicating the absence of a potential barrier at the 
o 
N-S interface. In the thinnest junctions, 28 A deposited Mg, the 
experimental conductance peak was 3% higher than that predicted for a 
BCS superconductor of gap = 1.54 meV and temperature of 1.27 K, with 
o 
slight broadening at lower energies. As d approaches 150 A, the peak 
conductance is increased by another 5% and then falls off as seen in 
the figure. This is accompanied by a shift to lower energy of the peak 
centroid and increased broadening at larger thicknesses. 
Both the increased peak height and the shift to lower energies are 
well-accounted for in various proximity theories. As described pre­
viously, quasiparticle excitations with energies between and Ag^ 
are in a potential well of depth Ag^ - A^q and thickness d. The energy 
of the de Gennes bound state, E^, is determined by the width d and the 
depth of the well and decreases from an initial value within a few pV 
of AgQ as d is increased. It is this spike at in N^(E) and its 
relationship ro —gQj tnat when thermally smearea aetermines tne snape 
and position of the experimental conductance peak. 
In Fig. 13, both Arnold's theoretical proximity conductance and 
o 
the BCS conductance are compared with experiment for d = 125 A at both 
1.28 K and 0.38 K. Here, A^^ = 0.3 meV is determined from analysis 
of the phonon region to follow later. While clearly enhanced from 
the BCS case, the experimental conductances are reduced in height 
and broadened from those calculated for proximity junctions with 
infinite mean free paths (d/1 = 0) as assumed in the calculation shown. 
Despite the reduction of peak height, the agreement between experimental 
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Fig, 13. Proximity conductance peak for 125 A Mg junction is compared 
with ideal (d/£ = 0) PETS and BCS conductance at two 
temperatures 
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and calculated conductance at both temperatures in position and shape 
for a single is sufficient to accurately determine the value of the 
îTb gap at the N-S interface particularly for junctions of ng thicknesses 
o 
less than 200 A. The reduction in peak height for nonzero d/1 is pre­
dicted within the diffuse boundary scattering model, as has been shown 
by Zasadzinski using Arnold's density of states. However, little broad­
ening or shape change is expected in this model because of the nature 
of the scattering treatment. 
In Fig. 14, the measured experimental energy of the conductance 
maximum for T = 1.25 °K is plotted as a function of thickness. 
The dotted calculated curve depicts the theoretical thickness dependence 
of E(a ) for a constant A„ = 1.54 meV reflecting the expected decrease 
P Û 
in E with increasing thickness. The difference in the two curves then o ° 
represents the depression in Ag^ at the N-S interface that occurs as a 
result of the proximity influence of the N-metal on the ITb. This 
dependence has been derived by Arnold (16) to be 
^so ^so ^ 
for clean interfaces, where Ag^ is the bulk S-metal gap energy. While 
o 
our estimate of Ag^ becomes less accurate for thickness beyond 200 A 
due to increased broadening and the masking of peak shapes by thermal 
smearing, the indicated experimental depression of Ag^ is roughly one-
third that predicted in Eq. 48. 
This discrepancy is not easily reconciled. An initial conclusion 
might be a reduction of the transmission coefficient at the N-S inter-
Fig. 14. Energy of peak conductance, as a function of Mg thickness d. Difference bf!tween 
solid and dashed line represents the local depression of at the N-S Interface. The 
smooth chlckness dependence supports the relative accuracy of the N-thickness determina­
tion 
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face. This would reduce the second term of Eq. 48 and decrease the 
ratio of more rapidly as a function of d, as described by Bar-Sagi 
and Entin-Wohlman (70). However, the thinner junctions conclusively 
demonstrate near unity transmission coefficients, far above the 0.4 or 
so required to satisfy the experimental thickness dependence. Likewise, 
the strength of the phonon structure in N^(E) presented later, demon­
strates little loss of quasiparticle current density at the N-S inter­
face due to normal barrier reflection. 
It is possible that other factors not yet understood prevent A q^  
from satisfying Arnold's predicted thickness dependence, we have 
noticed in previous studies that for A1 also falls short of the pre­
dicted R dependence although fewer junctions over a wider range of foils 
were considered, making the systematics much harder to determine. 
Eq. 48 is expected to be valid in the limit of a spacially homogeneous 
A^(E) which occurs when RAg^ « 1. This has been interpreted to be 
o 
RAgQ < 0.1 or in the case of Mg d < 200 A. However, the spacial varia­
tion in A^lEy from the N-S interface to the oxide barrier appears to be 
o 
on the order of 10% by the time d is 120 A again determined from the 
phonon analysis. It is possible then that the spacial inhomcgeneity 
modifies Eqn. 48 at R valu,ss smaller than previously considered. 
Scattering contributions, indicated by broadening at larger Mg thick­
nesses, may also contribute to the failure of this description. 
Arnold (60) has predicted gap characteristics for systems in which 
the proximity layer mean free path is determined by bulk scattering. 
In Fig. 4 of this reference, a shift of the conductance peak to lower 
energies is seen for increasing R (R is proportional to d) where 
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is assumed to be 3. In this calculation, the energy width of 
the conductance peak is increased by over 100% as R increases from .1 
to 1.0 while the peak height is proportionately reduced to preserve the 
area under the peak. (This is equivalent to a thickness range of 400 
o 
to 4000 A for Mg.) The shape of the peak is asymmetrically skewed 
toward a conductance maximum at the high energy side of the peak for 
R < 0.25. As R increases the conductance maximum shifts through the 
centroid until the peak becomes skewed to the low energy side at 
R = 1.0. 
A similar evolution of conductance peak shape with increasing d 
has been seen in the experimental data of Freake (71) for Cu proximity 
layers on Pb. Because of their relatively poor deposition pressure, 
-5 10 torr, these junctions would be expected to exemplify the elastic 
scattering regime. The gap conductance characteristics were taken at 
0.05 °K allowing essentially direct measurement of N^(E) free from 
thermal broadening. The shape of the Freake conductance peaks goes 
^ J ^  ^^ ^ Kj va ^  v— c \.l kv y C\X. i-lw -l c a c k/ l. Ck 
o 
much smaller range of thickness is covered in doing so. At 250 A Cu, 
the conductance peak is skewed to the high energy side with the maximum 
o 
conductance occurring at 1.2 mV. By 850 A Cu, the peak is broadened by 
over 70% in width while the maximum conductance has moved through the 
centroid down to 0.5 mV, dramatically skewing the conductance peak to 
the low energy side. 
From these findings, the presence of elastic scattering in any 
large degree would be expected to manifest itself in extensive broaden­
ing of the gap characteristics and asymmetric modification of the peak 
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shape with increasing d. In the present study, no unexpected asymmetry 
in the conductance peak shape is evident for temperatures down to .38 K 
o 
for the thicknesses less than 400 A. (Gap characteristics for thicker 
junctions were not taken below 1.2 °K.) Increased broadening, larger 
zero bias conductance, and a reduction in peak height are seen for Mg 
o 
layers greater than 200 A but this tendency toward gaplessness is 
expected regardless of the scattering nature as the spacial inhomo-
geneity of increases. A small amount of broadening relative to the 
o 
diffuse model calculations is discernible below 200 A suggesting at 
least a minimal presence of scattering however the extent of its 
presence is not determined. The size enhancement and the BCS-like shape 
of the conductance peaks at these thicknesses confirm the basic PETS 
assumptions of strongly coupled metals with clean interfaces and large 
quasiparticle mean free paths. Under these conditions, application of 
the PETS analytic procedure is expected to successfully determine the 
energy dependent pair potentials for both Nb and Mg and their accompany­
ing eiectroTi-Tj'nonori fimrfi one . Out- ariajyçiç "ill procssd th°n 
based on Arnold's original diffuse scattering approach in which an 
imaginary i d/Ji component to the phase difference R is assumed to 
damp the interference contributions to N^(E) while leaving the self 
energy functions unchanged. This approach has proven to be successful 
m thë iib-Al pL'OXsystems yrcjjared uuder similar conditions. me 
consequences of treating the elastic scattering contributions in this 
manner will eventually manifest themselves at higher thicknesses where 
they would be expected to play a more dominant role. 
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The remainder of this section will be devoted to the study of the 
dynamic conductance at biases between and 80 mV where phonon con­
tributions characterize In this region an indication of oxide 
quality is found in the shape of the normal state conductance. Rowell, 
Gurvitch and Geerk (72) have demonstrated for their sputtered films 
o 
that complete A1 coverage of Nb occurs after 8 A of A1 are deposited as 
indicated by the broadening and zero offset of the normal state con­
ductance parabola. This reflects the difference between the chemical 
natures of the Nb and A1 oxide barriers. The Nb-Mg low leakage junc­
tions exhibit a similar background dependence in which cr__._ shifts out 
to -150 mV (bias of S electrode with respect to Ag) and flattens for 
larger Mg thicknesses. These characteristics are representative of 
an asymmetric oxide barrier whose potential is 150 mV lower at the 
MgO-Mg interface than at the MgO-Ag and support the contention of 
complete Mg coverage and the absence of Nb oxides. Subsequently, this 
characteristic is convenient for measuring the superconducting struc­
ture in uV/dl as it provides a slowly sloping background, rr^ ( K j on t-ho 
negative side of bias. This allows high amplifier gain while keeping 
the entire phonon range on scale. The measured d^/dl^ shows the 
required asymmetry in phonon structure about V = 0, establishing the 
equivalence of measurements taken on either side of bias. Failure to 
observe the cxpcctcd equal strengths of phoaoa peaks at opposite uias 
polarity indicates a nonideal barrier with e.g., localized defect states 
with an asymmetric energy distribution about the Fermi level which make 
the tunneling matrix elements bias dependent. 
Fig, 15. Measured superconducting ani normal dynamic resistance for d^^ = 130 A from which the 
reduced conductance, o(V) = R^/Rg, Is determined. Representative Nb and Mg phonon 
features are simultaneously displayed in the superconducting curve at this thickness. 
Note resistance is plotted decreasing along the ordinate giving the curves the 
appearance of the more natural conductance units 
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A representative picture of both the normal and superconducting 
conductance for the positive side of bias is shown in Fig. 15 dis­
playing the prominent Nb and Mg phonon features. The dominant longi­
tudinal Mg phonon is displayed in the 30 mV dip in N^(E). The 16 mV 
transverse Mg phonon is also expected to carry similar weight according 
to the neutron scattering F(w), however N^(E) is totally dominated here 
by the response to the Nb transverse phonon at the same energy. A 
broad rise in the normal state conductance, is seen above 30 mV as 
a result of inelastic tunneling processes involving the strong Mg phonon. 
A comparison of this inelastic feature in the normal state conductance 
with that of the superconducting at 30 mV dramatically portrays the 
advantage of proximity tunneling for enhanced sensitivity to the 
electron-phonon coupling in normal metals. 
Our analysis begins in the thin Mg limit where the first effects 
of an induced Mg pair potential emerge. In this region, the PETS assump­
tions of uniform, spatially homogeneous pair potentials are valid, 
this end, sample NbMg-5 is particularly illustrative and will form the 
basis for determination of both the Kb and Mg pair potentials, q (E), 
and mass renormalizations, (E), which will be used to predict the 
-= > 3 
conductance of thicker Mg junctions. 
_ 2 p 
ihe conductance characteristics (dv/dl & d v/dï J of six junctions 
o o 
ranging in Mg thicknesses from 28 A to 55 A were measured on a single 
Nb foil, insuring all preparation conditions to be identical while d 
alone was varied. The set is particularly distinctive in that it covers 
the entire evolution of the prominent longitudinal Mg phonon feature 
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from the point of near irresolution to that of maximum strength. The 
reduced conductance a = Dg/o^ = for five of the junctions discussed 
2 2 h is displayed in Fig. 16 where a is normalized by = E/(E in 
order to retain only the strong coupling variations in N^CE). The BCS 
normalization is only used in this work to present the conductance from 
o 
Mg thickness less than 100 A which would otherwise be offscale below 
12 mV. It is dropped for larger thicknesses where it is not convenient 
in order to be consistent with general presentation in the literature. 
The locations of the phonons in the conductance characteristics are 
2  - 2  identified by the peaks in the second derivative d V/di (dips in 
da/dV) which are equivalent to points of maximum negative slope in a. 
These are indicated by the arrows for the Nb and Mg features. The 
phonon contributions to N^(E) appear shifted in energy by reflec­
ting the fact that the lowest state to which a quasiparticle can be 
scattered by the emission of a real phonon is at E = A^. Figures with 
abscissas labeled eV - A have been shifted to correspond to the actual 
phonon energy while those labeled V refer to the direct voltage read­
ings. 
Examining the systematics in N^(E) for this set of junctions, c 
in the bias region of the longitudinal Nb- phonon, becomes more positive 
(is shifted upward on the graph) as the Mg thickness increases, while 
a at biases less than the transverse phonon, becomes more negative, 
producing a rotational effect on the conductance about some intermediate 
energy value. This reduction of ct in the low energy results in a reduc­
tion in the dip in N^(E) at 16 mV attributed to the Nb phonon from a 
o o 
0.010 drop in a at 28 A Mg to a .007 drop at 55 A. This represents a 
80 
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Fig. 16. Reduced conductance^ from junctions on a single foil MgNb-5 as 
d spans from 28-55 A. The induced Mg pair potential is 
evidenced in the emergence of the strong longitudinal Mg phonon 
feature near 30 mV and d increases 
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30% loss in the strength of the S phonon features in N^(E) over a 25 À 
span in d. Extrapolation of this trend back to d = 0 suggests that the 
size of this feature would be close to the 0.013 seen in the conven­
tional tunneling case of Fig. 8 in the previous section. 
These trends are typical of PETS junctions as increasing d is seen 
to reduce the low energy conductance relative to the high in both theory 
and previous experiment. Likewise increasing d reduces the size of S 
phonon contributions to N^(E) as an increasing amount of the quasi-
particle interference amplitude is lost to scattering, which is para­
metrized by an increasing d/1. 
The Mg phonon F(u)) from neutron scattering force constant analysis 
of Pynn and Squires (73), shown near the end of this section in Fig. 30, 
features a strong longitudinal phonon at 27.3 mV and a slightly weaker 
but comparable transverse phonon peak at 16.0 mV. Looking at the 
evolution of the density of states, the Mg longitudinal phonon is 
clearly seen in the development of the 30 mV dip while that of the 
"c.t"3nvçt*!5p 4 c htr 1- ha ^5 c—c— ~ — 
that energy. This mutual occurrence of both phonons at the same energy 
is initially an unfortunate complication but one that will be resolved 
at higher Mg thicknesses. It is noted that the increasing prominence 
of the Mg structure in N^(E) is not the result of a change in the 
N-pliOiiOii pair jjotenLial A^(E), but rather due 1:0 The increasing failure 
of net cancellation of all terms as d becomes nonzero. 
In the case of junction Nb Mg-5-1, near perfect cancellation of 
the A^(E) contributions show N^(E) to be primarily determined from the 
Ag(E) contributions to N^(E) scaled by e""'~. This enables a MMR 
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inversion of N^(E) to yield a close first order approximation to Ag(E) 
2 
and a where A^(E) is assumed to be zero and Z^.(E) = 1.3. Using 
o 
measured values for Ag^ = 1.54 meV and d = 25 A for this junction along 
g 
with Vj, = 1.37 X 10 cm/sec from Kittel (74), the fit to the experimental 
N^(E) for such an inversion is shown in Fig. 17. The scattering parameter 
d/£ is chosen so as to minimize the r.m.s. deviation between the calculated 
and experimental curves. 
It should be noted that d most accurately represents the unoxidized 
o 
N layer thickness and as such is some 15 A thinner than the deposited 
o 
thickness. However, 25 A is chosen for the calculation to be more con­
sistent with the results that follow and still be within the estimated 
o 
absolute experimental uncertainty of ± 10 A at these thicknesses. 
2 
The corresponding a Fg(w) for this inversion is shown by the dotted 
2 
curve in Fig. 18. Since STG3 fits a Fg(w) to the data up to uj^ (28 
meV for Nb), we see an immediate deviation in the fitted conductance 
beyond this energy if Ag, A^ are not both correctly chosen. The failure 
ro incTuHe 3 function in the region i.-hzrz itc contributions arc 
largest has created a first order c^Cui) that fails to return to zero 
at causing a rapid deviation from experimental N^(E) as a^^(u)) is 
abruptly forced to zero. Nevertheless, the first order approximation 
of Ag(E) (not shown) and a^Fg(u)) are within 90% of their final calcu­
lated values and similarly close to the A„(E) calculated for the conven-b 
tional inversion in spite of the exclusion of A^(E). The notable differ-
2 
ence between this a F(w) and the conventional tunneling counterpart 
for Nb is the enhancement of the 10 mV shoulder. This is a direct con­
sequence of the reduction of the conductance in this region. 
Fig. 17. RGGults of STG3 inversion of NbMg-5-1 determining Ag(E) and Ag(E). Resulting fit of 
A"(E) is shown in dash-dot curve, while that of A„(E) In the dashed curve 
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Fig. 18. Eliashberg spectral function for Nb corresponding to A°(E) and 
Ag(E) obtained frora inversion cf NbMg-5-1 
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With Ag(E) largely determined, a Ag^(E) function is sought from the 
thicker junction Nb-Mg-5-8 in which the N phonon structures are fully 
evident. This is accomplished using the DELN procedure described in 
Chapter 5 on the NbMg-5-8 N^(E). As this procedure is designed, the 
measured d is used with d/2, adjusted to be consistent with thickness 
and to eliminate any unphysical behavior in A^(E) at low energies, such 
as a negative Im(A^(E)) or Re(A^(E)) which would imply negative a 
However, when the procedure is applied using the experimentally measured 
O O o o 
d = 45 A (55 A deposited - 15 A oxide + % (10 A uncertainty)), the results 
2 for A^(E) and a F(u)) are unphysical even for d/S.  < 0.5, which is unreason-
o 
ably high in relation to the value of d/£ = .1 at d = 25 A. 
The inevitability of this occurrence can be seen by calculating 
the N^(E) that would result from the first calculated Ag(E) at larger 
d values in the absence of N-metal contributions. These pre-A^ N^(E) 
o 
functions are calculated from Eq. 41 with Ag^(E) = 0 for d = 45 A and 
o 
70 A, with appropriate values of d/£, and are compared to the experimental 
o 
îrbM^ 5 s COHvaU-C k^ôIiCc: j.i_L i îg. J.U. L.11C M XUUULU UU 
be more positive (higher) at the lower energies (below 16 mV) and lower 
at the high energies near the Nb L phonon in comparison to the experi-
o 
mental conductance. The 70 A calculation, on the other hand, provides 
a closer fit, and, more importantly, exhibits the opposite behavior, 
being slightly lower at the low energies and slightly higher at the L tTd 
phonon. This rotational effect of N^(E) about some intermediate phonon 
energy for increasing d has been seen in all previous PETS studies. 
The inclusion of a nonzero A^(E) function will rotate N^(E) in the 
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Fig. IS. Resultant calculated^N_(E) for Ag(E) and Ajj(E) = 0 for d = 45 À 
(dashed) and d = 70 A (dot-dashed) compared to the experimental 
conductance Nb>'g-5-8. Inclusion of any nonzero contribu­
tion will shift the calculated curves in the direction of the 
arrows. Hence, an effective thickness of at least 70 A must 
be employed if a physically meaningful A^(E) is to be extracted 
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opposite way. At low energies where « Ag the primary effect of 
increasing A^ will be to decrease the (Ag - A^) term in Eq. 43 sub­
sequently raising N^(E), as the S contribution is dominant here. At 
higher energies where Im(A^(E)) is large, increasing A^ tends to bring 
N^(E) down, as seen in the dip at the Mg L phonon. It becomes evident 
o 
that the 70 A defines a minimum thickness for obtaining a physically 
realistic A^(E) from any type of inversion of NbMg-5-8 using Ag(E). 
(Even larger d's were required if Ag(E) conventional was used.) 
The exaggerated extent of what was described as the rotational 
effect on N.^(E) for increasing d requires a larger-than-dspcsited 
thickness parameterization to describe the thickness dependency in a 
o 
PETS formalism. Seventy A is shown to be a minimum estimate of this 
"effective" thickness since increasing A^(E) contributions to N^(E) are 
an influence opposing this trend. The possibility of thickness measure-
o 
ments being low by a factor of almost 2 (as 55 A deposited Mg would 
o 
correspond to d ~ 40 A) was initially considered. Though the crystal 
2 
ûî^croba^ancc pcrfojriucu -jfo u-ucci^uiixuuy hgiixnsc a cneck ac /.uuu a 
with an interferometer thickness determination, a larger fractional 
uncertainty might be argued for these much thinner films. The relative 
thickness for junctions on a single foil should remain unquestionably 
accurate however. The systematic decrease of E(o^) (rig. 14) over the 
entire range of Mg thicknesses supports the consistency of relative 
thickness measurements from foil to foil as well. As optical transmis­
sion measurements of our thin A1 films were consistent with the thicker 
interferometer calibration we expect the same to be true of Mg. It is 
89 
concluded then that although the experimental measurements are con-
o o 
sidered to be accurate to within 10 A for d < 100 A, the analysis will 
proceed using "effective" modeling parameters in an effort to obtain a 
self-consistent picture of the Mg thickness dependency of N^(E) from a 
single Ag(E) and A^(E) function. 
o o 
Choosing two such "effective" thicknesses 75 A and 85 A, the DELN 
reduction is completed creating two A^(E) functions, one such that the 
o 
calculated N^(E) exactly reproduces NbMg-5-8 if d is assumed to be 75 A, 
o 
the other if d is assumed to be 85 A, both with d/£ = .25. The results 
o 
of the 75 A calculation for A»(E) and Zj-(E) are shown in Figs. 20a and 
20b. These functions are interpreted to originate from the Mg electron-
phonon contributions to the interaction kernel as enhanced by the flood­
ing of the N layer with the S metal pair density. These functions would 
be labeled as and in a treatment of bulk scattering, as the 
scattering contributions have not been considered. 
2 
The c determined by these functions (obtained through 
a ^  l#'  ^ o n a  ^  ^^  ^   ^w m  ^ j  ^^   ^  ^^  ^  — —k • —  ^- " ^•t — j - -c .t — - ~ 
— — y  ^*t ^  m  ^u» w 1 1 _1_ xx x j. ^  ctj. c  ^x « x xx c \.i ^  ^  x. c ^  
ence between the two functions occurs because of d's role in pulling 
down N^(E) particularly in the low energy, leaving the DELN program to 
recover by increasing A^(E) at the low energy, decreasing it at 
higher E, in accordance with the description above. The qualitative 
2 
similarity between tue main features of this calculated a and those 
of the neutron F(tu) of Fig. 30 are impressive. The energies of the 
lower energy features are fairly well-correlated while the longitudinal 
2 peak of the a Fj^ (uj) is shifted to higher energy by 0.9 mV. Broadening 
and shifting of the thin film phonon peaks are a likely result of stress 
Fij;. 20a. The induced Mg pair potential, A^CE), as determined by ALUM for NbMg-5-8 from an 
"effective" d = 75 A and d/& = .25 
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Fig. 21. The corresponding a F (co) f' l ALUK estimates of "effective" Mg 
o "ê o 
thicknesses of 75 A and 85 A in A^(E) determinations of NbMg-5-8 
The spectral functions were calculated froa the functions 
by the A2FN program 
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induced by the Nb surface on the growth of the first several monolayers 
of the N film and have been seen in A1 proximity layers on Nb as well 
(17). 
2 
An interesting feature of these Mg a F(u))'s is the striking reduc­
tion of the transverse peak with respect to the longitudinal. The 
extent of the reduction is somewhat ambiguous because of the uncer­
tainties cast in the use of an "effective" thickness and the relative 
sensitivity of the peak height to this parameter; however, the certainty 
of the reduction is not. This has immediate implications for the energy 
2 dependence of a (uj) representing the electron phonon coupling strength. 
In the case of the longitudinal a^(u)) peak, the accuracy of the cal­
culation is supported by the fact that most of its weight comes from the 
structure (dip) in N^(E) at 30 mV for NbMg-5-8, rather than an off-set 
between the experimental and pre-A^ N^(E)'s that is attributed to A^(E). 
o 
In fact when d = 45 A is used for the ALUM analysis the resulting longi-
o 
tudinal peak is similar to the 75 A case but increased in magnitude by 
2 îO-15% on ttie choice of d/.l. (o: PC-) -sgativc in the 
o 
d = 45 A case at energies below 20 mV showing the need for larger effec­
tive thicknesses.) Further corroboration of the longitudinal a^(w) 
peak size is found in comparison to A1 proximity junctions prepared 
2 
under similar conditions. The a F(iu) for A1 has a strong longitudinal 
peak ai. 36.G and has, been shewn to be consistent with theoretical 
calculations in Nb (17) and Ta (22) proximity junctions although 
smeared for thin N layers. When the deviation in N^(E) at 36 meV for 
o 
A1 in NbAl-8, d = 80 A, is compared with that at 28 mV for Mg the two 
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are found to be roughly equivalent in strength (the Mg feature devi­
ating slightly more) while the A1 is twice as broad. Comparing 
Im(A^(E)) for these two metals at their longitudinal phonon energies 
(Fig. 9 ref. 17) the relative widths of the Im(A^(E)) peaks are 
comparable to the widths of the N^(E) dips while the ratio of the 
relative magnitudes Im(A^^)/Im(A^^) = 0.68. Since the phonon strength 
2 2 in [N^(E)]^^g^Q^ a A^/E , and the size of the L structures in N^(E) are 
comparable it would be expected that this ratio would go as that of the 
L phonon energies which is .78. This would indicate that the longi-
tudinal peak in the a -jj(-) derived from the DELÎT75 function is roughly 
15% low when its resultant strength in N^(E) is compared to that of Al. 
From the experimental NbMg-5-8 A^(E) determination and the relative 
2 2 
strength of the Al a F(u)), it is concluded that the c F^^(w) from DELN75 
forms the lower bound on the uncertainty of the longitudinal peak with 
the best approximation being 10-15% higher. Meanwhile, the transverse 
phonon Eliashberg peak is greatly reduced from its F(w) stature although 
the exact cxtciii. oZ i-lic rcùucLioa is uncertain due ro the -effective" 
thickness ambiguity. In any case, either of the DELN75 or DELN85 func­
tions would make a good choice for a second order calculation of Ag(E) 
which will now be discussed. 
Returning to NbMg-5-1, the conductance is again inverted by the 
STG3 procedure with the inclusion of A^(E) = DELN75 resulting in the 
calculation of the second order Ag(E) displayed in Fig. 22. As this 
represents our most accurate calculation of Ag(E), the superscript will 
be dropped in future references. The fit of this second inversion is 
shown by the dotted line in Fig. 17. The excellent agreement of fit 
Fig. 22. The Nb pair potential Ag(E), determined from NbMg-5-1 with Aj^(E) = DELN75 
d - 30 A, d/& = .13 
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beyond where this is not forced, is an indication of the appro­
priateness of our choice of N functions. Because of the smaller Mg 
thickness appropriate for the NbMg-5-1 inversion, the cancellation of 
the Ag. contributions is nearly complete, resulting in a much less 
pronounced structure at 28-30 mV. Note in Fig. 17 that the experi­
mental Mg dip is even more washed out or broadened than predicted by 
the Ajj function for this thickness. This represents an actual modifi-
2 
cation of the Mg a F(tu) in the thin limit, wherein the influence of the 
Nb surface increasingly broadens the longitudinal phonon, as fewer mono­
layers of Mg form the N lattice. 
2 
The final determination of a Fg(w) from the second Nb inversion is 
displayed by the solid curve in Fig. 18. The inclusion of has 
resulted in a function that goes to zero at as expected. Comparison 
of this Nb a F(w) with that of our conventional Nb analysis shows basic 
agreement in the transverse and longitudinal features at 16 and 24 meV 
with an approximate 10% reduction in the strength at energies higher 
2 
enhancement of the c; in the 10 meV region for the Nb-Mg system. 
The À calculated for Nb for this function was 1.06 ± .06 while = 0.13. 
This value of X is larger than the conventional tunneling result of 1.03 
2 despite the reduction of a F(u)) at the higher energies because of the 
larger 10 mev shoulder. Some of the weight behind this shoulder results 
from a reduction in the low energy N„(E) that has been thus far modeled 
by a larger-than-deposited effective thickness. However, a substantial 
2  2 ,  dip in the experimental d V/dl (not shown, though it can be inferred 
from Fig. 16) does reveal the presence of a Nb feature at that energy. 
100 
significantly stronger than anything seen in the conventional case. 
2 2 
This dip in d V/dl is seen to be slowly diminishing in strength with 
increasing d in junction 5-1 through 5-5. The dip discontinuously 
disappears in the thicker junctions 5-8 and 5-9. 
In an effort to characterize the crystalline nature of these junc­
tions X-ray diffraction techniques were used to establish crystallo-
graphic orientation. Diffractometer measurements of various sections 
2 
of the foil showed the 0.5-4.0 mm crystals to all be oriented with the 
(100) direction normal to the foil surface to within a few degrees for 
junctions 5-1 thru 5-5. This was determined by the nearly complete 
absence of all but the (200) line over the entire area labeled B in 
Fig. 23. The (100) line is not seen because of structure factor can­
cellation in b.c.c. crystals. Junction 5-8, on the other hand, was 
located in a region of exclusive (110) orientation which is more prev­
alent in other foils considered in this and previous studies, while 
junction 9 was in a region displaying both sets of lines. Laue patterns 
— — — _ —^ —— —.—- — — - — — J ^ ^  V «i* ^  kd Kp- V .4. J. ii* W I I O C. U-ttC J I 
essentially formed on single crystals. 
The correlation of this second derivative feature with crystal 
orientation is an interesting result. Theoretical calculation show 
A;g to vary over the Fermi surface by as much as 40% depending on the 
specific k about which it is calculated (75). As specular tunneling 
is assumed, the tunneling quasiparticle's initial k is confined to a 
solid angle spanning less than 15% of the Fermi surface area. It was 
originally thought that the tunneling experiment should be able to 
measure this anisotropy. Experimentally, quasiparticle scattering 
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Fig. 23. X-ray diffractometer traces characterizing regions of identical 
crystal alignment for the NbMg-5 foils shown in relationship 
to the junction number and deposited Mg thicknesses. Complete 
preferential crystal alignment to the respective (100) and (110) 
symmetry directions is shown for sections B and D 
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times in the S-metal are sufficiently short that the quasiparticle is 
effectively scattered around the entire Fermi surface, resulting in 
measurement of an averaged K. This conclusion was supported experi­
mentally by Bostock et al. (9-11) with failure to find gap anisotropy 
by tunneling on single crystal Nb. But this failure is not con­
clusive in light of the degradation of the Nb surface region seen with 
thermal oxides. If the mean free path could be sufficiently increased 
within the sampling length of the N-S interface in proximity junctions, 
then presumably such effects could be seen. 
As different crystal faces are likely to also affect the Mg film 
growth, the possibility of the structure resulting from a difference in 
the Mg coupling to the Nb must also be considered. Since the strong 
2 2 ° 
longitudinal Mg phonon dip is not evident in d V/dl at 28 A Mg and the 
strength of the 10 mV feature decreases with increasing Mg thickness, 
this cannot be a bulk Mg phonon feature. For confirmation of measurable 
2 
anisotropy in a F(u)), the experiment should be repeated using A1 as a 
proXj-Hiity j-ayeir c x j -wxnacxiig a . u . y  cuciraccerist-ic oz "che rig. 
At this point, the comparison begun with the N-isetal features of 
the Nb-Al proximity system is completed by examining the density of 
o 
states at the Nb phonon features. The N^(E) for the 27 A NbAl-8 junc-
o 
tion and the 70 A NbAl-10 junction (Figs. 3 and 5, ref. 17) are compared 
with our Mg 5-1 and 5-8 junctions. Considering first the size of the Nb 
phonon structure, the magnitude of dips in N^(E) at both the longitudinal 
and transverse Nb phonons in the Mg junctions are almost identical to 
their A1 counterparts at both phonon energies. The L Nb phonon dip is 
approximately .010 in N^(E) in each of the thinner junctions and reduced 
103 
to .007 for the thicker pair. Likewise (or because of this) the d/f 
o 
chosen for the MMR NbAl inversions, .13 and .35 for the 25 A A1 respec­
tively, prove to be similar to our Mg choices. 
The main difference in the two proximity systems is the depression 
of the low energy N^(E) in the Mg case. Below 16 mV, the conductance is 
pulled down (more negative) by some 30% of the T phonon dip while at 
higher energy the 25 mV Nb L phonon and higher energy N^(E) are hardly 
displaced at all. This behavior may be partially attributed to the 
difference in the A1 and Mg functions in the thicker case as the 
effect of decreasing is tc lov;er N^(E) for energies less than 16 mV. 
However, the difference in the functions as determined from only 
electron-phonon contributions is much smaller than what would be required 
to produce such a large difference in N^(E) at thicknesses where near 
complete cancellation of terms occur. Nor is the single crystalline 
nature of the substrate responsible, as two different crystal faces are 
represented in the Mg junctions considered. The most obvious explana-
Liou may ue Lu assume Lhat the depression is T:he result of a real 
2 
enhancement of the low energy Nb c F(w) which is what is done by the MMR 
inversion and attribute this change to unknown impurities or surface 
layer degradation. If this were true, though, the low energy depression 
would be expected to follow the same pattern as the Nb phonons as larger 
Mg thicknesses are considered. As the following section will show, this 
is not the case. 
o 
In summary, for Mg proximity layers less than 70 A the thickness 
dependency of the dissolution of the Nb phonon features is found to be 
104 
nearly equal for A1 and Mg. However, an as yet unresolvable discrepancy 
remains in the depression of the Mg low energy conductance. 
In hope that clarity will be achieved with thicker proximity layers, 
the experimental normalized conductance for junctions ranging in Mg 
o o 
thickness from 125 A to 1050 A is shown in Figs. 24 and 25. The junc­
tions in this range of thickness are distributed on three different Nb 
foils. Notice that the conductance sensitivity has been expanded from 
the NbMg-5 junctions and the BCS normalization is no longer required to 
bring the low energy onto scale. The systematic reduction of the Nb 
contributions to N^(E) with increasing d is manifested in the l6 mV 
o 
feature. The dominant transverse Nb phonon in the 125 A junction is 
o 
already reduced to 25% of its 18 A size and is further reduced to less 
o 
than 4% by the time d is 200 A. Further increases in d primarily alter 
shape of this feature while the size remains rather constant. From 
this trend, it would appear that the contributions from the Nb pair 
o 
potential are completely damped out by 300 A and what remains is only 
the SuiiiCuui-c ajLxsiiig xroui Llic iuuuced Iv pair potential. This is a 
natural limit for the Arnold density of states as the exponential 
damping terms of argument -d/£ ultimately leave N„(E) approximated by 
2 2 its leading term, % Re A^(E)/E . This conclusion is further supported 
by the second derivative data of Fig. 26 which provide a more sensitive 
indicator of phonon characteristics. For d less than 55 A, the 16 mV 
Nb T phonon appears as a sharp dip in da/dv several times the size of 
o 
the 125 A structure shown in the figure. At higher thicknesses the line-
o o 
shape becomes a dip followed by a peak as is seen in the 125 A and 250 A 
curves. By 300 A, the lineshape of the second derivative essentially 
105 
0.0 
-1.0 
T .2J0\ 
o 
^ -3.0 
.4.0 
-5 = 0L-
Nb Mg- I -Ag  
Exper imenta l  N jCE )  
d = 800-1100^ 
a=230A 
d=125A 
_L 
5.0 10.0 15.0 
s V -
20.0 25,0 30.0 35.0 
VIII C V / 
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dominance of the lot'T energy' feature in N^(E) at these thick­
nesses 
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o 
approximates that of the 800 A film, with the peak feature at 16 mV 
o 
totally damped by 400 A. Again only minimal change in da/dV is seen 
beyond this thickness. It appears from the extrapolation of the Nb 
o 
trend that the remaining structure at the 16 mV for d = 800 A is 
totally attributed to the transverse Mg structure. 
Returning to the first derivative, the 30 mV Mg phonon structure 
is also seen to fall off as d is increased although not nearly as rapidly 
as that of Nb. This is a result of the increasing spacial variation 
in A^(E) which accelerates as d becomes an appreciable fraction of the 
N layer coherence length, 
Another interesting characteristic of the Mg longitudinal phonon 
o 
is the sharpening in line shape that occurs as d increases to 800 A. 
Over this range, the position of the maximum and minimum of this feature 
o 
are seen to shift to lower energies by .9 mV from the 55 A case. This 
is not a proximity effect, but instead represents a real evolution of 
the phonon to its bulk energy for larger d. It is surprising to notice 
that for thicknesses as large as 290 A a broadened phonon feature is 
still displayed. For an accurate determination of the range of the S 
surface effects on the proximity layer phonons, the thickness range of 
interest should be spanned on a single foil to eliminate any uncontrolled 
variables affecting the film growth. 
Finally the evolving depression in the low energy conductance is 
noted. The prominence of this low energy minimum is greatly increased 
with increasing d as it sharpens and moves to lower energies. It becomes 
o 
most dramatic for the thickest junctions above 800 A where its magnitude 
is overwhelming on the scale of the phonon structure as seen in Fig. 25. 
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o 
The exception to this trend is seen in junction NbMg-22 at 390 A Mg. 
This junction is also singled out by the shape of its normal state con­
ductance, which has a minimum at V = 0 instead of -150 mV and is sharply 
increasing on the negative side of bias. A junction such as this normally 
is rejected as being atypical, however, it is distinguished as the only 
available junction representative of the thickness range between 300 
o -
and 800 A and it will ultimately prove to be instructive. 
Using the Ag(E) and A^(E) determined from junctions 5-1 and 5-8, 
o 
an attempt is made to model the 125 A junction Nb-Mg-1-9 by selecting 
the appropriate scattering parameters. Here is scaled down, by 
7% to account for slight spacial inhomogeneity losses, as indicated by 
the 7% reduction in the 30 mV conductance dip from its value in junction 
5-8. Representative results of these modeling attempts are shown in 
o 
Fig. 27. For an assumed thickness of d = 160 A and d/£ = 0.65, the calcu­
lated conductance is in excellent agreement with experiment for energies 
beyond 18 mV but is much too high at the lower energies. To fit this 
rcgioLi, as&Luucû Lliickuesses of at lease 250 «. must be empioyeû. At 
this point, the high energy fit is substantially lost as shown by the 
dotted curve. This result is not dependent on the choice that is made 
for Ag(E) and A^(E). Similar results are obtained when Ag(E) from the 
conventional analysis of the previous chapter is used, as well as various 
DELN determinations of A^(E) assuming alternate d, d/£ and this conven­
tional Ag(E). It becomes evident that an "effective" thickness roughly 
twice that deposited is needed to fit the low energy N^(E) throughout 
o 
the entire PETS region (0-200 A). 
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Fig, 27. Calculated Arnold N^(E)'s for d = 160 A (dot-dashed) and 
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d = 250 A (dashed) compared with the experimental conductance 
of a deposited d = 120 A Mg-Nb proximity junction. Ag(E) and 
Aj,(E) used for the calculation are from Figs. 17 and 20a 
Ill 
Extending our analysis, calculation of N^(E) for the thicker-Mg 
junctions follow a similar pattern. Although the PETS criteria are not 
o 
rigorously met for thicknesses beyond 200 A, scaling A^(E) and Ag(E) 
provides a reasonable approximation to the effects of an increasingly 
inhomogenous pair potential. Accordingly, Ag(E) is scaled appropriately 
with the measured Ag^, determined from the gap region and A^(E) scaled 
o 
to the 30 mV phonon response. Attempts to model Nb-Mg-2-8 (d = 230 A) 
o 
and NbMg-2-9 (d = 290 A) in this manner arrive at the same conclusions. 
The size and shape of N^(E) are reproducible with reasonable experi­
mental parameters but the resultant curve is not depressed in the low 
energies nearly as strongly as seen in experiment. The divergence of 
the calculated and experimental curve begins at biases below 20 mV, 
reaching its maximum value in the 10 mV region. 
In order to reproduce only the low energy depression of these junc-
o 
tions, the conductance for larger values of d ranging from 300-1700 A 
is calculated from our 5-1 and 5-8 pair potentials for a fixed value of 
d/£. These calculated N^(E)'s are shown in Fig. 28. The choice of 
d/£ = Q.9 was made in order to reproduce the approximate magnitude of 
low energy depression. This value is net large enough to completely 
o 
damp the 16 Mb phonon as is seen in the d = 300 A curve. While we 
are primarily interested in the low energy behavior, this set of 
curves provides a good example for illustrating the difference in the 
behavior of the N and S contributions to N^(E) with increasing d. As d 
increases this 16 mV feature becomes smaller and finally inverts by 
o 
900 A as a result of the oscillatory factor that multiplies all of the 
Ag terms in N„(E). The migration of these various features in energy 
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the minimum is independent of A (E) or A-.(E) and depends solely 
on d 
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with increasing d is actually a result of the change in period of these 
oscillatory factors as they modify the sign and magnitude of the Ag 
contributions. The fact that these energy dependent features do not 
appear on our experimental curves, as is seen most clearly on the da/dV 
figure, is consistent with the assumption that the Nb contributions have 
been essentially damped by larger d/£'s. Alternatively, the calculated 
conductance curves show the shape of the 30 mV contribution to remain 
unaffected by the oscillatory terms when the background is subtracted. 
This is because they enter the calculation primarily as represented in 
the leading expansion term. 
The notable feature in this figure is the progression of the low 
energy minimum. The increase in magnitude and the shift to lower energy 
with increasing d is characteristic of that shown for our experimental 
conductances. Interestingly enough this feature originates in our cal­
culation from the first minimum in what corresponds to the J'4d" oscil­
lation term in the Chapter Four given by 
, -2d/2_ (AgC:) - rtdZxEl 
Re ^ F j-^J 
in the high energy expansion of N„(E). Here F(y) is an oscillatory term 
whose period and extrema positions depend only on d and not on the 
details of or Ag(,E). These geometrical or thickness oscillations 
are likewise dependent on d Z^/v^ in the exact PETS N^(E) as well. 
Using the calculated curves, "effective" thicknesses for our thicker 
experimental junctions are determined by matching the experimental 
energies at which the minima occur. In such a comparison, effective 
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o o o 
thicknesses of 600 A, 950 A and <1700 A are calculated for correspond-
o o o 
ing 230 A, 290 A and 900 A of deposited Mg thicknesses. It is empha­
sized that this type of thickness determination is totally independent 
of the pair potentials involved and depends solely on the oscillatory 
arguments modulating their contributions. 
Again the effective thicknesses are found to be greater than twice 
the actual thickness. The fact that this trend continues out to beyond 
o 
900 A, where the film thickness is easily measurable to within a few 
percent uncertainty, substantiates our claims for thinner films where 
the relative uncertainty is more difficult to determine. The thickness 
o 
dependency of this feature also explains the failure of the 390 A junc­
tion to conform to the pattern of the others. The shape of the back­
ground conductance of this junction is similar to that of the Nb oxides 
rather than that of MgO. This suggests that, though the leakage is not 
severe, there are thin spots or pinholes giving the junction anomalous 
thickness characteristics. 
been interpreted by McMillan (51) and others to be a direct measure of 
the quasiparticle pathlength assuming v^ and are known. This is a 
more conclusive measurement of increased "effective" thickness than a 
depression of the conductance magnitude, as its source is less ambiguous­
ly defined. The result is the implication of some type of bulk scatter­
ing mechanism in the N layer effectively increasing the total pathlength 
per traversal. Considering the nature of the scattering mechanism, it 
may be instructive to consider the resultant N^(E) as the result of 
composite oscillatory factors created by a distribution of increased 
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effective thicknesses. Since mean free paths are on the order of d, 
the statistical variation of the total pathlength from one tunneling 
event to the next would be rather large. This picture is suggested 
by the absence of higher order oscillatory structure in the experimental 
curves as well as the broadening of the first minimum with respect to 
the calculated curves. In order to establish an intuitive justification 
for how the scattering might produce such effects a composite 
CO 
F C d g f f . E )  =  j  F(x,E)D(x)dx (49) 
d 
exp 
is examined. Here D(x) is some normalized distribution function repre­
senting the probability of a quasiparticle experiencing a particular 
total pathlength. Though F(d,E) is not the exact function used in the 
calculation of N^(E) it does not change the applicability of the argu­
ment. Since F(d,E) is periodic in E, with a period that goes as 1/d, 
the first minimum in the various Ffx.El terms w-i 11 have ^ mnrh ns-ri-ouer 
energy dispersion than the subsequent extrema points. And because the 
amplitude of F(x,E) at the first minimum is roughly twice that of the 
next, the result of such a composite would be to broaden the first low 
energy minimum while greatly reducing, if not totally averaging out, 
the higher energy oscillations. Meanwhile the strtiCuLire froïi; Mg phonons 
2 2 
seen in the 1/2 Re[A^ /E ] term would remain unaffected as they have no 
o 
dependence. In the case of deposited thicknesses less than 100 A the 
first 4d minimum is considerably higher than the phonon range so no 
structural features are added and K^(E) simply appears to be the result 
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of a larger than deposited thickness. This simplistic picture of 
increased scattering effects would attribute all of the low energy 
deviant behavior to a dispersion in qnasiparticle pathlengths, while 
leaving the dynamics of the N pair potential creation unaffected. 
Larger than deposited effective thicknesses have been similarly 
observed in a proximity tunneling study by Bermon and So (76). In 
o 
this experiment, 10-100 A of copper were deposited over lead onto liquid 
helium cooled substrates and subsequently annealed to 77 K. The 
resulting tunneling conductances displayed a low energy minimum char­
acteristic of thicknesses seven times those actually deposited, showing 
the monotonically decreasing shift of the minimum position to lower 
energy that is seen above. 
A distinction in their characteristics was a reduction in the 
o 
magnitude of the depression for increasing thickness above d = 40 A. 
The fabrication of these quench-condensed films is certain to result 
in a high density of lattice imperfections, despite being annealed at 
IIY-; making likely the dominance of bulk elastic scattering processes. 
If in actuality this is the case, the degree of thickness enhancement 
may be an indicator of the extent of the elastic scattering contribu­
tions . 
From the theoretical point of view, this phenomenon of increased 
effective thickness is predicted by Arnold's elastic scattering treat­
ment (introduced in Chapter IV) in the limit of large d/£ and small 
R . Here d/£ again describes the ratio of thickness to mean free 
path, however in this picture it is seen as a parameter that controls 
the scattering modification of the primary self energy N functions. 
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Aj^(E) and Zjj(E). This is an altogether different role than to provide 
a damping of the Andreev terms in N^(E). In this low energy region, 
Aj^(E) is predicted to become homogenized for sufficiently large d/£, 
taking on an oscillatory behavior of its own as shown in Eqn. 45. 
Similar low energy behavior for N^(E), to that arising from the 4d 
interference terms, is predicted by Equation 46, where the apparent 
thickness would be up to four times that expected for the diffuse case. 
Correspondingly, the energy range where this limit is approached, 
RZE « 1, is essentially limited to that up to the first 4d minimum, 
RZE___._ ~ 0.3. Therefore, higher energy maxima/minima would not be seen 
since A^(E) falls back to £^^(E) with energy dependence A^/E^ (77) for 
energies beyond this regime. 
o 
For thicknesses greater than 200 A, this type of behavior typifies 
the low energy characteristics observed in the Mg junctions and gives a 
self-consistent picture of the components of N^(E). Since the S phonon 
structure has been damped out, N^(E) is determined primarily by A^(E), 
pk 
whicn irpplf 4 < mnH-i ffro™ its value, (E), bclc.; the 
first oscillatory minimum, by scattering contributions to the self 
energy. Since A^(E) returns to its phononic value at energies beyond 
this, the successive oscillation maxima are damped out leaving N^(E) 
to return to its expected character. In this model, d/£ has the dual 
rôlé of effecting both the damping of %.he 5 phoncns and the enhance­
ment of the low energy depression in proportion to the extent of the 
bulk scattering presence. Therefore, one would expect the simultaneous 
deepening of the low energy minimum and dampening of the S-phonon con­
tributions to N^(E) as d/£ (d) is increased. 
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In the diffuse model, the size of both of these features is deter­
mined by the single 4d Andreev term. This places d/£ in the conflicting 
role of increasing the term at low energies while decreasing it at the 
phonon energies. The violation of this dichotomy becomes increasingly 
o 
severe for thicknesses approaching 1000 A. Here the depth of the mini­
mum has grown to some 20 times the phonon structure, implying a d/£ of 
near 0 at 3 mV, while the d/£ of greater than 2.0 is required above 
15 mV to damp the S phonon strength. 
The elastic scattering model is also applicable to thin films 
o 
<100 A where d/£ would be much smaller assuming the scattering site 
density remains constant. Arnold (60, Fig. 2) has shown that in this 
regime as well, increasing d/£ changes N^(E) in a manner similar to 
increasing d in the diffuse scattering model, until at large values of 
d/£, a saturation value of 4d deposited is reached. In other words, by 
increasing the bulk scattering in a film its conductance will approach 
that of a "clean" film of four times the thickness. Presumably, the 
 ^ Z » ^   ^^  ^  ^  M A  ^.J  ^  ^  ^  ^^   ^f  ^ - * ' - -- -
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iate size and may well be more accurately modeled using this approach. 
Obviously, some of the basic features of this picture are appropriate. 
Regardless of which model or combination thereof is most appro­
priate, both are in agreement as to the interpretation of the phonon 
structure. It is clear from the experimental N^(E) that a Mg phonon-
determined A,.(E) is exciusivelv exhibited in the 30 mV resDonse, as its jn " " 
o 
magnitude is fully developed by 55 A where the scattering contributions 
o 
would be small. As d increases to 800 A, the magnitude of the 30 mV 
feature is slightly diminished consistent with Mg's 1200 A proximity 
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coherence length, but the shape and position remain essentially un­
changed indicating the larger d/£ scattering contributions have little 
or no effect on the shape of A^(E) as predicted by both models for 
o 
energies, ERZ^ ^  1 (~5-10 mV at d > 800 A). In this light, the second 
derivative measurements, da/dV, form a detailed fingerprint of the N-
2 
metal a F(w) function at large thicknesses for sufficiently large values 
of d/£ without interference from S contributions. The underlying (bulk) 
2 2 
Mg a F(u)) can be recovered by assuming an initial estimate of a F^Cw) 
and calculating the corresponding and dN^(ci^Fj^(uj) )/dE -
2 2 
da(a F^y(u)))/dV, then variationally refining a F^(w) until the experi­
mental da/dV is reproduced. Since both Ag(E) and are reduced 
from their thin proximity layer values at these thicknesses, the object 
2 
of this procedure is the determination of the shape of ct F^(w) implied 
by the experimental conductance. 
With this end in mind, the accuracy achieved by scaling the pair 
potentials provides satisfactory approximation to the inhomogeneity in 
A.-CE) and A.CEl. For this reason, une exnerimenrAl seconn ôp-ttvpr-iw in û ' 
is fitted to calculation rather than N^(E) as the latter is much more 
sensitive to the exactness of the calculation of the pair potentials, 
as well as any underestimation of scattering contributions or other 
proximity effects that might result in a constant displacement of N^(E). 
The latter would also include a ay uncertainty in the experimeiiLcil 
measurement due to drift, or magnetic field dependence that would result 
in a shifting of the normal state conductance. 
The mechanics of the determination proceed as follows: Initially 
2 
a F^(w) from NbMg-5-8 is assumed from which A^(E) is calculated using 
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Eg. 38. In this calculation, Ag(E) is required in order to enhance 
the contributions of the N phonons and provide the induced pair 
potential. However, the shape and relative feature size of the induced 
A^(E) are essentially determined by a making A^(E) fairly insen­
sitive to the details of the Ag(E) employed. Accordingly, a suitable 
choice for Ag(E) is provided by scaling Ag(E) from NbMg-5-1 by 
O O 
Ag^CSSO A)/AgQ(25 A) where Ag^Cd) is the experimental gap value. Having 
2 determined A^(E) appropriate to the initial a , A^(E) is scaled 
and then used with Ag(E) above to calculate dN^(E)/dV by taking the 
derivative of Eqn. 41. The scaling constant is chosen for A,t(E) such 
that the size of the 29 mV longitudinal Mg phonon is equal to the 
experimental. 
For this calculation, à/S, is chosen to be 3.0 according to the 
following arguments. Essential to our determination is our assumption 
o 
that dN^(E)/dV is determined only by A^(E) contributions at 880 A, as 
inferred from in the rapid loss of S phonon character evidenced both in 
the first derivative of Fio. 2à j>nn of Fig 26. Ttis 
assumption can be confirmed by determining the minimum value of d/£ 
from which this complete Ag(E) damping of both phonon and oscillatory 
structure occurs and establishing the appropriateness of its choice in 
parameterizing the thicker films. 
Fig. 29 displays tLe resLilcaiit calculated dû/dV for a particular 
Ajj(E) and Aq(E) for values of d/Z from 1.0 to 3.0 after which the func­
tion no longer changes for higher d/£. This invariance of da/dV for 
larger d/£ establishes 3.0 as the minimum value beyond which the calcu­
lated N^(E) and its derivative are exclusively determined by A^(E) 
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Fig. 29. Calculated da/dV for large values of d/£. For à / Z  _> 3.0, 
da/dV is independent of Ag(E) and d/£ above 10 mV and remains 
unchanged from the lower curve as d/£ is further increased, 
defining a minimum parameter for total S damping. Note the 
similarity between the lower cur^/e and the d = 800 A experi­
mental curve of Fig. 26. from Fig. 20a was used in 
unis calcularion 
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contributions and are no longer dependent on d (except at energies 
below 10 mV), d/J2. or Ag(E). That is to say d/£ = 3.0 determines the 
point of total S damping. This is certainly a minimum experimental 
o 
estimate for d/£ for these thicknesses, as values of .13 for 28 A Mg, 
o o 
.25 for 55 A Mg, and .65 for 125 A Mg were previously determined in the 
thinner cases. Extrapolation of this d dependence would place an esti-
o 
mate at ~6.0 for 900 A, while it is sufficient that it simply be greater 
than 3.0 to confirm our assumptions. 
2 
Beginning then with the NgMg-5-8 a a da/dV is produced that 
closely resembles the experimental, needing to be enhanced at the T 
phonon and sharpened and moved to lower energy at the L phonon along 
with slight reemphasis of peaks in between. After several iterations 
an accurate second derivative fit is achieved for = DELN880 as shown 
2 in Fig. 30 corresponding to the bulk case Mg a Fuj) displayed in Fig. 31. 
Since only the shape is accurately established by this fitting procedure, 
the scale of this function is determined by preserving the spectral area 
lindar the loagltuuluol ycak wiLu uhau determined from the Nbhig-5-6, a = 
o 
75 A analysis. 
The consistency of this determination is attested to by calculating 
dN„(E)/dV with scaled bv 1.5 and the resultant A.-(E) scaled 
J. jjr " i\i 
down by an appropriately smaller amount achieving a nearly equivalent 
fit. Likewise, when A^(E) is not scaled at all, the calculated dN^(E)/dV 
reproduces the experimental proportionally in shape while on a larger 
scale. 
9 
Examining the resultant a~F(uj) for this thick Mg film, the energies 
of the phonon features accurately correspond to those of the neutron 
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(From Neutron 
Scattering) 
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Fig. 30. The experimental da/dV for the deposited d = 880 A Mg-Nb junc­
tion superimposed over the calculated fit of the variationally 
determined = DELN880. Shown below is the corresponding 
magnésium ?(w) deten 
analysis (73) 
Lneci oy neutron scattering, rorce constant 
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determined F(uj) (73). The centroid of the longitudinal peak at 27.5 mV 
is identical to that of the F(w) and has indeed sharpened and shifted by 
.9 mV from its NbMg-5-8 value as was indicated by comparison of the 
2 dCT/dV curves in Fig. 26. Presumably the modification of a Fw) for small 
thicknesses is a result of the influence of the Nb surface on the 
initial growth patterns of the Mg film. As the Nb surface provides the 
initial sites for the Mg lattice formation, several atomic layers would 
go down before the film growth approached that of intrinsic Mg, result­
ing in a change in F(w). Since the nearest neighbor distance in the 
o 
hexagonal close packed plane for Hg is 3.20 A while that of Mb in the 
(110) plane is 2.85, the first layers of Mg are likely to be under an 
effective compressive stress. Unfortunately, thicker Mg layers on a 
(100) Nb surface were not available for comparison as a smaller shift 
o 
in the L phonon might have been observable given the 3.3 A nearest 
neighbor distance in thi§ plane. A sizable difference would not be 
expected as the incommensurability of the cubic vs hexagonal lattice 
a. xciuuxv-c mx&uici l.k.11 • 
Comparison of thin A1 films on Nb (17) and Ta (22) shows the 
opposite behavior for the longitudinal A1 phonon energy. Here the 
phonon is shifted to lower than bulk energies indicating that this 
feature is not a product of the systematica of the proximity effect it­
self, but truly represents a change in the phonon energies. Contrary to 
the Mg. the f.c.c. Ai (100) plane has a square lattice of spacing 
o 
2.857 A which is nearly commensurate with the b.c.c. Nb (110) and Ta 
o o 
(110) planes of square lattice oî spacing 2.859 A and 2.860 A respec­
tively. Since the A1 on Nb or Ta is much more suited for epitaxial 
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growth, it is not surprising that the two proximity metals display dis­
similar shift characteristics. 
It might also be conjectured that the smaller thermal expansion 
coefficient of Nb would play a role here as the proximity layers are 
evaporated onto foils held at 200-250°K. When cooled to IK, the Ng 
lattice contracts by another .2% to .3% more than the Nb producing a 
type of expansive stress. This would be expected to exert a negligible 
influence on the phonon frequencies when compared to the size of the 
lattice mismatch. 
The second feature of the thick Mg a^(u)) of particular relevance 
2 is the reduction of a FCw) at the transverse phonon with respect to that 
of the longitudinal when compared to the neutron F(w). From the relative 
2 
size of the features, it appears that a (E) is reduced by approximately 
a factor of two below 18 mV and then rapidly increases to its 28 mV 
value. Since the F(uu) function has sharper phonon peaks than the 
a^(u)), a ratio of the spectral weight between 28 and 30 mV to that 
H A ^  T*? TO TR»T7 ^ «3  ^/"X  ^ «!• — — —» — — —. —— — J - > —» 
2 
tion of a (E) in the respective phonon regions. The result of this 
comparison is an averaged ratio 
<a^(E)^/c^(E)^> = .47 
for the respective transverse and longitudinal, phonon regions. Simi-
2 lar energy dependence of a (E) is exhibited by A1 and will be discussed 
in more length in Section B2. 
o 
This final calculated 880 A function is regarded as an accurate 
2 
experimental determination of a F(u)) for bulk Mg via proximity tunneling 
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analysis. The corresponding value of À for this function is .27 while 
the weighted phonon average is 18.9 mV. This value of A is inter­
preted as the lower limit of our experimental uncertainty which arises 
2 2 from two sources. First, an u) dependence has been assumed for a F(uj) 
for energies below 12 mV where the second derivative is not fitted. 
This dependence is commonly assumed for low energies (below 5-7 mV) 
and it is here that the contributions to X would become large for any 
2 lower order dependency due to the l/uu weighting of a F(iu). Given this 
2 
energy dependence, the low energy a F(uj) could be allowed to rise twice 
as fast as shown in Fig. 31, more closely resembling the neutron F(^) 
in this region, and still only increase the value of À by 0.02. This 
is considered to be the maximum underestimation of the lower energy con­
tribution. The second source is the initial uncertainty of the longi­
tudinal spectral weight determined in the derivation of the NbMg-5-8 
2 ° 
a F^(w) and preserved in the 880 A function. From the earlier compari­
son with A1 on Nb and the likely underestimation arising from using a 
iczgcz cffcctzvc ^ j.i1 tile âziôj.ysj.s^ ûilxs pccirw wcs l. ucu uu uc 
approximately 10%-15% low. The combination of these two uncertainties 
puts 0.33 as the upper bound for this measurement, making our experi­
mental determination of X = 0.30 ± .03. 
From the theoretical point of view, there is general agreement in 
the band structure calculations for Hg as a result of detailed study of 
its Fermi surface, while local potentials do not fit all of the data to 
the available accuracy, various nonlocal pseudopotentials (78-80) give 
accurate fits. From these, theoretical values of X = .33 ± .03 by 
Allen and Cohen, .31 by Kimball et al., and .35 by Animalu and Heine were 
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ig. 31. Magnesium Eliashberg spectral function, a F(w), for the 880 A 
deposited Mg proximity layer. (A = DELN880 was generated from 
this a^F„((jj).) 
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calculated. These values are in remarkably good agreement with the 
specific heat mass m-' = 1.33 (79) which is related by 
m''^  = m.(l + A,+ \). 
D c 
Here, is the band mass (computed in band structure calculations to be 
1.00 for Mg) and is the contribution from coulomb interactions to the 
electronic mass renormalization; these contributions have been calcu­
lated by Rice (81) and appear to be on the order of the uncertainty of 
k. These theoretical and experimental estimates of A are in excellent 
agreement with the limits of our proximity tunneling uncertainty. 
The implications of K for likewise depend on the value of U". 
For simple metals of proven superconductivity, p" lies in a narrow range 
about .10. This is not expected to be the case for metals not yet seen 
to be superconductors. Inspection of Eqs. 14 and 16 suggest that con­
siderable variation may occur, both because of variations in the band 
mass which reflect N(0) (from .3 in Be to nearly 2.0 in Li) and 
because of variations in ln(E^/w^) (fro™ 5.0 in Li to 7.0 in Pb). In 
the case of Mg, the Fermi surface is free-electron-like giving it a large 
density of states, which in turn makes p* large. The band structure 
calculations cited above put p* = .15 ± .01, while scaling it to that 
--
of Zn in a random phase approximation (p^^ = .12 as measured using its 
isotope shift) puts it at 0.16. Using the median values of A = 0.30 
and p^ = 0.155, T is calculated to be 2 mK from Eon. 20. Given the 
c 
high sensitivity of T^ to K and p* for weak coupling superconductors, 
T_^ is more accurately confined to a range that could reach as high as 
17 zX ('."hich is abova the currant experimental upper bound of 4 mX) for 
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X =  .33, p" = .15, or as low as .02 mK for A, = 0.27, H" = 0.16. The 
experimental verification of the Mg transition temperature may yet prove 
to be a successful endeavor. 
2. Tantalum-Magnesium 
A similar investigation to that described for Nb is accounted for 
Tantalum in order to establish the generality of the Mg characteristics. 
Of specific interest is the corroboration of the "effective" thickness 
phenomena in N^,(E) and the energy dependence of the electron-phonon 
2 
coupling, a (E). In this system, the lower Ta Debye energy provides a 
more convenient host than Nb for looking at the Mg phonons as Ta's 
longitudinal 18 mV phonon is its only feature above 13 mV. This allows 
a small window in which to see the 16 mV Mg transverse phonon, while 
leaving the higher energy features totally unobstructed. The price that 
must be paid for the increasing clarity is a reduction in size of the 
Mg phonon features in N^(E) by a factor of four. This is expected to 
occur because the enhancement of A..(E) is nrooortional to the size of 
IN -
Ag(E). Since Ta has a bulk = 0.72 while that of Nh is 1.54, the 
induced A^(E) is expected to be cut roughly in half and the resultant 
y  
Mg phonon structure in N^(E) (which goes as A^) to be reduced by a 
factor of four. 
In this study, twelve junctions were measured on two different foils 
o o 
with Mg thicknesses ranging from 100-210 A on the first and 60 to 900 A 
on the second. The extremity of the range on the second proved to be 
slightly overambitious resulting in only two measurable junctions of d 
o 
greater than 230 A.  one of which had a 50% leakage ratio. The surviving 
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o 
900 A junction's resistance was higher than optimum at 100 Q and dis­
played a poorer signal-to-noise ratio then needed for a detailed study 
of the phonon region. This did not present a problem for measuring the 
gap characteristics however. Here the conductance peak centroid, E(cr^), 
is reduced to .642 mV from a d = 0 position of .867 mV. This represents 
a 74% reduction as compared with 72-73% in the Nb case of similar thick­
nesses. The Ta junction does distinguish itself from its Nb counterpart 
in the retention of the peak height, which falls off by only a few per­
cent from the thinner junctions. Since only one junction is represented, 
the significance of this occurrence is unclear. In the energy range 
between 1 and 10 mV, N^(E) is again dominated by a sharp minimum 
(a - 1 = -.31 X 10 at 2.4 mV which returns smoothly to zero by 10 mV 
in a fashion almost identical to that of Nb in Fig. 25. While the 
depth of this minimum is reduced by a factor of approximately eight from 
Nb, it is still some ten times larger than the Mg phonon structure. A 
reduction of depth in the minimum is expected as another consequence of 
a smaller A_ while the location of t'np m-im'mnm is not Ag depen­
dent falls very close to that of 2.3 mV for NbMg-3-9. This indicates 
very comparable effective thicknesses for the Ta-Mg films to those of 
Nb for thicker Mg layers. 
The remaining eleven TaMg junctions range in Mg thickness from 
o 
60 to 230 A and bear similar ucLiavior to Lhose of Ifb. The conductance 
peaks are BCS-like with slight broadening. The energy of the conduc­
tance peak, E(c ), fell off monotonically with increasing thickness 
o o 
from .845 mV at 60 A to .770 at 230 A Mg. The zero bias resistance 
ratio, which was previously used to define leakage current, ranged 
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between 2% and 5% generally increasing with thickness. These slightly 
higher values are the result of a smaller A^/kT ratio however, rather 
than a poorer oxide quality. 
The density of states for three representative junctions are shown 
in Fig. 32. As expected, the size of the L Mg phonon structure was 
reduced by a factor of 3-9 in comparing TaMg-2-4 with NbMg-l-lC counter­
part. The Ta phonon strength, as measured by the change in N^(E) 
o 
between 16.5 and 18 mV, falls to 40% of its d = 0 value by 60 A and 5% 
o 
of its initial stature by 210 A following a pattern similar to Nb. 
Attempts to describe the measured N,^(E)'s similar to those described 
previously for IsTb were made in order to model these junctions. As thin 
proximity junctions were not available from the present work, two simi­
lar Ag(E),j,^'s from a previous Ta study (82) were used in this analysis. 
The appropriate Mg A^(E)'s for a Ta proximity system were determined 
o o 2 
from the NbMg 880 A and 75 A a and the borrowed Ta Ag(E) by the 
DELN program. 
order to calculate possibilities for N^(E). The calculated functions 
again uniformly reflect the Nb findings: N^(E) is much more negative 
below 10 mV than could be predicted without assuming much higher than 
deposited thicknesses. Thicknesses of at least a factor of two are 
iiidicaLed and then a good overall fit is no% possible at higher phonon 
energies. 
To appreciate the fundamental difference between Mg and A1 in 
o 
their role as Ta proximity metals, a TaAl film of 220 A is compared 
o o 
with a 137 A TaMg film of equivalent R value (80 A was the thickest 
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Fig, 32. Reduced conductance for HgTa proximity systems where 
60 A _< d _< 210 A. Note zero is shifted successively for the 
upper two curves 
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NbAl film available for comparison with the Nb-Mg system). In the Mg 
case, the experimental N^(E) is negatively displaced from that of A1 
-3 by Aa = -1.8 X 10 at energies below 10 mV. This is approximately half 
of the entire conductance scale shown, in Fig. 32. Clearly a qualitative 
difference in the nature of the two proximity films has been established 
beyond that arising from the difference in their respective electron-
phonon coupling. The source of this disparity has not been clearly 
identified, but it is likely that the same epitaxial mismatch respons­
ible for the shifting of the phonon energies is involved here also. 
Lattice imperfections resulting from N-S mismatch strains would be more 
dominant in the case of Mg as previously discussed. Since the foils 
are held at temperatures below 0°C during deposition, there is little 
energy available for surface mobility, freezing in these defects. More 
about the film growth patterns needs to be learned from LEED monitoring 
of the Mg deposition. 
Another important difference is that of the insulating barrier. 
I'H ^  MO TC M OO T.TV» 4 1A F AT •*" ^ 
o 
(34). The A1 barrier grows to a self-limiting depth of 15-25 A in a 
very few minutes, depending primarily on the percentage of water vapor 
in the air. It then acts to seal the surface from future penetration 
of diffusing oxygen. HgO on the other hand takes a much longer period 
to form (1-2 hours) under similar conditions and oxygen may penetrate 
more deeply into the film diffusing along lattice defects. As Mg oxide 
growth is not self-limiting, it is likely to penetrate deeper into the 
N layer than for A1 in the absence of lattice defects before a suffi­
ciently high tunneling resistance is formed. A combination of these 
134 
two factors may be the source of the increased scattering. As far as 
junction durability is concerned, the MgO barriers are found to be more 
susceptible than A1 oxide to being shorted by current transients. This 
would be consistent with a more diffuse oxide barrier which is less 
resistant to the formation of shorting paths. 
The second derivative characteristics of these junctions are dis­
played in Fig. 33. The respective phonon features are differentiated 
for the individual metals in the upper curve. The evolution of the Ta 
phonon line shapes follows a pattern similar to the Nb. In the thinner 
2 2 films the stronger phonon peaks manifest themselves as dip in dV /dl 
followed by a positive overshoot which becomes more prominent with 
increasing energy. As d increases the phonon line shapes continue to 
change, as the negative dip loses prominence to the positive overshoot, 
while the phonon location shifts toward the positive peak. This is 
portrayed in the Ta phonon systematics in this figure. Note that the 
scale of the upper curve has been doubled as the phonon strength is 
beinî? dsnroed out. ri. Th^ sh?''?® described 
above is a feature of the oscillatory factors modifying the Aq(E) con-
2 2 
tribution to N^(E). In various proximity studies of Pb the d V/dl 
features are seen to totally invert for larger N layer thicknesses (29) 
at the 4 meV and 8 meV lead phonons. 
This is iiol tlie characteristic behavior for the N mecal phonons. 
Because the N phonon contributions enter the density of states primarily 
2 2 
through the 1/2 A^/E term in the expansion with no d dependence, the 
line shapes are not expected to change or invert at higher thicknesses. 
Instead, the shapes invariably resemble those of the S metal of egui-
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Fig. 33. Second derivative, da/dV curves for the MgTa systems. The 
relative strength of the transverse and longitudinal Mg phonons 
are shown to be consistent with the MgNb results in the upper 
curve 
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valent energy at small d. This is in fact the behavior that is exempli­
fied by the Mg longitudinal phonon in both the Ta and Nb second deriva­
tive cizr^'es ever the entire range of Mg thicknesses. 
With these characteristics in mind the revelation of the transverse 
o 
Mg, phonon is seen at 16 mV in Fig. 33. For 105 A Mg its presence is 
o 
hinted at in the middle curve and by 210 A it is clearly separating 
itself from the nearby Ta phonon. The longitudinal Ta phonon back­
ground slightly accentuates the size of the Mg phonon feature as it too 
is a negative influence on da/dV below 18 mV. However, attributing all 
of the structure in da/dV at 16 mV to Mg, the size of the transverse Mg 
structure is roughly one third that of the longitudinal. This is con­
sistent with the NbMg second derivatives and confirms the reduction 
2 
of a (E) in the transverse phonon region by at least half that of the 
longitudinal as seen in NbMg. 
2 This type of energy dependence of a (E) has been calculated for A1 
2 by Leung et al. (30) for specific o^(E) and by Carbotte and Dynes (83) 
2 2 for a (E) averaged over the entire Fer=i surface. In these works, c; (E) 
is found to be rather flat out to the transverse phonon energies 
increasing by over a factor of three between 20 meV and the 36 mev Â1 
longitudinal phonon energy. Experimental observation of a larger 
2 longitudinal a (E) for A1 has been made by Zasadzinski et al. (16) in 
previous PETS studies. 
In contrast, the transition metals Ta, V, Nb experimentally dis-
2 play a reduction of or (E) at the longitudinal phonon energies in tun­
neling determinations. The explanation for the Mg and A1 behavior 
of the electron wave functions and 
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the resultant Fermi surface characteristics. Both Mg and A1 are simple 
metals whose valence electronic states are free-electron-like and well 
approximated by plane waves. For this case, Winter and Ries (84) 
express 
a^F(cj) = Z /«/ fk 4tt \,k 6 (k - q + G) 
for spherical Fermi surfaces where k is the momentum change of the 
electron when scattered by a phonon of momentum q and polarization 
e , . Here G is a reciprocal lattice vector required to return k to 
<3^5 k 
the first Brillouin zone. For k's within the first Brillouin zone, so 
called normal scattering, k ' e , =0 for transverse phonons as 
qK 
G = 0. For the transverse phonons then, the only contributions to 
c^(uj) come from Umklapp contributions where G # 0. Accordingly for 
2 
metals where the ratio of normal to Umklapp scattering is large, Of (E) 
would be expected i.o be reauced tor the transverse phonons with respect 
to the longitudinal. 
This regime is exemplified by free-electron metals whose Ferzi sur­
face is not well outside the first Brillouin zone. The transition petals 
whose plane wave components are mixed as the result of the locality of 
the d-electron wave functions, forming complex and disconnected Fermi 
surfaces do not fall into this category. Thus we find ng and A1 domi­
nated by normal processes while the transition nietals are not so simply 
described. Indeed it is not understood in the case of Nb whether the 
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2 
apparent reduction of o (E) at the longitudinal phonon energy is the 
result of an energy dependent sampling length at the N-S interface of 
a true reduction ox the electron-phonon coupling at this energy. 
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VII. SUMMARY AND CONCLUSIONS 
Conventional tunneling results conclusively establish the con­
formity of Nb to an Eliashberg description of superconductivity and the 
dominance of the electron-phonon interaction. The measured coupling 
strength, À = 1.06, compares favorably with PETS measurements of 1.04. 
The conventionally determined pseudopotential, (j-' = 0.11 is slightly 
below 0.13 for the PETS work, though both of these values are in the 
commonly observed range centered about 0.11 of superconductors known to 
date. Most significantly, the excellent agreement between the conven­
tional and PETS Eliashberg function dramatically confirms the accuracy 
of the PETS analytical procedure and supports the conclusions of 
numerous works employing its formalism. 
The ensuing study of Mg proximity systems revealed new proximity 
complexities. Tunneling densities of states, characterized by N-layer 
thicknesses twice those deposited, introduce a new dimension to the 
role of scattering. The observed depression in the low energy N„(E), 
extending out to the transverse Nb phonon in thin Mg junctions 
o 
(d < 50 A), enhances the apparent strength of the low energy (<10 mV) 
2 
a~F(u)) determined for Nb in this system. This effect is further com­
plicated by the appearance of a 10 mV feature correlating with the Nb 
<100> crystal orientation, reintroducing the possibility of measurable 
anisotropy effects. 
With increasing d, this depression moves to lower energies, 
becoming deeper and sharper, characteristic of a single observable 
interference minima formed by a N-layer quasiparticle path of 2d per 
140 
traversal. This energy dependence and the absence of higher energy 
interference extrema is partially explainable within the PETS formalism 
by a large dispersion of the actual quasiparticle paths in the inter­
ference process. However, the deepening of the depression in contrast 
to the dampening of the S-phonon characteristics, which too arise from 
the interference term contributions, supports the conclusion of a ho-
mogenization of A^(E) at « 1 as proposed in Arnold's bulk 
scattering model. 
Two factors suggested for the increased participation of the 
scattering role are the epitaxial mismatch between the b.c.c. transi­
tion metals and the hexagonal Mg, and the degree of oxygen penetration 
occurring before the formation of a suitable oxide resistance. The 
initial choice of A1 for the proximity layer to study Nb and Ta may 
prove to be very fortuitous, given Al's ability to grow nearly epit-
axially on the (110) foils. 
From the perspective of N-metal characterization, Mg provides an 
in N^CE) are clearly gauged in the strong longitudinal phonon feature, 
o 
reaching maximum size in the NbMg system by d = 50 A. The size of the 
2 
necessary a peak required to effect such a feature was determined 
to within 10-15%, limited primarily by the uncertainty arising from the 
couipeiisiitioii of scattering effects. As %he rig thickness is increased 
o 
to 880 A, this peak is seen to sharpen and move to its bulk location of 
27.3 mV. The increased scattering has the coincidental benefit of 
rapidly damping the ifb phonon contributions as shown in the da/dV curves, 
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o 
resulting in a feature-for-£eature correspondence between the 880 A 
da/dV and the neutron scattering F(u)). 
2 Analysis of this second derivative function produces an a F(w) 
2 
whose peak locations agree with those of F(uj) but in which a (w) is 
Mg 
reduced by a factor of two at energies surrounding the transverse phonon. 
This result is explained for nearly free-electronlike metals such as Mg 
as a result of the dominance of normal over Umklapp scattering processes. 
The measured is 0.30 ± .03 in good agreement with theoretical esti­
mates and specific heat measurements. The corresponding prediction for 
T_, assuming = .155, is 2 mK but the high sensitivity of T^ to X in 
this region more accurately places T^ in the range of .02 to 4 mK. 
In conclusion, the PET Spectroscopy has been shown to be a power­
ful tool for probing the electron-phonon interaction in both super­
conducting and normal metals. Though an accurate determination of the 
respective pair potentials can be made in the Nb-Mg system at the 
thickness extremes, a detailed model of N^(E) governed by a few param-
efArc jïnH v o  i- H 4 r* Irrt o c c vom oo pT.'o-î1-«r o v» -î t-» «î /m-> 
of both diffuse and bulk scattering effects. As the PETS model is being 
increasingly applied to the inversion of tunneling data for short coher­
ence length A-15 superconductors, the question of low energy scattering 
2 ° 
enhancement of a F(uj) becomes more crucial as 25 A proximity films are 
axreaay nain x^ne conerence iengrn. inis worK cemonstra^es %ne neea ror 
spanning a suitable range of N-layer thicknesses so the origin and 
thickness dependence of the relevant features can be reasonably estab­
lished. 
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X. APPENDIX. NUMERICAL INVERSION PROGRAMS 
A. STG3 
The STG3 program is a modification of the McMillan-Rowell Stage ±11 
2 program (65) used to determine a Fg(u) in the analysis of conventional 
tunneling data. In the proximity case is calculated from Eq. 41 
with Ag(E) = AgQ, and input values for A^(E), Z^(E), d and Z. From this 
the "proximity-reduced conductance" 
N E a/a - 1 
prox prox 
is obtained separating structure arising from the proximity effect from 
deviations due to the structure in Ag(E). 
The derivative of N with respect to energy is then calculated 
prox 
and used analogously to that of the standard Stage III treatment. The 
linear response of the energy derivative of the PET density of states to 
2 2 
changes in a Fg(w) is used to correct a Fg(w) to match the derivative of 
K _ in successive iterations. After a^F (o)) and A„(E) have been found pxox o o 
to sufficient accuracy (determined by the least squares fit to dN /dE) 
^ prox 
^calc obtained from Eq. 41 and compared with the input BCS-reduced 
conductance. 
Failure to correctly parametrize d and d/£ has been shown by Arnold 
(17) to produce an accurate fit for dN^^^^/dE to the experimental deriva­
tive, while displays a positive upward aisplacement with respect to 
The source of this offset lies in the underestimation of the 
* 
electron-phonon coupling used in the determination of Ug. In the program 
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y* is adjusted at each stage of the iterative calculation so that the 
experimentally observed is obtained. Specifically the observed gap 
AgQ must satisfy 
^so 
2 * 
Vl -
l-(ag/aso)l3 
(Al) 
2 
where is a number reflecting the average square of and 
"k 
and Ig are integrals derived from Equations 10-12. Solving (Al) for yg 
gives 
2 * 
For each successive a Fg(w) obtained in the iterations, Ug is adjusted 
according to this equation. Now in order to fit the amplitude of the 
xt'  ^• t —— £ M A ^ ^ ^ 'z - * -- -• 
^ » — — — w w si*te w y v j' ^ ^ ^cljb cimo l. o t v jmov jlc ^lt ^ ^ ^ ^ o jlul.'c 
d, d/£ and Ap^_ are fixed throughout the calculation. If d/£ is under-SO 
Than Tt-ïio iza I no -i c oh -î norl Tnalr-ino 'jg 
tfc 
less than A^^. To obtain agreement between the latter, Ug is corrected 
estimated, a smaller t the true v lue is btai ed, maki g A^CA^^) 
via Eq. 42 below its true value, and possibly to a negative value. When 
Ag(E) is calculated with the new yg, it is shifted upward by a constant 
relative to the value for which a - and a„ would agree. Thus mini-
caj-c Exp 
mizing the displacement between a , and a„ becomes a selection 
caxc r.xp 
criteria for the d / Z  parameter appropriate to a junction for which d is 
experimentally measured. 
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B. ALUM 
ALUM is designed to determine A^(E) fro= the conductance data of a 
junction of intermediate thickness displaying ^-characteristics, yet thin 
enough to meet the PET criteria. The functions Ag(E), Z^(E), from a 
thinner junction and the relevant d and d/2 parameters are required in­
puts. A^(E) is adjusted to bring the theoretical density of states into 
agreement with the junction conductance in the following manner. 
The density of states given in Eq. 47 is proportional to the imagi­
nary part of a Green's function which determines its real part via a 
Hilbert transform. a(E) likewise determines its Hilbert transform c(E): 
a(E) =1^ r dE' . (A3) 
et-ce')^ 
Thus, when Eq. 41 is set equal to the experimental conductance, and the 
Hilbert transform of Eq. 41 is set equal to the Hilbert transform of the 
o TT10T1 ^  a I C r\T^ 7 1 r* +" /^O .J T—«A —^ 
directly incorporating the data. To insure the integrand of Eq. A3 goes 
to zero at a finite energy one sets 
à(e,-à , (e)=i^ 
' - r i -
This technique is preferable to a Modified McMillan-Rowell approach 
in that it does not require the determination of in order to find A^(E), 
In order to do this, the McMillan-Rowell approach would require A^(E) to 
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be directly determinable at a specific energy analogous to the energy gap 
for Ag(E). An additional advantage is that multiple iterations on the 
determined functions are eliminated as verified by accuracy tests on data 
2 
generated by known a F(u), Ag(E), and (E). The ALUM output A^(E) was 
within 3% of the initial A^(E) from which the test N^(E) was created. 
Unlike the STG3 program, there is no internal criterion for the 
appropriate selection of d/&. In practice this parameter is selected to 
be consistent with the values indicated by the STG3 inversion of the 
thinner-N data within the bounds of physical acceptability (i.e., ImA^(E) 
cannot be negative at energies below the transverse phonon, implying a 
2 
negative value for a F^(w). 
C. A2FN 
The program A2FN determines the underlying for a given A^(E) 
and the corresponding Ag(E) responsible for the N pair potential enhance-
* 
ment. By taking the imaginary part of Eq. 38, drops out of the equa­
tion, leaving 
(E) ~ I dv Re 
''"SO 
IT (E-v) 8 (w^^-E+v) . (A4) 
Describing each function as an array over an energy grid E(E) = I-h where 
I is an integer and h is the energy spacing between sampled array points. 
152 
i-l 
(I) = Z TP (J)* *a^(I-J+l) (A5) 
J=1 
where 
Re 
(v2-ag(v)y% 
TP(J), 
and 
$^(E) = Im(A^(E)*Z^(I)), 
From Eq. AS the a F^(I) are successively determined in a bootstrap method, 
si starting with a^F^(l) = 0.0, a^^(2) = <î>(2)/it*TP(1) , and so on, until the 
entire function is determined for all I*h < ùj„„. 
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