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a b s t r a c t
In this paper, a lattice Boltzmann model for solving problems of elastic thin plate with
small deflection is proposed. In order to recover the Sophie–Germain equation for elastic
thin plate by lattice Boltzmann method, we transform the equation into a set of Poisson
equations. Two sets of distribution functions are employed in the lattice Boltzmann
equation to recover the Poisson equations. Based on this model, some problems on
the rectangular elastic thin plate with small deflection are simulated. The comparisons
between the numerical results and the analysis solutions are given in detail. The numerical
examples show that the lattice Boltzmann model can be used to solve problems of the
elastic thin plate with small deflection.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In the last two decades, computational methods based on the lattice Boltzmann method (LBM) have attracted much
attention. The LBMmethod originated from the lattice-gas automata (LGA) which simulate the motion of fluids by particles
moving and colliding on a regular lattice [1,2]. Due to the microscopic nature and local interaction between particles,
the lattice-gas approach possesses some unique advantages. However, the method also contains some problems such as
non-Galilean invariance, nonphysical velocity-dependent pressure, and inherent statistical noise. To avoid some of these
inherent problems, several lattice Boltzmann models have been proposed [3,4]. Since 1992, much progress has been made,
which extends the LBM to a tool for simulating many mechanisms of complex physical phenomenon [5–8]. The LBM
models have been developed for the simulation of fluid problems such as single and multiphase fluids [9–13], the nano-
and microscale flows [14–16], flows through porous media [17,18], flows of non-Newtonian fluids [19,20], particle-fluid
suspension flows [21], turbulent flows [22], chemical reacting flow [23], phase separation [24], combustion problem [25],
magneto- hydrodynamics [26] and crystal growth [27]. Additionally, lattice Boltzmann models have been developed to
simulate linear and nonlinear partial differential equations such as wave motion equation [28–30], Burgers equation
[31,32], KdV equation [33], nonlinear Schrödinger equation [34–36], and the Poisson equation [37–39].
In this paper, we focus on the lattice Boltzmannmodel for elastic deformation. There are some lattice Boltzmannmodels
used to solve solid mechanics problems. Wang et al. constructed a lattice model for Bingham Plastics [40]. Mishra et al.
used LBM to simulate solidification of a two-dimensional semitransparent medium [41]. Poland [42] proposed a planar
lattice model for the gas–liquid–solid phase problems. Wang et al. studied the elastic property of multiphase composites
in random microstructures [43]. However, these models are based on the movement of particles in the media instead of
the elastic deformation. Two strategies can be used to construct the lattice Boltzmann model for the elastic deformation.
(1) It is to propose a lattice Boltzmann model for the elasticity dynamics. The elastic deformation can be obtained from the
dynamical equations. (2) It is to build a lattice Boltzmann model for the equation of the elastic deformation. In this paper,
we use strategy (2).
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Fig. 1. Diagrammatic sketch of two-dimensional lattice.
Let us consider the problem of small elastic deflection of an elastic thin plate. The small deflection is governed by a
bi-harmonic equation, known as the Sophie–Germain equation [44], which can be expressed as:
D∇4w = q, (1)
wherew is a displacement component perpendicular to the plane of the plate, q is the surface load per unit area of the plate,
D = Eh3/(12(1− µ2)) is the flexural rigidity of the plate, E is the modulus of elasticity for the plate material, h is the plate
thickness, and µ is the Poisson ratio.
The Sophie–Germain equation has been employed to describe the elastic deformation of elastic thin plate and
deformation of small-curvature shell. It has a wide range of applications in the field of applied mechanics and geodynamics.
Therefore, the solution of the Sophie–Germain equation possesses practical significance. In the simple geometry and load
conditions, the analytical solutions can be obtained [44,45], however, for other complex cases, the problem has to be solved
by using numerical techniques such as the energy variation principle, finite differencemethod,method ofweighted residuals
and the finite element method. In order to solve Eq. (1) using the lattice Boltzmann method, we transform Eq. (1) into the
following set of Poisson equations
∇2u = q/D, (2a)
∇2w = u. (2b)
Thus, to propose the lattice Boltzmann model for Eqs. (2a)–(2b) becomes the target of this paper.
The paper is organized as follows. In Section 2, the lattice Boltzmann model is proposed. In Section 3, several numerical
examples are simulated. In Section 4, conclusions are given.
2. Lattice Boltzmann model for the Sophie–Germain equation
2.1. The lattice Boltzmann equation
Let us consider a two-layer b-side regular polygon lattice with 2b links that connect the center site to its 2b neighboring
nodes. We assume that the particles moving along the link with velocity eα are divided into three kinds, eα = c, eα = ξc ,
and eα = 0, where ξ = 2, and c is the speed of particles in the direction of a small b-side regular polygon, see Fig. 1. This
is a two-layer 9-bit lattice. Comparing this lattice to a 9-bit diagonal lattice, more independent moment conditions can be
obtained when adjusting the coefficient ξ .
The distribution function f σα (x, t) is defined as the particle density of the component σ at position x, time t , with velocity
eα . Furthermore, we assume that f σα (x, t) possesses the equilibrium distribution f
σ ,eq
α (x, t), and it meets the conservation
condition
α
f σ ,eqα (x, t) =

α
f σα (x, t). (3)
The lattice Boltzmann equation is
f σα (x+ eα, t + 1) = f σα (x, t)−
1
τ
[f σα (x, t)− f σ ,eqα (x, t)] +Ωσα (x, t). (4)
In Eq. (4), τ is the single-relaxation time factor, and f σ ,eqα (x, t) is the local equilibrium distribution function at position x,
time t , with velocity eα . The non-collision termΩσα (x, t) expresses the changes caused by external forces.
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We assume that the Knudsen number ε is a small parameter, where ε = ℓL ≪ 1, ℓ is the mean free path of the particles,
and L is the characteristic length. If we assume that ε equals the time step ∆t , the lattice Boltzmann equation (4) can be
rewritten as
f σα (x+ εeα, t + ε) = f σα (x, t)−
1
τ
[f σα (x, t)− f σ ,eqα (x, t)] +Ωσα (x, t). (5)
We assume that the additional termΩσα (x, t) is expressed as
Ωσα =
4
n=1
εnΩσ ,(n)α + O(ε4). (6)
Furthermore, we can obtain a series of partial differential equations in different time scales. The detailed derivation is
given in Appendix A.
2.2. Recovery of the Sophie–Germain equation
The macroscopic quantity uσ (x, t) is defined as
uσ (x, t) =

α
f σα (x, t), (7)
and f σ ,eqα (x, t) needs to meet the conservation condition
α
f σ ,eqα (x, t) = uσ (x, t), (8)
where u1(x, t) = u(x, t), u2(x, t) = w(x, t). Based on the conservation condition (3), we obtain
α
f σ ,(n)α (x, t) = 0, n ≥ 1. (9)
Taking (A.5)+ (A.6)× ε and summing over α, we have
∂uσ
∂t
+ ∂m
σ
j
∂xj
−

α
Ωσ ,(1)α + εC2

α
∆2f σ ,(0)α + ε

α
τ∆Ωσ ,(1)α − ε

α
Ωσ ,(2)α = O(ε2) (10)
wheremσj =

α f
σ ,(0)
α eαj.
We select Ωσ ,(1)α = 0 and Ωσ ,(2)α = φσ that are independent of α. Using the moment conditions (B.1) and (B.2) in
Appendix B, The macroscopic equation is
∂uσ
∂t
+ εC2λσ∇2uσ = ε

α
Ωσ ,(2)α + O(ε2), (11)
where λσ is a parameter. If we select kσ = −εC2λσ , Rσ = εα Ωσ ,(2)α , the macroscopic equation can be recovered as
∂uσ
∂t
= kσ ∂
2uσ
∂xj∂xj
+ Rσ + O(ε2). (12)
Ifwe select (u1, u2) = (u, w) and Rσ /kσ = (−q/D,−u), then Eq. (12) becomes the Poisson equationwhen limt→∞ ∂uσ∂t =
0. Obviously, the solution of Eq. (12) is the solution of the Sophie–Germain equation. The detailed derivations of the
truncation error and the Hirt’s heuristic stability analysis are given in Appendix B. According to Hirt’s heuristic stability
theory, we obtain a scope for suitable τ
τ >
1
2
+
√
2
4
≈ 0.8535. (13)
If we select that kσ = ε, we have
∂uσ
∂t
= kσ ∂
2uσ
∂xj∂xj
+ Rσ + O(ε2). (14)
Especially, if set kσ = ε2, then
∂uσ
∂t
= kσ ∂
2uσ
∂xj∂xj
+ Rσ + O(ε3). (15)
3. Numerical example
In this section, we choose a series of numerical experiments for the rectangular elastic thin plate with small deflection.
Let us consider a rectangular elastic thin platewith simply supported at each edge. The plate is set as a domain [0, a]×[0, b];
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Fig. 2. Diagrammatic sketch of elastic thin plate stressed uniformly by distributed load.
flexural rigidity of the plate is D = 1.0. In these examples, uniformly distributed load, concentrated load, and discontinuous
load are employed respectively. For simply supported edges, the boundary conditions are
w|x=0 = w|x=a = w|y=0 = w|y=b = 0, (16)
∂2w
∂x2

x=0
= ∂
2w
∂x2

x=a
= ∂
2w
∂y2

y=0
= ∂
2w
∂y2

y=b
= 0. (17)
The physical meanings of Eqs. (16) and (17) are that deflections are zero and the rotational torques are zero at edges
respectively. According to ∇2w = u, we can obtain the boundary conditions for the variable u, they are
u|x=0 = ∂
2w
∂y2

x=0
, (18a)
u|x=a = ∂
2w
∂y2

x=a
, (18b)
u|y=0 = ∂
2w
∂x2

y=0
, (18c)
u|y=b = ∂
2w
∂x2

y=b
. (18d)
In this paper, we only use the boundary conditions (16) and (18), other types of boundary conditions are discussed in
detail in Appendix C.
Example 1 (The Uniformly Distributed Load). An elastic thin plate possesses uniformly distributed load q, see Fig. 2. The
Navier solution of the deflection surface equation [45] is
w(x, y) = 16q
π6D
∞
m=1,3...
∞
n=1,3...
sin(mπx/a) sin(nπy/b)/[mn(m2/a2 + n2/b2)2]. (19)
We only calculate the sum of the first four terms of the series solution, and select that D = 1, q = 1, a = b = 1. It is
wE(x, y) = 16
π6
3
m=1·
3
n=1
sin(mπx) sin(nπy)/[mn(m2 + n2)2]. (20)
The absolute error is defined as
e = |wL − wE | , (21)
wherewL is the numerical result by the lattice Boltzmann model.
In Fig. 3, the comparison of w by the LBM scheme and analytical solution at x = 0.5 is given. In Fig. 4, the surface figure
of absolute error is plotted. We find that the numerical result is in good agreement with analytical solution. We also give
the general relative errors with different iteration time steps. The general relative error is defined as
G =
 |wL − wE | |wE | . (22)
In Table 1, the general relative errors G of the LBM results for Example 1 are given. We find that the general relative error
stabilizes when the iteration steps are greater than 20,000.
We also give the curve of the general relative errorG of the LBM result versus the resolution log10 h, where h = ∆x = ∆y,
the number of iterations is 100,000, see Fig. 5. This figure shows the relation between the truncation error and the lattice
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Fig. 3. Comparison between analytical solution and LBM result at x = 0.50 for the deflection, the parameters: c = 3.0, k1 = k2 = 0.01, τ = 1.3, the
lattice size isM × N = 101× 101.
Fig. 4. Surface figure of absolute error. The parameters are the same as that in Fig. 3.
size, and provides a qualitative trend of the numerical order of convergence.We find that the general relative error becomes
small when the mesh has been refined. By employing a linear fit, the fit line is given as log10 G = 1.358× log10 h+ 2.779.
The slope is 1.358.
In order to test the impact of parameters τ and kσ on convergence, we define the minimum number of iterations:
L = min{M}, if |e| < δ, (23)
whereM is the number of iterations, e is the absolute error, and δ is a small positive real number. In Table 2, several different
minimum numbers of iterations of the LBM results with different τ and kσ for the Example 1 are given. The parameters are
δ = 1.0× 10−5, the position (x, y) = (0.5, 0.5), k = k1 = k2. We find that L decreases while τ is going close to 12 +
√
2
4 and
k becomes small.
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log10 G=1.358*log10h+2.779
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Fig. 5. The curve of the general relative error G of the LBM result versus the resolution log10 h, where h = ∆x = ∆y, the number of iterations is 100,000.
The parameters are the same as that in Fig. 3. The slope of the line is 1.358.
Table 1
The general relative errors G of the LBM result for Example 1. The parameters are the same as that
in Fig. 1.
Iterations steps 10,000 20,000 50,000 100,000
G 5.763× 10−4 3.489× 10−5 3.122× 10−5 3.122× 10−5
Table 2
Several different minimum numbers of iterations L of the LBM results with different τ
and k for the Example 1.
τ = 0.86 τ = 1.0 τ = 1.2 τ = 1.3 τ = 2.0
k = 1.0×10−2 9849 10493 12156 12213 13481
k = 1.0×10−3 7742 8376 10543 10592 11437
k = 1.0×10−4 5795 6692 8478 8486 9344
Table 3
Several convergence rates of the LBM results with different τ and k for the Example 1.
τ = 0.9 τ = 1.0 τ = 1.3 τ = 2.0
k = 1.0× 10−2 2.318× 10−8 5.971× 10−8 4.473× 10−8 2.827× 10−8
k = 1.0× 10−3 5.924× 10−7 5.552× 10−7 5.635× 10−7 3.692× 10−7
k = 1.0× 10−4 7.161× 10−7 6.087× 10−7 5.927× 10−7 5.661× 10−7
We also define a convergence rate to describe the speed of the absolute error approaching zero.
v = |e1 − e2|
M2 −M1 , (24)
where M1, M2 denote the numbers of iterations, and e1, e2 are the absolute errors of the numbers of iterations M1 and M2,
respectively. The convergence rate v means the changes of absolute error caused by the increase of the number of iteration
steps. In Table 3, several convergence rates of the LBM results with different τ and kσ for the Example 1 are given. The
parameters are M1 = 5000, M2 = 6000, the position (x, y) = (0.5, 0.5). From Table 3, we find that the convergence
rate becomes fast with τ close to 12 +
√
2
4 . The coefficient k also affects the convergence rate. When k becomes small, the
convergence rate becomes fast. This trend is the same as in Table 2. However, the effect of other parameters on theminimum
number of iterations and the rate of convergence are not fully understood.
Example 2 (The Concentrated Load). We employ a uniformly distributed load in a micro region
 1
2 − ε, 12 + ε
 × 1
2 − ε, 12 + ε

to replace the concentrated load, see Fig. 6. Thus, the load collection degree is q = P/4ε2, P = 1.0. The
analytical solution of deflection [45] is
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Fig. 6. Diagrammatic sketch of elastic thin plate with the concentrated load.
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Fig. 7. Comparison between analytical solution and LBM result at x = 0.50 for the deflection, the parameters: c = 3.0, k1 = k2 = 0.01, τ = 1.3, the
lattice size isM × N = 101× 101.
w(x, y) = 4P
π4abD
∞
m=1
∞
n=1
sin(mπ/2) sin(nπ/2)/(m2/a2 + n2/b2)2 · sin(mπx/a) sin(nπy/b). (25)
We only calculate the sum of the first four terms of the series solution, and select that D = 1, q = 1, a = b = 1. It is
wE(x, y) = 4ε
2
π6
3
m=1
3
n=1
sin(mπ/2) sin(nπ/2)/(m2 + n2)2 · sin(mπx) sin(nπy). (26)
In Fig. 7, the comparison of w by the LBM scheme result and analytical solution at x = 0.5 is given. In Fig. 8, the surface
figure of absolute error is plotted.
Example 3 (The Non-uniform Load).We use a non-uniform load q(x, y) = q0x/a, q0 = 1.0, see Fig. 9. The analytical solution
of deflection [45] is
w(x, y) = 8q0
π6D
∞
m=1,3,...
∞
n=1,3,...
(−1)m+1 sin(mπx/a) sin(nπy/b)/[mn(m2/a2 + n2/b2)2]. (27)
We calculate the sum of the first four terms of the series solution, and select that D = 1, a = b = 1. It is
wE(x, y) = 8
π6
3
m=1
3
n=1
(−1)m+1 sin(mπx) sin(nπy)/[mn(m2 + n2)2]. (28)
In Fig. 10, the comparison of w by the LBM scheme result and analytical solution at x = 0.5 is shown. In Fig. 11, the
surface figure of absolute error is plotted.
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Fig. 8. Surface figure of absolute error. The parameters are the same as that in Fig. 7.
Fig. 9. Diagrammatic sketch of elastic thin plate with the non-uniform load.
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Fig. 10. Comparison between analytical solution and LBM result at x = 0.50 for the deflection, the parameters: c = 3.0, k1 = k2 = 0.01, τ = 1.3, the
lattice size isM × N = 101× 101.
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Fig. 11. Surface figure of the absolute error. The parameters are the same as that in Fig. 10.
In Examples 2 and 3, we simulate the deformation of the elastic thin plate with various loads to demonstrate the ability
of the LBM. It is observed that the results show the same characteristics as in Ref. [45]. These numerical results in this paper
are acceptable.
4. Conclusion
We proposed a lattice Boltzmann model for solving deformation of the elastic thin plate with small deflection. The main
motivation is to overcome the problem of the bi-harmonic equation in the existing lattice Boltzmann models for the elastic
dynamical equations. For this reason, we transform the equation into a set of Poisson equations. Two sets of distribution
functions are employed in the lattice Boltzmann equation to recover the Poisson equations. As results, the Sophie–Germain
equation is recovered. Based on this model, the deformations of elastic thin plate with small deflection are simulated.
The comparisons of the deflection between the LBM results and analytic solutions are given. They show that the lattice
Boltzmannmodel has the advantage of solving the bi-harmonic equation. In the paper, by using a two-layer 9-bit lattice, the
equilibrium distribution functions that meet conditions Eqs. (8), (B.1), (B.2), (B.6) and (B.7) are obtained, see (B.8)–(B.10).
Thus, the truncation error is E2 = 0. According to Hirt’s heuristic stability theory, the stability of LBM algorithm can be
controlled by modulating some special moments to design the dispersion term and the dissipation term [46]. We obtained
the condition for theHirt’s heuristic stability: τ > 0.8535, kσ > 0, kσ = O(ε2).We define theminimumnumber of iterations
L and the convergence rate v. From the numerical results, we find that L decreases and the convergence rate becomes fast
while τ is going close to 12 +
√
2
4 and k becomes small. Therefore, parameters τ , k, and ε should affect on the minimum
number of iterations L and the convergence rate v.
An interesting question is how to describe the concentrated load by the Dirac function in the process of numerical
simulation. In the Example 2, the treatment of the Dirac δ-function for the concentrated load is acceptable.
Nevertheless, there are some problems which need to be solved: (1) For the numerical results, the accuracy needs to
improve. (2) It is important to describe the Dirac δ-function with LBM for a concentrated load. (3) It is useful to develop a
three-dimensional lattice Boltzmann model for the elastic dynamical equations. These are our future works.
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Appendix A
By using the Taylor expansion on Eq. (5), and retaining terms up to O(ε5), we have
f σα (x+ εeα, t + ε)− f σα (x, t) =
4
n=1
εn
n!

∂
∂t
+ eα ∂
∂x
n
f σα (x, t)+ O(ε5). (A.1)
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Next step is that Chapman–Enskog expansion [47] is applied to f σα (x, t) under the assumption of small Knudsen number ε,
it is
f σα =
4
n=0
εnf σ ,(n)α + O(ε5), (A.2)
where f σ ,(0)α ≡ f σ ,eqα . In order to discuss the changes in different time scales, we introduce t0, t1, . . . , t4 as the time
scales
tn = εnt, n = 0, . . . , 4, (A.3)
and
∂
∂t
=
4
n=0
εn
∂
∂tn
+ O(ε5). (A.4)
Substituting Eqs. (A.1)–(A.4) into Eq. (5), we obtain an equation about ε.We consider that the coefficients of εi (i = 1, 2, 3, 4)
in both sides of the equation are equal. Thus, we have the equation of order ε is
ε∆f σ ,(0)α = −
ε
τ
f σ ,(1)α + εΩσ ,(1)α ,
namely,
∆f σ ,(0)α = −
1
τ
f σ ,(1)α +Ωσ ,(1)α , (A.5)
where partial differential operator∆ ≡ ∂
∂t0
+ eα ∂∂x . The equation of order ε2 is
∂
∂t1
f σ ,(0)α + C2∆2f σ ,(0)α + τ∆Ωσ ,(1)α = −
1
τ
f σ ,(2)α +Ωσ ,(2)α . (A.6)
The equation of order ε3 is
C3∆3f σ ,(0)α + 2C2∆
∂
∂t1
f σ ,(0)α +
∂
∂t2
f σ ,(0)α +
∂
∂t1
τΩσ ,(1)α + C2∆2τΩσ ,(1)α +∆τΩσ ,(2)α = −
1
τ
f σ ,(3)α +Ωσ ,(3)α .
(A.7)
The equation of order ε4 is
C4∆4f σ ,(0)α + 3C3∆2
∂
∂t1
f σ ,(0)α + 2C2∆
∂
∂t2
f σ ,(0)α +
∂
∂t3
f σ ,(0)α + C2
∂2
∂t21
f σ ,(0)α +
∂
∂t2
τΩσ ,(1)α
+ ∂
∂t1
[2C2∆τΩσ ,(1)α + τΩσ ,(2)α ] + C3∆3τΩσ ,(1)α + C2∆2τΩσ ,(2)α +∆τΩσ ,(3)α = −
1
τ
f σ ,(4)α +Ωσ ,(4)α . (A.8)
Eqs. (A.5)–(A.8) are the series of partial differential equations in different time scales. They are suitable for the one-
dimensional, two-dimensional and three-dimensional case. In Eqs. (A.5)–(A.8), the coefficient Ci, i = 2, 3, 4 is the Chapman
polynomial given as Eqs. (A.9)–(A.11)
C2 = 12 − τ , (A.9)
C3 = τ 2 − τ + 16 , (A.10)
C4 = −τ 3 + 32τ
2 − 7
12
τ + 1
24
. (A.11)
Appendix B
In order to obtain the Poisson equations, we assume that
mσj =

α
f σ ,(0)α eαj = 0, (B.1)
πσjk =

α
f σ ,(0)α eαjeαk = λσ δjkuσ , (B.2)
where λσ = kσε(τ−0.5) , kσ is a parameter to be determined, and δjk is the Kronecker delta.
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Summing the formula (A.5)+ ε × (A.6)+ ε2 × (A.7)+ ε3 × (A.8) over α, the macroscopic equation is obtained as
∂uσ
∂t
= kσ ∂
2uσ
∂xj∂xj
+ Rσ + E2 + E3 + O(ε4). (B.3)
In Eq. (B.3),
E2 = −ε2

α
C3∆3f σ ,(0)α +

α
2C2∆
∂
∂t1
f σ ,(0)α +

α
∂
∂t1
τΩσ ,(1)α +

α
C2∆2τΩσ ,(1)α +

α
∆τΩσ ,(2)α

(B.4)
E3 = −ε3

α
C4∆4f σ ,(0)α +

α
3C3∆2
∂
∂t1
f σ ,(0)α +

α
2C2∆
∂
∂t2
f σ ,(0)α
+

α
C2
∂2
∂t21
f σ ,(0)α +

α
∂
∂t2
τΩσ ,(1)α +

α
∂
∂t1
(2C2∆τΩσ ,(1)α + τΩσ ,(2)α )
+

α
C3∆3τΩσ ,(1)α +

α
C2∆2τΩσ ,(2)α +

α
∆τΩσ ,(3)α

. (B.5)
In order to find the local equilibrium distribution functions, we assume that
Pσjkm =

α
f σ ,(0)α eαjeαkeαm = 0, (B.6)
Q σijkm =

α
f σ ,(0)α eαieαjeαkeαm =
1
3
βσuσ (δijδkm + δikδjm + δimδjk), (B.7)
where βσ needs to be determined. Combining Eq. (8) with (B.1), (B.2), (B.6) and (B.7), we obtain the local equilibrium
distribution functions, they are
f σ ,(0)α =
4dλσuσ
3bc2
− d(d+ 2)βσuσ
9bc4
, α = 1, . . . , 4, (B.8)
f σ ,(0)α =
d(d+ 2)βσuσ
36bc4
− dλσuσ
12bc2
, α = 5, . . . , 8, (B.9)
f σ ,(0)0 = uσ −
5dλσuσ
4c2
+ d(d+ 2)βσuσ
12c4
, (B.10)
where d(= 2) is the number of the spatial dimensions. According to Eqs. (A.5) and (B.1), we have
∂uσ
∂t0
= 0. (B.11)
Based on (B.2), we obtain
∂πσjk
∂t0
= 0. (B.12)
In addition,

α
τ∆φσ = τ
∂

α
φσ
∂t0
+ ∂φ
σ
∂xj

α
eαj
 = τ ∂

α
φσ
∂uσ
∂uσ
∂t0
= 0. (B.13)
Based on the conditionsΩσ ,(1)α = Ωσ ,(3)α = 0,Ωσ ,(2)α = φσ , we obtain
E2 = −ε2

α

C3∆3f σ ,(0)α + 2C2∆
∂
∂t1
f σ ,(0)α + τ∆φσ

= −ε2C3

∂3uσ
∂t30
+ 3 ∂
3mσj
∂t20∂xj
+ 3 ∂
3πσjk
∂t0∂xj∂xk
+ ∂
3Pσjkm
∂xj∂xk∂xm

− 2ε2C2 ∂
2uσ
∂t1∂t0
− ε2

α
τ∆φσ = 0. (B.14)
In order to find the error E3, terms ∂uσ∂t1 and
∂2uσ
∂t21
need to be determined. According to Eq. (A.6), we have
∂uσ
∂t1
= −C2λσ∇2uσ + (2b+ 1)φσ , (B.15)
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and
∂2uσ
∂t21
= C22λ2σ∇4uσ − C2λσ (2b+ 1)∇2φσ − C2(2b+ 1)λβ
∂φσ
∂uβ
∇2uβ + (2b+ 1)2φβ ∂φ
σ
∂uβ
, (B.16)
where ∇2 = ∂2
∂xj∂xj
, ∇4 = ∂4
∂xj∂xj∂xk∂xk
. By using Eqs. (B.11), (B.15) and (B.16), terms in Eq. (B.5) are found
α
C4∆4f σ ,(0)α = C4βσ∇4uσ , (B.17)

α
3C3∆2
∂
∂t1
f σ ,(0)α = −3C2C3λ2σ∇4uσ + 3C3λσ (2b+ 1)∇2φσ , (B.18)

α
2C2∆
∂
∂t2
f σ ,(0)α = 0, (B.19)

α
C2
∂2
∂t21
f σ ,(0)α = C32λ2σ∇4uσ − C22λσ (2b+ 1)∇2φσ − C22λβ(2b+ 1)
∂φσ
∂uβ
∇2uβ + (2b+ 1)2C2φβ ∂φ
σ
∂uβ
, (B.20)

α
∂
∂t1
τΩσ ,(2)α = −C2τ (2b+ 1)λβ
∂φσ
∂uβ
∇2uβ + τ(2b+ 1)2φβ ∂φ
σ
∂uβ
, (B.21)

α
C2∆2τΩσ ,(2)α = τC2

∂2
∂t20

α
φσ

= 0. (B.22)
By putting (B.17)–(B.22) into Eq. (B.5), we have
E3 = −ε3

[C4βσ − 3C2C3λ2σ + C32λ2σ ]∇4uσ + [3C3λσ (2b+ 1)− C22λσ (2b+ 1)]∇2φσ
+ (C2 + τ)(2b+ 1)2φβ ∂φ
σ
∂uβ
− C2(C2 + τ)(2b+ 1)λβ ∂φ
σ
∂uβ
∇2uβ

. (B.23)
We select that
βσ = 3C2C3 − C
3
2
C4
λ2σ , (B.24)
then we have
E3 = −ε3

[3C3λσ (2b+ 1)− C22λσ (2b+ 1)]∇2φσ + (C2 + τ)(2b+ 1)2φβ
∂φσ
∂uβ
− C2(C2 + τ)(2b+ 1)λβ ∂φ
σ
∂uβ
∇2uβ

. (B.25)
According to Hirt’s heuristic stability theory [46], we consider the two main terms only,
M1 = −ε3

3C3λ2(2b+ 1)− C22λ2(2b+ 1)
∇2φ2
= −ε3 3C3λ2(2b+ 1)− C22λ2(2b+ 1) − k2ε2

∇2u2, (B.26)
M2 = −ε3

−C2(C2 + τ)(2b+ 1)λβ ∂φ
σ
∂uβ
∇2uβ

= −ε3[−C2(C2 + τ)(2b+ 1)]λ2

− k2
ε2

∇2u1. (B.27)
The numerical scheme has Hirt’s heuristic stability when
−ε3[3C3λ2(2b+ 1)− C22λ2(2b+ 1)]

− k2
ε2

> 0, (B.28)
−ε3[−C2(C2 + τ)(2b+ 1)]λ2

− k2
ε2

> 0. (B.29)
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We select that
λσ > 0, kσ > 0 (B.30)
then
3C3λ2(2b+ 1)− C22λ2(2b+ 1) > 0, (B.31)
−C2(C2 + τ)(2b+ 1) < 0. (B.32)
According to (A.9) and (A.10), we have
τ >
1
2
+
√
2
4
≈ 0.8535. (B.33)
In order to obtain E3 = O(ε3), we need to select that
kσ = ε2. (B.34)
Especially, if set kσ = O(ε), then E3 = O(ε2).
Based on Eqs. (B.14) and (B.34), the Eq. (B.3) can be rewritten as
∂uσ
∂t
= kσ ∂
2uσ
∂xj∂xj
+ Rσ + O(ε3). (B.35)
Under the condition limt→∞ ∂uσ∂t = 0, Eq. (B.16) is the Poisson equation. Thus, we obtain the Sophie–Germain equationwith
the third-order accuracy of the truncation error.
Appendix C
(1) On simply supported edges, the boundary conditions with deflection are
w|x=0 = w|x=a = w|y=0 = w|y=b = 0, (C.1)
and
u|x=0 = ∂
2w
∂y2

x=0
, u|x=a = ∂
2w
∂y2

x=a
, u|y=0 = ∂
2w
∂x2

y=0
, u|y=b ∂
2w
∂x2

y=b
. (C.2)
In Eq. (C.2), the partial differential, such as u|x=0 = ∂2w∂y2

x=0
can be calculated by the difference quotient
u|x=0 = ∂
2w
∂y2

x=0
= w0,j+1 − 2w0,j + w0,j−1
(∆y)2
. (C.3)
According to Eqs. (B.8)–(B.10), the equilibrium distribution functions at the boundary x = 0 are described as
f 1,(0)α |x=0 =
4dλ1u|x=0
3bc2
− d(d+ 2)β1u|x=0
9bc4
, α = 1, . . . , 4, (C.4)
f 1,(0)α |x=0 =
d(d+ 2)β1u|x=0
36bc4
− dλ1u|x=0
12bc2
, α = 5, . . . , 8, (C.5)
f 1,(0)0 |x=0 = u|x=0 −
5dλ1u|x=0
4c2
+ d(d+ 2)β1u|x=0
12c4
. (C.6)
f 2,(0)α |x=0 =
4dλ2w|x=0
3bc2
− d(d+ 2)β2w|x=0
9bc4
, α = 1, . . . , 4, (C.7)
f 2,(0)α |x=0 =
d(d+ 2)β2w|x=0
36bc4
− dλ2w|x=0
12bc2
, α = 5, . . . , 8, (C.8)
f 2(0)0 |x=0 = w|x=0 −
5dλ2w|x=0
4c2
+ d(d+ 2)β2w|x=0
12c4
. (C.9)
(2) On the clamped supported edges, the boundary conditions with deflection are
w|x=0 = w|x=a = w|y=0 = w|y=b = 0, (C.10)
∂w
∂x

x=0
= ∂w
∂x

x=a
= ∂w
∂y

y=0
= ∂w
∂y

y=b
= 0. (C.11)
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Based on ∇2w = u, we can obtain boundary conditions for the variable u, they are
u|x=0 =

∂2w
∂x2
+ ∂
2w
∂y2

x=0
, (C.12)
u|x=a =

∂2w
∂x2
+ ∂
2w
∂y2

x=a
, (C.13)
u|y=0 =

∂2w
∂x2
+ ∂
2w
∂y2

y=0
, (C.14)
u|y=b =

∂2w
∂x2
+ ∂
2w
∂y2

y=b
. (C.15)
These partial differentials are also obtained by using the difference quotients.
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