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A REMARK ON THE EXTENSION OF A CLASS OF LINEAR
FUNCTIONALS
HOA`NG PHI DU˜NG †
Abstract. We will remark an extension of a linear functional on subalgebra of
algebra of continuous functions on subset of Rn which preserves positivity.
1. Introduction
In the works published in the late 1920s, Banach gave a sufficient condition to
be able to extend a linear functional from a closed subspace of a Banach space to
this Banach space ([2]). After that, when studying classical moment problems, M.
Riesz gave his general extension theorem, this theorem said that a positive linear
functional on the convex cone K (with some assumptions) has an positive extension
([25]). Researching on extension of a linear functional is meaningful and the re-
sults have many applications to many branches of mathematics such as: functional
analysis, partial differential equations, convex analysis, optimization, general topol-
ogy . . . Among them, class of continuous linear functionals have property: when
extending this functional, it preserves positivity. This is an important functional
class.
In Haviland’s works on the problem of moments ([10, 11]), he gave a complete
solution of following classical moment problem:
Problem 1 (Classical K-moment problem). The sequence {sn}
∞
n=0(s0 = 1) is a K-
moment sequence if there exists a finite Borel measure (positive) µ on K ⊆ R such
that:
sk =
∫
K
xkdµ(x), k = 0, 1, 2, . . .
When does this sequence {sn}
∞
n=0 is a K-moment sequence?
These problems have complete answers, but Haviland’s solution is more general-
ized: The sequence {sn}
∞
n=0(s0 = 1) is a K-moment sequence if and only if L(f) ≥ 0
for all polynomials f ∈ R[x] nonnegative on K, with L is a positive linear functional
on R[x]. Actually, he extended L from R[x] to larger algebra.
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The modern moment problem is considered in the relation with theory of self-
adjoint operators (see [9, 28]), abelian semi-groups (see [3, 4]), positive definite
functions (see [5, 26]), real algebraic geometry and optimization (see [26, 18]). In
[26], the author gave a criterion for general K-moment problem in Rn with K is a
semialgebraic set. Surveys of the classical moment problem and related topics the
reader can find in [1], [27], [17].
In 1907, F. Riesz proved his Representation Theorem ([24]), this theorem asserts
that with any positive linear functional, there exists unique Borel measure such
that this linear functional is an integral corresponding to above measure. In other
words, there is a bijection between all positive linear functionals on Cc(X) (space of
continuous functions on X ⊆ Rn with the compact support) and all Borel measures.
The problem of positive extension of linear functionals was developed by some
authors, such as S. Mazur and W. Orlicz ([21]), O. Hustad ([12, 13]), Kantorovich
([14]), Krein and Smulian ([16]), G. Choquet ([6]), . . .
The authors in [21] and [13] used some linear inequalities to handle the problem of
extension of positive linear functionals. Kantorovich and Krein-Smulian, indepen-
dently, gave a sufficient condition to be able to extend a positive linear functional.
Note that, these results can be proved by using Hahn-Banach Theorem. Recently, O.
Olteanu explicitly pointed out the relation between the extension of positive linear
functionals and the moment problems (see [22, 23]). In the past, G. Choquet ([6])
gave some results on a bounded positive linear functional on space of continuous
functions on a locally compact Hausdorff space X can extend to an adapted space,
a generalized object. He also gave a generalized solution of the moment problem.
Recently, M. Marshall improved G. Choquet’s theorem ([19, Theorem 3.1]), the
author also gave a general criterion for the representability of a positive linear func-
tional as an integral.
In this paper, we give another version of Marshall’s theorem, this version gave
an extension of a positive linear functional from a subalgebra of C(X) to larger
subalgebra containing this subalgebra and the algebra of continuous functions with
compact support, this extension preserves positivity of the linear functional. We give
proof of this theorem by using Hahn-Banach theorem, being similar to Marshall’s
proof.
2. Preliminaries
Definition 2.1. Let X be a subset of Rn and C(X) be algebra of continuous func-
tions on X. A positive linear functional on C(X) is a linear functional L with
L(f) ≥ 0 for all f ∈ C(X) such that f(a) ≥ 0, ∀a ∈ X.
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We recall Haviland’s result in [20] (also see [10, 11]), with R[x1, . . . , xn] denotes
the ring of real multivariable polynomials:
Theorem 2.1 (Haviland). For a linear functional L : R[x1, . . . , xn] and closed set
K in Rn, the following are equivalent:
(i) L comes from a Borel measure on K, i.e., ∃ a Borel measure µ on K such
that, ∀f ∈ R[x1, . . . , xn], L(f) =
∫
fdµ.
(ii) L(f) ≥ 0 holds for all f ∈ R[x1, . . . , xn] such that f ≥ 0 on K.
In Haviland’s theorem, a positive linear functional extended from ring of real
multivariable polynomials to larger subalgebra and this theorem can be derived as
a consequence of the following the Riesz Representation Theorem (see [15, p. 77]):
Theorem 2.2 (Riesz Representation Theorem). Let X be a locally compact Haus-
dorff space and let L : Cc(X)→ R be a positive linear functional. Then there exists
a unique Borel measure µ on X such that
L(f) =
∫
fdµ, ∀f ∈ Cc(X).
Cc(X) is the algebra of continuous functions with compact support.
The following lemma (see [1] or [20]) will be used to estasblish our results:
Lemma 2.1. Suppose that f is a non-zero polynomial in the one variable x and
f(a) ≥ 0, ∀a ∈ R. Then f(x) is a sum of squares of polynomials.
3. Main results
We give a generalized result of the extension of positive linear functionals. We
learnt the method of proof of Marshall ([19, Theorem 3.1]) to prove this result
Theorem 3.1. Let X be a locally Hausdorff space and C(X) be a algebra of con-
tinuous functions on X. Suppose that A be a subalgebra (with unit 1) of C(X), X
is a subset of Rn. Then, for each linear functional L : A → R satisfying
L(a) ≥ 0, ∀a ∈ A such that a(x) ≥ 0, ∀x ∈ X,
there exists an extension of L on an algebra C ′(X) which contains A ∪ Cc(X) and
preserves positivity.
Proof. We denote C ′(X) set of continuous real-valued function
f : X → R
and be bounded by a ∈ A, i.e. there exists a ∈ A such that |f(x)| ≤ |a(x)|, ∀x ∈ X .
It is easy to see that C ′(X) is an algebra.
We have: A ⊆ C ′(X) ⊆ C(X) and C ′(X) ⊆ C(X) is trivial.
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Indeed, A ⊆ C ′(X) because we get any a ∈ A with a is a continuous function onX
and |a| ≤ |a|, thus a ∈ C ′(X). Moreover, Cc(X) ⊆ C
′(X). ThusA∪Cc(X) ⊆ C
′(X).
If f ∈ Cc(X) then f is continuous and has compact support. Hence, |f | ≤ n and
n ∈ A (n = n · 1, 1 : X → R, x 7→ 1), thus, f ∈ C ′(X).
We will extend functional L : A → R from A to C ′(X) which preserves positive
definite. Let
E = {(L¯, V )|A ⊆ V and L¯ : V → R satisfies L¯(v) ≥ 0, ∀v ≥ 0, v ∈ V and L¯|A = L}.
We consider ordered relation in E : (L1, V1) ≤ (L2, V2)⇔


V1 ⊆ V2
L2|V1 = L1
Every chains are bounded by upper bound (L′, V ′) with
V ′ =
⋃
i=1
Vi (V1 = A)
L′|Vi
= Li.
Using Zorn’s Lemma, E has maximum element and we call it (L¯, V ):
A ⊆ V ⊆ C ′(X).
We will prove that V = C ′(X). Suppose that there exists g ∈ C ′(X) satisfying
g /∈ V .
Because g ∈ C ′(X), ∃a ∈ A such that: |g| ≤ |a| and |a| ≤
a2 + 1
2
(by (a± 1)2 ≥ 0),
therefore, |g| ≤
a2 + 1
2
or −
a2 + 1
2
≤ g ≤
a2 + 1
2
.
Let f1 = −
a2 + 1
2
, f2 =
a2 + 1
2
, then f1 ≤ g ≤ f2. By f1, f2 ∈ A, so f1, f2 ∈ V
with f1 ≤ f2, this implies L¯(f1) ≤ L¯(f2). From that, let we consider sup{L¯(f1)|f1 ∈
V, f1 ≤ g} and inf{L¯(f2)|f2 ∈ V, g ≤ f2} with any f1, f2.
By the dense of R, there exists e ∈ R such that:
sup{L¯(f1)|f1 ∈ V, f1 ≤ g} ≤ e ≤ inf{L¯(f2)|f2 ∈ V, g ≤ f2},
then we can extend L¯ on V¯ = V ⊕Rg with L¯(g) = e with L¯(f+dg) = L¯(f)+de, d ∈
R.
Case 1: d = 0, L¯(f + 0.g) = L¯(f) ≥ 0, ∀f ≥ 0.
Case 2: d > 0, f + dg ≥ 0⇒ f ≥ −dg ⇒ −
f
d
≤ g
⇒ L¯(−
f
d
) ≤ L¯(g)
⇒ L¯(
f
d
+ g) ≤ 0⇒ L¯(f + dg) ≥ 0.
Case 3: d < 0, f + dg ≥ 0⇒ f ≥ −dg ⇒ −
f
d
≥ g ⇒ L¯(−
f
d
) ≥ L¯(g)
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⇒ L¯(
f
d
+ g) ≤ 0⇒ L¯(f + dg) ≥ 0.
So in three cases, we have (L¯, V ) is not maximum element, this is contradiction.
This implies V = C ′(X) or L : A → R can be extended on C ′(X) such that
A ∪ Cc(X) ⊆ C
′(X) and preserves positivity. 
As a consequence, we will prove one of the classical moment theorem, that is
Hamburger’s moment theorem. Actually, this theorem can be implied by the Hav-
iland’s theorem, but in here, we will give another proof by using Theorem 3.1 and
the Riesz Representation theorem.
Theorem 3.2 (Hamburger, 1920). The sequence of real numbers {sn}n is the mo-
ment sequence, or there exists measure µ such that
sk =
∫
+∞
−∞
xkdµ(x), k = 0, 1, 2, . . .
if and only if
N∑
k,l=1
sk+lck.cl ≥ 0 for any finite choice N ∈ N and c1, . . . , cN ∈ R.
Proof. If there exists measure µ such that sk =
+∞∫
−∞
xkdµ(x), k = 0, 1, 2, . . . , then we
have
N∑
k,l=1
sk+lck.cl =
N∑
k,l=1
∫
+∞
−∞
xk+ldµ · ck.cl =
∫
+∞
−∞
(
N∑
k=1
ckx
k)2dµ ≥ 0.
Conversely, suppose that
N∑
k,l=1
sk+lck.c¯l ≥ 0. Considering functional
L : R[x]→ R with L(xk) = sk; k = 0, 1, . . . ,
then the sum
N∑
k,l=1
sk+lck.c¯l ≥ 0 is equivalent L[(
∑N
k=1
ckx
k)2] ≥ 0 or L[p2(x)] ≥ 0
with p(x) =
∑N
k=1 ckx
k.
If f(x) ∈ R[x] and f(x) ≥ 0, ∀x ∈ R then by lemma 2.1
f(x) = p2(x) + q2(x); p(x), q(x) ∈ R[x].
Hence, L(f(x)) ≥ 0 with f(x) ≥ 0, ∀x ∈ R. Indeed,
L(f(x)) = L(p2(x) + q2(x)) = L(p2(x)) + L(q2(x)) ≥ 0.
Using Theorem 3.1, we get A = R[x] can be extended on C ′(X) which contains
R[x]∪Cc(R). And from Riesz Representation Theorem, there exists measure µ such
that
L(g) =
∫
R
g(x)dµ(x), ∀g ∈ Cc(R).
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With a monomial xn, there exists a sequence gn,k ∈ Cc(R) such that
gn,k(x) =


xn x ∈ [−k, k]
0 x /∈ [−(k + 1), (k + 1)]
satisfying
xn = lim
k→+∞
gn,k(x).
So this implies
sn = L(x
n) = L( lim
k→+∞
gn,k(x)) = lim
k→+∞
L(gn,k(x))
= lim
k→+∞
∫
R
gn,k(x)dµ(x) =
∫
R
lim
k→+∞
gn,k(x)dµ(x)
=
∫
R
xndµ(x).
The theorem is proved. 
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