We consider optimal locations of heat diffusion and related optimal control to achieve null controllability for multi-dimensional heat equations. Both time optimal control and norm optimal control problems are considered. The reason behind combining these two problems together is that these two problems are actually equivalent: The energy to be used to drive the system to zero in minimal time interval is actually the minimal energy of driving the system to zero in this minimal time interval and visa versa. We formulate the optimal locations for time optimal control and norm optimal control into two types of shape optimization problems. One is seeking the optimal domain of heat diffusion with a fixed interior actuator domain. This can be considered as a domain perturbation problem in shape optimization. Another is to seek both the optimal locations of the optimal heat diffusion domain and the related optimal actuator domain. The existences of these two types of shape optimization problems over some class of open sets in general R N space have been proved separately.
shown in [24] that the noise reduction performance depends strongly on actuator location. An approximation scheme is developed in [25] to find optimal locations of the optimal controls for abstract infinite-dimensional systems to minimize the cost functional with the worst choice of initial condition. A spillover phenomenon in optimal location of the actuators is presented in [16] for one-dimensional wave equation. The optimal shape and position of the actuators for stabilization of a string are discussed in [2, 15] . From computational perspective, we refer to [10] and [30] and the references therein. Similar research is carried out under the name of moving sensors for which we refer to [4, 8, 20] and the references therein. However, there are very few examples on this aspect in literature for multi-dimensional PDEs [17] . In [26] , a problem of optimizing the shape and position of the damping set of internal stabilization for a linear wave equation in R N , N = 1, 2 is considered. Very recently, a numerical approximation of null controls of the minimal L 1 -norm for a linear heat equation with a bounded potential is considered in [27] .
In this paper, we are concerned with two types of shape optimization problems associated with optimal control for multi-dimensional null controllable heat equation. Both time optimal control and norm optimal control problems are considered. The reason behind combining these two problems together is that these two problems are actually equivalent: The energy to be used to drive the system to zero in minimal time interval is actually the minimal energy of driving the system to zero in this minimal time interval and visa versa. This fact has been reviewed by many works, see, for instance, [32] . The existence of time optimal and norm optimal control problems for operational differential equations have been studied in [21] , and elsewhere for time optimal control problems for heat equations in [28, 31] . We formulate time optimal control or norm optimal control for heat equation into two types of the shape optimization problems. One is seeking the optimal domain of heat diffusion with a fixed interior actuator domain. This can be considered as a domain perturbation problem in shape optimization. The solution to this problem gives the optimal heat diffusion area with fixed internal control domain. Another is to seek both optimal domains of the actuator and the heat diffusion. The solution to this problem gives simultaneously the optimal locations of the actuator occupation and the heat diffusion area. The existences of associated shape optimization problems over some class of open sets in general R N space have been proved separately, which is a central issue in shape optimization yet the uniqueness is secondary because more solutions give the engineers more options in design. With the regularity assumption for the boundary of unknown domain, it is reviewed in [5, 11, 12, 29] . We denote by B ⊂ R N a given open ball centered at origin with sufficiently larger radius, which contains all heat domains Ω that are discussed throughout the paper. Suppose that y 0 ∈ L 2 (B) is a given initial value. Let us first recall the time optimal control problem for null controllable heat equation:
where ω is an open subset of Ω, χ ω (x) is the characteristic function of the domain ω, and u ∈ U M is given by
Denote by
the minimal time in the admissible control set U M associated with ω and Ω, where y(·, t; u) denotes the solution of (1.1) associated with the control u ∈ U M . It is shown in [3, 19] that for any given ω and Ω, there exists a time optimal control u * ∈ U M such that the solution of (1.1) satisfies y(·, T M (Ω, ω); u * ) = 0. In other words, for any given (ω, Ω), the minimal time control problem (1.2) admits at least one solution. In addition, u
, that is, the time optimal control obeys the bang-bang principle.
For null controllability, the main technique used in [19] , among many others, is the Carleman inequality. This technique depends highly on the assumption that ω contains a ball. However, this assumption is relaxed in [3] that ω could be a subset with positive measure. But for shape optimization, the assumption that ω is a measurable set with positive measure is not enough since the limit set under the Hausdorff convergence for such sets may be the set with zero measure for which the heat equation is not null controllable. In this paper, we assume that ω is an open subset of Ω.
The null controllability for heat equation is first discussed in [9] for N = 1. The case of N > 1 is attributed to [18, 19] . In these works, the smooth boundary condition ∂Ω ∈ C 2 is required. In a recent work [3] , this condition is also relaxed to bounded Lipschitz and locally star-shaped domain which covers all bounded domain with ∂Ω ∈ C 1,1 . In this paper, we also assume that ∂Ω ∈ C 1,1 which is crucial for our discussions. In previous work [13] , we studied the following time optimal control related shape optimization problem for system (1.1) over some class of open sets O c :
The existence of the ω * T is proved. It is seen that the solution to problem (1.3) gives the optimal location of the optimal controls that drive the system to origin in minimal time. In this paper, we put forward two different shape optimization problems associated with the time optimal control for heat equation (1.1): T ) the optimal heat and control domain pair to problem (1.5), which is clear from the context, and is hence different to Ω * T which is used separately to the solution of (1.4) .
It is seen that the shape optimization problem (1.4) gives the optimal domain where the heat is diffused while the optimal time control is released from a fixed domain ω, and problem (1.5) gives both optimal locations of the time optimal control and the heat diffusion domain.
We can also put forward these two problems associated with the norm optimal control instead of time optimal control for null controllable heat equation. To distinguish time optimal control problem, we rewrite (1.1) by replacing control u(x, t) with f (x, t) for the norm optimal control as follows: 6) where χ ω (x), ω, and Ω are the same as aforementioned, and
as the control constraint counterpart (1.2) for the optimal norm control. Denote by
the minimal norm of the controls that drive system (1.6) into zero at time T , where by abuse of notation, y(·, t; f ) denotes also the solution of (1.6) associated with the control f (x, t). It is shown in [19, 32] that for any given (Ω, ω), there exists a norm optimal control f
such that the solution of (1.6) satisfies y(·, T ; f * ) = 0. In other words, for any given (Ω, ω), the minimal norm control problem admits at least one solution in bang-bang form as well. Other interesting bang-bang control results are also available in [22, 23] .
In [13] , we studied the following norm optimal control related shape optimization problem for system (1.1):
The existence of the ω * N is proved. It is seen that the solution to problem (1.8) gives the optimal location of the optimal controls that drive the system to origin in minimal energy. In this paper, we put forward two different shape optimization problems associated with the norm optimal control for heat equation (1.1):
where Ω * N and (Ω * N , ω * N ) are then said to be the solution to the problems (1.9) and (1.10), respectively. The same remarks on the notation succeeding the systems (1.4) and (1.5) should be made as well to the problems (1.9) and (1.10).
Problems (1.2) and (1.7) are closely related. An interesting result of [32] says that if M = N T (Ω, ω) in (1.7) for given time T > 0, the norm optimal control f * (x, t) is just the time optimal control with minimal
. To study all these shape optimization problems, the topology on the open sets must be specified, which is realized by the Hausdorff distance. Let O be a class of open sets contained in B. For any Ω 1 , Ω 2 ∈ O, the Hausdorff distance ρ(Ω 1 , Ω 2 ) with respect to B is defined as
In this way, (O, ρ) becomes a metric space [7, 29] . By this metric, a sequence
are lower semi-continuous with respect to Ω and ω under the Hausdorff distance. The remaining part of the paper is organized as follows. In Section 2, we present some notation and preliminary results. The main results are also stated. Section 3 is devoted to the proof of the main results. Some further remarks are given in Section 4.
Preliminary and main results
In this section, we present some notation and preliminary results. The main results are also stated. Denote by U (x, r) the open ball of R N centered at x with radius r and U (x, r) the closure of U (x, r). We present following Definitions 2.1 and 2.2 that can be found in [11] . 
N is a point and r(x 0 ) > 0 is a number, both depending on x 0 . Ω is said to satisfy the interior ball condition, if for every point x 0 ∈ ∂Ω, Ω satisfies the interior ball condition at x 0 .
Ω is said to satisfy the uniformly interior ball condition, if there exists an r Ω > 0 such that for every x 0 ∈ ∂Ω, Ω satisfies the interior ball condition at x 0 and r(x 0 ) ≥ r Ω . Definition 2.2. Let Ω be a bounded set in R N and x 0 ∈ ∂Ω. Ω is said to satisfy the exterior ball condition
N is a point and r(x 0 ) > 0 is a number, both depending on x 0 .
Ω is said to satisfy the exterior ball condition, if for every point x 0 ∈ ∂Ω, Ω satisfies the exterior ball condition at x 0 .
Ω is said to satisfy the uniformly exterior ball condition, if there exists an r Ω > 0 such that for every x 0 ∈ ∂Ω, Ω satisfies the exterior ball condition at x 0 and r(x 0 ) ≥ r Ω .
Let r 0 > 0 be a small number and R 0 > 0 be large. We introduce three classes of open sets
Ω satisfies the uniformly interior ball condition and r Ω ≥ r 0 }.
Ω satisfies the uniformly exterior ball condition and r Ω ≥ r 0 }.
The following Lemma 2.1 has been proved in [11] .
In other words, (O D , ρ) is a compact metric space. In particular,
χ Ω m k → χ Ω strongly in L p (B) for all p ≥ 1 as k → ∞. Lemma 2.2. Ω ∈ C 1,1 for any Ω ∈ O D and (O D ,
ρ) is a compact metric space, where
Proof. The first part has been proved in [11] and the second part follows directly from the second part of Lemma 2.1. 2
The following definition of finite cone is brought from [1, p. 81].
Definition 2.3. Let ξ be a nonzero vector in R N , and for each x = 0 let ∠(x, ξ) be the angle between x and ξ. For any h > 0 and ε ∈ (0, π], the set
is called a finite cone of height h, axis direction ξ, and aperture angle ε with vertex at the origin.
An open set C ⊂ R N is said to be congruent with the open set C if C is equal to C upon rotation and parallel translation in R N . Therefore, C is congruent with C if and only if C is congruent with C . 
Therefore, both T The following Lemma 2.7 is brought from [29] .
10) is convergent with
are lower semi-continuous with respect to (Ω, ω).
Now we are in a position to state the main results of this paper. 
Proof of the main results
The following Lemmas 3.1 and 3.2 are appeared in [6] , which are crucial to the proof the main results.
Lemma 3.1. Suppose that Ω is a bounded open set satisfying
y ∈ W 1,2 (R N ) and supp y ⊂ Ω ⇒ y ∈ H 1 0 (Ω). Let {Ω n } be a sequence that Ω n ρ → Ω. In addition, there are y 0n ∈ L 2 (Ω n ) and f n ∈ L 2 (0, T ; L2(Ω n )) such that y 0n | Ω → y 0 strongly in L 2 (Ω), and f n | Ω → f weakly in L 2 (0, T ; L2(Ω)),where 2 = 2N N +2 if N ≥ 3 and 2 > 1 arbitrary if N = 2. If y n (x, t) is the solution of ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ ∂ t y(x, t) − Δy(x, t) = f n (x, t) in Ω n × (0, T ], y(x, t) = 0 on ∂Ω n × (0, T ], y(x, 0) = y 0n (x) i n∈ Ω n ,(3.
1) and y(x, t) is the solution of
, and weakly in L 2 (0, T ; W 1,2 (R N )).
Lemma 3.2. Suppose that all conditions of Lemma 3.1 are satisfied and f n (x, t) converges weakly in
the assertion holds for δ = 0.
Proof of Lemma 2.5. The first part has been proved in [13] . The similar arguments can be used to prove the second part. The details are omitted. 2
Proof of Lemma 2.6. We first show
We may suppose without loss of generality that T M ω (Ω n ) < T * + 1 for all n ∈ N. Denote by y n (·, t) = y(·, t; u n ) the solution of the following equation:
and consider the following equation:
It is obvious that
Furthermore, by Lemma 2.1, i.e.,
By Lemma 3.1, the solution ỹ(x, t) of the following system
Furthermore, by Lemma 3.2,
Next, we show the second part
. We may suppose without loss of generality that
Along the same line as the first part, we can also show that
. This completes the proof of the lemma. 2
Proof of Theorem 2.1. 
We may suppose without loss of generality that T M (Ω n , ω n ) < T * + 1 for all n ∈ N. Denote by y n (·, t) = y(·, t; u n ) the solution of the following equation:
0, otherwise and consider the following equation:
This, together with Lemma 2.4, shows that
Then, by the same argument as Lemma 2.6, we obtain
Next, we show the second part:
We may suppose without loss of generality 
Additional remarks
In this section, we give a short explanation about monotonicity and continuity of the minimal time and minimal norm. The monotonicity is somehow trivial but the continuity is a completely different problem. We could only explain the continuity if the control is belonging to
is the norm optimal control of the system (1.6), i.e.
Then y(·, T ; f 2 ) = 0 and hence
This means that N T (Ω, ω) is non-increasing in ω. By the same way, we have also
In particular, for all 0 < r 1 < r 2 , take
and hence
To explain the continuity of the minimal time and minimal norm, let us consider system (1.6) driven by the controls f ∈ L 2 (Ω × (0, T )). Denote by
the minimal norm of the controls that drive system (1.6) into zero at time T . For notational simplicity, we simply write
and
where ψ(x, t) = ψ(x, t; z) is the solution of the dual system following:
Then (Y, N ω ) is a linear norm space (see, e.g., [14] 
and there exists a sequence
where ψ(·; z n ) is the solution of (4.3) with the initial data z(x) = z n (x). Now, we define an auxiliary operator as
Then T ω is a compact operator (see, e.g., [14] ). We then have
The Lemma 4.3 can be deduced from [14, 33] . By (4.1), we can obtain, for all ω 1 ⊂ ω 2 , that V (ω 1 ) ≤ V (ω 2 ). Furthermore, In general, V 1 (ω) (corresponding to p = ∞) does not have a minimizer. Hence for any ε ∈ (0, 1), there are z 1 , z 2 ∈ L 2 (Ω) such that
we find difficulty to estimate the following terms:
for t ∈ [0, T ].
