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Abstract
A k-dimensional box is the cartesian product R1 ×R2 × · · · ×Rk where each Ri
is a closed interval on the real line. The boxicity of a graph G, denoted as box(G),
is the minimum integer k such that G is the intersection graph of a collection of
k-dimensional boxes. A unit cube in k-dimensional space or a k-cube is defined
as the cartesian product R1 × R2 × · · · × Rk where each Ri is a closed interval on
the real line of the form [ai, ai + 1]. The cubicity of G, denoted as cub(G), is the
minimum k such that G is the intersection graph of a collection of k-cubes. In this
paper we show that cub(G) ≤ t+ ⌈log (n− t)⌉− 1 and box(G) ≤
⌊
t
2
⌋
+1, where t is
the cardinality of the minimum vertex cover of G and n is the number of vertices of
G. We also show the tightness of these upper bounds.
F. S. Roberts in his pioneering paper on boxicity and cubicity had shown that
for a graph G, box(G) ≤
⌊
n
2
⌋
, where n is the number of vertices of G, and this
bound is tight. We show that if G is a bipartite graph then box(G) ≤
⌈
n
4
⌉
and
this bound is tight. We point out that there exist graphs of very high boxicity
but with very low chromatic number. For example there exist bipartite (i.e., 2 col-
orable) graphs with boxicity equal to n
4
. Interestingly, if boxicity is very close to
n
2
, then chromatic number also has to be very high. In particular, we show that if
box(G) = n
2
−s, s ≥ 0, then χ(G) ≥ n
2s+2
, where χ(G) is the chromatic number of G.
Key words: Boxicity, cubicity, vertex cover.
1 Introduction
Let F be a family of non-empty sets. An undirected graph G is an intersection graph
for F if there exists a one-one correspondence between the vertices of G and the sets in
F such that two vertices in G are adjacent if and only if the corresponding sets have
non-empty intersection. If F is a family of intervals on real line, then G is called an
interval graph. If F is a family of intervals on real line such that all the intervals are of
equal length, then G is called a unit interval graph.
A k-dimensional box or k-box is the cartesian product R1 × R2 × · · · × Rk, where
each Ri is a closed interval on the real line. The boxicity of a graph G is defined to be
the minimum integer k such that G is the intersection graph of a collection of k-boxes.
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Since 1-boxes are nothing but closed intervals on the real line, interval graphs are the
graphs having boxicity 1.
A unit cube in k-dimensional space or a k-cube is defined as the cartesian product
R1×R2×· · ·×Rk where each Ri is a closed interval on the real line of the form [ai, ai+1].
A k-cube representation of a graph is a mapping of the vertices of G to k-cubes such
that two vertices in G are adjacent if and only if their corresponding k-cubes have a
non-empty intersection. The cubicity of G is the minimum k such that G has a k-cube
representation. Note that a k-cube representation of G using cubes with unit side length
is equivalent to a k-cube representation where the cubes have side length c for some fixed
positive number c. The graphs of cubicity 1 are exactly the class of unit interval graphs.
Clearly box(G) ≤ cub(G).
The concept of boxicity and cubicity was introduced by F. S. Roberts [12] in 1969.
Boxicity finds applications in fields such as ecology and operations research. Comput-
ing the boxicity of a graph was shown to be NP-hard by Cozzens [6]. This was later
strengthened by Yannakakis [15], and finally by Kratochvil [9] who showed that deciding
whether boxicity of a graph is at most two itself is NP-complete. It has been shown that
deciding whether the cubicity of a given graph is at least three is NP-hard [15].
Recently many new upper bounds have been derived for boxicity. In [3], it is shown
that box(G) ≤ 2∆2, where ∆ is the maximum degree of the graph G. It is shown in [4]
that box(G) ≤ tw(G) + 2, where tw(G) is the treewidth of G. In [2], it is shown that
box(G) ≤ (∆ + 2) log n, where n is the number of vertices of the graph G.
There have been many attempts to bound the boxicity of graph classes with special
structure. F. S. Roberts [12] proved that the boxicity of a complete k-partite graph
is k. Scheinerman [13] showed that boxicity of outer planar graphs is at most two.
Thomassen [14] proved that the boxicity of planar graphs is bounded above by three.
The boxicity of split graphs is investigated by Cozzens and Roberts [7]. Upper bounds on
the boxicity of some special classes of graphs such as chordal graphs, circular arc graphs,
AT-free graphs, permutation graphs, co-comparability graphs are given in [4]. The cube
representation of special classes of graphs like hypercubes and complete multipartite
graphs were investigated in [1, 5, 10, 11, 12].
1.1 Our results
A vertex cover of G is a set Q ⊆ V (G) that contains at least one endpoint of every
edge of G. Among all vertex covers of G, the minimum cardinality vertex cover is
called a minimum vertex cover of G and is denoted by MV C. A set A ⊆ V is called
an independent set if the vertices in A are pairwise non-adjacent. Vertex cover is a
central parameter in graph theory and computer science. In fact it is one of the earliest
parameters to be studied in graph theory: Ko¨nig’s Theorem (1931) states that in a
bipartite graph the cardinality of a maximum matching is equal to the cardinality of a
minimum vertex cover. The vertex cover problem was one of Karp’s 21 NP-complete
problems. It is easy to see that if MVC is a minimum vertex cover of G then V −MV C
is a maximum independent set of G.
In this paper we relate the concept of vertex cover with boxicity and cubicity. In
particular we show the following:
Result 1. cub(G) ≤ t+ ⌈log (n− t)⌉−1, where t is the cardinality of a minimum vertex
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cover of G, and this upper bound is tight.
Result 2. box(G) ≤
⌊
t
2
⌋
+1, where t is the cardinality of a minimum vertex cover of G,
and this upper bound is tight.
Remark 1: It was shown in [4] that box(G) ≤ tw(G) + 2, where tw(G) is the treewidth
of the graph G. It can be shown that tw(G) ≤ t, where t is the cardinality of a minimum
vertex cover of G. From this we can infer that box(G) ≤ t + 2. But the inequality
tw(G) ≤ t is tight (for example Roberts Graphs, or complete graphs). Moreover, the
inequality box(G) ≤ tw(G) + 2 is shown to be tight up to an additive lower order factor
[4]. Therefore, it is not possible (by strengthening this approach) to get an upper bound
for boxicity in terms of t comparable to what is shown in this paper.
Remark 2: Let MG denote the set of all maximal matchings of G. Let ν(G) =
min
M∈ MG |M |, i.e., the cardinality of the minimum maximal matching in G. It was
shown in [7] that box(G) ≤ t′(G), where G is the complement of G and t′(G) is the min-
imum number of edges of G which are incident to all the edges of G. It is easy to verify
that t′(G) = ν(G). Also, as t ≤ 2ν(G), by Result 2 it follows that, box(G) ≤ ν(G) + 1.
So, by combining Result 2 and the result due to Cozzens et al. [7], we infer that,
box(G) ≤ min{ν(G) + 1, ν(G)}.
Result 3. For a bipartite graph G = (V1 ∪ V2, E), box(G) ≤ min{⌈
n1
2 ⌉, ⌈
n2
2 ⌉}, where
n1 = |V1| and n2 = |V2|. This upper bound is tight.
Remark 3: The above upper bound for bipartite graphs should be compared with the
upper bound for general graphs given by F. S. Roberts in his pioneering paper [12],
namely box(G) ≤
⌊
n
2
⌋
where n is the number of vertices in G.
Result 4. If box(G) = n2 − s, then χ(G) ≥
n
2s+2 . (Recall that for a graph G with n
vertices box(G) ≤ n2 .)
Remark 4: It should be noted that in general χ(G) does not seem to have much relation
with box(G). There are graphs of very high chromatic number but with very low boxicity,
for example the complete graphs. Also, there exist graphs of very high boxicity but with
very low chromatic number, see Section 5.1 for an example. The above Theorem states
that if the boxicity is very close to its maximum achievable value, then the chromatic
number also has to be high. It may be of interest to the reader to know that recently
Chandran et. al. [3] have shown that for any graph G, box(G) ≤ 2χ(G2), where G2 is
the square of the graph G i.e., the graph obtained by adding edges of the form (u, v) to
G where u and v were at a distance of exactly 2 in G.
2 Preliminaries
Let G be a simple, finite, undirected graph on n vertices. The vertex set of G is denoted
as V (G) and the edge set of G is denoted as E(G). Let G′ be a graph such that
V (G′) = V (G). Then, G′ is a super graph of G if E(G) ⊆ E(G′). We define the
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intersection of two graphs as follows: if G1 and G2 are two graphs such that V (G1) =
V (G2), then the intersection of G1 and G2 denoted as G = G1 ∩ G2 is a graph with
V (G) = V (G1) = V (G2) and E(G) = E(G1) ∩E(G2).
A set S ⊆ V (G) is called a clique if G[S], the induced subgraph of G on S, is a
complete subgraph of G. For a graph G, let NG(v) = {w ∈ V (G)|vw ∈ E(G)} be the
set of neighbors of v. A cycle on n vertices is denoted as Cn. Let G be a graph. Let
I1, I2, . . . , Ik be k interval graphs (unit interval graphs) such that G = I1∩I2∩· · ·∩Ik, then
I1, I2, . . . , Ik is called an interval graph representation (unit interval graph representation)
of G. The following equivalence is well known.
Theorem 2.1 ([12]). The minimum k such that there exists an interval graph repre-
sentation (unit interval graph representation) of G using k interval graphs (unit interval
graphs) I1, I2, . . . , Ik is the same as box(G) (cub(G)).
A graph G is called chordal if G does not have Cn, n ≥ 4, as an induced subgraph.
Split graphs form a special subclass of chordal graphs. A graph G is called a split graph
if G and G both are chordal, where G is the complement of the graph G. The following
characterization of split graphs is due to Fo¨ldes et al.
Theorem 2.2 ([8]). G is a split graph if and only if there exists a partition V = S ∪K
of V (G) into an independent set S and a clique K.
In [7], Cozzens et al. studied the boxicity of split graphs and gave an upper bound.
Theorem 2.3 ([7]). Let G be a split graph with vertex partition V (G) = S ∪K, S an
independent set and K a clique. Then provided K 6= ∅, box(G) ≤ min{
⌈
|K|
2
⌉
,
⌈
|S|
2
⌉
}.
3 Cubicity and vertex cover
In this section, we give a tight upper bound for cubicity of a graph G in terms of
the cardinality of its minimum vertex cover. In particular we show that cub(G) ≤
t+ ⌈log (n− t)⌉ − 1, where |MVC| = t and n is the number of vertices of G.
Let MVC = {v1, v2, . . . , vt}. Clearly A = V −MVC is an independent set in G. Let
A = {w0, w1, . . . , wα−1}, where |A| = n− t = α. Next, we construct t+ ⌈log (n− t)⌉−1,
unit interval super graphs of G, say U1, U2, . . . , Ut+⌈log (n−t)⌉−1, as follows.
Construction of Ui, for 1 ≤ i ≤ t−1: Let MVC
′ =MVC−{vt}. So, |MV C
′| = t−1.
For each vi ∈MVC
′, 1 ≤ i ≤ t− 1, we construct a unit interval graph Ui. To construct
Ui, map each x ∈ G to a unit interval fi(x) as follows.
fi(x) = [0, 1] if x = vi
= [1, 2] if x ∈ NG(vi).
= [2, 3] if x ∈ V (G) − (NG(vi) ∪ {vi}).
Claim: For each unit interval graph Ui, 1 ≤ i ≤ t− 1, E(G) ⊆ E(Ui).
Proof. It is easy to see that for all x ∈ NG(vi)∪{vi}, 1 ∈ fi(x). So, NG(vi)∪{vi} induces
a clique in Ui. Also, for all x ∈ V (G) − {vi}, 2 ∈ fi(x). That is, V (G) − {vi} induces a
clique in Ui. So, we infer that E(G) ⊆ E(Ui), for each i, 1 ≤ i ≤ t− 1.
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Construction of Ut+j, for 0 ≤ j ≤ ⌈log (n− t)⌉−1: Recall thatMV C = {v1, v2, . . . , vt}
and A = {w0, w1, . . . , wα−1}. It is easy to see that vt is adjacent to at least one vertex
of A since MVC is a minimum vertex cover of G. Without loss of generality suppose
vtw0 ∈ E(G). For each j, 0 ≤ j ≤ ⌈log (n− t)⌉−1, we define a function bj : A −→ {0, 1}
as follows:
bj(wk) = 0 if the (j + 1)th least significant bit of k is 0
= 1 otherwise.
To construct Ut+j , 0 ≤ j ≤ ⌈log (n − t)⌉ − 1, we map each x ∈ V (G) to a unit interval
as follows.
ft+j(x) = [0.5, 1.5] if x = vt.
= [1, 2] if x ∈MVC ′.
= [0, 1] if x = w0.
= [0, 1] if x ∈ A− {w0} and bj(x) = bj(w0).
= [1.5, 2.5] if x ∈ A− {w0} and bj(x) 6= bj(w0) and xvt ∈ E(G).
= [2, 3] if x ∈ A− {w0} and bj(x) 6= bj(w0) and xvt /∈ E(G).
Claim 2: For each unit interval graph Ut+j , 0 ≤ j ≤ ⌈log (n− t)⌉−1, E(G) ⊆ E(Ut+j).
Proof. It is easy to see that, for all x ∈ MVC, 1 ∈ ft+j(x). So, MVC induces a
clique in Ut+j . Also, for all y ∈ NG(vt), either 1 ∈ ft+j(y) or 1.5 ∈ ft+j(y). As
ft+j(vt) = [0.5, 1.5], ft+j(vt) ∩ ft+j(y) 6= ∅, for all y ∈ NG(vt). So, NG(vt) ⊆ NUt+j(vt).
Let wi ∈ A. Now, either ft+j(wi) = [0, 1] or [1.5, 2.5] or [2, 3]. In all the cases, it is easy to
see that ft+j(wi)∩ ft+j(v) 6= ∅, for all v ∈MV C
′ since ft+j(v) = [1, 2]. That is, for each
wi ∈ A, wiv ∈ E(Ut+j), for all v ∈ MVC
′. Hence for each j, 0 ≤ j ≤ ⌈log (n− t)⌉ − 1,
E(G) ⊆ E(Ut+j).
The following lemma follows from Claim 1 and Claim 2.
Lemma 3.1. For each unit interval graph Ui, 1 ≤ i ≤ t + ⌈log (n− t)⌉ − 1, E(G) ⊆
E(Ui).
Lemma 3.2. For any (x, y) /∈ E(G), there exists some i, 1 ≤ i ≤ t+ ⌈log (n− t)⌉ − 1,
such that (x, y) /∈ E(Ui).
Proof. Suppose (x, y) /∈ E(G).
Case 1: {x, y} ⊆MV C.
It is easy to see that either x or y, say x, will be present in MVC ′. Let x = vi, for
some i, 1 ≤ i ≤ t − 1. Now, in Ui, as y /∈ NG(vi), fi(x) = [0, 1] and fi(y) = [2, 3]. So,
fi(x) ∩ fi(y) = ∅. Hence, x is non-adjacent to y in Ui.
Case 2: x ∈MVC and y ∈ A.
First suppose x ∈ MV C ′. Let x = vi, for some i, 1 ≤ i ≤ t − 1. Now, in Ui, as
y /∈ NG(vi), fi(x) = [0, 1] and fi(y) = [2, 3]. Hence, x is non-adjacent to y in Ui.
Next suppose x = vt. It is easy to see that y 6= w0, as w0vt ∈ E(G) by assumption.
Let y = ws, for some s, 1 ≤ s ≤ α − 1. Since s > 0, clearly there exists a l, 0 ≤
l ≤ ⌈log (n− t)⌉ − 1, such that bl(ws) 6= bl(w0). Now, in Ut+l, ft+l(ws) = [2, 3]. But
ft+l(vt) = [0.5, 1.5]. As ft+l(vt) ∩ ft+l(ws) = ∅, x and y are non-adjacent in Ut+l.
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Case 3: {x, y} ⊆ A.
Let x = wr and y = ws, 0 ≤ r, s ≤ α − 1. Since r 6= s, there exists a j, 0 ≤ j ≤
⌈log (n− t)⌉−1, such that bj(wr) 6= bj(ws). As bj(w0) is either 0 or 1, bj(w0) is different
from either bj(wr) or bj(s). Without loss of generality let bj(w0) 6= bj(ws). So, bj(w0) =
bj(wr) as bj(wr) 6= bj(ws). Now, in Ut+j , ft+j(wr) = [0, 1] and ft+j(ws) = [1.5, 2.5]
or [2, 3]. In both the cases ft+j(wr) ∩ ft+j(ws) = ∅. Hence x = wr and y = ws are
non-adjacent in Ut+j , 0 ≤ l ≤ ⌈log (n− t)⌉ − 1.
By combining the above two lemmas we get E(G) = E(U1)∩E(U2)∩· · ·∩E(Ut+⌈log (n−t)⌉−1).
Thus by Theorem 2.1, we have the following.
Theorem 3.3. For a graph G, cub(G) ≤ t+ ⌈log (n− t)⌉ − 1, where |MV C| = t and n
is the number of vertices of G.
3.1 Tightness result
In this section we show that the upper bound given for cubicity in Theorem 3.3 is tight.
Let G be a star graph on n vertices. It is easy to see that |MVC| = 1 in G. So,
cub(G) ≤ 1 + ⌈log (n − 1)⌉ − 1 by Theorem 3.3. That is, cub(G) ≤ ⌈log (n− 1)⌉. But
it is known that cub(G) = ⌈log (n− 1)⌉ [12]. So, the upper bound for cubicity given in
Theorem 3.3 is tight for star graphs.
4 Boxicity and vertex cover
Let G = (V,E) be a graph and MV C be a minimum vertex cover of G. Let A =
V −MV C. Clearly A is an independent set in G. Suppose |MVC| = t and
⌊
t
2
⌋
= t1.
Let l be the biggest integer such that there exist subsets P,Q ⊆ MVC such that
P = {a1, a2, . . . , al}, Q = {b1, b2, . . . , bl}, P ∩ Q = ∅, and (ai, bi) /∈ E(G). Next, we
construct t1 + 1 different interval super graphs of G, say I1, I2, . . . , It1+1, as follows.
Construction of Ii, for 1 ≤ i ≤ l. Recall that, for 1 ≤ i ≤ l, (ai, bi) /∈ E. For each
pair (ai, bi), 1 ≤ i ≤ l, we construct an interval graph Ii. To construct Ii, we map each
v ∈ V to an interval fi(v) on the real line as follows:
fi(v) = [0, 1] if v = ai.
= [4, 5] if v = bi.
= [0, 3] if v ∈ NG(ai)−NG(bi).
= [2, 5] if v ∈ NG(bi)−NG(ai).
= [0, 5] if v ∈ NG(ai) ∩NG(bi).
= [2, 3] ifv ∈ V − ({ai, bi} ∪NG(ai) ∪NG(bi)).
Claim 1. For each i, 1 ≤ i ≤ l, E(G) ⊆ E(Ii).
Proof. It is easy to see that if v ∈MVC−{ai, bi}, then 3 ∈ fi(v). So, MVC−{ai, bi} is
a clique in each Ii. If v ∈ NG(ai)∪{ai}, then 0 ∈ fi(v). So, NG(ai) ⊆ NIi(ai). Similarly,
if v ∈ NG(bi) ∪ {bi}, then 5 ∈ fi(v). That is, NG(bi) ⊆ NIi(bi). So, E(G) ⊆ E(Ii), for
each i, 1 ≤ i ≤ l.
6
Construction of Ii, for l+1 ≤ i ≤ t1, (assuming t1 ≥ l+1). Let C =MVC−{P ∪Q}.
Clearly C induces a clique in G by the maximality of l. Let |C| = k′ = t − 2l. Since
t1 =
⌊
t
2
⌋
, we have k′ = t − 2l ≥ 2 and C ≥ 2. Let C = {c1, c2, . . . , ck′}. If k
′ is even,
then let k′′ = k′, otherwise let k′′ = k′ − 1. Let C ′ = {c1, c2, . . . , ck′′}. Clearly C
′ ⊆ C.
Let G′ be the graph induced by C ′ ∪ A in G. As C ′ induces a clique and A in-
duces an independent set in G, G′ is a split graph. So by Theorem 2.3, box(G′) ≤
min{
⌈
k′′
2
⌉
,
⌈
|A|
2
⌉
} ≤ k
′′
2 (as k
′′ is even and k′′ ≥ 2). That is, G′ is the intersection of at
most k
′′
2 interval graphs, say I
′
1, I
′
2, . . . , I
′
k′′
2
, by Theorem 2.1. Note that l+ k
′′
2 =
⌊
t
2
⌋
= t1.
Let gi be a function that maps each v ∈ V (I
′
i) to a closed interval on the real line such
that I ′i, for each i, 1 ≤ i ≤
k′′
2 , is the intersection graph of the family of intervals
{gi(v) : v ∈ V (I
′
i)}. Now, let Lj and Rj be numbers on the real line such that Lj ≤ x,
for all x ∈
⋃
v∈V (I′
j
)(gj(v)) and Rj ≥ y, for all y ∈
⋃
v∈V (I′
j
)(gj(v)). To construct Ii,
l + 1 ≤ i ≤ t1, map each v ∈ V (G) to a closed interval fl+j(v), 1 ≤ j ≤
k′′
2 on the real
line as follows.
fl+j(v) = gj(v) if v ∈ V (I
′
j) = V (G) − (P ∪Q)− (C − C
′)
= [Lj , Rj ] otherwise.
Claim 2. For each Ii, l + 1 ≤ i ≤ t1, E(G) ⊆ E(Ii).
Proof. By the construction of Ii, l+1 ≤ i ≤ t1, it is easy to see that if v ∈ P∪Q∪(C−C
′),
then Lj ∈ fl+j(v), 1 ≤ j ≤
k′′
2 . So, P ∪Q∪(C−C
′) induces a clique in each Ii, l+1 ≤ i ≤
t1. Also, if u ∈ P ∪Q∪(C−C
′), then uv ∈ E(Ii), for each v ∈ V (Ii)−{P ∪Q∪(C−C
′)},
by the definition of Li and Ri. As the collection of interval graphs I
′
1, I
′
2, . . . , I
′
k′′
2
is an
interval graph representation of G′, by Theorem 2.1, E(G′) ⊆ E(I ′j), 1 ≤ j ≤
k′′
2 . But
in Il+j, fl+j(v) = gj(v), for all v ∈ V (I
′
j), 1 ≤ j ≤
k′′
2 . So, E(G
′) ⊆ E(Il+j), 1 ≤ j ≤
k′′
2 .
Hence for each Ii, l + 1 ≤ i ≤ t1, E(G) ⊆ E(Ii).
Construction of It1+1. We construct the last interval graph It1+1 as follows. If k
′ is
odd then suppose C − C ′ = {v}. So, v /∈ V (G′). Let MV C ′ = MV C if k′ is even and
MVC ′ = MVC − {v} if k′ is odd. Let A = {x1, x2, . . . , xr}, where |A| = r. Note that
A 6= ∅. If k′ is odd, then without loss of generality suppose {x1, x2, . . . , xs} = A∩NG(v).
Now, map each vertex x of G to an interval ft1+1(x) on the real line as follows.
ft1+1(x) = [2i− 1, 2i] if x ∈ A and x = xi.
= [1, 2r] if x ∈MVC ′.
if k′ is odd then ft1+1(v) = [1, 2s]
Claim 3. E(G) ⊆ E(It1+1).
Proof. It is easy to see that if x ∈MV C, then 1 ∈ ft1+1(x). So, MVC induces a clique
in It1+1. Also, if x ∈ MVC
′ ∪ {xi}, for some i, 1 ≤ i ≤ r, then 2i ∈ ft1+1(x). That
is, each xi ∈ A is adjacent to all the vertices of MVC
′. If x = xi, 1 ≤ i ≤ s, then
2i ∈ ft1+1(ai) ∩ ft1+1(v) 6= ∅. Thus (xi, v) ∈ E(It1+1) for each i, 1 ≤ i ≤ s. That is,
NG(v) ⊆ NIt1+1(v). So, E(G) ⊆ E(It1+1).
The following lemma follows from Claim 1, Claim 2, and Claim 3.
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Lemma 4.1. For each interval graph Ii, 1 ≤ i ≤ t1 + 1, E(G) ⊆ E(Ii).
Lemma 4.2. For any (x, y) /∈ E(G), there exists some i, 1 ≤ i ≤ t1 + 1, such that
(x, y) /∈ E(Ii).
Proof. Suppose (x, y) /∈ E(G). As C induces a clique in G, both x and y cannot be
present in C.
Case 1: {x, y} ⊆ A.
Let x = xi and y = xj, where i 6= j. It is easy to see that ft1+1(x) ∩ ft1+1(y) = ∅.
Hence x is non-adjacent to y in It1+1.
Case 2: {x, y} ∩ {P ∪Q} 6= ∅
Without loss of generality suppose x ∈ P ∪ Q. So, in Ii, for some i, 1 ≤ i ≤ l, say
Ik, fk(x) = [0, 1] or fk(x) = [4, 5]. If fk(x) = [0, 1], then fk(y) is either [2, 3], [2, 5] or
[4, 5] and if fk(x) = [4, 5], then fk(y) is either [0, 1], [0, 3] or [2, 3]. In both the cases
fk(x) ∩ fk(y) = ∅. Hence x is non-adjacent to y in Ik.
Case 3: {x, y} ∩ {P ∪Q} = ∅
Now, it is easy to see that one of x or y, say x, will belong to MV C−{P ∪Q}, and y
will belong to A. If x ∈ C ′, then it is easy to see that x, y ∈ V (G′). As I ′1, I
′
2, . . . , I
′
k′′
2
is
an interval graph representation of G′, by Theorem 2.1, there exists k, 1 ≤ k ≤ k
′′
2 such
that (x, y) /∈ I ′k. But in Il+k, fl+k(v) = gk(v), for all v ∈ I
′
k. So, x and y are non-adjacent
in Il+k.
Next suppose x ∈ C−C ′. Now, in It1+1, ft1+1(x) = [1, 2s] and as y /∈ Nx(G), y = cj ,
where j > s. It is easy to see that ft1+1(x)∩ ft1+1(y) = ∅. So, x and y are non-adjacent
in It1+1.
Hence there exists some i, 1 ≤ i ≤ t1 + 1, such that (x, y) /∈ E(Ii).
By combining the above two lemmas we get E(G) = E(I1) ∩ E(I2) ∩ · · · ∩ E(It1+1).
Thus by Theorem 2.1, we obtain the following.
Theorem 4.3. For a graph G with vertex cover MVC, box(G) ≤ ⌊ t2⌋ + 1, where t =
|MV C|.
4.1 Tightness result
In this section we illustrate some graphs for which the bound given in Theorem 4.3 for
boxicity is tight. Consider the graph C4, a cycle of length four. The size of minimum
vertex cover of C4 is 2. It is easy to verify that the boxicity of C4 is two. So, box(C4) =
|MVC|
2 + 1.
Roberts has shown that for any even number n, there exists a graph on n vertices
with boxicity n2 . Such graphs are called Roberts graphs. The Roberts graph on n vertices
is obtained by removing the edges of a perfect matching from the complete graph Kn.
Claim: For Roberts graph G on n vertices, the cardinality of minimum vertex cover is
n− 2.
Proof. Let a, b ∈ V (G) be such that (a, b) /∈ E(G). It is easy to verify that V − {a, b} is
a vertex cover of G. Thus, |MV C| ≤ n − 2. Now, if possible suppose |MVC| ≤ n − 3.
Let a, b, and c be the vertices which are not present in MVC. By the construction of
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Roberts graph there will exist an edge in the induced subgraph of G on {a, b, c}. Clearly
this edge is not adjacent to any of the vertex of MVC. This is a contradiction. Hence
for Roberts graph on n vertices |MV C| = n− 2.
For Roberts graphs
⌊
|MV C|
2
⌋
+ 1 =
⌊
n−2
2
⌋
+ 1 = n2 (as n is even), which equals the
boxicity of Roberts graph. Thus the bound of Theorem 4.3 is tight for Roberts graphs.
5 Boxicity and bipartite graphs
Let G = (V1 ∪ V2, E) be a bipartite graph such that |V1| = n1 and |V2| = n2. Suppose
n1 ≤ n2 and n1 ≥ 3. In this section we show that for a bipartite graph G, box(G) ≤ min
{⌈n12 ⌉, ⌈
n2
2 ⌉}.
It is easy to see that |MV C| ≤ n1 in G. So, by Theorem 4.3, box(G) ≤ ⌊
n1
2 ⌋+ 1. If
n1 is odd, then
⌊
n1
2
⌋
+ 1 =
⌈
n1
2
⌉
. So, box(G) ≤ min {
⌈
n1
2
⌉
,
⌈
n2
2
⌉
}.
Now assume that n1 is even. By Theorem 4.3, box(G) ≤
⌊
n1
2
⌋
+ 1 = n12 + 1 (as n1 is
even). But, we need to show that box(G) ≤ n12 . So that, box(G) ≤ min{
⌈
n1
2
⌉
,
⌈
n2
2
⌉
}.
Suppose n1 is even. We construct
n1
2 interval super graphs of G, say I1, I2, . . . , In1
2
,
as follows.
Construction of Ii, for 1 ≤ i ≤
n1
2 − 1: Let x, y ∈ V1 and V
′
1 = V1 −{x, y}. Note that
V ′1 6= ∅ as |V1| ≥ 3. Let G
′
1 be the graph induced by V
′
1∪V2 in G. Let G1 be a graph such
that V (G1) = V (G
′
1) and E(G1) = E(G
′
1)∪{xy | x, y ∈ V
′
1}. Clearly V
′
1 induces a clique
and V2 induces an independent set in G1. So, G1 is a split graph. Now, by Theorem
2.3, box(G1) ≤ min{
⌈
n1−2
2
⌉
,
⌈
n2
2
⌉
} =
⌈
n1−2
2
⌉
= n12 − 1 (as n1 is even). That is, G1 is the
intersection of at most n12 − 1 interval graphs, say I
′
1, I
′
2, . . . , I
′
n1
2
−1
, by Theorem 2.1.
Let hi be a function that maps each v ∈ V (I
′
i), 1 ≤ i ≤
n1
2 − 1, to a closed interval
on the real line such that I ′i is the intersection graph of the family of intervals {hi(v) :
v ∈ V (I ′i)}. Now, let L
′
i and R
′
i, 1 ≤ i ≤
n1
2 − 1, be numbers on the real line such that
L′i ≤ x, for all x ∈
⋃
v∈V (I′i)
(hi(v)) and R
′
i ≥ y, for all y ∈
⋃
v∈V (I′i)
(hi(v)). To construct
Ii, 1 ≤ i ≤
n1
2 − 1, map each v ∈ V (G) to a closed interval fi(v) on the real line as
follows.
fi(v) = hi(v) if v ∈ V (I
′
i) = V (G)− {x, y}.
= [L′i, R
′
i] otherwise.
Claim 1: For each Ii, 1 ≤ i ≤
n1
2 − 1, E(G) ⊆ E(Ii).
Proof. Since fi(x) = fi(y) = [L
′
i, R
′
i] it is easy to see that in Ii, x and y are adjacent to
each v, v ∈ V (Ii)−{x, y}, by the definition of L
′
i and R
′
i. As I
′
1, I
′
2, . . . , I
′
n1
2
−1
is an interval
graph representation of G1, by Theorem 2.1, E(G1) ⊆ E(I
′
i), for each 1 ≤ i ≤
n1
2 − 1.
But in Ii, fi(v) = hi(v), for all v ∈ V (I
′
i). So, E(G1) ⊆ E(Ii), 1 ≤ i ≤
n1
2 − 1. Hence for
each Ii, 1 ≤ i ≤
n1
2 − 1, E(G) ⊆ E(Ii).
Construction of In1
2
: Let V1 = {v1, v2, . . . , vn1}. Suppose without loss of generality
that x = v1 and y = vn1 . To construct In1
2
, we map each v ∈ V (G) to an interval fn1
2
(v)
as follows.
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fn1
2
(v) = [2i− 1, 2i] if v ∈ V1 and v = vi
= [1, 2n1] if v ∈ V2 and v ∈ Nx ∩Ny.
= [1, 2n1 − 2] if v ∈ V2 and v ∈ Nx −Ny.
= [3, 2n1] if v ∈ V2 and v ∈ Ny −Nx.
= [3, 2n1 − 2] if v ∈ V2 − (Nx ∪Ny).
Claim 2: E(G) ⊆ E(In1
2
).
Proof. In In1
2
, for each v ∈ V2, the point n1 ∈ fn1
2
(v). So, V2 induces a clique in In1
2
.
Also for each v ∈ NG(x), 1 ∈ fn1
2
(v) and for each v ∈ NG(y), 2n1 ∈ fn1
2
(v). So,
NG(x) ⊆ NIn1
2
(x) and NG(y) ⊆ NIn1
2
(y). For vj ∈ V1 − {x, y}, we have 2 ≤ j ≤ n1 − 1,
and thus we have 3 ≤ 2j − 1 ≤ 2n1 − 2. So, 2j − 1 ∈ fn1
2
(v), for all v ∈ V2. It is easy to
see that (vi, v) ∈ E(In1
2
) for all pairs (vi, v) where vi ∈ V1 − {x, y} and v ∈ V2. Hence
E(G) ⊆ E(In1
2
).
The following lemma follows from Claim 1 and Claim 2.
Lemma 5.1. For each interval graph Ii, 1 ≤ i ≤
n1
2 , E(G) ⊆ E(Ii).
Lemma 5.2. For any (p, q) /∈ E(G), there exists some i, 1 ≤ i ≤ n12 , such that (p, q) /∈
E(Ii).
Proof. Suppose (p, q) /∈ E(G).
Case 1: {p, q} ⊆ V1.
If both p and q belong to V1, then suppose p = vi and q = vj , where i 6= j. In this
case it is easy to see that in In1
2
, fn1
2
(p) ∩ fn1
2
(q) = ∅. So, p is non-adjacent to q in In1
2
.
Case 2: {p, q} ⊆ V2 ∪ V
′
1 .
If both p and q belong to V2 ∪ V
′
1 , then it is easy to see that p, q ∈ G1 and in view
of case 1, (p, q) /∈ E(G1). As I
′
1, I
′
2, . . . , I
′
n1
2
−1
is an interval graph representation of G1,
by Theorem 2.1, (p, q) /∈ E(I ′i), for some i, 1 ≤ i ≤
n1
2 − 1, say I
′
k. Recalling that in Ik,
fk(v) = gk(v) for all v ∈ V (I
′
k) p and q are non-adjacent in Ik also.
Case 3: p ∈ {x, y} and q ∈ V2.
Let p = x. Now, in In1
2
, fn1
2
(x) = [1, 2] and as q is not a neighbor of x in G, either
fn1
2
(q) = [3, 2n1 − 2] or [3, 2n1]. In both the cases, fn1
2
(p) ∩ fn1
2
(q) = ∅. So, p and q are
non-adjacent in In1
2
.
Similarly, if p = y, then in in In1
2
, fn1
2
(y) = [2n1−1, 2n1] and as q is not a neighbor of
y in G, either fn1
2
(q) = [1, 2n1−2] or [3, 2n1−2]. In both the cases, fn1
2
(p)∩ fn1
2
(q) = ∅.
So, p and q are non-adjacent in In1
2
.
By combining the above two lemmas we get E(G) = E(I1) ∩ E(I2) ∩ · · · ∩ E(In1
2
).
Thus by Theorem 2.1, we have the following.
Theorem 5.3. For a bipartite graph G = (V1 ∪ V2, E), box(G) ≤ min {
⌈
|n1|
2
⌉
,
⌈
|n2|
2
⌉
},
where |V1| = n1 and V2 = n2.
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5.1 Tightness result
In this section we show that the bound given in Theorem 5.3 is tight. Consider a
complete bipartite graph G = (V1 ∪ V2, E) where |V (G)| = n and |V1| = |V2| =
n
2 . Now
remove a perfect matching M from that. Let G′ = (V1 ∪ V2, E
′) be the resulting graph.
We show that box(G′) = ⌈n4 ⌉.
Claim: box(G′) ≥
⌈
n
4
⌉
.
Proof. If possible suppose box(G′) ≤
⌈
n
4
⌉
− 1. Let n be divisible by 4. So,
⌈
n
4
⌉
− 1 =
n
4 − 1, By Theorem 2.1, G
′ is the intersection of at most n4 − 1 interval graphs, sat
I1, I2, . . . , In
4
−1. Recall that M 6⊆ E(G
′) and thus for each e ∈ M there exists a k,
1 ≤ k ≤ n4 − 1, such that e /∈ E(Ik), since G
′ is the intersection of the interval graphs
I1, I2, . . . , In
4
−1. Since |M | =
n
2 , by pigeon hole principle we infer that there exists a j,
1 ≤ j ≤ n4 − 1, such that at least three edges of M are missing in E(Ij). Now, it is easy
to see that Ik contains an induced cycle of length six, a contradiction.
Next suppose n is not divisible by 4. Now,
⌈
n
4
⌉
− 1 =
⌊
n
4
⌋
. Using similar arguments
as when n is divisible by 4, we will get a contradiction in this case also.
Hence, box(G′) ≥
⌈
n
4
⌉
.
By Theorem 5.3, we have box(G′) ≤ ⌈n4 ⌉. Hence box(G
′) = ⌈n4 ⌉. It follows that the
bound of Theorem 5.3 is tight.
6 Boxicity and chromatic number
We know that box(G) ≤
⌊
n
2
⌋
, where n is the number of vertices of G [12]. Let box(G) =
n
2 − s, for some s ≥ 0. Note that, if n is odd, then s is not an integer. In the following
theorem, we show that when s is small for a graph G, the chromatic number of G has
to be very high.
Theorem 6.1. If box(G) = n2 − s, then χ(G) ≥
n
2s+2 .
Proof. Let box(G) = n2 − s. By Theorem 4.3, box(G) =
n
2 − s ≤
⌊
t
2
⌋
+ 1 ≤ t2 + 1, where
t is the cardinality of a minimum vertex cover of G. So, t ≥ n− 2s− 2. It is easy to see
that if α is the independence number of G, then χ ≥ n
α
. But α = n− t. So,
χ(G) ≥
n
n− t
≥
n
n− (n− 2s − 2)
=
n
2s+ 2
Remark: The lower bound for χ(G) given in Theorem 6.1 is tight in the case of Roberts
graphs. We know that if G is a Roberts graph on n vertices, then box(G) = n2 (recall that
n is even for Roberts graph). Thus, s = 0 for G. Putting the value of s in the inequality
given in Theorem 6.1, we get χ(G) ≥ n2 . But it is easy to verify that χ(G) =
n
2 .
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