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Abstract—In this paper we propose the introduction of adap-
tive hybrid automatic repeat request (HARQ) in the context
of mobile satellite communications. HARQ schemes which are
commonly used in terrestrial links, can be adapted to improve the
throughput for delay tolerant services. The proposed method uses
the estimation of the mutual information between the received
and the sent symbols, in order to estimate the number of
bits necessary to decode the message at next transmission. We
evaluate the performance of our method by simulating a land
mobile satellite (LMS) channel. We compare our results with the
static HARQ scheme, showing that our adaptive retransmission
technique has better efficiency while keeping an acceptable delay
for services.
Index Terms—HARQ; Satellite Communications; Land Mobile
Satellite (LMS) Channel; Delay; Efficiency.
I. INTRODUCTION
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Link characteristics in mobile satellite communications
make it difficult to exchange messages between transmitter and
receiver(s). Long propagation delays (250 ms for geostationary
satellite) is one of the main link characteristics in mobile
satellite communications that can strongly affect the provided
service. Another problem in mobile satellite communications
is the transmission errors caused by the propagation impair-
ments and the intra or inter-systems interferences.
Our objective is to propose a mechanism which optimizes
the use of the bandwidth and thus improves the efficiency
of link usage while providing an appropriate service to ap-
plications. The targeted services (data transfer from sensors,
messages for aeronautical services, etc.) are assumed to be
tolerant to delay. For example some aeronautical services
define delay requirement for the delivery of 95% of messages
[1].
In this paper we propose to introduce adaptivity in HARQ
mechanism. HARQ protocols are widely used in recent terres-
trial wireless communication systems. Classical incremental
redundancy (IR) HARQ, which transmits a fixed number of
bits at each transmission, is not optimal from the efficiency
point of view since sometimes the transmitter transmits more
parity bits than needed to decode the message. An enhanced
HARQ method to optimize classical IR HARQ in the context
of mobile satellite communications was proposed in [2]. This
method describes how to optimize the number of bits to be
transmitted at each transmission, according to a predefined
decoding probability table. However, adaptive retransmissions
can improve the system performance and throughput level.
Many papers have studied adaptive retransmissions using
adaptive coding modulation (ACM) and HARQ. Other con-
tributions proposed combinations of ACM or HARQ, where
soft combining of transmission blocks in the receiver and block
flat-fading channel are assumed [3]. In [4] an approach based
on the channel states for adaptive coding and modulation for
mobile satellite communications is presented. Also ACM was
studied with a multi-layer coding (MLC) in the forward link
and open-loop adaptation in the return link in [5]. In [6] a
deep analysis about channel estimation and physical layer
adaptation techniques was made. Adaptive HARQ was also
studied in [7] for a scheme based on punctured LDPC codes.
An optimized IR HARQ schemes based on punctured LDPC
codes over the BEC was proposed in [8].
Contrarily to classical IR and enhanced HARQ [2], the main
idea of our adaptive HARQ technique is to send a feedback to
the transmitter containing the estimated number of bits needed
to decode the codeword with a targeted probability, if it has not
been decoded successfully during the previous transmissions.
This technique estimates the mutual information between the
received and the sent symbols to predict the number of bits
needed to decode at a predefined decoding probability for
the next transmission. It uses the knowledge of the statis-
tical distribution of the channel attenuation. The predefined
decoding probability depends on the application/service (delay
constraints). Some adaptive retransmission techniques based
on mutual information have been studied [9] [10], but not in
a satellite communication environments neither using mutual
information in combination with predefined decoding proba-
bility control. Our adaptive HARQ transmission proposal is
simulated in a satellite communications environment, where
an LMS channel and a long round trip time are considered.
The remainder of this paper is organised as follows. In
Section II, we present LMS channel and its capacity. We
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present static HARQ in Section III. In Section IV, we propose
an adaptive HARQ model for delay tolerant services in mobile
communications. We present the results of simulations and
we compare the performance of both techniques (static and
adaptive HARQ) in Section V. We conclude our study in
Section VI.
II. CHANNEL MODELLING
In our study on mobile satellite communications, we con-
sidered the LMS Channel to simulate this environment [11]
[12]. In the following, we present the channel capacity and
model.
A. Channel capacity and Mutual Information
Channel capacity quantifies the maximum achievable trans-
mission rate of a system communicating over a band-limited
channel, while maintaining an arbitrarily low error probability.
It corresponds to the maximum of the mutual information
between the input and the output of the channel, where the
maximization is done with respect to the input distribution.
Mutual information measures the information that X (input
of the channel, i.e. the sent symbols) and Y (output of the
channel, i.e. the received symbols) share. It is used in our
approach to calculate the number of bits needed to decode a
message at the next transmission with a given probability. For
an equally distributed input probability, the mutual informa-
tion, which corresponds to the capacity, can be calculated by
the equation given in [2] [13].
For the rest of the paper, we define MIreq as the average
MI per bit required to decode a codeword for a given code at a
given Word Error Rate (WER). The prediction of performance
of the WER based on MI is quite classical, and has been
described and validated in [14].
Given the channel input symbol xi and its energy Esi and
a realisation of noise ni (has a Gaussian distribution with
variance N02 ), assuming perfect knowledge of the channel
attenuation ρi, the channel output symbol yi can be written
as:
yi = ρi
√
Esixi + ni . (1)
B. LMS Channel
There are many differences between the propagation on a
terrestrial link and on a satellite link. One of the reference
propagation models for the LMS channel is a statistical
model based on a three state Markov chain [11]. This model
considers that the received signal originates from the sum of
two components: the direct signal and the diffuse multipath.
The direct signal is assumed to be log-normally distributed
with mean α(decibel relative to LOS(Line Of Sight)) and
standard deviation Ψ (dB), while the multipath component
follows a Rayleigh distribution characterized by its average
power, MP (decibel relative to LOS). This model is called
Loo distribution [12] [15] . For the modelling of the LMS
channel in our simulations, we use attenuation time series
using a propagation simulator based on the three state channel
[11] [12] provided by CNES. Using this tool we calculate
Fig. 1: Example of the transmission technique considered in
our simulations (Code rate 1/6, with a maximum of 4
retransmissions)
the probability distribution function of the attenuation of the
channel for a given environment.
III. STATIC INCREMENTAL REDUNDANCY HARQ
In the classical incremental redundancy (IR) HARQ, the
sender transmits a number of bits that correspond to a given
codeword. After receiving the feedback (ACK/NACK) from
the receiver, the transmitter decides to no longer send bits
corresponding to this codeword if an ACK is received, or to
send more parity bits if a NACK is received. The number
of bits to be sent in the next retransmission is determined
according to a table predefined at the sender. The parity bits
are generated according to a coding scheme with a code
rate corresponding to the maximum number of bits that can
be transmitted per codeword. The bits to be sent at each
transmission are part of the original codeword (mother code),
leading to a different code rate at each transmission (see
Fig. 1). This technique of transmission is somehow similar
to puncturing.
A configurable maximum number of transmissions is al-
lowed for each message.
An enhanced HARQ method to optimize the number of
bits to be transmitted at each transmission for IR HARQ was
proposed in [2]. This method uses the mutual information
concept and the knowledge of the global channel statistics
to compute the number of bits leading to a given decoding
probability. Decoding probabilities at each transmission are
predefined and are chosen according to service and delay
constraints.
IV. ADAPTIVE HARQ FOR DELAY TOLERANT SERVICES IN
MOBILE SATELLITE COMMUNICATIONS
In this section, we propose an adaptive HARQ model using
mutual information. Our method differs from the classical IR
and enhanced HARQ [2], by the feedback which contains an
estimation of the number of bits still required by the receiver
to decode the codeword if it is not decoded from the previous
transmissions. The channel quality at the next transmission can
not be predicted due to the long round trip time delay and the
highly variable channel. The receiver computes the number
of bits needed to decode the codeword with a probability of
decoding predefined for each transmission. These probabilities
are chosen according to delay constraints of the application.
Note that this model has some similarities with the models
studied in [9] [10] which are also based on mutual information.
However these models did not introduce predefined decoding
probability at each transmission. In addition these models were
not studied in mobile satellite communication environments.
A. Adaptive Retransmission Model
Our proposal is to compute the number of extra parity
bits needed when the codeword cannot be decoded, using
mutual information (MI). After receiving some bits of a given
codeword, the receiver calculates the accumulated MI for
this codeword. By considering a reference Es/N0, which
corresponds to clear sky conditions (without attenuation), we
suppose that the receiver can estimate the channel attenuation
applied to these bits. It assumes that the channel is stationary
for the transmission time of the bits, at a given transmission
for a given codeword. On each stationary time interval, the
channel can be approximated by a gaussian channel. The MI
obtained at the jth transmission for a given codeword can be
computed as:
MI(j) = N
(j)
sent.MI((ρ
(j))2.
Es
N0
), (2)
where:
• ρ(j) is the attenuation coefficient affecting bits transmitted
at the jth transmission for a given codeword;(ρ(j))2 is
estimated by receiver measurement;
• N (j)sent is the number of bits transmitted at the j
th trans-
mission, affected by ρ(j);
• MI(·) is the function giving the value of mutual infor-
mation for a given Es/N0 on a gaussian channel;
• N (j) is the total number of bits transmitted for a code-
word up to the jth transmission.
The MI per bit accumulated for a given codeword, from the
beginning of transmission until the jth transmission, can be
computed as:
MI(j)acc =
N (j−1)MI(j−1)acc +MI(j)
N (j)
. (3)
By definition MI(0)acc=0.
Let us consider MI(j+1)needed the minimum MI per bit needed
to decode the codeword at the (j + 1)th transmission with a
predefined decoding probability.
MIreq is the average MI per bit required to decode a
codeword for a given code at a given WER.
Then the number of bits N (j+1)needed to be transmitted at the
(j + 1)th transmission can be obtained by the following
equation:
NbitsMIreq = N
(j)MI(j)acc +N
(j+1)
neededMI
(j+1)
needed, (4)
Where Nbits is the maximum number of bits that can be
transmitted for a codeword.
Finally N (j+1)needed is given by:
N
(j+1)
needed =
NbitsMIreq −N (j)MI(j)acc
MI
(j+1)
needed
. (5)
MI
(j+1)
needed is the key parameter for the computation of the
number of bits to be sent at the (j+ 1)th transmission. In the
following, we explain in detail how to proceed to calculate
MI
(j+1)
needed at each transmission according to the predefined
decoding probabilities.
B. Computation of MI(j+1)needed
The LMS channel is a channel that changes quickly. More-
over, the round trip time in satellite communications is long.
So, even if the receiver can estimate the channel quality for
the last sequence of received bits, this information will not be
useful at the transmitter considering the long delay and the
highly variable channel.
According to (5) the value of N (j+1)needed is computed from
MI
(j)
acc and MI
(j+1)
needed which depends on the channel quality at
the next transmission. Since this last value can not be known,
we use the knowledge of the statistical distribution of channel
attenuation to control the probability of decoding a codeword
at each transmission.
The idea is to define at the beginning of the communica-
tion a table containing the probability of decoding at each
transmission. The decoding probability and the efficiency are
related, the sender can transmit a large number of bits at the
first transmission, which increases the decoding probability
but the efficiency will decrease and vice versa. So, we have
to improve efficiency while respecting delay constraints for
services.
Let Pj be the probability of decoding at the jth transmission
conditioned on the fact that decoding at earlier transmissions
was impossible, where P =
∑
j Pj is the percentage of
decoded codewords over all the transmitted codewords.
To target a decoding probability Pj at the jth transmission,
the receiver has to find the corresponding MI(j)needed.MI
(j)
needed
corresponds to the mutual information received with an atten-
uation ρ(j)needed:
MI
(j)
needed = MI((ρ
(j)
needed)
2.
Es
N0
) . (6)
Then to compute MI(j)needed, we have to find the attenuation
coefficient ρ(j)needed leading to the decoding probability at the
jth transmission. The mutual information MI(·) is a strictly
increasing function (as a function of ρ). Then any attenuation
coefficient greater than ρ(j)needed will lead to a successful
decoding. To determine ρ(j)needed leading to Pj , we use the
cumulative distribution function (CDF) of LMS Channel.
To explain our calculation, we consider these two events:
• Aj : Successful decoding at the jth transmission;
• Bj−1: Not decoding at the (j − 1)th transmission.
We observe that Pj is equal to p(Aj ∩Bj−1). Let pj denotes
p(Aj). Since Aj and Bj−1 are independent (according to the
channel modelling),
Pj = pj(1−
j−1∑
k=1
Pk), (7)
pj =
Pj
(1−∑j−1k=1 Pk) . (8)
The CDF of the channel gives us P (ρ ≤ ρ(j)needed), while
pj corresponds to P (ρ ≥ ρ(j)needed) (successful decoding).
Fig. 2: The CDF of the attenuation coefficients in the LMS
channel
Therefore, ρ(j)needed on the CDF graph is given by 1-pj (See
Fig. 2).
So, let us summarize the different steps to find MI(j)needed.
We first have Pj from the table of predefined decoding
probabilities. Then, we obtain pj from Pj with (8). Then,
we deduce ρ(j)needed from pj with Fig. 2. Finally, we obtain
MI
(j)
needed from ρ
(j)
needed with (6).
Fig. 3 represents a numerical example for the transmission
of a given codeword within 3 transmissions, showing different
steps for the calculation of all parameters in our model.
V. PERFORMANCE ANALYSIS
System parameters considered for all simulations are:
• Satellite Orbit: Geostationary (GEO)
• Round Trip Time: 500 ms
• Band: S
• Land Mobile Satellite Channel
• Speed of the mobile: 60 Km/h
• Travelled distance: 10 Km
• Mother FEC code, CCSDS Turbo codes 1/6
• Codeword length: 53520
• Modulation: QPSK
• Symbol time: 4.10−6 seconds, bit rate (Rb): 500 Kbps
Our simulations are about 10 minutes of communication be-
tween the transmitter and the receiver (about 300 Mb transmit-
ted). In our simulations, we consider a targeted WER of 10−4,
and we use the performances of CCSDS Turbo Codes (8920, 16 )
as presented in [16]. We suppose that the synchronisation is
never lost. The transmitted codewords are identified with a
sequence number that is never lost. We suppose also that the
return channel does not introduce errors and the feedback can
be transmitted immediately (no congestion problem on the
reverse link).
The simulations use the computation of mutual information,
as a real receiver would implement, according to the previously
proposed algorithm. Doing this have required (in simulations)
Transmission 1 2 3 
Probability 0.5 0.3 0.2 
𝑝1 = 0.5 𝑝2 =  
0.3
1 − 0.5
= 0.6 𝑝3 =
0.2
1 − 0.8
= 1 Using (8) 
Using CDF (Fig. 2) 
𝜌𝑛𝑒𝑒𝑑𝑒𝑑
(1)
= -4.1861  𝜌𝑛𝑒𝑒𝑑𝑒𝑑
(2)
= -5.9094  𝜌𝑛𝑒𝑒𝑑𝑒𝑑
(3)
= -19.4783 
 
Transmitter Receiver 
𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(1)
= 15406 bits 
to be sent 
𝑁(1)𝑀𝐼𝑎𝑐𝑐
(1)
<  𝑁𝑏𝑖𝑡𝑠 𝑀𝐼𝑟𝑒𝑞 
                           = 21760 
𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(1)
= 1.4126 𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(2)
= 1.1399 𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(3)
= 0.0793 
𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(3)
= 
21760−21288
0.0793
  
               = 5962 bits 
𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(2)
= 17100 bits 
to be sent 
𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(3)
= 5962 bits 
to be sent 
𝑁(2)𝑀𝐼𝑎𝑐𝑐
(2)
<  𝑁𝑏𝑖𝑡𝑠 𝑀𝐼𝑟𝑒𝑞 
                            
𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(2)
= 
21760−2268
1.1399
  
               = 17100 bits 
𝑁(3)𝑀𝐼𝑎𝑐𝑐
(3)
>  𝑁𝑏𝑖𝑡𝑠 𝑀𝐼𝑟𝑒𝑞 
                            
Fig. 3: Numerical example for the transmission of a given
codeword within 3 transmissions (Es/N0 = 7dB, code
(8920,1/6), intermediate tree shadowed environment)
a calibration phase that has taken into account the actual nu-
merical performances of the targeted FEC code(s). This allows
to avoid implementing a real decoder in the simulation chain,
while assuring a very good accuracy of the representation [14].
To simplify, we decide whether the codeword is decoded or
not using this formula:
N (j)MI(j)acc ≥ NbitsMIreq . (9)
A. Impact of increasing the number of transmissions on the
efficiency
To show the importance of allowing many transmissions for
the same codeword, we have considered three cases for our
adaptive HARQ approach (explained in the previous section).
In case 1, only one transmission is allowed, it corresponds to
CCM (constant coding and modulation) technique. The trans-
mitter transmits the same number of bits for all codewords, to
decode from the first transmission. In case 2, two transmissions
are allowed and in case 3, four transmissions are allowed.
Their decoding probabilities are given in Table I.
Note that these probabilities do not represent values for
specific applications. They are chosen arbitrarily to test our
model.The last value in the table is 0.9999 and not 1 because
WER considered in our simulations is 10−4, then the total
probability of decoding is 1− 10−4.
TABLE I: PREDEFINED DECODING PROBABILITY TA-
BLE FOR THE 3 CONSIDERED CASES
Transmission 1st 2nd 3rd 4th
Pi(Case 1) 0.9999 − − −
Pi(Case 2) 0.5 0.4999 − −
Pi(Case 3) 0.5 0.3 0.1 0.0999
We define the efficiency, E (bits/symbol), as follows:
E =
Ndata bitsNdecoded words
Ntotal
, (10)
where:
• Ndata bits is the number of data bits (useful bits) per
codeword considered in our coding scheme;
• Ndecoded words is the total number of decoded codewords
during the communication;
• Ntotal is the total number of symbols transmitted during
the communication.
Fig. 4 presents the efficiency obtained after simulating these
three cases (with LMS channel, intermediate tree shadowed
environment (ITS)) for different values of reference Es/N0
(NB: the channel variations ρ2(t) still being applied to this
reference Es/N0, as explained in previous sections). This
figure shows that case 3 (allowing four transmissions) out-
performs case 1 and case 2 (allowing only one transmission
and two transmissions respectively) in term of efficiency. This
result can be interpreted by the fact that allowing only one
transmission requires a large number of bits to be transmitted,
sometimes more than the number of bits needed, to insure
a complete decoding. When many transmissions are allowed,
the number of bits to be transmitted at each transmission is
optimized and computed in an adaptive way which optimizes
the efficiency.
B. Simulations of static and adaptive HARQ
We present results obtained by implementing three HARQ
schemes (classical IR, enhanced HARQ proposed in [2] and
our proposed adaptive HARQ) described in the previous
sections, and we compare these results. Simulations were done
with two types of LMS channel environments: ITS and open
[11].
We are interested to improve the efficiency while main-
taining an acceptable delay for services. So, we will set the
decoding probabilities to the same values for both models
(enhanced HARQ and our proposed adaptive HARQ), while
we set the number of bits to be transmitted at each transmission
for the classical IR at the same value, and then compare the
resulting efficiencies.
The number of bits to be transmitted at each transmission for
the classical IR HARQ scheme can follow several strategies.
As a simple case, we consider an equally shared repartition
of the data+parity bits among the transmissions, as shown in
Table II.
TABLE II: NUMBER OF BITS TO BE TRANSMITTED
AT EACH TRANSMISSION FOR CLASSICAL IR HARQ
SCHEME
Transmission 1st 2nd 3rd 4th
Njsent(bits) 13380 13380 13380 13380
Fixed decoding probabilities at each transmission consid-
ered in our simulations are given in Table I (case 3) where
the maximum number of transmissions for a given codeword
is four. It corresponds to a service accepting the delivery of
80% of the messages at the first two transmissions and 20%
at the last two retransmissions.
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Fig. 4: Efficiency obtained with three cases considered for
different values of reference (Es/N0)dB
The delay for decoded codewords (at the receiver) can be
expressed in terms of number of transmissions (Ntrans), bit
rate (Rb), number of bits sent (N ) and propagation delay
(Tpropag), assuming a negligible access delay:
Delay =
N
Rb
+ 2(Ntrans − 1)Tpropag + Tpropag (s) . (11)
Fig. 5 shows the mean delay required to decode codewords,
obtained for three schemes considered (by means of simula-
tions with ITS environment). The mean delay is computed by
averaging delays obtained for decoded codewords calculated
using (11). As we can see, the values obtained for enhanced
HARQ and adaptive HARQ are approximately the same. The
delay is controlled by the decoding probability and remains
globally constant. It changes a little, from a reference Es/N0
to another, according to the number of bits transmitted and the
values of decoding probabilities obtained which are approx-
imately the same as in Table I (case 3). However the delay
obtained with classical IR HARQ decreases while the Es/N0
increases. Values of Es/N0 are chosen between 7 and 13 dB.
According to the code and the environment considered, the
percentage of decoding is not 100 % for values of Es/N0 less
than 7 dB.
To show the performance of the proposed adaptive model,
Fig. 6 compares the efficiency obtained with three schemes
in the same conditions. We can see that the adaptive model
outperforms the classical IR and enhanced HARQ especially
for high values of reference Es/N0. Gain obtained is between
5% and 13% compared to the enhanced HARQ. However, it
is between 5% and 28% compared to the classical IR. These
results seem promising, however has been obtained with de-
coding probabilities chosen arbitrary. Therefore, some further
improvements could probably be obtained by optimizing the
decoding probability for each transmission step.
In Fig. 7 we present the delay obtained for the three schemes
considered, simulated with open environment. In this type
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Fig. 5: Delay for three schemes for different values of
reference (Es/N0)dB (case 3) obtained in ITS environment
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Fig. 6: Efficiency for three schemes for different values of
reference (Es/N0)dB (case 3) obtained in ITS environment
of environment, attenuations are not very high as in ITS
environment. For this reason, at a given value of Es/N0, the
number of bits estimated (5) allows to decode at a probability
more than that predefined because the mutual information
reaches its maximum at 10 dB (QPSK modulation). For the
case of classical IR HARQ, the delay reaches its minimum
when the number of bits considered allows to decode all
codewords from the first transmission.
Fig. 8 presents efficiency obtained for three considered
schemes, simulated with open environment. As we can see,
classical IR HARQ reach its maximum when the number
of bits considered is sufficient to decode from the first
transmission. As in the case of ITS environment, adaptive
model outperforms the classical IR and enhanced HARQ.
However the gain obtained with open environment is about
2% compared to enhanced HARQ and is between 14% and
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Fig. 7: Delay for three schemes for different values of
reference (Es/N0)dB (case 3) obtained in open environment
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Fig. 8: Efficiency for three schemes for different values of
reference (Es/N0)dB (case 3) obtained in open environment
27% compared to classical IR HARQ. These reduction of gain
compared to that obtained with ITS environment is due to the
fact that the attenuations in open environment are not very
high as in ITS, as we explained above.
VI. CONCLUSION
In this paper, we have compared three techniques of HARQ
transmission for satellite communications. The first one is a
classical IR HARQ scheme; the second one is an enhanced
static IR HARQ, where the number of bits to be transmitted
at each transmission is calculated according to a decoding
probability; the third one is an adaptive technique which takes
into account the channel quality at each transmission. This
adaptive technique estimates at each transmission the number
of additional bits needed to decode a codeword that could
not have been decoded from the previous transmissions. This
estimation relies on the mutual information given the decoding
probability at each transmission and the knowledge of the
channel distribution. Finally, results obtained after simulating
three schemes in a mobile satellite communication environ-
ment are compared in terms of decoding probability (delay)
and efficiency. Results show that the adaptive scheme has
better performance in terms of efficiency especially for high
values of reference signal to noise ratio, while maintaining an
acceptable delay for services.
As a future work, real system parameters will be considered
at the physical layer (in particular framing and overhead) to
estimate the performance of the mechanism in real systems.
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