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LIRK-W: LINEARLY-IMPLICIT RUNGE-KUTTA METHODS WITH
APPROXIMATE MATRIX FACTORIZATION
PAUL TRANQUILLI †¶, ADRIAN SANDU ‡¶, AND HONG ZHANG § ¶
Abstract. This paper develops a new class of linearly implicit time integration schemes called
Linearly-Implicit Runge-Kutta-W (LIRK-W) methods. These schemes are based on an implicit-
explicit approach which does not require a splitting of the right hand side and allow for arbitrary,
time dependent, and stage varying approximations of the linear systems appearing in the method.
Several formulations of LIRK-W schemes, each designed for specific approximation types, and their
associated order condition theories are presented.
1. Introduction. A standard approach to the solution of systems of partial dif-
ferential equations is the method of lines technique, in which a discretization method
such as finite differences, finite volumes, or finite elements is used to approximate
derivatives in space to arrive at the semi-discrete initial value problem (1.1)
(1.1)
dy
dt
= F (y) , t0 ≤ t ≤ tF , y(t0) = y0 ; y(t), F (y) ∈ RN .
The system (1.1) can be evolved through time using a time integration scheme to
approximate solutions at discrete times tn < ti < tF . For problems with stiff dynam-
ics, or where mesh refinement leads to unfortunate Courant-Friedrichs-Lewy (CFL)
numbers, explicit methods may not be suitable.
Implicit methods, such as Backwards Differentation or Runge-Kutta methods
improve upon the stability of explicit methods, at the cost of requiring one or more
non-linear solves at each timestep. The approximation of solutions of these nonlinear
systems represents the bulk of the computational cost of the time integration process.
Linearly implicit methods, such as Rosenbrock [8, section IV.7] or linearly-implicit
Runge-Kutta [6, 4, 2, 1], schemes replace the need to solve a nonlinear system with
the solution of more computationally efficient linear systems. Once again, however,
the cost of approximating the solution of these linear systems represents a dispro-
portionately large percentage of the overall method cost. Rosenbrock-W [8, section
IV.7] [12] methods attempt to alleviate this burden by allowing for the use of arbi-
trary approximations, and so permit relatively cheap, and inaccurate, solutions of the
linear system while maintaining full order of convergence. Unfortunately, while these
methods permit arbitrary approximations, the order condition theory on which they
are built does not account for variations in the method of approximation between
stages of the method.
For this reason, many approximation techniques may not be available in the
context of Rosenbrock-W methods. Primary among them is the use of Krylov based
iterative solvers, such as GMRES [14], which computes the solution of several different,
nearby linear systems when the iteration procedure is truncated early [16]. Similarly,
making use of an approximate matrix factorization (AMF) to accelerate the solution of
the linear systems also leads to a reduction in the order of the Rosenbrock-W scheme.
Several families of time integration schemes (ROWMAP [13] and Rosenbrock-Krylov
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[17]) have been constructed to couple Krylov solvers and Rosenbrock-W methods to
alleviate order reduction in the case of GMRES like approximations.
Here we present a new family of time integration schemes, called linearly-implicit
Runge-Kutta-W (LIRK-W) methods, based on an implicit-explicit (IMEX) [3] ap-
proach, which allow for arbitrary, time dependent, and stage varying approximations
of the linear systems appearing in the method. The rest of the paper is laid out as
follows: In section 2 we motivate, and present, the general form of a LIRK-W method;
in section 2.3 we review the use of AMF to accelerate the solution of linear systems in
the context of PDEs; in section 3 we present the order condition theory for a LIRK-W
method; in section 4 we give linear stability results for a LIRK-W method; in section
5 we derive a specific LIRK-W method; and finally in section 6 we present numerical
results.
2. Linearly-Implicit Runge-Kutta-W (LIRK-W) Methods.
2.1. Implicit-explicit Runge Kutta methods. Consider a splitting of the
right hand side F (y) of the initial value problem (1.1)
(2.1)
dy
dt
= F (y) = f(y) + g(y) , t0 ≤ t ≤ tF ,
such that f(y) represents slow dynamics, unlikely to impact the stability of the nu-
merical integration, and g(y) contains the fast dynamics. An implicit-explicit Runge-
Kutta (IMEX-RK) method applies different discretizations to the the two terms, and
integrates the non-stiff component f(y) explicitly and stiff component g(y) implicitly
[15]:
Yi = yn + h
i−1∑
j=1
ai,j f(Yj) + h
i∑
j=1
âi,j g(Yj), i = 1, . . . , s,(2.2a)
yn+1 = yn + h
s∑
j=1
bj f(Yj) + h
s∑
j=1
b̂j g(Yj).(2.2b)
The fact that only g(y) is treated implicitly has the benefit of reducing the per-
timestep cost as compared to implicit Runge-Kutta methods, since one only solves
non-linear systems containing g(y) instead of the entire of F (y). In the same time
(2.2) has considerably better stability properties than explicit Runge-Kutta schemes
since the stiff dynamics is integrated implicitly.
Unfortunately, the application of (2.2) requires to first partition the system F (t, y)
into non-stiff and stiff parts (2.1), and to provide the Jacobian operator corresponding
to the stiff term. These steps can be difficult to achieve for systems implemented in
large legacy codes.
2.2. Arbitrary linear approximations of the stiff term. Here we propose
the new class of Linearly-Implicit Runge-Kutta-W (LIRK-W) time integrators that
make use of an alternative partitioning, based on a linear/non-linear splitting of the
right hand side operator:
(2.3)
dy
dt
= L y+(F (y)− Ly) , t0 ≤ t ≤ tF , y(t0) = yn ; y(t), F (y) ∈ RN , L ∈ RN×N .
where Ly ideally captures the stiff dynamics of F (y). In this way we will seek to
treat implicitly the linear terms L that capture the stiffness of the system, and to
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treat explicitly the remaining nonlinear part. The IMEX-RK method (2.2) applied to
(2.3), after some rearranging of terms, reads:
(I− h âi,i L) Yi = yn + h
i−1∑
j=1
ai,j F (Yj) + hL
i−1∑
j=1
(âi,j − ai,j) Yj ,(2.4a)
yn+1 = yn + h
s∑
j=1
bj F (Yj) + hL
s∑
j=1
(
b̂j − bj
)
Yj .(2.4b)
Using the notation
γi,j = (âi,j − ai,j) , and gi =
(
b̂j − bj
)
in equation (2.4) leads to the standard form of a Linearly-Implicit Runge-Kutta-W
(LIRK-W) method:
(I− h γi,i L) Yi = yn + h
i−1∑
j=1
ai,j F (Yj) + hL
i−1∑
j=1
γi,j Yj ,(2.5a)
yn+1 = yn + h
s∑
j=1
bj F (Yj) + hL
s∑
j=1
gj Yj .(2.5b)
It is clear from equation (2.3) that the linear operator L can be arbitrary, since
collecting terms leads back to the original form of the initial value problem (1.1).
Additionally, (2.5) makes exclusive use of the entire right-hand-side vector F(y), there
is no splitting necessary. There are several benefits of this framework. First, the stiff
terms that are integrated implicitly are linear, so no solutions of nonlinear systems
are required. Next, LIRK-W methods will be designed to preserve accuracy for any
matrix L. The selected L is only used to ensure numerical stability; its structure
is arbitrary and can be chosen to ensure computational efficiency on the hardware
at hand. With this in mind, an ideal choice of the linear operator is one which
approximates the stiff dynamics of the system, L ≈ ∂g(t, y)/∂y, in order to improve
stability of the numerical integration, and where solutions of linear systems containing
L can be computed efficiently.
LIRK-W methods are similar to Rosenbrock-W schemes, in that they depend only
on linear solves and permit arbitrary matrices. However, as will be discussed more
thoroughly in section 2.5, there are several advantages to the LIRK-W framework.
2.3. Approximate Matrix Factorization. Approximate Matrix Factorization
(AMF) is often employed to speed up the solution of linear systems required when
computing stage vectors (2.2a) or (2.5a) of implicit methods:
(2.6) (I− hγi,iL) ki = di.
AMF splits the matrix L, usually the Jacobian of the right hand side vector in (1.1),
into a sum of parts
(2.7) L =
R∑
r=1
L{r},
3
and approximates the solution to (2.6) by replacing the matrix as follows:
(I− h γi,i L) ≈
(
I− h γi,i L˜
)
=
R∏
r=1
(
I− h γi,i L{r}
)
,
ki = (I− hγi,iL)−1 di ≈
R∏
r=1
(
I− h γi,i L{r}
)−1
di.
(2.8)
The solution of one large linear system with matrix L is replaced by solving in suc-
cession R small linear systems with matrices L{r}, potentially leading to considerable
computational savings.
The approximation (2.8) implicitly defines the matrix L˜ as
(2.9) L˜ = L +
R∑
k=2
(−hγi,i)k−1
∑
1≤i1<i2<···<ik≤R
Li1 Li2 . . .Lik .
For example, if L is the discrete two-dimensional Laplacian, then in (2.7) the parts
L{1} and L{2} can correspond to derivatives along the x1 and x2 directions respec-
tively. In this case the AMF approximation corresponds to the alternating directions
factorization [5, 11]
I− hγL˜ :=
(
I− hγL{1}
) (
I− hγL{2}
)
, L˜ = L− hγL{1}L{2}.
In this way it is possible to solve individually much simpler one-dimensional systems
corresponding to each individual Li. An alternating directions factorization is not the
only choice possible, but it does motivate many of our design decisions for LIRK-W
methods.
2.4. Alternative formulations of LIRK-W methods. We note from (2.9)
that the approximate matrix L˜(h) depends on the step size, i.e., depends on time.
The general form (2.5) making use of a time dependent, stage varying matrix L can
be interpreted in several ways. In the most straightforward variation, we can let there
be one Li per stage, and make use of these matrices everywhere that L appears in
(2.5), we will call this a type 1 LIRK-W method
Yi = yn + h
i−1∑
j=1
ai,j F (Yj) + h
i∑
j=1
γi,j Lj Yj ,(2.10a)
yn+1 = yn + h
s∑
i=1
bi F (Yi) + h
s∑
i=1
gi Li Yi,(2.10b)
with Li = L˜(tn + hγi,i).
Alternatively, we can attempt to interpret (2.5) to account for an AMF form of
L, where there exists two forms of L: equation (2.7), which has clear advantages for
a multiplication by L; and equation (2.8), which has clear advantages when used in
the inversion of the left hand side of equation (2.5a). A LIRK-W method of type 2
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exploits the natural features of an AMF form of L and has the general form
Yi = yn + h
i−1∑
j=1
ai,j F (Yj) + hL
i−1∑
j=1
γi,j Yj + hγi,iLiYi,(2.11a)
yn+1 = yn + h
s∑
j=1
bj F (Yj) + hL
s∑
j=1
gi Yj ,(2.11b)
where Li = L(tn + hγi,i).
More variations of (2.5) are possible, and different choices for constructing Li
may motivate alternatives to type 1 or type 2 LIRK-W schemes.
2.5. LIRK-W methods are not Rosenbrock-W methods. As was dis-
cussed briefly above, LIRK-W methods share many common traits with a Rosen-
brock, or Rosenbrock-W, approach. Primary among them is that LIRK-W methods
require only the solution of linear systems, and permit arbitrary matrices L. The
defining characteristic of LIRK-W schemes, in contrast to Rosenbrock-W methods,
is the allowance for the use of several different approximations in a single timestep.
Additionally, the arbitrary linear term, Li, may depend on time so that it is possible
to directly approximate (I− hγi,iLi)−1 without violating assumptions inherent in the
order condition framework.
One example of this, is the use of a GMRES like approximation to the linear
systems (I− hγi,iJ)x = bi. Early truncation of the GMRES procedure may lead to
loss of order for Rosenbrock-W schemes since each linear system is solved using a
different subspace, and is essentially the same as solving s systems with s different
left-hand-sides. It is possible to formulate a LIRK-W method for exactly this scenario,
one possible approach is:
Yi = yn + h
i−1∑
j=1
ai,j F (Yj) + hLi
i∑
j=1
γi,j Yj(2.12a)
yn+1 = yn + h
s∑
j=1
bj F (Yj) + hL
s∑
j=1
gi Yj ,(2.12b)
which we will refer to as type 3 LIRK-W method.
3. Order Conditions for Linearly-Implicit Runge-Kutta-W Methods.
We construct classical order conditions for the various types of LIRK-W methods by
matching the Taylor series expansion of the exact solution of equation (1.1) with the
Taylor series expansion of the numerical solutions. To do so we make use of Butcher
trees [7, section II.2], with suitable modifications to handle the particular aspects of
LIRK-W methods. These modifications lead to the new family of LW−trees, which
we discuss next.
3.1. LW-trees. These trees contain three different colored vertices: meagre ver-
tices are filled and represent an appearance of F (y) and its derivatives, fat vertices are
empty and represent an appearance of the linear term L, and finally square vertices
represent a differentiation in time of the fat node they terminate in. We refer to the
set of these trees as LWi-trees, where i denotes the type of LIRK-W method being
discussed.
For LIRK-W methods of all types, we make use of the standard notation that the
tree [τ1, . . . , τm]• is constructed by attaching the subtrees τ1, . . . , τm to a meagre node
5
as its root. Similarly, the [τ ]◦ is constructed by attaching the subtree τ to a fat node,
and new to this manuscript is the notation that [τ ]θp is constructed by attaching the
subtree τ to a fat node prepended by p square nodes. Figure 3.1 shows how trees can
be constructed from sub-trees.
j
k
j
k
j
k l
m n
τ1 τ2 [τ1, τ2]•
j j
k
l
m
τ1 [τ1]θ2
j
k
j
k
l
τ1 [τ1]◦
Fig. 3.1. Illustration of the recursive definition of LW -trees.
To derive the expansion of the numerical solution for type 1 and 2 methods we
make use of Faa` di Bruno’s formula [7, section II.2] to compute general high-order
derivatives of the initial value problem right-hand-side vector F (y)
(3.1) (F (Yj))
(q−1)
∣∣∣
h=0
=
∑
m>=1
∂mf
∂ym
(
Y
(µ1)
j , . . . , Y
(µm)
j
)
, µ1 + · · ·+ µm = q − 1.
3.2. Order conditions for LIRK-W methods of type 1. Here we derive
order conditions for LIRK-W methods of type 1 (2.10).
We can make use of the expansion (3.1) to construct derivatives of the type 1
LIRK-W scheme to arrive at the result that
(3.2a)
(Yi)
(q)
∣∣∣
h=0
= q
i−1∑
j=1
ai,j
∑
m≥1
∂mF
∂ym
(
Y
(µ1)
j , . . . , Y
(µm)
j
)
+q
i∑
j=1
γi,j
q−1∑
k=0
(
q − 1
k
)
γkj,j
(
dk
dtk
L
)
Y
(q−1−k)
j
(3.2b)
(yn+1)
(q)
∣∣∣
h=0
= q
s∑
i=1
bi
∑
m≥1
∂mF
∂ym
(
Y
(µ1)
i , . . . , Y
(µm)
i
)
+q
s∑
i=1
gi
q−1∑
k=0
(
q − 1
k
)
γki,i
(
dk
dtk
L
)
Y
(q−1−k)
i
Leading to the definition for the LW1 trees
LW1 =
 N3-trees: fat vertices are singly branched, andsquare vertices are singly branched
with square or fat children

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Figures 3.2 and 3.3, give the LW1-trees, τi, representing the elementary differen-
tials, f(τi), present in the Taylor expansion of the exact and numerical solutions, as
well as the coefficients of these terms, Φ1(τi) and P (τi) respectively.
i 1 2 3 4 5
τi
j j j
k
j
k
j
k
f(τi) f
J LJKy
K fJKf
K fJKLKLy
L LJKf
K
Φ1(τi) bj gj bjaj,k bjγj,k gjaj,k
Φ2(τi) bj gj bjaj,k bjγj,k gjaj,k
Φ3(τi) bj gj bjaj,k bjγj,k gjaj,k
P (τi) 1 0 1/2 0 0
i 6 7 8 9 10
τi
j
k
j
k
j
k l
j
k l
j
k l
f(τi) LJKLKLy
L L′JKy
K fJKLf
KfL fJKLLKMy
MfL fJKLLKMy
MLLNy
N
Φ1(τi) gjγj,k gkγk,k bjaj,kaj,l bjγj,kaj,l bjγj,kγj,l
Φ2(τi) gjγj,k N/A bjaj,kaj,l bjγj,kaj,l bjγj,kγj,l
Φ3(τi) gjγj,k N/A bjaj,kaj,l bjγj,kaj,l bjγj,kγj,l
P (τi) 0 0 1/3 0 0
i 11 12 13 14 15
τi
j
k
l
j
k
l
j
k
l
j
k
l
j
k
l
f(τi) f
J
Kf
K
L f
L fJKf
K
L LLMy
M fJKLKLLLMy
M fJKLKLf
L LJKLKLf
L
Φ1(τi) bjaj,kak,l bjaj,kγk,l bjγj,kγk,l bjγj,kak,l gjγj,kak,l
Φ2(τi) bjaj,kak,l bjaj,kγk,l bjγj,kγk,l bjγj,kak,l gjγj,kak,l
Φ3(τi) bjaj,kak,l bjaj,kγk,l bjγj,kγk,l bjγj,kak,l gjγj,kak,l
P (τi) 1/6 0 0 0 0
Fig. 3.2. Trees and order conditions for LIRK-W methods up to order three.
The recursive formulas in equation (3.3) map the visual representation of a given
LW1-tree to the left hand side of the order condition, Φj(τ), corresponding to that
7
i 16 17 18 19
τi
j
k
l
j
k
l
j
k
l
j
k
l
f(τi) LJKf
K
L f
L LJKf
K
L LLMy
M LJKLKLLLMy
M L′′JMy
M
Φ1(τi) gjaj,kak,l gjaj,kγk,l gjγj,kγk,l glγl,lγl,l
Φ2(τi) gjaj,kak,l gjaj,kγk,l gjγj,kγk,l N/A
Φ3(τi) gjaj,kak,l gjaj,kγk,l gjγj,kγk,l N/A
P (τi) 0 0 0 0
i 20 21 22 23
τi
j
k
l
j
k
l
j
k
l
j
k
l
f(τi) LJKL
′
KMy
M L′JLLLMy
M L′JLf
L fJKL
′
KMy
M
Φ1(τi) gjγj,lγl,l gkγk,kγk,l gkγk,kak,l bjγj,lγl,l
Φ2(τi) gjγj,jγj,j N/A N/A bjγj,jγj,j
Φ3(τi) gjγj,jγj,l N/A N/A bjγj,jγj,l
P (τi) 0 0 0 0
Fig. 3.3. Trees and order conditions for LIRK-W methods up to order three (Continued).
tree.
Φ1j (τ) =

bjΦ¯
1
j (τ1) · · · Φ¯1j (τm) if τ = [τ1, . . . , τm]• ,
gjΦ¯
1
j (τ1) if τ = [τ1]◦ ,
gjγ
p
j,jΦ¯
1
j (τ1) if τ = [τ1]θp ,
bj if τ = [ ]• ,
gj if τ = [ ]◦ ,
(3.3a)
Φ¯1j (τ) =

aj,kΦ¯
1
k(τ1) · · · Φ¯1k(τm) if τ = [τ1, . . . , τm]• ,
γj,kΦ¯
1
k(τ1) if τ = [τ1]◦ ,
γj,kγ
p
k,kΦ¯
1
j (τ1) if τ = [τ1]θp ,
aj,k if τ = [ ]• ,
γj,k if τ = [ ]◦ ,
(3.3b)
(3.3c)
Similarly, the recursive formula in equation (3.4) maps the visual representation of an
LW1-tree to its corresponding elementary differential in the Taylor series expansion
8
of the numerical solution computed using a LIRK-W scheme (2.10).
(3.4)
F J(τ)(y) =

∑
K1,...,Km
fJK1,...,KM (y) ·
(
FK1(τ1) · · ·FKm(τm)
)
(y) if τ = [τ1, . . . , τm]•∑
K
LJKF
K(τ1)(y) if τ = [τ1]◦∑
K
(
dp
dtpLJK
)
FK(τ1)(y) if τ = [τ1]θp∑
K
LJKy
K if τ = []◦∑
K
(
dp
dtpLJK
)
yK if τ = []θp
Remark 1. We note that the Taylor series expansion of the exact solution will
be comprised of only terms containing the function F (t, y) and its derivatives, and so
these terms will be represented by trees containing only meagre nodes. Alternatively,
the Taylor series expansion of the numerical solution will be comprised of terms con-
taining the function F (t, y) and its derivatives, as well as terms containing L and its
derivatives. For this reason, the order conditions corresponding to trees containing
fat and square nodes will be set to zero, to eliminate any contribution of these terms
to the error of the LIRK-W method.
Theorem 3.1 (Order conditions for LIRK-W methods of type 1). A LIRK-W
method of type 1 has order p iff the following order conditions hold:∑
j
Φ1j (τ) =
1
γ(τ)
∀ τ ∈ T with ρ(τ) ≤ p ,(3.5)
∑
j
Φ1j (τ) = 0 ∀ τ ∈ LW1\T with ρ(τ) ≤ p .(3.6)
Here ρ(t) is the number of vertices of the tree t, and γ(t) is the “product of ρ(t) and
all orders of the trees which appear, if the roots, one after another, are removed from
t” [7, Section II.2].
Proof. The proof follows from our discussion, equation (3.2) and the order condi-
tions of Rosenbrock-W methods [8, Section IV.7].
3.3. Order conditions for LIRK-W methods of type 2. Here we derive
order conditions for LIRK-W methods of type 2 (2.11).
We once again make use of the expansion (3.1) to construct derivatives of the
type 2 LIRK-W scheme to arrive at the result that
(3.7a) (Yi)
(q)
∣∣∣
h=0
= q
i−1∑
j=1
ai,j
∑
m>=1
∂mf
∂ym
(
Y
(µ1)
j , . . . , Y
(µm)
j
)
+ qL
s∑
j=1
(Yj)
(q−1)
+ q
q−1∑
k=0
(
q − 1
k
)
γk+1i,i
(
dk
dtk
L
)
(Yi)
(q−1−k)
(3.7b) (yn+1)
(q)
∣∣∣
h=0
= q
s∑
j=1
bj
∑
m>=1
∂mf
∂ym
(
Y
(µ1)
j , . . . , Y
(µm)
j
)
+ qL
s∑
j=1
gj (Yj)
(q−1)
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Leading to the definition of LW2-trees
LW2 =

N3-trees: fat vertices are singly branched, and
no tree has a square root, and
square vertices are singly branched
with square or fat children.

Figures 3.2 and 3.3, give the LW2-trees, τi, representing the elementary differen-
tials, f(τi), present in the Taylor expansion of the exact and numerical solutions, as
well as the coefficients of these terms, Φ2(τi) and P (τi) respectively.
Remark 2. LW2-trees are a subset of LW1-trees, and so figures 3.2 and 3.3
contains trees which are not present in an expansion of the numerical solution of a
LIRK-W method of type 2. These trees can be identified by the presence of a square
root, and the corresponding entry for Φ2(τi) being listed as “N/A”. In addition, Φ
1(τi)
and Φ2(τi) are identical, except in the case where τi contains a square node.
The recursive formulas in equation (3.8) map the visual representation of a given
LW -tree to the left hand side of the order condition, Φj(τ), corresponding to that
tree.
Φ2j (τ) =

bjΦ¯
2
j (τ1) · · · Φ¯2j (τm) if τ = [τ1, . . . , τm]• ,
gjΦ¯
2
j (τ1) if τ = [τ1]◦ ,
bj if τ = [ ]• ,
gj if τ = [ ]◦ ,
(3.8a)
Φ¯2j (τ) =

aj,kΦ¯
2
k(τ1) · · · Φ¯2k(τm) if τ = [τ1, . . . , τm]• ,
γj,kΦ¯
2
k(τ1) if τ = [τ1]◦ ,
γp+1jj Φ¯
2
j (τ1) if τ = [τ1]θp ,
aj,k if τ = [ ]• ,
γj,k if τ = [ ]◦ ,
(3.8b)
LW1 and LW2 map from trees to elementary differentials in the same way, so that
once again equation (3.4) maps the visual representation of an LW2-tree to its cor-
responding elementary differential in the Taylor series expansion of the numerical
solution using the LIRK-W scheme of type 2 in equation (2.11).
Making use of the same logic as for LIRK-W methods of type-1 we have that for
LIRK-W methods of type 2
Theorem 3.2 (Order conditions for LIRK-W methods of type 2). A LIRK-W
method of type 1 has order p iff the following order conditions hold:
∑
j
Φ2j (τ) =
1
γ(τ)
∀ τ ∈ T with ρ(τ) ≤ p ,(3.9a)
∑
j
Φ2j (τ) = 0 ∀ τ ∈ LW2\T with ρ(τ) ≤ p .(3.9b)
Here ρ(t) is the number of vertices of the tree t, and γ(t) is the “product of ρ(t) and
all orders of the trees which appear, if the roots, one after another, are removed from
t” [7, Section II.2].
Proof. The proof follows from our discussion, equation (3.7) and the order condi-
tions of Rosenbrock-W methods [8, Section IV.7].
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3.4. Order conditions for LIRK-W methods of type 3. Here we derive
order conditions for LIRK-W methods of type 3 (2.12). Making use of the expansion
(3.1) we see that
(3.10a)
(Yi)
(q)
∣∣∣
h=0
= q
i−1∑
j=1
ai,j
∑
m≥1
∂mF
∂ym
(
Y
(µ1)
j , . . . , Y
(µm)
j
)
+q
i∑
j=1
γi,j
q−1∑
k=0
(
q − 1
k
)
γki,i
(
dk
dtk
L
)
Y
(q−1−k)
j
(3.10b) (yn+1)
(q)
∣∣∣
h=0
= q
s∑
j=1
bj
∑
m>=1
∂mf
∂ym
(
Y
(µ1)
j , . . . , Y
(µm)
j
)
+ qL
s∑
j=1
gj (Yj)
(q−1)
Figures 3.2 and 3.3, give the LW3-trees, τi, representing the elementary differ-
entials, f(τi), present in the Taylor expansion of the exact and numerical solutions,
as well as the coefficients of these terms, Φ3(τi) and P (τi) respectively. The LW3-
trees are defined exactly as the LW2-trees with only Φ
3(τ) differing from its type 2
counterpart. The recursive definition of Φ3(τi) is given by (3.11).
Φ3j (τ) =

bjΦ¯
3
j (τ1) · · · Φ¯3j (τm) if τ = [τ1, . . . , τm]• ,
gjΦ¯
3
j (τ1) if τ = [τ1]◦ ,
bj if τ = [ ]• ,
gj if τ = [ ]◦ ,
(3.11a)
Φ¯2j (τ) =

aj,kΦ¯
3
k(τ1) · · · Φ¯3k(τm) if τ = [τ1, . . . , τm]• ,
γj,kΦ¯
3
k(τ1) if τ = [τ1]◦ ,
γpjjγjkΦ¯
3
k(τ1) if τ = [τ1]θp ,
aj,k if τ = [ ]• ,
γj,k if τ = [ ]◦ ,
(3.11b)
Similar to the reasoning for type 1 and 2 methods the order conditions for type
3 methods can be summarized by the following theorem.
Theorem 3.3 (Order conditions for LIRK-W methods of type 3). A LIRK-W
method of type 1 has order p iff the following order conditions hold:∑
j
Φ3j (τ) =
1
γ(τ)
∀ τ ∈ T with ρ(τ) ≤ p ,(3.12a)
∑
j
Φ3j (τ) = 0 ∀ τ ∈ LW3\T with ρ(τ) ≤ p .(3.12b)
Here ρ(t) is the number of vertices of the tree t, and γ(t) is the “product of ρ(t) and
all orders of the trees which appear, if the roots, one after another, are removed from
t” [7, Section II.2].
Proof. The proof follows from our discussion, equation (3.10) and the order
conditions of Rosenbrock-W methods [8, Section IV.7].
4. Linear stability of LIRK-W methods. To examine the linear stability of
the proposed method we solve the linear test problem
(4.1)
dy
dt
= Ly + (J− L) y , t0 ≤ t ≤ tF , y(t0) = yn ; y(t) ∈ RN J, L ∈ RN×N .
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and apply the method (2.4) in compact form
Y = 1⊗ yn +
[
A⊗ (hJ− hL(h)) + Â⊗ hL(h)
]
Y,(4.2a)
yn+1 = yn +
[
bT ⊗ (hJ− hL(h)) + b̂T ⊗ hL(h)
]
Y,(4.2b)
where
A =
 a1,1 . . . a1,s... . . . ...
as,1 . . . as,s
 , Â =
 â1,1 . . . â1,s... . . . ...
âs,1 . . . âs,s
 , b =
 b1...
bs
 , b̂ =
 b̂1...
b̂s

and
Y =
[
Y T1 . . . Y
T
s
]T
.
4.1. Type 1 methods. Application of a type 1 method (2.10) to (4.1) gives:
Yi = yn + h
i−1∑
j=1
ai,j (J− Lj)Yj + h
i∑
j=1
âi,j Lj Yj ,
yn+1 = yn + h
s∑
i=1
bi (J− Li)Yi + h
s∑
i=1
b̂i Li Yi.
In compact notation we have:
Y = 1⊗ yn +
[
(A⊗ IN ) blkdiag
i=1,...,s
(hJ− hLi) + (Â⊗ IN ) blkdiag
i=1,...,s
(hLi)
]
Y,
yn+1 = yn +
[
(bT ⊗ IN ) blkdiag
i=1,...,s
(hJ− hLi) + (b̂T ⊗ IN ) blkdiag
i=1,...,s
(hLi)
]
Y.
Solving for yn+1 in terms of yn leads to the transfer matrix:
yn+1 = R(hJ, hL1, . . . , hLs) yn,
R(hJ, hL1, . . . , hLs) = I +
[
(bT ⊗ IN ) blkdiag
i=1,...,s
(hJ− hLi) + (b̂T ⊗ IN ) blkdiag
i=1,...,s
(hLi)
]
·[
I− (A⊗ IN ) blkdiag
i=1,...,s
(hJ− hLi)− (Â⊗ IN ) blkdiag
i=1,...,s
(hLi)
]−1
(1⊗ I).
For a stiffly accurate method with
(4.3) bT = eTs A and b̂
T = eTs Â,
standard calculations give:
R(hJ, hL1, . . . , hLs) = (e
T
s ⊗ I) ·
[
I− (A⊗ IN ) blkdiag
i=1,...,s
(hJ− hLi)− (Â⊗ IN ) blkdiag
i=1,...,s
(hLi)
]−1
(1⊗ I).
This matrix goes to zero for stiff linear parts:
‖hLi‖ → ∞, i = 1, . . . , s ⇒ R(hJ, hL1, . . . , hLs)→ 0.
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4.2. Type 2 methods. Application of a type 2 method (2.11) to (4.1) gives:
Yi = yn + h
i−1∑
j=1
ai,j F (Yj) + hL
i−1∑
j=1
γi,j Yj + hγi,iLiYi,
yn+1 = yn + h
s∑
i=1
bi F (Yi) + hL
s∑
i=1
gi Yi.
In compact form:
Y = 1⊗ yn +
[
A⊗ (hJ− hL) + Â⊗ hL + blkdiag
i=1,...,s
(
γi,i(hLi − hL)
)]
Y,
yn+1 = yn +
[
bT ⊗ (hJ− hL) + b̂T ⊗ hL
]
Y,
where blkdiag denotes a block-diagonal matrix with the blocks given by its arguments;
the block indices should be clear from the context. The transfer matrix reads:
R(hJ, hL1, . . . , hLs) = I +
[
(bT ⊗ IN )
(
Is ⊗ (hJ− hL)
)
+ (b̂T ⊗ IN )
(
Is ⊗ hL
)] ·[
I− (A⊗ IN )
(
Is ⊗ (hJ− hL)
)− (Â⊗ IN ) (Is ⊗ hL)
−blkdiag
i=1,...,s
(
γi,i(hLi − hL)
)]−1
(1⊗ I).
For a stiffly accurate method (4.3) standard calculations give:
R(hJ, hL1, . . . , hLs) = (e
T
s ⊗ I) ·
[
I− blkdiag
i=1,...,s
(
γi,i(hLi − hL)
)]
·
[
I− (A⊗ IN )
(
Is ⊗ (hJ− hL)
)− (Â⊗ IN ) (Is ⊗ hL)
− blkdiag
i=1,...,s
(
γi,i(hLi − hL)
)]−1
(1⊗ I)
= (eTs ⊗ I) ·
[
I− blkdiag
i=1,...,s
(
γi,i(hLi − hL)
)]
·
[
I−A⊗ (hJ)− tril(Γ)⊗ (hL)− blkdiag
i=1,...,s
(
γi,i(hLi − hL)
)]−1
(1⊗ I)
= (eTs ⊗ I) ·
·
[
I−
(
A⊗ (hJ) + tril(Γ)⊗ (hL)
) [
I− blkdiag
i=1,...,s
i
(
γi,i(hLi − hL)
)]−1]−1
(1⊗ I),
where we denote
tril(Γ) = Γ− diag
1=1,...,s
(
γi,i
)
.
The stability matrix goes to zero when Li ≈ L in the sense that the difference
increases slower than the matrices with increasing stiffness:
‖hL‖
‖hL− hLi‖ → ∞, i = 1, . . . , s ⇒ R(hJ, hL1, . . . , hLs)→ 0.
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or
‖hJ‖
‖hL− hLi‖ → ∞, i = 1, . . . , s ⇒ R(hJ, hL1, . . . , hLs)→ 0.
Alternatively, the stability matrix goes to one when the time dependent linear
term h Li grows more quickly than either hJ or h L with increasing stiffness, so that
‖hL‖+ ‖hJ‖
‖hLi‖ → 0, i = 1, . . . , s ⇒ R(hJ, hL1, . . . , hLs)→ 1.
From this it is clear that the stability of the method is dependent on the choice of
both L and Li.
5. Construction of Practical LIRK-W Methods.
5.1. A third-order LIRK-W method of type 1. For stability considerations
we seek methods which are stiffly accurate (4.3), i.e.,
(5.1) bi = as,i and b̂i = âs,i for i = 1, . . . , s.
Moreover we wish to make use of an approximate matrix factorization, specifically
the alternating directions approximation. Our choice of general form (2.10) and the
structure of L˜i in equation (2.9) naturally leads to the choice that
(5.2) âi,i =
i−1∑
j=1
ai,j .
Finally, for convenience we require that
(5.3)
i−1∑
j=1
ai,j =
i∑
j=1
âi,j
The requirements imposed by (5.1), (5.2), and (5.3) taken together imply that a
method with general form (2.5) must have the additional following properties:
(5.4)
i∑
j=1
γi,j = 0, γi,i =
i−1∑
j=1
ai,j ,
i−1∑
j=1
γi,j = −γi,i,
s∑
i=1
gi = 0, gi = γs,i.
Interestingly, the first of these conditions, implied by (5.3), automatically satisfies all
order conditions coming from trees in figures 3.2 and 3.3 which end in a fat node
not directly preceded by a square node. Additionally, the simplifications in equations
(5.1), (5.2), (5.3), and (5.4) means that several order conditions reduce to the same
as those coming from other trees, so that:
Φ(τ5) = Φ(τ7), Φ(τ14) = Φ(τ23), Φ(τ15) = Φ(τ20), Φ(τ22) = Φ(τ19).
In this way number of order conditions required to construct such a method of
order three reduces from the original twenty-three to a much more reasonable nine.
Figure 5.1 shows these trees and the order conditions associated with them.
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a =

0
0.520300000000000 0
0.026500000000000 0.938000000000000 0
0.122175553766880 0.105600000000000 0.018300000000000 0
−0.033950868284890 0.218016324016351 0.258600000000000 0.557334544268539 0

γ =

0
−0.520300000000000 0.520300000000000
0.911500000000000 −1.876000000000000 0.964500000000000
−0.401069249711528 0.663393695944647 −0.508400000000000 0.246075553766880
−0.155925222099085 −0.084089256959580 −1.070724285228281 0.310738764286946 1

b =
[−0.033950868284890 0.218016324016351 0.258600000000000 0.557334544268539 0]
g =
[−0.155925222099085 −0.084089256959580 −1.070724285228281 0.310738764286946 1]
Table 5.1
Method coefficients for a third order LIRK-W method of type 1.
These conditions, with significant simplification coming from equations (5.1),
(5.2), (5.3), and (5.4) as well as some algebraic manipulation are given for a five-
stage method as:
a5,1 + a5,2 + a5,3 + a5,4 = 1(5.5a)
a5,2a2 + a5,3a3 + a5,4a4 =
1
2
(5.5b)
γ5,2a2 + γ5,3a3 + γ5,4a4 = −1(5.5c)
a5,2a
2
2 + a5,3a
2
3 + a5,4a
2
4 =
1
3
(5.5d)
a5,3a3,2a2 + a5,4a4,3a3 + a5,4a4,2a2 =
1
6
(5.5e)
a5,3γ3,2a2 + a5,4γ4,3a3 + a5,4γ4,2a2 = −1
3
(5.5f)
γ5,3γ3,2a2 + γ5,4γ4,3a3 + γ5,4γ4,2a2 = 1(5.5g)
γ5,3a3,2a2 + γ5,4a4,3a3 + γ5,4a4,2a2 = −1
2
(5.5h)
γ5,2a
2
2 + γ5,3a
2
3 + γ5,4a
2
4 = −1(5.5i)
Table 5.1 gives the coefficients for a type 1 LIRK-W method of third order.
5.2. Third-order LIRK-W methods of type 2. For stability considersations
we again seek a method which is stiffly accurate, and so satisfies (5.1), as well as the
condition that (5.3) to reduce the number of required order conditions. Due to the
difference in general forms we no longer impose the condition (5.2), which provides
the freedom to impose the condition that
(5.6) γi,i =
{
0 for i = 1
γ for i = 2, . . . , s
15
τ1
j fJ
∑
bj = 1
τ3 j
k
fJKf
K
∑
bjaj,k = 1/2
τ5 j
k
LJKf
K
∑
gjaj,k = 0
τ8 j
k l
fJKLf
KfL
∑
bjaj,kaj,l = 1/3
τ11
j
k
l
fJKf
K
L f
L
∑
bjaj,kak,l = 1/6
τ14
j
k
l
fJKLKLf
L
∑
bjγj,kak,l = 0
τ15
j
k
l
LJKLKLf
L
∑
gjγj,kak,l = 0
τ16
j
k
l
LJKf
K
L f
L
∑
gjaj,kak,l = 0
τ22
j
k
l
LJKL
′
KLy
L
∑
gjγ
2
j,j = 0
Fig. 5.1. Butcher trees and LIRK-W conditions up to order three for a type 1 method.
Taking requirements imposed by (5.1), (5.3), and (5.6) taken together imply that
a method with general form (2.11) must have the additional following properties:
(5.7)
i∑
j=1
γi,j = 0,
i−1∑
j=1
γi,j = −γi,i,
s∑
i=1
gi = 0, gi = γs,i.
Once again the first of these conditions, implied by (5.3), automatically satisfies all
order conditions coming from trees in figures 3.2 and 3.3 which end in a fat node
not directly preceded by a square node. In this way the number of required order
conditions required to construct such a method of order three reduces from the original
nineteen to a much more reasonable ten. Figure 5.2 shows these trees and the order
conditions associated with them.
Examining the order conditions coming from the first and last two trees of figure
5.2 leads to the additional strategic choice that
(5.8) a5,1 = 1, γ5,1 = 0
so that the order conditions coming from τ18 and τ19 are automatically satisfied.
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τ1
j fJ
∑
bj = 1
τ3 j
k
fJKf
K
∑
bjaj,k = 1/2
τ5 j
k
LJKf
K
∑
gjaj,k = 0
τ8 j
k l
fJKLf
KfL
∑
bjaj,kaj,l = 1/3
τ11
j
k
l
fJKf
K
L f
L
∑
bjaj,kak,l = 1/6
τ14
j
k
l
fJKLKLf
L
∑
bjγj,kak,l = 0
τ15
j
k
l
LJKLKLf
L
∑
gjγj,kak,l = 0
τ16
j
k
l
LJKf
K
L f
L
∑
gjaj,kak,l = 0
τ18
j
k
l
LJKL
′
KLy
L gjγ
2
j,j = 0
τ19
j
k
l
fJKL
′
KLy
L bjγ
2
j,j = 0
Fig. 5.2. Butcher trees and LIRK-W conditions up to order three for a type 2 method.
These conditions, with significant simplification coming from equations (5.1),
(5.3), (5.7), and (5.8) as well as some algebraic manipulation are given for a five-
stage method as:
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a =

0
1
6 0
1
3 − 9γ+2γ5,43(5γ+2γ5,4)
9γ+2γ5,4
3(5γ+2γ5,4)
0
1
2 − 23 (3a4,3 − 1)− a4,3 23 (3a4,3 − 1) a4,3 0
1 − 32 0 32 0

γ =

0
−γ γ
2(3γ2+γγ5,4)
5γ+2γ5,4
− γ − 2(3γ
2+γγ5,4)
5γ+2γ5,4
γ
2(γ + γ4,3)− γ − γ4,3 −2(γ + γ4,3) γ4,3 γ
0 4γ + γ5,4 −5γ − 2γ5,4, γ5,4 γ

bi =
[
1 − 32 0 32 0
]
gi =
[
0 4γ + γ5,4 −5γ − 2γ5,4, γ5,4 γ
]
Table 5.2
Method coefficients for a third order LIRK-W method of type 2.
a5,2 + a5,3 + a5,4 = 0(5.9a)
γ5,2 + γ5,3 + γ5,4 = −γ(5.9b)
a5,2a2 + a5,3a3 + a5,4a4 =
1
2
(5.9c)
γ5,2a2 + γ5,3a3 + γ5,4a4 = −γ(5.9d)
a5,2a
2
2 + a5,3a
2
3 + a5,4a
2
4 =
1
3
(5.9e)
a5,3a3,2a2 + a5,4a4,2a2 + a5,4a4,3a3 =
1
6
(5.9f)
a5,3γ3,2a2 + a5,4γ4,2a2 + a5,4γ4,3a3 = −1
2
γ(5.9g)
γ5,3γ3,2a2 + γ5,4γ4,2a2 + γ5,4γ4,3a3 = γ
2(5.9h)
γ5,3a3,2a2 + γ5,4a4,2a2 + γ5,4a4,3a3 = −1
2
γ(5.9i)
6. Numerical Experiments. We show here the convergence of both type 1 and
type 2 LIRK-W schemes when applied to the shallow water equations on a sphere.
The shallow water equations in spherical coordinates are
∂u
∂t
+
1
a cos θ
(
u
∂u
∂λ
+ v cos θ
∂u
∂θ
)
−
(
f +
u tan θ
a
)
a+
g
a cos θ
∂h
∂λ
= 0(6.1a)
∂v
∂t
+
1
a cos θ
(
u
∂v
∂λ
+ v cos θ
∂v
∂θ
)
+
(
f +
u tan θ
a
)
u+
g
a
∂h
∂θ
= 0(6.1b)
∂h
∂t
+
1
a cos θ
(
∂(hu)
∂λ
+
∂(hv cos θ)
∂θ
)
= 0.(6.1c)
Where f = 2Ω sin θ, h is the height of the atmosphere, u is the zonal wind component,
v is the meridional wind component, θ and λ are the latitudinal and longitudinal di-
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rections, a is the radius of the earth, Ω is the rotational velocity of the earth, and g
is the gravitational constant. The space discretization is performed using the unstag-
gered Turkel-Zwas scheme [10, 9], with 72 nodes in the longitudinal direction and 36
nodes in the latitudinal direction. Figure 6.1 confirms the third order convergence of
type 1 and type 2 LIRK-W schemes applied to the spherical shallow water equations,
when L = J.
101 102 103
10−8
10−6
10−4
10−2
100
dt
Er
ro
r
 
 
Type 1, 3.49
Type 2, 2.98
Fig. 6.1. Convergence diagram for LIRK-W methods applied to spherical shallow water equations.
The numerical exploration of these schemes is ongoing, and work is currently
being done to apply these methods to large computational fluid dynamics models.
This exploration will include the application of several different formulations of the
time dependent, and stage varying linear term Liy.
7. Conclusions. We have presented a new class of time-integration schemes,
which permit an arbitrary, time dependent, and stage varying linear approximation
of the stiff system dynamics, called Linearly-Implicit Runge-Kutta-W methods. These
schemes maintain high-order when making use of an approximate matrix factorization,
and can be reformulated to permit other time dependent approximations. Future work
that explores new formulations of the method and order conditions to permit new, or
different, approximations may lead to more efficient integrators.
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