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Abstract—Software-defined Networks (SDN), in particular
OpenFlow, is a new networking paradigm enabling innovation
through network programmability. Over past few years, many
applications have been built using SDN such as server load
balancing, virtual-machine migration, traffic engineering and
access control. In this paper, we focus on using SDN for energy-
aware routing (EAR). Since traffic load has a small influence
on power consumption of routers, EAR allows to put unused
links into sleep mode to save energy. SDN can collect traffic
matrix and then computes routing solutions satisfying QoS while
being minimal in energy consumption. However, prior works
on EAR have assumed that the table of OpenFlow switch can
hold an infinite number of rules. In practice, this assumption
does not hold since the flow table is implemented with Ternary
Content Addressable Memory (TCAM) which is expensive and
power-hungry. In this paper, we propose an optimization method
to minimize energy consumption for a backbone network while
respecting capacity constraints on links and rule space constraints
on routers. In details, we present an exact formulation using
Integer Linear Program (ILP) and introduce efficient greedy
heuristic algorithm. Based on simulations, we show that using
this smart rule space allocation, it is possible to save almost as
much power consumption as the classical EAR approach.
I. INTRODUCTION
Recent studies have shown that ICT is responsible for 2%
to 10% of the worldwide power consumption [6]. As estima-
tion, energy requirement for European telecommunication can
reach 35.8 TWh in 2020 [3]. Backbone ISP networks currently
consume around 10% of the total network power requirements
and it can increase to 40% by 2017 [15]. Therefore the green
networking has been attracting a growing attention during the
last years (see the survey [2]). While the traffic load has a
marginal influence, the power consumption is mainly due to
active elements on IP routers such as ports, line cards, base
chassis, etc. [16]. Based on this observation, the energy-aware
routing (EAR) approach aims at minimizing the number of
used network elements while all the traffic demands are routed
without any overloaded links [6][10]. In fact, turning off entire
routers can earn significant energy savings. However, it is very
difficult from a practical point of view as it takes time for
turning on/off and also reduces life cycle of devices. Therefore,
as in prior work [5][9], we assume to turn off (or put into sleep
mode) only links to save energy.
Software-defined networking (SDN) in general, and Open-
Flow in particular [17], has been attracting a growing attention
in the networking research community in recent years. In
traditional networks, network devices such as routers and
switches act as “closed” systems. They work as “black boxes”
with applications implemented on them. Users can only con-
trol them via limited and vendor-specific control interfaces.
Moreover, since the data plane (forwarding function) and
control plane are integrated, it is difficult for current network
infrastructure to evolve (e.g. to deploy new network protocols).
SDN is a new networking paradigm that decouples the control
plane from the data plane. It provides a flexibility to develop
and test new network protocols and policies in real networks.
Over past few years, many applications have been built using
the OpenFlow API [17].
In this paper, we focus on one application of the OpenFlow,
that is to use OpenFlow to minimize power consumption for an
Internet Service Provider (ISP). As shown in literature, many
existing works have used OpenFlow as a traffic engineering
approach to deploy EAR in a network [11][24]. In these works,
the flow table of each switch is assumed to hold an infinite
number of rules. In practice, however, this assumption does
not hold, and rule space becomes a significant bottleneck
for large-scale SDN networks. It is because the flow table
is implemented using Ternary Content Addressable Memory
(TCAM) which is expensive and power hungry. Therefore,
commodity switches typically support just from few hundreds
to few thousands of entries [13][14][22]. Taking this limitation
into account, we show that the rule space constraints are very
important in EAR. An inefficient rule allocation can lead to an
unexpected routing solution, causing network congestion and
affecting QoS. In summary, we make the following contribu-
tions:
• To our best knowledge, this is the first work that de-
fines and formulates the optimizing rule space problem
in OpenFlow for EAR using ILP.
• As EAR is known to be NP-hard [8], we propose
heuristic algorithm that is effective for large network
topologies. By simulations, we show that the heuristic
algorithm achieves close-to-optimal solutions obtained
by the ILP.
• Using real-life data traffic traces from SNDlib [20], we
quantify energy savings achieved by our approaches.
Moreover, we also present other QoS aspects such as
routing length of EAR solutions.
The rest of this paper is structured as follows. We sum-
marize related work in Section II. We present the ILP and
heuristic algorithm in Section III. Simulation results are shown





























(c) EAR - limited rule space
Fig. 1: Example of EAR with and without rule space constraints
II. RELATED WORK
A. Limited Rule Space in OpenFlow Switches
To support a vast range of network applications, OpenFlow
rules are more complex than forwarding rules in traditional
IP routers. For instance, access-control requires matching on
source - destination IP addresses, port numbers and proto-
col [4] whereas a load balancer may match only on source
and destination IP prefixes [23]. These complicated matching
can be well supported using TCAM since all rules can be read
in parallel to identify the matching entries for each packet.
However, as TCAM is expensive and extremely power-hungry,
the on-chip TCAM size is typically limited. Many existing
works in literature have tried to address this limited rule
space problem. For instance, starting with OpenFlow v1.1 and
beyond, rather than having one flow table, there is a pipeline
made up of multiple flow tables. While this proposal can
handle a large number of rules, it does add complexity to the
standard [1]. The authors in [18] have proposed algorithms
to reduce the number of rules needed to realize policies on
a single switch. To the best of our knowledge, the closest
papers to our work are [13] and [14]. These works present
efficient heuristic rule-placement algorithms that distribute
forwarding policies while managing rule-space constraints at
each switch. However, they do not rely on the exact meaning
of the rules and the rules should not determine the routing
of the packet (e.g. access control rules) [14]. Therefore, these
techniques cannot directly solve the rule-placement problem in
EAR. In this work, we focus on EAR with OpenFlow where
rules explicitly determine routing of traffic flows. Besides an
exact formulation ILP, we also propose an efficient heuristic
algorithm for large networks.
B. Energy Savings with OpenFlow
Starting from the pioneering work of Gupta [10], the idea
of power proportionality has gained a growing attention in
networking research area [2][6]. Since power consumption
of router is independent from traffic load, people suggested
putting network components to sleep in order to save energy.
OpenFlow is a promising method to implement EAR in a net-
work. Without setting entries manually, OpenFlow can collect
traffic matrix, performs routing calculation and then installs
new routing rules on routers. For instance, the authors in [11]
have implemented and analyzed ElasticTree on a prototype
testbed built with production OpenFlow switches. The idea is
to use OpenFlow to control traffic flows so that it minimizes
the number of used network elements to save energy. Similarly,
the authors in [24] have set up a small testbed using OpenFlow
switches to evaluate energy savings for their model. OpenFlow
switches have also been mentioned in existing work as an
example of the traffic engineering method to implement the
EAR idea [7]. However, as we can see, the testbed setups
with real OpenFlow switches are quite small. For instance,
in [11], 45 virtual switches onto two 144-port 5406 chassis
switches are used; or in [24], there is a testbed with 10 virtual
switches on a 48-port Pronto 3240 OpenFlow-enabled switch.
We argue that when deploying EAR in real network topologies,
much more real OpenFlow switches should be used and they
have to handle a large amount of traffic flows. In this situation,
limited rule space in switches becomes a serious problem since
we can not route traffic as expected. Therefore, we present in
next Section a novel optimization method to overcome the rule
placement problem of OpenFlow for EAR.
III. OPTIMIZING RULE PLACEMENT
Routing decision of an OpenFlow switch is based on flow
tables implemented with TCAM. Each entry in the flow table
defines a matching rule and is associated with an action. Upon
receiving a packet, a switch identifies the highest-priority rule
with a matching predicate, and performs the corresponding
action. A packet that matches no rule is processed using the
default rule, which has the lowest-priority. Depending on appli-
cations of OpenFlow, the default rule can be “drop packets” or
“forward packets to the controller” over the OpenFlow channel.
In this work, to avoid delay communication between routers
and the centralized controller, we consider that the default rule
is “forward packets to a default port” (without contacting the
controller), and each switch has exactly one default port [19].
TABLE I: Traffic demands and routing solutions
Traffic demand Volume
Routing solution Routing solution
(Fig. 1b) (Fig. 1c)
(0, 4) 1 0 - 2 - 4 0 - 1 - 3 - 4
(0, 5) 2 0 - 2 - 5 0 - 1 - 3 - 4 - 5
(0, 6) 2 0 - 2 - 5 - 6 0 - 2 - 5 - 6
(1, 4) 1 1 - 0 - 2 - 6 - 5 - 4 1 - 3 - 4
(1, 5) 3 1 - 0 - 2 - 4 - 5 1 - 0 - 2 - 5
(1, 6) 3 1 - 0 - 2 - 6 1 - 0 - 2 - 6
(2, 4) 1 2 - 4 2 - 0 - 1 - 3 - 4
(2, 5) 1 2 - 5 2 - 6 - 5



































Fig. 2: Routing table at router 2 for routing of Fig. 1b
We show in Fig. 1 how the limited rule space impacts
EAR solution. Assume that there are 9 traffic demands with
volumes as shown in Table I. The network topology and
capacity on links are shown in Fig. 1a. For ease of reading,
Table I also shows the routing of each traffic flow in Fig. 1b
and Fig. 1c. These routing solutions are found by using the ILP
in Section III.A. As the classical EAR approach, Fig. 1b shows
an optimal solution since it satisfies capacity constraints and
uses a minimum number of active links (7 links). It is noted
that, as the objective of EAR is to minimize the number of
used links, some traffic flows may be routed via long paths.
For instance, the flow (1, 4) is routed via 5 hops while its
shortest path is only 2 hops. One possible way to avoid this is
to have some constraints that limit the stretch of the path of
each flow.
Assume that the routing table of router contains rules which
are the mapping of [(src, dest) : port-to-foward]. As the routing
in Fig. 1b, the router 2 needs to forward 9 flows, hence a simple
routing table can be as Fig. 2a. However, we can reduce the
size of the routing table by using a default rule (Fig. 2b), or
combining default rule and wildcards (Fig. 2c). Note that the
rules [(0, 5): port-5] and [(0, 6): port-5] of Fig. 2b can not
be combined as [(0, *): port-5]. Indeed, in this case, the flow
(0, 4) will go to port-5 when it should go to port-4. In Fig. 2c,
as the rule (1, 5) has higher priority than the rule (1, *), the
flow (1, 5) is forwarded to port-4 while the flows (1, 4) and
(1, 6) are forwarded to port-6 with the rule (1, *). Assume
that we implement EAR on SDN network where each router
can install at most 4 rules. As a result, the router 2 can install
only 3 distinct rules and 1 default rule. However, as we have
shown, the minimum routing table contains 5 rules (Fig. 2c).
Therefore, in this situation, some flows need to be routed using
the default port. For instance, if the flow (2, 6) in Fig. 2c goes
to the default port-5, then the link (2, 5) will be overloaded. It
is also easy to check that, when the rule capacity is equal to 4
and with a set of active links as in Fig. 1b, it is not possible to
find a routing solution that satisfies both capacity constraints
on links and rule space constraints on routers. However, if we
consider the rule space constraints as inputs of the problem,
we can find a feasible solution as Fig. 1c. Actually, since we
add more constraints, the EAR with rule space is able to save
less energy with respect to the classical EAR. For instance,
there is only 1 inactive link in Fig. 1c while we can turn off
2 links and save more energy in Fig. 1b.
As we have shown in this example, the limited rule space
is very important in EAR. Inefficient rule placement can cause
unexpected routing solution, and hence result in network con-
gestion. To overcome this problem, we present in this section
a precise formulation (Integer Linear Program) and heuristic
approach for large networks. However, we note that the current
algorithms can find optimal solution of energy consumption (or
close-to-optimal if it is heuristic) if we consider the default rule
but not the wild-card. If the rule space is scarce, we can apply
the work of “compressing policy on a single switch” [18] as
a post-processing step to further reduce the routing table size.
A. Integer Linear Program
We consider a backbone network as an undirected graph
G = (V,E). The nodes in V describe routers and the edges
in E present connections between those routers. We denote by
Dst the demand of traffic flow from node s to node t such
that Dst ≥ 0, s, t ∈ V, s 6= t. We assume that the capacity of
links and the rule space at routers are constant. The objective
is to find a feasible routing for all traffic flows, respecting the
capacity and the rule space constraints and being minimal in
energy consumption.
We first define the following notations and then formulate
the problem as Integer Linear Program:
• D: a set of all traffic demands to be routed.
• Dst ∈ D: demand of the traffic flow from s to t.
• Cuv: capacity of a link (u, v).
• µ ∈ (0, 1]: maximum link utilization that can be
tolerated. It is normally set to a small value, e.g.
µ = 0.5.
• Cu: maximum number of rules can be installed at
router u.
• N(u): the set of neighbors of u in the graph G.
• xuv: binary variable to indicate if the link (u, v) is
active or not.
• f stuv: a flow (s, t) that is routed on the link (u, v) by
a distinct rule. We call f stuv as normal flow.
• gstuv: a flow (s, t) that is routed on the link (u, v) by a
default rule. gstuv is called default flow to distinguish
from the normal flow f stuv .
• kuv: binary variable to indicate if the default port of





















−1 if u = s,
1 if u = t,
0 else
∀u ∈ V, (s, t) ∈ D (2)






vu ≤ 1 ∀(u, v) ∈ E, (s, t) ∈ D (3)
∑
(s,t)∈D












f stuv ≤ Cu − 1 ∀u ∈ V (5)
∑
v∈N(u)
kuv ≤ 1 ∀u ∈ V (6)





uv, kuv ∈ {0, 1} ∀(u, v) ∈ E, (s, t) ∈ D (8)
The objective function (1) minimizes the power consump-
tion of the active links. The flow conservation constraints (2)
express that the total flows entering and leaving a router are
equal (except the source and the destination nodes). It is noted
that a normal flow entering a router can become a default flow
on outgoing link and vice versa. Constraints (3) ensure that
a flow (s, t) on a link (u, v) cannot be both normal (fstuv)
and default flow (gstuv) at the same time. Constraints (4) are
capacity constraints. We consider an undirected link capacity
model [21] in which the capacity of a link is shared between
the traffic in both directions. This model is not common but
it allows to reduce the number of variables without impacting
the general idea of our proposal. Constraints (5) denote rule
capacity constraints where we reserve one rule at each router
to be the default rule. Constraints (6) and (7) are used to fix
only one default port for each router.
B. Heuristic Algorithm
Since energy-aware routing problem is known to be NP-
Hard [8], it is very challenging to find an exact solution. There-
fore, we present in this section an efficient greedy heuristic
for large networks. In summary, the heuristic algorithm works
through two steps:
- Step 1: starting from the whole network, we compute a
feasible routing which respects the capacity and the rule space
constraints as described in Algorithm 1, 2 and 3. For each
router u ∈ V , we keep the two sets Fu and Gu containing
normal and default flows, respectively. At the beginning of the
algorithm, we are freely to assign distinct rules for flows (line
10 - Algorithm 1) until the routing table is full (|Fu| = Cu).
Then, we try to shrink it (line 9 - Algorithm 1) as Fig. 3 by
setting the port that carries most of traffic flows as the default
port. As a result, the number of installed rules is reduced and



























































Fig. 4: Example of updating link weight
Algorithm 1: Finding a feasible routing
Input: An undirected graph G = (V,E), link capacity
Ce ∀e ∈ E, rule space capacity Cu ∀u ∈ V and a set of
demands D.
Ouput: routing solution on graph G.
1 Residual capacity Re = Ce ∀e ∈ E;
2 Initially, Fu = ∅ and Gu = ∅ ∀u ∈ V ;
3 Creating directed graph G′ = (V,E′) from G where
∀(u, v) ∈ E, we add both directions (u, v) and (v, u) to
E′ (Fig. 4). Initial weight on link we = 1 ∀e ∈ E′;
4 while Dst ∈ D has no assigned route do
5 find the shortest path P st on G′ such that
Re ≥ D
st ∀e ∈ P st;
6 assign the routing P st to the demand Dst;
7 update Re := Re −Dst ∀e ∈ P st;
8 update link weights proportionally to the size |Fu|
as Algorithm 2;
9 if |Fu| == Cu, shrink table at u ∀u ∈ P st;
10 update Fu and Gu ∀u ∈ P st using Algorithm 3;
11 end
12 return the routing (if it exists) assigned for D
- Step 2: remove in priority links that are less loaded
(Algorithm 4). The aim of this step is to turn off the low
loaded links and to accommodate their traffic on other links
in order to reduce the total number of active links.
An example of computing link weights (Algorithm 2) is
shown in Fig. 4. The link weight is used to perform rule-
balancing between routers. Assume that the next demand is
(A, D), then the routing solution using shortest path is (A, C,
D). It is better than (A, B, D) since node C still has much
more available rule space.
Algorithm 2: Updating link weight
Input: An undirected graph G = (V,E), a set of normal
flows Fu ∀u ∈ V and a maximum value of rule space
capacity Cmax = max(Cu) ∀u ∈ V .
Ouput: weight setting on links of G′.
1 Create a digraph G′ = (V,E′) as Fig. 4.
2 for (u, v) in E′ do
3 compute rule utilization at v:
Uv = Cmax × |Fv|/Cv;
4 update wuv = max(Uv, 1);
5 end
Algorithm 3: Updating Fu and Gu
Input: An undirected graph G = (V,E), the shortest path
P st found in Algorithm 1, the set Fu and Gu ∀u ∈ P st
and the default port of each router d(u) ∀u ∈ P st.
Ouput: Updated sets of Fu and Gu ∀u ∈ V .
1 for u ∈ P st do
2 for v ∈ G.neighbor(u) do
3 if (u, v) ∈ P st and v == d(u) then
4 Gu = Gu ∪ gstuv
5 else if (u, v) ∈ P st and v 6= d(u) then




Algorithm 4: Removing less loaded links
Input: An undirected graph G = (V,E), link capacity Ce
and residual capacity Re ∀e ∈ E.
Ouput: routing solution on a set of active links.
1 while edges can be removed do
2 remove the edge e that has not been chosen and has
smallest value Ce/Re;
3 compute a feasible routing with the Algorithm 1;
4 if no feasible routing exists, put e back to G;
5 end
6 return the feasible routing if it exists.
IV. SIMULATION RESULTS
We solved the ILP model with IBM CPLEX 12.4 [12].
All computations were carried out on a computer equipped
with 2.7 Ghz Intel Core i7 and 8 GB RAM. We consider real-
life traffic traces collected from SNDlib [20]. To compare the
optimal and the heuristic solutions, we use a small network as
Atlanta network (V = 15, E = 22, |D| = 210). As mentioned
in [13][14], the routing table can support from 750 to few
thousands of rules. To show that this is a realistic problem,
we use three of the largest network topologies in SNDlib: ta2
(Telekom Austria: V = 65, E = 108, |D| = 4160), zib54
(Zuse-Institut Berlin: V = 54, E = 81, |D| = 2862) and
germany50 (V = 50, E = 88, |D| = 2450). In our test
instances, five traffic matrices (D1 - D5) are used to represent
daily traffic pattern (Fig. 5). Since traffic load is low, the traffic
matrix obtained from SNDlib is considered as D1. To achieve
a network with high link utilization, we scale D1 with a factor
of 1.5, 2.0, 2.5 and 3.0, and they form D2 - D5, respectively.
Note that we can play with finer granularity traffic matrices
by changing these factors.
A. Optimal vs. Heuristic Solutions
Assume that each router on the network has the same rule
capacity represented by Cu = (p× |D|) where p ∈ (0, 1] and
|D| is the total demands. The value of Cu is varied as we
change the parameter p. Energy savings is computed as the
number of links to sleep divided by the total number of links
of the network (|E|).
As shown in Table 1 and Table 2, the ILP model can
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Fig. 5: Daily traffic in multi-period
TABLE II: Atlanta network (optimal solution)







TABLE III: Atlanta network (heuristic solution)
Rule capacity (p - %) energy savings (%) computation time (s)
16% 4.5 < 10
20% 13.6 < 10
30% 18.2 < 10
40% 18.2 < 10
100% 18.2 < 10
heuristic algorithm needs p = 16% (if p is less than this value,
no feasible solution can be found). Similarly, the heuristic
algorithm is able to save less energy when p is small (e.g.
p ≤ 16%). However, when the rule space capacity is large
enough, e.g. p = 30%, the gaps between the optimal and the
heuristic solutions are small. Moreover, the heuristic algorithm
is better in computation time. For instance, the ILP model can
take up to 9000 (s) to find solution while it is always less than
10 (s) for the heuristic algorithm.
B. Heuristic Solutions for Large Networks
1) Rule allocation at routers: We assume that all the
routers have the same rule space capacity Cu = 750 [14].
As the EAR approach, we use the heuristic algorithm in [8]
to represent the case where there is no limit of rule space. We
run this algorithm on germany50, zib54 and ta2 networks to
see if the rule space constraints are violated or not. As shown
in Fig. 6a, Fig. 6b and Fig. 6c, most of the cases (except
D5 of germany50 network), there are routers that use more
than 750 rules in their routing tables. In zib54 network (resp.
ta2 network), from 6% to 11% (resp. 11% to 16%) of routers
exceed their rule space capacities. In germany50 network, with
the D5 traffic matrix, there is no router that uses more than 750
rules. For other traffic matrices, from 2% to 10% of the routers
are overloaded in rule space (Fig. 6a). Therefore, the limited
rule space is really a problem in real networks. This problem is
extremely important since we cannot route traffic as expected.
The number of routers overloaded in rule space depends on
the traffic matrix. However, an accurate explanation is difficult
(e.g. less overloaded routers when traffic load is high) since
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(c) Ta2 network
Fig. 7: CDF rule space utilization in the three networks with unlimited rule-space algorithm
To take a closer look at rule space allocation, we draw
cumulative distribution function (CDF) for rule utilization at
each router (Fig. 7a, Fig. 7b and Fig. 7c). When a rule space
utilization is larger than 100%, it means that the router has used
more than 750 rules. Based on Fig. 6a, Fig. 6b and Fig. 6c,
we can find the traffic matrices that cause the maximum and
the minimum number of routers violating their rule space
constraints. We call these traffic matrices as the max-over-rule
and the min-over-rule, respectively. For instance, in case of
germany50 network, D1 is the max-over-rule and D5 is the
min-over-rule. For each network, we draw two CDFs of rule
utilization for the max-over-rule and the min-over-rule cases.
As shown in Fig. 7a, Fig. 7b and Fig. 7c, the CDF of rule
space allocation of the two cases are quite similar. However
we can see in the max-over-rule case, more fractions of routers
are overloaded. For instance, in Fig. 7b, only 89% of routers
are less than 100% rule space utilization in the max-over-rule
case (D1), meanwhile it is 94% of routers in the min-over-rule
case (D5). In general, the larger the network is, the more rule
space is needed at routers. For example, the maximum rule
utilization of germany50, zib54 and ta2 networks are 165%,
220% and 310%, respectively.
2) Energy savings: We collect energy savings for each
network in three cases: the minimum, the standard and the
unlimited rule spaces. In the standard case, each router can
install at most 750 rules (Cu = 750). To find the minimum rule
space, we reduce the value of Cu until we get a minimum value
of Cu for which it is possible to find a feasible solution. The
minimum values of Cu for germany50, zib54 and ta2 networks
are 227, 670 and 695, respectively. The unlimited rule space
case is equivalent to the classical EAR model in which we
do not consider at all rule space constraints at routers. In
general, as shown in Fig. 8a, Fig. 8b and Fig. 8c, the larger
the rule space at routers is, the more flexible routing solutions
we have and more energy can be saved for the network. The
energy savings gap between the standard and the unlimited
rule space cases is small. In some traffic matrices, both cases
offer the same amount of energy savings. For instance in
germany50 network, the standard and unlimited cases offer
the same amount of energy savings. It means that if we use
a smart rule allocation, it is possible to achieve equivalent
energy savings as the classical EAR approach. The maximum
energy savings gaps of the standard and the unlimited cases
are 3% and 5.6% for zib54 and ta2 networks, respectively. As
expected, less energy is saved in the minimum rule space case
as we do not have enough installed rules to route traffic in
a better way. As shown in Fig. 8a, there is a big gap of the
energy savings between the minimum and the standard cases.
This can be explained as the difference between the minimum
and the standard values of Cu in germany50 network is large.
3) Route length: Intuitively, EAR would affect the length
of routing flows as we redirect traffic flows to minimize the
number of active links. In Fig. 9a, Fig. 9b and Fig. 9c, we
evaluate the impact of EAR on routing length with respect to
the shortest path routing. For each traffic demand, we collect
the length of its routing flow and the corresponding shortest
path. We use the notation over-length to denote the difference
(in number of hops) between the length of the routing solution
and the shortest path. When over-length is equal to 0, it means
that the routing solution is exactly the shortest path. As shown
in Fig. 9a, Fig. 9b and Fig. 9c, a large fraction of the demands
follow their shortest paths. Indeed, in the heuristic algorithm,
we use the shortest path to find routing solution. In germany50
and zib54, the maximum number of additional hops for a
demand is 3 and 5 hops, respectively. The ta2 network is larger,
up to 6 hops can be added to a demand, but it happens only
for 1.4% of the demands. However, if latency is important,
especially for sensitive delay applications such as voice or
video streaming, we can add constraints to limit the route


























































































































































































Fig. 9: Over-length of demands in the three networks
V. CONCLUSIONS
To our best knowledge, this is the first work considering
rule space constraints of OpenFlow switch in energy-aware
routing. We argue that, in addition to capacity constraint,
the rule space is also important as it can change the routing
solution and affects QoS. Based on simulations with real traffic
traces, we show that our smart rule allocation can achieve high
energy efficiency for a backbone network while respecting both
the capacity and the rule space constraints.
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