Abstract. Investigated are J-holomorphic cylinders in R × M , where M is a contact manifold. It is shown that a sufficiently long cylinder having small area is close to a constant map, if its center action vanishes. If its center action is positive, it is close to a cylinder over a periodic orbit of the Reeb vector field, and has a well determined shape. A compactness result is deduced, which is useful in symplectic field theory.
J(h, k) = −λ(k), J(πk) + hX(m) ,
where (h, k) ∈ T m (R × M ). The almost complex structure J has the distinguished property that it is R-invariant. A J-holomorphic curve or a pseudoholomorphic curve is a smooth map
defined on a punctured Riemann surfaceṠ equipped with the complex structure i, and solving the Cauchy-Riemann equations
J( u)˚T u = T u˚i. (3)
Recall that a punctured Riemann surface is a closed Riemann surface (S, i) with a finite set Γ of punctures removed, that is,Ṡ = S \ Γ. We shall impose the energy condition E u < ∞, (4) where the energy E is defined as
The class Σ of functions is defined by Σ = f ∈ C ∞ R, [0, 1] |f ≥ 0 . We point out that the integrand for a solution u = (a, u) is always nonnegative. Indeed, for a solution one computes in holomorphic coordinates s + it,
J ds ∧ dt, where we have used the norm |h| J = g J (h, h) on ξ. We shall also call a map u : S → R × M satisfying the equation (3) and the energy bound (4) a finite energy surface. If S = C, it is called a finite energy plane.
To describe an example important later on we assume that the Reeb vector field X possesses a T -periodic solution x(t). One verifies easily that the smooth map
defined by u(s, t) = T s + a 0 , x(T t + ϑ 0 ) (5) for two real numbers a 0 , ϑ 0 , solves the equation (2) with the standard complex structure i on the cylinder R × S 1 , where S 1 = R/Z. The energy of u satisfies
E( u) = T FINITE ENERGY CYLINDERS OF SMALL AREA 3
while the dλ-energy vanishes,
The special finite energy surface (5) will be called a cylinder over a periodic orbit.
In the following we study non constant finite J-holomorphic cylinders u = (a, We shall show that for R large and γ small, the finite cylinder u is close to a cylinder over a periodic orbit. The main point of this paper will be to obtain precise estimates determining the shape of the cylinder. This requires, however, assumptions on M and λ.
We shall assume that the set of periodic orbits of the Reeb vector field X is not empty. In view of the results of Hofer [5] , this is, for example, guaranteed for three-manifolds M in the following cases Denote by P ⊂ R the set containing 0 ∈ R and all periods T of periodic orbits of the Reeb vector field X. We call P = P λ the action spectrum of λ. We assume that there exists a constant E 0 > 0 having the property that all periodic orbits of the Reeb vector field X with periods T E 0 are non-degenerate. Hence there are only finitely many of them. Recall that a T -periodic orbit is non-degenerate, if it has only one Floquet multiplier equal to 1. A non-degenerate T -periodic orbit is, in particular, isolated among periodic orbits having periods close to T . We define the real number γ 0 > 0 by γ 0 = min |T 1 − T 2 |; where T 1 , T 2 ∈ P are E 0 and T 1 = T 2 .
One can associate with sufficiently long J-holomorphic cylinders having sufficiently small area, a unique element T ∈ P, as the first result shows. The unique element T ∈ P associated with the cylinder u satisfying the hypotheses of Theorem 1.1 will be called the center action of u and abbreviated by T = A( u). 
u(s)
* λ − T < σ 2 + γ < γ 0 (9) for all s ∈ [−R, R], where T = A u is the center action. This follows by means of Stokes' theorem from (6) and (7) . by the constant C. Indeed, if the gradients are not uniformly bounded, then a bubbling off analysis as in [5] or in [10] produces a finite energy plane v : C → R×M whose asymptotic limit in M is a periodic solution of the Reeb vector field whose period T satisfies 0 < T E 0 and
By assumption, γ < γ 0 and by the definition of γ 0 there exists no such period. This contradiction shows that the gradients are uniformly bounded. From gradient bounds one deduces uniform bounds for all higher derivatives by means of elliptic regularity theory. This is well known and we refer to [5] .
In order to prove Theorem 1.1 we argue indirectly and find a sequence of numbers R n → ∞ and a sequence u n = (a n , u n ) : [−R n , R n ]×S 1 → R×M of J-holomorphic cylinders satisfying the energy estimates (6) of the theorem, and in addition,
for every T ∈ P satisfying T E 0 . In view of the previous observation we may assume after taking a subsequence and using Ascoli-Arzela's theorem, that u n converges in C ∞ loc (R×S 1 , R×M ) to some J-holomorphic cylinder u = (a, u) : R×S 1 → R × M satisfying, in view of (6) and (10) ,
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The map u may be viewed as a finite energy map defined on a 2-punctured Riemann sphere. It is well known, see [8] , that a puncture is either removable or has a periodic orbit of the Reeb vector field as asymptotic limit. In both cases the limits
do exist. Moreover, the limit is equal to 0 if the puncture is removable, and equal to the period of the asymptotic limit if the puncture is not removable. Consequently, by means of Stokes' theorem the dλ-energy of u has the form
with T 2 ≥ T 1 , where T 1 , T 2 ∈ P and T 1 , T 2 E 0 . Since by (11) the dλ-energy of u is γ, and since γ < γ 0 , we conclude from the definition of the constant γ 0 that T 1 = T 2 . Set T := T 1 = T 2 . If T = 0, then both punctures are removable and so u has an extension to a J-holomorphic finite energy sphere S 2 → R × M . Consequently, the map u must be constant and so S 1 u(0)
* λ = 0 = T , contradicting the third estimate in (11) . If T > 0, then the finite energy cylinder u is non constant and has vanishing dλ-energy. Non constant finite energy surfaces having vanishing dλ-energies are classified in [8] , and we conclude from Proposition 3.11 of [8] that u must be a cylinder over a periodic orbit x(t) of the form u(s, t) = T s+c, x(T t+d) for constants c and d and with a period T satisfying 0 < T E 0 . Hence S 1 u(0) * λ − T = 0 < σ/2 again contradicting the third estimate in (11) .
To sum up we have proved that there exists a constant h 0 > 0 so that every
with R > h 0 and satisfying the energy estimates (6), has a center loop u(0) whose action is close to an element T ∈ P with T E 0 in the sense that
Assume now that two elements T 1 , T 2 ∈ P with T i E 0 satisfy the above estimate. Then
By assumption, σ < γ 0 − γ < γ 0 and it follows again from the definition of γ 0 that T 1 = T 2 . Hence the element T ∈ P satisfying T E 0 and the estimate (12) is unique and the proof of Theorem 1.1 is complete.
From the definition of the constant γ 0 it follows for the center action A( u) of a long cylinder u meeting the hypotheses of Theorem 1.1, that
In the first case the J-holomorphic cylinder is close to a constant map as the next result shows. Fix a Riemannian metric g on M and define an associated R-invariant 
the following holds,
Postponing the proof we would like to point out an immediate consequence. Since most of the J-holomorphic cylinder u of Theorem 1.2 lies in a compact part of R × M which, equipped with the 2-form ω = d(ϕλ) where ϕ > 0, is a compact symplectic manifold, the familiar theory in the compact case initiated by Gromov [4] is applicable.
In contrast to the case A( u) = 0, a long J-holomorphic cylinder having small area but positive center action is close to a cylinder over a periodic orbit of the Reeb vector field and has a well defined shape. This is our main result. 
there exists a unique (up to phase shift) periodic solution x(t) of the Reeb vector field X having period T = A u E 0 satisfying 
In addition, there exists a tubular neighborhood
. 
We point out that the neighborhoods U ε are not required to be S 1 -invariant. Therefore, Corollary 1.5 implies, in particular, that the ϑ-variable in the local coordinates of Theorem 1.3 turns very little inside an arbitrary long cylinder as long as one stays away from the boundary at a distance larger than h. In Section 4, Theorem 1.4 will be used in order to prove a compactness result for sequences of J-holomorphic finite energy maps, which is important in the symplectic field theory of [2] .
Proof of Theorem 1.2
The first ingredient of the proof of Theorem 1.2 is a well known a-priori estimate due to M. Gromov. Fix a smooth map ϕ : R → [0, 1] satisfying ϕ > 0. Then the 2-form ω = d(ϕλ) is a symplectic form on R × M compatible with the almost complex structure J. By a result of Gromov for which we refer to [14] (Chapter II, Theorem 1.3), there exist constants r 0 > 0 and C > 0 such that the following holds true. For a J-holomorphic curve u : S → R × M defined on a compact Riemann surface S with boundary, and an interior point p ∈ S \∂S, satisfying u(p) ∈ {0}×M and u(∂S) ∩ B r u(p) = ∅, we have
Using the R-invariance of the almost complex structure J and the definition of the energy E one immediately extends the result to all of R × M as follows. For a compact Riemann surface S with boundary, an interior point p ∈ S \ ∂S and a
The second ingredient are the following properties of long J-holomorphic cylinders having vanishing center actions. 
Proof. We start with the proof of (i). Arguing indirectly we find a constant δ 0 > 0, a sequence R n ≥ n + h 0 and a sequence u n = (a n , u n ) :
for a sequence s n ∈ [−R n + n, R n − n]. Using the R-invariance of J we may assume that s n = 0 for all n. Define the sequence v n (s, t) = a n (s, t) − a n (0, 0), u n (s, t) of J-holomorphic curves. Then, by the arguments of Theorem 1.1, a subsequence of v n converges in C
Hence v is, in particular, a non constant finite energy cylinder having vanishing dλ-energy. We conclude from Proposition 3.11 in [8] that v is a cylinder over a periodic orbit of period 0 < T E 0 . Consequently, 
for all t, t ∈ S 1 . Choose a point s 1 between 0 and s 0 so that
for all t, t ∈ S 1 . Since r ε/2 − 4δ we can apply the a-priori estimate (13) to the open ball B r ( u(s 1 , t 1 )) and hence conclude
This implies by (16) 
Proof of the Main Results
The proof of Theorem 1.3 will follow from a sequence of lemmata. We first show that a finite energy cylinder having positive center action is close to a periodic solution of the Reeb vector field X if its area is sufficiently small.
There is a natural action of
1 , M of the finitely many loops t → x(T t), 0 t 1, defined by the periodic solutions x(t) of X having periods T E 0 . Moreover, we choose the neighborhood W so small that it separates these distinguished loops from each other. 
) having the following property. For every R > h and for every J-holomorphic cylinder
u = (a, u) : [−R, R] × S 1 → R × M satisfying A( u) > 0 E( u) E 0 [−R,R]×S 1 u * dλ γ,(17)the loops t → u(s, t) satisfy u s, · ∈ W for all s ∈ [−R + h, R − h].
Moreover, with T = A( u) being the center action, the loops u(s) will be in the S 1 -invariant neighborhood of a loop t → x(T t) associated with a T -periodic orbit x(t) of the Reeb vector field.
Since W separates the loops of the periodic orbits having periods T E 0 , all these loops u(s, ·) for s ∈ [−R + h, R − h] are contained in the neighborhood component of W containing precisely one of the distinguished loops defined by a periodic orbit (x, T ) having period T E 0 . From λ(X) = 1 we deduce immediately
Hence, given ε > 0 we can choose W so small that
Proof. Arguing by contradiction we find a constant γ ∈ (0, γ 0 ), a constant σ < γ 0 − γ, a sequence R n with R n ≥ n + h 0 , and a sequence of J-holomorphic cylinders u n = (a n , u n ) : [−R n , R n ] × S 1 → R × M having positive center actions and satisfying
. By assumption, the center actions are positive and hence A( u n ) = T n ≥ γ 0 so that we deduce from (9)
In view of the R-invariance of J we may assume that s n = 0 for all n. In that case, of course, the finite energy map is defined on
In any case the left hand boundary converges to −∞ and the right hand boundary to +∞. Define now the sequence of maps
The maps v n are still J-holomorphic maps since J is R-invariant and satisfy (20) and (21). We claim that the gradients of v n are bounded uniformly in n. Indeed, otherwise a bubbling off analysis produces as in [5] and [11] a non constant finite energy plane
According to the results in [5] and [6] , the projection into M has a T -periodic solution x(t) of X as asymptotic limit so that
as R → ∞, uniformly in t, and one shows using the estimates (20), that
However, according to the definition of γ 0 , a periodic solution having period T < γ 0 does not exist. Therefore, the gradients of v n must be uniformly bounded. From gradient bounds one concludes bounds for all derivatives using elliptic regularity theory, see [13] . Consequently, by Ascoli-Arzela's theorem, a subsequence of
The last property shows that v is non constant. Since the energy E( v) is finite, we know from the results in [6] that the projection v into M converges as s → ±∞ to periodic orbits x ± of X having periods
and applying Stokes' theorem we conclude
By the definition of γ 0 , the constant γ is smaller than the difference between any two distinct periods in (0, E 0 ], so that T − = T + and hence
Non constant finite energy cylinders having dλ-energy equal to 0 are classified in [8] . From Proposition 3.11 in [8] we deduce that v must be a cylinder over a T -periodic orbit z of the form
v(s, t) = (T s + c, z(T t + d))
for some constants c and d. In view of (24), T = T − = T + E 0 so that the loop z(T · +d) belongs to W. From (22) we obtain, setting s = 0,
Since the loop z(T · +d) lies in the interior of W, this contradicts u n (0, ·) ∈ W required in (21). The proof of Lemma 3.1 is complete.
In view of Lemma 3.1 we can fix a non-degenerate periodic solution x(t) of period T E 0 and study
For our study of long cylinders with positive center action we need special coordinates as in [6] . In the lemma below we denote by λ 0 the standard contact form
Lemma 3.2. Let (M, λ) be a (2n+1)-dimensional manifold equipped with a contact form, and let x(t) be a T-periodic solution of the corresponding Reeb vector fielḋ
with a positive smooth function f : U → R satisfying
The proof can be found in [6] . Since S 1 = R/Z we work in the covering space and denote by (ϑ, x, y) = (ϑ,
2n+1 the coordinates where ϑ is mod 1. The contact form λ in these coordinates is equal to
with a smooth function f :
y) and satisfying (26). The Reeb vector vector field
has the components
The vector field X is periodic in ϑ of period 1 and constant along the periodic orbit x(R),
The periodic solution is represented as
where T = k · τ is the period, τ the minimal period and k the covering number of the periodic solution. 
u(s, t) = a(s, t), ϑ(s, t), z(s, t) of the cylinder in the local coordinates above. For all (s, t) ∈
for the derivatives satisfying 1 |α| N , and
Here T is the period and k the covering number of the distinguished periodic solution sitting in the center of the tubular neighborhood.
Proof. Arguing by contradiction we assume the existence of a sequence of numbers R n ≥ 2n and and a sequence of J-holomorphic maps u n = (a n , u n ) :
Moreover, representing the maps u n in local coordinates by
we assume the existence of a number
We define the translated sequence
Since J is R-invariant, the maps v n are J-holomorphic and satisfy the energy estimates
Since γ < γ 0 one concludes as in Lemma 3.1 that the sequence v n has uniformly bounded gradients on [−n + 1, n − 1] × S 1 and hence possesses a C ∞ loc converging subsequence.
In addition, due to (30), the map v is non constant. Therefore, arguing as in Lemma 3.1, v is a cylinder over a periodic orbit z(t) of period T E 0 and hence of the form v(s, t) = T s + a 0 , z(T t) . In view of the estimate (19) , the period T is close to the period T of the distinguished periodic orbit x(t). Since this periodic orbit is non-degenerate, there exists a tubular neighborhood U of x(R) which does not contain any other periodic orbit having period close to T . Hence choosing the tubular neighborhood sufficiently small we conclude that T = T and z(T t) = x(T t), so that in the local coordinates of Lemma 3.2,
for |α| ≥ 1 in contradiction to (30). Similarly, the last estimate in Lemma 3.3 is proved assuming that
for some α in 0 |α| N and some δ 0 > 0. Arguing as above we find, since the limit map v has its z-component equal to zero, that
contradicting (31). The proof of Lemma 3.3 is complete.
Proof. From the lemma we conclude
At the distance O(δ) from the periodic orbit, we have
and the corollary follows.
Next we briefly recall from [6] the Cauchy-Riemann equations for the representation u(s, t) = a(s, t), u(s, t) = a(s, t), ϑ(s, t), z(s, t) = a(s, t), ϑ(s, t), x(s, t), y(s, t)
of a J-holomorphic cylinder in the local coordinates R × R 2n+1 of our tubular neighborhood given in Lemma 3.2. On R 2n+1 we have the contact form λ = f · λ 0 . At the point m = (t, x, y) ∈ R 2n+1 , the contact structure ξ m = kerλ m is spanned by 2n vectors
. . e 2n+1 denoting the standard basis of R 2n+1 . We denote by J(m) the (2n) × (2n) matrix representing the compatible almost complex structure on the plane ξ m in the basis E 1 , . . . E 2n . The symplectic structure dλ| ξm is, in the basis E 1 , . . . E 2n , given by the skew symmetric matrix function f (m)J 0 , where
Therefore, in view of the compatibility requirement, the complex multiplication J(m) has the properties
In particular, J 0 J(m) is a symmetric matrix. It follows that Denoting by
the Reeb vector field associated with λ, we define, abbreviating z = (x, y) ∈ R 2n ,
Since X(t, 0) = (1/τ, 0) we have
with the matrix function
where d is the derivative with respect to the z-variable. In particular, if z = 0,
the last matrix being evaluated at (t, 0). We introduce the (2n) × (2n) matrices depending on u(s, t),
J(s, t) = J u(s, t) = J ϑ(s, t), z(s, t) S(s, t) = [a t − a s J(s, t)]D u(s, t) . (35)
Writing πu s + J(u)πu t = 0 in the above basis E j of the contact plane ξ m at m = u(s, t), one sees as in [6] , that the Cauchy-Riemann equations (3) for the representation u(s, t) = a(s, t), ϑ(s, t), z(s, t) ∈ R×R×R 2n in the local coordinates of Lemma 3.2, become the following partial differential equations.
and, with z(s, t) = x(s, t), y(s, t) ,
It will be convenient to decompose the matrix S(s, t) into its symmetric and antisymmetric parts with respect to the inner product · ,
Here S * denotes the transpose of S with respect to the inner product · , −J 0 J(s, t)· . Explicitly,
where S T is the transpose matrix of S with respect to the Euclidean inner product · , · in R 2n . With this notation, the equation (36) for z(s, t) becomes
The operator A(s) is self-adjoint with respect to the inner product
The norms 
If u = a(s, t), u(s, t) is the representation in the local coordinates and A(s) the associated operators, then there exists a constant η > 0 such that
Proof. Arguing by contradiction we assume the existence of a sequence of numbers R n ≥ 2n and a sequence u n = (a n , u n ) :
Representing u n in local coordinates as u n (s, t) = a n (s, t), ϑ n (s, t), z n (s, t) we have the associated operators
where J n (s, t) = J u n (s, t) and where S n (s, t) and hence B n (s, t) is defined by replacing in the definitions the map u by the map u n . We assume that there exists a sequence
Proceeding as above we introduce the translated maps v n = (b n , v n ) by defining
for all n and (s, t) ∈ [−n, n] × S 1 . Again v n is a J-holomorphic cylinder having the energy bounds
It follows as in the previous lemma,
where v is a cylinder over a distinguished periodic orbit x(t) sitting in the center of the tubular neighborhood, hence having in the local coordinates the representation
with two constants a 0 and ϑ 0 . Setting s = 0 in (44) we deduce
as s → ∞, uniformly in t. As a consequence, in view of (32)-(35) and (38), one finds
) and since the s-norms are equivalent to the L 2 -norms, there exists a constant C > 0 such that for all n and
Consequently, the sequence ξ n in (43) is bounded in W 1,2 . Since W 1,2 is compactly embedded in L 2 , a subsequence of ξ n converges in L 2 . Therefore, by the assumptions (42), the limits (45) and the estimates (46), the subsequence (still denoted by ξ n ) is a Cauchy sequence in
and (45) one concludes that ξ solves the equation
where we have used that in our coordinates the periodic solution is represented as x(T t) = (kt + ϑ 0 , 0). Since the linearized flow of the Reeb vector field X leaves the splitting T M = RX ⊕ ξ invariant, and since ξ = 0 we have found a second Floquet multiplier equal to 1 so that the T -periodic orbit x(t) is degenerate. This contradicts our assumption that all the periodic solutions having periods T E 0 are non degenerate. The proof of the lemma is complete.
In the next lemma we estimate the L 2 -norms for smooth loops z(s) defined by
and use the notation
for the L 2 -norm. 
z(s, t), −J 0 J(s, t)z(s, t) dt. (47)
To prove the result it suffices to show that Explicitly,
We claim
To prove the claim we observe that f (s) = µ 2 f (s). Hence, the function In order to derive the inequality (48) we shall differentiate the function g. Using equation (39) for z(s, t) and recalling that the matrix J 0 J(s, t) is symmetric with respect to the Euclidean inner product · , · while C(s, t) is anti-symmetric with respect to · , −J 0 J(s, t)· we obtain
We differentiate the function g once more and use the fact that the operator A(s) is self-adjoint with respect to the inner product ·, · s on
We reformulate the last term containing z t . Recall (32). By taking the derivative of
Using this identity and recalling the operator A(s)z = −J(s, t)z t − B(s, t)
z we obtain, with the inner product · , · in R 2n , the pointwise identity
Integrating and recalling
Recall that for the derivatives of the solution u, the estimates ∂ α s u(s, t) δ for α ≥ 1 hold true by Lemma 3.3. Consequently, the derivatives in s of the matrices B(s, t) and J(s, t) contain factors estimated by δ, which we can choose as small as We must show that also
C(s, t) = O(δ). (53)
Recall that
The first term contains a t which, by Lemma 3.3, is estimated by a t (s, t) δ. To estimate the second term we observe, using J 2 = − Id and
Define the anti-symmetric matrix R :
is, in view of (32) a symmetric matrix we have for R the representation
Here ∂ z R stands for the derivative of R with respect to the second variable z. Since (50) using (51), (52) and (53) for δ sufficiently small as follows
|z(s, t)| δ, by Lemma 3.3, we have verified the estimate (53) for C(s, t). Finally, recalling form Lemma 3.6 that A(s)ξ s ≥ η ξ s we can estimate g (s) in
with µ 2 = η 2 , provided δ is sufficiently small. We have verified the desired inequality (48) and the proof of Lemma 3.6 is complete.
For the L 2 -norms of the higher derivatives we find the same estimates. 
1, the representation u(s, t) = a(s, t), ϑ(s, t), z(s, t) in local coordinates admits the following estimates for the partial derivatives in s,
for all s ∈ [−r, r] with r = R − h and 0 α N .
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Proof. Fix N ∈ N and denote by W the column vector
For a given k, the derivative ∂ k s z(s, t) satisfies the equation
Hence the vector W solves the equation
where we abbreviated the (N + 1) × (N + 1) matrix functions
with the matrices B(s, t) and C(s, t) defined in (38), and with J(s, t) defined in (35). We introduce the operator
). Denoting by J 0 the block-diagonal matrix
we introduce the family of s-dependent inner products and corresponding norms Introducing the loops W (s) = W (s, ·) we define the function
Proceeding as in Lemma 3.6 it suffices to prove
for all s ∈ [−r, r] where r = R − h with some positive constant µ.
Taking the derivative of g one obtains
For the second derivative one finds, using 
It remains to estimate W s s from below. We first claim that for δ sufficiently small,
, with the constant η occuring in (55). To prove the claim we note that, using
Using again ∆ J = O(δ), the matrix Id −∆ J is invertible and we find, recalling the estimate (55) for the operator A(s), if δ is sufficiently small,
as claimed in (65). Using once more equation (54) for W s we can estimate, using (65) and choosing δ sufficiently small,
From (57), (62), (63) and (65) we finally conclude
with µ 2 = (η/4) 2 /2, provided δ is sufficiently small. This is the desired estimate (56) and the proof of Lemma 3.7 is complete.
In the following lemmata the constants C α are independent of δ and h. However, h depends on the choice of δ in 0 < δ δ 0 and h → ∞ as δ → 0. From Lemma 3.7 we deduce immediately L 2 -estimates for all derivatives.
Lemma 3.8. Under the same conditions as in Lemma 3.7,
for all derivatives
The constants C α do not depend on δ and h.
Proof. Let W (s, t) be a vector from Lemma 3.7. It solves the equation(54). Multiplying (54) by J and using J 2 = − Id we find, by Lemma 3.3, and recalling ∆ = O(δ), the estimate
Consequently, for all α, we obtain for the first derivatives in t, if δ in Lemma 3.3 is sufficiently small,
Taking more derivatives of equation (54) in t, the statement follows by induction from Lemma 3.7.
Using the Sobolev estimates we deduce from Lemma 3.7 and Lemma 3.8 immediately the desired pointwise estimates.
Lemma 3.9. Under the same conditions as in Lemma 3.7,
for all 0 |α| N and for all s ∈ [−r, r] and t ∈ S 1 with r = R − h. The constants C α do not depend on δ and on h.
We turn to the functions a(s, t) and ϑ(s, t) in the coordinate representation of the J-holomorphic cylinder
They are smooth solutions of
where z(s, t) = x(s, t), y(s, t) . Moreover, f (t, 0) = τ and f z (t, 0) = 0. Consequently,
Introduce the functions a and ϑ by
The functions a and ϑ are 1-periodic in t. This follows from Lemma 3.3 and the representation x(T t) = (kt + c, 0) of the distinguished periodic orbit. Recalling T = τ k, equations (67) become
Introducing w(s, t) by
the equations (69) take the form
where h(s, t) is the right hand side of (69). It is quadratic in z so that, in view of Lemma 3.9, the map h(s, t) satisfies the following estimates for the derivatives 0 |α| N ,
The next lemma is inspired by J. Robbin and D. Salomon [18] .
Lemma 3.10. Assume w(s, t) and h(s, t) are smooth, 1-periodic in t and solve the partial differential equation
for some r > 0. Assume, in addition, that
for a smooth function f satisfying f (s) = (2µ) 2 f (s), with some constant µ > 0. Then, choosing 0 < ν < 2µ and ν < 4π we have for all s ∈ [−r, r]
where
with a positive constants c and b = b(ν) independent of r and s.
Proof. In terms of the operator A, defined by
the equation (73) looks as follows,
where during the proof prime denotes ∂ s and dot denotes ∂ t . The operator A is self-adjoint with respect to the inner product ·, · in L 2 defined by x, y = 1 0
The spectrum of A is equal to 2πZ and A is non-degenerate when restricted to the closed subspace of functions having mean value equal to 0. Denoting by | · | 2 = ·, · the corresponding norm in L 2 we define
Differentiation in s gives in view of the equation (74) for w,
Together with |Ah| C|ḣ|, where C ≥ 1 is a constant, we obtain for the second derivative of α the estimate α (s) = 2|Aw|
for every λ > 0. Choosing λ > 0 small one concludes, using assumption (ii), the estimate
for ν < 4π, with a constant a > 0. Choose ν < 2µ and define
From (75), (76) and f (s) = (2µ) 2 f (s) we deduce
Consequently, arguing as in Lemma 3.6 we find the desired estimates and the proof of Lemma 3.10 is complete.
As a consequence we have 
t , α 2 ≥ 1, |α| N the following estimates hold for the functions a and ϑ introduced in (68),
for all s ∈ [−r, r] where r = R − h, and where 0 < ν < 2µ, ν < 4π is the constant introduced in Lemma 3.10 and where µ is as in Lemma 3.7 . The constants C α do not depend on δ and h.
Proof. The function w is a solution of (71). Abbreviate
t w. Since α 2 ≥ 1, the mean values over a period vanish and v solves the equation
In view of (72),
with different constants C α . We have assumed that δ 1. Choosing f (s) equal to the right hand side, the assumptions of Lemma 3.10 are met. By Lemma 3.3,
, and the desired estimates follow from Lemma 3.10. Therefore, by Lemma 3.11,
Lemma 3.12. Under the assumptions of Lemma 3.7 and for fixed N ∈ N the following estimates hold true
Abbreviate the mean values
2 is estimated in (79). In order to deal with the last term we integrate equation (71) for v over a period and find, in view of the periodicity in time,
Consequently, recalling the estimate (72), 
0 |α| N , with the constants a 0 and ϑ 0 defined in Lemma 3.12 , and with 0 < ν < 2µ, ν < 4π as introduced in Lemma 3.10 . The constants C α do not depend on δ and h.
With Lemma 3.13, the proof of Theorem 1.3 in the introduction is complete.
Application
The following results will have applications in the compactness proof of sequences of J-holomorphic finite energy maps, which will be important for the symplectic field theory in [2] .
We begin by introducing several concepts. In the following S + and S − are two compact disk-like Riemann surfaces with smooth boundaries. Their complex structures will be denoted by j + and j − . Let o ± be interior points of S ± . Then a noded surface is obtained by identifying in the disjoint union S − ∪ S + the two points o − and o + . The noded surface obtained this way is denoted by S and its node by o.
Definition 4.1 (Deformation). A deformation of a compact Riemann surface (A, j) of annulus type is a continuous surjection map
is a smooth embedded circle, and
is an orientation preserving diffeomorphism. On S \{o} we have the pushed forward complex structure f * j
We consider a sequence of compact Riemann surfaces (S n , j n ) of annulus type whose moduli converge to ∞,
On this sequence of surfaces we consider a sequence 
We will next introduce a second notion of convergence related to the notion of asymptotically marked points. Let R be a Riemann surface and let r ∈ R be an interior point. An asymptotic marker for r consists of a choice of an oriented real line r ⊂ T r R in the tangent space at r. The oriented line r together with the underlying point r will be called an asymptotically marked point.
Given the Riemann surface R with an asymptotically marked point r there is a distinguished class of holomorphic coordinate systems around r, called compatible with the asymptotic marker and defined as follows. We take any compact disklike neighborhood D with smooth boundary around r. Then we take the unique biholomorphic map σ from the closed unit disk D onto D mapping 0 to r so that the tangent T σ(0) maps 1 ∈ R to an (oriented) basis vector in r. We note that for two such coordinate systems σ and τ compatible with the asymptotic marker, the linearized transition map at 0, D σ −1˚τ (0) : C → C, acts via multiplication by a positive real number.
Assume now that v = (a, v) : R \ {r} → R × M is a J-holomorphic finite energy map and assume that r is a non removable positive puncture. Moreover, assume that the associated asymptotic limit is a non degenerate periodic orbit of the Reeb vector field. Let r be an asymptotic marker. Then there is a special class of holomorphic polar coordinates around r, compatible with the asymptotic marker and defined as follows. We take a holomorphic coordinate system σ : D → D around r which is compatible with the asymptotic marker as described above and define the holomorphic map h :
If one considers the composition v˚h, then v˚h(s, t) will converge in C ∞ (R) as s → ∞ to a parametrization of the asymptotic limit. The limiting loop [t → y(t)] is independent of the choice of σ as long as σ is compatible with the asymptotic marker.
If the puncture r is negative, we take the holomorphic polar coordinates h :
We consider now a special finite energy map u = (a, u) : Since e ± n are convergent, it follows from the properties of holomorphic mappings that the limiting maps e ± are biholomorphic. This implies, in particular, that given any h > 0, the preimage Ψ
Then the limit maps
n (o) of the node, which a priori is a circle in
if n is sufficiently large. As a consequence, the composition f n˚Ψn is defined on the complement of
n˚ f n˚Ψn (−R n + s, t) is well defined for every s ≥ 0 and sufficiently large n. Moreover, the right hand side converges to the map u˚(e − ) −1 :
Similarly,
We will make use of all these considerations in order to prove the following uniqueness statement. 
Proof. Denote the data for the convergence to u by (f n , Ψ n , e ± ) and the corresponding data for the convergence to v by (g n , Φ n , d ± ). We note that Φ
−1 n˚Ψn
is a biholomorphic map of the cylinder [−R n , R n ] × S 1 . As such it has necessarily the form (s, t) → (s, t + c n ), considered mod 1 in the second argument. Hence it is a rotation σ n of the cylinder. After taking a subsequence we may assume that c n → c. Recall that n˚Ψn˚τ−Rn ) in the limit as n → ∞,
The desired result now follows from the compatibility of the holomorphic coordinate systems defined by e ± and d ± with the asymptotic markers.
The main result of this section is the following compactness result. Proof. By hypothesis, there is a sequence of deformations f n : S n → S so that u n˚f
. Fix a point q ∈ ∂S + and choose biholomorphic maps
1 are injective and holomorphic if the target is equipped with the standard complex structure and the domain with the structure induced from j n on S n via the push forward by f n . The boundary ∂S + is mapped to the upper boundary of the cylinder. A standard bubbling-off analysis will show that the gradients of Ψ
n are uniformly bounded and hence the higher derivatives as well. Lemma 4.6 . In order to simplify the notation we may assume that S + is the closed unit disk D ⊂ C equipped with the standard complex structure, that o + = 0, and Ψ
If D is equipped with the standard complex structure i and S + with j, we consider the composition Ψ
n˚ϕ defined on D \ {0}. Abbreviating by j n the complex structure induced from (f n ) * j n via the push forward by ϕ, we conclude from (
Hence we may assume that the maps Ψ 0) . The boundary ∂D is mapped by g n onto {0} × S 1 . To prove the lemma we argue by contradiction and assume the existence of a sequence z n ∈ D \ {0} satisfying |∇g n (z n )| → ∞. We first assume z n → z 0 for an interior point of z 0 ∈ D \ {0}. Proceeding as in [5] we find a sequence of positive numbers ε n → 0 satisfying ε n |∇g n (z n )| → ∞ and
If the R-components of g n (z n ) are bounded, we introduce the rescaled maps
where r n = |∇g n (z n )|. The maps g n satisfy
In view of the gradient bounds for g n and in view of the convergence j n → i in C ∞ loc (D \ {0}) it follows from the last equation, that we have uniform bounds also for the higher derivatives of g n . Hence, using Ascoli-Arzela's theorem, we may assume after taking a subsequence that the sequence g n converges to a non constant holomorphic map v :
. The map v is holomorphic with respect to the standard complex structure on the domain and the target. Since the gradient of v is bounded, it has a removable singularity at ∞. Identifying the half-cylinder R − × S 1 biholomorphically with D \ {0} and denoting the extension again by v we have a non constant holomorphic map v : S 2 → D ⊂ C. However, in view of maximum principle for holomorphic maps, the map v has to be constant.
If the R-components g n,1 (z n ) of g n (z n ) are unbounded, we consider the following rescaled maps g n , g n (z) = g n z n + z/r n − g n,1 (z n ), 0 for |z| < ε n r n .
Again the maps g n satisfy the properties listed in (81). Application of AscoliArzela's theorem produces this time a subsequence g n which converges to a non constant holomorphic map v : C → R × S 1 . Identifying the cylinder R × S 1 biholomorphically with the 2-punctured Riemann sphere and denoting by v also the extension over the removable singularity at ∞, we get a non constant holomorphic map v : S 2 → S 2 \ {point} ≡ C, which is not possible.
Assume next that the bubbling off sequence z n converges to a boundary point so that z n → z 0 ∈ ∂D. We have to distinguish two cases depending on the behavior of the sequence r n · dist(z n , ∂D). If the sequence r n · dist(z n , ∂D) is not bounded, then the same bubbling off analysis as above leads to a contradiction. To treat the second case, we assume that r n · dist(z n , ∂D) → d ∈ [0, ∞) and make a biholomorphic Since ε was arbitrary we have proved the required identity (82) and the proof of Theorem 4.5 is complete. 
