Oscillating system design applying universal formula for control by Efimov, Denis & Perruquetti, Wilfrid
HAL Id: hal-00628885
https://hal.archives-ouvertes.fr/hal-00628885
Submitted on 4 Oct 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Oscillating system design applying universal formula for
control
Denis Efimov, Wilfrid Perruquetti
To cite this version:
Denis Efimov, Wilfrid Perruquetti. Oscillating system design applying universal formula for control.
CDC-ECC - 50th IEEE Conference on Decision and Control and European Control Conference , Dec
2011, Orlando, FL, United States. pp.1-6, ￿10.1109/CDC.2011.6160775￿. ￿hal-00628885￿
1
Oscillating system design applying universal
formula for control
Efimov D., Perruquetti W.
Abstract—The problem of oscillating system design apply-
ing the homogeneity approach is studied. The Anti-control
Lyapunov Function (ALF) is introduced as a counterpart of
Control Lyapunov Function (CLF) for the control design that
destabilizes a nonlinear system. A universal anti-control formula
is proposed. Next, the universal control formulas based on ALF
and CLF are used to design an oscillating system. Efficiency of
the proposed approach is demonstrated on example.
I. INTRODUCTION
The problem of a stabilizing control design for nonlinear
dynamical systems was intensively studied during the last few
decades [15]. A number of approaches have been developed:
method of CLF [2], [26], feedback linearization approach
[14], passification design method, flatness-based control [10],
[11], backstepping, nested saturation design or forwarding
[16], [22]. Almost all these techniques have been devoted to
nonlinear systems stabilization with respect to an equilibrium
or a reference trajectory. Another promising topic deals with
the problem of nonlinear systems stabilization with respect
to a set [12], [21], [23], [24], [25], [28] (part of variables or
output). Such problem arises in oscillations or synchroniza-
tion control, energy level stabilization in mechanical systems,
maneuvering problem or in robotic applications.
In spite of these achievements the design problem of a sys-
tem with a predefined number of limit cycles, their locations
and frequencies of oscillation remains rather challenging and
unsolved. This problem can be considered as an inverse
of the Hilbert’s 16th problem that addresses the issue of
evaluation of an upper bound for the number of limit cycles
in polynomial vector fields of degree n and investigation of
their relative positions (for a planar system).
Partly such a lack of solutions can be linked with the
absence of an apparatus for complex nonlinear oscillating
system analysis and, hence, design. Almost all conventional
design techniques for nonlinear systems are based on the
Lyapunov second method, that is hard to apply for os-
cillating or chaotic system analysis. Recently revisited the
Yakubovich’s oscillation framework gives some promising
hints and methods for complex oscillatory system analysis
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and design [29], [7]. This concept of oscillations covers
all types of oscillating behavior: from periodical to chaotic.
Combination of this approach with the homogeneous system
theory simplifies its applicability conditions [8]. In this work
we are going to develop these frameworks and apply the
homogeneity approach for synthesis of oscillating and chaotic
systems.
All notations are summarized in Section 2. The preliminary
definitions are given in Section 3. The control design is
investigated in Section 4. Example of application of the
proposed technique follows the theoretical development in
Section 5.
II. NOTATIONS
• R+ = {x ∈ R : x > 0}, where R is the set of real
number.
• the sequence i = 1, . . . , n is denoted as i = 1, n.
• a continuous function α : R+ → R+ belongs to the class
K if α(0) = 0 and the function is strictly increasing.
The function α : R+ → R+ belongs to the class K∞ if
α ∈ K and it is increasing to infinity.
• |s| is stated for the absolute value of s ∈ R, ||·|| denotes
a norm on Rn (the Euclidean norm by default if another
is not stated explicitly).
• the notation DV (x)f(x) stands for the directional
derivative of a continuously differentiable function V
with respect to a vector field f evaluated at the point x,
and for Dini derivative in the direction of f for a locally
Lipschitz function V :
DV (x)f(x) = lim inf
t→0+




Consider the following nonlinear system:
ẋ = f(x), (1)
where x ∈ Rn is the state vector, f : Rn → Rn is a locally
Lipschitz continuous function. For an initial condition x0 ∈
Rn the corresponding solution x(t, x0) of the system (1) is
defined at least locally in time t ≥ 0.
A. Homogeneity
In the following, for any positive real number λ and any
strictly positive numbers ri, i ∈ 1, n called weights one can
define:
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• the vector of weights r = (r1, . . . , rn)T ,
• the dilation matrix
Λr = diag{λri}ni=1,
note that for x ∈ Rn we have Λrx =
(λr1x1, . . . , λ
rixi, . . . , λ
rnxn)
T .
• let r =
∏n
i=1 ri, then the r–homogeneous norm of x ∈











Definition 1. A function h : Rn → R is r–homogeneous
with degree dr,h ∈ R if for all x ∈ Rn we have (see [13]):
λ−dr,hh(Λrx) = h(x).
When such a property holds, we write degr(h) = dr,h.
Let us note that for any positive real number λ:
||Λrx||r = λ||x||r,
thus degr(||·||r) = 1. Let us introduce the following compact
set
Sr = {x ∈ Rn : ||x||r = 1}.
Lemma 2. For all x ∈ Rn, the following holds
min
‖x‖=1
||x||r × ‖x‖ ≤ ||x||r ≤ max
‖x‖=1
||x||r × ‖x‖
m1||x||r ≤ ‖x‖ ≤ m2||x||r,












Proof: Since ||x||r is r–homogeneous of degree 1 we
have ||x||r = ‖x‖
∥∥∥ x‖x‖∥∥∥
r
, using continuity of ||x||r and
compactness of the unit ball one get the first relation. The
two other ones comes directly from the first relation.
The homogeneity notion can be also defined for vector
fields or ordinary differential systems as follows.
Definition 3. A vector field f : Rn → Rn is r–homogeneous
with degree dr,f ∈ R, with dr,f > −mini∈{1,...,n} ri if for
all x ∈ Rn we have (see [13]):
λ−dr,f Λ−1r f(Λrx) = f(x),
which is equivalent for i-th component of fi being r–
homogeneous function of degree ri + dr,f . When such a
property holds, we write degr(f) = dr,f . The system (1)
is r–homogeneous of degree dr,f if the vector field f is
homogeneous of degree dr,f .
Theorem 4. [20] For the system (1) with r–homogeneous
and continuous function f the following properties are equiv-
alent:
• the system (1) is asymptotically stable;
• there exists a continuously differentiable r–
homogeneous Lyapunov function V : Rn → R+
such that for all x ∈ Rn,
α1(||x||) ≤ V (x) ≤ α2(||x||),
DV (x)f(x) ≤ −α(||x||),
λ−dV (Λrx) = V (x), d ≥ 0,
for some α1, α2 ∈ K∞ and α ∈ K.
B. Local homogeneity
The r–homogeneity concept presented in definitions 1,3
and Theorem 4 is introduced for some r and all λ > 0.
Restricting the set of admissible values for λ we can intro-
duce local homogeneity [8] (this property is in fact has been
already defined in the homogeneity in the bi-limit [1], which
consist in local homogeneity at the origin and at infinity).
Definition 5. A function h : Rn → R with h(0) = 0
is (r0, λ0, h0)–homogeneous with degree dr0,h0 ∈ R with







A vector field f : Rn → Rn with f(0) = 0 is (r0, λ0, f0)–
homogeneous with degree dr0,f0 > −mini∈{1,...,n}(r0i) and




λ−dr0,f0 Λ−1r0 f(Λr0x)− f0(x)
)
= 0,
The system (1) is (r0, λ0, f0)–homogeneous with degree
dr0,f0 ∈ R if the vector field f is (r0, λ0, f0)–homogeneous
with degree dr0,f0 ∈ R.
The coefficients r0i > 0, i ∈ 1, n are called the weights,
dr0,h0 (respectively dr0,f0 ) is the degree of homogeneity
(it may depend on λ0) and h0 (respectively f0) is the
approximating function of h (respectively f ) at λ0.
If the pairs of functions (h, h0), and (f, f0) are continuous,
then for any ε > 0 there exist λε ≤ λ0 ≤ λε such that for
all λ ∈ [λε, λε]:
sup
x∈Sr0
∥∥λ−dr0,h0h(Λr0x)− h0(x)∥∥ ≤ ε,
sup
x∈Sr0
∥∥λ−dr0,f0 Λ−1r0 f(Λr0x)− f0(x)∥∥ ≤ ε.
In the paper [1] this definition has been introduced for
λ0 = 0 and λ0 =∞ (the function h is called homogeneous in
the bi-limit if it is simultaneously (r0, 0, h0)–homogeneous
and (r∞,+∞, h∞)–homogeneous). The system (1) can be
also homogeneous in more than two limits
Definition 6. The function g (respectively the vector field
f , the system (1)) is homogeneous in the multi-limit if there
exist a finite number of triplets (ri, λi, gi (respectively fi)) for
which the function (respectively the vector field f , the system
(1)) is (ri, λi, gi (respectively fi))–locally homogeneous for
each index i.
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The following formulas give an example for choice of
locally approximating functions for any 0 < λ0 < +∞ and
x ∈ Sr [8]:
h0(x) = λ
−d0





where Λr,0 = diag{λri0 }ni=1. Moreover, the approximating













where Λ||x|| = diag{||x||rir }ni=1, provided that h0(0) and
f0(0) are well defined. The proposed formulas do not cover
two limit cases with λ0 = 0 and λ0 = +∞. For the case
λ0 = 0 at least one variant of the approximating dynamics
can be pointed out for differentiable functions h and f with
the property h(0) = 0, f(0) = 0: h0(x) = g′(0)x, f0(x) =
f ′(0)x for ri = 1, i = 1, n.
C. Conditions of oscillation in the sense of Yakubovich
The function g : Rn → R is called monotone if the
condition x1 ≤ x′1, . . . , xn ≤ x′n implies that everywhere
either g(x1, . . . , xn) ≤ g(x′1, . . . , x′n) or g(x1, . . . , xn) ≥
g(x′1, . . . , x
′
n).
Definition 7. [29], [7] The solution x(t, x0) with x0 ∈ Rn
of the system (1) is called [π−, π+]-oscillation with respect
to the output ψ = η(x) (where η : Rn → R is a continuous
monotone function) if the solution is defined for all t ≥ 0
and
limt→+∞ψ(t) = π
−; limt→+∞ψ(t) = π+;
−∞ < π− < π+ < +∞.
The solution x(t, x0) with x0 ∈ Rn of the system (1) is
called oscillating, if there exist some output ψ and constants
π−, π+ such that x(t, x0) is [π−, π+]-oscillation with respect
to the output ψ. The forward complete system (1) is called
oscillatory, if for almost all x0 ∈ Rn the solutions x(t, x0)
of the system are oscillating. The oscillatory system (1) is
called uniformly oscillatory, if for almost all x0 ∈ Rn for
corresponding solutions x(t, x0) there exist output ψ and
constants π−, π+ not depending on initial conditions.
In other words the solution x(t, x0) is oscillating if the
output ψ(t) = η(x(t, x0)) is asymptotically bounded and
there is no single limit value of ψ(t) for t→ +∞. The term
"almost all solutions" is used to emphasize that generally
the system (1) has a nonempty set of equilibrium points,
thus there exists a set of initial conditions with zero measure
such that the corresponding solutions are not oscillating.
The notion of oscillations in the sense of Yakubovich is
rather generic including periodical oscillations (limit cycles),
quasi-periodical, recurrent and chaotic trajectories. The os-
cillating trajectories could be repelling being oscillating. The
trajectories also could be unbounded, it is required to find
a function of the state vector, that is bounded and admits
certain requirements introduced in Definition 7.
Theorem 8. [7] Let the system (1) have two locally Lips-
chitz continuous Lyapunov functions V1 and V2 fulfilling the
following inequalities for all x ∈ Rn:
υ1(||x||) ≤ V1(x) ≤ υ2(||x||), υ3(||x||) ≤ V2(x) ≤ υ4(||x||),
υ1, υ2, υ3, υ4 ∈ K∞ and for some 0 < X1 < υ−11 ◦ υ2 ◦
υ−13 ◦ υ4(X2) < +∞:
DV1(x)f(x) > 0 for all 0 < ||x|| < X1 and x /∈ Ξ;
DV2(x)f(x) < 0 for all ||x|| > X2 and x /∈ Ξ,
where Ξ ⊂ Rn is a set with zero Lebesgue measure
containing all equilibriums of the system, and
Ω∩Ξ = ∅,Ω = {x : υ−12 ◦υ1(X1) ≤ ||x|| ≤ υ
−1
3 ◦υ4(X2)}.
Then the system (1) is oscillatory.
Theorem 9. [8] Let the system (1) be (rj ,λj ,fj)–
homogeneous for j = 1, 2, the functions f : Rn → Rn
and fj : Rn → Rn, j = 1, 2 be continuous and the locally
approximating dynamical systems ẋ = fj(x), j = 1, 2 have
rj–homogeneous and continuously differentiable Lyapunov
functions Vj : Rn → R+, α1,j(||x||) ≤ Vj(x) ≤ α2,j(||x||),
α1,j , α2,j ∈ K∞ for all x ∈ Rn and j = 1, 2. Let Ξ ⊂ Rn
be the set containing all equilibriums of the system (1). Let
one of the following conditions hold:
• (i) a1 = infy∈Sr1 DV1(y)f1(y) > 0, a2 =
− supy∈Sr2 DV2(y)f2(y) > 0 and the sets
Xj = {x ∈ Rn : α−11,j ◦ α2,j(m2λj) < ||x|| <
α−11,j ◦ α2,j(m1λj)}, j = 1, 2
are connected and non empty where
sup
y∈Srj
|DVj(y)[λ−dΛ−1rj f(Λrjy)−fj(y)]| < aj , j = 1, 2
for all λ ∈ (λj , λj), λj ≤ λj ≤ λj (such constants λj ,
λj exist due to homogeneity assumption), the constants
m1, m2 are defined in Lemma 2, and
Ω ∩ Ξ = ∅,Ω = Ω1 ∩ Ω2,
Ω1 = Rn\{x ∈ Rn : ||x|| ≤ α−11,1 ◦ α2,1(m1λ1)},
Ω2 = {x ∈ Rn : ||x|| ≤ α−11,2 ◦ α2,2(m2λ2)};
• (ii) a1 = − supy∈Sr1 DV1(y)f1(y) > 0, a2 =
infy∈Sr2 DV2(y)f2(y) > 0 and the sets Xj , j = 1, 2
are connected and non empty where λj ≤ λj ≤ λj are
defined as for the case (i), and
Ω ∩ Ξ = ∅,Ω = {x ∈ Rn : α−11,1 ◦ α2,1(m1λ1) ≤
||x|| ≤ α−11,2 ◦ α2,2(m2λ2)}.
Then the system (1) has oscillating trajectories into the set
Ω.
After introduction of these preliminary notions let us
proceed with the main result presentation.
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IV. CONTROL DESIGN
Consider an affine in control nonlinear system
ẋ = f(x) +G(x)u, x ∈ Rn, u ∈ Rm, (3)
where f and the columns of G are locally Lipschitz contin-
uous vector fields, f(0) = 0. There exist a lot of approaches
devoting to the stabilizing control u construction [16], [22]
for (3), and some methods of anti-control design [3], [4], [27]
(the controls granting the closed loop system with instability
property).
Among approaches for stabilizing control design it is worth
to mention CLF method [2], [26], [6], [5] that gives a
universal formula for the control laws. For the homogeneous
system (3) this approach has been developed in [9], [17],
[18], [19].
Definition 10. [26] A continuously differentiable and posi-
tive definite function V : Rn → R+ is called a CLF for the
system (3) if for all x ∈ Rn \ {0},
inf
u∈Rm
{a(x) +B(x)Tu} < 0,
where a(x) = DV (x)f(x), B(x) = [DV (x)G(x)]T . Such a
CLF satisfies the Small Control Property (SCP) if for each
ε > 0 there is a δ > 0 such that, if x 6= 0 satisfies ||x|| < δ,
then there is some ||u|| < ε such that
a(x) +B(x)Tu < 0.
It is possible to show [26] that a continuously differentiable
and positive definite function V : Rn → R+ is a CLF for
the system (3) if for all x ∈ Rn \ {0} the property
a(x) < 0 if ||B(x)|| = 0






Now we are in position to introduce the new anti-control
(destabilizing) Lyapunov function.
Definition 11. A continuously differentiable and positive
definite function V : Rn → R+ is called an Anti-control
Lyapunov Function (ALF) for the system (3) if for all
x ∈ Rn \ {0},
sup
u∈Rm
{a(x) +B(x)Tu} > 0.
Such an ALF satisfies the Small Control Property (SCP) if
for each ε > 0 there is a δ > 0 such that, if x 6= 0 satisfies
||x|| < δ, then there is some ||u|| < ε such that
a(x) +B(x)Tu > 0.
Similarly, it is possible to conclude that a continuously
differentiable and positive definite function V : Rn → R+ is
an ALF, if for all x ∈ Rn \ {0} the property
a(x) > 0 if ||B(x)|| = 0







Lemma 12. [17] If for the system (3) there exists a CLF
V : Rn → R+, then the control






b2 if b 6= 0;
0 if b = 0
(4)
for any 2q ≥ p > 1, q > 1 is continuous for all x ∈ Rn \{0}
and ensures the system stabilization. If the function a and all
elements of the vector function B are r–homogeneous with
degrees da and dB respectively:
a(Λrx) = λ
daa(x); Bi(Λrx) = λ
dBBi(x), i = 1,m,
then the control (4) is elementwise r–homogeneous with
degree da − dB provided that it is possible to choose
2dBq = dap. If the CLF V is r–homogeneous with degree dV
and the vector field f and all columns of the matrix function





i(x), i = 1,m,
then the control (4) is elementwise r–homogeneous with
degree df − dG and the closed loop system (3), (4) is r–
homogeneous with degree df provided that 2(dG + dV )q =
(df + dV )p.
If furthermore V satisfies the SCP, then the feedback
control (4) is also continuous at the origin.
The last part of this lemma has been proven in [17] for
the case m = 1 only.
Lemma 13. If for the system (3) there exists an ALF V :
Rn → R+, then the control






b2 if b 6= 0;
0 if b = 0
(5)
for any 2q ≥ p > 1, q > 1 is continuous for all x ∈ Rn \{0}
and ensures the system instability. If the function a and all
elements of the vector function B are r–homogeneous with
degrees da and dB respectively:
a(Λrx) = λ
daa(x); Bi(Λrx) = λ
dBBi(x), i = 1,m,
then the control (5) is elementwise r–homogeneous with
degree da − dB provided that it is possible to choose
2dBq = dap. If the ALF V is r–homogeneous with degree dV
and the vector field f and all columns of the matrix function





i(x), i = 1,m,
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then the control (5) is elementwise r–homogeneous with
degree df − dG and the closed loop system (3), (5) is r–
homogeneous with degree df provided that 2(dG + dV )q =
(df + dV )p.
If furthermore V satisfies the SCP, then the feedback
control (5) is also continuous at the origin.
Proof: The proof is excluded due to space limitations.
Together with the local homogeneity concept, these two
lemmas may be used to propose a universal control formula
for the system (3) stabilization/destabilization at a specified
sphere around the origin.
Theorem 14. Assume that for the system (3):
(i) there exists a r–homogeneous CLF (ALF) V0 : Rn →
R+, dV = degr(V0);
(ii) the function f is (r, λ0, f0)–homogeneous with degree
df ;
(iii) the columns Gi, i = 1,m of the matrix function G
are (r, λ0, Gi0)–homogeneous with degree dG;
(iv) there exist 2q ≥ p > 1, q > 1 such that 2(dG+dV )q =
(df + dV )p.
Then the system (3) with the control (4) (the control (5))
for a(x) = DV0(x)f0(x), B(x) = [DV0(x)G0(x)]T is
(r, λ0, F0)–homogeneous with degree df , where the vector
field F0(x) = f0(x) +G0(x)u(x) is stable (unstable).
Proof: For the system ẋ = f0(x)+G0(x)u all conditions
of the lemma 12 (the lemma 13) are satisfied, the system ẋ =
F0(x) is stable (unstable) and r–homogeneous with degree
df . Let us show, that the system (3) with the control (4) (the
control (5)) is (r, λ0, F0)–homogeneous with degree df . For
F (x) = f(x) +G(x)u(x) by definition we have
λ−df Λ−1r F (Λrx) = λ
−df Λ−1r [f(Λrx) +G(Λrx)u(Λrx)] =



















λ−df Λ−1r F (Λrx)− F0(x)
)
= 0.
For 0 < λ0 < +∞, a variant of homogeneous approximat-
ing functions f0 and Gi0, i = 1,m is given in (2). Any other
approach (backstepping, forwarding or feedback lineariza-
tion) generating a r–homogeneous control may substitute the
CLF/ALF controls (4), (5) in this theorem under conditions
(i)–(iii). Owing the framework of homogeneity in the multi-
limit, Theorem 14 provides an approach to design oscillating
systems.
Corollary 15. Let for some rk, k = 0, N , 0 < N < +∞ and
0 ≤ λ0 < . . . < λN ≤ +∞ for the system (3) the following
properties be true:
(i) there exist r2j–homogeneous CLFs (ALFs) V2j : Rn →
R+ and r2j+1–homogeneous ALFs (CLFs) V2j+1 : Rn →
R+ for j = 0, N/2, define h2j = 1, h2j+1 = 2 (h2j = 2,
h2j+1 = 1) and dV,k = degrk(Vk) for k = 0, N ;
(ii) the function f is (rk, λk, fk)--homogeneous with de-
gree df,k, k = 0, N ;
(iii) the columns Gi, i = 1,m of the matrix function G
are (rk, λk, Gik)–homogeneous with degree dG,k, k = 0, N ;
(iv) for all k = 0, N there exist 2qk ≥ pk > 1, qk > 1
such that 2(dG,k + dV,k)qk = (df,k + dV,k)pk;
(v) the vector fields f and Gi, i = 1,m are linearly
independent for all x ∈ Rn \ {0}.




[%k(||x||k, λk)φhk [ak(x), ||Bk(x)||]Bk(x)] ,
(6)
ak(x) = DVk(x)fk(x), Bk(x) = [DVk(x)Gk(x)]
T ,
has different oscillating trajectories into the sets Xk =
{x ∈ Rn : λk < ||x|| < λk+1}, k = 0, N − 1, where
the continuous weighting functions %k(λk, λk) = 1 and∑N
k=0 %k(||x||k, λk) = 1 for any x ∈ Rn.
Proof: If the vector fields f and Gi, i = 1,m are linearly
independent for all x ∈ Rn \ {0}, then for any control the
system has the single equilibrium at the origin. For each
k = 0, N the conditions of Theorem 14 hold and the system
(3) with the control uk(x) = φhk [ak(x), ||Bk(x)||]Bk(x) is
stable or unstable and locally homogeneous. The function
%k(||x||k, λk) equals 1 for ||x||rk = λk and it uniformly
decays to zero on leaving this set (due to the normaliza-
tion condition
∑N
k=0 %k(||x||k, λk) = 1). Therefore, the
closed-loop system (3), (6) is (rk, λk, Fk)–homogeneous for
Fk(x) = fk(x) + Gk(x)uk(x). The oscillating properties
follow by application of Theorem 9 (all conditions of this
theorem hold for each paire 2j, 2j + 1, j = 0, N/2).
Note that there exist constants 0 < χk < +∞, k = 0, N
such that the choice
%k(||x||k, λk) = e−χkνk(||x||rk ,λk)
2
, k = 0, N (7)
is admissible, where νk(s, λ) = s − λ, k = 0, N and if
λN = +∞ then
νN (s,+∞) =
{
0 if s− λ′N ≥ 0;
s− λ′N if s− λ′N < 0
for some λN−1 < λ′N < +∞. The term e−χkνk(||x||rk ,λk)
2
can be replaced with any other type of weighting functions
(polynomial, for instance). For this choice of the functions
%k, k = 0, N , the normalization condition holds with some
error (dependent on χk), however the arguments of Theorem
9 remain valid.
Example 16. Consider a bilinear planar system:
ẋ = f(x) + g(x)u, x ∈ R2, u ∈ R,
f(x) = [x2 − 2x1]T , g(x) = [x1 x2]T .
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The vector fields f and g are linearly independent for all
x ∈ R2 \ {0}. Choose λ0 = 0 and r0 = [1 1], then due to
linearity of f and g we obtain f0(x) = f(x), g0(x) = g(x).
Take V0(x) = (x1+x2)2+x22, then a0(x) = 2(x1+x2)(x2−
4x1) − 4x1x2, b0(x) = 2(x1 + x2)2 + 2x1x2 and V0 is a
CLF. Since df,0 = 0, dg,0 = 0 and dV,0 = 2, pick q0 = 1
and p0 = 2. Next, choose λ1 = 2 and r1 = [1 2]. According
to (2) we obtain
f1(x) = [x2 − 0.5||x||2r1x1]
T , g1(x) = g(x)
for df,1 = 1 and dg,1 = 0. For dV,1 = 4 take V1(x) =
x22 + (x1|x1|+ x2)2, then
a1(x) = 2(x1|x1|+ x2)(2|x1|x2 − 0.5||x||2r1x1)− ||x||
2
r1x1x2,
b1(x) = 2(x1|x1|+ x2)(2|x1|x1 + x2) + 2x22
and V1 is an ALF. Therefore, q1 = 1.25 and p1 = 2 is an
admissible choice. Finally, let λ2 = +∞ and r2 = [11], then
again f2(x) = f(x), g2(x) = g(x), V2(x) = (x1 +x2)2 +x22
is a CLF, a2(x) = a0(x), b2(x) = b0(x), q2 = 1 and p2 = 2.
In the control (6) we put (7) with χk = 5, k = 0, 1, 2. The
results of the system simulation are shown in Fig. 1, the
system has two limit cycles (the inner is unstable and the
outer one is stable).
Fig. 1. Trajectories of the closed-loop system.
V. CONCLUSION
The paper extends the CLF approach for anti-control
analysis and design, for that the ALF concept is introduced.
The universal formula for destabilizing control algorithms is
proposed. Applying the local homogeneity concept, the con-
trol law for stabilization/destabilization of nonlinear systems
around a sphere is presented. Finally, the universal formulas
for stabilizing/destabilizing controls are used for oscillating
system design with multiple limit cycles. The results are
illustrated by example of computer simulation.
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