Cyclic codes are a subclass of linear codes and have applications in consumer electronics, data storage systems, and communication systems as they have efficient encoding and decoding algorithms. In this paper, a family of -ary cyclic codes whose duals have three pairwise nonconjugate zeros is proposed. The weight distribution of this family of cyclic codes is determined. It turns out that the proposed cyclic codes have five nonzero weights.
I. INTRODUCTION
A N linear code over the finite field is an -dimensional subspace of with minimum (Hamming) distance , where is a prime. Let denote the number of codewords with Hamming weight in a code of length . The weight enumerator of is defined by The sequence is called the weight distribution of the code. Clearly, the weight distribution gives the minimum distance of the code and, thus, the error correcting capability. In addition, the weight distribution of a code allows the computation of the error probability of error detection and correction with respect to some error detection and error correction algorithms (see [12] for details). Thus, the study of the weight distribution of a linear code is important in both theory and applications.
An linear code over is called cyclic if implies . By identifying any vector with any code of length over corresponds to a subset of . The linear code is cyclic if and only if the corresponding subset in is an ideal. It is well known that every ideal of is principal. Let , where is monic and has the least degree. Then, is called the generator polynomial and is referred to as the parity-check polynomial of . A cyclic code is called irreducible if its parity-check polynomial is irreducible over . Otherwise, it is called reducible. A cyclic code over is said to have zeros if all the zeros of the generator polynomial of the code form conjugate classes, or equivalently, the generator polynomial has irreducible factors over .
The weight distributions of both irreducible and reducible cyclic codes have been interesting subjects of study for many years. The determination of weight distributions is a hard problem in general. For information on the weight distribution of irreducible cyclic codes, the reader is referred to the recent survey [4] . Information on the weight distribution of reducible cyclic codes could be found in [5] , [9] , [15] - [17] , [21] , [23] , and [25] .
For the duals of the known cyclic codes whose weight distributions were established, most of them have at most two zeros (see [4] , [5] , [9] , [10] , [15] - [17] , and [21] - [23] ), only a few of them have three or more zeros (see [9] , [13] , [15] , and [25] ). The objective of this paper is to settle the weight distribution of a family of five-weight cyclic codes whose duals have three zeros.
This paper is organized as follows. Section II defines the family of cyclic codes. Section III presents results on quadratic forms which will be needed in subsequent sections. Section IV solves the weight distribution problem for the family of cyclic codes. Section V concludes this paper and makes some comments.
II. FAMILY OF CYCLIC CODES
In this section, we introduce the family of cyclic codes to be studied in the sequel. Before doing this, we first give some notations which will be fixed throughout the paper unless otherwise stated.
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Let be an odd prime and , where is odd and . Let and , where is any positive integer with . The conclusions in the following lemma will be used in the sequel and their proofs can be found in [18] and [20] . 
Then, has degree and is a factor of . Let be the cyclic code with parity-check polynomial . Then, has length and dimension . Using the well-known Delsarte's Theorem [2] , one can prove that (2) where the codeword and denotes the absolute trace from to . Let and be the cyclic code with parity-check polynomial . Then, is a subcode of with dimension . Trachtenberg [20] proved that has three nonzero weights and determined its weight distribution. The objectives of this paper are to show that has five nonzero weights and settle the weight distribution of this class of cyclic codes.
III. MATHEMATICAL FOUNDATIONS
In this section, we give a brief introduction to quadratic forms over finite fields which will be useful in the sequel. Quadratic forms have been well studied (see the monograph [14] and the references therein) and have applications in sequence design (see [11] , [19] , and [20] ), and coding theory (see [9] , [15] , [16] , and [25] . That is, is a homogeneous polynomial of degree 2 in the ring . The rank of the quadratic form is defined as the codimension of the -vector space That is, , where is the rank of . In order to determine the weight distribution of the aforementioned code , we need to deal with the exponential sum of the following form:
where is a complex primitive th root of unity, and is a function from to satisfying 1) for all ; and 2) is a quadratic form over . Note that any nonsquare in is also a nonsquare in since is odd. It is easy to verify that (4) where is a fixed nonsquare in . The following result can be traced back to Trachtenberg [20] whose proof is based on (4) and the classification of quadratic forms over finite fields in odd characteristic. For more details, we refer the reader to [20, pp. 30-36] and [19, Lemma 4] .
Lemma 3.2: Let be defined by (3) and be the rank of the quadratic form . Then, if is odd, and otherwise.
IV. WEIGHT DISTRIBUTION OF THE FAMILY OF CYCLIC CODES
In this section, we shall establish the weight distribution of the code of (2) defined in Section II. To this end, we need a series of lemmas. Before introducing them, for any , we define has the same number of roots in as . Fix an algebraic closure of ; then, all roots of form a vector space over of dimension at most 4 since its degree is at most for any . Note that , it is straightforward (see [20, Lemma 4] ) to verify that elements in that are linearly independent over are also linearly independent over . Therefore, the roots of in form a vector space over of dimension at most 4. Thus, the rank of is at least for any . This completes the proof. 
Then, Proof: We distinguish between the following two cases to calculate the number of solutions of (9). Case A, when : In this case, by Lemma 4.2, the number of solutions of (9) is equal to . 
Squaring both sides of each equation in (10), we have which implies that since . Conversely, for any , it is clear that is a solution to (10) since and for each . Thus, (10) has exactly solutions.
Summarizing the results of the two cases above, we have that . This completes the proof. The following lemma is the key to establishing the weight distribution of the proposed code . Its proof is lengthy and is presented in the Appendix.
Lemma 4.4: Let denote the number of solutions of the following system of equations: Combining (13) and (14) gives and
The value distribution of depicted in Table I then follows  from the values of , and , and the analysis above.
The following is the main result of this paper. Theorem 4.6: Let be the code in (2) . Then, is a cyclic code over with parameters Furthermore, the weight distribution of is given by Table II .
Proof: The length and dimension of the code follow directly from the definition of . We only need to determine its minimal weight and weight distribution. In terms of exponential sums, the weight of the codeword in is given by (15) where is given by (6) , and in the fifth identity, we used the fact that for any and . The minimal weight and weight distribution of then follow from (15) and the value distribution of the exponential sum depicted in Table I 
V. SUMMARY AND CONCLUDING REMARKS
In this paper, we studied a family of five-weight cyclic codes. The duals of the cyclic codes have three zeros. The weight distribution of this family of cyclic codes is completely determined.
We mention that the weight distribution of can also be settled in a more general case where is odd. In what follows we only report the conclusion. The proof is similar to that of Theorem 4.6.
Theorem 5.1: Let , be odd, and . Let be the code in (2) . Then, is a cyclic code over with parameters Furthermore, the weight distribution of is given by Table III .
Finally, we would mention some applications of the codes with five weights considered in this paper. Cyclic codes with a few weights are of special interest in authentication codes as certain parameters of the authentication codes constructed from these cyclic codes could be easily computed [7] , and in secret sharing schemes as the access structures of the secret sharing schemes derived from such cyclic code can be easily determined [1] , [6] , [24] . Cyclic codes with a few weights are also of special interest in designing frequency hopping sequences [3] , [8] .
APPENDIX A PROOF OF LEMMA 4.4
For any
, let denote the number of solutions of the following system of equations:
It is then obvious that For any , let denote the number of solutions of the following system of equations: We prove Lemma 5.2 only for the case that . The proof for the case is similar and omitted. Hence, we assume that from now on. A) Case 1: In (19), we substitute with and obtain the following system of equations: (20) where . Our task is to compute the number of solutions of (20) . To this end, we first compute the number of solutions of the following system of equations: (21) where . Lemma 5.3: Let symbols and notations be the same as before. As for (21), we have if for elements for the remaining .
Proof: Let be a solution of the first equation in (21) . It is clear that . Let . It then follows that and (22) Thus is uniquely determined by . Substituting (22) into the second equation of (21), we obtain (23)
Let
. Then, (23) is equivalent to (24) If (24) has no solution, i.e., is not a square in , then . Otherwise, suppose that and are two solutions of (24) . We then have (25) or (26) Clearly, (25) and (26) 
Note that if and only if By (30), is uniquely determined by . Therefore, is uniquely determined by .
In addition, it is easily seen that if and only if . Hence the number of solutions of (20) is the same as that of (21) . The desired conclusions then follow from Lemma 5.3.
Lemma 5.5: Let denote the number of solutions of (19) such that is a square and is a nonquare or . Then if for pairs for the remaining .
Proof: Consider now the solutions of (20) . If is a solution of (20), so are , and . If , there are indeed four different solutions of (20), but they give only one solution of (19) .
Since is a quadratic nonresidue in , . However, it is possible that . If , then . In this case, we have two special solutions of (20) . They give only one solution of (19) .
It then follows from Lemma 5.4 that and for pairs for the remaining .
The proof is then completed. B) Case 2: Lemma 5.6: Let denote the number of solutions of (19) such that is a square and is a nonsquare or . Then if for pairs for the remaining .
This case is symmetric to Case 1. Hence, the proof of this lemma is similar to that of Lemma 5.5 and is omitted. C) Case 3: In (19), we substitute with and obtain the following system of equations:
. Our task is to compute the number of solutions of (31). To this end, we first compute the number of solutions of the following system of equations: Proof: Consider now the solutions of (31). If is a solution of (31), so are , , and . If , there are indeed four different solutions of (31), but they give only one solution of (19) .
However, it is possible that . If , (31) has four special solutions and . They give only two solutions of (19) . It then follows from Lemma 5.8 that
If
, then the four distinct solutions give only one solution of (19) . In this case, it then follows from Lemma 5.8 that for pairs for the remaining .
The proof is then completed. D) Case 4: Lemma 5.10: Let denote the number of solutions of (19) such that both and are either nonsquares or zero. Then if for pairs for the remaining .
Proof: The proof of this lemma is similar to that of Lemma 5.9 and is omitted here.
APPENDIX C PROOF OF LEMMA 5.2
Note that the solutions and of (19) are counted more than once in Cases 1-4. By analyzing the proofs of Lemmas 5.5, 5.6, 5.9, and 5.10, we have When , is the sum of the solutions given in Lemmas 5.5, 5.6, 5.9, and 5.10. This completes the proof. 
