Chi et al. recently proposed two effective non-cancellation multistage (NCMS) blind source separation algorithms, one using the turbo source extraction algorithm (TSEA), called the NCMS-TSEA, and the other using the fast kurtosis maximization algorithm (FKMA), called the NCMS-FKMA. Their computational complexity and performance heavily depend on the dimension of multi-sensor data, i.e., number of sensors. This paper proposes the inclusion of the prewhitening processing in the NCMS-TSEA and NCMS-FKMA before performing source extraction. We come up with two improved algorithms with significant computational savings on one hand, and some performance improvements on the other hand (owing to dimension reduction and noise reduction by prewhitening processing), especially when the number of sensors is much larger than the number of sources. Simulation results are presented to verify the efficacy and computational efficiency of the proposed algorithms.
INTRODUCTION
Blind source separation (BSS) (or independent component analysis), which is to extract unknown sources only from observations over multiple sensors, has received wide attention in many areas such as array signal processing, wireless communications, and biomedical signal processing. There have been a number of statistical BSS algorithms reported in the open literature basically including algorithms using secondorder statistics (SOS) (known as correlations) [1] [2] [3] , and algorithms using higher-order statistics (HOS) (known as cumulants) [4] [5] [6] [7] [8] [9] [10] . SOS based algorithms generally require the power spectra of the sources to be different, while HOS based algorithms generally require the sources to be non-Gaussian though their power spectra are allowed to be the same.
Among HOS based BSS algorithms, the kurtosis (a fourthorder cumulant) maximization criterion has been thought of as an effective source separation criterion, for instance, HyvaThis work was supported by the National Science Council, under Grant NSC 96-2628-E-007-003-MY3.
rinen and Oja's fast fixed-point algorithm (also called the FastICA) [6] using kurtosis, and Ding and Nguyen's kurtosis maximization algorithm (KMA) [8] , Chi and Chen's noncancellation multistage (NCMS) BSS algorithm using the fast kurtosis maximization algorithm (FKMA), called the NCMS-FKMA [9, 10] . However, the smaller the normalized kurtosis magnitude of the extracted source signal, the worse the performance of these algorithms. Chi and Peng recently proposed another NCMS BSS algorithm using the turbo source extraction algorithm (TSEA), called the NCMS-TSEA [9], whose performance is much insensitive to the kurtosis magnitude of the extracted source signal. However, the computational complexity and performance of both the NCMS-TSEA and the NCMS-FKMA are dependent on the dimension of multi-sensor data (i.e., the number of sensors) though they are robust against error propagation from stage to stage due to no successive cancellation (deflation) processing involved.
In this paper, the prewhitening processing which is known for dimension reduction and noise reduction is considered to be included in the NCMS-TSEA and NCMS-FKMA. Besides the noise reduction and dimension reduction, the prewhitening processing implicitly transforms the mixing matrix into a unitary matrix in the prewhitened data. Therefore, the source extraction processing with the low-dimension prewhitened data will be computationally much faster than that with the original high-dimension data in addition to some performance improvements. The The FKMA is an iterative algorithm for finding the optimum spatial filter v by maximizing the following objective function [7, 8] : Step (T2) of the NCMS-TSEA). Fortunately, the widely used prewhitening processing through eigenvalue decomposition of the correlation matrix Rx for both dimension reduction of x[n] and noise reduction can transform the P x K mixing matrix A into a K x K unitary matrix [5, 6] . With the above computational reduction, noise reduction, and transformation of the mixing matrix, the proposed PNCMS-TSEA is summarized as follows:
(PT1) Prewhitening: Obtain prewhitening matrix (RI) The proposed PNCMS-TSEA basically extracts all the sources through the same signal processing procedure as the NCMS-TSEA except that Step (PT3) for the former is much simpler than Step (T2) for the latter at each stage, and meanwhile no channel estimation is involved in (PT4). The inclusion of the prewhitening processing (PT1) for the former substantially reduces the computational complexity because the major processing involving FKMA in (PT4) is dependent upon the dimension K of the prewhitened data instead of the dimension P > K of the original data, especially when P >> K. The extra computational load due to the prewhitening processing in (PT1) is negligible compared with the amount of computation load reduction in source extraction.
(R2) The performance of the proposed PNCMS-TSEA is basically similar to that of the NCMS-TSEA simply because the former can be thought of as a more efficient implementation based on the same source separation criterion (kurtosis maximization). However, some performance improvements of the proposed PNCMS-TSEA over the NCMS-TSEA can still be obtained for low signal-to-noise ratio (SNR) because two-fold noise reduction is performed: prewhitening processing and source extraction in lower dimension space.
(R3) With the TSEA used in (PT4) replaced by the FKMA, the proposed PNCMS-TSEA reduces to the one, called the PNCMS-FKMA. The performance of the former is also superior to the latter simply due to better performance of the TSEA over the FKMA. It is interesting to note that both the PNCMS-FKMA and the FastICA [6] are non-cancellation multistage source separation kurtosis maximization algorithms with prewhitening processing performed prior to source extraction, except that the former employs the FKMA while the latter employs only a gradient search algorithm (which is not very computationally efficient) in source extraction. Therefore, they have similar performance.
SIMULATION RESULTS
To justify the performance and computational advantages of the proposed PNCMS-TSEA, and PNCMS-FKMA over the existing NCMS-TSEA, and NCMS-FKMA, two parts of simulation results are to be presented. , respectively. One can observe from these two figures that the computational complexity of the proposed PNCMS-TSEA (m) is smaller than that of the NCMS-TSEA (m) and again, their computational complexity differences for A = A2 are much larger than for A = A1. Furthermore, the source extraction involved in the proposed PNCMS-TSEA was performed with prewhitened data of dimension K = 4 while that involved in the NCMS-TSEA was performed with the original data of dimension P = 5 for the case of A = A1 and P = 8 for the case of A = A2 indicating that their computational complexity differences are substantial. These observations also apply to the computational complexity comparison between the PNCMS-FKMA (0) and the NCMS-FKMA (e).
CONCLUSIONS
By including the prewhitening processing (which has been widely used for noise reduction and dimension reduction) in the existing NCMS-TSEA and NCMS-FKMA, we have presented two non-cancellation multistage BSS algorithms, the PNCMS-TSEA and the PNCMS-FKMA. Compared to the NCMS-TSEA (NCMS-FKMA), the proposed PNCMS-TSEA (PNCMS-FKMA) comes up with much simplified processing in source extraction along with significant computational savings on one hand and some performance improvements on the other hand, especially when the number of sensors is much larger than the number of sources. The proposed PNCMS-FKMA is actually a more computationally efficient implementation of the FastICA with almost the same performance. Some simulation results were presented to verify the efficacy and computational efficiency of the proposed two BSS algorithms. As a final remark, though the proposed BSS algorithms presented in this paper are for the real case, they can be easily extended to the complex case. 
