a few nanoseconds of protein-ligand motions, a small fraction of a single catalytic turnover 4 . Transition-state lifetimes have a lower limit of femtoseconds, corresponding to bond vibration rates, as transition states are defined by the conversion of a bond-restoring mode to a translational mode. Common language for the action of enzymes uses terms such as 'tight binding of the transition state' , 'transition-state stabilization' and 'transition-state intermediates' , suggesting that in some way enzymes may be able to form a stabilized or equilibrated form of the transition state (Fig. 1a) .
a few nanoseconds of protein-ligand motions, a small fraction of a single catalytic turnover 4 . Transition-state lifetimes have a lower limit of femtoseconds, corresponding to bond vibration rates, as transition states are defined by the conversion of a bond-restoring mode to a translational mode. Common language for the action of enzymes uses terms such as 'tight binding of the transition state' , 'transition-state stabilization' and 'transition-state intermediates' , suggesting that in some way enzymes may be able to form a stabilized or equilibrated form of the transition state (Fig. 1a) .
Static models of transition-state species, constructed on the basis of kinetic isotope effects (KIEs), also give the impression of an equilibrated form 12 . Quantum chemical interpretations of KIEs give detailed bond order and geometric features at the transition state [13] [14] [15] [16] and have provided transition-state structures for several enzymes [17] [18] [19] . Molecular electrostatic potential surfaces of these transition-state models guide chemical synthesis of transition-state analogs, yielding inhibitors that bind more tightly than substrates by factors of 10 8 or more [19] [20] [21] [22] . Complexes of these inhibitors with their cognate enzymes provide structural models for computational analysis of enzymatic transition states 15 .
However, the enzymatic transition state is a state of maximum free energy and is not likely to exist in a thermalized equilibrium between the Michaelis complex, transition state and products. The Eyring formulation of transition-state theory for chemical reactions was cast as an equilibrium thermodynamic problem 23 . The equilibrium assumptions of Eyring's transition-state theory were resolved by Miller and Pechukas with purely dynamic derivations for transition-state theory, but these derivations have not been fully appreciated in understanding enzymatic catalysis 20, 24, 25 . Dynamic contributions of protein motion to enzyme-catalyzed reactions have focused on conformational changes with microsecond to millisecond timescales, as these times are correlated with catalysis 3, 26, 27 . Slow conformational changes prepare an enzyme to form the transition state, but because these motions are slow they are dynamically uncoupled from passage over the barrier, which occurs on a bond-vibrational timescale. Chemical bonds of interest in chemical biology have vibrational modes in the low femtosecond timescale, and this timescale will be the focus of our viewpoint in investigating transition-state barrier crossing.
Understanding the microscopic mechanism of the transition-state barrier is also pertinent to the generation of designed enzymes and catalytic sites in antibodies 28, 29 . Artificial enzymes have shown a disappointing lack of proficiency, suggesting that they possess incomplete design elements relative to authentic enzymes 29 . The use of de novo design or the immune system to create artificial enzymes tailored to the recognition of transition-state mimics should result in superb catalysts if strong binding of the transition state is sufficient to achieve catalytic rate enhancement. Successful catalytic antibodies or 'designer' enzymes typically achieve The catalytic power of enzymes to efficiently form transition states has been proposed, since the time of Pauling 1 , to involve an equilibrium between the Michaelis complex and a stabilized transition state, providing a rationale for tight binding of transition-state analogs 2 . Recent approaches explore enzymatic transition states from the viewpoints of molecular dynamics, geometry, electron distribution, the chemical lifetime of enzyme-bound transition-state species, and the motion of all atoms in the enzymatic ensemble as barrier crossing occurs [3] [4] [5] [6] [7] [8] [9] [10] . Here, we summarize our perspective on the nature of barrier crossing with an emphasis on combined experimental and computational approaches to the nature of enzymatic transition states and dynamic motions. We conclude that the concept of a stabilized or thermodynamically equilibrated enzymatic transition state should be replaced by a new view in which fast protein dynamics dominates barrier crossing.
Enzymatic catalysis presents daunting challenges of timescales. The catalytic cycle of most enzymes is on the scale of milliseconds, with typical turnovers of 1-100 ms 11 . Continuous quantum mechanical/ molecular mechanics (QM/MM) calculations are typically limited to events of substrate collision, binding and conformational changes that provide access to transition-state geometry.
We find that the passage over the barrier is rapid compared to the time for an enzymatic cycle (as in Fig. 1b) . There is no evidence of a stabilized transition-state species in our examples, and the transition-state lifetime is in the low-femtosecond range-10 −10 to 10 −12 of the time required for a catalytic turnover, even for a complex reaction. The relatively long lifetime of the Michaelis complexes permits a stochastic search through phase space for enzymes to achieve a rare but exact dynamic motion necessary for barrier crossing. In the few femtoseconds of the transition state's existence, the transition-state ensemble cannot equilibrate with surroundings and cannot be described on the basis of thermodynamic parameters. In this interpretation of enzymatic catalysis, the transition-state barrier is probabilistic in nature and is determined by the formation of rare promoting vibrations at the catalytic site that lower the barrier for bond change. This perspective is a departure from the view that the most important enzymatic dynamic motions occur at the same rate as catalysis 3, 10, 27, 34 . In our opinion, slow conformational changes occurring at a rate similar to that of enzymatic turnover are often linked to steps in the reaction coordinate that are distinct from chemistry ( Fig. 1) .
Protein architecture and transition-state structure Transition-state structure directs inhibitor design. Kinetic isotope effects are the change in chemical reaction rate upon nuclear mass substitutions in a reactant 12, 35 . KIE can provide a two-state model of transitionstate structure-the bond character of reactants in an experimentally defined reactant state relative to the reactants at the transition state 36, 37 . Structurally related enzymes can have distinct transition-state structures. Thus, human and bovine purine nucleoside phosphorylases (PNPs) share 87% overall amino acid identity and 100% identity of amino acids in contact with the reacting 6-oxypurine riboside, yet the transition-state structures differ substantially (Fig. 2) . Bovine PNP is characterized by an early, partially dissociated transition state, while that for human PNP is a fully dissociated, S N 1 transition state 5, 17, 18 . Transition-state information has provided access to picomolar inhibitors, with specificity to the cognate PNPs (see Fig. 2 for example) 18, 38 . Different transition states in closely related PNPs suggested involvement of the full protein dynamic architecture in transition-state barrier crossing-a hypothesis that can be tested by transition-state analysis in chimeric PNP.
Chimeric PNP has an altered transition state. Replacement of two residues more than 25 Å from the catalytic site of human PNP with those from the bovine enzyme created a chimeric enzyme (K22E:H104R; E:R-PNP) with largely unchanged catalytic properties (Fig. 2) 39 . However, KIE analysis and transition-state analog binding established a transition-state structure that is different from that of either parent (Fig. 2) 40 .
Computational QM/MM analysis comparing the dynamic motions of native PNP and E:R-PNP established that mutation of the remote residues alters dynamic motion throughout the protein 39 . Altered dynamics between His257 of E:R-PNP and the 5′-hydroxyl group whose motion influences the electronic structure of the transition state were implicated ( Fig. 2 and see below) .
Bovine PNP has an early transition state with a 1.8-Å partial bond to the leaving group, human PNP forms a later, classic S N 1 transition state, and the chimeric E:R-PNP transition state is late and dissociative (Fig.  2) 17, 18, 40 . The reaction coordinate for PNP maintains the purine leaving group and the phosphate nucleophile in relatively stationary positions during the reaction coordinate, while the ribosyl group migrates toward the phosphate, forms a ribocationic transition state and continues migration until captured by bound phosphate 41 . This mechanism (nucleophilic displacement by electrophile migration) is now established for several rate enhancements in the 10 4 to 10 6 range, whereas enzymes commonly achieve enhancements of 10 12 to 10 20 relative to solution chemistry 11, [28] [29] [30] . Clearly, tight binding of a transition-state mimic is not sufficient to achieve highly proficient catalysis. Native enzymes, unlike evolved or designed enzymes, usually have large protein matrices. The recent use of chimeric enzymes demonstrates that dynamics from the full protein architecture are linked to transition-state formation (see below).
This article addresses atomic motion, reaction coordinate and transition-state lifetime as enzyme-reactant ensembles pass the chemical barrier to become products. Through an interplay of new experimental and computational approaches, we now understand, for several enzymatic reactions, how enzymatic dynamic motion is linked to catalysis. Examples include the relatively simple hydride and proton transfer of lactate dehydrogenase 6, 31 and the complex reaction of purine nucleoside phosphorylase, where the transition state involves bond loss, the possibility of a stabilized intermediate, group migration and bond formation in a single reaction coordinate 32, 33 . These examples combine applications of transition-state analysis, inhibitor design, computational dynamics and transition-state lifetime to provide information on linked atomic motion of protein and reactants during barrier crossing. To our knowledge, there are no similar ab initio measurements of enzymatic transition-state lifetime. This perspective condenses our recent work on transition-state lifetime and attempts to integrate it with slower timescales for enzyme dynamic motion from the literature. This article requires selective referencing since the literature on dynamics in catalysis is vast and that on enzymatic transition-state lifetime is small.
Our conclusions are that the protein architecture of enzymes has been crafted by evolution to increase the probability of finding relatively rare dynamic interactions that permit rapid barrier crossing. Our perspective focuses on passage over the chemical barrier following the relatively slow enzyme (Fig. 3 ) 48 . The enzyme with inosine at the transition state causes a 3.2% KIE from transition-state interactions. When ImmH and DADMeImmH are bound in the catalytic site in isosteric geometry (from X-ray ribosyltransferases and glycosyltransferases 42, 43 . Sugar cations are chemically unstable 44 , but it has been proposed that catalytic sites can stabilize sugar cations to intermediates long enough to permit diffusional exchange of nucleophiles 45, 46 . Below, we discuss the ribocation-intermediate hypothesis for PNP by transition-path sampling and test for stabilization (tight binding) of the ribocation by binding isotope effects (BIEs) 47, 48 .
Tight or loose binding at the transition state? If enzymes achieve their catalytic potential by binding tightly to and thereby stabilizing their transition states (Fig. 1a) , the binding energy of the enzyme-transition state complex is proportional to catalytic rate enhancement 2, 11, 49 . If, however, the transition state has a lifetime similar to a single bond vibration (a few femtoseconds), such short-lived transition states cannot energetically equilibrate through an enzyme ensemble during the transition state and cannot be at thermodynamic equilibrium with the system. In contrast, transition-state analog inhibitors are at thermodynamic equilibrium, and a thermodynamic box provides an approximation for the maximum binding energy of transition-state analogs (Fig. 1a) . The bond vibrational environment for reactants at the transition state and for complexes of transition-state analogs can be explored in new experiments comparing KIE (transition-state environment) with BIE (transition-state analog environment) 47 .
Bond environments at the transition state versus transition-state analogs.
KIE experiments for PNP report on bond vibrational differences between reactants in solution and at the transition state 18, 35 . In contrast, BIEs report on bond vibrational differences between the inhibitor free in solution and in a stable complex with PNP 47, 48 . PNP 33 have both been analyzed by TPS. This approach has also been used to follow the reaction dynamics of chorismate mutase 54 . Despite these limited applications of TPS to enzymatic reactions, it is timely to describe this approach since it provides new, ab initio dynamic information for barrier crossing.
TPS for lactate dehydrogenase (LDH).
The first application of TPS to a chemical reaction in an enzyme was for the dehydrogenation of lactate by human heart lactate dehydrogenase (LDH) 6 ( Fig. 4) . TPS is a Monte Carlo walk through trajectory space. An initial trajectory is found that connects reactants to products (Fig. 4a) .
Further trajectories are generated through a shooting algorithm that chooses a random time slice and perturbs the momentum of all atoms by a random amount chosen from a Gaussian distribution. For chemistry to occur, molecular mechanics must be augmented by a quantum treatment of atoms in the catalytic site. We used a QM/MM algorithm, and similar QM/MM techniques have been described extensively 4, 55 . These studies used a new set of code for CHARMm, even though there is now a TPS module included within CHARMm 53 .
Transition-state properties of LDH. The nature of transition-state passage is revealed by finding the ensemble of transition states in the ensemble of reactive trajectories. A probabilistic definition of the transition state was defined as that position along a trajectory where random assignments of velocities result in equivalent (0.5) probability for progress to products relative to (0.5 probability) return to reactants. A representative commitment probability for the lactate dehydrogenase reaction is shown (Fig.  4c) . Each trajectory has a distinct transition state, and it is not an a priori crystallography) with inosine, the 5′- 3 48, 50 . These BIEs are unprecedented 47 ; they support an unusually large distortion of the sp 3 geometry at C5′ and rigid alignment of the 5′-hydroxyl group to cause a large change in the C5′-H vibrational modes for bound inhibitors 50 .
Modest C5′-H bond vibrational distortion at the transition state and strong distortion for transition-state analogs is consistent with relatively loose catalytic interactions at the transition-state barrier but strong atomic distortion for the tightly bound transition-state analogs.
Dynamics and barrier passage
The difficulty of obtaining dynamic motion as reactions proceed through the transition state can be solved by the ab initio computational method known as transition-path sampling (TPS) 51, 52 . The relatively simple transition state of lactate dehydrogenase, where catalytic site chemistry involves hydride and proton transfer 6, 53 , and the more complex mechanism of polarize the ribosidic bond in response to a dynamic compression mode for these oxygens and thereby create the ribocation transition state. This motion has been dynamically correlated with catalysis 32, 39 . Major questions for PNP are (i) whether the ribocation transition state established from KIE can be reproduced, (ii) whether the ribocation is stabilized, with a lifetime of multiple bond vibrations and expectation that the members of the transition-state ensemble will show similarity. Comparison of the structures of many transition states for LDH computed in this way has shown that even though many paths are possible through the complex surface, all members of the transition-state ensemble show great similarity (Fig. 4d) .
Protein modes linked to the LDH transition state. A final step in our analysis of the LDH reaction was identification of the reaction coordinate 6 . These are the atomic motions that are necessary for reaction to occur. In addition to motion of the hydride and proton, TPS analysis demonstrated that a promoting vibration extends through the body of the protein and is necessary for reaction to occur (Fig. 4e,f) . Clear features of transition-state barrier crossing include the following: (i) the transition state as identified by the committor probability (Fig. 4c) exists only for a fraction of a femtosecond, and therefore no thermodynamic equilibrium is possible with the Michaelis complex; (ii) the enzyme is not static at the transition state, no stabilized complex exists and small-amplitude vibrations on the picosecond timescale are required for the reaction; and (iii) the reaction coordinate is ~50 fs from reactants to products (Fig. 4c) . Thus, TPS analysis reveals a hierarchy of times involved in catalysis. Passage over the barrier occurs within 1 fs. Motions within the protein are necessary to prepare the reactant for this passage and occur on the picosecond timescale. Both of these timescales are many orders of magnitude faster than ligand binding and the conformational changes known to occur in Michaelis complexes before catalysis can occur 31, 56 .
In the next section, we apply TPS analysis to human PNP. This enzyme exhibits more complex dynamic behavior in barrier crossing. Even with more complex chemistry and reaction coordinate motion, its transition state is also characterized by femtosecond chemistry without a stabilized transition-state complex.
PNP.
Transition-state analysis, structural biology and transition-state analog analysis have established the catalytic mechanism of PNP to involve a ribocation transition state. TPS was used to provide (i) an ab initio analysis of the transition state for comparison with that determined from isotope effects, (ii) the lifetime of the transition state and (iii) dynamic motions at the catalytic site linked to the transition-state barrier passage. Crystal structures of PNP in complex with tight-binding transition-state analog inhibitors showed 'stacking' of three oxygen atoms (O5′, O4′ and a phosphate oxygen atom), an unusual geometry since these electron-rich atoms are mutually repulsive (Fig. 2c) 41, 50 . Electrostatic interactions could serve to Ribose-1 phosphate
Step I: N-ribosidic bond cleavage
Step II: ribosyl migration Product permits extensive dynamic searching to obtain simultaneous minimization of the interactions required for transition-state formation.
To reach the transition state, a promoting vibration of His257 causes the oxygen stack to compress at the same time that the leaving group interactions to the purine are minimized, thus assisting departure of the purine (Fig. 5b) . The ribocation forms and is attracted toward the phosphate anion to complete the reaction coordinate (Fig. 5c-e) . The nine or more hydrogen and ionic bond interactions between enzyme and phosphate also contribute to the overall reaction coordinate since phosphate at the catalytic site is strongly polarized 57, 58 . Although the transition-state lifetime is ~10 fs, the reaction coordinate time is ~60 fs. More than 100 productive barrier crossings have been studied, and overlaid transition-state geometries support the symmetric ribocation transition state earlier established from KIE analysis (Fig. 6 and Supplementary Movie 1).
TPS and barrier crossing for other systems. The only other case in which enzymatic catalysis has been studied by TPS is that of chorismate mutase 54 . Although a group of transition paths was gathered, no attempt was made to isolate the reaction coordinate. In addition to this work, there is a growing literature in which TPS is applied to nonchemical steps in biological systems-for example, the initial step in DNA repair 59 , polypeptide folding 60, 61 , activation of a signaling protein 62 and micelle fusion 63 .
Other approaches to barrier crossing. Although this perspective focuses on the scant literature of enzymatic transition-state lifetime, we would be remiss to not mention the monumental literature on dynamics in catalysis, both computational and experimental. It is of interest to note that transition-state lifetimes have been estimated for the reaction of H 2 + H in the gas phase, and remarkably, at 5-20 fs, they are similar to those in our enzymatic examples 64 . Thus, once the dynamic search has optimized groups in an enzymatic catalytic site, reaction chemistry occurs on timescales familiar from gas-phase chemistry. Many computational approaches to study barrier crossing in enzymes have the limitation of assuming starting point models for specific reactions. TPS is a departure from previous methods in that it is free of preconceived reaction parameters. Examples of other approaches include the application of Marcus theories to enzymes 65 ; these theories are most frequently applied to proton-coupled hydride transfer [66] [67] [68] [69] [70] . Others working on hydride transfer have applied the Kuznetsov-Ulstrup models to fitting their experimental data 71 . Another major area of analysis is the rigorous application of transition-state theory to enzymatic reactions 4, [72] [73] [74] . Others have pioneered methods for condensed phases and later applied them to enzymes 75, 76 .
There are, however, caveats with each method. Kuznetsov-Ulstrup models (which are similar to Marcus theory), along with any Marcus model, assume statistical distributions of conformations. The same is true of any transition-state theory. While relatively slow motions are equilibrated and may be treated statistically, the importance of fast motions is likely to be lost in these modeling schemes. Recently, the concepts of "preorganization" and active site compression have been introduced into the views taken from Kuznetsov-Ulstrup modeling 77 . This proposal is fully consistent with our views of conformational stochastic searches combined with rapid promoting vibrations 6, 15, 31, 33 .
Application of Marcus-like models of proton transfer to enzymatic reactions, the so called Kuznetsov-Ulstrup model (see above), assumes a fixed distribution of transfer distances rather than rapid protein motion that creates coupling of the protein to the transferred particle. These principles have been used to hunt for gating distances, and more recently as signposts for promoting vibrations similar to those described here [78] [79] [80] . In one case, the promoting vibration is caused by substrate held in an (iii) how much time is required for the purine group loss, ribocation migration and capture by the phosphate nucleophile-a complicated reaction coordinate.
TPS for PNP. TPS was applied to trimeric PNP with one catalytic site filled with reactants and treated by QM/MM 33 . Recall that the commitment probability for LDH (Fig. 4c) shows a subfemtosecond passage over the transition state with a sharp transition from reactants to products. In PNP the commitment probability shows residence in the transition-state region of approximately 10 fs, allowing time for the complex set of events shown above. But even with this longer transition-state time, the lifetime is far too short to permit thermodynamic equilibrium throughout the enzymatic structure. The interactions at the transition state indicate no features that suggest strong binding of the complex specific to the period of transition-state crossing, which is consistent with comparisons from BIE and KIE (see above).
Features characterizing the PNP transition state. In the Michaelis complex, weak van der Waals and hydrogen bond interactions are formed with distinct parts of the catalytic site ensemble (Fig. 5a) . Leaving group hydrogen bond interactions to the purine base are approximately 3 Å away and fluctuate on the femtosecond timescale. Likewise, His257, in hydrogen bond contact with the 5′-hydroxyl oxygen stack, varies from >3 Å to approximately 2.7 Å on the femtosecond timescale. Finally, the phosphate nucleophile positioned under the ribosyl group is located so that the anionic, nucleophilic oxygen is >3 Å from the anomeric carbon. Dynamic fluctuations involving more than a dozen enzyme-reactant interactions occur simultaneously on the femtosecond timescale. The long life of the Michaelis complex (milliseconds) leading to the 10-fs transition-state lifetime How can motions on such disparate timescales be coupled in catalysis? The answer is that enzymes are involved in complex stochastic searches through phase space. Slow configurational motions (microsecond to millisecond) are known to be critical for enzymatic activity. Such motions include loop and domain motions. What is becoming increasingly evident is that as these slow motions are executed, a hunt through far more rapid dynamics proceeds simultaneously. The thermodynamics associated with catalysis is not that of strong binding, but is an inversion of a Boltzmann distribution in an ensemble of enzyme conformations that may be viewed as a probabilistic hunt for that phase space where chemistry is possible.
If one asks what this analysis portends for artificial enzyme design, or even enzyme alteration, the implications are significant. Small and subtle motions of the protein backbone, even those remote from the catalytic site, are central to the function of the catalyst. It is now clear why catalytic antibodies or designed active sites are simply inadequate to accomplish the type of rate enhancement that evolution has selected for enzymes. New design principles incorporating dynamic contributions to catalysis are necessary to achieve the subtle motions with exquisite timing required for high-efficiency catalysis. unnatural geometry 80 , a situation similar to the ribosyl oxygen interactions at the transition state of PNP. Other hydride transfer reactions (DHFRs) show similar signs of dynamics-modulated tunneling [81] [82] [83] . In this case, loss of dynamic coupling in the promoting vibrations severely restricts the catalytic efficiency.
An evolving consensus is that enzymes accomplish the coupling of dynamics to particle transfer and more complex reactions in a variety of ways, and nature has made repeated use of promoting vibrations to assist catalysis.
While these approaches are consistent with our views of conformational stochastic searches combined with rapid promoting vibrations, it is important to note that there is a significantly different emphasis of physical viewpoint. Each of these theories views chemical reaction as a one-dimensional process influenced by the environment (a bath). The environment can be complex, but the reaction coordinate is inherently transition-state theory with a one-dimensional reaction coordinate with one or more dynamic bottlenecks to reaction.
In our view, enzymatic reactions are multidimensional in physical space and in the vast timescales that operate in enzymes. Motions from fully equilibrated millisecond-long conformational changes as well as femtosecond-long atomic vibrational modes contribute to and are part of complex reaction coordinates. Our TPS work, isotope effect measurements and transition-state experiments interrogate the fastest timescales and provide combined computational and experimental probes of barrier passage for an ensemble of reactions. This timescale view and complex reaction coordinate is compatible with previous theories of enzymatic action, but differs in its focus on transition-state lifetime and motions coupled to that timescale.
Others have proposed that transition-state formation in enzymes is driven primarily by electrostatic forces, with dynamic motion being unimportant 84 . It has also been proposed that most enzymes form covalent or quasi-covalent intermediates 85 . For one member of the hydride transfer family and one ribosyltransferase, the enzymes treated in this perspective, we propose that dynamic action is the driving force that creates variable electronic interactions between enzyme and reactants on the timescale of bond vibrational modes, thereby inducing barrier crossing. We suggest that deeper exploration with other enzymatic systems will yield similar findings.
Conclusions
We summarize recent experimental and computational evidence for a new perspective in understanding how enzymes accomplish transition-state barrier crossing. The standard view of a strongly bound transition state in thermodynamic equilibrium with the Michaelis complex and products is not possible in our examples. It is of course possible that other enzymatic reactions may differ from the present enzymes. Most likely, these would be enzymes with multiple transition states where reactive intermediates exist in deep but metastable wells. Even in the case of PNP, in which there is a short lifetime to the transition state, it is far too brief for there to be any full equilibrium with the enzyme. There is no evidence for equilibrated tight binding during barrier passage. Transition-state formation by PNP is better described in the language of dynamic probability than by equilibrium chemistry.
How does this analysis of catalysis impact inhibitor design via the transition-state analog paradigm? It does not. Transition-state inhibitors capture the dynamic excursions that exist simultaneously to facilitate barrier crossing and capture them in a thermodynamically stable state. Transition-state analogs are stable molecules, able to lock the dynamic motion of the enzymatic transition state in place. The dynamic potential used for catalysis is transformed into thermodynamic energy, forming enzyme-inhibitor complexes with long lifetimes.
