Abstract: This paper studies the supremum of a chi-square process with trend over a threshold-dependent-time horizon. Under the assumption that the chi-square process is generated from a centered self-similar Gaussian process and the trend function is modeled by a polynomial function, we obtain the exact tail asymptotics of the supremum of the chi-square process with trend. These results are of interest in applications in engineering, insurance, queueing and statistics, etc. Some possible extensions of our results are also discussed.
Introduction
Let {Y (t), t ≥ 0} be a centered self-similar Gaussian process with almost surely continuous sample paths and index H ∈ (0, 1), i.e., Var(Y (t)) = t 2H and for any a > 0 and any s, t ≥ 0
Cov(Y (at), Y (as)) = a 2H Cov(Y (t), Y (s)).
Recent contributions have shown that self-similar Gaussian processes such as fractional Brownian motion (fBm), sub-fractional Brownian motion and bi-fractional Brownian motion are useful in the fields of insurance, queueing, finance, engineering and telecommunication, etc., see [28, 8, 15, 18, 22, 36] and the references therein. Let β, c be two positive constants. In this paper we are interested in the tail asymptptics of the supremum of a chi-square process with trend given by
where Y i , i = 1, · · · , n are independent copies of the centered self-similar Gaussian process Y , and
Here T > 0 can be infinite or finite, and finally we allow T = T u , u > 0 to be a threshold-dependent positive deterministic function. One motivation for considering (1) is from its applications in engineering sciences, see [26] and the references therein. More precisely, let X(t) = (X 1 (t), · · · , X n (t)), t ≥ 0 be a vector Gaussian load process. Of interest is the probability of exit P (X(t) ∈ S u (t), for some t ∈ [0, T ]) , with a time-dependent safety region
u) .
Various different models for X and h(t, u) (especially, h(t, u) ≡ u) have been discussed in the literature (e.g., [5, 2, 30, 31, 17] ) for the case that T ∈ (0, ∞). In this framework, ψ T (u) corresponds to the model with X = (b 1 Y 1 , · · · , b n Y n ) and h(t, u) = u + ct β . In addition, we shall deal with different types of T = T u , u ≥ 0; see Section 4. Another motivation is from its applications in insurance. Specifically, in risk theory the surplus process of an insurance company can be modeled by
where u is the so-called initial reserve, ct β models the total premium received up to time t, and
i (t) represents the total amount of aggregated claims up to time t from n different types of risks. In this framework, ψ T (u) is called ruin probability which is the most important measure of risk of the insurance company; see, e.g., [4, 3] . It is worth mentioning that in [20] and [11] the following risk process
is chosen to model the surplus process. While from practical point of view, when modeling the aggregated claims, it is more reasonable to consider
) as in (2) . The model in (2) can also be explained in the framework of fluid queue; see, e.g., [11] . Finally, we remark that the study of ψ T (u) also gives some insight into the study of some limiting test statistics. In [14] , it is shown that a test statistic converges weakly to sup t∈(0,1)
where U (t) is a standard Brownian bridge, C(t) = ln 1 − ln(1 − (2t − 1) 2 ) , D(t) = ln(1 + C(t) 2 ) and υ > 1.
Apparently, the above process involved is a chi-square process with trend. Asymptotical results for the tail probability of (3) is very interesting from statistical point of view; see, e.g., [21] . See also [24] and the references therein for more applications of chi-type processes in statistics.
Organization of the rest of the paper: Section 2 is concerned with some preliminary results. In Theorem 2.1 we show the tail asymptotics of the supremum of a chi-square process generated from a non-stationary Gaussian process, and in Lemma 2.2 we give a Fernique-type inequality for certain Gaussian random field. In Section 3 we concentrate on the asymptotics of (1) over an infinite-time horizon (i.e., T = ∞). Under a local stationary condition on the correlation of the self-similar process Y (see (16) ), in Theorem 3.1 we derive the asymptotics of ψ ∞ (u). Section 4 is devoted to the symptotics of (1) over a threshold-dependent-time horizon (i.e., T = T u a positive deterministic function). Two scenarios of T u , say, short time horizon and long time horizon, are considered, and the corresponding asymptotics for ψ Tu (u) are obtained. As a corollary, we also obtain results about approximation of the conditional first passage time of the process in (2) . Finally, in Section 5 possible extensions of our results are discussed; we show that similar results can also be obtained for the model where Y i 's are independent but not necessarily identical and for the model with more general local stationary structure (for Y ) than that in (16).
Assumption I:
The standard deviation function σ X (·) := Var(X(·)) of X attains its maximum (assumed to be 1) over [0, T ] at the unique point t = t 0 ∈ [0, T ]. Further, there exist some positive constants µ, a such that
Assumption II: There exist some ν ∈ (0, 2], d > 0 such that
Assumption III: There exist some positive constants G, γ and ρ such that
For such a centered non-stationary Gaussian process X, it is known that (see, e.g., [33] , Theorem D.3 in [31] or Theorem 2.1 in [7] )
where (x) + = max(0, x), and, with I (·) denoting the indicator function,
Here H ν ∈ (0, ∞) is the Pickands constant defined by
with {B ν (t), t ∈ R} a standard fBm defined on R with Hurst index ν/2 ∈ (0, 1], and P a d ν ∈ (0, ∞) is the Piterbarg constant defined by
with
We refer to [31, 8, 10, 13] for the properties and generalizations of the Pickands-Piterbarg and related constants. Let {χ 2 n,b (t), t ≥ 0} be a chi-square process with n ∈ N degrees of freedom defined by
where b i > 0, 1 ≤ i ≤ n and {X i (t), t ≥ 0}, 1 ≤ i ≤ n, are independent copies of the centered Gaussian process X satisfying assumptions I-III. As an analogue of (4), [17] derived the following tail asymptotics for χ 2 n,1 :
where
The result in (8) was derived using a similar double-sum method as in [30] . As it is shown in [30] and [17] the usage of the double-sum method for the chi-square process is usually technical, since we have to deal with the supremum of a Gaussian random field with the variance function attaining its maximum on an infinite set; see also [6] for a recent result in this direction. Below, we present a result on the tail asymptotics of χ 2 n,b allowing for different b i 's. This extends the result in [30] where only the case ν = µ = 2 has been considered. The next result may not be surprising (see [30] ); but it turns out that the proof is far from trivial. As it will be seen that the following result is crucial when dealing with the tail asymptotics of the supremum of the chi-square process with trend; two other extensions of Theorem 2.1 will be given in Section 5. n,b (t), t ≥ 0} be a chi-square process defined as above with generic X satisfying assumptions I-III.
We conclude this section with a Fernique-type inequality, which will be used in the proof of our main result. We refer to [27] for new developments on the Fernique-type inequality. For the sake of completeness we present a short proof of it in Appendix.
n } be a centered Gaussian process with a.s. continuous sample paths and
holds for all t, s ∈ [0, 1] n , with some constants
where c * = 2n
, and if σ 2 = 0 the last term on the right-hand side is zero.
Infinite-time Horizon
In this section we shall focus on the asymptotics of
Throughout the paper, for technical reasons we assume that β > 2H. As demonstrated in [18, 19] it is useful to define, for β > 2H and c > 0
Indeed, by self-similarity of Y i 's, for any u > 0
Let σ Z (t) = Var(Z 1 (t)) . It is noted that σ Z (t) attains its maximum on [0, ∞) at the unique point
In the rest of the paper we assume the local stationarity of the standardized Gaussian process Y (t) := Y (t)/t H , t > 0 in a neighborhood of the point t 0 , i.e.,
holds for some α ∈ (0, 2). Condition (16) is common in the literature; most of the known self-similar Gaussian processes (such as fBm, sub-fBm, and bi-fBm) satisfy (16) , see e.g., [17] . Note that the local stationarity at t 0 and the self-similarity of the process Y imply the local stationarity of Y at any point r ∈ (0, ∞).
Next we present our main result concerning the tail asymptotics of the supremum of the self-similar chi-square process with trend over an infinite-time horizon.
Theorem 3.1 Suppose that the generic process {Y (t), t ≥ 0} is a centered self-similar Gaussian process with index H ∈ (0, 1) and correlation function satisfying (16) . If β > 2H, then
Threshold-dependent-time Horizon
In this section we are concerned with the asymptotics of
Throughout this section we shall use the same notation as in Section 3. It is convenient to introduce the following function:
In the sequel we shall consider the following scenarios of T u > 0:
i) The short time horizon: lim u→∞ Tu
ii) The long time horizon: lim u→∞ Tu−t0u
Clearly, T = ∞ is included in scenario ii) and T ∈ (0, ∞) is covered by scenario i). Note that another scenario of T u which is between the scenarios i) and ii) is that lim u→∞ Tu−t0u
= −∞. This case can not be dealt with in general and thus being omitted here. We present below our main result of this section.
Theorem 4.1 Suppose that the generic process {Y (t), t ≥ 0} is a centered self-similar Gaussian process with index H ∈ (0, 1) and correlation function satisfying (16) . Assume further that β > 2H. We have
as u → ∞, where the constant M α,1,
as u → ∞, where the asymptotics of ψ ∞ (u) is given in Theorem 3.1 and Φ(·) denotes the standard normal distribution function.
As a corollary of Theorem 4.1 we derive below an approximation of the first passage time of the chi-square process with trend. Precisely, define
to be the first passage time to 0 of the process {R u (t), t ≥ 0} defined in (2) . Denote by
distribution when the argument tends to infinity, and let E be a unit exponential random variable and N be a standard normal random variable. Next we give the asymptotic distribution of the scaled first passage time τ u given that the process ever passages 0 before time T u . This result goes in line with, e.g., [19, 9, 16] , where the approximation of the conditional ruin time is considered. 
Extensions & Discussions
In the last sections, we have derived some results for the chi-square processes with trend where the chi-square process is generated from a self-similar Gaussian process. In this section, we shall discuss some possible extensions of our results. Two directions of extension will be considered: (I) instead of independent copies of a self-similar Gaussian process we shall consider independent but non-identical self-similar Gaussian processes; (II) instead of polynomial function |t− s| α in (16) we consider a regularly varying function K 2 (|t− s|) with index α ∈ (0, 2]. Of course, under some conditions we can also deal with the above two extensions simultaneously.
As we have seen, the results in Theorem 2.1 and Theorem 6.1 are fundamental for the proofs of our main results above. Thus results for the extended chi-square process with trend will follow easily if corresponding extended results for Theorems 2.1 and 6.1 are available. Therefore, it is sufficient at this point to present only the extensions of Theorem 2.1; corresponding extensions for Theorem 6.1 can also be obtained similarly.
Non-identical Gaussian processes X i 's
Let {X i (t), t ≥ 0}, 1 ≤ i ≤ k be independent copies of an a.s. continuous Gaussian process X satisfying assumptions I-III with the parameters therein, and let {X i (t), t ≥ 0}, k + 1 ≤ i ≤ n be independent copies of an a.s. continuous Gaussian process X (1) satisfying assumption III with parameter γ 1 instead of γ. Moreover, we suppose that the standard deviation function σ X (1) (·) attains its maximum 1 over [0, T ] at t 0 as well. Besides, we assume that {X i (t), t ≥ 0}, 1 ≤ i ≤ k, and {X i (t), t ≥ 0}, k + 1 ≤ i ≤ n are independent. Define also
, t ≥ 0} be a chi-square process defined as above. If γ ≥ ν and γ 1 ≥ ν, then we have, as u → ∞,
Remarks 5.2 a) Suppose that the generic processes X and X (1) are both fBm with indexes H ∈ (0, 1) and b) From the proof of the last theorem we see that the assumption that
is not really necessary; here to simplify the notation we chose to work under this assumption.
General correlation structure
First, we formulate the general assumption about the correlation structure of the generic Gaussian process X.
Assumption II': There exists some K(·), a regularly varying function at 0 with index ν/2 ∈ (0, 1], such that
Next, we introduce some further notation. Let
(assumed to exist asymptotically). It follows that q(u) is a regularly function at infinity with index −1/ν which can be further expressed as
, with L(·) a slowly varying function at 0. Due to the values of
we consider the following three scenarios (somehow connected with the property of L(·)):
We present below our second extension of Theorem 2.1.
Theorem 5.3
Under the assumptions and conditions of Theorem 2.1 assuming further assumption II' instead of assumption II, we have, as u → ∞,
The proof of the last theorem follows by similar arguments as in the proof of Theorem 2.1. We shall only give some remarks. The proof relies on a corresponding extension of Lemma 7.1, which can be done as in the proof of Theorem 8.2 in [31] . Note that the difference from the classical results in [31] is that for the case µ = ν three sub-cases should be considered differently (depending on the property of L(·)). This is not observed in the study of some other Gaussian random fields, e.g., [34] and [12] , where it is shown that the substitution from a polynomial function d|t − s| ν to a regularly varying function K 2 (|t − s|) in the correlation structure of the Gaussian random fields does not influence much on the asymptotics. However, it is not so surprising to have these sub-cases if one examines the proof of Theorem 8.2 in [31] . n,b (t), t ≥ 0} be a chi-square process given as in (7) with generic X satisfying assumptions I-II, and
Further Results & Proofs
as u → ∞, where
Proof of Theorem 2.1: Without lose of generality we shall consider the case that t 0 ∈ (0, T ). As in the proof of Theorem 6.1, we consider the Gaussian random field
, where S n−1 stands for the (n − 1)-dimensional unit sphere. We refer to (34)-(36) below for some important properties of the Gaussian random field Y b . It follows that
Therefore, we shall focus on the tail asymptotics of
and let
We have, for any u > 0 and any small ρ > 0
Further, in view of Theorem 6.1
as u → ∞. By (34) and the Borell-TIS inequality (see, e.g., [1] )
holds for all u large, with some constants Q > 0, Q 1 > 0 and δ 0 ∈ (0, 1). Further, in the light of (34), (36) and the Piterbarg inequality given in Theorem 8.1 in [32] P sup
holds for all u large, with some positive constants Q, Q 1 . Consequently, the claim for the case that t 0 ∈ (0, T ) follows from (21)- (24) . This completes the proof.
Proof of Theorem 3.1: Let T > t 0 be some fixed large enough integer, and let
By the definition of Z i 's we have that there exist some constants Q > 0, ρ ≥ 0 such that
Thus, in view of (14), (16) and Theorem 2.1 we conclude that
where A(u) = A 1/2 u 1/2− H β . Therefore, to complete the proof it is sufficient to show that
To this end, let
We have
In addition, there exists some global constant Q such that for any
). This together with (25) yields that
Consequently, since T was chosen large enough
as u → ∞, where Q 3 is a constant depending on T and Q 2 = cQ 1 . This completes the proof.
Proof of Theorem 4.1: Case i). We introduce a deterministic function m(u)
, u > 0, and centered Gaussian processes 
Let further c ±ǫ 0 = max(c 0 ± ǫ, 0) and define
for any sufficiently small ǫ > 0. Thus we have, for u large enough P sup
Next we consider the above upper bound of ψ Tu (u). It follows that σ W +ǫ 1 (t) attains its maximum over [0, 1] at the unique point t 0 = 1 and further
In addition, there exists some Q > 0 such that
. Similar arguments give the same lower bound as above (with +ǫ replaced by −ǫ) for ψ Tu (u), and thus letting ǫ → 0 the claim in i) follows. Case ii). Again, using the self-similarity we derive
where A(u) = A 1/2 u 1/2−H/β . Let t u = t 0 − u −1/2+H/β ln u, and define
Clearly,
In the following, we shall first derive the asymptotics of the common term on both sides of the above formula, which will give the exact asymptotics of ψ Tu (u). Then we show that π tu (u) is asymptotically negligible. In view of (14), (16) and Theorem 6.1, we have, for any x ∈ (−∞, ∞)
Next we show that the last formula is also valid for x = ∞. Since, for any fixed y ≥ 0,
we obtain from Theorem 6.1 that
Therefore, letting y → ∞ we conclude that
To complete the proof we prove that π tu (u) = o(ψ ∞ (u)) as u → ∞. We have
hold. Therefore, as in the proof of Theorem 2.1, by the Borell-TIS inequality we have
and by the Piterbarg inequality and (14) (or by a direct application of [35] , Proposition 3.2) we have (27) as u → ∞, where Q 1 and Q 2 are two positive constants. Consequently, we conclude from (26) and (27) that
This completes the proof.
Proof of Corollary 4.2: Case i). For notational simplicity, we let
By definition, for any x > 0
Further, it follows from Theorem 4.1 that
establishing thus the claim in i).
Case ii). Similarly as above, in the light of Theorem 4.1 we have, for any y ≤ x
Thus, the proof is complete.
Proof of Theorem 5.1: One approach is to follow a similar proof as Theorem 2.1 by using the double-sum method. Here, we give another proof based on the ideas and results in [17] , [30] and [29] . We first show that
holds as u → ∞, which in view of Lemma 2.1 in [29] is sufficient. Indeed, letting
Further let
for some r ∈ N. Moreover, by choosing some θ ∈ (1/2, 1/(2b k+1 )) we have that
Therefore, by Lemma 2.1 in [29] the claim in (9) follows from (28) . It remains to show (28) . To this end, we introduce the following two Gaussian random fields:
As in the proof of Theorem 2.1 it is sufficient that P sup
holds as u → ∞. Next we have that the standard deviations σ Y b (t, v) and σ Z b (t, v) attain their absolute maximum (equal to 1) over G T at all points of C 0 given as
Further we consider the expansions of the standard deviations and the correlations of the Gaussian random fields Y b and Z b around the sphere C 0 . By direct calculations we have
hold as t → t 0 and
The technical proof of (31) is relegated to the Appendix. Define a neighborhood C u of C 0 as
By an application of Borell inequality as in the proof of Lemma 8 in [31] we can show that
P sup
hold as u → ∞. Moreover, since we are concerned with the asymptotic results it follows that the expansions of the standard deviations and the correlations of the Gaussian random field Y b (or Z b ) around the sphere C 0 are the only necessary properties influencing the asymptotics of (32) (or (33)); this is due to the fact that Y b and Z b are Gaussian and C u → C 0 as u → ∞. Therefore, it follows from (30) and (31) that (29) is established. This completes the proof.
Appendix
This section is devoted to the proofs of Theorem 6.1, Lemma 2.2 and Eq. (31) . We first present a lemma concerning the tail asymptotics of the supremum of a Gaussian random field over a threshold-dependent-time interval, which is crucial for the proof of Theorem 6.1.
Lemma 7.1 Let {X(v), v ∈ R n } be a centered stationary Gaussian random field with a.s. continuous sample paths and covariance function r(·) satisfying
given as in (20).
Proof: Note that
The proof follows by a little modification of the proof of Theorem 8.2 in [31] ; see also Lemma 6 in [30] or Theorem 3.2 in [17] .
Proof of Theorem 6.1: The key idea is to work with Gaussian random fields instead of analyzing chi-square processes. The first step is standard (see, e.g., [31] ). We consider the Gaussian random field
, where S n−1 stands for the (n − 1)-dimensional unit sphere. Since from [31] sup
we have that
Therefore, we shall investigate in the following the tail asymptotics of
It follows that the standard deviation σ Y b of Y b attains its maximum (equal to 1) over G x (u) only at points on 
as t → t 0 and v
as t, t
holds for all (t, v)
We have, for any u > 0
Further, in the light of (34), (36) and the Piterbarg inequality given in Theorem 8.1 in [32] P sup
holds for all u large, with some positive constants Q, Q 1 . In the following we shall give the asymptotics of π(u), from which we shall see that the right-hand side of (37) is asymptotically negligible. Thus we conclude that
To this end, we partition C u into sets of small diameters. To make it more precise, we resort to the following polar coordinates, i.e., for any v ∈ S n−1
cos(θ i ),
with length of edge R > 0, denoted by {B j } j∈N , with
Therefore, the corresponding partition of C u can be represented as {D j } j∈N with
Further, set
It follows from Bonferroni's inequality that
the Gaussian random field Y b (t, v) is rotational invariant in law with respect to v under the orthogonal matrix
where A k is any k × k orthogonal matrix and E n−k is the (n − k) × (n − k) unit matrix. Hence, for any j ∈ N there exists a orthogonal matrix A j of the form (39) such that (1, 0, · · · , 0) ∈ A j D j , and thus
Suppose (1, 0, · · · , 0) ∈ D 0 . Therefore, for the summand in (38) it is sufficient to consider the case j = 0. Define projections g l :
For u large enough and R sufficient small, we have
} is a subset of the (k − 1)-dimensional unit sphere. Clearly, for any R > 0 small enough there exists ǫ R ∈ (0, 1) such that
hold as u → ∞. Consequently, since for u large enough and R sufficient small the projection g n on D 0 is one-to-one, we conclude that
Define next independent centered stationary Gaussian process {X ±ǫ 1 (t), t ≥ 0} and centered homogeneous (stationary) Gaussian random field {X ±ǫ 2 (ṽ),ṽ ∈ R n−1 } with unit variances and correlation functions satisfying
, t ≥ 0,ṽ ∈ R n−1 , is a centered homogeneous Gaussian random field with unit variance and correlation function satisfying
Further, we have that
holds as t, t
. This can be established as in Lemma 9 in [30] . Therefore, by Slepian lemma (cf.
[31]) we derive, for u sufficient large and R > 0 small enough
x (u)X +ǫ (t,ṽ)
Consequently, we have from Lemma 7.1 that
holds as u → ∞, where a(ǫ) → 1 as ǫ → 0. Since further mes(
with a ′ (ǫ, ǫ R ) → 1 as ǫ → 0 and R → 0. Similarly, we have lim inf
with b ′ (ǫ, ǫ R ) → 1 as ǫ → 0 and R → 0.
Next we show that
We have for any u > 0
We first consider the sum taking over D i ∩ D j = ∅. The following standard upper bound
will be crucial for the proof, where
holds with some δ 1 ∈ (0, 1) independent of j. Thus, in the light of Borell-TIS inequality, there exists a common positive constant Q such that, for all u > Q P sup
with N R representing the number of i in N 1 . Next, for the other sum taking over D i ∩ D j = ∅ we consider first the special summand when i = 0, so that (1, 0, · · · , 0) ∈ D 0 ∪ D j . By using the projection g n , we have 
with c(ǫ, ǫ R ) → 1 and c ′ (ǫ, ǫ R ) → 1 as ǫ → 0 and R → 0. Therefore, we obtain from (45) and (46) that (44) holds. Consequently, the claim follows from (42), (43) Further set ξ(k, a, p) = |ξ(k 1 2 −p + a 1 2 −p−1 , · · · , k n 2 −p + a n 2 −p−1 ) − ξ(k 1 2 −p , · · · , k n 2 −p )| for p = 0, 1, 2, · · · , k = (k 1 , · · · , k n ), 0 ≤ k i ≤ 2 p − 1 and a = (a 1 , · · · , a n ) with a i = 0 or 1. Since ξ(t) is normal with mean zero, we have
E (ξ(k, a, p)) Choosing β = c * x 2 /Q in the above and using the inequality (47) we conclude that Direct calculation yields that
with a(v, u) → 0, and
hold. Since further by assumption III (σ X1 (t) − σ X1 (s)) 2 ≤ G|t − s| γ we conclude, by the fact that γ ≥ ν,
Similarly,
Therefore,
Consequently, the claim in (31) follows by combining (48)-(51).
