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Abstract. It is shown that the fixed interval smoothing algorithm can be derived as a direct 
and simple consequence of the projection theorem. The derivation permits interpolation of the 
smoothed state vector values at other than observation points. 
INTRODUCTION 
The Kalman filter gives the best estimate xklb of the state vector of random variables xk 
(or x(tk)) given observations on the system at t = tj, j = 1,2,. . . , k when the evolution of 
the state vector xk is determined by the stochastic process 
xk+l = T(tk+l,tk)Xk + U(tk+l,tk), 
Yk+l = Hk+lXk+l + ck+l, 
(1.1) 
(1.2) 
where T(u, V) is invertible and prescribes the evolution of the deterministic part of the pro- 
cess from t = u to t = v, Hk defines an observation on the process made at t = i!k, yk is 
the corresponding vector of observed values, and u(tk+l, tk) and 6k+l are vectors of random 
variables, uncorrelated with the past and with each other, and possessing zero means and 
known covariance matrices. The problem of determining xkln, the best estimate of xk given 
all currently available data, is known as the smoothing problem. It is less commonly ad- 
dressed (books making no reference to this problem have been written on the Kalman filter), 
and even comprehensive treatments-for example, the definitive presentation given by An- 
derson and Moore [l]-develop the result by a quite lengthy argument which makes explicit 
use of the apparatus of the Kalman filter. That a direct derivation is possible is pointed out 
by Ansley and Kohn [2]. Tl leir method makes clever use of conditional expectations which 
are orthogonal projections when the underlying distributions are multivariate normal. The 
importance of an effective derivation has been further emphasised in [3]. Here an even more 
direct derivation is given which uses the properties of orthogonal projections in the Hilbert 
space of random variables generated by the data. It is thus directly compatible with one 
of the best methods of deriving the filter equations (for example, the derivation given in 
Luenberger [4]). Interest in the smoothing algorithm has been stimulated in recent years 
by the exploitation of the Kalman filter in nonparametric and semi-para.metric estimation 
problems (for example, Wecker and Ansley [5]). 
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2. THE SMOOTHING ALGORITHM 
Let ti 5 t 5 ti+l. The best estimate of x(t) given all the data (written x(tln)) will be 
derived under the assumption that the dynamics equation can be expressed as a composition 
of steps from ti to t and from t to &+I. In this case 
Xi+1 = T(ti+l,t)x(t) + U(ti+l,t) (2.1) 
where U(ti+l, t) possesses the independence properties already assumed. This represents no 
new assumptions when t = ti and provides a means for interpolating the xkln otherwise. 
Consider the identity 
x(t) = x(tli) +x(t) - x(tli) 
= x(t Ii) + T(ti+l, t)-l(xi+l - Xi+lli> - ri+i (2.2) 
where x(tli) is the best estimate of x(t) given data up to ti, and 
ri+l = T(ti+l,t)-lu(ti+l,t), 
NOW ri+l is uncorrelated with x(t) - x(tli) by assumption, and hence must lie in the Hilbert 
space of random variables generated by xi+1 - xi+lli. It follows that x(t) - x(tli) is given 
by its projection onto this Hilbert space identically. The projection theorem (Luenberger 
[4], p. 92) gives 
x(t) - x(tli) = E{(x(t) - x(tli))(xi+l - Xi+l(i)TIS,~~Ji(Xi+l - xi+lli) 
where 
S i+lli = f{(Xi+l - xi+lli)(xi+l - Xi+lli)TI* 
Now, by (2.1), 
(2.3) 
(2.4) 
e{(x(t> - x(tli))(xi+l - Xi+lli)T) = I{(x(t) - x(tli))(x(t) - x(tli))T}T(ti+l,t)T (2.5) 
because u(ti+l, t) is uncorrelated with x(t) - x(tli). Thus 
x(t)-x(tli)= S(tli)T(ti+l,t)Ts~~~li(Xi+l - xi+lli)* (2.6) 
The desired result is now obtained by projecting both sides of (2.6) onto the Hilbert space 
generated by ~1, yz, . . . , y,, and the initial conditions. This gives 
x(tln) - x(tli) = S(tli)T(ti+l, t)Ts,~ll[i(Xi+lln - xi+lli)* (2.7) 
That this projection commutes with matrix multiplication is Theorem 4.6.1 in Luenberger 
[31. 
Let 
A(ti+l,t) = S(tli)T(ti+l,t)TS,~l~,;. 
Then it follows immediately on subtracting (2.7) from (2.6) that 
S(tln) = A(ti+l,t)Si+llnA(ti+l,t)T. (2.8) 
This expression for S(tI n is an agreeable simplification of the form usually quoted. ) 
3. CONCLUSION 
The smoothing equation (2.7) is shown to be a direct and simple consequence of the 
projection theorem. 
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