Abstract. We prove that negative hyper-resolution is a sound and complete procedure for answering queries in disjunctive logic programs. In our formulation, answers of queries are defined using disjunctive substitutions, which are more flexible than answer literals used in theorem proving systems.
Introduction
Resolution can be used not only to prove theorems but also to answer questions. This was first shown by Green in [5] , where he introduced answer literals and a planning method using resolution. His technique has become popular in AI.
Since resolution was introduced by Robinson [13] in 1965, many refinements of resolution have been proposed by researchers in the field in order to cut down the search space and increase efficiency. One of the most important refinements of resolution is hyper-resolution, which was also introduced by Robinson [12] in the same year 1965. Hyper-resolution constructs a resolvent of a number of clauses at each step. Thus it contracts a sequence of bare resolution steps into a single inference step and eliminates interactions among intermediary resolvents, and interactions between them and other clauses.
There are many completeness results in the literature for various refinements of resolution, but these results usually derive refutation completeness, i.e. the empty clause will be derived if the input clauses are inconsistent. For questionanswering systems, we want a stronger result called answer completeness: for every correct answer there exists a more general computed answer.
A refinement of resolution for the Horn fragment, called SLD-resolution in [1] , was first described by Kowalski [6] for logic programming. It is a sound and complete procedure for answering queries in definite logic programs. In [9] , Lobo et al gave a linear resolution method with a selection function, called SLOresolution, for answering goals in disjunctive logic programs. SLO-resolution is an extension of SLD-resolution, and both of them are answer complete under any selection function. mantics of disjunctive logic programs. In Section 4, we prove answer soundness of that calculus. We give a reverse fixpoint semantics for disjunctive logic programs in Section 5 and use it in Section 6 to prove answer completeness of the calculus. The relationship between disjunctive substitutions and answer literals is considered in Section 7. Section 8 concludes this work.
Preliminaries
First-order logic is considered in this work and we assume that the reader is familiar with it. We now give the most important definitions for our work.
By ∀(ϕ) we denote the universal closure of ϕ, which is the closed formula obtained by adding a universal quantifier for every free variable of ϕ.
An expression is either a term or a formula. If E is an expression, then by V ar(E) we denote the set of all variables occurring in E.
The Herbrand universe U Γ of a formula set Γ is the set of all ground terms that can be formed from the constants and function symbols in Γ : if no constants occur in Γ then some arbitrary constant is used instead.
The Herbrand base B Γ of a formula set Γ is the set consisting of all ground atoms that can be formed from the predicate symbols in Γ and the terms in U Γ . When Γ is clear from the context, for M ⊆ B Γ , we write M to denote the set B Γ − M .
Disjunctive Substitutions
A normal substitution is a finite set θ = {x 1 /t 1 , . . . , x n /t n }, where x 1 , . . . , x n are different variables, t 1 , . . . , t n are terms, and t i = x i for all 1 ≤ i ≤ n. By ε we denote the empty normal substitution. The set Dom(θ) = {x 1 , . . . , x n } is called the domain of θ. By Ran(θ) we denote the set of all variables occurring in t 1 , . . . , t n . Define V ar(θ) = Dom(θ) ∪ Ran(θ). For a set X of variables, the restriction of θ to X, denoted by θ |X , is the substitution {x/t | x/t ∈ θ and x ∈ X}.
Let θ = {x 1 /t 1 , . . . , x n /t n } be a normal substitution and E be an expression. Then Eθ, the instance of E by θ, is the expression obtained from E by simultaneously replacing each occurrence of the variable x i in E by the term t i , for 1 ≤ i ≤ n.
Let θ = {x 1 /t 1 , . . . , x n /t n } and δ = {y 1 /s 1 , . . . , y m /s m } be normal substitutions. Then the composition θδ of θ and δ is the substitution obtained from the set {x 1 /t 1 δ, . . . , x n /t n δ, y 1 /s 1 , . . . , y m /s m } by deleting any binding x i /t i δ for which x i = t i δ and deleting any binding y j /s j for which y j ∈ {x 1 , . . . , x n }.
If θ and δ are normal substitutions such that θδ = δθ = ε, then we call them renaming substitutions and use θ −1 to denote δ (which is unique w.r.t. θ). A disjunctive substitution Θ is a finite and non-empty set of normal substitutions. Define Dom(Θ) = θ∈Θ Dom(θ), Ran(Θ) = θ∈Θ Ran(θ), and V ar(Θ) = Dom(Θ) ∪ Ran(Θ). For X ⊆ Dom(Θ), the restriction of Θ to X is denoted by Θ |X and defined as {θ |X | θ ∈ Θ}. We treat a normal substitution θ also as the disjunctive substitution {θ}. If ϕ is a formula then ϕΘ = def {ϕθ | θ ∈ Θ}. If Γ is a set of formulas then Γ Θ = def {ϕθ | ϕ ∈ Γ, θ ∈ Θ}. The composition Θ∆ of disjunctive substitutions Θ and ∆ is the disjunctive substitution {θδ | θ ∈ Θ, δ ∈ ∆}.
A disjunctive substitution Θ is more general than ∆ if there exists a normal substitution σ such that for X = Dom(Θ) ∪ Dom(∆), (Θσ) |X ⊆ ∆.
As some properties of disjunctive substitutions, for an expression E and disjunctive substitutions Θ, Θ 1 , Θ 2 , Θ 3 , we have:
Disjunctive Logic Programs and Queries
A clause is a formula of the form
where x 1 , . . . , x h are all the variables occurring in the rest of the formula, n ≥ 0, m ≥ 0, and A i and B j are atoms. We write such a clause in the form A (disjunctive) logic program is a finite set of disjunctive program clauses. A (disjunctive) query is a finite set of goals.
Let P be a logic program and Q = { ← ϕ 1 , . . . , ← ϕ n } be a query. We say that a disjunctive substitution Θ with Dom(Θ) ⊆ V ar(Q) is a correct answer of
}} is a correct answer of P ∪ Q.
In [7] , Kunen characterized the semantics of answer literals used in theorem proving systems by the following theorem: Let Σ be a set of sentences, ∃x ϕ(x) be a sentence, and Σ = Σ ∪ ∀(ans(x) ← ϕ(x)). If each τ i , for i = 1, . . . , k, is a tuple of terms of the same length of
Our definition of correct answers is compatible with the semantics of answer literals by Kunen. To see the compatibility, take Σ = P , assume that ϕ 1 , . . . , ϕ n have disjoint sets of variables, and let ϕ = ϕ 1 ∨ . . . ∨ ϕ n .
Negative Hyper-Resolution Semantics
An informative goal is a pair ϕ : Θ, where ϕ is a goal and Θ is a disjunctive substitution. Informally, Θ keeps the disjunctive substitution that has been applied to variables of the initial query in the process of deriving ϕ. We will ignore the word "informative" when it is clear from the context. An informative goal ϕ : Θ is said to be ground if ϕ is ground.
Let ϕ = A 1 ∨ . . . ∨ A n ← B 1 ∧ . . . ∧ B m be a program clause (i.e. n > 0) and ϕ 1 : Θ 1 , . . . , ϕ n : Θ n be goals. Let ϕ i = ← ξ i ∧ ζ i , for 1 ≤ i ≤ n, where ξ i is a non-empty set of atoms called the selected atoms of ϕ i . If there exists an mgu σ such that A i σ = A j σ for every 1 ≤ i ≤ n and every A j ∈ ξ i , then we call the goal
Note that "factoring" is hidden in our definition.
Before defining derivation and refutation we specify the process of standardizing variables apart. Denote the original set of variables of the language by X , and assume that variables occurring in the given logic program, the given query, or considered correct answers all belong to X . Let X be an infinite set of variables disjoint with X . We will use elements of X for renaming variables.
Let ϕ be a program clause and ϕ 1 : Θ 1 , . . . , ϕ n : Θ n be goals. A standardized variant of the set {ϕ, ϕ 1 :
and Ran(δ i ) ⊂ X for all 1 ≤ i ≤ n, and the sets Ran(δ), Ran(δ 1 ), . . . , Ran(δ n ) are disjoint. Assume that standardizing variants is done by some unspecified deterministic procedure.
Let P be a logic program and Q a query. A derivation from P ∪ Q is a sequence ϕ 1 : Θ 1 , . . . , ϕ n : Θ n of goals such that for each 1 ≤ i ≤ n :
1. either ϕ i is a clause of Q and Θ i = ε; 2. or ϕ i : Θ i is a hyper-resolvent of a program clause ϕ and goals ϕ i,1 :
is a program clause of P , and ϕ i,1 : Θ i,1 , . . . , ϕ i,ni : Θ i,ni are goals from the sequence ϕ 1 : Θ 1 , . . . ,
For simplicity, Condition 2 of the above definition will be also stated as ϕ i : Θ i is a hyper-resolvent of a standardized variant of a program clause ϕ of P and standardized variants of some goals from ϕ 1 :
A refutation of P ∪ Q is a derivation from P ∪ Q with the last goal of the form ⊥ : Θ. The disjunctive substitution Θ |V ar(Q) is called the computed answer of P ∪ Q w.r.t. that refutation. Example 1. Let P be the program consisting of the following clauses:
and let Q be the query consisting of the only following goal:
Here is a refutation of P ∪ Q:
The computed answer is {{x/c, y/a}, {x/c, y/b}}.
Answer Soundness
In this section, we show that for every logic program P and every query Q, every computed answer of P ∪ Q is a correct answer of P ∪ Q.
Lemma 1. Let ← ψ : Θ be a hyper-resolvent of a program clause ϕ and goals
Lemma 2. Let P be a logic program, Q = {← ϕ 1 , . . . , ← ϕ n } be a query, and ← ψ : Θ be the last goal in a derivation from P ∪ Q. Let M be a model of
Proof. We prove this lemma by induction on the length of the derivation. The case when ← ψ is a clause of Q and Θ = ε is trivial. Suppose that ← ψ : Θ is derived as a hyper-resolvent of a standardized variant of a program clause ϕ and standardized variants of goals ← ψ 1 : Θ 1 , . . . , ← ψ m : Θ m . Let σ be the involved mgu and δ, δ 1 , . . . , δ m be the involved renaming substitutions. By the inductive assumption, we have M
Theorem 1 (Soundness). Let P be a logic program, Q a query, and Θ a computed answer of P ∪ Q. Then Θ is a correct answer of P ∪ Q.
Proof. Let Q = {← ϕ 1 , . . . , ← ϕ n } and let ⊥ : Θ be the last goal in a refutation of P ∪Q such that Θ = Θ |V ar(Q) . Let M be an arbitrary model of P . By Lemma 2, M n i=1 θ∈Θ ϕ i θ, and hence M n i=1 θ∈Θ ϕ i θ. Since M is an arbitrary model of P , we derive P ∀( n i=1 θ∈Θ ϕ i θ), which means that Θ is a correct answer of P ∪ Q.
Reverse Fixpoint Semantics
The fixpoint semantics of definite logic programs was first introduced by van Emden and Kowalski [14] using the direct consequences operator T P . This operator is monotonic, continuous, and has the least fixpoint T P ↑ ω = ω n=0 T P ↑ n, which forms the least Herbrand model of the given logic program P . In [9] , Lobo et al extended the fixpoint semantics to disjunctive logic programs. Their direct consequences operator, denoted by T I P , iterates over model-states, which are sets of disjunctions of ground atoms. This operator is also monotonic, continuous, and has a least fixpoint which is a least model-state characterizing the given program P .
In this section, we study a reversed analogue of the "direct consequences" operator called the direct derivation operator. The results of this section will be used to prove answer completeness of the negative hyper-resolution semantics.
Let P be a logic program, Q a query, and Γ the set obtained from P ∪ Q by replacing every positive clause (
is a special atom not occurring in P and Q.
The direct derivation operator D Γ is a function that maps a set G of informative goals to another set of informative goals that can be directly derived from Γ and G. It is formally defined as follows: D Γ (G) is the set of all goals ϕ : Θ such that either ϕ is a clause of Q and Θ = ε or ϕ : Θ is a hyper-resolvent of a program clause ψ and goals ψ 1 : Θ 1 , . . . , ψ n : Θ n , where {ψ , ψ 1 : Θ 1 , . . . , ψ n : Θ n } is the standardized variant of {ψ, ψ 1 : Θ 1 , . . . , ψ n : Θ n }, ψ is a program clause of Γ , and ψ 1 : Θ 1 , . . . , ψ n : Θ n are goals from G.
Lemma 3. The operator D Γ is monotonic, compact, and hence also continuous. It has the least fixpoint
The first assertion of the above lemma clearly holds. The second assertion immediately follows from the first one, by the Kleene theorem.
Let G Γ denote the set of all ground goals ϕ such that there exists an informative goal ϕ : Θ ∈ D Γ ↑ ω such that ϕ is a ground instance of ϕ (i.e. ϕ is obtained from ϕ by uniformly substituting variables by terms from U Γ ).
A negated representative of G Γ is a set Φ of pairs (ϕ, A) such that: ϕ ∈ G Γ and A is an atom of ϕ; and for every ψ ∈ G Γ , there exists exactly one atom B of ψ (a negated representative of ψ) such that (ψ, B) ∈ Φ.
Clearly, every G Γ has at least one negated representative. Let Φ be a negated representative of G Γ . A set M of ground atoms is called a minimal refinement of Φ (w.r.t. G Γ ) if the following conditions hold:
1. for each A ∈ M there exists (ϕ, A) ∈ Φ for some ϕ; 2. for each ϕ ∈ G Γ there exists A ∈ M such that A is an atom of ϕ; 3. for each A ∈ M there exists ϕ ∈ G Γ such that for every atom B of ϕ different from A, we have B / ∈ M .
Condition 1 states that members of M come from Φ. Condition 2 states that every Herbrand model disjoint with M satisfies G Γ ; in particular, M G Γ . Condition 3 states that M is a minimal set satisfying the two preceding conditions. Lemma 4. Every negated representative Φ of G Γ has a minimal refinement.
Proof. Start from M = {A | (ϕ, A) ∈ Φ for some ϕ} and keeping in mind that M will always satisfy the first two conditions of the definition of minimal refinement, do the following: if M is not a minimal refinement of Φ due to some A that violates the last condition of the definition, then remove that A from M . This operator has a fixpoint which is a minimal refinement of Φ. Since each A i is a ground atom and M A 1 ∨ . . . ∨ A n , we must have A i ∈ M for all 1 ≤ i ≤ n. Since M is a minimal refinement of Φ, it follows that for every 1 ≤ i ≤ n there exists (ϕ i , A i ) ∈ Φ such that ϕ i can be written as ← A i ∧ ζ i and ζ i is false in M . Since Φ is a negated representative of G Γ , for all 1 ≤ i ≤ n, there exist a goal ϕ i : Θ i ∈ D Γ ↑ ω and a substitution σ i such that ϕ i = ϕ i σ i . For 1 ≤ i ≤ n, let ξ i be the set of all atoms A i of ϕ i such that A i σ i = A i , and let ζ i be the set of the remaining atoms of ϕ i . We have ϕ i = ← ξ i ∧ ζ i .
Let {ϕ , ϕ 1 : Θ 1 , . . . , ϕ n : Θ n } be the standardized variant of {ϕ , ϕ 1 : Θ 1 , . . . , ϕ n : Θ n } with δ, δ 1 , . . . , δ n being the involved renaming substitutions. For 1 ≤ i ≤ n, let ξ i be the set of atoms of ϕ i originated from ξ i . Let ψ : Θ be a hyper-resolvent of the program clause ϕ and the goals ϕ 1 : Θ 1 , . . . , ϕ n : Θ n with ξ i as the set of selected atoms of ϕ i . Thus ψ : Θ ∈ D Γ ↑ ω. We have ϕ = ϕ σ = ϕ δ −1 σ and Sketch. Every maximal model of G Γ is the compliment of a minimal refinement of some negated representative of G Γ , and hence is a model of Γ .
In this section, we show that for every correct answer Θ of P ∪ Q, where P is a logic program and Q is a query, there exists a computed answer of P ∪ Q which is more general than Θ.
Lemma 5 (Lifting Lemma). Let P be a logic program, Q a query, and Θ a disjunctive substitution. Let ϕ 1 : Θ 1 , . . . , ϕ k : Θ k be a derivation from P ∪ QΘ. Then there exist a derivation ϕ 1 : Θ 1 , . . . , ϕ k : Θ k from P ∪ Q and substitutions
Proof. Simulate the derivation ϕ 1 : Θ 1 , . . . , ϕ k : Θ k from P ∪ QΘ for P ∪ Q so that, for ψ ∈ Q and θ ∈ Θ, the goal ψθ ∈ QΘ is replaced by ψ. Let the resulting derivation be ϕ 1 :
We prove the assertion of this lemma by induction on i. The case when ϕ i is a clause from Q and Θ i = ε is trivial. Suppose that ϕ i : Θ i is derived as a hyper-resolvent of a standardized variant of a program clause ϕ = A 1 ∨ . . . ∨ A n ← B 1 ∧ . . . ∧ B m of P and standardized variants of goals ϕ j1 : Θ j1 , . . . , ϕ jn : Θ jn , where j 1 , . . . , j n belong to 1..(i − 1). Let δ, δ 1 , . . . , δ n be the involved renaming substitutions (for standardizing variants) and σ be the involved mgu. Let ϕ jt = ← ξ jt ∧ζ jt with ξ jt as the set of selected atoms, for 1 ≤ t ≤ n. We have A t δσ = A t δ t σ for every 1 ≤ t ≤ n and every atom A t of ξ jt . The hyper-resolvent ϕ i : Θ i is equal to
By the inductive assumption, ϕ jt σ jt = ϕ jt , for all 1 ≤ t ≤ n. Hence ϕ i : Θ i is a hyper-resolvent of a standardized variant of ϕ and standardized variants of ϕ j1 σ j1 : Θ j1 , . . . , ϕ jn σ jn : Θ jn . Let δ , δ 1 , . . . , δ n be the involved renaming substitutions (for standardizing variants) and σ be the involved mgu. We have A t δ σ = A t σ jt δ t σ for every 1 ≤ t ≤ n and every atom A t of ξ jt . The hyperresolvent ϕ i : Θ i is equal to
Let γ be the normal substitution specified as below
Let 1 ≤ t ≤ n and let A t be an atom of ξ jt . We have A t δγ = A t δ and A t δ t γ = A t σ jt δ t . Since A t δ σ = A t σ jt δ t σ , it follows that A t δγσ = A t δ t γσ . Because σ is an mgu such that A t δσ = A t δ t σ for every 1 ≤ t ≤ n and every atom A t of ξ jt , there exists σ i such that γσ = σσ i . For 1 ≤ s ≤ m, we have B s δσσ i = B s δγσ = B s δ σ , and for 1 ≤ t ≤ n, we have ζ jt δ t σσ i = ζ jt δ t γσ = ζ jt σ jt δ t σ . Hence
Theorem 3 (Completeness). Let P be a logic program, Q a query, and Θ a correct answer of P ∪ Q. Then there exists a computed answer Θ of P ∪ Q which is more general than Θ.
Proof. Let Q = {ϕ 1 , . . . , ϕ n } and Y = V ar(Q) ∪ Ran(Θ). For each x ∈ Y , let a x be a fresh constant symbol. Let δ = {x/a x | x ∈ Y } and Q = QΘδ. Since Θ is a correct answer of P ∪ Q, it follows that P ∪ Q is unsatisfiable.
Let P be the set obtained from P by replacing every positive clause
We first show that (← ) ∈ G Γ . Suppose oppositely that for every ϕ ∈ G Γ , ϕ = (← ). Then there exists a negated representative Φ of G Γ which does not contain . Let M be a minimal refinement of Φ. We have that M contains . By Theorem 2, M Γ , which contradicts with Γ ¬ .
The above assertion states that there exists a derivation from Γ with the last goal of the form ← : ∆. By simulating that derivation for P ∪ Q with each
, we obtain a refutation with ⊥ : ∆ as the last goal.
Since Q = QΘδ, by Lemma 5, there exists a refutation of P ∪ Q with the last goal of the form ⊥ : Θ and a substitution σ such that
. Now treat each a x as a variable and δ as a renaming substitution. Then we have
Hence (Θ σ ) |V ar(Q) ⊆ Θ and Θ is more general than Θ.
Keeping Information for Computed Answers
In this section, we first modify the definition of derivation so that disjunctive substitutions in informative goals keep only necessary information without violating soundness and completeness of the calculus. We then show that informative goals can be simulated by normal goals using answer literals. We also study cases when it is possible to make computed answers more compact.
Let P be a logic program, Q a query, and X ⊆ V ar(Q). A derivation restricted to X from P ∪ Q is a modification of a derivation from P ∪ Q in which each newly derived hyper-resolvent ϕ : Θ is replaced immediately by ϕ : Θ |X .
(Note that such a replacement affects the remaining part of the derivation.) A refutation restricted to X of P ∪ Q is a derivation restricted to X from P ∪ Q with the last goal of the form ⊥ : Θ.
Example 2. Reconsider Example 1. Here is a refutation restricted to {x, y} of P ∪ Q :
(2),(6) (9) ← r(x 5 ) : {{x/x 5 , y/a}, {x/x 5 , y/b}} (3), (7),(8) (10) ⊥ : {{x/c, y/a}, {x/c, y/b}} (4), (9) Lemma 6. Let P be a logic program, Q a query, and X ⊆ V ar(Q). Let ϕ 1 : Θ 1 , . . . , ϕ n : Θ n be a derivation from P ∪ Q and ϕ 1 : Θ 1 , . . . , ϕ n : Θ n be its version restricted to X.
This lemma can be proved by induction on i in a straightforward way.
The following theorem states that we can save memory when searching for refutations by restricting kept disjunctive substitutions to the set of interested variables. The theorem immediately follows from the above lemma.
Theorem 4. Let P be a logic program, Q a query, and X ⊆ V ar(Q). If ⊥ : Θ is the last goal of a refutation restricted to X of P ∪Q, then there exists a computed answer Θ of P ∪ Q such that Θ = Θ |X . Conversely, for every computed answer Θ of P ∪ Q, there exists a refutation restricted to X of P ∪ Q with the last goal ⊥ : Θ such that Θ = Θ |X (in particular, Θ = Θ when X = V ar(Q)).
We can simulate disjunctive substitutions by answer literals as follows. For each variable x, let "x" be a constant symbol for keeping the name of x. We use "x"/t, where / is an infix function symbol, to keep the binding x/t. Let ans be a special predicate symbol which can have different arities. Atoms of this predicate symbol will be always denoted either explicitly as ans(. . .) or using a prefix Ans. A literal ans("x 1 "/t 1 , . . . , "x n "/t n ) is called an answer literal if x 1 , . . . , x n are different variables. This answer literal can be treated as {x 1 /t 1 , . . . , x n /t n }. By deleting from this set pairs x i /t i with t i = x i we obtain a normal substitution, which is called the substitution corresponding to the answer literal ans("x 1 "/t 1 , . . . , "x n "/t n ). If ϕ = Ans 1 ∨ . . . ∨ Ans m and θ i is the substitution corresponding to Ans i , for 1 ≤ i ≤ m, then we call {θ 1 , . . . , θ m } the disjunctive substitution corresponding to ϕ. Assume that ε is the substitution corresponding to the empty clause.
A goal with answer literals is a clause of the following form, with n, m ≥ 0 :
be a program clause (n > 0), and (ψ 1 ← ϕ 1 ), . . . , (ψ n ← ϕ n ) be goals with answer literals (i.e. each ψ i is a disjunction of answer literals). Let ϕ i = (ξ i ∧ ζ i ) for 1 ≤ i ≤ n, where ξ i is a non-empty set of atoms selected for ϕ i . If there exists an mgu σ such that A i σ = A i σ for every 1 ≤ i ≤ n and every atom A i of ξ i , then we call the goal
a hyper-resolvent (with answer literals) of ϕ and (ψ 1 ← ϕ 1 ), . . . , (ψ n ← ϕ n ). Note that such a hyper-resolvent is also a goal with answer literals.
Let P be a logic program, Q = {ϕ 1 , . . . , ϕ n } a query, and X ⊆ V ar(Q).
. . , ϕ n }. A derivation from P ∪ Q with answer literals for X is a sequence ψ 1 , . . . , ψ m of goals with answer literals such that for each 1 ≤ j ≤ m, either ψ j ∈ Q or ψ j is a hyper-resolvent with answer literals of a standardized variant of a program clause of P and standardized variants of some goals from ψ 1 , . . . , ψ j−1 , where a standardized variant is a renaming of all the variables in the original clause so that it does not contain variables of the other involved variants. Such a derivation is called a refutation of P ∪ Q with answer literals for X if the last goal ψ m is either the empty clause or a positive clause (consisting of only answer literals).
Example 3. Reconsider Example 1. Here is a refutation of P ∪ Q with answer literals for {x, y} :
(2),(6) (9) ans("x"/x 5 , "y"/a) ∨ ans("x"/x 5 , "y"/b) ← r(x 5 ) (3), (7),(8) (10) ans("x"/c, "y"/a) ∨ ans("x"/c, "y"/b) (4), (9) Theorem 5. Let P be a logic program, Q a query, and X ⊆ V ar(Q). If ψ is the last goal of a refutation of P ∪ Q with answer literals for X, then there exists a computed answer Θ of P ∪ Q such that Θ |X is the disjunctive substitution corresponding to ψ. Conversely, for every computed answer Θ of P ∪ Q, there exists ψ as the last goal of a refutation of P ∪ Q with answer literals for X such that Θ |X is the disjunctive substitution corresponding to ψ.
Proof. Given a refutation of P ∪ Q with answer literals for X, simulate it by a refutation restricted to X of P ∪ Q. For the converse direction, do it analogously. Let ζ i ← ψ i and ← ψ i : Θ i be the goals number i in the two corresponding refutations. By induction on i, it is easy to see that Θ i is the disjunctive substitution corresponding to ζ i . This together with Theorem 4 proves this theorem.
Keeping information for computed answers by using answer literals is just one of possible techniques, which is not always optimal. For example, ans("x"/a, "y"/y) ∨ ans("x"/a, "y"/b) ∨ ans("x"/a, "y"/c) can be better represented as the composition of {x/a} and {ε, {y/b}, {y/c}}.
We say that Θ = {θ 1 , . . . , θ n } has a conflict w.r.t. x if there exist bindings x/t 1 ∈ θ i and x/t 2 ∈ θ j for some i, j from 1..n such that t 1 = t 2 . Suppose that Θ is a computed answer of P ∪ Q and Θ has no conflicts w.r.t. any variable. Then the normal substitution θ = Θ is also a correct answer of P ∪ Q. Despite that θ is "tighter" than Θ, from the point of view of users, θ is more intuitive and sufficient enough.
Consider a more general case. Suppose that Θ = {θ 1 , . . . , θ n } is a computed answer of P ∪ Q, x ∈ Dom(Θ), and Θ has no conflicts w.r.t. x. Let x/t be the binding of x that belongs to some θ i , 1 ≤ i ≤ n. Let θ j = θ j − {x/t} for 1 ≤ j ≤ n. Then {x/t}{θ 1 , . . . , θ n } is also a correct answer of P ∪ Q. This kind of extraction can be applied further for {θ 1 , . . . , θ n }, and so on. The resulting composition is a correct answer "tighter" than Θ but it is more compact and still acceptable from the point of view of users.
Conclusions
We have proved that negative hyper-resolution is a sound and complete procedure for answering queries in disjunctive logic programs. This is a fundamental theoretical result for the intersection of theorem proving, disjunctive logic programming and AI. Our completeness proof is short and based on our reverse fixpoint semantics of disjunctive logic programs.
We have also introduced disjunctive substitutions to represent answers of queries. Our definition can be looked at as a formulation on the semantic level, while answer literals used in theorem proving systems are defined on the syntactical level. Our formulation extracts the meaning of answers from representation and in some situations allows a better encoding.
As a future work, we will study answer completeness of negative hyperresolution under ordering refinements.
