Abstract
INTRODUCTION
Following the Moore's law, on-chip transistor densities have increased steadily enabling the integration of dozens of components on a single die. These components include regular arrays of processors and cache banks in tiled chip multiprocessors (CMPs) and heterogeneous resources in system-on-chip (SoC) designs [1] [2] [3] . One outcome of greater integration is that interconnection networks begin to replace shared buses and other forms of communication featuring long global wires. Networks-on-chip (NOCs) scale better than traditional forms of on-chip interconnect and have better performance and fault tolerance characteristics [1] [4] . Many research groups have devoted their efforts to different aspects of NoC's, including topology, routing algorithms and architectures, power management, and core mapping (see, e.g., [2] [5] [6] ).
To assess the performance of various NoC options over the full range of input characteristics, simulations with different traffic profiles should be used. These simulations are used to determine the power and latency characteristics of a given NoC architecture. Traffic profiles may be classified as either synthetic or realistic. Synthetic traffic patterns are abstract models of message passing in NoCs whereas realistic traffic patterns are traces of real applications running on NoCs. In contrast to realistic traffic which is representative of a more specific class of applications, synthetic traffic should cover a broad class of applications running on the NoCs [7] [8] .
Simple synthetic traffic patterns include uniform random and hotspot traffic profiles. These models are helpful in that they allow a network to be stressed with a regular, predictable pattern which aids NoC designers in acquiring insights, however since they do not represent real-life traffic, they cannot be used to drive a realistic network design-space exploration [8] [9] . Some of the other synthetic traffic profiles include Transpose, Bit-Complement, Bit-Reversal, and Self-Similar patterns.
Recently, several synthetic traffic profiles have been proposed. In [10] , a traffic model for on-chip networks is proposed which is a good model for the multimedia applications running on NoC, but it may not be suitable for other applications.
In this paper, we present a synthetic traffic profile based on negative exponential distribution (NED). Compared to the conventional synthetic traffic profiles, this synthetic traffic profile is more similar to the statistical behavior of realistic traces obtained by running different applications on NoCs.
The rest of the paper is organized as follows. Section 2 briefly introduces related works in this area and presents the motivation of presenting a new traffic profile for the NoC analysis. The NED traffic model and its properties are given in Section 3 while the comparison of the results of this traffic profile with those of others is discussed in Section 4. Finally, the conclusion is given in Section 5.
RELATED WORKS
Network performance depends highly on the network traffic, and hence, access to different traffic models is critically important for a thorough analysis of different characteristics of the network architectures, protocols, and implementations. There has been extensive prior research work on traffic models for different networks ranging from the Internet [11] [12], Ethernet [13] [14] , wireless LANs [15] to shared-memory-multiprocessor (SMP) networks [16] [17] [18] . These models provide critical insights into the traffic behavior of the corresponding networks. Network-on-chips, however, exhibit substantially different traffic behaviors compared to those of the traditional network fabrics.
The differences are self-evident versus the Internet, Ethernet and wireless LANs, where the applications, protocols, and implementations differ simply in purpose, scale and granularity [8] [19] .
Even compared to traditional multi-chassis interconnection networks of SMPs, clusters and supercomputers, multi-core on-chip systems have significantly different network traffic characteristics for a number of reasons [18] . First, although intra-chip (on-chip) systems have a memory hierarchy similar to that of inter-chip systems, the shorter communication delays in the onchip systems and the limited silicon area suggest a more compact cache organization with small L1 caches and shared L2 caches [20] [21] . There are more communication transactions among the onchip cores leading to NoC traffic that behaves differently from that of inter-chip systems. Second, new chip multiprocessor (CMP) architectures are being explored aggressively in industry and academia [22] [23] [24] , where each CMP architecture and its organization uniquely affect the volume and profile of the NoC traffic. Third, in application-specific MPSoCs, each MPSoC and its associated on-chip network are designed for a distinct set of target applications [25] [26] , and hence, network designs and associated network traffic are very different from those of large-scale, traditional interconnection networks.
As discussed in the previous section, traffic profiles for the design and the analysis of NoCs can be categorized into realistic and synthetic groups. Next, we briefly discuss widely used traffic profiles.
Realistic Traffic
Realistic traffic loads have been used to analyze the power and delay of NoCs. Examples include GSM voice CODEC [27] , SPLASH-2 [28] , MediaBench [29] , and SPEC [30] traffic profiles. It, however, should be noted that the traffic patterns generated by different modules in a NoC strongly depends on the application for which the NoC is designed. Since performance of the NoC is a function of the traffic profile, the most accurate way to assess the characteristics of the NoC would be to invoke the traffic profiles corresponding to the application. In many cases, the system is designed for multiple applications. In these cases, the traffic profiles corresponding to all applications should be used during the NoC design and analysis. This can be time consuming even if all the applications are known beforehand. As another option, synthetic traffic profiles which can represent a class of applications may be used. This suggests that the use of both realistic and synthetic traffic profiles forms a complete set for the evaluation of the techniques proposed for NoC systems. Next, synthetic traffic models are introduced and their features including the application that they may represent are mentioned.
Synthetic Traffics
Different synthetic traffic patterns have been used for evaluating interconnection networks. Uniform, Transpose, Bit-Complement, Bit-Reversal, Hotspot [7] , and Self-similar [10] are the most widely used traffic models for the analysis of power and delay in interconnection networks.
To describe the synthetic patterns, let each node (x, y) in the NoC design be labeled with an address resulting from the concatenation of x and y indicates of the node. The m-bit binary number representation of xy is n 1 n 2 …n m-1 n m . Also, let = 1 and = 0.
• Uniform Traffic: Each node sends messages to other nodes with an equal probability (i.e., destination nodes are chosen randomly using a uniform probability distribution function).
• Hot-spot Traffic: Each node sends messages to other nodes with an equal probability except for a specific node (called Hotspot) which receives messages with a greater probability. The percentage of additional messages that a Hotspot node receives compared to the other nodes is indicated after the Hotspot name (e.g., Hotspot 10%).
• Transpose Traffic: Each node sends messages only to a destination with the upper and lower halves of its own address transposed. i.e., the destination whose address is given by (n m/2 n (m/2)+1 … n m n 1 n 2 … n (m/2)-1 ).
• Complement Traffic -Each node sends messages only to a with One's complement of its own address, i.e., the destination whose address is given by ( ).
• Bit reversal Traffic: Each node sends only to a whose address is bit reversal of the sender's address, i.e., the destination with address (n m n m-1 n m-2 … n 3 n 2 n 1 ).
The uniform traffic model is a standard benchmark used in network routing studies. This model can be considered as the traffic model for of well-balanced shared memory computations. In the Hotspot traffic pattern, one or more nodes are designated as the hot spot nodes, which receive Hotspot traffic in addition to the regular traffic. Therefore, the Hotspot node represents a very busy node. For example, in multiprocessors, Hotspot nodes could be the traffic representative of computations in which there are critical sections or shared/replicated data with more packet exchanges. For the transpose traffic, two types of patterns are proposed. With the first transpose traffic pattern, a node (i, j) only sends messages to node (n -j, n -i) where n is the network dimension (e.g., n × n in the mesh topology). This traffic pattern is very similar to the matrix-transpose. In the second transpose traffic pattern, a node (i, j) only sends messages to node (j, i). The bit-complement, reversal, and transpose traffics can model traces of applications related to numerical computations [7] .
New synthetic traffic patterns may be inspired by analyzing the traffic patterns in a class of applications. As an example, in [10] , a self-similarity concept is utilized to propose a new traffic pattern. The objective of the work was to introduce self-similarity as a fundamental property of the bursty traffic patterns flowing between the modules in typical MPEG-2 video applications. This property was inferred by examining the extracted traces when common video statistical tests were performed on the chip.
The above discussion shows that each synthetic traffic model is useful for certain classes of applications. Next, we discuss the motivation for another synthetic traffic profile which may be a representative of a broader class of NoC applications.
Motivation for NED
An important state in design of NoC systems is to map an application onto the cores existing on the chip. The mapping is an optimization problem typically with the objective of minimizing the total power consumption and propagation delay of the communication on the chip. Several research works have been focused on the application mapping onto NoCs (see, e.g., [31] [32] [33] ). The power consumption as well as the delay for each data communication operation is minimized by lowering the number of hops and shortening the total physical distance between the source and destination cores. As a result of using these mapping algorithms, an application should be mapped among different cores such that cores with a higher communication volume are mapped as close to one another as possible. For these networks, the closer the nodes are, the more packets they send to each
other. An example of this situation is depicted in Fig. 1 which shows the number of packets sent from Node X 3,3 to other nodes. For this case, a total of 1,000,000 packets have been considered. For a more accurate evaluation of these networks, a synthetic traffic pattern with this preferred neighbor property should be used. Most of the above synthetic traffic profiles do not have this property, and hence, a new traffic profile is required.
NED TRAFFIC MODEL
In a network, a source node S that is located at position 
The j th column of this matrix indicates the number of nodes in the network that have a distance of j from S. Fig. 2 shows R, and D 1,6 (4) for a 4×4 network with the source node of X* 1,1 .
We are looking for a Probability Distribution Function (PDF) that computes the probability of sending from the source node to other nodes with the property that the probability decreases as the distance between the source and destination nodes increases. In addition, PDF should be dependent on the source position. The reason is that the longest distance between a source and other nodes depends on the source position. In addition, the number of nodes that have a specific distance from a source is different for different source positions. Fig. 3 shows the distance matrices for S = X* 1,1 and S = X* 3,3 in a 5×5 network. As shown in Fig.   3(a) , four nodes have a distance of one from the source node while the longest distance to the source is 4. On the other hand, in Fig. 3(b) , only two nodes have a distance of one from the source node while the longest distance to the source is 8. The PDF should have the general properties of probability distribution functions as well. If we denote P r as the probability of sending a packet to a destination with the distance r from the source, and D is the set of all the distances from the source, then 0 < P r < 1 and . Note that the proposed distribution function may be used for other topologies such as Torus, Hypercube, and 3D Torus. The reason for this is that this distribution function is only dependent on the distance between the source and destination.
In this work, we are looking for a probability distribution function in which the value of P r decreases exponentially with increasing r. Denoting P 1 by P, we propose the following probability function:
Here m is a parameter between 0 and 1.
Based on the central limit theorem [34] , the sum of a large number (practically 30 or more) of independent and identically distributed random variables will have approximately a normal distribution. For a normal distribution function, the area under the function in the range μ±3δ is 97.65% of the total area. Based on this, we suggest that a suitable value for the parameter m be the one that results in a traffic pattern in which the length of the longest path is equal to μ+3δ. Thus, the value of the parameter m is chosen to be .
As an example, in Fig. 4 , the probabilities of sending a packet from S = X* 1,1 to nodes with different distances in a 4×4 network for m = 3, 2 , 0.1 and 1/4 are shown. Using , we can write
For the example shown in Fig. 2 The value of may be found by solving the above equation numerically. Notice that there is only one solution between 0 and 1 for the class of the above equations. Therefore, the solution is unique, a general result which is formulized using the following theorem.
Theorem: For the equation given by (8) where the coefficients a to z are integers greater than or equal to zero, there is a unique solution between 0 and 1.
Proof:
The derivative of Y with respect to Q is given by (9) where is a continuous function on the set of real numbers. On the other hand, if Q > 0, is also Solving Equation (7) leads to = 0.6247. The probability distribution diagram for S = X* 1,4 is shown in Fig. 5 .
The computation for a network with a specific dimension is performed only once. In addition, due to the symmetry, there are nodes with the same distances, the computation should be only done for about one fourth of the nodes. This is shown in Fig. 6 for 4×4 and 5×5 meshes. Fig. 7 shows the probabilities of receiving packet for three different positions of source node in 5×5 mesh size (n = .
To illustrate the probability distribution in a 3D mesh under the NED traffic model, Fig. 8 illustrates a case when the source node is in the center of a 3×3×3 mesh (S = X* 2,2,2 ).
It should be noted that for ring, 2D, and 3D torus topologies, the NED traffic results in less computational complexity than that of 2D mesh. Fig. 9 shows ring, 2D torus, and 3D torus topologies. In these networks, the computations are done just for one node in a network with any dimension. To elaborate on this point, let us define n(d) for the source node S as the number of nodes with the a Manhattan distance of d hops from S. Table 1 shows mathematical expressions of n(d) for various network topologies. These expressions reveal that, regardless of the source position, the model of adjacent nodes is similar and is a function of d. As an example, matrices of Fig. 3 for a mesh topology are repeated for the same nodes in a 5×5 torus topology and shown in Fig. 10 .
Distance matrices of these two figures are equal regardless of the fact that the position of the source is changed.
Finally, it should be noted that for heterogeneous networks [5] with any dimension, the NED traffic model may be used. Fig. 11 shows an example of this type of networks for a 2D semi-mesh NoC, and illustrates its Distance matrix and Distance Frequency vector.
To evaluate the efficacy of using the NED traffic profile in evaluating NoCs, we compared the average hop counts of all packets transported based on different traffic profiles. In addition to NED, other traffic models included Transpose, Uniform, Hotspot 5%, Hotspot 10%, Hotspot 20%, and Bitcomplement, and profiles generated based on some realistic applications mapping on an n×n mesh.
For the Hotspot synthetic traffic profile, the hotspot point was chosen to be the node ( .
For mapping realistic applications on n×n meshes, we used EvoMP [35] . EvoMP is a mapping tool that maps DSP or similar applications onto distributed-control multiprocessor system on chip (MPSoC.) This tool has run-time task decomposition and scheduling capabilities. Each computational cell in this platform is a special processor which can be configured to 8, 16, or 32 bit mode. These cells are placed in a 2D-mesh topology and uses NoC scheme for communication. The size of each dimension of mesh can be configured independently. Table 2 shows the average hop counts of synthetic and realistic traffic profiles on networks with different mesh sizes. For all the switches, the data width was set to 32-bits. Each input virtual channel had a buffer (FIFO) with the size of six flits. In all the simulations, the latency was measured by averaging the latency of the packets when each local core generated 30,000 packets. The router used the minimally fully adaptive reserved virtual channel (VC) deadlock avoidance technique discussed in [36] . As this table shows, compared to other synthetic traffic models, the average hop count of NED is more similar to those of realistic traffic patterns. Other than NED, Uniform and Hotspot (which is a specific kind of uniform traffic) are among the synthetic traffic model with good hop count match to those of the realistic benchmarks. Even for these traffic profiles, the difference between their average hop counts and the realistic ones is larger than that of NED.
In the case of the semi realistic benchmark of "GSM + Uniform" [11] , the difference is less. In this benchmark, just a few cores generate packets based on the GSM voice codec and the remaining cores are sent packets based on the Uniform traffic profile. For other realistic benchmarks, the NED traffic has closer average packet hops to those of these benchmarks. In addition, the difference of NED and other synthetic traffic profiles increases as the dimension of the network increases. Note that an empty slot means that the mesh size is too large for the application. Fig. 12 shows the average hop counts of different synthetic traffic models for different mesh sizes. The rate of increase in the average hop count in NED with the network size is lower than those of other synthetic traffic model.
This behavior makes NED resemble more realistic traffics.
In the second set experimental results, we have compared the XY routing algorithm [1] [2] under Uniform, NED, and Real 128-point FFT traffic profiles. The comparison is performed in terms of the power and latency for these traffic profiles where the simulations were performed for a 4×4 mesh
NoC. The performance of the network is evaluated using latency curves as a function of the packet injection rate (i.e., the number of packets injected into the network per cycle). The packet latency is defined as the time duration from when the first flit is created at the source core to when the last flit is delivered to the destination core. It was assumed that the packets had a fixed length of five flits, the buffer size of each virtual channel was five flits, and the data width was set to 32 bits.
The NoC performances for the XY routing algorithm under uniform, NED, and 128-Point FFT traffic profiles are given in Fig. 13 
