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Abstract
Ground-based geophysical experiments were undertaken to test the possibility of de-
tecting groundwater using nuclear magnetic resonance from an airborne electromagnetic
prospecting system. Two experimental surveys were conducted: One over an ice-covered
lake, containing a large volume of freshwater, and the other over an equal volume of
land, with little to no freshwater in the subsurface. If exposed to a radio-frequency pulse
at the Larmor frequency, protons in water molecules create a magnetic ﬁeld oscillating
at the Larmor frequency. Both surveys used a 120-second long frequency sweep from
2300 to 2400 Hz. It was initially hypothesized that as the frequency passed over the
Larmor frequency, 2348 Hz, there would be phase shift between the transmitter and
receiver signals. Phase measurements, using the heterodyne method, between the lake
and land data proved to be inconclusive, although the lake data showed an oscillatory
decay in the oﬀ-time, not equal to the Larmor frequency.
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1Chapter 1
1 Introduction and Background
The need for fresh groundwater is intensifying with climate change and increasing global
population. An important necessity for human beings is water, whether it be for drinking,
hygiene, or agriculture. Some countries, like Canada, have an abundance of freshwater due
to the vast number of lakes. However, many countries, speciﬁcally ones residing in geograph-
ically arid regions, are less fortunate and are in need of eﬃcient inexpensive ways to locate
freshwater reserves (WWAP, 2015)
The most viable source of freshwater exists as groundwater located within aquifers, which
are bodies of permeable rock that contain or transmit groundwater (Freeze and Cherry, 1979).
The diﬃculty with locating aquifers is that they are not visible from the surface; thus, re-
quiring a non-invasive method to image the subsurface. A popular way to search for aquifers
is using geophysical techniques (Kirsch, 2006), with the most economic approach for large
scale surveys being airborne electromagnetics (AEM).
Electromagnetic (EM) systems exploit the phenomenon of electromagnetic induction
(West and Macnae, 1991) and are governed by Maxwell's equations (Griﬃths, 2013). Al-
though AEM systems are able to cover large areas (up to hundreds of square kilometres
(Palacky and West, 1991)), they are not able to measure groundwater directly, but allow
geophysicists to infer regions of groundwater based on contrasting conductive zones. In some
cases, fresh water is more resistive than its surroundings, and in other cases it can be more
conductive than its surroundings; thus, interpreting AEM data requires having knowledge
of the conductivities of the layers that are important in the local hydrogeology (e.g., Smith
2et al., 2004).
In the last few decades, a new non-invasive ground-based geophysical technique known
as magnetic resonance sounding (MRS) has emerged, ﬁrst introduced by Varian (1962).
The MRS technique is based on the theory of nuclear magnetic resonance, which exploits
speciﬁc properties of subatomic particles and their interactions with electromagnetic ﬁelds
(Abragam, 1983; Keeler, 2005; Slichter, 1990; Becker, 2000; Levitt, 2008; Farrar and Becker,
1971). MRS is unique due to its ability to directly measure a signal from the hydrogen
protons in water molecules. The signal received in MRS surveys is from the relaxation of
the protons. Typically, this relaxation is oscillating at a characteristic frequency and has an
amplitude that decays with time (Yaramanci, 2000). Subtle variations in the amplitude and
the decay rate allow geophysicists to give an accurate representation of the subsurface water
content.
The amplitude at the beginning of the decay is proportional to the presence and amount
of groundwater in the subsurface (Goldman and Neubauer, 1994). To resolve the amount of
groundwater at greater depths, the energising ﬁeld needed to excite the protons is increased
(Kirsch, 2006). With respect to groundwater exploration, the decay of the NMR signal from
water can produce information related to the pore size, permeability, hydraulic conductiv-
ity, and magnetic susceptibility of the subsurface (Legchenko et al., 2002; Hertrich, 2008;
Grunewald and Knight, 2011).
The MRS technique is unique because it has the ability to directly inﬂuence the pro-
tons in the water molecules and receive a response from them. A limitation in a standard
MRS survey is the low production rates (Behroozmand et al., 2014); a single site, which can
take several hours to acquire, can only provide one-dimensional water content information for
an area proximal to the loop used. If a large area is to be covered, many days will be required.
3A possible solution to the areal coverage problem would be to undertake MRS measure-
ments from an airborne platform. The advantage of an airborne system would be the large
area covered in a day long survey, but the trade-oﬀ would be loss of ability to interpret
the hydraulic parameters such as depth, porosity, permeability, etc. However, the airborne
survey may give information on the quantity of water in certain regions, allowing for a more
focused ground survey. A recent study has shown the ability to record NMR measurements
4 metres above the ground using a torus-shaped helium-ﬁlled balloon towed between two
vehicles (Costabel et al., 2016). The set-up is not the same as an AEM system nor does
it move as fast, but it is able to survey a larger area than a traditional MRS survey. This
helium balloon system compromised vertical resolution for survey speed increases. An air-
borne system would likely compromise an ability to determine parameters such as the decay
rate in order to gain further increases in survey speed.
The ﬁrst step towards developing an airborne MRS system (comparable to an AEM
system) would be to determine whether an NMR signal from freshwater can be located with
a traditional ground-based electromagnetic prospecting system. If successful, the hope would
be to then scale up the ground survey design to an aircraft. The following thesis will begin
to assess this question by ﬁrst examining the results from a ground survey.
4Chapter 2
2 Theory
2.1 Spin
All matter in the known universe is composed of a combination of fundamental particles: pro-
tons, neutrons, and electrons. Each of these subatomic particles have inherent characteristics
attributed to them, which are mass, charge, and spin (Levitt, 2008) shown in Table 1. The
ﬁrst two characteristics are commonly well understood in the macroscopic world, whereas
the ﬁnal characteristic, spin, is entirely quantum mechanical in nature and is the basis for
nuclear magnetic resonance (NMR) and electron spin resonance (ESR).
Table 1: The intrinsic physical properties of subatomic particles (Harris, 2008).
Particle Spin (I) Mass (kg) Charge (Coulombs)
Neutron 1/2 1.6749273×10−27 0
Proton 1/2 1.6726217×10−27 1.60217662 ×10−19
Electron 1/2 9.1093822×10−31 -1.60217662 ×10−19
Spin is an intrinsic form of angular momentum meaning it is inherent to the particle and
not created from rotational motion (Griﬃths, 2005). By possessing spin, particles react to
magnetic ﬁelds, which led to its discovery.
Experimentally, spin was ﬁrst discovered in the 1920's by Gerlach and Stern (1922). In
the experiment, silver atoms were accelerated through a non-uniform magnetic ﬁeld and
onto a detector screen. The experiment showed discrete regions of atom accumulation on
the detector screen. The results were profound in that it showed that particles with spin
acted as magnetic dipoles in a magnetic ﬁeld and that the values of spin were quantized (i.e.,
5taking only discrete values). The quantization was realized due to the well-deﬁned discrete
regions on the detector screen. If the detector screen had shown a continuous distribution,
then spin would take on a continuity of values.
The Stern-Gerlach experiment displayed the spin property of particles by utilizing silver
atoms, which are a combination of many subatomic particles. Each subatomic particle
possesses spin, but for a molecule, atom, or a nucleus, a set of rules have been formulated
that govern whether or not it will possess a net spin. Speciﬁcally, the spin rules for a nucleus
are (Levitt, 2008):
#1. If the number of neutrons and the number of protons are both even, then the nucleus
has no net spin,
#2. If the number of neutrons plus the number of protons is odd, then the nucleus has a
half-integer spin (e.g., 1/2, 3/2, 5/2),
#3. If the number of neutrons and the number of protons are both odd, then the nucleus
has integer spin (e.g., 1,2,3).
The Stern-Gerlach experiment used either 107Ag or 109Ag, which both result in a nucleus
net spin of 1/2 since they both satisfy nucleus spin rule #2. The silver atoms used had a
neutral charge (47 protons and 47 electrons), giving rise to one unpaired electron. Although
both the electron and nucleus each had a net spin of I=1/2, it was the electron magnetic
dipole moment that was most inﬂuential in the experiment due to the fact that the electron
dipole moment strength is greater than the nucleus dipole moment strength (Slichter, 1990).
The diﬀerence in magnetic dipole moment strengths between nuclei and electrons is
the key distinction between NMR and ESR, which will be covered shortly. To prove that
the Stern-Gerlach experiment was not just showing peculiar properties of silver atoms, an
experiment was later conducted in 1927 by Phipps and Taylor (1927), using a hydrogen atom
6in its ground state (utilizing the electron spin). Receiving the same results (i.e., discrete
populations on the detector screen), they concluded that atoms with non-zero spin do in
fact act as magnetic dipoles in the presence of a magnetic ﬁeld.
2.2 Spin in a magnetic ﬁeld
For a particle possessing spin, there are many consequences. The ﬁrst being that spin is a
form of angular momentum and should be treated as such. The second being that a particle
with spin acts as a magnetic dipole in the presence of a magnetic ﬁeld and lastly that spin
is quantized.
Firstly, a particle (or molecule) that has a net non-zero spin (I) will have a spin angular
momentum given by,
S = h¯I, (1)
with units of h¯ = h/2pi, where h is Plank's constant (Feynman et al., 1963). Since I is
quantized and only takes on discrete values (as shown in the Stern-Gerlach experiment),
Equation 1 will also take on discrete values.
The relationship between the spin angular momentum of a particle and its magnetic
moment is given as,
µ = γS, (2)
where γ is known as the gyromagnetic ratio (Hz/T) and is speciﬁc to each particle or
nucleus (Griﬃths, 2005). The gyromagnetic ratios for the proton and the electron are
γp = 2.675222005 × 108 Hz/T and γe = 1.760859644 × 1011 Hz/T, respectively. The ra-
tio between the two gyromagnetic ratios (γe/γp) is approximately 658, which results in the
electron magnetic dipole moment being 658 times greater than the proton magnetic dipole
7moment (from Equation 2). The large diﬀerence in magnitudes of the magnetic dipoles is
one of the key distinctions between NMR and ESR. The other main distinction is related to
the energy required to go from the ground state to an (or the) excited state, which will be
addressed below. A detailed mathematical treatment outlining the steps needed to go from
Equation 1 to Equation 2 is shown in Griﬃths (2005).
The signiﬁcance of the quantization of spin angular momentum arises when a magnetic
ﬁeld (B) is applied to a particle with spin. In a magnetic ﬁeld, a particle with spin, I, will
occupy one of 2(I+1) possible energy states. Following quantum mechanics, the Hamiltonian
operator is used to solve the particles wave-function, giving rise to the magnetic quantum
number, m (Griﬃths, 2005). The magnetic quantum number will take on the values of
m = −I,−I + 1,−I + 2, ..., I − 1, I. In the case of I=1/2, the magnetic quantum number
will have the values, m = −1/2 and 1/2. Inserting the magnetic quantum number into
Equations 1 and 2, the magnetic dipole moment becomes,
µ = γh¯mz, (3)
where the z subscript represents quantization of µ along a magnetic ﬁeld, B = Bozˆ.
Generally, when a magnetic dipole (µ) is placed in a magnetic ﬁeld (B), it will experience
a torque (Feynman et al., 1963),
τ = µ ×B, (4)
which causes a precession about B. The precession of the dipole is due to its intrinsic spin
angular momentum and the relation, τ = dS/dt, which states that a torque is equal to the
rate of change of the angular momentum (Taylor, 2005). The magnetic dipole will also have
a magnetic potential energy (Feynman et al., 1963),
Umag = −µ ·B, (5)
8where the minus sign denotes that the lowest energy state is when the magnetic dipole is
parallel with the applied ﬁeld. In the case of a particle with spin, the magnetic dipole
moment is quantized (Equation 3) and will only take on discrete values when in a magnetic
ﬁeld. In the case of spin-1/2, the particle will be in either two states, aligned with (parallel)
or against (anti-parallel) the magnetic ﬁeld. The magnetic energy of a spin-1/2 magnetic
dipole is,
Umag = −µB,
= −γh¯mzBo, mz = −1/2 and 1/2.
(6)
A depiction of the energy levels that a spin-1/2 particle occupies before and after a
magnetic ﬁeld is applied is displayed in Figure 1. When there is no ﬁeld applied, the magnetic
dipoles all have the same magnetic potential energy, hence the degenerate in Figure 1. Once
the magnetic ﬁeld is applied, the magnetic dipole will be in one of two possible energy states
(mz = −1/2 or mz = 1/2). The energy diﬀerence between the two states is denoted by ∆E
in Figure 1.
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Figure 1: The two possible energy levels for a spin-1/2 system. When no magnetic ﬁeld
is present, the magnetic dipoles are degenerate and possess the same magnetic
energy. Once a magnetic ﬁeld is applied, the magnetic dipole will be in one of
the two possible energy states. The energy gap between the two possible states
is given as ∆E.
The energy gap between possible states is a crucial part to both NMR and ESR. The
main idea behind both phenomena is the ability to excite the dipole with the appropriate
energy to cause a transition from a lower level to a higher level and then analyzing the
relaxation back to the lower level.
The transition from the lower level (ground state) to a higher energy level (excited state)
can be obtained by irradiating the dipole with an oscillating magnetic ﬁeld. Typically, the
transition is caused by a photon of the of correct frequency. The frequency needed can be
solved for by setting the energy of a photon (Feynman et al., 1963) to the energy gap in
Figure 1. The energy gap is equal to,
∆E = −γh¯Bom1/2 + γh¯Bom−1/2,
= −γh¯Bo.
(7)
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Setting the energy gap to the energy of a photon,
∆E = Ephoton,
−γh¯Bo = h¯ω,
(8)
and then rearranging to ﬁnd the needed frequency,
f = − γ
2pi
Bo. (9)
The sign of the frequency is not important in this context, since it represents the amount of
cycles per second, we can use,
f =
γ
2pi
|Bo|, (10)
which is known as the Larmor frequency (Levitt, 2008; Keeler, 2005; Becker, 2000). Since
each molecule, particle, or nucleus has its own unique gyromagnetic ratio, it will then have
its own unique Larmor frequency. The result of Equation 10 is quite profound; it allows us
to easily solve for the required excitation frequency with knowing only the magnetic ﬁeld
strength.
The process of causing a transition from one energy state to another is known, but the
likelihood of which energy state is favoured depends on Boltzmann statistics (Feynman et al.,
1963; Levitt, 2008; Slichter, 1990). For a particle with spin-1/2, it will occupy one of two
possible energy states, parallel to the ﬁeld or anti-parallel to the ﬁeld, which we will call
spin-up and spin-down states, respectively. The probability that a particle is in a speciﬁc
state is proportional to the energy of the state,
P (state) ∝ e(−Energy of state/kT ),
= e(−Umag/kT ),
(11)
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where k is the Boltzmann constant and T is the temperature of the system. For a spin-
1/2 particle, the spin-up state is slightly favoured. In a macroscopic sample containing N
(>1028) spin-1/2 molecules, the distribution of spins between the two possible states will be
proportional to the ratio, P1/P2. The total number of molecules, N , is composed of up-spins
Nup and down-spins Ndown. Using Equations 6 and 11, the number of spins per unit volume
with spin-up is,
Nup = Ae
(−µB/kT ), (12)
and the number with spin-down is,
Ndown = Ae
(+µB/kT ). (13)
The constant A is ﬁxed and can be determined using,
N = Nup +Ndown, (14)
where N is the total number of spins per volume. The constant is easily solved,
A =
N
e+µB/kT + e−µB/kT
. (15)
When it comes to experimentally measuring NMR or ESR, the average magnetic moment
(〈µ〉) of a sample is needed to assist in explaining the dynamics of the phenomenon. The
average magnetic moment is computed for an ensemble of spins by adding dipole contribu-
tions from spin-up (-µ) and the contributions from spin-down (µ) and then dividing by the
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total number of spins in the sample (Feynman et al., 1963),
〈µ〉 = (−µ)Nup + (µ)Ndown
N
,
= µ
[
Nup −Ndown
N
]
,
= µ
[
e(µB/kT ) − e(−µB/kT )
e(µB/kT ) + e(−µB/kT )
]
,
= µ tanh(µB/kT ).
(16)
2.3 Magnetization vector
In NMR and ESR, the average magnetic moment (Equation 16) of an sample is then used to
solve for the magnetic moment per unit volume, which is known as the magnetization vector
(M ). The magnetization vector is then used to help illustrate the dynamics of a sample with
a net non-zero spin under the inﬂuence of a magnetic ﬁeld. The magnetization vector is,
M = N〈µ〉avg,
= Nµ tanh(µB/kT ).
(17)
For normal (Earth-like) temperatures, we can replace tanh(x) with x, which results in,
M =
Nµ2B
kT
. (18)
The magnetization vector represents an ensemble of spins. The units for the magnetiza-
tion vector are A/m, so in order to have the units of a magnetic dipole, we must multiply
Equation 18 by a volume to get units of A·m2.
The following points summarize the previous information, which allow us to then under-
stand nuclear magnetic resonance.
• Begin with a volume of molecules that have spin-1/2. In the absence of a magnetic
ﬁeld, all molecules are degenerate (Figure 2).
13
No magnetic field; spins are 
Figure 2: An ensemble of spins in the absence of a magnetic ﬁeld. Each spin has the same
magnetic energy (i.e., degenerate).
• Once a magnetic ﬁeld is applied to the sample, the spins will be inﬂuenced since they
are acting as magnetic dipoles (Equation 2). The molecules will experience a torque
from the magnetic ﬁeld (Equation 4) which will cause them to precess around the
magnetic ﬁeld lines at the Larmor frequency. The spins will be in one of two possible
energy states (Figure 3).
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Figure 3: Once a magnetic ﬁeld is applied, the spins will experience a torque which causes
them to precess about the magnetic ﬁeld lines at the Larmor frequency. The
spins will be in one of two possible energy states and are no longer degenerate.
• Due to Boltzmann statistics (Equation 11), there will be more spins aligned with the
ﬁeld, which results in a net magnetic moment along the ﬁeld (Equation 16). Multiplying
the number of spins (N) by the average magnetic moment allows us the calculate the
magnetization vector (Figure 4).
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Figure 4: On average, the spins will have a greater population aligned with the ﬁeld. A
vector sum of these spins creates a magnetization vector, which is representative
of the whole sample.
2.4 Nuclear magnetic resonance
Nuclear magnetic resonance is possible for molecules, atoms, or nuclei that have a zero net
spin for their electrons and a non-zero net spin of the nucleus. The non-zero spin of the
nucleus allows the nucleus to act as a magnetic dipole, µ (Equation 3), occupying one of
the 2(I+1) possible energy levels. The resonance condition is met when the magnetic dipole
is supplied with an energy quanta at the Larmor frequency (Equation 10) which causes an
energy state transition. The nucleus then returns to equilibrium by losing energy to thermal
movements and to spin-spin interactions with other nuclei of the system (Levitt, 2008). The
relaxation of the nuclei are the object of observation in NMR spectrometry. The excitation
and relaxation mechanisms of NMR can be modeled using classical mechanics and the mag-
netization vector.
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2.4.1 The Bloch equations
The Bloch equations, developed by Bloch (1946) while at Stanford University, are a set of
diﬀerential equations that describe the orientation of the magnetization vector (Equation 18)
as a function of time, when in the presence of interacting time-dependent magnetic ﬁelds
(ambient and applied). The equations do not describe the motion of each individual spin
magnetic moment, but of an ensemble of magnetic moments. Bloch began the description
of the magnetization vector dynamics with the classical equation of motion of a magnetic
moment in a magnetic ﬁeld (Becker, 2000),
τ = µ×B.
It is well known in Newtonian physics that a torque will cause a change in angular
momentum with respect to time (Griﬃths, 2013). Since the magnetic moment possesses
spin, it will also have an intrinsic angular momentum (S), which allows us to relate the
intrinsic angular momentum to the torque exerted on it in the magnetic ﬁeld,
dS
dt
= µ×B. (19)
After multiplying Equation 19 by γ, Equation 2 can then be used to ﬁnd the rate of change
of the magnetic moment,
dµ
dt
= γµ×B. (20)
The summation of all magnetic moments in a sample is the magnetization, so,
dM
dt
= γM ×B. (21)
Equation 21 represents a set of coupled diﬀerential equations that describe the motion of
how an ensemble of spins reacts to interacting magnetic ﬁelds.
Depending on the experiment, the solution is determined using diﬀerent techniques in
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order to accommodate for various system conditions. A solution that incorporates two ex-
perimental techniques, known as pulse-methods and adiabatic passage (Levitt, 2008), will
be shown below. A description of the two techniques will be explained in the next chapter.
The magnetization vector and the interacting magnetic ﬁelds are all 3-dimensional vec-
tors, meaning they can be represented in component form,
M = (Mx,My,Mz),
B = (Bx, By, Bz).
+yˆ
+xˆ
+zˆ
•
B0
M0
Figure 5: The ambient magnetic ﬁeld vector (B0) along with the equilibrium position of
the magnetization vector (M0).
For the initial conditions of the system (Figure 5), the ambient magnetic ﬁeld will be
in the positive zˆ-direction (B = Bozˆ). After a long period of time (∼15 seconds), which
depends on the thermal state of the system, the magnetization vector will be aligned with
the ambient magnetic ﬁeld; its equilibrium position, M0 = (M0x ,M
0
y ,M
0
z ). While the mag-
netization vector is in equilibrium, it is acting as a static dipole several orders of magnitude
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less than the ambient ﬁeld and therefore unmeasurable. In order to measure a signal from
the magnetization vector, it must ﬁrst be perturbed from its equilibrium position.
−yˆ
+yˆ
−xˆ +xˆ
−zˆ
+zˆ
B0
M0
B1
ωRF
•
Figure 6: Magnetization vector (M0), the ambient magnetic ﬁeld vector (B0), the applied
ﬁeld (B1), and the angular frequency vector (ωRF ) from the applied ﬁeld.
The perturbation is caused by a form of radiation that induces a transition from the
ground state (equilibrium) to an excited state, similar to Figure 1. In most NMR experi-
ments, the radiation used is an oscillating magnetic ﬁeld created by an alternating current
through a wire loop. The component of the applied ﬁeld normal to B0 (Figure 6), is instru-
mental to the NMR phenomenon. The inducing magnetic ﬁeld is oscillating at or near the
Larmor frequency (Equation 10). Once the inducing magnetic ﬁeld is terminated, the mag-
netization vector relaxes back to its equilibrium state, precessing at the Larmor frequency.
Since the magnetization vector is a magnetic dipole, it will induce an oscillating magnetic
ﬁeld, which is then recorded by receiver coils.
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−yˆ′
+yˆ′
−xˆ′ +xˆ′
−zˆ′
+zˆ′
B′0
M0
B1•
Figure 7: In the rotating frame, the magnetization vector (M0) is inﬂuenced by the applied
ﬁeld (B1) with angular frequency vector (ωRF ) and the reduced ambient magnetic
ﬁeld vector (B′0). The reduction of ambient ﬁeld leads to an eﬀective ﬁeld, Beﬀ
(mentioned shortly).
In order to solve the set of coupled diﬀerential equations, two reference frames will be
incorporated, the lab frame and the rotating frame. The rotating frame (xˆ′, yˆ′, zˆ′) shown in
Figure 7, is the lab frame (Figure 6) rotating at an angular frequency, ωRF , around the zˆ-
axis. To transform from our lab frame to our rotating frame, we must perform the following
matrix multiplication (Anton and Rorres, 2005),
Rz(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1
 , (22)
where θ = ωRF t is the angle (in radians) the frame has rotated around zˆ in a time, t.
By introducing a rotating frame, the solution to Equation 21 is simpler to evaluate. The
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system being evaluated will have the magnetization vector (M ), the ambient magnetic ﬁeld
(B = Bozˆ), and a secondary oscillating inducing ﬁeld (B1). For the following solution, the
inducing ﬁeld will be along the +xˆ-axis and oscillating at an angular frequency, ~ωRF =
−ωRF zˆ, where ωRF = 2pif1zˆ, with f1 being the frequency of the inducing ﬁeld. The relation
between the lab frame (Mlab) and the rotating frame (Mrot) is (Taylor, 2005),
dMlab
dt
=
dMrot
dt
+ ~ωRF ×Mlab. (23)
We can simplify Equation 23 by isolating the rotating frame, then using the anticommutative
and distributive properties of the cross product,
dMrot
dt
=
dMlab
dt
− ~ωRF ×Mlab
= γMlab ×B− ~ωRF ×Mlab,
= γMlab ×
(
B +
~ωRF
γ
)
. (24)
The term in brackets in Equation 24 is known as the eﬀective ﬁeld (Farrar and Becker,
1971),
Beﬀ = B +
~ωRF
γ
,
where B includes the ambient ﬁeld and the applied (inducing) ﬁeld. The ambient ﬁeld
(B = Bozˆ) is chosen to be in the +zˆ-direction, and the applied ﬁeld (B1 = B1xˆ) in the
+xˆ-direction (Figure 8). The rotational nature (ωRF ) of the inducing ﬁeld adds a ﬁctitious
magnetic ﬁeld in the -zˆ-direction. In the frame rotating at ~ωRF , the eﬀective ﬁeld is,
Beﬀ = B1xˆ+
(
Bo − ωRF
γ
)
zˆ. (25)
Inserting Beﬀ into Equation 24, and expanding the determinant,
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+xˆ′
+zˆ′
B0
B1
ωRF
γ
Beﬀ
•
Figure 8: The development of the eﬀective ﬁeld (Beﬀ) in the rotating frame created by the
vector sum of the ambient magnetic ﬁeld vector (B0), the applied ﬁeld (B1),
and the ﬁctitious ﬁeld (ωRF/γ) caused by the angular frequency vector from the
applied ﬁeld.
(
dM
dt
)
Rot
= γ
∣∣∣∣∣∣∣∣∣∣
xˆ yˆ zˆ
Mx My Mz
Bx 0 B0 − ωRFγ
∣∣∣∣∣∣∣∣∣∣
,
= xˆ
[
γ
(
My
(
B0−ωRF
γ
)
−0
)]
−yˆ
[
γ
(
Mx
(
B0−ωRF
γ
)
−MzBx
)]
+zˆ
[
γ
(
0−MyBx
)]
. (26)
The components of the equations of motion (Equation 24) in the rotating frame are,
dMx
dt
= My(γB0 − ωRF ), (27)
dMy
dt
= γMzBx −Mx(γB0 − ωRF ), (28)
dMz
dt
= −γMyBx. (29)
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With the introduction of the variables,
ωL = γB0,
∆ω = (ωL − ωRF ),
ωx = γBx,
(30)
Equations 27-29 are simpliﬁed to,
dMx
dt
= M ′x = My∆ω, (31)
dMy
dt
= M ′y = ωxMz −Mx∆ω, (32)
dMz
dt
= M ′z = −ωxMy. (33)
Since Equations 31-33 are coupled, the ﬁrst step in generating a single diﬀerential equation
will be to diﬀerentiate M ′y,
M ′′y = ωxM
′
z −M ′x∆ω, (34)
and then sub M ′x and M
′
z into its result,
M ′′y = ωx(−ωxMy)− (My∆ω)∆ω,
M ′′y = −ω2xMy −∆ω2My. (35)
Equation 35 is a second-order linear homogeneous diﬀerential equation, meaning it has
the form, aM ′′y +bM
′
y+cMy = 0. In order to solve Equation 35, the solution is assumed to have
the form,My(t) = e
rt where r is a root to the characteristic equation, ar2 +br+c = 0 (Boyce
and DiPrima, 2000; Bronson and Costa, 2006). In our case, the characteristic equation is
easily solved,
0 = r2 + (ω2x + ∆ω
2),
r2 = −(ω2x + ∆ω2),
r1,2 = ±i
√
ω2x + ∆ω
2.
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Using Euler's formula, eiθ = cos θ + i sin θ, and setting α =
√
ω2x + ∆ω
2, our solution,
My(t) = e
r1t + er2t, becomes (without initial conditions),
My(t) = C1 exp(0) cos(αt) + C2 exp(0) sin(αt),
My(t) = C1 cos(αt) + C2 sin(αt).
The constants, C1 and C2, will be solved for using initial conditions after solving Mx(t) and
Mz(t). Solving for Mx,
dMx
dt
= ∆ω
(
C1 cos(αt) + C2 sin(αt)
)
Mx = ∆ω
[ ∫ (
C1 cos(αt) + C2 sin(αt)
)
dt
]
+ Cx
Mx = ∆ω
[
C1
(
1
α
sin(αt)
)
+ C2
(−1
α
cos(αt)
)]
+ Cx,
Mx =
∆ω
α
[
C1 sin(αt)− C2 cos(αt)
]
+ Cx.
Solving for Mz,
dMz
dt
= −ωx
(
C1 cos(αt) + C2 sin(αt)
)
,
Mz = −ωx
[ ∫
(C1 cos(αt) + C2 sin(αt))dt
]
+ Cz
Mz =
−ωx
α
[
C1 sin(αt)− C2 cos(αt)
]
+ Cz.
In order to ﬁnd the constants of integration, C1, C2, Cx, and Cz, we must incorporate
the initial conditions (when t=0),
Mx(0) = M
0
x ,
My(0) = M
0
y ,
Mz(0) = M
0
z .
(36)
The initial conditions represent when the magnetization vector is at equilibrium. At t = 0,
the equilibrium position is when the magnetization vector is inﬂuenced only by the ambient
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magnetic ﬁeld and is aligned with that ﬁeld.
For the ﬁrst constant, C1,
My(0) = C1 cos(0) + C2 sin(0) = M
0
y ,
C1 = M
0
y ,
and for C2,
M ′y(0) = α
[
C2 cos(0)− C1 sin(0)
]
= ωxMz(0)−Mx(0)∆ω,
αC2 = ωxMz(0)−Mx(0)∆ω,
C2 =
ωxM
0
z −M0x∆ω
α
.
The other two constants, Cx and Cz, can now be solved,
Mx(0) =
∆ω
α
[
M0y sin(0)−
ωxM
0
z −M0x∆ω
α
cos(0)
]
+ Cx = M
0
x ,
M0x =
∆ω
α
[
M0x∆ω − ωxM0z
α
]
+ Cx,
Cx = M
0
x −
[
M0x∆ω
2 − ωx∆ωM0z
]
α2
,
and,
Mz(0) =
−ωx
α
[
M0y sin(0)−
ωxM
0
z −M0x∆ω
α
cos(0)
]
+ Cz = M
0
z ,
M0z =
−ωx
α
[
M0x∆ω − ωxM0z
α
]
+ Cz,
Cz =M
0
z −
[
ω2xM
0
z − ωxM0x∆ω
]
α2
.
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The ﬁnal solutions, without relaxation,
Mx(t) =
∆ω
α
[
M0y sin(αt)−
ωxM
0
z −M0x∆ω
α
cos(αt)
]
+M0x −
[
M0x∆ω
2 − ωx∆ωM0z
]
α2
, (37)
My(t) = M
0
y cos(αt) +
ωxM
0
z −M0x∆ω
α
sin(αt), (38)
Mz(t) =
−ωx
α
[
M0y sin(αt)−
ωxM
0
z −M0x∆ω
α
cos(αt)
]
+M0z −
[
ω2xM
0
z −M0xωx∆ω
]
α2
. (39)
To complete the Bloch equations, relaxation must be incorporated. Bloch assumed that
spin-lattice and spin-spin relaxation could be treated as ﬁrst-order processes with character-
istic times T1 and T2, respectively. The concept of spin-lattice and spin-spin relaxation will
be addressed shortly, although for the solution to the Bloch equations, one only needs to
know that the decay is a ﬁrst-order process. The longitudinal magnetization (Mz) has the
decay constant, T1, and the transverse magnetization (Mx and My) has the decay constant,
T2. These constants represent the time it takes for each of the magnetization components to
decay to 37% of their initial condition value.
When introducing the linear decay to each of the components we get,
M ′x = −(Mx(t)−M0x)/T2, (40)
M ′y = −(My(t)−M0y )/T2, (41)
M ′z = −(Mz(t)−M0z )/T1, (42)
where the equilibrium of the magnetization vector is now aligned with the eﬀective ﬁeld
(Equation 25). In most cases, Beﬀ will only include the ambient ﬁeld (Bo). However, in
some cases, Beﬀ will be constantly changing and the magnetization vector will always try to
relax to a state of lowest energy, which is Beﬀ.
Since Equations 40-42 are the same style of diﬀerential equation, only a solution to
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Equation 40 will be outlined explicitly. The ﬁrst step in solving the diﬀerential equation is
to group like terms on either side of the equality sign, and then the next step is to integrate
(Bronson and Costa, 2006),
dMx
dt
= −(Mx −M0x)/T2,∫
dMx
Mx −M0x
=
∫
−dt/T2,
ln(Mx −M0x) = −t/T2 + C,
Mx −M0x = e−t/T2 + eC = Ce−t/T2 .
Solving for C, using initial conditions,
Mx(0)−M0x = Ce0,
Mx(0)−M0x = C.
Now, solving for Mx,
Mx(t)−M0x =
(
Mx(0)−M0x
)
e−t/T2 ,
Mx(t) = Mx(0)e
−t/T2 −M0xe−t/T2 +M0x ,
Mx(t) = Mx(0)e
−t/T2 +M0x
(
1− e−t/T2). (43)
The above technique can then be applied to the My and Mz components. It is important
to note thatMx(t) is the evolution of the x-component of the magnetization vector over time.
Mx(0) is the initial condition value at the point that the decay begins; this is usually once
the applied ﬁeld has been turned oﬀ. In some cases, the initial conditions will be changing
continually, so the diﬀerential equations will have to be re-evaluated.
Analytically, these solutions are laborious and not feasible, but numerically they work
excellently. When modeling the magnetization vector numerically, one begins by solving
Equations 37-39 at an instant of time (t1), then the values of Mx(t1), My(t1), and Mz(t1)
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become the Mx(0), My(0), and Mz(0) in the relaxation equations (Equation 43). Every
iteration will use the previous Mx,y,z results as the new initial conditions (Equation 36).
A numerical model of the magnetization vector and its interaction with an on-resonance
radio-frequency pulse (ωRF = ωL) is illustrated in Figure 9. By being on-resonance, the an-
alytical solution to the Bloch equations (Equations 27-29) becomes simpler to solve because
∆ω = 0 in Equation 30.
The model in Figure 9 begins with the magnetization vector, M, being exposed to only
the the ambient magnetic ﬁeld, B0, and by consequence, aligned with B0 (Figure 9a). When
B0 is the only magnetic ﬁeld present, the eﬀective ﬁeld, Beﬀ, is the same as B0.
The magnetization vector is then exposed to an on-resonance energising pulse, B1. Since
the energising pulse is on-resonance, it creates an eﬀective ﬁeld (Beﬀ) in the direction of
the energising ﬁeld (+xˆ-axis, in Figure 9b). The magnetization vector then rotates directly
towards -yˆ without any precession, due to the torque imposed on it by B1 (Figure 9c). After
M hits -yˆ, B1 is terminated and Beﬀ is again equal to B0, which causes M to begin to
precess and decay toward Beﬀ (Figure 9d).
Figures 9e and 9f show the state of the relaxation at an early time and later time,
respectively. The relaxation involves the magnetization vector precessing about Beﬀ at the
Larmor frequency until it eventually becomes aligned with Beﬀ. The time it takes to be
exactly aligned with Beﬀ is dependent on T1 and T2 (Equations 40-42). The xˆ-component of
the magnetization through excitation and relaxation is displayed in Figure 10.
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Lab frame
(a) Before excitation, M is aligned with B0,
which is also Beﬀ.
Rotating frame
(b) The instant when B1 is applied (along +xˆ)
and M begins to tip towards -yˆ.
Rotating frame
(c) B1 transmits long enough to allow M to
move directly from +zˆ to -yˆ.
Rotating frame
(d) When B1 is terminated, Beﬀ is entirely
comprised of B0. Then, M begins preces-
sion and decay towards B0. A very small
rotation around the +zˆ-axis is evident.
Lab frame
(e) M precessing around Beﬀ, its relaxation
process. The red route shows the tip of
M after it has rotated 113 times around the
+zˆ-axis.
Lab frame
(f) M has fully relaxed, now aligned with Beﬀ.
Figure 9: The evolution of the magnetization vector before (a), during (b)-(c), and after (d)-(f)
an on-resonance radio-frequency pulse. The magnetization vector and the path it traces
out during excitation and relaxation is given in red. The eﬀective ﬁeld (Equation 25)
is given in blue. The xˆ-component ofM throughout this process is shown in Figure 10.
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Excitation Relaxation
Figure 10: The xˆ-component of the magnetization vector during excitation and relaxation.
Chapter 3
3 Application of NMR to water exploration
When using NMR for water exploration in the context of geophysics, the net non-zero nu-
clear spin of the water molecule (Figure 11) is exploited. The water molecule consists of
one oxygen atom with a zero-spin nucleus, 8 paired electrons in the valence shell resulting
in zero electron spin, and two protons from the hydrogen nuclei. The protons from the hy-
drogen nuclei are what give the water molecule an overall net spin of 1/2 and thus the same
gyromagnetic ratio as the proton (i.e., γwater = γp)
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Figure 11: A schematic diagram of a water molecule contains two hydrogen nuclei and one
oxygen nucleus. All electrons in the valence shell are paired up, so there is no
electron spin contribution. The oxygen nucleus has an even number of protons
and an even number of neutrons, so no nuclear spin contribution. The two
hydrogen nuclei are comprised of one proton, which both have spin-1/2 which
makes the water molecule act as spin-1/2 particle.
Since the NMR technique is measuring the response from the hydrogen protons in liquids,
it is possible to get an NMR response from various substances other than freshwater, such
as brackish water or hydrocarbons. When exploring for hydrocarbons, borehole logging
NMR methods are employed, which is discussed in Brown and Gamson, 1960. Although
important, borehole NMR is not pertinent to this study. The distinction between freshwater
and brackish water is not apparent in the NMR relaxation signal; there would need to be a
secondary resistivity survey conducted (e.g., Behroozmand et al., 2012) or studying the phase
of the NMR signal (e.g, Shushakov, 1996). Typically, in geophysical surveys, the Larmor
frequency for water (fwaterL ) is found ﬁrst by measuring the magnetic ﬁeld at the survey site
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and then using Equation 10 with γp,
fwaterL = 0.042577 Hz/nT× |Bo|. (44)
Geophysical surveys conducted using NMR theory are called magnetic resonance sound-
ing (MRS) or surface nuclear magnetic resonance (sNMR). The physical parameters mea-
sured in the subsurface are water content and pore size. The water content is determined
from the initial amplitude, E0, of the NMR relaxation signal and the pore size is related
to the rate of decay, T ∗2 (similar to T2 in Equations 40-41), of the NMR relaxation signal
(Kirsch, 2006) as illustrated in Figure 12. Only in the case of a uniform magnetic ﬁeld,
will T2 = T
∗
2 . T
∗
2 is an eﬀective decay constant which is comprised of the relaxation rate of
the bulk ﬂuid in a uniform ﬁeld, the surface relaxation rate, and the inhomogeneous ﬁeld
dephasing rate (Grunewald and Knight, 2011). The range of T ∗2 values for water in various
geological environments is shown in Table 2.
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∆t
E0I
dead-time
exp
(− t/T ∗2 )
pulse moment → q = I∆t
NMR relaxation
V(t) = E0 sin(ωLt) ∗ exp(−t/T ∗2 )
Figure 12: How the pulse technique in sNMR surveys is utilized. The transmitting coil will
send an energising pulse, with a current (I) for a length a time (∆t) followed
by an abrupt turn-oﬀ. After the turn-oﬀ, there is a dead-time which allows
for the electronics to change the transmitting loop to a receiving loop. Once
switched over, the NMR relaxation is measured.
When there is a large volume of water in the subsurface, the magnetization vector (Equa-
tion 18) will have a stronger dipole moment and thus create a larger initial signal (E0). If
the water is located in larger pores, it will lose energy slower to its surroundings and the de-
cay constant (T ∗2 ) will be larger resulting in a longer relaxation to equilibrium (Levitt, 2008).
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Table 2: Approximate decay times (T ∗2 ) for water in various geological conditions. The
more porous media correlate with larger relaxation times. The decay times were
summarized from Behroozmand et al., 2014; Bernard and Legchenko, 2003;
Legchenko et al., 2002.
Water environment T ∗2 (ms)
lake or river 1000-3000
gravel 500-3000
medium sand 100-1000
ﬁne sand 20-200
silt 5-30
clay <5
The most popular technique used in sNMR is the pulse method or Free Induction Decay
(FID), which involves irradiating the subsurface with an oscillating magnetic ﬁeld at or near
the Larmor frequency and measuring the decay curve after the oscillating ﬁeld is switched oﬀ
(Figure 12). Adiabatic passage is another technique which incorporates a frequency sweep
that starts below the Larmor frequency and slowly increases continuously to the Larmor
frequency and then past to a predetermined frequency.
3.1 Pulse techniques
In typical geophysical surface NMR, they employ a radio-frequency pulse and then measure
the relaxation after the pulse. The pulse being a sinusoidal wave oscillating at or very near
the Larmor frequency. For geophysical surveys, they usually work with a pulse moment,
q = I∆t, where I is the current through the transmitting loop and ∆t is the length of the
time that the current is on for, usually between 35-40 milliseconds (Behroozmand et al.,
2014; Hertrich, 2008).
After the pulse, there is a dead-time of about 35 ms which is when the transmitting
loop turns into a receiver loop (Bernard, 2007). After the electronics have switched over, the
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NMR relaxation is measured. The NMR relaxation is a sinusoidal exponentially decaying
waveform. The frequency of the pulse and the decay is equal to the Larmor frequency, fL.
The exponential decay has a time constant, T ∗2 , which combines various subsurface water-
soil parameters and is described in Grunewald and Knight, 2011. The general outline of the
pulse technique is displayed in Figure 12.
Generally, in an sNMR survey the subsurface is irradiated with a time-varying magnetic
ﬁeld (or, energising ﬁeld), B1(t), oscillating at or near the Larmor frequency (which is found
by ﬁrst measuring the local magnetic ﬁeld). B1(t) irradiates the subsurface for a predeter-
mined length of time, ∆t. Macroscopically speaking, the energising ﬁeld will perturb the
magnetization vector such that it tips away from its equilibrium position. The direction of
the magnetization tip and angle depends on the frequency, pulse length, and the energising
ﬁeld's strength and direction.
Firstly, if the frequency of the energising pulse is exactly at the Larmor frequency, it is
known as on-resonance excitation, but if it is not equal to the Larmor frequency then it is
known as oﬀ-resonance excitation. If the excitation is on-resonance then the eﬀective ﬁeld
(Equation 25) will only be B1 and the magnetization vector will begin to rotate from its
equilibrium position (+z-axis) through the yz-plane towards the −y−axis, using the coordi-
nate system in Figure 7.
Assuming the excitation is on-resonance, then the length of time, ∆t, that is needed to
tip the magnetization vector by 90 degrees (θ = pi/2) can be calculated. By tipping the
magnetization vector by 90 degrees (i.e., along the +y-axis) and then after terminating the
energising pulse, the decay signal will be most prominent (Levitt, 2008). In the on-resonance
case, the magnetization vector will eﬀectively only have B1 acting on it, so it will begin to
precess around Beﬀ = B1 at angular frequency, ω1 = γpB1 (using Equation 30). Multiplying
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ω1 by ∆t, we are able to ﬁnd an angle given as, θ = γpB1∆t. Then setting θ = pi/2, the
pulse time for a 90 degree rotation can be solved for, t90 =
pi
2γpB1
(Farrar and Becker, 1971;
Yaramanci, 2000).
Geophysicists then use the aforementioned knowledge to determine the proper input
current (I ∝ B1) and pulse time length (t90) to give the best possible NMR decay curve.
The method of oﬀ-resonance excitation is not a primary sNMR survey technique, at this
time. The oﬀ-resonance excitation method uses an energising pulse that is not equal to the
Larmor frequency, which creates a more complex trajectory of the magnetization vector.
The oﬀ-resonance method will be described brieﬂy in the next section, but a more thorough
description can be found in Walbrecker et al., 2011 and Grombacher and Knight, 2015. The
evolution of the sNMR technique and the underlying principles are summarized in Hertrich,
2008 and Behroozmand et al., 2014
3.2 Adiabatic passage
The adiabatic passage method in NMR is outlined in many textbooks, such as Becker, 2000.
The technique is mostly used in lab experiments and in the ﬁeld of medicine (e.g., Tannus
and Garwood, 1997). The usage in geophysics is not as prominent, but has begun to show
in the literature (e.g., Grunewald et al., 2016). Grunewald et al. is the ﬁrst paper that
delves into the consequences of adiabatic pulses and their uses, whereas previous geophysi-
cal experiments never dealt with the method. The study found that the adiabatic passage
technique was able to show a two to three times increase in signal amplitude when compared
to on-resonance pulses, which also improves sensitivity and detection in high noise (or low
water content) areas.
The adiabatic method, which is known as adiabatic passage in the ﬁeld, is similar to the
pulse method in the sense that a radio-frequency is used, except a time-varying frequency.
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The time-varying frequency is usually a linear increase in frequency over a predetermined
amount of time and can be thought of as a frequency sweep. Instead of having a ﬁxed
frequency in the energising pulse, the frequency varies. In order to be an adiabatic pulse,
the condition (following Grunewald et al.'s notation),
γp|Beﬀ(t)| >> dα
dt
, (45)
must be met. In this notation, Beﬀ(t) is the eﬀective ﬁeld (Equation 25) and α represents
the angle between the ambient ﬁeld vector and the eﬀective ﬁeld direction (B0 and Beﬀ in
Figure 8, respectively).
Since the frequency is changing, it is not considered on-resonance excitation, but more
oﬀ-resonance excitation. The beginning of the frequency sweep has a frequency lower than
the Larmor frequency and steadily increases it. The eﬀective ﬁeld will be a combination of
the applied ﬁeld, B1, and the ambient magnetic ﬁeld, B0, which creates a more complex
trajectory for the magnetization vector, shown in Levitt (2008) and Becker (2000).
Although the use of adiabatic passage in geophysics is in its infancy, it has a lot of
potential, as described in Grunewald et al. (2016). The surveys conducted for this thesis
project were a combination of adiabatic passage and pulse methods. If an NMR signal from
the protons in water molecules can be measured with an oﬀ-resonance excitation technique,
then it would be more practical for an airborne system to be developed, as a frequency that is
close to the Larmor, but away from the harmonics of a time-domain frequency system could
be used. As the Earth's magnetic ﬁeld changes along a ﬂight line, the Larmor frequency may
move to the same frequency as an odd harmonic of the base frequency of the EM system.
In this speciﬁc case, recording the NMR signal would be unlikely, due to the dominating
contribution of the base frequency harmonic.
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Chapter 4
4 Field surveys
The goal of the project was to determine whether it was possible to record an NMR response
from freshwater using a traditional ground-based electromagnetic prospecting system. Ac-
cordingly, two experimental surveys were conducted near Sudbury, Ontario, Canada. One
survey was conducted over an ice-covered lake, which contained a large volume of freshwater,
and the other survey was conducted over an equal volume of land, with little to no water
present in the subsurface. By performing the survey over an ice-covered lake, we will be in
an environment most favourable to locate an NMR signal; similar to the previous studies,
Müller-Petke et al., 2011 and Parsekian et al., 2013.
The geometric conﬁguration and instrumentation for both surveys was exactly the same,
with the exception of a slightly larger areal extent for the lake survey. The premise of doing
the same technique at two separate survey areas with an extreme contrast in water volume,
was to allow for direct comparison in the collected data, between areas with and without
signiﬁcant freshwater.
Instead of a pulse of a set frequency, a frequency sweep was used. The transmitter began
below the Larmor frequency and then steadily increased linearly to incorporate and then
surpass the Larmor frequency, followed by an abrupt termination of the transmitter. The
frequency sweep is similar to adiabatic passage and the abrupt termination is similar to the
pulse method.
By instigating the frequency sweep, the possibility of oﬀ-resonance excitation through
adiabatic passage was investigated, whilst the abrupt termination of the transmitter permit-
ted the analysis of an oﬀ-resonance pulse response. By collecting oﬀ-resonance excitation
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data, we can assess the practicality of an airborne NMR system, as will be discussed later.
4.1 Survey design
4.1.1 Method & set-up
The primary ﬁeld was generated using a 20 metre by 20 metre square loop of 2 millimetre
copper wire with a current of 0.8-1.0 Amperes (Figure 13). A 120-second-long oscillating
pulse of current was sent through the transmitting loop. The oscillating pulse employed a
linear frequency sweep from 2300 to 2400 Hz, which resulted in a change in frequency of
approximately 0.833 Hz/s (Figure 14). The Larmor frequency was within the range of the
frequency sweep for both survey locations. The sweep was suﬃciently slow to ensure that
the adiabatic condition (Equation 45) was met.
Resistor
Gas-powered 
generator
Current 
monitor
Signal 
generator
Amplifier
Transmitting loop
Figure 13: Electronics set-up used for the surveys.
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Figure 14: Frequency sweep for the surveys.
Magnetic ﬁeld measurements were collected using ANT-23 magnetometers (noise and
sensitivity levels shown in Appendix B). There were 3 separate magnetometers placed in 3
axial directions, perpendicular to each other, so that the three components of the measured
magnetic ﬁeld could be resolved. The receiver box, which contains the 3 magnetometers,
and the data recorder are shown in Figure 15.
In sNMR surveys, the transmitting loop is also used as a receiver loop; contrary to our
survey. The magnetometers used for our survey are used for mineral exploration on an AEM
system, which relates to the original goal of our project and the reason why these sensors
were chosen over a loop receiver. Although using a loop to record the NMR ﬁeld is tradi-
tionally preferred, a magnetometer is also able to measure an NMR signal as shown in Davis
et al. (2014).
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While the transmitting coil was performing the sweep, data from the receiver box and
the current monitor were collected on data recorders at a sampling frequency of 31250 Hz
(fs), meaning that the magnetic ﬁeld strengths or current was measured every 1/fs seconds.
The recorders were all GPS time synchronous, which means that each data point collected is
at the same time in all systems allowing for direct comparison. The receiver data recorders
collected the magnetic ﬁeld strengths in each of the 3 directions and the current monitor
recorder collected the current going through the transmitting loop. The recorders collected
data continuously for the entire survey, meaning they were never turned oﬀ between sweeps.
Figure 15: Receiver coils. The north, east, and up coils are highlighted with the data
collection recorder lying next to the receiver box (the data recorder was designed
to be lowered down a narrow drill hole).
In the lake area survey (Figure 16) the frequency sweep was repeated 42 times and
monitored at 42 diﬀerent receiver positions and in the land area survey (Figure 17) it was
measured at 32 receiver positions.
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Figure 16: Lake survey area. The view is looking north along line 1 with the electronics
set-up to the west (left side in picture). The receiver locations have been cleared
of snow and marked with spray paint; several locations are visible in the image.
Figure 17: Land survey area. The ﬁrst several receiver positions are marked with pylons
and paint.
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The general orientation and position of the receivers is displayed in Figure 18. The
components, if imagined in Cartesian coordinates, are xˆ, yˆ, and zˆ, although, the following
nomenclature will be used henceforth: the zˆ component is labeled as the up coil, the xˆ
component as the east coil, and the yˆ as the north coil. The axes are represented in Fig-
ure 15, where the east, north, and up coils are displayed. The waveform collected from the
current monitor (transmitting loop) will be labeled as CM. The loop was set such that line
1 (Figure 18) would be aligned with magnetic north, determined using a compass. For every
single receiver position (lines 1 & 2), the north axis was always pointed in the direction of
magnetic north.
All plot labels will reference an area (lake or land), a line number (1 or 2), and a position
number (receiver box position) which can always be referenced to Figure 18. All receiver
positions were 2 metres away from each other except for the positions adjacent to the loop
and the center loop position. The receivers adjacent to the loop were 4 metres from the
loop. The centre position, P11, was located directly in the middle, 10 metres from each side
of the wire loop. The placing of the receiver box at various distances from the loop allowed
us to simulate the approximate geometric conﬁguration of an AEM system. The in-loop
receiver box positions would represent a coincident loop receiver-transmitter pair and the
receiver box positions outside of the loop would represent a separated receiver-transmitter
pair. Multiple positions were tested to see if one might provide a larger signal.
The lake survey did not record any up-coil data (due to a loose connection), except for a
couple of random stations. Also, no data were collected for lake, line 2, PN#'s 8, 9, and 13,
which was due to the signal generator operator failing to properly initiate the transmitting
sweep (i.e., not fully pressing the START button).
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Transmitting loop:
20 metres x 20 metres
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LAKE survey: P1-P21
LAND survey: P1-P16
20 m
Figure 18: General setup for both the lake and land surveys. Each receiver position is
labeled `P#'. The lake survey had 21 receiver positions per line and the land
survey only had 16 receiver positions per line. Both lines shared a common
position, P11. All stations are 2 metres away from each other except for the
positions that are adjacent to the loop and the centre position, P11. Receiver
positions adjacent to the loop are 4 metres away and P11 is in the centre of the
loop.
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4.2 Survey site locations
Figure 19: Geographical location of lake and land survey with respect to Sudbury, Ontario.
Major power-lines are highlighted in blue along with roads and waterways. Most
roads have a minor power-line running along them.
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4.2.1 Lake survey
The lake survey was conducted on March 1, 2016 between 11:30 am and 1:30 pm with
a temperature of around -20◦C. It was located on Clearwater lake, approximately 12 km
south of Sudbury, Ontario. The geographical coordinates are: 46◦22'22.23N 81◦2'51.39W.
On March 17, 2017, the International Geomagnetic Reference Field (Thébault et al., 2015)
indicates that the inclination is ∼71.75◦ and the declination is ∼10.08◦ W. The magnetic
ﬁeld strength was measured using a GSM-19T proton magnetometer as being between 55135-
55162 nT, which gives a Larmor frequency range of 2347.6-2348.8 Hz. The region of the
lake used for the survey had a depth of 15 metres (Appendix C) and an ice thickness of
approximately 0.4-0.7 metres, which was determined from drilling holes into the ice at various
points (needed for safety). Cultural electromagnetic sources were the gas-powered generator
powering the electronics and the many houses and power-lines surrounding Clearwater lake.
4.2.2 Land survey
The land survey was conducted on April 27, 2016 between 12:00 pm and 2:30 pm with
a temperature of 14◦C. It was located on a gravel pit adjacent to Highway 637, approxi-
mately 33 km south of Sudbury, Ontario. The geographical coordinates are: 46◦9'21.64W
80◦55'49.08W. The magnetic inclination is ∼71.75◦ and the declination is ∼10.06◦ W. The
magnetic ﬁeld strength was measured as 54999-55114 nT which gives a Larmor frequency
range of 2341.3-2346.2 Hz. Due to the low number of houses and power-lines in the area,
there were minimal electromagnetic sources evident in the recorded data. The main noise
disturbances were from local traﬃc and the gas-powered generator.
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4.3 Preliminary hypotheses
4.3.1 Geometrical interpretation
The motivation to align the loop with magnetic north was to exploit the orientation of
magnetization vectors in equilibrium. We can assume that prior to energising the freshwater
in the ice-covered lake, it was only exposed to the local ambient magnetic ﬁeld (i.e., the
Earth's ﬁeld). The orientation of the magnetization vectors, representing ensembles of water
molecules, would then be aligned in the direction of the Earth's ﬁeld. The lake survey area
had a magnetic inclination of ∼71.75◦ and the declination of ∼10.08◦ W; the geometric
interpretation of inclination and declination are outlined in Figure 20. The equilibrium
positions of the magnetization vectors would be aligned ∼71.75◦ below the horizontal.
Geographic north
Geographic east
Depth
~B
D
I
Magnetic north
Figure 20: The relationship between the magnetic ﬁeld vector and the two angles: declina-
tion (D) and inclination (I). The declination is the angle between geographic
north and the magnetic north direction, which is the horizontal component of
the magnetic ﬁeld. The inclination is the angle between the horizontal projec-
tion of magnetic north and the magnetic ﬁeld vector.
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A representation of the magnetization vectors in equilibrium of the water molecules below
the loop for line 1, is shown below in Figure 21. The magnetic ﬁeld (normalized vectors)
produced by the loop (for line 1 and 2) in the survey is shown in Figure 22 and the total
magnetic ﬁeld strength (Btot =
√
B2x +B
2
y +B
2
z ) is shown in Figure 23.
Figure 21: A cross-section view of the location of magnetization vectors in equilibrium in
the lake survey for line 1. The magnetization vectors will be aligned with the
local ambient magnetic ﬁeld, which is 71◦ below the horizontal. The receiver
box positions are symbolized with blue squares, with the loop in red.
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Figure 22: A cross-section view of the magnetic ﬁeld vectors (normalized) created by the
transmitting loop. The magnetic ﬁeld strength produced by the loop is the
same for line 1 and 2 (i.e., the title could say, Line 2 magnetic ﬁeld vectors
(normalized), and the plot remain the same). The receiver box positions are
symbolized with blue squares, with the loop in red. The magnitude of the ﬁeld
produced by the loop is shown below in Figure 23.
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Figure 23: A cross-section view of the magnetic ﬁeld created by the transmitting loop. The
maximum magnetic ﬁeld strength (dark red) is around 5100 nT and the lowest
magnetic ﬁeld strength (dark blue) is around 10 nT. The receiver boxes are
symbolized with black squares and the loop position is symbolized by the two
white circles (-10 m and +10 m in lateral extent and depth of 0 m).
The magnetic ﬁeld produced by the transmitting loop will exert a torque on the magne-
tization vectors (which are representative of ensembles of water molecules) and cause them
to rotate. This physical phenomenon is described by the Bloch equations (Equation 21). A
large torque will cause a signiﬁcant rotation of the magnetization vector (similar to Figure 9).
In order to calculate the torque (Equation 4), we will need to ﬁnd the angle between
the magnetization vectors (at equilibrium) and the magnetic ﬁeld vectors from the loop
(Figures 21 and 22, respectively). Once the angle is found, we can multiply the total ﬁeld
(Figure 23) by the sine of the angle.
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We can apply the torque method to both lines in the survey to help get an understanding
of where the maximal torque is being applied with respect to our receiver positions. Line 1
torque is shown in Figure 24 and the line 2 torque is shown in Figure 25. Both ﬁgures have
the same color scheme; the dark blue represents ∼10−8 N·m and the dark red represents
∼10−5 N·m. The units are consistent with the magnetization vector and the total ﬁeld
strength (N·m = Am2·nT).
P10 P13
Figure 24: A cross-section view of the torque exerted on the magnetization vectors by the
applied ﬁeld for line 1 of the lake survey. Dark blue represents ∼10−8 N·m and
the dark red represents ∼10−5 N·m. Receiver positions 10 and 13 have been
explicitly labeled.
51
P10 P12
Figure 25: A cross-section view of the torque exerted on the magnetization vectors by the
applied ﬁeld for line 2 of the lake survey. Dark blue represents ∼10−8 N·m and
the dark red represents ∼10−5 N·m. Receiver positions 10 and 12 have been
explicitly labeled.
The main diﬀerence between Figures 24 and 25 is the asymmetry and symmetry (about
the centre of the loop), respectively. The magnitudes of the torque are the same (both be-
tween 10−5 and 10−8 N·m). The asymmetry arises from the inclination in the geographic
area and orientation of lines. Line 1 was aligned with magnetic north and so the equilibrium
positions of the magnetization vectors (pointed 71◦ down from horizontal) had a variable an-
gle between themselves and the applied ﬁeld. In line 2 the angle between the magnetization
vectors and the applied ﬁeld were the same at all points (hence the torque distribution for
line 2 being very similar to Figure 23).
Assuming that regions of larger torque correlate with larger NMR signals, then from
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Figures 24 and 25, it would seem that the largest NMR signal should occur at receiver
positions 10 and 13 for line 1 and receiver positions 10 and 12 for line 2.
4.3.2 NMR phenomenon
A cartoon depicting the phenomenon taking place during the frequency sweep is illustrated
in Figure 26. The premise of using the frequency sweep was to record an NMR phenomenon
from freshwater as the frequency passed the Larmor frequency. In older NMR experiments
(undertaken in the 1950's), many experiments would sweep the frequency through the Larmor
frequency, looking at the absorption of radio-frequency radiation versus frequency (Abragam,
1983).
Receiver coils, Rx
Transmitting coil, Tx
Water
molecule 
Ice cover
Freshwater 
Up
North
East
frequency
Figure 26: A cartoon of the theorized phenomenon occurring during transmitting. The
transmitting loop will excite the water protons which will create a change in
the signal measurable in the receiver coils.
The hypothesis is that as the frequency sweep crosses the Larmor frequency there will
be a larger absorption of radio-frequency energy by the water molecules, which will then
manifest as a phase shift in the receiver coils when compared to the transmitter. The
analysis techniques will look at measuring the phase shift between the transmitted signal
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(Tx) and the receiver coil signals (Rx).
Chapter 5
5 Results & Analysis
Data analysis is partitioned into two diﬀerent categories, on-time and oﬀ-time. The on-time
analysis involved analyzing the receiver coil data while the transmitting ﬁeld was on and the
oﬀ-time analysis was after the transmitting ﬁeld had been terminated. The general work
ﬂow of the analysis is illustrated in Figure 27.
Raw
Data
Filtering
Technique
ON-time
OFF-time
Phase
Shift
• Heterodyne method
• Fourier transform
analysis
Decay • Fourier transform
analysis
Figure 27: General scheme for data reduction, smoothing, and analysis. A more detailed
explanation of Filtering Technique is below in Figure 31.
Originally, the analysis was only to be done for the on-time data, as discussed in sec-
tion 4.3, but after manual inspection of the raw data, information in the oﬀ-time was noticed.
Speciﬁcally in the lake data, a decaying oscillating waveform was noticed immediately after
transmitter termination (TT). An example of the oscillatory decay, for the east coil magne-
tometer at position 12 of line 2 in the lake survey, is shown in Figure 28, where the black
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line represents the current in the transmitting coil and the red line represents the magnetic
ﬁeld measured in the receiver coil. The transmitter termination is also highlighted with a
vertical dotted blue line. The oscillatory decay does not exist in the land survey (i.e., the
decay is exclusive to the lake survey).
region of decay
Figure 28: A distinct oscillatory decay is prominent in the raw lake data immediately after
terminating the transmitting loop (encapsulated by green box). In this partic-
ular example, the length of the sweep is slightly longer than the intended 120
seconds; due to the signal generator operator allowing a few extra seconds. Also
apparent is the distorted sinusoid associated with the power-line distribution
frequency (60 Hz).
5.1 Data reduction
Before investigating the on-time or oﬀ-time data, data reduction was needed to reduce un-
wanted electromagnetic sources. A small section of the raw data is shown in Figure 29.
Within the small section of raw data there are several sferics (high amplitude impulsive
spikes) and the transmitted high-frequency signal used for the survey superimposed on top
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of a 60 Hz signal. Sferics are essentially a series of noise pulses generated by distant lightning
ﬂashes (Grant and West, 1965). The low-frequency signal is approximately 60 Hz, which is
attributed to local power-lines.
Sferics
Figure 29: Approximately 0.1 seconds of raw data collected at the receiver position 13 on
line 1 of the land survey. There are several high frequency sferics within the
section. A high frequency signal (from transmitter) is superimposed on a 60 Hz
signal.
The purpose of the data reduction scheme was to suppress the power-line and sferic con-
tribution in the receiver coils. The power spectrum of the raw data collected at position 12 of
line 2 in the lake survey is shown in Figure 30. The power-line frequency, its odd harmonics
(ﬁrst few have been pointed out), and the frequency sweep of the survey (2300-2400 Hz) are
prominent in the power spectrum. The data reduction scheme attempts to remove the 60
Hz and higher harmonics from the receiver coil data as best as possible.
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Figure 30: The power spectrum of the raw collected data (120 second sweep) for the east
coil for position 12 of line 2 in the lake data. The 60 Hz peak and the ﬁrst few
odd harmonics are pointed out. The frequency sweep is also shown, 2300-2400
Hz.
Several methods were tested to ﬁlter out the high frequency sferics as well as the 60
Hz signal from the data which included diﬀerent low-pass ﬁlters (butterworth, chebyshev,
elliptical, etc.), band-pass ﬁlters, high-pass ﬁlters, and envelope techniques, but the most
resilient method is outlined below (Section 5.1.1). The early tests using ﬁlters worked well,
but the frequencies to be rejected (e.g., 60*n, where n = 1, 2, 3, 4, 5, ...) potentially contained
information relevant to a possible NMR signal in the range 2300 to 2400 Hz. Instead of
rejecting all the harmonics individually, the power-line signal (including all its harmonics)
was estimated and then subtracted from the original raw waveform.
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5.1.1 Filtering technique
The ﬁltering technique used to estimate the power-line signal is outlined in Figure 31. Re-
moving the 60 Hz wave from the raw waveform will be beneﬁcial for analysis since the on-time
heterodyne method requires a near-constant amplitude, as will be explained below.
Raw
Data
14 point
Median Filter
Find power-line
signal
Power-line
suppression
Smooth computed power-line signal
Filtering Technique
Savitzky-Golay ﬁlter to
smooth computed 60
Hz signal
Subtract smoothed
computed power-line
signal from original
raw waveform
Analyze
Figure 31: The ﬁltering technique used on the raw data. The process includes three steps
which help to remove the power-line signal from the raw data. Once the data
were ﬁltered, analysis began.
The following steps (based on Figure 31) will outline, in more detail, how the ﬁltering
technique works using the raw waveform from the east receiver coil for position 12 of line 2
in the lake survey as an example:
Step 1. Apply a median ﬁlter with block size of 14 points to the raw waveform which is then
smoothed with Savitzky-Golay ﬁlter to ﬁnd the power-line signal (black line in Fig-
ure 32). The block size of 14 was chosen because one full cycle of a 2300-2400 Hz wave
has approximately 14 points when the sampling frequency is 31250 Hz (31250/2300 ≈
14).
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Figure 32: The smoothed computed 60 Hz signal (in black) placed over the original raw
waveform (in red).
Step 2. Subtract the newly found power-line signal from the original to get a reduced waveform
(Figure 33). The subtraction of the computed power-line signal allows us to look at
the 2300-2400 Hz wave in the receiver coil.
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Figure 33: The new reduced waveform (in black) and the original raw waveform (in red).
The power spectrum comparing the raw receiver coil data and the newly reduced wave-
form is shown in Figure 34. The decrease in magnitude of the 60 Hz peak and its subsequent
harmonics is evident. A narrower range of frequencies, speciﬁcally near 60 Hz, is shown
in Figure 35. Although the 60 Hz component in the power spectrum was not completely
reduced to zero, it has been suppressed by a factor of 1000, which is signiﬁcant enough to
allow for on-time analysis.
A trade-oﬀ between 60 Hz suppression and 2300-2400 Hz precision had to be made.
Every iteration of a ﬁltering operation would erase or add frequency components due to
algorithm imperfections. For example, if more 60 Hz reduction schemes were introduced,
then the power spectrum would have a reduced 60 Hz component, but it would also skew the
2300-2400 Hz band, which is unacceptable in this instance. The goal of the data reduction
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technique was to minimize the power-line harmonics enough so as to produce a relatively
ﬂat amplitude in the 2300-2400 Hz band, which has been achieved.
Figure 34: Power spectrum comparison between the raw receiver coil and the reduced wave
(0-2500 Hz).
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Figure 35: Power spectrum comparison between the raw receiver coil and the reduced wave
(30-90 Hz).
5.2 On-time results
The on-time analysis was designed to measure a phase shift between the transmitter and the
receiver coils, as explained in Section 4.3. Since the data recorders have synchronous timing
through GPS, we are able to directly compare transmitter and receiver measurements. This
means that the measurement at t1 in the transmitter corresponds to the measurement at t1
in the receiver coils; there is no lag.
5.2.1 Heterodyne method
The heterodyne method incorporates a trigonometric identity, to measure the phase diﬀer-
ence between two oscillatory waveforms of the same constant frequency. In the case of the
frequency sweep, this method is still valid since the transmitting loop waveform and the
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receiver coil waveform will have the same frequency at each instant of time.
5.2.1.1 Theory
The heterodyne method is based on the product-to-sum trigonometric identity,
sinu sin v =
1
2
[cos(u− v)− cos(u+ v)]. (46)
With respect to the completed survey, the current monitor waveform and the receiver wave-
forms will be compared. The lake survey was not able to collect the up-coil data due to a
faulty connection, so only north-coil and east-coil data were used in the heterodyne analysis.
Letting y1 represent the current monitor waveform and y2 the receiver coil (either east
or north) waveform, we assume that both waveforms are sinusoids with frequency, ω, which
will correspond to the frequency generated from the transmitting loop (2300-2400 Hz).
The two waveforms are,
y1 = A sin(ωt),
y2 = B sin(ωt+ φ(t)).
The φ(t) in y2 represents the phase shift with respect to time. The phase shift is time-
dependent in this case since the survey involves a sweep and the assumption is that there
will be a greater change in the phase shift at a certain frequency (i.e., the Larmor frequency).
It could be that both waveforms are in-phase with each other, which means that φ = 0, but
for the remainder of the algebra it is assumed that φ 6= 0. For the following algebra, we
simplify the notation to, φ(t) = φ˜.
Multiplying the two waveforms (y1 and y2) results in,
y1 · y2 = AB sin(ωt) sin(ωt+ φ˜). (47)
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We can use Equation 46 to manipulate Equation 47,
AB sin(ωt) sin(ωt+ φ˜) =
AB
2
[cos(ωt− ωt− φ˜)− cos(ωt+ ωt+ φ˜)],
=
AB
2
[cos(−φ˜)− cos(2ωt+ φ˜)]. (48)
At this point, a low-pass ﬁlter can be applied to separate the constant (non-oscillatory) term
from the second term that oscillates at a higher frequency, cos(2ωt + φ˜). After applying a
low-pass ﬁlter to Equation 48,
y1 · y2 = AB
2
cos(φ˜),
which can be rearranged to solve for the phase shift,
cos(φ˜) =
2
AB
(y1 · y2),
φ˜ = cos−1
(
2
AB
(y1 · y2)
)
. (49)
Equation 49 says that if there is no phase shift (or a constant phase shift) between the two
waveforms then, by performing the multiplication and low-pass ﬁlter procedure, the result
will be a constant value (i.e., a horizontal line). When the phase changes, there will be some
non-horizontal feature, such as a step-like function, a peak, or a gradual curve; depending
on the nature of the phase shift.
The signiﬁcance of the data reduction scheme emerges in Equation 49, because the largest
error in φ˜ will come from the amplitude error (∆A and ∆B) of the two multiplied waves.
The original raw signal (red line in Figure 32) is eﬀectively a large 60 Hz sinusoid with a
high frequency wave (2300-2400 Hz) superimposed on top. By using the heterodyne method,
the percentage error in A and B (∆A and ∆B, respectively) will be much less since the new
reduced waveform no longer has the 60 Hz component. The reduced waveform only contains
the high frequency wave allowing for measurement of more subtle changes in the phase shift
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between y1 and y2.
5.2.1.2 Application to ﬁeld data
In our case, we will be comparing the phase shift between the current monitor wave
(yCM) and both the east and north receiver coil waveforms (yE and yN). The current mon-
itor wave, yCM , represents the current passing through the transmitting coil and will have
units of Amperes. The receiver coil waveforms, yE and yN , represent the magnetic ﬁeld
strength recorded in either the north or east direction and will have units of nanoteslas.
Since the heterodyne method is only concerned with the phase shift between the transmitter
and the receivers, the units of the waves are not important, only their phase is.
Implementing the heterodyne method numerically follows the steps outlined in Sec-
tion 5.2.1.1 with some minor alterations. The general process, outlined using yCM and
yE, is summarized in the following steps:
1. Apply the power-line signal removal to the raw receiver coil data, yE (∼120-second
long sweep). The current monitor is not corrupted from secondary electromagnetic
sources, so it does not need reduction.
2. Multiply the current monitor waveform by the reduced receiver waveform, yCM · yE.
Both yCM and yE are ∼120-second long time series, which requires yCM · yE to also be
∼120 seconds long (length(yCM) = length(yE) = length(yCM · yE)).
3. Apply a ﬁrst-order low-pass Butterworth ﬁlter with a cut-oﬀ frequency of 20 Hz. If we
set yCME = yCM · yE then we are left with,
yCME =
AB
2
cos(φ). (50)
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The resulting wave, yCME, contains the phase shift information, cos(φ), along with the
amplitudes of the original waves, A and B. Even with the suppression of the 60 Hz
wave, there is still a slight amplitude variation over the entire 120-second long sweep.
4. In order to ﬁnd the phase shift, φ, we must normalize yCME using the amplitudes from
the two waves, yCM and yE. Instead of ﬁnding an average amplitude for both yCM (A)
and yE (B) over the entire 120 second long sweep, it was broken into smaller 0.1 second
long sections and then evaluated. By using 0.1 second long sections, the amplitude
variance in both segments was smaller.
For instance, in the 120-second long sweep, there would have been a total of approxi-
mately 276000-288000 cycles of the 2300-2400 Hz wave, resulting in a larger variation
in the amplitude values (A and B) of those cycles. By decreasing the time section to
0.1 seconds, there is about 230-240 cycles of the 2300-2400 Hz wave, which results in a
smaller variance in the amplitude values (A and B) when compared to the 120-second
long sweep.
5. After normalizing the 120-second long yCME with the amplitudes estimated from the
0.1 second sections, we are left with the phase shift between the two waveforms, yCM
and yE, as a function of time.
The 5 steps are used to compare the phase shift between yCM and the receiver coils, yE
and yN , for both lines of both surveys. The comparison between the lake survey and the
land survey for line 2, position 12 is shown in Figures 36 and 37. The phase shift over the
sweep, for the lake survey, does not seem to give any indication of a distinct contrast at or
near the Larmor frequency in Figure 36, which leads to assume that no deﬁnitive signal from
the freshwater is discernible. Similarly, for the land survey (Figure 37), there is no distinct
pattern, other than a general negative linear trend for the east coil and positive linear trend
for the north coil.
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fL range
Figure 36: Heterodyne method applied to yE and yN for the lake survey, line 2, position
12. The Larmor frequency range is 2347.6-2348.8 Hz (green vertical lines on
plot).
fL range
Figure 37: Heterodyne method applied to yE and yN for the land survey, line 2, position
12. The Larmor frequency range is 2343.1-2346.2 Hz.
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Various combinations of the heterodyne method were incorporated to give an average
result over the sweep time (not shown), although they were not successful. Several ﬁltering
techniques and methods were applied in an attempt to exploit the phase relationship between
the transmitted signal and received signal, but no permutation produced any convincing
evidence for a phase shift due to an NMR signal at the Larmor frequency. The example
shown in Figures 36 and 37 used receiver positions that had a large on-time amplitude
signal, with the purpose being that a large on-time signal would be less noisy and better
for the heterodyne method. In essence, the heterodyne method did not show any indication
of an absorption at the Larmor frequency that manifested as a phase shift. The modeling
shown in the next section describes why this is believed to have occurred.
5.2.2 Fourier transform analysis
Since the NMR signal is an oscillatory decay in the time-domain, a Fourier transform (FT)
would calculate the frequency components of the signal, in the frequency-domain. FT meth-
ods were the ﬁrst avenue of analysis attempted, but were not able to locate any components
at the Larmor frequency. The lake survey had a Larmor frequency between 2347.6-2348.8 Hz
which was 8 Hz away from the power-line harmonic, 2340 Hz. The NMR signal is inherently
small, so monitoring small changes in either the phase or the amplitude (not caused by the
transmitting loop) in the receiver signal, is exceptionally diﬃcult.
A comparison between the transmitted signal (yCM) and the received signal (yR) using
the Fourier transform method included: deconvolution, in-phase and quadrature response,
and phase angle between yCM and yR. The purpose being to compare and contrast any sig-
niﬁcant diﬀerences between the two, particularly near the Larmor frequency. These Fourier
transform methods showed no conclusive evidence of an existing NMR signal, albeit the tech-
niques work in theory; it is entirely possible that the NMR signal that was excited by the
adiabatic sweep used was simply not above the ambient noise level and eﬀectively masked,
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making it undetectable.
Based on modeling of the magnetization vector, the power spectrum (magnitude of the
Fourier transform) was then applied to two sections of the sweep: early-time (t = 0-10 sec-
onds) and late-time, 5 seconds before TT. The early-time section attempted to exploit the
initial perturbation of the magnetization vector, but there were no signiﬁcant diﬀerences be-
tween the power spectrum of the lake and land signals. During the last several seconds of the
sweep, there were some instances where the transmitted frequency would switch from 2400
to 2300 Hz (explained in Section 5.3), so the magnetization vector would undergo complex
dynamics, which were modeled. The frequency components of the complex dynamics were
unable to be recorded.
A noticeable diﬀerence between the lake and land surveys occurs when the power spec-
trum of the entire sweep (∼120 seconds) is calculated. An example power spectrum using
the signal recorded from the east coil receiver at position 14 of line 2 of the lake survey is
shown in Figure 38. In Figure 38, the noticeable features are the plateau-like feature be-
tween 2300 and 2400 Hz which is from the transmitted ﬁeld, a bell-shaped feature near 1000
Hz, the 60 Hz harmonics, and several random spikes. The non-harmonic spikes are random
because they tend to show up randomly in each of the power spectrums; not consistently.
The bell-shaped feature is evident in the lake data (for most receiver positions), but not
the land data. In Figure 38, the peak value (excluding power-line harmonics) within the
bell-shaped function is 1045 Hz. For receiver positions where the bell-shaped feature was
obvious, the non-harmonic peaks of the bell-shaped feature are summarized in Table 3. The
bell-shaped features were only obvious in line 2 of the lake survey (both east and north coils).
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Figure 38: Power spectrum of full 120 sweep of east coil, lake, line 2, P14. Most of the
spikes are from 60 Hz harmonics and the plateau feature on the right-hand side
is from the transmitted ﬁeld. A bell-shaped feature is also noticeable, outlined
by the circle. The peak (excluding harmonics) within the circle is 1045 Hz.
All features in the power spectrum are explained, except for the bell-shaped feature cen-
tred on 1045 Hz. The power spectrum was performed on segments of the recorded signal
outside of the sweep, when the loop was not transmitting, but while the gas-powered gener-
ator was still on and there was no bell-shaped feature present; only 60 Hz and its harmonics.
An attempt to locate the 1045 Hz signal within the sweep, was completed by applying a
band-pass ﬁlter for frequencies within the bell-shaped function (970-1060 Hz). The power
spectrum in Figure 38 is for the entire 120-second long sweep. The resulting power spec-
trum is shown in Figure 39, where all frequencies except the bell-shaped feature, have been
suppressed. The band-pass ﬁltered signal is shown in Figure 40 for the full sweep. The
amplitude is fairly constant, except for the last few seconds of the sweep where it is erratic
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(exclusive to P12, not evident in others). A 0.1-second long segment of the band-pass ﬁl-
tered signal is shown in Figure 41. The band-pass ﬁltered signal resembles a 1045 Hz wave
modulated with a lower frequency waveform. The 1045 Hz was apparent throughout the
entire sweep (i.e., no speciﬁc times where the 1045 Hz signal was strongest).
Figure 39: Power spectrum of the full 120 sweep of east coil, lake, line 2, P14 after the
band-pass ﬁlter has been applied. All frequencies except for the bell-shaped
region (970-1060 Hz) have been suppressed.
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Figure 40: A 118-second window (full sweep) of the signal after the band-pass ﬁlter for
full sweep of east coil, lake, line 2, P14. The amplitude of the signal is fairly
constant, except for the last few seconds, where it becomes more erratic because
the frequency is changing from 2400 Hz to 2300 Hz, before the sweep ends at
2302 Hz (see Table 6).
72
Figure 41: A 0.1-second segment of the band-pass ﬁltered signal for the full sweep of east
coil, lake, line 2, P14. The band-pass ﬁltered signal seems to be an amplitude
modulated 1045 Hz wave, throughout the entire sweep.
Table 3: The peak frequencies within the bell-shaped features of the power spectrum for
both the east and north receivers of the lake survey. Values were taken from
power spectrums that gave the obvious bell-shaped feature; not all power
spectrums had the bell-shaped feature.
Line Receiver
Position
East-coil North-coil
Frequency peak (Hz) Frequency peak (Hz)
2
10 1031 1037
11 1036 1033
12 1041 1041
14 1045 1039
15 1046 1041
16 1050 1048
17 1047 1042
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5.3 Oﬀ-time results
Since the signal generator was manually operated, transmitter termination (TT) occurred
when the operator physically turned oﬀ the device oﬀ. The signal generator would automati-
cally cycle from 2400 Hz back to 2300 Hz at the end of the sweep, meaning that being slightly
early in stopping the 120-second transmit time would result in the ﬁnal frequency being less
than 2400 Hz and being slightly late would result in a ﬁnal frequency being greater than 2300
Hz. Hence this resulted in most of the ﬁnal transmitting frequencies not equal to 2400 Hz;
even though that is when the sweep was supposed to end. The ﬁnal transmitted frequencies
from the signal generator at each receiver position are summarized in Table 6 in Appendix A.
The motivation for completing an oﬀ-time analysis came from observing the raw data
within a 2-second period following TT. In the raw data, there was an oscillatory decay
immediately after TT which did not appear in the CM data, shown previously in Figure 28.
The land survey had no oscillatory nature after TT. For example, a comparison between the
lake and land survey just after TT is displayed in Figures 42 and 43, for line 2, receiver box
position 12, and the east coil receiver. Both ﬁgures show 10 milliseconds before TT and 75
milliseconds after TT. The land surveys had no oscillatory decays whereas the lake survey
had a prominent exponential oscillatory decay particularly for the receiver positions near the
loop (receiver positions 7-15).
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Figure 42: East coil receiver for land, line 2, position 12 immediately near TT, which occurs
at t=0. The time range is from 10 milliseconds before TT to 75 milliseconds
after TT. The large amplitude wave before TT is the primary ﬁeld generated
by the transmitter. There is no oscillatory decay after TT.
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Figure 43: Decay in east coil receiver for lake, line 2, position 12 immediately after TT,
which occurs at t=0. The time range is from 10 milliseconds before TT to 75
milliseconds after TT. The large amplitude prior to TT is the recorded signal
while transmitting and the oscillatory decay is once the transmitting loop has
been shut oﬀ.
5.3.1 Decay amplitude
A comparison between the amplitude in the receiver coil prior to TT and immediately af-
ter TT were compared. The two amplitudes being compared are shown in Figure 44. The
decay is only discernible in receiver waveforms collected at positions 7-15 (recall Figure 18).
The land data showed no oscillatory decay after TT; the decay is exclusive to the lake survey.
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Figure 44: A detail of Figure 43 with amplitudes of the on-time wave and oﬀ-time decay
near TT, which occurs at t=0. A comparison between the two amplitudes will
be addressed.
The on-time and oﬀ-time decay amplitudes are summarized in Table 4, with the maxi-
mum and minimum values being coloured. A visual comparison of the oﬀ-time decays are
illustrated in Figures 45-48. The decay plots show receiver positions 7-15 for both lines and
for both the east and north coil in the lake survey. The time length of the decays shown is
only 50 milliseconds, which allows for easy comparison of the peak amplitudes between
receiver positions.
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Table 4: Absolute amplitude values for on-time and oﬀ-time decay segments of the
waveforms, with their associated ratio. The maximum and minimum values
for each column are coloured.
Line
Receiver
Position
East-coil (nT) North-coil (nT)
ON-time amp.
(ρ)
Decay amp.
(δ)
δ/ρ
On-time amp.
(ρ)
Decay amp.
(δ)
δ/ρ
1 7 0.145 0.0564 0.389 0.228 0.0423 0.186
8 0.392 0.0734 0.187 0.118 0.0663 0.563
9 0.266 0.0903 0.339 0.359 0.0919 0.256
10 0.527 0.161 0.305 0.752 0.138 0.183
11 0.718 0.0951 0.132 0.876 0.0844 0.0963
12 1.99 0.166 0.0832 0.749 0.158 0.211
13 1.65 0.156 0.095 1.07 0.117 0.109
14 0.166 0.0541 0.325 1.01 0.0926 0.092
15 0.12 0.0564 0.47 0.167 0.0455 0.273
2 7 0.2 0.0479 0.239 0.452 0.0665 0.147
10 0.829 0.196 0.236 2.78 0.152 0.0545
11 1.27 0.167 0.132 1.49 0.132 0.0885
12 1.44 0.291 0.202 4.05 0.225 0.0555
14 0.259 0.0603 0.233 1.16 0.0661 0.0569
15 0.116 0.0346 0.298 0.582 0.0482 0.0829
Figures 45-46 show the decays in line 1 (north-south) of the lake survey. Figure 45 shows
the east coil oﬀ-time decays and Figure 46 shows the north coil oﬀ-time decays. The peak
decay amplitude occurs at position 12 for both the east coil (0.166 nT) and north coil (0.158
nT). Position 12 corresponds to the receiver box being on the inside of the loop (4 metres
from the actual loop).
Similarly, Figures 47-48 show the decays for the east and north coils, respectively, for line
2 (east-west) of the lake survey. At receiver positions 8, 9, and 13, no data were collected
due to signal generator operator negligence. The peak amplitudes were measured at receiver
position 12, similar to line 1. The east coil decay peak amplitude was 0.291 nT and the north
coil decay peak amplitude was 0.225 nT. All oﬀ-time peak decay amplitudes are summarized
in Table 4.
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Figure 45: Oﬀ-time decays (50 ms) in east receiver coil after TT for lake, line 1, positions
7-15
Figure 46: Oﬀ-time decays (50 ms) in north receiver coil after TT for lake, line 1, lositions
7-15
79
Figure 47: Oﬀ-time decays (50 ms) in east receiver coil after TT for lake, line 2, positions
7-15
Figure 48: Oﬀ-time decays (50 ms) in north receiver coil after TT for lake, line 2, positions
7-15
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5.3.2 Fourier transform analysis
The power spectrum was taken of the decays shown in Figures 45-48 for both the east coil and
north coil. An example of the power spectrum (PS), calculated for position 12 of line 2 from
the lake survey, is shown in Figure 49. The power spectrum was calculated by ﬁrst taking
the fast Fourier transform (FFT) of the decay portion and then taking the magnitude of the
real and imaginary components as a function of frequency (i.e., PS =
√<(FFT)2 + =(FFT)2).
The frequency component of the decays along with the ﬁnal transmitted frequencies are
shown in Table 5.
The decay portion used for the PS calculation was from TT to 75 milliseconds after TT, a
time where the decay had signiﬁcantly diminished. Although, for the actual PS calculation,
a 1-second long time series was used to increase resolution in the PS.
First, the 1-second long time series was initialized to be 31250 zeros and then the 2343
samples (0.075 s× 31250 samples/s) from the decay were input into the real part of the 31250-
point time series (i.e., the 1 second long time series contained the actual decay in samples
1-2343 and samples above 2343 were all zeros). In the power spectrum, the resolution was
calculated using the equation, fanalysis(m) =
mfs
N
where m is the sample point, fs is the
sampling frequency, and N is the number of samples in the times series (Lyons, 2004). By
using the 1-second long time series (fs = N = 31250), the resolution in the calculated PS is 1
Hz. However, since there are only 2343 points, the true resolution is fanalysis(1) =
31250
2343
' 13
Hz and the intermediate points are interpolated between sample points. The error in the
peak frequency calculation is then half this resolution, 6.5 Hz.
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Figure 49: Peak frequency and power for oﬀ-time decay (40 ms) of the east and north coils
for lake, line 2, position 12
The decay immediately after transmitter termination (TT) has a frequency range of 980-
1045 Hz (Table 5). The relationship between the decay frequency and the ﬁnal transmitted
frequency, shown in Figure 50, does not seem to have any obvious correlation. The decay
frequency versus proﬁle position in Figure 51 shows a general linear trend as the receiver
position increases, for both lines.
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Figure 50: Comparison between decay frequency and ﬁnal transmitted frequency.
Figure 51: The frequency component of the decay in the east and the north sensor for
receiver positions 7-15.
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Table 5: The comparison between ﬁnal transmitted frequencies to the peak frequency and
power in the oﬀ-time decays of the lake survey.
Line
Receiver
Position
Final
Transmitted
frequency (Hz)
East-coil oﬀ-time decay North-coil oﬀ-time decay
Peak
frequency
(Hz)
± 6.5
Power at
Peak
frequency
(W)
Peak
frequency
(Hz)
± 6.5
Power at
Peak
frequency
(W)
1
7 2306 991 8.2842 993 7.2026
8 2306.5 994 13.604 995 11.446
9 2302 994 19.913 992 14.447
10 2303.5 992 23.073 987 19.816
11 2303.5 995 14.548 988 12.378
12 2305.5 1006 30.285 1007 32.235
13 2311 1007 36.217 1007 31.453
14 2301.5 1006 13.029 1002 15.475
15 2303 1008 12.758 1009 11.27
2
7 2304.5 1030 16.089 1031 14.012
10 2309 1033 58.533 1033 45.856
11 2303 1045 48.328 1045 36.533
12 2303.5 1043 80.409 1042 65.455
14 2302 1045 19.072 1044 12.891
15 2304 1045 10.91 1040 7.8406
Chapter 6
6 Discussion
6.1 On-time
The frequency sweep attempted to activate the protons in the water molecules at the Larmor
frequency to produce an NMR ﬁeld that would then manifest itself as a phase shift in the
receiver coils. The ﬁrst method applied to the on-time analysis was the heterodyne method,
which calculates the phase diﬀerence between two sinusoidal functions. After many attempts
to remove sources of noise from the data and ﬁnd a distinct phase shift at the Larmor fre-
quency, as shown in Figures 36 and 37, the heterodyne method did not provide convincing
evidence that a secondary magnetic ﬁeld created by an oscillation at the Larmor frequency
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impacted the phase between the transmitted signal and the received signal during the sweep.
After modeling the magnetization vector, subjected to the ﬁeld produced during the
sweep, using Equations 37-39, it becomes clear as to why the heterodyne method did not
detect a phase shift. A diagram showing the magnetization at signiﬁcant times during the
frequency sweep are outlined in Figure 52, using B0 = 55135 nT as the Earth's ﬁeld, B1
= 520 nT for the applied ﬁeld produced by our transmitting loop, and T2=2100 ms as the
decay constant for unbound freshwater.
The magnetization vector is initially aligned with the Earth's ﬁeld (Figure 52a). Once
the transmitting ﬁeld at 2300 Hz is applied, an eﬀective ﬁeld is produced and the magne-
tization vector begins to rotate around it (Figure 52b). Since the frequency sweep is long
(tsweep >> T2), the magnetization vector decays to Beﬀ (Figure 52c) and follows Beﬀ until
the end of the sweep (Figure 52d). Once the transmitted ﬁeld is terminated (t=TT), the
magnetization vector begins its decay towards the ambient ﬁeld (Figure 52e), until after a
few seconds, it is aligned with the ambient ﬁeld (Figure 52f).
During the early-time and late-time (near TT) portion of the sweep, the magnetization
vector, while precessing around the eﬀective ﬁeld, undergoes complex dynamics. The com-
plex dynamics were attempted to be found using the Fourier transform techniques posed
earlier, albeit not successful. The reason the heterodyne method did not produce any con-
clusive evidence is because when the sweep hits the Larmor frequency, the magnetization
vector is already aligned with Beﬀ and will not produce an NMR ﬁeld, as originally hypoth-
esized.
An interesting result from the FT methods, was the peculiar bell-shaped feature around
1000 Hz in the power spectrums for the full sweep. The frequency peaks within the bell-
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shaped feature are between 980-1050 Hz and reasonably coincide with the decay frequencies
shown in Section 5.3. It seems entirely possible that the oscillation is existent throughout
the entire sweep and simply decays once the energising ﬁeld has been terminated. However,
at the time of writing, no physical explanation for the near 1000 Hz feature could be found.
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Lab frame
(a) Before excitation, M is aligned with the
Earth's ﬁeld (aligned with zˆ), which is also
Beﬀ.
Rotating frame
(b) In the rotating frame. When the oﬀ-
resonance ﬁeld is applied (in the xˆ-
direction), Beﬀ is a combination of B1 and
B0. M precesses around Beﬀ.
Rotating frame
(c) Due to the long duration of the sweep, M
becomes aligned with Beﬀ, after a short
while.
Rotating frame
(d) M remains aligned with Beﬀ through the
majority of the sweep.
Lab frame
(e) Once the applied ﬁeld has been terminated,
Beﬀ = B0 and M precesses towards relax-
ation, zˆ, around B0.
Lab frame
(f) M has fully relaxed, now aligned with Beﬀ.
Figure 52: The dynamics of the magnetization vector during the frequency sweep employed dur-
ing the lake & land surveys. The red line represents the path taken by the magneti-
zation vector. Each ﬁgure displays whether the process is in the lab frame or rotating
frame, the time of the simulation, the transmitted frequency at given time, and the
ratio between transmitted frequency and Larmor frequency.
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6.2 Oﬀ-time
The oﬀ-time analysis consisted of ﬁltering the received signals, and looking at them immedi-
ately after the transmitted ﬁeld was terminated (TT). The decays have an NMR relaxation
shape, but the frequency is not equal to the Larmor frequency (estimated using FT meth-
ods). The oscillation is most prominent in the ﬁrst 50 ms after TT, but in some cases it
can be seen past 75 ms, although quite faint (Figure 44). The decay immediately after TT
has a frequency range of 980-1045 Hz (Figures 50-51 and Table 5), which is not near the
Larmor frequency of our survey, 2348 Hz. In order to get the Larmor frequency shown in the
decays, the Earth's ﬁeld would have to be just over halved, 23485 nT (fL = 0.04258∗23485),
to create the shown decay frequency. Since the frequency component of the decays are not
equal to the Larmor frequency (about 40%), they cannot be attributed to an NMR signal.
The decays shown in Figures 45-48 are exclusive to the lake survey and strongest at
positions near the loop (P7-P15). The largest decay signal amplitude occurred at P12 for
both lines and both coil directions; similar to the original hypothesis shown in Figures 24-25.
Although not an NMR signal, it is a property of the lake survey and requires further inves-
tigation. By performing the exact same survey with respect to loop layout, input current,
frequency sweep, equipment, and receiver positions, over an ice-covered lake and over dry
land, we can assume that the ﬁeld produced from the loop is the same in both survey areas
and direct comparison between data sets is valid. The only diﬀerence between the survey
areas, excluding subsurface composition (snow, ice, and water compared to rock), was the
temperature, -20◦C for the lake survey and +15◦C for the land survey.
If the oscillatory decay measured is not from the NMR decay of the water molecules,
then it could be another phenomenon of the water or possibly some residual response from
the electronics (including sensors). The ANT-23 sensors have a residual ringing that occurs
around 14-15 kHz, which is well above our frequency sweep and Larmor frequency. This
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high frequency ringing is visible about 1 ms after TT (not shown), but does not aﬀect the
decay. Further testing was done by the makers of the ANT-23 sensors, Zonge International,
and they were unable to produce the oscillatory decay that is prevalent in our lake survey.
The other two possibilities would be residual discharging, or something similar, in the signal
generator or the ampliﬁer. However, the decay was not present in the CM data, so it was
not transmitted as part of the of the primary ﬁeld. At the time of writing, these two devices
have not been tested for direct radiation of such a signal. If the oﬀ-time decay was caused
by the sensors or another electronic device, then it would be apparent in the land survey,
which it is not. Also, the frequency of the decay would be the same at each position, not
the gradual change that is seen in the lake survey.
The relationship between the decay frequency and proﬁle position shown in Figure 51,
has a positive linear trend for each of the proﬁle lines. The survey was conducted by starting
at P1 of line 1 and then proceeding to P21, followed by a data dump on a computer, and
then P1-P21 of line 2. Position 11 of both proﬁle lines, has the same receiver box orientation,
their only diﬀerence being the time the data were recorded. The diﬀerence in time between
the two recordings (P11 of line 1 and P11 of line 2) was about 60 minutes. Since they both
represent the same position in space, with respect to our grid, then theoretically they should
have a very similar response and decay frequency. Both responses have the decay, but have
diﬀerent amplitudes. The primary, and most signiﬁcant, diﬀerence is the frequency of the
decays. In line 1, the decay frequency is between 988-995 Hz whereas in line 2, the decay
is 1045 Hz, a diﬀerence of 50 Hz at the same position. The two decays would be the same
assuming it was an electronics eﬀect. It seems that there is a time-dependent variation in
the decay frequency, which could be linked to diurnal variations in the geomagnetic ﬁeld or
the ambient temperature.
The modeling shows that when the sweep is ﬁnished and the transmitting ﬁeld has been
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terminated, the magnetization vector is at an angle greater than 90 degrees from the ambient
ﬁeld (Figure 52d). After TT, the magnetization vector relaxes back to equilibrium at the
Larmor frequency, not a frequency near 1000 Hz that we see.
Chapter 7
7 Conclusions
The methods proposed to look for a phase shift or any signal at the Larmor frequency work
in theory, but in this experiment we were unable to provide conclusive evidence of an NMR
signal. The modeling of the magnetization vector suggested that the frequency sweep was so
slow that there was not a distinct phase shift at the Larmor frequency. Although, the near
1000 Hz signal that shows in the power spectrums of the on-time sweeps and in the oﬀ-time
decays are unexplained. More experimental data and or modeling of the system is needed to
help describe this phenomenon. If this project were to move forward, then below are several
personal recommendations that I would suggest.
Firstly, more testing of the electronics is needed, especially at various temperatures. The
only diﬀerences in the survey areas were the temperatures and the subsurface compositions.
If the electronics could be categorically ruled out (i.e., no temperature-dependent responses)
then the only reason for the decay would have to be some interaction between the transmit-
ted sweep and the frozen lake (ice or water).
Assuming that the electronics were to be ruled out, a diﬀerent transmitting ﬁeld should
be implemented. The survey should have begun with basic ∼20 ms pulses at the Larmor
frequency to see if our system (transmitter and receiver) is even able to initiate an excita-
tion and then record the relaxation. Perhaps the sensitivity of the sensors was too low and
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our NMR signal was below the noise level. Although unlikely, since in most NMR surveys
conducted today, they are able to record NMR responses in the low 100 nanovolts, which
is deﬁnitely above the ANT-23 sensitivity levels. For instance, in Bernard and Legchenko
(2003), an MRS survey conducted in India recorded an initial NMR amplitude signal of
35 nanovolts with a 75 metre by 75 metre loop, producing an eﬀective signal level of ∼6
pV/m2. Generally, the NMR initial amplitude signals range from tens to a few hundred
nanovolts with single-turn loops ranging from 50 metres to 150 metres in diameter (Bernard
and Legchenko, 2003).
Depending on the duration of the experiment, having a base station magnetometer to
measure diurnal changes in the geomagnetic ﬁeld would be useful in explaining the changes
in frequency of the signal close to 1000 Hz. Measurement of the signal produced by the
gas-powered generator would allow for a more accurate representation of the 60 Hz signal
which corrupted many of the data. If the 60 Hz signal could be measured, or even mitigated
by increasing the distance between the generator and receiver positions, then the ﬁltering
methods would be minimized which would allow for a more accurate representation of the
phase diﬀerence.
If the system was able to record an NMR decay, then it would be acceptable to implement
oﬀ-resonance pulses. The success of the oﬀ-resonance pulses is crucial for a possible airborne
system as the airborne system would always be transmitting slightly oﬀ-resonance due to it
ﬂying quickly over locations where the Earth's ﬁeld is diﬀerent, and the requirement that
the NMR excitation frequency be diﬀerent from the odd harmonics of the airborne electro-
magnetic system. If the oﬀ-resonance pulses were successful, then it would be advisable to
begin increasing the distance between the sensors and transmitting loop. It would then be
possible to ﬁnd an empirical relationship between the strength of the primary ﬁeld, degree
of oﬀ-resonance, and decay amplitude.
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More modeling of the systems would be required to see what the NMR ﬁeld would look
like under certain pulses or sweeps. The minimal modeling displayed in this thesis was due
to the assumption that we knew there was a large volume of freshwater and that it could
be activated by a radio-frequency ﬁeld at the Larmor frequency. It did not seem necessary
to work on a forward model, since the literature was suﬃcient. Assuming the oﬀ-resonance
pulses were successful and they could be accurately modeled numerically, then implementa-
tion of an airborne system could then be initiated.
By considering all recommendations mentioned, the possibility of designing an airborne
NMR (aNMR) system may become feasible. However, the signal levels in typical sNMR
surveys can reach 100 pV/m2 as shown in Bernard and Legchenko (2003). The largest
detrimental factor between the sNMR and would-be aNMR systems is distance between the
precessing protons and the receiver loop. The 1/r3 reduction in the magnetic ﬁeld produced
by the precessing protons may be too large to record an NMR signal in existing airborne
systems.
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Appendices
A Final transmitted frequencies
Table 6: Final transmitting frequencies for all receiver positions in both surveys
Line Receiver position
Final transmitted frequency (Hz)
Lake Land
1 1 2308 2352
2 2394 2301
3 2306 2301
4 2301 2300
5 2303 2301
6 2302 2301
7 2305 2300
8 2307 2301
9 2301 2399
10 2303 2301
11 2304 2300
12 2305 2302
13 2310 2300
14 2302 2300
15 2301 2301
16 2301 2303
17 2301
18 2301
19 2303
20 2304
21 2304
2 1 2310 2315
2 2400 2302
3 2302 2301
4 2301 2302
5 2400 2302
6 2304 2302
7 2303 2400
8 2300
9 2301
10 2309 2301
11 2303 2400
12 2304 2302
13 2301
14 2301 2301
15 2303 2301
16 2304 2301
17 2399
18 2300
19 2303
20 2302
21 2400
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B Sensor noise levels
Figure 53: Sensor noise in ANT-23 magnetometer receivers. Image courtesy of Ben Polzer.
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Figure 54: Sensor sensor sensitivities in ANT-23 magnetometer receivers, 1 γ = 1 nT. Data
courtesy of Zonge International.
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C Clearwater Lake depth contours
Survey area
Figure 55: Lake depth contours of Clearwater Lake. The approximate location
of the survey is highlighted. Source: http://www.greatersudbury.
ca/living/lakes-facts/local-lake-descriptions/clearwater-lake/
maps-of-clearwater-lake/
