Introduction
Neural interface has been one of the most amazing technologies in bioengineering and neuroscience because it provides an alternate communication channel between neural system and man-made devices [1] . Neural action potentials, the so-called spikes, play a key role in the neural interfaces. Neurons in brain transmit messages by spikes, so spike sorting is the first and a critical step [2, 3, 4] .
Most spike sorting algorithms employ three principal steps: detecting spikes from the recorded data, extracting features characteristic of the spikes and clustering the spikes of individual neurons based on the extracted features [5, 6] . The first step includes amplitude thresholding [7, 8] and a nonlinear energy operator [9] . In the feature extraction step, there are principal components analysis(PCA) [10] and wavelet basis [11] . The clustering step contains too many methods, such as bayes methods, k-means, hierarchical clustering, fuzzy c-means, and a variety of artificial neural network. [12, 13] use bayes model for clustering, which similarly has a high accuracy, however, can't deal with large samples, besides, signals are affected by background noise greatly. In the recent years, with the development of artificial neural networks, [14] classifies the low ratio signals via artificial neural networks whereas the accuracy is not very well. Fuzzy c-means and k-means do a good job in [15, 16] . These clustering algorithms are based on distance, nevertheless, their initial cluster centers are generated randomly. It might be influenced greatly by the location of the initial cluster centers.
The fuzzy clustering algorithm establishes uncertain description of samples on the categories which must be better to reflect the objective world. This paper presents an improved fuzzy c-means. We use subtractive clustering to determine the number of categories and the location of the cluster centers and then utilize the fuzzy c-means for classification.
Methods
Spikes are detected by the nonlinear energy operator. In the feature extraction, the detected spikes were transformed into PCA displaying distributions with multiple peaks were selected for spike clustering. Finally, the data were clustered into groups of spikes belonging to different neurons.
Spike detection
The spike detection employed in this paper is base on nonlinear energy operator. The signals were recorded at the sampling frequency of 30KHz. First, they must undergo a band-pass filter aimed at removing slowly changing local field potential(LFP) and high-frequency fluctuations. Here we use the typical FIR band-pass filter. The band-pass range and order of the filter are 800Hz-4kHz and 60, respectively. After the band-pass filtering, we use the time window to process the signals:
Where refers to the sampled filtered signal, and in Eq. 1 is defined as (2) Here the length of the window we choosed is 5ms. Then we calculate the power of the signals in the window.
Based on the theorem of Wiener-Khinchin, the signal power spectrum can be obtained by the Fourier transform of the autocorrelation function. is set to be the whole signal energy standard deviation, with 5 times its value (5 ) as the judgment standard of action potential. If the root-mean-square of the signal power spectrum in the window is bigger than 5 , the waveform detected within the window was regarded as a spike.
Feature extraction
At present, principal component analysis(PCA) is a dimension reduction technique which is widely used in the signal processing at present. The dimension reduction procedure of PCA is shown as follows: first, we should calculate the covariance matrix of the spike vector to get the eigenvalues and eigenvectors. Then we sort the eigenvalues in descending order and sort the eigenvectors in the same sequence. According to the eigenvectors we can get a new matrix. At last, we consider the signal vectors with contribution above 85% as principal component. 
Where is the sample collection consisted of n samples, c is defined as categories, refers to every cluster center. is the jth samples' membership function for class i, and should satisfy , ; the value of m is usually 2.
，i=1，…，c，j=1，…，N. （4） （5）
The steps of the algorithm are, setting the values of c and m; initializing every cluster center ; repeating the following steps till the membership of every sample is stable: Calculate the membership function with Eq. 4; Update every cluster center with Eq. 5.
Improvement fuzzy c-means: The first two steps of the improvement fuzzy c-means are, setting the value of m and the subtractive clustering parameters, call the subtractive clustering algorithm to get initial clustering centers; assigning the clustering centers to FCM, namely c=m, （1） , i=1, 2, …, c. The following steps are the same as the standard FCM.
Results
Simulated data used in this study were obtained from 128-channel analog signal generator. The sampling frequency is 30kHz. This paper consider the simulated data as raw signal. We detected the spikes by nonlinear energy operator and amplitude thresholding. The adding noise is white Gaussian noise. Table 1 compares the two spike detection algorithm with different SNR. In low SNR, the performance of nonlinear energy operator is much better and the anti-noise ability is stronger.
After the detection, we employ PCA to process the signals. We choose the first and second principal component and show the scatter diagram in Fig. 1 . Fig. 1 Scatter diagram of the first and second principal component of spikes From the scatter diagram, we can see the spikes can be divided into three different categories. After the process of improved fuzzy c-means, the results are shown in Fig. 2 . Fig. 2 Results of clustering The accuracy of the three clustering algorithms are depicted in Table 2 . Compared with the accuracy of improved fuzzy c-means when SNR is lower than -40dB, the accuracy of k-means and standard FCM falls faster. When SNR is -10dB, -20dB, -30dB, -40dB, the accuracy of three algorithm is very close. The initial clustering centers lead to this phenomenon. The initial clustering centers of k-means and standard fuzzy c-means are generated randomly, so the characteristic of samples can't be reflected fully. Thus, it is easy to make the results fall into local optimal. On the whole, the accuracy of improved fuzzy c-means is significantly higher than others.
Discussion
This paper attempts to implement spike detection through amplitude thresholding and nonlinear energy operator. It is shown that when the SNR is greater than -10, the accuracy of the two algorithms are 100%. With the SNR decreased, the accuracy of amplitude thresholding declined sharply. However, the performance of nonlinear energy operator is very good. Compared with amplitude thresholding, the detection rate and accuracy of nonlinear energy operator still remains high when SNR is -25. Generally, nonlinear energy operator can extract the spikes effectively in the noise background.Combined with subtractive clustering, this paper improves standard FCM. As the initial clustering centers are generated by subtractive clustering, the convergence speed of the algorithm also increases. Meanwhile, it also reduces the user's blindness to determine the numbers of clustering.
