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Foreword 
Many of the theorems stated in this article are not proved here. All 
references to the original papers or books where proofs may be found 
are given at the end of the article, in the Notes. A rather extensive 
bibliography is included after the Notes. 
I want to thank Mr. Michael Voichick for help in preparing this 
article. 
Introduction 
Many objects which are of interest in analysis can be given both the 
structures of an algebra (associative, defined over the complex numbers) 
and of a Banach space. If these structures are related by 
IIVII ~ll4I-Ilrll~ ~l%Y, 
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51 
52 JOHN WERMER 
we call the. object a Banach algebra. 
Important examples are: 
(a) The space L1 of all summable functions on the real line, where 
multiplication is defined by convolution and 
(b) The space of all bounded linear operators on a Hilbert space, 
with the usual multiplication and norm for operators. 
(c) The space C(X) of all continuous complex valued functions on a 
compact Hausdorff space X, with the usual multiplication of functions 
and with llfll = n-e? If(x) I. 
The study of example (a) and of its generalizations is closely connected 
with Fourier analysis. The algebra of example (b) appears, for instance, 
in the theory of group representations and in quantum mechanics. 
The purpose of this article is to review some recent work on the 
algebra C(X) and its closed subalgebras. The closed subalgebras of 
C(X) are, of course, again commutative Banach algebras. Questions 
about these subalgebras are intimately related with problems in the 
theory of analytic functions of one or more complex variables, especially 
with problems of uniform approximation. 
1. The Algebras P(X) 
Take for X an arbitrary compact set in the space C” of the n complex 
variables xi, . . . . z,. Let P(X) consist of all functions defined on X 
which are uniform limits on X of polynomials in xi, . . . . z,. Clearly 
P(X) is a closed subalgebra of C(X). However, it need not be proper. 
The first problem that arises is this: 
(I) Find conditions on X assuring that P(X) = C(X). 
If it so happens that P(X) # C(X), the next problem is: 
(II) Describe those continuous functions which do lie in P(X). 
These problems have complete solutions only in the plane (n = 1) 
at present, and these results for the plane will be discussed in Section 7 
below. 
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In attacking question (II), we could ask the following: suppose a 
sequence (P,} of polynomials converges uniformly to some function f 
on X. For what points y which are not in X will (P,(y)} be convergent ? 
The relevant notion here is that of “hull.” 
Definition 1.1. The hull of X, h(X), is the set of points y in Cn such 
that for every polynomial P 
(1-l) I w I 5 FEY I +> I- 
Clearly h(X) is a compact set in C” and contains X. If a sequence 
{P,} of polynomials converges uniformly on X, it follows by applying 
(1.1) to the polynomials P, - P,,, that {P,(y)} also converges for each 
y in h(X), and in fact uniformly over h(X). 
Hence, for each f in P(X), there is a continuous extension F off 
from X to h(X) defined by: F(y) = lim, P,(y), where {P,J is any 
sequence of polynomials converging to f uniformly on X. We can verify 
that F(y) is independent of the choice of (P,). We are led to the problem: 
(III) Given X, describe the set h(X). In particular, decide when h(X) 
coincides with X. 
Questions (II) and (III) are related since each function f in P(X) has 
a “natural” extension F to h(X). Also questions (I) and (III) are related, 
for if P(X) = C(X), then h(X) = X, as we shall see later on. 
The hull of X can be identified with a certain set of functionals on 
P(X). We need: 
Definition 1.2. Let O? be any Banach algebra. 
By a muZtipEcative linear functional m on GZ we mean a map from 17d 
to the complex numbers which satisfies: 
(1) m is a bounded linear functional on GZ. 
(2) m(xy) = m(x)m(y), all x, y in a 
(3) m # 0. 
Definition 1.3. MGI is the set of all multiplicative linear functionals 
on ol. 
If no ambiguity results, we shall write M for M,. 
Assume GY has a unit element e with 11 e I I = 1. Then 
(14 m(e)= 1 and jimI/ = 1, allmEM. 
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Since m(x) = m(xe) = m(x) m(e) and m # 0, we have m(e) = 1. 
Hence ]I m 1) 2 1. If XE& 
144 In = I bwl” I = I++) I s II m II * II A- II g II m II * II 2 IP 
ThusIm(x)I III~Ill~nIIxII, h w ~~~~I~(~)IIII~ll.~~~~,II~lI 2 1, 
and so, II m II = 1, proving (1.2). 
THEOREM 1.1. Let 6Z = P(X) and M = M,. There exists a l-l map 
@ of M onto h(X) such that, if P is any polynomial, 
(l-3) m(P) = P[@(m)], all m in M 
Proof. Let zl, . . . . x, be the coordinate functions in C”. Put @p(m) = 
[m(d, . . . . m(z,J] for each m E M. Thus, @ maps M into C”. If P is a 
polynomial 
m(P) = P[m(q), . . . . m(Q] = P[@(m)], i.e. (1.3) 
Because of (1.2), 1 P[@(m)] 1 = I m(P) I < I] m )I * 11 P 11 = 11 P II. But 
11 P 1 I = rns% I P(x) I. Hence, Q(m) E h(X). 
Since the polynomials are dense in P(X), @(ml) = @(m.J implies 
m, = m, as functionals. Thus, @ maps M l-l into h(X). 
If (al, . . . . a,) E h(X), put for each polynomial P, 
,(P) = P(al, . . . . 4 
By definition of h(X), u is a bounded linear functional defined on 
polynomials. Hence u admits a unique bounded linear extension 6 to 
P(x). By its definition, 0, and hence 6, is multiplicative, i.e., it satisfies 
(2) above. Also, o # 0. Hence 6 E M, and 
CD(C) = (a,, . . . . a,) 
Thus Qi is onto h(X). Also (1.3) holds, as we saw. 
Corollary. Let f E P(X), and let F be the extension off to h(X) intro- 
duced above. Then, 
(1.4) F(G)(m)) = m(f), all m E M. 
This follows at once from (1.3). By Theorem 1.1, we may identify 
M with h(X), thus giving M a topology which makes it compact, and 
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such that X lies homeomorphically imbedded in M; Further, each 
f E P(X) has a certain continuous extension F from X to all of M. 
It now turns out that the situation we have just found for P(X) with 
X c C” has a complete analogue if X is any compact HausdorfI space 
(not necessarily a subset of some P), and A is an arbitrary closed sub- 
algebra of C(X) satisfying two simple conditions. In the next section, 
we shall discuss this analogue. 
2. The General Case 
Let X be a compact space. (We mean “Hausdori? space” by space.) 
Let4 be a closed subalgebra of C(X). We consider two conditions on A: 
(*) A separates points on X, i.e., if xi, x2 are distinct points in X, 
then there is some g in A with g(xJ # g(x,). 
(**) The constant 1, hence all constants, lie in A. 
There is a fundamental difference between algebras of complex-valued 
functions and algebras of real-valued functions. If C,(X) denotes the 
algebra of all real-valued continuous functions on the compact space X, 
and A is a closed subalgebra of C,(X) which satisfies (*) and (**), 
then A = C,(X), by a well known result of M. H. Stone. On the other 
hand, the phenomenon of analyticity for complex-valued functions 
yields us a great variety of examples of proper closed subalgebras of 
C(X) for which (*) and (**) hold. 
Convention. From now on “subalgebra of C(X)” will mean “closed 
subaZgebra of C(X) ( no necessariry proper), sath-f$ng (*) and (**).” t 
THEOREM 2.1. Let A be a subalgebra of C(X). Let M = M, be as in 
Definition 1.3. For each f in A and m in M, put: f(m) = m(f). Thus, 
f is a function defined on M. Then there exists a unique Hausdorff topoloiy 
on M such that (1) M is compact and (2) each f, with f in A, is a continuous 
function on M. 
This is the above mentioned analogue to the situation we had for 
P(X). Theorem 2.1 is a direct application of Gelfand’s general theory 
of commutative Banach algebras. We state here some results of that 
theory. 
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THEOREM G,. Let GZ be any commutative Banach a&ebra with unit. 
Let y be a maximal ideal of Gl. Then there exists m E M, such that 
y={XEaIm(x) =O} 
Conversely, ;f we start with any m E Ma, then 
{x E a 1 m(x) = O} 
is a maximal ideal of 0. 
Note. Because of this result, one often speaks of Ma as “the maximal 
ideal space of 0.” 
THEOREM G,. Let 62 be as before. Define for f E CT, 
f(m) = m(f), all m E M = M,. 
Then there exists a unique Hausdor- topology on M such that M is compact, 
and each f is continuous on M. 
Theorem 2.1 is a special case of Theorem G, since by (**) A has a 
unit. For each x in X, now, define m, in M by 
The map x + m, is l-l because of (*), and is easily seen to be a homeo- 
morphism of X into M. Also f(m,) = m,(f) = f(x). Thus: 
THEOREM 2.2. The map r: x + m, embe& X homeomorphically in M 
as a closed subset and for each f in A f(+) coinci&s on the image of X 
with f. 
We identify X with its image in M and henceforth regard the functions 
fin A as defined on the subset X of M. In summary, if A is a subalgebra 
of C(X), then X can be extended to the compact space M, and each f 
in A can be extended to f on M. 
THEOREM .2.3. If A = C(X), M = X. 
The proof is simple, and we leave it to the reader. As consequence 
we have that if P(X) = C(X), for X c C”, then h(X) = X, as we 
asserted earlier. 
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It may now occur that M = X, even though A # C(X). Thus, the 
“extension” we introduced may be trivial, even when the subalgebra A 
is proper. We have then the basic question: 
(IV) What properties of A, beyond the equality M = X, are needed 
to assure A = C(X) ? 
This question is more general than (I) of Section 1. If, on the other 
hand, M is bigger than X, A is surely proper. Our object is then to 
describe the behavior of the functions p on M - X, and to determine 
the nature of M - X. Thus, we have to generalize problem (III) of 
Section 1. 
The first property of the f on M - X is: 
THEOREM 2.4. (Maximum Principle for A) If f E A, and m E M, then 
(2.1) I f(m) I 5 ngy I.04 I 
Proof. By (1.2), 11 m 11 = 1. Then, 
If(m) I = I m(f) I I II m II * llfll = llfll = 2~ If@) I. 
Definition 2.1. A is the class of functions f on M with f in A. 
A^ is clearly an algebra of functions, and each f in a assumes its 
maximum modulus on X. These two properties of A, of forming an 
algebra and obeying a maximum principle, strongly remind us of 
analyticity (in one or several complex variables). We are tempted to 
look for properties of A that are analogous to known properties of classes 
of analytic functions. 
In connection with the Maximum Principle the following comes to 
mind: if F is analytic in a region Q, and z,, a point of Q, then the inequality: 
If+4 I > If64 I 
cannot hold for every x in any deleted neighborhood of x0. Is the 
corresponding statement true on M - X for functions in A^, i.e., do we 
have a “local” maximum principle for A^ ? This problem has been solved, 
and we shall come back to it in Section 8. A similar question, also to 
be discussed later on, is whether (2.1) can be strengthened to: 
(2.2) If m~~-~,lf(m>I <mplfl, 
unless f is a constant. 
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As a consequence of Theorem 2.4 we now prove: 
THEOREM 2.5. (Poisson Formula for A) Let m E M. Then there 
exists a positive (Baire) measure p,,, on X of total mass 1 such that 
(2.3) f(m) = j,fdpms allf E A. 
Proof. The map: f +f( ) m is a multiplicative linear functional $ 
defined on A. Hence 4 has norm 1. By the Hahn-Banach Theorem, 
there is an extension $i of I/ to a linear functional on C(X), which again 
has norm 1. Since also &( 1) = 1, #i must be a positive linear functional 
on C(X). By the Representation theorem of F. Riesz, z,& is represented 
by a positive measure on X and so (2.3) holds. 
Definition 2.2. If p,,, is a positive measure on X such that (2.3) holds, 
then we call pm a “representing measure for m.” 
Corollary 1. Let u = Re f for some f in A. Then 
(2.4) 
This follows by taking real parts in (2.3). 
Cqrollary 2. Let u = Re f for some f in A. Then 
(2.5) rnp u I u(m) < rnp u, all m in M. 
This follows at once from (2.4), and is, of course, the analogue of well 
known inequalities for harmonic functions in the plane. 
In general, there is no unique representing measure for a given m. 
We now give two examples of this nonuniqueness. 
Example (1). Let X consist of the circles 1 x 1 = 1 and 1 x 1 = R > 1 
in the z-plane. Let A be the subalgebra of C(X) consisting of all functions 
on X which are uniform limits on X of polynomials in the functions z 
and z-l. 
For each F E A, there then exists a unique function F* continuous 
on the annulus 1 2 ( z 1 5 R, analytic on 1 < 1 z 1 < R, and 
agreeing with F on X. We aim to identify MA with the closed annulus 
1 I (zl (R. 
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To this end, fix m in MA, and set z,, = m(z). Then 1 z,, 1 = 1 m(x) ( 2 
11 2 /I = R, 1 zG1 1 = 1 m(z-‘) 1 5 11 2-l 11 = 1. Hence, 2e lies in our 
annulus. Choose F E A. Then we can find a sequence {I’,} of polyno- 
mials in x and z-l with 
F = li+i P,,(a, z-l) 
uniformly on X. Hence 
F* = $n$‘,(z, z-l) 
uniformly on 1 5 1 x 1 < R. Then 
m(F) = $i m (P&z, z-l)) = Iii P,(q,, z;l) = F*(z,,). 
The map m -+ z, then maps MA l-l into the annulus, and, in fact, 
onto it. Under the identification of MA with the annulus, %’ corresponds 
to F*. 
Let z, be a point in the interior of our annulus. Let G denote the 
Green’s function for the annulus singular at x,,, and let aG/an be its 
inner normal derivative on the boundary, which is our X. A well known 
formula then gives 
(2.6) F*(%) = $ J, F-g& FEA (ds=arclength) 
Also by Cauchy’s theorem, X oriented suitably: 
(2.7) 
where 
H= -1 on IzI=l, H=i on Iz(=R. 
Since (aG/an) is positive and continuous on X, we have, for suffi- 
ciently small positive E, from (2.6) and (2.7): 
(2.8) 
with (aG/%) + EH > 0 on X. Hence the two measures (aG/&) dr 
and [(aG/&z) + .&J.dF both can serve as ,uz, in Eq. (2.3). Thus pm is 
not unique in this case. 
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Example (2). Let X consist of the set: 1 z 1 = 1, 1 w  ( = 1, in the 
space of the two complex variables z, w. Let A be the closed subalgebra 
of C(X) which is spanned by all polynomials in x and w. Arguing as in 
the last example, we see that MA can be identified with the closed 
bicylinder: ( z ) 5 1, 1 w  ( 5 1, by mapping m on the point (m(z), m(w)). 
We can parametrize X by: z = et’, w  = e*p, 0 < 0, v 2 2~. Hence 
we can define the positive measure de a+ on X. If F E A, 3 a unique F* 
continuous in the bicylinder, analytic on the interior, and coinciding 
with. F on X. 
Let m, be the element of M, such that m,,(F) = F*(O, 0), all F 
in A. Then 
me(F) = & 1, Fdt’ dv, 
as follows from the fact that (2.9) holds when F = ~nwm, n. m 2 0. 
Put next, 
H(ete, eipl) = e-i@ eiP, + eie e-W. 
For all F E A, we have 
(2.10) I 
FHde d9, = 0 
X 
since this also clearly holds for F = ~nwm, n, m 2 0. As before, if E 
is positive but small, we have 
and [(l/4$) + ~4 di9 dq is positive. Because of (2.9) and (2.1 l), 
uniqueness fails for pm,, in Eq. (2.3). 
3. Maximal Subalgebras 
Definition 3.1. Let A be a prope-r subalgebra of C(X). Suppose that 
for every subalgebra B of C(X) with 
A _cB EC(X) 
we have either B = A or B = C(X). Then A is a maximal subalgebra 
ofc(a 
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Definition 3.2. A,, is the a&ebra of all continuous jiuudms on the 
unit circle 1 x 1 = 1 which admit continuous extensions to the closed unit 
disk 1 x 1 5 1 that are analytic in the interior of the disk. 
Clearly, A, is a proper subalgebra of C(l z 1 = 1). The reader may 
convince himself that MA0 can be identified with the closed unit disk. 
We write P for the circle: 1 z 1 = 1. 
THEOREM 3.1. A, ir a maximal subalgebra of C(r). 
Proof. Let A,, 2 B C C = C(r), where B is a subalgebra of C, 
and B # C. Then the function z E B, and so z-l $ B, as otherwise 
B = C, since expressions 
are dense in C. Thus z lies in some maximal ideal of B, for B is a com- 
mutative ring with unit, and by a theorem of algebra an element in 
such a ring which lies in no maximal ideal has an inverse in the ring. 
By Therem G,, there then exists m E MS with m(z) = 0. By Theorem 
2.5, there is a positive measure p,,, on I’ representing m. Hence, 
s z” dp,,, = m(z”) = (m(z))” = 0, n > 0 l- 
Since pm > 0, complex conjugation gives 
I k dp,,, = 0, n > 0 I- 
Hence, the Fourier-Stieltjes coefficients of ,u,,, are all Cl but the constant 
term. Also Jr dp,,, = 1. Hence dp,,, = (l/272) de, where z = eie. 
Fix now f E B. Then, 
zn d8 = m(fz”) = m(f) m(s)” = 0, n > 0. 
Thus, 
I 
27s 
o f(@) eine dll = 0, n > 0. 
This is the classical condition for f to be in A,,. Thus, f E A,,, and so 
B = A,,. This was to be proved. 
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Let us list some familiar properties of functions in A,. 
(a) If f E A,, f real, then f is constant. 
(b)IffEAo,f= 0 on an open subset of 1 z 1 = 1, then f is iden- 
tically 0. 
(c) If K is any proper closed subset of / z 1 = 1, every 9 continuous 
on K can be uniformly approximated on K by functions of A,. 
(d) If lz,l <l, fEAo, then If(z,)l <pzlfl, dess f is a 
constant. 
These properties do not generalize to arbitrary maximal subalgebras 
of C(Y) without some additional restriction. For instance, let Y be 
any compact plane set properly containing the unit circle, and let A 
be the class of all functions in C(Y) whose restriction to the unit circle 
lies in A,,. It is easy to verify, using Theorem 3.1, that A is a maximal 
subalgebra of C(Y). However, any real continuous function on Y 
which vanishes on I z 1 = 1 lies in A, so that (a) is violated. 
To exclude such cases we may make various assumptions. In parti- 
cular, we can assume the analogue of (a). 
THEOREM 3.2. Let X be any compact space, and let A be a maximal 
subakebra of C(X). Assume that A contains no real functions except 
constants. Then we have: 
(3.1) Iff E Aundf = 0 on an open subset of X, then f is identically 0. 
(3.2) If K is any closed proper subset of X, then every q continuous 
on K can be un$rmly approximated on K by fundons in A. 
(3.3) If m E M - X, f E A, then unless f is constant 
If(m) 1 c rnF If I, i.e., (2.2) hoti. 
Thus, the analogues of (b) (c), and (d) are valid. In later sections 
we shall give a number of examples of maximal subalgebras satisfying 
the hypothesis of Theorem 3.2. 
It appears that maximal subalgebras are a phenomenon of the theory 
of one complex variable. 
The direct generalization of Theorem 3.1 to higher dimensions is 
clearly false. Take, for instance, for X, the sphere I z (a + I w I2 = 1 
in C*, and for A, the class of functions on X which can be extended to 
be continuous in 1 z I2 + 1 w I2 ( 1 and analytic in 1 z J2 + 1 w I2 < 1. 
Let B consist of all functions in C(X) which, restricted to the set: 
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x = 0, 1 w 1 = 1, admit analytic extensions as functions of w to the 
set: I = 0, 1 w 1 < 1. Clearly B is a closed subalgebra of C(X) lying 
properly between A and C(X), whence A is not maximal. 
4. Dirichlet Algebras 
In this paragraph we shall consider a class of algebras for which the 
representing measures are unique: 
Definition 4.1. A subalgebra A of C(X) is called a Dirichlet algebra 
provided it satisjes: 
(4.1) Every real continuous function on X is uniformly approximable 
by real parts of functions in A. 
The reason for the name is this: the analogue for A of the Dirichlet 
problem of potential theory would be to seek, given an arbitrary conti- 
nuous u on X, a “harmonic” U on M = M,, i.e., a function U which 
is uniformly approximable on M by real parts of functions in A, such 
that U = u on X. Now (4.1) assures that this abstract Dirichlet problem 
has a solution. 
Condition (4.1) assures the uniqueness of the representing measures 
for A for the following reason: If pl, pz are positive measures satisfying 
(2.3), then ,ul - pz is a real measure p satisfying 
(4.2) I fdp = 0, all f E A. X 
Hence, Jx Ref. dp = 0, all f E A. Hence by (4.1), Jx udp = 0, al1 
real continuous u. Hence, p = 0, and so p1 = pz. 
Lemma 4.1. A is a Dirichlet algebra, if and only if any real measure 
annihilating A, in the sense of (4.2), is 0. 
The preceding argument proves one half of the assertion, and the 
other half is easy to show also. 
The model of a Dirichlet algebra is the algebra A, of Definition 3.2. 
It satisfies (4.1) since for every polynomial P, P(eie) E A, and 
Re P(ke) = Re $ (a,, + ib,,) einB = 3 a, cos no - b, sin n8 
0 
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(a,, b,, real), and such expressions are dense in all real continuous 
functions on the unit circle. 
Classical function theory contains many beautiful results about the 
boundary-functions of functions analytic in the disk. It is remarkable 
that a number of these resuhs extend to all Dirichlet algebras. 
In the next section we shall exhibit a wide collection of examples 
of Dirichlet algebras. 
For the rest of this section, A denotes an arbitrary Dirichlet algebra 
on a space X with maximal ideal space AZ. 
THEOREM 4.1. Fix m E M - X, Let p,,, be the corresponding measure. 
Let f E A. Then, 
(4.3) log I f(m) I 5 j-,log If I hn. 
In particular, if j(m) # 0, Sx log 1 f 1 dpm > - 00. 
Note. In the classical case (A = A,), (4.3) can be deduced from 
Jensen’s formula. 
Proof. Log / f j need not be continuous on X. However, fix a > 0. 
Then Wlf I + ) a is continuous. Given E > 0, we can, then, by (4.1), 
find F in A, F = u + iv, with 
u-~<log(~f~+a)<u+EonX. 
Hence, 
IfI+a<(expu).(expe)onX, 
and so 
jexp(-PF) .fl = exp(-24) * IfI < exp.9 
on X. 
But exp (- F) *f E A, so that (2.1) applies, and gives 
I exp [- &41 *h) I < exp E. 
Hence, 
log I f(m) I < e +. Re g(m) 
or, by (2.4): 
Wh)I -+I ud~~<e+IxIlog(lfl+a).+eld~~ 
X 
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Hence, 
wf(m)I <2e+jxlog(lfI +44&l 
Since B and a are arbitrary, we get (4.3) by letting E +- 0 and a + 0. 
We next introduce certain function-spaces on X which contain A. 
Fix m E (M - X). 
Definition 4.3. Fix p 2 1. LP, is thelp-space formed with the repte- 
senting measure pin of m. 
Definition 4.4. Hg is the closure of A in LL. 
Note that each Hk is a Banach space in the norm: 
(1, If IP dlLmjl’p 
and Hk is a Hilbert space with inner product 
Thus the functions of Lk and Hg are defined on X almost everywhere 
(a.e.) with respect to pm. 
In the classical case (A = A,), we have: X is I z I = 1, M is (identified 
with) the closed disk I x 1 5 1. Let m be the origin. Then dp,,, = (l/27) de 
on X. Form HE. Then the following is known: for f E Hz, put 
(4.4) F(z) = & jrf(eie) 1 + 12 -12TLl (e _ 9’) de, z = reiq, Y < 1. 
Then F is analytic for 1 z 1 < 1 and 
(4.5) f(eie) = lii F(reie) a.e. - de, 
and 
(4.6) s 
2n 1 F(reie) (P dfl = O(1) asr4 1. 
0 
Note that 
1 - 12 d8 
1 + Y2 - 2Y cos (8 - 9’) . T&i 
is just the representing measure for x. 
3 
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Consider now the general algebra A, and for m1 E (M - x), and f in 
Hg, put in analogy to (4.4): 
There is here a basic difficulty. f is defined only a.e. with respect to pm. 
It need not be defined a.e. with respect to CL,,+ In general, (4.7) will 
have meaning only for certain of the ml, and so F will only be defined 
on a subset of M - X, which may even reduce to the single point m. 
We shall return to this question in Section 10. 
We now shall state several classical theorems. We write H2 for H; 
with A = A,, and m the origin. 
THEOREM 4.2. Let w  be a nonnegative function on the circle l? 
1 x 1 = 1 summable with respect to de. A necessary and su$icient condition 
for w  to have a representation 
w(e) = If(e@) I2 a.e. otl (0,27r) 
where f E H2 and F(0) # 0 is that 
s 
sn 
1ogwude > --. 
0 
THEOREM 4.3. Let w  be as above. Then 
Q$ $ [ I 1 + P I2 w( ~9) de = exp (& 1: log wde) 
wbe, on the left, P ranges over all polynomials s C,eine. The eht side 
is to be read as 0 if 1 
en 
I 
log wde = - Q). 
0 
.Note that the left side has a simple geometric interpretation: it equals 
the squared distance in the space LB, with 
of the function 1 from the closed subspace spanned by the functions 
e” , ease, e8fe, . . . . 
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THEOREM 4.4. Let Sbe a closed subspace of H2invaGnt under multi- 
plication by z, i.e., such that z * F E S whenever F E S. Then there exists 
a bounded function tp in S with 1 v(e”) 1 = 1 a.e. on [0,2?r], such that 
THEOREM 4.5. Let f E H2. Let S, be the smallest closed invariant 
subspace of P containing f. Then S, = H2 if and only if 
F(0) # 0 and log 1 F(0) 1 = & 1% log 1 f(eie) 1 dfI. 
0 
All of these theorems, as well as a number of other theorems on the 
HP spaces, admit analogues for the general Dirichlet algebra A. Let 
m be a point of M - X, and p,,, its representing measure. Hz is then 
defined in Definition 4.4. We write f(m) for Jxfdp, if f E HE. 
THEOREM 4.2*. Let w  be a nonnegative function on Xsummable with 
respect to CL,,,. A necessary and sujkient condition for w to have a repe- 
sentation w(x) = 1 f(x) I2 a.e. - dp,,, on X with f E Hi and f(m) # 0 
is that 
s 
logw .dp,,, > --. 
X 
THEOREM 4.3*. Let w be as abwe. Then 
i$ [Ix I 1 + g I2 whm] = exp (jx 1% w * dlLm) 
where on the left g ranges over all elements of A with j(m) = 0. The 
right side is to be read as 0 tf 
I logw ‘dp,,, = -m. X 
THEOREM 4.4*. Let S be a closed subspace of H: invariant under 
multiplication by elements of A, i.e., such that f * F E S whenever F E S 
and f E A. Assume also that 1 is not orthogonal to S. Then there exists 
a bounded function E. in S with 
with 
) E,(x) 1 = 1 a.e. - dp,,, 
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THEOREM 4.2*. Let f E H$ Let S, be the smallest closed invariant 
subspace of Hk containing f. Then Sf = Hi if and only if f(m) # 0 and 
log If(m) I = J,log IfI 4-+ 
It appears, then, that Dirichlet algebras are rich in interesting proper- 
ties. Some further results on these algebras are given in the later sections. 
5. Examples of Dirichlet Algebras 
So far, we have seen that A, (of Definition 3.2) is a Dirichlet algebra. 
Let now X be an arbitrary compact set in the plane. Let P(X) be 
the closure on X of polynomials in z. When is P(X) a Dirichlet algebra ? 
Let Sz denote-the complement of X in the plane, and let sll, be the 
unbounded component of Q. 
THEOREM 5.1. If every point of X lies on the boundary of Sz,, then 
P(X) is a Llirichlet algebra. 
Corollary 1. If 9 is connected, and X has no interior, then P(X) is a 
Dirichlet algebra. 
We shall see in Section 7 that on this Corollary may be based a 
proof of the fact that P(X) = C(X) for such X. 
Next, let T be the torus, represented as the set of pairs (0, q), 
0 5 0 5 27r, and 0 ( y 5 2?r, with the usual identifications. Every 
function f in C(T) has Fourier coefficients fnm defined by 
(5.1) 
Here (n, m) ranges over the set p of all pairs of integers. p is an abelian 
group with addition defined coordinatewise. We can obtain closed 
proper subalgebras of C(T) in the following way: 
Definition 5.1. Let S be a proper subset of p which is a semigroup 
containing the orip’n. 
Elementary Fourier analysis on the torus yields that A(S) is a closed 
proper subalgebra of C( Z’), though it may fail to separate points on T. 
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Let S,be as in the last definition, and assume, in addition, 
(5.2) (n, m) E F implies (n, m) E S or (- n, - m) E S 
If (5.2) holds, A(S) is a Dirichlet algebra. Property (4.1) is established 
like this: If (4.1) fails, we can, by Lemma 4.1, find a real measure 
do + 0 with 
I 
fdcr = 0, all f e A(S), 
T  
whence, 
(5.3) I 
eine eimv du = 0, all (n, m) E S. 
T  
Since do is real, we can take complex conjugates in (5.3), getting (5.3) 
with - R, - m for rr, m. Thus da [by (5.2)] annihilates all eips eiqq, 
(p, q) E ?‘, and so da = 0, which is a contradiction. Hence property 
(4.1) holds. 
Two examples of sets S satisfying (5.2) are the following: 
(a) Choose (Y positive and irrational. Put S = {(n, m) 1 n+ mcr 2 01. 
(b) Put S = ((a, m) 1 m > O> u ((n, 0) 1 PE > 01. 
A generalization of the preceding is this: Let G be any compact 
abelian topological group, G its discrete charactergroup. Let P be a 
semigroup containing zero in G with the following property: 
(5.4) t E e implies t E P or - t E P. 
Let A(P) = v E C(G) If(t) = 0 if t $ P}, where f is the Fourier- 
transform off. Then A(P) is a closed subalgebra of C(G), and may be 
shown to .be a Dirichlet algebra. 
In the special case: G the circle, G the integers, P the nonnegative 
integers, we see that A(P) is the classical algebra A,. 
Let now A, be the algebra corresponding to the set S of (a), i.e., 
A, consists of all continuous functions f on T with Fourier series: 
THEOREM 5.2. A, is a maximal subalgebra of C(T). 
It is clear that A, contains no nonconstant real functions, since if f  
is real and fnm one of its Fourier coefficients, then fen,-,,, = fn,,,, so 
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that f E A, implies f,,,, = 0 unless (n, m) = 0. Thus, Theorem 3.2 
applies to A,. 
On the other hand, a little reflection shows that the algebra corres- 
ponding to the set S of (b) is not maximal in C(T). 
6. Boundaries 
Let X be a compact space and A a subalgebra of C(X). Let M be 
the maximal ideal space of A. 
Definition 6.0. A subset S of X is a boundary for A if for each f 
in A we can find some s in S so that 
Since by (2.1) we have a maximum principle for A relative to X, 
we have also a maximum principle for A relative to every boundary S. 
Precisely 
It may now happen that proper subsets of X exist which are boundaries. 
For instance, let X be the closed annulus +$ 5 1 x 1 5 1, and let A be 
the algebra of functions uniformly approximable on X by polynomials 
in z. Then the circle 1 z 1 = 1 is a boundary for A. Here M is the disk 
1x1 i 1. 
One is led to ask whether among all the possible boundaries for A 
there is one that plays a special role. 
Silov discovered the following result: 
THEOREM 6.1. There exists a smallest closed boundary for A, i.e.; a 
closed set which is a boundary such that every other closed boundary contains 
it. 
Definition 6.0. aA is the smallest closed boundary for A. aA is called 
the Silov boundary of A. 
The notion of the Silov boundary is relevant to the question already 
asked earlier: What properties of a subalgebra A of C(X) assure that 
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it equals the whole algebra? A first necessary condition is clearly 
(6.2) The maximal ideal space M of A coincides with X. 
A moment’s thought shows that (6.2) is not sufficient. Let, for 
instance, X be the closed disk 1 z 1 L: 1, A the closure on X of the 
polynomials in z. Then M = X, but A contains only functions analytic 
in 1 z 1 < 1 so that A # C(X). H owever, here, &4 is the circle 1 x 1 = 1, 
so that aA is smaller than X. A new and better necessary condition 
than (6.2) is, then, 
(6.3) M = X and X = aA. 
Unfortunately, (6.3) still is not enough to force A = C(x) in general. 
Example: X is the solid cylinder in real 3-space with coordinates 
(x, y, t): x2 + y2 < 1, 0 5 t 5 1. A is the algebra of all functions 
in C(X) which, restricted to the disk t = 0, x2 + y2 < 1, are analytic 
there. Thus, A # C(X). 
However, aA clearly contains each point in X where t > 0. Since 
aA is closed, aA = X. A simple argument shows also that M = X. 
Thus (6.3) holds. 
Observe that in this example the pointsp of the disk t = 0, x2 + y2 < 1 
are characterized by the following property: if f E A and 1 f(p) 1 = 
maXbEX I f(b) 1, then f is constant on the whole disk. Thus, we cannot 
find an f in A whose modulus attains its maximum at p and nowhere else. 
For the general algebra A we put: 
Definition 4.2. A point x,, in X is a peak point for A ;f 3 f E A, 
I f&J I > I f(x) I, all x E X - {x0). 
It is not clear at the start that peak points exist, in general. If a point x,, 
in X is a peak point for some subalgebra of C(X), then the first counta- 
bility condition is satisfied for X at x,,. Let f be a continuous function 
with 1 f(q,) 1 > 1 f(x) I, all x E X - (x0>. Put 
Evidently the U, are open sets and provide a countable neighborhood 
basis at x,,. 
Hence it is reasonable, in looking for peak points, to assume that X 
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is a metrizable space, so that the first countability condition is always 
satisfied. For the remainder of this section, we assume X is metrizable. 
THEOREM 6.2. Let X be a compact metrizable space, and A a sub- 
algebra of C(X). Denote by MO the set of peak points for A. Then M,, is 
a boundary for A. 
Corollary. aA is the closure of M,, in X. 
Definition 6.3. MO is the minimal boundary for A. 
The name is justified since every boundary clearly contains M,,, and 
by the theorem, M,, is itself a boundary. In general, MO is not a closed 
set (unlike the Silov boundary). For instance, in the example following 
(6.3), MO is not closed. However, 
THEOREM 6.3. Under the hypothesis of the last theorem, M,, is 
a countable intersection of open sets. 
Consider now the condition on A: 
(6.4) M =X and X= M,. 
Clearly (6.4) holds if A = C(X), and X is metrizable. Thus, (6.4) is 
a necessary condition on A in order that A equal C(X), and (6.4) 
represents a strengthening of (6.3) which disposes of the example 
following (6.3). W e are thus led to the following question: 
Question. Is (6.4) sufficient for A = C(X)? 
For an important class of examples, to be discussed in Section 7, 
the answer is yes. However, in the general case, the question is open. 
The minimal boundary M,, has an interesting interpretation in the 
geometry of Banach spaces. Let A* be the dual Banach space of A, 
and let S* be the sphere 11 x* 11 = 1 in A*. Let S,* be the intersection 
of S* with the hyperplane (x* E A* 1 x*(l) = l}. 
To each x E X corresponds the element L, E S,* where Lx(f) = f(x), 
all f E A. Thus the map x + L, embeds X in S,*. Note that ST is 
convex. 
THEOREM 6.4. The extreme points of SC are precisely the points 
L, with x in M,,. 
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In Section 2 we proved the abstract Poisson representation formula, 
(2.3), where the integral is extended over X. By definition of the Silov 
boundary A4, our proof of (2.3) shows that (2.3) is valid even if we 
integrate only over aA. 
It now turns out that, for met&able X, we need to integrate only 
over M,,. 
THEOREM 6.5. Let m E M. Then there is a positive measureof total 
mass 1 p,,, on X which vantihes on X - M, with 
Definition 6.4. G(A) is the class of real continuous functions on X 
which are uniform limits of real parts of functions in A, i.e., U E K(A) 
if 3f,, EA with Ref,,+ U. 
Let now y E X, and assume U E &A) with U(y) > U(E) for all 
x # y. From (6.5) we obtain 
U(Y) = j, G> 4% 
since cry is a real measure. Thus 
I W(Y) - W91 dclv = 0. X 
Supposey C$ M,. Then U(y) - U(x) > 0, all x E M,,. Hence pV(M,,) = 0. 
But pV(X - M,) = 0 by Theorem 6.5. This is impossible, and so 
y E M,. We have proved the following: 
Corollary 1. If y E X, and if 3 U E &(A) with U(y) > U(x) for 
all x # y, then y E M,. 
If A is a Dirichlet algebra, K(A) contains all real continuous functions 
on X. Hence: 
Corollary 2. If A is a Dirichlet algebra on X, then M, = X. 
4 
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7. Polynomial Approximation in the Plane 
In Section 1 we introduced the algebra P(X) of functions which 
are uniform limits of polynomials on a compact set X in C”. Let now 
n = 1 so that X is a subset of the complex plane, and our polynomials 
are polynomials in one variable. The study of P(X) here was begun 
by Weierstrass who proved the following theorem: 
THEOREM 7.1. If I is a closed interval on the real axis, then P(I) = 
cm- 
If we replace the interval by an arbitrary Jordan arc in the plane, the 
problem is much harder, but again, we have: 
THEOREM 7.2. If T is a Jordan arc in the plane then P(T) = C(T). 
Let now X be an arbitrary compact plane set. What are necessary 
conditions in order that P(x) = C(X) ? Consider conditions: 
(7.1) X has no interior. 
(7.2) The complement of X is connected. 
Clearly an interior point of X fails to lie in the Silov boundary of 
P(x). Since (6.3) is necessary for P(X) = C(X), then (7.1) is necessary. 
Assume (7.2) fails. Then the complement of X possesses a bounded 
component Q. By the maximum principle of function-theory, Q is 
part of the hull of X (recall Definition 1.1). Hence h(X) # X, and so, 
C(X) # P(X) by Theorem 2.3. Thus (7.2) is necessary. 
THEOREM 7.3. Conditions (7.1) and (7.2) are suficient for (hence 
equivalent to): P(X) = C(X). 
We shall indicate a proof of this result. Assume P(x) # C(X). 
Then there exists a nonzero measure u with 
(7.3) I 
An da(h) = 0, n 2 0. 
x 
Now for 1 z 1 large enough, l/(1\ - z) has a power series expansion in h 
converging uniformly on X. From (7.3) follows: 
I 
da(h) - = 0, 
xX-2 
12 1 large. 
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But this integral is analytic in z outside X. Hence by condition (7.2) 
we get 
(7.4) I 
do(h) - = 0, 
xX-2 
all x outside X. 
We now need the following two Lemmas. 
Lemma 7.4. Let v denote any positive measure on X. Set 
dv(4 
w = I, 1 h - ‘J 1 ’ 
Then N(z) < 03 a.e. with respect to Lebesgue measure in the plane. 
Proof. Let Q be a square containing X. Then 
by Fubini’s theorem. Fix A, and use it as origin for polar coordinates. 
Then 
where R is a constant depending on Q but not on A. Hence J’$o N(z) 
dxdy _< 27rR Jx dv < 00. Hence N(z) < 03 a. e. for z in Q. If z # Q, 
I A - x 1 # 0 for h in X, so certainly N(z) < 00. 
Lemma 7.5. Let p be any measure on X. By Lemma 7.4, Jx dp(X)/(A - z) 
converges a.e. in the plane. If Jx dp(h)/(X - z) = 0 a.e. in the plane 
then p = 0. 
We give a formal argument which can be justified by repeated use 
of Fubini’s theorem. 
Proof. Let E be the boundary of a rectangle E. Then provided the 
various integrals exist, and the change in the order of integration is 
permitted, we have, 
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where xE is the characteristic function of the interior of E. Thus 0 = p 
[(interior of E) n x]. This can be carried out for enough rectangles to 
give p = 0. 
Proof of Theorem 7.3. Let o be as in (7.3). Since u +E 0, Lemma 7.5 
gives that 
F(z) = f,z 
is nonzero on a set of positive plane measure. But by (7.4), F E 0 
outside X. Hence F(z) # 0 for z in a subset of X having positive plane 
measure. Put 1 o 1 = total variation of u and 
By Lemma 7.4, N(s) < m a.e. in the plane. Hence we can find ho E X 
such that A+&,) < 00, F(h,) # 0. It follows that 1 u 1 ({,Q) = 0. 
Let now h be any polynomial. Then [h(X) - h(&)]/(X - &,) is again 
a polynomial, and so, 
s 
h’y 1 za) da(A) = 0, by (7.3). 
X 
Since N(h) < 00, this gives 
both integrals converging absolutely. If now g E P(X), g is a uniform 
limit on X of polynomials. Hence, 
(7.5) 
Our assumptions (7.1) and (7.2) assure that the hypotheses of 
Theorem 5.1 are satisfied, and so, by that theorem, P(X) is a Dirichlet 
algebra. Hence, by Corollary 2 of Theorem 6.5, M, = X. Thus, in 
particular, A, is a peak point, and so, we can find f in P(X) with 
f(h) = 1, 1 > I&)1, allsEX--)b. 
Apply (7.5) now to g = fk, k = 1, 2, . . . . Thus, 
(7.6) j 
f* do 
- = F(h). 
xh-b 
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Now f(h)* + 0 as k + a unless h = &,. Besides, o({&,}) = 0. Also 
If(h) 1 < 1 on X. Hence by Lebesgue’s convergence theorem, the left 
side tends to 0. Hence, F(h) = 0. This is a contradiction. 
Hence P(X) = C(X), as asserted. 
Problem (I) of Section 1 is solved for plane sets by the last theorem. 
If we keep hypothesis (7.2), but drop (7.1), problem (II) of Section 1 
is solved by the following theorem: 
THEOREM 7.4. Under assumption (7.2), P(X) consists of all functions 
in C(X) which are analytic at all interior points of X. 
It is clear that P(X) contains only functions analytic on the interior 
of S, and the point of the theorem is that P(X) contains all such functions. 
Closely related to the preceding is the question of approximation by 
rational functions. 
Definition 7.1. Let X be a compact plane set. R(X) is the class of 
functions uniformly approximable on X by rational functions whose poles 
lie outside X. 
R(X) is then a subalgebra‘of C(X). When the complement of X is 
disconnected, P(X) cannot equal R(X), and we ask: when is R(X) = 
C(X)? Note that if A = R(X), MA = X. 
Again (7.1) is a necessary condition. The following example shows 
that (7.1) does not assure R(X) = C(X). 
Example. Inside the unit disk, construct a sequence of mutually 
exterior closed disks {Di}F, and write yi for the boundary of Dim Assume 
(a) (1 z / 5 1) - UT (Di - yJ has no interior. 
@I FL(n) < 00, where L(yi) = length of yi. 
Then X = (I x 1 5 1) - UF (Di - ri) is a compact set without 
interior. We claim R(X) # C(X). Define a measure ~1 on X as follows: 
on 1 z 1 = 1, oriented positively with respect to its interior, p = dz; 
on each Yi, oriented positively with respect to its exterior, p = dz. 
On the rest of X, p = 0. Let now I be a rational function whose poles 
lie outside X. By Cauchy’s theorem, then, 
I /dp = s rdz + 3 j- rdz = 0. IsI- i=l Y‘ 
Hence p annihilates R(X), and so, R(X) # C(X). 
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In this example, the complement of X has infinitely many components. 
THEOREM 7.7. If the complement of X has jinitely many components, 
and (7.1) holds, then R(X) = C(X). 
THEOREM 7.8. If the plane Lebesgue measure of X is 0, then R(X) = 
C(x)* 
Proof. If R(X) # C(X), then there exists on X some nonzero measure 
p annihilating R(X). In particular, 
I dP(4 - = 0, xh-2 all 2 4 x. 
Hence, the integral is 0 a.e. By Lemma 7.5, then p s 0. This is a 
contradiction, whence R(X) = C(X). 
THEOREM 7.9. If the minimal boundary of R(X) is X, then R(X) = 
CC-9 
The proof we gave for Theorem 7.3 applies to give this result also. 
Theorem 7.9 gives a positive answer in this case to the question we 
asked earlier: Does M = X and X = M,, imply that A = C(X) ? 
8. Use of the Theory of Several Complex Variables 
The methods and guiding ideas we have met so far are taken from 
Functional Analysis and from the Theory of Functions of one complex 
variable. Yet to a large extent questions about subalgebras of C(X) 
are really questions concerning several complex variables. 
Definition 8.1. Let Ql be a commutative Banach algebra with unit. 
We say Q? is finitely generated if there exist elements a,, . . . . a, in a such 
that every x in 62 is a limit in norm of polynomials in the a,. The set (ai}; 
is called a set of generators for Ol. 
Let now X be a compact space, A a finitely generated subalgebra of 
C(X) with generators g,, . . . . g,. For each m E M = MA, put 
(8-l) @5(m) = (i?,(m), ---, L(m)) E 0. 
BANACH ALGEBRAS AND ANALYTIC FUNCTIONS 79 
Then @ is a continuous, l-1, hence, homeomorphic, map of M into c”. 
Let Y be the image of @. Y is thus a compact set in P. 
We claim h(Y) = Y, where h(Y) is given by Definition 1.1. For if 
x E h(Y), the map 
m, : %l, . . . . gn) - JW 
is well defined on elements in A which are expressible as polynomials 
in the gi, and moreover 
Hence m, extends to an element m of M, and so 
for some y in Y. Hence x = y, whence x E Y. 
Let P(Y) be defined as in Section 1. Recall that X is embedded in 
M, and so @ is defined on X. If F E l’(Y), the restriction to X of 
F(@) E A, and since the gi are a set of generators for A, each f in A 
can be written in the form F(@) for some F E P(Y). 
The map F + F(G) then is an isomorphism of P(Y) .onto A. 
Definition 8.2. A subset K of 0 is polynomially convex if K is 
compact and ;f for each x outside K we can find a polynomial Q so that 
(8.2) I QC4 I > ~zg I Q(r) I. 
Thus K is polynomially convex if and only if h(K) = K. For an 
arbitrary compact K, h(K) is clearly the smallest polynomially convex 
set containing K. From this comes the term “hull.” 
We can now summarize the preceding: 
TklEOREM 8.1. Let A be a finitely generated subakebra of C(X) with 
a set of n generators. Then there exists a compact set Y in Cn which is 
polynomially convex, and there exists a homeomorphism @ of M, onto Y 
such that the map F + F(@) carries P(Y) isomorphically on A. 
Whenever a question about arbitrary subalgebras of C(X) can be 
reduced to the case of finitely generated subalgebras, and this frequently 
happens, we are left with a problem about several complex variables. 
A basic theorem now is this: 
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THEOREM 8.2. Let K be a polynomially convex set in C”, and let F 
be a function analytic in a (not necessarily connected) neighborhood of K. 
Then the restriction of F to K lies in P(K). 
We write D for the polycylinder: 1 zi / < 1, i = 1, . . . . n in 0. 
Definition 8.3. A nonsingular analytic subvariety V of P is a 
closed subset V of D” such that in some neighborhood of each point of V 
we can de$ne V by equations: 
Zr+i = fi(Zl, z,, . . . . ZJ, i = 1, 2, . ..) n - r 
where the fi are analytic functions of I variables (if necessary after 
reordering the coordinates xi). Here T is a fixed integer with 0 < r < n. 
Note. (a) In some neighborhood of each point of V, I of the xi give 
local coordinates. 
(b) If (a,, . . . . a,) is a limit point of V in Cn which does not lie on V, 
then ( aj 1 = 1 for least one j. 
We state without proof the following fundamental theorem: 
THEOREM 8.3. If V is a nonsingular analytic subvariety of Dn, and 
;f q~ is a function defined and analytic on V (i.e., analytically expressible 
in the local coordinates at each point of V), then there exists some @ analytic 
in D” such that 
tDE cp on V. 
We shall deduce Theorem 8.2 from Theorem 8.3. 
Proof of Theorem 8.2. Let F be analytic in the neighborhood W 
of K. Let w1 be a neighborhood of K contained in W whose closure 
in W is compact. Let aWi be the boundary of w1. For each p in aWi 
there is some polynomial QD with 
1 Q,(p) 1 > 1 and ) Q&) 1 (r 1 for all x in K. 
Since alV is compact, we can find finitely many of these QD, say Q1, 
. . . . Q,,, such that 
(8.3 ) Each 1 Qi 1 -C 1 on K. 
‘(8.4) rn? 1 Q&) 1 2 1 for each x in a PP. 
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Let U be the neighborhood of K consisting of all points in W where 
all 1 Qi 1 < 1. Let r) be the map of U into LP* defined by: 
where R is a positive number such that 1 q/R 1 < 1 on U, 1 5 i _< n. 
The image T( 17) is then clearly a nonsingular analytic subvariety of 
D”+m and 77(K) is a compact subset of y(U). 
Since 17 is a l-l analytic map, F(q-l) is an analytic function on the 
variety 7(U). By Theorem 8.3, there then exists some @ analytic in 
D”+m with @ = F(q-1) on v(U). Now 0 can be expanded in LP+m in 
a power series in the variables yr, . . . . JJ~+~ which converges uniformly 
on each compact subset of Dn+m. A partial sum of this power series 
then provides a polynomial P with 
Hence 
I P(Y) - F(rl-l) (Y) I < 8 for Y in rl(K). 
Thus F can be uniformly approximated on K by polynomials in the zi, 
which was to be proved. 
Corollary 1. Let X be a compact space, and let A be a jkitely generated 
subalgebra of C(X). A ssume M = M, is the sum of two disjoint. closed 
subsets S and T. Then there is some e in A with e” = 0 on S, e” = 1 on T. 
Proof. By ‘Theorem 8.1, A is isomorphic to P(Y) for some Y in Cn 
with h(Y) = Y, under a homeomorphism of MA on Y. Let S1, T1 be 
the subsets of Y corresponding to S, T under the homeomorphism. 
Thus S, T1 are disjoint closed subsets of Y whose union if Y. Let 
W,, W, be disjoint neighborhoods of S, T1 in C”. Then W = W, u W, 
is a neighborhood of Y, and the function F, defined as 0 in W, and as 1 
in W,, is analytic in W. By Theorem 8.2, the restriction of F to Y lies 
in P(Y). The function in A which corresponds to F is then the desired 
element e. 
Corollary 2. Let A be a Jinitely generated subalgebra of C(X). Assuti 
X is connected. Then n/r, is connected. In parficular, if X is a connected 
compact set in Cn, then h(X) is also connected. 
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Proof. If MA is not connected, let S, T be complementary closed 
subsets of M,. By the preceding, then, we can find e in A, e” = 0 on 
S, e” = 1 on T. Thus e, on X, takes only the values 0 or 1. Since X is 
connected, either ;e = 0 or c = 1. Neither possibility is consistent 
with the properties of 2. Hence MA is connected. 
THEOREM 8.4. The hypothesis that A ti finitely generated may be 
dropped in the last two Corollaries. 
Theorem 8.2 admits a considerable generalization. 
THEOREM 8.5. Let $2 be any complex analytic variety (of arbitrary 
dime&an), R an algebra of analytic functions an LR, and K a compact 
set on 9. Assume 
(8.5) 
(8-6) 
The functions in R separate points on 8. 
At each point on Q a finite set of functions in R 
provides local coordinates. 
(8.7) 1 ER. 
w3) If x~sa-K,3f,inRwithIfi(x)i>~~~lf.(r)l. 
Then any function defined and analytic in some neighborhood af K 
on 12 may be unt~ormly approximated on K by functions in R. 
The proof of this result is very similar to the proof of Theorem 8.2, 
with functions in R playing the role taken before by polynomials, and 
Theorem 8.3 being used in the same way as before. 
As a further application of the theory of several complex variables 
we have the “local maximum modulus principle”: 
THEOREM 8.6. Let A be a subaZgebra of C(X), x0 a point in M, and 
f E A. Then, if there is a neighborhood U of x0 in M such that 
(8.9) I f&J I > I f(4 I9 all x in u - Cd, 
x0 must lie in the Silov boundary of A. 
We shall indicate a proof in the case that A is finitely generated. 
Let 4, . . . . d, be a set of generators for A and consider the map 
@ : m -b (t&(m), . . . . in(m), f(m)), m E M. 
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Thus @ maps M homeomorphically on a compact set K in cir+l, and 
K is polynomially convex. Put /3 = 0(x,,). Because of (8.9), then: 
(8.10) I &a+1 I > I z?z+, I 
for all 2 = (zr, . . . . z,,, ) lying on K with z # p and z within the ball 
S, of radius E and center j?, provided E is sufficiently small. Let Z denote 
the part of the set defined by: z,+r - j$,+, = 0 which lies within S,. 
Using an important result of the theory of functions of several complex 
variables, the so-called “solution of Cousin’s first problem,” we can 
then find a function F with the following properties: 
F is analytic in a neighborhood W of K except for poles on the set Z 
where, 
F= 
%I+1 
with v analytic in S,. Because of (8.10) a suitable translate F, of F is 
then analytic in some neighborhood of K, but everywhere on K so 
near to Fin value, that 1 F, 1 attains its maximum relative to K within S,. 
By Theorem 8.2 and the fact that K is polynomially convex, F, lies in 
P(K). Since 1 FE 1 attains its maximum on K within S,, and this holds 
for all small E, p must lie in the Silov boundary of P(K), and so, x,, lies 
in the Silov boundary of A, as claimed. 
9. Special Spaces 
We consider certain special compact spaces X in this section. 
THEOREM 9.1. If X is finite or countable, C(X) has no proper sub- 
algebras. 
Proof. Let A be a subalgebra of C(X), and fix f E A. Then f(X) is a 
compact finite or countable plane set. Hence by Theorem 7.3, poly- 
nomials are dense in all continuous functions on f(x). In particular, 
we can find polynomials (Pn} with 
P,(z) + P uniformly onf(X). 
Thus Pm(j) +f in C(X) and so f E A. Stone’s theorem hence applies 
to A, and so, A = C(X). 
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THEOREM 9.2. If X is a compact totally disconnected space, and 
A a subakebra of C(X), and if MA = X, then A = C(X). 
Proof. Let A,, A,, be distinct points of X. Because X is totally dis- 
connected, there are two disjoint closed subsets of X, Xi and X,, 
such that A, E Xi, ha E X,, and Xi u X, = X. By Theorem 8.4, and 
since MA = X, we can find 01 E A with 2 = 1 on X1, & E 0 on X,. 
Hence the real functions of A separate points of X. By Stone’s theorem, 
then, A = C(X). 
Let now I be the unit interval 0 5 x ( 1, on the real axis. It is not 
clear, a priori, that C(1) has any proper subalgebras whatever. Neither 
is the analogous assertion clear when I is replaced by the Cantor set K. 
THEOREM 9.3. There exist proper subalgebras of C(I) and of C(K). 
We indicate a proof: Let S be the Riemann sphere and E be a compact 
set on S lying in the finite plane and of planar measure > 0. Let A, 
be the class of functions continuous on S, analytic on S - E. By the 
maximum principle each f E A, attains its maximum on E. It follows 
that the restriction A of A, to E is a closed subalgebra of C(E). It may 
be shown that, because E has positive measure, A, separates points on 
S. Hence A satisfies (*) and (**), and is a proper subalgebra of C(E). 
We can now choose E homeomorphic to I or to K and of measure 
> 0, and so induce the desired subalgebras in C(l) or C(K). 
For the subalgebras A of C(E) just constructed each s E S induces 
a point in MA, and since A, separates points on S, S is embedded 
in MA. In fact: 
THEOREM 9.3’. MA = S. 
Conjecture. For E homeomorphic to I or K, A is a maximal sub- 
algebra of C(E). 
Since K is totally disconnected, Theorem 9.2 applies to K. We do 
not know whether the analogous result holds for I. 
Conjecture. If A is a subalgebra of C(I), and if MA = 1, then 
A = C(I). 
It can be shown that if A is a subalgebra of C(I) obtained as in the 
proof of Theorem 9.3, then each nonconstant f in A is such that its 
range f(1) contains an open disk in the plane. Thus A consists, except 
for constants, entirely of nasty functions. 
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In the next theorem, we consider a subalgebra of C(l) containing 
highly regular functions. 
THEOREM 9.4. Let A be a subalgebra of C(I) w&h contains function: 
1 , vl, . . . . ~JJ,, such that (1) the rqz~ together separate points on I; (2) each vi 
is analytic on I; (3) y; # 0 on I. Then A = C(l). 
It is likely that “analytic” can be replaced by “differentiable” in this 
theorem, but this remains to be proved. 
We next consider the unit circle F: 1 z j = 1. Here C(r) admits A, 
(of Definition 3.2) as subalgebra. A class of subalgebras of C(r), 
generalizing A,, is the following: 
Let F be a noncompact Riemann surface, D a region on F whose 
closure is compact and whose boundary is a simple closed analytic 
curve y. 
Definition 9.1. A(D) is the clam of functions continuous on y which 
admit extensions that are continuous on D v y and analytic on D. 
Each A(D) then is closed and proper, and it can be shown that it 
satisfies (*) and (**), and so is a proper subalgebra of C(r). Now y is 
homeomorphic to r by a map T,, and under this map, A(D) induces a 
subalgebra of C(r). P recisely, the induced algebra is 
{f E C(F) If(v) E Am. 
THEOREM 9.4’. The aZgebra induced by an A(D) in C(r) is a maximal 
subalgebra of C(r). 
It is also true that if D,, D, are regions which are not conformally 
equivalent, then the corresponding subalgebras of C(r) are not iso- 
morphic. 
The question now arises how the A(D) are related to the general 
subalgebra of C(r). 
THEOREM 9.5. Let A be, a proper subalgebra of C(r) such that A 
contains a set B, of functions anaZytic on r with the conditions, (1) B, 
separates points on r; and (2) If t E F, 3 gt E B,,, g; # 0 at t. 
Then there exists a region D on some Riemann surface with boundary 
a simple closed analytic curve y and with D v y compact, such that A can 
be imbedded in A(D) as a subalgebra A’ of A(D) by a homeomorphism 
T of r on y, i.e., if f E A, 3 F E A’ with f = F(T). 
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THEOREM 9.6. Let A and A’ be as in the last theorem. Then there 
exists a$nite set T of points on D u y and an integer n such that A’ contains 
evwy f in A(D) such that f is analytic on y and vanishes at each point of 
T to an order at least n. 
Thus A’ is “most” of A(D). The two theorems show that subalgebras 
of C(r) which contain enough functions analytic on r constitute a 
well-behaved and reasonable class. There are, however, many patho- 
logical examples of subalgebras of C(r), constructible by the method 
used to prove Theorem 9.3. A full classification of subalgebras of C(r) 
seems to be beyond hope. Further progress in these matters awaits 
the development of general methods which, unlike those used to prove 
Theorems 9.5 and 9.6, are not peculiar to the unit circle. 
Let F be a Riemann surface, and let R be the algebra of all functions 
analytic on F. Let X be a compact set on F, and let R’ be a subalgebra 
of R. Denote by R’(X) the class of functions on X which are uniform 
limits on X of functions in R’. 
In the special case: F = plane, R’ = polynomials in z, R’(X) coin- 
cides with P(X), as defined in Section 1. 
In the general case, let us assume 
(9-l) R’ separates points on F and I E R’. 
P-2) If p E F, 3 f,, E R’ whose differential # 0 at p. 
Then R’(X) is a subalgebra of C(X). 
Definition 9.2. 
h(X,R’) = {P EFI If(p) I I - If(x) I, dlf~R’)- 
.-EX 
Theorem 8.5 then immediately yields 
THEOREM 9.7. Assume R’ satisjks (9.1), (9.2), and (9.3). 
P-3) h(X, R’) = X. 
Let h be a function analytic in a neighborhood of X on F and write & 
for the restriction of h to X. Then h, E R’(X). 
In the case when F is the plane and R’ the polynomials in z, Theo- 
rem 7.6 gave a stronger conclusion than that just stated. We have the 
same stronger result in the general case. 
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THEOREM 9.8. Let F be a Riemann surface, X a compact set on F. 
Let R’ be an algebra of analytic functions on F such that (9.1), (9.2), and 
(9.3), hold. Then every k in C(X) w  tc is analytic at interior points of h’ h 
X belongs to R’(X). 
Condition (9.3) cannot be dropped in the statement of Theorem 9.7. 
For instance, let F be the plane, X the annulus: 1 5 1 x 1 5 2, and R’ 
the algebra of polynomials in z. Then, (9.1) and (9.2) hold; yet (9.3) 
is not true, and R’(X) fails to contain, for instance, the function l/z. 
In an interesting special case, however, (9.3) is superfluous: 
THEOREM 9.9. Let F be the open disk 1 z 1 < I, (1 < r), and X the 
closed disk: 1 x 1 _< 1. Let R’ be any algebra of analytic functions on F 
for which (9.1) and (9.2) hold. Then also (9.3) holds, and so R’(X) contains 
all functions analytic on X. 
The analogue of Theorem 9.9 for 2 complex variables is false, i.e., 
an algebra of functions analytic on a neighborhood 1 z 1 < Y, 1 w 1 < I 
(r > 1) of the bicylinder / x I _< 1, I w I _< 1, and which satisfies (9.1) 
and the analogue of (9.2) need not satisfy (9.3). 
10. Analytic Structure in Maximal Ideal Spaces 
Let X be a compact space, A a subalgebra of C(X) and M the 
maximat ideal space of A. Assume M - X is nonempty. 
We have noted that functions p in A^  behave on M - X like analytic 
functions. This suggests that M - X has some kind of “analytic” 
structure. The simplest situation would be if iM - X could be made 
into a complex-analytic variety such that each f is analytic on M - X. 
One instance of this given by 
THEOREM 10.1. Let X be a simple closed curve: 
zi = &t), i = 1, . .., n, 1 t 1 = 1 
in C”. Assume that each yi is analytic on the circle 1 t 1 = 1, and assume 
q;(t) # 0 on the circle. Then, ;f h(X) -# X, h(X) - X is a complex 
analytic aariety of one complex dimension. 
As we know, Jr(X) is the maximal ideal space M of the algebra P(X). 
Since polynomials and so uniform limits of polynomials are analytic 
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when restricted to analytic varieties in C”, each f here, for f E P(X), 
is analytic on M - X. 
Theorem 10.1 is a consequence of Theorems 9.5 and 9.6. 
In the general case, we cannot expect M - X to be an analytic 
variety, since we can manufacture examples of maximal ideal spaces 
by pasting together countably many or even uncountably many distinct 
analytic varieties. 
An example is the following: in the space of the variables (z, t) with 
z complex, t real, let X be the cylindrical surface consisting of all pairs 
(z, t) with: 1 z j = 1, 0 5 t < 1. Let A be the algebra of all functions f 
on X such that for each fixed t,, f(x, to) admits a continuous extension 
to the closed disk: t = t,,, 1 z 1 5 I, which is analytic for 1 z 1 < 1. 
Then, it is easy to see that M is the solid cylinder: 1 z 1 ( 1,O _( t 5 1, 
and each f is analytic when restricted to an open disk: t = t,, 1 z 1 < 1. 
This example leads us to ask whether in the general case, M - X 
can be split up into (perhaps infinitely many) pieces (like the above 
disks), and that these pieces have a reasonable analytic structure. We 
attempt to identify these pieces in the following manner: 
Definition 10.1. If m,, mz E M, say: 
ifsup If (ml> -f (mJ I < 2, w h ere the supremum is taken over all f in A 
with 11 f 1) = 1. In other words: m, N m2 if 11 ml - m2 11 < 2, the norm 
being computed in the dual space A* of A. 
THEOREM 10.2. The relation - is an equivalence relation in M. 
Definition 10.2. An equivalence class under N in M is a part of M. 
Thus, M decomposes into disjoint parts ; distinct parts are at a distance 
of 2 from each other in A*, whereas two points in a given part are at 
a distance of less than 2. 
It is clear that, in the topology induced in M by the norm topology 
of A*, parts are both open and closed. Of course, the norm topology 
of A* restricted to M is, in general, different from our usual topology 
on M. It is not known whether parts are always connected, (in either 
topology). The hope is that parts containing more than a single. point 
always admit some kind of analytic structure. It is, however, not yet 
clear what to expect in the general case. 
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In the example of the cylinder: 1 x 1 = 1, 0 < t 5 1 above, the 
following holds. Each open disk: t = t,, 1 x 1 < 1 is a single part, and 
each point (z, t) with 1 z 1 = 1 is a part. 
Another illuminating example is given by the algebra A of all func- 
tions continuous on the closed bicylinder X 1 a 1 < 1, 1 w  I 2 1, and 
analytic on the open bicylinder. Here M is the closed bicylinder (i.e., 
M=X).Th Sl b e i ov oundary aA, here, is the torus: I x I = 1, 1 w  I = 1. 
Each point on aA is a part. The whole interior: I z 1 < 1, 1 w  I < 1 
is one part. Finally each of the open disks: z = eie, I w  I < 1, and 
w  = e@, I x 1 < 1 is a part. Thus, here, M splits neatly into analytic 
varieties of complex dimensions 0, 1, 2, each of which is a part. 
In the case of Dirichlet algebras quite a bit can be said about the parts. 
THEOREM 10.3. If A is a Dirichlet algebra with maximal ideal space 
M and if m,, mz lie in the same part of M, then the representing measures 
Pm19 Pm, of m,, m2 are mutually absolutely continuous, and in fact, 
hn, = v%nz 
where # is bounded. 
THEOREM 10.4. If A is a Dirichlet algebra, and P is a part of M 
which contains more than one point, then there exists a map v of the open 
dish: I z / < 1 onto Psuch that (1) v is l-l; (2) y is continuous; (3)f”(q(z)) 
isanalyticin 121 < 1, allfEA. 
Thus, P has a certain analytic structure with respect to which the f 
are analytic functions. 
9 is not necessarily a homeomorphism if we use on P the topology 
induced by M. If, however, we use the norm topology of A* on M, 
then v is a homeomorphism. 
One would guess that not every part of M - X can reduce to a 
single point, but this remains to be proved. 
Recall the algebras A, introduced at the end of Section 5. A, is a 
subalgebra of C(T), where T is the torus: 0 5 (~3 5 2rr, 0 5 v 5 2?r, 
and A, is a Dirichlet algebra. Let M, be its maximal ideal space. 
Let m, be the functional on A, given by: 
Then, m,, is a point of M,, and (mo} is an example of a part which consists 
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of a single point and yet does not lie on the Silov boundary of the 
algebra. 
It would be instructive for the reader to compute the other parts of 
M, and to find explicitly the map y of Theorem 10.4 for these parts. 
The parts of the algebra A(S) where S is the set (b) of Section 5 are 
also interesting to consider. 
11. Bounded Analytic Functions 
Let Q be a region on some Riemann surface. 
Definition 11 .I. H” (9) is the class of bounded analytic functions on 9. 
Of course, H” (In) reduces to the constant functions for certain 9. 
Put 
llfll =pp, If(t) I! f E WQ). 
With this norm H” (Q) is a commutative Banach algebra with unit. 
Let M be its maximal ideal space. 
THEOREM 11.1. The map f +f is an isometric isomorphism taking 
H” (Q) on a subalgebra of C(M). 
Proof. The map is an isomorphism since f = 0 identically on M 
implies f(z) = 0, each z E Q, as the map m,: f + f(z) lies in M. Let A 
denote the image of the map f +fi 
To prove that A is a subalgebra of C(M) we need only check that A 
is closed, since (*) and (**) clearly hold. Let then fn + F uniformly 
on M. Then f*(z) + F(m,), uniformly for 2 in 9. Set f(x) = F(m,). 
Then f E H”, and f,, -+ f in norm. Hence for all m E M, 
F(m) = &-$(4 = /i,mm m(fJ = Nf 1 = fW 
Hence F E A, and so A is closed. Also the map is isometric, since 
If(m) I I Ilf IL allf, and Ilf II = sup= If@) I I supm I.h4 I. 
Note. If H” (Q) contains a nonconstant function, then A is a proper 
subalgebra of C(M), as is easily seen. 
Thus the algebra H” (A2) may be identified with a subalgebra of 
C(X) for a suitable compact space X. Since H”(Q) is not separable as 
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a Banach space for most Q, e.g., for 9 the open disk, X is not me&able, 
in general. 
Let Sz,, Qa be two plane regions. If Q1 and Qa are conformally equi- 
valent, then clearly H” (Sz,) and H” (Q,) are isomorphic as algebras. 
Is the converse true ? It is not, without some rectriction on 51,, Q2 as is 
seen by taking Q2, to be the open unit disk and QR, to be the punctured 
open disk, and observing that H”(Q,) and H” (Sz,) can be identified 
in this case. 
Definition 11.2. Q is an admissible region if, fw any boundary point b 
of Q, we can jkd a function in H” (Q) for which b is an unremovable 
singularity, 
THEOREM 11.2. L-et L$, Q, be admissibleplane regions. Assume H” (Q,) 
and H” (Q,) are isomorphic as algebras. Then 9, and 52, are conformally 
equivalent. 
Let, next, Sz, be the open disk: 1 z j < 1, and write H” for H” (In,), 
and M,, for the maximal ideal space of H”. The map z + m,, where 
mz(f) = f(z) as above, imbeds Sz, as a subset IV, of M,,. 
Conjecture. W, is dense in M,,. 
If this were true, the following interesting “classical” result would 
hold: Let fi, fi be two bounded analytic functions on 52,. Assume 
(11.1) Mm (If&) I, If&) I) 2 6 > 0 for d 2 in in,. 
Then there exist bounded analytic function a, b with 
(11.2) afi + bfi = 1 on Sz,. 
For if the conjecture were true, (11 .l) would mean that fi, fi have 
no common zero on M,,, and hence the ideal consisting of all elements 
ufi + vfi, u, v E H” 
would lie in no maximal ideal of H”, and, since H” is a commutative 
ring with unit, this ideal would have to contain 1, i.e., (11.2) would 
hold. Though the conjecture has so far defied all attempts at proof, 
quite a few properties of the algebra H” have been discovered. For 
references, see the Notes for this section. 
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In particular the following question arises: 
Question. If A is a subalgebra of C(X), must A be contained in a 
maximal subalgebra of C(X)? 
It has been answered in the negative: 
THEOREM 11.3. Let X0 be the Silov boundary of H”. Then the re- 
striction of (f/f E H”) to X,, is a subalgebra of C(X,,) which is contained 
in no maximal subaZgebra of C(X,). 
In addition we have, with W,,, M,,, X0, as above: 
THEOREM 11.4. There are points in the closure of W, in M,, which 
are not in W, and yet are not in X0. 
Finally, let us mention a class of algebras which is closely related to 
the class of algebras Ha (Q). This consists of the algebras A(Q) of all 
functions analytic on Sz. These algebras are obviously important, but 
they are not properly part of our present subject since they cannot be 
normed so as, to be Banach algebras. For suppose A(Q) were a Banach 
algebra under some norm 11 / I. If z is in .Q, let m, be the functional 
on A(Q) of evaluation at z. By (1.2) 
If@) I = I m,(f) I I Ilfll, dlf~A(QlR). 
Thus, each f in A(Q) is bounded on Q, which is not so. 
For exactly the same reason we have not considered in this article 
algebras C(X) consisting of all continuous functions on a noncompact 
space X. 
12. The Real Functions in A 
Let A be a subalgebra of C(X), X any compact space. Let r(A) denote 
the class of functions f in A for which the complex conjugate f also 
is in A. 
Clearly r(A) contains all real-valued functions in A, and if f E r(A), 
f = u + iT, where u, 7 are real-valued functions in A. Clearly also r(A) 
is a subring of A. 
Definition f  2.1. Let M = MA. If m,, m2 E M, then ml M m2 if 
&(ml) = &(ma), all x E r(A). 
Then, w  is evidently an equivalence relation in M. 
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THEOREM 12.1. Let f be continuous on M, and suppose that on each 
equivalence class under M, f coincides with some functions in a. Then 
f EA. 
This theorem reduces to Stone’s theorem, when r(A) = A. 
Let now K be an equivalence class under w. Denote by A, the 
restriction of the functions of A^ to K. Then AK is an algebra of con- 
tinuous functions on K. It can be shown that A, is closed under uniform 
convergence on K and has K as maximal ideal spaces. 
A, has then “fewer” real-valued functions than A did, and the passage 
from A to AK, suitably iterated, helps to reduce problems about arbi- 
trary subalgebras of C(X) to problems about “antisymmetric” such 
algebras, i.e., algebras B where T(B) consists only of constants. 
Notes 
Introduction. An account of the general theory of commutative 
Banach algebras is to be found in Gelfand, Raikov, and Silov [l]. This 
material is also treated in several books, e.g., Loomis [1, Chapt. Iv], 
Naimark [1], Rickart [l]. 
Section 1. The basic work on P(X) is Silou [I]. Various results on 
hulls and on the algebras P(X) are given in Section 8. See, especially, 
Theorem 8.2 and its corollaries. 
If X is a Jordan curve or a Jordan arc in C” allowing an analytic 
parametrization, h(X) and P(X) can be described. See Wermer [fl. 
For nonanalytic Jordan arcs, results are given in Helson-Quigley [2], 
Rudin [3], and Wermer [4]. For sets X in C” having circular symmetry, 
see de Leeuw [1, 21. 
Section 2. The result of Stone (often called the “Stone-Weierstrass 
theorem”) is proved in Loomis [1, $41. An equivalent form of this 
theorem, which we will use, is that a closed subalgebra of C(X) satis- 
fying (*) and (**) and closed under complex conjugation, i.e., such 
that whenever f lies in it, then so does f, coincides with all of C(X). 
For proofs of Theorems G,, and G,, see Loomis [l, $ 19, $231. In 
Theorem G,, uniqueness of a topology is asserted. This is a special 
case of the following elementary theorem: Let T be a set and F a family 
of complex-valued functions on T which separates points on T. If 7r 
and ra are two topologies on T such that each f E F is continuous in 
both topologies, and T is a compact Hausdorff space in both topologies, 
then 71 = ~a. 
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Theorem 2.3 is proved in Loomis [l, 3 191. Theorem 2.5 is given in 
Arens-Singer [l], and was also found by John Holladay in his Yale 
thesis (1953). The proof we gave here is due to Kadison. 
In the proof we used the following basic theorem: 
Riesz Representation Theorem. If L is a bounded linear functional on 
the Banach space C(X), then there exists a unique (in general, complex- 
valued) Baire measure p on X with 
L(f) = /,r * dp, allf E C(X). 
If L is a positive functional, i.e., L(f) 2 0 whenever f(x) 2 0 on X, 
then p > 0. 
This theorem is proved in Dunford-Schwartz [l, Chapt. IV, 6 61. 
A related result which we shall use is the Closure Theorem. 
Closure Theorem. If B is a linear subspace of C(X), and g an element 
of C(X), then g lies in the closure of B if and only if for every bounded 
linear functional L on C(X): L(jJ = 0, all f E B, implies L(g) = 0. 
In particular, B is dense in C(X) ;f and only if: L(f) = 0, all f E B, 
implies L = 0. 
This result is a direct consequence of the Hahn-Banach theorem. 
Section 3. Theorem 3.1 is proved in Wermer [I] by function- 
theoretic methods. The present proof was given in Hoffman-Singer [I]. 
Results similar to Theorem 3.2 are proved in Helson-Quigley [l] and 
Bear [2]. For a comprehensive studyof maximal subalgebras,seeHoffman- 
Singer [3]. Examples of maximal subalgebras are given in Bishop [l], 
Hoffman-Singer [I, 31, Rudin [3], and Wermer [3]. General results on 
maximal subalgebras and related matters are also to be found in Bear 
[I, 2, 31, Civin [l], Rudin [l, 21, Rossi [l], and Quigley [l]. An 
elementary proof of Theorem 3.1 is given in Cohen [I]. 
Sections 4 and 5. Dirichlet algebras are so named and studied by 
Gleason [l]. A very similar notion is introduced by Bochner [l]. 
Theorem 4.1 is given in Arens and Singer [l] in a more general context. 
Theorem 5.1 is due to Walsh, who proved it as an approximation 
property of harmonic polynomials. See Walsh [l]. The other examples 
given in Section 5 are studied in Arens-Singer [2], Arens [3], Hoffman [l], 
and Helson-Lowdenslager [l]. These authors are motivated by the 
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following circumstance: the classical space A, (of Definition 3.2) can 
be described in terms of Fourier analysis on the circle, by saying that 
flies in A, if and only if all Fourier coefficients off with negative indices 
are zero. The interior of the disk is thus not necessary in the definition 
of A,. One then can generalize A, to groups other than the circle by 
the use of abstract harmonic analysis, and see which of the properties 
of A, remain valid in this more general context. Theorems 4.2*, 4.3*, 
and 4.5*, as well as other results, were proved in this spirit by Helson 
and Lowdenslager [I] for the case of algebras A(S) on the torus (as 
defined in Definition 5.1), with S satisfying (5.2) and such that, also, 
(n, m) E S and (- n, - m) E S implies (n, m) = (0,O). Theorem 4.4* 
was later proved by these authors. They point out that their results 
are valid also when the torus is replaced by an arbitrary compact abelian 
group with linearly ordered dual group. 
In [I], Bochner remarked that the results of Helson and Lowdenslager 
hold for an axiomatically defined context which is very close to that of 
Dirichlet algebras, and it is, in fact, true that their proofs apply to the 
general Dirichlet algebra to prove the assertions we have stated in 
Section 4. 
Arens and Singer [2], and Hoffman [l], have extended other properties 
of A, to the group-theoretic context. Since many of their results do not 
extend to general Dirichlet algebras, we merely refer the reader to their 
papers, instead of stating their results here. In the above mentioned 
papers may be found references to earlier work in this area. 
Theorem 5.2 is a special case of the main result of Hoffman-Singer [I]. 
For the classical theory of HP-spaces on the unit disk, see Zygmund [l, 
Vol. 1, Chapt. VII, $71. Theorems 4.2 and 4.3 are due to SzegB [I], 
and Theorems 4.4 and 4.5 are due to Beurling [I]. Beurling (unpub- 
lished) and Rudin [4] found all the closed ideals of the algebra A,. 
Theorem 4.4 has a bearing on the ideals of A,, since closed subspacesofH2 
invariant under multiplication by z are then also invariant under multi- 
plication by any f in A, and thus play the roles of “closed ideals” for Hz. 
Section 6. For a proof of Theorem 6.1 see Gelfand, Raikov, and 
Silov [l, 5 241 and Loomis [l, $24, E]. When D is a domain in the 
space C”, and A the algebra of all continuous functions defined on the 
boundary of D which admit analytic continuation to D, then aA often 
is a proper subset of the boundary of D. This situation has been studied 
intensively by S. Bergman. See, e.g., Bergman [l]. See also Lowden- 
slager [I]. 
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The example preceding Definition 6.2 is a modification by K. Hoffman 
of an example due to J. L. Kelley. Theorems 6.2, 6.3, and 6.5, and the 
corollaries to Theorem 6.5, are due to E. Bishop, and given in Bishop [3]. 
Theorem 6.4 is essentially contained in Bishop-de Leeuw [l]. 
Section 7. As background to Section 7, see Mergelyan [l]. This 
paper is an extensive report on uniform approximation in the plane, 
and has a historical discussion as well as proofs of Theorems 7.3, 7.6, 
and 7.7, and gives the Example following Definition 7.1. 
Theorem 7.2 is the earliest generalization of Weierstrass’ Theorem 7.1 
and is due to Walsh [2]. Theorem 7.3 was originally proved by 
Lavrentieff [I]. 
Theorem 7.6 is due to Mergelyan. It clearly contains Theorems 7.1, 
7.2, and 7.3, as special cases. See also’ Bishop [4]. 
The proof we have given of Theorem 7.3 is due to E. Bishop, and 
based on Bishop [3]. Our proof of Lemma 7.5 follows a lecture of 
Beurling. 
Theorem 7.9 also is given in Bishop [3]. Theorem 7.8 is due to Hartogs 
and Rosenthal (cf. Mergelyan [I]). The problem of finding a necessary 
and sufficient condition of a geometric nature in order that R(X) = C(X) 
appears not to be completely solved as yet. 
Of course, the questions discussed in this section form only a small 
part of the classical theory of uniform approximation in the plane. For 
the general theory, see Walsh [2]. 
Section 8. Theorem 8.3 is one of the fruits of the general theory of 
coherent analytic sheaves which is developed in Cartan [I]. The theorem 
is given in 5 XX of these Seminar reports, and the road to it is long and 
hard. However, it is a beautiful and powerful result and, as we have 
seen, Theorem 8.2 is an easy consequence of it. The proof we have 
given for Theorem 8.2 is contained in 9 IX of Cartan [l], where in 
fact the more general Theorem 8.5 is proved. 
Another proof of Theorem 8.2 can be based on A. Weil’s extension 
of the Cauchy integral formula to n dimensions. For this see Silov [l]. 
Theorem 8.4 is due to Silov [l]. Silov there proves, more generally: 
Let aC be a commutative Banach algebra with unit having M as 
maximal ideal space. Then, if M is the sum of the disjoint closed sets 
Ml and M,, there is some F in a with P = 0 on Ml, P = 1 on M,. 
A related result is the following, proved by Arens-Calderon [l] (see 
also Waelbroeck Cl]): 
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Let UZ, M be as above. Let a,, . . . . a, be elements of a. Put 
K = {(cqm), . . . a,(m)) 1 m E M). 
Thus, K is a compact subset of Cs (in general, not polynomially convex). 
Let F be a function analytic in a neighborhood of K. Then 3 a E (II with 
d(m) = F(iJm), . . . . B,(m)), ail m E hf. 
Theorem 8.6 is due to H. Rossi [2], in fact, in a stronger form than 
we have stated. The solution of Cousin’s first problem is due to K. Oka[l]. 
See also Car-tan [ 1, $ XX]. 
Set&on 9. Theorem 9.1 is proved in Rudin [6]. Theorem 9.2 is due 
to Silov [I, 5 51. Theorem 9.3 is due to Wermer [4] for I and to Rudin 
[3] for K. 
Theorem 9.3’ is due to Arens [I], who uses a modification of a method 
used by Hoffman-Singer [2] to prove a somewhat weaker version of 
Theorem 9.3’. In [2], Arens generalizes his work in [I] to Riemann 
surfaces. Theorem 9.4 is given in Wermer [7j as Theorem 1.3 (in 
slightly different wording). Theorem 9.4’ is proved by Wermer [3], 
and a different proof is given by Royden [2]. 
Theorems 9.5 and 9.6 are proved in Wermer’s papers [5, 6, 7, and 
lo]. Theorem 9.5 appears in [lo] as Lemma 1. Theorem 9.6 is an easy 
consequence of Theorem 1.2 of [6]. 
Theorem 9.8 is due to Bishop [2], and his proof is direct and inde- 
pendent of Theorem 8.5. The theorem is a consequence of more general 
results proved by Bishop [2]. 
Theorem 9.9 is given in Wermer [6], Appendix, with somewhat 
stronger hypothesis. The remark after Theorem 9.9 is proved by 
Wermer [8]. 
Section 10. Theorem 10.1 is given in Wermer [7J. Definitions 10.1 
and 10.2 are due to Gleason [l], as are Theorems 10.2 and 10.3. Theo- 
rem 10.4 is due to Wermer [9]. Stolzenberg [l] gives an example 
of a compact set S in C2 with h(S) # S such that h(S) - S contains 
no analytic variety whatever. 
Section 11. Theorem 11.2 was first proved by Chevalley and 
Kakutani (unpublished), in 1942. For a proof, see Kakutani [I] and 
Rudin [5j. 
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For partial .results on the conjecture stated after Theorem 11.2 see 
Carleson [I] and Newman [l]. Theorem 11.3 is due to Hoffman-Singer [3], 
as is Theorem 11.4 and other results on H”. See also Schark [l]. 
Section 12. The content of this section is due to Silov [2, 31. See 
also Gelfand [l] and Hoffman-Singer [2]. 
Mimeographed lecture notes entitled “HP Spaces” by Kenneth 
Hoffman, M. I.T., Spring 1961, have just appeared. They will be publis- 
hed as a book by Prentice-Hall during 1962. They are highly relevant 
to the present article and give proofs of many of the results we have stated. 
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