Absfracl-In this paper, first we discuss acceleration of classification by reducing support vectors. Then, we discuss mullidass least squares SVMs (LS-SVMs) that resolve unclassifiable regions for multiclass problems: fuzzy one-against-all LS-SVMs, fuzzy pairwise LS-SVMs, and all-at-once LS-SVMs. Next, we compare the three types of LS-SVMs from the standpoint of training difficulty and show that the fuzzy one-against-all LS-SVM and the all-at-once LS-SVM have similar decision boundaries when classification problems are linearly separable in the feature space. Finally, we evaluate three types of multiclass LS-SVMs for some benchmark data sets and show that classification performance of fuzzy one-against-all and one-against-all LS-SVMs are almost the same hut inferior to that of fuzzy pairwise LS-SVMs.
I. INTRODUCTION
In a least squares support vector machine (LS-SVM) [l] , inequality constraints in an SVM [2] are replaced with equality constraints. Thus training of an LS-SVM results in solving a set of simultaneous linear equations, instead of a quadratic programming problem. Hence, although it is easier to handle the problem, the sparsity of a solution is lost. To avoid this, in [3] , [4], training data associated with small absolute values of dual variables are pruned by repetitive training. In [51, a greedy algorithm is proposed, in which starting with only a bias term, the training pattern that minimizes the objective function is selected until some convergence test is satisfied. In [6, pp. 544-5451, a simple method for calculating pre-images is discussed for the dot-product-based kernels if the pre-image exists. If this is applicable, we can replace the weight vector in the feature space with the mapping of the input vector, which results in a considerable speedup in classification.
Since LS-SVMs are formulated for two-class problems, an extension to multiclass problems is not unique. But the same techniques that are developed for multiclass SVMs can be used: I ) one-against-all SVMs [2] where one class is separated from the remaining classes, 2) pairwise SVMs [7] . where any one class is separated from any other class,
3) error-correcting-output code (ECOC) SVMs [SI, [9] , where error correcting codes are used for improving the generalization ability, and 4) all-at-once SVMs [2] , where all the decision functions are determined at once.
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In the original formulations of one-against-all and pairwise SVMs, unclassifiable regions, where more than one decision function give the maximum value, exist. To solve this problem, for one-against-all SVMs continuous decision functions are For all-at-once SVMs, there is no unclassifiable region but since we need to determine all the decision functions at once, a computational cost is large [19] .
In this paper, we discuss the possibility of reducing the number of support vectors and clarify classification performance of fuzzy one-against-all, fuzzy pairwise, and all-at-once LSSVMs.
Contrary to the expectation by [6, pp. 544-5451. we show that the existence of pre-images is restricted even for a dotproduct-based kernel, if the input space is mapped into a higher dimensional feature space.
We compare fuzzy one-against-all, fuzzy pairwise, and allat-once LS-SVMs from the standpoint of training difficulty. In a fuzzy one-against-all LS-SVM, a datum is classified into the class with the maximum value of the decision functions. This is the constraint imposed by the all-at-once LS-SVM. Thus the decision boundaries of both types of LS-SVMs are similar when the problem is linearly separable in the feature space.
By computer simulations, we confirm that this holds for the benchmark data sets. This paper is organized as follows. In Section 11, we describe the architecture of the two-class LS-SVM and we investigate the possibility of reducing the number of support vectors. Then in Section 111, we discuss LS-SVMs that resolve unclassifiable regions in multiclass problems. Finally, in Section IV we show performance comparison of three types of LS-SVMs using some benchmark data sets.
TWO-CLASS LS-SVMs

A. Architecture
In this section, we describe an LS-SVM for a two-class problem. Let m-dimensional training data be x, (i = 1, ..., Ad)
and their class labels be y;. where yi = 1 and yi = -1 for Classes I and 2, respectively. We consider the linear decision function in the feature space as follows:
(1)
where g(x) is a mapping function that maps x into the Idimensional space, w is an I-dimensional vector, and b is a scalar.
Assuming that the training data are not linearly separable, they satisfy
where E; are slack variables.
The optimal separating hyperplane is determined so that the maximization of the margin, i.e., the minimum distance from the separating hyperplane to the training data in the feature space, and the minimization of the training error are achieved. Namely, minimize
One of the characteristic of the SVM is that it uses the technique called kernel trick. In (7), defining
where K(x,x') is a kernel function, we can avoid treating variables in the feature space. In the following study, we use the kernel functions as follows:
. linear kernels: K(x,x') = xtx', . polynomial kernels:
where 7 a positive integer.
is a positive parameter.
E. Reducing the Number of Suppon Vectors
If z that satisfies g(z) = w exists, we can evaluate the decision function by D ( x ) = K(x, z) + b, which will result in a considerable speedup in classification.
In [6, pp. 544-5451 , a simple method for calculating the pre-image is proposed if the pre-image exists and K(x, x') = f(xtx'), where j ( . ) is some scalar function. Let {e,, . . . , e m } be the basis vectors of the input space, where the ith element of e, is 1 and others, 0. Then A< subject to the constraints (Z), where C is a parameter that determines the tradeoff between the maximum margin and the K(z,e,) = f(z3) = wtg(e3) = Ca,y,z,,,
where zij is the jth element of xi. For the polynomial kernel, minimum classification error.
Lagrange multipliers as follows:
To derive the dual problem of@) and (3). we introduce the 
: ' w = Caiyig(xi), z a i y i = 0, a i = C<i.
... In a matrix form, (2) and (5) are expressed by
The above set of simultaneous equations is solved only when
For the polynomial kernel with degree 2 with a one-
is (6) (13) is satisfied.
where 0, Y and 1 are, respectively Therefore, the following equations must be satisfied:
which is, in general, unsolvable. In general, a set of 1 equations must be satisfied for m variables. Thus, if 1 f m, the inverse does not exist. This is discouraging since the inverse exists only for linear kernels. But at least for linear kernels, we should use this fact.
MULTICLASS LS-SVMS
In this section we discuss fuzzy one-against-all, fuzzy pairwise, and all-at-once LS-SVMs for n-class problems.
A. Fuuy One-against-all U -S V M s
For a one-against-all SVM, we determine n decision functions that separate one class from the remaining classes. Let the ith decision function, with the maximum margin, that separates class i from the remaining classes be
The hyperplane Di(x) = 0 forms the optimal separating hyperplane and if the classification problem is separable, the training data belonging to class i satisfy Di(x) 2 1 and those belonging to the remaining classes satisfy Di(x) 5 -1. is satisfied for one i, x is classified into class i. Since only the sign of the decision function is used, the decision is discrete.
If (21) is satisfied for plural i's, or there is no i that satisfies (21), x is unclassifiable.
To avoid this, instead of the discrete decision functions, continuous decision functions are proposed for classification. j=l, ..., "
The datum x is classified into the class a r g , max mi(x).
We can prove that one-against-all SVMs with continuous decision functions and one-against-all fuzzy SVMs with minimum or average operators are equivalent in that they give the same classification result for an input.
B. Fuuy Pairwise LS-SVMs
In pairwise classification we require a binary classifier for each possible pair of classes and the number of the total pairs is n(n -1)/2 for an n-class problem. The decision function for the pair of classes i and j is given by 
where D i j ( x ) = -Dji(x). Then for the datum x we calculate To avoid this, similar to fuzzy one-against-all LS-SVMs, we introduce the fuzzy membership function. First, we define the one-dimensional membership function m i j ( x ) in the direction orthogonal to the optimal separating hyperplane Dij(x) as follows:
for Dij(x) 2 1, 
j=l,j#i
Using either (32) or (33) . the data x is classified into the class arg max m ; ( x ) . 
C. All-at-Once Ls-SVMs determine the decision function D,(x) by
In an all-at-once LS-SVM, for x belonging to class i, we
D;(x) > Dj(x)
for j # i, j = 1,. . . ,n.
(35)
In this formulation we need to determine the n decision functions at once [2, pp. 4374401 which results in solving a problem with larger number of variables than the above mentioned methods.
For the all-at-once LS-SVM, we minimize D. Training Diflculty Table I summarizes the characteristics of the three types of LS-SVMs from the number of decision functions to be determined for n-class problems and the number of variables solved simultaneously for the M training data. In the table, M i is the number of training data belonging to class i. For large n, the number of decision functions for a pairwise LS-SVM becomes large compared to the other two. But since the number of data trained at a time is the smallest. the training cost is usually the smallest. 
(38)
Taking the partial derivatives of (38) with respect to wj, b j ? aij, and E ; j . respectively and equating them to zero, we obtain the optimal conditions as follows:
SVM separates training data in the feature space. This means that training data are separated correctly 100% by the LS-SVM.
Consider a one-dimensional three-class classification problem, where Class I is in (-CO, a ) , Class 2 in (a, b), and Class 3 in (b, 00). We use linear kernels.
Since Class I is not separated from Classes 2 and 3 by a linear decision function, the problem is not separable by one-against-all formulation. But by pairwise formulation, by setting
where b z c > a, the problem is separable.
By all-at-once formulation, the problem is also separable by
(wyi -wj)tg(xi) + by, -bj -1 + &j = 0, Therefore, the separation power of one-against-all formulation is lower than pairwise or all-at-once formulation. Now compare one-against-all and all-at-once SVMs when a problem is separable by a one-against-all SVM. In a oneagainst-all SVM, the decision function for class i is determined so that D,(x) > 1 for x belonging to class i and D,(x) < -1, otherwise. But by classification using continuous decision functions or fuzzy membership functions, if Di(x) > Dj(x) for j # i , j = 1 , . . . ,n, (46) x is classified into class i. Equation (46) 
Similar to a two-class problem, substituting (39) and ( The decision function is given by
Now compare the pairwise and all-at-once LS-SVMs. Separation of a smaller number of data is easier than that by a larger number of data. In addition for n 2 4, the pairwise LS-SVM has larger number of decision functions. Thus, training data are more separable by pairwise LS-SVMs than by oneagainst-all LS-SVMs.
IV. PERFORMANCE EVALUATION
A. Condition of Experiments
Using the iris data [ZO] , the numeral data for license plate recognition [21] , the thyroid data [22] , and the blood cell data [231 listed in Table 11 , we compared the performance of the fuzzy one-against-all LS-SVM, the fuzzy pairwise LS-SVM with minimum and average operators, and the all-at-once LS-SVM. We used the linear, polynomial, and RBF kernels. For a fixed kernel, we determine the optimum value of C by 5-fold cross validation for the values of C from IO to 100000. The simulations were done on an AthlonMP 2GHz PC. Table 111 shows the recognition performance of the fuzzy one-against-all LS-SVM, the fuzzy pairwise LS-SVMs with minimum and average operators, and all-at-once LS-SVM for the values of C optimized by 5-fold cross validation. The highest recognition rates of the test data are shown in boldfaces. We could not get the results of the all-at-once LS-SVM for the blood cell data due to memory overflow. In the following, the recognition rate means that of the test data.
B. CIassifcafion Performance
For all the data sets, the fuzzy pairwise LS-SVMs performed best. There is no much difference between the recognition rates by the minimum and average operators, but the minimum operator was stabler; for the ins data and the blood cell data the recognition rates by the average operator with linear kernels were much lower.
Except for the iris data with linear kernels, the recognition rates of the test data for the one-against-all and all-at-once LS-SVMs are almost the same. This verifies our theoretical analysis. Table IV shows the training time of the one-against-all, pairwise, and all-at-once LS-SVMs for the polynomial kernels with degree 2. In training the LS-SVM, we used the Cholesky factorization to solve the set of linear equations. For all the cases training of the pairwise LS-SVM was the fastest and the all-at-once LS-SVM was the slowest.' For the blood cell 'For conventional SVMs, this fact was shown in [IY] . data we could not train the all-at-once LS-SVM because of the memory overflow. Therefore, as indicated in [I] , we need to use iterative methods for speedup and efficient memory use. Table 111 . The conventional and proposed methods mean that the weights are calculated for each datum and the weights are calculated once before classification, respectively. Except for the iris data set, which is very small, speed-up by the proposed method is evident. 
C. Training Speed
E. Discussions
Theoretical analysis and computer experiments indicate that it is sufficient to use one-against-all LS-SVMs instead of allat-once LS-SVMs from the standpoint of similar classification performance and a lower computation cost.
The theoretical analysis on LS-SVMs also hold for the conventional SVMs. Namely, one-against-all SVMs and all-atonce SVMs have similar decision boundaries when problems are separated by one-against-all SVMs, and pairwise SVMs are more easily trained than one-against-all and all-at-once SVMs.
V. CONCLUSIONS
In this paper, first we discussed acceleration of classification by reducing support vectors. Then, we discussed fuzzy oneagainst-all LS-SVMs, fuzzy pairwise LS-SVMs, and all-atonce LS-SVMs for multiclass problems, and show that the decision boundaries of one-against-all and all-at-once LSSVMs are similar when the problems are separable by the oneagainst-all LS-SVM. According to the computer experiments using several benchmark data sets, classification performance of one-against-all and all-at-once LS-SVMs were shown to be quite similar and the pairwise LS-SVMs performed best from the standpoint of generalization ability and training time. 
