We show that, conversely, for any µ ∈ (Z n ) + with µ ≥ ν, there exists a lattice M in N such that µ = µ(M). We also give variants of this existence theorem for symplectic F -isocrystals, and for periodic lattice chains.
By an isocrystal we mean a pair (N, F ), consisting of a finite-dimensional vector space N over the fraction field L of the ring W (F p ) of Witt vectors of F p and a Frobenius-linear bijective endomorphism F of N . Isocrystals form a category in an obvious way. By Dieudonné, isocrystals are classified up to isomorphism by their Newton slope sequence. More precisely, let
Then we obtain an injective map (the Newton map)
Its image is characterized by the following integrality condition. Let us write ν ∈ (Q n ) + in the form
. . , ν(r) mr ), where ν(1) > ν(2) > . . . > ν(r).
Then the integrality condition states that m i ν(i) ∈ Z, ∀i = 1, . . . r. Let now (N, F ) be an isocrystal of dimension n. Let M be a W (F p )-lattice in N . Then the relative position of M and F M is measured by the Hodge slope sequence µ = µ(M ) = inv(M, F M ) ∈ (Z n ) + . Here (Z n ) + = Z n ∩ (Q n ) + , and (µ 1 , . . . , µ n ) ∈ (Z n ) + equals µ(M ) iff there exists a where the partial order relation on (Q n ) + is the usual dominance order, comp. section 1.
One result in this paper is a converse to this statement. This is the content of Theorem 4.11 below which also gives the corresponding statement for the group of symplectic similitudes. As a matter of fact, one can formulate a corresponding statement for any quasi-split group over a p-adic field F which splits over an unramified extension of F ( [R] , section 4), and we conjecture that Theorem A is true in this generality. Much of our argument in section 4 below is formulated in the context of a split group with simply connected derived group, but we have not carried out the proof in this generality. Also note that if ν(N, F ) ∈ (Z n ) + , the general case of a split group was handled in [R] as an application of the positivity property of the Satake isomorphism. This positivity property also plays a crucial role in our proof of Theorem A. We also note that when ν(N, F ) is of the form ν(N, F ) = (ν, . . . , ν), one can write down explicitly a lattice M as in Theorem A, and similarly in the more general case when µ is decomposable with respect to ν(N, F ) (i.e., the Hodge polygon passes through all break points of the Newton polygon). The general case is reduced to this decomposable case, but then it does not seem so easy to produce explicitly a lattice M with the required properties.
Theorem A may be considered as a statement on generalized affine DeligneLusztig varieties. LetĪ ⊂ Z/nZ be a non-empty subset and let M • be a periodic lattice chain of typeĪ. Then the relative position of M • and F M • is an element µ(M • ) ∈WĪ \W /WĪ. HereW = Z n S n is the extended affine Weyl group of GL n andWĪ is the parabolic subgroup ofW corresponding toĪ. The generalized affine Deligne-Lusztig variety of typeĪ corresponding to w ∈WĪ \W /WĪ is the set of all periodic lattice chains M • of typeĪ with µ(M • ) = w (comp. [R] , section 4). It seems a difficult question to determine for which w this set is non-empty. Theorem A gives an answer to this question in caseĪ = {0}, in which case a periodic lattice chain of typeĪ is simply a lattice andWĪ \W /WĪ can be identified with (Z n ) + . The question raised above becomes more tractable in case we form a certain finite union of Deligne-Lusztig varieties. Let µ ∈ (Z n ) + be a minuscule element (i.e. µ 1 − µ n ≤ 1) and consider Z n as a subgroup ofW . Let µ-permissible subset ofWĪ \W /WĪ. Let X(µ, F )Ī be the union of the generalized Deligne-Lusztig varieties of typeĪ corresponding to elements in AdmĪ (µ). Our second main result in this paper is the following theorem.
Theorem B.
Let µ = ω r = (1 r , 0 n−r ) for some 0 ≤ r ≤ n.
(i) For any non-empty subsetĪ ⊂ Z/nZ,
X(µ, F )Ī = ∅ if and only if µ ≥ ν(N, F )
(ii) For any non-empty subsetsĪ andJ of Z/nZ withJ ⊂Ī the forgetful map
This is the content of Proposition 1.1, which concerns the group GL n . Proposition 2.1 is the analogous statement for the group GSp 2n , i.e. for isocrystals with a symplectic structure. We note that forĪ = {0}, the statement (i) in Theorem B reduces to the corresponding assertion in Theorem A, which in this case has a simple proof. In section 3 we formulate the general problem. Section 4 is devoted to the proof of Theorem A, for GL n and GSp 2n . In section 5 we treat the groups R F /F GL n and R F /F GSp 2n (restriction of scalars from a finite unramified extension). If we had proved Theorem A for all unramified reductive groups, this section could be eliminated. In section 6 we prove an auxiliary result which is then used in section 7 to extend Theorem B to the groups R F /F GL n and R F /F GSp 2n .
In the body of the paper we deal with the more general case when Q p is replaced by a finite extension of Q p and L by the completion of its maximal unramified extension (F -isocrystals).
Our motivation for the results proved in this paper comes from the fact that they make it possible to reformulate in many cases the conjecture in [LR] on the reduction of Shimura varieties. Whereas in loc.cit. the concept of admissible morphisms of Galois gerbs was defined using the Bruhat-Tits building, it is possible to replace that condition by imposing on the corresponding element b ∈ B(G) that it lie in the subset B (G, µ) . Here B(G, µ) is the finite subset of B(G) defined by the group-theoretic version of Mazur's theorem [K II], [RR] . The possibility of such a reformulation is implicitly behind the considerations in section 6 of [K II].
When we presented these results at the Raynaud conference in Paris, Fontaine pointed out to us that Theorem A was known to him earlier in a different guise (in the case of GL n ). Namely, he had established the existence of a weakly admissible filtration of type µ on the isocrystal N , provided that µ ≥ ν(N, F ). From this the existence of the lattice M follows by appealing to the theorem of Laffaille.
M. R. wishes to thank the department of mathematics of the University of Chicago for its hospitality during his visit in the fall of 2000, when the results of this paper were obtained. He also thanks the department of mathematics of the University of Minnesota for the possibility of presenting these results.
We follow the tradition of denoting a σ-linear automorphism of an L-vector space by F (from "Frobenius"); there should be no danger of confusing this with the notation for the ground field F .
The result for
Fix an integer r with 0 ≤ r ≤ n. We call the F -isocrystal (N, F ) minuscule of weight r if the slope vector ν = ν(F ) of (N, F ) satisfies the following condition
(1.1)
An equivalent condition is the following. Let ω r be the vector (1, . . . , 1, 0, . . . , 0), where 1 is repeated r times and 0 is repeated n − r times. On (Q n ) + we have the usual dominance order, for which ν ≤ µ if and only if
Then it is easy to see that the condition (1.1) is equivalent to the condition
LetĪ ⊂ Z/nZ be a non-empty subset and let I ⊂ Z the inverse image ofĪ under the canonical surjection Z → Z/nZ. A periodic lattice chain of typeĪ in the
In caseĪ = Z/nZ we also speak of a full periodic lattice chain. IfĪ consists of a single element, then a periodic lattice chain of typeĪ is simply given by a lattice (namely M i for the unique i ∈ I with 0 ≤ i < n). We denote by XĪ the set of periodic lattice chains of typeĪ. We now fix an F -isocrystal (N, F ) of dimension n. We denote by X(ω r , F )Ī the set of periodic lattice chains of typeĪ in N which satisfy the following condition,
(1.5)
An equivalent condition is the following. By the elementary divisor theorem we can associate to any pair of
(1.6) Also it is clear that it suffices to check the conditions (1.5) and (1.6) on a set of representatives of I mod n. For a non-empty subsetJ ofĪ there is an obvious forgetful map
We may now formulate the main result of this section. (ii) For any non-empty subsetsĪ andJ of Z/nZ withJ ⊂Ī, the natural map (1.7) is surjective.
To prove this proposition we make the following preliminary remarks. a) LetĪ consist of a single element. Then the statement "X(ω r , F )Ī = ∅ =⇒ F is minuscule of weight r" is exactly the content of Mazur's theorem that the Hodge polygon of an F -crystal lies below the Newton polygon of its associated F -isocrystal and has the same endpoint (use the reformulations (1.3) resp. (1.6) of the relevant conditions). b) If X(ω r , F )Ī = ∅ andJ is a non-empty subset ofĪ, then obviously X(ω r , F )J = ∅.
Taking into account a) and b) we see that (i) in Proposition 1.1 follows from (ii) and the following lemma. Of course, this Lemma is a special case of Theorem 4.2 below, but this special case has a simple proof.
Proof. Let us first assume that F is isoclinic, i.e. ν(F ) = (ν, . . . , ν) with 0 ≤ ν ≤ 1 and nν = r. In this case the F -isocrystal is uniquely determined up to isomorphism and there exists a basis e 1 , . . . , e n of N such that F e 1 = e 2 , Fe 2 = e 3 , . . . , F e n−1 = e n , Fe n = π r e 1 .
(1.8)
Then the following lattice is as required,
The general case follows since the
To prove (ii) of Proposition 1.1, we may assume thatĪ = Z/nZ. Hence starting fromJ we may enlargeJ by one element at a time. We are then reduced to proving the following statement.
Proof. We introduce the σ −1 -linear operator V defined by the identity
Then, since F is minuscule of weight r, the condition inv(M, F M ) = ω r on a lattice M is equivalent to the condition
(1.10)
Consider the F-vector space W = M/M with the induced σ ±1 -linear operators F , V which satisfy F V = V F = 0. By the previous remarks it suffices to find a line in W which is stable under F and V . We distinguish cases. Case 1. F is bijective.
In this case there exists an F-basis of W consisting of F -invariant vectors (Dieudonné). Let be the line generated by one of these basis vectors. Since V = 0 in this case, this line is stable under F and V .
Case 2. Ker F = (0).
The map V induces a map from Ker F to itself. If this induced map fails to be bijective, we take to be any line in its kernel. If the induced map is bijective, so that there exists a basis of Ker F consisting of V -invariant vectors, then we take to be the line generated by one of the basis vectors.
The result for GSp 2n
Let (N, , ) be a symplectic vector space of dimension 2n over L. Let F be a σ-linear bijective endomorphism of N satisfying
where d = val(c) is the π-adic valuation of c. We call the symplectic F -isocrystal minuscule of weight r for some r with 0 ≤ r ≤ 2n if the underlying F -isocrystal is minuscule of weight r in the sense of (1.1). Note that only r = 0, r = n and r = 2n are possible and that then d = 0, 1 or 2 respectively. LetĪ be a non-empty symmetric subset of Z/2nZ, i.e., invariant under multiplication by −1. Let I be the inverse image ofĪ under the surjection Z → Z/2nZ.
Here for any O L -lattice M in N we put
We denote by X Ḡ I the set of selfdual periodic lattice chains of typeĪ in N . Let now (N, , , F ) be a symplectic F -isocrystal. For a non-empty symmetric subset I in Z/2nZ, let X G (ω r , F )Ī denote the set of periodic selfdual lattice chains of typeĪ in N which lie in the set X(ω r , F )Ī in the sense of (1.5) for GL 2n .
The following result is the analogue of Proposition 1.1 in the present context. 
is minuscule of weight r.
(ii) For any non-empty symmetric subsetsĪ andJ of Z/2nZ withJ ⊂Ī, the natural map
Again, by Mazur's theorem, we infer that if X G (ω r , F )Ī = ∅, then F is minuscule of weight r (in particular r = 0, or n, or 2n). Conversely, assume that F is minuscule of weight r. If r = 0, then N admits a symplectic basis of Finvariant vectors (Dieudonné), hence defines an
Furthermore, the assertion (ii) of Proposition 2.1 just amounts to the fact that any selfdual periodic lattice chain may be completed to a full selfdual periodic lattice chain. This is well-known, comp. [KR] , section 10. The case r = 2n reduces to the previous one by replacing F by π −1 · F . Hence from now on we may assume that F is minuscule of weight n.
In other words
From the slope decomposition of N we deduce a direct sum decomposition
where N resp. N includes all slope components of slope < 1/2 resp. > 1/2 and whereÑ is the sum of all slope components of slope 1/2. Then N and N are totally isotropic subspaces which are in duality by , andÑ is orthogonal to (N ⊕N ). A selfdual lattice in N ⊕N may be obtained by taking any O F -lattice M in N and then forming M ⊕ M where
Using the result of section 1 for GL n , where n = dim N , we are reduced to consideringÑ , i.e., we may assume from the start that all slopes of N are equal to 1/2. In this case the symplectic F -isocrystal is uniquely determined up to isomorphism and there exists a basis of N such that
Then the O L -lattice M generated by e 1 , . . . , e 2n satisfies the required conditions.
To complete the proof of Proposition 2.1, it suffices now to prove assertion (ii) in the case whereĪ = Z/2nZ. EnlargingJ one step at a time we then reduce to the case in whichJ ⊂Ī is as in [KR] , 10.2. In other words, we fix k ∈ J such that k + 1 ∈ J and obtainĪ by adding toJ one or two elements, namely the class(es) of k + 1 and −(k + 1) modulo 2nZ.
Let be the smallest integer in J such that > k;
(2.5)
We are interested in the fiber
to the set of lattices M in N satisfying (2.6.1) and (2.6.2).
Proof. By Bruhat-Tits theory the fiber in question is a partial flag manifold for the reductive quotient (a group over the residue field) of the parahoric subgroup associated toĪ. In the case at hand this partial flag manifold turns out to be the projective space described by (2.6.1) and (2.6.2), as we now check.
The map is obviously injective sinceM contains with M also M ⊥ and all multiples of these two lattices. To prove surjectivity we start with M satisfying (2.6.1) and (2.6.2) and have to constructM ∈ f −1 (M) which gives M . We imitate the proof of [KR] , Lemma 10.3.
Let P =J ∪ {k + 1} (for m ∈ Z, we write m for its class modulo 2n). Let Q = −P . ThenĪ = P ∪ Q; and for the inverse images P and Q of P and Q in Z,
There is a unique periodic lattice chain X of type P such that X k+1 = M and
This is obvious if there exists j ∈ J such that p ≤ j ≤ q, so we now assume the contrary. It is harmless to suppose that p = k + 1. Then necessarily q = − 1 and = −k. Consider the F-vector space V = M /M k . Then the lattices X p resp. Y q correspond to subspaces U 1 resp. U 2 of V , where U 1 is of dimension one and U 2 is of codimension one. We have to show that U 1 ⊂ U 2 . But on V we have the symplectic form defined by the fact that
for the symplectic form on V . The claim now follows from the fact that any line in a symplectic vector space is isotropic.
We also claim that
This is clear since there always exists j ∈ J such that q ≤ j ≤ p. Now suppose p ∈ P , q ∈ Q and p = q. Then from (2.7) we have X p ⊂ Y q . But both are lattices which contain M k−r·2n for sufficiently large r and with the same index, hence X p = X q . Thus, without ambiguity, we may define the periodic lattice chainM = (M i ) i∈I of typeĪ by putting
It is obvious that this is indeed a selfdual lattice chain contained in f −1 (M) and thatM → M .
Using this lemma, the surjectivity assertion (ii) in Proposition 2.1 is reduced to the corresponding statement for GL 2n , which is Lemma 1.3.
The general problem
Let G be a connected reductive group over F . For simplicity we assume that G splits over L. (The problem addressed in this section can be formulated without this hypothesis, but then becomes more technical and even more speculative). Let T be a maximal split torus over L. Let B = B(G ad , L) be the Bruhat-Tits building of the adjoint group over L. ToT corresponds an apartment in B. LetK 0 be an Iwahori subgroup of G(L) corresponding to an alcove in the apartment forT . Let W be the Iwahori Weyl group ofT ,
corresponding to a facet of the base alcove. (If G is simply connected, then K is the stabilizer group of the facet. In general it is a subgroup of finite index of the stabilizer group, cf. Def. 5.2.6 in F. Bruhat and J. Tits: Groupes réductifs sur un corps local II, Pub. math. IHES 60 (1984), 197-376.) Let
Then there is a canonical bijectioñ
We therefore obtain a succession of maps whose composition will be denoted by inv,
(3.4) We now fix a conjugacy class of minuscule one-parameter subgroups µ of G defined over L. We may assume that µ factors throughT and determines an orbit in X * (T ) under the conjugation action of the finite Weyl group W =Ñ (L)/T (L). Let Adm(µ) ⊂W be the admissible subset corresponding to µ ( [KR] , Introduction),
(3.5)
Here µ denotes an element of the W -orbit in X * (T ) defined by µ, and t µ the corresponding element ofW . In (3.5) appears the Bruhat order onW determined by the base alcove. We denote by
the image of Adm(µ) under the natural projection. It is independent of the choice ofK 0 contained inK. We will assume thatK is σ-invariant, or equivalently that the corresponding facet in the building is σ-invariant. Then K =K σ is a parahoric subgroup of G(F ). We note that, conversely, K determinesK and the corresponding σ-invariant facet in B.
Our final choice is an element b ∈ G(L). We then define
and there is a canonical projection map 
(ii) For any pair of parahoric subgroups
It is not clear whether the hypothesis that µ is minuscule is indeed necessary for the statements in this Conjecture. The implication =⇒ in (i) is true for any dominant µ, when K is hyperspecial, [RR] , Thm 4.2. For some other cases when Conjecture 3.1 is known to hold true, cf. M. Rapoport: A guide to the reduction modulo p of Shimura varieties, math.AG/0205022.
Let G = GL n . A conjugacy class of minuscule one-parameter subgroups of G is of the form µ = ω r + k · ω n = ω r + k · 1 for a unique r with 0 ≤ r < n and some k ∈ Z. Here 1 = (1, 1, . . . , 1). The validity of Conjecture 3.1 is unchanged if µ is replaced by ω r , so we assume this now.
The conjugacy classes of parahoric subgroups correspond in a one-to-one way to the set of non-empty subsetsĪ ⊂ Z/nZ and the corresponding coset space may be identified with the space XĪ of periodic lattice chains of typeĪ. Let M = (M i ) i∈I and M = (M i ) i∈I be two elements of XĪ . Then
(3.9) Indeed, this follows from the identification of AdmK I (µ) with the µ-permissible set insideW KI \W /W KI , [KR] , [HN] . In fact, for any dominant coweight µ we have (comp. [HN] , 9.7)
(3.10)
If µ is minuscule, the inequality on the right hand side is necessarily an equality which yields the condition appearing in (3.9). These remarks imply that the results of section 1 prove Conjecture 3.1 in the case of GL n . Similarly, the results of section 2 prove Conjecture 3.1 in the case of G = GSp 2n . In fact, in this case the µ-admissible set is the intersection of the µ-permissible set for GL 2n with the extended affine Weyl group of GSp 2n , cf. [KR] , see also [HN] , Prop. 9.7.
A converse to Mazur's inequality
In this section we let G = GL n or G = GSp 2n . Our aim is to prove a converse to Mazur's theorem, strengthening for these groups Prop. 4.2. of [R] . Much of our argument remains valid for an arbitrary split group with simply connected derived group.
We start with a lemma which is the group-theoretic interpretation of the first half of the proof of Lemma 1.2. Let A be a maximal split torus in G. We denote by π 1 (G) the algebraic fundamental group of G. Since G der is simply connected, π 1 (G) is the factor group of X * (A) by the lattice generated by the coroots, and is a free abelian group. We denote by
the homomorphism introduced in [K II] (and denoted there by w G ). We denote byK = G(O L ) the special maximal bounded subgroup determined by a Chevalley form of G adapted to A.
Proposition 4.1. Let g ∈ G(L) and let b ∈ G(L) be a basic element. Then the σ-conjugacy class of b meetsKgK if and only if
Proof. One direction is trivial, since κ G (K) = {0} and since σ-conjugate elements have identical images under κ G . For the converse direction we may use the Cartan decomposition of G(L) to assume that g ∈ A(L) and even g = a ∈ A(F ). Let w ∈ W be an elliptic element, i.e. X * (A)
G denotes the connected center of G. Equivalently, any w-invariant element of A(F ) has finite order modulo the center. For instance, we may take for w any Coxeter element of
Once this is established, we conclude from κ G (aẇ) = κ G (a) = κ G (b) that aẇ and b are σ-conjugate ([K I], 5.6), which finishes the proof since aẇ ∈KaK.
To see that aẇ is basic it suffices to show that its norm under a sufficiently large finite extension F of F contained in L is central ([K I], 4.3.). Since aẇ ∈ G(F ), we have to see that a sufficiently high power of aẇ is central. But
If r is divisible by the order of w in W we have that aw(a) · . . . · w r−1 (a) is winvariant and hence is of finite order modulo the center. The same applies toẇ r and hence our claim is proved.
In the sequel we fix a Borel subgroup B = AU . We denote by X * (A) dom resp. X * (A) Q,dom the set of dominant elements in X * (A) resp. X * (A) ⊗ Q. Recall ([K II], 4.2) that to b ∈ G(L) is associated its Newton point ν(b) ∈ X * (A) Q,dom . We will denote by ≤ the usual partial order on X * (A) Q,dom , i.e. ν ≤ ν iff ν − ν is a non-negative linear combination of positive coroots. Note that, since the derived group of G is simply connected, the partial order induced on X * (A) dom is that denoted in [R] by 
and applying the previous proposition we find h ∈ G(L) with h −1 bσ(h) ∈Kπ µK , as desired.
Remark 4.3. In the case of GL n the previous construction can be made totally explicit. In this case Let now P = MN be a parabolic subgroup containing B, where M is the unique Levi subgroup containing A. We sometimes consider M as a factor group of P . For µ ∈ X * (A) we denote by M (µ) the image ofKπ
Proof. Assume that the σ-conjugacy class of b meetsKπ µK . By the Iwasawa decomposition, there then exists p ∈ P (L) with pbσ(p)
Let µ ∈ X * (A) and let
Here we have denoted by κ G : X * (A) → π 1 (G) the map which sends µ to κ G (π µ ). Also Conv(W µ) denotes the convex hull of W µ in X * (A) ⊗ R. Note that since the derived group of G is simply connected, the first condition in (4.4) is implied by the second.
Proof. Let m ∈ M (µ) and let us prove that
µK . By Satake (comp. [R] ) this implies ν ∈ P µ . Conversely, let ν ∈ P µ . Then by [R] , Thm. 1.
Proof. This is a consequence of the results established so far. Indeed, the σ- Recall that µ ∈ X * (A) is called minuscule (in the large sense) if µ, α ∈ {0, ±1} for all roots α. It is well-known that κ G induces a bijection (Bourbaki: Groupes et Algèbres de Lie, ch. VI, §2, ex. 2)
(4.5)
Recall our parabolic subgroup P = MN. We let A M be the maximal split torus in the center of M and let
Lemma 4.7. Let G = GL n . Let µ ∈ X * (A) dom be minuscule and let x ∈ π 1 (M ). The following conditions on x are equivalent:
If x satisfies these conditions, letν ∈ X * (A) be the unique M -dominant Mminuscule element mapping to x, cf. (4.5). Thenν ∈ W µ.
Proof. Let G = GL n and M = M (m 1 ,... ,mr) . Since µ is minuscule, we may write µ = k · 1 + ω s , where 0 ≤ s < n, and k ∈ Z and where we used the notation 1 = ω n = (1, . . . , 1). Since adding to µ an element of X G does not affect the assertion of the lemma, we may assume µ = ω s . But then it is obvious that
(4.6)
Here we have used the identification
The element ν ∈ X M ⊗ Q in (ii) is of the form
It is therefore obvious that by letting ν vary over this set, its image in 
Proof. The first inequality is obvious since, ν being central in M , we have
The assertion follows since for ν, ν ∈ X * (A) Q,dom we have ν ∈ Conv(W ν ) if and only if ν ≤ ν . Now we prove the second inequality. First we consider the case in which G = GL n , M = M (m 1 ,... ,mr) . We note that if µ is minuscule, then by the previous lemma we haveν ∈ W µ. Hence [ν] = µ, which proves the proposition in this case. We now proceed by induction on n. As in the previous proof we write ν = (ν(1) m 1 , . . . , ν(r) mr ). Assume first that there exists a maximal proper parabolic P = M N containing P such that ν ≤ M µ. This last condition means equivalently
Here for any standard Levi subgroup M , ∆ 
where we adopt the convention that µ 0 = 0 in order to make sense of the right side of this equation. The converse is also true by the following lemma applied to M = M .
Lemma 4.9. Let ν ≤ µ and κ
Proof. We have by assumption
We want to show that c α = 0, ∀α
We will also need the following lemma. 
In this case we are going to prove the assertion by induction on the height of µ. If µ is minuscule, the assertion is already proved. Otherwise there exists a positive coroot α ∨ such that µ = µ − α ∨ is dominant. It suffices to show that ν ≤ µ since then by induction hypothesis we have [ν] ≤ µ and hence a fortiori [ν] ≤ µ.
To prove ν ≤ µ we introduce the partial sum functions for i = 0, . . . , n, 
We have to show that
N i ≤ M i , ∀i = 1, . . . , n, knowing that N i ≤ M i , ∀i = 1, . . . ,
. , I(r). Hence it suffices to check that
for
the endpoints x of the intervals I(1), I(2), . . . , I(r). At the left endpoint of I(1)
and right endpoint of I(r) we have equality in (4.14). Now consider the remaining endpoints. By (4.12) we have N (x) < M(x). Since both arguments are integers we conclude that N (x) ≤ M (x) − 1. On the other hand, since the positive coroot α ∨ is of the form α ∨ = e i − e j for i < j (where e 1 , . . . , e n is the natural basis of
, it is obvious that M (x) ≥ M (x) − 1, which proves (4.14) in this case. This completes the proof for GL n . Now let us assume that G = GSp 2n . We consider G as a subgroup of GL 2n by the symplectic basis e 1 , . . . , e 2n with e i , e 2n−j+1 = δ ij and e i , e j = 0 = e n+i , e n+j for i, j = 1, . . . , n. Let M be the Levi subgroup obtained as the intersection (inside G := GL 2n ) of GSp 2n and M := M (m 1 ,... ,mr,2j,mr,... ,m 1 ) . The second equality that we need to prove for G and M follows from that same inequality for G and M , as we now check. Let ν,ν, [ν] be as in the statement of the proposition. Letting A denote the diagonal maximal torus in G , we may view ν as an element ν ∈ X M ,Q ∩ X * (A ) Q,dom , and we may then consider the Another way of formulating the previous proposition is that [ν] is the unique minimal element of the set {µ ∈ X * (A) dom ; ν ≤ µ}.
(4.15)
We can now prove the main result of this section. By Mazur's inequality we may summarize the previous theorem as an equality of two subsets of
Furthermore, by (4.15) this subset has a unique minimal element. 
where ν(1) > ν (2) 
which proves the claim in this case. The case where G = GSp 2n is similar.
It seems likely that the above conclusion holds for more general groups. But we point out that the assumption that µ be G-dominant is essential; it is not enough to merely assume that µ is M -dominant with ν ≤ M µ, as the following example shows.
Let G = GL 3 , M = M (2,1) and
where a > 0 is a fixed integer.
L is decomposable with respect to the slope decomposition of L 3 for b σ. It is easy to see that O 3 L is not decomposable.
Restriction of scalars
Let F be an unramified field extension of degree f of F . Let V be a F -vector space of dimension n. In the first part of this section we will be concerned with
be a special maximal parahoric subgroup defined over F . The coset space G(L)/K can be described as follows.
We fix an embedding F → L. Then we can write
Next we fix a conjugacy class of one-parameter subgroups of G.
this corresponds to an f -tuple of dominant cocharacters of GL n ,
Finally, let b ∈ G(L) and consider the σ-linear operator
Then deg F = 1 with respect to the grading (5.1). We introduce the set
The last condition is equivalent to inv(M j , FM j−1 ) = µ j , ∀j ∈ Z/f Z, where each invariant is considered as an element of (Z n ) + . Note that if µ 1 , . . . , µ f are all minuscule, then by the minimality of minuscule elements with respect to the partial order
Theorem 5.1. We have
We note that the direct implication is just the group theoretic version of Mazur's theorem which was proved in [RR] . To make the set B(G, µ) more explicit, we note the Shapiro bijection [K II], 6.5.3.
B(G, µ) = B(G , µ ).
(5.7)
Here G = GL(V ) is defined over F and
The map is obtained by associating to the σ-linear operator (5.
The condition that [b] ∈ B(G, µ) is equivalent to the condition that the slope vector ν = ν(F f ) ∈ (Q n ) + be smaller than µ . Let us now fix b ∈ G(L) satisfying this condition and let us construct an element in
(5.10)
Then M j is a lattice in N 0 and we obtain the following description of
We now apply Theorem 4.11 to the isocrystal (V 0 , F f ). Since ν ≤ µ we obtain the existence of a lattice M 0 in N 0 such that
To complete the proof of Theorem 5.1, it therefore remains to fill in the remaining lattices M 1 , . . . , M f−1 . That this can be done follows from the following well-known lemma.
Now let (V, , ) be a symplectic vector space of dimension 2n over F and
Since the summands in (5.1) are orthogonal to one another, we may writeM = jM j , whereM
A conjugacy class of one-parameter subgroups of G corresponds to an f -tuple of dominant cocharacters of GSp 2n ,
(5.14)
Here X * (A) denotes the cocharacter module for GSp 2n and
We introduce as before the lattices M j = F jM −j for j = 0, . . . , f. Then, since b is a symplectic similitude, it follows that each lattice M j is self-dual up to a scalar.
We therefore may identify
Theorem 5.3. We have
We only sketch the proof which is analogous to the proof of Theorem 5.1. Again the direct implication follows from [RR] . To see the reverse implication, let us assume that [b] ∈ B(G, µ) , or equivalently, that the slope vector of F f : N 0 → N 0 is smaller than µ = j µ j . An application of Theorem 4.11 shows that there exists a lattice M 0 which is selfdual up to a scalar such that inv 
An incidence variety
Let k be an algebraically closed field of characteristic p. We fix a positive integer f . For each i ∈ Z/f Z we fix a vector space W i , all of the same dimension m > 0. Furthermore, for each i ∈ Z/f Z we fix a semi-linear map ϕ i : W i−1 → W i with respect to some automorphism σ i of k and a semi-linear map ψ i : W i → W i−1 with respect to some automorphism τ i of k. We assume that σ i and τ i are all powers (positive, negative, or zero) of the Frobenius automorphism of k. We impose the conditions
We might picture these data in a circular diagram. Whenever you turn back while traveling through this diagram you are killed (Orpheus condition).
The aim of the present section is to prove the following theorem.
Theorem 6.1. There exists a collection of lines
Before starting the proof we make some comments. In the case f = 1 we are given a vector space W = (0) and two semi-linear endomorphisms ϕ and ψ of W such that ϕψ = ψϕ = 0. In this case we are looking for a line in W which is carried into itself under ϕ and ψ. This is essentially the situation considered in the proof of Lemma 1.3 where the existence of such a line is established. In the case f = 2 we are looking at a diagram
We are searching for a pair of lines ( 0 , 1 ) which are incident under ϕ 0 , ψ 0 , ϕ 1 , ψ 1 . In this case it is again possible to establish the existence of such a pair of lines by pure linear algebra. But already in this case a large number of case distinctions has to be made and this approach quickly gets out of hand for a larger number of vector spaces. Instead we use a density argument together with induction on f to reduce the problem to a special case that can be treated directly.
Proof of Theorem 6.1. The special case goes as follows. Put The following reduction technique will be needed in the induction on f . Suppose f > 1 and that there exists j such that ψ j is bijective, in which case ϕ j is automatically 0. Given any family of lines i solving our problem, we must have j−1 = ψ j j . Using ψ j to identify W j−1 with W j , and discarding the two maps ψ j , ϕ j = 0, we are left with f − 1 vector spaces . . . , W j−2 , W j−1 W j , W j+1 , . . . and maps ϕ i , ψ i (i = j) between them. In other words we have a new problem of the same kind as our old one, but with f decreased by 1. There is an obvious bijection between solutions of the old and new problems.
The idea of the density argument is to fix f , W i , σ i , τ i and then to consider the space M of all possible families of maps ϕ i , ψ i satisfying condition (6.1). More precisely, for any finite dimensional k-vector spaces W , W and any integral power τ of Frobenius, we denote by Hom τ (W, W ) the k-vector space of τ -linear maps ϕ : W → W , with scalar multiplication by α ∈ k defined by (αϕ)(w) = α(ϕ(w)) (for all w ∈ W ). Returning to our fixed data f , W i , σ i , τ i , we now put 
Finally we put M := i∈Z/f Z M i , the space of all families of maps ϕ i ,ψ i satisfying (6.1), which we are now regarding as a (reducible) algebraic variety over k. Writing P i for the projective space of lines in W i , and writing P for the product P := i∈Z/f Z P i , we consider the total incidence variety I ⊂ M × P consisting of (ϕ i , ψ i ) i∈Z/f Z ∈ M and ( i ) i∈Z/f Z ∈ P such that
for all i ∈ Z/f Z. It is easy to see that I is closed in M 
vector bundle over a homogeneous space for a product of general linear groups; in general M r is homeomorphic to such a vector bundle, and is therefore irreducible.)
For each r as above we are going to define a non-empty open subset U r of M r such that U r ⊂ M . This will show that M is dense, as desired.
We define U r to be the subset consisting of (ϕ i , ψ i ) i∈Z/f Z ∈ M r satisfying the following two open conditions. The first is that rank(ψ i ) = m − r i for all i (an open condition since rank(ψ i ) ≤ m − r i follows from ϕ i ψ i = 0).
To formulate the second condition we again consider Φ = ϕ f ϕ f −1 . . . ϕ 2 ϕ 1 , the semilinear endomorphism of W 0 that appeared in our earlier discussion of the special case of the theorem. Note that rank(Φ) ≤ r min := min{r i : i ∈ Z/f Z}. Let Φ : im Φ → im Φ denote the restriction of Φ to the image of Φ in W 0 . The second condition is that rank(Φ) = r min and that the map Φ be invertible. This is again an open condition on (
We claim that U r is non-empty. Choose a basis in each vector space W i , so that we can represent the semilinear maps ϕ i , ψ i by m × m matrices. Write E s for the m × m diagonal matrix 1 s 0 m−s and F s for the m × m diagonal matrix 0
It remains to check that U r ⊂ M . In other words for (ϕ i , ψ i ) i∈Z/f Z ∈ U r we must show that there exists a solution to the problem of finding lines i ⊂ W i such that
There are two cases.
Suppose first that r min = 0, so that there exists j ∈ Z/f Z such that r j = 0. Thus ϕ j = 0 and it follows from the first open condition that ψ j is bijective. In this case we are done by induction on f , as discussed earlier.
Now suppose that r min > 0. By the second open condition im Φ = 0 and the restriction of Φ to im Φ is bijective. Therefore there exists a line 0 in im Φ ⊂ W 0 such that Φ 0 = 0 . From the special case treated directly at the beginning of this proof we know that suitable lines i do exist, and thus the proof the theorem is complete.
Remark 6.2 (O. Gabber). The conclusion of Theorem 6.1 is not true without any hypotheses on the algebraically closed field k and the automorphisms σ i and τ i of k. Indeed, in the case when all ψ i are zero, the theorem asserts the existence of an eigenvector of the semi-linear map Φ = ϕ f ϕ f −1 · · · ϕ 2 ϕ 1 . However, such an eigenvector need not exist in general.
General parahoric subgroups
In this section we will prove Conjecture 3.1 in the cases when
where F is an unramified extension of F .
We start with the first group. We recall some notation from section 5. Let F be an unramified extension of degree f of F . Let V be a F -vector space of dimension n. After fixing an embedding F → L, we have a decomposition (comp.
LetĪ ⊂ Z/nZ be a non-empty subset. As in section 1 we denote by I the inverse image ofĪ in Z. A Z/f Z-graded periodic lattice chain of typeĪ is a set of Z/f Zgraded O L -lattices, one for each i ∈ I,
We require that, for fixed j the lattices M . We fix integers r j with 0 ≤ r j ≤ n, ∀j ∈ Z/f Z. We denote by µ = (µ j ) j∈Z/f Z the corresponding minuscule dominant coweight of G,
, which is of degree 1 for the grading (7.1). Taking into account the identification of the µ-admissible set with the µ-permissible set for GL n (compare the end of
Proof. Consider for j = 0, . . . , f − 1 the F-vector space
These vector spaces have all the same dimension ≥ 1. The inclusions M j+1 ⊂ M j , resp. multiplication by π induce linear maps ψ resp. ϕ,
It is obvious that we obtain in this way a diagram of the form (6.2) which satisfies all hypotheses of Theorem 6.1. We infer the existence of lines ( j ⊂ W j ) j which are incident under the system of maps ϕ and ψ. Let L j ⊂ M j be the inverse image of j , for j = 0, .
which has the required properties.
Variant 7.3. Let F be an unramified extension of degree f of F and let D be a division algebra with center F . Let V be a D-vector space of dimension m.
Since G is not quasisplit, Mazur's inequality and its converse do not apply directly. Still we will show by reduction to the case of R F /F (GL n ) that conjecture 3.1 holds also in this case. To simplify notations let us restrict ourselves to the case f = 1, i.e., F = F . This proves one implication of statement (i) in Conjecture 3.1. The remaining assertions of the Conjecture follow from the case of GL n and the preceding remarks connecting the case at hand to the case of GL n .
We now turn to the case G = R F /F (GSp 2n ). We now let V be an F -vector space of dimension 2n equipped with a non-degenerate symplectic form , . Let G = R F /F (GSp(V, , ) ). The decomposition (7.1) is an orthogonal sum decomposition with respect to , . Hence each summand N j is a symplectic vector space of dimension 2n over L.
The conjugacy classes of parahoric subgroups of G(L) defined over F are in one-to-one correspondence with the non-empty symmetric subsetsĪ of Z/2nZ. A Z/f Z-graded periodic lattice chain (M i j ) i,j of typeĪ is called selfdual, if for each j ∈ Z/f Z the periodic lattice chainM j of typeĪ is selfdual in the sense of (2.3). We denote by X Ḡ I the set of Z/f Z-graded selfdual periodic lattice chains of typē I. IfK is a parahoric subgroup of typeĪ defined over F , we may identify the coset space G(L)/K with X Ḡ I . We fix integers r j ∈ {0, n, 2n}, ∀j ∈ Z/f Z. We denote by µ = (µ j ) j∈Z/f Z the corresponding minuscule dominant coweight of G, with µ j = ω rj .
Let b ∈ G(L). Then b defines the σ-linear operator
It is of degree 1 with respect to the grading (7.1) and there are scalars c j ∈ L, ∀j ∈ Z/f Z such that We proceed as in the proof of Proposition 2.1. IfĪ = {0}, the statement (i) of Conjecture 3.1 follows from Theorem 5.3. In statement (ii) it suffices to deal with the case when K is an Iwahori subgroup, and this is then reduced to proving the surjectivity of the map (7.19) in the situation considered in (2.5). In other words, I =J ∪ {k + 1, −(k + 1)}, where k ∈ J with k + 1 ∈J .
