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Let M be the Cantor space or an n-dimensional manifold with C(M,M) the set of
continuous self-maps of M , and Sα(M) = {(x, f ) ∈ M × C(M,M): ω(x, f ) is an α-adic
adding machine}. We prove the following:
(1) If α = ∞, then Sα(M) is a nowhere dense subset of M × C(M,M) that contains no
isolated points.
(2) If α β , then Sα(M) ⊆ Sβ(M).
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1. Introduction
Let f : X → X be a continuous map on a compact metric space. Going back to Birkhoff [5,6], minimal sets have been
of considerable interest and importance in dynamical systems. Our interest lies in adding machines, a particular class of
minimal sets also known as solenoids or odometers. Adding machines are all Cantor sets topologically. Their characterization
due to Blokh and Keesling is that they are inﬁnite minimal sets in which each point is regularly recurrent [7]. They are a
fundamental component in 1-dimensional dynamical systems. Blokh’s spectral decomposition theorem [8], Nitecki’s analysis
of piecewise monotone maps [14], and Bruckner and Ceder’s notion of chaos via the map x → ω(x, f ) all make fundamental
use of adding machines [9]. More recently, in [10], one ﬁnds a discussion of the prevalence of adding machines in more
general spaces. Let M be the Cantor space or an n-dimensional manifold with C(M,M) the set of all continuous self-maps
of M . There is a residual set of points (x, f ) in M × C(M,M) all of which generate as their ω-limit set a particular, unique
adding machine. Moreover, if M has the ﬁxed point property, then a generic f ∈ C(M,M) generates uncountably many
distinct copies of every possible adding machine.
Our work can be viewed as an extension of that found in [2,13,15]. Here we study the subset of M × C(M,M) given
by S(M) = {(x, f ): ω(x, f ) is an adding machine}, and we make extensive use of the characterizations and descriptions of
adding machines found in [7]. We decompose S(M) into subsets Sα(M), where each element of Sα(M) generates up
to topological conjugacy the same type of adding machine. The type of adding machine generated is a function of α =
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E. D’Aniello et al. / Topology and its Applications 157 (2010) 954–960 955(α1,α2,α3, . . .), a sequence of integers where αi  2. We ﬁnd that there is a “natural” partial ordering by set inclusion on
the sets {Sα(M): α ∈ (N \ {1})N} with a unique maximal element in which all of the chains terminate.
Questions related to the ones studied here also are found in [3,4,11]. Of particular interest is the monograph of Akin,
Hurley and Kennedy [4], where many generic properties of homeomorphisms are developed. Signiﬁcantly, there is consid-
erable overlap of results between the work of Akin, Glassner and Weiss in [3], and the ubiquity of ∞-adic adding machines
in the Cantor space found in [10]. Hochman’s recent work in [11] may provide a context for better understanding the
relationships which exist between the results of [3,4,10] as well as those found here.
2. Preliminaries
Let X be a compact metric space. We let C(X, X) be the space of all continuous functions from X into X . Recall that
C(X, X) is a complete metric space so that the Baire category theorem holds.
Throughout this article we use three metric spaces: X , C(X, X) and X × C(X, X). Moreover, B(·) denotes an open ball
of radius  centered at · in one of the three metric spaces above. The nature of · will make clear which space we are
considering.
If f ∈ C(X, X), then the orbit of x under f is
O (x, f ) ≡ { f k(x): 0 k < ∞}
and the ω-limit set of f at x is
ω(x, f ) ≡
⋂
m0
( ⋃
km
f k(x)
)
.
We next develop the adding machine. Much of the terminology is borrowed from [7].
Let α = (α1,α2, . . .), with αi  2 for every i, be a sequence of integers and let
α =
∞∏
i=1
Zαi ,
where Zk = {0, . . . ,k − 1}. We use the product topology on α . Therefore, as a topological space, it is homeomorphic to
the Cantor space. Instead of the usual coordinate-wise addition, we add two elements of α with “carry over” to the right.
More precisely, if (x1, x2, . . .) and (y1, y2, . . .) are in α , then
(x1, x2, . . .) + (y1, y2, . . .) = (z1, z2, . . .),
where z1 = x1 + y1 mod (α1) and, in general, zi is deﬁned recursively as zi = xi + yi + i−1 mod (αi) where i−1 = 0 if
xi−1 + yi−1 + i−2 < αi−1 and i−1 = 1 otherwise. If we let fα be the “+1” map, that is fα(x1, x2, . . .) =
(x1, x2, . . .) + (1,0,0, . . .), then (α, fα) is a dynamical system known in various contexts as a solenoid, adding machine or
odometer. We refer to fα as an adding machine or an odometer [6,7,10].
Theorem 2.1. ([7, Theorem 2.3]) Let α ∈ (N \ {1})N . Let mi = α1α2 . . . αi for each i. Let f : X → X be a continuous map of a compact
topological space X. Then f is topologically conjugate to fα if and only if (1), (2), and (3) hold.
(1) For each positive integer i, there is a cover Pi of X consisting of mi pairwise disjoint, nonempty, clopen sets which are cyclically
permuted by f .
(2) For each positive integer i, P i+1 partitions Pi .
(3) If W1 ⊃ W2 ⊃ W3 ⊃ · · · is a nested sequence with Wi ∈ Pi for each i, then⋂∞i=1 Wi consists of a single point.
Moreover, in this case statement (4) also holds.
(4) X is metrizable and if mesh(Pi) denotes the maximum diameter of an element of the cover Pi , then mesh(Pi) → 0 as i → ∞.
The following is a beautiful characterization of adding machines up to topological conjugacy due to Block and
Keesling [7].
Theorem 2.2. ([7, Corollary 2.8]) Let α = (α1,α2, . . .) and β = (β1, β2, . . .) be sequences of integers with αi  2 and βi  2 for
each i. We let Mα denote a function whose domain is the set of all prime numbers and which maps to the extended natural numbers
{0,1,2, . . . ,∞}. The function Mα is deﬁned by
Mα(p) =
∞∑
i=1
ni
where ni is the power of the prime p in the prime factorization of αi .
Then fα and fβ are topologically conjugate if and only if the functions Mα and Mβ are equal.
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Deﬁne
Sα(X) =
{
(y, g) ∈ X × C(X × X): (ω(y, g), g) is topologically conjugate to (α, fα)}.
If (y, g) ∈ Sα(X), we refer to (ω(y, g), g) as an α-adic adding machine.
Deﬁnition 2.4. Let α and β represent two classes of adding machines. We say that α  β if Mα(p) Mβ(p) for all prime
numbers p.
Remark 2.5. Important to some of the constructions found in Section 3 is the particular sequence α = (α1,α2, . . .) which
gives rise to an α-adic adding machine. For the sake of brevity we sometimes refer to α = (α1,α2, . . .) as the type of
associated adding machine. Strictly speaking, this is not satisfactory: permutations of α give rise to the same adding machine
up to topological conjugacy. It is the function Mα which determines the type.
Remark 2.6. In general Sα(X) does not need to be a closed set. In fact, let X = [0,1] and let α = (α1,α2, . . .) with αi  2.
Consider (0, id), where by id we mean the identity map. Clearly, ω(0, id) = {0}, and hence it is not an α-adic adding machine.
We now construct a sequence {(xn, fn)} in Sα(X) converging to (0, id). To this end, let f1 ∈ C(X, X) be such that 0 and 1
are ﬁxed points of f1 and there exists x1 ∈ [0,1] with the property that ω(x1, f1) is an α-adic adding machine. Next we
deﬁne f2. Let h1 : [0, 12 ] → [0,1] be the homeomorphism such that h1(0) = 0 and h1( 12 ) = 1 and deﬁne
f2(x) =
{
(h1
−1 ◦ f1 ◦ h1)(x) if x ∈ [0, 12 [,
x if x ∈ [ 12 ,1].
At the n-th step, we take hn : [0, 12n ] → [0,1] to be the homeomorphism such that hn(0) = 0 and hn( 12n ) = 1 and deﬁne
fn(x) =
{
(hn
−1 ◦ f1 ◦ hn)(x) if x ∈ [0, 12n [,
x if x ∈ [ 12n ,1].
Since 12n tends to 0 as n tends to ∞, it is clear that fn uniformly converges to id . Moreover, as each fn , by construction,
is topologically conjugate to f1, there must be, for each n, xn ∈ ]0, 12n ] such that ω(xn, fn) is an α-adic adding machine,
namely xn = hn−1(x1). As xn tends to 0 as n tends to ∞, the thesis follows.
In fact, even when restricting our attention to f in C(X, X), the set {x ∈ X: ω(x, f ) is an α-adic adding machine} need
not be closed. Consider the function f : I → I deﬁned such that f (x) = f2(x − 12 ) + 12 for x ∈ [ 12 ,1], f (x) = f3(x − 14 ) + 14
for x ∈ [ 14 , 12 ], and in general f (x) = fn+1(x− 12n )+ 12n for x ∈ [ 12n , 12n−1 ], and f (0) = 0. Let, for each n ∈ N, xn ∈ ] 12n , 12n−1 ] be
such that ω(xn, f ) is an α-adic adding machine. Clearly, xn tends to 0 as n tends to ∞. Hence 0 is contained in the closure
of the set {x ∈ I: ω(x, f ) is an α-adic adding machine} but f (0) = 0, so that ω(0, f ) = {0}.
From now on M will denote the Cantor space or an n-manifold with or without boundary, and I = [0,1]. As in [10] all of
our manifolds are compact metric spaces [12]. The main property of manifolds that we use is that every point of a manifold
has an arbitrarily small neighborhood whose closure is homeomorphic to In , the unit cube in Rn , and if M is the Cantor
space every point has an arbitrarily small neighborhood which is homeomorphic to the Cantor set. We say that a subset J
of an n-manifold M is an n-cube, if J is homeomorphic to In and J has nonempty interior relative to M . When M is the
Cantor space, a 0-cube is simply a nonempty subset of M that is simultaneously open and closed.
Our next lemmas are used in the proofs of Theorem 3.2 and Theorem 3.3. Liberal use is made of the notation established
in Theorem 2.1.
Lemma 2.7. Let M be an n-dimensional manifold with n  1. If K ⊆ M is compact then there exists  > 0 such that, for each x ∈ K ,
B(x) is an n-cube.
Proof. This is a standard argument but we add the proof for the sake of completeness.
Assume the thesis is not true. Then, for any n ∈ N there exists xn ∈ K such that B 1
n
(xn) is not an n-cube. As K is
compact, there exists a subsequence {xnk }k∈N of {xn}n∈N converging to a point x0 ∈ K . Let B(x0) be an n-cube. Then there
exists k0 ∈ N such that xnk ∈ B 2 (x0) for every k  k0. Let k1 ∈ N so that 1nk < 2 , whenever k  k1, and let k2 = max{k0,k1}.
Then, for every k k2, B 1
nk
(xnk ) ⊆ B(x0), therefore B 1nk (xnk ) is an n-cube. Contradiction! Hence the thesis follows. 
Lemma 2.8. Let M be an n-dimensional manifold with n  1. If f ∈ C(M,M) is continuous and K ⊆ M is compact then there exists
 > 0 such that B(x) and B( f (x)) are all n-cubes, for any x ∈ K .
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every y ∈ f (K ), B0 (y) is an n-cube. By Lemma 2.7, there exists 1 > 0 such that B1 (x) is an n-cube for every x ∈ K . Let
 = min{0, 1}. 
Remark 2.9. In the case when the compact set K is of type ω(x, f ), that is when K is an ω-limit set, Lemma 2.8 follows
directly from the fact that f (ω(x, f )) = ω(x, f ) and from Lemma 2.7.
Lemma 2.10. Let M be the Cantor space with (x, f ) ∈ Sα(M),  > 0 and k ∈ N. For any Wi ∈ Pk there exists a 0-cube Ui so that
(1) Ui ⊆ B(Wi),
(2) Ui ∩ω(x, f ) = Wi, and
(3) Ui ∩ U j = ∅ whenever i = j.
Proof. Let  > 0 and k ∈ N. Set δ = min{d(Wi,W j): i = j}, and take ρ = min{, δ}. Fix Wi ∈ Pk . For each y ∈ Wi associate
G(y) so that y ∈ G(y) ⊆ B ρ
2
(y) and G(y) is a 0-cube. Since Wi is compact, there exists {y1, y2, . . . , y j} ⊆ Wi so that
Wi ⊆⋃ jl=1 G(yl). Set Ui =⋃ jl=1 G(yl). Since each G(yl) is a 0-cube, and the union is ﬁnite, Ui is also a 0-cube. By our
choice of ρ , conditions (1) through (3) follow. 
Theorem 2.11. Sα(M) contains no isolated points.
Proof. Fix (x, f ) in Sα(M). We construct a sequence {(xn, fn)} in Sα(M) converging to (x, f ).
Let {hn} be a sequence of homeomorphisms of M uniformly convergent to the identity map such that hn ◦ f = f ◦ hn ,
for all n. In the case when M is a Cantor space we can always ﬁnd such a sequence (see, for instance, [3]). In the case
when M is an n-dimensional manifold with n  1, it is also well established that such a sequence always exists (see, for
instance, [1]).
Let, for every n ∈ N, fn = hn−1 ◦ f ◦ hn . Then, clearly, the sequence { fn} uniformly converges to f . Moreover, each fn , by
construction, is topologically conjugate to f . Let, for every n ∈ N, xn = hn−1(x). Then, for every n ∈ N, (xn, fn) is an element
of Sα(X). In fact, for every n ∈ N,
ω(xn, fn) = hn−1
(
ω(x, f )
)
.
Moreover, as {hn} converges to the identity map, {xn} converges to x. Hence, the sequence {(xn, fn)} is contained in Sα(X)
and converges to (x, f ). The statement follows. 
We recall the following version of Tietze’s Extension Theorem:
Theorem 2.12. ([12, Corollary 1, p. 82]) If J is the Cantor space or an n-cube and f is a continuous function from a closed subset C of
J into J , then f can be extended so that the domain of f is all of J and f ( J ) ⊆ J .
3. Main results
In [10] particular attention is given to the odometers associated with those α for which Mα(p) = ∞ for all p. The
authors call these odometers of type ∞, and the following result is proved:
Theorem 3.1. ([10, Theorem 3.5]) The set {(x, f ) ∈ M × C(M,M): ω(x, f ) is an odometer of type ∞} is residual in M × C(M,M).
Here we show that, for any ﬁxed α which is not of type ∞, {(x, f ) ∈ M×C(M,M): ω(x, f ) is an α-adic adding machine}
is nowhere dense.
Theorem 3.2. Let α = (α1,α2, . . .) such that αi  2 for every i ∈ N and there exists a prime number p with Mα(p) < ∞. Then Sα(M)
is a nowhere dense subset of M × C(M,M).
Proof. Fix (x0, f0) ∈ Sα(M). We show that, for any  > 0, there exists (x, f ) ∈ B(x0, f0) such that
(1) ω(x, f ) is not an α-adic adding machine, and
(2) there exists δ > 0 such that Bδ(x, f ) ⊂ B(x0, f0) and, for every (y, g) ∈ Bδ(x, f ), ω(y, g) is not an α-adic adding
machine.
Fix  > 0.
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and let 	 = min{, 0}, and
(2) if M is a Cantor space, let 	 =  .
By Theorem 2.1, for every k ∈ N, there exists a cover Pk = {W1, . . . ,Wmk } of ω(x0, f0) consisting of mk = α1 · · ·αk
pairwise disjoint, nonempty, clopen sets which are cyclically permuted by f0. Moreover, mesh(Pk) → 0.
We proceed by considering two cases. First, let us assume that x0 ∈ ω(x0, f0). For any partition Pk we take W1 to be
that component of ω(x0, f0) containing x0. Using Lemma 2.8 in the case when M is an n-dimensional manifold with n 1
and Lemma 2.10 when M is the Cantor space, and the invariance of ω(x0, f0), we choose k and open sets Vi and Ui for
1 i mk so that
(1) Vi and Ui are n-cubes for all i,
(2) Wi ⊆ Vi and Vi ⊆ Ui for all i,
(3) Ui ∩ω(x0, f0) = Wi and diam(Ui) < 	 for all i, with Ui ∩ U j = ∅ whenever i = j,
(4) f0(Vi) ⊆ Ui+1 whenever 1 i <mk and f0(Vmk ) ⊆ U1.
Let Mα(p) = s ∈ N. For each i ∈ {1, . . . ,mk} select ps+1 distinct points in Vi , say xi,1, xi,2, . . . , xi,ps+1 . Let
δ1 = min
{
d(xi,r, x j,t): 1 i, j mk, 1 r, t  ps+1 and (i, r) = ( j, t)
}
,
δ2 = min
{
d
(
xi,r, ∂(Vi)
)
: 1 i mk, 1 r  ps+1
}
(where by ∂(Vi) we denote the boundary of Vi) and
δ˜ = min{δ1, δ2}
2
.
We deﬁne
g
(
B δ˜ (xi,r)
)= { xi+1,r if i =mk,
x1,(r+1) mod ps+1 if i =mk.
We also deﬁne g = f0 on ∂(Ui) for each i and on
M
∖( mk⋃
i=1
Ui
)
.
Let f1 be the restriction of f0 to( mk⋃
i=1
ps+1⋃
r=1
B δ˜ (xi,r)
)
∪
( mk⋃
i=1
∂(Ui)
)
.
Then
d( f1, g) < .
By Tietze’s Extension Theorem g can be extended to a map f on all of
mk⋃
i=1
Ui
such that f is continuous,
f (Vi) ⊆ Ui+1, for each 1 i <mk,
and
f (Vmk ) ⊆ U1.
Then, if we take x1,1 = x, clearly, (x, f ) ∈ B(x0, f0) but it is not α-adic. Moreover, no point in Bδ(x, f ) is α-adic, that is
Bδ(x, f ) ∩ Sα(M) = ∅.
Now, let us suppose that x0 /∈ ω(x0, f0). We modify our discussion from the ﬁrst case in the following way.
We begin by perturbing f0 to a new function f˜0 so that d( f0, f˜0) <  , ω(x0, f˜0) is α-adic, f˜0|ω(x0, f0) = f0|ω(x0, f0) and
there exists q so that f˜0
q
(x0) = x1 ∈ ω(x0, f0); we take q minimal such that f0q(x0) is contained in ω(x0, f0). Clearly, by
construction ω(x1, f˜0) = ω(x1, f0) = ω(x0, f0).
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{
x0, f˜0(x0), f˜0
2
(x0), . . . , f˜0
q−1
(x0)
}∩ mk⋃
i=1
Ui = ∅.
With x = x1 = x1,1, we proceed as in the ﬁrst case to obtain (x, f ) not α-adic, with Bδ(x, f ) ∩ Sα(M) = ∅, too.
Since f q(x0) = f˜0q(x0) = x1, and f is continuous, there exists δ′ so that Bδ′ (x0, f )∩Sα(M) = ∅. We conclude by observing
that (x0, f ) ∈ B2(x0, f0). 
Theorem 3.3. If α  β , then Sα(M) is a subset of Sβ(M).
Proof. Fix (x0, f0) ∈ Sα(M) and  > 0, and suppose α  β . We show that there exists (y, g) ∈ Sβ(M) such that (y, g) ∈
B2(x0, f0). Our approach is very similar to that used in the previous result. We assume that there exists q ∈ N such that{
x0, f0(x0), f0
2(x0), . . . , f0
q−1(x0)
}∩ω(x0, f0) = ∅ (1)
but f0
q(x0) ∈ ω(x0, f0). Should this not be the case, perturb f0 to a new function f1 so that d( f0, f1) <  , and (1) holds for
(x0, f1) ∈ Sα(M).
Again, we will take W1 to be that component of ω(x0, f1) containing x1. Using Lemma 2.8 or Lemma 2.10 and the
invariance of ω(x0, f1), we choose k and open sets Vi and Ui for 1 i mk so that
(1) Vi and Ui are n-cubes for all i,
(2) Wi ⊆ Vi and Vi ⊆ Ui for all i,
(3) Ui ∩ω(x0, f1) = Wi and diam(Ui) <  for all i, with Ui ∩ U j = ∅ whenever i = j,
(4) f1(Vi) ⊂ Ui+1 whenever 1 i <mk and f1(Vmk ) ⊂ U1,
(5) {x0, f1(x0), f12(x0), . . . , f1q−1(x0)} ∩⋃mki=1 Ui = ∅.
We deﬁne the function g in the following way. Set g(x) = f1(x) for all x ∈ M \⋃mki=1 Ui , and take g(Wi) = f1(Wi) for all
1 i mk .
We deﬁne g on the sets {Wi}mki=1 so that g : {Wi}mki=1 → {Wi}mki=1 is a β-adic adding machine. Since Mα(p) Mβ(p) for all
prime numbers p, we take g so that (x1, gmn ) is Γ -adic on W1, where MΓ (p) = Mβ(p) −∑ki=1 ni and ni is the power of
the prime p in the prime factorization of αi . Using the Tietze Extension Theorem, we can extend g to all of
⋃mk
i=1 Ui such
that g is continuous, g(Vi) ⊆ Ui+1, for 1 i <mn and g(Vmk ) ⊆ U1. It follows that d(g, f1) <  , so that (x0, g) ∈ B2(x0, f0),
and (x0, g) ∈ Sβ(M). 
Remark 3.4. Our theorem shows that should (x, f ) ∈ Sα(M) and β  α, then there exists {(yn, gn)} ⊆ Sβ(M) so that
(yn, gn) → (x, f ).
As our next example shows, Sβ(M) may contain much more than just
⋃
αβ Sα(M), ﬁxed points, and periodic orbits of
order m, where m is a divisor of β1β2 · · ·βn , n 1. In particular, we see that Sα(M) and Sβ(M) can be quite intertwined.
For the next example, it is useful to recall the technique of blowing-up orbits. Let M = [0,1] = I , let f be in C(I, I) and
let a in I be such that any point in the full orbit Orb(a, f ) of a relative to f has a ﬁnite number of preimages.
Enumerate Orb(a, f ) = {ai}i∈S where S is a countable index set. Let {Ii}i∈S be a system of compact pairwise disjoint
subintervals of I with similar ordering as the set {ai}i∈S . In particular, we take Ii to the left of I j whenever ai < a j . Now,
we replace every ai by Ii and compress the rest of the interval I such that we again have I . Formally, let us apply to
I the blowing-up morphism φ. This is an increasing, set-valued function, assigning to any ai the interval Ii , and to any
b ∈ I \⋃i∈S ai a point such that φ(I) = I .
The morphism φ has an inverse φ−1, which is a real-valued non-decreasing function in C(I, I) that is constant on
every Ii .
Consider the hat map h : I → I given by
h(x) =
{
2x if x ∈ [0, 12 [,
2(1− x) if x ∈ [ 12 ,1],
and blow up the full orbit of x0, the non-zero ﬁxed point of h, and of z0, a point of period two. Say ω(z0,h) = {y0, z0},
and let {Ki}i∈T be the system of subintervals of I associated to Orb(z0,h). Take { J i}i∈S to be the system of subintervals of
I associate to Orb(x0,h), and let φ : I → I be our blow-up morphism. Let us call h1 the function semi-conjugate to h by
φ−1 ◦ h1 = h ◦ φ−1, and call J x0 the interval that φ associates to x0, with K y0 and Kz0 deﬁned similarly.
Now, modify h1 to obtain the function h2 so that:
(1) J x0 contains an α-adic adding machine (any α will work), and
(2) the intervals K y0 and Kz0 contain a β-adic adding machine such that β = α (here, Mβ(2) 1).
960 E. D’Aniello et al. / Topology and its Applications 157 (2010) 954–960Since the full orbits of x0 and z0 with respect to h are both dense in [0,1], it follows immediately that
(I \⋃i∈S J i ∪⋃ j∈T K j) × {h2} is contained in Sα(I) ∩ Sβ(I). Thus, Sα(I) ∩ Sβ(I) contains orbits of all periods, homoclinic
ω-limit sets and, in fact, all of the “interesting” dynamics associated with a basic set [8].
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