We improve the "sieve" part of the number field sieve used in factoring integer and computing discrete logarithm. The runtime of our method is shorter than that of existing methods. Under some reasonable assumptions, we prove that it is less than two-thirds of the running time of the algorithm used before asymptotically with probability greater than 0.6.
Introduction
General number field sieve is used in factoring integer or computing the discrete logarithm. See, for example, [1] [2] [3] . There are two time consuming parts mainly in the number field sieve. Namely, the part "sieving", and the part "solving the linear equations". The two parts are relatively independent and have the computational complexity in same order. In [4] , the authors improved the step "solving the linear equations" for discrete logarithm problem. In this paper, we improve the step "sieve". Our improvement work for both factoring integer and computing the discrete logarithm. The running time of our algorithm is less than the one in [5] [6] asymptotically. Under some reasonable assumptions, it is less than 2 3 of the running time of the algorithm used in [5] [6] asymptotically with probability greater than 0.6.
In section 2, we give the formulation of the problem which we want to solve, and describe the algorithm used before. In section 3, we describe our algorithm. In section 4, we prove that our algorithm is better than the algorithm used before.
The problem and conventional algorithm
Let us consider the following problem: Problem 2.1. Let f (x) be a monic polynomial of degree d with integer coefficient that bounded by an integer m and K be an algebraic number field isomorphic to Q[x]/(f (x)). Let θ be the image of x in K and N m : K × −→ Q × be the norm map. Let u be a positive integer. We construct a table T = {T (b, a)} 0<b≤u,|a|≤u of u lines and 2u + 1 cows with
Let y be a positive real number called "the smooth bound". For every element in the table, we wish to divide out all of its divisors of the form l e for all primes l bounded by y.
The most trivial algorithm is the following:
while l|T (b, a) do 3:
end while 5: end for
The following improved algorithm is widely used in integer factoring algorithms (see [1] , [6] )or algorithms of solving the discrete logarithm problem (see [2] [3] [5] ). for a ∈ [−u, u] ∩ (bE l + lZ) do 13: In Algorithm 2, we do not try to divide all the elements in the table by l more, but divide those divisible by l we know. Then we divide the quotient by l continually as long as it is divisible by l. Roughly speaking, for every b, l, we solve the equations a − bm ≡ 0 mod l or N m(a − bθ) ≡ 0 mod l of variable a, and then sieve.
Algorithm 2 Sieve
1: for prime l ∈ (0, y] do 2: ǫ l ← m mod l ∈ {0, 1, · · · , l − 1} 3: E l ← {x ∈ {0, 1, · · · , l − 1} : f (x) ≡ 0 mod l} 4: end for 5: for integer b ∈ (0, u] do 6: for prime l ∈ (0, y], l ∤ b do 7: for a ∈ [−u, u] ∩ (bǫ l + lZ) dowhile l | T (b, a) do 14: T (b, a) ← T (b, a)/
Our algorithm
There is unnecessary computing still in algorithm 2. In fact, we can almost know which T (b, a) can be divided by l again, after it divided by l first. Roughly speaking, for every b, l, we can almost can solve the equations whose elements can be lifted to solutions of f (x) ≡ 0 mod l 2 . We can computeẼ 
Now we give statements and proofs of lemma3.1 and lemma 3.2 mentioned above.
for all e > 0. Moreover, in the situation e = 1, the images of simple roots are simple, and the image of multiple roots are multiple.
Proof. It is because
Lemma 3.2. Let x, y be two integers and f be a polynomial over Z. Assume x ≡ y mod l is a multiple root of f (x) ≡ 0 mod l. Then x mod l 2 is a root of f (x) ≡ 0 mod l 2 if and only if y mod l 2 is a root of f (x) ≡ 0 mod l 2 .
Proof.
by Taylor expansion. On the other hand, we know f
Complexity analysis
We will compare the computational complexity of Algorithm 2 and Algorithm 3 . Considering the practical situation, we make the assumption that y ≤ Ku for some constant K.
In Algorithm 2, the complexity of line 1 -line 4 is an infinitesimal of the complexity of line 5-line18 as u → ∞. From line 5, the complexity of sieving the elements in the b-th line of the table by prime l is 
19:
end for 21: end for for a ∈ [−u, u] ∩ (bẼ The following proposition tolls us that the condition "for any (b, l) = 1, ♯A b,m l 2 = 0" has much chance to be realized.
; deg h ≤ d} for all prime l ≤ y, and {R l = φ} prime l≤y are independent random events, where R l := {x ∈ Z/l 2 Z; f (x) ≡ 0 mod l 2 , x is a multiple root of f (x) ≡ 0 mod l} for any prime l ≤ y. Then the probability of event (♯A b,m l 2 = 0, for any b ∈ (0, u], prime l ≤ y, s.t (l, b) = 1) is greater than 0.6.
Proof. For any prime l, we have
; deg h ≤ d} and lemma 4.3 below show
The assumption that {R l = φ} prime l≤y are independent random events implies It is easy to see that
Hence, we have
Let us consider the commutative diagram of abelian groups
where the map from H to Z/l 2 Z is defined by h → ( the leading coefficient of h). The vertical map in the right side is an identity, hence we have
On the other hand,
Hence we have
For any c ∈ (Z/l 2 Z) × , we have a commutative diagram of sets
where the horizontal map is defined by h → ch. Hence we have
Finally, from proposition 4.1 and proposition 4.2, we get the main conclusion of this paper:
Proposition 4.4. Let K > 0 be a constant. Let u → ∞ and y < Ku, then the complexity of Algorithm 3 is less than the complexity of Algorithm 2 asymptotically. Moreover, suppose f (x) is a random polynomial of degree d over Z such that f (x) mod l 2 is uniform distribution on {h(x) ∈ Z/l 2 Z[x]; deg h ≤ d} for all prime l ≤ y, and {R l = φ} prime l≤y are independent random events, where R l := {x ∈ Z/l 2 Z; f (x) ≡ 0 mod l 2 , x is a multiple root of f (x) ≡ 0 mod l} for any prime l ≤ y, then the complexity of Algorithm 3 is less than 2 3 of the complexity of Algorithm 2 asymptotically with probability greater than 0.6.
