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ABSTRACT  
In recent years, the concept of energy-efficient buildings has attracted widespread attention 
due to growing energy consumption in different types of buildings. The application of 
thermal energy storage (TES) systems, especially latent heat energy storage (LHES), has 
become a promising approach to improve thermal efficiency of buildings and hence reduces 
CO2 emissions. One way to achieve this could be by implementing a model predictive control 
(MPC) strategy, using weather and electricity cost predictions. To this end, a heat exchanger 
unit containing a phase change material (PCM) as a LHES medium, thermally charged by 
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solar energy was incorporated into three versions of a standard building. This paper reports 
on the use of EnergyPlus software to simulate the heating demand profile of these buildings, 
with Solving Constraint Integer Programs (SCIP) as the optimization tool. After applying the 
MPC strategy, the energy costs of different building types were evaluated. Furthermore, the 
effect of the prediction horizon and decision time step of the MPC strategy, and PCM mass 
capacity on the performance of the MPC were all investigated in 1 and 7-day simulations. 
The results showed that by increasing the prediction horizon and PCM mass, more cost 
saving could be obtained. However, in terms of decision time step, although the study 
revealed that increasing it led to a higher energy saving, it made the system more sensitive to 
sharp changes as it failed to provide an accurate reading of the parameters and variables. 
 
Keywords: Model predictive control (MPC), active solar heating, latent heat energy storage 
(LHES), phase change material (PCM), optimization 
 
1. Introduction 
About 36% of global energy used worldwide is attributed to buildings [1], which also 
contribute to about 17% of total direct energy-related CO2 emissions to the environment [2]. 
Heating, ventilation, and air conditioning (HVAC) make a major contribution to energy 
consumption in buildings [3]. 
Nomenclature 
  
p  overall pressure drop (kPa) 
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t  decision time step (s) 
T  temperature difference (°C) 
Cp specific heat capacity (kJ/kgꞏK) 
I intensity of solar radiation (W/m2) 
k simulation time step 
l cost function (NZD) 
M mass (kg) 
m

 mass flow rate 
N number of prediction horizon 
Q volume flow rate (m3/s) 
Q

 thermal power (kJ/s) 
T temperature (°C) 
u control input 
U Constraint of input value 
x control input 
x0 initial state of the control input 
X Constraint of input value 
  
Greek Symbols 
  efficiency 
  
conversion coefficient to estimate the outlet temperature of heat exchanger 






am b  ambient  
HE-Room directing from heat exchanger to room 
in, SAC inlet of solar air collector  
l liquid 
m melting point 
out, SAC outlet of solar air collector 
out, HE outlet of heat exchanger 
s solid 
SAC-HE directing from solar air collector to heat exchanger 
SAC-Room directing from solar air collector to room 
 
Design professionals, especially architects and engineers, are experiencing an 
unprecedented level of demand to apply novel approaches to buildings in order to improve 
their thermal performance. The integration of thermal energy storage (TES) systems into 
buildings can satisfy their growing demand for energy, as well as reduce environmental 
pollution caused by the excessive use of energy. Among different energy storage systems, 
latent heat energy storage (LHES) using phase change materials (PCMs) can greatly enhance 
the energy efficiency of buildings owing to their large energy storage capacity, which is 
available within a narrow temperature range [4]. However, the incorporation of TES in 
buildings to minimize energy consumption and energy costs, while maintaining a comfortable 
thermal environment, requires comprehensive pre-analysis and thorough mathematical study. 
The development of computer technologies and modeling techniques has enabled the 
prediction of energy consumption levels in buildings [5]. By means of design control 
methods using dynamic models, prediction of the thermal performance of building systems is 
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now more cost-effective and less time-consuming. Indeed, dynamic models have become 
crucial for the development of control programs to optimize energy consumption and provide 
a comfort zone for the occupants of buildings [6]. In this regard, smart control of TES would 
maximize its energy and economic benefits and hence justify its initial high investment costs. 
Model predictive control (MPC) through the well-established strategy of classical control 
has attracted research attention in the area of energy-efficient buildings. Although MPC 
strategies have been used in process control for several decades, they have not been applied 
to building automation until recently. Basic criteria that MPC strategies need to meet are 
simplicity, well-estimated system dynamics, steady-state properties, and suitable prediction 
properties [7]. For instance, Ebrahimpour and Santro [8] used the moving horizon estimation 
of lumped load and occupancy in order to improve the accuracy of the dynamic model and 
MPC performance, subsequently. The advantage of MPC strategy over conventional building 
control methods is that it considers the future prediction of ambient temperature, solar 
radiation and occupancy, as well as system operating constraints, in the design of the control 
system [9]. However, in conventional methods, the control system is based on occupancy 
status of the building only, so the heating system is switched off if there is no one in the 
building. Further, TES is not used to cut down the operating cost of the building [10]. 
By taking into account internal gains, equipment, weather, and cost, an MPC can provide 
the required level of thermal comfort [11]. Ma et al. [12] conducted a numerical study to 
control the cooling system of a building. The building was equipped with a water tank and a 
series of chillers to provide the cold water. A cost saving of about 24% was achieved through 
implementation of an MPC strategy and using weather profile prediction.  Morosan et al. [13] 
also studied thermal regulation using an MPC strategy and weather profile prediction. The 
control design in their study was based on available control strategies, which have centralized 
and decentralized structures. In the centralized structure, a single controller is used to provide 
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a comfortable indoor temperature for a multi-zone building. However, in the decentralized 
structure, each zone has its own controller. As the centralized structure has computational 
complexity, and the decentralized one ignores heat transfer between zones, they proposed a 
distributed control strategy to take advantage of both control structures. Their findings 
showed that by implementing the distributed structure, in which case the local controllers of 
different zones share their future behavior, the performance of system was improved. 
MPC strategy is being used in HVAC systems for optimal heating and cooling [14], and 
reduction of peak energy demand in buildings [15]. In the study of energy efficient heating, 
Siroky et al. [16] carried out an experimental analysis of an MPC strategy using weather 
prediction approach. Over a two-month experiment modeled on a building in Prague, the 
Czech Republic, an energy saving of about 15% to 28% was achieved. Differences found in 
energy saving were due to the effect of various parameters, such as insulation level and 
variation in outside temperature. The results revealed a good consistency with the results of a 
large-scale simulation carried out in another study [17]. It is clear that MPC not only 
minimizes energy consumption, but also contributes to reduction in peak energy demand, 
which in turn can lower the operating costs of a building. Ma et al. [18] studied the effect of 
MPC strategy on reduction of peak electricity demand for cooling in a commercial building. 
Owing to the automatic off-peak pre-cooling effect and shifting of energy demand from peak 
to off-peak hours, the analysis using MPC resulted in a significant cost saving.  
Other research has studied the role of MPC strategies in buildings using TES. For 
example, Zhao et al. [19] conducted an economic MPC-based study to optimize energy 
demand of a Hong Kong zero-carbon building. A stratified chilled water storage tank was 
integrated into the model as TES. The results showed reductions of 6–22% in energy 
consumption, 23–29% in operating costs, and 12–48% in CO2 emissions, depending on the 
connection to grid and season of the year. 
7 
 
In fact, a considerable number of studies have applied MPC strategies to the HVAC 
systems of buildings to make them more energy-efficient [20]. The majority of this work has 
taken advantage of sensible thermal energy storage [21] to further improve energy savings. 
Much less work has been done on the incorporation of LHES into systems. In one example, 
Papachristou et al. [22] incorporated PCM into the fabrics of a building in Canada. The PCM 
was charged through forced air circulation in room. Their objective was to develop a low-
order thermal network model for the design of MPC strategy as well as optimization of PCM 
performance. Finally, the comparison of the modeling results with experimental data showed 
a great match in predicting the peak power demand and room temperature profile. Touretzky 
and Baldea [23] embedded LHES into a chilled water tank energy storage system. Proposing 
a hierarchical control strategy, they tried to manage the cooling demand schema of building 
and enhance the operation of its electric grid. They investigated cost savings for different 
load leveling, which is a way to distribute power requirement more evenly during the day, to 
change the electricity demand patterns of building. As a result, a cost saving of about 88% 
was achieved for the higher load. It is worth noting that energy storage was the main element 
of load-leveling strategy. In this case, electricity was used to charge the water tank as well as 
the PCM with heat. However, utilizing solar energy would have been more advantageous. As 
the most abundant and free source of energy, solar energy has an enormous potential for 
heating and cooling of domestic and commercial buildings [24]. To take advantage of solar 
energy, Fiorentini et al. [25] performed an experimental study of a hybrid MPC strategy to 
mainly control the cooling process of a residential building in Australia. The building was 
modeled through a simple R-C model. For the sake of thermal energy management, they 
considered two hierarchical control modes for HVAC system; one with a 24-h prediction 
horizon and a 1-h control step, followed by a 1-h prediction horizon and a 5-min control step. 
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2.1. Description of the system 
2.1.1. General overview 
Building automation systems are designed to control heating processes in service and 
domestic buildings, as well as offices. In this study, the building system comprised of a solar 
air collector, a heat exchanger filled with PCM, a backup heater, a fan to drive air from the 
heat exchanger to a standard basic building model (see more details in section 2.2), and 
energy to keep it at specific temperatures at specified times. The energy required to maintain 
thermal comfort of a standard basic building is termed ‘demand’. The heating demand of the 
standard room in this study could be supplied directly from the solar collector, the stored 
solar energy in the heat exchanger, and also from backup heater. There are three different 
operation modes for these energy sources, as described in the following paragraphs. By 
choosing the correct sequence for the operational modes, MPC can automatically provide a 
comfortable room temperature and reduce electricity cost. 
Solar air collector mode: The solar collector mode is active when demand is coincident 
with the presence of sunlight. If solar energy is greater than demand, surplus thermal energy 
will be stored in the heat exchanger by charging PCM in it. In the event that the collected 
solar energy is greater than both demand and the energy required to charge PCM, the excess 
will be discharged into environment.  
Heat exchanger discharge mode: Energy from PCM will be discharged if demand is 
greater than available energy from the solar collector. However, if at a given time the 
electricity rate is cheap, the optimizer tends to use backup heater and leave the PCM energy 
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2.1.2. Solar air collector  
Solar energy is the most available source of energy of all renewable and fossil-based 
energy resources [27]. Moreover, due to its clean, environmentally-friendly, and sustainable 
features, the application of solar energy has gained considerable attention [28]. Solar energy 
can be utilized using various technologies such as solar water heaters, solar cookers, solar 
dryers, solar ponds, solar architecture, solar air conditioning, and solar chimneys [29]. Hence, 
a fruitful and cost-effective approach is required to extract solar energy, convert it into 
thermal energy and then store it [30]. 
The focus of this study was on space heating of buildings. Therefore, a non-concentrating, 
flat plate solar collector was assumed as the source of energy. Flat plate collectors usually 
contain glass or plastic glazed covers, dark-colored absorber plates, insulation, tubes filled 
with a heat transfer fluid and other ancillaries [31]. The performance of a solar collector is 
evaluated by its efficiency, which is defined as the ratio of the useful thermal energy 
collected to the total amount of radiation hitting the surface of the collector over a specific 
period of time [32]. Assuming a constant value for some parameters, such as transmission 
coefficient of glazing, absorption coefficient of plate, collector heat removal factor, and 
collector overall heat loss coefficient, the efficiency will be a linear function of solar 
radiation intensity and the difference between inlet airflow of the collector and ambient 
temperature (Eq. (1)) [33]. This assumption is used to simplify working equations and the 
encoding process to accelerate the speed of the calculations. 



































 of PCM in
ncy, T tem
 for the so









r unit was 
hanger to 




 was a 1 m










d I is the i
ector. Subs
r, respectiv
 × 1 m sola
(Fig. 3) to 
e solar col
r collector an
 (Fig. 4) w
 0.30 m ×
rallel to th










































1 m × 1 
 the air 
). 








properties of PCM. The whole assembly was insulated using a 0.040 m thick layer of 
polystyrene and mineral wool (i.e. thermal resistance of about 1 m2ꞏK/W). 
 
Fig. 4. Schematic top view of the heat exchanger 
Table 1 
The physical and thermal properties of the PCM –RT 25 HC [34]. 
Parameter Unit Value 
PCM type - Organic 
Melting temperature range °C 22-26 
Heat of fusion  kJ/kg 230 
Specific heat  kJ/kgꞏK 2 (s) 
2 (l) 
Thermal conductivity  W/mꞏK 0.2 
Density kg/m3 880 (s) 
770 (l) 
Volume expansion % 12.5 
Max operating temperature °C 65 
 
To evaluate the thermal behavior of the PCM, the specific heat capacity of the mushy 
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where, Cp is specific heat capacity, LH is heat of fusion, and mT is an arbitrary small value 
representing the range of phase change temperature. Subscripts s, l, and m represent solid 
phase, liquid phase, and current and melting condition of PCM.   
The findings rest on the assumption that all the PCM had same temperature [36]. Indeed, 
based on this isothermal model, de Gracia et al. [37] confirmed that discrepancies between 
the simplified model and the experimental data are negligible enough for engineers and 
architects to predict the performance of the LHES without the need for complicated 
computational resources. On the other hand, as the charging and discharging process of PCM 
are mainly driven by force convection, the heat losses and gains were only considered during 
the storage period. On this basis, the temperature of PCM at different time steps could be 
obtained from Eq. (3), meaning that PCM temperature at each time step was equal to the 
PCM temperature at previous time step, plus the energy earning from solar collector, minus 
the energy leaving the heat exchanger to the room. 
( ) ( )
( 1) ( )
,









   
  
(3) 
1k kt t t    (4) 
whereQ

is the thermal power of the device, k is time step, t is the decision time step, and M 
is PCM mass. Subscripts SAC-HE and HE-Room represent energy from solar air collector to 
heat exchanger, and heat exchanger to room, respectively. 
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In order to facilitate the calculations, it was assumed that the outlet temperature of the 














where subscript out,HE represents the outlet condition of heat exchanger. 
 
2.1.4. Backup heater  
Electric resistance heating is 100% efficient, as it converts nearly all the electrical energy 
to thermal energy. Hence, the electric power of heater is equal to the thermal power used to 








  (6) 






considered to be constant in order to simplify the problem and implement MPC strategy more 
simply. 
 
2.2. Heating demand simulation 
The simulation part of the study was performed via EnergyPlus v8.1. EnergyPlus is a 
powerful building energy simulation software, which is used widely by designers and 
engineers all over the world. This tool is able to estimate building energy demand according 
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to the envelope design, weather conditions, occupancy status, and HVAC system design and 
control [41]. EnergyPlus takes advantage of the features and capabilities of BLAST and 
DOE-2 programs, which have been supported by the US government, and builds new features 
such as variable time steps for HVAC simulation and user-configurable systems [42]. In fact, 
it is able to assess heat balance loads at fixed time steps, as well as the response of HVAC, 
plant and electrical systems at variable time steps. This integration has led to more precise 
and realistic temperature prediction, estimation of adsorption, desorption, radiant heating and 
cooling systems, advanced infiltration, and multi-zone airflow calculations [43].  
In this study, ASHRAE standard 140 Case 600 was selected as the reference building to 
simulate the heating demand of three types of building through EnergyPlus software. 
According to this standard, the basic building model is a rectangular single zone with 
dimensions 8 m wide, 6 m long and 2.7 m high, and without any interior partitions. The 
building has two 12 m2 windows, facing south (Fig. 5) [44]. However, as the current 
simulation was based on conditions in Auckland, New Zealand, a slight modification was 
carried on the test model to change the windows to north facing. The design of the standard 
building is based on lightweight construction materials. More information regarding the 
building specifications, such as envelope components and their properties, infiltration, 
internal loads and mechanical systems can be found in the publication cited in reference [44]. 
As ASHRAE standard was used to implement the reference building in EnergyPlus, no 
validation was done for simulation to calculate heating demand [45]. 
This study investigated the heating demand for different type of buildings, namely offices, 
and domestic and service buildings, each of which entailed its own schedule. The schedule 
represented the time of the day that the HVAC system needed to operate to maintain the 















































































8 am – 4 pm
6 pm – 12 a
 


























As a well-defined and high-level programming interface, Python can be used to write 
SCIP codes [48]. Python is an outstanding tool, offering open-source, object-oriented, user-
friendly, versatile, portable, extensible, and customizable software [49]. In addition, it has a 
standard library, which allows users to have access to a large number of useful modules, 
inter-process communication, and operating and file systems [50]. 
In this study, SCIP 4.0.0 as the optimizer and Python 2.7.12 as the programming 
interface, both of which were installed on an Ubuntu Linux operative system, were used to 
produce the dynamic model of system. 
 
2.4. MPC strategy 
An MPC tool is a successful optimization-based strategy, by which the behavior of a 
controlled system can be explicitly predicted over a receding horizon [51]. The main 
elements of MPC are objective function, prediction horizon, decision time step, manipulated 
variables, optimization algorithm, and feedback signals [52]. Along with its dynamic 
modeling of the process, MPC acts in a way to optimize the objective function, subject to 
some constraints [53]. The basic structure shown in Fig. 6 is used to implement the MPC 
strategy. In this strategy, a model is utilized to predict the outputs based on the past inputs 
and outputs and current inputs as well as the proposed optimal future control signals. These 
signals are calculated through the optimizer considering the objective function, constraints 
and future errors, for a determined horizon. The predicted output, then, is compared to 
reference trajectory and an error is calculated. The cycling process is continued until a 
minimal error is obtained [54].  
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In MPC strategy, Eq. (7) is used to introduce the objective function, and follows 
constraints required to satisfy the demand [16]. 
 












  (7) 
subject to: 
0 0                              Current statekx x   (8) 
 1 ,                   Dynamics- state updatek k kx f x u   (9) 
                 Constraintsk k k kx ,u  X U   (10) 
where, l is cost function, N is prediction horizon, nkx  is state,
m
ku  is control input, and 
Xk and Uk define the constraints of state and inputs values, respectively. In general, objective 




















stability, the objective function should be able to follow Lyapunov-like functions [55]. In 
terms of the target performance, the objective function usually needs to minimize one 
behavior and maximize another one [16]. For example the objective function of the current 
study tends to minimize the cost and maximize the inside thermal comfort. 
The objective function used in this study (Eq. (11)) aimed to minimize the total energy 
cost of the heating, including the cost of backup heater and the fan applied to the system in 
order to drive air from TES to room at on-peak hours.  
( 0 ) ( 1)
( 0 ) ( 1)
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(11) 
subject to: 
00                                                        Current statePCMPCM kT T   (12) 

















( ) ( ) ( ) ( )       Constraintk SAC Room k HE Room k BH kDemand Q Q Q
  
     
(14) 
( ) ( ) ( )                             ConstraintSAC k SAC HE k SAC Room kQ Q Q
  
    (15) 
( ) ( ) ( )                             ConstraintSAC k SAC HE k SAC Room km m m
  
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 is mass flow rate and subscripts f and SAC-Room represent fan and solar collector 
to room, respectively. The subscript PCM0 represents the initial condition of PCM. The 
operating range of variables is defined as below: 
( ) ( )0   &   0.2SAC k HE Room km m
 
   (20) 
( )20 60PCM kT   (21) 
( ) ( )0    &    HE k BH kQ Q Maximum demand
 
   (22) 
( )0      SAC kQ Maximum energy from SAC

   (23) 
The energy cost obtained through MPC strategy was then compared with ‘simple control’ 
method to estimate the cost savings for electrical energy. The basic idea of the simple control 
method is to compare the system output with the determined set point and minimize error by 
tuning process control inputs i.e. repeating a measurement and computation procedure for 





3. Results and discussion 
3.1. Effect of receding horizon 
One significant parameter in the evaluation of MPC performance is horizon [57]. The 
period of time in which the objective function is being optimized is called prediction horizon. 
In this section, results for the effect of MPC horizon on the heating costs of the 
aforementioned building types are discussed. Heating demand of a service building in a 
typical day of winter in Auckland was obtained through EnergyPlus simulation (Fig. 7). Fig. 
8 displays the impact of receding horizon on electricity cost savings for service schedule 
profile for 1 and 7 running days, beginning with the first day of winter in Auckland in 2017. 
The cost savings achieved by the current strategy are compared with those with the simple 
control method. The decision time step of the figure is 15 min. Fig. 8 shows that increasing 
the horizon decreased the electricity consumption, which in turn resulted in a reduction in 
energy cost. Greater horizons enabled the model to cover a wider range of weather conditions 
as well as the electricity cost data, based on which the model decided whether to store or 
release the PCM energy to satisfy heating demand. In addition, it can be seen from the growth 
rate shown in the graphs that energy savings were more prominent when the duration of 
simulation increased from 1 to 7 days. This is because the model had more flexibility in 
relation to the charging and discharging time of the PCM. To clarify, in the 1-day (i.e. 24 h) 
simulation, heating demand resulting from the EnergyPlus simulation of the service schedule 
profile was for midnight until 9 am, and then from 8:30 pm to midnight (Fig. 7). Accordingly, 
PCM was only able to be charged during the day and discharged from 8:30 pm until midnight 
without causing any effect on the first period of demand. However, in the 7-day simulation, 
this period was extended, giving the PCM the ability to release its energy after second 
midnight and so save more energy.  
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In Fig. 8 the sharp increase shown in cost saving from 5 to 7.5 h is explained by Figs. 9 
and 10, which exhibit the performance of MPC system for horizons 5 and 7.5 h, respectively. 
In these figures, electricity cost was extracted from reference [58] and solar radiation and 
demand were obtained from the simulation as input data. The PCM temperature and the 
sources of energies utilized to provide demand are the output information. Based on the first 
few winter days in Auckland, the most expensive time of the day was warm period, when 
there was no demand. At around 8 pm, demand started to grow, in which case for a system 
setting based on 5 h prediction (Fig. 9), it could use only a small proportion of solar energy 
(about 0.1 kW/m2) stored in PCM. Hence, at 8:30 pm, a limited amount of energy could be 
released from the heat exchanger (red arrow). However, based on the 7.5 h prediction (Fig. 
10), the system was able to take advantage of a larger amount of solar energy and release it at 
the time of need. Therefore, more energy savings and cost reductions were achieved. 
 






























Fig. 8. Electricity cost savings at different horizons for 1 and 7 running days 
 
The system decided to charge PCM based not only on the presence of the sun, but also on 
the conditions forecast. It can be observed that with the horizon of 5 h, the maximum 
temperature of PCM in heat exchanger was 23 °C. However, for a horizon of 7.5 h, it reached 
about 37 °C. In fact, with higher horizons, the system was able to anticipate a wider range of 
heating demand hours and store greater quantities of the solar energy in PCM. The results for 
7 running days also confirm this finding (Fig. 11). Fig. 11 shows the behavior of the PCM’s 
temperature at different horizons of 5, 7.5 and 10 h for 7 days, for given solar radiation, 
electricity cost and building heating demand. The trends show that with horizons ascending 
from 5 to 7.5 and 10 h, the maximum temperature of PCM, as well as retention time at that 
temperature, rose. Indeed, according to the prediction for 5 h, the system was exposed to 
demand when solar energy was not available. Thus, PCM remained unloaded. In contrast, 
applying the 10 h prediction allowed the PCM to be charged at a higher temperature, and for 
a longer time. 
Further, the MPC strategy performed in such a way that the electricity and energy stored 
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Fig. 11. The PCM temperature profile at horizons of A) 5 h, B) 7.5 h and C) 10 h for 7 days 
 
3.2. Effect of decision time step 
The duration between each optimization process is known as decision time step. Some 
researchers have studied the impact of decision time step on the performance of MPC 
strategies [59]. Table 3 presents the electricity cost of heating as a function of decision time 
step for the first 1 and 7 days of winter in Auckland. As shown in the table, for a specific 
number of horizons (i.e. 24 in this study), the longest decision time step appeared to be more 
efficient. Indeed, according to the relation between the horizon and decision time step (Eq. 
(24)), lengthening the decision time step expanded the prediction hours, which in turn 
culminated in reducing the energy consumption.  
Receeding horizon ( )  ( )h N t h   (24) 
However, the accuracy of system is another critical parameter that should be taken into 
account. While less complicated and time-consuming, large decision time steps may lead to 
some important data being missed, hence deteriorating the precision of the outcome. In this 
case, the reduction rate of the electricity cost for 7 days was less than for 1 day (Fig. 12). 
Based on the discussion in Section 3.1, an opposite scenario was expected. In the 7-day 
simulation, almost the same cost savings were achieved for both 30 and 60 min decision time 
steps, even though the prediction time of the latter is two times that of the former. In fact, due 
to skipping some essential information such as demand, weather condition, electricity cost, 
and PCM temperature, the system failed to provide an authentic estimation of energy and cost 
requirement. In other words, for the decision time step of 60 min, PCM reached its maximum 
point quickly, so that no further improvement was attained. This conclusion is verified by 
PCM temperature profile in Fig. 13, which indicates that PCM temperature oscillated sharply 
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between the boundaries temperatures of the program (20 and 60 °C) with 60 min decision 
time step. The temperature variation was more gradual with the 30 min time step, indicating 
it is better to make the time step as small as possible. However, as discussed, decreasing the 
time steps increases the time and cost of computations. On the other hand, longer time steps 
make the system more sensitive to sharp changes, meaning a contingency plan has to be 
developed to avoid malfunctioning of the system, such as not meeting demand and 
overheating PCM in the heat exchanger unit. Hence, a balance between the cost and accuracy 
of the program needs to be established. 
Table 3 
The energy cost of heating for 1 and 7 day simulations at different decision time steps 
Decision time step (min) Horizon (h) Energy cost (NZD) for 1 day Energy cost (NZD) for 7 days
5 2 0.802 7.205
15 6 0.790 6.350
30 12 0.750 5.795
60 24 0.660 5.760
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3.4. MPC performance in different buildings 
MPC strategies can be applied to different type of buildings with different heating 
demands. Fig. 16 displays the heating demand for service, domestic, and office building 
scenarios, as well as energy sources used to supply the demand. In this simulation, decision 
time step and horizon are 0.25 and 10 h, respectively. The results of the simulation are 
compatible with the schedules for the buildings outlined in Table 2. The plan for service 
building was to maintain comfort zone over a 24-hour period. Hence, demand was zero only 
when solar energy was available to warm up the space. In this case, according to the available 
energy sources, the heat exchanger provided a small proportion of demand, while backup 
heater supplied a large proportion. Domestic buildings only need to be kept within specified 
range from 6 pm until midnight. Therefore, the energy stored in PCM during the day can 
largely meet demand. For the case of office building in this study, demand appeared 
particularly high during the day, and could be mostly met by solar energy, or energy stored in 
the heat exchanger. Thus, MPC strategy performed more effectively for office and domestic 
buildings than for service building in this study. Confirming the results, the 7-day simulation 
for different building types (Fig. 17) also showed the highest cost saving (56%) for domestic 
building, where a large amount of the heating demand was satisfied by discharging the PCM. 
The service building showed the lowest cost saving, as they should provide the comfortable 
indoor temperature for 24 hour. 
Furthermore, when demand was compared in the 7-day simulation (Fig. 18), the intensity 
of demand in office building was larger than for the domestic building, which in turn showed 
greater intensity of demand than the service building. The reason for this is associated with 
the period of demand for each building. In the office building, demand rose after the low 
temperature at night, which made the building very cold, meaning it needed more energy than 
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Fig. 17. Cost savings achieved by different type of building for the 7-day simulation 
 
 
Fig. 18. Heating demand associated with different buildings 
 
The summary of the investigated parameters, operating conditions and schedules as well as 
the findings of the current study are shown in Table 4. In fact, the effect of horizon, decision 
time step, PCM mass and operating schedule on cost savings of heating process of a building 
in New Zealand were studied.   
 
Table 4 









Schedule Cost savings 
(%) 


























00:00 00:00 00:00 00:00 00:00 00:00 00:0000:00
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numbers 7 4–11.70 
Decision time 
step 








Service 1.69– 18.45 
2.29–27.45 








A numerical study was carried out of an MPC strategy to control the heating process for three 
versions of a standard building, all equipped with a heat exchanger containing PCM and a 
solar air collector to capture the solar energy and direct it to the heat exchanger. In this 
simulation-based optimization investigation, EnergyPlus, Python and SCIP software 
packages were used as the simulator, interface and optimizer, respectively. The objective 
function of the MPC was to select the appropriate schedule of operation for the whole system 
to minimize the electricity cost and meet the heating demand of the service, domestic, and 
office buildings used in the simulation. The results confirmed that implementation of the 
smart MPC strategy was more beneficial for the service building, followed by the office and 
domestic buildings in descending order. The effect of various parameters on the performance 
of the MPC strategy was investigated. The results showed that the greater the prediction 
horizon, the higher the cost saving achieved. Moreover, increasing the time step enhanced the 
horizon hours on the one hand, but ignored some significant input information on the other. 
Thus, smaller time steps were better in terms of the accuracy of the simulation. However, 
using smaller time steps requires more processing time and more powerful instruments, 
which increases the cost of computations. In addition, with regard to the PCM content of the 
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heat exchanger, a higher amount was more beneficial in terms of cost savings for electricity. 
However, increases in the capital cost of PCM would necessitate deciding on an optimized 
amount of PCM for the heat exchanger. Overall, the results show that compared to the simple 
control method, a cost saving of about 12 to 27% was achieved in the 7-day simulation in the 
domestic building, which was higher than for the 1-day simulation.  
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