Abstract-Additive-noise channels with binary inputs and zerothreshold detection are considered. We study worst case noise under the criterion of maximum error probability with constraints on both power and divergence with respect to a given symmetric nominal noise distribution. Particular attention is focused on the cases of a) Gaussian nominal distributions and b) asymptotic increase in worst case error probability when the divergence tolerance tends to zero.
where N is a random variable with probability density function (pdf) f N . The probability of error achieved by a zero-threshold detector is given by 
In many situations of interest, the distribution of N is not known exactly, and we wish to consider worst case performance for a certain class of noise distributions. The case where the uncertainty class is the set of all noise distributions bounded in second moment (power) is particularly interesting as it quantifies the worst case probability of error as a function of the channel signal-to-noise ratio (SNR). This case was considered in [1] for "very noisy" channels. A full solution for the maximum-likelihood detection problem was obtained in [2] where it was shown that the worst case error probability is given by where 2 is the noise power. It was also shown in [2] that the least favorable noise distribution achieving (3) is a mixture of two equiprobable distributions, each taking values on a span-2 lattice. An extension to the zero-sum error probability game between communicator and noise where the communicator is allowed to transmit an antipodal signal with pseudorandom amplitude pattern known only to the receiver is considered in [3] .
In many situations, there is some available information about the unknown noise distribution in addition to the power, leading to the consideration of a smaller uncertainty class centered around a nominal distribution. In particular, we can consider the uncertainty class defined by the intersection of the set of distributions with power not exceeding that of the nominal and the set of distributions differing from the nominal by no more than a specified amount, where the discrepancy between noise distributions is quantified in a specific manner. In this correspondence we use the (Kullback-Leibler) divergence (see [4] , for instance) as a measure of distance between the worst case and nominal noise distributions. We will study the worst case error probability of the zero-threshold detector achievable by any noise distribution constrained in both power and divergence with respect to a given symmetric nominal distribution. It should be noted that, although the zero-threshold detector is optimum for the important special class of symmetric unimodal distributions, it does not follow that the pairing we obtain of threshold detector and least favorable noise forms a saddle point for the game where the detector is unconstrained; indeed, it is not a saddle point for nominals with symmetric continuous pdf's, since, as shown in Section II-A, the zero-threshold detector is not a maximum-likelihood detector for the least favorable distribution in this case.
In addition to its intrinsic interest, our solution has applications to problems in data communications subject to intersymbol interference, crosstalk, multiuser interference, or jamming, where the decision statistic is the sum of a signal component, a noise component which is easy to characterize, and an interference component whose distribution is hard to characterize, but such that the divergence between noise plus interference and noise can be studied analytically. For instance, a bound on the divergence-from-Gaussian of the total interference in a multiuser system with a linear minimum-meansquare-error (MMSE) transformation followed by a zero-threshold detector is obtained in [5] .
Another direct application is the scenario where a jammer wishes to avoid being detected while degrading error performance in an additive-noise channel wherein the receiver makes zero-threshold decisions. Using training data sequences, the decision as to whether or not a jammer is active is based on the hypothesis test
where N and N represent the channel noise with and without a jammer, respectively. The discernibility of this test can be quantified through the divergence between N and N , making our result the best a jammer can do for a fixed acceptable detection level.
The general form of worst case noise is presented in Section II. A related problem of interest which is also investigated in that section arises when the noise uncertainty class is enlarged by dropping the power constraint. Section III studies the worst case error probability when the divergence constraint tends to zero; this reflects the common situation where the noise is known to be "very close" to some specified nominal. Throughout the correspondence, special emphasis is placed on the important case of Gaussian nominal pdf's.
II. WORST CASE NOISE

A. Power-and Divergence-Constrained pdf's
Given a choice of nominal pdf f N and divergence tolerance , the optimization problem we face is that of finding the least favorable 
whereP denotes the associated worst case probability of error. Taking note from (2) that a zero-threshold error probability is restricted to the interval [0; 1=2], we demonstrate in Appendix I that the constraints (6) and (7) are active whenever 0 <P < 1=2. We also demonstrate that the extreme caseP = 0 is trivially uninteresting and that the extreme caseP = 1=2 cannot occur in a channel with SNR > 0 dB, and hence restrict attention to the case 0 <P < 1=2. Our first observation concerns symmetry of fN for symmetric nominal pdf's. Note that the second moment of f 0N is equal to that of fN and that the achieved zero-threshold error probability matches that of fN through (2) . By strict convexity of the divergence measure D(1jj1) in the first entry (see [4] , for instance) we have that
+D(fN (0x)jjfN (x))g = which leads to the desired contradiction in view of the demonstrated activity of the divergence constraint.
We assume throughout that the nominal pdf f N is symmetric, and restrict attention to symmetric feasible pdf's as a result of Proposition 2.1. Note that the nominal error probability is then given by P = which is justified since 3 is nonzero in light of the demonstrated activity of the divergence constraint [6, ch. 9 ]. An immediate consequence of (9) is that the optimal form obtained by ignoring the pointwise constraint fN (x) 0 always leads to nonnegativevalued realizations of fN , justifying the relaxing of this constraint. Further analysis also reveals that worst case power-constrained noise, resulting from the dropping of the divergence constraint (7), can always be realized by a probability mass function with mass restricted to the set of three points f01; 0; 1g, and is hence easy to study.
We can rewrite (9) more intuitively and with full generality as 
The divergence constraint (7) can now be rewritten under activity in the equivalent form (15) is governed by the independent active power constraint (6), so that we can rewrite (15) as
So, given a prescribed nominal distribution fN and divergence tolerance , we can determine the worst case noise distribution fN through the use of (13) and (16). Given an initial value of c, 1 is related to through (13) using the definite integrals (12) and (14). Then is related to through (16). The proper value of c is determined through (6) under activity by the relation
where
Each choice of c involves the computation of the four definite integrals (12), (14), (18), and (19). Upon solving the above system, the worst case error probabilityP is given bŷ
P as evidenced by (10). A sample of numerical results is to be found in Section II-D.
The form of the worst case noise pdf fN leads to the following interesting observation.
Proposition 2.2: For any symmetric-continuous pdf fN and any divergence tolerance > 0, the zero-threshold detector falls outside the class of maximum-likelihood detectors for the worst case noise pdf fN .
Proof: From (11) A direct implication of Proposition 2.2 is that the pairing of a zerothreshold detector and worst case noise does not form a saddle point for the game of noise versus unconstrained detector for symmetriccontinuous nominal pdf's.
B. Divergence-Constrained pdf
We turn attention to the determination of worst case divergenceconstrained noise, where we drop the power constraint (6) . That is, we wish to find fÑ such that 
A useful observation is that the solutionP provides an upper bound forP in the original problem (4), a result of the enlargened feasible class. We will see in this section that solving forP is a simpler task, and provides some idea of the accuracy ofP when used as an approximation forP with a sample of numerical results in Section II-D.
As in the analysis of Section II-A, it is easy to show that the divergence constraint is active for 0 <P < 1=2, and that the worst case pdf fÑ is symmetric for any symmetric nominal pdf fN . Subsequent Lagrange-multiplier analysis yields the optimal form fÑ (x) = K1fN(x); jxj < 1 K 2 f N (x); jxj 1 (23) where K 1 and K 2 are constants, which allows us to derive general results forP dependent on fN only through the nominal error probability P .
Setting K2 = 1 + , and solving for K1 using the constraint (21), we rewrite (23) as
which, when subjected to the active divergence constraint, yields the single-variable two-parameter equation
to solve for . As before, the special caseP = 0 holds if and only if the nominal pdf f N exhibits P = 0, and is hence trivially uninteresting. The casẽ P = 1=2 requires more care than in the power-constrained analysis, since the divergence constraint may be inactive even for channels with an SNR > 0 dB. As before, there will exist for any nominal pdf with P > 0 some value 0 for which the worst case error probability isP = 1=2 under an active divergence constraint; for any value > 0 , there will exist a class of worst case pdf's corresponding to the divergence tolerance 0 . A quick inspection of (25) shows that 0 = log(1=2P ), allowing us to rewrite the solution with complete generality as (24) 
for all nominals fN exhibiting P > 0.
Having solved (26) for a given P and , we can writẽ
as the solution to (20) and as an upper bound onP . In terms of computational efficiency, it is important to note that (26) depends on f N only through P . An interesting consequence is that all nominal random variables with the same zero-threshold error probability P exhibit the same worst case divergence-constrained probability of errorP . Our hope in utilizing the divergence-constrained solutionP as an upper bound approximation toP in (4) is that the power constraint (6) has a significantly lower relative cost than the divergence constraint (7), rendering the upper bound relatively tight. Indeed, we will see in a later section that the power constraint is actually extraneous for nominal pdf's satisfying certain decay restrictions in the asymptotic case ! 0.
C. Gaussian Nominals
The most interesting and natural choice of nominal noise is Gaussian, in which case we can significantly reduce the computation involved with determining worst case noise as outlined in Section II-A. Let N be a zero-mean Gaussian random variable with variance These observations reduce to two, the number of definite integrals that need be computed for each choice of c, both of which avail themselves to well-studied numerical approximations. To find fN , we choose
2 ) 01 and solve for using the equation As above, the worst case error probability is given bŷ
If the power constraint (6) is dropped, the solution for worst case divergence-constrained noise is simply given by (24) and (26) with P = Q(1=).
D. Numerical Results
Worst case pdf's are presented in Fig. 1 for a Gaussian nominal with SNR = 10 dB and a variety of divergence tolerance values using the results of Sections II-A and II-B. Note that the power constraint precludes a full transportation of mass out of the interval [01; 1] in the power-constrained case. As the divergence tolerance grows unbounded, the worst case power-and divergence-constrained pdf will approach a three-point probability mass function with weight 0:05 at x = 61 and weight 0:9 at x = 0, while the divergenceconstrained pdf will, for large enough , take the form of weighted Gaussian tails void of mass in the interval [01; 1].
Similar curves are presented in Fig. 2 for a Gaussian nominal with SNR = 0 dB. In this case, full transportation of mass out of the interval [01; 1] is asymptotically achievable in the powerconstrained case because of the increased nominal power; note that for = 1 there is positive mass in the interval [01; 1] although it is not discernible at the resolution of the graph. As the divergence tolerance grows unbounded, the worst case power-and divergence-constrained pdf will approach a two-point probability mass function with equal weights at the points x = 61. The divergence tolerance = 1 is sufficiently large for the worst case divergence-constrained noise pdf to achieve the upper bound on zero-threshold error probability of 1=2.
In order to develop a feel for the relative costs of the power and divergence constraints, Figs. 3-8 depict worst case error probabilities as computed via the analysis of this section for a variety of nominal pdf's and values of SNR and . Figs. 3-5 depict worst case probability of error for Gaussian nominals over a range of SNR values. Each graph depicts curves corresponding to (4) under = 0 and = +1 for reference. Note thatP = P for = 0 and recall that worst case noise takes the form of a three-point probability mass function under = +1 as discussed in Section II-A.
The graphs show that the effect of the imposed power constraint grows with increasing , which is expected since a larger transportation of mass will lead to a greater increase in second moment under transformations (10) and (24). In Fig. 5 , it is interesting to note that the power constraint is actually more restrictive than the divergence constraint when = 1, as evidenced by the relative positions of the curves corresponding toP and the referenceP for = +1. Note that the effect of the imposed power constraint is more pronounced than in the Gaussian case. This can be explained intuitively by the fact that the tail of a Laplacian pdf contributes more to its second moment than that of a Gaussian; since the increase in second moment under either transformation (10) or (24) takes place in the tail, such effects are more pronounced in the Laplacian case. 
III. ASYMPTOTIC BEHAVIOR
We turn attention to the asymptotic behavior of the worst case error probability achieved by the zero-threshold detector as the divergence tolerance tends to zero in (4). This will convey some idea of the expected worst case degradation in channel performance when the noise is "very close" to a given nominal, for instance the typical scenario of near-Gaussianness.
A. Divergence-Constrained
As before, it is interesting to consider worst case noise subject to a lone divergence constraint, without the power constraint (6) . The goal here is to quantify the asymptotic behavior of the worst case divergence-constrained error degradation as the divergence tolerance tends to zero.
Recall the expression for worst case divergence-constrained error probability developed in Section II-B, namely, P = ( + 1)P where P represents the nominal error probability and satisfies (25) in full generality since we are taking ! 0 and can hence assume < 0 in (26). By inspection of (25), we note that tends to zero with , and for < 1 we can rewrite (25) 
Note that (32) depends on the nominal pdf f N only through the nominal error probability P , so that all nominal pdf's exhibiting the same nominal error probability P also exhibit the same asymptotic increase in worst case divergence-constrained error probability.
B. Power-and Divergence-Constrained pdf's: Upper Bound
An upper bound on worst case asymptotic error degradation subject to both power and divergence constraints follows directly from the fact thatP (no power constraint) provides an upper bound for P (imposed power constraint). We denote by 1P the worst case degradationP 0 P and form from (32) the upper bound it hence does not hold for the important class of Gaussian nominals, which we deal with in the following section. Condition (35) enables us to satisfy the power constraint (6) by transporting mass from the tail in a manner which negligibly affects the divergence, providing a construction which achieves worst case asymptotic error degradation equal to the upper bound (33). 
C. Power-and Divergence-Constrained pdf's: Lower Bound for Gaussian Nominals
We now focus attention on constructing a lower bound for the important case of Gaussian nominals. This bound can be paired with the upper bound (33) to provide a relatively narrow envelope of uncertainty for the worst case error degradation in this special case. As in Section III-B, we would like to limit local dependence on the nominal f N in order to obtain general results and to reduce required computation; however, we take note that a constructive lower bound must satisfy the power constraint (6) . Nonetheless, we provide a specific construction which yields a simple and tight lower bound.
Given a Gaussian nominal pdf fN with variance 2 , we found in Section II-C that the solution for worst case error probability takes the formP = ( + 1) P where and P solve (29) and where P is the error probability associated with the Gaussian pdf fN once 2 is chosen so that the second moment after subjecting f N to transformation (10) is 2 . We develop a lower bound P L forP by rewriting (29) as 
Note the strong match between (38) governing the lower bound P L and (25) governing the upper boundP , where the only difference is that P is the unadjusted nominal error probability while P corresponds to a lower variance Gaussian chosen so that the solution meets the power constraint. This match enables us to easily analyze the discrepancy between these two bounding values.
The increase in second moment resulting from the application of (10) is given by This leads directly to the following lower bound. 
Fig. 9 depicts a graph of the bounds of Theorem 3.2 and result (33), providing an envelope of uncertainty for the asymptotic behavior of worst case error probability for Gaussian nominals over a range of SNR values. Note the increasing tightness of the bounds with increasing SNR, and in particular the narrow band of uncertainty in the typical range of 8 dB and above. 
IV. CONCLUSION
We have seen that the worst case noise pdf fN under constraints of power and divergence with respect to a prescribed nominal pdf f N takes the form
while dropping the power constraint leads to the worst case divergence-constrained noise pdf fÑ of the form
In Section II we demonstrated an efficient procedure for computing the parameters associated with fN and fÑ , and took advantage of the form of fN to reduce computation significantly in the case of Gaussian nominals. Section III provided a study of the asymptotic behavior of the worst case error degradation as the divergence tolerance tends to zero. Without the power constraint, the worst case degradation 1PU was shown to satisfy the relation
where P is the nominal probability of error. Upon imposing the power constraint, the upper bound on worst case degradation 1P provided by 1PU was shown to be exact for nominal pdf's satisfying certain decay conditions, namely, (34) and (35). For Gaussian nominals we provided a lower bound for the quantity lim !0 1P= p that performed very well for high values of SNR.
APPENDIX I DEMONSTRATION OF CONSTRAINT ACTIVITY
We first demonstrate activity of the power constraint (6) and divergence constraint (7) when the worst case probability of error satisfies 0 <P < 1=2. We then study the extreme casesP = 0 and P = 1=2 in some detail, demonstrating that they are not typically of interest.
Assume for now that 0 <P < 1=2, and assume by contradiction that there exists a strict inequality in the divergence constraint. Pick any three ordered disjoint intervals I 1 , I 2 , and I 3 where I 1 2 [0; 1), I 2 2 [0; 1), I 3 2 [1; 1) , and where each contains mass corresponding to the pdf fN . It will always be possible (perhaps after interchanging I 1 and I 2 ) to displace mass from I 2 to both I 1 and I 3 in such a manner that the second moment remains unchanged and the divergence constraint remains satisfied, resulting in a larger error probability and thus rendering fN suboptimal. Similarly, if we assume by contradiction that fN exhibits a strict inequality in the power constraint, there must consequently be two ordered positive disjoint intervals J 1 and J 2 such that fN (x) > f N (x) throughout J 1 and fN (x) < f N (x) throughout J 2 . By displacing mass from J 1 to J2 in such a manner that the power constraint remains satisfied, we can reduce the divergence and thus demonstrate nonoptimality with reference to the preceeding argument. It should be noted that the last argument does not hold if the limit on noise power is general (and not necessarily set equal to the nominal power), making that problem more difficult to analyze.
Having demonstrated activity of both constraints for the case 0 <P < 1=2, we now consider the respective extreme cases. The caseP = 0 holds if and only if the nominal f N exhibits zero error probability as a direct consequence of the divergence constraint (7), since fN must remain absolutely continuous with respect to f N in order to achieve finite divergence, and is therefore trivially 
The following quantities will be useful in our analysis
We also define B = B x + B
x and note that P = P x + P x . To make f N a proper pdf, we set We now turn attention to the analysis of a relatively simple nominal probability mass function in order to demonstrate that (35) is nonsuperfluous for Theorem 3.1. Although a discrete nominal distribution is chosen for ease of analysis, the example is intuitively generalizable, for instance through approximation by a mixture of low-variance Gaussians.
Consider the problem (4) and take as nominal pN the five-point probability mass function pN (x) = 1 0 2P; x = 0 P 0 "; jxj = 1 "; jxj =
x where x > 1, 0 < P < 1=2, and 0 < " < P . We can immediately this last condition matches exactly with (35), ensuring that it is not a superfluous requirement in Theorem 3.1.
