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a b s t r a c t
Slicing is a program analysis techniquewhich can be used for reducing the size of themodel
and avoid state space explosion in model checking. In this work a static slicing technique
is proposed for reducing Rebeca models with respect to a property. For applying the actor-
based slicing techniques, the Rebeca control flow graph (RCFG) and the Rebeca dependence
graph (RDG) are introduced. We propose two different approaches for constructing the
RDG, where each approach can be more effective under certain conditions. As the static
slicing usually produces large slices, two other slicing-based reduction techniques, step-
wise slicing and bounded slicing, are proposed as simple novel ideas. Step-wise slicing
first generates slices that overapproximate the behavior of the original model and then
refines it, and bounded slicing is based on the semantics of nondeterministic assignments
in Rebeca. We also propose a static slicing algorithm for deadlock detection (in absence of
any particular property). The efficiency of these techniques is checked by applying them to
several case studies which are included in this paper. Similar techniques can be applied on
the other actor-based languages.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Model checking [1] is a formal verification technique for verifying concurrent systems against a number of specifications
and can be used for developing more reliable systems. The main problem of model checking is the state space explosion
problem and many techniques have been developed to overcome this problem. These techniques include: abstract
interpretation [2], data abstraction [3], predicate abstraction [4], slicing [5], partial order [6] and symmetry reductions [7].
To take advantage of the model checking technique, one must first use a modeling language to represent the behavior of
the system. Rebeca [8] (Reactive Objects Language) is an actor-based [9] language with a formal foundation for modeling and
verifying concurrent and distributed systems, which was designed in an effort to bridge the gap between formal verification
approaches and real applications. This language is supported by a set of tools for formal verification [10–12] including RMC
[13] (Rebeca Model Checker) and Sarir [14] (Rebeca to mCRL2 [15] translator). Rebeca is extended in [16] with the concept
of components as a unit of encapsulation of reactive objects that facilitates the modeling and verification of tightly coupled
reactive objects.
Static slicing [5] extracts statements from a programwhich have a direct or indirect effect on a particular computation in
other statements. One of the main approaches for slicing is using reachability analysis on the program dependence graph.
In this paper,we follow this approach to slice Rebecamodels. As in programslicing,we first construct a specialized control
flow graph that captures the control flow in themodel and then use it to extract the control flow and data flow information of
the model. Subsequently, this information is used to construct a specialized dependence graph corresponding to the model.
Compared to program dependence graphs, the Rebeca dependence graphs are simpler due to the asynchronous nature of
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communication, atomic execution of message servers, absence of shared data, and absence of procedure calls. In addition,
Rebeca is an object-based language (as opposed to object-oriented), e.g., inheritance and polymorphism are not included in
the language. So,we do not need to dealwith the complexities of dependence graphs designed for object-oriented languages.
In the case of component-based models, the corresponding subgraph of each component can be generated and reused in
any model that the component appears.
We proposed two approaches for constructing the dependence graph for Rebeca: One approach is similar in spirit
to object-sensitive program analysis, and maintains the reactive object’s specific dependencies, as opposed to the other
approach that is based on class specific dependencies. Using each of these approaches results in different dependence graphs
which are suitable for different circumstances. The object-sensitive approach can be used for generating amore precise slice
and the object-insensitive class-based approach can be used for generating dependence graphs for models which are used
for applications with a varying number of rebecs.
For computing the slice from the resulting graph, four different algorithms are presented in this paper. The first one is the
traditional reachability algorithmwhich is used for static slicing. The second algorithm is based on a simple novel idea and is
used when we want to check a model against deadlock (and not a specific property). The idea is eliminating the statements
that have no effect on any other statements.
The third slicing algorithm is introduced as step-wise slicing. In this algorithm, an initial overapproximation of the
original model is computed, and the model is subsequently refined based on the results of verification (alike in the counter-
example guided abstraction refinement (CEGAR) [17]). The goal of the algorithm is to find the minimal specification that
satisfies a property, or to find a non-spurious counter-example. Therefore, it starts with a reduced model including only the
variables that construct the property. This reducedmodel is verified; if a spurious counter-example is found, then themodel
is refined to include more variables and the verification-refinement cycle is repeated.
The last algorithm, named bounded slicing, can be seen as an intermediate approach between static slicing and step-wise
slicing. Static slicing preserves the property strongly but produces large slices including many variables. On the other hand,
step-wise slicing overapproximates the model and may require several refinement steps. The idea of bounded slicing is
similar to the idea of barrier slicing in [18] and scoped slicing in [19]. In bounded slicing, the nondeterministic assignments
restrict the size of the slice as there is no statement in the program that could possibly affect the value of these assignments.
The user can bound the size of the slice further by assigning more variables nondeterministically. Based on the user’s
information, the actual value of these variables is considered to be not relevant to check the property of interest; hence,
they are ignored. The bounded slicing algorithm replaces actual assignments which assign a value to these variables with
nondeterministic assignments and eliminates the other variables affecting the value of these variables. Although the reduced
model overapproximates the behavior of the originalmodel, the possibility of finding a spurious counter-example is reduced
as the variables are eliminated heuristically by the user (and not in an ad hocmanner). However, the possibility of uncovering
spurious counter-examples and the subsequent refinement of the model does exist.
The contribution of this paper is to introduce slicing techniques for Rebeca.The available reduction techniques for Rebeca
are symmetry reduction [20] and compositional verification [10,11]. The advantages of adding slicing techniques to the
available reduction techniques for Rebeca are:
• Combinationwith other reduction techniques: Slicing can be used in combinationwith the other reduction techniques
including compositional verification and symmetry reduction and make it possible to model check larger models.
• Automatic processing: Static slicing, step-wise slicing, and slicing a model with respect to deadlock can be fully
automated where as the compositional verification approach requires user interaction. Bounded slicing can be
automatically applied on a Rebeca model which includes nondeterministic assignments (assigning values to some
variables nondeterministically). However, in bounded slicing, we can benefit from the user’s interaction and allow the
user to specify more variables (with nondeterministic values) to get a smaller slice.
• Property preservation: Static slicing is characterized by strong property preservation. This means that satisfaction and
violation of a property in the originalmodel can be directly concluded from the reducedmodel. In contrast, compositional
verification overapproximates the model, and hence not all the properties are preserved. Both of the step-wise slicing
and bounded slicing techniques overapproximate the model, however when bounded slicing is used, the possibility of
finding spurious counter-examples is reduced.
Our contributions in this paper can be summarized as follows:
• We introduce a control flow graph specialized for Rebeca, considering the reactive behavior inherent in Rebeca models.
• We introduce the Rebeca dependence graph that is specialized for the actor-based semantics of the language, as opposed
to the complex dependence graphs of programs written in thread-based concurrent object-oriented languages. Further,
the Rebeca dependence graphs corresponding to components can be reused where the components are reused.
• We introduce two approaches for constructing the dependence graph for Rebeca that are similar in spirit to object-
insensitive (class-based) and object-sensitive program analysis.
• We present a slicing technique for slicing models to be verified against deadlocks (not a specific property).
• We present step-wise slicing that produces smaller slices than static slicing by overapproximating the behavior of a
Rebeca model.
• We present bounded slicing based on nondeterministic assignment to variables in Rebeca.
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The same techniques (including the dependence graph and algorithms) can be applied to similar actor-based languages.
In addition, these techniques can be used in combination with other reduction techniques.
This paper modifies and extends our paper [21] at FACS 2008 by (1) introducing a special control flow graph for Rebeca
models, (2) presenting the definition of the graphs and dependencies in a more formal way, (3) proposing a new object-
sensitive approach for constructing the Rebeca dependence graph that generates more precise slices compared to the
object-insensitive approach, (4) presenting the algorithm for the computation of a slicing criterion, (5) providing a detailed
explanation for the control flowanddata flowanalysis in computation of the data and control dependence edges, (6) providing
a running example with a complete walk-through for all parts of the work.
This paper is structured as follows. The next section presents an overview of the related works. Section 3 introduces
the Rebeca language and program slicing technique. In Section 4, the Rebeca dependence graph is presented, followed by
the discussion of different slicing algorithms in Section 5. In Section 6, we present the experimental results of applying the
proposed slicing algorithms on different case studies. Finally, we conclude the paper in Section 7.
2. Related work
In [22], a static analysis method was used for eliminating irrelevant variables from a model. Static slicing has been first
used as a reduction technique for model checking in [23]. Later, static slicing is applied to Promela [24], CSP [25], Ada [26],
and Petri-nets [27], and is used in UPPAAL [28] and for simulation traces [29]. In [30] an evaluation of using this technique
for model reduction is presented. The result of [30] shows that slicing concurrent object-oriented source code provides
significant reductions that are orthogonal to a number of other reduction techniques, and it is always recommended because
of its automation and low computational cost. In this paper we introduce an actor-based static slicing technique which is
different from the techniques presented for concurrent object-oriented codes [30], and also, slicing techniques other than
static slicing.
An approach named abstract slicing is presented in [31] which is based on abstract interpretation and model checking.
Abstract slicing extends static slicing with predicates and constraints by using the program model as an abstract state
graph. The abstract state graph is obtained by applying predicate abstraction to the program. For controlling the state
space explosion problem, the abstract slicing is formulated in terms of symbolic model checking. The technique reveals
the conditions under which one statement may affect another. But for verification we may need to find out whether some
condition holds or not.
One of the ideas presented recently is incremental slicing [32]. It starts with a small, minimal part of the specification
and successively adds further parts until either the property under interest holds on the slice or a real counter-example is
found. This technique is applied to CSP-OZ [33]. The step-wise slicing technique presented in this paper uses the idea of
overapproximating the behavior of themodel and then refining it. However because of the different nature of the languages
the way of applying the idea is different. In addition, in [32] the technique is applied to a simple automaton (comparing
to our work where the technique is applied to the dependence graph), therefore a further comparison between these two
techniques is not possible.
In [34,35] a technique is proposed for slicing synchronous reactive systems by introducing a new notion of slicing. In
[34], this technique is applied to the Argos language which is based on finite state machines. In [35] the Esterel language
is considered which has a rich set of control constructs. The focus of [35] is on modeling these constructs by defining new
dependencies. Themain difference of ourwork and this technique is that Rebeca is a reactive, actor-based and asynchronous
language. In this paper we introduce actor-based static slicing. In addition, we introduce three slicing techniques other than
static slicing.
3. Preliminaries
3.1. Rebeca
Rebeca [8] is an actor-based [9] language for modeling concurrent and distributed systems as a set of reactive objects
which communicate via asynchronous message passing. A Rebeca model consists of a set of reactive classes. Each reactive
class contains a set of state variables and a set ofmessage servers.Message servers are responsible for processing the received
messages and they execute atomically. In a Rebecamodel, there is a fixed set of rebecs (reactive objects)which are instantiated
in the main and execute concurrently. Rebecs are encapsulated reactive objects, with no shared variables. Each rebec is
instantiated from a reactive class and has a single thread of execution which is triggered by reading messages from an
unboundedmessage queue. Eachmessage has a uniquemessage server. When amessage is read (and taken) from the queue,
itsmessage server is invoked. Each rebec has an initial message server. In the initial state of the rebec its queue is empty, and
the first statement of its initialmessage server is executed.
In [16], components are added to Rebeca language as a higher level of abstraction, for encapsulating tightly coupled
reactive objects that may have synchronous communication. A component is a set of one or more reactive objects. In this
paper we abstract from the internal synchronous communication as this is not a natural behavior for actors.
In a Rebeca model, data is not shared between rebecs (replicas of data are propagated via message passing). Further, in a
rebec, each of its state variables is visible and accessible only by themessage servers of the rebec itself. Also, in every instance
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1 reactiveclass Sender(4) { 1′ reactiveclass Receiver(4) {
2 knownrebecs { 2′ knownrebecs {
3 Receiver r; 3′ Sender s;
4 } 4′ }
5 statevars { 5′ statevars {
6 int req; 6′ int msg;
7 boolean pass; 7′ boolean isFinal;
8 } 8′ }
9 msgsrv initial() { 9′ msgsrv initial() {
10 req = 1; 10′ isFinal = false;
11 r.receiveReq(req); 11′ }
12 }
12′ msgsrv receiveReq(int m) {
13 msgsrv sendNextReq() { 13′ msg = m;
14 pass = ?(true,false); 14′ if(msg == 4)
15 if(pass) 15′ isFinal = true;
16 req = req + 1; 16′ else
17 if(req == 5) 17′ isFinal = false;
18 req = 1; 18′ s.sendNextReq();
19 r.receiveReq(req); 19′ }
20 } 20′ }
21 }
22 main() {
23 Sender s(r):();
24 Receiver r(s):();
25 }
Fig. 1. The Rebeca code of sender/receiver example.
of a rebec, only one message server can execute at a time. Hence, interference of modifications of data among concurrent
executing rebecs or message servers is not possible. But the order of execution of the message servers is related to the order
that they are called by concurrently executing rebecs, and is not easy to be determined statically.
Sender/receiver example: Rebeca code. Fig. 1 is a simple Rebeca example to show the syntax and semantics of Rebeca and
our slicing techniques. This example is similar to alternating bit protocol, but we simplified it by putting a nondeterministic
assignment (line 14) instead of receiving a real acknowledgement by the sender. In this example there exists a sender that
sends a number of messages (four here) to a receiver. According to the nondeterministically chosen value of variable pass
(line 14), the sent message may be a new message (line 15) or the previous message. The happy scenario is if the receiver
receives all four messages, where the state variable isFinal of the receiver is set to true (line 15′). Each time that receiveReq
is executed by the receiver, a sendNextReq is sent to the sender asking for the next message (line 18′). After receiving the
last message by the receiver this scenario starts over again. A possible interesting property for this example is G(F(isFinal
== true)) which checks whether the last message is always finally received by the receiver. The property is an LTL (Linear
Temporal Logic) formula [36] where G denotes globally and F denotes finally. In addition, the example can be verified against
deadlock. Deadlock occurs in this example if we remove line 18′ from the model.
3.2. Slicing
Program slicing [5] answers the question: ‘‘Which statements may affect the computation at a different statement?’’ In
general, slicing is an analysis techniquewhich is widely used in debugging [37], testing [38], maintenance [39], and program
comprehension [40]. Program slicing is first introduced as a decomposition technique that extracts statements relevant to a
particular computation from a program. For slicing a program, a dependence graph should be constructed. The construction
of this graph involves analyzing the control flow and the data flow of the program using a control flow graph. Then, the slice
can be computed by applying a reachability algorithm on the resulting dependence graph.
A backwardprogramslice consists of the parts of a program that potentially affect the values computed at some statement
of interest (referred to as a slicing criterion). A slicing criterion is usually denoted by 〈p, V 〉, where p is a program statement
and V is a set of variables. In general, it is undecidable if a slice is minimal [5] and one of the attempts of slicing algorithms is
to make the computed slice more precise. In the rest of the paper, we refer to backward program slicing when we mention
program slicing.
The slicing technique has been improved to support concurrent programs in addition to sequential programs. Each of
these techniques is described briefly in the following sections.
3.2.1. Slicing sequential programs
As the first step in slicing a sequential program, the control flow graph (CFG) of the program is analyzed to calculate the
control flow features of the program. The CFG is defined as follows (from [41] with minor changes):
Definition 1 (Control Flow Graph — CFG). A control flow graph (CFG) for a program P is a directed graph G = (N, E, ns, ne)
where
• N denotes the node set, and each node is associated with a statement from P.
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• E denotes the edge set, and the edges represent the flow of control in P. Each edge (n,m) ∈ E, shown as n⇀m, represent
the control flow between the nodes n and m. The edge set E contains the control flow edge n⇀m if the statement
represented bymmay immediately be executed after the statement represented by n.
• ns represents the start of the program.
• ne represents the exit of the program. 
The variables that are referenced at node n are denoted by ref(n), and the variables that are defined (or assigned) at node
n are denoted by def(n). In addition, node m is called a post-dominator of node n, if all paths from n to exit (ne) contains m.
A node n is called a pre-dominator ofm, if all paths from the start (ns) tom contains n.
A simple approach in data flow analysis is checking whether a definition of a variable in a node reaches another node.
This analysis can be done by iterating over the control flow graph. In [41], reaching definition is defined as follows:
Definition 2 (Reaching Definitions). For any node n ∈ N in the control flow graph G, let def(n) be the set of variables defined
at n. A definition of variable v at a node n(v ∈ def (n)) reaches a (not necessarily different) node n′, if a path P = 〈n1, . . . , nk〉
in G exists, such that
1. k > 1,
2. n1 = n ∧ nk = n′,
3. ∀1 < i < k: v 6∈ def (ni). 
For slicing programswithout procedures, a reachability algorithm is performed on the program dependence graph (PDG)
[42].
Definition 3 (Program Dependence Graph — PDG). A Program Dependence Graph (PDG) for a program P is a directed graph
G= (N, EC , ED)where
• N denotes the node set, and each node is associated with a statement from P.
• EC denotes the Control dependence edge set. A Control dependence edge exists between two statement nodes if one
statement determines whether the other statement is executed.
• ED denotes the Data dependence edge set. A Data dependence edge exists between two statement nodes if assigning value
to a variable at one statement might reach the usage of the same variable at another statement. 
Control and data dependency are defined more formally as follows [41]:
Definition 4 (Control Dependency). A nodem is called control dependent on node n, if
1. there exists a path p from n tom in the CFG (n⇀*m),
2. m is a post-dominator for every node in p except for n,
3. m is not a post-dominator for n. 
In the well-structured programs that just contain if-statements and loops (those without jump statements like goto,
break, continue or return), the control dependency can easily be computed during traversal of the abstract syntax tree:
Every statement is directly control dependent on its enclosing if-statement or loop statement predicate.
Definition 5 (Data Dependency). A nodem is called data dependent on node n, if
1. there exists a path p from n tom in the CFG (n⇀*m),
2. there is a variable v, with v ∈ def (n) and v ∈ ref (m),
3. for all nodes k 6= n of path p, v 6∈ def (k) holds. 
If a definition of variable v at node n reachesm, andm uses variable v, thenm is data dependent on n. Hence, data dependence
can be trivially calculated from reaching definitions [41].
When we have procedures in a program, we need the system dependence and procedure dependence graphs.
3.2.2. Inter-procedural slicing
In slicing programs with procedures, a two phase reachability algorithm is performed on the system’s dependence graph
(SDG) [43]. The system dependence graph is a collection of procedure dependence graphs, one for each procedure [44].
Definition 6 (Procedure Dependence Graph). A Procedure dependence graph for a procedure P is a directed graph G= (NS ,
NE , NFI , NFO, NC , NAI , NAO, EC , ED, ECall, EPI , EPO)where
• NS denotes the statements node set where each node is associated with a statement from P.
• NE denotes the entry node set where an entry node represents an entry to the procedure.
• NFI andNFO denote the formal-in and the formal-out node sets, respectively. A formal-in node is considered for each formal
parameter of the procedure, and a formal-out node is considered for each formal parameter that may be modified by the
procedure.
• NC denotes the call node set. In each call site a call node is considered.
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• NAI and NAO denote the actual-in and the actual-out node sets, respectively. An actual-in node represents each actual
parameter at the call site, and an actual-out node represents each actual parameter that may be modified by the called
procedure.
• EC denotes the Control dependence edge set, and ED denotes the Data dependence edge set.
• ECall denotes the call edge set. A call edge connects a procedure call site node to the entry node of the related procedure.
• EPI and EPO denote the parameter-in, and the parameter-out edge sets, respectively. A parameter-in edge connects a formal-
in node to its matching actual-in node, and a parameter-out edge connects a formal-out node to its matching actual-out
node. 
3.2.3. Slicing concurrent programs
In [45] the notion of slicing is extended for concurrent programs and a graph-theoretical approach for slicing concurrent
programs is presented. This notion of slicing has been improved by various recent efforts [46,47,41].
For analyzing the control flow of concurrent programs, a threaded CFG (tCFG) is introduced in [41]. This graph extends
the CFG with two special nodes COSTART and COEXIT that represent the creation of threads. The system dependence graph
(SDG) which is used for slicing sequential programs, is adopted to be used for slicing concurrent programs by adding a new
dependence edge named interference dependence. In concurrent programs with shared variables, an interference dependence
edge is added when a value is assigned to a variable in one thread and is used in another thread [41]:
Definition 7 (Interference Dependency). A nodem is called interference dependent on node n, if:
1. there is a variable v, such that v ∈ def (n) and v ∈ ref (m),
2. n andmmay potentially be executed in parallel. 
The interference dependence edges are not transitive and may result an imprecise slice [47]. This problem can be solved
by considering realizable paths. A path through multiple threads is realizable if it contains a valid execution chronology.
In [46], the notion of slicing is extended to concurrent programs with shared memory, interleaving semantics and mutual
execution. Moreover, this work considers the presence of nested threads and loops to produce more precise slices.
4. Slicing Rebeca models
4.1. Control and data flow analysis
The data flow analysis of a Rebeca model is an analysis that iterates over control flow graph of the model. The control
flow of a Rebeca model is different from the control flow of multi-threading concurrent programs, thus the tCFG can not be
used for analyzing it. The reason is the reactive nature of the Rebeca models: The control flow of the body of each message
server is trivial but determining the control flow among the message servers themselves is difficult. A special control flow
graph (RCFG) is introduced in this section which is used for analyzing the control flow of Rebeca models.
Definition 8 (Rebeca Control Flow Graph — RCFG). A Rebeca control flow graph (RCFG) for a Rebeca model R is a directed
graph G= (N, Nstart , Nexit , E, ns)where
• N denotes the node set, and each node is associated with a statement from R.
• Nstart denotes a set containing STARTMi nodes where STARTMi represents the beginning of the ithmessage server.• Nexit denotes a set containing EXITMi where EXITMi represents the end of the ithmessage server.• E denotes the edge set, and the edges represent the flow of control in R. Each edge (n,m) ∈ E, shown as n⇀ m, represent
the control flow between the nodes n and m. The edge set E contains the control flow edge n⇀m if the statement
represented bymmay immediately be executed after the statement represented by n.
• ns represents the entry point of the model and is connected to all the nodes in Nstart by a number of edges in E. 
The main features of Rebeca which must be considered in RCFG are the atomic execution of the body ofmessage servers and
the reactive behavior of the rebecs.
4.1.1. Atomic execution
Message server calls are different from regular procedure calls. When node n (which represents a statement in message
server M1) is amessage server call for the message serverM2, we do not include n⇀ STARTM2 in E (the edge set of the RCFG
of the model). The reason is that message passing is asynchronous in Rebeca and the body of M1 executes atomically, thus
the flow of control does not transfer toM2 in the middle ofM1 execution.
4.1.2. Reactive behavior
In a Rebeca model, concurrent execution of rebecs is modeled by interleaved execution of each rebec at a time. At each
moment, any of the rebecs can be selected to be executed. The rebec has a single thread of execution that is triggered by
reading themessage from top of its queue. Eachmessage specifies amessage server to be invoked. Themain issue of analyzing
the control flow of Rebeca models is determining the message servers that can be potentially executed after the end of the
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Fig. 2. RCFG of the sender and receiver example.
execution of amessage server. This depends on the messages on top of the queues of all the rebecs in the model at that time.
Considering the fact that the state of the queues is not available when constructing the graph, an approximated approach
is presented. We assume that after the execution of a message server is over, each of the message severs potentially have a
chance for execution (including the executedmessage server itself). This gives us an over-approximation of the model.
Let assume that there are m message servers ({M1, . . . ,Mm}) in a model. This approximation implies that
(EXITMi , STARTMj) ∈ E for every 1 ≤ i ≤ m, 1 ≤ j ≤ m. As the initial message servers execute only once, we should
consider the i 6= j constraints for them. This will yield a RCFG with every node having a successor.
Sender/receiver example: RCFG. Fig. 2 shows the RCFG of the sender and receiver example. The node START shows the entry
to the model and is connected to the entry points of all the initial message servers in the model that are the initial message
servers of the two rebecs of Sender and Receiver here, and are the nodes 9 START and 9′ START. The edges connecting the
nodes that represent the statements of each message server are simply derived like in ordinary CFGs for programs without
procedures. The exit nodes of all themessage servers are connected to all the start nodes, as explained above, except for the
exit point of the two initialmessage servers: 9 EXIT is not connected to 9 START, and 9′ EXIT is not connected to 9′ START. In a
Rebeca model an initialmessage server can only be executed once when that rebec is first selected to be executed, but there
is no limit that other rebecs cannot be selected multiple times before a rebec is not even initiated. So, we have edges from
exit points of all the othermessage servers to an initialmessage server.
As the Rebeca language is a well-structured program, the control dependence is computed during the traversal of the
abstract syntax tree. Therefore, we only need to consider the effect of the previous approximation on the data flow analysis
and, hence, the computation of reaching definitions. This approximation implies that the last definition of each variable in a
message server can reach the first statements of othermessage servers. However, we should consider the fact that the rebecs
do not have any shared variables. Therefore, the only manifestation of this approximation is that we are assuming that a
change in the value of a state variable within a rebec, is observable for the othermessage servers of that rebec.
4.2. Rebeca dependence graph
For slicing a Rebeca model, first the model should be transformed into an intermediate graph representation. After this
step the slice can be computed through a graph reachability algorithm. The existing dependence graphs are not suitable for
this purpose because they do not fulfill the requirements of the Rebeca language. In these graphs the emphasis is mainly on
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modeling procedures and procedure calls according to their context and in a further step concurrency feature is considered.
In contrast, a Rebeca model does not include any procedure or procedure call and instead consists of an asynchronous
communication through message passing. Moreover, concurrency is modeled as interleaved execution of reactive objects
that are triggered by receiving messages. Therefore a special dependence graph for Rebeca named the Rebeca dependence
graph (RDG) is introduced. We consider two main approaches for constructing the RDG: reactiveclass-based approach and
rebec-based approach. The main difference between these two approaches is that in the reactiveclass-based approach, the
RDG has one entry node for each reactive class (object-insensitive) while in rebec-based approach, the RDG has one entry
node for each rebec (object-sensitive).
Definition 9 (Rebeca Dependence Graph — RDG). ARebeca dependence graph (RDG) for a Rebecamodel R is a directed graph
G= (NS , NC , NE , NA, NFI , NAI , EC , ED, EI , EMD, EA, EPI , EKD, EKI)where
• NS denotes the statements node set, and each node is associated with a statement from R.
• NC denotes the class-object node set. For each reactive class in the reactiveclass-based approach, or for each rebec in the
rebec-based approach we consider a class-object node which shows the entry of the corresponding reactive class or rebec.
• NE denotes the entry node set. For each entry to amessage server we consider an entry node.
• NA denotes the activation node set. An activation node represents calling a message server (which causes putting the
message in the queue of the receiver rebec).
• NFI denotes the formal-in node set. A formal-in node is considered for each formal parameter of a message server.
• NAI denotes the actual-in node set. An actual-in node represents each actual parameter at the activation site.
• EC denotes the Control dependence edge set.
• ED denotes the Data dependence edge set.
• EI denotes the intra-rebec dependence edge set. This dependency exists between the last statement of a message server
which is assigning a value to a variable and the first use of that variable in anothermessage server.
• EMD denotes themember dependence edge set. Amember dependence edge connects a class-object node corresponding to
a reactive class or a rebec to the nodes corresponding to each of its state variables declaration, entry nodes of itsmessage
servers, and the nodes corresponding to declarations of its known rebecs.
• EA denotes the activation edge set. An activation edge connects an activation node corresponding to amessage server call
to the entry node of the relatedmessage server.
• EPI denotes the parameter-in edge set. A parameter-in edge connects a formal-in node to its matching actual-in node.
• EKD denotes the known-rebec dependence edge set. A known-rebec dependence edge connects the node corresponding
to the declarations of a known rebec to the nodes where its message servers are called (activation nodes of its message
servers), within the same reactive class/rebec code.
• EKI denotes the known-rebec instantiation edge set. A known-rebec instantiation edge connects the class-object node
of a reactive class/rebec to the nodes where this reactive class/rebec is declared as a known rebec in other reactive
classes/rebecs. 
Here we discuss how RDG captures the Rebeca features:
1. Reactive classes: In the reactiveclass-based approach, a class-object node is considered for each reactive class. In the rebec-
based approach, a class-object node is considered for each rebec (an instantiation of a reactive class). Each rebec has its
own set of state variables andmessage serverswhich are connected to the class-object node bymember dependence edges.
The member dependence edges ensure that a reactive class (or a rebec) will be included in the slice if at least one of its
message servers or state variables is included in the slice.
2. Message servers: Each message server is modeled by an entry node, a set of nodes representing its statements, and data
dependence edges and control dependence edges modeling the existing dependencies within the body of the message
server.
3. Message passing: The nature of message server call in Rebeca is asynchronous and differs from procedure calls in
traditional programs:when reaching amessage server call, the control flow is not transferred to themessage serverwhich
is called, but the message is put in the queue of the called rebec. Putting a message in a queue is represented through
an activation node. In addition an activation edge is used to connect the activation node to the entry node of the related
message server and a known-rebec dependence edge is used to connect the activation node to the corresponding known
rebec. The parameters of the messages are modeled using formal-in and actual-in nodes along with parameter-in edges.
4. State variables: State variables are not shared among the rebecs, but the message servers of the rebec itself share these
variables. Therefore there is a dependency between amessage server using a variable and the othermessage server which
assigns a value to that variable. This dependency cannot be captured as an inter-procedural dependency because the
sequence of execution of themessage servers is not deterministic. It is also different from interference dependency because
concurrency does not exist within a rebec itself. So, we introduce the notion of intra-rebec dependency to represent these
kinds of dependencies. According to the atomic execution of the body of the message servers, this dependency exists
between the last statement of a message server which assigns a value to a variable and the first use of that variable in
another message server (if the value of that variable is not changed in the body of the second message server before the
first use).
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Fig. 3. RDG (reactiveclass-based) of the sender/receiver example.
5. Concurrency: Instead of modeling concurrency using threads, Rebeca has reactive objects as units of concurrency. As
variables are not shared between concurrently executing rebecs, there is no need for adding any special construct like
an interference dependence edge for this feature. But, the intra-rebec dependency introduced above is influenced by the
interleaved execution of rebecs (and hence their message servers) which represents concurrency in Rebeca.
We consider a Rebeca model to be a closed model where rebecs are passing messages to other known rebecs within the
model. Components are openmodelswhich are defined as a subset of rebecs in the Rebecamodel [16]. If we consider a subset
of rebecs of our Rebeca model as a component, then we can extract the subgraph related to that subset from the RDG of the
model. This subgraph can then be reused where the component is used in other models. This can be done by selecting the
class-object nodes related to the component and finding all of the nodes reachable from them. When finding the reachable
nodes, all of the edges are followed, except the edges going to reactive classes/rebecs that are not included in the component.
Sender/receiver example: RDG. Fig. 3 shows the RDG (reactiveclass-based) of the sender/receiver example which were
discussed earlier. In this example the graphs generated using the reactiveclass-based approach and rebec-based approach
are similar because there is one instance from each reactive class. The dashed rectangle indicates a component including
only the sender.
4.2.1. Comparing the reactiveclass-based and Rebec-based approaches
Reactiveclass-based and rebec-based approaches are analogous to object-sensitive analysis and object-insensitive
analysis. Fig. 4 shows the main differences of RDGs produced using the reactiveclass-based and the rebec-based approach.
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Fig. 4. Comparing the reactiveclass-based and rebec-based approach.
The reactiveclass-based approach and the rebec-based approach have a number of advantages and disadvantages compared
to each other: The rebec-based approach is more effective, and closer to the real implementation. This approach produces
more precise slices in the cases that one ormore rebecs can be eliminated fromamodel. Elimination of rebecshas a significant
impact on preventing state explosion. The reason is that by eliminating a rebec, all of its state variables are removed and
in addition, the number of interleavings which should be considered among the rebecs in model checking is reduced. In
some cases, the property depends on different sets of state variables of rebecs that are instantiated from the same reactive
class. Then, all the rebecs which are instantiated from that reactive class cannot be sliced in the same way. Some of the
state variables of certain rebecs can be removed while the same state variables in other rebecs are significant and cannot be
removed. This situation can only be handled by a rebec-based approach, and a more precise slice can be generated.
On the other hand, the reactiveclass-based approach is suitablewhen the samemodel canbeused for different applications
where the number of rebecs can vary according to the application. For this sort of applications, we may design models
containing a number of reactive classes, and leave themainmethod (where the rebecs are instantiated) to be fixed according
to the application. While the number of rebecs is not fixed, we may use the reactiveclass-based approach, slice the model
once, and then reuse the slice with a different number of rebecs. As a typical example, we can mention the classical dining
philosophers problemwhich represents a class of synchronization problems in concurrent applications. In this example, the
number of philosophers and forks is irrelevant and may change. In this case, we can use the reactiveclass-based approach.
5. Slicing techniques
In this section we describe slicing-based techniques that can be used for model reduction.
Because of the over-approximation in deriving the intra-rebec dependency edges, the precise slices can only be computed
by considering realizable paths (paths that have a corresponding execution sequence in the program). The purpose of the
algorithms, presented in this section, is in showing the main ideas of the slicing techniques, therefore for simplicity, we do
not discuss the computation of realizable paths in these algorithms in this paper.
5.1. Slicing definition
When slicing is used in model checking for model reduction purposes, the definition of a slice slightly differs from the
original definition which is used in software testing, debugging and maintenance. The reason is that in model checking
the slicing is applied with respect to a property instead of a particular computation in a certain location of the program
(slicing criterion). Therefore the slice should be computed with respect to all of the points where the involved variables
in the property take a value. For determining the slicing criterion two steps are needed. In the first step a list of variables
involved in the property is extracted (V = {v1, . . . , vn}). In the next step for every variable vi ∈ V and every statement ni
which assigns a value to vi (vi ∈ def (ni)), a slicing criterion is considered (〈ni, ref (ni)〉). Assuming that the RDG has k nodes
(N = {n1, . . . , nk}), the set of slicing criteria can be computed using the algorithm shown in Fig. 5.
Sender/receiver example: slicing criterion. For the sender/receiver example, considering the property G(F(isFinal ==
true)), the slicing criterion includes the nodes which assign a value to the isFinal variable: {〈10′,{}〉, 〈15′,{}〉, 〈17′,{}〉}.
5.2. Static slicing algorithm for RDG
After generating the RDG from the Rebeca model, the slice can be computed by a graph reachability algorithm. This
algorithm should mark all of the nodes affecting the value of variables involved in the property. Fig. 6 shows the static
slicing algorithm. This algorithm is similar to the algorithm used for static program slicing except that it starts frommultiple
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Input: List of variables involved in a property (V={v1 , . . . ,vn})
Output: The set of slicing criterions (C)
C={}; /*initialize the slicing criterions set*/
for each(ni∈N) /*for all of nodes in the graph*/
for each(vj∈V) /*for all of the variables involved in the property*/
if(vj∈def(ni)) /*if the variable is defined in the node*/
C=C∪{〈ni ,ref(ni)〉}; /*adds the node to the slicing criterion set*/
Fig. 5. Slicing criterion computation algorithm.
Input: The set of slicing criterions (C) and RDG (Rebeca Dependence Graph)
Output: Slice S
S={}; /*initialize the slice*/
for each(ci∈C){ /*for each slicing criterion*/
W={ci}; /*adds the slicing criterion node to the work list*/
S=S∪{ci}; /*adds the slicing criterion node to the slice*/
while(W6=∅){ /*while the work list is not empty*/
W=W\{w}; /*removes one element (w) from the work list*/
for each(v⇀w){ /*for each node v which w depends on it*/
if(v6∈S){ /*if the node is not included in the slice*/
W=W∪{v}; /* adds it to the work list and the slice*/
S=S∪{v};
}
}
}
}
Fig. 6. Static slicing algorithm.
slicing criterion nodes instead of a single one. It traverses the graph backward using the dependence edges and adds all of
the traversed nodes to the final slice.
Sender/receiver example: static slicing. By applying the static slicing algorithm on the sender/receiver example
(considering the property G(F(isFinal == true))), no statement will be eliminated from the model. The outer for loop of the
algorithm starts with one of the criterion nodes (e.g. 15′). This node is added to the work list and to the slice. In the while
loop, the node 15′ is removed from the work list. As 15′ is dependent on 14′, in the inner for loop, 14′ is added to the work
list and to the slice. The algorithm continues to traverse the graph backwards by picking another node from the work list.
When the work list becomes empty, the algorithm picks the next criterion node (in the outer for loop) and continues.
5.3. Deadlocks
Here we present a simple idea for reducing Rebeca models using slicing-based techniques when checking the deadlock.
For this purposewe search the RDG of the Rebecamodel for the statement nodeswhich do not have an outgoing edge. In this
way we are finding the statements which do not affect the other parts of the model. After finding these nodes we eliminate
themwith all of their incoming edges. This elimination may generate new nodes without any outgoing edge. Therefore The
search operation should be repeated recursively until all the remaining nodes have at least one outgoing edge. Fig. 7 shows
the algorithm of computing a slice for deadlock verification.
Sender/receiver example: deadlock slice. The shadowed nodes in Fig. 3 show the slice of the sender/receiver example with
respect to deadlock. The slice includes all the nodes initially. The nodes 6, 7, 6′, 7′, 10′, 15′ and 17′ are removed from the
slice because they do not have any outgoing edges. By removing the nodes 15′ and 17′, the outgoing edges of node 14′ are
eliminated as well. Therefore, the node 14′ should be also removed from the slice. The algorithm continues in this way
and produces the final slice. By following 14′ the nodes 13′, two actual-in nodes of min = req, and one formal-in node of
msg = min are removed, and by following 10′ the initial entry node is removed. Then, the nodes 18, 17, 16, 15, and 14 are also
removed. It can be seen that the two nodes 19 and 18′ that build up a loop and prevent the model to deadlock are included
in the slice. So, the slice is enough to detect the possible deadlock (as mentioned before if we remove node 18′ we will have
deadlock in the model).
5.4. Step-wise slicing
In step-wise slicing our goal is finding the minimum set of variables and statements in a slice for which the property
holds, or finding a feasible (non-spurious) counter-example. The process consists of a number of rounds and in each round
the model is reduced, verified and refined (when a spurious counter-example is found). The process is terminated when we
reach the goal.
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Input: RDG (Rebeca Dependence Graph)
Output: Slice S
S=N; /*in the beginning the slice includes all of the nodes (N)*/
for each (ni∈N)
Check(ni);
Check(n) {
if(n6∈S or outgoing(n)6=∅) /*if the node is already eliminated or has outgoing edges */
return;
if(outgoing(n)=∅){ /*if the node has not any outgoing edges */
S=S\{n}; /*remove the node from the slice */
for each (m⇀n) /*for each node which n is dependent to it */
Check(m);
}
}
Fig. 7. Slicing algorithm for deadlocks.
Input: The set of slicing criterions (C), RDG (Rebeca Dependence Graph)
and set of selected variables (Selected)
Output: Slice S
Description:
⇀Control denotes control dependence, activation dependence, member dependence,
known-rebec dependence and known-rebec instantiation edges
⇀Data denotes data dependence, intra-rebec dependence and parameter-in edges
S={}; /*initialize the slice*/
for each (ci∈C) /*for each of the slicing criterion nodes*/
W={ci}; /*add the slicing criterion node to the worklist*/
S=S∪{ci}; /*add the slicing criterion node to the slice*/
while(W6=∅) { /*while the worklist is not empty*/
W=W\{w}; /*remove one node from the worklist*/
for each(v⇀Controlw) {
if(v6∈S) {
W=W∪{v};
S=S∪{v};
}
}
if(def(w)∈Selected or def(w)=∅) {
for each(v⇀Dataw) {
if(v6∈S) {
W=W∪{v};
S=S∪{v};
}
}
}
if(def(w)6∈Selected and def(w)6=∅)
replace w with a nondeterministic assignment;
}
}
Fig. 8. Step-wise slicing algorithm.
The algorithm of computing a slice in each round is shown in Fig. 8. We define a set, named Selected variables. This set
contains theminimum set of variables which should be included in the slice in each round.We start withminimumpossible
specification by including only variables involved in the property in the Selected variables set. Other variables may be added
to this set in the next rounds.
Similar to the static slicing algorithm, the algorithm starts with criterion nodes and traverse the RDG backwards based
on the dependence edges. The main difference is that in this algorithm, when traversing the graph, we do not always
follow data dependence, intra-rebec dependence and parameter-in edges as we do in static slicing. As only the value of
Selected variables is important in the slice, these edges are followed when a node defines a variable which is in the Selected
variables set or do not define any variable (e.g. if statement). Otherwise, the actual assigned value is not important and the
assignment can be replaced by a nondeterministic assignment and these dependence edges are not followed further. For
control dependence, activation dependence,member dependence, known-rebec dependence and known-rebec instantiation edges
the RDG is traversed normally (i.e. similar to static slicing). The reason is that we want to preserve the reactive behavior of
the model. Thus, the control flow of the model should not change in the generated slice.
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Input: Counter-example(̂s0m1̂s1 ... ŝn−1mn̂sn)
Output: ‘‘Spurious’’ / ‘‘Real’’
/*S1 is the set of reachable states from the initial state after executing m1*/
S′1= {sk|sk∈S1 and sk'̂s1};
i=1;
while(S′ i 6=∅ and i<n) {
i=i+1;
/*Si is the set of reachable states from S′ i−1 after executing mi*/
S′ i={sk|sk∈Si and sk'̂si};
}
if(S′ i 6=∅) {
return(‘‘Real’’);
}else{
for each(sk∈Si)
variable={v|v∈sk and v∈̂si and v6∈Selected and (value of v in sk 6= value of v in ŝi)};
return(‘‘spurious’’,variable);
}
Fig. 9. Automated refinement: the algorithm for checking the feasibility of the counter-example and selecting a variable for refinement.
5.4.1. Counter-example feasibility and refinement
By removing some of the variables, we generate a model that is an abstract form of the original model and hides some of
the parts of the original structure. The abstractmodelmight have behaviors that are not possible in the original model. Upon
encountering a counter-example in the abstract model, we check if the counter-example is spurious by simulating it on the
original model. If the counter-example is spurious, the user should choose at least one variable from the set of variables
which was assigned by a nondeterministic assignment in that round and add it to the Selected variables set. For this purpose,
the user should use his or her knowledge about the model and the property.
Fig. 9 shows the algorithm which automatically checks the feasibility of the counter-example and selects a variable for
refinement. A counter-example is an execution path of the model, shown as a sequence C consisting of states of the model
(values of variables), ŝi, followed by the executed message server,mi, that takes the model to the next state in the sequence:
C = ŝ0m1̂s1 . . .mn̂sn. In the algorithm, we follow the counter-example starting from the initial state of the original model.
In each step, we shall check whether our current state is equivalent to the corresponding state in the sequence C . If it is not,
we terminate and report a spurious counter-example. If the states are equivalent we execute the message server which is
next to the current state in the sequence C . By executing a message server in a current state, we may reach more than one
state (because of nondeterministic assignments) and we have to consider all as possible current states.
If we can find a path following the sequence C to the endwithout anymismatch, then the counter-example is a valid one.
The only point is that the variables in the abstract model, and hence the variables included in the states si in the sequence
C , are only a subset of the variables in the original model. So, we define our equivalence relation between the states in the
sequence C and the states of the original model: the two states are equivalent if the value of all the variables in the abstract
model is equal to the value of the corresponding variables in the original model.
In the case of finding a spurious counter-example, the model should be refined by adding a variable to the Selected
variables set. The algorithm in Fig. 9 returns the set of variables that has different values in the the same corresponding
states in the sequence C and the original model. During refinement, a variable from this set is added to the model and this
spurious counter-example is avoided in subsequent iterations. However this algorithmdoes not always guarantee to suggest
the best refinement choice. In the worst case, the result of this algorithm is equivalent to the result of static slicing.
Sender/receiver example: Step-wise slicing. The Selected variables set contains the isFinal variable initially. Similar to static
slicing, the algorithm starts by picking a criterion node and adding it to the work list and to the slice. Here, we pick the
node 15′ from the criterion nodes 10′, 15′ and 17′. In the while loop, in the first iteration w = 15′, and 14′ is added to the
work list and to the slice by following the control dependence edge. Although here we have def (w) = def (15′) = isFinal
and so, def (w) ∈ Selected, there is no data dependence edge to 15′ to follow. In the second iteration, in the first for loop
the receiveReq node is added to the work list and to the slice. In the second for loop, as 14′ does not define any variable
(def (w) = ∅), 13′ is added to the work list and to the slice by following the data dependence edge. In the third iteration, the
algorithm picks 13′ from the work list. In the first for loop, we reach the receiveReq node by following a control dependence
edge that is already added to the slice. In the second if statement, the assignment statement in node 13′ is analyzed. As
this assignment is assigning a value to the variable msg which is not in the Selected variables set, thus it will be replaced
by msg =?(1, 2, 3, 4), and data dependence, intra rebec dependence and parameter-in edges are not followed further. The
algorithm continues with the next element of the work list and when the work list becomes empty, the next criterion node
is considered in the outer while loop. The double-lined nodes in Fig. 3, show the slice of the sender/receiver example using
step-wise slicing (considering the property G(F(isFinal == true))). In the resulting slice, 13′ is replaced bymsg =?(1, 2, 3, 4).
The property is satisfied in the generated slice and no refinement is needed.
If we consider the property G((req == 4)→ (isFinal == true)) and apply the step-wise slicing, the node 13′ (msg = m) will
be replaced by a non-deterministic assignment because def (13′) = msg and msg 6∈ Selected. The property is not satisfied
in the slice. In the last state of the counter-example, the value of req is 4, but the value of msg is 1 (as its value is assigned
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non-deterministically). Thus, isFinal becomes false. However, the counter-example cannot be simulated by the model, so,
it is a spurious counter-example and the model should be refined. In the refinement, msg is added to the set of Selected
variables and by applying the step-wise slicing using the new set, the property will be satisfied in the resulting slice.
5.5. Bounded slicing
The main purpose of proposing this technique is the gap that exists between the traditional static slicing method and
step-wise slicing. The weakness of static slicing is that it usually generates a large slice and its advantage is that it preserves
the property strongly. On the other hand, step-wise slicing generates small slices (at least at the first stages of the algorithm)
but it overapproximates the model. Additionally, it may take several rounds for getting a result, especially in large models.
The idea of bounded slicing is similar to the idea of barrier slicing [18] and scoped slicing [19]. In Barrier slicing user
introduces a set of barrier nodes which are not allowed to pass during the slicing computation. A barrier slice consists of all
the nodes on which a node (transitively) depends via a realizable path that does not pass a node of the barrier set. In scoped
slicing, when some parts of the program do not contribute interestingly to the slice, the user can define a scope for the
analysis. In this way, only parts of the system that are within the scope are analyzed. The scope is usually defined in terms of
the names of the classes, methods, and fields. In bounded slicing we take advantage from nondeterministic assignments in
Rebeca. The nondeterministic assignments can be considered as the barriers in barrier slicing or as a technique for defining
the scope of the analysis in comparison with scoped slicing. This technique can be applied to any other language supporting
non-determinism. A nondeterministic assignment statement is not data dependent to any other statement so there is no
data dependence edge, intra-rebec dependence edge or parameter-in edge that could be followed by the slicing algorithm.
Thus, the algorithm is bounded by these assignments.
In bounded slicing technique, we allow the user to provide a set of Nondeterministic variables. Based on the user’s
knowledge about the model, the value of these variables are not relevant to verify the model against the specific property.
Additional nondeterministic statements are added to themodel using this set ofNondeterministic variables. The algorithm of
bounded slicing is similar to the step-wise algorithm. In this algorithm the assignments which assign values to the variables
included in the Nondeterministic set, are replaced by a nondeterministic assignment statement and data dependence, intra-
rebec dependence and parameter-in edges are not followed further by the algorithm. In this way the slicing algorithm is
bounded in certain points which are actually chosen by the user.
This technique overapproximates the model. However the possibility of facing spurious counter-examples using this
approach is less than step-wise slicing becausewe tried to eliminate only the variables which have no effect on the property.
In the case of finding a spurious counter-example the user can remove a number of variables from the Nondeterministic set
and apply the algorithm again.
Sender/receiver example: Bounded slicing. Assume that the user selects variable req as the variable in theNondeterministic
set (considering the property G(F(isFinal== true))). The bounded slicing algorithm operates similar to step-wise slicing
algorithm until it reaches the node 13′. In this step, the algorithm continues traversing the graph backward as the variable
msg is not included in theNondeterministic set. The underlined nodes in Fig. 3, show the slice of the sender/receiver example
using bounded slicing. After reaching 18 during the backward traversing, the algorithmwill replace the assignment at node
18with req =?(1, 2, 3, 4), and does not follow the data, intra-rebec and parameter-in edges because req is a variable included
in the Nondeterministic set.
6. Experimental results
The proposed techniques were applied to a number of case studies. This section presents the results of model checking
these case studies (state space and time) without and with applying the proposed slicing techniques. The model checking is
performed using Modere [13] on a computer with a 1.80 GHz CPU and 2038 MB of RAM.
The set of case studies includes:
1. Commit problem (CP): There are n entities that are supposed to commit on performing an action. In the case that any of
themdisagrees, the actionwill be aborted. A possible algorithm for solving this problem is to assume one of the entities as
the listener and the others as senders. The listener collects the other entities commit/abortmessages. If no abortmessages
are received, the final commit message will be sent to all entities. If there is an abort message, the final message sent to
everyone would be an abort message.
2. Dining philosophers problem (DP): Dining philosophers is a classic synchronization problem. There is a number of
philosophers sitting at a round table. Between each adjacent pair of philosophers is a chopstick. Each philosopher does
two things: think and eat. The philosopher thinks for a while, and then stops thinking and becomes hungry. When the
philosopher becomes hungry, s/he cannot eat until s/he can have both left and right chopsticks. When the philosopher
is done eating s/he puts down the chopsticks and begins thinking again.
3. Leader election problem (LE): In the leader election problem, a node should be selected as a leader in a ring of n nodes.
Each node only knows the nodes next to it. The leader is selected through the messages sent among the nodes. In this
ring, each node has a unique identifier. So, each node knows its own ID together with the IDs of its neighbors. The leader
is going to be the node with the least ID. At the beginning, each node introduces itself as the leader to its neighbors. If the
ID in the received messages is less than the leader ID the node currently believes in, then the node substitutes its leader
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Table 1
Results of applying three slicing techniques on the first seven examples where using reactiveclass-based and rebec-based approaches makes no difference.
For each of the major columns, the first sub-column indicates the number of generated states and the second sub-column shows the time of verification
in seconds. For the step-wise and bounded slicing techniques the third sub-column indicates the number of rounds. The (dl) in the model column denotes
deadlock and (p) indicates the properties. In the table, SSE denotes a state space explosion and NA denotes not applicable. The bold numbers highlight the
cases where a reduction happens.
Model Complete model Static slicing Step-wise slicing Bounded slicing
States Time States Time States Time Rounds States Time Rounds
CP(dl)
CP(p1)
195745 12
195745 12
147327 9
147327 9
NA – –
147327 9 8
NA – –
147327 9 1
DP(dl)
DP(p1)
2864 3
122645 29
2864 3
122645 29
NA – –
122645 29 6
NA – –
122645 29 1
LE(dl)
LE(p1)
4627 1
9253 2
4627 1
9253 2
NA – –
9253 2 5
NA – –
9253 2 2
SR(dl)
SR(p1)
100026 2
250056 13
100026 2
48 1
NA – –
48 1 2
NA – –
48 1 1
CPU(dl)
CPU(p1)
CPU(p2)
SSE –
SSE –
SSE –
SSE –
113404 17
SSE –
NA – –
110319 16 13
1809778 742 30
NA – –
110319 16 1
1809778 742 1
PL(dl)
PL(p1)
PL(p2)
24772 1
27022 2
24772 1
24772 1
335 1
346 1
NA – –
335 1 4
346 1 4
NA – –
335 1 1
346 1 1
SB(dl)
SB(p1)
SB(p2)
SB(p3)
15762 1
31316 6
15762 1
31629 6
12978 1
14420 2
6322 1
29722 4
NA – –
14420 2 6
6322 1 5
29722 4 5
NA – –
14420 2 1
6322 1 2
29722 4 1
ID with the received ID. If a change is made to a node’s leader ID, it will declare this change to its neighbors through
messages containing the new leader ID.
4. Sender receiver problem (SR): A sender and receiver communicate over a potential faulty communication line. The
Sender sends messages to the Receiver through a Medium. This Mediummight lose the message and not deliver it to the
Receiver. The Sender waits for the Acknowledgement from the Receiver before sending the next message [48].
5. CPU: This is a mmMIPS processor with ALU, memory and branch instructions taken from [49].
6. Pipeline (PL): This is an example with a pipeline with four stages in which each stage performs a certain computation
and passes the result to the next stage.
7. Sleeping barber (SB): Sleeping barbers is a classic synchronization problem. The shop has a barber, a barber chair, and a
waiting roomwith several chairs. When a barber finishes cutting a customer’s hair, the barber fetches another customer
from the waiting room if there is a customer, or stands by the barber’s chair and daydreams if the waiting room is empty.
A customer who needs a haircut enters the waiting room. If the waiting room is full, the customer comes back later. If
the barber is busy but there is a waiting room chair available, the customer takes a seat. If the waiting room is empty and
the barber is daydreaming, the customer sits in the barber chair and wakes the barber up.
8. Alarm clock (AC): This example models a clock that continually updates time and notifies clients registered for alarms.
9. Bounded retransmission protocol (BRP): This example is a data link protocol that is used by Philips. The service it
delivers is to transfer large files in a reliable manner, from a sender to a receiver. Each file is sent in a separate frame.
Both sender and receiver obtain an indication about the state of the transfer done.
Table 1 shows the result (number of states, time and number of rounds for step-wise and bounded slicing) of the model
checking against the deadlock (shown by ‘‘dl’’ in the table) and properties (shown by ‘‘p’’ in the table) for the first seven case
studieswhere applying the reactiveclass-based approach and rebec-based approach produces the same result. The reason that
the results of the two approaches are the same is that in these case studies therewere no rebecs that can be removed from the
models (not completely nor a set of its variables). The time indicates the time of model checking for the final sliced model.
It does not include the time that we spent on the intermediate steps (e.g. generating the slice, finding counter-example,
and refinement). The bold numbers indicate the cases where a reduction happens. SSE denotes a state space explosion. The
stepwise and bounded slicing cannot be applied when the deadlock is verified (NA: Not Applicable).
Table 2 shows the results of applying the reactiveclass-based approach and rebec-based approach on the alarm clock
and bounded retransmission protocol case studies. In these case studies there were multiple rebecs instantiated from a
reactiveclass (several clients in alarm clock and two senders and receivers in bounded retransmission protocol), and for some
properties (the first property of alarm clock and all of the properties of bounded retransmission protocol) only one of the rebecs
was affecting the property, thus we could eliminate the other rebecs.
Discussion. The results (Tables 1 and 2) show that using static slicing beforemodel checking leads to a state reduction inmost
cases. The commit problem and the sleeping barber case studies show the applicability of the presented technique for slicing
modelswhenwe verify them against deadlocks. The sender receiver problem shows that in some cases elimination of a single
variable with a wide range of possible values, using the slicing technique, may result a significant reduction in the number
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Table 2
Results of applying three slicing techniques on the alarm clock and bounded retransmission protocol using the reactiveclass-based and rebec-based
approaches. For each of the major columns, the first sub-column indicates the number of generated states and the second sub-column shows the time
of verification in seconds. For the step-wise and bounded slicing techniques the third sub-column indicates the number of rounds. The (dl) in the model
columndenotes deadlock and (p) indicates the properties. In the table, SSE denotes a state space explosion andNAdenotes not applicable. The bold numbers
highlights the cases where a reduction happens.
Model Complete model Static slicing Step-wise slicing Bounded slicing
States Time States Time States Time Rounds States Time Rounds
Applying the Reactiveclass-based approach
AC(dl) SSE – SSE – NA – – NA – –
AC(p1) SSE – SSE – SSE – – SSE – –
AC(p2) SSE – 169588 4 169588 4 5 169588 4 1
AC(p3) SSE – 6437 1 1928 1 5 1928 1 1
BRP(dl) SSE – SSE – NA – – NA – –
BRP(p1) SSE – SSE – SSE – – SSE – –
BRP(p2) SSE – SSE – SSE – – SSE – –
BRP(p3) SSE – SSE – SSE – – SSE – –
Applying the Rebec-based approach
AC(dl) SSE – SSE – NA – – NA – –
AC(p1) SSE – 74 1 74 1 1 74 1 1
AC(p2) SSE – 169588 4 169588 4 5 169588 4 1
AC(p3) SSE – 6437 1 1928 1 5 1928 1 1
BRP(dl) SSE – SSE – NA – – NA – –
BRP(p1) SSE – SSE – 212599 6 16 212599 6 1
BRP(p2) SSE – SSE – 3771783 390 17 3771783 390 3
BRP(p3) SSE – SSE – 7762276 800 19 7762276 800 1
of states. The alarm clock case study shows the applicability of the static slicing technique when the model itself faces the
state space explosion problem. The CPU and Bounded retransmission protocol case studies show the advantage of step-wise
slicing and bounded slicing over the static slicing technique: in smaller case studies the result of using these techniques
would be the same, but in larger examples in which applying the static slicing before model checking cannot avoid the state
space explosion problem, step-wise slicing and bounded slicing techniques can help significantly. In addition, by using the
knowledge of the user, the bounded slicing has only a few rounds (usually only one round). On the other hand for larger
case studies the step-wise slicing requires more rounds to reach an answer (30 rounds for the CPU case study).
7. Conclusion
In this paper we use slicing-based techniques for reducing the Rebeca models. A control flow graph is proposed for
analyzing the control flow of the Rebeca models. In addition, a dependence graph named the Rebeca dependence graph
(RDG) is introduced for modeling the asynchronous nature of Rebeca. The RDG can be constructed using reactiveclass-based
or rebec-based approaches. Three slicing-based techniques are used to compute the slices and each of them had a different
reachability algorithm for computing the slice. In addition, a technique is proposed which reduces models that should be
checked against deadlock.
Considering that the static slicing technique is fully automatic and the number of stages required in the step-wise slicing
technique, it is recommended to apply these techniques in the following order: Static slicing, bounded slicing, step-wise
slicing. In the case of a state space explosion after applying the static slicing, we first try bounded slicing which requires
fewer refinement steps. But if we still have a state space explosion we try step-wise slicing which requires more refinement
steps but finds the minimum specification.
In step-wise slicing, we start from the least possible variables (those included in the property), while in the bounded
slicing,we startwith a larger set of variables and only exclude the irrelevant ones (based on the user input). In the refinement
step, in both techniques, we need to add variables to the slice and we stop refining the model when a feasible counter-
example is found or the property is satisfied. Hence because of the different starting points, step-wise slicing gives us the
minimum variable set while bounded slicing takes fewer refinement steps.
In future work, we plan to find the main characteristics of the models which are best reduced by applying each of
these techniques. Also, further investigation is ongoing to find more specialized techniques for Rebeca. Integrating these
techniques with a Rebeca verifier tool set is one of the other future works.
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