ABSTRACT It is hard to select and read suitable documents due to the rapidly growing number of scholarly documents. Keyphrases can be considered as the gist of a document so that a researcher can select the documents that they want using keyphrase queries. However, there are also many scholarly documents without any keyphrases tagged by the authors or other researchers. Automatic keyphrase extraction can help researchers to quickly extract keyphrases. This paper proposed an unsupervised approach for keyphrase extraction using graph-based ranking and topic-based clustering under the assumption that we only use the within-collection resources. We use graph-based ranking to describe the relevance between two words and topic-based clustering to embed semantical information into words. In this paper, we assume that each word has its own meaning, and each meaning can be considered as a topic, though we know nothing about these meanings. We use topic-based clustering to assign the ''correct meaning'' to the ''correct word''. In addition, by taking the relevance among phrases into consideration and only using within-collection resources, we can use the graph-based ranking in our approach. The edges in a graph that are built for phrases can describe the hidden relevance between two phrases, and the weights that are set for edges can measure the connection between two phrases. Then, after using the position feature, our approach consists of an enhanced graphbased ranking and a topic-based clustering. The experiments are run on four datasets: KDD, WWW, GSN and ACM. The results indicate that our approach has better performance than the state-of-the-art methods.
I. INTRODUCTION
Currently, we are surrounded by various types of documents, and scholarly documents account for a large part of these documents. The scale of scholarly documents is very large. For example, there are more than 100 million documents that have been collected by Google Scholar. On the one hand, these scholarly documents provide a wealth of knowledge for various research fields. On the other hand, extracting key information from these massive documents has become a challenge.
In general, extracting key information from massive documents is manually conducted. Obviously, the efficiency of such manual work is too low to process massive documents. As a result, automatically extracting key information
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is a necessary way to reduce the labor complexity of reading documents. Meanwhile, a scholarly document, such as a journal paper, has certain characteristics, and the whole paper can be summarized into an abstract and keyphrase list. Namely, the abstract is the epitome of a journal paper, and the keyphrases are the most important topics of a journal paper. Meanwhile, the costs of extracting keyphrases from an abstract are much less than those for a whole paper. Thus, in this paper, the databases we used are various abstracts that were collected from some scholarly documents.
In various documents, keyphrases can be considered to be one type of key information since keyphrases are related to some topics of the extracted documents. Thus, keyphrase extraction is a common and important way to extract key information from documents. Due to its importance, many approaches for extracting keyphrases have been proposed. Generally, these approaches can be divided into two types of methods: supervised and unsupervised [1] . The difference between supervised approaches and unsupervised approaches is whether the output comes from a trained machine with labeled datasets. For our datasets, there are two file folders in each dataset: one contains abstract files, and the other consists of keyphrases. Our task is to extract the keyphrases from an abstract. Then, the supervised approach will train a machine using both the abstract files and keyphrase files, where keyphrase files are considered as the labels of the abstract files. In contrast, the unsupervised approach trains a machine using only the abstract files. The machine is trained and revised using only the abstract files without the help of the keyphrase files.
In supervised approaches, the keyphrase extraction is focused on two issues: the binary classifier and features design. With the binary classifier, keyphrases and nonkeyphrases can be recognized as positive and negative examples, respectively. Then, the binary classifier can determine whether the candidate phrase is a keyphrase or not. To train the classifier, different algorithms have been proposed, such as Bayes [2] , decision trees [3] , etc. Approaches based on features design can be further divided into two lines: Within-collection and External Recourse-based. The Withincollection features include statistical features [4] , [5] , structural features [6] and syntactic features [7] , which can be collected and summarized just in the target document. External Resource-based features are mainly about the features and recourses that are outside the document [8] . Obviously, supervised approaches are more accurate than unsupervised approaches. However, the supervised approach has weaknesses, such as some algorithms being based on statistical features and they are always used in different fields.
With respect to unsupervised schemes, there are four methods: language modeling, simultaneous learning, topicbased clustering and graph-based ranking. Language modeling combines keyphrase extraction and keyphrase ranking to score whether a candidate phrase is a keyphrase [9] . Simultaneous learning [10] hypothesizes that an important sentence must contain important phrases, namely, important sentences and keyphrases can be extracted together. Topic-based clustering hypothesizes that all the words could be summarized into several ''topics''. Liu et al. [11] used Wikipedia and the cooccurrence-based method to cluster candidate phrases; Liu et al. [12] ran TextRank [13] many times to generate a score for each word, and then the highest scored words were extracted as keyphrases. Graph-based ranking builds a graph for each phrase according to the related other words. Then, according to the weighted ''edges'' of each phrase, the scores can be calculated and the candidate phrases can be determined. TextRank is one of the most famous graphbased ranking schemes. Like supervised schemes, unsupervised schemes can also be divided into within-collection and external resource-based. TextRank and simultaneous learning focus on the relevance between two words or between words and sentences in a document. Obviously, they are withincollection approaches. PositionRank [14] considers words' positions and frequencies, and it is also a within-collection approach. The scheme that is presented in literature [11] uses Wikipedia to cluster candidate phrases, and it is an external resource-based approach. After summarizing the existing within-collection approaches, including their relevance, graph structures, and consideration of words' positions and frequencies, there are no previous methods that use the semantical information of words. Though Liu et al. used Wikipedia to incorporate semantical information into their algorithm, their scheme was external resource-based. Can we incorporate semantical information? We specifically address this question using our datasets as a case study.
In this paper, to include semantical information in the algorithm to increase the accuracy of keyphrase extraction, we have incorporated graph-based ranking and use topic-based clustering to construct our unsupervised approach. Namely, graph-based ranking and topic-based clustering are both implemented using unsupervised methods. Graph-based ranking describes the relevance between two words, and topic-based clustering adds the semantical information into words.
In Graph-based ranking, we hypothesize that one phrase must have some relevance with other phrases, namely, there is one edge between two related phrases. As a result, under our assumption, graph-based ranking is suitable for our paper. TextRank is one of the most famous graph-based ranking schemes. Though it is used to process words, we can extend it to process phrases. Then, SingleRank [15] was proposed to extend TextRank by enlarging the window in which words cooccur. For example, the window size in TextRank is 2, while that in SingleRank is more than 2. To embed semantical information, besides using Wikipedia, there are also other methods, such as word2vec [16] . However, word2vec is a supervised approach, which is contrary to our desire. Then, we select the Latent Dirichlet Allocation (LDA) [17] to help us embed the semantical information. The LDA model is a generative statistical model that uses statistical probability to explain the unobserved relatedness that some ''similar'' words have. The ''similar'' words are assumed to be in the same topic. The LDA model hypothesizes that each document consists of several topics, and the words that present the topic can also be considered as the abstract of the document. In addition, the topic of a word or a phrase always has some semantical information. A document may have hundreds of pieces of semantical information, and we can also assume that each piece of semantical information can be mapped to a topic. Then, we can add the semantical information into our algorithm. Except for the LDA model, we also introduced PositionRank into our scheme. PositionRank processes the position of each phrase as an ''importance'' feature. We also use the statistical probability that the LDA generates as another ''importance'' feature. We combine the LDA algorithm and PositionRank with SingleRank to obtain the ''importance'' of each candidate phrase.
There are many sections and diagrams in a scholarly document, and different sections have different importance.
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The more important a section is, the more informative the section. Obviously, the abstract section is the most important section of a scholarly document. In this paper, we focus on the abstract section only, namely, the External Recourse will not be considered. The contributions of this paper are as follows:
1. we extend the SingleRank so that it can process phrases; 2. we combine the idea of topic-based clustering with the extended SingleRank; 3. we embed the semantical information by connecting the semantical information of a word with a topic so that we can use topic-based clustering to simulate the corresponding relation between a semantic and a word; 4. we evaluate our scheme using four datasets and show the significant improvements.
II. RELATED WORK
Keyphrase extraction can be divided into two lines: Supervised and Unsupervised.
One part of supervised schemes trains a classifier using tagged data. Early supervised approaches trained a classifier to tell people whether the test data is ''correct''. Using such a classifier, we can obtain whether the candidate phrase is a keyphrase. After that, Hulth proposed several algorithms, including adding linguistic knowledge to representations [18] , using domain knowledge [19] and so on. Nguyen et al. extended KEA so that some features can be added into KEA to improve the accuracy. The other part is integrating features into algorithms, such as external recourse-based features and statistical features. In 2009, Medelyan et al. used KEA to analyze the external resource Wikipedia. Lopez et al. also used external resources, but their target was adding these external knowledge sources to decision trees. Focusing on statistical features, the TF-IDF was proposed in 1988, which was based on the frequency of each word occurring in documents.
The unsupervised algorithms can be divided into four categories: simultaneous learning, language modeling, topicbased clustering and graph-based ranking. In fact, there are no clear boundaries among them. For example, Zha et al. hypothesizes that keyphrases would be extracted with important sentences or diagrams, and his approach is also a graphbased ranking algorithm. Wan et al. [20] extended Zha's work by adding two assumptions: important sentences always connect with other important sentences, and the same holds for important words. Wan's approach is also a graph-based ranking algorithm. Liu et al. proposed an approach called the Topical PageRank (TPR). This approach is not only a topic-based clustering scheme but also a graph-based ranking structural scheme.
Through the above three approaches, we can see that the idea of the graph-based structure is widely used in various approaches. This is done since, commonly, we think that there must be some connections and relatedness between two words, two sentences or two diagrams in one document. The supervised Recurrent Neural Network (RNN) approach is a classic approach using the above idea. Another way to express this idea is by adding an edge between two entities, namely, constructing graph-based structures in a document. Then, for unsupervised methods, we can assume that the words in the same graph have connections and relatedness with each other. Existing graph-based approaches learn the idea from PageRank. In PageRank, for a web page called A, the pages that can access A or can be accessed by A are assumed to have relatedness to A. Extending this idea to a text document, for a word B, we know that there must be some words related to B. Commonly, we hypothesize that the words that are close to B are related to B, no matter whether these words are in front of B or behind B.
Another important thought of unsupervised approaches is scoring and ranking candidate phrases. Different from supervised approaches, unsupervised approaches cannot compare candidate phrases with ''correct'' keyphrases. The common way to solve this problem is scoring candidate phrases and ranking them to select the highest. The language modeling scheme LMA scores phrases using the phraseness and informativeness. In LMA, Tomokiyo et al. use the foreground corpus and background corpus to estimate the score phrases. Zha's scheme constructed three graphs, weighted all the edges, and then regarded the sum of the weighted edges as the score of each word. Topic-based clustering approaches such as TPR score phrases by combining TextRank and Topicbased clustering together and summing the TextRank results for each topic. Graph-based ranking approaches use statistical methods to measure the relatedness between two phrases, and they add an edge if the two phrases are related. Then, they sum the weights of all edges that are connected to the target phrase, and the score of the target phrase is the sum. In PageRank, for a web page A, the pages that are related to A are weighted and the sum of these weights is the score of page A. Extending this to a text, for a word B, the score of B is the summed weights that are related to B.
In 2015, Danesh et al. [21] added the first position of a parse in a document into their method. Corina et al. considered the feature ''position'' as an important feature, and proposed an approach called PositionRank. Before PositionRank, there was no unsupervised approach that considers the ''position'' position. In PositionRank, different from supervised approaches that only use the first position of a word B, Corina et al. incorporate all positions of B that occur in the same document. Furthermore, all positions of word B can be regarded as an indirect form of the frequency of B. Namely, PositionRank takes both position and frequency into consideration.
The graph-based ranking approaches take the relatedness of different words into consideration; however, there is no information about what a word means in these approaches. In addition, without external resources, the semantical information of a word cannot be obtained. In fact, the topic of a word can replace the semantical information of a word when we know nothing about the semantic information of a word since when we use topic-based clustering, i.e., LDA, we also know nothing about what each topic represents.
Consequently, we propose an approach to capture both structural information (such as the position) and topic information. Different from the TPR that uses the idea of graph-based ranking to construct a topic-based cluster, this paper adds the idea of the topic into the graph-based ranking. Furthermore, it also means that we add potential semantic informativeness into our approach after we take the topic of a word into consideration.
III. PROPOSED MODEL
In this section, we will describe our unsupervised, graphbased approach that focuses on within collection resources and adds potential informative and semantic information. For each word, besides scoring using graph-based ranking, this approach also uses topic-based clustering.
A. HOW TO BUILD A GRAPH
Let d represent a target document. Similar to SingleRank, the window size set to build graph is 10. The graph construction here is similar to that in previous literatures as follows.
(1) Use NLP tools such as StanfordNLP [22] to classify the part-of-speech tag of each word. Then, only nouns and adjectives will be selected as candidate words. (3) For a node v i , there may be more than one edge connected to it. These edges will be weighted to generate a target word scores for the ranking. The weights are defined based on the relevance and cooccurrence between two words within the same window.
(4) Generally, a graph may be directed or undirected. In a document, a noun may have relevance with another noun due to a verb and, obviously, there may be a directed edge between these two words. However, this assumption is based on the condition that we understand what each word means. For this paper, we hypothesize that we only have within-collectionresources, namely, we know nothing about the detailed relevance between two words with an edge. Therefore, we cannot judge the direction of an edge between two words. As a result, in our assumption, all edges are undirected in a document.
B. WHAT SINGLERANK IS
Let G be a graph that is generated by the above rules for a document d, and let matrix M be the adjacency matrix of G. The value of element m ij is set to the weight of v i , v j if there is an edge between v i and v j , and otherwise it is set to 0. Let V j be a set of nodes that have edges with v i , and the score of v i is calculated by summing the normalized weight of each v j .
Let C be the score of a node. The computation process of the proposed approach can be seen as a Markov Chain:
In step t+1, the score of a node C (t + 1) is computed as before, andM is the normalized form of M. The element m ij inM is defined as follows:
In TextRank, the initial score of each node C (0) is normally set as 1 |V |, where |V | is the quantity of the node set. Furthermore, to ensure that the algorithm does not get stuck in cycles, there needs to be an added damping factor to make the node ''jump'' to another node. Normally, this damping factor is defined as α. Then, equation (1) can be changed into the following:
p is a vector with a length of |V |. It indicates that, for a node v i , the random walk can jump to another node with a probability ofp. Initially,p is set as a vector with all elements equal to 1 |V |. After the analysis, by using a biasedp, the random walk prefers nodes that have higher ''importance''.
C. DESCRIBING POSITIONRANK
In PositionRank, Corina et al. found that the position information is significant for scholarly documents. As a result, Corina et al. took the position feature into account. Because the main part of PositionRank is a graph-based ranking, it is in fact TextRank. The graph construction part in TextRank is mature, and so is the computation process of condition C (t). Then, Corina et al. added the position feature into the damping factor by redesigning the construction of the damping factor.
In PositionRank, Corina et al. hypothesized that the earlier that a word is found, the larger its weight. For example, the 2 nd word is more important than the words after it. How can one show the importance of the position? Corina et al. used the reciprocal of a word's position value. For example, the weight of the 2 nd word is 1 2. If a word was found several times in a document, the weight was defined as the sum of all the position weights. Then, the damping factor was changed as follows:
where
is the normalized form of the position weight p i . Namely, at the beginning of the algorithm, the initialization ofp in TextRank was changed from 1 |V | , 1 |V | , . . . , 1 |V | to
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D. DESCRIBING OUR WORK
In our approach, we add the idea of topic-based clustering into graph-based ranking and hypothesize that the topic includes the semantic information of a word. Under this assumption, it is obviously that the accuracy of extracting keyphrases from abstracts will increase if a word is arranged a correct topic. Similar to PositionRank, we also add the idea of topic-based clustering into the damping factor. The details of the process are as follows.
(1) According to the LDA model, we assign each node a topic, i.e., the topic of
. , m, if we assume that there are m topics in a document). (2) Count the number of words in each topic and obtain the distribution of the word-to-topic p (w/t)(w is the representation of words, and t is topic and the distribution of the topic-to-document p t d , where w represents a word, and t represents a topic. (3) According to p (w/t) and p t d , we can obtain
the distribution of the word-to-document as follows: p w d = p (w/t) * p t d . Then, after calculating and refreshing the topic of each word, take an example, for the node v i , whose previous topic is k v i , we select the topic k v j that maximizes the probability P i w j d (i 1, 2, . . . , |V |) as the new topic of v i . Store the max P i w j d . (4) Run the third step N times. Then, a vector of words will be obtained by
In our approach, even if we know nothing about the words without external knowledge, we can also hypothesize that each word has its own semantical information in a document, while each word may have several semantical meanings. This is to say, a document with 30 words may map to more than 100 semantical pieces of information, while it only has 30 semantical pieces of information. However, our approach focuses on within-collection resources, and we do not know what these semantics are, which is the same as the corresponding semantics of a word in the document. Similarly, when we use topic-based clustering such as LDA, we also know nothing about what one topic represents. It is obvious that there may be some connection between these two conditions. Hence, we assume that each word is mapped to a topic (semantic). Because we know nothing about the semantics of a document, this condition is similar to the assumption of LDA. Then, P i w j d represents the probability that word v i maps to topic (semantic) k v j , and we will add the max P i w j d into the damping factor as P max i w j d . For a node v i , its score in round (t+1) is computed as follows:
wherep i is the damping factor that consists of p i and P max i w j d . Since p i and P max i w j d have different importance, we select a parameter β to weight them. The forms of the candidate words that are assigned to topics are as follows in Figure 1 .
IV. EXPERIMENTS, DISCUSSIONS AND RESULTS

A. WHERE THE DATASETS COME FROM
We test our approach on four datasets. These datasets can be divided into three parts. The first part comes from CiteSeerX and consists of papers from the ACM Conference on Knowledge Discovery and Data Mining (KDD) and the World Wide Web (WWW) Conference, which is organized by Caragea et al. [23] . The second part is organized by Thuy D. Nguyen et al. by querying ''keywords general terms filetype: pdf'' using Google SOAP API (GSA). The third part is collected by Karapivin from the ACM portal (ACM).
Take the GSA dataset as an example. There are 173 documents after preprocessing the GSA dataset. The numbers of words in these documents range from 23 to 535. An example of the documents in the GSA is shown in Figure 1 .
The quantities of the four datasets are as follows in Table 1 . 
B. HOW TO SELECT CANDIDATE PHRASES
Using heuristic rules is a common way to extract candidate phrases. These rules are designed to collect ''useful'' phrases and avoid phrases that are less informative. Typical rules always include the following:
(1) Use a stop words list (e.g., ''the'' and ''a'' are in the stop words list) because stop words hardly have any information about the document; (2) Allow words with certain part-of-speech tags (e.g., nouns and adjectives) to have more importance than others; (3) Focus on certain forms, such as (adjective) * (noun)+, and the length is up to four; and (4) Use external resources to analyze the relatedness between phrases and documents. In this approach, we follow the first three rules. After selecting candidate words, it is found that the number of candidate words ranges from 14 to 213. The form of a document and candidate words are as follows in Figure 2 . The red marked words are the candidate words.
C. HOW TO EVALUATE
In this approach, we use four evaluation metrics to assess our experiments. The first is the mean reciprocal rank (MRR) curves, which are used to evaluate our experimental findings. The MRR is defined as follows: where |D| is the set of documents, and r d is the rank where the first keyphrase is found. The other evaluation metrics of the Precision, Recall and F1-score are widely used in previous literatures. These evaluation metrics have similar definitions as follows:
A true positive (TP) decision assigns two similar documents to the same cluster, a true negative (TN) decision assigns two dissimilar documents to different clusters, a false positive (FP) decision assigns two dissimilar documents to the same cluster, and a false negative (FN) decision assigns two similar documents to different clusters.
Before using these evaluation metrics, we select the topK phrases first (topK means the K highest scoring phrases in the candidate phrases list). Then, we use the topK phrases and the above evaluation metrics to evaluate the performance of our approach and make comparisons with other approaches. The top10 words are extracted, as in Figure 3 .
D. HOW TO SET THE PARAMETERS
After experimenting using the test datasets, we set β as 0.8. Different from TextRank and PositionRank, we set α as 0.75. Before we set the topic parameter K, we will discuss how many meanings a single word has. As we know, one word may have more than one meaning or part of speech, such as, the word ''set'' has different meanings in ''set up'' and ''a set of''. Our purpose is to set the correct meaning to the word using LDA, therefore, we should know how many meanings this word has. Then, we can use LDA algorithm to obtain the probability distribution of different meanings, and the highest one in the probability distribution is our need. However, in a document, especially an unknown document, we cannot count how many meanings each word has, particularly, there are many numbers in scholar documents, and these numbers also can have different meanings. As a result, to make calculation convenient, we need to find an average number of meanings a word has in a document. Because we are Chinese, we can use the number of Chinese meanings of a word to represent the meanings a word really has. Then, we found a word list that contains approximately 180 thousand words and their corresponding Chinese meanings [23] . After calculating the Chinese meanings, we have found that the ratio of words to Chinese meanings is approximately 1/3, namely, a word has three meanings on average. As a result, to ensure that each word can map to one topic or more than one topic, and assuming that each word has 3 meanings on average, we set the number of topics K as 3 times the length of an abstract, and the maximum number of iterations of the graph-based module and topic-based module is set as 200. The error tolerance that is used to check the convergence in the power method solver is set as 0.000001. As to the window size win, we examined the value of win as (2, 4, 6, 8, and 10) and topK as (2, 4, 6, 8, and 10) for our experiments on the GSA dataset. Then, we find that the value of win does not have a significant effect on our approach. Figure 4 shows the details.
E. WHY TOPICS MAY INCLUDE SEMANTICAL INFORMATION
We know that each word has its own meaning, namely, a word is an independent unit. However, some words are connected with each other semantically or with respect to other information. Generally, we can assume that these connected words may be in the same topic, i.e., sentiment analysis and abstract extraction may belong in Natural Language Processing (NLP).
Regarding our experiments, we must determine whether there is a gold standard word or phrase that may map to some topics. Focusing on the content that is shown in Figure 1 , the gold phrases are ''Dispersers, Ramsey Graphs, Independent Sources, and Extractors''. After querying the semantical knowledge, ''Dispersers'' belongs to auxiliary, ''Ramsey Graphs'' belongs to mathematical theorems, ''Independent Sources'' indicates that the source of something is independent, and ''Extractors'' is a tool. That is to say, the gold standard words or phrases can map to some topics, and these topics can explain what gold standard words or phrases mean. In addition, we also know that a word or a phrase may have different meanings., i.e., ''Ramsey Graphs'' are both a mathematical theorem and a graph structure. However, in a document, i.e., the document in Figure 1 , a gold standard word or phrase always maps to one meaning.
With respect to our approach, we know nothing about the meaning of each word or phrase, such as the number of meanings for each word or phrase. As a result, we assume that a word or a phrase may map to more than one meaning, namely, a document with 50 words may have more than 100 meanings. In addition, we assume that each meaning is collected to a topic that we know nothing about. Then, we know that if an extracted word or phrase maps to a topic correctly, we have extracted a correct word or phrase. Under this assumption, we use the unsupervised algorithm LDA model to achieve our proposal. We combine SingleRank, Position features and the LDA model in our approach.
F. EVALUATING THE PERFORMANCE OF OUR APPROACH 1) DIFFERENCE BETWEEN USING A TOPIC OR NOT
In this experiment, we compare our model with PositionRank and SingleRank which do not include topic-based clustering. We run our approach, PositionRank and SingleRank on the three datasets KDD, WWW and GSA using the MRR score. Figures 5-7 show the findings. As shown in the three figures, our approach outperforms both PositionRank and SingleRank for all three datasets. The findings illustrate that using the position feature can improve the accuracy of phrase extraction; furthermore, the result could be better by using the topic-based clustering method. The increase of our approach is shown as follows.
As seen in Table 2 , the average MMR score of our approach is 43.0% higher than SingleRank and 3.8% higher than PositionRank on the KDD dataset. The average MMR score of our approach is 28.7% higher than SingleRank and 6.5% higher than PositionRank on the WWW dataset. The average MMR score of our approach is 20.7% higher than SingleRank and 5.7% higher than PositionRank on the GSA dataset.
2) PERFORMANCE OF THE DATASETS
The MRR is a used to evaluate the prediction accuracy of an approach. Focusing on equation (9), we can see that the earlier the ''first correct'' phrase occurs, the higher the MRR score. However, the MRR score can only evaluate whose ''first correct'' phrase occurs earlier, and it cannot evaluate the overall accuracy. Therefore, we adopt the widely used Precision, Recall and F1-score to compare our approach with other approaches. Figures 8∼10 show the comparisons.
In our experiments, we have implemented PositionRank, SingleRank, TextRank, TPR to make comparison experiments with our approach. Specially, we did not implement TPR as shown in literature [11] and [14] , because they have pre-trained the topic-clustering model with Wikipedia and other datasets which does not fit our assumption, only using within-collection resource. Therefore, in our experiments, we did not train the topic-clustering model without any dataset. In the above figures, we show the comparisons of PositionRank, SingleRank, TextRank, TPR and our approach. From these figures, we can see that the TextRank curve is the same as that of SingleRank. This finding is in accordance to the condition that is shown in Part D of Section IV. In this part, we find that the MRR score has no change, even if the window size changes from 2 to 10, The Precision, Recall and F1-scores are the same. As a result, the Precision, Recall and F1-score of TextRank are the same as those of SingleRank when processing phrases. Our approach and PositionRank obviously outperform TextRank, SingleRank and TPR. In addition, our approach is better than that of PositionRank.
From the right corner of Figure 8 , an overall descending trend indicating the precision on the dataset ACM is described. The trends of the other parts in Figure 8 rises and falls, which are not steady. According to the equation (10) , the Precision means how many correct samples are assigned to the correct sets. Except in the ACM dataset, the precisions reach the top at Top5 or Top6 (TopK, K=5 or 6). The trends in Figure 9 are almost steady increasing.
According to the definition of Recall, the bigger TopK is, the more correct samples we can get. Focus on Figure 10 , the trends have a rapid growth before TopK=5, and slow growth after TopK=6. The above information can also be seen in Table 3 .
As shown in Table 3 , our approach outperforms all the other approaches, such as the GSA results. At TopK=2, our approach achieves a Precision score at 7.8% while the best of the other approaches is 6.1%. That is to say, our approach exceeds PositionRank for 27.87%. Moreover, the maximum difference occurs between ours and TPR at TopK=1, which is 102.5%. The average difference between our approach and PositionRank is 11.73%, while ours exceeds other approaches for more than 30%. After analyzing the data that are listed in Table 3 , the maximum distance between our approach and other approaches occurs on the GSA dataset, and the minimum distance occurs on the ACM dataset. Specially, we Compared with our approach, the TPR needs to run the TextRank algorithm n times, and n may be a large number if the TPR wants to obtain a sufficient enough accuracy. In addition, When n=1000 and the parameter max-iter=100 for TextRank, the algorithm will run equation (5) 10 6 . Our approach will first run the topic-based algorithm 200 times, and then run equation (5) 200 times. Even if we set the time m of the topic-based algorithm as 1000, the number of calculations is only 1200. This is to say, we only need 400 computations. As a result, our approach is much less complex than the TPR.
Compared with PositionRank, TextRank and SingleRank, our approach has an extra step of using the topic-based algorithm. Namely, our approach needs extra computations. After the experiments, we set the time m of topic-based algorithm as 200 since the difference only slightly changes when m varies from 200 to 1000. As a result, the computing time of our method is slightly more than PositionRank, TextRank and SingleRank. Namely, just for extracting keyphrases from a single document, our approach has almost no difference from the three stated approaches. Furthermore, our time costs would increase when the number of documents increases. However, our approach provides better Precision, Recall and F1 scores, and it obviously outperforms TextRank and SingleRank.
The results in the above figures and tables indicate that the unknown semantical information can be replaced by unknown topics. This finding shows that the accuracy of keyphrase extraction would increase if the phrase is set a correct topic.
V. CONCLUSION
In this paper, we proposed an unsupervised graph-based model using topic-based clustering. We consider the topic that is set to each phrase as unknown semantical information. Under this assumption, it is obvious that the accuracy of keyphrase extraction would increase if each candidate phrase is set as a correct topic. Apart from the idea of topic-based clustering, we also introduce the idea of PositionRank into our algorithm. Furthermore, different from other schemes, we only use within-collection resources to achieve our approach.After experimenting on four datasets, our approach was proved to outperform other within-collection resource approaches. The evaluation results also prove our assumption that the topic can be considered as a replacement of some semantical information of a phrase. In the future, we will apply our research to other types of documents and not only scholarly documents. LING CHI received the B.S. degree from the Mathematics School and Institute, Jilin University, and the M.S. and Ph.D. degrees from the College of Computer Science and Technology, Jilin University, where he has been a Lecturer. His research interests include network security, cryptography, wireless network security, machine learning, data mining, data processing, and NLP. VOLUME 7, 2019 
