Three of the simplest examples of non-dissipative yet cumulative interaction between a wavetrain and a vortex are analysed, with a focus on effective recoil forces, local and remote, illustrating the generic nature of remote recoil. All three examples comply with the pseudomomentum rule. The first two examples are two-dimensional and non-rotating (shallow water or gas dynamical), and the third is rotating, with deep-water gravity waves inducing an Ursell-Hasselmann-Pollard "anti-Stokes flow". The Froude or Mach number, and the Rossby number in the third example, are assumed small. Remote recoil is all or part of the interaction in all three examples, except in one special limiting case. That case is found only within a severely restricted parameter regime and is the only case in which, exceptionally, the effective recoil force can be regarded as purely local and identifiable with the celebrated Craik-Leibovich vortex force -which corresponds, in the quantum fluids literature, to the Iordanskii force due to a phonon current incident on a vortex. Another peculiarity of that exceptional case is that the only significant wave refraction effect is the Aharonov-Bohm topological phase jump.
Introduction
A generic and fundamental aspect of wave-vortex interactions in fluids is that they involve remote effects as well as local effects. Even the simplest problems, or thoughtexperiments, in which a single wavetrain is refracted by a single vortex, illustrate the point. Figure 1 (a) sketches one such problem. A steady monochromatic train of gravity waves or sound waves with wavenumber vector k and constant intrinsic phase speed c passes to one side of a vortex, in a two-dimensional, non-rotating shallow water or homentropic gas dynamical system. The wavetrain has finite length, with the wave source and sink equidistant from the vortex. The vortex flow u 0 has small Froude or Mach number = |u 0 |/c 1 , (1.1) with |u 0 | taken as its maximum at or near the edge of the vortex core. The wave refraction is correspondingly very weak. As has been shown in a careful analysis (Bühler & McIntyre 2003, hereafter BM03) , the vortex behaves as if the waves were removed and the vortex core subjected to an O(a 2 ) mean body force, where a is a small parameter measuring wave amplitude. This effective mean force is in the y direction, transverse to k. The vortex core can be arbitrarily distant from locations where the waves are refracted. The phenomenon has therefore been termed "remote recoil". It counts as fundamentalwithin a huge variety of wave-mean and wave-vortex interaction problems -in virtue of the central role, in such problems, of O(a 2 ) mean forces due to wave-induced momentum transport and the recognized role of such forces in, for instance, the "gyroscopic pumping" of stratospheric mean circulations. For a historical review see Dritschel & McIntyre (2008) . Some of these wave-induced forces, albeit so far not those involving remote recoil, are now routinely incorporated into weather and climate forecasting models.
The effective mean force in the case of figure 1(a) is equal to the refractive rate of change of wave pseudomomentum. More precisely, the force is equal to the endto-end difference between the pseudomomentum fluxes, from one end to the other of the wavetrain, due to wave refraction by the vortex. So this is an example not only of remote recoil but also of what is called the "pseudomomentum rule" (e.g. Bühler 2014, hereafter B14) . The rule says that wave-induced mean forces can be calculated as if pseudomomentum were momentum and the fluid medium absent and also, in this case, as if there were no gap between the wavetrain and the vortex core. Of course there is no mystery here -no violation of Newton's Third Law -because a fluid medium has a mean pressure field that can mediate actions and reactions continuously, over substantial distances.
Such pressure-mediated actions and reactions, and the distinction between momentum and pseudomomentum, tend to be neglected in discussions of wave-vortex problems seen from a particle-physics perspective. The interested reader might like to note a recent discussion of unconscious assumptions that have impeded progress in other areas of science, McIntyre 2017.
The problem sketched in figure 1(a) is the first of a set of three problems to be considered here. It will be shown that the pseudomomentum rule holds in all of them, a fact that is useful to know since momentum budgets are inherently more complicated, as illustrated for instance in BM03. The three problems will be precisely spelt out in §2 below, but are qualitatively as follows.
(i) As in figure 1(a). The vorticity is zero outside the vortex core.
(ii) As in figure 1(b). The wavetrain impacts the vortex core directly. Remote and local effects both contribute to the effective force on the vortex. The local contribution is given by the celebrated Craik-Leibovich vortex force, proportional to the Stokes drift of the waves; see equation (2.5) below. The limiting case in which the wavetrain becomes infinitely long and infinitely wide has been considered in the quantum fluids literature as a model of phonon-vortex interactions (e.g. Sonin 1997 ). There, the Craik-Leibovich force and Stokes drift correspond respectively to the Iordanskii force and phonon current.
(iii) As in problem (i), but in an unstratified rapidly-rotating system of finite depth H under gravity g. The potential vorticity is uniform outside a small vortex core. The waves are surface gravity waves with kH large enough to make exp(−kH) negligible, where k is the magnitude of the wavenumber vector k. Mean-flow Rossby numbers are small, but the intrinsic wave frequency kc ≈ (gk) 1/2 f , the Coriolis parameter.
The remote-recoil phenomenon illustrates why an understanding of such problems requires a full analysis of wave-induced mean flows, correct to O(a 2 ) at least. Moreover, it turns out that solving for the O(a 2 ) mean flow is not only a way to dispel any mystery as to how remote recoil works but also, in all three of the above problems, by far the easiest way to compute the recoil forces. The remote interaction depends on an O(a 2 ) waveinduced, non-dissipative "Bretherton flow" that extends sideways to arbitrary distances from the wavetrain, though weakening with distance.
Following the past literature including the pioneering work of Bretherton (1969) , the term Bretherton flow is used here to denote the entire O(a 2 ) wave-induced mean flow, including not only flows inside the wavetrain such as Stokes drifts but also, crucially, the return flows outside the wavetrain required by mass conservation. At a referee's respectively. Waves of wavenumber k are incident from the left and are weakly refracted by the vortex, so that ray paths remain nearly parallel to the x axis. The refraction effects, involving slight tilting of the wavecrests, are left invisible to emphasize their extreme weakness (see § §5-7 for more detail). The azimuthal angle θ is defined unconventionally but in a way that will be convenient when discussing the Aharonov-Bohm effect.
suggestion, for the sake of a wider perspective figure 2 sketches two of the known examples from the past literature. Such flows are obviously generic in a wide range of problems.
In the special case of problem (i), BM03 showed that to a first approximation the return part of the Bretherton flow looks like figure 2(a) plus its mirror image, extending to both sides of the wavetrain, with streamlines emanating from the wave source and sink. Since the Stokes drift is toward the right, the return part of the Bretherton flow advects the vortex core toward the left, at speed U say. The resulting rate of change in the Kelvin impulse of the vortex is the same as if the waves were removed and a suitably tailored body force field, pointing in the +y direction, were applied to the vortex core. figure 1 ). The Bretherton flow in problem (i) extends sideways, to both sides of the wavetrain, and, to leading order in , has a streamline pattern like that in panel (a) plus its mirror image about the centreline of the wavetrain (BM03, figure 2 and B14, figure 12.4). Of course there are three-dimensional counterparts of panel (a) itself in which the return flow is both sideways and underneath. Panel (b) shows a ray path (heavy curve) for a train of acoustic or shallow-water gravity waves going past a vortex as in problem (i), but for an infinitely long wavetrain. There is then a Bretherton return flow, shown schematically, surrounding the part of the wavetrain where the rays bend through an angle O( ) as they go past the vortex. To describe this situation the problem must be considered correct to two orders in as was shown in §5.1 of BM03.
As already mentioned, this is the effective mean force in the sense considered here. It is exactly the sense required by -though, in fact, so far neglected in -gravity-wave parametrizations in weather and climate forecasting models. For a vortex core with vorticity ω 0 (r) and radius r = r 0 , where r 2 = x 2 + y 2 , it is easy to verify that the body force field required is just ω 0 Uŷ whereŷ the unit vector in the y direction. (The curl of this force field is just that required to move the vortex core leftward at speed U , while the divergence sets up the dipolar pressure field required to produce the corresponding changes outside the core, where the velocity field is irrotational.) Being transverse to the vortex motion, the resultant force has the character of a Magnus force, namely ω 0 Uŷ dxdy = Γ Uŷ where Γ is the Kelvin circulation of the vortex. The effect on the vortex, continually moving it parallel to the x axis, is persistent and cumulative. In that respect it is like dissipative wave-induced mean forces, even though in our three problems there need not be any dissipation. Even the wave sink need not be dissipative. It can be a wavemaker whose amplitude and phase are contrived to give perfect absorption, as for instance in the thought-experiments used by Léon Brillouin in his classic works on radiation stress (e.g. Brillouin 1936, & refs.) . We note that, because the vortex core keeps moving, figure 1 is to be looked on as showing snapshots, at time t = 0, say, of cumulatively-evolving situations in which the wave field is steady to a first approximation for small a 2 only. (A slight variant is to let the wave source and sink move leftward at speed U , so that in a reference frame following the vortex we can have exact steadiness.) Problem (iii) has special interest because it exhibits remote recoil in much the same way as in problem (i), contrary to what might be suggested by the effects of rapid rotation. Rotation produces a tendency for the Stokes drift to be cancelled by the well-known "anti-Stokes flow" (Ursell 1950; Hasselmann 1970; Pollard 1970; Lane et al. 2007) . It might be thought that the cancellation suppresses the Bretherton flow and hence the remote recoil, but two independent computations will show otherwise.
The plan of the paper is as follows. We work correct to O(a 2 ) throughout. Bretherton flows are computed correct to O(a 2 0 ), yielding effective recoil forces correct to O(a 2 1 ) thanks to the factor Γ ∝ in the Magnus force formula. The asymptotic ordering will always be such that a 1, so that linearized wave theory can be used to describe the wave refraction, with a and tending toward zero for a given geometry of the vortex and the incident wave field.
In §2, the computational framework is established together with a precise formulation of problems (i)-(iii). Such a formulation is crucial because even though the recoil phenomena are generic, qualitatively speaking, the specific results obtained can depend on details of how the waves are generated and absorbed, even for wave sources and sinks at infinity. In some cases, "at infinity" can itself be ambiguous. Problem (ii) is especially striking in this regard. In problem (ii), with the wavetrain extending between ±X and ±Y , say, the limits X → ∞ and Y → ∞ are non-interchangeable and the results qualitatively different. † † Perhaps surprisingly, the quantum fluids literature -going back over the past fifty years or so -tends to ignore all these points, including the distinction between momentum and pseudomomentum and the part played by O(a 2 ) mean flows. I have, however, found one big quantum-fluids paper (Sonin 1997) in which the non-interchangeability of limits is mentioned, almost as an afterthought, toward the end of the paper; see below equation (83) therein. Another paper (Wexler & Thouless 1998 ) takes a different path but flags up the dangers of manipulating divergent infinite series. Some but not all of the O(a 2 ) effects are discussed in Stone (2000a) , while all of them are consistently dealt with in Guo & Bühler (2014) , within the Gross-Pitaevskii superfluid model, but only for problem (i). The issues still seem to be surrounded by controversy.
With precise definitions in hand, we go on in §3 to show that the pseudomomentum rule is valid in all three problems, with the help of a general theorem relating Kelvin impulse and pseudomomentum. Slightly different versions of this theorem can be found in B14 and in Bühler & McIntyre (2005) .
In §4 we consider the O(a 2 0 ) Bretherton flows, yielding the O(a 2 1 ) recoil forces. As suggested by their invisibility in figure 1, all wave refraction and scattering effects are thus considered entirely negligible when computing the Bretherton flows. Nevertheless, the noninterchangeability of limits in problem (ii) becomes clearly evident at this stage. The extreme weak-vortex limit keeps the analysis extraordinarily simple yet able to illustrate the fundamental points under discussion.
In § §5-6 we focus on problem (ii) and directly consider the weak wave refraction to one further order, correct to O( 1 ) -or, more precisely, correct to O(a 2 1 ) for quadratic wave properties such as pseudomomentum fluxes. The accuracy is then sufficient to relate the recoil forces directly to pseudomomentum fluxes and to provide an independent crosscheck on the results of § §3 and 4, along with mechanistic insight. We take a two-pronged approach, considering both short waves kr 0 1 using ray theory, and long waves kr 0 1 drawing on the work of Ford & Llewellyn Smith (1999, hereafter FLS) , who carried out a careful and thorough asymptotic analysis of weak refraction and scattering for kr 0 1 building on a pioneering paper by Sakov (1993) ; see also Belyaev & Kopiev (2008) . In both cases, kr 0 1 and kr 0 1, the same noninterchangeability of limits emerges. It does so in a way that is completely independent of §4, but in quantitative agreement with it. We can also see how problem (i) fits in.
The limiting behaviour in problem (ii) is of special interest in connection with the quantum fluids literature. In particular, if X → ∞ and Y → ∞ such that X/Y → ∞, then we have a peculiar special case in that the remote-recoil contribution to the effective force then vanishes, leaving only the local, Craik-Leibovich or Iordanskii, contribution. Another peculiarity is that the only refraction property needed to verify the pseudomomentum rule, correct to O(a 2 1 ), in that special case, is the topological phase jump arising from what is called the Aharonov-Bohm effect. Contrary to an impression one might get from the quantum literature, this is very atypical. As well as failing for all other limiting behaviours of X/Y , it can be expected to fail in most if not all cases of stronger refraction, such as the case of figure 2(b). Indeed, in that case and in any other version of problem (i), the Aharonov-Bohm effect has no relevance whatever.
The Aharonov-Bohm phase jump 2πα is a topological property of phase changes, or numbers of wavecrests, along infinitely long paths that traverse a snapshot of the wave field from left to right and stay sufficiently close to the x axis, while passing to one side or other of the vortex core. "Infinitely long" requires careful definition ( §5 below) but, roughly speaking, 2πα is the phase difference between a pair such paths and has only two possible values, zero when the paths go past the vortex core on the same side, and Γ k/c when on opposite sides. The phase jump 2πα is otherwise independent of detailed path shape, hence the designation "topological". We can think of α as a farfield winding number, for reasons that will become self-evident from equation (5.1). The magnitude of α measures the effect of the vortex flow in compressing the wavetrain on one side and stretching it on the other; see (5.1) and figure 4 below.
In §7 we use ray theory to compute the wave refraction in problem (iii), again relating the recoil force to the O(a 2 1 ) pseudomomentum fluxes, and again providing an independent cross-check against the very different computational approach in §4. Concluding remarks are offered in §8.
Notation and formulation
The most efficient way to solve problems (i)-(iii) is to use the framework and notation of generalized Lagrangian-mean (GLM) theory. However, nearly everywhere throughout the following analyses, the reader unfamiliar with GLM theory can read the equations as involving, to sufficient accuracy, only the Eulerian-mean velocity u and the Stokes drift u S , or phonon current per unit mass. Nearly everywhere, insofar as the wavemotions are irrotational and describable by ray theory, the exact GLM pseudomomentum p per unit mass can be replaced by u S and the exact Lagrangian-mean velocity u L by u + u S , with error O(a 2 2 ); see e.g. B14, equations (10.15) and (10.17) . Then the combination u L − p, which occurs frequently in the exact theory, can be read simply as u, and the exact mean vorticity ω defined by
can be read simply as ω, the Eulerian-mean vorticity. (The quantity ω is the simplest exact measure of mean vorticity. It arises from frozen-field distortions of the threedimensional vorticity vector by the wave-induced displacement field.) "Nearly everywhere" refers to all parts of the analyses except those dealing with conditions in and near the vortex core in the case kr 0 1, where the foregoing relations may become inaccurate, with error O(a 2 1 /(kr 0 ) 2 ) -again see B14, equations (10.15) and (10.17) -and where it is best to rely on the exact GLM formulae to hold the analysis together. The approximation p ≈ u S is always, on the other hand, valid sufficiently far from the vortex core, in all three problems. An alternative formalism offering similar simplifications is that of Wagner & Young (2015) , but we do not pursue it here.
The power and economy of the GLM formalism comes from Kelvin's circulation theorem and its consequence, e.g. B14 §10.2.9, that u L exactly advects mean vorticities ω, or ω+f in problem (iii), with f the vector Coriolis parameter. This advection property shows, for instance, that in problem (iii) for sufficiently small mean-flow Rossby number,
the Taylor-Proudman effect acts on u L and not on u. It is u L and not u that tries to tilt the stiff lines of background vorticity f . With f constant and parallel to the z axis, it is the horizontal part of u L , not of u, that is approximately z-independent, with relative error O(Ro). That is why the anti-Stokes flow must exist in problem (iii). It is an Eulerian-mean flow u that largely cancels the strongly z-dependent Stokes drift u S of deep-water gravity waves. Indeed, Pollard (1970) describes a generalization of the classic Gerstner wave solution showing that the anti-Stokes cancellation is exact, for finite-amplitude waves, when the wave field is exactly steady and exactly homogeneous across an infinite xy domain. In problem (iii) the cancellation holds only as a first approximation, departures from which are crucial to understanding how remote recoil works in problem (iii).
The advection property is neatly summarized by the exact three-dimensional form of the nondissipative homentropic equation for ω; see, e.g., B14, equations (10.99) and (10.153). It is
or alternatively
where
If we now set f = 0 and apply the foregoing recipe to (2.3), replacing u L by u + u S and ω by ω, then we get the approximate version of (2.3) known as the Craik-Leibovich equation:
Here D/Dt = ∂/∂t+u·∇. The right-hand side of (2.5) is the curl of the Craik-Leibovich vortex force u S × ω, which makes a contribution u S × ω 0 to the effective force on the vortex in problem (ii), where ω 0 = ∇×u 0 . Equation (2.5) was originally derived by Craik & Leibovich (1976) , via a much longer route, to study another problem -the dynamics of Langmuir vortices -assuming incompressible flow ∇· u = 0 and steady wave fields, and under the strong parameter restriction that all mean flows, whether wave-induced or pre-existing, have the order of magnitude O(a 2 ) 2 . The route via GLM just recalled, which is not only much shorter but also has wider validity, was first pointed out by Leibovich (1980) . None of the foregoing vorticity equations completely determine the mean flow, of course. Generically speaking we also need vorticity or PV invertibility, dependent on hydrostatic or elastostatic (anelastic) balance, and on geostrophic balance in problem (iii), implying near-incompressibility of the mean flow for small enough or Ro. See equation (2.6) below, and the associated footnote. That is how mass conservation and pressure-mediated actions and reactions are tied in to the mean-flow dynamics.
To complete the definition of problems (i)-(iii) we need to specify how the waves are generated and absorbed. It is natural to generate the waves using an irrotational wavemaker of some kind. For instance we can generate irrotational gravity waves by a moving surface pressure pattern, or by a vibrating wall or an oscillating hinged piston as in typical laboratory experiments. The fluid feels a fluctuating pressure-gradient force that transmits the wavemaking action into the fluid interior. It is theoretically convenient in all our thought-experiments simply to prescribe an irrotational body force that has the same wave-generating effect, as done for instance in BM03 and B14.
It is also convenient to use an irrotational body force to absorb the waves, again as in BM03 and B14 and in the spirit of Brillouin's classic work. This allows the simplest analyses. Also, conducting our thought-experiments in this way emphasizes the nondissipative nature of the wave-vortex interactions under discussion -the fact that their persistent, cumulative character has no dependence on laminar or turbulent viscosity. For phonons, generated and absorbed by thermally vibrating walls, the same choice is natural since, inherently, the superfluid part of the system is exactly inviscid and the wavemotion disturbing it exactly irrotational. † ‡ In problems (i) and (ii), thus formulated, the entire motion -waves plus mean flow -is irrotational outside the vortex † Of course, as a referee points out, one can equally well think of solid-state phonons within the walls, emerging from one wall and disappearing into another, as would be physically possible if the wall material were impedance-matched to the superfluid, eliminating interface reflections. For present purposes, however, the main requirement is to have strictly irrotational motion and a nonvanishing phonon current between source and sink.
‡ For classical waves, an irrotational wave absorber might seem less natural, albeit perfectly possible in a thought-experiment and indeed in a laboratory experiment, now that everything can be remotely sensed and computer-controlled to produce the required amplitude and phase. Nevertheless, we could alternatively have specified that the waves are absorbed via a momentum-conserving dissipation such as viscosity. The details then become more complicated, without providing further insight, because the dissipation generates additional vortical structures that modify the Bretherton flows. If, however, the viscous absorption is confined to sufficiently large x values, then the recoil results are hardly affected because the additional vortical structures are dipolar and do not reach back far enough to change what is crucial, namely the O(a 2 ) mean flow near x = y = 0. core, with ω identically zero. In problem (iii) the corresponding potential vorticity is uniform outside the vortex core.
The equations now to be solved are very simple, if we are willing to work to the lowest significant order of accuracy, in which the Bretherton flows are computed for the unrefracted wavetrain only, i.e. correct only to O(a 2 0 ). Consider first problems (i) and (ii). In the shallow-water version, the fluid motion is three-dimensionally incompressible, ∇· u = 0. Defining the horizontal projections of ∇ and u L , say ∇ H = (∂/∂x, ∂/∂y, 0) and
, we also have negligible mean horizontal divergence, ∇ H · u L H = 0 to sufficient accuracy, for small Froude number, and similarly in the gas dynamical version for small Mach number, expressing mass conservation together with the near-incompressibility due to hydrostatic or elastostatic balance. † We can then define a streamfunction,ψ say, such that
The Bretherton flow correct to O(a 2 0 ) has streamfunctioñ
whereψ 0 is the streamfunction for the nondivergent velocity field u 0 of the vortex flow.
To compute the Bretherton flows in problems (i) and (ii) correct to O(a 2 0 ), we need only (2.7) and the vertical component of the equation
whereẑ is the vertical unit vector. The right-hand side of (2.8) is known as soon as we know the wave pseudomomentum field p. It is a wave property, i.e., computable correct to O(a 2 ) from linearized wave theory. For problem (iii) we need only two modifications. First, ∇ 
. Second, we must replace p, which is strongly z-dependent, by its vertical average p . So in place of (2.8) we have simply (
The elliptic operators in Eqs (2.8) and (2.9) make clear the generic property of Bretherton flows already mentioned, and illustrated in figure 2, that they extend well outside the wavetrain, beyond where p = 0. To derive (2.9), we start with the vertical component of (2. Where the vortex flow u0 crosses the wavetrain, in the case of figure 2(b), it encountersh values that are reduced by O(a 2 0 ) -a dip in the free surface, in the shallow-water system -which is necessary in order to balance the isotropic, non-pseudomomentum-related part of the Brillouin radiation stress, the so-called "hard-spring effect". Since ∇ H · u0 = 0, the resulting contribution
which, upon cancelling a pair of terms in ∂w
As before, suffix H denotes horizontal projection. Writing ω = ω 0 + ω B and u
where the vortex-only contributions ω 0 and u 0 are z-independent, and the waveinduced contributions ω B and u 
, because of the smallness of Ro. After neglecting all these contributions we can take the vertical average of (2.11), using the z-independence of u 0 and ω 0 and the fact that u 0 · ∇ H ω 0 = 0, to get
or, written more compactly, again with negligible error O(a 4 ), 
again with negligible error O(a 4 ). The effective layer depthh =h(x, y, t) is defined such that ρh dxdy is the areal mass element, where ρ is the constant mass density. Elimination of ∇ H · u L H between (2.13) and (2.14) gives us that ω −f lnh, plus an arbitrary additive constant, is a material invariant under advection by u L H . Fractional changes inh are small, (h − H)/H = O(Ro), and so taking the additive constant to be f ln H and using 16) which is the appropriate form of the quasigeostrophic potential vorticity. In any thoughtexperiment in which the waves are switched on after the vortex is established (see also Appendix A), (2.15) implies that the q L field is unchanged by the presence of the waves, apart from the advection of the vortex core by the Bretherton flow. So in problem (iii) we have q L = q 0 where q 0 is the potential vorticity of the vortex alone. The final step in deriving (2.9) is to make explicit use of hydrostatic and geostrophic balance. Some delicate scale analysis is involved at this stage. The full details are given in Appendix B, in which the key points are as follows. Hydrostatic balance implies that horizontal pressure gradients beneath the wavetrain are equal to ρg∇ Hh , again because ρh dxdy is the areal mass element. Geostrophic balance then gives (2.6) and (2.7) with
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). The Taylor-Proudman condition extends the geostrophic relation upward into the wavetrain. Radiation stresses within the wavetrain cannot break the hydrostatic relation because such stresses have no foothold on the bottom boundary, in virtue of our assumption that exp(−kH) is negligibly small. That allows us to neglect the net vertical, radiation-stress-induced external force on the fluid column -in contrast, it should be noted, with the situation of figure 2(b). See the footnote below (2.6) and the further comments in Appendix B. Appendix B also notes that Pollard's exact solution provides some useful cross-checks.
The impulse-pseudomomentum theorem
The theorem applies to problems (i)-(iii) as just formulated, as well as to a more general set of problems involving multiple vortices and more complicated wave fields. It is necessary that the mean velocity fields satisfy (2.6), i.e. are nondivergent, and that the pseudomomentum field satisfies a two-dimensional equation of the form (see Appendix C) ∂p ∂t
with vertical averaging understood in problem (iii). The first term on the right comes from wave refraction and scattering by the mean flow, and F F F is the rate of generation or absorption of pseudomomentum in the wave source and sink regions, per unit area.
In the refraction term, p contracts with u L and not with ∇ H . On the left, the precise form of the pseudomomentum flux tensor B will be unimportant but we note for later reference that, wherever ray theory holds, we have, in Cartesian tensor notation, with i and j running from 1 to 2, the standard group-velocity property
where C abs is the absolute group velocity, u 0 plus the intrinsic group velocity, ck/k in problems (i) and (ii) and ck/2k in problem (iii). The divergence operator contracts with C abs so that, in Cartesians, the ith component of ∇ H · B is B ij,j . The impulse-pseudomomentum theorem states that
where P = p dxdy, the total pseudomomentum, with vertical averaging understood in problem (iii), and where
the total Kelvin impulse, in which Q is the mean vorticity in problems (i)-(ii) and potential vorticity in problem (iii). The wave field is taken to have finite extent, postponing the issues associated with infinite-wavetrain limits, while the domain of integration is infinite so as to enclose within it the vortex core, or cores, as well as all the waves and their source and sink regions. The proof begins by noting that Q dxdy is materially invariant, so that
again with vertical averaging understood in problem (iii). From here on, with everything in two dimensions (x, y), we drop the suffixes H so that, for instance, ∇ H will be denoted by ∇. Then, recalling (2.1) and (2.6)-(2.9), we have
with L D finite in problem (iii) but infinite in problems (i)-(ii). Now ∇ 2ψ ∇ψ contributes nothing because, in Cartesians, its ith component isψ ,jjψ,i = (ψ ,jψ,i ) ,j − 1 2 (ψ ,jψ,j ) ,i , which integrates to zero. The integrated terms at infinity vanish because, if we consider a domain of integration having radius r → ∞, the integrated terms have integrands O(r −2 ) in problems (i) and (ii) and O(exp(−2r/L D )) in problem (iii), from the vortex-only contributions. The Bretherton flows, being dipolar because of the ∇ on the right-hand sides of (2.8) and (2.9), decay at the same rate or faster as r → ∞. In problem (iii) we have the additional contribution −L −2
, which also integrates to zero
). Therefore (3.6) reduces, in all three problems, to
Upon exchanging the dot with the cross and then integrating by parts, using the finite extent of the wave field, we see that the right-hand side is equal to
sinceẑ ×∇ commutes with ∇, andẑ ×∇ψ = u L by (2.6), so that the integrand on the right is the same as the refraction term in (3.1). On eliminating that term between (3.1) and (3.8), and noting that ∇· B integrates to zero, again because of the finite extent of the wave field, we arrive at (3.3).
The proof has no dependence on whether or not ray theory applies. It depends only on (2.6)-(2.9) and on the form of (3.1), not on any particular formulae for p, B, and F F F. The group-velocity property (3.2) will, however, be useful when considering pseudomomentum budgets in detail, because it always holds far from the vortex core.
There appears to be no corresponding theorem when we try to refine the nondivergence condition ∇ H ·u L H = 0, for instance replacing it with the anelastic equation ∇ H ·(hu L H ) = 0 -see footnote below (2.6) -together with a correspondingly more accurate version of (3.1). The failure seems to stem from the incompatibility between the per-unit-mass basis of vorticity -being the curl of velocity rather than of mass transport -and the per-unitvolume, or per-unit-area, basis of conservation relations and their refractive extensions such as (3.1), in which p would need to be replaced byhp for greater accuracy (again see Appendix C). But one cannot simply insert a factorh into the integrand of (3.4), because that would cause the next step to fail, invalidating (3.5).
There is an unresolved puzzle here, since we know from the original BM03 study that the pseudomomentum rule is still satisfied in the case of figure 2(b), in which the Bretherton flow is needed correct to O(a 2 1 ), and satisfies
Admittedly, attention is restricted in that case to a single vortex with a small core, perhaps allowing integrals like those in (3.5) to be multiplied by a local, approximately constant value ofh while precluding greater generality. Indeed, there is a variant of the case of figure 2(b) in which the pseudomomentum rule holds at all orders in , as was shown in BM03 §5.2. However, that result depended on keeping the mean flow exactly steady, over an infinite domain, by applying an artificial "holding force" to the vortex core equal and opposite to the effective mean force defined here, and then taking account of the full momentum budget in the far field. Conditions in the far field are greatly simplified by assuming exact steadiness. The answer to the puzzle may lie in the generic relation between the exact GLM fluxes of momentum and pseudomomentum, which differ only by an isotropic term that can be balanced by changes in mean pressure; compare B14 (10.84) with (10.125). However, this aspect remains to be explored.
Bretherton flows and recoil forces
As said earlier, to obtain recoil forces correct to O(a 2 1 ) we need only compute Bretherton flows correct to O(a 2 0 ), i.e. compute them for the unrefracted wavetrain, because Γ = O( ). At these lowest orders of approximation the difficulties just mentioned do not arise.
In problems (i) and (iii) let the unrefracted wavetrain have width-scale W and extend between wave source and sink regions centred at (x, y) = (−X, D) and (+X, D), respectively, where X, D W, r 0 , and W k −1 to permit the use of ray theory. As before, r 0 is the radius of the vortex core. In problem (iii) we take L D r 0 and L D W H. In order to generate and absorb an approximately monochromatic wavetrain, the wave source and sink are prescribed as O(a) irrotational force fields ∇χ where the oscillatory forcing potential χ is taken as exp(ik·x−ikct) times a slowly-varying amplitude envelope whose length-scale is at least of the same order of magnitude as W , and where the real part is understood. However, the envelope scale is kept X, D, allowing us to think of the source and sink regions as approximately localized. It is convenient to take k · x = k 0 x in the source along with kct = k 0 ct, where k 0 is a constant.
For problem (i) this situation was analysed in detail in BM03. The Bretherton flow for the unrefracted wavetrain satisfies (2.8), with evanescence at infinity. It therefore consists of the Stokes drift along the wavetrain, in the x direction, together with irrotational return flows on both sides, looking like figure 2(a) plus its mirror image about the x axis. As dictated by (2.8), all the vorticity of this Bretherton flow comes from the curl of the pseudomomentum which, within the wavetrain, outside the wave source and sink, is minus the horizontal shear of the Stokes drift. There is no overlap between the Stokes drift and the vorticity of the vortex core. Therefore the O(a 2 ) Craik-Leibovich vortex force has no role whatever, being everywhere zero.
Because of the incompressibility condition (2.6), the irrotational return flow outside the wavetrain, which advects the vortex core, is the same as if it were induced by a two-dimensional mass sink at the left end of the wavetrain and a mass source at the right end whose strengths are equal to the mass flow in the Stokes drift within the wavetrain. We omit factors ρ and define the source and sink strengths ±S as the volume fluxes in a layer of unit depth; thus S = u S (y)dy = p 1 (y)dy , (4.1) with the integral taken across the wavetrain. The pseudomomentum within the wavetrain has been written as p 1 (y)x, withx the unit vector in the x direction. Using W X and W D we can approximate the mass-source flow in problem (i) as radially outward
, and similarly the mass-sink flow as radially inward to (x, y) = (−X, D). When these flows are added vectorially the resulting flow looks like figure 2(a) plus its mirror image, as already mentioned, and the net velocity advecting the vortex core at (x, y) = (0, 0) is
correct to O(a 2 0 ). It corresponds to a resultant recoil force
correct to O(a 2 1 ). Notice that u L (0, 0) and F tend toward zero in the formal limit X → ∞. The irrotational return part of the Bretherton flow becomes increasingly spread out in the y direction, diluting its effect at (x, y) = (0, 0). This dilution effect is the easiest way of seeing the noninterchangeability of limits in problem (ii). The same dilution effect occurs for any wavetrain whose width 2Y is finite but whose length 2X → ∞. In that formal limit the magnitude of the return flow at any fixed point tends toward zero; and it remains zero if the formal limit 2Y → ∞ is taken subsequently. The vortex core is then advected solely by the Stokes drift within the wavetrain, so that with X → ∞ in problem (ii), (4.2) and (4.3) are replaced by
and
Not only the magnitudes but also the signs have changed. These results hold for arbitrary k 0 r 0 , because in the unrefracted wavetrain we always have u S = p = p 1x . Notice that (4.5) is equal to the Craik-Leibovich vortex force u S × ω = u S × ω 0 integrated over the vortex core, corresponding to the Iordanskii force in the quantum fluids literature (e.g. Sonin 1997), with u S = p corresponding to the phonon current per unit mass. The relation to the Aharonov-Bohm effect is discussed in the next section.
In any other version of problem (ii) there will be two contributions, one from the Craik-Leibovich vortex force and the other from the return part of the Bretherton flow. For problem (ii) in the opposite formal limit, where the width 2Y of the wavetrain goes to infinity first, the two contributions cancel. The return flow is then uniform, and equal and opposite to the Stokes drift, being diluted only near the extremities y ∼ ±Y . In that formal limit, therefore, the recoil force F vanishes. In all other versions of problem (ii) there is always some dilution, making the return flow weaker than the Stokes drift and keeping the sign of the recoil opposite to that in problem (i). For instance, in problem (ii) in the "square" limit X = Y → ∞ it is readily shown that
so that in place of (4.5) we have
More generally, the factor 1 2 is replaced by {1 − (2/π) lim arctan(Y /X)}. To derive this last result, one can regard the wide wavetrain as made up of narrow wavetrains each with S = p 1 dy, for constant p 1 , and then integrate (4.2), with D replaced by y, over the whole wavetrain to get the contribution to u L (0, 0) from the return flow. That contribution, for X → ∞ and Y → ∞ in various ways, can be written as (−x) times (p 1 /π) lim
there is no such dilution effect when X → ∞, because the Bretherton flow satisfies (2.9) and therefore decays sideways like exp(−|y|/L D ), on the fixed lengthscale L D . In the formal limit 2X → ∞, and with a narrow wavetrain, W D and W L D , we have for |y − D| > W , outside the wavetrain,
so that for a small vortex core r 0 L D the recoil force is
with vertical averaging understood in (4.1), and Γ evaluated at the edge of the core. The signs have reverted to those in problem (i). In all the foregoing limiting cases, the O(a 2 0 ) mean flow has a large spatial scale r 0 , so that issues of vortex-core deformation (e.g. Kida 1981 ) and detailed core structure ω 0 (r) do not arise. In such cases the inner, fastest-rotating parts of the vortex are carried along bodily within the almost-uniform mean flow, and ∇·u L will be smaller in magnitude than might be expected from values based on (1.1), i.e. on values of |u 0 | at or close to their maximum. This makes it conceivable that, as hinted at the end of §3, some version of the impulse-pseudomomentum theorem might be applicable in a wider range of cases than is apparent from §3. Such considerations become acute for quantum fluids. With r 0 redefined as the quantum healing length, the parameter is far from being small when defined as in (1.1). The vortex flow speed |u 0 | becomes supersonic and indeed unbounded at the vortex centre where the density vanishes. However, in the absence of a holding force we can still expect the whole core structure to be carried along bodily by flows on spatial scales r 0 , with ∇·u L perhaps remaining small enough for some version of the impulse-pseudomomentum theorem to hold and thence the pseudomomentum rule, sometimes taken for granted in the quantum literature. We note in passing that, when k 0 r 0 1, the core is carried not only by the O(a 2 ) mean flow but also by the large-scale O(a) wavemotion (e.g. Sonin 1997), sloshing the core back and forth in a manner similar to that made clear in FLS in the corresponding classical case, to be discussed next. † In that case §3 does apply and the impulse-pseudomomentum theorem (3.3) does hold, as will be independently checked, in the following two sections, by direct computations of pseudomomentum fluxes correct to O(a 2 1 ).
Wave refraction in problem (ii) when
First of all we need a careful definition of the Aharonov-Bohm topological phase jump 2πα. This is straightforward when and kr 0 are small enough to result in a Fresnel diffraction wake centred on the positive x axis (thick parabolic curve in figure 3) , which is the situation analysed in FLS, for a small vortex core with arbitrary structure ω 0 (r).
As before, let the incident wavenumber and frequency be k 0x and k 0 c. Consider a wave field of infinite extent, at some fixed time t. We write k = ∇Φ(x, t) where the phase Φ is defined so as to include all the long-range phase changes. That is, the wave fields are written in the form of a slowly-varying real amplitude function times exp(iΦ). The Fresnel wake is the region |y| k −1/2 x 1/2 as x → +∞. Consider phase changes k · dx = dΦ along paths such as the thin curves in figure 3 , which traverse the wave field while avoiding the vortex core and Fresnel wake, yet stay sufficiently close to the x axis. "Sufficiently close" means only that |y| = o(|x|), that is, |y/x| → 0, as |x| → ∞ in both directions. So admissible paths can start for instance parallel to the x axis on the left, and finish by diverging gently away from it on the right, for instance as |y| ∝ x δ for any δ such that 1 2 < δ < 1. Now if one computes the difference ∆Φ between the phase changes along any two such paths, starting with finite portions |x| < X path then letting X path → ∞, one finds the topological property that ∆Φ → 2πα where α is a constant, taking the value zero when both paths pass the vortex core on the same side but nonzero and equal to Γ k 0 /2πc when on opposite sides. ‡ The phase changes dΦ are evidently path-independent when paths are varied within any region where Φ is continuous and single-valued. Together with a nonvanishing amplitude this is the essential characteristic of a coherent wave field in which numbers of wavecrests can be counted unambiguously.
In problem (ii) with large enough X and Y it will be found shortly that, for large † In FLS the O(a) sloshing is described by equations (2.6), (2.7), and (3.11), in which our ω0 is denoted by ζ0 and our |u0| by rΩ(r). It is easy to show that ∂ ζ0/∂x = ∇ 2 (xΩ), whence the Laplacian of FLS (3.11) can be seen to be −ξ ∂ ζ0/∂x = −ξ ∂ ω0/∂x, the vorticity change due to the O(a) oscillatory displacement ξ of the vortex core, back and forth in the x direction.
‡ The 2π is missing from the third member of equation (47) enough r < X, Y and within the region free of wave sources and sinks, the linearized equations are satisfied by a velocity potential φ = A exp(iΦ) where A is a real constant and where
with error O(α 2 r −2 ), and where θ is the azimuthal angle defined as in the figures, ranging from −π to π. This far-field solution approximates the full solution outside the Fresnel wake and evidently has the topological property just described. In (5.1) it is necessary that α = Γ k 0 /2πc = |u 0 |k 0 r 0 /c = k 0 r 0 , (5.2) the product of two small quantities. Both must be small if FLS's analysis is to be applicable, a very restrictive condition echoed here by making the phase changes invisibly small in figure 3 . The additive constant in (5.1) may change by ±π/2 when we switch attention from one wave field to another, for instance from velocity to displacement or velocity potential. A wave field like that of (5.1) is sometimes called a "dislocated incident wave", referring to the phase discontinuity as θ jumps from π to −π going anticlockwise across the positive x axis, as compared with the continuous and gradual phase change, relative to the phase of the incident wave, as θ winds back from −π to π. The jump discontinuity at θ = ±π is, however, smoothed out across the Fresnel wake as shown in FLS.
We note that (5.1) is consistent with ray theory, as can be checked for instance from BM03's (4.11)-(4.12). Correct to O( ) the absolute group velocity C abs = ck/k + u 0 is parallel to the x axis, with advection by u 0 = Γ (2πr) −1θ = (c/k 0 )αr −1θ compensating for the slightly rotated wavenumber vector k = k 0x − αr −1θ in (5.1), whereθ is the unit vector in the θ direction (BM03 figure 3, B14 figure 14 .2). However, in the derivation of (5.1) we will avoid using ray theory because integrating the ray equations over large distances might, conceivably, accumulate significant errors in Φ, whereas the error O(α 2 r −2 ) in (5.1) is small enough to rule out any such accumulation. Before going further we remark that, in the problem originally studied by Aharonov & Bohm (1959) , the wave field defined by (5.1) is not only a far field but also an exact solution, for any real number α. There is no restriction to small α. Aharonov and Bohm solved a Schrödinger equation that in suitable units can be written
where the square denotes a scalar product. When φ = exp(iΦ) we have ∂φ/∂t = −ick 0 φ and ∇φ = (ik 0x − iαr −1θ )φ, satisfying (5.3) exactly. This wavefunction φ is part of a solution to (5.3) that describes nonrelativistic electrons going past an infinitely long, thin magnetic solenoid, whose total magnetic flux and magnetic vector potential ∝ r −1θ play the roles of Γ and u 0 in the vortex problem. In the complete solution, originally derived by Aharonov & Bohm and generalized to a solenoid of arbitrary diameter by Berry et al. (1980) , there is in addition a Fresnel wake and a smaller, O(r −1/2 ) contribution outside it. The Fresnel wake is exactly centred on the positive x axis, for arbitrary α. In the thin-solenoid case the smaller, O(r −1/2 ) contribution is describable as Born scattering off the solenoid, whose approximately circular wavecrests are faintly visible in figure 4 . Figure 4 is from the thin-solenoid solution of (5.3) with α = 0.25, large enough to make visible the phase change across the Fresnel wake.
The vortex problem has different governing equations, which is why (5.1) gives us only an approximate far-field solution, with relative error O(α 2 r −2 ), and why (5.2) is so restrictive. If we were to take α as large as 0.25 in the vortex problem, then we would have a different wake structure, still somewhat Fresnel-like but deflected leftward through a substantial angle of the order of 10
• . With α = 0.5 the wake structure differs even more, and the deflection is more like 20
• (see Coste et al. 1999, figure 2a , in which the waves are incident from the right).
The linearized equations for the wave field outside the vortex core are most succinctly written in their Bernoulli form ∂ ∂t
where φ is the velocity potential for the irrotational wavemotion, u = ∇φ , while η is the fractional height or density disturbance in the shallow water or gas dynamical interpretation respectively, and χ is the oscillatory forcing potential, taken as zero except within the wave source and sink regions. Equation (5.5) is the linearized massconservation equation. Eliminating η gives (5.6) and φ ∝ exp(iΦ) implies that ∇φ = (ik 0x − iαr −1θ )φ in the same way as before.
)}φ , which equals ∇ 2 φ to the same accuracy and therefore satisfies (5.6) with χ = 0, to that accuracy, i.e. to the first two orders in αr −1 . The next order O(α 2 r −2 ) fails to satisfy (5.6). Although the foregoing is only part of the far-field solution in problem (ii), it is the part that gives rise to the noninterchangeability of limits. Consider the pseudomomentum flux B evaluated from (5.1). We know from § §3 and 4 that the recoil force F is in the transverse, y direction, for sufficiently weak refraction. It is the y component of the pseudomomentum, p ·ŷ = p 2 say, that is then relevant, along with its flux in the x direction given by (3.2) as B 21 = cp 2 sufficiently far from the vortex core, such that (5.1) and ray theory apply. The corresponding contribution to F 2 = F ·ŷ can be evaluated from the pseudomomentum flux across a distant contour. Without loss of generality the contour can be taken as rectangular, with dimensions slightly less than 2X by 2Y , where X and Y will be taken to infinity in some way. For definiteness we take the dimensions to be 2λX by 2λY where λ is a constant less than unity, chosen to ensure that the wave sources and sinks always lie outside the rectangle as they recede to infinity. For sufficiently large X, Y and outward normaln the pseudomomentum rule then says that
In the far field p ∝ k because ray theory holds. From (5.1) we have k = ∇Φ = k 0x − αr −1θ , with y component k ·ŷ = ∂Φ/∂y. Denoting p ·x by p 1 as before, we have p 2 = p 1 k −1 0 ∂Φ/∂y, with relative error O(α 2 r −2 ), where with the same relative error p 1 can be approximated as the incident pseudomomentum, a constant. Thus the first integral on the right of (5.7) reduces in the limit to +cp 1 k
The noninterchangeability of limits is already conspicuous.
The second integral must be evaluated in three segments of which the outer two, outside the Fresnel wake, contribute the same again in the limit, adding to the first integral to give 4cp 1 k −1 0 α limθ = (2/π)Γ p 1 lim arctan(Y /X). There remains the contribution from the Fresnel wake. It is simple to evaluate with the help of FLS's results. In fact all we need from those results is that for sufficiently large X the wake has y scale Y F ∼ k 0 , we can still use p ∝ k within the wake. The wave amplitude is real and constant to sufficient accuracy across the wake, A{1 + O(α)}, and the phase Φ goes smoothly from −πα to +πα, in the limit X → ∞, anticlockwise across the wake, as θ goes from +π to −π. Therefore we can evaluate cp 2 dy across the wake as cp 1 k
Subtracting this from the contributions to (5.7) previously calculated, we obtain finally 8) in perfect agreement with the corresponding results in §4. The Fresnel contribution −Γ p 1 comes solely from the Aharonov-Bohm phase jump across the wake and can now be seen to be, indeed, the only contribution to F 2 in the special limit in which X/Y → ∞. FLS's solution also contains a Born-scattering term with amplitude O(r −1/2 ), which however contributes nothing. The magnitude O(r −1 ) of its pseudomomentum flux makes it potentially able to contribute to (5.7), but the corresponding contribution toŷ · B ·n is an odd function of y that integrates to zero.
The reader who wishes to check the foregoing against FLS in more detail may find the following notes useful. The leading far-field term in FLS's solution agrees with the foregoing for any α 1 because we then have, from (5.1),
This agrees with FLS's (2.14), (2.20) and the leading term in their (5.7), after allowing for their different definition of θ and remembering that our θ jumps from +π to −π, going anticlockwise across the positive x axis. In their dimensionless notation, our α is written as M 2 Γ ω/2π, where their M is our and their Γ ω/2π is our k 0 r 0 / , all taken positive. The Born scattering term is the next, O(r −1/2 ) term in their (5.7), with outgoing waves ∝ r −1/2 exp{ik 0 (r − ct)}. The Fresnel wake is described by their (5.12). The phase transition at fixed x is given by the sum C + S of two real-valued Fresnel integrals, suitably scaled, and is therefore an odd function of y/Y F , with Φ asymptoting toward ±πα + const. with gentle oscillations on the scale Y F . The factor exp(−iη 2 ) in FSL's (5.11), where
, converts a Born-like factor exp{ik 0 (r − ct)} into a plane-wave factor exp{ik 0 (x − ct)}, to sufficient accuracy within the wake, matching up with our (5.9). Belyaev & Kopiev (2008) reconsider FLS using a different solution technique, that of Aharonov & Bohm (1959) and Berry et al. (1980) . They also discuss the conceptual issue of whether (5.1) above can usefully be regarded as a plane wave outside the Fresnel wake, in the limit r → ∞. However, the wave-field properties required by the foregoing analysis of the pseudomomentum budget are unaffected. Those properties are, most crucially, the validity of (5.1) outside the wake, the phase continuity across the wake, and the y-antisymmetry of the Born contribution toŷ· B·n. And we note again that the analysis is independently confirmed by the end-to-end cross-check from § §3-4.
6. Wave refraction in problem (ii) when k 0 r 0 1
This section extends the ray-theoretic analysis of BM03 to show how the pseudomomentum rule is realized in problem (ii) as well as in problem (i), again in the extreme weak-refraction limit. The size r 0 of the vortex core must now be assumed large in comparison with k −1 0 . We restrict attention to the simplest case, the Rankine vortex model in which the core is in solid rotation, with angular velocity Ω = 1 2 |ω 0 | = |u 0 (r)|/r = Γ/2πr 2 0 , taken positive, i.e. anticlockwise, for definiteness, as in the figures. The rays outside the core and its lee are straight, with absolute group velocities C abs parallel to the x axis but slightly rotated wavecrests, as shown in BM03 for problem (i) (BM03 figure 3, B14 figure 14 .2). As already remarked, (5.1) with α = Γ k 0 /2πc provides an alternative description of this situation. Inside the core, the ray-tracing equations, e.g. (2.14) of BM03, verify what is obvious from changing the reference frame while keeping the same intrinsic phase and group velocity c, namely that the wavenumber vector k rotates with angular velocity Ω, and C abs with 2Ω. Thus the rays bend slightly to the left as they cross the core into its lee, where they are straight again but no longer quite parallel to the x axis. The group velocity C abs rotates twice as fast as k because of the changing O( ) contribution from the y component of u 0 = Ω(−y, x) as a ray point crosses the core at velocity cx + O( ). This and the straightness of rays outside the core are special cases of a more general result due to Landau and Lifshitz and to K. B. Dysthe, what is called the curl-curvature formula, B14 p. 86. It implies that, correct to O( ), the group velocity vector rotates with angular velocity ω 0 = ∇× u 0 .
For weak refraction the ray undergoing the greatest deflection is that crossing the widest part of the core, at y = 0. The rays from −r 0 < y < 0 therefore splay out slightly, while those from 0 < y < r 0 cross one another and form a caustic, extending slightly outside the tangent line y = +r 0 , as shown in figure 5 with the deflections exaggerated. A full analysis is beyond our scope here; we simply add up the leadingorder pseudomomentum fluxes cp 2 as if carried by each ray independently. This assumes that the refraction term in the O(a 2 ) pseudomomentum law (3.1) works in the same way, to leading order at least, whether or not the rays go through a caustic.
The treatment of the ray deflections as small becomes delicate and very restrictive when combined with the formal limit X → ∞, reminding us of the extreme restrictiveness of (5.2). It will nevertheless yield the correct result, consistent with §4, as will now be shown. The agreement will also verify our assumption about caustics.
A ray entering the core at y = −r 0 sin θ, say, for some fixed |θ| < π/2, already has a wavenumber with nonvanishing y component k ·ŷ = −αr −1 cos θ = p 1 Ω r 0 cos θ. As the ray crosses the core, over a distance 2r 0 cos θ taking a time 2c −1 r 0 cos θ, the vectors k and p rotate with angular velocity Ω, so that cp 2 increases by a further small amount 2p 1 Ω r 0 cos θ, and again by p 1 Ω r 0 cos θ after exiting the core and reaching sufficiently large x > 0. This last increment is the same increment as in (5.1) between the far edge of the core and x → ∞. However, it is to be added to the new far-core-edge value 3p 1 Ω r 0 cos θ rather than to the original value −p 1 Ω r 0 cos θ given by (5.1). With our ray still nearly parallel to the x axis after exiting the core, we are using the fact that the O( ) refractive rates of change of k·ŷ outside the core are the same as in (5.1).
So, adding all the contributions just noted, we have that the ray has a total end-to-end change p 1 Ω r 0 cos θ + 2p 1 Ω r 0 cos θ + p 1 Ω r 0 cos θ = 4p 1 Ω r 0 cos θ, in cp 2 , corresponding to an end-to-end deflection angle β, say, ≈ p 2 /p 1 | x→∞ ≈ 4c −1 Ω r 0 cos θ, with maximum value 4 , in an anticlockwise sense. Integrating the change in cp 2 over all the rays that cross the core, from y = −r 0 to y = r 0 , noting that dy = −r 0 cos θ dθ and that π/2 −π/2 cos 2 θ dθ = π/2, we find a total contribution −2πp 1 Ω r 2 0 = −Γ p 1 to (5.7) and therefore to the recoil force, the same as the contribution from the Fresnel wake in §5. The remaining contributions to (5.7), from the rays that miss the core, are the same as in §5. So once again we have the result (5.8), in full agreement with §4. Problem (i) now appears as a trivial variant of the above, obtained by selecting appropriate subsets of rays.
In the special case of problem (ii) with X/Y → ∞ we are again left with just the first term in (5.8) and can again say that the Aharonov-Bohm phase jump is the only relevant refraction property, to leading order for weak refraction, even though the "wake" in the lee of the core now has a more complicated structure that involves both a caustic and a small but nonvanishing angular deflection max y β ≈ 4 .
Wave refraction in problem (iii)
As in §4 we consider a narrow wavetrain W L D going past a small vortex core, r 0 L D , at closest distance D W . As before, the rays start exactly parallel to the x axis, with p 2 → 0 as x → −∞, and finish after bending slightly, through an O( ) endto-end deflection angle β ≈ p 2 /p 1 | x→∞ . The vortex flow has velocity u 0 (r) =θ ∂ψ 0 /∂r, say, where the quasigeostrophic streamfunction ψ 0 satisfies (∇ 2 − L −2 D )ψ 0 = 0 outside the core, where the PV is uniform. As in §3, we continue to drop the suffix H. Defining R = r/L D , we have
outside the core, (7.1)
where K 0 (R) is the modified Bessel function asymptoting to (π/2R) 1/2 exp(−R) for R 1 and to − ln(R) for R 1, near the core. The Kelvin circulation Γ is defined to be the circulation at the core edge r = r 0 , namely ±2πr 0 |u 0 (r 0 )|, with positive sign when the vortex is cyclonic as in the figures. For r > r 0 the circulation is not constant, but decays exponentially like R 1/2 exp(−R). To verify agreement with (4.8) and (4.9) we need only calculate β. The curl-curvature formula noted in §6 tells us that β is nonzero because the relative vorticity ∇ 2 ψ 0 = L −2 D ψ 0 is nonzero, outside the core, and that sgnβ = −sgn Γ . A cyclonic vortex core is surrounded by anticyclonic vorticity and, in that case, the rays bend to the right rather than to the left as in §6. Notice incidentally that there will no longer be any far-field subtleties, or issues with noninterchangeable limits, thanks to the exponential decay of ψ 0 . Another effect of that decay is that the right-bending rays must splay out slightly when they pass to the left of the vortex, but cross one another and form a caustic when to the right. The presence or absence of a caustic makes no difference to the results.
The deep water waves in problem (iii) have intrinsic frequency kc = (gk) 1/2 and intrinsic group velocity C = Ck/k where C = 
The integral on the right is exactly equal to L D π exp(−|D|/L D ), as will be shown shortly.
. Remembering that C = 1 2 c, we see that there is an end-to-end difference in pseudomomentum fluxes representing a rate of import
Recalling the definition of S in (4.1), we sum over all the rays to find the total recoil force in the y direction as
in agreement with (4.9). The integral on the right of (7.2) is equal to L D times the value atỹ = D/L D of the function I(ỹ) defined by I(ỹ) =
is equal to its Laplacian in thex,ỹ plane, except at the origin where the Laplacian has a delta function −2πδ(x)δ(ỹ) in place of the integrable logarithmic singularity in K 0 itself. For anyỹ = 0 we have
and, taking the delta function into account, we have for allỹ from −∞ to +∞ 5) whose solution evanescent at infinity is I(ỹ) = π exp(−|ỹ|), corresponding to the result asserted.
Concluding remarks
Despite their restricted parameter range, the problems studied here are enough to remind us that remote recoil, as such, is generic and ubiquitous. Remote recoil will occur whenever wave-induced mean flows extend outside wavetrains or wave packets and advect coherent vortices. Remote recoil is excluded, or made subdominant, by asymptotic theories of wave-current interactions that assume slowly-varying mean currents with correspondingly weak vorticity or PV anomalies.
Remote recoil is also excluded from, for instance, the current generation of gravitywave parametrization schemes used in weather and climate forecasting models, possibly causing significant errors in global-scale angular-momentum budgets, hence in gyroscopicpumping effects and large-scale mean circulations, especially at the higher altitudes in the atmosphere. This is sometimes called the "Einsteinian mismatch" or "missing-forces" problem. The current schemes cannot take account of remote recoil because they neglect the horizontal refraction of gravity waves by, for instance, mesoscale vortices in the atmosphere.
The pseudomomentum rule, as such, is more restricted in scope. As remarked at the end of §3, it is known to be valid in a wider range of cases than those considered here, even though in a still wider context there are known exceptions including the case of one-dimensional sound waves in a rigid tube, as noted long ago in Brillouin's classic works on radiation stress. Further exceptions include the internal-gravity-wave problem studied in McIntyre (1973) and the rotating problems studied in Thomas et al. (2018, & refs.) , in some ways similar to our problem (iii). The failure of the rule in these latter cases, and in Brillouin's, is related to mean pressure reactions from confining boundaries (more detail in Appendix B below). We may similarly expect failure of the rule in laboratory experiments such as those of Humbert et al. (2017) , conducted in tanks or channels with confining walls. Section 3 reminds us that the impulse-pseudomomentum theorem depends on having a sufficiently large fluid domain enclosing the areas occupied by waves and vortices. Such a domain might well, however, be appropriate for studies in atmosphere-ocean dynamics even if not for laboratory experiments.
For the reasons indicated at the end of section 3, even in a large domain the range of validity of the pseudomomentum rule in wave-vortex interactions is very much a nontrivial question calling for further research, probably involving numerical experimentation along the lines of the strong-refraction experiments of Coste et al. (1999) . The question needs answering, for mesoscale atmospheric vortices especially, in view of the missing-forces problem.
Regarding quantum vortices, it would be interesting to see how the present analysis of problem (ii) extends to the Gross-Pitaevskii superfluid model, a context in which problem (i) was studied in Guo & Bühler (2014) . In the corresponding version of problem (ii) we can expect to find the same noninterchangeability of limits and the same caveats regarding the Aharonov-Bohm effect, pointing to a remote-recoil contribution in addition to the Iordanskii force. The Gross-Pitaevskii model provides a simple representation of quantum-vortex cores (Berloff 2004) , hence an opportunity to test the ideas at the end of §4.
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Appendix A. Secular changes in problem (iii)
In deriving (2.9) in §2 we ignored one subtlety worth remarking on. The argument for taking q L = q 0 , even though correct within the quasigeostrophic framework, does not by itself exclude secular changes in q L over very long times in the exact dynamics of problem (iii). However, such changes can in fact be excluded, by appealing to the exact conservation of the Kelvin circulation for all sizes, shapes, and orientations of material loops as fluid particles travel around the vortex, and in and out of the wavetrain. The O(a 4 ) terms neglected in going from (2.11) to (2.13) describe only slight, reversible distortions, within the wave layer, of such material loops and of the absolute vortex lines threading them -the inertially-stiff lines of f + ω. Equation (2.15) is only an approximate expression of the exact statement that the Kelvin circulation is constant for all material loops, at all altitudes z, that lie in horizontal planes when outside the wavetrain. The Kelvin circulation of such loops cannot change secularly unless the qualitative geometry of the picture is changed, such that the loops and the absolute vortex lines deform irreversibly. Physically, this would correspond to the presence of large-amplitude breaking waves (McIntyre & Palmer 1985) , in this case breaking surface gravity waves, or breaking inertia waves, or both. Our thought-experiments assume that no such wave breaking occurs.
Appendix B. Asymptotic validity of equation (2.9)
As well as using Ro 1 in going from (2.11) to (2.12), the derivation of (2.9) used hydrostatic balance to giveψ = g(h − H)/f beneath the wavetrain and thence (2.6), beneath the wavetrain, from geostrophic balance. The Taylor-Proudman condition extends this picture upward into the wavetrain via the stiffness of the vortex lines of ω + f , which bend away from the vertical only slightly, through small angles O(Ro).
Before proceeding to the asymptotic justification of (2.6) and (2.9), we note that hydrostatic balance does actually fail, along with the impulse-pseudomomentum theorem and the pseudomomentum rule, in the somewhat similar problems studied in Thomas et al. (2018, & refs.) . Those problems assume rotating shallow water dynamics for the wavemotion as well as for the mean flow. The failure is due to the confinement of the wavetrain by the lower boundary. Other cases of confinement by boundaries and consequent pseudomomentum-rule failure include the classic case of one-dimensional sound waves in a rigid tube, with a wavemaker at one end and an absorber at the other (e.g. Brillouin 1936; McIntyre 1981, B14 §12.2.2) . In problems like that of Thomas et al., the lower boundary gives the radiation-stress field a foothold -a bottom boundary to react against -allowing the stress divergence to push or pull vertically and to disrupt hydrostatic balance at O(a 2 ). This in turn produces additional terms on the right of equations like (2.9) governing potential-vorticity inversion, breaking the impulse-pseudomomentum theorem by breaking the connection betweenψ and g(h − H)/f . Remote recoil is still generic, however. Here we are using the term "radiation stress" in the slightly loose sense of any wave-induced momentum flux that arises from averaging the equations of motion in some way, rather than in the stricter sense adopted in Brillouin's writings and for instance in Longuet-Higgins & Stewart (1964) , in B14 §10.5, and in Andrews & McIntyre (1978, hereafter AM78, §8.4) , to mean the sole effect of the waves on the mean flow -which is definable in some but not all wave-mean interaction problems.
In problem (iii), the impulse-pseudomomentum theorem does hold and with it the pseudomomentum rule -as was independently confirmed in §7 -essentially because the foothold effect is too small to disrupt hydrostatic balance, thanks to sufficient separation between the lower boundary and the wavetrain such that exp(−kH) can be neglected. To verify this in detail and to check for other possible errors it is simplest, again, to work within the GLM framework, thereby avoiding the complications that come from the intersection of the free surface with the horizontal Eulerian coordinate surface z = 0, which we take as the undisturbed free surface. We would like to demonstrate asymptotic validity not only for problem (iii) but also, as far as possible, for the wider variety of wave-vortex configurations covered by the impulse-pseudomomentum theorem in §3. For scale-analytic purposes we use k to denote a typical wavenumber, whose order of magnitude is unaffected by weak refraction.
Clearly a, , Ro, f /kc, and exp(−kH) must all be treated as small parameters, the last two in order to use deep-water wave dynamics with Coriolis effects neglected and to guarantee negligibility of the foothold effect. We would like to let all five parameters tend toward zero, keeping a , for a given geometry of the vortices and incident wave field, where "given" for the vortices is to be read as signifying a given PV distribution.
For simplicity's sake we fix not only the geometry of the PV distribution but also its strength, and restrict attention to cases in which
in the limit. It will prove expedient, however, to allow exp(−kH) . As will become apparent in a moment, taking → 0 in (B 1) requires that k → ∞. The meaning of "given incident wave field" will therefore have to be relaxed to mean a given amplitude distribution while k → ∞, consistent with ray theory. We continue to use W as a horizontal scale for the amplitude envelope, consistent with its role in problem (iii) as the width-scale of the wavetrain, regarding W as fixed. Consistently with (2.2) we take
where |u 0 | is to be read here as a typical velocity near a vortex core of typical size r 0 , both being regarded as scales that are held fixed in the limit, requiring in turn that f → ∞. To keep Ro ∼ and f /kc ∼ we must take f , c, and k to infinity like −1 and gravity g like . Restated in a dimensionally consistent way, these conditions are
We also want exp(−kH) , implying that kH | ln | and hence that H r 0 | ln | and
, which allows enough flexibility to accommodate our illustrative results (4.8), (4.9), and (7.3) alongside the more general wave-vortex configurations considered in §3. It is convenient also to assume that H r 0 , though this is hardly a significant restriction since H ∼ r 0 would correspond to L D ∼ r 0 −1/2 , greatly exceeding any other horizontal scale.
We assume that the pressure on the free surface is constant, with or without disturbances, and take the constant to be zero without loss of generality. Within the wavetrain there is a three-dimensional O(a 2 0 ) radiation stress or wave-induced momentum flux Π ij , say, which dies off exponentially with depth like exp(2kz), for deep-water waves with vertical structure exp(kz), as well as vanishing at the free surface. The Cartesiantensor indices i, j now take values (1, 2, 3), corresponding to (x, y, z). The sign convention will be such that the force per unit volume felt by the mean flow is −Π ij,j . The most convenient formula for Π ij , which is an O(a 2 ) wave property, is
where p L and p are the Lagrangian mean and O(a) disturbance pressures while ξ is the O(a) disturbance particle-displacement field, with Cartesian components ξ = (ξ 1 , ξ 2 , ξ 3 ) and zero divergence ξ l,l = 0 correct to O(a). The formula (B 4) can be read off from AM78 (8.6), (8.10) and (9.3), or from B14 (10.43), (10.57), (10.73), (10.77) and (10.84). †
We use a ray-theoretic description of the waves, relative to suitably-oriented horizontal axes. The x or x 1 axis is chosen parallel to the local wavenumber, whose magnitude is asymptotically large like −1 according to (B 3) . Zooming in to the local plane-wave structure, we have where Φ = k(x − ct) + const., with k, c, and the local displacement amplitude b all constant. We take a = bk, so that a is the dimensionless wave slope. The relative errors O( ) include weak-refractive effects as well as a small transverse displacement ξ 2 = O( ) whose magnitude arises from our assumption in (B 1) that f /kc ∼ , in agreement with Pollard's exact solution, which incidentally has p exactly zero. However, to allow for weak refraction we will use a more conservative estimate p ρgb exp(kz), which is O( ) times the Eulerian disturbance pressure.
The overbars in (B 4) are to be read as Eulerian phase averages over the local wave structure, in the standard way. Notice that if p L were constant and p zero then the divergence Π ij,j would vanish, confirming that an additive constant in the pressure has no effect on the dynamics so that, without loss of generality, we may take Π ij = 0 at the free surface. Neglecting O(a 2 ) contributions to p L , we can replace it by −ρgz so that correct to O(a 2 ) Π ij = ρgz where the greek index γ runs from 1 to 2, but l and m still from 1 to 3. This expression † In AM78, Πij is denoted by −Rij, and in B14 byΠij − p L δij. When using AM78 (8.10) we can neglect the divergence of ξ as well as an O(a 2 ) term kij, before substituting into (8.6) and discarding terms ∝ a 3 or higher. In B14, (10.73) is rewritten as K km = Jδ km − ξ i,k Kim before substituting it into (10.84) in the same way. Then use is made of (10.43), (10.57), and (10.77). The equation numbers in B14 correspond to (10.43), (10.57), (10.71), (10.75) and (10.82) in the original, 2009 edition. Though not needed here, it may be of interest to note that substitution of the leading order deep-water plane wave structure (which has p = 0) into the horizontal components of (B 4) leads to the standard O(a 2 ) result p C dz for the depth-integrated horizontal momentum flux (e.g. (24), (33) is sufficient for our purposes, but is very conservative because it relies again on the assumption H r 0 . If we restrict H more tightly, to its marginal order of magnitude H ∼ r 0 | ln |, then (B 8) is satisfied more strongly, with ratio 2 | ln | instead of . Either way, (2.6) and (2.9) have now been validated, as required, as leading-order approximations on the basis of which Bretherton flows can be computed correct to O(a 2 0 ) and thence recoil forces correct to O(a 2 1 ).
Although the foregoing is enough for present purposes, the results can of course be checked directly from the vertical component of the GLM momentum equation, AM78 (8.7a) or B14 (10.82). In carrying out that check it needs to be remembered that the GLM divergence effect raises the Lagrangian-mean altitudes of the free surface and other isobaric material surfaces. To leading order, in the local plane wave, the surfaces are raised by O(a 2 ) amounts 1 2 (ξ 2 3 ) , 3 , as is also necessary to account for the waves' potential energy of B14 (10.126) with i, j etc. running from 1 to 3, or more conveniently the projection of (10.123), in which the right-hand side is zero again because there is no rotational forcing or dissipation. The last term on the left of (10.123) corresponds to F F F and the penultimate term, an elastic-energy term, is zero because the flow is three-dimensionally incompressible. In the third-last term on the left, the density ρ is constant and the factor (p/ρ) L can be taken as −gz with error O(a 2 0 ), while the factorρ ,i /ρ = (lnρ) ,i = O(a 2 0 ), withρ now the three-dimensional GLM mean density and i = 1, 2. Here the O(a 2 0 ) contributions to p L andρ are due to the GLM divergence effect recalled at the end of Appendix B. So the third-last term is −gz (lnρ) ,i + O(a 4 0 ), and its vertical average is the horizontal gradient of − gz lnρ with error O(a 4 0 ). This gradient can be incorporated without further error into the flux divergence ∇ H · B of our (3.1), producing a horizontally isotropic contribution to B, again with vertical averaging understood. The same holds for the second term on the left of B13 (10.123), whose projection is also a horizontal gradient -the horizontal gradient of a wave kinetic-energy term. And it holds too for the advection term in D ). Here the z-independent factor u 0 can be taken outside the vertical average, as can also be done in the refraction term (∇u L )· p = (∇u 0 )· p + O(a 4 0 ). Finally, we note that the ∂/∂z contribution to the three-dimensional flux divergence, the fourth term on the left of (10.123), has vertical average zero because of our assumptions, spelt out in Appendix B, that exp(−kH) is negligible and that the pressure vanishes or is constant at the free surface, so that the contributions to B 13 and B 23 from BM (10.124) vanish there.
The foregoing is enough to establish for problem (iii) that our (3.1), with vertical averaging understood, holds correct to O(a 2 1 ). However, it may be of interest to note that, under the scaling conditions assumed in Appendix B, the quantity gz lnρ is approximately (ρH) −1 times the potential energy of the deep-water waves per unit area, replacing the elastic energy in the gas dynamical system. Usingρ = 1− which is ρ −1 times the standard surface-wave potential energy formula.
