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Online Edge Coloring Algorithms via the Nibble Method∗
Sayan Bhattacharya† Fabrizio Grandoni‡ David Wajc§
Abstract
Nearly thirty years ago, Bar-Noy, Motwani and Naor
[IPL’92] conjectured that an online (1+o(1))∆-edge-coloring
algorithm exists for n-node graphs of maximum degree ∆ =
ω(logn). This conjecture remains open in general, though
it was recently proven for bipartite graphs under one-sided
vertex arrivals by Cohen et al. [FOCS’19]. In a similar vein,
we study edge coloring under widely-studied relaxations of
the online model.
Our main result is in the random-order online model.
For this model, known results fall short of the Bar-Noy
et al. conjecture, either in the degree bound [Aggarwal
et al. FOCS’03], or number of colors used [Bahmani et
al. SODA’10]. We achieve the best of both worlds, thus
resolving the Bar-Noy et al. conjecture in the affirmative for
this model.
Our second result is in the adversarial online (and
dynamic) model with recourse. A recent algorithm of
Duan et al. [SODA’19] yields a (1 + ε)∆-edge-coloring with
poly(logn/ε) recourse. We achieve the same with poly(1/ε)
recourse, thus removing all dependence on n.
Underlying our results is one common offline algorithm,
which we show how to implement in these two online models.
Our algorithm, based on the Rödl Nibble Method, is an
adaptation of the distributed algorithm of Dubhashi et
al. [TCS’98]. The Nibble Method has proven successful for
distributed edge coloring. We display its usefulness in the
context of online algorithms.
1 Introduction
Edge coloring is the problem of assigning one of k
colors to all edges of a simple graph, so that no two
incident edges have the same color. The objective is to
minimize the number of colors, k. The edge coloring
problem goes back to the 19th century and studies of
the four-color theorem [37, 35]. In 1916, König [29],
in what many consider to be the birth of matching
theory, proved that any bipartite graph of maximum
degree ∆ is colorable using ∆ colors. (Clearly, no
fewer colors suffice.) Nearly half a century later, Vizing
[38] proved that any general graph is (∆ + 1)-edge-
colorable. Vizing’s proof is algorithmic, yielding such
a coloring in polynomial time. This is likely optimal,
as it is NP-hard to determine if a general graph is ∆-
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edge-colorable [25]. Algorithms for the edge coloring
problem have been studied in several different models
of computation, including offline, online, distributed,
parallel, and dynamic models (see, e.g., [13, 11, 36, 9,
27, 34, 14, 10] and references therein.) In this work, we
study the edge coloring problem in online settings.
Online edge coloring: Here, an adversary picks an
n-node graph G of maximum degree ∆ (the algorithm
knows n and ∆, but not G), and then reveals the edges
of G one at a time. Immediately after the arrival of
an edge, the algorithm must irrevocably assign a color
to it, with the objective of minimizing the final number
of colors used. This problem was first studied nearly
thirty years ago, by Bar-Noy, Motwani, and Naor [4].
They showed that the greedy algorithm, which returns
a proper (2∆ − 1)-edge coloring, is worst-case optimal
among online algorithms. This might seem to be the end
of the story for this line of research. However, as pointed
out by Bar-Noy et el. [4], their lower bound only holds
for bounded-degree graphs, with some ∆ = O(log n).
This then led them to conjecture that online (1+o(1))∆-
edge-coloring is possible for graphs with ∆ = ω(log n).
This conjecture remains wide open.
Recently, an important progress was made towards
proving the Bar-Noy et al. conjecture: Cohen et al. [11]
showed how to obtain a (1 + o(1))∆-edge coloring for
bipartite graphs in an online setting under node arrivals
(together with their edges). This is a relaxation of the
online edge-arrival model. Thus, this latter result can be
seen as an intermediate step towards the ultimate goal
of proving the Bar-Noy et al. conjecture. In a similar
spirit, we consider edge coloring in two well-studied
relaxations of the online model, that act as intermediate
steps towards the Bar-Noy et al. conjecture, and make
substantial progress on the state-of-the-art results in
both these settings.
(I) Random-order online edge coloring: Here, an
adversarially-chosen graph has its edges revealed to the
algorithm in uniformly random order. Such random-
order arrivals, which capture numerous stochastic ar-
rival models, have been widely studied for many online
problems. (See, e.g., [26, 31, 30, 33, 28] and the survey
by Gupta and Singla [24] and references therein.) In
the context of edge coloring, this model was studied by
[1, 3]. Aggarwal et al. [1] were the first to show that high
∆ suffices for near-ideal coloring in this model, giving
a (1 + o(1))∆-edge-coloring algorithm for multigraphs
with ∆ = ω(n2). Bahmani et al. [3] then breached the
greedy 2∆ − 1 barrier for simple graphs with polylog-
arithmic ∆, giving a 1.43∆-edge coloring algorithm for
∆ = ω(log n) (improved to 1.26∆ in their journal ver-
sion). This leads to the following natural open question:
can one obtain “the best of both worlds” w.r.t. [1, 3]?
That is, can one obtain a (1 + o(1))∆-edge-coloring for
graphs of maximum degree ∆ = ω(log n) whose edges
are presented in random order? Put another way, is the
Bar-Noy et al. conjecture true for random-order edge
arrivals? We answer this question in the affirmative.
Theorem 1.1. For some absolute constant γ ∈ (0, 1),
there exists an online algorithm that, when given a
graph G of maximum degree ∆ = ω(log n), whose
edges are presented in random order, computes a proper(
∆ +O
(
∆γ · log1−γ n
))
= (1 + o(1))∆-edge-coloring of
G w.h.p.
We complement this upper bound with a lower
bound showing that, for some ∆ = O(log n), not only is
it impossible to guarantee a (1 + o(1))∆-edge-coloring
under random-order arrivals, but it is even impossible
to use any fewer than 2∆− 1 colors: see Appendix A.
We note that previous random-order online edge
coloring algorithms [3, 1] required the graph to be ∆-
regular. This assumption is without loss of generality
in an offline setting, but it is unclear whether the
same holds in the random-order online model. Our
algorithm from Theorem 1.1, however, works on any
graph (including non-regular ones): this is discussed in
Section 3.1.
(II) Dynamic edge coloring with recourse: An-
other widely-studied relaxation of online algorithms is
online algorithms with recourse. Here, an algorithm
must make immediate choices upon each arrival, but
is also allowed to make a small number of changes to
its solution after each arrival (referred to as recourse).
The concept of recourse helps us understand the ro-
bustness/sensitivity of (near-)optimal solutions. Ac-
cordingly, an influential line of research in the online
algorithms community is devoted to studying the trade-
offs between the solution quality and recourse for many
well-known problems [21, 23, 6, 17, 20, 32, 8, 22].
Many results for bounded-recourse online algo-
rithms hold in a more general, dynamic setting. In the
context of edge coloring, the dynamic (oblivious) version
of the problem with recourse is captured by the follow-
ing scenario: The input graph G changes via a sequence
of poly(n) updates chosen in advance by an adversary,
where each update consists of an edge insertion or dele-
tion in G. The maximum degree in G remains at most
∆ throughout. The algorithm maintains a proper edge
coloring, while changing the colors of some edges in G
after each update (the number of such changes per up-
date is the recourse of the algorithm). The challenge
is to design an algorithm that simultaneously (a) main-
tains a proper coloring with few colors and (b) has small
recourse.
In recent years, the edge coloring problem has been
extensively studied from a different, but highly related,
perspective of dynamic data structures [5, 14, 7, 39].
Here, the goal is to maintain a proper edge coloring
with few colors in a dynamic graph, taking little time
after each edge update (insertion/deletion), where this
time is referred to as update time. Note that the update
time of any data structure for dynamic edge coloring
upper bounds its recourse, since the data structure has
to spend at least Ω(1) time per edge which changes its
color after an update.
The state-of-the-art result for dynamic edge col-
oring with recourse follows from the work of Duan et
al. [14]. In any dynamic graph with ∆ = Ω(log2 n/ε2),
their algorithm maintains a proper (1 + ε)∆-edge col-
oring with poly(log n, 1/ε) recourse. Given that other
dynamic problems are known to admit super-constant
recourse lower bounds (see, e.g., [17]), it is natural to
ask if one can get a recourse bound for (1+ε)∆-edge col-
oring that is independent of n. We answer this question
in the affirmative.
Theorem 1.2. There is an algorithm that maintains
a proper (1 + ε)∆-edge-coloring w.h.p., with poly(1/ε)
expected recourse in dynamic graphs of maximum degree
∆ = Ω (log n/poly(ε)).
1.1 Our Techniques At the heart of both our re-
sults is one common algorithmic approach, inspired by
the Rödl Nibble Method [2], as applied to distributed
edge coloring by Dubhashi et al. [15]. This method and
its variants have since found further uses in distributed
settings [9, 16]. To the best of our knowledge, we are
the first to export this method to online settings.
We analyze our basic algorithm, which is a variant
of [15], in an offline model. We then show how
to implement this algorithm in online and dynamic
settings, from which we obtain our results. We now
outline this basic algorithm, and the ideas needed to
implement it in the models we study. For simplicity, we
focus on ∆-regular graphs in this section.
The High-Level Framework: The Nibble Method
in the framework of edge coloring was first used in
[15] in the distributed model. Let us sketch how
their algorithm would work in the offline setting. The
algorithm consists of multiple rounds. In each round,
each vertex v selects a random ε fraction of its incident
uncolored edges. Each sampled edge e chooses a
tentative color u.a.r. among the colors in [∆] not yet
taken by incident edges (palette of e). We then assign
the tentative color c(e) to sampled edges e for which no
incident edge e′ picked the same tentative color c(e),
else we mark e as failed, and leave e uncolored. It
turns out that each sampled edge fails at each round
with probabilityO(ε). Crucially, picking ε appropriately
results in a number of important parameters (degrees in
the uncolored subgraph, palette sizes, etc’) behaving in
a predictable manner, and being sharply concentrated
around their mean, w.h.p. In particular, this results in
the uncolored subgraph’s maximum degree decreasing
w.h.p. at a rate of roughly 1 − ε per application of
this subroutine, or round. Consequently, some tε =
O(log(1/ε)/ε) rounds leave an uncolored subgraph of
maximum degree ∆′ = poly(ε)∆ w.h.p., which can then
be greedily colored using a further 2∆′ = poly(ε)∆
colors. This approach therefore yields a proper (1 +
poly(ε))∆ edge coloring.
In part inspired by [9], we consider a slight modifi-
cation of the above algorithm which is more convenient
for our goals. In more detail, we make the following
changes:
(1) We do not attempt to re-color an edge e which fails
in a given round in future rounds, instead leaving e to
be colored greedily in the final stage. Intuitively, ignor-
ing these edges still results in a low-degree uncolored
graph after tε rounds, since few edges incident to each
vertex fail.
(2) Whenever an edge e picks a tentative color c, we
remove c from the palettes of its incident edges even if e
fails. Intuitively, this does not decrease the palette sizes
much, again, since few edges incident to each vertex fail.
(3) We sample each edge independently with probability
ε in each round.
Our modifications bring two main advantages.
First, the analysis can be substantially simplified:
rather than using a specialized concentration inequal-
ity of Grable [19], we mostly use Hoeffding bounds for
negatively-associated variables. This allows us to pro-
vide a relatively concise, but complete analysis for sub-
constant values of ε and for non-regular graphs. Second,
and importantly for us, it is easier to adapt the modified
algorithm to the online settings that we study.
Random-Order Online Implementation: To ob-
tain our results for random-order arrivals, we first ob-
serve that our edge-centric sampling of modification (3)
allows us to use the randomness of edge arrivals to “sam-
ple edges for us”. More formally, we implement the in-
dependent edge-sampling part of each round by consid-
ering an appropriate binomially-distributed prefix of the
remaining edges (relying on our knowledge of the num-
ber of edges of the ∆-regular graph, m = n∆2 ). This
results in each remaining edge of the graph being sam-
pled independently with probability ε.
For each round, we have each edge of the round
sample a tentative color u.a.r. from its palette. In this
online setting, however, we cannot always tell when
an edge arrives whether it picked the same tentative
color as its incident edges of the same round (since
some of these arrive later). We therefore assign the
tentative color c(e) to sampled edges e for which no
previous incident edge e′ picked the same tentative color
c(e), else we mark e as failed. Modification (2) in the
basic algorithm implies that this change still results in
a feasible (partial) coloring. On the other hand, the
uncolored subgraph “after” the rounds in this algorithm
clearly has lower maximum degree than its counterpart
in the basic algorithm, and so greedily coloring this
subgraph requires fewer colors than the same stage of
the basic algorithm. Finally, modification (1) of our
basic algorithm, whereby we do not attempt to re-
color a failed edge in “future rounds” (which would
require knowledge of future arrivals), implies that we
can greedily color every failed edge before the next edge
arrives. So, by the analysis of our basic algorithm, we
obtain Theorem 1.1 for ∆-regular graphs. In Section 3
we build on this approach to obtain our full result, for
general graphs.
Low-Recourse Implementation: For our low-
recourse dynamic implementation, we show how to
maintain, after each update, a coloring drawn from the
same distribution as that of the basic algorithm applied
to the current graph. Modifications (1) and (3) of the
basic algorithm imply that deciding the round in which
we sample any edge can be done in advance (prior to any
arrival), sampling this round number from the appropri-
ately capped geometric distribution. The more delicate
point is dealing with the choice of tentative colors. For
example, when an edge is added, its tentative color is
removed from the palettes of its incident edges of later
rounds. Thus, some incident edges no longer have a
tentative color which is u.a.r. drawn from their current
palette. In Section 4 we show that a natural approach
of correcting these distributions—sampling a new ten-
tative color if the previous one is no longer valid, and
switching to a new color if one samples a newly-available
color—results in bounded recourse. In particular, build-
ing on our analysis of the basic algorithm, we show that
the expected number of edges of round i+1 whose tenta-
tive color changes due to the change of a tentative color
of an edge in round j ≤ i is at most O(ε). Therefore,
for any update, the number of tentative color changes is
at most (1 +O(ε))tε = poly(1/ε), from which we obtain
Theorem 1.2. In Section 4 we formalize this approach
and its analysis
1.2 Further Related Work Other than [15], most
closely related to our approach are other distributed
edge coloring algorithms using the Nibble Method and
its variants and extensions [9, 16]. While these dis-
tributed algorithms improve on [15], they require cru-
cially that edges be tentatively colored in multiple
rounds—a design pattern which seems hard to imple-
ment in online settings. Another approach is suggested
by the work of Cohen et al. [11] for bipartite one-
sided vertex arrivals; using an online matching algo-
rithm of Cohen and Wajc [12] which matches each edge
with probability 1−o(1)∆ , they color roughly one edge of
each maximum-degree node per round, resulting in a
(1+o(1))∆-edge-coloring. Unfortunately, for the models
we study, no such matching algorithm is known—ruling
out this approach.
Returning to previous algorithms in our models, we
note that the algorithm of Duan et al. [14], which uses
an augmenting path based approach, has an inherent
polylogarithmic recourse. On the other hand, the ap-
proaches of [1, 3] for random-order arrivals seem chal-
lenging to extend to dynamic recourse-bounded algo-
rithms. Moreover, in the random-order online model, it
is unclear how to provably achieve a (1 + o(1))∆-edge-
coloring for simple graphs with ∆ = ω(log n) by using
the ideas in those papers. In this work we show that the
Nibble Method, and in particular, a variant of the algo-
rithm of [15], allows us to obtain such desired results in
both these online models.
1.3 Full Version of the Paper Due to space con-
straints, many technical proofs are omitted from this
extended abstract. The full version of the paper can be
found at: https://arxiv.org/abs/2010.16376.
2 The Basic Algorithm
In this section, we describe our basic algorithm for
near-regular graphs in the static setting. and state the
key theorem needed for its analysis. We defer a more
detailed analysis to the full version of the paper. Our
online and dynamic algorithms in subsequent sections
will be built on top of this basic algorithm.
The input to the algorithm is a graph G = (V,E)
with |V | = n nodes, where the degree of each node lies
in the interval [(1 − ε2)∆, (1 + ε2)∆]. The parameter ε
satisfies the following condition:
(2.1) 1/104 ≥ ε ≥ 10 · (lnn/∆)1/6 .
Note that such ε exist if ∆ = Ω(log n) is large enough.
The algorithm runs in two phases, as follows.
Phase One. In phase one, the algorithm properly
colors a subset of edges of G using (1 + ε2)∆ colors,
while leaving an uncolored subgraph of small maximum
degree. This phase consists of tε− 1 rounds {1, . . . , tε−
1}, for
(2.2) tε := bln(1/ε)/(2Kε)c , and K = 48.
Each round i ∈ [tε − 1] operates on a subgraph Gi :=
(V,Ei) of the input graph (with E1 = E), identifies
a subset of edges Si ⊆ Ei, picks a tentative color
c(e) ∈ [(1 + ε2)∆] ∪ {null} for each edge e ∈ Si, and
returns the remaining set of edges Ei+1 = Ei\Si for the
next round. Thus, we have: E = E1 ⊇ E2 ⊇ · · · ⊇ Etε .
We now describe how a given round i ∈ [tε − 1] works.
We start by defining a couple of important notations.
• (a) For all v ∈ V , let Pi(v) := {χ ∈ [(1+ε2)∆] : χ 6=
c(u, v) for all (u, v) ∈
⋃
j<i Sj} denote the palette
of the node v for round i. A color χ ∈ [(1 + ε2)∆]
belongs to Pi(v) iff no edge incident on v has
tentatively picked the color χ in previous rounds
j < i. (b) Similarly, for all (u, v) ∈ Ei, let
Pi(u, v) := Pi(u) ∩ Pi(v) denote the palette of the
edge (u, v) for round i.
In round i, we first sample each edge e ∈ Ei indepen-
dently with probability ε. Let Si ⊆ Ei be the set of
sampled edges. Next, each edge e ∈ Si with Pi(e) 6= ∅
tentatively picks a color c(e) from its palette Pi(e) uni-
formly and independently at random. We say that an
edge e ∈ Si failed in round i iff either (a) Pi(e) = ∅
(in this case we set c(e) := null), or (b) among the
edges N(e) ⊆ E that are adjacent to e, there is some
edge e′ ∈ Si that tentatively picked the same color
(i.e., c(e) = c(e′)). Let Fi ⊆ Si denote the set of
failed edges in round i. The remaining sampled edges
e ∈ Si \ Fi are called successful in round i. Each such
edge e ∈ Si \ Fi is assigned the color c(e) it tentatively
picked in round i. Before terminating the current round,
we set Ei+1 := Ei \ Si and Gi+1 := (V,Ei+1). We re-
mark that the color tentatively sampled by a failed edge
e cannot be used by the edges incident to e in subsequent
rounds. This will prove useful both for our analysis and
when implementing this algorithm in other models in
subsequent sections.
Phase Two. Finally, in phase two, we greedily color
all edges that were not successful in phase one. That is,
letting GF := (V,∪iFi) be the subgraph consisting of all
the edges that failed in phase one, andGtε := (V,Etε) be
the subgraph consisting of all the edges that were never
sampled in phase one, we color the edges of Gtε ∪ GF
greedily, using a new palette of 2∆(Gtε ∪GF )−1 colors.
Here ∆(H) denotes the maximum degree in any graph
H.
Algorithm 1 The Basic Algorithm
1: E1 ← E and G1 ← (V,E1)
2: for i = 1, 2, . . . , tε − 1 do
3: Si ← ∅
4: for each e ∈ Ei independently do
5: With probability ε, add e to Si.




7: If Pi(e) 6= ∅, sample c(e) ∼R Pi(e),
8: else set c(e)← null . Tentative coloring of e
9: Let Fi ← {e ∈ Si | c(e) ∈ {null} ∪ {c(e′) | e′ ∈
N(e) ∩ Si}} . The set of failed edges
10: Color each edge e ∈ Si \ Fi using color c(e)
11: Ei+1 ← Ei \ Si and Gi+1 ← (V,Ei+1).
12: Let GF := (V,
⋃
i Fi) denote the subgraph of G
consisting of the failed edges from phase one.
13: Color Gtε ∪ GF greedily using colors (1 + ε2)∆ +
1, (1 + ε2)∆ + 2, . . . , (1 + ε2)∆ + 2∆(Gtε ∪GF )− 1.
The algorithm’s pseudocode is given in Algorithm 1.
We now turn to discussing its analysis.
Observation 2.1. Algorithm 1 outputs a proper ((1 +
ε2)∆+2∆(Gtε∪GF )−1)-edge-coloring of the input graph
G = (V,E).
Proof. First observe that the algorithm computes a
valid partial coloring in Phase One. Indeed, any e ∈
Si \Fi selects a color c(e) ∈ Pi(e) ⊆ [(1+ ε2)∆], and the
definition of Pi(e) and Fi guarantees that no other edge
e′ ∈ N(e) in any round of Phase One can be colored
with c(e). The claim follows by observing that in Phase
One we use only colors from [(1 + ε2)∆], while in Phase
Two the greedy algorithm uses a disjoint set of at most
2∆(Gtε ∪GF )− 1 extra colors.
The key property of the basic algorithm is captured
in the following theorem.










edge colors G, w.h.p.
Proof. Follows from Theorem 2.1 and Observation 2.1.
In some sense, the arguments behind the proof
of Theorem 2.1 were already apparent in the work of
Dubhashi et al. [15]. Consequently, we defer a complete
and self-contained proof of this theorem to the full
version of the paper. For now, we turn to exploring
implications of this theorem and Algorithm 1 to online
edge coloring.
3 Random-Order Online Algorithm
In this section we present algorithms which (essentially)
implement Algorithm 1 in the random-order online
model. We start with a warm-up case, where the input
graph is near-regular, and we know the value of m (the
number of edges in the final graph).
3.1 Warm-up: Near-Regular Graphs with
Known m One subroutine we rely on is the ability
to use the stream’s randomness to simulate indepen-
dent sampling of edges. For completeness, we provide a
proof of the following simple fact in the full version of
the paper.
Fact 3.1. Consider a universe U of n elements, and
let p ∈ [0, 1]. Let Uk ⊆ U denote the first k elements
in a random-order stream of U , and let X ∼ Bin(n, p)
be a binomial random variable with parameters n and p.
Then the random set UX contains every element in U
independently with probability p.
Using Fact 3.1, we simulate (a variant of) Algo-
rithm 1 with parameter ε under random-order edge
arrivals in a graph G = (V,E) with m edges and n
nodes, where the degree of each node lies in the interval
(1±ε2)∆, and ∆ = ω(log n). The algorithm knows n,∆
and m (but not G).
Warm-up Algorithm: Set ε := 10 · (lnn/∆)1/6
(see (2.1)). For round i = 1, . . . , tε − 1, sample an inde-
pendent random variable Xi ∼ Bin(m −
∑
j<iXj , ε),
and let Si be the set of edges in G whose posi-





j≤iXj ]. As with Algorithm 1, each edge
e ∈ Si, upon its arrival, samples a tentative color
c(e) ∼R Pi(e) := [(1+ε2)∆]\{c(e′) | e′ ∈ N(e)∩Sj , j < i},
where we set c(e) ← null if Pi(e) = ∅. Unlike in
Algorithm 1, in this online setting the algorithm cannot
know whether the color c(e) conflicts with the tentative
color of a neighboring edges e′ ∈ N(e) ∩ Si that arrives
in the same round i, but after e in the stream. Hence,
we color each edge e ∈ Si with its tentative color
c(e), unless c(e) = null or some previously-arrived
neighboring edge e′ ∈ N(e) ∩ Si also picked color
c(e′) = c(e). In the latter case, we instead color e
greedily with the first available color j > (1 + ε2)∆.
We let F ′i be the edges in Si which are colored greedily.
As we show, this online algorithm inherits the
performance of the basic Algorithm 1.
Theorem 3.1. For some absolute constant γ ∈ (0, 1),
the warm-up algorithm described above yields a proper(
∆ +O
(
∆γ · log1−γ n
))
= (1 + o(1))∆-edge coloring of
G w.h.p.
Proof. This algorithm outputs a valid edge coloring, as
it colors every edge (due to the greedy stage) and never
assigns an edge a color used by an incident edge. It
remains to bound its performance.
For any i ≥ 0, Let Ei be the set of edges whose
positions in the random-order stream lie in the inter-
val (
∑
j<iXj ,m]. By Fact 3.1, the set of edges Si is
a random subset of Ei which contains each edge in Ei
independently with probability ε. A simple induction
on i shows that the sets Si and Ei share the same dis-
tributions as their counterparts in Algorithm 1. Next,
denote by Fi ⊇ F ′i the set of edges e ∈ Si for which
c(e) ∈ {null} ∪ {c(e′) | e′ ∈ N(e) ∩ Si}. Since each
edge e ∈ Si picks a color uniformly at random from the
set of colors not picked by any of its neighboring edges
in previous rounds (including the edges in Fj for all
j < i), a simple induction on i shows that the random
variables Fi and c(e) in this algorithm are distributed
exactly as their counterparts in Algorithm 1. Conse-
quently, the upper bounds on ∆(
⋃





and ∆(Gtε) of Algorithm 1 hold for this online algo-
rithm as well. Therefore, the greedy (online) algorithm
colors the uncolored edges in Gtε ∪ GF using at most
2·∆(Gtε∪GF )−1 = O(ε1/(3K)∆) colors w.h.p., by The-
orem 2.1 and our choice of ε = 10 · (lnn/∆)1/6, as in
(2.1). As we use (1 + ε2)∆ distinct colors for all other





overall w.h.p. Since ∆ = ω(log n) and K is an absolute
constant (see (2.2)), the theorem follows from our choice
of ε.
Assuming near-regularity, and known m. The
assumption of near-regularity used by the above algo-
rithm is common in the literature. Indeed, all prior
random-order online edge-coloring algorithms assume
perfect regularity [1, 3]. As pointed out in those papers,
this assumption is without loss of generality in the of-
fline model, where we can add dummy edges to make the
graph regular. In a random-order online setting, this is
problematic, however, as these dummy edges should be
interspersed among the real edges to create a regular
graph presented in random order. This last point seems
impossible without prior knowledge of vertices’ final de-
grees, and the number of edges, m, which we assume
prior knowledge of. In the next section we show how
to remove the assumption of near-regularity, as well as
knowledge of m, while retaining the asymptotic perfor-
mance of Theorem 3.1.
3.2 General Graphs We now present and analyze
our random-order online edge coloring algorithm for
general graphs G = (V,E) with n nodes, m edges and
maximum degree ∆ = ω(log n). In particular, we do
not assume that all nodes have degree close to ∆. The
algorithm knows n,∆; but does not know m nor G.
Let e1, . . . , em be the random stream of edges, G
(k)
be the subgraph induced by e1, . . . , ek, and d
(k)(v) be
the degree of node v in G(k). Our key insight is to
observe the first few edges in the input stream until
some node reaches degree ε∆. This is sufficient to infer
(approximately) the value of m and the degree of each
node in G. At the same time, we can afford to color
such initial set of edges greedily.
In more detail, our algorithm consists of 3 main
steps. In Step (I), we observe the first T edges until
some node v reaches the degree d(T )(v) = ε∆ (or we
reach the end of the stream). This first set of edges
is colored greedily using the first available color. Let
∆1 be the largest color used in Step (I). The following
technical lemma follows from a standard application
of Chernoff bounds over sums of negatively-associated
variables (proof appears in the full version of the paper).
Lemma 3.1. Let ε ≤ 12 , and let α > 0 be a constant,
and assume ∆ ≥ 24(α+3) lnnε8 . Then, with probability at
least 1−O(n−α), the following properties hold:1
1. T = ε ·m(1± ε2).
2. d(T )(v) = ε · d(v)± 2ε3∆ for every node v.
3. Let m′ := T/(ε(1 + ε2)). Conditioned on m′ ≤ m,
every node v has d(v)− d(m′)(v) ≤ 2ε2∆.
Henceforth, we assume that all the high-probability
events in Lemma 3.1 actually occur (otherwise the
algorithm fails). In Step (II), we color the next m′ − T
edges R := {eT+1, . . . , em′} using colors larger than ∆1,
as described below.
Let GR = (V,R) denote the subgraph of G induced
by the edges in R. Before processing the (T + 1)th up-
date eT+1, we virtually expand GR by adding dummy
nodes W and dummy edges D in the following man-
ner. For each node v ∈ V , create ∆ dummy nodes
v1, v2, . . . , v∆ which form a ∆-clique via dummy edges,
and add extra dummy edges from v to max{0,∆−(1/ε−
1) · d(T )(v)} of these dummy nodes {v1, . . . , v∆}. Let H
be the resulting graph. Note that at this point we only
1We let c = a± b denote c ∈ [a− b, a+ b].
know the dummy edges in H, as the edges in GR will
arrive in future.
Let A denote the warm-up online algorithm from
Section 3.1. In Step (II), we run this online algorithm
A with parameter 2ε on H, where the edges of H
are presented to A in random order. More precisely,
initializing j = T + 1, D′ = D and R′ = R, we perform
the following operations for |R|+ |D| iterations.
• With probability |D′|/(|R′| + |D′|), we sample a
random edge ed from D
′, and feed the edge ed to
the online algorithm A. We then set D′ = D′\{ed}
before going to the next iteration.
• With remaining probability, we feed the edge ej to
A and color ej with the color χ(ej) + ∆1, where
χ(e) is the color chosen by A for ej . Then we let
R′ = R′ \ {ej} and increase j by one.
Let ∆2 be the largest color chosen in Step (II).
Finally, in Step (III), we color the remaining edges
em′+1, . . . , em greedily with the first available color j >
∆2. Let ∆3 be the largest color used at the end of Step
(III).
We next analyze the above algorithm (assuming
the occurrence of the high probability events from
Lemma 3.1). Obviously this algorithm computes a
feasible coloring. By definition, Step (I) uses ∆1 ≤ 2ε∆
colors. Analogously, by Item 3 of Lemma 3.1, the
number of colors used in Step (III) is at most ∆3−∆2 =
O(ε2∆). It remains to upper bound the number of colors
∆2 −∆1 used in the second step. To this end, we note
that Lemma 3.1 implies that H is near-regular. More
precisely, we have the following bound, whose proof is
deferred to the full version of the paper.
Lemma 3.2. The graph H satisfies dH(v) = ∆(1± 4ε2)
for all v ∈ V (H), w.h.p.
It is easy to see that Step (II) implements the
warm-up algorithm on H, as the edges of H are fed
to this algorithm in a uniform random order. Thus, by
Theorem 3.1, w.h.p. the number of colors used in Step
(II) is at most ∆2 −∆1 ≤ ∆ + O
(
∆γ · log1−γ n
)
for a
constant γ ∈ (0, 1). By choosing ε small enough so that
ε∆ ≤ ∆γ ·log1−γ n, we immediately obtain Theorem 1.1.
4 Low-Recourse Dynamic Algorithm
In this section, we give an implementation of Algo-
rithm 1 in a dynamic setting with low recourse. Be-
fore describing our algorithm, we explain why in the
dynamic setting we can focus our attention on near-
regular graphs, as required of inputs to Algorithm 1.
(Near-)Regularizing Gadget. Consider a dynamic
input graph G = (V,E) on n nodes, where the degree
of each node remains at most ∆ all the time. In this
dynamic setting, we describe a procedure to maintain a
super-graph G′ = (V ′, E′) of G = (V,E), with V ′ ⊇ V
and E′ ⊇ E, such that: (a) each node in G′ always has
degree either ∆ or ∆ − 1, and (b) each update (edge
insertion/deletion) in G results in a constant number of
updates in G′. The node-set V ′ of G′ consists of the
nodes v ∈ V of the input graph, plus ∆ dummy nodes
v1, v2, . . . , v∆ for each v ∈ V .
Initially, when G is empty,2 the edge-set of G′
is defined as follows. For each node v ∈ V in the
input graph, the set of nodes {v, v1, . . . , v∆} induces
a (∆ + 1)-clique of dummy edges in the supergraph
G′. In other words, there is a dummy edge (v, vi) for
all v ∈ V, i ∈ [∆]; and a dummy edge (vi, vj) for all
v ∈ V, i ∈ [∆], j ∈ [∆], i 6= j. At this point in time, the
edge-set E′ of G′ consists only of the dummy edges.
Subsequently, whenever an edge e = (u, v) in added
to (resp., removed from) G during an update, we
perform the following steps. We first add e to (resp.,
remove e from) G′. Next, let i and j be the smallest
indices in [∆] for which the dummy edges (u, ui) and
(v, vj) currently exist (resp., do not exist) in G
′: we
remove (resp., add) these two dummy edges (u, ui) and
(v, vj).
Note that every update in G generated by an
oblivious adversary results in three updates (likewise
generated by an oblivious adversary) in G′. Since any k-
edge-coloring of G′ trivially induces a k-edge-coloring of
G, our goal will be to maintain a (1 + ε)∆-edge-coloring
of G′.
Accordingly, w.l.o.g., henceforth we will assume that
the input graph G given to us at preprocessing is near-
regular (specifically, each of its nodes has degree either
∆ or ∆− 1), and that the input graph G remains near-
regular throughout the sequence of updates.
Our dynamic algorithm: At each time t (i.e., af-
ter the t-th update), our dynamic algorithm strives to
assign tentative colors c(t)(e) to all edges in the cur-
rent input graph, denoted by G(t) = (V,E(t)), as in
Algorithm 1. It likewise defines failures in the same
way as in Algorithm 1. Finally, it maintains a col-
oring of the failed and otherwise uncolored edges us-
ing a simple O(∆)-edge-coloring, constant-recourse dy-
namic algorithm, which we denote by SimpleColor
(e.g., [7, 39]).
For the rest of this section, the superscript (t) on
any given notation will indicate the state of the con-
cerned object after the tth update in the input graph.3
2It is easy to extend our gadget to the setting where the input
graph G is not empty at preprocessing.
3The reader should not confuse time t in the dynamic setting
with the last round tε in phase one of Algorithm 1.
Intuitively, the outcome of our dynamic algorithm just
after the tth update will be the same as the outcome
we would get if we ran Algorithm 1 in the static setting
with G(t) as input (see Lemma 4.1). We will refer to an
unordered pair of nodes (u, v), with u, v ∈ V , as a poten-





and the set of potential edges do not change during the
sequence of updates. In contrast, we will refer to an
edge e ∈ E(t) as a current edge in the input graph after
the tth update.
Preprocessing: We start by assigning a round i(u, v) ∈
[tε] to each potential edge (u, v), where these i(u, v)
values are i.i.d. samples from the capped geometric
distribution CappedGeo(ε, tε) with success probability
ε and at most tε attempts.
4 For each j ∈ [tε], we let
Sj := {(u, v) | i(u, v) = j} denote the set of all potential
edges that are assigned to round j. Furthermore, for
each t ≥ 0, let S(t)j := Sj∩E(t) denote the set of current
edges (u, v) after the tth update which have i(u, v) = j.
In future, throughout the sequence of updates, the
random variables {i(u, v)} will determine which sets of
current edges get sampled in which round (see Step 5
of Algorithm 1). Specifically, consider any potential
edge (u, v), with i(u, v) = j, and any two nonnegative
integers t 6= t′ such that (u, v) ∈ E(t) ∩ E(t′). Then the
edge (u, v) will get sampled in the same round j in both
G(t) and G(t
′). Thus, a given edge gets assigned to the
same round across all the updates.
After drawing the random variables {i(u, v)} for
all potential edges as described above, we implement
Algorithm 1 on the input G(0) = (V,E(0)) given to us
at the preprocessing phase.
Handling an update: For any t ≥ 1, consider the tth
update which changes the input graph G from G(t−1) =
(V,E(t−1)) to G(t) = (V,E(t)). Our dynamic algorithm
handles this update by computing an edge-coloring for
G(t) in three steps, as described below.
Step I: We perform the following operations in increas-
ing order of i = 1, 2, . . . , tε − 1:




i (e) := [∆(1 + ε
2)] \c(t)(e′)






Next, we call Algorithm 2 to update the tentative
4For a random variable X ∼ CappedGeo(ε, tε), we have
Pr[X = k] =
{
ε · (1− ε)k−1 k ∈ {1, . . . , (tε − 1)}
(1− ε)tε−1 k = tε.
.
color c(t)(e) of e. Note that as in Algorithm 1, if
P
(t)
i (e) = ∅, then Algorithm 2 sets c(t)(e)← null.
Step II: For every round i ∈ [tε− 1], we now define the
set of failed current edges F
(t)
i . Specifically, the set F
(t)
i
consists of all the edges e ∈ S(t)i such that:
c(t)(e) ∈ {null} ∪ {c(t)(e′) : e′ ∈ N (t)(e) ∩ S(t)i }.




i denote the set of all failed







\ F (t) gets colored with its tentative
color c(t)(e).
Step III: Finally, let G
(t)
U := G[F
(t) ∪ S(t)tε ] be the
subgraph of G(t) consisting of all the edges that are
not colored using their tentative colors in Step II above.





U . In more detail, after each update,
denoting by A
⊕
B := (A \B)∪ (B \A) the symmetric
difference, we think of the graph G
(t)
U := G[F
(t) ∪ S(t)tε ]
as having undergone |F (t)
⊕





updates, which we feed to algorithm SimpleColor.
This concludes the description of our dynamic algo-
rithm.
Algorithm 2 TentativelyColor(e)





i 6= ∅ sample c(t)(e) ∼R P
(t)
i (e),




i 6= ∅ sample c ∼R P
(t)
i (e),
6: else set c← null





10: c(t)(e)← c(t−1)(e) . Keep the previous color
Analysis: Looking back at Algorithm 2, a moment’s
thought reveals that if the tentative color c(t−1)(e) was
chosen uniformly at random from the set P
(t−1)
i (e), then
the tentative color c(t)(e) is also chosen uniformly at
random from the set P
(t)
i (e). This, however, is far from
being sufficient for our purpose. In particular, we need
a formal (and much stronger) guarantee stated below.
Lemma 4.1. For each time t ≥ 0, the joint distribution
{c(t)(e)}e∈E(t) of colors sampled by the dynamic algo-
rithm is distributed identically to {c(e)}e of Algorithm 1
when applied to graph G(t).
We defer the proof of Lemma 4.1 to the full version
of the paper. This lemma, together with our analysis
of Algorithm 1, immediately leads us to the following
corollary.
Corollary 4.1. For ε as in (2.1) and K as in (2.2),
the above dynamic algorithm ∆(1 + O(ε(1/3K)))-edge-
colors G at any time t, w.h.p.
Bounding Recourse: We now fix some t ≥ 1, and
bound the expected recourse our algorithm has to pay
while handling the tth update. Say that an edge e ∈
E(t) ∩ E(t−1) is dirty iff i(e) ≤ tε − 1 and it changes its
tentative color c(e) due to the tth update. Let Dj denote
the set of dirty edges e assigned to round i(e) = j. We
will use the symbol D<i = ∪j<iDj to denote all the
dirty edges at rounds j < i. Let D = D<tε denote the
set of dirty edges across all rounds.
Lemma 4.2. The recourse of the dynamic algorithm to
handle the tth update is O(1 + |D|).
Proof. Let e∗ denote the edge being inserted/deleted
during the tth update. The additive +1 term in the
claimed recourse bound of O(1 + |D|) comes from
the edge e∗. To simplify notations, we will assume
c(t−1)(e∗) = c(t)(e∗) for the rest of this proof. Any other
edge e ∈ E(t−1) ∩E(t) changes its final color during the
tth update only if: i(e) < tε, and {either (1) the edge
e changes its tentative color, or (2) the edge e switches
from being successful to failed (or vice versa) without
changing its tentative color}. In case (1), we clearly
have e ∈ D. In case (2), the edge e must have at least
one neighboring edge ed ∈ (D ∪ {e∗}) ∩N(e) such that
c(t−1)(e) = c(t)(e) ∈ {c(t−1)(ed), c(t)(ed)}. We charge
the 1 unit of recourse the algorithm has to pay for e
to any one such edge ed. A moment’s thought reveals
that each edge (u, v) ∈ D ∪ {e∗} can receive at most 4
units of charge in this scheme, one for each ordered pair
{u, v}×{c(t−1)(u, v), c(t)(u, v)}. Hence, the algorithm’s
recourse is at most O(1 + |D|).
Below, we state the key lemma that contains the
technical meat of our argument. Since the argument
requires some nontrivial properties of Algorithm 1, we
defer the proof of Lemma 4.3 to the full version of the
paper.
Lemma 4.3. For every round i ∈ [tε − 1], we have:
E[|Di|] ≤ 6ε+ 6ε · E[|D<i|].
Corollary 4.2. Our dynamic algorithm has an ex-
pected recourse of O(1/ε(3/K)) per update.





6ε · (1 + 6ε)i ≤ (1 + 6ε)tε ≤ exp(6ε · tε)
≤ exp((3/K) · ln(1/ε)) = 1/ε(3/K).
The last inequality in the derivation above holds
because of (2.2). The corollary now follows from
Lemma 4.3.
From (2.1), (2.2), Corollary 4.1 and Corollary 4.2,
we obtain the following theorem.
Theorem 4.1. There exists two absolute constants







can maintain, w.h.p., a proper (1+ε)∆-edge-coloring in
a dynamic graph G of maximum degree ∆ = ω(log n),
with O(poly(1/ε)) expected recourse per update.
5 Conclusions and Open Questions
We presented one common approach for tackling edge
coloring in two widely-studied relaxations of the online
model of computation, making progress on (and in one
case, resolving) the conjecture of Bar-Noy et al. [4]
for these models. We conclude with a few interesting
research directions.
Adversarial Online Arrivals. The most natural
question is whether the Bar-Noy et al. conjecture holds
in the strictest, adversarial edge-arrival model. This
question still seems out of reach. One algorithmic ap-
proach which suggests itself is to extend the ideas in
[11]. This would require some form of online dependent
rounding for fractional matching under edge arrivals,
generalizing [12]. Alternatively, it is not implausible
that the Bar-Noy et al. conjecture is false under adver-
sarial edge arrivals, despite being true for vertex arrivals
[11]. Such a refutation of this conjecture would mirror a
similar separation between these arrival models recently
proven for online matching [18].
Knowledge of ∆. All our algorithms assume knowl-
edge of the maximum degree ∆. This assumption is
common to all prior best algorithms in the models we
study [3, 1, 14].5 In fact, Cohen et al. [11] showed that
not knowing ∆ in their online model results in a strictly
harder problem, for which no better than ee−1∆-edge-
coloring algorithm exists, for any (unknown) ∆. Is the
same separation between known and unknown ∆ true
for the models studied in this paper?
5Duan et al. [14] run a logarithmic number of algorithms
for unknown ∆, and switch between their colorings whenever ∆
changes. This results in fast update time, but high recourse.
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David Wajc. Fully-dynamic bin packing with little
repacking. In Proceedings of the 45th International
Colloquium on Automata, Languages and Program-
ming (ICALP), pages 51:1–51:24, 2018.
[18] Buddhima Gamlath, Michael Kapralov, Andreas Mag-
giori, Ola Svensson, and David Wajc. Online matching
with general arrivals. In Proceedings of the 60th Sym-
posium on Foundations of Computer Science (FOCS),
pages 26–37, 2019.
[19] David A. Grable. A large deviation inequality for
functions of independent, multi-way choices. Combi-
natorics Probability and Computing, 7(1):57–63, 1998.
[20] Albert Gu, Anupam Gupta, and Amit Kumar. The
power of deferral: maintaining a constant-competitive
steiner tree online. In ACM Symposium on Theory of
Computing (STOC), pages 525–534, 2013.
[21] Anupam Gupta, Ravishankar Krishnaswamy, Amit
Kumar, and Debmalya Panigrahi. Online and dynamic
algorithms for set cover. In Proceedings of the 49th
Annual ACM Symposium on Theory of Computing
(STOC), pages 537–550, 2017.
[22] Anupam Gupta and Amit Kumar. Online steiner
tree with deletions. In Chandra Chekuri, editor,
Proceedings of the Twenty-Fifth Annual ACM-SIAM
Symposium on Discrete Algorithms (SODA), pages
455–467, 2014.
[23] Anupam Gupta, Amit Kumar, and Cliff Stein. Main-
taining assignments online: Matching, scheduling,
and flows. In Proceedings of the Twenty-Fifth An-
nual ACM-SIAM Symposium on Discrete Algorithms,
(SODA), pages 468–479, 2014.
[24] Anupam Gupta and Sahil Singla. Random-order mod-
els. arXiv preprint arXiv:2002.12159, 2020.
[25] Ian Holyer. The np-completeness of edge-coloring.
SIAM Journal on Computing (SICOMP), 10(4):718–
720, 1981.
[26] Chinmay Karande, Aranyak Mehta, and Pushkar Tri-
pathi. Online bipartite matching with unknown dis-
tributions. In Proceedings of the 43rd Annual ACM
Symposium on Theory of Computing (STOC), pages
587–596, 2011.
[27] Howard J. Karloff and David B. Shmoys. Efficient
parallel algorithms for edge coloring problems. J.
Algorithms, 8(1):39–52, 1987.
[28] Thomas Kesselheim, Andreas Tönnis, Klaus Radke,
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Appendix
A A Lower Bound for Random Order Online
Edge Coloring
Bar-Noy et al. [4] gave a simple lower bound for edge
coloring under adversarial arrivals. Specifically, they
showed a family of graphs F with maximum degree ∆ =
O(
√
log n) for which any randomized online algorithm
A colors some graphs in F with 2∆ − 1 colors with
constant probability. Extending these ideas slightly, we
show that the same holds even if the arrival order is
randomized.
Lemma A.1. There exists a distribution over n-node
graphs G of maximum degree ∆ = Ω(
√
log n), for
which any online edge coloring algorithm A must, with
constant probability, use 2∆−1 colors on a graph G ∼ G
presented in random order.
Proof. Consider a star on ∆− 1 leaves. If Algorithm A






possible subsets of colors. If
∆ such stars’ edges are colored using the same subset
S ⊆ [2∆−2] of ∆−1 colors and some node v neighbors
the roots of these ∆ stars, then the algorithm fails, as
it is forced to use ∆ colors outside of S for the edges
of v, for a total of 2∆ − 1 distinct colors. We show a
random graph G for which this bad event happens with
constant probability, even when the edges are presented
in random order.
Our graph consists of independent copies of the
following random graph, H. The graph H contains










≤ 4O(∆) stars with ∆ − 1
leaves, and one node v which neighbors the centers
of ∆ randomly-chosen such stars. For any star, the
probability that all ∆−1 edges of the star arrive before






Therefore, by linearity of expectation, if we denote by
X the fraction of stars in H whose edges arrive before






Markov’s inequality applied to the non-negative variable
























), then at least





of the stars of H ∼ H have all
their edges arrive before any edge of v arrives. By
pigeonhole principle, some ∆ of these stars are colored
with a common set of ∆ − 1 colors, S ⊂ [2∆ − 1]. If
v neighbors the roots of ∆ such stars whose edges are
colored with the colors in S, then Algorithm A fails, as
it must color the graph using 2∆ − 1 colors, as argued
above. Therefore, conditioned on X ≥ µ2 , Algorithm A














Consequently, combining (A.1) and (A.2), and us-





= 4−O(∆), we find that the uncondi-
tional probability of Algorithm A not failing due to H
is at most
Pr [A does not fail on H ∼ H]
≤ 1− Pr
[













As stated above, the random graph G we consider
consists of some γ independent copies of H. For
independent copies of H, the above upper bound on
the probability of A not failing on a copy H ∼ H holds
independently of other copies’ realization and coloring
by A. Therefore, letting G consist of some sufficiently
large γ := 4Θ(∆
2) independent copies of H, we have that








Therefore, Algorithm A fails on G with constant prob-
ability. The lemma follows by noting that G consists
of some n = γ · (β + 1) = 4Θ(∆2) nodes, and therefore
∆ = Ω(
√
log n).
