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Abstract
We consider the energy efficiency of error correction mechanisms on a system consisting of a general-
purpose processor and a wireless interface. Since high error rates are inevitable to the wireless
environment, energy efficient error control is an important issue for mobile computing systems. We will
show that it is not sufficient to concentrate on the energy efficiency of error control mechanisms only, but
the required extra energy consumed by the wireless interface should be incorporated as well. Although
good designed retransmission schemes can be optimal with respect to energy efficiency, they can
introduce problems to fulfill the required QoS of an application.
We have studied the energy efficiency of two different error correction mechanisms and have
implemented these in software. It will be shown that from energy efficiency perspective it is not always
profitable to minimize the number of bits transmitted over the air. A general strategy will be provided that
can be used to determine an energy efficient error correction scheme of a minimal system consisting of a
general-purpose processor and a wireless interface. As an example we have investigated a minimal system
with a processor and a WaveLAN card.
1.  Introduction
Portable computers like PDAs and laptops that use wireless communication to interact with the
environment must rely on their limited battery energy for their operation. Power consumption is becoming
the limiting factor in the amount of functionality that can be placed in these devices [9]. More extensive
and continuous use of network services will only aggravate this problem [25]. The design of the wireless
communication protocols must be done very carefully and consider judicious use of the available energy.
Since high error rates are inevitable to the wireless environment, energy efficient error control is an
important issue for mobile computing systems. In this paper we investigate the energy efficiency of error
control mechanisms.
Error control mechanisms traditionally trades off complexity and buffering requirements for throughput
and delay [12][13][4]. In our approach we apply energy consumption constraints to the error control
mechanisms in order to enhance energy efficiency under various wireless channel conditions. In a wireless
environment these conditions not only vary dynamically because the physical conditions of a
communication system can vary rapidly, but they can also vary because the user moves from an indoor
office environment to a crowded city town. Not only the characteristics could have changed, it is even
possible that a complete different infrastructure will be used [24]. The communication interface of the
mobile must not only be able to adapt to these situations and provide the basic functionally, it must also do
it energy efficient in all these situations. In this paper we will concentrate on adaptable error correction
mechanisms implemented in software on a general-purpose processor.
1.1.  Scope and related work
In any communication system, there have always been errors and the need to deal with them. Basically
there are two methods of dealing with errors: retransmission and error correction. Computer
communication generally implements a reliable data transfer using either methods or a combination of2
them at different levels in the protocol stack. Error correcting codes are mainly used at the data link layer
to reduce the impact of errors in the wireless connection. In most cases, these codes provide less than
perfect protection and some amount of residual errors pass through. The upper level protocol layers
employ various block error detection and retransmission schemes (see e.g. [23][11]).
In our study we focus on the energy efficiency of error control schemes for communication protocols on
the wireless channel. In particular we concentrate on error control schemes for systems where Quality of
Service (QoS) provisioning is a major concern, e.g. in wireless ATM systems. These communications will
include video, audio, images, and bulk data transfer. In multimedia traffic important parameters are jitter,
delay, reliability, and throughput [7]. In the presence of stringent QoS and energy consumption constraints
it is very hard to use retransmission techniques as basic error control mechanism for several reasons.
•  First of all, some of the retransmission techniques affect the QoS dramatically when the error
conditions become bad. This is mainly caused by the fact that errors on the wireless link are
propagated in the protocol stack. The result not only unnecessary reduces the link's bandwidth
utilization, but also introduces delays and jitter. Furthermore it increases energy consumption due to
several reasons (more communication overhead, more transitions, longer communication time, etc.).
Several solutions have been proposed [1][16], but the focus with these solutions is mainly on
increasing the throughput, and not on preserving QoS and energy efficiency.
•  Secondly, classic ARQ protocols overcome errors by re-transmitting the erroneously received packet,
regardless of the state of the channel. Although in this way these retransmission schemes maximize the
performance – as soon as the channel is good again, packets are received with minimal delay - the
consequence is that they expend energy [28]. When the tolerable delay is large enough, ARQ
outperforms error correction mechanisms, since the residual error probability tends to zero in ARQ
with a much better energy efficiency than error correction methods [29]. Solutions to provide a
predictable delay at the medium access control layer by reserving bandwidth for retransmission are
available [8], but spoil bandwidth. Another often neglected side effect in ARQ schemes is that the
round-trip-delay of a request-acknowledge can also cause the receiver to be waiting for the
acknowledge with the receiver turned ‘on’, and thus spoiling energy.
•  Areas of applications that can benefit in particular from error correction mechanisms are multicast
applications [17][20]. Even if the QoS requirement is not that demanding, insuring the QoS for all
receiving applications is very difficult with retransmission techniques since multiple receivers can
experience losses on different packets. Individual repairs are not only extremely expensive, they also
do not scale well to the number of receivers. Reducing the amount of feedback by the use of error
correction, leads to a simple, scalable and energy efficient protocol.
•  Finally, another area in which FEC can be beneficial is for the control messages of a wireless link, e.g.
the control messages for a Medium Access Protocol (MAC). Although these control messages might
be tolerable for errors, the throughput and the QoS can be reduced dramatically in case of errors. For
Aloha several replication schemes [2] and adaptive retransmission techniques which try to avoid
transmission during bad channel periods [5] have been considered that minimize the expected delay of
a successful transmission and improve the throughput-mean-delay characteristics.
These are some considerations, we have no intention to provide a complete list. A more detailed
comparison of the performance ARQ and FEC techniques has been done by many researchers (e.g. [29]),
and will not be part of our research. The main conclusion that can be drawn from these considerations is
that although good designed retransmission schemes can be optimal with respect to energy efficiency, they
can introduce intolerable low performance in delay, jitter and bandwidth to fulfill the required QoS of the
application. Although error correction schemes in most cases consume more energy due to increased
computation and communication, they can provide the constant quality and stringent delay provisions
required for multimedia traffic.
1.2.  Overview
A goal of this research is to determine which error-correcting mechanisms should be used in a wireless
environment with stringent QoS, and which parameters they should apply to obtain the most energy3
efficient solution for a variety of error conditions in a wireless environment. In particular we will study the
well-known Reed-Solomon code and the less known EVENODD code [3] that was designed for a system
of redundant disks (RAID). We will concentrate on an implementation in software. An additional goal is
to determine which parameters should be used when the cost for communication is incorporated as well.
First we will provide in section 2 the general strategy that we will use for error correction. We start with
the error model that we use, and will argue that the residual channel characteristic after the physical and
link layer processing is based on erasures of packets. Section 3 gives a short overview of error correcting
codes. After a short introduction of the two examined codes, a relation of the energy efficiency is
determined. Section 4 shows the results of an implementation of the mechanisms on a general-purpose
processor. The energy efficiency factor of our implementation and the pre-conditions for it will be
determined for both mechanisms. The results are used in section 5 to determine the energy efficiency of a
minimal system consisting of a general-purpose processor and a wireless interface. As an example we
determine the energy efficiency of error control on such a system with a WaveLAN card. We will finish
with some conclusions in section 6.
2.  General strategy
2.1.  The error model
Wireless networks have a much higher error rate than the normal wired networks. The errors that occur on
the physical channel are caused by phenomena such as signal fading, transmission interference, user
mobility and multi-path. In this study we do not deal with the physical layer or on the mechanisms
involved like coding and power control. Our starting point is on the interface between the physical
transceiver and the higher-level communication system. Most wireless transceiver hardware of wireless
systems has some error correction mechanisms build-in to overcome or reduce the impact of the errors on
the physical channel. However, it is usually inefficient to provide a very high degree of error correction,
and some residual errors pass through. The network communication layer therefore does not see the raw
physical channel, but a channel modified by the physical layer that has a residual error characteristic [27].
The most relevant errors that occur are block errors covering a period of up to a few hundred milliseconds.
2.2.  The encoding packet model
The basis for most currently designed wireless systems will likely be packet switching communication
schemes that manage data transfer in blocks that contain multiple symbols (or bits). Errors are assumed to
be detected by some detection technique, and the whole packet will be discarded. The residual channel
characteristic after the physical and link layer processing is then based on erasures, i.e. missing packets in
a stream [20]. Figure 1 shows a graphical representation of the error correction mechanism. The sender
collects a number of source data packets in a buffer. When the buffer is full, the data is encoded, and the
encoded data is transmitted. The receiver is able to reconstruct the original data from a subset of the
encoded data, and so can allow the erasure of some packets.4
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Figure 1: Graphical representation of error correction
We will denote the number of source packets as k, the packet size as S, the number of redundant packets
m, and the number of encoded packets as n. Such a code is called an (n,k) code and allows the receiver to
recover from m (=n-k) losses in a group of n encoded packets. This structure can be seen as an (S) x (k +
m) array in which the columns represent a packet of length S, the first k columns represent the source data
packets, and the last m columns represent the redundant packets. All packets together build up one frame.
Figure 2 gives a graphical representation of this scheme.
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Figure 2: Representation of an encoded frame
3.  Error correction techniques
In communication systems error correcting codes are used to protect packets of data that are transmitted
over some network. The most general technique for tolerating m simultaneous failures with m redundant
packets is a technique based on Reed-Solomon coding [15]. This technique requires computation over
finite fields and results in a complex implementation. An attractive alternative might be a scheme like
EVENODD that only requires simple exclusive-OR operations and that it is able to tolerate two failures.
In the following section we will give an overview of the EVENODD and Reed-Solomon coding and
determine the energy efficiency of these mechanisms. We define the energy efficiency e as the amount of
data processed divided by the energy that is consumed to process that data
1.
                                                  
1 The energy efficiency is the inverse of the costs to process a certain amount of data.5
3.1.  EVENODD coding
The EVENODD coding scheme [3] is an (k+2,k) code. It was intentionally meant for tolerating two
failures in RAID architectures, but we will show that it is also suitable in communication systems. The
basic scheme requires the number of source packets k to be a prime number. If we want to use a non-prime
number for k, then we can take the next prime following the required k, and assume the extra imaginary
packets to contain zeros. The packet size S is for simplicity restricted to contain (k – 1) symbols. This
restriction is not hard too because a symbol can be of any size, and we can introduce imaginary data also
to fill the columns to the required size.
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Figure 3: Basic EVENODD frame.
So, the packet model can be considered as an (k – 1) x (k + 2) array, k a prime number, such that the
symbol dij, 0 ≤ i ≤ (k – 1), 0 ≤ j ≤ (k – 2), is the i-th symbol in the j-th packet. The last two packets (k and k
+ 1) are the redundant packets.
Data encoding
There are two types of redundancy: horizontal redundancy and diagonal redundancy. The redundant value
of each is stored in a redundant packet. The value of the horizontal redundancy (stored in packet k) is the
exclusive-OR of packets 0, 1, …, k –1. This is thus exactly the same as with simple parity encoding.
Packet (k+1) carries a diagonal redundancy. This is calculated using the exclusive-OR of the diagonals of
the matrix and P. P is calculated via the exclusive-OR of a special diagonal. So, for example the first
redundant symbol in redundant packet k +1, denoted as d0,k+1, is calculated with: d0,k+1 = P ⊕ d0,0 ⊕ dk-2,2 ⊕
… ⊕ d1,k-1. Since the source packet matrix is an (k – 1) x (k) matrix, one diagonal is not calculated. This
diagonal (formed by the indices (k-2,1), (k-3,2), …, (0,k-1)) is used to determine the value of P.
0123 k - 1 k k + 1
0 1 0 1 1 0 1 0
1 0 1 1 0 0 0 0
2 1 1 0 0 0 0 1
k-2 0 1 0 1 1 1 0
Figure 4: EVENODD coding example for k=5.
An example of an encoded frame with symbols of one bit is shown in Figure 4. Notice that
P = d3,1 ⊕ d2,2 ⊕ d1,3 ⊕ d0,4. , and e.g. d2,6 is obtained as follows: d2,6  = P ⊕ d2,0 ⊕ d1,1 ⊕ d0,2 ⊕ d3,4.
Data recovery
Data encoded with the EVENODD scheme is able to recover maximal two packet erasures. Note that
recovering is also possible for finer grained erasures: i.e. not all erasures need to be in the same two
packets. Depending on the topology of the symbol erasures up to 2(k – 1) symbol erasures can be restored
[10]. Reconstruction when only one packet is erased (and assuming it is not a redundant packet) is simple
as the missing packet can be retrieved using the exclusive-OR of the packets. When two packets i and j , 06
≤ i < j ≤ k + 1, are erased, then the decoding scheme is more complicated, but still requires only
exclusive–OR operations.
Energy efficiency of EVENODD coding
Encoding for the horizontal parity packet requires k exclusive-OR operations to be performed on each data
symbol with size s. The diagonal parity requires k + 1 exclusive-OR operations, including the calculation
of P. This makes the total encoding complexity O( s. (2k +1)). Therefore, the energy efficiency eeoe (that
relates the amount of data per energy consumed) is:
eeoe = Eeoe / (2k + 1) ( 1 )
in which Eeoe is the energy efficiency factor for encoding EVENODD.
The decoding overhead is dependent on the number of erased packets, which packets are erased (i.e.
whether redundant packets are involved or not), the number of source packets k, and on the size s of a
packet. We will only deal with the complexity of the erasure of two data packets as this is the most
common case, and the most complex. This case has three main steps. First, calculating the diagonal parity
P requires O( 2 . s ) exclusive-OR operations. Then two syndromes are calculated, requiring O( s . (k-1) )
and O( s . k ) XOR operations. Finally the reconstruction takes another O( 2 . s ) XOR operations. This
makes the total decoding complexity O( ( 2k + 3 ) s ), which are basically all XOR operations. When Eeod
is the energy efficiency factor for decoding EVENODD then the energy efficiency equals:
eeod = Eeod / (2k + 3) ( 2 )
3.2.  Reed-Solomon coding
The Reed-Solomon coding scheme is an (n,k) code. There are three main aspects involved with the Reed-
Solomon algorithm: the use of the Vandermonde matrix to calculate the redundant packets with simple
matrix arithmetic, the use of Gaussian elimination to recover from failures, and the use of Galois fields to
perform arithmetic [19].
A major concern is that the domain and range of our computations are binary words of a fixed length w.
Since practical algebra implementation does not use infinite precision real numbers, we must perform
addition and multiplication over a finite field of more than k + n elements. Fields with q = p
w elements,
with p prime and w > 1 are called extension fields or Galois Fields denoted as GF(p
w).  Operations on
extension fields are simple in the case p = 2. The elements of GF(2
w) are integers from zero to 2
w - 1.
Addition and subtraction of GF(2
w) are simple exclusive-OR operations. Multiplication and division are
more complex and require two mapping tables, each of length 2
w. These two tables map an integer to its
logarithm and its inverse logarithm in the Galois field. A table for the multiplication can be used as well if
the number of field elements is not too large. Note that a multiplication in GF(2
8) already requires a 64 kB
lookup table!
Energy efficiency of the Reed-Solomon algorithm
The encoding overhead depends on the number of source packets k, on the number redundant packets m
(= n – k) and on the size S of a packet. The encoder requires k source data packets to produce each
encoded packet, and thus the encoding overhead to process k source packets is O ((n-k).k.S). Therefore, an
approximation of the energy efficiency of encoding erse equals:
erse = Erse / (n - k) . k ( 3 )
in which Erse is the energy efficiency factor for encoding with Reed-Solomon.
The decoding overhead is more complicated as it involves two parts: the Gaussian elemination, and the
reconstruction. This requires a matrix inversion to be performed once, and then a matrix multiplication for
each reconstructed packet which is maximal m. Although the matrix inversion requires O (k.(n-k)
2)
operations per k packets, the cost of matrix inversion becomes negligible for reasonable sized packets. In
the experiments this will be shown clearly. The matrix multiplication requires O(k) operations for each7
reconstructed data item, or a total of O((n-k).k.S) operations per block of k packets. So, if we assume the
number of reconstructed packet to be equal to (n-k) then an approximation of the energy efficiency of
decoding ersd equals:
ersd = Ersd / (n - k) . k. ( 4 )
in which Ersd is the energy efficiency factor for decoding with Reed-Solomon.
4.  Implementation and results
4.1.  Software implementation
In the next sections we will show the results of a software implementation with a general-purpose
processor of both error correction mechanisms. Such an implementation is the most flexible solution and
can adapt its algorithm and its parameters very quickly to changing environments. We are aware of the
fact that a software implementation is not the most energy efficient solution, and might not provide
enough performance. However, there exist many applications and systems that do not need high
performance and cannot use the capabilities and advantages of dedicated hardware. For example, a
notebook computer can also benefit from an energy efficient solution, although not the most optimal
possible when the required hardware would be available.
Error correcting is an area that is quite well suited for adaptation.
•  First of all, there are many error correcting algorithms possible, each offering a considerable amount
of variability in the parameters. Using adaptation it is possible to balance on the trade-off between
performance and cost.
•  Furthermore, in real applications, system designers will determine the error correction capability by
investigating the worst case of communication channel reliability in any environment.  However, the
channel only remains in the worst case for a small fraction of total time, and thus spoils energy used
for the error correction. These systems and applications could benefit from adaptation to perhaps a
different algorithm, a different code length, or a different error correcting capability.
Adaptive error correction has shown to be much better than a single code scheme in terms of bandwidth
utilized and in terms of a profit function which combines the bandwidth utilized and the deadline miss rate
[6]. A software implementation has further a number of specific advantages compared to a hardware
solution:
•  The use of a microprocessor allows very rapid adaptations to varying error conditions (burst size,
frequency) and required QoS from applications. The adaptation to perform can be applying another
error control scheme, or adapting some parameters of the error control scheme.
•  A software implementation allows us to experiment with a large set of error control schemes, and
experience in ‘real life’ how applications behave. When we have a good feeling of the behavior of the
schemes, then we could compose a subset of error control schemes that is suitable to be implemented
in hardware, either in an FPGA, a DSP, or a custom chip.
•  The error control can easily and efficiently be embedded in various layers of the communication
protocol where the data is buffered anyway. Little extra overhead is expected with a good engineered
and well-integrated error correction mechanism.
•  A standard processor also allows the use of relatively large memories, and thus allows for much larger
block lengths than standard custom chips (that typically allow a block length of up to 255 bytes [14]).
In a wireless office environment burst errors of 1 to 100 ms can be expected. To handle these large
erasures at relatively high speed (say 2 Mb/s), a large block size is needed.
We will assume the energy consumed by the algorithm to be linearly related to the amount of time needed
for the processor to do its calculations. Both implementations are written in C and are portable across
many platforms. The measurements were performed on a Toshiba 220CS notebook that has a Pentium Pro
133 processor and runs Windows 95. The results are only to be used as a reference, since the actual8
performance depends on items like memory speed, cache size, quality of the compiler, operating system,
etc. The code is written straightforward, and only uses the most obvious optimizations (like the use of a
multiply lookup table for Reed-Solomon coding). Handcrafted code that makes good use of the specific
features of the processor (like registers, caching and the use of special instructions) might achieve
significant speedups.
4.2.  EVENODD coding implementation
The data model that we have used in our implementation of the EVENODD coding resembles the basic
model added with an imaginary 0-row to simplify the implementation. So, we use a (k) x (k + 2) array, k a
prime number, of symbols with size s. Each column represents a packet. The last two columns (k and k +
1) are the redundant columns. The symbols can be of any size, but normally are a multiple of a byte.
In the measurements we will vary the number of source packets k and the symbol size s. Figure 5 and
Figure 6 show the characteristics of Eeoe and Eeod versus k, for various values of s.
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Figure 5: Energy efficiency factor Eeoe vs. number of source packets k for various symbol sizes (in
bytes).
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Figure 6: Energy efficiency factor Eeod vs. number of source packets k for various symbol sizes (in
bytes).
The effect of the implementation overhead is getting less when the packet size over which the code has to
work is enlarged, because it will be amortized over more data. A better performance is also reached due to
the effect of caching since the same data is used several times. In the constant region the encoding time is
approximately 90 µs/kByte and the decoding time approximately 102 µs/kByte.9
4.3.  Reed-Solomon coding implementation
Our code of the Reed-Solomon coding is based on an implementation from Rizzo, Karn and others [21].
The data model that we have used in our measurements is an (S) x (k + (n-k)) array of symbols with size s.
Each column represents a packet with size S. The last n-k columns are the redundant columns. The code
supports GF(2
w), for any w in the range of 2..16. In the measurements we have used w = 8 since this gives
the maximum efficiency because most operations can be executed using lookup tables. So, the symbols
size s in our measurements will be one byte. We will choose S to be multiples of ATM cells sizes (53
bytes). We have also used a lookup table for the multiply operations.
Figure 7 shows the characteristics of the energy efficiency factors Erse and Ersd versus k, for various values
of S.  The energy efficiency of encoding is hardly influenced by the packet size or the number of source
packets; therefor only one graph is shown in the figure for encoding. Encoding is already stable for small
values of k and for all packet sizes.
Decoding is more influenced by the packet size. This is mainly caused by the cost of matrix inversion
which cost O(k .l 
2), where l is the number of packets which must be recovered, which in our
measurements we assume to be equal to n-k. The influence is small only for packet sizes greater or equal
to 8 ATM cells.
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Figure 7: Energy efficiency factor vs. number of source packets for various packet sizes (in ATM
cells).
In the constant region the encoding time is approximately 360 µs/kByte and the decoding time is
approximately 250 µs/kByte.
4.4.  Comparison
We can compare the EVENODD and the Reed-Solomon mechanisms for n-k=2. Both mechanisms reach a
constant performance with constant overhead at small values of k and for small data sizes. To summarize
we have the following results:
mechanism Eencoding Edecoding Minimal k Minimal data size
EVENODD 100 90 5 symbol: 32 bytes
Reed-Solomon 28 40 5 packet: 16 ATM cells
Table 1: Energy efficiency factors of error correcting codes for n-k=2.
The efficiency of the mechanisms will in general be a bit better when larger k and/or symbol sizes are
used. Reed-Solomon encoding is about four times as inefficient as EVENODD. Decoding more than two
times as inefficient. The minimal size of a data item (either a symbol or a packet) depends on the choice of
the packet size for EVENODD. When the packet size is chosen to be one column (just like our Reed-10
Solomon implementation), then the minimum size of a packet for EVENODD equals 32(k-1). The
minimum packet size for EVENODD is thus smaller than for Reed-Solomon for approximately k<26. E.g.
when k=7, then the minimal packet size for EVENODD equals just more than 4 ATM cells, which is
much less than the minimum of 16 cells for Reed-Solomon coding.
5.  Error correction energy efficiency of a minimal communication system
In the previous sections we have investigated the computational energy efficiency of two error correction
mechanisms. We will now consider the energy efficiency of a system in which also the energy
consumption of the communication interface is incorporated. We will only consider the data that is
actually transmitted, and not incorporate additional costs involved with the wireless interface like turning
‘on’ and ‘off’ the transceiver, sending extra control data, etc. These matters are dealt with in e.g. the
medium access control layer. A more precise analysis would require these costs to be incorporated.
However, these costs are very dependent on the underlying protocols and operating system, and the energy
savings capabilities of the system. Furthermore, note that the additional costs needed for FEC are expected
not to be very high, the additional cost with an ARQ mechanism might be much higher. An ARQ
mechanism needs a potentially long time in which the receiver must be turned ‘on’ waiting for an
acknowledge. To have a clean comparison we will thus in our analysis only use the energy needed for the
actual data transfer.
5.1.  Trade-off between error correction and communication
Error correction mechanisms for wireless communication involve computational overhead and
communication overhead at both the transmitter and the receiver side. This is overhead in time, but also
overhead in energy consumption. In our context we mainly focus on the energy overhead. The overhead is
composed out of two elements, the encoding overhead and the communication overhead.
In the previous sections we have determined the energy efficiency of two error correction mechanisms.
Both mechanisms show better energy efficiency when the number of source packets k and the number of
redundant packets (n-k) is small. The mechanisms have different error correcting capabilities: the
EVENODD mechanism is capable of recovering from 2(k-1) symbol erasures or two packet erasures in a
frame, and the Reed-Solomon mechanism is capable of recovering (n-k) packet erasures. To be able to
compare the mechanisms for any value of (n-k), we need an approximation of the energy efficiency of
EVENODD coding for (n-k) > 2. We approximate the error correcting capabilities of EVENODD to a
(n,k) code by using (n-k) / 2 EVENODD sub-frames. Note that this is a simplification, since the
reconstruction capability of erasures in a real (n,k) system does not depend on the location of the erasures
in the frame. So, the energy efficiency eec of Reed-Solomon coding and of EVENODD coding
(approximation when n-k>2) for k large is approximately (with Eec the energy efficiency of error
correction):
eec = Eec / (n-k) . k ( 5 )
The communication overhead mainly depends on the number of additional bits that are transmitted. The
number of redundant bytes equals the number of redundant packets m multiplied by the packet size S, and
thus the total communication overhead of k source packets is O ( m S ). So the communication energy
efficiency of transmitting an (n,k) redundant code (with m = n-k >0) equals:
ecom = Ecom . k / (n - k)  ( 6 )
in which Ecom is a constant representing the energy efficiency factor for transmitting.
In Figure 8 both functions are plotted (with (n-k) constant), and the trade-off is shown clearly. The energy
efficiency of error correction increases when the number of source packets k decreases, and the energy
efficiency of communication ecom shows a greater efficiency when the ratio between the number of source
packets k and the number of redundant packets (n-k) is large. The value of k where the communication
overhead equals the error correction overhead depends on the implementation of the coding and on the
energy efficiency of the communication.11
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Figure 8: System energy efficiency e vs. number of source packets k.
Note that the maximum loss rate that can be sustained equals (n – k) / n. So, when determining the most
energy efficient value of k for a constant number of redundant packets (n-k), k must always be below the
required value. In [10] is shown that by using (5) and (6) the energy efficiency of a system composed of a
transceiver for the communication and a codec for the encoding and decoding of the packets equals to:
etot = { (n - k) / Ecom . k   +  (n - k) . k / Eec } 
–1 ( 7 )
This implies a relation between k and the energy efficiency factors of error correction and communication.
We define the energy efficiency ratio R as the ratio between the energy efficiency factor of error
correction divided by the energy efficiency factor of communication.
R = Eec / Ecom ( 8 )
5.2.  Example: energy efficiency of a system with WaveLAN
We know from (7) the relation of the system energy efficiency with k, n-k and the energy efficiency
factors Ecom and Eec. The energy efficiency factor Eec that we have determined from our implementation
already incorporates the factor n-k=2, thus with our measured values the total system energy efficiency
can be rewritten as:
etot = { 2 / Ecom . k   +   k / R . Ecom } 
–1 ( 9 )
When we translate the measured energy efficiency factors to the real world, then we can determine the
energy efficiency of error-correcting mechanisms when applied in a system with real communication
devices. As an example we will determine the energy efficiency of a small system consisting of a
WaveLAN PCMCIA card as wireless communication device and a Pentium Pro 133 MHz as general
purpose processor (the same processor as used in our experiments). We will compare the energy
efficiency factors using a rating that indicates the amount of energy consumed to process one byte, using:
E = 1 / ( time to process 1 byte [ µs] . required power [mW] ) ( 10 )
The WaveLAN interface consumes approx. 1800 mW when transmitting [26]. The data transfer-rate is
2Mb/s. One byte takes thus 4 µs to process. The energy efficiency rating of WaveLAN to transfer one byte
thus equals to: 1 / (4.1800) = 1 / 7200. The Pentium Pro 133 processor takes 14 W [18]. As an example we
will now calculate R for encoding with EVENODD. The time needed to encode 1 kB of data using the
EVENODD mechanism is 48 µs, so one byte takes 48/1024 µs. The energy efficiency rating of encoding
with EVENODD is thus: 1 / ( (48/1024) . 14000 ), which is approximately 1 / 656. The energy efficiency
ratio R between encoding with EVENODD and communication thus equals 7200 / 656 = 11.0 (or in other
words using the energy efficiency factors: Eec = 11.0 . Ecom).12
The energy efficiency ratios for encoding and decoding of all mechanisms are shown in Table 2 (for
sufficiently large k and data size, and n-k=2).
mechanism R encoding / Tx R decoding / Rx
EVENODD 11.0 9.9
Reed-Solomon 3.0 4.4
Table 2: Energy efficiency ratio R with a Pentium Pro 133 and WaveLAN.
The Pentium Pro processor is not optimized for its energy consumption. If we use a different processor,
like the StrongARM, then we can expect quite other ratios. The StrongARM SA-1100 processor [22] has
several features and mechanisms to reduce the amount of energy consumed. The 133 MHz version
consumes typically 200 mW, and maximal 300 mW. When we assume that – at least for the basic
instructions we use - the performance of the PentiumPro and the StrongARM are equal, then the energy
efficiency of the StrongARM is 70 times higher. Figure 9 shows the energy efficiency of error correction
on a system using WaveLAN with a PentiumPro processor and a fictive StrongARM implementation.
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Figure 9: Energy efficiency of error correction on systems with WaveLAN.
The figure shows only the transmitting side, thus encoding and sending the data. The graphs with Ee=210
Etx and Ee =770 Etx represent the fictive implementation on a StrongARM. The general tendency is that the
energy efficiency increases with increasing k (because less communication is needed), up to a certain kmax
where the encoding cost is becoming the limiting factor. When the efficiency of encoding is high (like the
StrongARM implementation of EVENODD), then kmax is high also. If the efficiency of encoding is low
(like the Reed-Solomon encoding on a PentiumPro), then the communication cost is negligible.
This shows that is of no use to have a larger k than kmax, not only because it is less efficient, but also
because it has lower error correcting capabilities. On the other side, k must be chosen small enough to
sustain the bad state probability of the system in a certain environment. This k is called kmin. For n-k=2 the
tolerable error rate ε is determined by ε<2/(k+2), thus k<2/ε –2. Both kmax (for energy efficiency) and kmin
(for error correcting capabilities) thus determine the appropriate choice of k in a system. The general
consensus that it is profitable to minimize the number of bits over the air-interface [6] is thus not correct
and effective when considering the energy efficiency of a system.
5.3.  General strategy
The value of kmax is the maximum of the graph from relation (7). We define the number of redundant
packets (n-k) to be a constant value m, and use the same ratio R that defines the ratio in energy efficiency
between error correction and communication as in (8), but now assume a normalized Eec valid for one
redundant packet. We then can deduce using the first order differential of (7) the following relation:13
e’ = - m / (Ecom . k
2) + m / R Ecom = 0 ⇒
k = √ ( R ) ( 11 )
This relation is valid for any number of redundant packets, and is thus also usable for the Reed-Solomon
coding with more than two redundant packets.
When implementing an energy efficient error correction mechanism there are several parameters that must
be taken into account.
•  Ratio R. The ratio R between the energy efficiency factor of error correction and the energy efficiency
factor of communication is not dependent on the environment and the current state of the wireless
channel. It is static for a certain system configuration and can be determined when designing or
configuring the system.
•  Bad state probability e. This probability is highly dependent on the current situation of the wireless
channel. The parameter determines the required coding mechanism, the number of source packets k,
and the number of redundant packets n-k. Major changes can be expected when changing to a
complete different infrastructure.
•  Maximum burst error-size. This parameter is also dependent on the current situation and mainly
influences the required buffer space, but also influences the error correcting capabilities of the
mechanism. If the required QoS can sustain the delays that are introduced with the buffer, then the
size can be chosen large.
When all these parameters are known, then the error correction mechanism can be chosen such that it
adheres to the required QoS (incorporating the error correcting capabilities and latency) at the most energy
efficient way using the relations (7) and (11) described in this section.
6.  Conclusion
Error control schemes for systems where Quality of Service provisioning is a major concern often cannot
use retransmission schemes and need to use error correction mechanisms. When error correction
mechanisms are being used for wireless systems a major design criterion should be the energy efficiency
of a mechanism. Adaptable error correction, that adapts its parameters and scheme according to the error-
rate and required QoS, can be used to trade-off between performance and cost, including the required
energy consumption.
We have studied two different error correction mechanisms with different characteristics and capabilities,
i.e. EVENODD and Reed-Solomon. The implementations of these mechanisms on a general-purpose
processor in C show that they already reach constant performance and constant energy efficiency for small
values of k and for small data sizes. The Reed-Solomon code is attractive because it is the most general
technique capable of tolerating n-k simultaneous failures. The complexity and the requirement of
computations in the finite field make the encoding however about four times less energy efficient than
EVENODD. The EVENODD mechanism on the other hand can only sustain two packet erasures, but it
allows the reconstruction of 2(k-1) erased symbols (and not packet erasures as with Reed-Solomon) which
increases its flexibility and gives a further reduction in energy consumption for decoding when the burst-
error size is small.
We have shown that it is not sufficient to concentrate on the efficiency of error control mechanisms only,
but the required extra energy consumed by the wireless interface should be incorporated as well. From
energy efficiency perspective it is not always profitable to minimize the number of bits transmitted over
the air. We have provided a strategy to determine the most energy efficient error correction scheme of a
minimal system consisting of a general-purpose processor and a wireless communication interface.
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