We study undirected networks with edge costs that satisfy the triangle inequality. Let n denote the number of nodes. We present an O(1)-approximation algorithm for a generalization of the metric-cost subset k-node-connectivity problem. Our approximation guarantee is proved via lower bounds that apply to the simple edge-connectivity version of the problem, where the requirements are for edge-disjoint paths rather than for openly node-disjoint paths. A corollary is that, for metric costs and for each k = 1, 2, . . . , n − 1, there exists a k-node connected graph whose cost is within a factor of 24 of the cost of any simple k-edge connected graph.
INTRODUCTION
A basic problem in network design is to find a minimumcost sub-network H of a given network G such that H satisfies some prespecified connectivity requirements. Fundamental examples include the minimum spanning tree (MST) problem and the traveling salesman problem (TSP). By a network we mean an undirected graph together with nonnegative costs for the edges, and we use n to denote the number of nodes. Our focus is on networks where the edge costs are metric; that is, the edge costs satisfy the triangle inequalities. This special case is significant from both theoretical and practical viewpoints; metric costs arise in many applications of network design, and perhaps in most of the obvious ones, such as the design of telecommunication networks. Our goal is to design and analyse approximation algorithms for some key problems in network design. Moreover, we resolve a long-standing conjecture on metric graphs, where by a metric graph we mean a complete graph Kn together with edge-costs that satisfy the triangle inequalities.
We attack the metric-cost node-connectivity survivable network design problem (NC-SNDP). In this problem, we are given a metric graph, as well as a connectivity requirement ri,j between every pair of nodes i and j. Let rmax denote maxi,j∈V ri,j. The goal is to find a minimum-cost subgraph H that satisfies these requirements, that is, H should have ri,j openly node-disjoint paths between every pair of nodes i and j. There are two well-known special cases of NC-SNDP. The first is the subset k-node-connectivity problem, where we are given a set of terminal nodes T ⊆ V and ri,j = k precisely if both i and j are in T , otherwise ri,j = 0. The second is the classical k-node connected spanning subgraph problem (k-NCSS) where ri,j = k for every pair of nodes; this is the special case of the subset k-node-connectivity problem with T = V . We also study a new special case of NC-SNDP that we call the subset [k, 1.5k]-node-connectivity problem: given a set of terminal nodes T ⊆ V and an (integer) requirement ri for each node i ∈ T , where 1 ≤ k ≤ ri ≤ 1.5k, the goal is to find a minimum-cost subgraph that has min(ri, rj) openly node-disjoint i, j-paths for every pair of nodes i, j ∈ T . (Thus the subset k-node-connectivity problem is the special case where ri = k, ∀i ∈ T .) See Section 4 for more discussion.
Most network design problems stay NP-hard and APXhard even assuming metric costs. This remains true even for small connectivity requirements; for example, Bern & Plassmann [3] showed that the Steiner tree problem (the classical special case of the subset k-node-connectivity prob-lem with k = 1) is APX-hard even with edge costs of 1 and 2. Over the past decade, there has been significant research on approximation algorithms for network design, and there have been some notable successes in the design of networks that satisfy various types of "edge connectivity" requirements, e.g., Goemans & Williamson [16] , and Jain [17] , but from the perspective of approximation algorithms, the design of networks subject to "node connectivity" requirements is a murky area. For example, Kortsarz, Krauthgamer & Lee [20] recently proved a hardness-ofapproximation lower bound of 2 log 1− n for the subset k-node connectivity problem in graphs with zero-one edge costs, provided that NP DTIME(n polylog(n) ), where, denotes a small positive real number. (We give a detailed discussion on previous work in the area after stating our results. ) We present a 24-approximation algorithm for the metric cost subset k-node-connectivity problem, and then we generalize this to get an O(1)-approximation algorithm for the metric cost subset [k, 1.5k]-node connectivity problem. Modulo P =NP and up to constant factors, these are the best possible results. These algorithms are deterministic and combinatorial; they do not use linear programming relaxations. Based on this, we present an O(log rmax) approximation algorithm for the metric-cost NC-SNDP. The algorithm for NC-SNDP is based on a linear programming relaxation. Also, it uses a 2-approximation algorithm of Goemans & Williamson [16] (see also Agrawal et al. [1] ) for the generalized Steiner tree problem. Moreover, we resolve the following long-standing conjecture: In a metric graph and for each k = 1, 2, . . . , n − 1, the minimum cost of a k-node connected spanning subgraph is within a constant factor of the minimum cost of a simple k-edge connected spanning subgraph. Thus, for metric graphs, the requirements of knode-connectivity and simple k-edge-connectivity are equivalent for the objective function, up to constant factors. A similar result holds for requirements of subset [k, 1.5k]-node connectivity versus subset simple [k, 1.5k]-edge connectivity.
We apply two lower bounds on the optimal value of the subset [k, 1.5k]-connectivity problem. We may assume (without loss of generality) that there exist at least two terminals with the maximum requirement. Hence, every solution subgraph has at least ri edges incident to each terminal i, because there is another terminal j with rj ≥ ri, so the solution subgraph must have ri openly node-disjoint i, j-paths. Our first lower bound comes from the the minimum cost of a subgraph that has degree ≥ ri for every terminal i. Our second lower bound comes from the cost of a minimum spanning tree of the subgraph induced by the terminals. For any node i, we use σi or σ(i) to denote the sum of the costs of the ri cheapest edges incident to i in the complete graph, and for any set of nodes S, we use σ(S) to denote i∈S σi. We use the abbreviations MST for minimum-cost spanning tree, and TSP for the traveling salesman problem. Let mst(T ) denote the cost of an MST of the subgraph induced by T . Our lower bounds are:
(i) 1 2 σ(T ), and (ii) k 2 mst(T ). Note that these lower bounds apply also to the simple edgeconnectivity version of the subset [k, 1.5k]-connectivity problem, where the requirements are for min(ri, rj) edge-disjoint paths between every pair of nodes i, j ∈ T ; note that multiedges are not allowed in the solution subgraph. See Section 2 for more details. Throughout, we use opt to denote the cost of an optimal solution. Next, we state our main results formally. Theorem 1. There is a polynomial-time algorithm for computing a solution to the metric-cost subset k-node connectivity problem of cost
Consider k-NCSS, the special case of the subset k-node connectivity problem in which the terminal set T is V . Let k-ECSS be the problem of finding a minimum-cost simple k-edge connected spanning subgraph. Then our two lower bounds apply for both k-NCSS and k-ECSS. This gives the next result.
Corollary 2. In a network with metric costs, there is a k-node connected spanning subgraph whose cost is at most 24 times the minimum cost of a simple k-edge connected spanning subgraph.
Remarks: For metric graphs, it is well known that there exists a 2-node connected graph of cost ≤ the cost of any 2-edge connected graph, but this does not hold for k ≥ 3 (see [4, Fig.1 ] and the full version of this paper for examples). Also, note that the 1 2 σ(V ) lower bound for k-ECSS does not apply for the version where multi-edges are allowed. In more detail, if multi-edges are allowed, then there exist kedge connected graphs H such that any k-node connected graph has cost ≥ Θ(k) c(H). See the full paper for more details.
Theorem 3. There is a polynomial-time algorithm for computing a solution to the metric-cost subset [k, 1.5k]-node-connectivity problem of cost
Remark: A loose analysis gives a constant factor between 800 and 1000 in the above theorem. Possibly, an approximation guarantee of ≤ 100 can be obtained by some changes to the algorithm. We have not attempted to optimise the constants in the approximation guarantees.
Theorem 4. There is a polynomial-time algorithm for computing a solution to the metric-cost NC-SNDP of cost ≤ O(log rmax) · opt.
Previous work
Over the past few decades, there has been significant research on approximation algorithms for network design. For early work in network design, see for example Dantzig, Ford & Fulkerson [11] . A celebrated and still unsurpassed result was Christofides' k-node connected spanning subgraph of Kn whose cost is within a constant factor of the cost of any k-edge connected spanning subgraph, see [4, Sec.4] . They left open the question of extending these results to all k. This was followed by another burst of research, partly initiated by the work of Goemans & Bertsimas [14] who presented a logarithmic approximation algorithm for a general model called the edgeconnectivity survivable network design problem (EC-SNDP) assuming metric costs. Soon after this, the research focus changed from metric costs to the more general setting of nonnegative costs. Agrawal, Klein & Ravi [1] , and Goemans & Williamson [16] built on the primal-dual method to obtain O(1)-approximation algorithms for some special cases of EC-SNDP with small (i.e., zero and one) connectivity requirements. Later, these methods were generalized to EC-SNDP, albeit with a logarithmic approximation guarantee, by Goemans et al. [15] based on work by Williamson et al. [30] . This line of research culminated with a 2-approximation algorithm for EC-SNDP by Jain [17] .
Although there was considerable interest in extending these methods to the setting of node connectivity, there was limited success even for rather special cases of NC-SNDP. We mention a few results and refer the interested reader to [6] for more references. For the case of non-negative edge costs, Kortsarz & Nutov [21] and [7] have logarithmic (or worse) approximation guarantees for the k-NCSS problem. For metric costs, there is an O(1)-approximation algorithm due to Khuller & Raghavachari [19] , and there are other related results in [5, 22] . Some explanation for this lack of good approximation algorithms for NC-SNDP comes from the recent hardness-of-approximation results of Kortsarz, Krauthgamer & Lee [20] . Also, see the surveys by Frank [12] , Khuller [18] , and Stoer [27] , and the book by Vazirani [29] .
We briefly mention the relationship between our work and the stream of exciting recent results on PTAS's (polynomialtime approximation schemes) for related problems. Beginning with the results of Arora [2] on the Euclidean TSP, many PTAS's have been obtained for problems in "geometric network design" where the edge costs come from special metrics such as the Euclidean metric, see [9, 10, 26] and the references in those papers. But, modulo P =NP, such PTAS's do not exist in the setting of interest to us, namely, (general) metric costs; this follows from APX-hardness results in [3, 20, 28] .
The rest of the paper is structured as follows. In Section 2, we discuss some preliminaries, and give an overview of our method for the metric-cost subset k-node connectivity problem. We present a constant-factor approximation algorithm for the problem in Section 3. Section 4 gives a constant-factor approximation algorithm for the metric-cost subset [k, 1.5k]-node connectivity problem. This leads to an O(log rmax)-approximation algorithm for the metric-cost NC-SNDP in Section 5.
PRELIMINARIES AND AN OVERVIEW OF THE ALGORITHM FOR SUBSET K-CONNECTIVITY
Apart from Section 1, we omit the word 'node' from terms such as 'node-connectivity' when there is no danger of ambiguity.
Let the input graph be G = (V, E). We denote the nodes by numbers i = 1, 2, . . . , n, and for nodes i, j the edge between them is denoted ij. The cost of an edge ij ∈ E is denoted cij or c(i, j). The costs are said to be metric if the triangle inequality holds: c(v, w) ≤ c(v, u)+c(u, w), ∀u, v, w ∈ V . Whenever we assume metric costs, we also assume that G is the complete graph. Let k be an integer such that n > k ≥ 1 (k may be a function of n). For a pair of nodes i, j, let κ(i, j) denote the maximum number of openly node-disjoint i, j-paths. Recall that T denotes the set of terminal nodes. We use n to denote |T |, and we assume T = {1, . . . , n }. Let us formalize the lower bounds (i) and (ii) for the subset [k, 1.5k]-connectivity problem stated in Section 1. For each terminal node i, let Γi denote the set of ri nearest neighbours of i; by convention, i ∈ Γi. (Thus |Γi| = ri and ∀x ∈ Γi, y ∈ Γi ∪ {i}, ciy ≥ cix.) Then note that σi denotes x∈Γ i cix. Also, for each terminal node i, let µ i denote σi/ri, namely, the average cost of an edge from i to one of its ri nearest neighbours. Note that each terminal node i has at least ri neighbours in an optimal subgraph, thus opt ≥ To see this, start with a graph corresponding to opt, and take two copies per edge to get an Eulerian multi-graph H that is 2k-edge connected on T , then apply the Lovász-Mader splitting-off theorem [23, Ex.6 .51], [12] , to eliminate all nodes of V −T from H to get a 2k-edge connected multigraph on the node set T that has cost ≥ ecopt(T, 2k); then we apply the well-known fact that ecopt(T, λ) ≥ We first give an overview of our method for subset kconnectivity by describing a key special case where k is even, say k = 2 , and the sets {i} ∪ Γi of the terminals i are pairwise disjoint (that is, ({i} ∪ Γi) ∩ ({j} ∪ Γj) = ∅, ∀i = j ∈ T ). Arbitrarily name the nodes in Γi as i1, i2, . . . , i k , ∀i ∈ T . Construct a cheap cycle Q on the terminals using the well-known MST-doubling heuristic for the TSP. (Start with an MST of the subgraph induced by T , replace each edge by two copies, and shortcut the resulting connected Eulerian graph to get a cycle Q with V (Q) = T and c(Q) ≤ 2mst(T ).) Let the sequence of terminals on Q be 1, 2, . . . , n , 1 (renumber the nodes if needed). For each τ = 1, . . . , , construct a cycle Qτ "parallel" to Q where Qτ = 1τ , 1 +τ , 2τ , 2 +τ , 3τ , 3 +τ , . . . , n τ , n +τ , 1τ . (Informally, start with the cycle 1τ , 2τ , . . . , n τ , 1τ , then for each i = 1, . . . , n insert the node i +τ between nodes iτ and (i + 1)τ ; see Figure 1 ;) Let us refer to these cycles as tracks. It can be seen that a track Qτ has cost c(Qτ ) ≤ c(Q) + t i=1 2(c(i, iτ ) + c(i, i +τ )) (see the second subroutine below), and the total cost of the tracks is
Finally, for each terminal i ∈ T , we add the k edges ii1, ii2, . . . , ii k . The resulting subgraph is our solution graph H; it has cost c(H) ≤ 2 · mst(T ) + 3σ(T ) ≤ 2opt + 6opt = 8opt. Note that each terminal has precisely two neighbours in each track. Thus H satisfies the connectivity requirements, because for every pair of terminals i, j(i = j), each of the k/2 tracks contributes 2 openly disjoint i, j paths.
The algorithm uses the following two subroutines. Note that the solution graph H is simple, so when we add edges to H we do so without creating multi-edges.
• The first subroutine copies a specified set of neighbours of a terminal i to another terminal v (possibly, v is adjacent to i). More precisely, given a terminal i and a specified set of neighbours of i, call it Ni, and another terminal v, the subroutine adds an edge vx to H for each node x ∈ Ni (without creating multi-edges or loops in H). • The other subroutine starts with a cycle containing a terminal i and inserts new node(s) into the cycle. Given a cycle Q , a terminal i in Q , and a node x ∈ V (Q ), we first add two copies of the edge ix to Q to get a connected Eulerian graph. Then we shortcut this Eulerian graph (as in the MST-doubling heuristic for the TSP) to obtain a new cycle Q with node set
It is important for our analysis to get good upper bounds on the costs of the tracks. Note that the tracks are pairwise node disjoint; thus each terminal is in at most one track. But, for upper-bounding the track costs, we use the following accounting trick. Consider any track Qτ . We assume that the track initially consists of all the terminals, thus V (Qτ ) = T , and using the MST-doubling heuristic we have c(Qτ ) ≤ 2mst(T ). Subsequently, the algorithm may insert new nodes into the track -such insertions occur while we are processing some terminal -thus for inserting node x while processing terminal i the cost c(Qτ ) increases by ≤ 2c(i, x). Possibly, x may be another terminal -in that case, we implicitly remove x from Qτ and then insert x via the double-edge ix. At the end of the execution, we keep only those terminals that were explicitly inserted into Qτ and remove all the other terminals from Qτ ; clearly, this does not increase the cost c(Qτ ). Note that this "historical view" of Qτ is only needed for upper-bounding the cost. Other than this, it may be easier to view the tracks as being pairwise node disjoint all through the execution, and this is the viewpoint we use in presenting the detailed algorithm.
THE ALGORITHM FOR SUBSET K-CONNECTIVITY
This section is devoted to an algorithm and proof for Theorem 1. The detailed algorithm follows. An analysis of the cost of the edges added to H (the solution graph) is given after the algorithm. A terminal may be in two states active or inactive. Initially, all the terminals are active. Let denote k/2 . Initially, H is the graph consisting of all the terminal nodes and no edges, thus H = (T, ∅).
(1) [de-activate terminals and construct disjoint balls for active terminals] Renumber the terminals as 1, 2, . . . , n by increasing value of µ; thus After step (1), let T * denote the set of active terminals and let n * = |T * |. If n * < 3, then apply step (2 ) and stop. Otherwise, construct a cheap cycle Q on the active terminals by applying the MST-doubling heuristic for the TSP to the subgraph induced by T * . Renumber the terminals such that Q = 1, 2, . . . , n * , 1, that is, the active terminals get the numbers in {1, . . . , n * } according to their ordering in Q. Construct tracks Q1, Q2, . . . , Q , where track Qτ = 1τ , 2τ , . . . , n * τ , 1τ (τ = 1, . . . , ). Add all the tracks (but not the cycle Q) to H. The cost of the tracks constructed in this step is analysed in Proposition 6 below.
(2 ) [special handling for 1 or 2 active terminals] Skip this step if n * ≥ 3. Suppose n * = 1. Let the active terminal be i. Add all the edges iv, v ∈ Γi, and then for each inactive terminal j, copy the set Γi of neighbours of i to j. The resulting graph H satisfies the connectivity requirements.
Suppose n * = 2. Let the active terminals be h, i, with σ h ≤ σi. Add all the edges hq, q ∈ Γ h , and iv, v ∈ Γi. Then add a matching M of maximum size between the nodes in Γi−(Γ h ∪{h}) and in Γ h −(Γi∪{i}); now, each matching edge qv (say q ∈ Γ h − {i} and v ∈ Γi − {h})
gives
, copy the set Γ p(j) of neighbours of p(j) to j. The resulting graph H satisfies the connectivity requirements.
(3) [augment disjoint balls and assign token arcs]
In summary, this step scans the active terminals i and augments each "ball" Bi to get an "augmented ball" B i (that ideally has |B i | ≥ ri + 1 = k + 1) such that these augmented balls are pairwise disjoint. The obvious construction for B i is to start with Bi and then add some nodes from Γi − Bi, but then the augmented balls may intersect. We "de-intersect" two intersecting sets B h and B i , while preserving the balls B h and Bi, by assigning so-called token arcs to the active terminals such that for each active terminal i, |B i | plus the number of token arcs assigned to i is ≥ ri + 1 = k + 1. Consider one special case: suppose that h and i are active terminals and node q is in B h ∩B i but q ∈ B h ∪Bi.
Then we compare the costs of the edges hq and iq and "replace" the costlier edge, say iq, by a token arc whose cost we fix to be 3ciq; that is, we remove q from B i and instead assign to i a token arc with cost 3ciq. The details follow.
Renumber the terminals so that the active terminals i in order of increasing µ i values are 1, 2, . . . , n * , and scan the active terminals in this order. Start the scan of i ∈ T * by defining B i := Bi if Γi ⊆ Bi, and B i := Γi otherwise. If B i is disjoint from B h for all active terminals h < i, then continue with the next active terminal, otherwise, for each active terminal h < i with B h ∩ B i = ∅, examine the nodes q in B h ∩ B i in any order. Note that µ h ≤ µ i .
(a) Suppose q ∈ B h . Then note that q ∈ Bi and ciq > αµ i ≥ αµ h . Remove q from B i and give to i a token arc (i, h) with cost 3ciq. (Later, this token arc will be replaced by an edge ix where x ∈ B h ; note that the cost of ix is ≤ ciq + c hq + c hx ≤ ciq + 2αµ h ≤ 3ciq.) (b) Otherwise, q ∈ B h − B h . Suppose q ∈ Bi. Then note that c hq + ciq ≥ c hi ≥ (αµ h + βαµ i ) (the last inequality holds because both h, i are active), and ciq ≤ αµ i , hence, c hq ≥ α(µ h + µ i ) (recall that β = 2). Remove q from B h and give to h a token arc (h, i) with cost 3c hq . (Later, this token arc will be replaced by an edge hx, x ∈ Bi, of cost ≤ c hq +ciq +cix ≤ c hq +2αµ i ≤ c hq +2c hq ≤ 3c hq .) (c) Suppose q ∈ B h − B h and q ∈ B i − Bi. Then we compare ciq and c hq .
If ciq ≥ c hq , then remove q from B i and give to i a token arc (i, h) with cost 3ciq. (Later, this token arc will be replaced by an edge ix, x ∈ B h , of cost ≤ ciq + c hq + c hx ≤ 2ciq + αµ h ≤ 3ciq, where the last inequality holds because ciq > αµ i ≥ αµ h .) Otherwise, we have ciq < c hq . Then we remove q from B h and give to h a token arc (h, i) with cost 3c hq . (Later, this token arc will be replaced by an edge hx, x ∈ Bi, of cost ≤ c hq + ciq + cix ≤ 2c hq + αµ i ≤ 3c hq , where the last inequality holds because c hq + ciq ≥ c hi ≥ (αµ h + βαµ i ) (as in (b) above), hence, c hq ≥
After step (3), note that the cost of a token arc (i, j) depends on the cost of the associated edge iq and is 3ciq.
(4) [attach active terminals to tracks]
In summary, this step scans each active terminal i and adds edges from i to the tracks such that each track Qτ , τ = 1, . . . , k/2 , gets two neighbours of i, and the last track Q gets ≥ 1 neighbour of i.
First add edges from i to each of i1, i2, . . . , i ; also, mark the nodes i1, i2, . . . , i as used.
Then for each τ = 1, 2, . . . , k/2 , do the following. If an unused token arc (i, h) is available, then choose it, mark it as used, and add the edge ihτ ; note that hτ is in B h and is the "first neighbour" of h in track Qτ ; also, note that c(i, hτ ) is ≤ the cost of the token arc (i, h). If no unused token arcs are available, then choose an unused node q ∈ B i , mark it as used, insert q into track Qτ , and add the edge iq. (Note that the number of token arcs given to i plus |B i | is ≥ k + 1, hence, this step will find k/2 token arcs or unused nodes, excluding the nodes i1, i2, . . . , i .)
For each active terminal i, let Ni denote the set of neighbours of i in the tracks, just after step (4) is applied to i.
(5) [attach inactive terminals to tracks]
Finally, "attach" the inactive terminals to the tracks. Note that an inactive terminal may be already in one of the tracks. For each inactive terminal j, copy the set of neighbours N p(j) of the parent p(j) to j.
Proposition 5. The graph constructed in step (2 ) has cost ≤ 16opt.
Proof. Suppose n * = 1, and let i be the (unique) active terminal. Then c(H) ≤ σi + j∈T −T * (kcij + σi) ≤ σi + j∈T −T * (k(αµ i +βαµ j )+σi) ≤ σi + j∈T −T * (α(1+β)σj + σj) ≤ 7σ(T ) ≤ 14opt (we have α = 2, β = 2, and we used σi ≤ σj for an inactive terminal j).
Suppose n * = 2, and let i, h be the two active terminals. Then recall that M denotes a matching of maximum size between the nodes in Γi − (Γ h ∪ {h}) and in Γ h − (Γi ∪ {i}); note that an edge qv ∈ M (say, q ∈ Γ h , v ∈ Γi) has cost ≤ c hq +c hi +civ, hence, c(M ) ≤ σ h +σi+k·mst(T ); the other edges in H contribute a cost of ≤ σ h + σi + j∈T −T * (α(1 + β)σj + σj) (as in the analysis for n
The total cost of the edges added by step (4) and incident to an active terminal i is ≤ 4σi. (ii) At the end of step (4), the total cost of the tracks is
Proof. For an active terminal i, the total cost of the token arcs (i, h) given to i is ≤ 3σi. The cost of the edges added that are incident to i, but excluding the cost due to the token arcs, is ≤ ασi if |Bi| ≥ k +1 (in this case, B i = Bi and no token arcs are given to i), and is ≤ x∈Γ i cix ≤ σi otherwise. Thus the total cost of the added edges incident to i is ≤ max(ασi, σi + 3σi) ≤ 4σi.
The total cost of the tracks (that were constructed in step (2) and modified in step (4)) is ≤ 2 · mst(T ) + 4σ(T * ).
To see this, first consider the term 2 · mst(T ). Recall (from Section 2) the accounting trick we use for upper-bounding the cost of a track; due to this, we take the upper bound on the cost of Q (the cheap cycle on T * in step (2)) to be 2mst(T ) rather than 2mst(T * ). Summed over tracks, this gives 2 · mst(T ). For the second term, note that i ∈ T * contributes ≤ q∈B i 2c(i, q), and this is ≤ 2k(αµ i ) if Γi ⊆ Bi (then B i = Bi), and ≤ 2σi otherwise (then B i = Γi). 2
Proposition 7. The edges added by step (5) and incident to the inactive terminals have total cost ≤ 10σ(T −T * ).
Proof. Suppose the cost of the added edges incident to an active terminal i is ≤ γσi. (From Proposition 6, we have γ = 4.) Then the cost of the edges added for an inactive terminal j with parent i is ≤ k · cij + γσi ≤ k(αµ i + βαµ j ) + γσi ≤ (α(β + 1) + γ)σj, using the fact that σ p(j) ≤ σj. Thus the total cost of the edges added in this step is ≤ 10σ(T − T * ), using α = 2, β = 2, γ = 4. 2
Proof of Theorem 1. By the above propositions, the total cost of H is
We claim that the graph H has the required connectivity property, namely, κ(i, j) ≥ k, ∀i = j ∈ T . To see this, consider any pair of terminals i, j and consider any one track Qτ . Suppose that either i is in Qτ , or i is not in Qτ but has two neighbours in Qτ . Suppose the same statement holds for j (that is, j is in Qτ , or j is not in Qτ but has two neighbours in Qτ ). Then, Qτ (together with the edges from i and j to Qτ ) contributes two openly disjoint i, j paths. Similarly, Qτ contributes one i, j path if both i and j either are in Qτ or have a neighbour in Qτ . By construction, each active terminal has two neighbours in each of the tracks Qτ for τ = 1, . . . , k/2 , and has a neighbour in Q ; similarly, each inactive terminal is either in Qτ or has two neighbours in Qτ for τ = 1, . . . , k/2 , and is in Q or has a neighbour in Q . Then, for any two terminals i and j, H has k openly disjoint i, j paths, since each of the tracks Qτ for τ = 1, . . . , k/2 , contributes two openly disjoint i, j paths, Q contributes an i, j path, and these k paths together are openly disjoint. 2
THE ALGORITHM FOR SUBSET [K, 1.5K]-CONNECTIVITY
In this section, we extend the methods of the previous section to obtain an O(1)-approximation algorithm for the the subset [k, 1.5k]-connectivity problem. The main contribution of this section is the following result concerning a restricted case of Theorem 3. Due to space constraints, we defer the proof to the full paper. Remark: A loose analysis gives a constant factor between 800 and 900 in the above theorem. Theorem 3 follows by combining this theorem with Theorem 1. To see this, suppose that k = 0 (mod 4) (otherwise, we are done). Letk ≥ k denote the next integer multiple of 4; clearly,k − k ≤ 3. Then for each ρ = k, k + 1, . . . ,k − 1, we apply the algorithm in Theorem 1 to the following instance Π(ρ) of the subset ρ-connectivity problem to obtain a solution subgraph H(ρ): we take the requirement of a terminal i in Π(ρ) to be r i = 0 if ri < ρ, and we take r i = ρ if ri ≥ ρ; the rest of the instance stays the same. Finally, we apply the algorithm of this section to the instance of subset [k, 1.5k]-connectivity where we take the requirement of a terminal i to be r i = 0 if ri <k, and we take r i = ri if ri ≥k; the rest of the instance stays the same. Let H be solution subgraph. Then, for the original instance (of subset [k, 1.5k]-connectivity), we output the solution subgraph
∪ H whose cost is at most O(1)opt. To see that H * satisfies the connectivity requirements, note that for every pair of terminals i, j, one of the subgraphs forming H * (namely, one of H(k), H(k + 1), . . . , H(k − 1), H ) has min(ri, rj) openly disjoint i, j-paths.
THE ALGORITHM FOR NODE-CONNECTIVITY SNDP
This section presents a proof of Theorem 4, based on (the algorithms in) Theorems 1, 3. For the sake of motivation, let us obtain an O(log rmax)-approximation algorithm for a restricted version of NC-SNDP where every terminal has a requirement ri and every pair of terminals i, j has the requirement ri,j = min(ri, rj). The method is similar to the method for proving Theorem 3 from Theorems 1 and 8.
Let opt denote the optimal value of the instance (of restricted NC-SNDP). First, for each ρ = 1, 2, . . . , 7, we apply the algorithm in Theorem 1 to the following instance Π(ρ) of the subset ρ-connectivity problem to obtain a solution subgraph H(ρ): we take the requirement of a terminal i in Π(ρ) to be r i = 0 if ri < ρ, and we take r i = ρ if ri ≥ ρ; the rest of the instance stays the same. By Theorem 1, the cost of H(ρ) is O(1) · opt. After this, we repeatedly apply the algorithm in Theorem 8 to solve an instance (specified below) of subset [ρ, 1.5ρ]-connectivity, where ρ is an integer multiple of 4 (ρ = 8, 12, 16, 24, . . . , details later), to obtain a solution subgraph H (ρ). The instances of subset [ρ, 1.5ρ]-connectivity are as follows: we take the requirement of a terminal i to be r i = 0 if ri < ρ, we take r i = ri if ρ ≤ ri ≤ 1.5ρ, and we take r i = 1.5ρ if ri > 1.5ρ. By Theorem 8, the cost of H (ρ) is O(1) · opt. We start with ρ = 8, and we iterate until rmax ≤ 1.5ρ; after each iteration, we update ρ to the largest integer multiple of 4 that is ≤ 1.5 times the previous ρ. Clearly, the number of iterations is O(log rmax). Finally, we output the solution subgraph H * for the instance (of restricted NC-SNDP); H * is the union of all the solution subgraphs H(ρ), ρ = 1, . . . , 7, and H (ρ), ρ = 8, 12, . . . . Thus H * is the union of O(log rmax) subgraphs such that each of these subgraphs has cost O(1) · opt, and so H * has cost O(log rmax) · opt. To see that H * satisfies the connectivity requirements, note that for every pair of terminals i, j, one of the subgraphs forming H * has min(ri, rj) openly disjoint i, j-paths, namely, the subgraph H(min(ri, rj)) if min(ri, rj) ≤ 7, otherwise, any subgraph H (ρ) where ρ satisfies ρ ≤ min(ri, rj) ≤ 1.5ρ.
Our algorithm for metric-cost NC-SNDP is similar to the algorithm described above for the restricted version of NC-SNDP. Let Π * be an instance of NC-SNDP, and let opt denote its optimal value. We use k f to denote an integer multiple of 4 such that rmax ≤ 1.5k f . We repeatedly apply the algorithm of Theorem 1 (for subset k-connectivity) for k = 1, . . . , 7, and derived instances Π(1), . . . , Π(7) to obtain solution subgraphs H (1) ) . We start these iterations with k = 8, and we iterate until k = k f ; after each iteration, we update k to the largest integer multiple of 4 that is ≤ 1.5 times the previous k. The construction of the derived instances Π(ρ) and Π (k) is described below.
Finally, we output the solution subgraph H * for Π * ; H * is the union of all the solution subgraphs H(k), k = 1, . . . , 7, and H (k), k = 8, 12, . . . , k f ; we call these solution subgraphs the constituent subgraphs of H * . Below, we prove that the cost of each of the constituent subgraphs is at most O(1) · opt. Clearly, the number of iterations is O(log rmax). Thus H * is the union of O(log rmax) subgraphs such that each of these subgraphs has cost O(1) · opt, and so H * has cost O(log rmax)·opt. Below, we prove that H * satisfies the connectivity requirements, because for every pair of terminals i, j, one of the constituent subgraphs of H * has ≥ ri,j openly disjoint i, j-paths.
We define the derived instances via a well-studied problem in network design, namely, the generalized Steiner tree problem, which is as follows: we are given a graph G = (V, E), edge costs c, andq sets of terminal nodesD1,D2, . . . ,Dq; the goal is to compute an (approximately) minimum-cost forest F of G such that each terminal setDm, m = 1, . . . ,q, is contained in a (connected) component of F . Goemans and Williamson [16] , based on earlier work by Agrawal et al. [1] , gave 2-approximation algorithms for this problem based on the primal-dual method.
Here is the construction for one of the derived instances Π (k); recall that this is an instance of the subset [k, 1.5k]-connectivity problem, where k is a fixed parameter. We start from Π * and construct a requirements graph R with node set T and edge set E(R) as follows. For each terminal pair i, j with k ≤ ri,j ≤ 1.5k (i.e., the requirement for the pair is within the valid range for our derived instance), we add the edge ij to R. Denote the node sets of the (connected) components of R byD1,D2, . . . ,Dq. Next, we define an instance Π(gst) of the generalized Steiner tree problem on the graph G with edge costs c (here, G, c are as in Π * ), and with terminal setsD1,D2, . . . ,Dq. We solve this auxiliary problem Π(gst) by applying the primal-dual algorithm of Goemans and Williamson [16] . Let F ⊆ E(G) be the forest computed by the Goemans-Williamson algorithm, and let F1, F2, . . . , Fq denote the partition of F into connected components. Let the set of terminals in the component of Fm be denoted by Dm, m = 1, . . . , q; thus each set Dm is the union of one or more of the terminal setsD1,D2, . . . ,Dq. For each m = 1, . . . , q, we define an instance Π m (k) of the subset [k, 1.5k]-connectivity problem as follows: the graph G and the edge costs c are as in Π * ; the set of terminal nodes is Dm, and the requirement r i of a terminal i ∈ Dm is defined to be max(ri,j : {i, j} ∈ E(R)); clearly, k ≤ r i ≤ 1.5k, ∀i ∈ Dm. We take the derived instance Π (k) to be the disjoint union of these instances Π m (k), m = 1, . . . , q, i.e., we assume that each instance Π m (k) has its own copy of G and c. To solve Π (k), we take each m = 1, . . . , q, and apply the algorithm in Theorem 8 separately to Π m (k) to obtain a solution subgraph, call it H m (k). (These instances Π m (k) are pairwise disjoint, and we solve them separately, one by one.) Then we take the union of the subgraphs H 1 (k), . . . , H m (k) and call it H (k); this is the solution subgraph of Π (k). The cost of the subgraphs H m (k), m = 1, . . . , q, is analysed below.
Our reasons for using the auxiliary problem Π(gst) for defining the instance Π (k) may be seen from the following example. Suppose that k is large (say k = √ n) and the edges in E(R) form a matching say {{s1, t1}, {s2, t2}, . . . , {sq, tq}}, sayq = Θ(n). Moreover, suppose that G has a cut δ(S) such that each edge in this cut is expensive, and some of the edges in E(R) have both ends in S and the remaining edges in E(R) have both ends in V − S. Say the optimal solution consists of two disjoint subgraphs, one contained in the subgraph induced by S and the other contained in the subgraph induced by V − S. Then we cannot take Π (k) to be a single instance with terminal set {s1, . . . , sq, t1, . . . , tq}, because then every solution subgraph will have ≥ k edges from the expensive cut δ(S). Also, we cannot take Π (k) to consist ofq separate subinstances with one sub-instance for each connected component of R = (T, E(R)), because the optimal values of these sub-instances may sum toq · opt, and the solution subgraph computed by our algorithm may have cost as high as this (assuming that the algorithm returns the union of the solution subgraphs of theseq sub-instances). We get around this difficulty by using the Goemans-Williamson algorithm to merge the connected components of R = (T, E(R)) into appropriate "clusters" and then we construct a separate sub-instance for each of these "clusters" (these are the subinstances that we called Π 1 (k), . . . , Π q (k)). The key point is that (i) these sub-instances have pairwise disjoint terminal sets D1, . . . , Dq, hence, the sum of the σ() lower-bounds (used in Theorem 8), namely, q m=1 σ(Dm), is ≤ the σ() lower-bound of Π * , and (ii) the following proof (which is based on the 2 approximation guarantee of Goemans and Williamson) shows that the sum of the mst() lower-bounds for these sub-instances, namely, q m=1 mst(Dm), is ≤ O(1) times the mst() lower-bound of Π * . Also, for each subinstance, the solution subgraph has cost within an O(1) factor of the sum of its σ() and mst() lower-bounds. Hence, the union of the solution subgraphs of these sub-instances has cost within an O(1) factor of the optimal value of Π * . The construction of the instances Π(ρ), ρ = 1, . . . , 7, is similar to that of the instances Π (k). We start with R = (T, E(R)) where E(R) consists of terminal pairs {i, j} with ri,j = ρ. Then we obtain a family of pairwise disjoint subinstances Π1(ρ), Π2(ρ), . . . and these sub-instances together form Π(ρ).
Proof of Theorem 4. Recall that Π * denotes the instance of NC-SNDP, opt denotes the optimal value of Π * , and H * denotes the solution subgraph of Π * found by our algorithm. The goal is to analyze the cost of the constituent subgraphs of H * and show that each has cost ≤ O(1) · opt, and then to show that H * satisfies the connectivity requirements. The proof is based on the following LP (linear programming) relaxation P * of Π * that interprets each requirement ri,j as a requirement for ri,j edge-disjoint i, j paths. Thus the optimal value of P * gives a lower bound on opt. The LP has a variable xe, 0 ≤ xe ≤ 1, for each edge e ∈ E; the intention is that each feasible solution H of Π * gives a zero-one vector x ∈ R E that satisfies two conditions: xe = 1 iff e ∈ H, and x satisfies the constraints of the LP (though feasible zero-one solutions of the LP may not give feasible solutions of Π * ).
z * = min e∈E cexe subject to x(δ(S)) ≥ max{ri,j : i ∈ S, j ∈ S}, ∀S ⊆ V xe ≥ 0, ∀e ∈ E Focus on one of the derived instances Π (k) and its associated generalized Steiner tree instance Π(gst). We use the notation from the construction of Π (k) given above. Goemans and Williamson [16] proved that the cost of the forest computed by their algorithm is ≤ 2 times the optimal value z(gst) of the following LP relaxation P (gst) of Π(gst). The LP has a variable xe, 0 ≤ xe ≤ 1, for each edge e ∈ E; the intention is that each feasible solution F of Π(gst) corresponds to a zero-one vector x ∈ R E that satisfies two conditions: xe = 1 iff e ∈ F , and x satisfies the constraints of the LP.
P (gst) :
z(gst) = min e∈E cexe subject to x(δ(S)) ≥ 1, ∀S ⊆ V : ∃m = 1, . . . ,q : ∅ = S ∩Dm =Dm xe ≥ 0, ∀e ∈ E A key observation is that k · z(gst) ≤ opt. To see this, note that multiplying the right-hand-side of any constraint of the LP P (gst) by k gives a constraint that is valid for the LP P * . (This follows because whenever we have a constraint x(δ(S)) ≥ 1 in the LP P (gst), then the node set S separates two terminals v, w such that the requirements graph R has an v, w-path consisting of terminal-pairs {i, j} such that ri,j ≥ k; since the v, w-path of R "crosses" S, one of the terminal-pairs {i, j} in the v, w-path "crosses" S, therefore, max{ri,j : i ∈ S, j ∈ S} ≥ k, hence, the constraint "x(δ(S)) ≥ k" is a valid constraint for the LP P * .) Consequently, for every feasible solution x * of the LP P * , we see that 1 k x * is a feasible solution of the LP P (gst). Moreover, if x * is an optimal solution of the LP P * , then we have z(gst) ≤ A similar analysis for the solution subgraphs H(1), H(2), . . . , H(7) shows that each has cost ≤ O(1) · opt.
Thus our claim for the cost of the solution subgraph H * follows: c(H * ) = O(log rmax) · opt. Finally, let us verify that H * satisfies the connectivity requirements. Consider any pair of terminals i, j and their requirement ri,j. Assume that ri,j ≥ 8 (otherwise, we are done by a similar but simpler analysis). Focus on an iteration of the algorithm that fixes the parameter k such that k ≤ ri,j ≤ 1.5k. In that iteration, the requirements graph R has the edge {i, j}, hence, both i, j must be contained in one of the terminal sets D1, . . . , Dq, say D1. Now, consider the sub-instance Π 1 (k) and its solution subgraph H 1 (k) and note that H 1 (k) must have ≥ ri,j openly disjoint i, j-paths because both r i and r j are ≥ ri,j (here, r i and r j denote the requirements of i and j in Π 1 (k)) Thus, H * has ≥ ri,j openly disjoint i, j-paths.
This completes the proof of Theorem 4. 2
