Topological descriptors have been shown to be useful for summarizing and differentiating shapes. Related work uses persistence diagrams and Euler characteristic curves to differentiate between shapes and quantifies the number of descriptors necessary for shape reconstruction, given certain assumptions such as minimum curvature. In this work, we provide the first deterministic algorithm using directional persistence diagrams to reconstruct simplicial complexes in arbitrary finite dimension.
Introduction
Topological Data Analysis (TDA) is an emerging field that considers the "shape" of data, and is gaining traction in a variety of applications [11, 13, 14, 17, 20, 21] . In particular, TDA uses homological features of shape such as connected components, loops, k-dimensional voids, etc., to extract information from data. These homological features can be described using a popular descriptor known as the persistence diagram (PD), which offers insight into the geometry and topology of the original data. In this paper, we consider the inverse problem of generating a set of diagrams 1 that can be used to reconstruct the original data. This inverse problem in TDA has had many applications in the field of shape comparison and recognition, and the approach is gathering a lot of recent attention [1, 2, 4, 6, 7, 9, 10, 12, 16, 19 ]. Yet, a deterministic approach for computing the set of diagrams that can reconstruct a simplicial complex in R d has remained an open problem.
Existing Reconstruction Methods Using PDs
The inverse problem of recovering the underlying data from a set of PDs was first explored in 2014 when Turner et al. showed that the Persistent Homology Transform (PHT) and Euler Curve Transform (ECT) are injective from the space of simplicial complexes in R 2 and R 3 into the space of persistence diagrams and Euler characteristic curves (ECCs), respectively. The PHT and ECT are functions that map each direction vector s ∈ S d−1 (for d = 2, 3) to the PD or ECC generated by the height filtration in direction s. In this section, we highlight other research in PHT-and ECT-based reconstruction and place our work in this context.
Turner et al.'s result was the first to show that an (uncountably infinite) set of APDs or ECCs could be used to represent simplicial complexes. These techniques have been utilized in practice by several research groups for a diverse range of applications [6, 12, 19] . However, the uncountably infinite nature of the result limited its applications. As such, Belton et al., Ghrist et al., and Curry et al., all observed that there exists a finite representation, using topological descriptors, for various types of simplicial complexes [1, 7, 10] .
Motivated by these results, Belton et al. introduced an algorithm for reconstructing embedded plane graphs of n vertices only using O(n 2 ) (augmented) PDs [1] . Independently, [7] proved that the PHT and ECT have finite representations under assumptions on the curvature of the underlying shape. The proof uses the observation that directions from a finite subset of stratums on the sphere from which particular simplices are "observable" suffice. Ghrist et al. [10] made similar observations about the curvature of the shape inducing a stratification of the sphere. In his dissertation, Betthauser showed many similar properties for the ECT on cubical complexes [4] . For general shapes, [9] identified particular arrangements of vertices that are reconstructible using the methods of [1] , but for which the same algorithm cannot be directly extended to use ECCs. For a more exhaustive overview of the related literature, we refer the reader to [16] . However, a well-defined algorithm for reconstructing simplicial complexes in R d using a finite number of PDs or ECCs does not yet exist-such an algorithm for (augmented) PDs is our main contribution.
Our Contribution
In the current paper, we investigate the question: How can we reconstruct embedded simplicial complexes of arbitrary dimension using a finite number of directional (augmented) persistence diagrams? We answer this question by giving an algorithm for reconstruction (Algorithm 7 in Section 4.3). This is the first algorithm for reconstructing an unknown simplicial complex in R d , where the simplicial complex is not a graph. The heart of this algorithm is a predicate (Algorithm 3 of Section 3.2) that tests whether or not a set of k + 1 vertices forms a k-simplex in our unknown simplicial complex. In the case where the complex is a graph, or if we are only interested in reconstructing the one-skeleton of the complex, we introduce a concept called an edge interval that, for a given vertex v, helps us to binary search through remaining vertices to determine which ones are adjacent. This construction allows us to improve upon the best known solution for plane graphs [1] , and we discuss the trade-offs for an alternative approach for reconstructing vertices in graphs embedded in R d [2] .
Background Definitions
In this section, we give an overview of necessary background information, following the notation established in [1, 2] For a more complete discussion on foundational computational topology, we refer the reader to [5, 8] .
Lower-star Filtrations and Persistence
Our reconstruction method is based off of the foundational topological data analysis framework of simplicial complexes, (augmented) persistence diagrams, and filtrations. Here, we introduce these topics and related definitions.
Definition 1 (Simplices and Simplicial Complexes). A geometric k-simplex is, intuitively, a k-dimensional generalization of a triangle for 0 ≤ k embedded in R d for k ≤ d. Formally, a k-simplex σ is the convex hull of a set of k + 1 affinely independent points embedded in R d . We call k the dimension of the simplex, and denote by dim(σ). Then, a simplicial complex K is set of simplices such that for any σ ∈ K two conditions hold: (1) if τ is a face of σ (denoted τ σ, or τ ≺ σ if τ is a proper face of σ), then τ is an element of K and (2) if σ ∈ K, then σ ∩ σ is empty or an element of K.
The first assumption makes working with simplices in axis-parallel directions easier, since no two vertices will lie at the same height in any axis-parallel direction. Let {e 1 , e 2 , . . . , e d } be the standard unit basis vectors in R d . That is, e i has the value zero as all its coordinates but coordinate i and has the value one as its i th coordinate. The assumption that no two vertices are equidistant from the origin allows us to use a parabolic lifting map that preserves the previous property (see Definition 7) .
Note that any set of k + 1 vertices V = {v 0 , v 1 , . . . , v k } satisfying Assumption 1 has the property that (V ) . Given a simplex σ, we may use the notation aff(σ) to mean aff(verts(σ)).
Definition 2 (Lower-star Filtration). Let d ≥ 1 and let K ⊂ R d be a simplicial complex. Recall that for a point x ∈ R d and a unit vector s ∈ S d−1 , the inner (dot) product x·s represents the height of x in direction s. Thus, for this direction, we have a well-defined height function on the vertices:
The lower-star filtration, denoted F s (K), is the sequence of sub-level sets of f :
Notice that K r = K t if and only if no vertex has height in the interval (r, t]. Thus, the total number of distinct subcomplexes is Θ(n 0 ), and there exists an ordering of the vertices {v 0 , v 1 , . . . , v n0 } such that our filtration is:
Definition 3 ((Augmented) Persistence Diagrams). Given a simplicial complex K in R d , a direction s ∈ S d−1 , and a lower-star filtration F s , the persistence diagram (PD) records changes in homology groups H * (K t ) as the height parameter t ranges from −∞ to ∞. The appearances and disappearances of homological features are stored in the PD as a set of points
is an interval corresponding to a homology generator. Specifically, the value b i corresponds to a birth event and equals the value of t at which a homology generator first appears in the filtration. The value d i corresponds to a death event and equals the value of t at which that same generator merges with another generator. We refer to PDs with the on-diagonal points explicitly stored as augmented persistence diagrams (APDs). Let the directional augmented persistence diagram D i (F s (K)) be the set of birth-death pairs from the height filtration F s (K) for the i th homology group. When the complex is clear from context, we write D i (s) := D i (F s (K)) for ease of notation. The rank of the i th homology group is called the Betti number, denoted β i .
Note that points in a PD with b i = d i are often computed (see, e.g., [8, Ch. VII]), but not included in the output since they correspond to homology features that are born and die at the same time. However, such diagonal points encode additional geometric information leveraged in this paper.
For the remainder of the paper, we may say "diagrams" as shorthand for "directional augmented persistence diagrams." Next, we make an observation relating birth-death pairs in diagrams to the simplices in K; see, e.g., [8, pp. 120-121 of §V.4] for more details.
Lemma 4 (Adding a Simplex). Let K, K be simplicial complexes such that there exists a simplex σ ∈ K where K = K ∪ {σ}. Let β i , β i be the Betti numbers for K and K , respectively. If k is the dimension of σ, then either β k = β k + 1 and β i = β i for all i = k, or β k−1 = β k−1 − 1 and β i = β i for all i = k − 1.
In particular, this lemma implies there is a bijection between simplices of K and (computed) birth-death events in a diagram, a necessary step in the justification of many claims.
Corollary 5 (Simplex Count). Let i ∈ N, c ∈ R with c = 0. Let D i (and D i+1 ) be the i th (and (i + 1) st ) diagrams of a simplicial complex K generated from a height filtration in direction c. Then, the number of i-dimensional simplices of K that have height c is:
Finally, we define a structure that will be used througout the remainder of the paper to talk about lower-star filtrations in a clear way. This structure helps give a way of visualizing the problem and also gives geometric intuition for several of the proofs that follow.
Definition 6 (Filtration Hyperplane). Let s ∈ S d−1 be a unit vector, and let c ∈ R. We define the filtration hyperplane at height c as the (d − 1)-dimensional hyperplane, denoted H(s, c), that passes through the point cs ∈ R d and is perpendicular to s. We define the closed half-spaces above and below this hyperplane by H ↑ (s, c) and H ↓ (s, c), respectively, Given a finite set of vertices V ⊂ R d , let f : V → R be the height function in direction s. The filtration hyperplanes of V are the set of hyperplanes
We note that all hyperplanes in H(s, V ) are parallel to each other and perpendicular to the direction s. The hyperplane H(s, f (v)) defines all potential locations for v. Since the births in the zero-dimensional diagram are in one-to-one correspondence with the vertices of the simplex complex K by Lemma 4, a single diagram suffices to construct H(s, V ) and can be done in O(n) time. Given filtration hyperplanes for d + 1 carefully chosen directions, we show a correspondence between intersections of these hyperplanes and vertices in K.
Framework for Oracle
Our reconstruction algorithm assumes that we have an oracle that can produce APDs.
Definition 7 (Oracle). For an unknown simplicial complex, given a direction s ∈ S d−1 and dimension i ∈ Z + operation Oracle(s, i) returns diagram D i (s). We define Θ(Π) to be the time complexity of computing the diagram.
Our algorithm, presented in Section 4 discovers simplices by identifying wedges in which properties, extracted from APDs, differ. Unfortunately, one cannot form the wedges around the d-simplices in R d . One suggested "workflow" integrates a parabolic lift.
We define two simplicial maps. First, for simplicial complex K in R d and vertex v ∈ K 0 with v = (v (1) , v (2) , . . . , v (d) ), the lifting map L is the simplicial map induced by v → (v (1) , v (2) , . . . , v (d) , v · v). Second, for simplicial complex K in R d+1 and vertex v ∈ K 0 , the projecting map P is the simplicial map induced by omitting the (d + 1)-coordinate of v .
For the unknown complex K, we use the lifting map in Oracle ↑ (s, i) that returns APDs of L(K) and accepts directions in in R d+1 . We reconstruct L(K) with the algorithm described in Section 4 using Oracle ↑ . As P(L(K)) = K, we apply the projection map to the result of the reconstruction and output K. For the remainder of this paper, for simplicity, we assume that the highest dimensional simplex of unknown complex isn < d.
Predicates and Constructions
In this section, we develop the constructions and a predicate needed for reconstructing simplicial complexes. The predicate, computed in Algorithm 3, determines whether or not a set of k+1 zero-simplices is a k-simplex of the underlying simplicial complex. We first describe necessary machinery in Section 3.1.
k-indegree
The key piece of machinery we develop for determining whether a simplex exists is the k-indegree of a simplex, which is the count of k-dimensional cofaces of a simplex σ below σ in a particular direction. In order to compute k-indegrees we develop a method for choosing directions that "isolate" a face of a simplex. We note that two lemmas cited in Lemma 8 (Lemma 25 and Lemma 26) are found in Appendix C, and the proof of Lemma 8 is found in Appendix D.1. The method for isolating simplices in Lemma 8 is described in Algorithm 1.
Lemma 8 (Face Isolation). Let K ⊂ R d be a simplicial complex. Let V ⊂ K 0 be k vertices with k ≤ d, and let W ⊆ V . Let s ∈ S d−1 be orthogonal to aff(V ) and for v ∈ V and u ∈ K 0 \ V , s · v = s · u. Then, Algorithm 1 finds a direction s ∈ S d−1 such that there exits a constant c ∈ R with the following properties:
The runtime of finding such an s is O(n 0 (d 5 + log n 0 )). 
← line though v perpendicular to aff(P ) 9 : Next we develop a predicate that uses these isolated simplices to test for k-simplices. Intuitively, we identify one-simplices by checking all pairs of zero-simplices with this predicate, then identify all two-simplices by checking all triples of one-simplices, etc. using a "bow tie" technique like the approach found in [1] . For this predicate to generalize for reconstruction of higher-dimensional simplices, we provide the following definition:
Definition 9 (k-indegree for Simplex). Let K ⊂ R d be a simplicial complex. and σ ∈ K be a j-simplex such that 0 ≤ j < k ≤ d. Let s ∈ S d−1 be a direction perpendicular to aff(σ). Then, the k-indegree of σ in direction s is the number of k-dimensional cofaces of σ that have the same height as σ in direction s.
Since s is perpendicular to aff(σ), all zero-simplices of σ are at the same height in direction s. However, as shown in Figure 1 , not all k-simplices at this height contribute to the k-indegree of σ. 
Here, let s ∈ S 3 be normal to aff(σ) such that v 5 is below σ in direction s. Exactly three faces of σ have positive three-indegree; namely [v 0 , v 1 ] and [v 2 ] both have three-indegree equal to one. Thus, thee three-indegre of σ is 3 − 1 − 1 = 1 by (4).
was not computed yet then 9: s ← FaceIsoDirection(verts(σ), verts(τ ), s) 10:
Proof. Let s be the direction returned by FaceIsoDirection(verts(σ), verts(τ ), s). Let f : K → R (f : K → R, respectively) be the filter function for direction s (s , respectively).
(⇒) Suppose that σ contributes to the k-indegree of τ in direction s . By the definition of k-indegree, τ σ . Since τ σ by assumption, we have τ σ ∩ σ . We must now show that σ ∩ σ τ . By contradiction, suppose that σ ∩ σ τ . Then, there exists a vertex v ∈ τ such that either v / ∈ σ or v / ∈ σ . Since τ σ, the former is not possible. Since σ contributes to the k-indegree of τ , the latter is also not possible. Thus, we have a contradiction and we conclude that σ ∩ σ τ . Hence, τ = σ ∩ σ , as was to be shown.
(⇐) Suppose that τ = σ ∩ σ . Let s be the direction retruned by FaceIsoDirection(σ, τ, s), and let f : K → R be the filter function for direction s . Since σ is a k-simplex and τ σ , we can write:
Hence, by Equation 1, f (σ ) = f (τ ). Since τ σ , we have shown that σ contributes to the k-indegree of τ .
Note that Figure 1 is an example of a case where only one three-simplex contributes to the three-indegree of the two-simplex in question.
Since Lemma 10 shows that a single diagram is not sufficent to determine k-indegree, we use an inclusionexlusion style argument to compute the k-indegree in Algorithm 2. Note that the first time this algorithm is called, we have not computed any entries of T yet. We prove the correctness of this algorithm in the following theorem:
Proof. We prove the claim inductively on j = dim(K). For the base case (j = 0), let k > j and consider the 0-simplex [v] . We note that this base case is a generalization of [2, Lemma 11 ]. Let f : K → R be the filter function for direction s. Since no two vertices in K 0 have the same height in direction s, the k-indegree of σ is equal to the number of k-simplices that have height f (v), which, by Corollary 5, is:
In Algorithm 2, notice that if σ is a sinlge vertex, we do not enter the loop that starts on Line 7. Thus, the return value is exactly the number given in (2) . For the inductive assumption, let j ≥ 0. We assume that Algorithm 2 returns the k -indegree of τ in direction s, for all τ ∈ K j and all k > j.
For the inductive step, let σ ∈ K j+1 . Let k > j + 1. Note that we must now compute the k-indegree of σ in direction s. Let f : K → R be the lower-star height filter for direction s. Using Corollary 5, we know that the number of k-simplices with height f (σ) in direction s is:
Let F σ denote this set of simplices, let σ ∈ F σ , and let τ ≺ σ. By Lemma 10, the k-simplex σ contributes to the k-indegree of τ if and only if τ = σ ∩ σ . Combining this with (3), the k-indegree of σ is equal to
where δ τ is the k-indegree of τ in direction s. In Algorithm 2, numDeaths+numBirths is equal to δ, and the values δ τ are computed in Line 10. Thus, the return value is exactly the number given in (4).
The next lemma provides the runtime of Algorithm 2; the proof is in Appendix D.2. 
Simplex Predicate
Using the k-indegree, we are able to isolate and determine the presence of k-simplices between two hyperplanes centered at a simplex. This idea is a generalization of the "bow tie" technique used for identifying edges in [1] . The generalization of a bow tie is a double-cone shaped region that we call a wedge; see Figure 2 that contains exactly one vertex.
, the wedge between s 1 and s 2 at P is the closure of the symmetric difference between
In Algorithm 3, we use the difference in the indegree between the two filtration hyperplanes defining a wedge to test for the presence of a (k + 1)-simplex.
Proof. Let Σ = verts(σ)∪{v}. We are testing if Σ defines a k-simplex in K. First, we compute an initial direction s using Lemma 23 in O(dn 0 + d 2 ) time. Using Algorithm 1, let s 1 = FaceIsoDirection(Σ, verts(σ), s), as in Figure 2 . By Parts 1 and 3 of Lemma 8, there exists c 1 ∈ R such that all vertices of σ are at height c 1 and v is above c 1 (in direction s 1 ). Next, let s 2 = −FaceIsoDirection(Σ, verts(σ), −s). Note that we are negating s as well as the direction returned by FaceIsoDirection (Algorithm 1). Again by Parts 1 and 3, there exists c 2 ∈ R such that all vertices of σ is are at height c 2 and v is above
. For i = 1, 2, let H i be the hyperplane at height c i in direction s i . By Part 4 and Part 5 of Lemma 8, v is above (resp., below) H i if and only if v is above (resp., below) σ in direction s. Since W is defined by symmetric difference and since v ∈ W, we know that v is at height c i in direction s i (as, otherwise either v is above H 1 and below H 2 , or v is below H 1 and above H 2 ). Since v is at height c i and by Part 4 of Lemma 8, we get that v ∈ Σ. Since v / ∈ verts(σ), we know that v = v. The previous two paragraphs show that v is the only vertex in the wedge W. We now show that the kindegree can be used to determine if Σ defines a simplex in K. Recall that every k-dimensional coface of σ must contain all of the vertices of σ, plus exactly one more. Since v / ∈ H ↓ (s 1 , σ) and v ∈ H ↓ (s 2 , σ), every simplex that contributes to the k-indegree of σ in direction s 2 also contributes to the k-indegree of σ in direction s 1 . In addition, the only potential simplex contributing to the k-indegree of σ in direction s 2 that does not contribute to the k-indegree in direction s 1 is the one defined by verts(σ) and v. Thus, Line 6 of Algorithm 3 returns True iff Σ determines a simplex.
We determine a direction normal to aff(τ ∪ {v}) in O(dn 0 + d 2 ). Then, we call Algorithm 1 three times, each costing O(n 0 (d 5 + log n 0 )) time and computing no new diagrams by Lemma 8. Finally, we compute the k-indegree from two directions, each call taking time O(2 i+1 (n 0 (n k−1 + d 5 + log n 0 ) + Π)) and 2 i+1 − 1 diagrams by Lemma 12. Moreover, we see that i = k − 1 and we simplify our complexity to O(2 k (n 0 (n k−1 + d 5 + log n 0 ) + Π)) time and 2 k − 2 diagrams.
Reconstruction Algorithm for Simplicial Complexes in R n
In the following sections, we describe a method for reconstructing simplicial complexes in R d . Our method first finds the locations of zero-simplices, (Section 4.1), one-simplices (Section 4.2), and all higher-dimensional simplices (Section 4.3).
Vertex Reconstruction
The main idea behind our vertex reconstruction approach is to generate a set of hyperplanes on which vertices must lie, then to solve for their intersection points. Given one point in R d , we can use the d orthogonal directions. However, for n points in R d , we have n d possible locations. Choosing our directions wisely, we can ensure a consistent ordering of vertices between our directions, resulting in a sub-exponential algorithm. While we note that [2] also offers a method for reconstructing vertices in R d , the algorithm provided in this work offers a trade-off, computing 2d − 1 diagrams (instead of d + 1 in [2] ) with a time complexity of Θ(dn 0 log n 0 + dΠ) (instead of Θ(dn d+1 0 + dΠ) in [2] ). The details, algorithms, and proofs are included in Appendix B and we state our main theorem here.
Theorem 15 (Reconstructing Zero-Simplices). Let K ⊂ R d be a simplicial complex. Then, Algorithm 9 reconstructs the vertex locations of all v ∈ K 0 using 2d − 1 diagrams in Θ(dn 0 log n 0 + dΠ) time.
Edge Reconstruction
In this section, we describe a method for reconstructing the one-simplices given the coordinates of the zerosimplices. Our approach improves the time complexity of [2] from Θ(n 2 0 Π) to n 1 log n 0 (Π + n 2 0 ) and the diagram complexity from n 2 0 − n 0 to n 1 log n 0 . We use a hyperplane sweep in the e 2 direction where events occur at vertices; thus, we may use the word "above (below)" as shorthand for "above (below) with respect to the e 2 direction." We discover the edges incident to each vertex v ∈ V by determining regions where potential edges lie and logarithmically search this space using information about edges already discovered below v.
The hyperplane sweep may be easier to visualize as a line sweep in R 2 . Many of our descriptions utilize this tool, so we begin by formally defining a projection of K ⊂ R d to R 2 :
Definition 16 (Projection to R 2 ). For d ≥ 2, let π : R d → R 2 be the projection onto the first two coordinates; that is, π(x (1) , x (2) , . . . , x (d) ) = (x (1) , x (2) ). Note that the image of π is the plane spanned by e 1 and e 2 , and π(x) is the orthogonal projection of x onto that plane.
All operations for reconstruction are taking place in R d . However, the general position ensures that deg(v) = deg(π(v)), so discussing edge reconstruction in π(R d ) is reasonable.
To keep track of regions containing edges incident to a vertex v, we introduce an edge interval object, which contains an ordered list representing vertices radially sorted about v and a count representing the number of edges incident to v in the list. In order to search the edge interval in logarithmic time, we define Algorithm 4 and use it to converge on edge intervals containing a single vertex with a count of one.
Algorithm 4 SplitInterval(v, eI, E v ) Input:v ∈ K 0 , edge interval eI, and eV , a list of known vertices adjacent to v sorted cw about π(v) Output: edge intervals eI and eI r . 
Lemma 17 (Interval Splitting). Let K ⊂ R d be a simplicial complex, v ∈ K 0 a vertex, and eI an edge interval containing eI.count unknown edges with vertex list eI.V. Let E v contain all known adjacent vertices v ∈ K 0 ordered radially cw around π(v), i.e., (v, v ) ∈ K 1 and v comes before the vertices in eI.V in the radial ordering of all vertices around π(v). Then, Algorithm 4 uses two diagrams and O(Π + n 2 0 ) time to split eI into two new edge intervals eI and eI r with the properties:
The proof of Lemma 17 is in Appendix D.3. Figure 3 shows an example of the execution of Algorithm 4. Now, we use Algorithm 4 to efficiently identify intervals that contain edges.
The proof of Lemma 18 is provided in Appendix D.4. See Figure 3 for an example of part of the execution of Algorithm 5. We now give an efficient algorithm for edge reconstruction. 
. In other words, we know that [v 6 , v] ∈ K 1 and that two of the four vertices above v are adjacent to v. (b) Within Algorithm 4, we choose the direction s such that exactly half of the vertices in eI are below v. We create an edge interval eI r correspondng to the vertex set above and outside the shaded region, and (in Algorithm 5) push that onto a stack to be processed later. We focus on the interval eI that contains the vertices below and not in the shaded box, eI.V = (v 4 , v 3 ). Since two edges contribe to v's indegree in direction s and one of them is the edge [v 6 , v], we have eI.count = 2 − 1 = 1 (c). Next, we find a new direction s that splits eI .V into two sets of size one. We push the one above onto our stack, and notice that the wedge below and outside the shaded region has exactly one vertex (eI.V = {v 4 }) and that vertex is incident to v since eI.count = 2 − 1 = 1.
Theorem 19 (Edge Reconstruction). Let K ⊂ R d be a simplicial complex. Given the locations of K 0 , Algorithm 6 reconstructs K 1 using O(n 1 log n 0 ) augmented persistence diagrams in O(n 1 log n 0 (Π + n 2 0 )) Algorithm 6 FindEdges(K 0 ) Input: K 0 , a list of all vertices in K Output: K 1 , a list of all edges in K E v ← v for (v, v ) ∈ K 1 sorted radially cw using Line 3
6:
Add edges from FindUpEdges(v, E v ) to K 1 7: return K 1 time.
The proof of Theorem 19 can be found in Appendix D.5.
Putting It All Together: Simplicial Complex Reconstruction
Combining the results from the previous subsections, we arrive at an algorithm to fully reconstruct an embedded simplicial complex. We include the proof of Theorem 20 in Appendix D.6.
Theorem 20 (Simplicial Complex Reconstruction). Let K be a simplicial complex in R d , κ be the dimension of the highest-dimensional simplex in K, n 0 be the number of zero-simplices, and letn = max i n i . If K meets the assumptions made in Assumption 1, then Algorithm 7 reconstructs K in O(κnn 0 2 κ (n 0 (n + d 5 + log n 0 ) + Π)) time using O(κnn 0 2 κ ) APDs. for v ∈ K 0 \ verts(σ) do 7: if CheckSimplex(σ, v) then 8:
Futhermore, we derive additional corollaries, improving the diagram complexity for reconstructing embedded graphs over approaches found in [2] . Perhaps even more surprising is that we are able to reconstruct plane graphs with a number of diagrams that is less than exponential in the ambient dimension.
Corollary 22. Let G = (V, E) be a plane graph in R 2 . The number of diagrams used in to reconstruct E is O(d + n 0 log n 0 ).
Discussion
We provide a deterministic algorithm for computing the complete reconstruction of a simplicial complex embedded in arbitrary finite dimension using O(κnn 0 2 κ ) APDs and O(κnn 0 2 κ (n 0 (n + d 5 + log n 0 ) + Π)) time where n 0 = |K 0 | andn = max i n i . This algorithm also improves on the results of [1, 2] for the case of plane and embedded graphs.
In ongoing work, we hope to improve running time and reduce the required number of persistence diagrams. We also hope to overcome the challenges of reconstructing codimension zero simplices that required us to include a parabolic lifting map in our oracle. The work presented here is closely related to reconstruction of simplicial complexes using the Euler characteristic transform (ECT). This transform is generated from Euler chacteristic curves (ECCs) generated by vectors in S d−1 [7, 9, 10, 19] . In [7] , a bound on the number of ECCs needed for reconstruction of simplicial complexes is given, assuming a lower bound on the curvature of the underlying simplicial complex. In [9] , we identify challenges in reconstructing plane graphs with degree two vertices using a finite number of ECCs when using methods similar to the methods presented in our current paper. We are investigating if the methods of this paper can be extended to using ECT in general simplicial complex reconstruction.
s is orthogonal to aff(V )

|V | ≤ d
This s and V can be found in O(dn 0 + d 2 ) time.
Proof. We find s and V constructively. First, choose s ∈ S d−1 orthogonal to aff(W ) (observe that this can be done using a single iteration of Grahm Schmidt orthogonalization). This means that every w ∈ W has height s · w = c for a single constant c ∈ R. We define W to be a set of vertices that is initially empty. Then, for every q ∈ K 0 \ W , we set W = W ∪ {q} whenever s · q = c. Iterating through all such q ∈ K 0 \ W , we can then define V = W ∪ W . Observe that the first two parts are met immediately by construction. To see that the third part is met, we observe that, since
s is orthogonal to aff(V ) as required. Part four, is a consequence of the general position assumption (Assumption 1).
The runtime of this procedure can be calculated as follows. Finding s takes one iteration of the Grahm Schmidt algorithm, and thus takes O(d 2 ) time [18] . Checking if s · q = c takes O(d) time, and is repeated for each of the vertices in K 0 \ W . Thus, the total runtime is O(dn 0 + d 2 ), as desired.
B Vertex Reconstruction
The vertex reconstruction algorithm, summarized in Algorithm 9, starts by choosing an initial direction. This choice can be arbitrary, so we choose the last cardinal direction, e d . Next, for each coordinate position i, we call Algorithm 8 to find the i th coordinates of all vertices, denoted V (i) , using only two APDs specifically chosen for those coordinates. Proof. The main idea behind the correctness of Algorithm 8 is that the direction s ∈ S d−1 chosen on Line 6 maintains the vertex ordering as in direction e d . Then, we can solve a single equation on Line 10 for the i th coordinate of each vertex by intersecting corresponding hyperplanes from H(e i , K 0 ) and H(s, K 0 ).
We first examine the construction of s and show how it maintains the vertex ordering from e d . In Line 2, we let h = 1 2 min j=2,...,n0 {v
j }; in other words, h is half the minimum distance between any two hyperplanes in H(e d , K 0 ). Similarly, in Line 5, we let w be the maximum distance between hyperplanes in H(e i , K 0 ). Then s is the vector with −h as its i th coordinate, w as its d th coordinate, and zeros elsewhere. We now consider π(s), π(e d ), and π(H(s, K 0 ) ∪ H(e d , ) ), the projection of s, e d , and H(s, K 0 ) ∪ H(e d ,) into the (e i , e d )-plane. By construction, the lines π(H(s, K 0 )) are parallel to (w, h) in the (e i , e d )-plane, and so by combining [2, Lemma 4] and [2, Lemma 5] as in the proof of [2, Theorem 6] , π(H(s, K 0 )) intersect each of π(H(e d , K 0 )) in the same order. Furthermore, since s has zero in all coordinates except i and d, the order is maintained in R d as well. Now, we show how we can use this ordering to compute v (i) . Assume that the hyperplanes in H(e d , K 0 ) and H(s, K 0 ) are ordered by their heights in e d and s respectively as in Line 1 and Line 8. Suppose, without loss of generality, that v is the j th vertex with respect to the e d direction. Then, v lies on the j th hyperplane of H(e d , K 0 ) and the j th hyperplane of H(s, K 0 ), meaning that v must lie in their intersection. To compute v (i) , we consider the equations of the two hyperplanes. Recall that the j th hyperplane in H(s, K 0 ) is the set of all points x = (x (1) , x (2) , . . . , x (d) ) ∈ R d at some height. Call this height c j,s . Then, the j th hyperplane in H(s, K 0 ) is described by the equation
Let the height of the j th hyperplane in H(e d , K 0 ) be c j,e d . Then, the equation for that hyperplane is
Combining Equations 5-6 and solving for x i , we get
Because v is in the intersection of these hyperplanes, v (i) = (hc j,e d − c j,s )/w. Since j was arbitrary, the same process works for all zero-simplices in K 0 . Thus, the for loop on Line 9 computes the i th coordinate of all zero-simplices and V (i) is returned on Line 11, as required.
It takes Θ(n 0 log n 0 ) time to sort the vertices on Line 1, Line 4, and Line 8 and Θ(Π) time to compute the two diagrams on Line 3 and Line 7. All other operations in Algorithm 8 take linear or constant time. Thus, the total runtime is Θ(n 0 log n 0 ) and only two APDs are generated on Line 3 and Line 7, as required.
We are now ready to present Algorithm 9 for reconstructing all of the vertices of K. 
We recall theorem 15 and prove the correctness here:
Proof. To prove the correctness of Algorithm 9, we define a loop invariant. We show that at the start of iteration i of the main loop of the algorithm (Lines 4-5), we know the coordinates v (1) , v (2) , . . . , v (i−1) and v (d) for all v ∈ K 0 .
In the base case (iteration i = 1), we know only the d th coordinate of each vertex and the invariant is satisfied. Then, for 1 < k ≤ d − 1, assume that we know all coordinates for all v ∈ K 0 up to coordinate k − 1 in iteration k − 1. Then, we show that the invariant holds true for k as well. By Lemma 24, the call to Algorithm 8 on Line 5 returns V (k) . Furthermore, by the inductive assumption, we know all coordinates for each vertex up to coordinate k − 1. Thus, after the k th iteration, we know all coordinates for each vertex up to the k th coordinate, as required. The algorithm terminates after (d − 1) iterations. Since the loop invariant holds in the base case and in the inductive step, and the algorithm terminates, the algorithm is correct.
Finding the d th coordinate of each vertex requires a single diagram, D 0 (e d ) on Line 1. By Lemma 24, each call to Algorithm 8 generates two APDs and takes time Θ(n 0 log n 0 ). Algorithm 8 is called d − 1 times, generating a total of 1 + 2(d − 1) = 2d − 1 diagrams and taking time Θ(dn 0 log n 0 + dΠ).
C Omitted Lemmas
In order to perform the Face Isolation operation described in Lemma 8 and Algorithm 1 we need add additional points the affine space defined by the input set. We describe this plane filling operation with Lemma 25.
Lemma 25 (Plane Filling). Let V ⊂ R d be k + 1 affinely independent points with k ≤ d, let s ∈ S d−1 be orthogonal to aff (V ) . We can produce d − (k + 1)
Proof. Label the k + 1 vertices of V {v 0 , v 1 , . . . , v k } and define d × (k + 1) matrix A such that v i − v 0 are the i th columns and s is the k + 1 st column. Creating A takes Θ(kd) time. Let Q N be the basis vectors of the null space of A. We can compute these vectors via a QR-decomposition using Gram-Schmidt in O(d 3 ) time [18] . As the vertices in V are affinely independent and s is orthogonal to aff(V ), the dimension of the column space of A is k + 1 and so there are d − (k + 1) vectors in Q N . Label the vectors {q k+2 , q k+3 , . . . , q d } and
. Computing the QR-decomposition of dominates the algorithm, hence the running time is O(n 3 )
For the other properties, by our construction, dim(aff(V ∪ V )) = d − 1. And to show that s is orthogonal to aff(V ∪ V ), it suffices to show that s · v 0 = s · v i for all v i ∈ V . As q i is orthogonal to s, we have
To prove that the ordering of vertices in Algorithm 1 remains consistent, we introduce Lemma 26 to assist in the proof of the properties in Lemma 8.
Lemma 26 ( -Pertubation). Let s 1 , s 2 ∈ S d−1 be two directions. Let V ⊂ R d of size n and v 1 , v 2 ∈ V be two vertices. We can compute an > 0 such that
Proof. For each v ∈ V , let S be the set of unique segments with endpoints ((0, v · s 1 ), (1, v · s 2 )). Observe that each segment in S represents a linear interpolation of the dot products of linerarly interpolating between s 1 and s 2 . Thus, to identify > 0 in which the dot product ordering of the vertices of V do not change, it suffices to find the left most intersection p between (0, 1) of the segments in S and then choose epsilon to be smaller than p (1) . We can identify p, in (0, 1) using standard segment intersection algorithms in O(n log n) time [3] . Let = p (1) /2. To show (⇒), assume that v 1 · s 1 < v 2 · s 1 then, by our choice of ,
Since v 1 · s 1 < v 2 · s 1 we have that v 1 · (1 − )s 1 < v 2 · (1 − )s 1 as well, so we rewrite our equation to, v 1 · s 1 + v 1 · s 2 < v 2 · s 1 + v 2 · s 2 , and v 1 · (s 1 + s 2 ) < v 2 · (s 1 + s 2 ), as required.
To show (⇐), assume that v 1 · (s 1 + s 2 ) < v 2 · (s 2 + s 2 ). However, was chosen such that no two lines in A had crossed before in the x-direction, so we write
and replace with zero since no lines cross in A before , leaving us with v 1 · s 1 < v 2 · s 1 , as required.
D Omitted Proofs
D.1 Proof of Lemma 8
We recall Lemma 8, which proves the correctness of Algorithm 1:
Then, Algorithm 1 finds a direction s ∈ S d−1 such that there exits a constant c ∈ R with the following properties:
The runtime of finding such an s is O(n 0 (d 5 + log n 0 )).
Proof. Algorithm 1, has an "early exit" in which we return s when V = W . Observe that when s = s , Parts 1-2 and Parts 4-5 are trivially true and Part 3 is vacuously true. Next, we consider the more interesting path of the algorithm. 
Furthermore, we note that s P is the normal to hyperplane H. Therefore, for any points p 1 , p 2 ∈ H, s P · p 1 = s P · p 2 . Moreover, W ⊂ H, so for all w 1 , w 2 ∈ W , we have that h s (w 1 ) = s · w 1 = (s + s P ) · w 1 = s · w 1 + s P · w 1 = s · w 2 + s P · w 2 = h s (v 2 ).
(Part 2) Let v 1 , v 2 ∈ K 0 \ V and note that is chosen as in Lemma 26 with arguments s, s P , and (K 0 \ V ) ∪ W . Then, by Lemma 26, v 1 · s < v 2 · s ⇐⇒ v 1 · (s + s P ) < v 2 · (s + s P ) and s = s + s P , as required.
(Part 3) Recall that aff(W ) is orthogonal to s by definition and s by Part 1. Thus, all vertices in W have the same height in direction s and s . As such, it suffices to show that for all vertices in v ∈ W = V \ W and any w ∈ W , w · s < v · s . To prove this claim, we introduce the following loop invariant: if P i is P entering iteration i, then the vector s P i normal to aff(P i ) has the property that s P i · w < s P i · v for any w ∈ W and all v ∈ W . It is true on initiation since W is empty. Assume the invariant holds entering iteration i. We remove v from P i and replace it with x creating the new affine space P i+1 . Furthermore, observe that, by construction, s P i+1 has the property that x · s P i+1 < v · s P i+1 . Next, assume, for contradiction, that a point w ∈ W lies below aff(P i+1 ). Then, aff((P i \ {v}) ∪ {w }) would have an a intersection point with in L ↓ nearer v than the argmin x chosen on Line 12, a contradiction. Upon exiting the loop, we have that w · s P < v · s P by our inductive assumption. Then, the returned from Lemma 26 with arguments s, s P and, (K 0 \ V ) ∪ W and any w ∈ W gives us that w · (s + s P ) < v · (s + s P ). Since s = s + s P , the claim holds. The algorithm terminates since |K 0 | is finite. For each vertex in V \ W we perform the loop on Lines 7-15. The loop is the crux of the algorithm. At the beginning of each iteration, P defines a d − 1 dimensonal hyperplane. In the iteration, we remove a point v from P and find a new point that defines a hyperplane with specific properties (shown in other parts of the proof). As the time for updating hyperplane is dominated by Line 10, we will focus the analysis on that line. Label the points of P on Line 9 as {p 1 , p 2 , . . . , p d−1 }. Recall that any point q on the hyperplane defined by P ∪ {x}, satifies the equation
x (2) . . .
q (2) . . .
Moreover, notice that the i th coordinate of can be written parametrially as (i) (t) = v (i) + ts (i) . Thus, we can compute the intersection by solving for t in the polynomial obtained by expaning by minors
There are d + 1 minors each of size d. Using LU-decompostion, we can compute each determinanat in O(d 3 ) time [18] . The resulting polynomial, that is linear in t, can be solved in O(d) time. Thus, each intersection takes O(d 4 ) time. We compute the intersection at most once per vertex of K 0 , therefore, Line 10 takes O(n 0 d 4 ) time. Finally, we get our running time by observing that we compute L once for each entry of V \ W and |V \ W | ≤ d. Therefore Lines 7-15, takes O(n 0 (d 5 + log n 0 )) time.
In the last steps of the algorithm, Line 16 computes the normal to aff(P ) by computing determinanats of d + 1 of size d (similar to above) in O(d 4 ) time. Line 17 computes the scaling of the s P in O(n 0 log n 0 ) by Lemma 26. As Lines 7-15 and Line 17 dominate the computation, Algorithm 1 takes O(n 0 (d 5 + log n 0 )) time.
D.2 Proof of Lemma 12
We recall Lemma 12, which shows the runtime and diagram complexity of Algorithm 2: Proof. If i = 0 and k = 1 then we prove P art 1 by observing that the loop is never entered and we compute one diagram in time Θ(Π) and count O(n 2 0 ) one-simplices. To prove Part 2, we observe that at each step of the recursive algorithm we do O(n k−1 n 0 + Π) work to count the number of deaths in the (k − 1) st and births in the k th APD and compute a single APD. Furthermore, the table T stores recursively computed values to reduce the number of recursive calls we make. To track the number of recursive calls, we observe that T.size() = 2 i+1 − 2 for an i-simplex and each recursive call fills in one value in T . Whenever we need to add a value to T , we also call FaceIsoDirection(verts(σ), verts(τ ), s), which runs in O(n 0 (d 5 + log n 0 )) by Lemma 8. Then, the total runtime for Algorithm 2 is O(2 i+1 (n 0 (n k−1 + d 5 + log n 0 ) + Π)) for an i-simplex and 2 i+1 − 1 new APDs are generated, one for each recursive call and one for the initial k-below count.
D.3 Proof of Lemma 17
We recall Lemma 17, which shows the correctness and runtime of Algorithm 4 for splitting edge intervals:
Lemma 17 (Interval Splitting). Let K ⊂ R d be a simplicial complex, v ∈ K 0 a vertex, and eI an edge interval containing eI.count unknown edges with vertex list eI.V. Let E v contain all known adjacent vertices v ∈ K 0 ordered radially cw around π(v), i.e., (v, v ) ∈ K 1 and v comes before the vertices in eI.V in the radial ordering of all vertices around π(v). Then, Algorithm 4 uses two diagrams and O(Π + n 2 0 ) time to split eI into two new edge intervals eI and eI r with the properties: We now prove Part 3 for eI and note that the proof of eI r follows the same argument. Let be chosen as on Line 2. We observe that intersects v and partitions the vertices in eI.V + E v . We choose s orthogonal to (Line 3). By Theorem 11, the value returned from ComputeIndegree(v, s, 1, ·) counts all edges incident to v and below v · s in direction s. This is exactly equal to the number of edges in eI and the number of edges (v, v ) ∈ E v for which v · s < v · s (the edges on the left of in eV ). Thus, we can compute eI .count by subtracting the number edges in E v that are counted in this k-indegree calculation. We find the greatest index of any vertex on the right side of and in E v in Lines 4-6. Then, the set of vertices on the left side of in E v , denoted E v , is everything in E v after that index, as in Line 7.
We can now compute |{v ∈ eI .V|(v, v ) ∈ K 1 }| as the k-indegree of v from direction s minus the number of elements in E v , and we set eI .count to that value on Line 9. Then, Part 3 is satisfied. See Figure 3 for a demonstration of two calls to the algorithm.
By Lemma 12, the calls to ComputeIndegree(v, s, 1, ·) and ComputeIndegree(v, −s, 1, ·) each generate a single persistence diagram, so a total of two diagrams are used. Since v is a zero-simplex, the runtime for each of these calls is Θ(Π + n 2 0 ) Furthermore, searching for the above and below split each take O(log n 0 ) time and the total complexity O(Π + n 2 0 ).
D.4 Proof of Lemma 18
We recall Lemma 18, which shows the correctness and runtime of Algorithm 5 for finding all edges above a vertex:
Lemma 18 (Finding Edges Above a Vertex). Let v ∈ K 0 be a vertex. If all edges (v, v ) ∈ K 1 with v ·e 2 < v ·e 2 are known then Algorithm 5 finds the set of (v, v ) ∈ K 1 with v ·e 2 > v ·e 2 using O(deg(v) log n 0 ) augmented persistence diagrams in O(deg(v) log n 0 (Π + n 2 0 )) time.
Proof. Let V cw be a list of vertices sorted radially cw around π(v), beginning with the vertex with smallest angle below the horizontal in the bottom-left quadrant. Throughout Algorithm 5 we maintain a stack eIStack of edge intervals objects, which we think of as holding potential adjacent vertices -vertices that may or may not participate in an edge with v. Then, we define E p be the concatenation of all vertex lists of edge intervals in eIStack in order. We denote the index of a vertex v in E p or V cw as E p .index(v ) or V cw .index(v ), respectively. Having defined E p and V cw , we now give a loop invariant to prove the correctness of Algorithm 5. At the beginning of each iteration of the loop on Line 6, Finally, we analyze the time complexity of the algorithm and the number of diagrams it requires. The stack eIStack never is larger than deg(v) since it only stores edge intervals with positive edge count by Part 3 of our invariant. Then, we start with an edge interval with edge count O(n 0 ) and we decompose the interval into at most deg(v) edge intervals with exactly one vertex each. Decomposing into an edge interval with a single edge and vertex requires O(log n 0 ) calls to Algorithm 4 by Part 2 of Lemma 17. Thus, the total number of iterations is O(deg(v) log n 0 ), and the algorithm terminates. All operations in the loop take constant time except the call to Algorithm 4, which runs in O(Π + n 2 0 ) time, so the total complexity is O(deg(v) log n 0 (Π + n 2 0 )). Furthermore, each call to Algorithm 4 requires two persistence diagrams, so the total number of persistence diagrams generated is O(deg(v) log n 0 ).
D.5 Proof of Theorem 19
We recall Theorem 19, which proves the correctness of Algorithm 6
Theorem 19 (Edge Reconstruction). Let K ⊂ R d be a simplicial complex. Given the locations of K 0 , Algorithm 6 reconstructs K 1 using O(n 1 log n 0 ) augmented persistence diagrams in O(n 1 log n 0 (Π + n 2 0 )) time.
Proof. First, we prove that the Algorithm 6 finds all edges in K. In Line 2, we sort the vertices by e 2 -values. For 0 ≤ j < n 0 , let v j be the jth vertex in V sorted . Our loop invariant is that, after iteration j, we have identified all edges that have a vertex on or below v j with respect to the e 2 direction. We initialize our edge set to be empty. Next, consider vertex v j in iteration j and assume that we know all edges with a vertex below v j with respect to direction e 2 . To update the invariant, we must identify all edges above v j that have v j as an endpoint, which is returned by FindUpEdges(v j , E v ) (Algorithm 5) on Line 6. Finally, the algorithm terminates because V sorted is finite and Algorithm 5 terminates during each iteration by Lemma 18.
Next, we analyze the running time of Algorithm 6. In Line 2, we sort the vertices by their e 2 -values in O(n 0 log n 0 ) time. In Line 3, for each v ∈ K 0 , we radially order the vertices of K 0 \ {v} around v in O(n 2 0 ) time by Lemmas 1 and 2 of [15] . In Lines 4-6, we call Algorithm 5 once for each vertex. For each v ∈ K 0 , each call takes O(deg(v) log n 0 (Π + n 2 0 )) time and summing over all vertices takes O(n 0 max v∈K0 deg(v) log n 0 (Π + n 2 0 )). However, since no edge is checked at two different vertices, we can amortize the cost to be O(n 1 log n 0 (Π + n 2 0 )) time. Finally, we analyze the number of diagrams used by Algorithm 6. Lines 2-3 compute no new diagrams. In Lines 4-6, similar to the time analaysis, for each v ∈ K 0 , Algorithm 5 uses O(deg(v) log n 0 ) diagrams and summing over all vertices generates O(n 1 log n 0 ) diagrams.
D.6 Proof of Theorem 20
We recall Theorem 20, which proves the correctness of Algorithm 7
Theorem 20 (Simplicial Complex Reconstruction). Let K be a simplicial complex in R d , κ be the dimension of the highest-dimensional simplex in K, n 0 be the number of zero-simplices, and letn = max i n i . If K meets the assumptions made in Assumption 1, then Algorithm 7 reconstructs K in O(κnn 0 2 κ (n 0 (n + d 5 + log n 0 ) + Π)) time using O(κnn 0 2 κ ) APDs.
Proof. Algorithm 7 iterates through each (k − 1)-simplex σ and checks whether σ forms a k-simplex with each v. By Theorem 14, Algorithm 3 (CheckSimplex(σ, v)) determines if the simplex defined by σ and v is present in K. Since we pass every potential k-simplex to CheckSimplex(σ, v), the algorithm finds all k-simplices.
Next, we analyze the runtime and number of diagrams. There are three nested loops. The first loop on Lines 4-8 performs at most κ iterations. The second loop on Lines 5-8 performs at mostn iterations. The third loop on Lines 6-8 performs at most n 0 iterations. Inside the inner loop, Line 7 calls CheckSimplex(σ, v), which for dimension k, takes O(2 k (n 0 (n k−1 +d 5 +log n 0 )+Π)) time and uses 2 k −2 diagrams by Theorem 14. Thus, the algorithm takes O(κnn 0 2 κ (n 0 (n + d 5 + log n 0 ) + Π)) time and uses O(κnn 0 2 κ ) diagrams.
