We present a surprisingly simple approach to high-accuracy calculations of critical properties of the three-dimensional Ising model. The method uses a modified block-spin transformation with a tunable parameter to improve convergence in Monte Carlo renormalization group. The block-spin parameter must be tuned differently for different exponents to produce optimal convergence.
I. INTRODUCTION
The Monte Carlo renormalization group (MCRG) method is a systematic procedure for computing critical properties of lattice spin models [1, 2] . It has been shown to be both flexible and effective in the calculation of critical exponents, critical temperatures, and renormalized couplings constants [3] [4] [5] [6] [7] [8] [9] . A particularly interesting application of MCRG is the three-dimensional Ising model [10, 11] . This model has proven to be one of the most difficult to obtain accurate estimates for, because the approach to the fixed point is so slow. Attempts have been made to bring the fixed point closer to the nearest-neighbor model [12] , but these have been controversial [13] , and have not resulted in improved results.
The most encouraging result has been that of Blöte et al. [14] who used a three-parameter approximation to the fixed point, along with a modified majority rule for the RG transformation. We have discovered a particularly simple modification of this calculation, which simulates the nearest-neighbor critical point and optimizes the RG transformation for the even and odd exponents separately.
In the following sections, we recall the MCRG method, illustrate the slow convergence with the majority rule, and introduce a tunable RG transformation in section IV [14] . The improved convergence of the tuned RG transformation is then demonstrated in sections V through IX. Finally, we present our conclusions and discuss future work.
II. MCRG COMPUTATIONS
We consider the three-dimensional Ising model on a simple cubic lattice, of size N × N × N . The Hamiltonian is given by
where σ j = ±1, and the sum is over all nearest-neighbor pairs. The dimensionless coupling constant K includes the inverse temperature β = 1/k B T , so as to make the Boltzmann factor e H . We used Wolff algorithm [15] , to simulate the model at an inverse temperature of K c = 0.2216544 [16] . The renormalized configurations were obtained from these sets. For each configuration, the lattice was divided up into cubes, each containing eight sites, so that the scaling factor b = 2. We will denote this block of spins, as well as the renormalized spins associated with them by ℓ. A value of plus or minus one was assigned to each renormalized spin to represent the original spins in each cube. We used the ran2 random number generator from Numerical Recipes [17] . The lengths of the simulations we used are given in Table I . The renormalized configurations can be described by the set of (unknown) renormalized coupling constants, K (n) α . The subscript α denotes the type of coupling (nearest-neighbor, next-nearest-neighbor, fourspin, etc.). The nearest-neighbor coupling constant K defined earlier, is also denoted by K (0) nn . All other coupling constants at level n = 0 vanish.
To determine the critical exponents, we then wish to calculate the matrix of derivatives of the couplings at level n + 1 with respect to the couplings at level n.
This matrix of derivatives is then given by the solution of the equation
where
and
For our calculations we have included N e = 30 even and N o = 20 odd interactions. We have followed [18] , who calculated all 53 even and 46 odd interactions that fit in either a 3 × 3 square or a 2 × 2 × 2 cube of spins, and used their 34 first even operators (excluding the 25 th ,29 th ,31 st and the 32 nd ) and their first 20 odd operations. The eigenvalues of the T -matrix in Eq. (2) are found separately for the even and odd operators. The critical exponents are then obtained from the usual equations.
III. THE SLOW CONVERGENCE OF THE MAJORITY RULE
The usual majority rule performs very well for the twodimensional Ising model, which converges to the fixed point values of the exponents by the second iteration of the RG transformation [2] . For the three-dimensional Ising model, however, convergence is very slow, as shown in Table II . Reading across at each level n of RG iterations, the values of the approximations for y T 1 are quite consistent. There is no problem with finite-size effects on the RG trajectories, indicating that the range of the renormalized Hamiltonian is limited. However, even after five iterations of the renormalization group, the value of y T 1 does not seem to have converged. Anticipating our final result of y T 1 ≈ 1.591, Table II is very far from convergence. 
IV. TUNABLE BLOCK-SPIN TRANSFORMATION
Instead of using the usual majority rule, the renormalized spin was assigned a value according to the following probability [14] .
For w = ∞, this becomes identical to the majority rule. A special feature of the present calculation is that the RG transformation in Eq. (6) was optimized separately for the even and odd operators. The determination of the optimal value of the parameter w was also done much more carefully than in earlier work. The value of w was adjusted so that the largest eigenvalue (for the even and odd operators separately) was nearly constant for n > 1.
V. THE LARGEST EVEN EIGENVALUE EXPONENT, yT 1
The results for the largest even eigenvalue are given in Table III . By contrast to the slow convergence seen in Table II , the convergence is striking. For n = 1, the majority rule has y T 1 ≈ 1.422, changes to y T 1 ≈ 1.507 for n = 2, and increases to y T 1 ≈ 1.579 for n = 5. The tuned RG transformation in Table III starts with y T 1 ≈ 1.593 for n = 1, moves to y T 1 ≈ 1.592 for n = 2, and stays at y T 1 ≈ 1.591 for n = 3, 4, and 5. Our best estimate for the largest even eigenvalue is y T 1 = 1.591(1). Table IV shows the convergence of y H1 for the tuned renormalization group. Reading along the rows, we see that there is virtually no effect of the size of the lattice on the estimated values of y H1 . Only for a renormalized lattice of 4 × 4 × 4 can a decrease in the value of y H1 of about 0.00014 be seen. Neither is there a noticeable dependence on the number of operators for a given number of RG iterations n.
The first iteration of the renormalization group (n = 1) gives an estimate of about y H1 ≈ 2.5086. For n = 2, it has dropped slightly to y H1 ≈ 2.48507, and for n = 3, 4, and 5, it is y H1 ≈ 2.4829. Our best estimate is y H1 = 2.4829(2). Table V shows that estimates for the second even eigenvalue as a function of the number of RG iterations, n, and the size of the renormalized lattices. This eigenvalue is negative ("irrelevant"), and controls the leading corrections to scaling.
The second largest eigenvalues are naturally not as accurately determined as the largest. We need about 20 operators to see the asymptotic behavior. There is a slight trend for the values of y T 2 to increase in magnitude with an increasing number of RG iterations, suggesting that the asymptotic eigenvalue exponent is actually larger. Note that similar slow convergence for the calculation of y T 2 was already observed and reported by Baillie et al. [18] . Perhaps we can estimate y T 2 = −0.75(5) from the tables, but that might be overly optimistic.
The correction-to-scaling exponent is given by the ratio of ω = −y T 2 /y T 1 , so that we would estimate ω = 0.75/1.591 = 0.47(3). 
VIII. THE SECOND-LARGEST ODD EIGENVALUE EXPONENT, yH2
The second-largest odd eigenvalue exponent, like its counterpart in the two-dimensional Ising model, is positive ("relevant"). It has smaller statistical errors than its even counterpart, but it also shows a slightly slower convergence. As shown in Table VI , the first iteration of the RG transformation (n = 1) is 0.287(6), and therefore quite far from the best estimate. By n = 3 and greater, the value of the second odd eigenvalues has converged to about y H2 = 0.403(4).
IX. CONVERGENCE OF THE CORRELATION FUNCTIONS
Note that Blöte et al. were able to achieve improved convergence with w = 0.4 and a different Hamiltonian, which appeared to be closer to the fixed point [14] . Our results show that the improved convergence came primarily from the choice of RG transformation. Indeed, there is no evidence that the tuned RG transformation TABLE VI. The eigenvalue exponent yH2. The parameter w = 0.555, the tuned parameter for yH1. The simulations were the same as for yH1, which are given in Table IV brings the renormalized Hamiltonians closer to the fixed point. Apparently, the renormalization trajectory is such that even though it passes through points a significant distance from the fixed point, the convergence of y T 1 is very good.
The fact that the RG trajectory itself does not converge rapidly, can be seen in Table VII. This table is organized differently than the tables for the eigenvalue exponents. Rows correspond to equally-sized renormalized lattices, with the size indicated by the first column. The entries are the values of the corresponding correlation functions, divided by the size of the lattice, to facilitate comparisons. It can be seen that although the correlation functions are closer to each other when they correspond to more renormalization iterations, they have not converged for the RG iterations down to 4 3 . A comparison with the entries on the diagonal in Table III shows a relatively weak size effect for the eigenvalue exponent values. Table III and V, with the parameter w = 0.4314. (a=000-100; b=000-110; c=000-111; d=000-100-010-110 and e=000-100-010-001.) The results of our computations and a comparison with other works are shown in Table VIII . The agreement between the various methods is generally good, although some differences exist. Since we don't have estimates of the systematic errors in our results, we can't really say what the source of the differences are.
The most reliable of the estimates shown in Table VIII are those of Hasenbusch [19] . This was a very careful Monte Carlo finite-size study that included many effects of corrections to scaling to provide limits on the system-TABLE VIII. Estimates of the critical exponents and the eigenvalue exponents from several sources. Values that are marked with an asterisk are calculated to be consistent with the published exponents in the same source. For the last three columns, yT 1 and yH1 are obtained for the corresponding values of ν and η.
This work Ref. [14] Ref. [19] Ref. [20] Ref. [ (4) (12) .504 (6) atic errors. The largest discrepancies are between our estimate of ω and the estimates of Hasenbusch [19] and Guida and Zinn-Justin [20] . Our value, ω = 0.47(3) is substantially lower than the others. This could be partly due to the large fluctuations, but it could be that the estimates for y T 2 are not yet converged. Table V could be easily viewed as indicating that the absolute values of the estimates of y T 2 are still increasing with the iterations of the renormalization group. One possibility for improving the convergence is to optimize the RG parameter w separately for the eigenvalue exponent y T 2 . We are currently exploring this possibility.
The most obvious source of systematic error in our calculation of the largest eigenvalue exponents is the uncertainty of the value of the critical coupling that was used in the Monte Carlo simulation. The usual way to estimate the critical coupling from MCRG is to use the convergence of the renormalized correlation functions. Unfortunately, it is clear from Table VII that the convergence of the correlation functions for the tuned RG transformation is not sufficient for the purpose. It might be possible to do the calculation with the assistance of an extrapolation of the values, but it seems more promising to use the convergence of the eigenvalues. Preliminary calculations are very encouraging, but more work is needed.
