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Abstract—The problem of optimal placement of phasor mea-
surement units (PMUs) was first studied using graph theoretic
and mathematical programming methods. However, due to the in-
crease of renewable generations, PMUs may be required not only
in transmission networks, but also in sub-transmission, or even
distribution networks. Hence, the size of this PMU placement
problem will become too big for mathematical programming
approaches. As a result, in this paper, we investigated solving this
problem using a novel metaheuristic technique, called chemical
reaction optimization (CRO). CRO loosely mimics the interac-
tions between molecules in a chemical reaction process. Based
on the canonical CRO, we propose a simplified version of CRO
(SCRO) for the optimal PMU placement (OPP) problem. Both
canonical CRO and SCRO are tested on the full observability
of OPP in two scenarios, i.e., considering and not considering
zero injections. To investigate the effectiveness of the proposed
methods, we evaluate their performances in the IEEE 14-bus,
30-bus, 57-bus, 118-bus, and 300-bus standard systems as well
as a large-scale system with 1180 buses. Our simulation results
show that, compared with other deterministic and metaheuristc
algorithms, SCRO can find the optimal solutions in a shorter
time for small-scale systems, and a near-optimal solution within
a reasonable time even for a large-scale system.
I. INTRODUCTION
Assisted by global positioning systems (GPS), phasor mea-
surement units (PMUs) acquire time-synchronized phasor
measurement data for power system operations at high speed
and high accuracy [1], [2]. They have been proved capable
of significantly improving the performance of power system
monitoring, protection, and control [3], [4]. As a result, PMUs
are considered necessary components in smart grid.
In the wide-area monitoring paradigm, traditionally called
state estimation, a bus is called “observable” if its voltage
phasor can be measured or calculated. When a PMU is
installed on a bus, the voltage phasor at this bus and the
current phasors on all its branches are directly measured, with
which the voltage phasors of all its neighboring buses can be
calculated. This means that the installation of a PMU at one
bus makes that bus and all its neighboring ones observable.
The optimal PMU placement (OPP) problem determines the
optimal number of PMUs to be installed in a specific system
so that every bus in the system is observable, thus achieving
wide-area monitoring with full coverage.
The OPP problem has attracted many efforts in the liter-
ature. Systematic approaches, such binary integer linear pro-
gramming and integer linear programming have been proposed
to solve the OPP problem [5], [6]. However, since the OPP
problem is NP-complete [7], these approaches may take a
very long time to run in large-scale systems which consist
of thousands or even tens of thousands of buses. The situation
is further exacerbated when the OPP problem is extended
to address the issues of redundancy, partial observability,
existing power flow measurements, random branch outages,
random losses of PMUs, and bad data detection [8]–[11].
Graph theoretic and mathematical programming approaches
can solve such problems properly on small systems. However,
if the system size becomes large, these approaches may
never converge. As a result, a variety of meta-heuristics,
such as simulated annealing (SA) [12], differential evolution
(DE) [13], binary particle swarm optimization (BPSO) [14],
[15], integer quadratic programming (IQP) [16], and binary
search algorithm (BSA) [17], have been proposed in solving
OPP.
In this paper, we attack the OPP problem using a newly
developed optimization heuristic, known as chemical reaction
optimization (CRO) [18]. After some numerical tests, we have
discovered that CRO yields the same optimal solutions as
all existing approaches but requires far less execution time.
In addition, we have devised a simplified version of CRO,
called SCRO, that further reduces the execution time without
compromising the quality of the solutions.
The paper is organized as follows. Section II gives an intro-
duction to the formulation of the conventional OPP problem
and the extended version considering zero-injection effects.
Section III discusses the mechanisms of CRO. Numerical
results and discussions are discussed in Section IV, and Section
V concludes the paper.
II. OPTIMAL PMU PLACEMENT PROBLEM
As mentioned in Section I, the installation of a PMU at
one bus makes the bus itself as well as all its neighbor-
ing buses observable. Moreover, when zero injection buses,
namely, buses with no loads or generations connected, are
present in a power system, the number of PMUs needed to
achieve full observability can be further reduced [6], [19]. In
this section, we are going to give two formulations of the
OPP problem. The first formulation does not consider zero
injections, whereas the second one takes them into account.
A. Without Zero Injections
The conventional PMU placement problem for full observ-
ability without considering zero-injection effects is formulated
in such a way that, given a specific power system, we want
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Fig. 1. Six-bus system.
to minimize the total number of PMUs so that every bus in
the system is observable. Mathematically, the OPP problem is
formulated as follows:
min.
N∑
j=1
μj
s.t. μMN×N ≥ e. (1)
In the above formulation, N is an integer value indicat-
ing the number of buses in a given power system. μ =
(μ1, μ2, · · · , μN ) is the PMU installation status vector with
each of its elements, μj , indicating whether a PMU is installed
on Bus j, j = 1, 2, . . . , N . μj = 1 if a PMU is installed on
Bus j, and μj = 0 otherwise. MN×N is the connectivity
matrix of a given power system. An element, mi,j , where
i, j = 1, 2, . . . , N , of MN×N equals to 1 if i = j or Bus
i and Bus j are directly connected, and mi,j = 0 otherwise.
e = (1, 1, · · · , 1) is the unit vector with N elements.
To illustrate this formulation, we refer to the simple six-bus
system in Fig. 1. Given this six-bus system, we shall construct
the connectivity matrix M6×6 as:
M6×6 =
⎡
⎢⎢⎢⎢⎢⎣
1 1 1 0 1 1
1 1 1 0 0 0
1 1 1 1 0 0
0 0 1 1 0 1
1 0 0 0 1 0
1 0 0 1 0 1
⎤
⎥⎥⎥⎥⎥⎦
. (2)
In this simple case, it is easy to see that at least two PMUs
are needed so as to make the system observable. One possible
solution is to place one PMU at Bus 1 and one at Bus 4. By
applying this formulation to this six-bus system, one of the
solutions is μ = (1, 0, 0, 1, 0, 0).
B. With Zero Injections
When zero injections are considered in the process of PMU
placement, the number of PMUs needed for full system ob-
servability can be reduced. To illustrate this with the example
shown in Fig. 1, suppose that Bus 3 is a zero injection bus.
There is only one PMU needed to be placed at Bus 1 for full
observability. When a PMU is installed at Bus 1, the voltage
phasors at Buses 2 and 3, namely, V 2 and V 3, together with
the current phasor between Buses 1 and 3, I1,3, are known.
By Ohm’s Law, the current phasor between Buses 2 and 3,
I2,3, is solvable. Since Bus 3 is a zero injection bus, applying
Kirchhoff’s Current Law (KCL), we have:
I1,3 + I2,3 + I3,4 = 0. (3)
Thus, I3,4 is solvable, making Bus 4 observable. Hence, the
entire system becomes observable.
To model zero injections in the OPP problem, we follow a
similar approach as in [19], and the problem becomes:
min.
N∑
j=1
μj
s.t.
{
μMN×N ≥ ν
miν ≥‖ mi ‖1 −1, ∀i ∈ Υ. (4)
In this formulation, ν = (ν1, ν2, · · · , νN )T is the zero
injection indicator vector of the system, where νi = 1 if Bus
i is neither a zero injection bus nor is adjacent to such buses,
and remains a variable to be solved otherwise. When νi is a
variable, νi is either zero or one. Υ is the set containing all
i’s such that νi is a variable. mi is the vector representing the
ith row of MN×N , and ‖ mi ‖1 is the 1-norm of mi.
It is worth noting that (4) only deals with isolated zero
injection buses. In other words, we make use of the existence
of the zero injection buses to reduce the number of PMUs
needed when they are adjacent to at most one, including
itself, zero injection bus. This is because, although zero
injection buses help build up the full system observability, the
reduction of the number of PMUs installed will compromise
the reliability of the system. Let us illustrate this with (3).
We see that I3,4 is only solvable when the values of both
I1,3 and I2,3 are available. This means that, if any one of the
phasor measurements at Buses 1, 2, and 3 are lost, the voltage
phasor at Bus 4 becomes unavailable. Similarly, when a zero
injection bus has a neighboring zero injection bus and we take
advantage of them to reduce the number of PMUs needed, the
losses of measurements at any adjacent buses make the entire
zero injection cluster unobserved.
III. CHEMICAL REACTION OPTIMIZATION
CRO, introduced by Lam and Li [18], is a population-based
metaheuristic method for solving optimization problems. In
this section, we first give a brief overview of the canonical
CRO. Then, based on the canonical one, we propose a sim-
plified variant of CRO, called SCRO.
A. Canonical CRO
In a chemical reaction, the reactants interact with each
other and produce the resultants. Microscopically, molecules
continuously collide with each other and change structure in
an attempt to reach the state with the lowest free energy. A
reaction completes when this state is reached, where molecules
become stable. CRO, a novel metaheuristic, is based on the
aforementioned course of events in a chemical reaction.
In CRO, the manipulated agents are the molecules, each
of which has six attributes, i.e., the molecular structure,
potential energy (PE), kinetic energy (KE), number of hits,
minimum hit number, and minimum value. By analogy with
the optimization problem, a molecular structure corresponds
to a possible solution and PE is the corresponding objective
function value. Let ω and C be the molecular structure and
objective function, respectively. We have PEω = C(ω).
Meanwhile, a molecule’s KE stands for its activity. In par-
ticular, consider that ω tries to become ω′, we accept this
change if PEω + KEω ≥ PEω′ is satisfied. Therefore, a
large enough KE allows the transformation of a molecule from
a lower energy state to one with a higher energy state, and, in
some sense, can be considered as the ability of the molecule
to jump out of a local optimum. Two variables, namely, the
number of hits and the minimum hit number are employed
to determine the choice of decomposition (one of the four
elementary reactions, which are to be explained next). The
former counts the number of hits that a molecule undergoes,
while the latter records the hit once CRO generates a better
solution. Moreover, the minimum value is the best objective
function value found by a specific molecule.
On the other hand, CRO is driven by four elementary re-
actions, namely, on-wall ineffective collision, decomposition,
inter-molecular ineffective collision, and synthesis. They are
supposed to happen in a closed container. Meanwhile, there is
a central energy buffer (buffer), which can release its energy
to support the reactions or absorb the excess energy from
molecules. However, according to the law of the conservation
of energy, the total energy of the system1 remains constant
in the whole process. The four elementary reactions provide
the basic guidance on how to generate new solutions and
distribute the energy among molecules and buffer. They are
briefly illustrated as follows. Interested readers may refer to
[18] for a more detailed description.
• On-wall ineffective collision: It happens when one
molecule collides with the wall and attempts to transform
into a new molecule. If the new molecule is accepted, a
portion of energy from the molecule would be transferred
to buffer. Usually, this collision accounts for searching the
neighborhoods of the solution space associated with the
participated molecule. This is considered a mild process
and does not trigger rigorous molecular structure changes.
• Decomposition: It decomposes one molecule to several
(assuming two here). It also happens when the molecule
bumps the wall of the container. However, contrary to the
energy transfer in an on-wall ineffective collision, buffer
here is used to support the collision. In other words, the
newly generated molecules may gain some energy from
buffer. Furthermore, decomposition is more vigorous and
it explores the solution space remote from that of the
original molecule.
• Inter-molecular ineffective collision: It refers to the pro-
cess in which more than one molecule (also assume two)
take part in the collision. Nonetheless, the number of
molecules remains the same (two) after the collision. It
is worth noting that buffer does not play a role in this
collision as molecules only interact with each other. Sim-
ilar to the on-wall ineffective collision, inter-molecular
ineffective collision also focuses on the neighborhoods
of the solution space of the original molecules.
• Synthesis: It combines several molecules (also assume
two) into one when they collide. There is no energy ex-
1The total energy of the system is defined as the sum of all PEs and KEs
of all molecules and buffer in the closed container.
change between molecules and buffer. Synthesis explores
the solution space remote from the original molecules.
To facilitate the operation of CRO, operators, which trans-
form a solution (molecule) to another solution, are designed.
There are many ways to design the operators for each reaction.
Consider the similarity between OPP and the grid scheduling
problem [20]. In this paper, we adopt the operators used in the
vector-based representation [20] for the canonical CRO. That
is, a one-resource change operator is used for on-wall ineffec-
tive collision, a pair-wise exchange operator for two molecule
ineffective collision, a one-position exchange operator for
synthesis, and a half-random operator for decomposition.
The basic procedure of the canonical CRO is shown as
follows:
1) Define appropriate values for MoleColl, KELossRate,
population size, α, and β. These are system parameters
controlled by the user. MoleColl is a value chosen
from [0, 1], and it is used to decide whether the col-
lision is uni-molecular or inter-molecular. KELossRate
is employed to limit the maximum percentage of KE
released to buffer in an on-wall ineffective collision. α
and β are parameters for decomposition and synthesis,
respectively.
2) Initialize the population. Particularly, the initial solutions
are randomly generated when we solve OPP with the
canonical CRO.
3) Randomly choose γ from [0, 1] and compare it with
MoleColl. If γ > MoleColl, go to Step 4; otherwise,
go to Step 7.
4) Select a molecule randomly from the population. If
(number of hits − minimum hit number) < α, go to
Step 5; otherwise, go to Step 6.
5) Attempt an on-wall ineffective collision, and go to Step
10.
6) Attempt a decomposition, and go to Step 10.
7) Choose two molecules (ω1 and ω2) randomly from the
population. If KEω1 > β or KEω2 > β, go to Step 8;
otherwise, go to Step 9.
8) Attempt an inter-molecular ineffective collision, and go
to Step 10.
9) Attempt a synthesis, and go to Step 10.
10) Update the molecules with the corresponding attributes
and buffer if the collision is triggered.
11) If the termination criterion is not yet met, go to Step 3;
otherwise, output the best results.
B. SCRO: A Variant of CRO
With its flexible structure, CRO can be easily tailored to
fit a specific optimization problem. To improve the efficiency
of canonical CRO on OPP, we introduce a variant of CRO,
i.e., SCRO. Compared with the canonical CRO that maintains
four elementary reactions, SCRO takes only one reaction,
namely, on-wall ineffective collision. As aforementioned, a
certain portion of energy is transferred from a molecule to
buffer for each on-wall ineffective collision. Gradually, KE of
a molecule decreases while the energy maintained in buffer
rises, causing the molecule to get trapped in a local optimum.
To avoid this situation and enable the algorithm to achieve
the global optimum, we adopt a mechanism named energy
regain. It means that a molecule can occasionally absorb the
energy from buffer. In particular, when (number of hits −
minimum hit number) ≥ κ, a molecule gains δ (≤ buffer)
units of KE from buffer, where κ determines the frequency
for the molecule to gain the energy. κ and δ are parameters
defined by users.
Fig. 2. Flowchart of SCRO.
The flowchart of SCRO is presented in Fig. 2. As there are
no interactions among molecules in SCRO, without loss of
generality, we start the algorithm with just one molecule. If the
molecule cannot find a better solution for a certain amount of
time, the mechanism of energy regain is triggered. This leads
to a vigorous molecule, which can jump out of a local optimum
and search a wide area of the solution space. Furthermore,
SCRO has a very simple structure. It requires fewer parameters
than the canonical CRO. Indeed, SCRO adapts well to OPP, as
is demonstrated by the numerical results shown in Section IV.
Note that the operators used in on-wall ineffective collision of
SCRO is similar to that of the canonical CRO.
IV. NUMERICAL RESULTS
In this section, we first describe the cost functions for the
canonical CRO and SCRO, respectively. Then, the simulation
environment as well as the algorithm parameters are presented.
Finally, we compare the performance of the canonical CRO
and SCRO with that of the existing algorithms in cases with
and without zero injections.
A. Cost Function
In the canonical CRO, the operators of decomposition and
synthesis may produce infeasible solutions, which violate the
constraint in (1). Thus, we reformulate the cost function as
follows:
min. C(μ) =
N∑
j=1
μj + λΦ(μ), (5)
where λ is the penalty parameter and Φ(•) is the counting
function that counts the number of violations in the inequality
in (1). Generally speaking, the algorithm works for any λ  1.
However, in order to ensure full observability, it is advised to
let λ attain higher values. In our simulation, we set λ = 1000.
Note that adding the constraint as a penalty term in the
objective function is a two-edged sword. The benefit is that we
do not need to prune the infeasible solutions generated during
the optimization process. Moreover, the infeasible solutions
may help the molecules jump out of the local optima. However,
it may lower the efficiency of the algorithm due to useless
search in the infeasible solution space. SCRO, which considers
the on-wall ineffective collisions only, can be easily designed
to always produce feasible solutions. Therefore, we adopt the
operator, which generates feasible solutions only, for SCRO in
the scenario without zero injections. As the constraints become
more complicated in the scenario with zero injections, we
introduce the penalty mechanism as shown in (5) for SCRO.
B. Simulation Setup
The proposed algorithms, namely the canonical CRO and
SCRO, are applied to the IEEE 14-bus, 30-bus, 57-bus, 118-
bus, and 300-bus systems. To test the scalability of our
methods, a large-scale system with 1180 buses is constructed
by concatenating ten IEEE 118-bus systems, each denoted by
Si, i = 1, . . . , 10. The construction process is as follows:
1) Four sets of buses, each consisting of 21 distinct buses,
are named as left, right, up and down subsets of the
118-bus system.
2) Each of the 21 buses of the right subset of Si is
connected to a different bus of the left subset of Si+1,
i = 1, . . . , 9.
3) A connection is created from each of the left, right,
up, and down subsets of Si to Si+j , i = 1, . . . , 8,
j = 2, . . . , (10− i).
By constructing the 1180-bus system using the above method,
the resulting “sparsity” is approximately half as that of the
118-bus system.
The parameters of the algorithm are listed in Table I,
where N represents the number of buses. In addition, for all
systems except the one with 1180 buses, we choose 1000 N
iterations as the stopping criterion. Whereas for the 1180-bus
system, 15000 N is adopted as the stopping criterion. Since
both canonical CRO and SCRO are stochastic algorithms, we
perform 30 runs for each experiment. The canonical CRO
and SCRO are programmed in C++ and the simulation is
performed in a computer with an Intel Core Duo 2.66 Hz
CPU and 2 GB RAM.
C. Results and Discussion
1) Without Zero Injections: Table II shows the best results,
i.e., the minimum number of PMUs, found by each algorithm.
Note that the algorithm named ILP (Lingo) is an integer
linear program coded by us and run on Lingo. From Table
II, it can be observed that all algorithms are able to find
the minimum number of PMUs in cases they have been
applied to. However, it is worth mentioning that, excluding
our algorithms (i.e., CRO, SCRO, and ILP (Lingo)), only
IQP has be applied to the IEEE 118-bus system. In other
words, all other algorithms have only been tested on small-
scale bus systems, i.e., IEEE 14-bus, 30-bus, and 57-bus cases.
TABLE I
PARAMETERS FOR CANONICAL CRO AND SCRO
Parameter Value
Initial population size 1
KELossRate 0.8
Canonical MoleColl 0.2
CRO α 100 N
β 2
Initial KE Initial PEa
Initial population size 1
KELossRate 0.8
SCRO α 100 N
Initial KE N−initial PE
a The initial PE equals to the objective function value
of the initial solution.
TABLE II
NUMBER OF PMUS FOUND BY DIFFERENT ALGORITHMS FOR SCENARIOS
WITHOUT ZERO INJECTIONS
Algorithm 14- 30- 57- 118- 300- 1180-
bus bus bus bus bus bus
BPSO [14] 4 10 – – – –
BPSO [15] 4 – 17 – – –
BSA [17] 4 10 – – – –
CRO 4 10 17 32 87 181
DE [13] 4 10 17 – – –
ILP (Lingo) 4 10 17 32 87 ×a
ILP [6] 4 10 17 – – –
IQP [16] 4 10 17 32 – –
SCRO 4 10 17 32 87 181
a It indicates that the specific algorithm cannot find a solution
in a reasonable period of time.
It is relatively easy for the algorithms to identify the global
optimum in such small-scale systems due to the relatively
simple solution spaces. Nevertheless, a real power network
system can be much larger and more complicated, and it can
have much more than 118 buses. Thus, we also implement our
algorithms on the 300-bus and 1180-bus systems. All CRO,
SCRO, and ILP (Lingo) find the optimal value of 87, which
is the minimum required number of PMUs for the 300-bus
system. However, the execution times of the three algorithms
are different, i.e., 3.1 seconds for CRO, 1.1 seconds for SCRO,
and 3.3 seconds for ILP (Lingo). In the case of 1180-bus,
the minimum number of PMUs found by CRO and SCRO is
181. Their corresponding execution times are 1960 and 631
seconds, respectively. In fact, we also run ILP (Lingo) for the
largest case but it does not give a solution even after 48 hours.
Therefore, it can be concluded that SCRO is an efficient tool
for solving OPP without zero injections. Table III gives the
possible optimal PMU placements obtained by SCRO for all
IEEE standard cases. For completeness, we also exhibit the
averages and standard deviations of the number of PMUs and
the execution times for CRO and SCRO in Table IV. It can
be observed that SCRO is superior to CRO with respect to the
quality of the solution and the execution time.
TABLE III
OPTIMAL PMU PLACEMENTS OBTAINED BY SCRO WITHOUT ZERO
INJECTIONS
Test System PMU Placement (Bus No.)
14-bus 2 6 7 9
30-bus 2 4 6 9 10 12 19 23 25 29
57-bus 1 4 9 20 24 25 28 29 32 36 38 41 44 46 51 54 57
118-bus 2 5 9 12 15 17 21 25 29 34 37 42 45 49 53 56 62
63 68 70 71 75 77 80 85 86 91 94 102 105 110 114
1 2 3 11 12 15 17 20 23 24 26 33 35 39 43 44 49 55
57 61 62 63 70 71 72 74 77 78 81 86 97 98 104 105
108 109 114 119 120 122 130 132 133 134 137 139 140
300-bus 143 153 154 159 160 164 166 173 178 181 184 194 198
204 208 210 211 214 217 223 225 229 231 232 234 237
238 240 243 245 249 251 252 253 254 256 257 258 259
261
TABLE IV
AVERAGE AND STANDARD DEVIATION VALUES FOR CRO AND SCRO
WITHOUT ZERO INJECTIONS
Number of 14- 30- 57- 118- 300- 1180-
PMUs bus bus bus bus bus bus
CRO (Avg) 4 10 17 32.23 87.63 183.53
SCRO (Avg) 4 10 17 32.03 87.00 182.57
CRO (SD) 0 0 0 0.50 0.56 2.13
SCRO (SD) 0 0 0 0.18 0 0.63
Execution 14- 30- 57- 118- 300- 1180-
time (s) bus bus bus bus bus bus
CRO (Avg) 0.005 0.041 0.126 0.531 3.067 1960.41
SCRO (Avg) 0.005 0.019 0.058 0.189 1.090 631.43
CRO (SD) 0.007 0.008 0.012 0.035 0.041 115.82
SCRO (SD) 0.007 0.006 0.007 0.006 0.018 0.78
2) With Zero Injections: Table V lists the minimum re-
quired number of PMUs given by each algorithm considering
zero injections. The case of IEEE 300-bus is excluded here due
to the lack of information on zero injections. Not surprisingly,
all algorithms can find the optimum solution in cases of the
IEEE 14-bus, 30-bus, 57-bus, and 118-bus systems. Together
with the results from not considering zero injections, it can be
observed that all methods are capable of finding the optimum
solutions in small systems. Again, ILP (Lingo) cannot obtain
a solution within 48 hours for the case with 1180 buses,
while both SCRO and CRO give 144 as the required minimum
number of PMUs, and their execution times are 466 and 931
seconds, respectively. Thus, we have demonstrated that SCRO
is efficient for handling OPP with zero injections in terms of
the quality of solution and the execution time. On the other
hand, the presence of zero injections can actually reduce the
number of PMUs used, which can be inferred by comparing
Tables II and V. However, this benefit is gained by sacrificing
the reliability of the system. Furthermore, we give the possible
optimal placements of PMUs found by SCRO in Table VI. The
averages and standard deviations of the number of PMUs and
the execution times for CRO and SCRO are also presented in
Table VII for reference.
TABLE V
NUMBER OF PMUS FOUND BY DIFFERENT ALGORITHMS FOR SCENARIOS
WITH ZERO INJECTIONS
Algorithm 14- 30- 57- 118- 1180-
bus bus bus bus bus
CRO 3 7 14 29 144
ILP (Lingo) 3 7 14 29 ×a
ILP [19] 3 – 14 29 –
SCRO 3 7 14 29 144
a It indicates that the specific algorithm cannot find
a solution in a reasonable period of time.
TABLE VI
OPTIMAL PMU PLACEMENTS OBTAINED BY SCRO WITH ZERO
INJECTIONS
Test System PMU Placement (Bus No.)
14-bus 2 6 9
30-bus 1 7 10 12 19 23 27
57-bus 1 4 9 19 24 25 29 32 37 38 47 50 53 56
118-bus 2 4 9 12 15 17 20 23 28 34 40 45 49 52 56 62
65 72 75 77 80 85 86 90 94 102 105 110 115
TABLE VII
AVERAGE AND STANDARD DEVIATION VALUES FOR CRO AND SCRO
WITH ZERO INJECTIONS
Number of 14- 30- 57- 118- 1180-
PMUs bus bus bus bus bus
CRO (Avg) 3 7 14 29.20 145.77
SCRO (Avg) 3 7 14 29.20 144.77
CRO (SD) 0 0 0 0.48 1.14
SCRO (SD) 0 0 0 0.41 0.60
Execution 14- 30- 57- 118- 1180-
time (s) bus bus bus bus bus
CRO (Avg) 0.012 0.042 0.129 0.450 931.49
SCRO (Avg) 0.012 0.038 0.132 0.440 465.98
CRO (SD) 0.007 0.007 0.008 0.010 4.88
SCRO (SD) 0.007 0.008 0.008 0.005 2.03
V. CONCLUSION
In this paper, we present the application of two versions of
chemical reaction optimization (CRO), namely, the canonical
CRO and a simplified version of CRO (SCRO), to the OPP
problem. SCRO is developed based on the canonical CRO but
it implements only on-wall ineffective collision and allows
energy regain from buffer. Not only can such simple structure
of SCRO make it easy to implement, but also enhances its
efficiency in solving OPP. We also compare the canonical CRO
and SCRO with the published results obtained by using other
algorithms on systems of different sizes. The numerical results
demonstrate that SCRO is a competitive tool in handling OPP
with or without zero injections. In particular, SCRO is capable
of solving large-scale systems, which cannot be solved by
integer linear programming (ILP) in a reasonable amount of
time.
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