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Abstract
Riblet films are a passive method of turbulent boundary layer control that can reduce
viscous drag. They have been studied with great detail for over 30 years. Although common
riblet applications include flows with Adverse Pressure Gradients (APG), nearly all research
thus far has been performed in channel flows. Recent research has provided motivation to
study riblets in more complicated turbulent flows with claims that riblet drag reduction
can double in mild APG common to airfoils at moderate angles of attack. Therefore, in
this study, we compare drag reduction by scalloped riblet films between riblets in a zero
pressure gradient and those in a mild APG using high-resolution large eddy simulations.
In order to gain a fundamental understanding of the relationship between drag reduction
and pressure gradient, we simulated several different riblet sizes that encompassed a broad
range of s+ (riblet width in wall units), similarly to many experimental studies. We found
that there was only a slight improvement in drag reduction for riblets in the mild APG.
We also observed that peak values of streamwise turbulence intensity, turbulent kinetic
energy, and streamwise vorticity scale with riblet width. Primary Reynolds shear stresses
and turbulence kinetic energy production however scale with the ability of the riblet to
reduce skin-friction.
Another turbulent roughness of similar shape and size to riblets is sharkskin. The
hydrodynamic function of sharkskin has been under investigation for the past 30 years.
Current literature conflicts on whether sharkskin is able to reduce skin friction similarly to
riblets. To contribute insights toward reconciling these conflicting views, Direct Numerical
Simulations (DNS) are carried out to obtain detailed flow fields around realistic denticles.
A sharp interface immersed boundary method is employed to simulate two arrangements
of actual sharkskin denticles (from Isurus oxyrinchus) in a turbulent boundary layer at
Reτ ≈ 180. For comparison, turbulent flow over drag-reducing scalloped riblets is also
simulated with similar flow conditions and with the same numerical method. Although
the denticles resemble riblets, both sharkskin arrangements increase total drag by 44-50%,
while the riblets reduce drag by 5%. Analysis of the simulated flow fields shows that the
turbulent flow around denticles is highly three-dimensional and separated, with 25% of
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the total drag being form drag. The complex three-dimensional shape of the denticles
gives rise to a mean flow dominated by strong secondary flows in sharp contrast with the
mean flow generated by riblets, which is largely two-dimensional. The so resulting three-
dimensionality of sharkskin flows leads to an increase in the magnitude of the turbulence
statistics near the denticles, which further contributes to increasing the total drag. The
simulations also show that, at least for the simulated arrangements, sharkskin, in sharp
contrast with drag-reducing riblets, is unable to isolate high shear stress near denticle ridges
causing a significant portion of the denticle surface to be exposed to high mean shear.
Lastly, it has been theorized that sharkskin might act similarly to vortex generators and
prevent separation. In order to test this theory, we have conducted simulations with and
without sharkskin upstream of a steady separation bubble. Using large eddy simulation,
our study shows that sharkskin worsened the weak separation region and enlarged the sep-
aration bubble’s boundaries. The cause was shown to originate due to the denticles acting
as blockages, rather than vortex generators. In fact, our results showed that separation
occurred just after the second row of denticles and that the turbulent flow was unable to
recover its lost momentum. Streamwise turbulence intensities were decreased compared to
the baseline case. Finally, in the present case, the sharkskin induced reversed flow within
the denticles–something that was not observed with sharkskin in channel flow.
v
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Chapter 1
Literature Review
Most practical fluid flows are exposed to roughness. Roughness can vary in size and
shape and depending upon these parameters, can have a profound effect on the boundary
layer and the friction induced due to the no-slip boundary condition. Early investigations
concerning roughness seems to be motivated by friction losses in pipe flows. Pioneers in
pressure losses in pipes include Hagen [19], Darcy [20], and Weisbach [21]. Fittingly, today’s
fluid mechanists are familiar with the Darcy-Weisbach equation for pipe flow resistance and
the Darcy friction factor. Of particular importance, is the work of Nikuradse [1]. Nikuradse
systematically correlated the Darcy friction factor, f , with Reynolds numbers, Re, for a
wide variety of roughness sizes. He accomplished this by gluing different sized sand grains
onto pipe walls, then measuring the pressure losses and corresponding flow rates. His
results, seen in Figure 1.1 show some important physical insights.
The first insight is that roughness doesn’t have an affect on laminar boundary layer
friction, i.e., Darcy friction factors depend solely on the Reynolds number. The second is
that for each roughness height, there exists a region where friction factor is insensitive to
changes in Reynolds number. Roughness in this region are said to be in a ’fully rough’
flow. Third, there is a transitional region in which the friction factor is neither insensitive
to roughness height or Reynolds number (transitional roughness). This has led to the
following roughness classifications:
u∗
ν < 5: hydraulically smooth roughness
5 ≤ u∗ν ≥ 70: transitional roughness
1
2Figure 1.1: Experimental data from Nikuradse [1]. This plot shows the relationship between
Darcy friction factor (vertical axis) and Reynolds number (horizontal axis).
u∗
ν > 70: fully rough flow
Perhaps even more well known than Nikuradse’s results is the Moody diagram, which
is essentially a plot of the work by Colebrook [22] to fully describe the relationship among
friction factor, Reynolds number, and roughness size. Now, all this has been said to provide
historical background and to relay an important point: roughness typically increases the
friction factor, or at least the work of Nikuradse [1] has set such a trend. In fact, roughness
nearly always augments drag in turbulent flows. Increased drag is a result of an increased
wetted surface area, induced turbulent mixing, and additional form drag. However, it is
possible that roughness can be used to actually reduce drag–and that is the primary subject
of this dissertation.
In the following sections, past works concerning riblets (a drag reducing roughness) are
reviewed. Mechanisms of drag reduction by riblets will be summarized. These sections are
followed by a literature review concerning sharkskin (a roughness that resembles riblets).
Finally, the objectives of the present research are presented.
31.1 Riblets in Turbulent Flows
The following sections detail past experimental and computational studies concerning ri-
blets. Their inception, performance, mechanisms of drag reduction/augmentation, and
application are described.
1.1.1 Background
Riblets are micro-grooved structures that are aligned in the primary direction of a turbulent
flow. If sized and shaped correctly, riblets can reduce skin-friction drag by as much as
10%. Riblets were first conceived in the mid 1970s during a time of increasing energy
costs. According to Walsh [23], R.L. Ash initially proposed the idea that streamwise fences
could modify the boundary layer to reduce skin friction in 1976. The idea that near-wall
coherent structures within the turbulent boundary layer could be modified to achieve drag
reduction was likely influenced by the pioneering works of Kline et al. [24] and Brown &
Roshko [25]. Riblet drag reduction, %DR is defined as follows:
%DR = 100× Friblet − Fbaseline
Fbaseline
(1.1)
In the above equation, the viscous force on the riblets is denoted by Friblet and the baseline
skin-friction, Fbaseline is the force on a surface without riblets.
Walsh [26], [27] pioneered the study of riblet performance and optimization in the early
1980s. He created a database of experimental results for several types of two-dimensional
geometries, similar to those seen in Figure 1.2. Using a wind tunnel and a drag bal-
ance, Walsh [27] measured the drag reduction/augmentation and related it to characteris-
tic lengths of the particular riblet geometry. Two of the most common lengths are h and
s, and are defined in Figure 1.3. He found that the drag reduction/augmentation among
different riblet shapes scaled well on the relationship between the riblet geometry and the
flow condition to which they were subjected. Therefore, drag reduction is commonly plot-
ted as a function of riblet height and width (plotted in wall coordinates), h+ and s+ , as
defined in Equations 1.2 and 1.3. Although the optimum width for drag reduction varies
with shape, in general, riblets achieve maximum drag reduction at a size near s+ ≈ 15.
4Figure 1.2: Common riblet geometries.
Figure 1.3: Riblet characteristic lengths: width, s and height h.
h+ = hwτ0/ν (1.2)
s+ = hwτ0/ν (1.3)
In these equations, wτ0 =
√
τ0/ρ and τ0 is the shear stress on a reference surface (i.e.,
a surface without riblets). It shouldn’t be all that surprising that s+ is a good non-
dimensional scaling variable, as it is essentially a local (i.e., near-riblet) Reynolds number.
Walsh [27] obtained a maximum drag reduction of 8% with two different geometries: 1)
a v-groove riblet with h+ = 12, s+ = 12 and 2) a sharp-peaked scalloped geometry with
h+ = 8, s+ = 16. Note how small the riblet structures are; just 8 to 16 wall units in
length. More recently, Garcia-Mayoral & Jimenez [28] have shown that best scaling among
riblet geometries occurs with the characteristic length, l+, where l =
√
Acs and Acs is the
cross-sectional wetted area.
Figure 1.4 is a common plotting technique used to display the correlation between drag
reduction and characteristic length. The vertical axis is the percentage of drag reduction
5between the tested riblet geometry and a baseline smooth surface.
Figure 1.4: Riblet performance curve for v-groove type riblets. Experimental measurements
from Bechert et al. [2].
Independent laboratories have added to Walsh’s [27] database. Reidy et al. [29] used a
water tunnel with a zero pressure gradient boundary layer in conjunction with laser Doppler
velocimetry to measure a maximum drag reduction of 8.1% with a v-groove riblet with
h+ =, s+ = 13. Bechert et al. [2] added several riblet performance curves to the literature
by testing v-groove, scalloped, and blade shaped riblets in an oil-channel using a drag
balance. He determined that the optimal riblet has a blade shape by testing progressively
thinner trapezoidal riblets like those seen in Figure 1.2. Their corresponding curves are
seen in Figure 1.5. The maximum drag reduction achieved with the blade riblet was
approximately 10%, which occurred at h/s = 0.5 and s+ = 16. Concerning riblets in
zero pressure gradients or turbulent channel flow, 10% drag reduction is the largest value
reported in the literature, aside from that of Coustols [30], whose measurements do not
follow the dominant trends set by Walsh [27] or Bechert et al. [2].
Other than riblet cross-section shape, there are two more riblet geometric properties
that are of importance. The first is the parameter, h/s, or the height to width ratio.
Bechert et al. [2] tested a variety of ratios as seen in Figure 1.6 for the blade riblet. With
this experimental data, it is apparent that h/s = 0.5 achieves the greatest drag reduction.
There is another trend seen in Figure 1.6, and that is the breadth of the drag-reducing
6Figure 1.5: Optimization of riblet drag reduction, from v-groove to blade shaped riblets.
Experimental measurements from Bechert et al. [2]
region. For example, if an application’s wτ0 is near-constant in time, an engineer might be
comfortable in choosing h/s = 0.5 from Figure 1.6 in order to optimize for maximum drag
reduction. However, if wτ0 is known to be unsteady over a certain range, then choosing
h/s = 0.3 might be a better choice, because the breadth of maximum drag reduction for
h/s = 0.3 is greater than that of h/s = 0.5.
The last geometric parameter of importance is the ratio t/s, or the riblet tip thickness
to width ratio. Again, referencing Bechert et al. [2], we see a trend develop in Figure
1.7. As t/s decreases, %DR increases. Unfortunately, this is more of a qualitative trend
(rather than quantitative) due to the author’s experimental apparatus. Apparently, the
device that altered t/s leaked and did not fully align with the mean flow. After improving
alignment and leakage, Bechert et al. [2] saw an improvement in %DR. In other words,
although there is evidence that t/s = 0.02 is an optimal ratio, due to the experimental
ambiguity, it is just thought that as t/s decreases, %DR increases.
7Figure 1.6: Optimization of riblet drag reduction at different h/s ratios for a blade-shaped
riblet. Experimental measurements from Bechert et al. [2].
1.1.2 Drag Reduction Mechanisms
This foundation of previous work allows us to examine three distinct regions of a riblet
performance curve, which are highlighted in Figure 1.8. The first section is called the
viscous region and includes riblets that are nearly fully submerged in the viscous sublayer
(almost hydrodynamically smooth). In this region, drag reduction scales linearly with
increasing characteristic length. Luchini et al. [3] elucidated the viscous region in 1991.
Realizing that the two-dimensional linear Stokes equations govern the flow within the fully
submerged riblets, the authors found that riblets impeded cross-flow (spanwise) more that
streamwise flow. Because of the no-slip condition, a shear flow exists near the riblet surface,
just like that seen on a flat plate, and therefore, a riblet surface can be represented as a
flat plate whose origin is somewhere inside the riblet. This virtual origin can be defined for
both streamwise and spanwise velocities. The major finding of Luchini et al. [3] was that
the virtual origin for the spanwise flow was deeper in the riblet than that of the streamwise
virtual origin. The difference between these two origins is termed the protrusion height.
Luchini et al. [3] argued that a larger protrusion height corresponded to a greater resistance
to cross-flow. If cross-flow is hindered, the flow is less susceptible to secondary motion,
which could otherwise increase shear by turbulent mixing. Bechert et al. [2] took this
physical insight and used Prandtl’s law of friction (for a smooth pipe) and the logarithmic
portion for the law of the wall and developed Equation 1.4. This equation is plotted in
8Figure 1.7: Optimization of riblet drag reduction at different t/s ratios for a blade-shaped
riblet. Experimental measurements from Bechert et al. [2].
Figure 1.8 as the red dashed line.
In Equation 1.4, ∆h corresponds to the protrusion height. As mentioned, this protru-
sion height is geometry dependent, and so must be calculated for a particular type of riblet.
In Luchini et al. [3], the authors presented protrusion heights for a variety of shapes, as
seen in Figure 1.9. Evidence that the ideal riblet is a blade shape can be seen from Figure
1.9. As the tip geometries become steeper, ∆h/s increases over the optimal range of h/s.
Again, physically this means that the steeper the tip angle, the greater the impediment to
secondary flow.
∆τ
τ0
=
0.785∆h+
(2cf )−1/2 + 1.25
(1.4)
The second region of the performance curve (as seen in Figure 1.8) is the breakdown, or
optimal, region. As riblets increase in size, they no longer just affect the viscous sublayer.
Garcia-Mayoral & Jimenez [28] shed light on this region via successive Direct Numerical
Simulations (DNS) of simple blade riblets. The authors determined that the breakdown is
associated with spanwise vortices that appeared over the riblet surface. These rollers have
a diameter around 150 wall units and are formed by a Kelvin-Helmholtz type instability
of the mean streamwise velocity profile. Without transpiration (i.e., the no-slip condition)
the viscous sublayer is stable and the instability isnt present. However, although riblets
arent perforated, they do modify the sublayer and reportedly (see Choi et al. [13]) induce
9Figure 1.8: Distinct regions of the riblet performance curve. The dashed line is the corre-
sponding viscous region prediction based on Equation 1.4
.
a local vertical flux, which makes the boundary layer less stable. Similar spanwise rollers
have been documented over vegetable canopies and permeable walls (see Raupach et al.
[31]). This secondary motion increases shear and causes a breakdown of the linearly scaling
region.
The final region of the performance curve in Figure 1.8 is the K-rough region. A K-
roughness is one that has an effective roughness height, ks, that is proportional to the actual
roughness dimensions. There is a distinction to be made; riblets are not a D-roughness. A
D-roughness’ ks is proportional to the boundary layer height, δ. Equation 1.5 is often used
to define ks. To determine a value of ks, the measured logarithmic region is plotted against
Equation 1.5, varying ks until a match is achieved. It is evident from Figure 1.8 that as
the riblet size increases in this region, its drag also increases (which shifts the logarithmic
region of the boundary layer, thus altering ks). For the sake of brevity, the reader is referred
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Figure 1.9: Protrusion height as a function of width to height ratio for three riblet ge-
ometries; a) cosinusoidal, b) v-groove, c) parabolic. Simulated data from Luchini et al.
[3]
.
to an annual review by Jimenez [32] for more detailed information regarding Equation 1.5.
U+(y) = κ−1log(y/ks) + 8.5 + Πκ−1W (y/δ) (1.5)
Most of the data in present literature is from riblet geometries in the breakdown region.
The reason is obvious: researchers desired to study the mechanisms of drag reduction for
an optimal geometry. But the studies of Bechert et al. [2] and Walsh [27], although rich in
viscous drag data, do not detail the flow inside the actual riblet where such information is
crucial in understanding the mechanisms of drag reduction. Walsh [26] once did attempt
to described the method of drag reduction when he used a hot-wire placed near the riblet
surface. From the anemometry signal, he found that the peak streamwise velocity RMS
value over the riblet surface was reduced when compared to a baseline flat plate. With
this evidence, Walsh [26] theorized that riblets reduced drag by reducing the strength of
11
turbulent boundary layer bursts.
Walsh’s [26] somewhat crude measurements were qualitatively correct. Literature sug-
gests that riblets effectively shift the boundary layer upwards and reduce RMS values of the
different components of velocity near the riblet surface, as was reported by Vukoslavcevic
[33] and by Park et al. [34]. Each laboratory utilized hot-wire anemometry within the val-
leys of v-groove riblets. The riblets were of similar size, h+ = 17.5, s+ = 35. Vukoslavcevic
[33] and by Park et al. [34] each confirmed that near the tip (peak) of the riblet, the mean
shear was much higher than that found on a smooth plate. Near the valley, however, the
mean shear was far lower. With respect to turbulence intensities, they found that near the
peak, intensities were greater than when compared to a flat plate boundary layer. Similar
to the mean streamwise profiles, near the valley the turbulence intensities were greatly
diminished. The authors from each study concluded that the overall net drag reduction
was due to a laminar-like region of flow in the valley of the riblet that exposed most of the
wetted area to a low mean shear.
Suzuki et al. [35] provided additional insight into the flow in riblets via three-dimensional
Particle Imaging Velocimetry (PIV). Suzuki examined trapezoidal riblets with two differ-
ent characteristic dimensions: 1) h+ = 9.4, s+ = 15 and 2) h+ = 19.5, s+ = 31. The two
cases highlighted drastic differences in flow data. This is to be expected since we know
that the first riblet case should reduce drag and the second case should augment drag
(see Figure 1.5). Their PIV results revealed two counter-rotating streamwise vortices that
were located near the peaks of the v-groove riblets, for both cases. The major difference
between the two cases was that in the drag decreasing case, the vortices had a vorticity
magnitude that was much weaker than vortices from the drag increasing case. Further-
more, the drag increasing riblets induced vortices that were located (i.e., the cores of the
vortices) closer to the surface of the riblet peaks than the drag reducing riblets. Such
vortices and their differing strengths were echoed in computational studies performed by
Choi et al. [13] when they studied four riblet v-groove geometries: two drag reducing and
two drag augmenting. The only discrepancy between the counter-rotating vortices of Choi
et al. [13] and Suzuki [35] was that the positions of the vortices were insensitive to changes
in geometry. The computational results of Choi et al. [13] showed a reduction in peak
spanwise and wall-normal turbulence intensities on the riblet surface compared to a flat
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plate simulation. Similar results and discussions have come from Chu & Karniadakis [36]
and Goldstein et al. [37]. Chu & Karniadakis [36] reported that the spanwise motion of
low-speed streaks near the boundary layer was inhibited. They hypothesized the inhibition
of these vortices caused reduced effectiveness in sweep and ejection events that cause shear.
Sweep and ejection events are used to describe the effects of hairpin vortices that transfer
momentum in turbulent boundary layers (Robinson [38] and Smith et al. [39]).
Djenidi & Antonia [40] took detailed flow measurements inside drag reducing and drag
increasing riblets via laser Doppler anemometry. Results were similar to the findings of
Choi [41]. For drag reducing riblets, the primary Reynolds shear stresses were slightly lower
than those of a flat plate, and for drag increasing riblets the same terms were greater. They
concluded that drag reduction occurs because streamwise vortices near the riblet surface
are weaker than those on a flat plate, and in turn, they are less efficient at transporting
high momentum fluid near the wetted surface area.
Lee & Lee [4] have provided the best experimental visualizations to date. Using PIV
and smoke, the researchers documented streamwise vortices near two scalloped riblets. The
first riblet had a drag reducing geometry, with h+ = 12.5, s+ = 25. The second had a drag
increasing geometry, with h+ = 20, s+ = 40. Their results were clear in showing that the
coherent structures in the boundary layer were displaced upward for the drag reducing case.
Sometimes, these streamwise vortices would induce a weaker pair of vortices just above the
riblet peak. It is notable that although riblet geometries differ greatly, streamwise vortices
are identifiable in every case. Figure 1.10 shows the scalloped riblets with dots that mark
peak values of streamwise vorticity over time. These dots essentially represent the cores
of these vortices. As mentioned, the drag reducing riblets have moved the vortices away
from most of the riblet surface area towards the riblet tip. The drag increasing geometry
however, is large enough to allow those structures inside the riblet cross-sectional area,
thereby permitting turbulence to transport high momentum fluid from above into the
riblet valley.
1.1.3 Riblet Performance in Pressure Gradients
Most riblet research to date has been done in fully developed, turbulent channel flows.
While this is an effective method to study fundamental flow physics near riblets, many
13
Figure 1.10: Experimental PIV data from two different scalloped riblets: a) drag reducing
riblets & b) drag increasing riblets. Dots represent locations of peak vorticity over 100
image frames. From Lee & Lee [4].
practical implementations will expose riblets to varying pressure gradients specifically, Ad-
verse Pressure Gradients (APG). An experiment focusing on the application of riblets to a
practical engineering problem was carried out by Szodruch [42]. He reported that riblets
attained about a 2% drag reduction when mounted on certain areas of on an Airbus A
320. More recently, Chamorro et al. [43] measured drag reduction on a section of a wind
turbine blade. The authors reported a drag reduction of 4-6% with riblets. Importantly,
they determined that partially covering the airfoil with riblets actually resulted in more
drag reduction than completely covering the airfoil. Sareen et al. [44] also studied riblets
mounted on a wind turbine blade, reporting a 5% drag reduction. A common feature
among these three studies is that drag reduction is highly dependent upon riblet configura-
tion (i.e., where riblets were mounted on the swept surface), which underscores the need for
more fundamental research concerning riblets and APG’s. Unfortunately, the few available
fundamental studies disagree on how riblets perform with respect to the strength of the
APG. The Clauser parameter, β quantifies the APG strength and is defined as:
β =
δ∗
τ0
dp
dz
where δ∗ is the displacement thickness and dp/dz is the streamwise pressure gradient.
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Walsh [23] presents a brief summary of riblets in pressure gradients. Specifically, we sum-
marize the past works of Choi [45], Truong & Pulvin [46], and Squires & Savill [47]. Choi
[45] tested trapezoidal riblets in a strong APG with β = 5.1. He was unable to directly
measure drag, and instead used a hotwire and skin-friction hot-film sensors to measure
turbulent statistics. He reported no appreciable difference in these measurements and con-
jectured that turbulent skin-friction (as opposed to viscous skin-friction) did not change
with pressure gradient. Truong & Pulvin [46] tested riblets mounted to a diffuser and
found that as β increased, riblet drag reduction deteriorated, i.e., the riblets were not as
effective. Lastly, Squires & Savill [47] tested riblets in two mild APG conditions, β = 0.2
and β = 0.5. At β = 0.5, the drag reducing benefit of riblets was eliminated.
However, Nieuwstadt et al. [5] noted that none of the prior studies measured drag
directly, but instead used the momentum integral balance. As described by Nieuwstadt et
al. [5], the momentum balance method suffers from a great dependence upon the measured
momentum thickness, θ, at upstream and downstream locations–specifically the difference
of those, ∆θ. In their study, just a 2% error in momentum thickness measurement produced
a 25% error in ∆θ. Using a drag balance, Nieuwstadt et al. [5] tested trapezoidal riblets
in moderate to strong APG (β > 1) and showed that riblet effectiveness increases with
increasing β (just the opposite found by Truong & Pulvin [46] and Squires & Savill [47]).
Debisschop & Nieuwstadt [6] used a drag balance to test trapezoidal riblets in a wind
tunnel at β = 2.2, and found that riblet drag reduction had increased from 5% in a Zero
Pressure Gradient (ZPG) to 13% in an APG, as shown in Figure 1.11.
As far as computational studies, the only publication to date is that by Klumpp et al.
[48]. The authors used Large Eddy Simulations (LES) of turbulent flow around scalloped
riblets to claim that even at mild APG (β ≈ 0.25), riblet drag reduction can double that
seen in a ZPG (drag reduction increased from 4.5% to 9%). Although the authors argued
that their computational results mimic the experimental results by Nieuwstadt et al. [5],
there are important differences between the simulations and experiments that need to be
pointed out. The main difference is that at the same Clauser parameter as that used in
the simulations, β = 0.25, the experimental results from Nieuwstadt et al. [5] showed no
increase in drag reduction, while Klumpp et al. [48] reported an increase in drag reduction
from 4.5% to 9%. Only at much higher values of β did the experimental results report a
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Figure 1.11: Experimental measurements of riblet drag reduction as a function of Clauser
parameter. Open symbols fromNieuwstadt et al. [5], closed from Debisschop & Nieuwstadt
[6].
significant increase in drag reduction. The reason for the discrepancy between Nieuwstadt
et al. [5] and Klumpp et al. [48] is unknown, but one possibility could be that each study
tested riblets that had different values of s+.
It follows from the above literature that the performance of riblets in APG is still a
subject of considerable debate, especially with regard to mild APG. Figure 1.12 shows how
the Clauser parameter varies according to the angle of attack, α, for a NACA0012 airfoil
(from Viswanath [7]). This figure shows that for a typical airfoil at an angle of attack
of 4o, β ≈ 0.5, which corresponds to a mild APG. Therefore, according to the findings
of Klumpp et al. [48], riblets could yield significant drag reducing benefits in many flows
of engineering practice. This would be especially promising in terms of flow control since
riblets are a passive means of drag reduction.
1.2 Sharkskin Drag Reduction.
This section details sharkskin denticles–their shapes, sizes, and flow conditions. The fol-
lowing sections also detail past research concerning denticles and attempts to apply their
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Figure 1.12: Variation of Clauser parameter, β, with angle of attack. β is the average value
from 0.4 ≤ z/chord ≤ 0.95 along a NACA 0012 airfoil. From Viswanath [7].
shapes to passive drag reduction techniques.
1.2.1 Sharkskin Background and Geometry.
Sharkskin is comprised of small tooth-like structures called denticles, or placoid scales
which are affixed to a flexible epidermis/membrane. Fluid dynamicists and biologists have
been attempting to elucidate the function of denticles over the past 30 years. In 1986,
Raschi & Musick [8] took sharkskin samples from 15 species and measured denticles from
different shark-body regions. A denticle taken from Carcharhinus leucas is seen in Figure
1.13. The primary keel (i.e., ridge) is labeled, and this particular denticle has secondary
and tertiary keels. Sharkskin denticles are aligned parallel to the longitudinal axis of the
shark and are directly exposed to water.
Raschi & Musick [8] theorized that denticles might behave similarly to riblets because
denticles have a cross-sectional shape similar to scalloped riblets. Furthermore, when
denticles overlap each other, this cross-section is preserved in the streamwise direction,
further resembling riblets. Figure 1.14 shows a top view of sharkskin from a Bonnethead
shark. Although the riblets and sharkskin look alike, the true test of whether they act
alike is whether or not sharkskin can inhibit turbulent mixing, which is critical in reducing
drag.
As mentioned, in Section 1.1.1 the best predictor of whether or not sharkskin can reduce
17
Figure 1.13: Denticle from Carcharhinus leucas. Width between keels, s, with the primary
keel being centered. Taken from Raschi & Musick [8].
skin-friction is the width between keels in wall units, or s+. The width between denticle
keels was easily measured by Raschi & Musick [8], but the value of wτ,0 was unknown.
These authors approximated this value using canonical flat-plate turbulent boundary layer
relations–an approximation that does not incorporate any pressure gradient or roughness
effects. In any case, the approximation led Raschi & Musick [8] to conclude that at volun-
tary swimming speeds ( ≈ 55cm/s), the denticle spacing was only s+ ≈ 1.5. This s+ value
is much lower than the optimal value for scalloped riblets– s+ ≈ 16 (see Bechert et al.[2]),
so denticles at voluntary speeds would be suspected to be of little consequence. However,
at burst swimming speeds (≈ 1000cm/s), the authors calculate that for fast-swimming
(e.g., Isurus oxyrinchus) species of shark, s+ ≈ 13 − 15, which supports the theory that
sharkskin is meant to passively reduce drag.
With the aforementioned commonalities aside, there are three crucial differences be-
tween denticles and riblets. The first is that the shape of denticles is highly three-
dimensional while riblets are two-dimensional. Second, riblets retain a constant cross-
sectional area in the streamwise direction, which is definitely not always the case with
sharkskin. In fact, the degree to which denticles overlap has not been quantified. It is
a function of species and the location on the animal’s body. Figure 1.14 shows a bed of
denticles that are not tightly packed, but other species (see Bechert et al. [16]) do have
denticles that interlock with each other more. Third, each denticle has the ability to bristle
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Figure 1.14: Top view of sharkskin from Sphyrna tiburo. Image from Lauder Laboratory
of Harvard.
(see Lang et al. [49]), or tilt away/towards the epidermis at some Angle of Incidence (AOI).
Denticle bristling adds a three-dimensionality that riblets would never introduce.
1.2.2 Denticles as a Method of Viscous Drag Control.
Currently, there is no agreement in the literature as to whether sharkskin is hydrodynam-
ically beneficial to the species (see the review by Dean & Bhushan [50]). Reif et al. [16]
created a mold from actual sharkskin and tested it in an air channel. With this apparatus,
the authors were able to examine skin-friction at many values of denticle s+. At two values
of AOI (5◦ and 10◦), they found that denticles increased drag. It should be noted though
that the mold was not a replica because it did not contain cavities under the denticles.
In 2000, Bechert et al. [51] created more realistic denticle models and tested them in an
oil channel. When the denticles were perfectly interlocked, drag reduction occurred, but
again, at an AOI, the sharkskin increased skin-friction drag. A conclusion from both of
these experiments is that the three-dimensionality of the denticles is detrimental to drag
reduction. Interestingly, Bechert et al. [9] reported that each denticle was attached to a
spring and a level arm that controlled bristling. The purpose of the springs were to emulate
the restoring force provided by muscle tension on actual sharkskin. The plastic denticles
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could either experience a ’soft’ or ’hard’ spring. The author didn’t provide any quantitative
data as to what extent these two spring conditions went to keeping the denticles in place,
so for now one must assume that a ’hard’ spring means that the denticles were near rigid
and ’soft’ spring means that the denticles could flex somewhat in response to turbulent
flow. Figure 1.15 shows the denticles affixed to a spring. Bechert et al. [9] tested three
different configurations, as shown in Figure 1.16. The first was with the denticles bristled
(AOI is unknown) with a hard spring. Very similar results to what was shown in Reif et
al. [16]. Again we see that rigid denticles at some AOI increase viscous drag. The second
conditions were with the soft spring. Here, we find that denticles increase drag, but less
so than when rigid. Third, when gaps between denticles are sealed and at an AOI of zero,
typical riblet behavior is exhibited.
Figure 1.15: Plastic scaled denticles and their restoration force springs. From Bechert et
al. [9].
There is however some experimental evidence that sharkskin can reduce drag. Jung
& Bhushan [52] created milled denticles (Squalus acanthias) and tested them in a micro-
channel (hydraulic diameter of 1mm). They found a 30% reduction in pressure drop
compared to a smooth surface. Oeffner & Lauder[53] tested actual sharkskin from Isurus
oxyrinchus and Lamna nasus in a water channel. In this work, the skins were mounted on a
flat plate that was heaved and pitched to propel the plate upstream at some self swimming
speed (SSP). Oeffner & Lauder[53] found that sharkskin mounted on rigid plates decreased
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Figure 1.16: Experimental measurements of drag reduction by artificial denticles at three
different conditions: bristled with hard spring, bristled with soft spring, and fully inter-
locking (aligned). From Bechert et al. [9].
the SSP of the test section (suggesting an increase in drag). However, when the same
sharkskin was mounted on a flexible plate, an increase in SSP of ≈ 12% occurred on
average [53].
Wen & Lauder [10] used a three-dimensional printer to create detailed denticles (Isurus
oxyrinchus) on a substrate. When immersed in a water channel, these authors found that
the denticles behaved similarly to riblets, with a maximum drag reduction of about 9%
[10], as shown in Figure 1.17.
. This figure 1.17 shows a behavior similar to engineered riblets, though there is an
important difference–there is no viscous region. That is, as the keel width trends to zero,
it does not approach the flat plate solution.
1.2.3 Denticles as a Method of Separation Control.
Although limited (and conflicting) research contends that denticles cannot reduce viscous
drag there is another potential hydrodynamic benefit. Reif et al. [16] first proposed the
idea that due to the fact that denticles could bristle (have an AOI), and conjectured that
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Figure 1.17: Experimental measurements of drag reduction as a function of denticle width.
Denticles are 3D printed from an actual Isurus oxyrinchus denticle. From Wen & Lauder
[10].
denticles could act as vortex generators to prevent separation. Specifically, a denticle some-
what resembles a Sub-Boundary layer Vortex Generator (SBVG) called a forward wedge
(also known as a micro ramp). Vortex generators are any structure that creates secondary
flow. This secondary flow typically manifests itself as counter-rotating streamwise vortices.
These vortices are known to increase the momentum near their mounted surface via turbu-
lent mixing. In turn, the mixing delays separation in adverse pressure gradients, and thus
reduces form drag. SBVG’s are vortex generators that have a device height to boundary
layer height ratio of h/d ≈ 0.5. The boundary layer height on a Mako shark is unknown,
but if one assumes that the keel width is truly about 16 wall units, then from the denticle
geometry provided by Wen & Lauder [10], the total denticle height is about 35 wall units.
At only 35 wall units, one can say that a denticle would classify as a SBVG. Ashill et al.
[11] published studies on a forward wedge (among other types of SBVG’s) and produced
Figure 1.18. In this plot, the induced streamwise vortices have a mean streamwise vortic-
ity as plotted on the vertical axis as a function of device height (for the forward wedge,
he = h). Note that most vortex generators on the order of 1,000 wall units, but even at
very low values of h+, vorticity is still produced.
There has been very little research on whether sharkskin acts similarly to SBVG’s.
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Figure 1.18: Normalized mean streamwise vorticity, Γ as a function of effective device
height, h. Experimental data from Ashill et al. [11].
Lang & Hidalgo [54] 3-D printed denticles in a staggered array at an AOI of 90◦. The
denticles were placed in a water channel that induced only laminar flow. Using PIV, the
authors reported that the denticles produced steady state vorticity within the array of
denticles. When compared to the vorticity created by simple flaps (at the same height
and 90◦), Lang & Hidalgo [54] found that the denticles produced a vorticity that was, on
average, stronger. The author hypothesizes that denticles are uniquely suited to preventing
separation. Mendelsen et al. [55] studied similar bristled denticles using PIV and noticed
two points of interests: 1) bristled denticles at 90◦ increase Reynolds shear stress values near
the denticles more than stress values on a flat plate and 2) the existence of a ’development
length’ along the denticle array that is required to develop the increase in Reynolds shear
stresses. Lastly, Lang et al. [49] reported that sharkskin helped to reduce boundary
layer separation by mounting actual sharkskin on an airfoil at varying angles of attack.
The authors utilized PIV to measure mean flow fields at areas where separation without
sharkskin had occurred. At an angle of attack of 18◦, the Mako sharkskin had almost
fully prevented separation. However, at lower angles of attack (8-12◦) the denticles had a
negative influence, as they actually promoted separation. Lang et al. [49] theorized that
at the higher angles of attack, the denticles were able to bristle, which helped to control
the boundary layer by promoting turbulent mixing.
Although current literature has been unable to conclusively say whether or not sharskin
23
is hydrodynamically beneficial, nearly all can agree that there are two other ways that
sharkskin could possibly reduce skin friction: 1) keeping the skin clean from other organisms
and debris (anti-fouling) and 2) mucus secreted by the skin could create a slip boundary
condition on the epidermis.
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1.3 Dissertation Objectives
In this section, we describe the research goals and objectives for this dissertation.
1.3.1 Riblets.
As detailed in Section 1.1.3, knowledge regarding riblet drag reduction in mild APG is
particularly important for practical implementations of riblet films. Unfortunately, cur-
rent fundamental computational and experimental studies disagree in quantifying drag
reduction in APG. Furthermore, more practical studies (e.g., riblets on a wind turbine
blade) can only provide total drag measurements, as opposed to detailed flow field mea-
surements within individual riblets. Therefore, the first goal of this dissertation is to
contribute systematic numerical simulation results seeking to further elucidate the drag
reduction capability of scalloped riblets under a mild APG, by considering a broad range
of s+ and also comparing the riblet performance in APG and ZPG turbulent boundary
layers. To that end, we carry out high-resolution LES to systematically investigate riblet
performance under various conditions and elucidate the fundamental physical mechanisms
that govern riblet performance under APG and ZPG.
1.3.2 Sharkskin Denticles.
Although several published works have each investigated the hydrodynamic benefits of
sharkskin, as was described in Section 1.2, the current literature has not yet met a con-
sensus. We argue that the existing experimental studies are conflicting and difficult to
interpret because of three main reasons: 1) manufactured sharkskin may not accurately
mimic real skin, 2) lack of consistency among the turbulent flows in which the sharkskin
was exposed in each experiment, and 3) the lack of knowledge regarding the flow-field de-
tails in the vicinity of the denticles. Therefore, the second goal of this dissertation is to
determine whether or not sharkskin denticles can passively reduce skin-friction similarly to
riblets in a systematic approach. The third objective of our work is to elucidate the funda-
mental physical reason for either case, which will hopefully shed light in the discrepancies
in the literature. We undertake a series of DNS for various denticle arrangements using an
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immersed boundary method to simulate the complex geometry of sharkskin. We also un-
dertake a DNS for scalloped riblets at similar flow conditions to enable direct comparisons
between the riblet and denticle induced flow fields and drag reduction efficiency. While our
work does incorporate simplifying assumptions, e.g. denticles are mounted on a rigid flat
surface and their AOI is held fixed, our simulations are, to the best of our knowledge, the
first to provide detailed insights into the flow fields in the vicinity of denticles and identify
specific mechanisms that contribute to the overall drag.
Finally, our fourth objective is to, for the first time, simulate a patch of sharkskin
upstream of a separation bubble in order to test the ability of denticles to inhibit separation,
thereby reducing form drag. The canonical separation bubble provides us the opportunity
to make direct comparisons of the separation bubble with and without upstream sharkskin.
We again utilize high-resolution, three-dimensional, time-accurate LES with a spatially
developing turbulent boundary layer with a prescribed APG in order to calculate flow
fields near the denticles in order to examine their ability to promote turbulent mixing.
This disseration is organized as follows:
• Chapter 2 details the numerical methods utilized to solve the Navier-Stokes equations
using DNS and LES methods.
• In Chapter 3 we present four validation cases for the numerical methods.
• Chapter 4 describes the framework for simulating riblets in mild APG and detail
their characteristics.
• In Chapter 5 we describe the sharkskin simulations in turbulent channel flow and
compare their flow fields with riblets.
• Chapter 6 presents our results from simulating a patch of staggered sharkskin just
upstream of a steady separation bubble to investigate the boundary layer control
capabilities of sharkskin.
• Lastly, in Chapter 7 we summarize, conclude, and comment on future research con-
cerning riblets and sharkskin.
Chapter 2
Numerical Method
This chapter defines and describes the governing equations for the problems simulated in
this dissertation. It also describes the numerical methods in which these equations are
solved and their ability to do so using high performance computers. Finally, this chapter
details the domain boundary conditions used to simulate developing turbulent boundary
layers under various streamwise pressure gradients.
2.1 Governing Equations.
In this dissertation, riblets and sharkskin will be simulated in incompressible turbulent
flows. Sharkskin, of course, has water as its working fluid and for riblets, the primary
application of interest is wind turbine airfoils. For both of these flows, the assumption of
an incompressible fluid is accurate. Therefore, in this work, the governing equations are
the incompressible Navier-Stokes equations for the conservation of momentum and mass.
The equations are three-dimensional in space and unsteady in time. They are defined in
Equations 2.1 and 2.2.
∂uj
∂xj
= 0 (2.1)
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
+
1
ρ
fi (2.2)
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Here, the equations have been written in Einstein notation (summation occurs over re-
peated indices i, j = 1, 2, 3), where ui is the velocity vector, ρ is the fluid density, p is the
static pressure, and ν is the kinematic viscosity. The fi represents external body forces
(surface tension and gravity), but in this dissertation, fi is set to zero.
2.1.1 Curvilinear Coordinates.
The Navier-Stokes equations have been defined in reference to a Cartesian coordinate
system of space. In practice, however, few domains are solely square or rectangle. In order
to simulate complex boundaries with high resolution clustered grids, researchers either
typically utilize an unstructured (with some type of polygon) meshing or a structured grid
(each cell has only four edges) that conforms to the boundary. In this dissertation, a
structured grid is utilized, which mandates that the Navier-Stokes equations be rewritten
to accommodate the fact that the grid lines are not necessarily perpendicular to their
basis vectors. Therefore, the conservation equations have been rewritten in generalized
curvilinear coordinates as shown in Equations 2.3 and 2.4. See Appendix A for a complete
derivation of the governing equations.
J
∂U j
∂ξj
= 0 (2.3)
1
J
∂U i
∂t
+
ξim
J
∂
∂ξj
(U jum) =
ξim
J
(
1
ρ
∂
∂ξj
(µ
gjk
J
∂um
∂ξk
)− 1
ρ
∂
∂ξj
(
ξjmp
J
)− 1
ρ
∂τmj
∂ξj
+
1
ρ
fi
)
(2.4)
Here, the spatial basis coordinates are referenced to by the variable ξj , where ξj =
ξj(x1, x2, x3). Differential operators include an additional term, ξ
i
j , or the transforma-
tion metrics. Its definition, ξij = ∂ξi/∂xj is determined from the chain rule as shown in
Equation 2.1.1.
∂
∂xj
=
∂ξi
∂xj
∂
∂ξi
The transformation metric is the basic operator required in making the transformation
from Cartesian to curvilinear coordinates. As a consequence of the transformation, new
variables U i, J , and gjk are created. The contravariant flux (physically the flow rate
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through a cell surface) is U i = (ξij/J)uj , where J is the Jocobian of the transformation
metrics, J = |∂(ξ1, ξ2, ξ3)/∂(x1, x2, x3)|. Notably, the Jacobian physically represents the
inverse of the local cell volume. Finally, the contravariant metric tensor is defined as
gij = ξimξ
j
m. It should be noted that the transformed Navier-Stokes equations are only
partially transformed (see Appendix A for more detail). Due to its physical meaning, the
contravariant fluxes, U i are stored at the surface of each grid cell. The static pressure, p,
and Cartesian velocities, um, are stored at the cell centers. As already mentioned, fi is set
to zero.
2.1.2 Turbulence Closure.
The Navier-Stokes equations are derived by assuming that a fluid’s control volume is in-
finitesimally small (continuous) and are thus are in a differential form. However, when
simulating flows with computational tools, the fluid domain is not continuous; the flow is
temporally and spatially discretized. Obviously, one would like to make the spatial dis-
cretization so fine that every scale of turbulence (or eddy) could be resolved, but depending
upon the Reynolds number of the flow and computational resources, this could be totally
impractical. Direct Numerical Simulation (DNS) takes such an approach to simulating
turbulence. When using DNS, Equations 2.1 and 2.2 are discretized in space and time and
then solved on a very fine grid to obtain every eddy of interest. Specifically, the grid must
resolve small scales of turbulence that are responsible for the dissipation of kinetic energy,
otherwise the simulation will be unstable. DNS is utilized for turbulent flows that have
relatively low Reynolds numbers because as the Reynolds number increases, the scales of
turbulence broaden, and DNS becomes impractical due to increased grid resolution require-
ments. For higher Reynolds numbers, common practice is to utilize Large Eddy Simulations
(LES). In LES, larger scales of turbulence are resolved (i.e., calculated) and smaller scales
are modeled. The threshold of eddy size that is modeled is determined by a filter. The
filtered incompressible Navier-Stokes equations are shown in Equations 2.5 and 2.6.
∂u¯j
∂xj
= 0 (2.5)
∂u¯i
∂t
+ u¯j
∂u¯i
∂xj
= −1
ρ
∂p¯
∂xi
+ ν
∂2u¯i
∂xj∂xj
− ∂τij
∂xj
(2.6)
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Here, () represents the filtered variable which is also known as the resolved variable; the
equations are solved for this variable. After filtering the Navier-Stokes equations, there
is an additional term, τij , which is the Subgrid-Scale (SGS) stress tensor. Its definition,
τij = uiuj−u¯iu¯j represents turbulence that is not resolved, but is rather residual turbulence.
The introduction of τij poses the problem of closure because uiuj is another unknown. To
close Equation 2.6 this work employs the Smagorinsky model [56]. This model uses the
concept of an eddy viscosity, νt as seen in Equation 2.7.
τij = −2νtS¯ij + 1
3
δijτkk (2.7)
The eddy viscosity is not a physical viscosity, per se, but instead a numerical construct
designed to transport fluid stress via diffusion. First, note that if νt is zero, Equation 2.6
reverts back to Equation 2.2. Second, notice that for the general case, τkk has a value, but
for incompressible flows, it is zero (divergence free). The filtered strain rate tensor, S¯ij is
defined as
S¯ij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
As for the value of the coefficient, νt, it is calculated via Equation 2.8.
νt = Cs∆
2|S¯| (2.8)
where the magnitude of the strain rate tensor is |S¯| =
√
2S¯ijS¯ij , Cs is the Smagorinsky
constant, and ∆ is the size of the grid filter. The size of the grid filter is determined by
calculating
∆ = J−1/3
or the cube root of the local cell volume. Now, the Smagorinsky coefficient can take many
values, depending upon the flow. In laminar flow, Cs should be zero, but in channel flows
Cs=0.065, as reported by Moin and Kim [57] . Each simulated flow can have regions where
values of Cs are very different, so in this dissertation, Cs is dynamically calculated so that
spatially (and temporally), its value varies. The dynamic Smagorinsky model of Germano
et al. [58] is utilized. Germano proposed that to estimate Cs locally, one can examine the
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smallest of resolved scales to gain information about the actual Cs. This is accomplished
by applying another filter (called the ’test filter’) to Equations 2.5 and 2.6. As a result,
the Leonard term, Lij = ˜¯uiu¯j − ˜¯ui ˜¯uj is produced and can be calculated directly from
the resolved velocities. The (˜) operation refers to test filtering which essentially gathers
velocity information from the 26 nodes surrounding grid node i, j, k via spatial averaging.
Using the test filtered velocity, Cs is calculated as follows:
Cs =
LijMikGjk
MnpMnqGpq
, (2.9)
Mnp = 2∆
2˜¯Snp|S¯| − 2∆̂2S¯np|˜¯S| (2.10)
Lij was previously defined and Gjk is the covariant metric tensor (needed for curvilinear
coordinate transformation, see Equation 2.1.1). In Equation 2.10, ∆̂ is the test filter, which
is two times the grid filter length scale. In terms of discretization, Cs is a scalar calculated
at the center of the cell, and when used in Equation 2.8, the value of Cs at the cell surface
is linearly interpolated from surrounding cell centers.
2.2 Numerical Solution Methods.
Equations 2.3 and 2.4 constitute a set of equations that are second-order non-linear partial
differential equations. To numerically solve them, this dissertation utilizes a fractional
step (projection) method originally proposed by Chorin [59]. The fractional step method
is useful because it decouples the momentum equations from the continuity equation. This
method was developed for curvilinear grids by Ge & Sotiropoulos [60]. The temporal
discretization of the momentum equation is shown in Equation 2.11.
1
J
2(U∗ − Un)
∆t
= RHS(U∗, u∗) (2.11)
The right hand side refers to all terms in Equation 2.4 except the transient and pressure
gradient terms. As seen, the temporal term is discretized using a Crank-Nicholson scheme
that is second order in time. Here, the superscript asterisk is used to denote an intermediate
flux. The first step of this method is to solve for the predicted flux, U∗. The superscripts
n denotes the current (known) time levels. Spatial derivative terms of the right hand side
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are discretized on a three-point, second-order accurate, central difference stencil. Complete
detail regarding the finite difference stencils can be found in Appendix B.
The intermediate flux is not divergence free since the continuity equation has not yet
been utilized, which will guarantee incompressibility. To incorporate continuity, which is
also the second step, is to solve the following Poisson equation:
−J ∂
∂ξi
(
1
ρ
ξik
J
∂
∂ξj
(
ξjkφ
J
))
=
3
2∆t
J
∂U∗j
∂ξj
(2.12)
Some fractional step methods will directly solve for pressure, but Ge & Sotiropoulos [60]
developed a projection method that solves for φ = pn+1 − pn. It is the unknown and
the required correction for U∗. The contravariant flux is corrected by rearranging for
the current pressure, pn+1 = pn + φ, and then Equation 2.13 is solved for the current
contravariant flux.
Un+1i = U
∗
i − J
2∆t
3
1
ρ
ξik
J
∂
∂ξj
(
ξjkφ
J
)
(2.13)
This fractional step method was originally implemented by Gilmanov & Sotiropoulos [61]
on a hybrid staggered/non-staggered Cartesian grid. Ge & Sotiropoulos [60] modified the
method for curvilinear coordinates.
2.2.1 Solution of the Momentum & Poisson Equations.
The three momentum equations are second order and nonlinear. If the equations were
simply linear, when written as a system of equations in matrix-vector notation, together
they would resemble the common problem of Ax = b, where A is a coefficient matrix to
the unknowns vector, x, and vector b refers to the system knowns. Such a linearization is a
common technique used in order to solve for x since iterative solvers are rooted in Newton’s
Method, which is inherently linear. In order to linearize the momentum equations, the set
is approximated using the Taylor series expansion. To start, the momentum equations are
represented as
F (U) = 0
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where F denotes the set of momentum equations operating on the intermediate contravari-
ant flux vector, U∗ (note that we here drop the asterisk for the sake of convenience). This
general function includes the spatial and temporal derivatives seen in Equation 2.4. Let us
now define U i, which is the known approximation to U∗ at the ith iteration so that using
Taylor’s series expansion one can expand the function about U i
F (U i + δU i) = F (U i) +
∂F (U i)
∂U
δU i +O(δ2)
where δU i is an incremental change in U i that occurs each iteration. We neglect the higher
order terms and set the left hand side to zero so that Equation 2.14 can be written:
∂F (U i)
∂U
δU i = AδU i = −F (U i) (2.14)
where A is the Jacobian of the function, F (U i). Equation 2.14 is Newton’s Method for the
linear approximated solution to U∗ and is solved numerically using the GMRES method by
Saad & Schulz [62]. For additional details concerning the CURVIB momentum solver, the
reader is referred to Kang & Sotiropoulos [63]. As shown in Equation 2.11, the momentum
equations are solved implicitly, which is unconditionally stable and thus is not subject to
the Courant-Freidrichs-Lewy (CFL) time step restriction.
Unlike the momentum equation, the Poisson equation (Equation 2.12) is already linear.
In CURVIB, it is also solved using the GMRES method. However, there is an important
distinction to be made. The Poisson equation is highly sensitive to grid quality (see Kang
& Sotiropoulos [63]) in that, the larger the aspect ratio of the local grid, the greater the
numerical stiffness (i.e., the rate of convergence) of the iterative method. Large aspect ra-
tios are commonplace in turbulent flow simulations because in order to resolve high mean
velocity gradients near boundaries, the wall-normal grid resolution must be very high. But
in the streamwise or spanwise directions, the grid resolutions can be much lower. The rea-
son numerical stiffness occurs is because the differences among Eigenvalues of the Jacobian
(defined as coefficient matrix A in Equation 2.14 above) grow as the aspect ratio increases.
Another way of stating this is to say that the condition number of the Jacobian increases.
To alleviate numerical stiffness, CURVIB utilizes a preconditioner for the Jacobian. A
preconditioner is a matrix that when multiplied to some matrix, say M , reduces the con-
dition number (i.e., clusters the Eigenvalues) of M . The preconditioner employed is the
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algebraic multigrid (AMG). Originally developed by Kang & Sotiropoulos [63], CURVIB
utilizes Petsc library [64] to implement the GMRES solver and the BoomerAMG library
[65] to solve the Poisson equation on massively parallel supercomputers.
2.3 The CURVIB Method.
There are, in general, two different approaches for discretizing complex geometries: those
that conform (i.e., fit) to a boundary and those that do not. Boundary-fitted grids can
either be structured or unstructured. Unstructured grids are commonly triangular in shape
and often utilize finite volume algorithms. Structured grids are rectangular and use either
finite volume or finite difference methods. For the scalloped riblets simulated in Chapter
4, we utilize a curvilinear, structured, boundary-fitted mesh. This type of mesh is ideal
because it allows for high quality clustered grid nodes along the riblet surface in the wall-
normal direction.
Although curvilinear-type computational grids provide for high quality meshing, some
geometries are simply too complex for boundary-fitted computational grids–a sharkskin
denticle being such a geometry. To handle the arbitrary geometric complexity of a channel
with a bed of denticles we employ the Curvilinear Immersed Boundary (CURVIB) method
of Ge and Sotiropoulos [60]. CURVIB has been successful in modeling cardiovascular flows
[66], stream restoration structures [63], and hydrokinetic turbines. The basic idea of the
method is illustrated in Figure 2.1. First, the surface of an arbitrarily complex boundary
is discretized with a triangular, unstructured mesh. Then, it is immersed in a Cartesian
background mesh. Each background mesh cell is then either identified as a node interior to
the denticles (cells with an X), a fluid node (filled circles), or an immersed boundary (IB)
node (open circles). When classifying cells, a bounding box is placed around each immersed
boundary. Then, a ray is cast from each cell within the box outwards. If the ray intersects
the triangular mesh an odd number of times, that cell is classified as either a structure
or IB node. If even, that cell is outside the boundary. The ray-triangle intersection was
implemented by Borazjani et al. [66].
The resulting denticle that the flow will see is shown in Figure 2.2. The denticle (whose
geometry is fully described in Chapter 5) appears that it was built with blocks. The finer
the background grid, the more accurate the denticle surface is approximated.
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Figure 2.1: IB node classification and interpolation methods. Structure nodes (X), IB
nodes (open circles), & fluid nodes (filled circles). Dashed line is the surface area where
the viscous stress tensor is computed.
Boundary conditions for the velocity components are reconstructed at the IB nodes
using interpolation along the normal to the body originating from the IB node (see Figure
2.1). Assuming the grid is fine enough so that the IB nodes are located within the viscous
sublayer, linear interpolation can be used to reconstruct velocity boundary conditions. At
the point marked α, in Figure 2.1, a normal vector connects with IB node A and a line
(plane in 3D) between fluid nodes B and C, at some location β. Equation 2.15 is used to
reconstruct the velocity boundary conditions at IB node A, where uAi is the i
th velocity
component. Overlines denote distances between two points.
uAi =
(
Aα
αB
)
(uβi − uαi ) + uαi (2.15)
An interpolation is used to obtain uβi and u
α
i is known a priori as a boundary condition.
Again, this interpolation is accurate only when the background grid is sufficiently fine so
that cells near the immersed boundary are in the viscous sub-layer. To calculate the drag
force acting on the denticles we employ the method proposed by Borazjani & Sotiropopulos
[66], namely integrating the pressure and viscous forces along the surface that approximates
the IB interface as shown in Figure 2.1. We denote this as the denticle surface, Ω, and
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Figure 2.2: Denticle after grid node classification. Coloring used in this figure is for visu-
alization only and does not represent any specific value.
compute the flow imparted force on the denticle surface as follows:
Fi =
∫
Ω
−pnidΩ +
∫
Ω
τijnjdΩ (2.16)
Here, ni is the normal vector to a triangular element of the immersed body and τij is
the viscous stress tensor. The velocity derivatives required to calculate the components of
the stress tensor are calculated using first order accurate differencing, which is accurate
assuming that the IB nodes are all located within the laminar sublayer. To visualize
the mean shear stress on an immersed body, we project τij at the IB nodes onto the
unstructured mesh of the immersed body by averaging the stress tensor from the nearest
IB nodes.
Finally, it is obvious that the denticles are not symmetric in the streamwise direction.
However, they will be immersed in a periodic simulation requiring that node classification
be the same at the inlet and the outlet. To remedy this problem, the simplest solution
was to modify the denticles at the inlet and outlet by extruding the denticle a very small
distance at a prescribed streamwise location. The extrusion had a constant cross-sectional
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area so that each denticle thus had a small symmetric portion at the inlet and outlet. This
modification will in no way adversely affect the turbulent flow because the simulation is
periodic in the streamwise direction.
2.4 Spatially Developing Turbulence.
When simulating any type of turbulent flow, the inflow boundary condition is of great
importance. To acquire an authentic turbulent inflow, one obvious solution is to simulate
transition from laminar to turbulence. This however will require a large domain, both in
physical size and cell count. The physical size must be large enough to reach the critical
Reynolds number and to allow development until a sufficient turbulent boundary layer
height is achieved. Due to the computational expense of the this method, we therefore
employ the rescaling method of Lund et al. [67]. When compared with other turbulent
flow generation methods (e.g., parallel inflow method or synthetic turbulence method),
the rescaling technique is superior at generating realistic scales of turbulence that do not
dissipate prematurely.
The essential idea of the rescaling method is that, in a computational domain, a bound-
ary layer at some downstream location (which is termed the recycling plane) can be scaled
and re-fed into the same domain (a pseudo-periodic inlet boundary condition). The rescal-
ing procedure prescribes the mean boundary layer height at the inlet and subsequent growth
will occur naturally, thus creating a steady (in time) Spatially Developing Turbulent Bound-
ary Layer (SDTBL). At its fundamental level, the method relies on the observation that
turbulent boundary layers have two distinct regions: an inner layer and an outer layer. It
also depends on the Reynolds decomposition of velocity,
ui(xi, t) = ui(xi) + u
′(xi, t)
where the overline denotes time averaging and the prime denotes fluctuations. For upcom-
ing discussions, we now define Cartesian velocities u, v, w that correspond with directions
x, y, z, respectively and that w signifies the streamwise, v, wall-normal, and u, spanwise
directions. In the inner layer, velocities are rescaled according to the linear portion of the
law of the wall in the wall-normal direction:
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winner
wτ
= f1(y
+)
where f1 is some function to be determined, wτ is the shear velocity, and y
+ = ywτ/ν. In
the outer layer, velocities are rescaled according to the defect law:
w∞ − wouter
wτ
= f2(η)
where w∞ is the freestream velocity and η = y/δ. The local boundary layer height is δ
and f2 is another general function. The rescaling method uses Equation 2.17 for the inner
layer. Note that subscripts, inlt and recy denote whether the velocities are defined either
at the inlet or recycle planes, respectively.
winnerinlt = γwrecy(y
+
inlt) (2.17)
Here, γ = wτ,inlt/wτ,recy, and in the mean should always be greater than one. Equation
2.18 determines the outer layer scaling.
wouterinlt = γwrecy(ηinlt) + (1− γ)w∞ (2.18)
For the wall-normal mean velocities, Lund et al. [67] assumes that they scale as:
vinnerinlt = vrecy(y
+
inlt)
and
vouterinlt = vrecy(ηinlt)
Mean velocities in the spanwise direction are set to zero. The fluctuating velocities are
scaled similarly:
(u′i)
inner
inlt = γ(u
′
i)recy(y
+
inlt)
and
(u′i)
outer
inlt = γ(u
′
i)recy(ηinlt)
In this dissertation, the rescaling method is applied to the LES filtered variables. Now,
due to the fact that inner and outer regions of a boundary layer are not so distinct so as
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to say that the positions of the inner and outer layers could be defined by some threshold
y+, a value for each mean and fluctuation velocity is blended between the two layers using
a weighting function, F (η), as seen in Equation 2.19.
(ui)inlt =
[
(ui)
inner
inlt + (u
′
i)
inner
inlt
]
[1− F (ηinlt)) +
[
(ui)
outer
inlt + (u
′
i)
outer
inlt
]
F (ηinlt) (2.19)
The weighting function is defined as:
F (η) =
1
2
{
1 + tanh
[
α(η − β)
(1− 2β)η + β
]
/tanh(α)
}
where α = 4 and β = 0.2. When η ≥ 1, F = 1.
Putting the rescaling method into practice, one should first note that the Reynolds
decomposition requires a running mean velocity that is not fixed a priori. Therefore, the
following weighted time-averaging scheme is utilized:
un+1i =
∆t
T
〈
un+1
〉
x
+
(
1− ∆t
T
)
uni
Here, 〈〉x denotes spanwise spatial averaging and T is some weighting constant. When first
starting the SDTBL simulation, T = 10δ/w∞, as suggested by Lund et al. [67]. As the
simulation matures and approaches steady state, T ≈ 100δ/w∞. The value of T is very
important, as it can drastically affect turbulent statistics.
There are several nuances to implementing the rescaling method, which are not neces-
sarily mentioned by Lund et al. [67], that were used for the simulations in this dissertation.
Each is valuable and is recorded here:
1. The grid-cell aspect ratio, ∆z/∆x should not be too large (approximately > 8) for
the rescaling method with LES. The turbulence viscosity in LES is determined in part
from this ratio, and if it is too high, νt will actually be lower than what is required
to correctly model turbulence.
2. To use Equation 2.17, wrecy must be evaluated at y
+
inlt. Since y
+
inlt and y
+
recy are almost
never the same, a linear interpolation at the recycling plane was used to determine
an appropriate wrecy.
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3. The boundary layer at the inlet should be prescribed by the user. The momentum
thickness, θinlt can also be fixed, if desired.
4. The mean shear velocity at the inlet, wτ,inlt, cannot be fixed a priori if δinlt is also
fixed. Therefore, as suggested by Lund et al. [67], Equation 2.20 is used for the shear
velocity at the inlet.
wτ,inlt = wτ,recy
(
θrecy
θinlt
)1/8
(2.20)
5. Developing authentic turbulence with numerical methods can be difficult since artifi-
cial fluctuations easily die out. In this dissertation, the initial solution was Spalding’s
[68] turbulent boundary layer approximation, given some δinlt. This profile was su-
perimposed with random fluctuations at 10% of w∞. Keeping T low is crucial to
maintain a mean turbulent profile early in the simulation. If the reader is interested,
consulting the work of Liu & Pletcher [69] may be of help. Figure 2.3 is a plot of
shear velocity at the recycle plane as a function of timestep. Note how the artifi-
cial turbulence from the initial solution quickly dissipates, but turbulence naturally
occurs at timestep 10,000. At timestep 20,000, T was increased.
6. Velocities at the inlet that are at a height above δinlt were set as following:
winlt = w∞
vinlt = uinlt = 0
Furthermore, all fluctuating velocities at these locations were set to zero. This is ap-
propriate since freestream is usually free from secondary flow and turbulence. Values
for v are just not known beforehand. Setting vinlt to zero will alter the momentum
and displacement thickness locally, but these will naturally readjust.
In conclusion, the rescaling method of Lund et al. [67] is a powerful method to create
realistic turbulence. Given w∞, δinlt and a viscosity, nearly any SDTBL can be simulated
(given a fine enough grid).
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Figure 2.3: Shear velocity at the recycling plane as a function of timestep.
2.5 Boundary Conditions.
There are several different boundary conditions that are applied to the domains used in
this dissertation. The first, and most common, is no-slip boundary condition which is a
Dirichlet type condition. It is applied to Cartesian components:
ui = 0
and also to the contravariant flux normal to the no-slip surface:
U
∣∣∣
wall
= 0
where i = 1, 2, 3. Because CURVIB defines Cartesian velocities at cell centers, ui = 0 is
implemented with the help of a ghost node. A ghost node is an extra cell that is added
outside the domain. Therefore, the Cartesian velocities only have direct influence through
the calculation of spatial derivatives near the wall. For this reason, the contravariant flux
is set to zero. For this boundary condition to work as expected, the background grid
resolution must be such that the inner part of the boundary layer is well resolved. Usually,
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a y+ < 1 for the first grid node off the wall is required. For DNS, it is common to have
y+ < 0.5.
The second boundary condition is the slip (or stress-free) boundary condition. This is
a Neumann-type condition, where the wall-normal gradient of each Cartesian velocity is
set to zero:
∂ui/∂n = 0
where ∂/∂n denotes wall-normal gradients. The wall-normal contravariant flux is also
zeroed:
U
∣∣∣
wall
= 0
This boundary condition is nearly the same boundary condition water flowing through an
open-channel would receive at the water’s surface. Due to the absence of a mean velocity
gradient, no turbulence is produced and the restriction of a fine y+ is removed.
The third boundary condition is the periodic condition. Unlike the previous two, this
condition allows a wall-normal flux and creates, spatially, an infinite domain. To implement
this condition, each component of velocity at some boundary is copied to its opposite
boundary.
Fourth, is the convective boundary condition. This condition is used at the outlet of a
domain:
∂U i
∂t
+ c
∂U i
∂n
= 0
and has the form of a wave equation. Here, ∂/∂n refers to a derivative in the direction
normal to the outlet domain, and c is the integrated bulk velocity across the entire outlet
domain. To help ensure convergence of the Poisson equation, a mass flux correction (i.e.,
the difference between inlet and outlet mass fluxes) is applied to each cell on the outlet.
This difference is very small, typically less than 0.005%.
Fifth, is a boundary layer growth boundary condition. As a turbulent boundary layer
develops, a small, yet physically significant, wall-normal velocity exists that contributes
to the boundary layer growth rate and will actually affect the streamwise pressure gradi-
ent. The condition is defined in Equations 2.21 and 2.22. It originates from the integral
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momentum and continuity equations as described by Lund et al. [67]:
∂w
∂y
=
∂u
∂y
= 0 (2.21)
and
v = We
dδ∗
dz
+ (δ∗ − Ly)∂We
dz
(2.22)
where δ∗ is the displacement thickness and Ly is the height of the domain in the wall-
normal direction. This boundary condition is applied to the top of the domain where
the freestream velocity, W∞ is defined. In Equation 4.2, We(z) is the external freestream
velocity. When the boundary layer is in a Zero Pressure Gradient (ZPG), We = W∞, which
would also mean that the second term on the right hand side of Equation 4.2 is zero. The
contravariant flux through the top of the domain is V = vAn, where An is the local cell
surface area.
The last velocity boundary condition used in this dissertation is a fixed-flux condition:
∂w
∂y
=
∂u
∂y
= 0
and
v = v(z)
where v(z) is prescribed throughout the simulation and is known a priori. This condition
will be used to create a separation bubble that’s time-averaged shape is known.
2.6 Parallel Computing Capabilities.
Simulating roughness in turbulent flows is challenging due to the small sizes of the roughness
elements. Drag-reducing riblets are smaller than 25 wall units in height and width and
the sharkskin denticles are less than 35. Modeling such small yet geometrically complex
roughness requires high spatial resolution. Additionally, minimum domain dimensions
are required to reduce two-point correlations. The result is grid cell counts between 40
million and 183 million points, which are not exceptional, but do require massively parallel
algorithms.
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CURVIB is coded with the C language and utilizes PETSc libraries [64] for data struc-
ture logistics, matrix/vector operations, and momentum equation solves. The Boomer-
AMG library [65], which is linked within PETSc, is used to condition and solve the Poisson
equation. CURVIB has been developed for distributed memory systems and uses openMPI
for communication among supercomputer nodes and cores.
As problem sizes increase, it is appealing to utilize very large (tens-of-thousands of
cores) compute-clusters. With these systems, application efficiency (especially on systems
with hundreds-of-thousands of cores) is of great importance. To evaluate the efficiency
and performance of CURVIB, we were granted access to Sandia National Lab’s RedMesa
cluster. RedMesa is currently rated 114th on the world’s fastest supercomputers. It has
approximately 24,000 Intel X4470 (2.93Ghz) cores connected via Infiniband. Each node
has eight cores with 12Gb of shared memory.
To evaluate the efficiency of CURVIB, two parameters were assessed: strong and weak
scaling. They are defined in Equations 2.23 and 2.24, respectively:
S(n) =
tmin
tn
∣∣∣
fixed
(2.23)
W (n) =
tmin
tn
∣∣∣
variable
(2.24)
where tmin refers to the solution time with the minimum required cores to run the simula-
tion and tn refers to the solution time with n cores. The true definitions of strong and weak
scaling do not use tmin. Instead they use tseq, which refers to the solution time achieved
with a single, sequential process. However, with such large problem sizes, it would likely
be impossible to even achieve a solution with one process (due to lack of memory), so
instead, we use tmin. Each function is evaluated using a different method. Strong scaling
is computed with the problem size remaining fixed. Weak scaling is computed by using a
variable problem size.
If the user of an application is focused on acquiring solutions in less time (i.e., simulation
turnover), strong scaling is most important. To compute S(n), the problem size (say,
number of grid nodes) is held constant, while the number of cores, n, is increased. S(n)
is an evaluation of the application’s ability to decrease computation time with increasing
resources. Ideally, S(n) scales linearly with n. If the user is focused on solving larger or
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more problems, then weak scaling is most important. When computing W (n), the problem
size per core is held constant, while n is increased. This parameter is an evaluation of the
application’s ability to distribute work and communicate effectively. Ideally, W (n) = 1.
For the scaling tests, a turbulent open channel flow was simulated. The timestep was
held constant among tests, as was Reynolds number, grid spacing, and bulk velocities. To
increase problem sizes, the length of the domain width (spanwise direction) was increased.
The grid was uniform in the streamwise and spanwise directions and clustered in the wall-
normal direction to resolve the boundary layer. A fourth-order modified Runge-Kutta
method was used to solve the momentum equations. Each case was a DNS and thus
required no turbulence closure model. First, weak scaling results from RedMesa are shown
in Figure 2.4.
Figure 2.4: Weak scaling on RedMesa, 8 cores per node.
These scaling results are quite typical and show good weak scaling. As the number of
grid cells per node increases, the scaling improves. This is due to less MPI communication
among nodes. It should be noted that good weak scaling is easier to achieve than good
strong scaling. Strong scaling results from RedMesa are shown in Figure 2.5.
The different colored lines in Figure 2.5 correspond to certain grid cell counts (in mil-
lions). From this figure, it i seen that at about a speedup of three, a plateu occurs. This
translates to an efficiency, E of about 30-40%, where
45
Figure 2.5: Strong scaling on RedMesa, 8 cores per node.
E = S/nratio
and nratio = nmax/nmin. This result is reasonable, but should be improved. To explore
possible avenues for increasing E, strong scaling results were calculated by only using half
of the cores available per node. Results are illustrated in Figure 2.6.
When running with only half the number of cores per node, there is a drastic differ-
ence in strong scaling. The reason for completing this test is to examine the effect of
intra-node memory bandwidth. Strong scaling is much improved because the four cores
now have double the memory bandwidth that eight running cores would have. This result
conclusively reveals that CURVIB suffers from an intra-node memory bandwidth bottle-
neck. Unfortunately, this bottleneck is common and a challenge to address. One solution
is to employ both MPI and openMP coding paradigms. For intra-node communication,
openMP could be used and inter-node communication could be accomplished with MPI.
This type of communication is the state-of-the-art in the field. Second, acceleration with
a Graphics Processing Unit (GPU) could be of help. GPU’s perform extremely well with
embarrassingly parallel algorithms. Even though CURVIB is not so parallel, some sections
likely are. Finally, it is important to note that the poor strong scaling results are also
due to the Poisson equation. Testing different preconditioners can be of help, as shown in
Figure 2.7.
Two different preconditioners are used for the strong scaling results in Figure 2.7:
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Figure 2.6: Strong scaling on RedMesa, 8 cores per node.
BoomerAMG method and PETSc’s AMG method. When using the algebraic multi-grid
written in native PETSc, the efficiency is improved to 40-50%. Finally, another possible
solution is to move away from using the PETSc libraries. Although time consuming, fine-
tuning of the matrix operations and solver could be possible.
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Figure 2.7: Strong scaling on RedMesa, 8 cores per node.
Chapter 3
Validation
This chapter presents validation cases for the DNS, SDTBL, and CURVIB numerical meth-
ods used in this dissertation. For each case, directions x, y, z correspond to Cartesian ve-
locities, u, v, w where x is the spanwise, y the wall-normal, and z the streamwise directions.
3.0.1 Channel Flow Validation.
To validate our DNS numerical method, a canonical turbulent channel flow was simulated
with Reτ ≈ 180. The corresponding bulk flow Reynolds number is Re = Wbulkδ/ν = 2800.
Wbulk is the integrated bulk streamwise velocity and δ is the domain height, as shown in
Figure 3.1.
Figure 3.1: Front view of the computational grid for DNS validation case. The turbulent
flow travels into the page.
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Figure 3.1 also shows the wall-normal grid that is clustered using a constant stretching
ratio of 1.05. The computational grid has a uniform spanwise and streamwise spacing.
Details concerning the domain size and mesh counts can be found in Table 3.0.1. No
grid independence study was undertaken since the grid spacings in each direction (∆y+,
∆x+, and ∆z+) are known to be adequate (see Kim et al. [12]). The no-slip boundary
condition is applied at the bottom of the domain and at the top, we employ a stress-free
boundary condition. In the spanwise and streamwise directions, the flow is periodic. The
simulation was run until the mean kinetic energy was statistically stationary and then the
flow field was averaged for 150δ/Wbulk (nondimensional time). The simulation’s timestep
was such that the maximum Courant-Freidrich-Lewey number, CFLmax ≈ 0.5. It should
be noted that low Reynolds number simulations can sometimes be sticky–i.e., the flow
remains laminar if artificial perturbations are used to initialize the flow field. There are
two solutions to initiate genuine turbulence: 1) early on in the simulation, one can decrease
the viscosity temporarily and 2) with CURVIB, one can include several spanwise blockages
to help trip the flow. We used both of these solutions in this validation case to initiate
self-sustaining turbulent flow.
Table 3.1: Computational grid details for the DNS validation case. Nx, Ny, and Nz
represent the total number of nodes in each direction.
Case Lx Lz Nx ×Ny ×Nz ∆x+ ∆z+ ∆y+min ∆y+max
Channel Flow 3.2δ 6.4δ 190× 150× 166 3 7 0.3 7
In Figures 3.2 and 3.3, we present results that have been time and space averaged. In
space, the measurements were averaged over the spanwise and streamwise directions. Fig-
ure 3.2 plots streamwise velocity in the near-wall region and shows an excellent agreement
with the law of the wall. Turbulent statistics were also computed and are shown in Figure
3.3. These too, show good agreement with established turbulent boundary layer profiles
from Kim et al. [12]. Spectra near the no-slip boundary condition is shown in Figure 3.4.
The Kolomogorov region (−5/3 slope) is apparent, as is the turbulence production region
(−1 slope). There are high frequencies of turbulence about four decades below low frequen-
cies, which is evidence that there is no apparent buildup of energy at the high frequencies.
This, in turn, indicates that the relevant scales of turbulence are present without a closure
model (proper dissipation of energy occurs).
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Figure 3.2: Mean streamwise velocity. Compared with the law of the wall: u+ = y+ and
u+ = 2.44ln(y+) + 5.5.
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Figure 3.3: Reynolds stresses for the DNS validation case. The open circles represent
simulated data from Kim et al. [12].
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Figure 3.4: Power spectral density of streamwise velocity fluctuations at a point y+ = 36
for the DNS validation case. Spectra is sampled from the middle (in both spanwise and
streamwise directions) of the domain.
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3.0.2 Riblet Simulation Validation.
In order to gain experience with modeling riblets and to validate the function of the nu-
merical model with a curvilinear grid, a v-groove riblet, previously simulated by Choi et
al. [13], was chosen as a validation case. The computational domain is shown in Figure
3.5. An inset is included to show the quality of the mesh used to discretize the domain.
Note that here, δ is the half-channel height and s, h denote the riblet’s width and height.
In this riblet simulation, the total height of the domain, Ly, is actually Ly = 2δ + h/2,
similar to the computational domain of Choi et al. [13].
Figure 3.5: Front view of riblet validation domain. Flow is into the page. The inset shows
mesh quality near riblet surface.
While simulating this case, we found that the quality of the grid is very important
to obtain accurate results–specifically the smoothness of the domain. Obviously, v-groove
riblets have very sharp peaks, which means that smooth meshes are difficult to achieve.
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For this reason, the riblets simulated in Chapter 4 are smooth-rounded scalloped riblets.
Details concerning the computational domain size and grid cell counts are shown in Table
3.0.2.
Table 3.2: Details of the computational grid for the riblet validation case. Nx, Ny, and Nz
represent the total number of nodes in each direction.
Case Lx Lz Nx ×Ny ×Nz ∆z+
Channel Flow 1.816δ 3.2δ 737× 193× 113 7.5
The minimum values of ∆y+ and ∆x+ are not included in Table 3.0.2 since they
are << 1. The streamwise grid spacing is typical for DNS channel flow (see Kim et al.
[12]). Similar to the DNS validation case, the turbulent flow was simulated via DNS at
Reτ ≈ 180. The corresponding bulk flow Reynolds number is Re = Wbulkδ/ν = 2800.
The non-dimensional riblet spacings are s+ = 20.4 and h+ = 17.7. and the timestep was
such that CFLmax ≈ 0.7. After the mean kinetic reached statistically stationary value,
time averaging occurred for 350δ/Wbulk nondimensional time units. For this validation, a
no-slip boundary condition was applied at the top of the domain and also on the bottom
of the domain at the riblet surface. Lastly, periodic boundary conditions are employed in
the spanwise and streamwise directions.
The results plotted in Figures 3.6 - 3.10 show data that has been averaged in time
and space. Spatially, the results were averaged in the spanwise and streamwise directions.
However, in the spanwise direction, results were conditionally averaged (i.e., averaging
occurred on a per-riblet basis) in order to preserve data within the riblet. Figure 3.6 plots
streamwise velocity across the wall-normal direction. The computational data of Choi et
al. [13] has been included for comparison.
Figures 3.7, 3.8, and 3.9 plot turbulence statistics. There are some minor discrepancies,
but in general, very good agreement is achieved–especially given that the present domain
is twice as wide, the streamwise grid spacing is five times finer, and has been averaged for
a longer time.
Finally, Figure 3.10 shows the local time and space averaged wall shear stress for the
riblet validation case. As one traverses the riblet surface from valley to peak, very good
agreement is observed. In the present case, the riblets produced a total drag reduction
of 5.4% compared to a flat plate, and Choi et al. [13] reports a drag reduction of 6%.
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Figure 3.6: Mean streamwise velocity as a function of wall-normal location. Circles are
computational data from the work of Choi et al. [13].
With these results, our approach to modeling riblets and numerical solver was considered
validated.
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Figure 3.7: Streamwise turbulence intensities as a function of wall-normal direction. Circles
from the work of [13].
Figure 3.8: Wall-normal turbulence intensities as a function of wall-normal direction. Cir-
cles from the work of [13].
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Figure 3.9: Primary Reynolds shear stresses as a function of wall-normal direction. Circles
from the work of [13]..
Figure 3.10: Local wall shear stress from valley to peak on a riblet surface. Circles from
the work of [13].
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3.0.3 Spatially Developing Boundary Layer Validation.
To validate our implementation of the rescaling method of Lund et al. [67], we have
simulated a canonical Spatially Developing Turbulent Boundary Layer (SDTBL) with
Reθ = 1, 750 and compared it with similar SDTBL found in the current literature. A
front view of the test domain is shown in Figure 3.11. The mesh is uniform in the spanwise
and streamwise directions. Normal to the wall, a clustered grid is used that has a constant
stretching ratio of 1.05. Domain specifications are highlighted in Table 3.0.3. The domain
lengths are relative to the boundary layer height at half of the streamwise length, δmid.
This domain is similar to the validation domain of Lund et al. [67].
Figure 3.11: Computational domain and mesh for the SDTBL validation case. Streamwise
direction is into the page.
Grid spacings are as following: ∆x+ = 15, ∆z+ = 30, and ∆y+min = 0.3. Figure 3.12
shows a side view of instantaneous contours of streamwise velocity. Also plotted are vectors
of mean streamwise velocity at the inlet and recycling plane, which is at 85% of Lz. The
dashed line is the local mean boundary layer height.
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Table 3.3: SDTBL validation grid specifications. δmid is the boundary layer height at the
middle of the domain in the streamwise direction. Nx, Ny, and Nz represent the total
number of nodes in each direction.
Case Lx Ly Lz Nx ×Ny ×Nz
SDTBL (pi/2)δmid 3δmid 10δmid 64× 100× 200
Figure 3.12: A side view of the SDTBL validation case computational domain plotted with
contours of instantaneous streamwise velocity. The dashed line is the local mean boundary
layer height. Vector profiles are plotted at the inlet and recycling plane.
Mean streamwise velocity is plotted in Figure 3.13, along with the law of the wall. The
flow field has been averaged in the spanwise direction only since the boundary layer is
developing in the streamwise direction. Excellent agreement with the computational data
of Lund et al. [67] is achieved.
Lastly, turbulence statistics are plotted in Figure 3.14. For comparison, Laser Doppler
Anemometry (LDA) results from De Graaff & Eaton [14] are also shown. Also plotted
are computational results from Araya et al. [15]. There is a slight difference in Reynolds
number from both comparisons. In general, very good agreement is seen, though the peak
value of streamwise fluctuations varies by about 5%. After many SDTBL simulations, this
minor variation seems to be a product of the rescaling method.
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Figure 3.13: Mean streamwise velocity as a function of wall-normal direction. Dashed lines
correspond to the law of the wall. In the logarithmic region, w+ = 2.44ln(y+) + 5.
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Figure 3.14: Turbulence statistics for the present SDTBL with Reθ = 1, 750. Experimental
measurements (circles) are of a boundary layer with Reθ = 1, 430 and are from DeGraaff &
Eaton [14]. Computational results (x markers) are of a boundary layer with Reθ = 1, 950
and are from Araya et al. [15].
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3.0.4 CURVIB Validation.
Two cases were simulated to validate CURVIB: 1) a case to accurately calculate shear
stress on an immersed boundary, and 2) a case to accurately model the flow field around
both stationary and moving boundaries. Each of the cases are two-dimensional, laminar
flows around a cylinder of diameter, d. The Reynolds number, Red = dWbulk/ν = 10.
The first test case is a single cylinder in cross-flow. Figure 3.15 shows the computational
domain with the background mesh. The cylinder is centered at y/d = 0 and z/d = 30 and
the mesh is stretched in both directions to reduce computational expense. A uniform
velocity of Wbulk is provided at the inlet. The slip boundary condition is applied at the top
and bottom of the domain, and at the outlet, a the gradients of each Cartesian velocity
is set to zero. Figure 3.16 illustrates a view of the cylinder and local discretization. The
dark blue filled cells are structure nodes. The light blue indicates IB nodes, and the white
cells are fluid nodes. Details concerning the computational grid for this validation case are
shown in Table 3.4. The timestep was 0.004d/W and the solution was steady in time.
Figure 3.15: Two-dimensional domain and background grid with a single cylinder in cross-
flow. Flow is from left to right.
Figure 3.17 shows streamlines around the cylinder. Figure 3.17a is plotted for compar-
ison and is from the computational work of Lange et al. [70]. Figure 3.17b is the present
solution. The ratio between separation bubble length to diameter is, l/d = 0.25, which is
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Table 3.4: Single cylinder in cross-flow computational grid details. Ny and Nz refer to the
number of grid nodes in the wall-normal and streamwise directions, respectively.
Case Ly Lz Ny ×Nz
Single cylinder in cross-flow 30d 80d 268× 558
Figure 3.16: Local background grid and CURVIB node classifications: dark blue: structure
nodes, light blue: IB nodes, white: fluid nodes.
in agreement with Lange et al. [70]. Lastly, the drag coefficient, CD, with accounts for
pressure and viscous drag was 2.8, also in agreement with that reported by Lange et al.
[70].
The second validation case for CURVIB is laminar flow with three cylinders in crossflow–
each with a negative (i.e., moving in the opposite direction to the mean flow) constant
velocity. The purpose of this validation case is to ensure proper drag calculation even
when the immersed body is moving with a relative velocity. We originally planned to
simulate dynamic sharkskin, as detailed in Appendix C. Although we later chose to simulate
static denticles, this validation case remains important. There are two simulations for this
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Figure 3.17: Instantaneous streamlines for a single cylinder in cross-flow: a) computational
results are from Lange et al. [70], b) present results.
second validation and Figure 3.18 shows the two-dimensional domains used for this case.
In Figure 3.18a the cylinders are fixed in space, and for Figure 3.18b, the cylinders move
to the left at velocity, c. The Reynolds number is Red = 10 for both simulations, where
the characteristic velocity is the relative velocity between the fluid and immersed boundary
velocities. The space between cylinders is 6d and periodic boundary conditions are applied
in the streamwise directions. Domain sizes and cell counts are found in Table 3.5.
Table 3.5: Three cylinders in cross-flow computational grid details. Ny and Nz refer to the
number of grid nodes in the wall-normal and streamwise directions, respectively
Case Ly Lz Ny ×Nz
Three cylinders in cross-flow 10d 18d 328× 961
Figure 3.19 plots mean streamwise velocity at three different planes downstream from
a single cylinder for both moving and stationary immersed boundaries. The location of
each measurement plane is shown in the inset figure. Excellent agreement is seen with the
stationary cylinders. Lastly, Figure 3.20 plots the drag coefficient (CD for each cylinder)
varying in time. In actual implementation of this case, four immersed boundaries were used,
though at any time, only three are in the domain since. During time step 2500−3000, IB1
exits and IB3 enters the domain. Afterwards, a stable CD is seen for all bodies.
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Figure 3.18: Computational domains for the second CURVIB validation case. a) The
domain includes three stationary cylinders in cross-flow. b) The domain includes three
cylinders with a prescribed velocity in the negative z direction. Reynolds numbers for each
case are identical.
Figure 3.19: Streamwise velocity profiles at three planes at and downstream of an arbi-
trarily selected cylinder (shown in inset). Circles represent computational data from the
simulation with fixed immersed boundaries, whereas the straight line represents data from
the case with moving immersed boundaries.
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Figure 3.20: Time-varying drag coefficients for each moving cylinder. Four immersed
boundaries are used, though at any time only three are in the computational domain.
Chapter 4
Riblets
In this section, we present results from several simulations of drag-reducing riblets in two
different pressure gradients. Their drag reducing potential is analyzed as well is flow fields
within individual riblets.
4.1 Inlet Turbulent Flow & Boundary Conditions
As was mentioned in Section 1.1.3, most riblet research to date has been done in fully
developed, turbulent channel flows. While this is an effective method to study fundamental
flow physics near riblets, many practical implementations will expose riblets to varying
pressure gradients; specifically, Adverse Pressure Gradients (APG). To further fundamental
research of riblets in APG, we have simulated several riblet geometries in both a Zero
Pressure Gradient (ZPG) and an APG. Though, in order to simulate a turbulent boundary
layer with either type of pressure gradient, it is essential that realistic turbulent inflow
boundary conditions are used. To accomplish this, we employed the rescaling method of
Lund et al. [67]. When compared with other methods (parallel inflow method & synthetic
turbulence), the rescaling technique is superior at generating realistic scales of turbulence
that do not dissipate prematurely. A series of domains is used to implement the rescaling
method as shown in Figure 4.1. The rescaling domain is seen in Figure 4.1a. In this
domain, velocities from a recycling plane (red dashed line at 85% of domain length, Lz)
are scaled and re-fed into the inlet. The result is a spatially developing turbulent boundary
67
68
layer with a fixed inlet boundary layer height, δ. After reaching a statistically steady state,
velocities are saved at the recycling plane and used as an inflow boundary condition for
the development domain, (Figure 4.1b). Velocities are stored at the dashed line of the
development domain and finally fed into the riblet domain (Figure 4.1c), which contains
either the riblet films or the flat-plate baseline. Note that the z direction is normalized
with the momentum thickness at the inlet of the development domain, θinlt.
Figure 4.1: Side view (flow is from left to right) of a) rescaling domain b) development
domain, and c) riblet domain. θinlt is the momentum thickness at the inlet of Domain
B. The red dashed lines denote planes where velocities are stored and fed into the next
downstream domain.
The development domain is used to allow for sufficient development of the APG, creat-
ing an equilibrium boundary layer (i.e., β ≈ constant). As mentioned above, riblets often
reduce drag by just a few percentage points. So in order to make an accurate comparison
among riblet sizes, it was critical that each different riblet size be exposed to the exact
same turbulent boundary layer. Therefore, we adopt the following approach: the APG and
ZPG flows were each separately matured using the mesh from the development domain.
The resulting flow fields from the development domain were then fed into several different
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riblet domains. Each riblet domain has a cross-section slightly different (accounting for
differing riblet s+) from the development domain. Thus, velocities from the development
domain were interpolated onto the different riblet inlet grids, ensuring each riblet received
the same inflow. It is important to note that the interpolation did not adversely affect
profiles of mean velocity nor turbulence statistics. Such an interpolation is valid because,
as will be seen in Section 4.2, the spanwise grid spacing in the development domain is
below one wall unit.
For all APG flows, the streamwise pressure gradient is controlled by the wall-normal
velocity (i.e., a flux) at the top of each domain. We took this approach because the hybrid
staggered/non-staggered methodology we employ to discretize the governing equations (see
Gilmanov & Sotiropoulos [61]) stores contravariant fluxes at boundaries. Equations 4.1 and
4.2 are employed at the top of each domain using Cartesian velocities at ghost cells.
∂w
∂y
=
∂u
∂y
= 0 (4.1)
and
v(z) = We
dδ∗
dz
+ (δ∗ − Ly)dWe
dz
(4.2)
where We(z) is the free-stream velocity. Equation 4.2 originates from the integral momen-
tum balance and definition of the displacement thickness, as described by Lund et al. [67].
In ZPG flows, dWe/dz = 0. But for APG flows, We(z) is known a priori. Figure 4.2 is a
plot of the prescribed We(z) as a function of the streamwise direction. Here, and from now
on, note that z/θinlt = 0 corresponds to the beginning of the development domain. In this
figure, the dashed line at z/θinlt = 160 represents the boundary between development and
riblet domains. From 0 ≤ z/θinlt ≤ 80 a ZPG exists where
We(z) = W0
after which the streamwise velocity is specified using Equation 4.3.
We(z) = W0
(
1− z
z0
)m
(4.3)
where m = −0.075 and z0 = −6.53. This velocity profile is similar to that used in the work
of Lee & Sung [71]. The result is an equilibrium boundary layer in the riblet domain where
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Figure 4.2: Prescribed streamwise variation of free-stream velocity, We(z), for the devel-
opment and riblet simulations. This profile is used in conjunction with Equation 4.2 to
specify the boundary condition at the top of the respective computational domain.
β ≈ 0.5, as shown in Figure 4.3. Skin-friction coefficients are also shown for the ZPG and
APG baseline cases, i.e. a flat-plate without riblets.
The no-slip boundary condition is employed on the riblet and flat-plate surfaces and
in the spanwise direction, the periodic boundary condition is applied. The convective
boundary condition, ∂U i/∂t+ c∂U i/∂z = 0, where c is the integrated bulk velocity across
the entire outlet domain, is applied at the domain outlets. To help ensure convergence of
the Poisson equation to machine zero, a mass flux correction (difference in inlet and outlet
mass fluxes) is applied to each cell on the outlet. This difference is typically very small,
less than 0.005% of the total mass flux.
4.2 Computational Details
Computational domain lengths, cell counts, and grid spacing for the rescaling and devel-
opment domains are shown in Tables 4.1 and 4.2.
We consider herein five different riblet geometries and carry out a total of eight separate
riblet simulations. Figure 4.4 shows the scalloped riblet geometry we simulate. The riblet
height-to-width ratio is h/s = 0.5. We have defined the riblet tip thickness, t, at 95%
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Figure 4.3: (Top) Skin-friction coefficient of the baseline case for ZPG and APG flows.
(Bottom) The Clauser parameter for the baseline APG case. Note that z/θinlt = 160
corresponds to the beginning of the riblet domain.
of the riblet height such that t/s = 0.06. This riblet is not an optimally designed blade
riblet, but the rounded tips enable better grid quality. The riblets are discretized with a
body-fitted, structured grid as shown in Figure 4.4. Since the individual scalloped riblets
are only tens of wall units in width, a very fine grid is required to accurately calculate
mean shear stresses and turbulence statistics.
Table 4.3 details case-specific domain geometries for the ZPG and APG riblet simula-
tions. The naming convention for each riblet case is such that s+ increases as one proceeds
alphabetically. Note that ZPG and APG flows with the same riblet cases (i.e., Riblets
A, C, & E) use the same mesh. Also shown in Table 4.3 is the number of individual ri-
blets in the spanwise direction, Nribs along the spanwise length, Lx. To help reduce the
computational expense of these simulations, we used Ngp (the number of grid nodes per
riblet) nodes for only half of the number of riblets, Nribs. In other words, half of the total
number of individual riblets are highly resolved and the remaining half are resolved with
a coarser resolution. The highly resolved riblets were centered in the spanwise direction,
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Table 4.1: Rescaling & development domain specifics (see Figure 4.1 for definitions of the
two domains). Nx, Ny, and Nz are the numbers of grid nodes in the spatial directions.
Domain Lxθinlt
Ly
θinlt
Lz
θinlt
Nx Ny Nz
Rescaling 16.2 28 94 400 80 401
Development 16.2 28 160 721 125 521
Table 4.2: Rescaling & development domain grid spacing.
Domain ∆x+ ∆y+min ∆y
+
max ∆z
+
Rescaling 1.6 0.5 68 9.5
Development 0.9 0.7 45 12
approximately 4.05 ≤ x/θinlt ≤ 12.1. Flow fields near the coarser regions were not used
for any drag calculations. The motivation for retaining the coarsely resolved riblets was to
diminish two-point correlations (as defined in Equation 4.4). Table 4.4 shows the domain
cell counts. For each simulation, ∆y+ and ∆x+ << 1, and therefore only ∆z+ is reported.
Table 4.3: Riblet widths in wall units (s+), total number of riblets in the spanwise direction
(Nribs) and the number of grid points used to highly resolve each riblet (Ngp).
Case s+ZPG s
+
APG Nribs Ngp
A 10 8.5 66 35
B 14.7 −− 43 33
C 17.1 15 37 33
D −− 17 33 33
E 26.6 23.4 24 39
In Table 4.3, the shear velocity used to normalize the riblet widths is wτ,0, which is set
equal to the average shear velocity from the corresponding ZPG and APG baseline (smooth
flat plate) cases. Figure 4.5 illustrates how the turbulent inflow was generated for the riblet
cases. Our approach ensures that each riblet geometry is exposed to the same turbulent
boundary layer. This is crucial because the drag reduction produced by some riblets is
often only a few percentage points.
The left side of Figure 4.6 shows a longitudinal plane with contours of instantaneous
streamwise velocity in a particular riblet domain. The flow is from left to right. To make the
transition from flat-plate (0 ≤ z/θinlt ≤ 40) to riblet, a smooth transition was implemented
as illustrated in Figure 4.6.
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Figure 4.4: Scalloped riblet body-fitted curvilinear mesh from Riblet Case A.
Table 4.4: Number of grid nodes in each direction and streamwise grid resolution for the
riblet domains.
Case Nx Ny Nz ∆z
+
A 1565 145 548 11
B 1025 140 520 11
C 897 140 520 11
D 801 140 520 11
E 721 130 513 11
A grid independence study was conducted for each case to ensure that any drag mea-
surements were not a function of grid size or quality. Grid cell counts in the spanwise and
wall-normal directions were increased by a factor of 1.5 independently. The grid size was
not altered in the streamwise direction since, as shown in Table 4.4, ∆z+ = 11 is already
near DNS quality and it has been well established that the highest velocity gradients occur
in the spanwise and wall-normal directions (see Choi et al. [13] and Chu & Karniadakis
[36]). Local viscous stresses along the riblet surface and global viscous drag measurements
were compared for coarse, medium, and fine grids. When considering varying resolutions
in the spanwise direction, global values of viscous drag varied by just 1% between the
medium and fine grids. In the wall-normal direction, the same drag varied by less than
0.5%. Therefore, the drag results were considered converged and grid independent.
For each riblet simulation, Lx/θinlt ≈ 16.2, Ly/θinlt ≈ 28, and Lx/θinlt ≈ 145 in
the spanwise, wall-normal, and streamwise directions respectively. Following the works of
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Figure 4.5: Flow chart of the procedure we employ to develop the turbulent boundary layer
under zero and adverse pressure gradients to be used as inflow for the riblet and baseline
simulations. Working from left to right, the rescaling domain turbulent flow is fed into
the development domain for both APG and ZPG flows. Boundary layer growth occurs
and then, turbulent flow from the development domains feed individual riblet and baseline
cases.
Araya et al. [15] and Lund et al. [67], Lx is approximately (pi/2)δmid, where δmid is the
99% boundary layer thickness halfway between inlet and outlet of the ZPG control case.
Two-point correlations were sampled to justify the domain sizes. These are defined as
follows for each velocity component:
Rii =
u′i(x, t)u
′
i(x+ r, t)
u′2i
(4.4)
The so computed correlations are shown in Figure 4.7 for the spanwise and streamwise
directions. The correlations were taken from the baseline ZPG turbulent boundary layer.
One correlation was taken very near the wall and another near the boundary layer height.
The characteristic length, δmid corresponds to the local boundary layer height at the middle
of the domain in both streamwise and spanwise directions. As seen, the domain is large
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Figure 4.6: (Left) Instantaneous contours of streamwise velocity on a plane in a riblet
domain. Flow is from left to right. (Right) Structure of the geometry and curvilinear grid
in the vicinity where a swept surface transitions between the smooth boundary and riblet
geometry.
enough such that the two-point correlations become uncorrelated for each velocity compo-
nent in both the streamwise and spanwise directions and at each wall-normal location.
Finally, the Reynolds number at the inlet of the development domain is Reθ,inlt =
W0θinlt/ν ≈ 860. The LES cases were initially run until the mean kinetic energy stabilized,
then averaging occurred for 2,100 θinlt/W0. The averaging time was long enough to ensure
the mean viscous drag measurements no longer varied with time. The timestep was such
that the Currant-Friedrich Lewis number (CFL) did not exceed CFLmax ≈ 0.6.
4.3 Results
4.3.1 Inlet Turbulent Boundary Layer
Using the rescaling method to generate the boundary layer and the development domain
to mature it to equilibrium (for the APG), a plane was recorded and fed as an inlet to the
main simulation domain. To ensure the boundary layer’s quality, we have compared it with
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Figure 4.7: Two-point correlations in the spanwise (left) and streamwise (right) directions.
Taken from the ZPG baseline case at two vertical locations, y+ = 5.5 and y+ = 264.
the experimental data from DeGraaff & Eaton [14]. Figure 4.8 compares the ZPG and APG
baseline mean spanwise averaged streamwise velocity. The location at which this profile
was sampled is x/θin = 190 (near the inlet of the main simulation domain). The law-of-
the-wall is plotted as reference. Excellent agreement is seen. The APG mean streamwise
velocity has just a slightly different slope in the logarithmic region and as expected, its
local wτ,0 is lower than that of the ZPG.
Also near the inlet, Figure 4.9 is a plot of the root-mean-square of the streamwise
velocity fluctuations for both baseline cases. In comparison with the experiment, the ZPG
case under predicts the streamwise fluctuation peak by about 7%, but otherwise, good
agreement is achieved. The APG turbulent boundary layer shows an expected increase in
fluctuations in logarithmic region. The maximum value of the secondary peak is a function
of β. The present maximum peak for the APG baseline was compared (indirectly) with the
boundary layers in Lee & Sung [71] with good results. Figure 4.10 shows mean spanwise-
averaged wall-normal fluctuations. Again comparing with DeGraaff, very good agreement
is seen.
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Figure 4.8: Mean spanwise-averaged streamwise velocity from both ZPG and APG baseline
cases.
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Figure 4.9: Mean spanwise averaged profiles from both ZPG (Reθ = 1, 150) and APG
(Reθ = 1, 250) baseline cases. Circles from DeGraaff, 2000 (ZPG, Reθ = 1, 430).
Figure 4.10: Mean spanwise averaged profiles of wall-normal fluctuations from both ZPG
(Reθ = 1, 150) and APG (Reθ = 1, 250) baseline cases. Circles from DeGraaff, 2000 (ZPG,
Reθ = 1, 430).
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Figure 4.11: Mean spanwise averaged profiles of spanwise-averaged primary Reynolds
stresses from both ZPG (Reθ = 1, 150) and APG (Reθ = 1, 250) baseline cases. Circles
from DeGraaff, 2000 (ZPG, Reθ = 1, 430).
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Finally, the mean spanwise averaged primary Reynolds stresses are plotted for both
baseline cases in Figure 4.11. The ZPG baseline case has a good comparison with the
experimental data, though there is some difference, which is likely due to the averaging
time. But, as was discussed in Section 4.2, despite this difference it was determined that
the averaging time was sufficient.
Due to the boundary condition at the top domain, boundary layer properties (momen-
tum thickness, θ and displacement thickness δ∗) grow at different rates depending upon the
pressure gradient. Figure 4.12 shows the variation in both of these properties as a function
of streamwise location. Due to the convective boundary condition at the exit plane of
the domain, an artificial smoothing of the boundary layer growth occurs. As such, drag
calculations are limited to z/θin = 310.
Figure 4.12: Mean spanwise-averaged momentum thickness and displacement thickness
variations from both ZPG and APG baseline cases.
4.3.2 ZPG Riblets
Drag reduction by riblets will be reported in terms of DR%, which is defined as:
DR% = −Drib −D0
D0
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where Drib is the viscous drag on the riblet surface and D0 is the viscous drag on the
baseline, flat place surface. The drag on the riblet surfaces are calculated as:
Drib = ‖Di‖ = ‖
∫
A
τijnjdA‖
where τij is the time-averaged wall-shear stress evaluated at the wall, nj is the normal
unit vector, and dA is the local cell area at the wall. The local shear stresses were only
evaluated for the finely resolved riblets in the middle of the domain, which extended from
4.05 ≤ x/θin ≤ 12.1 in the spanwise direction. In the streamwise direction, the region from
which drag forces were calculated extended from 218 ≤ z/θin ≤ 310.
Figure 4.13 shows the drag reduction by each riblet in the ZPG flow. The riblets have an
optimum drag reduction of about 7%. The individual data points are from Walsh [27] and
Bechert et al. [2]. The present data match very well with Walsh [27]. It is also important
to note that the actual shape from either of these cases is not known. The problem is that
many publications test ’scalloped riblets’, but the definition (i.e., geometry) of a scalloped
riblet has been quite arbitrary. Furthermore, neither author mentions the value of riblet
tip-thickness and Bechert et al. [2] has already shown that the tip-thickness can affect
drag reduction. Regardless, excellent agreement is achieved and our method of calculating
riblet drag reduction in a spatially developing turbulent boundary layer is validated.
Figure 4.13: Time-averaged drag measurements from ZPG cases A, B, C, & E.
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The dashed line in Figure 4.13 is the predicted viscous slope for the present riblet
shape. As originally detailed by Luchini et al. [3], this theoretical slope is a function of the
protrusion height, ∆h. Briefly, the spanwise and streamwise velocity profiles each have a
virtual origin i.e., where the no-slip condition would be applied if it were just a flat plate
and an actual origin (the riblet surface). The difference between these two origins can thus
be calculated in each direction, ∆hspan and ∆hstream. Using these values, the protrusion
height is calculated as ∆h = ∆hspan −∆hstream. The protrusion heights were calculated
using velocity profiles from 2D steady, laminar simulations, as prescribed by Luchini et al.
[3]. To make the connection between protrusion height and the predicted viscous region,
we have used Equation 4.5 from Bechert et al. [2]. As another validation, the predicted
viscous region matches very well with the ZPG riblet cases.
DR% =
0.785(∆h/s)s+
(2cf )−1/2 + 1.25
(4.5)
In order to elucidate the physical reasons for drag reduction, we have conditionally
averaged (again, coarsely resolved riblets were not considered) riblets in the spanwise di-
rection. Here, conditionally averaging means spatially averaging flow fields on a per riblet
basis. The result is a single flow-field within a riblet. Results were not averaged in the
streamwise direction because the boundary layer is spatially developing. Unless otherwise
mentioned, the coming figures use data sampled at z/θin = 275. In the spanwise direction,
profiles are either sampled at the riblet valley or the tip, as specified.
Figure 4.14 is a plot of the RMS of the streamwise velocity fluctuations, taken from
the riblet valley. The riblet cases are defined in Table 4.3. Riblet width increases as the
letters proceed alphabetically. From the plot, it is apparent that peak RMS value scales
with riblet width, though all riblets have a peak less than the baseline ZPG flow. This
is an important finding. Choi & Moin [13] originally compared a drag-reducing riblet
with a drag-increasing riblet and found that the drag-increasing riblet had a greater peak
value than the drag-reducing riblet (and the baseline). That could lead one to assume
that the peak streamwise RMS fluctuations scale on DR%, but Figure 4.14 clarifies the
issue. Further comparison between the baseline and riblet profiles makes it obvious that
fluctuations within the riblet valley are much lower than the baseline case.
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Figure 4.14: Mean conditionally-averaged streamwise fluctuations for the ZPG cases. In
the spanwise location, the profiles are taken at the riblet peak.
Figure 4.15: Mean conditionally-averaged wall-normal fluctuations for the ZPG cases. In
the spanwise location, the profiles are taken at the riblet valley.
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Figure 4.16: Mean spanwise-averaged primary Reynolds stresses for the ZPG cases.
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Wall-normal fluctuations at the riblet valley are plotted in Figure 4.15. These fluctu-
ations are insensitive to riblet width, and have their maximum near the baseline. Within
the riblet valley, however, the fluctuations are significantly reduced. These results coincide
with the findings of Choi & Moin [13]. Similarly, spanwise fluctuations (not shown) are
insensitive to drag reduction and riblet width.
The primary Reynolds stresses for the riblets in ZPG are shown in Figure 4.16. The
profiles plotted here are not conditionally averaged–they are spanwise averaged. Impor-
tantly, unlike the turbulence statistics previously mentioned, the maximum peak Reynolds
stress is inversely proportional to drag reduction. The largest riblet, E, has the lowest drag
reduction, and accordingly, it has the highest peak value. In any case each riblet does have
a peak value less than or equal to the ZPG baseline case. In Choi & Moin [13], similar
results were reported. There, the drag increasing riblet was accompanied by an increased
(relative to the baseline) Reynolds stress and the drag reducing riblet with a decreased
stress.
Turbulent Kinetic Energy (TKE) is shown in Figure 4.17. Profiles are plotted at the
riblet valley. Each riblet significantly reduces the TKE when compared with the ZPG
baseline flow. As with some other statistics, the TKE is insensitive to drag reduction and
scales on riblet width. For normalization, these profiles use the shear velocity from the
baseline case, wτ,0.
Figures 4.18 and 4.19 plot turbulence production at the valley and tip locations, re-
spectively. In the valley, maximum production scales with riblet width, but near the riblet
peak, production scales with drag reduction. Even though most turbulence fluctuations
thus far are lower for larger riblets, increased wall-normal velocity gradients and higher
primary Reynolds stresses for Riblet E cause a jump in turbulence production near the
riblet tip.
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Figure 4.17: Spanwise-averaged normalized production of turbulence for the ZPG cases.
In the spanwise location, the profiles are taken at the riblet tip.
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Figure 4.18: Spanwise-averaged normalized production of turbulence for the ZPG cases.
In the spanwise location, the profiles are taken at the riblet valley.
Figure 4.19: Spanwise-averaged normalized production of turbulence for the ZPG cases.
In the spanwise location, the profiles are taken at the riblet valley.
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4.3.3 APG Riblets
Figure 4.20 shows the drag reduction by riblets in APG and ZPG turbulent boundary
layers. There is only a slight improvement in drag reduction for riblets in mild APG’s.
Figure 4.20: Drag reduction by riblets in APG flows compared with riblets in ZPG turbu-
lent flow.
This result supports the experimental findings by Nieuwstadt & Debisschop [6] and dis-
agrees with the computational results from Klumpp et al. [48]. To better visualize the
comparison, Figure 4.21 shows the difference in drag reduction between riblets in APG
and ZPG flows at various Clauser parameters. The present simulations agree within the
uncertainty bars of the experimental data. Although Klumpp et al. [48] claim that their
pronounced improvements in drag reduction follow the trend set by the experimental data,
it is clear that they do not.
The present simulations show that riblets in an APG are still able to reduce skin-
friction, which goes against the early experimental findings of Truong & Pulvin [46] and
Squires & Savill [47]. As previously mentioned by Nieuwstadt et al. [5], the cause is likely
due to the indirect method (momentum integral balance) of measuring drag reduction by
these two researchers. In fact, the turbulent statistics shown in the coming figures prove
that the methods of drag reduction are largely unchanged between riblets in ZPG and
APG flows. Streamwise and wall-normal RMS fluctuations for the riblets in a mild APG
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Figure 4.21: Difference in drag reduction between riblets in ZPG and APG flows are various
Clauser paramenters. Uncertainty bars are those reported in their respective sources.
(not shown) are very similar to the riblets in ZPG, with maximum fluctuations scaling on
riblet width.
Similar to riblets in ZPG flow, the primary Reynolds stresses shown in Figure 4.22, show
that maximum values scale with drag reduction. There is however, one difference between
the riblets in APG and ZPG. For riblets in APG, the locations of the maximum stresses
are shifted towards the riblet surface. For riblets, this is the only turbulence statistic peak
value that is not displaced away from the wall. The riblets here actually create a Reynolds
stress profile similar to the riblets in ZPG (see Figure 4.16).
Lastly, Figure 4.23 plots normalized turbulence production at the riblet tips. This
figure has been included to further show the correlation between riblet drag reduction
and maximum production value. Riblet C for the ZPG case decreased drag by about 2%
and had a production peak value about 50% greater than the ZPG baseline. The same
geometry for the APG case decreased drag by 6% (this is due to differences in s+, not to
be confused with some other effect) and correspondingly, has a production peak value that
is only 30% greater than the APG baseline.
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Figure 4.22: Spanwise-averaged Reynolds stresses for the APG cases compared with the
baseline.
4.3.4 Riblet Induced Vorticity
It has been well established, both experimentally and computationally, that riblet films
induce vorticity very near their surfaces. Near riblets, counter-rotating streamwise vortices
are present in mean flow-fields. Figure 4.24 shows conditionally averaged contours of
streamwise vorticity near Riblet B in a ZPG flow. Larger counter rotating vortex tubes
can be seen that have characteristic diameters that are nearly half the riblet width. The
contours also show regions of high vorticity very near the riblet surface. Note that the
regions of vorticity on either side of the riblet tip have alternating directions.
Choi & Moin [13] reported that the circulation strength was greater for a drag increas-
ing riblet than for one that reduced drag. This, like other turbulent statistics, could be
interpreted as a correlation between drag reduction and vorticity magnitude. Fortunately,
with a range of s+, we are able to clarify this issue as well. Figure 4.25 is a plot showing
the maximum value of streamwise vorticity for each riblet case as a function of normalized
riblet width. This figure makes it clear that the strength of these vortex tubes is a function
of riblet geometry, not drag reduction capability.
In Figure 4.26, we have plotted the coordinates of the locations where the maximum
streamwise vorticity occurred for each riblet case. The horizontal and vertical axes’ inde-
pendent variables are defined as:
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Figure 4.23: Conditionally averaged production for the APG cases. In the spanwise loca-
tion, the profiles are taken at the riblet tip.
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Yω is the distance from the riblet tip, in the wall-normal direction, as a percentage of
the total riblet height. Xω is the distance from the riblet tip, in the spanwise direction,
as a percentage of total riblet width. Therefore, in Figure 4.26, the location of maximum
streamwise vorticity magnitude for Riblet A in the ZPG flow is about 14% of the riblet
width away from the riblet tip and about 15% of the riblet height above the riblet tip. It’s
apparent that as the riblets increase in size, the centers of rotation for the induced vortex
tubes tend to move away from the riblet surface.
4.3.5 Local Shear Comparisons
In this final section, we examine the local shear along a riblet surface, traversing from the
riblet tip down towards the riblet valley. As with other profiles, the local shear values have
been conditionally averaged in space and averaged in time. The streamwise location at
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Figure 4.24: Mean conditionally-averaged streamwise vorticity for the ZPG cases. In the
spanwise location, the profiles are taken at the riblet valley.
which the following data were sampled is z/θin = 275. Figure 4.27 plots the local shear
along the riblet in the spanwise direction for riblets in ZPG, where x/s = 0 corresponds
to the riblet tip and x/s = 0.5 the riblet valley, as shown in the inset. Similar to riblets
seen elsewhere in Choi & Moin [13], high shear stresses are limited to near the riblet tips.
Although shear stresses are high in this region, the corresponding wetted surface area at
the tips is low and a net reduction in skin-friction drag occurs. Among the different riblet
cases, it is seen that as the riblet increases in size, the local shear becomes less smooth very
near the riblet tip. This is due to the scalloped geometry and the resolution of the mesh.
Although each riblet case had approximately the same number of grid points per riblet
(33-39 points), the wider riblets had a higher concentration of points near the riblet tip.
This is simply a consequence of larger riblets being easier to mesh. For example, Riblet
E is nearly three times wider than Riblet A. More grid points near the tip more clearly
resolve this plot of local shear. Figure 4.28 plots the local shear along the riblet in the
spanwise direction for riblets in APG. Local shear values show similar trends to the riblets
in ZPG.
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Figure 4.25: Maximum values of streamwise vorticity as a function of normalized riblet
width.
Figure 4.26: Locations of maximum streamwise vorticity as a function of riblet width and
height as displaced from the riblet tip.
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Figure 4.27: Local streamwise velocity gradients at the riblet surface for those in an ZPG
flow, proceeding from the riblet tip (x/s = 0) to the riblet valley (x/s = 0.5).
Figure 4.28: Local streamwise velocity gradients at the riblet surface for those in an APG
flow, proceeding from the riblet tip (x/s = 0) to the riblet valley (x/s = 0.5).
Chapter 5
Static Sharkskin Denticles
This chapter presents results from sharkskin denticles modeled in a fully developed, turbu-
lent open channel flow simulated with CURVIB. Mean flow fields and turbulence statistics
are analyzed.
5.1 Domain Setup
Working in collaboration with George Lauder and Li Wen of Harvard, we were provided
with the denticles seen in Figure 5.1. A representative denticle from Isurus oxyrinchus
(shortfin Mako) was scanned using micro-CT to produce a detailed three-dimensional den-
ticle shown in Figure 5.1a. The 3D model in Figure 5.1b is a symmetric (about the primary
keel) version of the actual denticle produced by Wen & Lauder. The denticle was made
symmetric about the spanwise direction so that it could be 3D printed, as detailed in their
publication [10]. Since sharkskin is so geometrically complex, cavities among denticles are
present, as is a membrane (the epidermis) to which they are affixed. As such, a structured
body-fitted grid would be unable to capture these details, so the CURVIB method of Ge
and Sotiropoulos [60] is employed in this work. To immerse the denticles into a background
mesh, each denticle surface is discretized with a triangular unstructured mesh, as shown in
Figure 5.2. The size of the unstructured mesh cells are similar in size to the background
mesh cells in the computational domain.
We have conducted simulations for two different denticle arrangements shown in Figure
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Figure 5.1: a) 3D model of an actual sharkskin denticle from a Mako shark. b) Modified
denticle made symmetric about the primary keel.
Figure 5.2: Representative denticle with triangular unstructured mesh surface. a) top view,
b) side view.
5.4. Depending upon the location of the denticles on the shark body, denticles can be very
tightly or loosely packed, as shown by Wen & Lauder [10]. The spacings chosen for this
work mimic the arrangement seen in Figure 1.14 and is the same arrangement that was
3D printed by Wen & Lauder [10] (for the aligned case). This arrangement is also useful
in identifying the effects of the denticle crown; as previously mentioned, Bechert et al.
[51] was able to achieve drag reduction when denticles are interlocked and essentially two-
dimensional. For both cases, a total of 324 individual denticles were used.
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Figure 5.3: A Mako shark shown with varying denticle arrangements and sizes on various
body locations. Figure from Wen & Lauder [10]. Letters A-C show corresponding body
location and denticle arrangement. Letters D-F are enlarged views of images A-C.
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Most research concerning riblets has been performed in turbulent channel flow, so to
make a direct comparison, we have chosen to simulate the denticles in a similar fashion.
Following the works of Choi et al. [13], Chu [36], and Garcia-Mayoral & Jimenez [28] we
have created a rectangular domain with a structured grid and filled the bottom of the
domain with denticles as shown in Figure 5.4.
Figure 5.4: Compuational domain with staggered denticles.
Periodic boundary conditions are employed in the spanwise (x) and streamwise (z)
directions (velocity components u, v, w correspond to directions x, y, z). The denticles are
attached to a static, no-slip surface. A stress-free boundary condition is applied on the
top of the domain. In the baseline and sharkskin cases, a constant mass-flux is maintained
in the streamwise direction equal to Ly · Lx. The baseline for this experiment is a similar
domain without denticles. The Reynolds number is defined as Re = δWbulk/ν, where δ is
the length of Ly, Wbulk is the integrated primary velocity, and ν is the kinematic viscosity.
In the baseline simulation, Re = 2, 800, which correlates to Reτ ≈ 180. When denticles are
included in the domain, the viscosity remains unchanged. Domain sizes and cell counts are
detailed in Table 5.1–note that for every case, Ly = 2. For the baseline and sharkskin cases,
the background grid is uniform in the spanwise and streamwise directions. A stretched grid
is employed in the wall-normal direction. The resolutions for the various grids we employ
are also reported in Table 5.1.
Figure 5.5 illustrates the Isurus oxyrinchus (shortfin Mako) denticle. The exact same
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Table 5.1: Computational domain details for each sharkskin simulation. Nx, Ny, and Nz
represent the number of grid nodes in each respective direction.
Case Lx Lz ∆x
+
min,∆x
+
max ∆y
+
min,∆y
+
max ∆z
+ Nx ×Ny ×Nz
baseline 3.20Ly 6.40Ly 3.0 0.27, 3.9 7.0 190× 150× 166
aligned 2.96Ly 6.03Ly 0.75 0.75, 3.3 0.75 723× 123× 1466
staggered 2.96Ly 6.25Ly 0.75 0.75, 3.3 0.75 720× 123× 1521
riblet 3.04Ly 6.30Ly 0.18, 1.5 0.24, 6.9 7.0 1157× 104× 161
denticle is used in the experimental work of Wen & Lauder [10]. The denticle width,
Dw = 2.4s and the height, Dh = 1.37s. The streamwise distance between denticles is
1.032Dw and the spanwise spacing is 1.142Dw. For the staggered case, every other row is
shifted half a denticle. In each case, the denticles have been scaled such that s+ ≈ 16–near
optimal condition for scalloped riblets. This scaling was chosen to provide the denticles
with the best chance of reducing viscous drag. Lastly, the angle of incidence is 13◦.
Figure 5.5: Representative denticle from Isurus oxyrinchus. a) YZ plane-view b) XY plane-
view.
To make a direct comparison between riblets and sharkskin, we have also simulated
scalloped riblets. The domain for the riblet simulation uses a body-fitted curvilinear grid
and is shown in Figure 5.6 on the right. Again, Ly is the characteristic height (from the
tips of the riblets to the top of the domain). The riblet case has the same Reynolds number
as the sharkskin cases and uses the same baseline case to measure the drag reduction. The
riblets have an s+ = 16, an h/s = 0.5, and a thickness to width ratio, t95/s = 0.06, where
t95 is defined as the riblet thickness at 95% of the height, h. The riblet computational
domain had the same boundary conditions as the denticle simulations.
In order to resolve each denticle with the CURVIB method, a very fine grid is required.
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Figure 5.6: Right: computational domain with scalloped riblets. Left: the body-fitted
mesh for the scalloped riblet.
Therefore, the background grid is sufficiently fine to ensure that each denticle is locally
immersed within a grid resolution with 50 grid points along each spatial direction. To
make certain that the background mesh was fine enough to accurately calculate the force
on each denticle (as described in Section 2.3), a grid independence study was conducted by
doubling the number of grid points in all three directions simultaneously. Due to the large
cell counts of the domains, we considered three resolutions (253, 503, and 1003 grid cells)
around a single denticle surrounded by a bed of coarser resolved denticles in a turbulent
channel flow at Reτ = 180. We found that the resultant force on the highly resolved denticle
at 503 and 1003 resolutions varied by just 2%. Based on this study we determined that
the 503 resolution per denticle is adequate to obtain grid independent solutions. Figure
5.7 shows instantaneous and average values of the coefficient of friction, Cf as measure on
the test denticle. The faint lines are instantaneous and the bolder lines are time averaged.
Another set of numerical sensitivity studies was carried out to determine the overall
size of the computational domain. Following the approach of Kim et al. [12], we sampled
velocities from the baseline case and calculated the two-point correlations, Rii, defined in
Equation 5.1, where u′i denotes the fluctuating velocity in the i
th direction (i...1, 2, 3).
Rii =
u′i(x, t)u
′
i(x+ r, t)
u′2i
(5.1)
Figures 5.8 and 5.9 show that the fluctuating velocities are uncorrelated (i.e., Rii = 0)
at the boundaries of the computational domain. Figure 5.8 plots Rii in the spanwise
direction, both near the wall (y+ = 9) and in the logarithmic region of the boundary layer
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Figure 5.7: Time-variation of coefficient of friction on a bed of denticles for the grid inde-
pendence study. Faint lines are instantaneous, whereas the bolder lines are time-averaged.
(y+ = 115). Figure 5.9 shows two-point correlations in the streamwise directions.
Figure 5.8: Two-point correlation in spanwise direction at two separate vertical locations.
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Figure 5.9: Two-point correlation in streamwise direction at two separate verticle locations.
5.2 Results & Discussion
5.2.1 Global drag measurements.
There are two types of drag created by the denticles: viscous drag and form drag. The
form drag is due to pressure differences upstream and downstream of the denticle. The
viscous drag is due to the velocity gradient very near the denticle. There is an additional
viscous drag due to the membrane to which the denticles are affixed. Therefore, the total
drag in the staggered and aligned cases, Ftotal, is
Ftotal = Fm + Fp + Fv
where Fp is the pressure drag, Fv is the viscous drag, and Fm is the membrane drag.
The baseline and riblet cases incur only viscous drag. Figure 5.10 is a plot that shows
the ratio between total drag with and without sharkskin (and with/without riblets). For
comparison, we have included experimental data from Bechert et al. [16]. In Figure 5.10,
the open symbols (and their curve fits) correspond to the experimental sharkskin data at
two different values of AOI, 5◦ and 10◦. First, notice that the sharkskin denticles for both
staggered and aligned arrangements increase total drag by 45-50%. These results match
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very well with the experimental data at s+ = 16, especially considering that the present
denticles have an AOI of 13◦. Our simulations support the trend that as the AOI increases,
so does drag augmentation by sharkskin. In sharp contrast, the scalloped riblets reduce
drag in comparison with the baseline. Here too, excellent agreement with the experimental
data is achieved, with a drag reduction of 5.2%. It is clear that in both arrangements,
sharkskin does not reduce skin friction like riblets, even if the keels are sized at a near
optimal value of s+. Also, note that the staggered case increases drag more than the
aligned case, which will be discussed in more detail in the upcoming results.
Table 5.2 shows the calculated contributions of the various components of drag to the
total drag for the two denticle cases. For both cases, the contribution of the membrane
drag is negligible and can be ignored. Viscous drag is the primary contributor to total
drag accounting for approximately 75% of the drag force. A significant contribution to the
drag also arises from pressure, which suggests the presence of separated flow among the
denticles. The physical reasons for these relative contributions of pressure and form drag
will be discussed later in this paper when we will present the three-dimensional structure
of the flow in the vicinity of the denticles.
Table 5.2: Calculated percentage of total drag for the two simulated denticle cases.
Case Fp Fv Fm Ftotal
aligned 23.5% 76.2% 0.3% 100%
staggered 26.35% 73.5% 0.15% 100%
5.2.2 Mean streamwise velocities & turbulence statistics.
In this section, we present figures of mean streamwise velocities and turbulence statistics
for sharkskin and riblet cases. For the sharkskin profiles, we have not preserved spanwise or
streamwise variations in these profiles because we have spatially averaged over the lengths,
Lz and Lx. For the riblet case however, we have conditionally averaged the flow in the
spanwise direction (i.e., the flow is averaged on a per-riblet basis) and also averaged over Lz.
In the spanwise direction, riblet profiles are taken at the riblet tip. The mean streamwise
velocities have been normalized with a case-specific shear velocity, w∗τ , which is defined as
w∗τ = FD/Afp
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Figure 5.10: Ratio between total drag with and without sharkskin (and with/without
riblets) from the present DNS. Fitted curves, open squares/circles, and filled circles are
experimental data from Bechert et al. [16]. The + and × mark our DNS data for the
staggered and aligned denticle cases, respectively. The open star is the present DNS result
for the riblets.
where FD is the total drag force for each case and Afp is a flat-plate area for each case (i.e.,
surface area without denticles or riblets). This choice of shear velocity shows the effect
of roughness in the logarithmic region. For the turbulence statistics, we have normalized
fluctuating velocities with wτ,0, the baseline shear velocity to make direct comparisons
among the cases. The subsequently presented figures are wall-normal plots, thus for the
riblet case, profiles originate at the riblet tip (y+ = 8). Denticle profiles originate at the
epidermis (y+ = 0).
Figure 5.11 shows mean streamwise velocity profiles plotted in wall-coordinates. Obvi-
ously, both denticles and riblets greatly alter the turbulent boundary layer and near their
surfaces, act as a momentum-sink by slowing the flow. The denticles create two different
slopes, or a double logarithmic region. The riblet seems to show a similar feature, however
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if the profile is sampled at the valley spanwise location, two separate slopes are not seen.
Figure 5.11: Mean streamwise velocity normalized with w∗τ .
Normalized streamwise fluctuations have been plotted in Figure 5.12. This figure il-
lustrates that each sharkskin case creates a drastic increase in streamwise fluctuations.
Such behavior is the exact opposite of what is seen for the scalloped riblets, which cause a
considerable reduction in the streamwise turbulence intensity as compared to the baseline
case. Physically, increased statistics imply increased turbulent mixing and more efficient
transport of high-speed outer fluid toward the wall, which, as shown in Figure 5.10, coin-
cides with increased skin-friction. Similar trends are also observed in Figure 5.12, which
shows the primary Reynolds shear stress profiles for the various cases. Riblets lead to
a reduction in Reynolds shear stresses, but for arrangements of denticles, the maximum
stress is greatly increased implying increased turbulent mixing consistent with the drag
increasing action of denticles.
5.2.3 Three dimensional mean flow fields.
In order to determine why the two sharkskin arrangements increase drag, time-averaged
velocity fields are conditionally averaged in the streamwise and spanwise directions. Con-
ditional averaging is implemented herein by averaging over a patch of denticles, which
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Figure 5.12: Streamwise Reynolds stress. Riblet profile taken at the tip. The greyed
portion signifies the height of the denticles.
is specific to each arrangement. The patch we employ for each case is shown in Figure
5.14. This figure shows mean shear velocity on the membrane with corresponding limiting
streamlines. For the aligned denticles, a line of convergence forms at the crown of each
denticle suggesting three-dimensional separation and vortex formation. For the staggered
case, on the other hand, a saddle node forms upstream of each denticle and the associated
pattern of limiting streamlines resembles that of a horseshoe vortex (see Paik et al. [72]).
Two stagnation points exist for the aligned case though, one on either side of each denticle.
For this case, the overall patterns of the limiting streamlines further suggest that much
of the flow is channeled between columns of denticles giving rise to streaks of high shear
velocities. In the staggered case, this channeling cannot occur because flow stagnates at
the crown of the next denticle. In contrast, for the aligned case each denticle is in the wake
of another, which causes separation at the crowns. Lastly, the aligned case shows a small
region of reverse-flow, which, however, is apparently not enough to cause any type of drag
reduction. Staggered denticles incur no mean recirculation anywhere on the membrane.
Figure 5.15 plots contours of mean streamwise velocity at the transverse plane that
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Figure 5.13: Primary Reynolds stress. Riblet profile taken at the tip.
bisects a denticle for the aligned and staggered cases. The primary difference between the
two cases is the increased velocities at the outer keels for the aligned (left side) arrangement.
This too is evidence of flow channeling between denticle columns. Later in this section we
will show that flow channeling increases skin-friction on the outer keels of the denticles. In
contrast, the staggered case shows no signs of channeling.
The limiting streamline plots suggest three-dimensional separation and vortex forma-
tion around the denticle. To further elucidate the structure of the so-induced secondary
flow, we plot in Figure 5.16 averaged non-dimensional vertical velocity contours for the
aligned denticle case. This figure reveals a number of interesting trends and highlights
the three-dimensional structure of the flow. We note in this figure the strong positive
vertical velocity near the crowns, a region of equally strong negative vertical velocity near
the outer keels, and a pocket of positive vertical velocity at the ridge of the primary keel.
These patterns in the vertical velocity field are suggestive of the presence of counter-rotating
streamwise vortices in the mean flow. This feature of the flow is confirmed in Figure 5.17
where we show iso-surfaces of normalized mean streamwise vorticity.
The presence of coherent, counter-rotating vortices is clearly evident in this figure.
Furthermore, the figure also reveals that the formation of the vortex tubes is the result of
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Figure 5.14: Limiting streamlines and contours of conditionally averaged shear velocities
on the membrane for the aligned case (left) and the staggered case (right).
three-dimensional flow separation at the tip of each keel. The interaction of the primary
counter-rotating vortices with the surface of the denticles causing the extraction of wall
vorticity of opposite sign is also evident from this figure. Finally, we also note the large
region of vorticity on the undersides of the denticles. The so resulting complex three-
dimensional flow appears to be the main culprit for increasing the mean shear on the
denticles.
It is important to note, however, that riblets also induce coherent counter-rotating
streamwise vortices but in stark contrast with denticles, reduce drag. To quantify the
differences between the two cases, we plot streamwise vorticity contours at a transverse
plane in Figure 5.18 for the riblet and aligned sharkskin cases. As seen in this figure,
for both the riblet and denticle cases the magnitude and direction of the counter-rotating
vortices are similar, but there is one major difference. Namely, for the drag-reducing riblets
the valley between riblets exhibits very low velocity gradients and consequently low shear
stress. This is important because Lee & Lee [4] showed that as s+ increases, the center
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Figure 5.15: Mean streamwise velocity at a transverse plane that bisects the denticle for
the aligned case (left) and the staggered case (right).
points of the streamwise vortices migrate laterally downward into the valley of the riblet,
eventually destroying any drag-reducing property. Essentially, this also appears to be the
case for the aligned denticles. That is, the valley between the keels of the denticles is not
free from vorticity, causing a drag increase rather than reduction. This trend should be
attributed to the geometry of the outer keels of the denticles, which are rounded and much
shorter than the primary ridge.
Streamwise vorticity contours are also plotted for the staggered denticle arrangement in
Figure 5.19. As seen in this figure, the vorticity field is quite complicated for the staggered
case as the vorticity field alternates in a periodic manner in the streamwise direction
between positive and negative. To help visualize this complex structure, we also include in
Figure 5.19 vorticity contours on a wall-normal, streamwise plane. It is evident from this
figure that a region of negative vorticity originates at the furthest upstream denticle at the
crown and continues at the angle of incidence atop a region of positive vorticity created
by the crown of the next downstream denticle. It is clear, therefore, that the staggered
denticle arrangement creates alternating vorticity that two-dimensional riblets can never
induce.
The three-dimensional and alternating structure of the resulting streamwise vorticity
field for the staggered case, is shown in Figure 5.20 where we plot positive and negative
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Figure 5.16: Mean vertical velocity at several streamwise planes for the aligned denticle
arrangement.
iso-surfaces of mean vorticity. The resulting structure of the vortices is drastically differ-
ent than that of the aligned denticles. Individual vortex tubes are not sustained in the
streamwise direction, but instead extend for about the size of a denticle. Also, notice that
the vortex tubes in this case trend away from the primary keel.
The alternating pattern seen in Figure 5.20 can be further explained by examining the
force components on the denticles. Figure 5.21 shows contours of the transverse force, Fx,
projected onto the denticles for each arrangement, calculated as was described in Section
2.3. The resulting stresses from each denticle were then averaged over all denticles to result
in one representative denticle for each case.
In Figure 5.21, we observe that for the staggered denticle arrangement, the flow is forced
away from the primary (center) keel, but for the aligned arrangement, just the opposite
occurs–the flow tends toward the primary keel. Thus, while in the aligned case, mean
counter-rotating vortices are sustained by the denticles, the staggered arrangement locally
changes the direction of the flow at every row of denticles, which prevents sustained counter-
rotation. Limiting streamlines plotted on the aligned denticles in Figure 5.22 highlight a
node of reattachment near the outer keels, forcing fluid toward the primary keel. For the
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Figure 5.17: Iso-surfaces of positive (yellow) and negative (orange) mean streamwise vor-
ticity for the aligned arrangement.
staggered case, the stagnation point at the primary keel forces fluid toward the outer keels.
Another critical physical insight from the limiting streamlines is that there is secondary
flow on the outer keels. The three-dimensionality of the sharkskin seems to be an inherent
disadvantage from a drag-reducing point of view. Drag reduction by riblets is achieved
by creating a laminar-like flow velocity gradient on as much wetted area as possible. In
both denticle arrangements, however, three-dimensional separation, vortex formation and
strong secondary flow are generated on much of the wetted surface, even in the valleys
(between keels), causing a significant augmentation of skin friction drag.
The consequence of such secondary flow is evident from plots of mean shear stress
magnitude contours shown in Figure 5.23 for denticles and riblets. Note that Choi [13]
used DNS to show differences in flow fields between drag-reducing and drag-augmenting
riblets. One fundamental difference between those two riblets was that the drag-reducing
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Figure 5.18: Front view of mean streamwise vorticity for the scalloped riblets (left) and
aligned denticle arrangement (right).
riblet was able to consolidate high shear stress near the riblet peaks. Indeed, our riblet
simulation shows a similar result. The riblet tips experience a local shear stress about
four times that of the baseline, but the riblet valleys have a much lower value of about
half as much as the baseline. It is obvious from the shear stress contours on the denticles
that both sharkskin arrangements are unable to consolidate high shear in narrow bands,
as between keels, the stress is about equal to the baseline. Lastly, it is evident from Figure
5.24 that for both denticle cases, regions of high shear stress are also seen on the sides and
undersides of the outer keels. The three-dimensionality of the denticle adds a surface area
that is exposed to high shear in ways two-dimensional riblets would not.
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Figure 5.19: Isometric (left) and side (right) views of mean streamwise vorticity for the
staggered arrangement. Inset shows the spanwise location of side view.
Figure 5.20: Iso-surfaces of positive (yellow) and negative (orange) mean streamwise vor-
ticity for the staggered arrangement.
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Figure 5.21: Normalized spanwise force on a representative denticle (results averaged over
all denticles) from the staggered (left) and aligned (right) cases.
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Figure 5.22: Mean limiting streamlines on a single denticle from the aligned (left) and
staggered (right) cases. a) Isometric view. b) side view.
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Figure 5.23: Contours of time and space averaged shear stress for the aligned (top left) and
staggered (top right) denticle arrangements. Similar contours are plotted for the scalloped
riblets (bottom).
Figure 5.24: Contours of time and space averaged shear stress for the aligned (left) and
staggered (right) cases.
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5.2.4 Comparison with experimental observations.
The present results do not support the experimental findings of Wen & Lauder [10]. Their
experimental results (from the static tests) indicated that the aligned arrangement reduced
skin friction, similarly to riblets, up to a maximum of 9%. We argue that these differences
should be attributed to different flow conditions between the simulated and experimental
flow fields to which denticles were exposed. In the present work, the denticles are immersed
in a canonical fully-developed turbulent channel flow. The sharkskin in the experimental
work, however, was not. This is important because the skin friction relations used by Wen
& Lauder [10] to determine s+ of the sharkskin are only valid for flat plate, fully developed,
zero-pressure gradient turbulent boundary layers.
As detailed by Wen & Lauder [10], the chord Reynolds number of the static test ap-
paratus was only 44,000 at maximum. However, for a flat plate geometry, transition to
turbulence occurs at a critical value of about 5x105. The authors argue that transition
has likely occurred due to a blunt leading edge (with some thickness, tblunt), citing evi-
dence from Lane & Loehrke [73]. Unfortunately, no velocity profiles were available near
the test section to firmly establish that transition to turbulence had indeed occurred. We
do note, however, that while transition to turbulence can indeed be triggered by a blunt
edge, according to Lane & Loehrke [73], a separation bubble will also form. Using the
experimental findings of Lane & Loehrke [73], the length of the separation bubble in Wen
& Lauder [10] study could be approximately 9% of the test apparatus total test section.
As a consequence, the unsteady flow created by the blunt edge in the experiment of Wen
& Lauder [10] may not correspond to a canonical turbulent boundary layer. According
to Ota & Itasaka [74], a Reynolds number (based on the blunt-edge thickness) similar to
Wen & Lauder [10], would require 20tblunt before a typical (log-law) turbulent boundary
layer had developed. That would mean that about 40% of the experimental test section in
Wen & Lauder [10] was exposed to a turbulent boundary layer with an unknown velocity
profile.
The ramifications for a blunt-edge transition to turbulence are twofold: 1) the flow in
the experiment of Wen & Lauder [10] does not resemble the flow in the present study;
and 2) there is significant uncertainty concerning the values of s+ reported by Wen &
Lauder [10]. There is some other evidence for this uncertainty. At a value of s+ ≈ 5.5,
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the sharkskin achieve maximum drag reduction. However, as s+ → 0, drag reduction must
also approach zero (i.e., as the denticles become very small, the test section resembles a
flat plate). This is well known as a viscous region for riblets, first detailed by Luchini et
al. [3]. The sharkskin in the experimental work of Wen & Lauder [10], however, show no
sign of a viscous region.
Regardless of the state of the turbulent boundary layer, Wen & Lauder’s [10] shark-
skin did reduce drag. The physical reason for that is unknown as our computations could
not match the experimental flow conditions. The findings of Wen & Lauder [10], how-
ever, considered in conjunction with our results suggest that the hydrodynamic function
of sharkskin denticles could depend strongly on the flow conditions to which denticles are
exposed.
Chapter 6
Sharkskin Separation Control
In this chapter we conduct a numerical experiment to investigate whether or not shark-
skin has the potential to delay separation, which could in turn decrease the total shark
form drag. Mean profiles of velocity along with streamlines and turbulence statistics are
examined.
6.1 Conceptual Framework.
Bechert et al. [16] was the first to introduce the concept that instead of behaving like
riblets, sharkskin might act as vortex generators that prohibit separation. As mentioned
in Section 1.2.3, Vortex Generators (VG) may vary in shape and size but all create turbulent
mixing that increases momentum in areas prone to flow reversal. In Section 5.2.2, it was
shown that staggered denticles in channel flow induce a complex flow field of counter-
rotating vortices. The question is then, ”Can the vorticity created by denticles delay
separation?” Our initial approach was to simulate dynamic sharkskin on a wavy surface
to approximate shark swimming. The details of the framework for this approach are
provided in Appendix C. We chose however not to simulate dynamic sharkskin because
shark swimming kinematics are unknown to us and because the grid needed for such a
simulation would require computational resources that were unavailable. Therefore, our
chosen approach to investigate this question uses the computational domain seen in Figure
6.1. Note that x, y, z directions correspond to Cartesian velocities u, v, w and where x is the
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spanwise, y is the wall-normal, and z is the streamwise direction. A turbulent boundary
layer is fed into the domain and a patch of sharkskin is immersed into a background mesh
using CURVIB near a separation bubble. For a baseline case, we have performed the same
simulation without any sharkskin. Our goal is to compare and contrast the two resulting
separation bubbles and conclude if sharkskin has the ability to control separation.
Figure 6.1: The main simulation domain with lengths Lx, Ly, and Lz. A patch of staggered
denticles is immersed in the domain.
To determine the ability of sharkskin to control separation, a few critical parameters
must first be examined. The first parameter to discuss is the strength of the Adverse
Pressure Gradient (APG). Depending upon the APG, the resulting separation region can
have varying amounts of flow reversal. That is, a strong APG will induce massive sep-
aration (more negative streamwise velocities), whereas a weak APG will induce a light
separation (near-zero streamwise velocities). Accordingly, more turbulent mixing by the
VG is required for a strong APG than for a weaker APG. With this in mind, we have sim-
ulated a lightly separated bubble to give sharkskin the best chance at delaying separation.
The separation bubble from the baseline case is shown Figure 6.2 and it plots contours of
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spanwise-averaged mean streamwise velocity. The separation bubble is present from about
190 ≤ z/θinlt ≤ 275.
Figure 6.2: Side view of the main simulation domain. Contours plot mean streamwise
velocity. A separation bubble exists from about 190 ≤ z/θinlt ≤ 275.
The next parameter to discuss is the VG (in this case, each denticle) height to boundary
layer height ratio, h/δ, which is a function of Reynolds number and denticle size. Choosing
a realistic value of h/δ is difficult because the boundary layer height over a shark is unknown
and will vary with downstream location. However, this parameter has, in part, already been
addressed when choosing a value of s+ for the denticle simulations in Chapter 5. Raschi &
Musick [8] calculated that at burst shark swimming speeds, s+ ≈ 13 − 15. Although this
calculation is based on skin-friction coefficients meant for a flat plate zero pressure gradient,
it is currently the best estimate for denticle size relative to the turbulent flow. Therefore,
for this separation control investigation, we have chosen to simulate the denticles with an
s+ = 16 as was done in Chapter 5. The Reynolds number, Reθinlt = W0θinlt/ν (where
W0 and θinlt correspond to the freestream velocity and momentum thickness at the inlet,
respectively) used in this investigation is Reθinlt = 660. This Reynolds number nears the
limit of our ability to simulate sharkskin in a turbulent boundary layer, due to large grid
cell counts.
The last parameters to examine are the placement of the sharkskin and the number
of denticles. Denticles are geometrically complex, and as shown by the grid independence
study in Section 5.1 at an s+ = 16, each requires 50 grid points in every direction to
accurately resolve their shape and compute local shear forces. This restraint results in
large cell counts, so unfortunately, simulating large patches of denticles isn’t feasible with
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our available computing resources. A staggered arrangement of denticles is placed some
distance, Ld, from the inlet. Ld was chosen such that the last row of denticles ended near
the leading edge of the separation bubble calculated from the baseline case, which is shown
in Figure 6.2. This figure plots contours of spanwise-averaged mean streamwise velocity.
The streamwise length of the sharkskin patch, Lp is approximately 1/2 the length of the
separation bubble. Lp is is the largest feasible length of sharkskin that we were able to
simulate.
6.2 Computational Grid & Boundary Conditions.
In order to simulate a separation bubble, the turbulent boundary layer must have a height
less than the height of the domain. This requires a realistic turbulent boundary layer
inflow at each timestep. To accomplish this, we have employed the Spatially Developing
Turbulent Boundary Layer (SDTBL) inflow generation technique of Lund et al. [67], which
is described in depth in Section 2.4. A rescaling domain with an identical cross-section to
the main simulation domain in Figure 6.1 is used to develop a SDTBL. At the recycling
plane, Cartesian velocities are stored at each timestep as inlet boundary conditions to the
main simulation domain. Figure 6.3 plots spanwise averaged mean streamwise velocity at
the recycling plane of the rescaling domain. Figure 6.4 shows root-mean square values of
streamwise fluctuations, also at this plane. In general good agreement is obtained, though
there is some over prediction in the outer layer (0.6 ≤ y/δ ≤ 1.2) for Reθ = 660. We have
thoroughly investigated the cause of this over-prediction and have concluded that it is a
consequence of the rescaling method at this low Reynolds number. Such over-predictions
have also been discussed by Liu & Pletcher [69].
To create an APG strong enough to induce separation, we have followed the approach
of Na & Moin [75], who created a two-dimensional separation bubble by modifying the
flux at the top of the domain. This flux was fixed throughout their simulation and was
chosen a priori. Figure 6.5 shows the flux imposed at the top of the domain as it varies
with streamwise location. Note that at z/θinlt ≈ 200, a blowing occurs, forcing the flow to
reattach and creating a bubble. Also plotted is the resulting spanwise averaged mean skin
friction coefficient on the bottom surface. Maximum values of Cf are apparent at the inlet
and outlet, with a near zero value in the separation region. No-slip conditions are used
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Figure 6.3: Mean streamwise velocity at the recycling plane of the rescaling domain. The
logarithmic region of the law of the wall is the function w+ = 2.44ln(y+) + 5.
for the sharkskin and the surface to which they are affixed (i.e., the epidermis). Periodic
boundary conditions are used for the spanwise direction and at the outlet, we employ a
convection boundary condition.
Figure 6.6 is a side view of the computational domain with corresponding grid cell
counts and spacings for different streamwise regions. Near the sharkskin, 50 grid cells are
used to resolve each denticle in every direction, following the grid independence study in
Section 5.1. In the wall-normal direction, a stretched grid is used to resolve the no-slip
boundaries. For the spanwise direction, a uniform mesh is employed. Table 6.1 details
the computational grids used for both the sharkskin and baseline cases. Note that the
grid spacings, ∆x+ and ∆y+ use the shear velocity at the inlet for normalization. The
timestep for each case is the same and resulted in a CFLmax ≈ 0.5. During the initial
timesteps, mean kinetic energy was monitored until it reached a statistically stationary
state. Time-averaging then occurred for 2, 950θinlt/W0 non-dimensional time units.
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Figure 6.4: Streamwise turbulence intensity at the recycling plane of the rescaling do-
main. Red circles are computational data from Spalart [17]. Blue triangles experimental
measurements from DeGraaff & Eaton [14]. Green squares from Araya et al. [15].
Table 6.1: Computational domain details for each sharkskin separation control simulation.
Nx, Ny, and Nz represent the number of grid nodes in each respective direction.
Case Lx Ly Lz Nx Ny Nz ∆x
+ ∆y+min ∆y
+
max
baseline 13.3θinlt 35θinlt 394θinlt 583 119 2639 0.75 0.8 55
sharkskin 13.3θinlt 35θinlt 394θinlt 583 119 2639 0.75 0.8 55
6.3 Results & Discussion.
Figure 6.7 shows the mean separation bubble boundary for the baseline and sharkskin
cases. The figure was created by spanwise averaging the mean streamwise velocity and
then plotting an isosurface where its value was equal to zero. The denticles in the bottom
left corner are scaled appropriately and mark the last row of staggered denticles. It is
observed that instead of preventing separation, the patch of sharkskin actually enlarges
the separation bubble.
In order to determine why the separation bubble grows with sharkskin, for Figures
6.8 - 6.10, we have spanwise-averaged the mean flow field. First, Figure 6.8 plots mean
streamwise velocities at multiple streamwise locations, z/θinlt, over the sharkskin. The
125
Figure 6.5: Top: Prescribed flux at the top of the main simulation domain used to induce
a separation bubble. Bottom: Corresponding skin-friction coefficient at the bottom wall
of the main simulation domain as a function of streamwise direction.
denticle in the lower left is to scale. The reason for an enlarged region of separation is clearly
due to decreased momentum near the sharkskin. Near the first row of denticles (z/θinlt =
156), the sharkskin causes an initial drop in streamwise velocity and the flow never recovers,
as one progresses downstream over the sharkskin to z/θinlt = 191. Obviously, a decrease in
momentum near the denticle surface is opposite of what is needed to delay separation. In
Figure 6.9 we plot streamwise velocity at four streamwise locations within the separation
bubble. We see from this figure that throughout the height and length of the separation
bubble, the sharkskin leads to decreased streamwise momentum. Though the denticles are
approximately just 10% of the inlet boundary layer height (as depicted by the grey region)
their affects are felt throughout the bubble. At z/θinlt = 226 and 250, not only is there a
just a reduction in velocity, but a mean negative streamwise velocity at z/θinlt = 250.
As was seen in Section 5.2.2, the staggered denticles in turbulent channel flow induced
a alternating pattern of negative and positive streamwise vorticity. Along with this came
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Figure 6.6: Grid cell streamwise counts (Nz) in different regions of the main simulation
domain. Denticles reside in the center of the domain where the highest resolution is present.
a drastic increase in streamwise turbulent fluctuations. For comparison, Figure 6.9 plots
spanwise averaged streamwise turbulence intensity. Three streamwise locations have been
plotted, one at the first row of denticle, one in the middle of the patch, and another just
downstream of the sharkskin. In this figure, we see that Instead of increasing turbulence,
the sharkskin is shown to reduce turbulence intensities. This result, along with the veloc-
ity profiles in Figure 6.8 indicate that the turbulent flow separates near the first row of
denticles.
Further evidence for separation near the first or second rows of denticles is shown
in Figure 6.11. Here, we plot limiting streamlines on the epidermis. Contours of shear
velocity are also plotted. We can see that the streamlines show reversed flow starting
at the second row of denticles. This flow reversal continues throughout the downstream
denticles, indicating sustained separation. Reversed flow was not observed in either the
staggered or aligned sharkskin cases when placed in turbulent channel flow.
Lang et al. [49] just recently reported experimental results with sharkskin mounted on
an airfoil with variable Angle of Attack (AOA). The authors used PIV to quantify flow
separation at AOA = 8◦, 10◦, 12◦, 14◦, 16◦, 18◦. Lang et al. [49] present data that show
that sharkskin can actually prevent separation, but not until AOA > 16◦. In fact, the
data show that at lower AOA, flow separation was worse than without sharkskin. These
experimental results agree with the present simulations, that is, weak regions of separation
are made worse by sharkskin. In their paper, Lang et al. [49] theorize that sharkskin
doesn’t help to control separation until higher AOA because higher AOA could correlate
with stronger reversed flow. This reversed flow would in turn, actuate individual denticles
to flip upwards, or bristle (see Section 1.2.3 for more detail concerning Bechert et al. [16]
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Figure 6.7: Boundary of the separation bubble for the baseline and sharkskin cases. The
denticles in the lower left are to scale and are at the very final row of the sharkskin patch.
and bristling). The present simulations are unable to provide evidence for the proposed
beneficial effects of bristling since we only simulated fixed denticles. However, provided
that the turbulent flow in the present case separated at just the second row of denticles, it
would seem doubtful that in our case, bristling would have helped reduce separation.
The most important question to consider now is what causes sharkskin in turbulent
channel flow to increase Reynolds stresses near their surfaces and just the opposite in the
present simulation. The answer lies in Figures 6.8 and 6.11. In the present case, the
sharkskin performed more like blockages to the flow rather than VG, immediately reducing
streamwise momentum, at the leading edge of the sharkskin patch, that was never recovered
due to separation. This in turn caused reversed flow among the denticles, which was never
observed for denticles in channel flow.
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Figure 6.8: Mean streamwise velocity profiles at four streamwise locations at z/θinlt =
156, 168, 180, 191. The arrow indicates increasing downstream location. The denticle is to
scale and included to determine its affect on the flow.
Figure 6.9: Mean streamwise velocity profiles at four streamwise locations. Each location
is within the separation bubble. The grey portion in each graph represents the height of
the sharkskin
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Figure 6.10: Streamwise turbulence intensity profiles at three streamwise locations, each
at a location within the sharskin patch. The grey region demonstrates denticle height.
Figure 6.11: Limiting streamlines of mean streamwise velocity on the shark epidermis.
Contour of mean shear velocity are also plotted. Flow reversal occurs at the second row of
denticles.
Chapter 7
Conclusion and Outlook
A study concerning two different types of roughness elements in turbulent flows has been
undertaken to determine their effects on the boundary layer, and in turn their effect on
the wall shear stresses. Turbulent roughness can be classified into three categories: hy-
drodynamically smooth, transitional, and fully-rough. Although hydrodynamically smooth
roughness have no affect on wall shear stress, it is usually the case that turbulent roughness
create additional drag on the surfaces to which they are mounted. In this study though,
we have simulated turbulent roughness that have been often thought to reduce drag.
Using computational fluid dynamics, we first simulated turbulent flow over riblets.
These micro-grooves that are aligned with the primary direction of flow have been studied
for over 30 years and have a proven record of reducing drag up to 10%. This rich research
history however, has largely focused on riblets in channel flows and Zero Pressure Gradient
(ZPG) boundary layers. The motivation for the current study stems from the fact that
potential applications (e.g., wind or gas turbine blades, ship hulls), of riblets in real flows
often have turbulent boundary layers under Adverse Pressure Gradients (APG). Unfortu-
nately, the few fundamental studies concerning riblets in APG disagree on the extent of the
hydrodynamic benefits of riblets. Recent studies by Klumpp et al. [48] (computational)
and Debisschop & Nieuwstadt [6] (experimental) have both confirmed that not only is
riblet drag reduction possible in APG, but that it is proportional to the strength of the
APG. This is important because potential applications could see a larger than expected
benefit from riblets. However, each study disagrees on the amount of increase in drag
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reduction, specifically in regards to mild APG. In order to clarify this issue and to further
fundamental research of riblets in APG, we have methodically simulated different sized
scalloped riblets in both a mild APG and a ZPG and compared the riblet drag reduction
in both types of flows.
In order to simulate riblets in ZPG and APG, we have implemented the rescaling
method of Lund et al. [67]. The rescaling method was used to generate a spatially devel-
oping turbulent boundary layer for inlet boundary conditions. After implementation, the
rescaling method was validated via comparisons with other computational data as well as
experimental. Great care was taken to ensure that each riblet simulation (for respective
ZPG and APG flows) was exposed to the same turbulent boundary layer, thus ensuring
accurate drag reduction comparisons among riblet cases. The Navier-Stokes equations
were solved with a finite-difference, fractional-step method that was second-order accu-
rate in time and second-order accurate in space. Using Large Eddy Simulation (LES),
turbulence closure occurred with a dynamic Smagorinsky model. Due to our method and
high-resolution background mesh, detailed flow fields were obtained within individual ri-
blets. The Clauser parameter for the equilibrium APG boundary layer was 0.5.
We have clearly shown that a mild APG has a modest but measurable effect on the
drag reduction properties of scalloped riblets, and that our data supports the experimental
findings of Nieuwstadt [5]. Our data disagrees with the computational results from Klumpp
et al. [48]. One likely reason for the discrepancy could be that the present simulations
have a much higher grid resolution near the riblet surface. In the study of Klumpp et al.
[48], about 20 grid points were used to discretize a riblet. In our simulations, a similar
riblet was resolved with 33 points. Furthermore, Klumpp et al. [48] did not report a grid
refinement study. Another possible, but unlikely, cause could be that the h/s = 0.3 for the
simulation of Klumpp et al. [48], but here it was 0.5. Such a possibility is unlikely because
the h/s value for the experimental findings of Nieuwstadt & Debischopp [6] (which the
present results support) tested riblets with h/s = 1.0.
Since the present simulations encompass a range of s+ values, we have also shown that
peak streamwise fluctuation levels scale with riblet width, not drag reduction. Similar
scaling trends were seen for turbulent kinetic energy peak values and maximum values of
streamwise vorticity. In contrast, the primary Reynolds shear stress did scale with riblet
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drag reduction values. Overall, there was little difference in turbulence statistics between
riblets in ZPG and APG flows, but this is not surprising since the improvement in drag
reduction by riblets in APG was a modest increase. Overall, scalloped riblets in APG
retain their drag reducing properties, but our simulations are evidence that only under
moderate to strong APG are these properties enhanced.
The future outlook on riblet research could focus on simulating riblets in different
strengths of APG. Over the span of Clauser parameter, β, Nieuwstadt & Debischopp [6]
have reported an increase in drag reduction from 5% at low β to 13% with the same riblet.
By testing different APG strengths with high resolution LES, researchers might elucidate
the fundamental reasons for the increase in drag reduction.
The second type of turbulent roughness that we have simulated is biological: shark-
skin. Sharkskin is comprised of thousands of small tooth-like structures called denticles.
Working in collaboration with Li Wen and George Lauder of Harvard, we were given a
three-dimensional model of a representative denticle from a Mako shark. Each denticles
is geometrically complex and as such, a structured boundary-fitted grid with adequate
resolution and quality would be very difficult to create. Therefore, we have employed the
CURVIB method of Ge and Sotiropoulos [60]. CURVIB is a sharp-interface immersed
boundary method. Using this method, each denticle was first discretized using a triangular
unstructured mesh and then immersed in a curvilinear background mesh. To compute the
shear on the sharkskin, the background mesh must be sufficiently fine that a first order
approximation to the gradient at the boundary is accurate. To ensure such accuracy, a grid
independence study was performed. We also performed two-point correlations within the
computational domain to affirm that the size of the domain was adequately large enough
to drive correlations to zero.
Two different arrangements (aligned and staggered) of sharkskin denticles were sim-
ulated in a periodic turbulent channel flow with Direct Numerical Simulation (DNS). In
order to compare and contrast denticles and riblets, we also simulated similarly sized scal-
loped riblets in a fully developed channel flow. The Navier-Stokes equations were solved
with a finite-difference, fractional-step method that was fourth-order accurate in time and
second-order accurate in space. Due to our method and high-resolution background mesh,
detailed flow fields were obtained around individual denticles. This is the first time that
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such detailed simulations for actual denticle shapes have been reported.
Compared to a flat plate without sharkskin, an aligned denticle arrangement increased
total drag by 44%, and a staggered increased total drag by 50%. Even though denticles
resemble riblets, we have found that the three-dimensionality of the denticle geometry
enhances turbulent mixing and increases skin-friction. More specifically, there are several
key differences between denticles and drag-reducing riblets:
1. 25% of total denticle drag is attributable to form drag, due to separation around
individual denticles. Riblets have no form drag.
2. Significant secondary flow is present along the outer keels and even under the keels
of denticles.
3. The denticles significantly increase Reynolds stresses. Riblets decrease these statis-
tics.
4. Riblets induce steady counter-rotating vortices on either side of the peaks, but only
for the aligned case such vortices are seen for denticles.
5. Riblets isolate high mean shear stress to peaks, but denticles are unable to do so;
denticle valleys are areas of high shear stress and in both cases, the entire primary
keel is exposed to high velocity gradients.
Our results have conclusively shown that the three-dimensionality of the denticles causes
secondary flow that is the cause of drag increase. Specifically, the staggered arrangement
created a alternating pattern of negative and positive streamwise vorticity that was not
observed with the scalloped riblets. Our results agree well with the experimental works of
Bechert et al. [16] and suggest that sharkskin denticles will only function as riblets if the
denticles are at a low angle of incidence and interlock. Most importantly, for sharkskin to
reduce skin friction like riblets, they must be sized correctly, and this is very difficult to
know without knowing the shear velocity distribution on a shark.
Notably, in the aligned case, our results do not agree with the experimental study by
Wen & Lauder [10], even though the same denticle was used in both studies. The cause
is likely due to the difference in flow conditions to which denticles were exposed in the
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experiments and our simulations. The fact that denticles were able to reduce drag in the
experiment of Wen & Lauder [10], however, does suggest that further studies are needed
to systematically investigate the function of denticles in different flow environments.
Future research concerning sharkskin could focus on simulating different types of flow
conditions, specifically, SDTBL. Indeed, the experimental work of Wen & Lauder [10]
were able to reduce drag, though the reason for this is unknown, especially considering
our conclusive results showing that sharkskin does not behave similarly to riblets. Future
studies could also focus on different denticle arrangements. The arrangements seen in
nature can vary widely, and more attention with regards to denticle spacing would be
beneficial since we’ve shown that denticle three-dimensionality was detrimental to drag
reduction.
In the third and final set of simulations for this dissertation, we simulated Mako shark-
skin near a separation bubble. This experiment was undertaken to examine the ability of
denticles to promote turbulent mixing, and in turn increase the momentum in the turbu-
lent boundary layer, similarly to the behavior of vortex generators. Delaying or prohibiting
separation would likely reduce the overall pressure drag for the shark, thereby decreasing
the cost of transport for the animal. The separation bubble was created by applying a
wall-normal mass flux to the top of the domain, which was a similar approach to that
taken by Na & Moin [75]. Again, to simulate the sharkskin in turbulent flow, we utilized
the CURVIB method in conjunction with the rescaling method to provide realistic inlet
boundary conditions. We employed LES with a fractional step method that was second
order accurate in space and time.
The results conclusively showed a worsening (i.e., growth) of the separation region.
Not only did the separation bubble grow, but increased flow reversal within the bubble
also occurred. From plots of mean velocities, we observed that the denticles did not in-
crease momentum via turbulent mixing similar to vortex generators. Instead, the denticles
acted as blockages that initially slowed the turbulent flow that never recovered. From
time-averaged limiting streamlines on the shark’s epidermis, it was shown that flow re-
versal within the sharkskin patch occurred just after the first row of denticles. Sustained
reversed flow was never observed for denticles in channel flow. Lastly, we have shown that
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streamwise turbulence intensities near the sharkskin were decreased in the separation con-
trol experiment. This too was caused by almost immediate separation near the second row
of denticles. Our results did not conflict with the recent experimental results of Lang et
al. [49] who although showed that sharkskin could prevent separation for strong regions of
separation, showed that denticles worsened weaker separation regions. The authors postu-
lated that only bristled denticles could control separation, though in our case, this would
seem unlikely since separation occurred so quickly.
Future research concerning separation control by denticles could focus on increasing
the amount of denticles upstream of separation bubbles. In the present study, we were
restricted by computational resources to include a patch of denticles with a length equal to
half the size of the separation bubble. In the future, studies might be able to increase the
number of denticles so that separation might not occur so quickly and perhaps allow the
sharkskin to promote turbulent mixing. Also, the size of the denticles might be increased
to a point where separation was controlled since knowing denticle dimensions relative to
boundary layer height and Reynolds number on a shark is difficult.
Finally, we have also completed performance testing of the CURVIB method. In con-
junction with in-house testing, we were also provided sole use of the RedMesa super-
computer of Sandia National Laboratory. The 25,000 core machine has been the largest
computational test bed for CURVIB to date. Our results have shown that CURVIB has
a strong-scaling efficiency of approximately 30-40%. Strong scaling references the simula-
tion turn-over rate. Our tests have shown that the low efficiency is in large part due to
intra-node communication bottlenecks during the Poisson equation solves. When running
only have the number of cores per node, strong-scaling efficiency increased to 50-60%. The
other reason for low efficiency could be attributed to poor library performance. When using
built-in PETSc algebraic multigrid preconditioning, efficiency again increased to approxi-
mately 50%. We also tested weak scaling. Weak scaling is a measure of the efficiency of
the application to use its resources effectively. Here, the efficiency was much better, about
80%. However, it should be noted that efficient strong-scaling is typically more difficult to
achieve.
Future scaling improvements to CURVIB might first focus on improvements to the
Poisson equation preconditioner. Second, and much more difficult, would be to implement
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a hybrid implementation of inter and intra node communication. The state-of-the-art is to
utilize OpenMPI for communication among nodes and OpenMP for communication within
nodes (among cores). Further out in the future, CURVIB could possibly be accelerated
by using Graphical Processing Units (GPU). This though must be considered carefully, as
efficient GPU acceleration requires minimal memory transfers. Unless a large amount of
on-board memory is available on the GPU, acceleration would be difficult.
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Appendix A
Transformation of the
Navier-Stokes Equations
In this Appendix, we derive the Navier-Stokes equations of conservation of mass and mo-
mentum in generalized curvilinear coordinates. During the transformation between coor-
dinate systems, one has the choice to either partially or fullly transform the Navier-Stokes
equations. As described by Ge & Sotiropoulos [60], the partial transformation is chosen to
avoid Christoffel symbols, which are a product of a full transformation, and as such, the full
transformation becomes combersome and more expensive to calculate. A partial transfor-
mation is defined as one that transforms only independent variables, a full transformation
however transforms both independent and dependent variables.
A.1 Continuity Equation
We begin by defining a general transformation,
ξ = ξ(x, y, z)
η = η(x, y, z)
ζ = ζ(x, y, z)
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This transformation is essentially a mapping between the Cartesian coordinate system
(that can have arbitrarily complex lines of constant ξ, η, ζ) to a curvilinear system that
is regular and uniformly spaced in the virtual space. It is in this virtual space that the
Navier-Stokes equations are solved.
To transform the governing equations, the differential operators must take a different
form. First, the gradient operator is transformed by way of the chain rule,
∂
∂xj
=
∂
∂ξi
∂ξi
∂xj
=
∂
∂ξi
ξij
where repeated indices imply summation over i = 1, 2, 3 and ξij is termed the transformation
metric. Using the gradient operator, the divergence operator can likewise be transformed
as follows:
∇ · ~V = ∂u
∂ξ
ξx +
∂u
∂η
ηx +
∂u
∂eta
ηx +
∂u
∂ζ
ζx
+
∂v
∂ξ
ξy +
∂v
∂η
ηy +
∂v
∂ζ
ζy
+
∂w
∂ξ
ξz +
∂w
∂η
ηz +
∂w
∂ζ
ζz
(A.1)
=
∂ui
∂ξj
ξji
Easily, we now transform the continuity equation,
∂ui
∂xi
= 0 =⇒ ∂ui
∂ξj
ξji = 0
Though, this form is not actually used. Instead we multiply and divide by J , the Jacobian
of the transformation, and rewrite using the chain rule as,
J
J
∂ui
∂ξj
ξji = J
[
∂
∂ξj
(uiξ
j
i )
J
− ui ∂
∂ξj
ξji
J
]
The Jacobian is defined as J = |∂(ξ1, ξ2, ξ3)/∂(x1, x2, x3)|. The last term on the right
hand side is zero by way of a transformation metric property known as the conservation of
metrics so that finally the conservation of mass takes the form,
J
∂
∂ξj
(uiξ
j
i )
J
= J
∂Ui
∂ξi
= 0
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taking note of the definition of the contravariant velocities, Ui. We note here that the
Jacobian of the transformation is defined as the tensor,
J =
∂ξi
∂xj
The Jacobian physically represents the inverse of the computational cell volume.
A.2 Momentum Equations
For the sake of brevity, we only derive the x momentum equation, though it is similar for
the other directions. This momentum equation in Cartesian coordinates is written as,
∂u
∂t
+
∂
∂x
(
u2 +
p
ρ
− ν ∂u
∂x
)
+
(
uv − ν ∂u
∂y
)
+
(
uw − ν ∂u
∂z
)
= 0
where p is the static pressure, ρ is the density (which is constant since incompressible) and
ν is the kinematic viscosity. First, we transform the convective terms on the left hand side
(making use of the conservation of metrics and chain rule):
∂u2
∂x
+
∂uv
∂y
+
∂uw
∂z
=
= J
[
∂
∂ξ
u2ξx + uvξy + uwξz
J
+
∂
∂η
u2ηx + uvηy + uwηz
J
+
∂
∂ζ
u2ζx + uvζy + uwζz
J
]
= J
∂
∂ξj
(ui · Uj)
Second, we transform the pressure term (making use of the conservation of metrics),
∂(p/ρ)
∂x
= J
∂
∂ξj
(
pξji
ρJ
)
Last, we transform the viscous terms as:
ν
(
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
)
= ν
(
∂
∂xj
(
∂ui
∂xj
))
=
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= νJ
[
∂
∂ξj
(
∂ui
∂xk
ξjk +
∂ui
∂xk
ξjk +
∂ui
∂xk
ξjk
J
)]
=
= J
[
∂
∂ξj
(
ν
J
(
gjk
∂ui
∂ξk
))]
where
gjk = ξjl ξ
k
l
and are termed the contravariant metric tensors.
A.3 Flux Vector Format
The partially transformed Navier-Stokes equations can conveniently be written in flux
vector format as follows:
1
J
Γ
∂Q
∂t
+
∂E
∂ξ
+
∂F
∂η
+
∂G
∂ζ
+
∂Eν
∂ξ
+
∂Fν
∂η
+
∂Gν
∂ζ
= 0
where
Γ =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Q =

p
u
v
w

E =
1
J

U
uU + pρξx
vU + pρξy
wU + pρξz

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F =
1
J

V
uV + pρηx
vV + pρηy
wV + pρηz

G =
1
J

W
uW + pρζx
vW + pρζy
wW + pρζz

Eν =
ν
J

0
g11 ∂u∂ξ + g
12 ∂u
∂η + g
13 ∂u
∂ζ
g11 ∂v∂ξ + g
12 ∂v
∂η + g
13 ∂v
∂ζ
g11 ∂w∂ξ + g
12 ∂w
∂η + g
13 ∂w
∂ζ

Fν =
ν
J

0
g12 ∂u∂ξ + g
22 ∂u
∂η + g
23 ∂u
∂ζ
g12 ∂v∂ξ + g
22 ∂v
∂η + g
23 ∂v
∂ζ
g12 ∂w∂ξ + g
22 ∂w
∂η + g
23 ∂w
∂ζ

Gν =
ν
J

0
g13 ∂u∂ξ + g
23 ∂u
∂η + g
33 ∂u
∂ζ
g13 ∂v∂ξ + g
23 ∂v
∂η + g
33 ∂v
∂ζ
g13 ∂w∂ξ + g
23 ∂w
∂η + g
33 ∂w
∂ζ

Appendix B
Discretization of the Governing
Equations
To numerically solve the conservation of mass and momentum, the transformed equations
must be discretized both in time and in space. As originally proposed by Gilmanov &
Sotiropoulos [61], CURVIB utilizes a hybrid staggered/non-staggered approach where the
pressure and Cartesian velocities are stored at cell centers and the contravariant fluxes
are stored at the cell faces in their respective directions. Here, we reprint the spatial
discretizations first developed by Kang & Sotiropoulos [63].
B.1 Momentum Equations
B.1.1 Convective Term
First, the convective term is descretized as follows:
1
J
∂(Ujul)
∂ξj
=
1
J
(
∂(U1ul)
∂ξ1
+
∂(U2ul)
∂ξ2
+
∂(U3ul)
∂ξ3
)∣∣∣
i+ 1
2
,j,k
(B.1)
where i, j, k refer to the center of a given computational cell and i+ 12 denotes the cell’s
surface in the i direction. Here, each term is discretized as
∂(U1ul)
∂ξ1
∣∣∣
i+ 1
2
,j,k
=
1
2
∂(U1ul)
∂ξ1
∣∣∣
i,j,k
+
1
2
∂(U1ul)
∂ξ1
∣∣∣
i+1,j,k
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∂(U2ul)
∂ξ2
∣∣∣
i+ 1
2
,j,k
=
1
2
∂(U2ul)
∂ξ2
∣∣∣
i,j,k
+
1
2
∂(U2ul)
∂ξ2
∣∣∣
i+1,j,k
∂(U3ul)
∂ξ3
∣∣∣
i+ 1
2
,j,k
=
1
2
∂(U3ul)
∂ξ3
∣∣∣
i,j,k
+
1
2
∂(U3ul)
∂ξ3
∣∣∣
i+1,j,k
As mentioned, the contravariant fluxes are stored at the cell faces, so to obtain values at
the cell centers (and likewise the Cartesian velocities), the following central differencing
scheme is utilized:
∂(U1ul)
∂ξ1
∣∣∣
i,j,k
=
(U1ul)
∣∣∣
i+ 1
2
,j,k
− (U1ul)
∣∣∣
i− 1
2
,j,k
∆ξ1
= (U1)
∣∣∣
i+ 1
2
,j,k
(ul)
∣∣∣
i+1,j,k
+ (ul)
∣∣∣
i,j,k
2∆ξ1
−(U1)
∣∣∣
i− 1
2
,j,k
(ul)
∣∣∣
i,j,k
+ (ul)
∣∣∣
i−1,j,k
2∆ξ1
(B.2)
and similarly for the second and third terms on the right hand side of Equation B.1. The
distance between lines of constant ξ (i.e., ∆ξ) are equal to unity in the virtual space.
Discretization is similar for other components of the contravariant velocity.
B.1.2 Diffusion Term
The diffusion term is discretized as follows:
ν
∂
∂ξj
(
gjm
J
∂ul
∂ξm
)
∣∣∣
i+ 1
2
,j,k
= ν
(
∂
∂ξ1
(
g1m
J
∂ul
∂ξm
) +
∂
∂ξ2
(
g2m
J
∂ul
∂ξm
) +
∂
∂ξ3
(
g3m
J
∂ul
∂ξm
)
)∣∣∣
i+ 1
2
,j,k
and each term on the right hand side is discretized as
∂
∂ξ1
(
g1m
J
∂ul
∂ξm
)
∣∣∣
i+ 1
2
,j,k
=
1
2
∂
∂ξ1
(
g1m
J
)
∣∣∣
i+1,j,k
+
1
2
∂
∂ξ1
(
g1m
J
)
∣∣∣
i,j,k
∂
∂ξ2
(
g2m
J
∂ul
∂ξm
)
∣∣∣
i+ 1
2
,j,k
=
1
2
∂
∂ξ2
(
g2m
J
)
∣∣∣
i+1,j,k
+
1
2
∂
∂ξ2
(
g2m
J
)
∣∣∣
i,j,k
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∂
∂ξ3
(
g3m
J
∂ul
∂ξm
)
∣∣∣
i+ 1
2
,j,k
=
1
2
∂
∂ξ3
(
g3m
J
)
∣∣∣
i+1,j,k
+
1
2
∂
∂ξ3
(
g3m
J
)
∣∣∣
i,j,k
Now,
∂
∂ξ1
(
g1m
J
∂ul
∂ξm
)
∣∣∣
i,j,k
=
∂
∂ξ1
(
g11
J
∂ul
∂ξ1
+
g12
J
∂ul
∂ξ2
+
g13
J
∂ul
∂ξ3
)∣∣∣
i,j,k
∂
∂ξ2
(
g2m
J
∂ul
∂ξm
)
∣∣∣
i,j,k
=
∂
∂ξ2
(
g21
J
∂ul
∂ξ1
+
g22
J
∂ul
∂ξ2
+
g23
J
∂ul
∂ξ3
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i,j,k
∂
∂ξ3
(
g3m
J
∂ul
∂ξm
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∣∣∣
i,j,k
=
∂
∂ξ3
(
g31
J
∂ul
∂ξ1
+
g32
J
∂ul
∂ξ2
+
g33
J
∂ul
∂ξ3
)∣∣∣
i,j,k
(B.3)
For brevity’s sake, each term of the right hand side of Equation B.3 are discretized
∂
∂ξ1
(
g11
J
∂ul
∂ξ1
)
∣∣∣
i,j,k
=
(g
11
J
∂ul
∂ξ1
)
∣∣∣
i+ 1
2
,j,k
− (g11J ∂ul∂ξ1 )
∣∣∣
i− 1
2
,j,k
∆ξ1
∂
∂ξ1
(
g12
J
∂ul
∂ξ2
)
∣∣∣
i,j,k
=
(g
12
J
∂ul
∂ξ2
)
∣∣∣
i+ 1
2
,j,k
− (g12J ∂ul∂ξ2 )
∣∣∣
i− 1
2
,j,k
∆ξ1
∂
∂ξ1
(
g13
J
∂ul
∂ξ3
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∣∣∣
i,j,k
=
(g
13
J
∂ul
∂ξ3
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∣∣∣
i+ 1
2
,j,k
− (g13J ∂ul∂ξ3 )
∣∣∣
i− 1
2
,j,k
∆ξ1
and where
∂ul
∂ξ1
∣∣∣
i+ 1
2
,j,k
=
ul
∣∣∣
i+1,j,k
− ul
∣∣∣
i,j,k
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∂ul
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2
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ul
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Terms not detailed here can be discretized in a similar manner.
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B.1.3 Pressure Gradient Term
Lastly, we discretize the pressure gradient term as follows:
1
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where each term on the right hand side is dicretized using a central differencing scheme
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The discretization for the pressure terms in the j, k directions are similar.
B.2 Poisson Equation
The Poisson equation ensures that the Navier-Stokes equations remain divergence free.
Equation 2.12 is repeated here for convenience:
−J ∂
∂ξi
(
1
ρ
ξik
J
∂
∂ξj
(
ξikφ
J
))
=
3
2∆t
J
∂U∗j
∂ξj
As detailed originally by Seokoo & Sotiropoulos [63], to discretize the left hand side, we
first simplify the term via the chain rule and conservation of metrics:
J
∂
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(
1
ρ
ξml
J
∂
∂ξn
(
ξnl Π
J
)
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= J
∂
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(
1
ρ
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∂Π
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)∣∣∣
i,j,k
where gmn = ξml ξ
n
l . For the sake of brevity, we show the discretization for the ξ1 direction
as follows:
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and, in the i direction,
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Finally, the right hand side of the Poisson equation is discretized using central differ-
encing as follows:
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Appendix C
A Framework for Dynamic
Denticles
During our research concerning sharkskin, we originally planned to simulate swimming (i.e.,
dynamic) sharkskin. Here, is presented the framework we developed to simulate moving
denticles.
C.1 Computational Setup
Shark swimming can be mimicked by simulating flow over a wavy surface with some spec-
ified frequency, ω, and wavelength, λ. There are two methods to simulate turbulent flow
over a wavy surface. The first utilizes an Arbitrary Lagrangian Eulerian (ALE) method.
When using this method, the mesh can move with the fluid (Lagrangian) or stay fixed
(Eulerian) or some combination of either. The ALE method has the obvious advantage
of obtaining high resolution grids near arbitrarily moving surfaces, though it also has its
disadvantages–primarily that is more complicated than a simple Eulerian method and the
moving mesh must be recreated every timestep. When using an Immersed Boundary (IB)
method, the recreation of a background mesh can be computationally expensive due to the
IB search (i.e., classification of IB nodes). The second method to simulate flow over a wavy
surface is to maintain a stationary grid (an Eulerian method) and adjusting the Navier-
Stokes equations such that the simulation takes place in a moving frame of reference. The
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moving frame of reference type of simulation was chosen for this framework since it is far
more simple to implement and one saves computational expense not having to recreate the
background mesh every timestep. Now, although the wavy surface remains fixed in time,
any denticles mounted on the surface do not. Each denticle mounted to the epidermis
must move at the wave speed, c. Figure C.1 is a plot of a wavy surface computational
domain that is static. In Figure C.1a, we plot the instantaneous position of the denticles,
while in Figure C.1b, we show how the denticles move over the wavy surface and their
time-averaged positions.
Figure C.1: a) Sharkskin denticles mounted on a static wavy surface at some instant of
time. b) Time-averaged denticle positions on a static wavy surface.
In order to validate the moving frame of reference simulation method, we created the
computational domain seen in Figure C.2. This is the same domain as that used in the
simulation by Shen et al. [18], chosen for validation purposes. Equation C.1 describes the
equation of the wavy surface.
y(x) = asin(k(x− ct)) (C.1)
where the amplitude a = 0.1, wavenumber k = 2pi/λ, wavelength λ = 2.512, and the wave
speed is c/W = 0.4. The mean external streamwise velocity is defined as W . The Reynolds
number for this validation case is Re = λW/ν = 10, 170.
In order to perform this moving frame of reference simulation, the Navier-Stokes equa-
tions had to be modified. Overall, the modification is simple, the wave speed is added to
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Figure C.2: Compuational domain size. Equation C.1 describes the wavy surface shape.
the appropriate velocity component. However, their is an additional term created in the
momentum equations, specifically the convective term which is shown in Equation C.2.
(uj + cj)
∂(ui + ci)
∂xj
= ui
∂uj
∂xi
+ ci
∂uj
∂xi
(C.2)
where ci is the wavespeed vector. The second term of the right hand side is the new term.
This term was discretized and added to the momentum equation. The governing equa-
tions were solved using LES with a dynamic Smagorinsky subgrid stress model. Periodic
boundary conditions were employed in the streamwise and spanwise directions. The slip
boundary condition was employed at the bottom of the domain. The velocity given to the
surface varied along the streamwise direction as the derivative of Equation C.1 plus the
convective velocity. Finally, a stress-free boundary condition was employed at the top of
the domain.
C.2 Validation Case Results
As validation for the moving frame of reference simulation method, we present the following
time-averaged results. Figure C.3 plots time-averaged streamlines downstream of a wave.
The present simulation results are shown in the top frame and the results of Shen et al.
[18] are in the bottom frame. Very good agreement is seen between the two simulations in
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terms of location of the recirculation zone.
Figure C.3: Top) Present results of time-averaged streamlines. Bottom) Comparable com-
putational data from Shen et al. [18].
Figure C.4 plots profiles of mean streamwise velocity, plotted in wall coordinates. Four
different streamwise locations were sampled, which are specified in the inset. Excellent
agreement is obtained when comparing two data sets.
We also compared turbulence statistics, which are not shown here, that also agreed
well with Shen et al. [18]. With these results, we concluded that our implementation of
the moving frame of reference method was validated.
In regards to simulating sharkskin, there are two important considerations. First is that
shark undulation wavelength and frequency can vary and may be difficult to know without
experimental knowledge. Second, it is very likely that the wavelength is much, much greater
than the length of an individual denticle. In fact, it may be so great a ratio that one might
approximate swimming sharkskin with a flatplate simulation. The characteristic length
of a denticle is about 100 microns, whereas the wavelength of undulation is likely near a
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Figure C.4: Top) Present results of time-averaged streamlines. Bottom) Comparable com-
putational data from Shen et al. [18].
meter. Whatever the exact ratio between denticle size and wavelength may be, it is certain
that it is large and that to simulate the undulation, many denticles would be required.
That corresponds to a computationally expensive simulation.
