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Abstract
We examine the evolution of crystals in three dimensions. We assume that the Wulff shape is a prism with a hexagonal base.
We include the Gibbs–Thomson law on the crystal surface and the so-called Stefan condition. We show local in time existence of
solutions assuming that the initial crystal has admissible shape.
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1. Introduction
The main purpose of this paper is a mathematical study of crystals grown from supersaturated vapor. We assume
that evolving crystal Ω is a prism with N -gonal base. We assume that the number N is constant. Let us stress that
our crystal Ω does not have to be a convex set (see Fig. 1 in the case N = 54). This kind of ice crystals is formed
in the atmosphere. The assumption that our crystal has a polyhedral shape is very natural from physical viewpoint
(see [1,20]). Our activity is motivated by the Gonda and Gomi results [13], and also by Giga and Rybka [8]. The
authors of the paper [8] assumed that the Wulff shape is a fixed cylinder and also that the process was slow, i.e. they
considered a quasi-steady approximation of the diffusion equation (diffusion is much faster than the evolution of free
boundary). Giga and Rybka obtained results for a quasi-steady approximation system (see [9–12]). In this paper we
do not assume that the crystal evolves slowly. Namely, we assume that the supersaturation σ fulfills the diffusion
equation with a drift
ε
∂
∂t
σ = σ + f · ∇σ (1)
outside of crystal Ω . For simplicity of notation we assume that ε = 1. We are not going to examine the properties
of the solution when we change the parameter ε. In the above equation f is a velocity of vapor. We assume that
f is given. In fact, velocity f should satisfy an addition equation.
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We assume that the supersaturation σ has a specific value at infinity, i.e.
lim|x|→∞σ(x) = σ
∞. (2)
We require that the mass conservation law on the crystal surface is fulfilled. Namely,
V = ∂σ
∂ν
, (3)
where ν is the outer normal. It is the so-called Stefan condition. Let us stress, that this model was discussed with V
replaced by g in (3), where g is given in [14] (such kinds of conditions are natural in epitaxy models). In [14] analytic
semigroup theory was applied. In particular, high regularity of g was needed.
The value of the supersaturation σ at the surface satisfies the Gibbs–Thomson law, namely,
−σ = −divS ξ − βV, (4)
where β is the kinetic coefficient and ξ is a Cahn–Hoffman vector field (see [15]). We denote by V the velocity of
the growing crystal. We also assume that the velocity V is constant on each side of the crystal. Our model does not
include bending and breaking of the surface ∂Ω . Roughly speaking the above relation says that the supersaturation
on the crystal surface is proportional to the curvature of surface (−divS ξ ), and to the velocity of the evolving crystal.
Let us discuss the properties of the Cahn–Hoffman vector field ξ . Let γ be surface energy density (Finsler metric,
see [22]), i.e. γ : R3 → R is a 1-homogeneous, convex and a Lipschitz continuous function. If the surface of the crystal
∂Ω and the surface energy density γ are smooth, then
ξ(x) = ∇γ (ν(x)). (5)
If we do not assume that γ and ∂Ω are smooth, then the above expression may not make sense (see [7]). Instead
of ∇γ we can write the subdifferential ∂γ , which is defined everywhere. In this case ∂γ is a nonempty convex set
(not necessarily singleton). The condition (5) can be replaced by the following relation:
ξ(x) ∈ ∂γ (ν(x)).
We are not going to discuss the properties of the Cahn–Hoffman vector field. In preliminaries section we show a “nice”
property of the averaged divergence of the Cahn–Hoffman field ξ , namely
−κiH2(Si) =
∫
Si
divS ξ dH2(x),
where κi is a crystalline curvature (see next section). Let us stress that the left-hand side of the above expression is
independent of ξ .
In this paper we assume that the Frank diagram Fγ (see [15] or next section) is a sum of two regular pyramids
having a common base. Hence, the Wulff shape Wγ is a prism with a hexagonal base. We assume that the crystal is an
admissible shape, i.e. the set of outer normal vectors to ∂Ω coincides with the set of outer normal vectors to Wγ . Let
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Namely, we could assume that Wγ is a prism with regular k-gonal base, where k  3. But the hexagonal symmetry is
interesting from the physical point of view (see Fig. 1).
In order to simplify our system (1)–(4) we will consider the averaged Gibbs–Thomson law. Taking into account
the above considerations and the assumption that the velocity V is constant on each side of the crystal we obtain
−
∫
Si
σ dH2 = κiH2(Si)− βiViH2(Si). (6)
Let us mention that the averaged Gibbs–Thomson is not a new condition. Namely, this equation has appeared in [16]
and [17].
Our main goal is to show the existence local in time of solutions to (1)–(3), (6). We show this in a few steps. Let
us note that we can look at this system as a parabolic equation coupled to an ordinary differential equation for the
evolving sides of crystal (the signed distance side from Si(t) to Si(0)). Next, we write our problem in the weak form.
Subsequently, we solve linear problem. Namely, we apply the Galerkin method to a diffusion equation. Finally, we
construct compact operator and we apply the Schauder fixed point theorem.
The paper is organized as follows. First, we introduce notations, recall definitions and some facts about crystalline
curvature and formulate the problem. Next, we show the main result.
At the end of this section, let us comment on the mathematical literature. In the smooth case, i.e. assuming that
the surface of the crystal is differentiable manifold and for the two phase Stefan problem this model was solved
in the class of smooth function (see Chen and Reitich [4]). Independently, Radkevich (see [21]) showed local in time
existence of a smooth solution to the problem considered by Chen and Reitich. The advantage of Radkevich is that
the author allows a slightly more general form of the diffusion equation. The problem for β = 0 and smooth interfaces
was studied by Luckhaus [19] and in greater generality by Almgren and Wang [3]. In particular, they showed that
uniqueness fails. Let us stress that these authors have worked in bounded domain. The quasi-steady approximation
in the case when the crystal is a cylinder and a domain is unbounded was discussed by Giga and Rybka [8].
A similar problem was solved by the author in [14] for a system with V replaced by g in Eq. (3), where g is a given
function. In that case we deal with the equation describing accretion of mass
g = ∂σ
∂ν
.
The map g represents the flux. Let us stress that g does not depend on the velocity V . This model is appropriate to
describe epitaxial growth of crystals. There is shown existence of solutions. Although, the solutions obtained in the
paper [14] have high regularity we cannot apply the methods to the our case.
Notation. We use the following convention, whenever we see the inequality A  cB we tacitly understand that it
holds with some positive constant c independent of A and B. We denote byHk the k-dimensional Hausdorff measure.
2. Preliminaries
Let us denote an evolving crystal by Ω(t), and its exterior by Ωc(t) = R3 \Ω(t). Let S(t) = ∂Ω(t) be its surface.
We assume that the crystal Ω(t) is a prism at all times. To be more precise we write
Ω(t) = {(x˜1, x˜2, x˜3) ∈ R3: LB(t) x˜3  LT (t), (x˜1, x˜2) ∈ W(t)},
where W(t) is an N -gon in the plane, and we denote by L(t) the boundary in the plane of N -gon W(t), namely
L(t) = ∂W(t) =
N⋃
i=1
Li(t),
where Li(t) are edges.
1416 P. Górka / J. Math. Anal. Appl. 341 (2008) 1413–1426Fig. 2.
Let us divide the surface into N + 2 pieces, i.e.
Si(t) =
{
(x˜1, x˜2, x˜3): (x˜1, x˜2) ∈ Li(t), LB(t) x˜3 LT (t)
}
,
ST (t) =
{
(x˜1, x˜2, x˜3): (x˜1, x˜2) ∈ W(t), x˜3 = LT (t)
}
,
SB(t) =
{
(x˜1, x˜2, x˜3): (x˜1, x˜2) ∈ W(t), x˜3 = LB(t)
}
,
where i = 1,2, . . . ,N (we also use the notation N + 1 = T and N + 2 = B). We use also the notation
I = {1,2, . . . ,N,T ,B}.
The sets Si shall be called facets. In order to understand this convention it is better to look at Fig. 2.
Let us additionally write Ω0 = Ω(0), and the coordinate systems will be presented as follows
(τ, x1, x2, x3) ∈ R+ ×Ωc0 ,
(t, x˜1, x˜2, x˜3) ∈ {t} ×Ωc(t).
We denote by n the outer normal vector to the boundary Ωc0 and by ν the outer normal to Ω
c(t).
The coordinates of vertices of the hexagonal Ω0 we denote by(
xi1, x
i
2,
L
2
)
and
(
xi1, x
i
2,−
L
2
)
,
where i = 1, . . . ,N and L is the height of Ω0. Analogously we denote the coordinates of the vertices of Ω(t), i.e.(
xi1(t), x
i
2(t),LT (t)
)
,
(
xi1(t), x
i
2(t),LB(t)
)
, where i = 1, . . . ,N.
Next we denote by zi(t) the distance between ith face of Ω(0) and ith face of Ω(t) (with suitable sign), i.e.
zi(t) =
{
dist(Si(t), Si(0)) if (xi1(t)− xi1(0), xi2(t)− xi2(0),LT (t)−LT (0)) · νi > 0,
−dist(Si(t), Si(0)) if (xi1(t)− xi1(0), xi2(t)− xi2(0),LT (t)−LT (0)) · νi < 0.
In our problem the evolution is determined by normal vectors to the boundary of the initial crystal. It means that
the facets can move parallelly to the facets of Ω0. We assume that the set of normal vectors of Ω0 coincides with the
set of normal vectors of a prism with a hexagonal base. We shall call such Ω0 an admissible shape. Let us note that we
need N + 2 parameters, in order to describe the evolution of crystals, i.e. distance between facets zi . In our problem
there appears surface divergence divS ξ . We define this quantity as follows
divS ξ(x) := Tr
((
Id − n(x)⊗ n(x))∇ξ(x)),
where n(x) is the unit vector orthogonal to the tangent space TxS (see [23]).
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Let us recall the basic objects from crystalline geometry, i.e. Wulff shape Wγ and Frank diagram Fγ . Let γ be
the surface energy density, i.e. γ : R3 → R is a 1-homogeneous, convex and Lipschitz continuous function. Then the
Wulff shape and Frank diagram (see [15]) are defined as follows:
Wγ =
{
x ∈ R3: ∀n ∈ R3, |n| = 1, x · n γ (n)},
Fγ =
{
x ∈ R3: γ (x) 1}.
In our paper we assume that the Wulff crystal Wγ is a prism with a hexagonal base. This assumption is consistent with
physical experiments. Then it is not hard to see that the Frank diagram Fγ is a sum of two regular pyramids having
a common base.
Let us recall that the surface energy E(S) is expressed by the formula
E(S) =
∫
S
γ
(
n(x)
)
dH2(x).
The crystalline curvature κi is defined as (see [24]):
κi = − lim
a→0
E
V
,
where a is the amount of motion of Si in the direction of the outer normal to S, E is the resulting change of surface
energy, and V is the change of volume. Let us denote by αi the angle between ith and (i +1)th facet. Now we recall
the following lemma and theorem (see [14]).
Lemma 1. The crystalline curvature is given by expressions
κT = κB = −
∑N
j=1 lj γ (nj )
H2(ST ) ,
κj = − 1
lj
(
cot(αj )+ cot(αj+1)
)
γ (nj )− 1
lj
1
sin(αj )
γ (nj−1)− 1
lj
1
sin(αj+1)
γ (nj+1)+ 2
l
γ (nT ),
where lj = |Lj | and l = |L|.
The proof of this lemma is a straightforward calculation, where elementary geometry was applied.
Using the Gauss formula one can show the following result (see [11]).
Proposition 1. The following equality is true:
κi = − 1H2(Si)
∫
Si
divS ξ dH2(x).
Finally, we will work with the system
∂
∂t
σ = σ + f · ∇σ in Ωc(t),
V = ∂σ
∂ν
on ∂Ωc(t),
1
H2(Si(t))
∫
Si(t)
σ (x) dH2(x) = −κi(t)+ βiVi,
σ (0) = σ0,
zi(0) = 0, (7)
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z = (z1, . . . , zN+2),
V = (V1, . . . , VN+2).
Let us stress, that Ω(t) depends on z(t), namely Ω(t) = Ω(z(t)) = Ω(z).
Before we go to the next section we recall some facts from [14].
Theorem 1. There exists a family of diffeomorphisms Λz of C2+α class (α > 0) transforming Ωc(0) onto Ωc(z).
Additionally, the family has the following property, if |x1, x2, x3| > 10 diam(Ωc(z)), then Λz = Id.
Corollary 1. Let J be the absolute value of the Jacobian of transformation Λ, then:
(a) J ∈ L∞,
(b) if |zi |M , where i = 1, . . . ,N + 2, then there exist l,L such that 0 < l  J  L.
Let us comment above results. Roughly speaking, the proof of the theorem relies on the construction of the appro-
priate vector field. Diffeomorphism is obtained as a flow of such vector field.
As a corollary from Lemma 1 we obtain:
Lemma 2. There exists positive δ˜ such that
sup
z∈B(0,δ˜)
H2(Si(z)) 2H2(Si(0)),
inf
z∈B(0,δ˜)
H2(Si(z)) 12H2
(
Si(0)
)
,
sup
z∈B(0,δ˜)
∣∣κi(z)∣∣ 2∣∣κi(0)∣∣.
In the next sections we shall try to use the following notation:
Ωct ≡ Ωc(t),
A = max
i∈I 2H
2(Si(0)),
a = min
i∈I
1
2
H2(Si(0)),
k = 2∣∣κi(0)∣∣.
3. Formulation of the problem
Let us mention that we can assume that σ∞ = 0.
Definition 1. We say that the measurable map u ∈ L2(0, T ;H 1(Ωct )) if and only if the following integral is finite:
T∫
0
∥∥u(t, .)∥∥2
H 1(Ωct )
dt < ∞
and the norm is defined as follows
‖u‖L2(0,T ;H 1(Ωct )) =
( T∫
0
∥∥u(t, .)∥∥2
H 1(Ωct )
dt
) 1
2
.
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Lemma 3. u ∈ L2(0, T ;H 1(Ωct )) if and only if
T∫
0
∥∥u∗(t, .)∥∥2
H 1(Ωc0 )
dt < ∞
where u∗ = u ·Λ−1t .
In similar way we define the spaces L2(0, T ; (H 1(Ωct ))∗) and L∞(0, T ;L2(Ωct )), where (H 1(Ωct ))∗ is conjugate
to the space H 1(Ωct ).
Definition 2. We shall say that the pair (σ, z) is a weak solution of the problem (7) if there exists T > 0, such that
σ ∈ L2(0, T ;H 1(Ωct ))∩L∞(0, T ;L2(Ωct )),
σt ∈ L2
(
0, T ; (H 1(Ωct ))∗),
z ∈ H 1(0, T ;RN+2)
and the following identities hold:
〈σt , h〉Ωct =
∫
Ωct
(−∇σ∇h+ f · ∇σh)dx +
∑
i∈I
Vi
∫
Si(t)
h dH2(x),
1
H2(Si(t))
∫
Si(t)
σ (x) dH2(x) = κi(t)+ βiVi
for each h ∈ L2(0, T ;H 1(Ωct )) and for almost each t ∈ (0, T ] and (σ, z) satisfy the initial condition, i.e.
σ(0) = σ0,
z(0) = 0,
where V is weak derivative of z and 〈.,.〉Ωct is pairing between (H 1(Ωct ))∗ and H 1(Ωct ).
Let us introduce the following notation:
ΩT =
⋃
0tT
{t} ×Ωct .
4. The main result
Now, we state the main result of this paper.
Theorem 2. If ‖σ0‖L2(Ωc0 ) is small enough, |βi | are large enough and f ∈ L∞(R3 × R+), then there exists a weak
solution to the problem (7).
Proof. First of all, we show the following lemma (see [18] for example).
Lemma 4. There exists a complete system {φk(., t)}∞k=1 in H 1(Ωct ) such that {φk(., t)}∞k=1 is orthonormal basis
in L2(Ωct ).
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Next, let us denote by
Λ˜ = Λ−1
and by J˜ the absolute value of the jacobian of the map Λ˜. Finally, we define our system as follows
φk(x, t) = φ˜k
(
Λ˜t (x)
)
J˜
1
2 .
Completeness and orthogonality of {φk(., t)}∞k=1 follow from completeness and orthogonality of the system
{φ˜k}∞k=1. 
Subsequently, we state the following simple lemma.
Lemma 5. If z ∈ H 1(0, T ;RN+2), u ∈ L2(0, T ;H 1(Ωct )) ∩ L∞(0, T ;L2(Ωct )), ut ∈ L2(0, T ; (H 1(Ωct ))∗), then the
following identity holds:
d
dt
∫
Ωct
|u|2 dx =
∫
Ωct
d
dt
|u|2 dx +
∑
i∈I
∫
Ωct
z˙i |u|2Hi(x, t) dx,
where Hi ∈ L∞(ΩT ) and dot denote derivative with respect to t .
Proof. We have the following sequence of expressions:
d
dt
∫
Ωct
|u|2 dx = d
dt
∫
Ωc0
∣∣u(Λ(y, t))∣∣2J (y, t) dy
=
∫
Ωc0
d
dt
∣∣u(Λ(y, t))∣∣2J (y, t) dy + ∫
Ωc0
∣∣u(Λ(y, t))∣∣2 d
dt
J (y, t) dy
=
∫
Ωct
d
dt
|u|2 dx +
∑
i∈I
∫
Ωct
z˙i |u|2Hi(x, t) dx. 
Let us fix z ∈ H 1(0, T ;RN+2). We shall deal with the following problem:
〈σt , h〉Ωct =
∫
Ωct
(−∇σ∇h+ f · ∇σh)dx +
∑
i∈I
Vi
∫
Si(t)
h dH2(x),
σ (0) = σ0. (8)
Let us introduce the following notation:
W = max
i∈I |Vi |.
Lemma 6. For each z ∈ H 1(0, T ;RN+2) there exists unique solution σ to the problem (8). Moreover, the following
estimates hold:
‖σ‖2
L∞(0,T ;L2(Ωct ))  e
αT e(H˜
∫ T
0 |W |dt)
(
‖σ0‖2L2(Ω0) +
C2
4δ
T∫
0
|W |2 dt
)
,
‖σ‖2
L2(0,T ;L2(Ωct ))  T e
αT e(H˜
∫ T
0 |W |dt)
(
‖σ0‖2L2(Ω0) +
C2
4δ
T
T∫
|W |2 dt
)
,0
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L2(0,T ;L2(Ωct ))  (1 − ε − δ)
−1(1 + αT eαT e(H˜ ∫ T0 |W |dt))‖σ0‖2L2(Ωc0 )
+ (1 − ε − δ)−1 C
2
4δ
(
1 + αT eαT e(H˜
∫ T
0 |W |dt)) T∫
0
|W |2 dt
+ (1 − ε − δ)−1H˜T 12
( T∫
0
|W |2 dt
) 1
2
‖σ‖2
L∞(0,T ;L2(Ωct )),
‖σt‖2L2(0,T ;(H 1(Ωct ))∗)  2
(
1 + ‖f ‖L∞(R3×R+)
)2‖∇σ‖2
L2(0,T ;L2(Ωct )) + 2M
2
T∫
0
|W |2 dt,
where α, H˜ ,C, δ, ε,M are constants, (δ + ε < 1).
Proof. We apply Galerkin method. Namely, we put
σm =
m∑
k=1
cmk (t)φk(x, t). (9)
We construct approximating sequence in standard way. Namely, we put
σ 1 = φ1(0)
(
σ0, φ1(0)
)
L2(Ωc0 )
and 〈
σmt ,φk
〉
Ωct
=
∫
Ωct
(−∇σm∇φk + f · ∇σmφk)dx +∑
i∈I
Vi
∫
Si(t)
φk dH2(x), (10)
where k = 1, . . . ,m. The element σm given by formula (9) is the solution of (10) with initial condition
σm(0) =
m∑
k=1
φk(0)ck,
where
ck =
(
σ0, φk(0)
)
L2(Ωc0 )
.
In order to show the existence of approximating solutions, i.e. σm, we put (9) to the expression (10). Next, we
obtain ODE for the coefficients cmk and we apply the standard theory to this problem.
Subsequently, we show an a priori estimate. Namely, from Lemma 5 we obtain
d
dt
∥∥σm∥∥2
L2(Ωct )
+ ‖∇σ‖2
L2(Ωct )
 |W |
∫
Ωct
∣∣σm∣∣2∣∣H(x, t)∣∣dx + ∫
Ωct
f · ∇σmσm dx + |W |
∫
∂Ωct
σm ds
 |W |H˜∥∥σm∥∥2
L2(Ωct )
+ ‖f ‖L∞(R3×R+)
∫
Ωct
∣∣∇σm∣∣∣∣σm∣∣dx + |W | ∫
∂Ωct
σm ds
 |W |H˜∥∥σm∥∥2
L2(Ωct )
+ 1
ε
‖f ‖2
L∞(R3×R+)
∥∥σm∥∥2
L2(Ωct )
+ ε∥∥∇σm∥∥2
L2(Ωct )
+C|W |∥∥σm∥∥
H 1(Ωct )

(
|W |H˜ +
‖f ‖2
L∞(R3×R+)
4ε
)∥∥σm∥∥2
L2(Ωct )
+ ε∥∥∇σm∥∥2
L2(Ωct )
+ C
2
4δ
|W |2 + δ∥∥∇σm∥∥2
L2(Ωct )
+ δ∥∥σm∥∥2
L2(Ωct )
= (ε + δ)∥∥∇σm∥∥2
L2(Ωct )
+
(
|W |H˜ +
‖f ‖2
L∞(R3×R+) + δ
)∥∥σm∥∥2
L2(Ωct )
+ C
2
|W |2,4ε 4δ
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We take ε and δ such that ε + δ < 1. Let us denote
‖f ‖2
L∞(R3×R+)
4ε + δ by α. Hence, we can write
d
dt
∥∥σm∥∥2
L2(Ωct )
+ (1 − ε − δ)∥∥∇σm∥∥2
L2(Ωct )
 α
∥∥σm∥∥2
L2(Ωct )
+ |W |H˜∥∥σm∥∥2
L2(Ωct )
+ C
2
4δ
|W |2. (11)
Let us note that from orthogonality it follows
∥∥σm(0)∥∥2
L2(Ω0)
=
m∑
j=1
(
cmj
)2  ∞∑
j=1
c2j = ‖σ0‖2L2(Ωc0 ). (12)
Applying the Gronwall’s inequality to (11) we obtain
∥∥σm∥∥2
L2(Ωct )
 eαT e(H˜
∫ T
0 |W |dt)
(∥∥σm(0)∥∥2
L2(Ω0)
+ C
2
4δ
T∫
0
|W |2 dt
)
. (13)
From (13) and (12) it follows
∥∥σm∥∥2
L∞(0,T ;L2(Ωct ))  e
αT e(H˜
∫ T
0 |W |dt)
(
‖σ0‖2L2(Ω0) +
C2
4δ
T∫
0
|W |2 dt
)
.
Next, integrating expression (13) yields
∥∥σm∥∥2
L2(0,T ;L2(Ωct ))  T e
αT e(H˜
∫ T
0 |W |dt)
(
‖σ0‖2L2(Ωc0 ) +
C2
4δ
T∫
0
|W |2 dt
)
.
Subsequently, integrating (11) gives us
(1 − ε − δ)
T∫
0
∥∥∇σm∥∥2
L2(Ωct )
dt
 ‖σ0‖2L2(Ωc0 ) + α
T∫
0
∥∥σm∥∥2
L2(Ωct )
dt + C
2
4δ
T∫
0
|W |2 dt + H˜
T∫
0
|W |∥∥σm∥∥2
L2(Ωct )
dt
 ‖σ0‖2L2(Ωc0 ) + αT e
αT ‖σ0‖2L2(Ωc0 ) +
C2
4δ
αT
T∫
0
|W |2 dt + C
2
4δ
T∫
0
|W |2 dt
+ H˜T
1
2
m−1
∥∥σm∥∥2
L∞(0,T ;L2(Ωct ))
( T∫
0
|W |2 dt
) 1
2
.
Hence,
T∫
0
∥∥∇σm∥∥2
L2(Ωct )
dt  (1 − ε − δ)−1(1 + αT eαT e(H˜ ∫ T0 |W |dt))‖σ0‖2L2(Ωc0 )
+ (1 − ε − δ)−1 C
2
4δ
(
1 + αT eαT e(H˜
∫ T
0 |W |dt)) T∫ |W |2 dt0
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( T∫
0
|W |2 dt
) 1
2 ∥∥σm∥∥2
L∞(0,T ;L2(Ωct )).
Next, estimate for the expression σmt in the norm L2(0, T ; (H 1(Ωct ))∗) follows from above inequalities in standard
way.
Finally, we obtain a subsequence (still denoted by n) such that
σ ∗n ⇀ σ ∗ weakly in L2
(
0, T ;H 1(Ωc0)),
σ ∗nt ⇀ σ ∗t weakly in L2
(
0, T ; (H 1(Ωc0))∗),
σ ∗n ⇀ σ ∗ weakly in L∞
(
0, T ;L2(Ωc0)).
Next, we multiply expression (10) by smooth maps fk(t), sum this and integrate this expression. We can pass to the
limit in a standard way. Subsequently, we can show uniqueness of solution. This ends the proof of the lemma. 
Subsequently, we define for each T > 0 the set
XT = {(u, z) ∈ L2(0, T ;H 34 (Ωc0))×C(0, T ;RN+2): ‖u‖
L2(0,T ;H 34 (Ωc0 ))
 δ˜, ‖z‖C(0,T ;RN+2)  δ˜
}
,
where δ˜ is a constant from Lemma 2. Let us notice, that 34 can be replaced by any s ∈ ( 12 ,1).
Let us define the map
F : XT → L2(0, T ;H 34 (Ωc0))×C(0, T ;RN+2),
F(z, σ ) = (z˜, σ˜ ).
We put z˜ as unique solution to the problem
˙˜zi = 1
βi
κi(z)+ 1
βi
1
H2(Si(z))
∫
Si(0)
σ (x)J (x, z) dH2(x),
z˜i(0) = 0. (14)
Let us notice that z˜ ∈ H 1(0, T ;RN+2). Finally, we define σ˜ = u∗, where u is unique solution to the problem
〈ut , h〉Ωct =
∫
Ωct
(−∇u∇h+ f · ∇uh)dx +
∑
i∈I
V˜i
∫
Si(t)
h dH2(x),
u(0) = σ0.
One can easily show the lemma.
Lemma 7. If the pair (z, σ ) is a fixed point of the map F , then (z, σ ) is a weak solution to the problem (7).
Hence, it is enough to show that F has a fixed point. We will show that there exists T > 0, such that
F : XT → XT .
From Eq. (14) we get the inequalities
T∫
0
|W˜ |2dt  2k
β2
T + 2C
a2β2
‖σ‖2
L2(0,T ;H 34 (Ωc0 ))
, (15)
‖z˜‖C(0,T ;RN+2)  T
1
2 ‖W˜‖L2(0,T ). (16)
Taking into account above inequalities, assumptions on σ0, |βi | (|βi | are large) and Lemma 6, we obtain existence
of T , such that F : XT → XT .
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follows that z˜n is bounded in H 1(0, T ;RN+2). Since H 1(0, T ;RN+2) ↪→↪→ C(0, T ;RN+2) we obtain that z˜n poses
a subsequence strongly convergent in C(0, T ;RN+2).
Let us notice that from Lemma 6 we obtain that σ˜ n is bounded in L2(0, T ;H 1(Ωc0)) and in L∞(0, T ;L2(Ωc0)),
moreover the sequence σ˜t n is bounded in L2(0, T ; (H 1(Ωc0))∗).
Using Cantor diagonal method, Aubin–Lions lemma (see [5] and [6]) and Rellich–Kondrachov theorem one can
show the following lemma.
Lemma 8. Let Ω be a bounded Lipschitz subset of R3 and s ∈ [0,1). Let us assume that f n is a bounded sequence
in L2(0, T ;H 1(R3 \ Ω)), such that f nt is bounded in L2(0, T ; (H 1(R3 \ Ω))∗). If ‖f n‖L2(0,T ;Hs(R3\B(0,N))) → 0
as N → ∞ uniformly with respect to n, then there exists a subsequence of f n convergent strongly in L2(0, T ;
Hs(R3 \Ω)).
Proof. We can assume that Ω ⊂ B(0,1). Let us introduce the following notation Ωk = B(0, k) \Ω . Let us notice
H 1(Ω1) ↪→↪→ Hs(Ω1) ↪→
(
H 1(Ω1)
)∗
.
Hence, by Aubin–Lions lemma there exists a subsequence {f n
(1)} such that the restrictions {f n(1)|Ω1} converge in
L2(0, T ;Hs(Ω1)). Having selected {f n(1)}, . . . , {f n(k)} we apply Aubin–Lions lemma to the triple
H 1(Ωk+1) ↪→↪→ Hs(Ωk+1) ↪→
(
H 1(Ωk+1)
)∗
.
Namely, we may select a subsequence {f n(k+1)} of {f n(k)} such that {f n(k+1)|Ωk+1} converges in L2(0, T ;Hs(Ωk+1)).
Hence also {f n(k+1)|Ωj } converges in L2(0, T ;Hs(Ωj )) for 1 j  k + 1 by Ωk ⊂ Ωk+1.
Let wn = f n(n) for n = 1,2, . . . . Given ε > 0, there exists N such that
‖wn −wm‖L2(0,T ;Hs(R3\ΩN))  ε
for n,mN . From the construction of wn it follows
‖wn −wm‖L2(0,T ;Hs(ΩN))  ε.
Combining above inequalities one can show that wn is a Cauchy sequence in L2(0, T ;Hs(R3 \Ω)). 
In order to finish the proof of compactness we need the lemma.
Lemma 9. The sequence σ˜ n has the property∥∥σ˜ n∥∥
L2(0,T ;Hs(R3\B(0,N))) → 0,
as N → ∞ uniformly with respect to n.
Proof. Let us denote by BcN = R3 \B(0,N). Subsequently, we define the smooth map ΦN : Ωc → [0,1] as follows:
ΦN(r) =
{1 for r N,
0 for r  N2 ,
where r2 = x21 + x22 + x23 . We require that the function ΦN fulfils the condition∣∣Φ(k)N (r)∣∣ cNk .
Next, we define unN := ΦNun. Let us notice that unN fulfils the identity〈
unNt , h
〉
Ωct
=
∫
c
(−∇un∇(hΦN)+ f · ∇unhΦN )dx (17)
Ωt
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with respect to n. We take h = unN and put it in expression (17). Next, using the same method as in the proof of
Lemma 6, we obtain the inequality
d
dt
∥∥unN∥∥2L2(Ωct ) + η∥∥∇unN∥∥2L2(Ωct )  CN + (χ + W˜nH˜ )
∥∥unN∥∥2L2(Ωct ).
From Gronwall’s inequality it follows
∥∥unN∥∥2L∞(0,T ;L2(Ωct ))  eχT e(H˜
∫ T
0 W˜
n dt)
(
‖ΦNσ0‖2L2(Ω0) +
C
N
)
.
Next, we obtain
T∫
0
∥∥∇unN∥∥2L2(Ωct ) dt C
(
‖ΦNσ0‖2L2(Ωc0 )
(
1 + χT eχT )+ H˜T 12 ∥∥unN∥∥2L∞(0,T ;L2(Ωct ))
( T∫
0
∣∣W˜n∣∣2 dt
) 1
2
)
.
From this the proof follows. 
We need, to check that the map F is continuous. Let us take any sequence (zn, σ n) ∈ XT such that zn → z in
C(0, T ;RN+2) and σn → σ in L2(0, T ;H 34 (Ωc0)). Taking into account the equation
˙˜zni =
1
βi
κi
(
zn
)+ 1
βi
1
H2(Si(zn))
∫
Si(0)
σ n(x)J
(
x, zn
)
dH2(x),
z˜ni (0) = 0
we obtain that z˜n → z˜ in H 1(0, T ;RN+2). The sequence un is a solution to the parabolic equation
〈
unt , h
〉
Ωct
=
∫
Ωct
(−∇un∇h+ f · ∇unh)dx +∑
i∈I
V˜ ni
∫
Si(t)
h dH2(x),
un(0) = σ0. (18)
By compactness and estimates from Lemma 6 we get:
u∗n ⇀ g∗ weakly in L2
(
0, T ;H 1(Ωc0)),
u∗nt ⇀ g∗t weakly in L2
(
0, T ; (H 1(Ωc0))∗),
u∗n ⇀ g∗ weakly in L∞
(
0, T ;L2(Ωc0)),
u∗n → g∗ strongly in L2(0, T ;H 34 (Ωc0)).
It is enough to check that g∗ = σ˜ . Passing to the limit in formula (18) we obtain
〈gt , h〉Ωct =
∫
Ωct
(−∇g∇h+ f · ∇gh)dx +
∑
i∈I
V˜i
∫
Si(t)
h dH2(x),
g(0) = σ0,
where the last equality follows from integrated identity (18) for h ∈ C1(0, T ;H 1(Ωct )), h(T ) = 0. Hence, g∗ = σ˜ .
Finally, we can apply the Schauder fixed point theorem. This ends the proof of the main theorem. 
Remark 1. The proof relies on the application of the Schauder fixed point theorem, thus we have not shown the
uniqueness of the solution.
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