Fields due to an electromagnetic wave propagating in a long irregular twodimensional waveguide are calculated efficiently, using the method of leftright splitting to solve the coupled integral equations. Results are compared with those obtained from independent ray-theoretic calculations and give very close agreement. The approach has previously been applied to rough surfaces at low angles of incidence; here it is found to converge rapidly for surface slopes of 30
Introduction
In many important electromagnetic and acoustic applications the wavefield propagates along an irregular or curved waveguide and becomes progressively scattered (e.g. [1] [2] [3] [4] [5] ). This is the case in problems such as optical fibres and acoustic propagation in shallow water [6, 7] . Although exact solutions for some canonical geometries are among the earliest work in this area [8, 9] , numerical treatment is necessary for more general cases, for which computational problems remain acute and diffraction phenomena are often inadequately understood. This is particularly so for elongated, narrow or randomly rough waveguides where diffraction effects dominate.
Treatment is possible in principle by a full solution of the boundary integrals arising from Maxwell's equations, but even in two dimensions this quickly becomes prohibitively expensive for large waveguides. Even where radii of curvature are large, and approximate solutions such as ray theory are locally valid, the number of rays needed rises steeply with the waveguide length to avoid loss of coherence. On the other hand, in many cases wave propagation is predominantly forward going, at least locally, and this suggests the use of 'left-right splitting' recently proposed to simplify the full boundary integral problem. The aims of this paper are twofold. The first is to develop an accurate numerical solution for long irregular waveguides. The second is to validate the solution by careful comparison of the interior fields with independent calculations at various distances along the waveguide. In addition the convergence of the solution is examined for large angles of incidence with respect to grazing, where high multiple scattering arises.
The method is adapted from that of left-right splitting, applied previously to rough surfaces at low grazing angles (e.g. [10] [11] [12] ). The full Helmholtz equations give rise here to a pair of coupled integral equations along the two surfaces. The solution to this system is expressed as a series in increasingly high orders of multiple scattering, in which the first term gives purely forward scatter. (The approach takes fully into account the interaction between the surfaces, which becomes increasingly important for narrow waveguides.) For illustration we concentrate on a waveguide of 20 wavelengths in width and 200 in length. Surface slopes in this case vary between 0
• and around 45
• . Surface currents for this are obtained rapidly, giving extremely close agreement with independent calculations when used to obtain interior fields. For angles up to around 20
• the first one or two terms are very accurate. Although designed to deal with low grazing angles, the approach also converged in about five iterations for angles of incidence as large as 60
• from grazing. The paper is organized as follows: in section 2 the coupled boundary integral equations are formulated, and the formal series solution is described. The numerical treatment is briefly described in section 3. In section 4 the main results are given, examining the accuracy and convergence in several cases and illustrating the effect of roughness.
Formulation of equations
We shall consider the fields due to electromagnetic propagation along a curved waveguide. The underlying geometry is shown in figure 1 . Five one-dimensional transects are chosen, at which fields are calculated by the two methods for a detailed comparison. These are also shown in figure 1 . The upper and lower surfaces are perfectly conducting and denoted S 1 and S 2 respectively. Typically the waveguide will have a depth of around 20 wavelengths and a length of around 200 wavelengths. The field in the waveguide can be written as a boundary integral over the normal derivative along the surfaces. The left-hand end will be treated as an aperture, A. The electric field incident on this aperture may be taken to be a horizontally or vertically polarized plane wave, i.e. corresponding to TE or TM. We will assume here a TM field, and consider the magnetic field H , so that H obeys the Helmholtz wave equation (∇ 2 + k 2 )H = 0. Let G be the free space Green function, so that G is the zero-order Hankel function of the first kind,
Here r = (x, z) where x and z denote horizontal and vertical coordinates respectively. The initial goal is to find the surface currents along the waveguide, and then use these to obtain the interior fields. The field at a point r inside the waveguide can be expressed as an integral across the bounding surfaces:
where n denotes the normal outward from the waveguide,
and S is the union of the two surfaces. Taking limits as r tends respectively to the upper and to the lower surfaces, and applying the boundary conditions, we obtain two coupled integral equations for the unknown values of the quantity H along each of the two surfaces. It is convenient to regard these as separate functions of the single coordinate x, and accordingly we define
The coupled integral equations for 1 , 2 can then be written
where G n denotes the normal derivative of G and
The main task is to invert this set of coupled equations to find the field terms 1 , 2 along the surfaces. These may then be substituted into equation (2) to yield the value of the field in the waveguide. The incident field itself has not yet been specified. This must be obtained as an integral over the aperture:
where p denotes an incident plane wave, r s is a surface point x, S(x) and n denotes differentiation in the direction normal to the aperture, i.e. parallel to the x-axis. (This represents the field which would exist beyond the aperture, in the absence of the waveguide itself.)
For convenience we now write equation (4) in operator notation,
where the operators are defined by
with the obvious definitions for L 21 , L 22 , R 21 , R 22 from the second of equations (4). In all of these expressions the left-hand integrals L ii are interpreted as the Cauchy principal value. Equations (7) can be expressed more concisely if we define the vectors u and f as the pairs of functions
We can then write (7) in the form
where L and R are the 2 × 2 matrix operators whose entries are integral operators L ij , R ij corresponding to the above splitting, e.g.
In the above expression (10) L therefore describes the scatter from the left. The required solution of equation (10) is then given by
The main task is the inversion of (L + R). As in previous treatments [12] we make use of the assumption that the effect of R is 'small' in some sense, reflecting the fact that most of the scattering is due to interaction from the left. The solution (12) can be then expanded in a series
Provided it converges this equation can be truncated and treated term by term. When the system is discretized, the operator L yields a lower triangular matrix operator, whose entries are simply the four lower-triangular matrices arising from L ij . Similarly R becomes an upper triangular matrix operator (with zero on the diagonals). Inversion of the matrix L can be carried out very efficiently (using Gaussian elimination and backward substitution) to give the first term of equation (13) . Since subsequent terms in the series are products of L −1 and R, they can also be evaluated efficiently.
For predominantly right-going waves, the functions on which R operates in the series (13) will all have phases which vary rapidly with x, so that the right half-integral represented by R will give rise to functions whose amplitude is small, as required. It is nevertheless difficult to put rigorous bounds on surface geometry which would guarantee convergence.
Numerical solution
The numerical treatment of the equations will now be outlined briefly. The details are analogous to those given in [12] for rough surfaces.
Discretization. The main step is the discretization of the integral equation, and numerical solution of the resulting system. The system is first discretized with respect to x, choosing N equally spaced points x = x 1 , . . . , x N , where x n = nδ, say, and the length δ of each subinterval is small. In practice a value of 10 points per wavelength was found sufficient for δ. Each integral can then be written as a sum of subintegrals over the subintervals [x n , x n+1 ], so that for example
These intervals can be chosen to be sufficiently small so that over each of them the unknown part of the integrand, H (r ), can be treated as constant and taken outside the integral. The remaining part of the integrand is a known function which depends on the given surface profile. Writing this for each of the N points r s = (x n , h(x n )), n = 1, . . . , N gives rise to a matrix equation, say
Now define the difference r ij = |(
)|, and the slope variable
where the prime denotes the x-derivative, h = dh/dx. The matrix entries as used in the results below are then given as follows:
Note that the off-diagonal entries m = n have simply been approximated by the Green function, with a factor accounting for arc-length. This arises by treating the integrand as constant over the corresponding interval and is introduced to simplify the computation. It is straightforward to improve the accuracy of this, but the approximation (15) was found to be sufficient to give extremely close agreement.
Left-right splitting. The system (14) can now be solved using one or more terms of the series solution (13) . The solution is obtained, first, for the purely right-going part, say
and a correction u 2 to this is then calculated, by applying the integral operator R and inverting L again,
to give the solution This gives the required surface currents along the two surfaces. This is then used as the 'driving field' for the calculation of interior fields, using equation (2) .
Note that for this geometry x could be replaced by a coordinate s, say, following the curved waveguide axis. In several respects this is a more natural coordinate, particularly for waveguides which curve at greater than 90
• to the x-axis, although for simplicity we have not done so here. (Use of the curved axis s raises problems of surface grid definition when the curvature becomes large, and in fact it is possible to retain the use of the x-coordinate even for toroidal waveguides.)
Results
The aims of this work are to evaluate the scattering inside a long irregular waveguide, and to examine the accuracy and convergence of the series approximation, over a wide range of incident angles.
The geometry of the waveguide used in the following examples is as shown in figure 1 . This consists of straight sections adjoining two sinusoidally curved sections, as illustrated. The waveguide depth at the aperture was chosen to be 20λ, and the overall length (with respect to the x-axis) was 200λ. Incident angles are measured, anticlockwise, with respect to the horizontal.
Surface currents and interior fields
Current amplitude along the upper surface is shown in figure 2 for a field incident at a grazing angle of 0
• , i.e. in the x-direction. Figure 2 shows the result of the first and second iterations. It is seen that these are in close agreement, except near the far end, where backscatter due to the truncation of the waveguide becomes more significant. Surface currents for non-zero angles of incidence are similar. The aperture field itself is shown in figure 3 , where edge effects due to the finite aperture are clear from the amplitude spread. (As expected, as the aperture width increases in relation to wavelength the shadow boundary becomes sharper.)
The interior field is calculated as an integral of the wall currents over the whole surface, as in equation (2).
The field amplitudes in the following graphs clearly show the extent of diffraction and multiple scattering. The amplitudes for incident angles of 0
• , 20
• (upgoing) and −20
• (downgoing) are given in figures 4(a)-(c) respectively, for which 'whispering gallery modes' are evident. 
Validation
A numerical code, developed at BAE Systems, Advanced Technology Centres-Sowerby, was used to obtain a full-field solution for the waveguide. The code, LOC2D, implements a finite-volume scheme on an arbitrary unstructured grid. LOC2D allows for the use of a body conforming grid, removing the need for the 'staircasing' of the waveguide walls as in conventional finite-difference time domain (FDTD) methods, yet has an operation count close to that of FDTD schemes. The accuracy of the LOC2D method is therefore expected to be better than for FDTD as errors arising from 'staircasing' are removed. The calculation times will be comparable to those of FDTD methods. The waveguide problem was discretized at λ/25, using quadrilateral cells. The mesh was generated in six sections along the length of the waveguide and joined together to form the overall calculational mesh of around 3.2 million cells. Calculations were carried out for an TM incident plane wave (corresponding to vertically polarized electric field) at angles of incidence of 20
• with respect to the horizontal. Typical calculation times for the surface current calculations here were approximately 17 s for the first term in the left-right series, and around 160 s to produce the interior field plots (this figure being directly proportional to the number of field points). By comparison the calculation took several hours for the LOC2D computations on a vector machine. Figure 5 shows the real part of the field throughout part of the waveguide for an incident angle of 20
• upgoing and can be compared with amplitude in figure 4(b) . In order to obtain detailed quantitative comparison, full fields were evaluated on a series of five one-dimensional 'transects', crossing the waveguide at various distances. This was repeated for several angles of incidence, and representative examples are given in figures 6-9. The calculations presented here have been evaluated to include both first and second iterations. It is seen here that agreement at the second iteration is excellent in almost all cases, and in most cases the first term alone is accurate to well within 5%. Figure 6 compares the fields on the first four transects for zero angle of incidence, using the first term only. In figure 7 the same case is examined, giving the comparison when the second iteration is included. (The horizontal axis for all transect plots has been scaled to unity. In each case the field is shown along the whole transect, from one surface to the opposite surface.) The graphs provide the most compelling evidence of the accuracy of the approach. In these plots, the only apparent discrepancy is at the first transect. (This is exaggerated by the scale, and is in fact only on the order of a few per cent. It appears to be due simply to differences in representation of the incident field.) Figures 8 and 9 show the corresponding comparison, at the second iteration, for upward-and downward-going incident fields at 20
• to the horizontal. The comparisons at the fifth transect near the far end of the waveguide, for each of the three angles, are shown separately in figures 10(a)-(c) .
The left-right splitting method has also been compared with predictions of the interior fields from a modal method, for a three-dimensional cylinder of circular cross-section, obtaining the unknown mode amplitude by field matching across the aperture. Agreement was found to be good. Results from this comparison will be the subject of a separate paper on the validation of the three-dimensional left-right splitting method.
Convergence at high angles of incidence
The convergence was then examined over a wide range of angles of incidence. The method was found to converge even at 60
• from the horizontal, where reasonable convergence was reached by around the fifth or sixth iteration. The interior field pattern for this case is illustrated in figure 11 .
Convergence is typically slowest near the right-hand end of the waveguide, where it is dominated by reflections. (These are largely spurious when the model is used to represent an extended waveguide.) If the solution is measured excluding this section, convergence is considerably faster.
It is most convenient to quantify convergence directly in terms of the surface currents, as the interior fields are simply obtained from these at any iteration by applying the boundary integration (2) .
Denoting the surface current at the j th iteration by u j , convergence can be measured in several ways, all of which give similar results. One such measure is in terms of the relative successive differences c j = u j +1 − u j / u j , where u denotes the L 2 -norm, i.e. the square root of sums of squares. However, the magnitude of the currents may vary enormously along the waveguide, and the quantity above may fail to detect large percentage differences in places where the magnitude is small. This can be remedied by normalizing pointwise, and defining d j = (u j +1 − u j )/u j . This quantity is shown in figure 12 , for angles of incidence from 10
• to 60
• from the horizontal. Note that, particularly at high angles, convergence is much faster when the region around the far end is excluded from this calculation. This occurs because considerably more energy is reflected from the end at high angles. (For example at 10
• angle of incidence, the first term is within around 15% of the 'exact' solution, and the solution has converged to within about 2% by the third or fourth term.)
Further insight is provided by figure 13 , which shows a comparison of lower wall currents at the first, third, fifth and tenth iterations, for an incident angle of 50
• . Despite the high angle, it is seen that almost all features of the wall currents are well captured even after very few iterations. 
Rough waveguide
A further waveguide was generated with stochastically rough walls, and the resulting fields examined. This was done in order to illustrate the flexibility of the approach, and to examine the extent to which roughness destroys the detailed diffraction pattern present in the smooth-sided case. One example of the resulting interior field is shown in figure 14 , which can be compared with figure 4(c), the equivalent calculation for a waveguide with smooth sides. In this example the rough waveguide surface has an autocorrelation length equal to the wavelength λ, and rms height of λ/10. It can be seen that although a detailed pattern remains, it is substantially changed by the irregularity of the walls, and in particular the position of highs and nulls is affected by even very slight roughness. The field amplitude along the curved central axis is shown in figure 15 , where the lack of coherence is again apparent.
Note, however, that even in the absence of roughness, multiple scattering tends to have a similar effect in reducing regions of high intensity as propagation distance increases. Consequently the effect of roughness is most noticeable in the earlier part of the waveguide.
The roughness was found to have little effect on the rate of convergence with respect to the number of iterations. However, some care is needed in making such comparisons, because roughness tends to remove the sharpest peaks and nulls in the wall currents, which are dominant features in determining the rate of convergence. 
Conclusions
The method of left-right splitting has been formulated and applied to a canonical problem of an irregular waveguide. This requires inversion of a pair of coupled integral equations, to yield the electric currents along the waveguide walls. The method is computationally efficient, while retaining the ability to describe high-order multiple scattering. In most cases extremely good agreement was obtained with independent calculations using one or two terms of the series. The convergence of the method was then investigated for much larger angles of incidence. It was found that even at 60
• from the horizontal the solution converges after around five iterations. Finally, the field patterns in a waveguide with rough walls were examined. As expected, diffraction effects largely destroy the detailed patterns even for slightly rough surfaces.
The method can also be applied to full three-dimensional problems, for which the computational cost and potential benefit is much greater: in the two-dimensional case, the number of discretized points N scales linearly with wavenumber k. The main computational expense is in inversion of the governing matrix, for which the present method reduces the computational expense of 'full' inversion from O(k 3 ) to O(k 2 ). In three-dimensional problems the surface is two dimensional and the number of grid points therefore depends on the square k 2 of wavenumber. The computational cost of full matrix inversion (or method of moments calculations) would then be k 6 . The present method has a computational cost of k 3 per matrix inversion, but this would be carried out at each range step, and as the range discretization also scales with k this gives a further factor, so that the total cost of matrix inversions is k 4 . This is high but still a great reduction from full inversion.
We note that the method is conceptually similar to the Bremmer series approach to inhomogeneous waveguides [13] , in which the wave equation is decomposed into left-and right-going components. However, the decomposition described here applies only to surface interactions, so that both forward and back scatter are taken into account at each iteration via the boundary integral (2) .
