The GloVe word embedding model relies on solving a global optimization problem, which can be reformulated as a maximum likelihood estimation problem. In this paper, we propose to generalize this approach to word embedding by considering parametrized variants of the GloVe model and incorporating priors on these parameters. To demonstrate the usefulness of this approach, we consider a word embedding model in which each context word is associated with a corresponding variance, intuitively encoding how informative it is. Using our framework, we can then learn these variances together with the resulting word vectors in a unified way. We experimentally show that the resulting word embedding models outperform GloVe, as well as many popular alternatives.
Introduction
Word embedding models learn low-dimensional vector representation of words based on co-occurrence information obtained from some large text corpus. The aim of such models is to learn representations which capture word similarities, analogies, and other lexical relationships. Various word embedding models have already been proposed in the literature, including approaches inspired by neural language models, such as Skipgram (SG) and the Continuous Bagof-Word (CBOW) model (Mikolov et al. 2013) , regression based models, such as the least squares regression model GloVe (Pennington, Socher, and Manning 2014) and the ordinal regression model from and different kinds of probabilistic models, such as Gaussian embeddings (Vilnis and McCallum 2014) , a Bayesian version of Skipgram (Barkan 2017) and an approach using Dirichlet-Multinomial language models (D-GloVe) (Jameel and Schockaert 2016) .
Word embeddings play a crucial role in deep learning approaches to natural language processing tasks, as they allow for a natural way to represent textual input to neural networks. Word embeddings have similarly transformed related fields such as information retrieval , (Dehghani et al. 2017) , (Ensan 2018) , knowledge base completion (Yang, Tang, and Cohen 2016) , (Wang et al. 2014) , (Zhong et al. 2015) and recommender systems (Musto et al. 2015) , (Zhao et al. 2017) .
The approach we follow in this paper is based on GloVe (Pennington, Socher, and Manning 2014) . This model aims to find two vector representations, denoted by w i andw i , and two bias terms b i andb i for each word i such that w i ·w j + b i +b j approximates log x ij , with x ij the number of times words i and j co-occur 1 that co-occurrence counts are weighted based on how closely together the words i and j appear. Given GloVe's formulation as a least squares regression problem, it can be naturally interpreted in terms of maximum likelihood estimation. Specifically, it is easy to see that the basic 2 GloVe objective is equivalent to maximizing the following expression:
i,j N (log x ij ; w i ·w j + b i +b j , σ 2 )
where we write N (.; µ, σ 2 ) for the Normal distribution with mean µ and variance σ 2 . The variance σ 2 encodes how closely we expect w i ·w j + b i +b j to approximate log(x ij ). In GloVe, this variance is assumed to be fixed for every word pair (i, j). In such cases, σ 2 can be chosen arbitrarily, as the choice of σ 2 does then not affect which word vectors and bias terms maximize (1). Intuitively, however, it seems desirable to use a variance σ 2 j which depends on how informative the context word j is: if j is a highly informative context word, it should have a strong influence on the word vector representation of i and thus we intuitively want the associated variance σ 2 j to be low. On the other hand, if j is a stop word, we may not want it to influence the word vector representation of i at all, and thus want σ 2 j to be high. The method we develop in this paper will allow us to learn a suitable variance σ 2 j for each context word j. To this end, we will put priors on these variances, and maximize the resulting posterior distribution instead of (1), which will al-low us to jointly learn the informativeness of each context word and the actual word embedding. More generally, by treating the problem of learning a word embedding as maximum a posteriori (MAP) estimation, rather than a maximum likelihood estimation problem, a wide range of parametrized variants of GloVe could be considered.
To the best of our knowledge, the idea of using priors to learn parametrized word embedding models has not yet been considered. However, the importance of priors has been extensively studied in the context of probabilistic topic models (Wallach, Mimno, and McCallum 2009) . In particular, the widely used Latent Dirichlet Allocation (LDA) (Blei, Ng, and Jordan 2003) model can be seen as a variant of probabilistic Latent Semantic Analysis (pLSA) (Hofmann 1999) which includes priors. In this sense, the relationship between our proposed approach and the GloVe model is somewhat analogous to the difference between LDA and pLSA.
Related Work
Probabilistic Word Embedding Models. While, to the best our knowledge, our MAP based generalization of GloVe has not yet been considered, a number of probabilistic models for generating word embeddings have already been studied. One approach, called Gaussian embeddings, was introduced by Vilnis et al. (Vilnis and McCallum 2014) and further developed in (Chacón 2016) . The main underlying idea is to represent words using Gaussian distributions, with the aim of capturing the diversity of word meaning, although this idea has also been applied in applications such as collaborative filtering (Dos Santos, Piwowarski, and Gallinari 2017) and knowledge graph embedding (He et al. 2015) . Intuitively, the Gaussian representation of a given word w can be viewed as a soft region in the word embedding space, encoding the kinds of contexts in which the word may appear. One of the main underlying motivations is that such models should be better suited for modelling hypernymy. Note that Gaussians (with diagonal covariance matrices) are used in this approach to compactly represent regions, rather than for capturing uncertainty. Non-probabilistic representations for representing words as regions have been considered as well. For instance, (Jameel and Schockaert 2017) used ordinal SVM regression with a quadratic kernel to learn word regions. These approaches clearly differ from our work, as we still represent words using vectors, but use a probabilistic formulation to find these vectors.
Bayesian versions of Skipgram have been studied in (Barkan 2017) and (Bravzinskas, Havrylov, and Titov 2016) , which respectively rely on standard variational techniques and on variational autoencoders for performing inference. The aim of such approaches is to replace point estimates by distributions of word vectors. While the representation of words as probability distributions is similar as in Gaussian embeddings, the motivation is slightly different: in the latter approach the Gaussian distributions are themselves viewed as representations of the words, whereas the Bayesian models assume that words are represented as vectors, but they model uncertainty about the true vector representations of the words. Still, experiments in (Bravzinskas, Havrylov, and Titov 2016) show that such Bayesian models can be used in a similar way as Gaussian embeddings, with similar levels of performance. Our work is different in that we are using maximum a posteriori estimates, rather than aiming to characterize the full posterior distributions, which means that we can keep our models highly efficient. The motivation of our work is also different: whereas the aforementioned Bayesian Skipgram models aim at characterizing the uncertainty of word vector representations, our aim is to develop parametrized generalizations of the GloVe model.
Our model is also related to the work of (Jameel and Schockaert 2016) , which introduced the idea that variance, in the probabilistic formulation of GloVe, can be related to the informativeness of context words. However, they estimate this informativeness in a heuristic way from GloVe embeddings that are initially trained in the standard way. In contrast, our work focuses on the role of priors for jointly learning the parameters of word embedding models and the resulting word vectors, and we use the idea of learning suitable variances to illustrate the potential of our setting. Another idea proposed in (Jameel and Schockaert 2016) is to use a Dirichlet-Multinomial language model to smooth cooccurrence counts and to estimate the randomness of these counts, to reduce the impact of infrequent words.
Probabilistic Topic Models. Probabilistic topic models (PTMs) are document representations based on latent variables, which intuitively represent topics. While conceptually different from word embeddings, they have served as an inspiration for this paper, in particular regarding the importance of priors in such models.
One of the key reasons for using priors in PTMs has been to avoid overfitting. This was motivated by the fact that the pLSA model, which is one of the first PTMs, was found to be prone to overfitting, even when using the tempered EM algorithm (Popescul, Pennock, and Lawrence 2001) . In their seminal work, (Blei, Ng, and Jordan 2003) argue that the introduction of priors in their LDA model helps overcome this problem of overfitting. Similarly, in this paper, the introduction of priors will allow us to avoid overfitting when considering parametrized variants of the GloVe model.
The use of priors has also made it possible to consider various extensions of the LDA model. Some examples include the use of authorship (Rosen-Zvi et al. 2004) , temporal information (Wang, McCallum, and Wei 2007) or class labels (Zhu, Ahmed, and Xing 2012) , (Zhu et al. 2014) . To the best of our knowledge, similar extensions to word embeddings have not yet been studied, although it is worth mentioning that several hybrid models have been proposed that combine topic and word embedding models (Das, Zaheer, and Dyer 2015) , (Li et al. 2016) , (Shi et al. 2017 ).
Model Description
In this section we describe our word embedding model, which is based on Maximum A Posteriori (MAP) estimation. From a conceptual point of view, one important difference with GloVe is that we associate a variance σ 2 j with each word j, intuitively encoding how strongly the number of cooccurrences x ij of words i and j should influence the word vector representation of i. These variances σ 2 j are essentially estimated from the data, i.e. from the co-occurrence statistics x ij that are derived from some text corpus. However, the model will also incorporate a prior over these variances, which intuitively allows us to prevent overfitting.
Let us write τ i for the tuple (w i ,w i , b i ,b i ), D (the cooccurrence statistics from) for the given document collection and V for the vocabulary. Our word embedding model has the following general form:
where the vector m = (µ 1 , ..., µ |V | 2 ) associates a mean µ ij with each word pair (i, j), s = (σ 2 1 , ..., σ 2 |V | ) associates a variance σ 2 i with each word i, and t = (τ 1 , ..., τ |V | ) contains the usual word embedding parameters. The role of ψ will be explained below. For simplicity, we will assume a uniform prior on t and ψ, and thus not consider the probabilities P (t) and P (ψ) in the remainder. The probability P (D|m, s) is evaluated similarly to the maximum likelihood formulation of the GloVe model (1). In particular, we assume that the model defines a Normal distribution for each pair of words (i, j), which acts as a prediction for log x ij :
where the product ranges over all pairs (i, j) for which x ij > 0. Note that differently from the GloVe model, in our case the mean µ ij is not directly determined from the word embedding parameters. Instead, we consider a probability distribution over possible values of µ ij , which will be determined by the parameters of the word embedding model (see below). We refer to the model corresponding to (2) as WeMAP (for "Word Embedding as Maximum A Posteriori estimation"). We will also consider two variants to (2). First, the GloVe model uses a weighting function f to reduce the impact of rare words. It is defined as f (x ij ) = ( xij xmax ) α if x ij ≤ x max and f (x ij ) = 1 otherwise, where usually α = 0.75 and x max = 100 are chosen. This weighting function can be taken into account in the probabilistic formulation (WeMAP1) as follows:
For the second variant (WeMAP2), log x ij is replaced by the Pointwise Mutual Information (PMI) between occurrences of i and j. Let θ > 0 be the smoothing parameter. To estimate this PMI, we use Bayesian smoothing as follows:
This leads to the following variant of (2):
One advantage of using this smoothed version of PMI is that pmi(i, j) is also defined if x ij = 0, which allows us to consider negative examples. In particular, the product in (4) could, in principle, range over any word pair (i, j), regardless of whether x ij = 0. In practice, the resulting quadratic time complexity would be prohibitive, hence we limit the number of pairs for which x ij = 0 to a small sample, similar to how negative samples are used in e.g. the Skipgram model (Mikolov et al. 2013 ). In our experiments with this variant, for each j, we set the number N j of negative examples (i.e. the number of randomly sampled words i for which
The probability P (m, s|t, ψ) acts as a prior on the means in m and variances in s. It is defined using the Normal Inverse Gamma (NIG) distribution, which is the usual conjugate prior for the normal distribution (Murphy 2007) . This is a probability distribution over pairs (µ, σ 2 ), which is defined as the product of a Normal distribution and an Inverse Gamma (IG) distribution. In particular, we evaluate P (m, s|t, ψ) as follows 3 :
The NIG distributions in (5) have four parameters. The parameter µ 0 ij defines our prior belief about the mean. This key parameter is where the parameters of the actual word embedding come into play:
The parameters α and β are respectively the shape and scale parameters of the Inverse Gamma distribution, and λ is a precision parameter which controls how much µ ij can deviate from our prior belief µ 0 ij . Rather than treating these parameters as encoding our prior beliefs, as in typical probabilistic models, we will assume that these parameters α, β and λ are encoded in the vector ψ = (α, β, λ). In particular, in our MAP formulation, these parameters will then be chosen such that they maximize the posterior probability P (m, s, t, ψ|D).
Putting everything together, we learn a word embedding model by maximizing the following:
Because the NIG distribution is a conjugate prior of the Normal distribution, this expression simplifies to a product of NIG distributions, which will make the computations easier.
Note that we do not need to perform any probabilistic inference, as we end up with an optimization problem, which we can simply solve using SGD. Compared to Bayesian inference methods, this MAP approach has the advantage of being computationally much easier. Interestingly, it was recently found in (Mandt, Hoffman, and Blei 2017) that there are also relationships between approximate Bayesian inference and gradient methods.
Experiments
In this section, we present a series of experiments in which we compare our model with popular and recent state-of-theart word embedding and topic models, all of which can be classified as dimension reduction methods. Topic models such as LDA are an interesting baseline to additionally consider in our experiments given the important role they have played in our motivation. Apart from some common intrinsic evaluation tasks for word embeddings, we also consider three extrinsic evaluation tasks: text classification, document retrieval and named entity recognition (NER).
Methodology
Corpora: We have considered the May 2018 dump of the English Wikipedia. We pre-processed the dump using a publicly available script 4 , which yielded 4.3 billion tokens. After removing tokens that appear fewer than 500 times in the collection, we ended up with a vocabulary of 117835 distinct tokens. We have lower-cased and removed punctuations. We have considered a symmetric context window size of 10 words, which is a common choice that has been shown to give good results (Pennington, Socher, and Manning 2014) .
Intrinsic evaluation tasks: We have considered three standard evaluation tasks for word embedding models. First, we considered three analogy datasets: the Google Word Analogy dataset 5 , the Microsoft Research Syntactic Analogies Dataset (MSR) 6 , and the BATS 3.0 dataset 7 . Second, we considered 14 word similarity datasets 8 , and finally two outlier detection datasets 9 . We formatted the BATS 3.0 dataset to be similar to the Google and MSR word analogy datasets, so that we can use the same evaluation script for all word analogy experiments 10 . The BATS 3.0 dataset has 4 superclasses: "Inflectional Morphology (DI)", "Derivational Morphology (DM)", "Encyclopedia Semantics (ES)", and "Lexicographic Semantics (LS)". 10 subclasses consisting of 50 unique word pairs. We compute average accuracy for each of these 10 subclasses and report results for the superclass.
Evaluation results were obtained using publicly available implementations. For instance, word analogy results for the Google dataset were obtained using the code from the GloVe project 11 , word similarity results were obtained using the VSMLib tool 12 , and outlier detection results were also obtained from available code 13 . We share our code, pre-processing scripts and datasets online 14 . We have indexed the word similarity datasets as follows:
EN-MC-30 (E1), EN-MEN-TR-3k (E2), EN-MTURK-287 (E3), EN-MTURK-771 (E4), EN-RG-65 (E5), EN-RWStanford (E6), EN-SIMLEX-999 (E8), EN-Verb-143 (S8), EN-WS-353-ALL (E9), EN-WS-353-REL (E10), EN-WS-353-SIM (E11), EN-YP-130 (E12), SimVerb-3500 (E13), and RareWords
15 (E14). For outlier detection, we use O1 to refer to the dataset by (Camacho-Collados and Navigli 2016) and O2 for the WikiSem-500 dataset (Blair, Merhav, and Barry 2016) .
Extrinsic evaluation tasks:
We have used the benchmark TREC WT2G 16 dataset for document retrieval which comes with associated TREC topics (queries) and document annotations. We represent each document and each query as the average of all the words via their corresponding vectors. Then, given a query, the similarity can be modeled as cosine similarity between the document vector and the query vector. For document retrieval tasks, the method of only using embeddings is a weak ranker (Mitra et al. 2016 Baseline Models: We compare our method with several popular and strong baseline models: GloVe (Pennington, Socher, and Manning 2014) , Skipgram (SG) (Mikolov et al. 2013) , Continuous Bag-of-Words (CBOW) (Mikolov et al. 2013) , Gaussian word embeddings (Gauss) (Vilnis and McCallum 2014) , D-Glove (Jameel and Schockaert 2016) , maximum-margin embeddings (MM) , both in their linear (denoted by L) and quadratic (denoted by Q) versions, SemanticVectors (SV) 22 (Widdows and Ferraro 2008) , Singular Value Decomposition (SVD) (Golub and Reinsch 1970) , Non-Negative matrix factorization (NMF) (Lee and Seung 2001) , LDA topic models (Blei, Ng, and Jordan 2003) , and their non-parametric counterpart called Hierarchical Dirichlet Processes (HDP) (Teh et al. 2005) , and finally the Bayesian extension to the SG model proposed in (Barkan 2017) (NWE) . Note that SVD and NMF are applied to a PMI-weighted word-word cooccurrence matrix. The topic models LDA and HDP represent topics as probability distributions over words. We then represent a word as a vector containing the probability of that word in each of the topics.
Parameter selection: All models have some free parame0dc0b57b248df1b970a0d64475b31580 21 https://github.com/kamalkraj/ Named-Entity-Recognition-with-\ Bidirectional-LSTM-CNNs 22 https://github.com/semanticvectors/ semanticvectors/wiki ters that need to be tuned. For datasets that have pre-defined tuning and testing splits, we used these standard splits. For the other datasets, we randomly selected 20% as tuning data, and we report results on the remaining 80%. The number of dimensions for each model was selected from {50, 100, 300, 400}. For CBOW and SG, we chose the number of negative samples from a pool of {1, 5, 10, 15}. For GloVe, we selected the x max value from {10, 50, 100} and α from {0.1, 0.25, 0.5, 0.75, 1}. For the Gaussian word embedding approach, we used the spherical Gaussians with KL-divergence, which gave better results than the diagonal model in our experiments. For D-GloVe, we selected the Dirichlet prior constant from {0.0001, 0.001, 0.01, 0.1, 1000, 2000, 5000, 8000}. For WeMAP2, we selected θ from {0.1, 0.01, 0.001, 0.0001, 0.00001, 0.000001}. The number of iterations for all word embedding models was fixed to 20 and the number of posterior inference iterations for all topic models was fixed to 1000. We have also experimented with the different number of iterations for different models, and in each case we found that no major changes occurred after 20 iterations for the word embedding models and 1000 iterations for the topic models. We also experimented with different learning rate parameters, namely {0.01, 0.001, 0.0001, 0.00001}. For the variational inference-based LDA model, we began with the default hyper-prior values hard-coded in the implementation 23 , which were later updated after each iteration by the sampler, and we did same for the HDP 24 model. Note that parameter selection was done for all tasks, both for the baselines and for the proposed models. The only hyperparameters of WeMAP that need to be tuned are the number of dimensions and the learning rate for SGD. In particular, WeMAP requires less tuning than Skip-Gram (where the parameters of the negative sampling strategy need to be tuned) and GloVe (where the parameters of the f (x ij ) weighting function need to be tuned). WeMAP1 uses the f (x ij ) function from GloVe and thus shares the same hyperparameters as GloVe. We have found that 0.75 for alpha and x max = 100 gave us good results most of the time for WeMAP1 which is also true for GloVe. For WeMAP2 we also need to tune a smoothing parameter, and most of the time θ = 0.00001 gave good results. In our three models, a learning rate of 0.001 consistently gave good results. We have also observed that 300 dimensions almost always led to the best results.
Results
Intrinsic Evaluation We first present the results for traditional word embedding tasks. They are summarized in Table  1 for the analogy datasets, Table 2 for the word similarity datasets, and Table 3 for the outlier detection datasets. For the analogy datasets, our model clearly and consistently outperforms all of the baselines, with the only exception being the syntactic fragment of the Google dataset, where MM(Q) is marginally better. "Avg." measures the overall performance on the Google dataset in which WeMAP2 performs the best. For outlier detection, our model also achieves the best results, where only D-GloVe is marginally better than some variants of our model on O2 in terms of accuracy. Note that we measure outlier detection performance using Accuracy and Outlier Position Percentage (OPP). The goal of OPP is to reflect the position of the outlier word w.r.t. to other similar words, where the outlier detection problem is thus evaluated as a ranking problem. These metrics are defined in more detail in (Blair, Merhav, and Barry 2016) and (Camacho-Collados and Navigli 2016). For word similarity, on average our models outperform the baselines, although the improvement is not consistent across all datasets. Note that our model consistently outperforms the popular SG model. On most datasets, our model also outperforms GloVe and D-GloVe, which are the most closely related models.
We also conducted a running time analysis in CPU hours in Figure 1 , where we can see that our model runs faster than most comparative models. This experiment was performed on 3.20 GHz machine with 25 threads.
Extrinsic Evaluation
We summarize the document retrieval results in Figure 2 . While the differences between the models are small, due to the fact that they all rely on BM25, our model achieved the best performance. In Table 4 , we summarize the text classification results. For this ex- In the figure, starting periment, we also include some text classification baselines which use standard bag-of-words representations with tf-idf weighting. In particular, SVM (L), SVM (R) and SVM (Q) are SVM classifiers which respectively use a linear, RBF and quadratic kernel, MLP is a Multi-layer Perceptron classifier, MultiNB is a Naive Bayes classifier for Multinomial models, and BernNB is a Naive Bayes classifier for multivariate Bernoulli models. In document classification task, our model outperforms all baselines, except for the Reuters-52 (Reu52) dataset, where an SVM classifier using the bag-ofwords representations achieved the best performance. Note, however, that for this dataset our model is still the best performing word embedding model. On the sentence classification datasets, our model again achieves the best performance (although many models achieve the same performance on SUB). In the NER task, as shown in Table 5 , our model performs on par with SG in terms of F1, and it outperforms the other models.
Conclusions
In this paper, we have introduced a probabilistic word embedding model, in which word vectors are learned by finding the parameters that maximize a posterior probability. Despite its probabilistic formulation, our model learns standard word vectors, in contrast to e.g. Bayesian versions of Skipgram, which aim to learn word representations that take the form of probability distributions. The most immediate practical benefit of our model is the fact that it allows us to associate a separate variance with each word. In this way, we are able to implicitly take into account the fact that some words are more informative than others. We presented experimental results that showed our model to consistently perform well across a wide range of tasks, while remaining computationally efficient. The setting we have developed in this paper opens up sev- eral promising avenues for future work. For example, we could straightforwardly extend our model with informed priors on the word vectors, e.g. to encode prior knowledge from a lexicon. Moreover, the use of priors may allow us to introduce additional parameters without overfitting. For example, in (Jameel and Schockaert 2017) a quadratic regression based word embedding model was found to outperform its linear counterpart. Similarly, we may replace the linear regression based formulation of GloVe with a model in which each context word is represented as a quadratic mapping, where priors could be used to encourage the model to stay close to being linear to avoid overfitting in the case of rare context words.
