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Resumo
O objetivo desse artigo e´ um aprofundamento das noc¸o˜es de quantificac¸a˜o den-
tro do aspecto das lo´gicas moduladas. Para tanto, aborda-se a lo´gica modulada do
plaus´ıvel, que procura formalizar o quantificador da ubiquidade. O texto apresenta
uma proposta, introduzida por Paul Halmos, de interpretac¸a˜o da lo´gica quantifi-
cacional cla´ssica em modelos alge´bricos e, como contribuic¸a˜o original, estende este
modelo para um modelo alge´brico para a lo´gica do plaus´ıvel.
Palavras Chave: quantificadores; lo´gicas moduladas; lo´gica alge´brica; ubiquidade.
Introduc¸a˜o
Este artigo pretende apresentar algumas reflexo˜es sobre quantificadores, cla´ssicos
e na˜o cla´ssicos, suas formalizac¸o˜es e interpretac¸o˜es semaˆnticas.
Para tanto, em particular, trataremos de um quantificador modulado, na˜o cla´ssico
que, portanto, na˜o pode ser definido a partir dos quantificadores cla´ssicos, no nosso
caso, o quantificador da ubiquidade, que sera´ apresentado na Sec¸a˜o 1, com sua
respectiva interpretac¸a˜o semaˆntica.
Na Sec¸a˜o seguinte, apresentamos uma forma distinta de interpretac¸a˜o para os
quantificadores, como um operador numa a´lgebra de Boole. Este conceito sera´
apresentado num ambiente alge´brico, a partir das func¸o˜es proposicionais e, por fim,
das lo´gicas e a´lgebras mona´dicas. Nos u´ltimos resultados desta Sec¸a˜o, apresentamos
resultados que garantem que tal versa˜o e´ adequada a` lo´gica de primeira ordem e,
desse modo, equivalente aos modelos usuais para a lo´gica cla´ssica de primeira ordem.
Como elemento original deste artigo, apresentamos, na u´ltima Sec¸a˜o, uma inter-
pretac¸a˜o alge´brica do quantificador da ubiquidade que estende as a´lgebras mona´dicas
da Sec¸a˜o anterior.
1 Lo´gica do Plaus´ıvel
Nesse cap´ıtulo, apresentaremos uma lo´gica modulada, a saber, a lo´gica do
plaus´ıvel.
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1.1 Versa˜o Axioma´tica
Uma lo´gica modulada e´ uma extensa˜o conservativa da lo´gica cla´ssica de primeira
ordem, dada pela inclusa˜o de um novo quantificador, na˜o defin´ıvel a partir dos
quantificadores cla´ssicos, universal ∀ e existencial ∃.
Para a lo´gica do plaus´ıvel, inclui-se um novo quantificador na linguagem da
lo´gica cla´ssica de primeira ordem, denotado por U , denominado de quantificador do
plaus´ıvel ou quantificador da ubiquidade, que assim o chamaremos neste artigo.
Este quantificador tem a motivac¸a˜o intuitiva de capturar proposic¸o˜es da lin-
guagem natural da forma ”uma boa parte”. Para isso, [17] introduziu como uma
interpretac¸a˜o deste quantificador uma estrutura matema´tica denominada de ”espac¸o
pseudotopolo´gico, a qual sera´ detalhada numa pro´xima sec¸a˜o deste cap´ıtulo.
Desse modo, uma sentenc¸a quantificada como UxAx significa que ”uma boa
parte de x, satisfaz a propriedade A”ou tambe´m que ”ha´ suficientes x tais que Ax”.
Agora formalmente, consideremos enta˜o L a lo´gica cla´ssica de primeira ordem
com identidade, como em [12]. A lo´gica do plaus´ıvel L(U) e´ determinada a partir
de L do seguinte modo, como em [17]:
Definic¸a˜o 1.1.1 L(U) e´ determinada por todos os axiomas de L acrescidos dos
seguintes axiomas espec´ıficos para o novo quantificador U:
(Ax1)(UxAx ∧ UxBx)→ Ux(Ax ∧Bx)
(Ax2) (UxAx ∧ UxBx)→ Ux(Ax ∨Bx)
(Ax3) ∀xAx→ UxAx
(Ax4) UxAx→ ∃xAx
(Ax5) (∀x(Ax↔ Bx))→ (UxAx↔ UxBx)
(Ax6) UxAx→ UyAy, quando y ocorre livre para x em A.
- As regras de deduc¸a˜o sa˜o as seguintes:
Modus Ponens (MP): A, A→ B ⊢ B
Generalizac¸a˜o (Gen): A ⊢ ∀xA
As definic¸o˜es sinta´ticas usuais para L(U) como sentenc¸a, demonstrac¸a˜o, teorema,
consisteˆncia, entre outras, sa˜o definidas da mesma forma que na lo´gica cla´ssica de
primeira ordem.
Abaixo apenas apresentaremos alguns resultados desta lo´gica, cujas demons-
trac¸o˜es podem ser encontradas em [17].
Teorema 1.1.1 As fo´rmulas abaixo sa˜o teoremas de L(U):
(i) Ux(Ax ∨ ¬Ax);
(ii) UxAx ∧ UxBx→ ∃x(Ax ∧Bx);
(iii) UxAx→ ¬Ux¬Ax.
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Teorema 1.1.2 O ca´lculo de predicados L(U) e´ consistente.
Demonstrac¸a˜o: Ana´loga a` demonstrac¸a˜o para a lo´gica cla´ssica L, mudando apenas
a definic¸a˜o da func¸a˜o esquecimento, h, por meio da inclusa˜o da condic¸a˜o h(UxAx)
= h(Ax).
Teorema 1.1.3 (Teorema da Deduc¸a˜o) Seja Γ ∪ {A,B} um conjunto de fo´rmulas
de L(U). Suponhamos que Γ∪{A} ⊢ B, e que xi e´ uma varia´vel livre de A e que, na
demonstrac¸a˜o de B a partir de Γ ∪ {A}, a regra (Gen) na˜o e´ aplicada em nenhuma
fo´rmula Ai, que dependa de A. Neste caso, Γ ⊢ A→ B.
Teorema 1.1.4 Seja Γ um conjunto de fo´rmulas de L(U). Enta˜o Γ e´ consistente
see todo subconjunto finito Γ0 de Γ e´ consistente.
Teorema 1.1.5 Sejam Γ um conjunto de fo´rmulas e A uma sentenc¸a de L(U).
Enta˜o Γ ∪ {A} e´ inconsistente see Γ ⊢ ¬A.
Teorema 1.1.6 Se Γ e´ um conjunto de fo´rmulas de L(U) consistente maximal e
A, B sa˜o sentenc¸as de L(U), enta˜o:
(i) Γ ⊢ A see A ∈ Γ;
(ii) A /∈ Γ see ¬A ∈ Γ;
(iii) A ∧B ∈ Γ see A,B ∈ Γ.
Teorema 1.1.7 Todo conjunto consistente de sentenc¸as de L(U) esta´ contido em
um conjunto consistente maximal.
O resultado acima e´ similar ao Teorema de Lindenbaum.
Apresentaremos, na sec¸a˜o seguinte, a estrutura utilizada para interpretar tais
elementos.
1.2 Espac¸os Pseudo-Topolo´gicos
Nesta sec¸a˜o apresentamos os espac¸os pseudo-topolo´gicos, que sa˜o ambientes
matema´ticos para a interpretac¸a˜o do quantificador da ubiquidade. [17], na tentativa
de formalizar o novo quantificador U , procuraram uma estrutura matema´tica que
pudesse modelar o seu novo quantificador.
A ideia para esta nova estrutura matema´tica, obviamente, e´ advinda dos espac¸os
topolo´gicos. Ha´ de se tomar cuidado com este fato, pois, apesar da semelhanc¸a
conceitual, sa˜o estruturas distintas.
Definic¸a˜o 1.2.1 Um espac¸o pseudo-topolo´gico e´ um par (E,Ω), em que E e´ um
conjunto na˜o-vazio e Ω um subconjunto de P(E). Cada membro de Ω e´ denomi-
nado um aberto de (E,Ω), de maneira que:
(i) se A,B ∈ Ω, enta˜o A ∩B ∈ Ω;
(ii) se A,B ∈ Ω, enta˜o A ∪B ∈ Ω;
(iii) E ∈ Ω;
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(iv) ∅ /∈ Ω.
Um subconjunto F de E e´ fechado em (E,Ω) quando seu complementar e´ um
aberto em (E,Ω), isto e´, o complementar de F, denotado por FC , pertence a` Ω,
FC ∈ Ω.
Usualmente, uma topologia caracteriza uma operac¸a˜o de interior. Na˜o tratamos
com qualquer topologia, mas com pseudo-topologias. Assim, temos uma particular
definic¸a˜o de interior.
A definic¸a˜o abaixo e´ apresentada originalmente neste trabalho, a fim de que
as relac¸o˜es alge´bricas apresentadas posteriormente possuam uma interpretac¸a˜o nos
espac¸os pseudo-topolo´gicos.
Definic¸a˜o 1.2.2 Seja (E,Ω) um espac¸o pseudo-topolo´gico. O interior de A ⊆ Ω e´
denotado por Υ(A) e definido por:
- o maior D ∈ Ω : D ⊆ A, se existe tal D;
- ∅, se na˜o existe D.
Segue desta definic¸a˜o que Υ(A) ⊆ A, para todo A ∈ P(E).
Definic¸a˜o 1.2.3 Seja (E,Ω) um espac¸o pseudo-topolo´gico. Um conjunto A ⊆ E e´
aberto em (E,Ω) se A ⊆ Υ(A).
Se A e´ aberto enta˜o Υ(A) = A. Ale´m disso, o interior de um conjunto e´ um
conjunto aberto ou e´ o conjunto vazio.
Abaixo, alguns resultados espec´ıficos para o interior de um conjunto.
Proposic¸a˜o 1.2.1 Se (E,Ω) e´ um espac¸o pseudo-topolo´gico, enta˜o: A ⊆ B ⇒
Υ(A) ⊆ Υ(B).
Demonstrac¸a˜o: Se Υ(A) = ∅, enta˜o Υ(A) ⊆ Υ(B). Se Υ(A) e´ um aberto D,
enta˜o D ⊆ A ⊆ B. Logo, Υ(A) ⊆ Υ(B), pois Υ(B) e´ um aberto maior que D ou o
pro´prio D.
Proposic¸a˜o 1.2.2 Se (E,Ω) e´ um espac¸o pseudo-topolo´gico, enta˜o: A ⊆ B ⇒
Υ(A) ⊆ Υ(B) e´ equivalente a` Υ(A) ⊆ Υ(A ∪B).
Demonstrac¸a˜o: (⇒) Como A ⊆ A ∪B, enta˜o, pela hipo´tese, Υ(A) ⊆ Υ(A ∪B).
(⇐) Se A ⊆ B, enta˜o A ∪B = B. Da´ı, Υ(A) ⊆ Υ(A ∪B) = Υ(B).
Proposic¸a˜o 1.2.3 Se (E,Ω) e´ um espac¸o pseudo-topolo´gico, enta˜o: Υ(A)∩Υ(B) ⊆
Υ(A ∩B).
Demonstrac¸a˜o: Se Υ(A) = ∅ ou Υ(B) = ∅, enta˜o ∅ = Υ(A) ∩Υ(B) ⊆ Υ(A ∩B).
Agora, se Υ(A) 6= ∅ e Υ(B) 6= ∅, Υ(A) e Υ(B) sa˜o abertos. Logo, Υ(A) ∩ Υ(B)
e´ um aberto e Υ(A) ∩ Υ(B) ⊆ A ∩ B. Por outro lado Υ(A ∩ B) e´ o maior aberto
contido em A ∩B. Assim, Υ(A) ∩Υ(B) ⊆ Υ(A ∩B).
Faremos uma pequena apresentac¸a˜o para deixarmos claro qual e´ a estrutura que
usaremos para a interpretac¸a˜o da lo´gica do plaus´ıvel.
Definic¸a˜o 1.2.4 Seja A uma estrutura cla´ssica de primeira ordem com universo
A. Dizemos que uma estrutura pseudo-topolo´gica K para a lo´gica do plaus´ıvel L(U)
consiste da estrutura usual de primeira ordem, A, acrescida de uma pseudo-topologia
(A,Ω), sobre o domı´nio de A.
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Definic¸a˜o 1.2.5 Na estrutura K, a relac¸a˜o de satisfac¸a˜o de L(U) e´ definida de
modo recursivo, no caminho usualmente utilizado, adicionando as seguintes cla´usulas:
- Seja A uma fo´rmula cujas varia´veis livres esta˜o contidas em:
{x} ∪ {y1, y2, y3, ..., yn} e a = (a1, a2, a3, ..., an) uma sequeˆncia de elementos de
A.
Enta˜o K  UxA[x, a] ⇔ {b ∈ A : K  A[b, a]} ∈ Ω. Como usualmente, para a
sentenc¸a UxAx, temos: K  UxAx⇔ {a ∈ A : K  A(a)} ∈ Ω.
Outras noc¸o˜es semaˆnticas como modelos, validade, consequeˆncia semaˆntica, en-
tre outras, para L(U), sa˜o definidas de modo semelhante a` lo´gica cla´ssica de primeira
ordem.
Utilizando-se desta estrutura, [17] mostraram que a lo´gica L(U) e´ correta e
completa com respeito a`s estruturas pseudo-topolo´gicas.
2 Lo´gica Alge´brica
Nesta sec¸a˜o apresentaremos alguns conceitos sobre a lo´gica alge´brica, segundo
as motivac¸o˜es de Paul Richard Halmos, mediante os textos de [19], [18] e [21].
No nosso caso, a motivac¸a˜o de tal sec¸a˜o se da´ pela apresentac¸a˜o de Halmos de
uma interpretac¸a˜o em modelo alge´brico dos quantificadores cla´ssicos, ∀ e ∃.
Posteriormente, apresentaremos uma versa˜o alge´brica para o quantificador da
ubiquidade, apresentado no cap´ıtulo anterior.
Para a apresentac¸a˜o de resultados referentes a` este cap´ıtulo e, ao cap´ıtulo pos-
terior, utilizam-se os conceitos de ideais, filtros e homomorfismos booleanos.
2.1 Func¸o˜es Proposicionais
Nesta subsec¸a˜o, apresentaremos as func¸o˜es proposicionais em que a interpretac¸a˜o
alge´brica de uma proposic¸a˜o e´ um elemento de uma a´lgebra de Boole.
Abaixo, a definic¸a˜o formal de func¸o˜es proposicionais.
Definic¸a˜o 2.1.1 Seja X um conjunto na˜o vazio, denominado domı´nio, e B uma
a´lgebra de Boole. Consideremos o conjunto BX de todas as func¸o˜es de X em B, e
as seguintes operac¸o˜es. Se p, q ∈ BX e x ∈ X, enta˜o:
(i) O supremo de p e q, denotado por p∨q, e´ definido por: (p∨q)(x) = p(x)∨q(x);
(ii) O ı´nfimo de p e q, denotado por p∧q, e´ definido por: (p∧q)(x) = p(x)∧q(x);
(iii) O complemento de p, denotado por p′, e´ definido por: p′(x) = (p(x))′.
(iv) O zero e a unidade de BX sa˜o, respectivamente, as func¸o˜es constante iguais
a 0 e a 1.
O resultado abaixo e´ de suma importaˆncia e pode ser encontrado em [21].
Proposic¸a˜o 2.1.1 P = (BX , 0, 1,∧,∨,′ ) e´ uma A´lgebra de Boole.
E, abaixo, mais algumas definic¸o˜es.
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Definic¸a˜o 2.1.2 Uma ordem parcial natural de BX , dada por: p ≤ q se, e somente
se, p ∧ q = p. Claramente, p ≤ q, em BX , e´ justamente o caso em que, para todo
x ∈ X, p(x) ≤ q(x), em B.
Definic¸a˜o 2.1.3 Se A = BX , enta˜o a suba´lgebra constante A0 consiste das func¸o˜es
finitamente valoradas p de A, isto e´, A0 = {p : p(x) = p(y), para todos x, y ∈ X}.
O interessante sobre BX e´ que esta a´lgebra pode ser considerada mais que uma
A´lgebra de Boole, pois temos a possibilidade de associar cada func¸a˜o p de BX a` um
subconjunto de B, tal como na definic¸a˜o abaixo.
Definic¸a˜o 2.1.4 Seja BX como acima, o subconjunto R(p) de B, em que R(p) =
{p(x) : x ∈ X}, e´ denominado de a imagem da func¸a˜o p.
Definic¸a˜o 2.1.5 Se A = BX , a suba´lgebra A1 consiste das func¸o˜es finitamente
valoradas com p func¸o˜es constantes em A.
Nota-se que, neste caso, se p e´ uma func¸a˜o constante, enta˜o R(p) e´ unita´rio, de
modo que R(p) e´ um subconjunto finito de B para todos x, y ∈ X. E mais, e´ fa´cil
ver que A0 ⊆ A1.
Definic¸a˜o 2.1.6 Se p ∈ A1, chamamos de supremo dos valores de p, denotado por
∨R(p), ao elemento de B, dado por: ∨R(p) = p1 ∨ p2 ∨ ...∨ pn, em que p1, p2, ..., pn
sa˜o todos os diferentes valores, em B, que a func¸a˜o proposicional p, de A1, assume.
A fim de na˜o causar muitas confuso˜es simbo´licas, a partir deste momento, usa-
remos uma notac¸a˜o mais neutra para ∨R(p), neste caso, denotaremos por ∨R(p) =
Qp(x) = Qp, para todo x ∈ X. Vale observar que Qp ∈ A0 e, ainda mais, Qp ∈ A1.
Note que Qp(x) e´ um elemento de B e na˜o uma func¸a˜o B
X .
Agora, denotamos por Q a func¸a˜o, de A1 em A0, que associa cada p a` sua
respectiva func¸a˜o constante Qp.
E, algumas propriedades desta func¸a˜o Q:
(P1) Q e´ normalizado, ou seja, Q0 = 0;
(P2) Q e´ crescente, ou seja, p ≤ Qp;
(P3) Q e´ distributivo sobre ∨, ou seja, Q(p ∨ q) = Qp ∨Qq;
(P4) Q e´ idempotente, ou seja, Q(Qp) = Qp;
(P5) Relac¸a˜o entre o complemento e Q: Q(Qp)
′ = (Qp)′;
(P6) Outra relac¸a˜o entre o complemento e Q: Q(p
′) = (Qp)′;
(P7) Q e´ quase multiplicativo sobre∧: Q(p ∧Qq) = Qp ∧Qq;
(P8) Relac¸a˜o entre Q e ∧: Q(p ∧ q) = Qp ∧ q;
As demonstrac¸o˜es destas propriedades podem ser encontradas nos textos de
Halmos, principalmente em [21].
6
2.2 A´lgebras Mona´dicas Funcionais
Nesta sec¸a˜o, apresentaremos algumas definic¸o˜es e alguns resultados que podem
ser encontrados nos textos descritos no in´ıcio do presente cap´ıtulo. Mais especifica-
mente, em [21].
Definic¸a˜o 2.2.1 Denomina-se a´lgebra mona´dica funcional a qualquer suba´lgebra,
C de BX , tal que para toda func¸a˜o p ∈ C o supremo, ∨R(p), e o ı´nfimo, ∧R(p),
existem em C. Enta˜o, ∃p e ∀p sa˜o definidos por: ∃p(x) = ∨R(p) e ∀p(x) = ∧R(p).
A definic¸a˜o de ∧R(p) e´ ana´loga a` definic¸a˜o dada para ∨R(p), no item anterior,
apenas trocando as ocorreˆncias de ∨ por ∧.
Definic¸a˜o 2.2.2 Os elementos ∃p e ∀p sa˜o denominados de quantificador existen-
cial funcional e quantificador universal funcional.
Temos as seguintes observac¸o˜es a serem feitas e que nos ajudam a justificar a
denominac¸a˜o dada a`s definic¸o˜es acima.
Seja X um conjunto na˜o vazio e B uma a´lgebra Booleana de todos os subcon-
juntos de X, e consideremos a a´lgebra funcional BX . Nesta situac¸a˜o se x ∈ X e
p ∈ BX , enta˜o p(x) ⊆ X.
Deste modo, a a´lgebra Booleana BX e´ naturalmente isomorfa a todos os sub-
conjuntos do conjunto X ×X, conjunto dos pares ordenados dos elementos de X.
Este isomorfismo e´ dado por uma func¸a˜o que atribui para cada p ∈ BX o conjunto
Y , que e´: Y = {(x, y) : y ∈ p(x)}.
A noc¸a˜o intuitiva deste conjunto Y corresponde a` proposic¸a˜o: y depende de p(x).
Neste conjunto, a imagem, R(p), de um elemento p em BX , e´ uma colec¸a˜o de
subconjuntos deX e, assim, o supremo desta imagem, em B, e´ a unia˜o desta colec¸a˜o,
tal qual aquela definida na Teoria de Conjuntos. Disto segue que, cada valor de ∃p
corresponde a` existe um x tal que y pertence a` p(x).
Mais especificamente, podemos dizer que Qp e´ a func¸a˜o constante em que para
cada x ∈ X atribui-se a unia˜o dos conjuntos da imagem de p, ∨R(p). Desta maneira
o conjuntoQp, no isomorfismo descrito acima, e´: Qp = {(x, y) : existe um z tal quey ∈
p(z)}, isto e´, este e´ o conjunto dos pares, de elementos em X, em que a primeira
coordenada e´ um elemento x, e a segunda coordenada do par e´ dada por ∨R(p).
Agora, um quantificador, neste caso existencial, pode ser definido como se segue.
Definic¸a˜o 2.2.3 Um quantificador existencial funcional, ∃, e´ uma func¸a˜o de uma
a´lgebra Booleana em si mesma que satisfaz as seguintes propriedades:
(i) ∃ e´ normalizado, i.e., ∃0 = 0;
(ii) ∃ e´ crescente, i.e., p ≤ ∃p;
(iii) ∃ e´ quase multiplicativo ∧, i.e., ∃(p ∧ ∃q) = ∃p ∧ ∃q.
A definic¸a˜o de ∀ e´ similar a`s propriedades duais daquelas descritas para ∃.
Definic¸a˜o 2.2.4 Um quantificador universal funcional, ∀, e´ uma func¸a˜o de uma
a´lgebra Booleana em si mesma que satisfaz as seguintes propriedades:
(i) ∀1 = 1;
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(ii) ∀p ≤ q;
(iii) ∀(p ∨ ∀q) = ∀p ∨ ∀q.
Abaixo, enunciaremos alguns resultados destes quantificadores.
Teorema 2.2.1 Para o quantificador existencial funcional ∃, vale o seguinte: ∃1 =
1.
Lema 2.2.2 O quantificador existencial funcional, ∃, e´ idempotente.
Teorema 2.2.3 Se p ≤ ∃q, enta˜o ∃p ≤ ∃q.
Teorema 2.2.4 O quantificador existencial funcional, ∃, e´ mono´tono, isto e´, se
p ≤ q, enta˜o ∃p ≤ ∃q.
Teorema 2.2.5 Para o quantificador existencial funcional, ∃, vale o seguinte: ∃(∃p)′ =
(∃p)′.
Lema 2.2.6 Uma condic¸a˜o necessa´ria e suficiente para que um elemento p de A =
BX pertenc¸a a` imagem de ∃, isto e´, que p ∈ ∃(A), e´ que ∃p = p.
Teorema 2.2.7 A imagem de ∃, ∃(A), e´ uma sub-a´lgebra Booleana de A = BX .
Teorema 2.2.8 O quantificador existencial funcional, ∃, e´ disjuntivo, ou seja,
∃(p ∨ q) = ∃p ∨ ∃q.
Tomemos aqui as seguintes operac¸o˜es Booleanas p − q = p ∧ q′ e p + q = (p −
q) ∨ (q − p). Os resultados abaixo e suas respectivas provas sa˜o simples.
Teorema 2.2.9 Para o quantificador existencial funcional, ∃, valem as seguintes
propriedades:
(i) ∃p− ∃q ≤ ∃(p− q);
(ii) ∃p+ ∃q ≤ ∃(p+ q).
Quando, para um quantificador vale o item (ii) deste teorema, dizemos o quan-
tificador e´ aditivo.
Definic¸a˜o 2.2.5 Um operador de fecho topolo´gico em uma a´lgebra Booleana A e´
uma func¸a˜o Q, de A em A, que satisfaz as seguintes condic¸o˜es:
(i) Q e´ normalizado;
(ii) Q e´ crescente;
(iii) Q e´ idempotente;
(iv) Q e´ aditivo.
Como pudemos observar, o operador ∃ satisfaz todas as condic¸o˜es descritas
acima. Assim, ∃ e´ um operador de fecho topolo´gico.
Agora, mais alguns resultados e definic¸o˜es importantes sera˜o enunciados abaixo.
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Teorema 2.2.10 Se ∃ e´ um operador de fecho topolo´gico numa A´lgebra Booleana
A, enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
(i) ∃ e´ um quantificador;
(ii) A imagem de ∃, ∃(A), e´ uma sub-a´lgebra Booleana de A;
(iii) ∃(∃p)′ = (∃p)′, para todo p ∈ A.
Definic¸a˜o 2.2.6 A uma a´lgebra Booleana e B uma subgebra Booleana de A. A
a´lgebra B e´ relativamente completa se, para todo p ∈ A, o conjunto B(p), definido
por B(p) = {q ∈ B : p ≤ q}, possui um menor elemento, neste caso, um ı´nfimo.
Teorema 2.2.11 Se ∃ e´ um quantificador numa a´lgebra Booleana A e B e´ a ima-
gem de ∃, enta˜o B e´ uma sub-a´lgebra relativamente completa de A. E mais, se
B(p) = {q ∈ B : p ≤ q}, enta˜o ∃p = ∧B(p), para todo p ∈ A.
Teorema 2.2.12 Se B e´ uma sub-a´lgebra relativamente completa de uma a´lgebra
Booleana A, enta˜o existe um u´nico quantificador em A, com imagem B.
2.3 A´lgebras Mona´dicas
Nesta sec¸a˜o, apresentaremos as noc¸o˜es de a´lgebra mona´dica que, no nosso caso,
e´ o item que iremos nos aprofundar e apresentar, posteriormente, uma a´lgebra
mona´dica da ubiquidade, ou seja, uma a´lgebra mona´dica estendida por um operador
que busca capturar as noc¸o˜es do quantificador da ubiquidade.
Definic¸a˜o 2.3.1 Uma a´lgebra mona´dica e´ uma a´lgebra Booleana A acrescida de
um quantificador funcional ∃ em A.
Aqui, precisamos seguir, minimamente, os mesmos passos e definic¸o˜es dadas
acima, ou seja, apresentaremos as definic¸o˜es para as a´lgebras mona´dicas dos con-
ceitos que discorremos acima.
Definic¸a˜o 2.3.2 Um subconjunto B de uma a´lgebra mona´dica A e´ uma suba´lgebra
mona´dica de A se este determina uma sub-a´lgebra Booleana de A; e e´ uma a´lgebra
mona´dica com relac¸a˜o ao quantificador de A.
Em outras palavras, B e´ uma sub-a´lgebra mona´dica de A se, e somente se,
∃p ∈ B, sempre que p ∈ B.
Definic¸a˜o 2.3.3 Um homomorfismo mona´dico e´ uma func¸a˜o f de uma a´lgebra
mona´dica em outra, tal que f e´ um homomorfismo Booleano e f(∃p) = ∃(f(p)),
para todo p.
Definic¸a˜o 2.3.4 O nu´cleo (kernel) de um homomorfismo mona´dico e´ definido por
ker(f) = {p : f(p) = 0}.
O kernel de um homomorfismo mona´dico e´ tambe´m chamado de ideal mona´dico.
As definic¸o˜es acima nos dizem que o nu´cleo, ker(f), e´ um ideal Booleano em A,
tal que ∃p ∈ ker(f), sempre que p ∈ ker(f). Similarmente, um filtro, F em A e´ um
filtro Booleano em A, tal que ∀p ∈ F, sempre que p ∈ F.
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Definic¸a˜o 2.3.5 Uma relac¸a˜o de congrueˆncia mona´dica, ≡ em A e´ uma relac¸a˜o
de congrueˆncia Booleana em A, tal que: p ≡ q ⇒ ∃p ≡ ∃q.
Sejam A uma a´lgebra mona´dica e I e´ um ideal mona´dico em A, formemos a
a´lgebra Booleana quociente, B = A / I, e consideremos o homomorfismo Boole-
ano canoˆnico f de A em B, que leva cada elemento p na sua respectiva classe de
equivaleˆncia, [p] mo´dulo I. Segundo [21],existe um u´nico caminho para converter
B numa a´lgebra mona´dica, de forma que f seja um homomorfismo mona´dico com
nu´cleo I.
Para tal, definimos ∃[p] = [∃p], em que ∃[p] ∈ B e [∃p] ∈ A.
E, mais algumas definic¸o˜es.
Definic¸a˜o 2.3.6 Uma a´lgebra mona´dica A e´ simples se {0} e´ seu u´nico ideal
pro´prio.
Definic¸a˜o 2.3.7 Um ideal mona´dico I e´ maximal quando I e´ um ideal mona´dico
pro´prio que na˜o e´ um subconjunto pro´prio de qualquer outro ideal mona´dico pro´prio
de A.
Agora, chegamos a alguns resultados importantes.
Lema 2.3.1 Uma a´lgebra mona´dica e´ simples se, e somente se, e´ na˜o trivial e seu
quantificador e´ simples.
Lema 2.3.2 Toda sub-a´lgebra de uma a´lgebra mona´dica simples e´ simples.
A partir deste momento tomaremosO = {0, 1}, como a a´lgebra Booleana simples
de dois elementos.
Teorema 2.3.3 Uma a´lgebra mona´dica A e´ simples se, e somente se, A e´ isomorfa
a` uma a´lgebra mona´dica funcional O-valorada com um domı´nio na˜o vazio.
Abaixo alguns resultados sobre os ideais nas a´lgebras mona´dicas.
Teorema 2.3.4 Seja I um ideal Booleano de A e Ip o conjunto de todos os ele-
mentos p ∈ A em que ∃p ∈ I. Enta˜o, I∗ e´ um ideal mona´dico e I∗ ⊆ I.
Teorema 2.3.5 Se I e´ um ideal maximal Booleano de A, enta˜o Ip e´ um ideal
mona´dico maximal.
Em suma, o que os resultados acima nos dizem e´ que ao tomar cada ideal Boo-
leano I e Ip, a func¸a˜o do conjunto dos ideais Booleanos de A no conjunto dos ideais
mona´dicos de A, preserva a inclusa˜o e leva ideais maximais em ideais mona´dicos
maximais.
Teorema 2.3.6 (Teorema dos Ideais Maximais para as a´lgebras Mona´dicas) Todo
ideal mona´dico pro´prio numa a´lgebra mona´dica pode ser inclu´ıdo em algum ideal
mona´dico maximal.
O teorema da existeˆncia de ideais mona´dicos maximais segue do teorema da
existeˆncia de ideais maximais, assim como e´ realizado para as a´lgebras Booleanas.
Teorema 2.3.7 (Teorema da existeˆncia para as a´lgebras mona´dicas) Se A e´ uma
a´lgebra mona´dica, enta˜o para todo elemento p0, com p0 6=0 e p0 ∈ A, existe um
homomorfismo f de A sobre uma a´lgebra mona´dica tal que f(p0) 6= 0.
Notemos que existe um ideal mona´dico maximal I tal que ∃p0 /∈ I. Logo, segue
um corola´rio.
Corola´rio 2.3.8 Se A e´ uma a´lgebra mona´dica, enta˜o para todo elemento p0, com
p0 6= 0 e p0 ∈ A, existe um homomorfismo f de A sobre uma a´lgebra mona´dica tal
que f(p0) = 1.
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2.4 Lo´gica Mona´dica
Neste item apresentaremos as lo´gicas mona´dicas com suas respectivas definic¸o˜es.
Definic¸a˜o 2.4.1 Uma lo´gica mona´dica e´ um par (A, I), em que A e´ uma a´lgebra
mona´dica e I e´ um ideal mona´dico em A.
Segundo, [21], as condic¸o˜es abaixo devem ser respeitadas pelas lo´gicas mona´dicas.
(i) se p e q sa˜o refuta´veis, enta˜o p ∨ q sa˜o refuta´veis;
(ii) se p e´ refuta´vel, enta˜o p ∧ q deve ser refuta´vel.
Assim, I deve ser, no mı´nimo, um ideal em A. No entanto, isto na˜o e´ suficiente,
ja´ que precisamos que a seguinte condic¸a˜o seja verdadeira:
(iii) se p e´ refuta´vel, enta˜o ∃p e´ refuta´vel.
A fim de solucionar tal questa˜o seguem as definic¸o˜es.
Definic¸a˜o 2.4.2 Os elementos p ∈ I sa˜o chamados de elementos refuta´veis da
lo´gica (A, I). Se ¬p ∈ I, enta˜o p e´ demonstra´vel.
Definic¸a˜o 2.4.3 Um modelo e´ uma lo´gica mona´dica (A, I), em que A e´ uma
a´lgebra mona´dica funcional O-valorada, O = {0, 1}, e I o ideal trivial {0}.
Definic¸a˜o 2.4.4 Uma interpretac¸a˜o de uma lo´gica mona´dica (A, I) e´ um modelo
(B, {0}) em que ha´ um homomorfismo mona´dico f de A em B para o qual f(p) = 0,
sempre que p ∈ I.
Definic¸a˜o 2.4.5 Todo elemento refuta´vel e´ dito falso na interpretac¸a˜o. Se, um
elemento p ∈ A e´ falso em toda interpretac¸a˜o, enta˜o p e´ denominado universalmente
inva´lido.
Definic¸a˜o 2.4.6 Se todo elemento universalmente inva´lido e´ refuta´vel, dizemos que
a lo´gica e´ semanticamente completa.
Definic¸a˜o 2.4.7 Dizemos que um elemento p e´ universalmente va´lido se f(p) = 1,
para toda interpretac¸a˜o f, isto e´, p e´ verdadeiro em toda interpretac¸a˜o.
2.5 Semisimplicidade e Adequac¸a˜o
Neste u´ltimo item apresentaremos o conceito de semisimplicidade.
Definic¸a˜o 2.5.1 Uma a´lgebra mona´dica A e´ semisimples se a interpretac¸a˜o de
todos os ideais maximais em A e´ {0}.
Agora podemos concluir que as a´lgebras mona´dicas constituem uma genera-
lizac¸a˜o das a´lgebras Booleanas. O teorema seguinte, em particular, mostra que
toda a´lgebra Booleana e´ semisimples. Esta consequeˆncia e´ conhecida, pois e´ uma
consequeˆncia imediata do Teorema da Representac¸a˜o de Stone e, este e´ o mais im-
portante passo na prova do pro´ximo teorema. A prova da presente generalizac¸a˜o
pode ser dada por uma imitac¸a˜o mona´dica de qualquer uma das usuais provas dos
casos especiais Booleanos. A prova a seguir adota o procedimento alternativo de
deduzir a generalizac¸a˜o para o caso especial.
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Teorema 2.5.1 Toda a´lgebra mona´dica e´ semisimples.
Utilizando-se exatamente destes conceitos e´ que Paul Halmos, em seus traba-
lhos, demonstra os resultados de correc¸a˜o e completude, usando apenas o ambiente
alge´brico, ou seja, da lo´gica mona´dica com relac¸a˜o a a´lgebra mona´dica. A saber, os
resultados sa˜o os seguintes.
Teorema 2.5.2 Uma lo´gica mona´dica (A, I) e´ semanticamente correta se ela tem
uma interpretac¸a˜o, isto e´, se existe um homomorfismo f : (A, I) → (B, {0}), tal
que se p ∈ I, enta˜o f(p) = 0.
Teorema 2.5.3 (Correc¸a˜o) Se p e´ demonstra´vel em (A, I), enta˜o p e´ va´lido em
(B, {0}).
Teorema 2.5.4 (Completude) Toda lo´gica mona´dica e´ semanticamente completa.
Corola´rio 2.5.5 Se p e´ va´lido em (B, {0}), enta˜o p e´ demonstra´vel em (A, I).
No pro´ximo cap´ıtulo, estenderemos estes resultados para o operador da ubiqui-
dade.
3 Um modelo alge´brico do quantificador da
ubiquidade
Neste cap´ıtulo apresentaremos o elemento original de nosso artigo, ou seja, uma
interpretac¸a˜o alge´brica do quantificador da ubiquidade, tal qual apresentamos no
cap´ıtulo anterior para os quantificadores cla´ssicos.
3.1 Quantificador funcional da Ubiquidade
Neste item pretendemos apresentar um caso particular das func¸o˜es proposicio-
nais, neste caso, a func¸a˜o proposicional da ubiquidade que aqui denominaremos por
quantificador funcional da ubiquidade.
Definic¸a˜o 3.1.1 Um quantificador funcional da ubiquidade ou operador da ubiqui-
dade, denotado por Υ, e´ uma operac¸a˜o de uma a´lgebra mona´dica M em si mesma
tal que:
(i) Υp ∧Υq ≤ Υ(p ∧ q);
(ii) Υp ≤ Υ(p ∨ q);
(iii) ∀p ≤ Υp ≤ ∃p.
As condic¸o˜es acima introduzem as caracter´ısticas do quantificador do plaus´ıvel
no contexto das a´lgebras mona´dicas. A expressa˜o Υp indica o interior do conjunto
que interpreta p.
Abaixo mostraremos alguns resultados deste quantificador funcional.
Teorema 3.1.1 Para o operador da ubiquidade Υ, vale o seguinte: Υ1 = 1.
Demonstrac¸a˜o: Basta lembrarmos que ∀1 = 1 = ∃1. Da´ı, pela condic¸a˜o (iii) para
Υ e para p = 1, 1 = ∀1 ≤ Υ1 ≤ ∃1 = 1. Portanto, Υ1 = 1.
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De modo semelhante, verificamos que Υ0 = 0. No contexto alge´brico, a condic¸a˜o
Υ1 = 1 indica que o universo e´ um conjunto aberto e´ verdadeiro, enquanto que
Υ0 = 0 indica que o vazio e´ um conjunto aberto e´ falso.
Teorema 3.1.2 Para o operador da ubiquidade Υ, vale o seguinte: Υp ∧ Υq ≤
∃(p ∧ q).
Demonstrac¸a˜o: Da condic¸a˜o (i) para Υ, obtemos que Υp ∧Υq ≤ Υ(p ∧ q) e pela
condic¸a˜o (iii), obtemos que Υ(p∧ q) ≤ ∃(p∧ q). Desse modo, Υp∧Υq ≤ ∃(p∧ q).
Lema 3.1.3 Para o quantificador funcional da ubiquidade Υ, vale o seguinte: Υp∧
Υp′ = 0.
Demonstrac¸a˜o: Lembremos que ∃0 = 0. Dos resultados anteriores obtemos Υp ∧
Υp′ ≤ ∃(p ∧ p′). Mas, como p ∧ p′ = 0, enta˜o Υp ∧Υp′ ≤ ∃0 = 0. Como na˜o temos
o caso em que Υp ∧Υp′ < 0, enta˜o Υp ∧Υp′ = 0.
Teorema 3.1.4 Para o operador da ubiquidade Υ, vale o seguinte: Υp ≤ (Υp′)′.
Demonstrac¸a˜o: Como M e´, em particular, uma a´lgebra de Boole, enta˜o Υp′ ∧
(Υp′)′ = 0. Pelo Lema anterior, Υp′ ∧Υp = 0. Logo, Υp ≤ (Υp′)′.
Teorema 3.1.5 Para o operador da ubiquidade Υ, vale o seguinte: Υ(p ∨ p′) = 1.
Demonstrac¸a˜o: Basta lembrarmos que p ∨ p′ = 1. Da´ı, pelo Teorema anterior,
temos Υ(p ∨ p′) = Υ1 = 1.
Como instaˆncias do resultado acima, temos: Υ(p ∧ p′) = 0, (Υ0)′ = 1 e (Υ(p ∧
p′))′ = 1.
Teorema 3.1.6 Para o quantificador funcional da ubiquidade Υ, vale o seguinte:
Se p ≤ q, enta˜o Υp ≤ Υq.
Demonstrac¸a˜o: Se p ≤ q, enta˜o q = p ∨ q. Logo, Υq = Υ(p ∨ q), o que nos da´
Υp ≤ Υ(p ∨ q) = Υq.
Teorema 3.1.7 Para o quantificador funcional da ubiquidade Υ, vale o seguinte:
Υp ∧Υq ≤ Υp ∨Υq ≤ Υ(p ∨ q).
Demonstrac¸a˜o: Por instaˆncias da condic¸a˜o (ii) para Υ, Υp ≤ Υ(p ∨ q) e Υq ≤
Υ(p ∨ q). Logo, Υp ∧Υq ≤ Υp ∨Υq ≤ Υ(p ∨ q).
Teorema 3.1.8 Para o quantificador funcional da ubiquidade Υ, vale o seguinte:
Υ(p ∧ q) ≤ Υp.
Demonstrac¸a˜o: Como p ∧ q ≤ p, enta˜o, pelos Teoremas anteriores, segue que
Υ(p ∧ q) ≤ Υp.
Corola´rio 3.1.9 Para o quantificador funcional da ubiquidade Υ, vale o seguinte:
Υ(p ∧ q) = Υp ∧Υq.
Demonstrac¸a˜o: Pela condic¸a˜o (i) para Υ, temos que Υp ∧Υq ≤ Υ(p ∧ q). Sendo
assim, basta-nos mostrar que Υ(p∧ q) ≤ Υp∧Υq. Pelo Teorema anterior, obtemos
que Υ(p ∧ q) ≤ Υp e Υ(p ∧ q) ≤ Υq. Logo, Υ(p ∧ q) ≤ Υp ∧Υq.
3.2 A´lgebra Mona´dica da Ubiquidade
Neste item apresentaremos as noc¸o˜es e alguns resultados de uma a´lgebra
mona´dica da ubiquidade, ou seja, uma a´lgebra mona´dica que e´ estendida por um
operador para capturar as noc¸o˜es do quantificador da ubiquidade, no nosso caso o
quantificador funcional da ubiquidade.
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Definic¸a˜o 3.2.1 Uma a´lgebra mona´dica da ubiquidade, U, e´ uma a´lgebra mona´dica
M acrescida do operador da ubiquidade Υ.
A pro´xima definic¸a˜o apenas relembra definic¸a˜o do cap´ıtulo anterior.
Definic¸a˜o 3.2.2 O operador ∃ e´ simples quando ∃0 = 0 e ∃p = 1, sempre que
p 6= 0.
Poder´ıamos tentar definir o operador da ubiquidade Υ como simples tal qual
feito acima. Pore´m, temos que ∀p ≤ Υp ≤ ∃p, e tambe´m, para ideais maximais na˜o
ter´ıamos informac¸o˜es sobre elementos maiores que Υp.
Seguiremos, de perto, os mesmos passos e definic¸o˜es dadas anteriormente, agora
para esta a´lgebra.
Definic¸a˜o 3.2.3 Um subconjunto B de uma a´lgebra mona´dica da ubiquidade U e´
uma sub-a´lgebra mona´dica da ubiquidade de U se: p ∈ B⇒ Υp ∈ B.
Definic¸a˜o 3.2.4 Um homomorfismo mona´dico da ubiquidade e´ uma func¸a˜o f de
uma a´lgebra mona´dica da ubiquidade em outra, tal que f e´ um homomorfismo
mona´dico e f(Υp) = Υ(fp), para todo p.
Definic¸a˜o 3.2.5 O nu´cleo (kernel) de um homomorfismo mona´dico da ubiquidade
f e´ definido por ker(f) = {p : f(p) = 0}.
Definic¸a˜o 3.2.6 Um ideal mona´dico da ubiquidade I e´ um ideal mona´dico I tal
que: p ∈ I ⇒ Υp ∈ I.
Teorema 3.2.1 Todo ideal mona´dico e´ um ideal mona´dico da ubiquidade.
Demonstrac¸a˜o: Seja I um ideal mona´dico. Se p ∈ I, enta˜o ∃p ∈ I e como
Υp ≤ ∃p, enta˜o Υp ∈ I.
Assim, o kernel de um homomorfismo mona´dico da ubiquidade e´ um ideal
mona´dico da ubiquidade.
Neste trabalho, assim como fizemos no cap´ıtulo anterior, trataremos apenas dos
ideais.
Definic¸a˜o 3.2.7 Uma relac¸a˜o de congrueˆncia mona´dica da ubiquidade, ≡, em U
e´ uma relac¸a˜o de congrueˆncia mona´dica em U, tal que Υp ≡ Υq, sempre que p ≡ q.
Assim, como dito anteriormente, para o caso cla´ssico, sabemos que existe um
u´nico caminho de converter B numa a´lgebra mona´dica da ubiquidade, de forma que
f torna-se um homomorfismo mona´dico da ubiquidade com kernelI.
Para tal, temos que Υ[p] = [Υp], em que Υp e´ um elemento de U.
Teorema 3.2.2 O quantificador funcional Υ esta´ bem definido em B.
Demonstrac¸a˜o: Suponhamos p1, p2 ∈ U e que [p1] = [p2]. Enta˜o, p1 ∨ p2 esta´ em
I e, mais, Υ(p1 ∨ p2) tambe´m esta´, pois I e´ um ideal da ubiquidade. Disto segue
que, Υp1 ∨Υp2 ∈ I pois Υp1 ∨Υp2 ≤ Υ(p1 ∨ p2), donde vem que [Υp1] = [Υp2].
Agora, mais algumas definic¸o˜es.
Definic¸a˜o 3.2.8 Uma a´lgebra mona´dica da ubiquidade U e´ simples se {0} e´ o u´nico
ideal mona´dico da ubiquidade pro´prio de U.
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Definic¸a˜o 3.2.9 Um ideal mona´dico da ubiquidade, I, e´ maximal quando I e´ um
ideal pro´prio que na˜o e´ um subconjunto pro´prio de qualquer outro ideal mona´dico
da ubiquidade pro´prio.
Com isto garantimos que quase todos os Teoremas e Lemas apresentados para os
ideais mona´dicos no cap´ıtulo anterior sa˜o va´lidos, agora, para os ideais mona´dicos
da ubiquidade. Desse modo, apenas apresentaremos verso˜es modificadas dos enun-
ciados destes resultados introduzindo os ideais mona´dicos da ubiquidade ao inve´s
dos ideais mona´dicos.
Lema 3.2.3 Uma a´lgebra mona´dica da ubiquidade e´ simples se, e somente se, seu
quantificador ∃ e´ simples.
Demonstrac¸a˜o: (⇒) Consideremos que U e´ simples, p ∈ U e p 6= 0. Tomemos
o seguinte conjunto I = {q : q ≤ ∃p} o qual sabemos ser um ideal mona´dico para
o qual ∃ e´ simples. Agora, como todo ideal mona´dico e´ mona´dico da ubiquidade,
enta˜o I atende o enunciado.
(⇐) Suponhamos que ∃0 = 0 e ∃p = 1, sempre que p 6= 0, e mais, que I e´ um ideal
mona´dico da ubiquidade em U. Assim, se p ∈ I, enta˜o ∃p ∈ I, e para p 6= 0, enta˜o
1 ∈ I. Logo, I = U. Em outras palavras, todo ideal mona´dico da ubiquidade na˜o
trivial em U e´ impro´prio, ou seja, U e´ simples.
Lema 3.2.4 Toda sub-a´lgebra de uma a´lgebra mona´dica da ubiquidade simples e´
simples.
Demonstrac¸a˜o: A u´nica a´lgebra Booleana simples e´ a a´lgebra de dois elementos,
denotada aqui por O. Como uma a´lgebra mona´dica da ubiquidade e´ simples se, e
somente se, seu quantificador ∃ e´ simples, enta˜o OX e´ uma a´lgebra mona´dica da
ubiquidade simples sempre que X e´ na˜o vazio.
Teorema 3.2.5 Uma a´lgebra mona´dica da ubiquidade U e´ simples se, e somente
se, U e´ isomorfa a` uma a´lgebra mona´dica funcional O-valorada.
Demonstrac¸a˜o: (⇒) Ja´ foi mostrado que toda a´lgebra O-valorada funcional com
um domı´nio na˜o-vazio e´ simples;
(⇐) Neste caso, nos utilizaremos novamente do Teorema de Stone referente a` re-
presentac¸a˜o de a´lgebras Booleanas. Se U e´ uma a´lgebra mona´dica da ubiquidade
simples, enta˜o U e´, em particular, uma a´lgebra Booleana, na qual o Teorema de
Stone e´ aplica´vel. Disto segue que existe: (i) um conjunto X; (ii) uma sub-a´lgebra
Booleana B de OX ; (iii) um isomorfismo Booleano f de U em B. Assim, pelos
Lemas anteriores, o quantificador ∃ de U e´ simples e, ainda pelos Lemas anteriores
o quantificador ∃ de B e´ simples, ou seja, f preserva todos os elementos e e´ auto-
maticamente um isomorfismo mona´dico da ubiquidade entre as a´lgebras mona´dicas
da ubiquidade U e B.
Os resultados seguintes, sobre os ideais e as a´lgebras mona´dicas, sa˜o semelhantes
aos apresentados no Cap´ıtulo anterior.
Teorema 3.2.6 Se I e´ um ideal Booleano de U e I∗ e´ o conjunto de todos os
elementos p ∈ A tais que Υ ∈ I, enta˜o I∗ e´ um ideal mona´dico da ubiquidade.
Demonstrac¸a˜o: Ja´ t´ınhamos visto ser um ideal mona´dico. A condic¸a˜o adicional
assegura ser um ideal mona´dico da ubiquidade.
Teorema 3.2.7 Se I e´ um ideal maximal Booleano de U, enta˜o I∗ e´ um ideal
maximal mona´dico da ubiquidade.
Demonstrac¸a˜o: Ja´ t´ınhamos visto ser um ideal maximal mona´dico. Como todo
mona´dico e´ da ubiquidade, enta˜o vale o enunciado.
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Teorema 3.2.8 (Teorema dos ideais maximais) Todo ideal pro´prio numa a´lgebra
mona´dica da ubiquidade esta´ incluso em algum ideal maximal mona´dico da ubiqui-
dade.
Demonstrac¸a˜o: Ja´ vimos que todo ideal mona´dico pro´prio esta´ incluso num ideal
maximal mona´dico. E, tambe´m sabemos que todo mona´dico e´ da ubiquidade, enta˜o
vale o enunciado.
Teorema 3.2.9 (Teorema da existeˆncia) Para todo elemento p0, p0 6= 0 e p0 ∈ U,
em que U e´ uma a´lgebra mona´dica da ubiquidade, existe um homomorfismo f de U
sobre uma a´lgebra mona´dica da ubiquidade simples tal que f(p0) 6= 0.
Portanto, podemos concluir que todo ideal mona´dico da ubiquidade pro´prio
numa a´lgebra mona´dica da ubiquidade esta´ incluso em algum ideal maximal mona´dico
da ubiquidade, tal qual conclu´ımos acima.
3.3 Lo´gicas Mona´dicas da Ubiquidade
Neste item, apresentaremos as lo´gicas mona´dicas da ubiquidade.
Definic¸a˜o 3.3.1 Uma lo´gica mona´dica da ubiquidade e´ um par (U, I), em que U
e´ uma a´lgebra mona´dica da ubiquidade e I e´ um ideal mona´dico da ubiquidade em
U.
Definic¸a˜o 3.3.2 Os elementos p ∈ I sa˜o os elementos refuta´veis da lo´gica. E, se
p′ ∈ I, enta˜o p e´ prova´vel.
Definic¸a˜o 3.3.3 Modelo e´ uma lo´gica mona´dica da ubiquidade (U, I), em que U e´
uma a´lgebra mona´dica funcional da ubiquidade O-valorada e I o ideal trivial {0}.
Definic¸a˜o 3.3.4 Uma interpretac¸a˜o de uma lo´gica mona´dica da ubiquidade (U, I)
num modelo (B, {0}) e´ um homomorfismo mona´dico f de U em B tal que fp = 0,
sempre que p ∈ I.
Definic¸a˜o 3.3.5 Todo elemento refuta´vel e´ dito falso na interpretac¸a˜o. Se, um
elemento p ∈ U e´ falso em toda interpretac¸a˜o, enta˜o p e´ denominado de universal-
mente inva´lido.
Definic¸a˜o 3.3.6 Se todo elemento universalmente inva´lido e´ refuta´vel, enta˜o a
lo´gica e´ semanticamente completa.
Definic¸a˜o 3.3.7 Um elemento p e´ universalmente va´lido se fp = 1, para toda
interpretac¸a˜o f, isto e´, p e´ verdadeiro segundo toda interpretac¸a˜o.
3.4 Semisimplicidade e Adequac¸a˜o
Neste u´ltimo item, apresentaremos o conceito de semisimplicidade para uma
a´lgebra mona´dica da ubiquidade. Bem como, ao final desta sec¸a˜o apresentaremos
tambe´m os teoremas de correc¸a˜o e completude com relac¸a˜o a` lo´gica mona´dica da
ubiquidade e a` a´lgebra mona´dica da ubiquidade.
Definic¸a˜o 3.4.1 Uma a´lgebra mona´dica da ubiquidade U e´ semisimples se a in-
terpretac¸a˜o para qualquer ideal maximal de U e´ {0}.
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Dado um elemento qualquer p de U, se ele esta´ em algum ideal maximal, enta˜o
a sua interpretac¸a˜o em (B, {0}) tem que ser dada por um homomorfismo f tal
que f(p) = 0, isto e´, os elementos refuta´veis devem tomar valor 0. Isto tambe´m e´
equivalente a dizer que se para algum homomorfismo f , f(p) 6= 0, enta˜o existe um
ideal maximal I de U tal que p /∈ I.
Teorema 3.4.1 (Teorema da semisimplicidade) Toda a´lgebra mona´dica da ubiqui-
dade e´ semisimples.
Demonstrac¸a˜o: Precisamos mostrar que se U e´ uma a´lgebra mona´dica da ubiqui-
dade, p0 ∈ U e p0 6= 0, enta˜o existe um ideal maximal mona´dico da ubiquidade I de
U tal que p0 /∈ I. Como U e´ uma a´lgebra de Boole, enta˜o existe um ideal Booleano
maximal I0 tal que p0 /∈ I0. Seja I o conjunto de todos os elementos p ∈ U para os
quais ∃p ∈ I0. Enta˜o I e´ um ideal mona´dico e, portanto, mona´dico da ubiquidade
e tal que p0 /∈ I. A prova da semisimplicidade precisa ser completada mostrando
que I e´ maximal. Suponhamos que J e´ um ideal mona´dico, tal que I ⊂ J (inclusa˜o
pro´pria). Da´ı, existe p ∈ J tal que p /∈ I. Como J e´ mona´dico, enta˜o que ∃p ∈ J .
Por outro lado, desde que p /∈ I, enta˜o ∃p /∈ I0 e como I0 e´ um ideal maximal
Booleano, enta˜o (∃p)′ ∈ I0. Da´ı, ∃(∃p)
′ = (∃p)′ ∈ I0 e, portanto, (∃p)
′ ∈ I ⊂ J .
Logo 1 ∈ J e, desse modo, J = U.
Agora, para mostrarmos os resultados de correc¸a˜o e completude fundamental-
mente, precisamos mostrar que a a´lgebra da lo´gica do plaus´ıvel e´ uma a´lgebra
mona´dica da ubiquidade.
Teorema 3.4.2 A a´lgebra de Lindenbaum da lo´gica do plaus´ıvel e´ uma a´lgebra
mona´dica da ubiquidade.
Demonstrac¸a˜o: Como estamos tratando com uma a´lgebra de Lindenbaum de uma
extensa˜o conservativa da lo´gica de primeira ordem, devemos recordar que vale o
seguinte: ⊢ A → B ⇔  [A] ≤ [B], a transfereˆncia de elementos dedutivos para
conceitos alge´bricos da ordem Booleana. Ja´ sabemos que a a´lgebra de uma lo´gica de
primeira ordem mona´dica e´ uma a´lgebra mona´dica. Precisamos verificar que valem
as seguintes condic¸o˜es:
(i) [Υp] ∧ [Υq] ≤ [Υ(p ∧ q)];
(ii) [Υp] ≤ [Υ(p ∨ q)];
(iii) [∀p] ≤ [Υp] ≤ [∃p].
A condic¸a˜o (i) segue do (Ax1) (ΥxAx∧ΥxBx)→ Υx(Ax∧Bx), a condic¸a˜o (iii)
dos (Ax3) ∀xAx→ ΥxAx e (Ax4) ΥxAx→ ∃xAx. A lo´gica do plaus´ıvel e´ correta
e completa para os modelos pseudo topolo´gicos, conforme mostrou [16]. Sabemos
que o interior de A esta´ contido no interior de A ∪B. Assim, a condic¸a˜o (ii) vale
em todo espac¸o pseudo-topolo´gico e, portanto, vale a sua versa˜o correspondente na
lo´gica do plaus´ıvel. Desse modo, a a´lgebra de Lindenbaum da lo´gica do plaus´ıvel
tem as propriedades que definem uma a´lgebra mona´dica da ubiquidade.
Teorema 3.4.3 Uma lo´gica mona´dica da ubiquidade (U, I) e´ semanticamente cor-
reta se ela tem uma interpretac¸a˜o, isto e´, se existe um homomorfismo f : (U, I)→
(B, {0}), tal que se p ∈ I, enta˜o f(p) = 0.
Demonstrac¸a˜o: Ana´loga a`quela dada para as lo´gicas mona´dicas, fazendo as per-
mutas de M por U e I ideal mona´dico por I ideal mona´dico da ubiquidade.
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Corola´rio 3.4.4 Se p e´ demonstra´vel em (U, I), enta˜o p e´ va´lido em (B, {0}).
Demonstrac¸a˜o: Se p e´ demonstra´vel em (U, I), enta˜o p′ ∈ I e da´ı f(p′) = 0 e,
portanto, f(p) = 1.
Teorema 3.4.5 (Completude) Toda lo´gica mona´dica da ubiquidade e´ semantica-
mente completa.
Demonstrac¸a˜o: Desde que cada interpretac¸a˜o de (U, I) num modelo (B, {0}) in-
duz, de forma natural, um homomorfismo de U/I em B e como a u´nica restric¸a˜o
sobre B e´ que seja uma a´lgebra simples, enta˜o a questa˜o da completude semaˆntica
restringe-se em mostrar que U/I e´ semisimples. Mas, sabemos que toda a´lgebra
mona´dica da ubiquidade e´ semisimples e, dessa maneira, toda lo´gica mona´dica da
ubiquidade e´ semanticamente completa.
Corola´rio 3.4.6 Se p e´ va´lido em (B, {0}), enta˜o p e´ demonstra´vel em (U, I).
Demonstrac¸a˜o: O teorema anterior mostra que se p e´ refuta´vel em (U, I), enta˜o
p na˜o e´ va´lido em (B, {0}).
Com isto conclu´ımos que a lo´gica mona´dica da ubiquidade e´ correta e completa.
Como mostramos que toda a´lgebra de Lindenbaum da lo´gica do plaus´ıvel e´ uma
a´lgebra mona´dica da ubiquidade, enta˜o temos tambe´m a adequac¸a˜o da lo´gica do
plaus´ıvel segundo os modelos alge´bricos das a´lgebras mona´dicas da ubiquidade.
Considerac¸o˜es Finais
O presente artigo mostrou um modelo alge´brico do quantificador da ubiquidade,
que foi apresentado inicialmente em versa˜o modulada.
Para tal, discorremos, sucintamente, sobre a lo´gica da ubiquidade, que intro-
duz o quantificador modulado da ubiquidade, objeto de estudo deste. A lo´gica da
ubiquidade foi inicialmente apresentada por [16] e [17].
Prosseguindo, apresentamos as motivac¸o˜es dos modelos alge´bricos de Paul Ri-
chard Halmos, a saber, as a´lgebras e lo´gicas mona´dicas.
E por fim, estendemos tais noc¸o˜es para os elementos particulares da lo´gica da
ubiquidade atrave´s de modelos alge´bricos no estilo de Halmos. Para tanto, traba-
lhamos apenas com uma versa˜o de lo´gica mona´dica.
Contudo, obviamente na˜o temos claro que seja o u´nico, nem o melhor modelo
alge´brico para esta lo´gica. As ideias em modelos alge´bricos usam com bastante
frequeˆncia as noc¸o˜es de filtros e ideais, no nosso artigo decidimos por utilizar os
ideais por ser um caminho mais usual.
Assim, este trabalho torna poss´ıvel verificar se uma fo´rmula A e´ ou na˜o um
teorema da lo´gica da ubiquidade, atrave´s de um modelo puramente alge´brico.
Podemos dizer que um dos intuitos deste trabalho seria a obtenc¸a˜o de um modelo
para a lo´gica da ubiquidade um pouco mais pro´ximo a` nossa intuic¸a˜o, pois a` medida
que tentamos capturar as noc¸o˜es de quantificador a partir de conceitos alge´bricos,
tomando por exemplo, o quantificador existencial (∃) como uma generalizac¸a˜o da
disjunc¸a˜o (∨), ou seja, uma disjunc¸a˜o infinita, parece-nos enta˜o que, esta abordagem
aproxima-se do que intuitivamente pensamos ser um quantificador.
Ao apresentarmos tais conceitos, mostramos a correc¸a˜o e completude deste mo-
delo alge´brico.
E´ exatamente neste ponto que vemos a maior vantagem nesta abordagem, pois
mostramos a adequac¸a˜o sem sequer sairmos do ambiente alge´brico, o que nos permite
certa facilidade na abordagem com relac¸a˜o aos me´todos tradicionais.
18
Agradecimentos
Agradecemos apoio da FAPESP e do DM da UNESP - Caˆmpus de Bauru.
Refereˆncias
[1] BARWISE, J.; COOPER, R. Generalized quantifiers and natural language. In:
Linguistics and Philosophy, vol. 4, p. 159-219, 1981.
[2] BENTHEM, J. V.; WESTERSTA¨HL, D. Directions in Generalized Quantifier
Theory. In: Studia Logica, vol. 55, p. 389 ? 419, 1995.
[3] BETH, E. W. The fundations of mathematics. Amsterdam: North Holland,
1959.
[4] BOZA, T. A. S.; FEITOSA, H. A.; NASCIMENTO, M. C. Algebraic Aspects
of the Plausible Logic. In: 8th Conference Brazilian on Dynamics, Control and
Applications - DINCON’09, Archimedes Series, vol. 8. Bauru, 2009.
[5] BULL, R.; SEGERBERG, K. Basic modal logic. In: Gabbay, D.; Guenthner, F.
(Eds.) Handbook of philosophical logic, vol. II. Dordrecht: D. Reidel, p. 1 ? 88,
1984.
[6] CARNIELLI, W. A.; EPSTEIN, R. L. Computabilidade, func¸o˜es computa´veis,
lo´gica e os fundamentos da matema´tica. Sa˜o Paulo: Editora UNESP, 2006.
[7] CASTRUCCI, B. Elementos de teoria dos conjuntos. Sa˜o Paulo: G.E.E.M.,
1967.
[8] CHELLAS, B. F. Modal logic: an introduction. New York: University Press,
Cambridge, 1999.
[9] EPSTEIN, R. L. The semantic foundations of logic, vol. 1: propositional logics.
New York: Oxford University Press, 1995.
[10] FEITOSA, H. A.; NASCIMENTO, M. C.; BRUNO-ALFONSO, A. Teoria
dos conjuntos: sobre a fundamentac¸a˜o matema´tica e a construc¸a˜o de conjun-
tos nume´ricos. Rio de Janeiro: Editora Cieˆncia Moderna, 2011.
[11] FEITOSA, H. A.; NASCIMENTO, M. C.; GRA´CIO, M. C. C. A propositional
version of the plausible logic. In: Cezar Mortari e Luiz Henrique Dutra. (Org.).
Simpo´sio Internacional Principia ? Rumos da Epistemologia. Floriano´polis:
NEL/UFSC, vol. 9, p. 185 ? 196, 2009.
[12] FEITOSA, H. A.; PAULOVICH, L. Um prelu´dio a` lo´gica. Sa˜o Paulo: Editora
Unesp, 2005.
[13] FRA´POLLI SANZ, M. J. Cuantificadores. In: Fra´polli Sanz, M. J. (Coord.)
Filosof´ıa de la lo´gica. Madrid: Tecnos, p. 151 - 178, 2007.
[14] FREGE, G. Conceptograf´ıa, lo´s fundamentos de La aritme´tica: otros estudos
filoso´ficos. Traduc¸a˜o de: Hugo Padilla. In: Fernando Salmero´n. Colec¸a˜o: Filo-
sof´ıa Contempora´nea. Se´rie: Textos Fundamentales, 1972.
[15] GENTZEN, G. The collected papers of Gerhard Gentzen. North Holland Pu-
blishing Company: Amsterdam ? London, 1969.
[16] GRA´CIO, M. C. C. Lo´gicas moduladas e racioc´ınio sob incerteza. Tese de Dou-
torado, Institute of Philosophy and Human Sciences, State University of Cam-
pinas, 1999.
19
[17] GRA´CIO, M. C. C.; CARNIELLI, W. A. Modulated logics and flexible reaso-
ning. In: Logic and Logical Philosophy, volume 17, p. 211 ? 249, 2008.
[18] HALMOS, P. R. Algebraic Logic. New York: Chelsea Publishing Company,
1962.
[19] HALMOS, P. R. Algebraic Logic, I. Monadic boolean algebras. In: Compositio
Mathematica, p. 217-249, 1956.
[20] HALMOS, P. R. The basic concepts of Algebraic Logic. In: The American
Mathematical Monthly, vol. 63, p. 363-387, 1956.
[21] HALMOS, P. R.; GIVANT, Steven. Logic as Algebra. In: The Mathematical
Association of America, 1998.
[22] HINTIKKA, J.; SANDU, G. What is quantifier? In: Synthese, vol. 98, no1.
Symposium in Honor of Alastair Hannay and Dagfinn, p. 113-123, 1994.
[23] LINDSTRO¨M, P. First order predicate logic with generalized quantifiers. In:
Theoria: A swedish journal of Philosophy and Psychology, vol. 32, p. 186-195,
1966.
[24] LIPSCHUTZ, S. Teoria dos conjuntos. Traduc¸a˜o Fernando Vilain Heusi da
Silva. Rio de Janeiro: Ao Livro Te´cnico, 1967.
[25] MENDELSON, E. Introduction to mathematical logic. Princeton: D. Van Nos-
trand, 1964.
[26] MIRAGLIA, F. Ca´lculo proposicional: uma interac¸a˜o da a´lgebra e da lo´gica.
Campinas: UNICAMP/CLE. (Colec¸a˜o CLE, vol. 1), 1987.
[27] MOSTOWSKI, A. On a generalization of quantifiers. In: Fundamenta Mathe-
maticæ, vol. 44, p. 12-36, 1957.
[28] NASCIMENTO, M. C., FEITOSA, H. A. As a´lgebras dos operadores de con-
sequ¨eˆncia. In: Revista de Matema´tica e Estat´ıstica, vol. 23, nu´mero 1, p. 19- 30,
Sa˜o Paulo, 2005.
[29] PINTER, C. C. Algebraic logic with generalized quantifiers. In: Notre Dame
Journal of Formal Logic, vol. XVI, nu´mero 4, p. 511 ? 516, 1975.
[30] PRIEST, G. An introduction to non-classical logic. United Kingdom: Univer-
sity Press, Cambridge, 2001.
[31] SALMON, W. C. Lo´gica. Traduc¸a˜o de Leonidas Hegenberg e Octanny Silveira
da Mota. Zahar Editores S. A.: Rio de Janeiro, 1963.
[32] SHER, G. Logical Quantifiers. In: The Routledge Companion to Philosophy of
Language, edited by Gillian Russell e Delia Graff Fara. New York: Routledge,
p. 579 ? 595, 2012.
[33] SHOENFIELD, J. R. Mathematical logic. Addison-Wesley Pub, 1967.
[34] VA¨A¨NA¨NEN, J. Generalized Quantifiers, an introduction. In: Bulletin of the
European Association for Theoretical Computer Science, vol. 1754, p. 1 ? 17,
Springer, 1999.
[35] WESTERSTA˚HL, D. Generalized quantifiers. In: Stan-
ford Encyclopedia of Philosophy, 2005. Dispon´ıvel em:
<http://plato.stanford.edu/entries/generalized-quantifiers/>. Acesso em:
18 de janeiro de 2013.
[36] WESTERSTA˚HL, D.; PETERS, S. Quantifiers. Cap. 2, 2002. Dispon´ıvel em:
<http://www.stanford.edu/group/nasslli/courses/peterswes/PWbookdraft2-3.pdf>.
Acesso em: 18 de janeiro de 2013.
20
