Abstract. We extend the reactive Burgers equation presented in [13, 5] to include multidimensional effects. Furthermore, we explain how the model can be rationally justified following the ideas of the asymptotic theory developed in [6] . The proposed model is a forced version of the unsteady small disturbance transonic flow equations. We show that for physically reasonable choices of forcing functions, traveling wave solutions akin to detonation waves exist. It is demonstrated that multidimensional effects play an important role in the stability and dynamics of the traveling waves. Numerical simulations indicate that solutions of the model tend to form multi-dimensional patterns analogous to cells in gaseous detonations.
Introduction
The fact that very simple mathematical models, such as the logistic map, can produce extremely complicated solutions was a surprising and counterintuitive discovery in mathematics [17] . It suggested that complex behavior need not always be described by complicated equations. The hope with such simple models is that they can shed light into fundamental mechanisms responsible for complexity, while discarding secondary details which only obscure the important underlying dynamics. In this work, we introduce a simple system of partial differential equations, consisting of a non-locally forced version of the unsteady transonic small disturbance equations [15] (also closely related to Kadomtsev-Petviashvili equation in water waves [12] and Zabolotskaya-Khokhlov equation in nonlinear acoustics [25] ). The system is shown to reproduce some of the structure and dynamics of two-dimensional gaseous detonations.
Detonations are a type of combustion process in which strong pressure waves ignite, and are sustained by, exothermic chemical reactions. The equations of combustion theory pose a formidable challenge from a theoretical point of view because they couple a compressible flow description (Euler/Navier-Stokes equations) to chemical kinetics. Indeed, the main difficulty in understanding most reactive flows lies precisely in this twoway coupling: the wave initiates chemical reactions, and the reactions sustain the wave, with either ceasing to exist without the other. To make matters even more complicated, detonations tend to be multi-dimensional and unsteady. It is thus not surprising that models simpler than the reactive Euler/Navier-Stokes equations are highly desirable for their understanding.
The first attempt at a reduced qualitative description of detonations goes back to the work by Fickett [7, 8] , who introduced a toy model (called an "analog" by Fickett) as a vehicle to yield a better understanding of the intricacies of detonation theory. Others took a similar qualitative approach. Majda, for example, focused on the effect of viscosity on combustion waves, and showed through a simplified model that a theory analogous to ZND theory (the classical inviscid theory of one-dimensional steady detonations due to Zel'dovich [26] , von Neumann [24] , and Döring [2] ) exists for viscous detonations [16] . Radulescu and Tang [20] recently demonstrated that simplified models can capture not only the steady states, but also much of the unsteady dynamics of one-dimensional detonations. The importance of this latter development stems from the fact that unsteadiness is a common feature of gaseous detonations. Along the same lines of analog modeling, in [13, 5] we have shown that even a scalar forced Burgers equation contains all the ingredients necessary to reproduce the complexity of one-dimensional detonations, including complicated chaotic solutions.
Importantly, all the prior work with analog models is limited to one-dimensional descriptions. Therefore, it cannot capture the important effects played by transverse shock waves, which lead to the generation of cellular patterns in gaseous detonations [9, 14] . The purpose of this paper is to extend our existing one-dimensional model [13, 5] by introducing a multi-dimensional analog of detonations. With this extended model we show, through stability analysis and numerical simulations, that some multi-dimensional detonation properties are amenable to descriptions significantly simpler than the reactive Euler equations.
The remainder of this paper is organized as follows. In section §2, the two-dimensional analog model is introduced, and some motivation based on the theory of weakly curved hyperbolic waves is given. We also discuss how nonlocal forcing functions, such as the one studied in [5] , can arise through an asymptotic approximation of a local reaction rate. In section §3, we present traveling wave solutions of the model, together with a solution of the linear stability problem by means of the Laplace transform. Finally, in section §4 we illustrate the linear stability theory and nonlinear dynamics by studying a concrete example. We demonstrate by this particular example that: (1) transverse perturbations are typically more unstable than purely longitudinal ones, and (2) when unstable, the traveling wave solutions tend to form multidimensional patterns of varying complexity, depending on the distance from the neutral stability boundary.
The two-dimensional analog
As a starting point, we take the one-dimensional model introduced in [13] ,
where u is the main state variable (playing the role of, say, the flow velocity), x s = x s (t) denotes the position of the leading edge of the combustion front, u s = u s (t) denotes the state immediately behind x s , f is the reaction term, and the subscripts t and x denote time and space derivatives, respectively. There is some flexibility in the precise definition of x s , especially when viscous effects (not considered here) are included.
In this paper, we shall focus on the case where the leading edge of the combustion front is given by a discontinuity (shock) in u, ahead of which no chemical reaction takes place. Then, x s denotes the shock position, u s is the post-shock state, and (2.2) f = 0 for x > x s .
We also assume that f is non-negative and integrable, with´f dx > 0. In order to extend (2.1) to two spatial dimensions, we introduce another variable, v, to describe the transverse velocity. Then, a relation between u and v is required to close the system. As this is a qualitative theory, we are free to extend the model as we like. Some ways, however, make more physical sense than others. Our extension here is motivated by the asymptotic equations governing weakly curved hyperbolic waves, in which the dependence on the transverse direction is linear, and reinforces the fact that weakly nonlinear quasi-planar waves generate no vorticity to leading order. We thus propose the following two-dimensional extension of equation (2.1):
where now x s = x s (y, t) and u s = u s (y, t). By eliminating v, this system can also be written as a single equation, either of a second order,
or as an integro-partial differential equation. However, we keep it as a system for the purpose of the analysis and numerical computations below. In the absence of the source function f , equations (2.3-2.4) provide the canonical description for weaklynonlinear quasi-planar hyperbolic waves, and have been derived in many different contexts in the past. For example, in the study of flow past a body in a compressible fluid [15] , and in nonlinear acoustics [25] . Furthermore, similar equations have also been obtained in the study of water waves [12] , where a dispersive term proportional to u xxx is included. An example in combustion theory can be found in [21] .
The (2.3-2.4) system is a natural extension of equation (2.1). The new equations include both canonical weakly-nonlinear 2D hyperbolic effects, as well as a source term which aims at capturing the effects of the energy released by chemical reactions. Additional dispersive or dissipative effects, even though quite interesting, are not studied here. This new system must be interpreted as an ad-hoc model. However, it is closely related to the asymptotic model in [4, 6] , which can be obtained by a systematic reduction of the reactive Navier-Stokes equations. In order to see the connection, we recall some of the details presented in [4] . When dissipative effects (i.e. viscosity, heat conduction, and diffusion) are ignored, the asymptotic model derived in §5 of [4] reduces to
where the dependent variables u, v, T , and λ represent the leading order perturbations to the x velocity, y velocity, temperature, and reaction progress variable, respectively. The independent variables x and y represent longitudinal and transverse spatial coordinates relative to a moving acoustic frame, and τ is a slow time variable. The parameters q, θ, and T i are the rescaled heat release, activation energy, and ignition temperature, respectively. The heat release is a measure of how much chemical energy is contained in the mixture, while the activation energy controls the sensitivity of the chemical reactions to temperature. The ignition temperature, T i , sets a threshold below which no chemical reactions take place -i.e., the reaction rate ω, defined by the right hand side in (2.8), vanishes.
In order to bridge (2.3-2.4) and the asymptotic model (2.6-2.9), we must justify/motivate the replacement of the term − 1 2 λ x in (2.6), by the nonlocal forcing f (x − x s , u s ) present in (2.3). In previous work [13] we justified this by adding the extra assumption that ω = ω (λ, u s ) -that is, we considered a reaction rate that depends solely on how strong the precursor shock wave is. This simplifying assumption has also been used in the past, both in the context of analog modeling [7, 8] and condensed explosives, but without a rational justification. We explain next how the nonlocal approximation can be justified as a uniformly valid asymptotic approximation to ω, when the scaled heat release q is sufficiently large.
The key observation is that, when q 1, the main contribution of u in (2.9) comes from the region where λ 1. In particular, for u to contribute to the reaction rate, we need √ qλ ≈ u, which occurs when
. This means that the reaction rate is appreciably affected by u only when λ ≈ 0, and since λ = 0 ahead of the combustion front, we know that λ is small only near x s , where u is well approximated by u s (assuming that u is sufficiently smooth to the left of x s ). More formally, let = 1/ √ q, and write T = λ + u(λ, t). This is possible because, at any fixed time t, we can replace x by λ as a parameter, since λ(x) is a monotone function of x for x ≤ x s . From here, it would seem that a good approximation to the temperature is given by T ∼ T nonunif = λ, since T = λ + O( ). However, this approximation breaks down for λ ≤ O( ), when the relative error becomes O(1) or larger (note that u λ=0 = u s (t) > 0 because of the entropy condition satisfied by the lead shock at x = x s ). It is easy to see that an approximation uniformly valid for λ ∈ [0, 1] (in the sense that the relative error is small for all values of λ) is given by (2.10)
This holds provided that u as a function of λ is smooth enough from the left near λ = 0, and bounded. Thus the approximation has an O( λ) error, which yields an O( ) relative error -recall that 0 ≤ λ, 0 < 1, and u s = O(1) > 0. It is important to note that this approximation does not require u to be well approximated by u s everywhere. For example, for the traveling wave profiles that we study later in section §3, max x<xs |u − u s | = O(1), yet (2.10) remains valid.
Substituting (2.10) into (2.8) yields an equation of the form
This is an ODE for λ, and its solution has the form λ = F (x − x s , u s ). Letting
and substituting this result into (2.6), the model in (2.3-2.4) follows.
To illustrate the importance of uniformity in (2.10), in figure 2.1, we plot the one dimensional traveling wave solutions for the system in (2.6-2.9) using three different temperatures: (i) exact, given by the "local" formula T = λ + u in (2.9); (ii) uniform, given by the "non-local" formula in (2.10); and (iii) non-uniform, given by T = T nonunif = λ. The plots are for increasing values of q, with q θ = 2 kept fixed. Even for q = 5 ( = 1/ √ 5) a reasonable agreement between the local and nonlocal profiles occurs. The agreement improves, as expected, for larger values of q. On the other hand, the nonuniform approximation has a significant departure from the local profile even for q = 100. One difficulty with the procedure outlined in the previous paragraph for obtaining f (x − x s , u s ) from the reaction rate is that it may not be possible to integrate λ x = ω (u s , λ) analytically, and in a sufficiently simple form. In the physical example of an Arrhenius law, for instance, the equation to be integrated is
This yields λ implicitly, in terms of the inverse of an exponential integral. This inverse then needs to be differentiated in order to obtain f (x − x s , u s ), which produces a rather cumbersome expression. Because of these complications, when focusing on a specific example later in section §4, we opt for simplicity and use an ad hoc explicit forcing function f which captures the main qualitative features of simple chemical reactions.
Traveling wave solutions and stability analysis
In this section, we investigate the one-dimensional traveling wave solutions of (2.3-2.4), as well as their stability properties. Note that, since in the one-dimensional case the proposed system reduces to equation (2.1), the traveling wave solutions are identical to those found in [5] . For completeness, we briefly repeat the discussion here.
3.1. Traveling wave solutions. We seek for solutions of (2.3-2.4) of the form u(x, y, t) = u 0 (x − Dt) and v = 0 (more generally, v constant) for x ≤ D t, with x s = D t and u s = u s0 = u 0 (0). It is easy to see that u 0 must have the form
where ξ = x − D t, and C * is an integration constant. The shock conditions at x = x s , and the fact that the solution vanishes for x > x s , yield u s0 = 2D > 0. This determines C * and the sign of the square root in (3.1). The full profile is then
These are the traveling waves for the model; they consist of a shock of strength 2D > 0 moving into an unperturbed, unburnt state. For these solutions to be real, it must be that
The parameter ζ is the overdrive factor. The special value ζ = 1 corresponds to the slowest possible wave speed -the Chapman-Jouguet velocity. When ζ = 1, the characteristic speed (i.e., u) at the end of the reaction zone is equal to the wave speed D. On the other hand, waves with ζ > 1 are "overdriven". For them, the characteristic speed is everywhere greater than the wave speed. Because of this, overdriven detonations are not self-sustained: the characteristics from any ζ < 0 catch up to the lead shock in a finite time, and affect its dynamics. Furthermore, the larger the overdrive, the closer the profile resembles that of an inert pistoninduced shock. Therefore, in the limit of large overdrive, detonations are expected to be stable. We also point out here that, as in [5] , the total energy release is assumed to be constant, i.e.,´f dx = q/2 = const. As a result, D is given explicitly by (3.3). Without this constraint on f , (3.3) would have been an implicit equation for D, because u 0s = 2D. Next we consider the multidimensional stability of the traveling waves given by (3.2).
3.2. Linear stability. We consider in this subsection the multi-dimensional linear stability for the solutions given by (3.2). For the purpose of the calculations that follow, it is convenient to rewrite (2.3-2.4) in a shock-attached frame. Assume that the shock position is given by a single valued function, x s = s(y, t), and introduce the shock-attached variable ξ = x − s(y, t) to replace x. Then (2.3-2.4) takes the form
The quantities s t and s y are related to the states at the shock by the jump conditions, given by
where [·] represents the jump of a given quantity across the shock.
Next we expand
, where u 0 is the steady profile, and D = u 0s /2 is the steady shock speed. Inserting these expressions into (3.4-3.5), and linearizing, we obtain
where u 0 = du0 dξ , and the equations apply for ξ ≤ 0 (the uniform state ahead of the shock is unperturbed). The linearized shock conditions are (3.10)
where, as before, the subscript s denotes evaluation at the post-shock state. It is convenient to introduce
and then write (3.8-3.9) in the form
Here c 0 , b 0 , and u 0s are determined by the steady-state profile, while u 1s = u 1 (0, y, t) and v 1s = v 1 (0, y, t) denote the perturbed quantities evaluated immediately after the shock.
Linear instability (or stability) is determined by whether or not spatially bounded solutions to (3.11-3.12) that grow in time exist. In order to answer this question, we use transform methods, following the methodology in [3] . Because (3.11-3.12) has y-independent coefficients, we Fourier transform in the transverse direction:û
where the parameter is the transverse wave number and
The Fourier transform of the linearized shock conditions in equation (3.10) is (3.17)ŝ t = 1 2û
Next, we Laplace transform in t equations (3.13-3.14), and obtain
Note 1. The issue of stability/instability reduces now to the question of the (possible) existence of singularities in the Laplace Transform for (σ) > 0. Thus we take (σ) > 0 in what follows. For that matter: we can calculate assuming σ real, large, and positive; and then extend the result by analytic continuation. ♣ Now rewrite (3.18-3.19 ) in matrix form
Two cases arise now, which are different in terms of their analytic complexity. The first case is the overdriven detonation, where ζ > 1 in equation (3.3) . In this case c 0 > 0 for all ξ < 0. Thus no sonic point exists in the steady state, A is invertible everywhere, and (3.22) is equivalent to
where
Here, due to the overdrive assumption, C is a bounded matrix. The second (harder) case is the Chapman-Jouguet detonation, wherein c 0 (ξ) → 0 as ξ → −∞. 1 Then, A is no longer invertible at the sonic point. Hence, a necessary condition for d dξ W to remain bounded as ξ → −∞ is that the right hand side of (3.22) become orthogonal to the left eigenvector corresponding to the vanishing eigenvalue of A, i.e.,
where λ i is the eigenvalue that vanishes as ξ → −∞, and l i is the corresponding eigenvector. Given the form of A, B, and F, this is equivalent to
This last equation is called the radiation, or boundedness, condition. To avoid the difficulties related to the vanishing of c 0 , for the remainder of this paper we focus on overdriven detonations. Using a fundamental matrix for the homogeneous problem [1] , we can write the solution to equation (3.24) in terms of the boundary data at ξ = 0, and the initial data (encoded into F). That is,
where H is a non-singular matrix solution of the homogeneous problem:
d dξ H = C · H with det(H) = 0. We denote the columns of H by h 1 and h 2 , so that
C ∞ is a constant matrix with (generally distinct) eigenvalues (3.28)
where we use the principal branch for the square root. Let q 1 and q 2 be the corresponding eigenvectors. Then, provided that the limit in (3.27) is achieved "fast enough", h 1 and h 2 can be selected so that (see Appendix A) (3.29) h 1 ∼ e λ1 ξ q 1 and h 2 ∼ e λ2 ξ q 2 as ξ → −∞.
1 If f is compact support, then the reaction zone has a finite length and c 0 = 0 for ξ large enough and negative. We assume that this is not the case, i.e. the reaction zone is infinite. The results presented can be extended to the cases where f has a compact support.
Since (λ 1 ) < 0 < (λ 2 ), h 1 grows exponentially as ξ → −∞, while h 2 decays. Let now θ 1 and θ 2 be the rows of H −1 . Then
where the π j are constant vectors. Furthermore, the h j and θ j have analytic dependence on σ, for (σ) > 0 (Appendix A). With the notation above the solution to (3.24) can now be written in the form
where we only display the dependence on ξ. Further, boundedness of W(ξ) as ξ → −∞ requires a choice which eliminates the exponentially growing part of the solution. Specifically:
That this choice is also sufficient to guarantee a bounded solution is less obvious, but a proof (given in the context of the reactive Euler equations) can be found in [3] . Inserting back the definition of F, we obtain (3.33)
The Laplace transform of the linearized jump conditions (3.17) can be used to relate V s to U s via
Since neither the h j , nor the θ j have singular dependence on σ, equation (3.31) shows that singular dependence can enter only through the boundary data at ξ = 0, that is: U s and V s . From (3.34) it then follows that the stability/instability issue, see Note 1, can be decided solely by inspecting the (possible) singularities in U s = U | ξ=0 . To this end, insert now (3.34) into (3.33), and solve for U s . This yields
Because θ 1 decays exponentially as ξ → −∞, here both the numerator and denominator are regular functions of σ for (σ) > 0. The possible singularities are thus poles (denominator roots), i.e., solutions to (3.36)
The function θ 1 solves the adjoint homogeneous problem
subject to the condition that θ should be bounded as ξ → −∞. Thus in this limit θ 1 becomes parallel to the eigenvector associated to the eigenvalue with positive real part:
where a = 0 is a constant. Note that the value of a has no effect on equation (3.36). When = 0, the adjoint homogeneous problem (3.37) becomes the scalar equation
Using (3.40) in (3.36) yields
as the equation for the poles of the Laplace Transform in (σ) > 0. This is the same as the dispersion relation obtained in [5] , using a normal mode approach. It follows that, in the context of the simple toy model presented here:
(1) The Laplace transform and normal mode approaches yield the same stability criterion in 1D. (2) The difficulties with the stability analysis for a Chapman-Jouguet detonation, see equation (3.25), do not arise in 1D (i.e., = 0) for the analog model. The reason is that, in this case, the linearized equations can be solved (essentially) explicitly. This analysis, using normal modes, can be found in [5] as well. Surprisingly, the answer is the same as for overdriven detonations; i.e., the stability criterion is also (3.41). Thus the question, requiring further investigation is: is this still true when = 0? In general, for = 0, equation (3.37) cannot be solved analytically. Then a numerical method is needed to obtain the eigenvalues (poles of the Laplace transform), given by the roots σ = σ( ) of
where θ 1 is as in (3.37-3.38).
An example
In this section, we select a specific form for the forcing function f , and use it to illustrate particular properties of the model. For this purpose, we could use the more physically justifiable reaction rate that follows from the approach in (2.10-2.11). However, as pointed out earlier, this gives rise to certain complications because we cannot solve (2.11) for λ explicitly, which leads to a forcing function that is both costly to compute numerically, and hard to understand analytically. We therefore diverge here from a rational approach and aim instead at simplicity, choosing f in an ad hoc manner.
Motivated by the one dimensional analog model presented in [13, 5] , we choose f to have the form
for x < x s , where q > 0, k > 0, β > 0, and α > 0 are parameters, and f = 0 ahead of the shock, x > x s . The form above mimics important features of the reaction rate, controlled by the parameters. It has an induction length (determined by k), a reaction-zone width (governed by β), and a heat release q (note that the total energy release is constant,´f dx = q/2, as in [5] ). Finally, α regulates the sensitivity to the shock velocity (and plays a role similar to that of the activation energy).
It is convenient to rescale the variables as follows
where u 0s is given by equation ( , β = β/k, and ζ is the overdrive parameter introduced in (3.3) . Therefore, the wave dynamics is controlled by three parameters: α -sensitivity of the reaction rate to variations in u at the shock,β -ratio of the reaction zone length to the induction zone length, and ζ -the degree of overdrive. From here on we use the dimensionless variables, and drop the tilde notation.
In the dimensionless equations, the overdrive ζ scales the amplitude of the source term. Thus, the influence of chemical reactions vanishes as ζ → ∞, and the wave approaches an inert shock. This is illustrated by figure 4.1 , showing the effect of the overdrive factor on the steady detonation profile. For large enough overdrive, u becomes nearly constant behind the precursor shock, and the wave is primarily sustained by the imposed left boundary condition. In the next subsection we focus on the role played by multi-dimensional effects on: (1) the linear stability properties, and (2) the full nonlinear dynamics of the solutions to (4.1-4.2). The goal is to show that multidimensional instabilities typically dominate one-dimensional instabilities, and that these instabilities lead to the formation of complex patterns in the solutions to (4.1-4.2). We start with the linear stability analysis.
4.1.
Multidimensional linear stability analysis. As shown in Section 3.2, the stability question for the steady state solutions of (4.1-4.2) is decided by the roots of the stability function R(σ, ), defined in (3.42). If zeros exist with (σ) > 0 for any admissible (discrete or continuous depending on whether the domain in y is bounded or not), then the profile is unstable. Otherwise, it is stable. The main difficulty with finding the roots to (3.42) stems from the fact that θ 1 , defined in (3.37-3.38), must be computed numerically. Thus, each evaluation of R(σ, ) requires solving the linear ODE system (3.37) to obtain θ 1 , followed by a numerical evaluation of the integral in the definition of R. This makes parametric studies for varying α and β computationally costly. We start by investigating the overdrive effect on the wave stability. As pointed out earlier, because detonations become "closer" to inert shocks the larger the overdrive is, we expect the overdrive to have a stabilizing effect. This is confirmed by figure 4.2(a) , where the growth rate σ r = (σ( )), as a function of the transverse wave number , for β = 0.1 and α = 4.05, is plotted for increasing values of the overdrive parameter ζ = 1.05, 1.10, and 1.20. For the calculations in this subsection, it turns out that equation (3.42) has a single root in (σ) > 0. In general, the growth rate is the maximum value over all the roots of (σ). It is seen in figure 4.2(a) that the maximum growth rate occurs at a value = 0. In particular, waves that are stable to purely longitudinal disturbances ( = 0), can be unstable to 2D perturbations. Thus, generally, we expect multi-dimensional effects to dominate over 1D effects.
We also study the effect of α on the stability of the waves. Since α measures the sensitivity of the forcing to changes in the lead shock strength, we expect that larger values of α will augment the instability. Specifically, the growth rate σ r should increase with α. This is precisely what is observed in figure 4.2(b) . This figure also shows that α seems to have very little effect on the value of corresponding to the most unstable transverse mode. In particular, for the parameters in figure 4.2(b) , the most unstable mode occurs for ≈ 0.6, regardless of the value α takes. This behavior is similar to the observation in [5] for the 1D stability. That is, α has very little effect on the imaginary part of the unstable eigenvalues (recall that [5] uses a mode based stability analysis). 
Numerical simulations.
The linear stability results presented in § 4.1 suggest that 2D effects play an important role in the solutions of (4.1-4.2). Here, we investigate what happens after the onset of the instabilities. We use numerical simulations to investigate the large time limit of solutions to (2.3-2.4), which start from initial conditions given by (linearly unstable) ZND profiles (3.1). These calculations show that the two-dimensional analog model exhibits many of the interesting features of real multi-dimensional detonations. The numerical simulation of (2.3-2.4) poses some problems. On the one hand, because it is a genuinely nonlinear hyperbolic system, shocks can form even when starting from smooth initial data. On the other hand, it has characteristic surfaces which are orthogonal to time. Thus the evolution in time is a nonlocal process. A scheme capable of dealing with shocks is needed, but it cannot be fully explicit since it is impossible to satisfy a typical CFL condition. Even with no reaction, f ≡ 0, when the equations reduce to
developing an appropriate algorithm is not straightforward (e.g., see [11, 23] ). We solve (2.3-2.4) using an algorithm based on a semi-implicit time discretization. The approach is discussed in [6] , where a detailed numerical study of asymptotic equations similar to (2.3-2.4) is performed. Finally, we note that using a shock-fitting algorithm is not as simple as in the one-dimensional case [5] , due to the presence of transverse shocks. We therefore adopt a shock capturing approach. Equations (2.3-2.4) are solved in an inertial frame of reference moving with constant speed D = 1/2, which is the speed of the unperturbed ZND wave. The top and bottom (y coordinate) boundary conditions are that of a rigid wall. An inflow boundary condition on the right, and an outflow on the left are given. We have verified that, when linear stability predicts a stable traveling wave (e.g., when α is small enough), the numerical solver is able to correctly capture the ZND structure and wave speed, even when a small amplitude perturbation is initially imposed on the exact ZND profile. Interesting dynamics are observed for parameters selected so that the initial data is unstable. If the ZND wave is only weakly unstable (meaning the parameters are close to the neutral stability boundary), very regular multi-dimensional patterns are observed: see figure 4.3. Figure 4 .3(b) displays regions where the induction zone length (distance between the lead shock and the peak of f ) is significantly reduced relative to the ZND theory. In these regions the energy is released shortly after the lead shock. The associated transverse waves, however, appear to be smooth: figure 4.3(a) .
Next, we investigate the effect of the overdrive parameter ζ. Waves closer to the Chapman-Jouguet case are more unstable and display stronger transverse variations. Furthermore, for smaller overdrives, the cells in the patterns are larger. These findings are consistent with the linear stability prediction in figure 4.2. There it can be seen that: (1) smaller ζ corresponds to larger growth rates, and (2) the most unstable wavelength increases with decreasing degree of overdrive. Figure 4 .4 illustrates these points. Figure 4 .5 explores the effect of α, the shock-state sensitivity of the reaction rate, on the detonation wave structure and stability. As in the one dimensional case [5] , larger values of α are associated with more complex dynamics. As α grows, so does the strength of the patterns generated, which also become more irregular. Figure 4 .5(e-f) shows an example of an irregular cellular detonation wave. These figures, qualitatively, match well the cellular patterns observed for gaseous detonations in dilute mixtures [14, 9, 18] . However, a quantitative characterization of the two-dimensional dynamics, of the sort found for the 1D case in [5] , is challenging. As α increases, the solutions are seen to go through a series of bifurcations, and transition: from (i) a very regular, periodic, structure; to (iii) irregular and aperiodic behavior; through (ii) intermediate stages of increasing complexity. These stages are illustrated by each of the rows in figure 4.5. Panels (a-b) correspond to a very simple, periodic, structure. Panels (c-d) show some extra structure, easily detectable in the y-direction in panel (d). Finally, the waves in panels (e-f) are fairly irregular. Figures 4.6 through 4.8 display the time history of the gradient of v, for successively higher values of α. These plots are produced as follows. First, we convert the solutions from the ZND-wave moving frame (used for the numerical calculation) back to the "lab" frame (x l , y l ). The calculation is run for a long enough time, 0 ≤ t ≤ T f , to insure that transient effects are gone. This results into the lead shock moving (in the lab frame) several hundred units: the shock starts at x l ≈ 20, and it is beyond x l = 400 by t = T f . Second, we construct the "trace" of |∇v|, using the formula
This formula makes sense even if v is discontinuous, and is equivalent to the total variation in time at a given point (x l , y l ). The trace is then plotted for x l in the interval 0 ≤ x l ≤ 360. The results are displayed in figures 4.6-4.8. Note that, since the transverse waves are stronger closer to the lead shock (and decay away from it), moving left to right in these plots is (roughly) equivalent to exploring the evolution in time of the transverse waves. The process described above is a numerical analog of the experimental soot foil records of detonations. A related approach was used in [19] , where the authors traced the time integral of a specific energy release at a given location. The plots illustrate that the regularity of the final cellular structure produced depends on the distance to the stability boundary (larger the larger α is), as well as several other properties. For α = 4.1, figure 4.6 shows that the cells become regular after a sufficiently long time. Initially (top panel), cells of differing strengths coexist, and there is some irregularity in the pattern. After a while, the pattern becomes nearly regular, with only a low frequency modulation remaining. This is apparent in the middle panel, which exhibits slight horizontal waviness (easier to see along the whitest regions of the plot). This transient decays slowly, and eventually disappears -the bottom panel shows very little of it. the reactive Euler equations. That is: the initial cell sizes are found to be consistent with the length scale provided by the most unstable linear mode, but the long time behavior is dominated by cells that can be significantly larger [10, 22] . In fact, to further stress this point, note that: in each of the figures the initial cell size is, roughly, the same. This corresponds to the fact that for the most unstable linear mode does not change much when α changes -see figure 4.2. On the other hand, the onset of the cells happens earlier as α grows, because the growth rate of the most unstable linear mode also increases with α. When α is increased further, as in figure 4.8, cell regularity is lost (at least for the time scales our computations explored). Here, again, the average cell size increases after the initial transient stage.
Another peculiar feature, which can be seen in figure 4 .7, is that the amplitude of the transverse waves has large variations as they bounce back-and-forth from the channel walls. This can be verified by tracing the path of any single wave as it bounces from the walls (see the dashed line in the third panel of figure 4.7) . It is possible that this is simply another transient phenomenon, decaying after a very long time. However, this may be a part of the multi-modal dynamics of the wave, being produced by the collisions between transverse waves and/or the interaction of the longitudinal and transverse instabilities, which are both present in this particular case. 
Conclusions
A simple two-dimensional analog model for detonations was introduced. The model consists of a nonlocally forced Burgers-like equation, coupled with a zero-vorticity equation, and extends our earlier model for one-dimensional pulsating detonations. The model was shown to be capable of capturing the multidimensional principal characteristics of cellular detonations, wherein transverse shocks and associated triplepoint formation play an important role.
A Laplace transform approach was employed to perform a linear stability analysis of the model traveling wave solutions. It was shown that the dispersion relation for the unstable modes can be written as an integral equation, much like the explicit 1D result derived in [5] . However, in 2D evaluation of the dispersion relation requires a computationally intensive procedure, as it is also the case for detonations modeled by the full reactive Euler equations. In particular: the overdrive factor was shown to have a stabilizing effect (same as for the reactive Euler equations).
Numerical simulations of the model system exhibit multi-dimensional structures of varying complexity. It was shown that very regular cellular detonations form for parameter choices near the stability boundary, and that the farther into the unstable range the parameters are, the more irregular the patterns become. Characterizing the pattern regularity in the two-dimensional simulations is more challenging than in the corresponding one-dimensional case. Even though transitions from regular to irregular patterns can be observed as parameters of the problem vary, the precise nature of the transitions remains to be further elucidated. In particular, capturing the bifurcation points, and revealing the nature of the apparently irregular solutions (e.g., truly chaotic or not), requires not only extensive long-time simulations, but also more accurate algorithms such as a shock-fitting method, which is known to work well for such problems in one spatial dimension. An interesting problem to explore then is that of the interplay of the one-dimensional and two-dimensional instabilities, especially with regard to the transition from regular to irregular behavior.
The work here is a multi-dimensional extension of a previous 1D analog model [5] . Together with [5] , it demonstrates that much of the structural and dynamical complexity of gaseous detonations can be captured by relatively simple models. These models may be of interest in their own right, as they are very simple, yet produce very complex and rich dynamics. In the context of reacting flows such as detonations, the present work indicates that rational asymptotic models of similar complexity may be possible. Indeed, the asymptotic model in [6] (successful in predicting many properties of multi-dimensional detonations) was derived motivated by ideas such as the ones here. Even though the model here is of a semi-ad hoc nature, it has a number of advantages thanks to its simplicity. In particular, it is easier to solve numerically and to analyze theoretically (e.g., linear stability analysis) than the full set of reactive Euler equations. Much of the machinery of detonation theory works for the model, and can be applied without the heavy algebraic tedium common while working with the reactive Euler equations. This fact adds a pedagogical value to the analog models, as vehicles to explain many non-trivial mathematical ideas in detonation theory. In addition, further advances in understanding may be facilitated by the simplicity of the analog models.
Appendix A.
In this appendix we detail some results that justify the properties stated for the eigensolutions, h j and θ j , introduced in (3.29). Consider a 2 × 2 ODE system of the form (A.1)
where M is a constant matrix with eigenvalues such that (µ 1 ) < (µ 2 ), and R is a matrix valued function of x such that R ∞ < ∞ and R 1 < ∞. Furthermore, we assume that M and R depend on a parameter σ, analytically in some region σ ∈ Ω (for notational simplicity, we do not display this dependence below).
Let {p j } be a set of eigenvectors associated with the {µ j }. Then theorem 8.1 in [1] shows that a base of solutions {y j } can be selected such that y j ∼ e µj x p j as x → ∞. We will show now that this base can also be selected to have analytic dependence for σ ∈ Ω. Proof. First of all, y 1 is determined uniquely by its asymptotic behavior, via the Volterra integral equation where z 1 = e −µ1 x y 1 , and the operator L is defined by the formula. Thus we can write
which converges absolutely because |L n p 1 (x)| ≤ 1 n! (E R 1 ) n p 1 , where E bounds e (µ1−M) t , t ≥ 0 . From this it follows that z 1 , hence y 1 , depends analytically on σ. Then we can take y 2 as the solution to (A.1), with initial data y 2 (0) = z 1 (0) ⊥ -where (v 1 , v 2 ) ⊥ = (−v 2 , v 1 ). Since y 2 (0) depends analytically on σ, standard ODE theory [1] guarantees that y 2 is also analytic. In addition, because y 2 is linearly independent from y 1 , it must satisfy y 2 ∼ a e µ2 x p 2 for some constant a = 0. ♣
