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Abstract
We consider a class of Fell bundles over quasi-lattice ordered groups. We show that these are completely
determined by the positive fibres and that their cross sectional C∗-algebras are relative Cuntz–Pimsner
algebras associated to simplifiable product systems of Hilbert bimodules. Conversely, we show that
such product systems can be naturally extended to Fell bundles and this correspondence is part of an
equivalence between bicategories. We also relate amenability for this class of Fell bundles to amenability
of quasi-lattice orders by showing that Fell bundles extended from free semigroups are amenable. A
similar result is proved for Baumslag–Solitar groups. Moreover, we construct a relative Cuntz–Pimsner
algebra of a compactly aligned product system as a quotient of the associated Nica–Toeplitz algebra.
We show that this construction yields a reflector from a bicategory of compactly aligned product
systems into its sub-bicategory of simplifiable product systems of Hilbert bimodules. We use this to
study Morita equivalence between relative Cuntz–Pimsner algebras.
In a second part, we let P be a unital subsemigroup of a group G. We propose an approach to
C∗-algebras associated to product systems over P . We call the C∗-algebra of a given product system E
its covariance algebra and denote it by A×E P , where A is the coefficient C∗-algebra. We prove that
our construction does not depend on the embedding P ↪→ G and that a representation of A×E P is
faithful on the fixed-point algebra for the canonical coaction of G if and only if it is faithful on A.
We compare this with other constructions in the setting of irreversible dynamical systems, such as
Cuntz–Nica–Pimsner algebras, Fowler’s Cuntz–Pimsner algebra, semigroup C∗-algebras of Xin Li and
Exel’s crossed products by interaction groups.
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Chapter 1
Introduction
This introduction explains the context of this thesis. Our main results are stated in Sections 1.4, 1.5
and 1.6. We have included here the statements of a few theorems, propositions as well as corollaries
that are our own results. Further results from this thesis mentioned in this introduction are highlighted
with italics.
1.1 Motivation: irreversible dynamical systems
The C∗-algebra generated by the image of a homomorphism U : Z→ U(H) from the integers into the
group of unitaries of a Hilbert space is just the closed ∗-subalgebra of B(H) generated by the single
unitary U1. Hence the universal C∗-algebra for unitary representations of Z is the universal C∗-algebra
generated by a single unitary. This is the C∗-algebra C(T) of continuous functions on the unit circle T
with the inclusion function z : T→ C as the unitary generator.
The group C∗-algebra C∗(G) of a discrete group G is defined to be the universal C∗-algebra for
unitary representations of G. Every discrete group G has a canonical unitary representation λ on the
Hilbert space `2(G), called left regular representation. This induces a ∗-homomorphism Λ: C∗(G)→
B(`2(G)) by universal property. The reduced group C∗-algebra C∗r(G) is the image of C∗(G) in B(`2(G))
under Λ. The regular representation produces an isomorphism C∗(G) ∼= C∗r(G) if and only if G is
amenable with respect to the usual definition of amenability in terms of existence of a left invariant
mean on `∞(G).
If X is a locally compact space, a ∗-automorphism of C0(X) is equivalent to a homeomorphism
of X. Given a ∗-automorphism of a C∗-algebra A, a covariant representation (pi, U) of (A,Z, α) is a
∗-homomorphism A → B(H) together with a unitary U in U(H) such that pi(α(a)) = Upi(a)U∗ for
all a in A, where H is a Hilbert space. The crossed product Aoα Z is the universal C∗-algebra for
covariant representations of (A,Z, α). Any faithful representation of A on a Hilbert space H induces a
canonical regular representation (pi, U) of (A,Z, α) in B(`2(Z,H)) with pi injective. The corresponding
representation of Aoα Z is also injective. Since every C∗-algebra can be faithfully represented on a
Hilbert space, it follows that A embeds into the crossed product Aoα Z.
A C∗-dynamical system (A,G, α), or simply a dynamical system, consists of a C∗-algebra A, a
discrete group G and a group homomorphism α from G to the group of ∗-automorphisms of A. Given
a dynamical system, one can form the full and reduced crossed product C∗-algebras. The first one,
denoted by Aoα G, is a universal object. It is the universal C∗-algebra for covariant representations
of (A,G, α). Here a covariant representation of (A,G, α) is a pair (pi, U), where pi is a representation
of A on a Hilbert space H and U : G→ U(H) is a unitary representation, such that
pi(αg(a)) = Ugpi(a)U∗g
for all a ∈ A and g ∈ G. The reduced crossed product Aoα,rG, in turn, has a co-universal property. It
is the smallest C∗-algebra for a certain class of covariant representations. It is concretely defined through
a regular representation of (A,G, α) in B(`2(G,H)), obtained as above from a faithful representation
of A on H. The corresponding ∗-homomorphism A→ B(`2(G,H)) is injective, so that A embeds into
both the full and reduced crossed product C∗-algebras. If G is amenable, the regular representation
induces an isomorphism Aoα G ∼= Aoα,r G.
1
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Many technical issues arise when one tries to associate a C∗-algebra to a single endomorphism of a
C∗-algebra, so that it encodes the dynamics as in the above C∗-constructions for reversible dynamical
systems. The usual notion of a covariant representation of (A,N, α) consists of a representation of A
on a Hilbert space H and an isometry v in B(H) satisfying the covariance condition
pi(α(a)) = vpi(a)v∗ (1.1.1)
for all a ∈ A. However, (1.1.1) forces the image of kerα in the resulting crossed product to be trivial.
In addition, if A is unital and α is a unital endomorphism, the underlying isometry of a nondegenerate
covariant representation of (A,N, α) will be a unitary, and one cannot expect it to have many covariant
representations unless α is a ∗-automorphism. At this point, a different approach is needed to treat
irreversible dynamical systems.
1.2 C∗-algebras associated to correspondences
A Hilbert C∗-module is a generalisation of Hilbert spaces. In this more general setting, the (right)
inner product takes values in a C∗-algebra A and is A-linear in the second variable. Thus a Hilbert
space is a Hilbert C-module. A correspondence E : A; B between C∗-algebras A and B consists of
a right Hilbert B-module with a nondegenerate left action of A implemented by a ∗-homomorphism
ϕ : A→ B(E), where B(E) is the C∗-algebra of adjointable operators on E . It is called faithful if ϕ is
injective. If E comes equipped with a left A-valued inner product so that ϕ(〈〈ξ | η〉〉)ζ = ξ〈η | ζ〉 for
all ξ, η and ζ in E , then we say that E is a Hilbert A,B-bimodule. A Hilbert A,B-bimodule E induces
an adjoint Hilbert B,A-bimodule E∗.
A celebrated construction by Pimsner associates a C∗-algebra OE to a not necessarily invertible
faithful correspondence E : A ; A [48]. This is now known as a Cuntz–Pimsner algebra. It is the
universal C∗-algebra for representations of E that satisfy a certain condition, now called Cuntz–Pimsner
covariance, on the ideal J = ϕ−1(K(E)) / A. Here K(E) is the ideal of B(E) generated by all generalised
rank-1 operators on E , that is, the C∗-algebra of compact operators on E . Pimsner’s C∗-algebra includes
many interesting C∗-algebras, such as crossed products by automorphisms and graph C∗-algebras for
graphs with no sinks [30]. It also covers crossed products by extendible and injective endomorphisms
with hereditary range. The Cuntz–Pimsner algebra OE is a quotient of a universal object, namely the
Toeplitz algebra TE . This latter C∗-algebra associated to E was defined by Pimsner as the universal
C∗-algebra for representations of E .
For a unital C∗-algebra A and an endomorphism α : A→ A, the work of Exel in [21] suggests that
one should be given a transfer operator L for (A,α) in order to construct a reasonable crossed product.
In fact, he was also inspired by Pimsner’s C∗-construction because there is a correspondence Aα,L over A
naturally associated to (A,α, L). Indeed, a continuous linear map L : A→ A is a transfer operator if
it is positive and L(aα(b)) = L(a)b for all a, b in A. This gives rise to a correspondence Aα,L : A; A
obtained after dividing out a null-space and taking the completion from the subspace Aα(1), under the
following structure: the left action is given by the multiplication on A, the right action is implemented
by α and the pre-inner product is defined by 〈aα(1) | bα(1)〉 = L(a∗b). Exel’s C∗-algebra T (A,α, L) is
precisely the Toepliz algebra of Aα,L. In addition, his notion of redundancy corresponds to Cuntz–
Pimsner covariance for Aα,L. So in case Aα,L is a faithful correspondence, the crossed product Aoα,LN
introduced in [21] coincides with the Cuntz–Pimsner algebra OE as defined in [48]. Since Pimsner’s
work was devoted to faithful correspondences, it was unclear in general when A embeds into the crossed
product Aoα,L N.
For a non-faithful correspondence E , Pimsner’s C∗-algebra may be zero. Muhly and Solel proposed
a construction of C∗-algebras associated to (not necessarily faithful) correspondences by taking
universal C∗-algebras for representations satisfying the covariance condition only on an ideal J / A
with J ⊆ ϕ−1(K(E)) [41]. In [29], Katsura provided necessary and sufficient conditions on the ideal J
for the universal representation of E in OJ,E to be injective. Inspired by graph C∗-algebras, among other
constructions, he analysed the relative Cuntz–Pimsner algebra OJE ,E with JE := (kerϕ)⊥ ∩ϕ−1(K(E)).
This C∗-algebra has nice properties. First, the universal representation of E in OJE ,E is injective.
Hence it encodes the correspondence structure of E . In addition, OJE ,E satisfies the gauge-invariant
uniqueness theorem, which asserts that a representation of OJE ,E in a C∗-algebra B that is faithful on
the coefficient algebra A is also faithful on OJE ,E , at least when the representation in question satisfies
a certain compatibility condition.
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In [11], Brownlowe and Raeburn then described the crossed product by an endomorphism α : A→ A
of a unital C∗-algebra relative to a transfer operator L as a relative Cuntz–Pimsner algebra. With this
interpretation at hand, they provided necessary and sufficient conditions for the universal representation
in Aoα,L N to be injective. They also applied gauge-invariant uniqueness theorems of relative Cuntz–
Pimsner algebras for Katsura’s ideal to prove uniqueness theorems for the crossed product. So relative
Cuntz–Pimsner algebras associated to correspondences turn out to be a very important tool to construct
and study C∗-algebras out of irreversible dynamical systems.
1.3 Compactly aligned product systems
Roughly speaking, a product system may be regarded as an action of a semigroup by correspondences
over a C∗-algebra. A product system over a semigroup P with unit element denoted by e is a
family of correspondences E = (Ep)p∈P with Ee = A together with correspondence isomorphisms
Ep ⊗A Eq ∼= Epq subject to certain axioms. Product systems were introduced in this context by Fowler
in [26], following the work of Arveson on continuous product systems of Hilbert spaces developed
in [7]. As for single correspondences, examples of product systems arise naturally from semigroups of
endomorphisms [26,38].
Fowler defined the Toeplitz algebra TE of a given product system E as the universal C∗-algebra
for representations of E , thus generalising Toeplitz algebras of single correspondences. Following
Pimsner, he constructed the Cuntz–Pimsner algebra of a product system E = (Ep)p∈P as the universal
C∗-algebra for representations that are Cuntz–Pimsner covariant on Jp = ϕ−1p (K(Ep)) for all p ∈ P . As
in Pimsner’s original construction, Fowler’s Cuntz–Pimsner algebra might be trivial if E is non-faithful.
Unlike the case of single correspondences, the Toeplitz algebra of a product system is in general too
big. For example, the universal C∗-algebra for representations of the trivial bundle over N× N is not
nuclear1(see [45]). This is precisely the universal C∗-algebra generated by two commuting isometries.
So in order to define a reasonable universal object, one must impose additional conditions on the
representations of the underlying product system.
Nica considered a class of isometric representations of a semigroup arising from a quasi-lattice
order [47]. This is a semigroup P contained in a group, say P ⊆ G, so that the structure of the
pair (G,P ) resembles that of (Zk,Nk). More precisely, we have P ∩ P−1 = {e} and, with respect to
the partial order g1 ≤ g2 ⇔ g−11 g2 ∈ P , two elements g1 and g2 in G with a common upper bound in P
also have a least upper bound g1 ∨ g2 in P . We say that (G,P ) is a quasi-lattice ordered group. The
relations imposed by Nica on the representations of P arise naturally from its canonical representation
by isometries in B(`2(P )). The universal C∗-algebra for such representations, denoted by C∗(G,P ),
is now known as the Toeplitz algebra of (G,P ). Nica also introduced a notion of amenability for
quasi-lattice ordered groups by saying that (G,P ) is amenable if the regular representation of C∗(G,P )
on `2(P ) is faithful. Surprisingly, (F,F+) is amenable, where F is a free group on a set of generators S
and F is the unital semigroup generated by S. This happens because C∗(F,F+) is considerably smaller
than the Toeplitz algebra associated to the trivial product system (Cup)p∈F+ . For example, C∗(F,F+)
is spanned by elements of the form vpv∗q with p, q in F+.
The work of Nica described above together with the work of Laca and Raeburn [35] led Fowler
to consider a class of product systems over positive cones of quasi-lattice ordered groups, called
compactly aligned. He defined a notion of Nica covariance for representations of such product systems.
The universal C∗-algebra for this class of representations is then called Nica–Toeplitz algebra and
denoted by NTE . For amenable systems, Fowler was able to characterise faithful representations of
this algebra [26, Theorem 7.2]. Also under an amenability assumption, a result deriving nuclearity
for a Nica–Toeplitz algebra from nuclearity of the underlying coefficient algebra was established
in [53, Theorem 6.3].
However, the problem of finding a C∗-algebra that approximates the structure of a given compactly
aligned product system in an optimal way has not been completely solved. The question is: for a
compactly aligned product system E = (Ep)p∈P , which quotient of the Nica–Toeplitz algebra NTE gives
in an appropriate sense the smallest C∗-algebra so that the representation of E in the corresponding
quotient remains injective? Such a C∗-algebra would be a co-universal object for Nica covariant
representations satisfying a certain compatibility condition, at least under an amenability assumption.
1A C∗-algebra A is nuclear if for every C∗-algebra B there exists a unique C∗-norm on the tensor product AB.
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Answering the above question was the main objective of the work of Sims and Yeend in [55]. They
were able to associate a C∗-algebra NOE to a given compactly aligned product system E , called
Cuntz–Nica–Pimsner algebra, so that the universal representation of E in NOE is injective for a
large class of product systems [55, Theorem 4.1]. This is a quotient of the Nica–Toeplitz algebra
of E . Their notion of covariant representations is more technical than the usual Cuntz–Pimsner
covariance since it involves additional relations. Sims and Yeend proved that Cuntz–Nica–Pimsner
algebras include Cuntz–Krieger algebras of finitely aligned higher-rank graphs [55, Proposition 5.4]
and Katsura’s relative Cuntz–Pimsner algebras of single correspondences [55, Proposition 5.3]. The
analysis of co-universal properties for these algebras was provided in [15]. If either E is faithful or the
representation of E in NOE is injective and P is directed, then under an amenability assumption NOE
satisfies a gauge-invariant uniqueness property. That is, in the appropriate setting a representation
of NOE is faithful if and only if it is faithful on A [15, Corollary 4.11].
Even though the universal representation of a compactly aligned product system E in NOE is
injective for many examples, it might fail to be faithful even for proper product systems over totally
ordered semigroups such as the positive cone of Z × Z with the lexicographic order [55, Example
3.16]. In addition, [15, Example 3.9] shows that if P is not directed,2 a representation of NOE that
is faithful on A need not be faithful even for an amenable system. We address these problems in
Chapter 6: we attach a C∗-algebra A×E P to E so that A embeds into A×E P and given a surjective
∗-homomorphism ψ : NTE → B that is injective on A, under the standard assumptions of compatibility
and amenability there exists a unique ∗-homomorphism φ : B → A×E P making the diagram
NTE
qN $$
ψ // B
φ

A×E P
commute, where qN is the quotient map. The compatibility assumption will be explained in more
details in the subsequent section.
1.4 Fell bundles over quasi-lattice ordered groups
If a C∗-algebra B carries a continuous action of the unit circle T, then many properties of B can be
derived from those of a certain C∗-subalgebra, known as the fixed-point algebra for the T-action. The
latter might be much smaller than B but, for instance, injectivity of representations of B in many
cases may be deduced from injectivity on this fixed-point algebra.
Let us illustrate this by an example. Let T denote the Toeplitz algebra. This is the Banach
subalgebra of B(`2(N)) generated by the unilateral shift S on `2(N) and its adjoint S∗. Then T acts
continuously on T by
T 3 z 7→ AdUz ∈ Aut(T ),
where Uz is the unitary in B(`2(N)) which sends a unit vector ei to ziei for all i ∈ N and AdUz (a) =
UzaU
∗
z . The closed subspace of T generated by the set
{
Si(S∗)j
∣∣ i− j = n} coincides with
Tn := {a ∈ T |AdUz (a) = zna, ∀z ∈ T} .
These subspaces satisfy Tm · Tn ⊆ Tm+n and T ∗n = T−n for all m,n in Z. There is a contractive
projection of T onto Tn that vanishes on Tm for m 6= n, given by a 7→
∫
T z
−nAdUz (a) dz. In addition,
T is the closure of the direct sum⊕n∈Z Tn. Any representation of T that is injective on T0 sends S to
a proper isometry, and hence is injective on T by Coburn’s Theorem.
The above facts also hold when one replaces T by any other compact abelian group and Z by
the corresponding dual group. A C∗-algebra B acted upon by a compact abelian group Γ may be
described as the closure of a direct sum of closed subspaces indexed by the dual group Γ̂. There are
mutually orthogonal contractive projections {Eg}g∈Γ̂, where Eg is the contractive projection of B onto
the corresponding subspace at g for each g in Γ̂, and the subspace at the unit element e of Γ̂ is a
C∗-subalgebra of B. This provides B with an extra structure, so that many important properties of
2We say that P is directed if p ∨ q exists for all p, q ∈ P .
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the associated fixed-point algebra are related to those of B.
What happens for non-abelian groups? A discrete group G always carries a comultiplication. This
is the ∗-homomorphism δG : C∗(G)→ C∗(G)⊗ C∗(G) obtained from the unitary representation of G
in C∗(G) ⊗ C∗(G) which sends g to ug ⊗ ug, where ug denotes the image of g under the canonical
representation of G in C∗(G). A full coaction of G on a C∗-algebra B is an injective and nondegenerate
∗-homomorphism δ : B → B ⊗ C∗(G) satisfying the identity (δ ⊗ idC∗(G)) ◦ δ = (idB ⊗ δG) ◦ δ.
Nondegeneracy means that B ⊗ C∗(G) is the closure of δ(B)(B ⊗ C∗(G)). Here the term “full” is
related to the appearance of the full group C∗-algebra of G instead of its reduced C∗-algebra C∗r(G). If
a C∗-algebra B comes equipped with a coaction of a discrete group G, then B is the closure of the
direct sum
⊕
g∈GBg, where Bg = {a ∈ B|δ(a) = a⊗ ug}. As above, Bg · Bh ⊆ Bgh and B∗g = Bg−1
for all g, h ∈ G, and there are contractive projections Eg : B → Bg, so that Eg ≡ 0 on Bh if h 6= g. In
this case, we say that B is a topologically G-graded C∗-algebra and the collection of subspaces {Bg}g∈G
is a topological grading for B.
Unfortunately there might be many non-isomorphic C∗-algebras with indistinguishable topological
G-grading. An important question to answer concerning a G-grading {Bg}g∈G is whether or not all of
the C∗-algebras possessing {Bg}g∈G as a topological G-grading are isomorphic to each other in the
natural way. If the answer for this question is affirmative, in several cases many properties of the
larger C∗-algebra may be derived from those of the C∗-algebra Be. This is related to an amenability
condition, which we will explain below.
Loosely speaking, a family of Banach spaces (Bg)g∈G endowed with a multiplication
· : (Bg)g∈G × (Bg)g∈G → (Bg)g∈G
and an involution operation ∗ : (Bg)g∈G → (Bg)g∈G is a Fell bundle, also known as a C∗-algebraic
bundle, if the triple ((Bg)g∈G, ·, ∗) behaves as a G-grading for a C∗-algebra. So, for example, it must
satisfy Bg ·Bh ⊆ Bgh, B∗g = Bg−1 and ‖b∗b‖ = ‖b‖2 for all g, h ∈ G and b ∈ Bg.
One can naturally attach two C∗-algebras to a given Fell bundle (Bg)g∈G. Its cross sectional
C∗-algebra C∗ ((Bg)g∈G) is defined to be the universal C∗-algebra for representations of (Bg)g∈G.
The reduced cross sectional C∗-algebra C∗r ((Bg)g∈G) is constructed concretely through the regular
representation of (Bg)g∈G. Both C∗ ((Bg)g∈G) and C∗r ((Bg)g∈G) are topologicallyG-graded C∗-algebras
with grading given by a copy of (Bg)g∈G. The latter has a co-universal property because it is the smallest
C∗-algebra whose topological G-grading is determined by a copy of the Fell bundle (Bg)g∈G. We then
say that (Bg)g∈G is amenable if its regular representation induces a ∗-isomorphism C∗ ((Bg)g∈G) ∼=
C∗r ((Bg)g∈G). So, up to canonical isomorphism, there is a unique topologically G-graded C∗-algebra
whose grading is a copy of (Bg)g∈G. This is always so if G is an amenable group.
If g 7→ αg is an action of G by ∗-automorphisms on a C∗-algebra A, one can build a Fell bundle out
of the dynamical system (A,G, α) by letting Bg := (A, g) for each g ∈ G, that is, Bg is a copy of A as
a Banach space. The multiplication on (Bg)g∈G is defined by convolution: (a, g) ∗ (b, h) = (aαg(b), gh),
for a, b in A and g, h in G. The involution operation (A, g)→ (A, g−1) sends (a, g) to (αg−1(a∗), g−1).
The crossed product AoαG coincides with the cross sectional C∗-algebra of (Bg)g∈G, while the reduced
crossed product A oα,r G is the reduced cross sectional C∗-algebra C∗r((Bg)g∈G). With some extra
effort, one can also associate a Fell bundle to a twisted partial action. Hence cross sectional C∗-algebras
of Fell bundles include many C∗-constructions built out of reversible dynamical systems. In particular,
Fell bundles may also be viewed as generalised group actions.
Given a Fell bundle (Bg)g∈G, each Bg is a Hilbert Be-module with right Be-module structure
determined by the multiplication on (Bg)g∈G and inner product 〈ξ | η〉 := ξ∗η ∈ Be, where “∗” is the
involution operation on (Bg)g∈G. In fact, the Hilbert Be-module Bg has more structure. It is also a
Hilbert Be-bimodule with left Be-module action implemented by multiplication on the left by elements
of Be and left inner product 〈〈ξ | η〉〉 := ξη∗. So it corresponds to a partial action of G by Hilbert
bimodules over Be.
Relative Cuntz–Pimsner algebras of single correspondences come with a continuous T-action, for
which the image of A under the universal representation lies in the fixed-point algebra. In [29], OJE ,E
is shown to satisfy a gauge-invariant uniqueness theorem. That is, any representation of E covariant
on JE that is faithful on A and respects the topological Z-grading associated to the T-action is also
faithful on OJE ,E [29, Theorem 6.4]. In general, the canonical Z-grading of a relative Cuntz–Pimsner
algebra is always a semi-saturated Fell bundle, in the sense that BmBn = Bm+n if m,n ≥ 0 [1]. The
cross sectional C∗-algebra of a semi-saturated Fell bundle over Z coincides with the crossed product
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of B0 by the Hilbert bimodule B1, which in turn is a relative Cuntz–Pimsner algebra as considered
by Katsura. In particular, a semi-saturated Fell bundle over Z is generated by B0 and the Hilbert
bimodule B1. So, up to isomorphism, semi-saturated partial actions of Z by Hilbert bimodules over B0
are in bijection with actions of N by Hilbert B0-bimodules.
Thus relative Cuntz–Pimsner algebras are completely determined by the spectral subspaces O0J,E
and O1J,E . In fact, the idea behind Pimsner’s original C∗-construction was to approximate a correspon-
dence E : A ; A by a Hilbert bimodule O1E : O0E ; O0E in the optimal way. From (O0E ,O1E) one can
explicitly build a Fell bundle (OnE )n∈Z by letting
OnE =
{
(O1E)⊗n if n > 0,(
(O1E)∗
)⊗−n if n < 0,
where (O1E)∗ is the Hilbert O0E -bimodule adjoint to O1E . The Cuntz–Pimsner algebra OE is the cross
sectional C∗-algebra of (OnE )n∈Z. Katsura’s relative Cuntz–Pimsner algebra has a similar description.
For a quasi-lattice ordered group (G,P ), the Nica–Toeplitz algebra of a compactly aligned product
system E = (Ep)p∈P carries a full coaction of G, obtained from a canonical Nica covariant representation
of E in NTE ⊗ C∗(G). This provides NTE with a topological G-grading {NT gE }g∈G, for which the
restriction to the positive fibres gives a product system (NT pE )p∈P . Such a product system has a
special feature, which we prove in Chapter 5. First, it is a compactly aligned product system of Hilbert
bimodules over NT eE . Secondly, it can be explicitly extended to a Fell bundle over G or, in other words,
to a partial action of G by Hilbert bimodules over NT eE . The resulting Fell bundle is canonically
isomorphic to (NT gE )g∈G. These assertions follow from a stronger result, which we will describe now.
We follow the terminology of [19] and define notions of orthogonality and semi-saturatedness for
a Fell bundle over G. In one of our main results in Chapter 5, namely Theorem 5.1.8, we provide
sufficient conditions for a compactly aligned product system of Hilbert bimodules over P to extend to a
semi-saturated and orthogonal Fell bundle over G. We say that a product system of Hilbert bimodules
satisfying such conditions is simplifiable. The theorem in question has the following statement:
Theorem. Let (G,P ) be a quasi-lattice ordered group and let E = (Ep)p∈P be a simplifiable product
system of Hilbert bimodules. There is a semi-saturated and orthogonal Fell bundle Eˆ = (Eˆg)g∈G
extending the structure of product system of E, in the sense that
(i) there are isomorphisms jp : Ep ∼= Eˆp of complex vector spaces such that je : A → Eˆe is a
∗-isomorphism and jp(ξ)jq(η) = jpq(µp,q(ξ ⊗ η)) for all p, q ∈ P ;
(ii) jp(ξ)∗jp(η) = je(〈ξ | η〉) for all ξ, η ∈ Ep and p ∈ P , where ∗ : Eˆp → Eˆp−1 is the involution
operation on Eˆ.
Moreover, Eˆ is unique up to canonical isomorphism of Fell bundles.
As a consequence, the universal representation of a simplifiable product system of Hilbert bimodules
in the relative Cuntz–Pimsner algebra for the family of Katsura’s ideals is always injective. This
implies the following corollary:
Corollary. Let E = (Ep)p∈P be a simplifiable product system of Hilbert bimodules over A. For
each p ∈ P , set Ip := 〈〈Ep | Ep〉〉 and I = {Ip}p∈P . Then the canonical ∗-homomorphism from A to
the relative Cuntz–Pimsner algebra OI,E is an isomorphism onto the gauge-fixed point algebra OeI,E .
Moreover, OpI,E ∼= Ep for all p ∈ P .
In addition, we show that a Fell bundle that is semi-saturated and orthogonal comes from a
simplifiable product system of Hilbert bimodules. This gives an equivalence between a class of partial
actions of G by Hilbert bimodules and simplifiable actions of P . So we say that a semi-saturated and
orthogonal Fell bundle over G is extended from P . The cross sectional C∗-algebra of a Fell bundle
extended from P can be described as a relative Cuntz–Pimsner algebra of a simplifiable product
system of Hilbert bimodules. For a Fell bundle over Z, orthogonality is vacuous and hence Fell bundles
extended from N are precisely semi-saturated Fell bundles as described above.
Proposition. Let (Bg)g∈G be a Fell bundle that is semi-saturated and orthogonal with respect to (G,P ).
Then B = (Bp)p∈P is a simplifiable product system of Hilbert bimodules. Its relative Cuntz–Pimsner
algebra OI,B is naturally isomorphic to the cross sectional C∗-algebra of (Bg)g∈G.
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In Section 5.3, we describe the cross sectional C∗-algebra of a Fell bundle extended from F+ as
a relative Cuntz–Pimsner of a single correspondence. This is used to establish amenability for such
Fell bundles. This fact is established in [19] under a separability assumption. Our approach does not
require such a hypothesis. We prove a similar result for Fell bundles extended from Baumslag–Solitar
semigroups BS(c, d)+ with c, d positive integers.
1.5 Bicategories of correspondences
In a bicategory, we have a category C(x, y) of arrows between two objects x and y instead of a set
of arrows. Associativity only holds up to isomorphisms of arrows and an object x has a unit arrow
only up to isomorphism. An arrow f : x → y is an equivalence, or is invertible, if there exists an
arrow g : y → x with isomorphisms g ◦ f ∼= 1x and f ◦ g ∼= 1y.
C∗-algebras are the objects of the correspondence bicategory C introduced by Buss, Meyer and
Zhu in [14]. Arrows are correspondences between C∗-algebras and 2-arrows are isomorphisms of
correspondences. The composition of arrows is the internal tensor product of correspondences.
Equivalences in C correspond to Morita equivalences between C∗-algebras. So a Hilbert bimodule E
over a C∗-algebra A is an equivalence in C from 〈〈E | E〉〉 to 〈E | E〉. Since these are ideals in A, E
may be interpreted as a partial Morita equivalence of A. A saturated Fell bundle over a discrete
group G is then equivalent to a homomorphism from G to C [14, Theorem 3.3]. Saturatedness means
that Bg ·Bh = Bgh for all g, h in G. This supports the idea that Fell bundles are generalised group
actions.
Assuming that E is a proper correspondence, that is, ϕ(A) ⊆ K(E), Albandik and Meyer provided
in [6] a description of OE = OA,E as a colimit of a diagram in the correspondence bicategory. This is
generalised in Chapter 3 (see also [40]) to relative Cuntz–Pimsner algebras of (not necessarily proper)
correspondences by looking at another bicategory of correspondences, obtained from the bicategory
of homomorphisms, or “functors”, from N to C after some modifications. More explicitly, we define
a bicategory CNpr whose objects are triples (A, E , J), where A is a C∗-algebra, E is a correspondence
over A, and J is an ideal in A that acts by compact operators on E . This is precisely the data needed to
define a relative Cuntz–Pimsner algebra. An arrow (F , V ) : (A, E , J)→ (A1, E1, J1) consists of a proper
correspondence F : A; A1 with J ·F ⊆ F·J1 and a correspondence isomorphism V : E⊗AF ∼= F⊗A1E1.
The pair (F , V ) is called a proper covariant correspondence.
The triples (A, E , IE) where E is a Hilbert A bimodule and IE is Katsura’s ideal for E form a full
sub-bicategory of CNpr. which we denote by CNpr,∗. We establish the existence of a universal arrow
υ(A,E,J) : (A, E , J)→ (O0J,E ,O1J,E , IO1J,E )
from (A, E , J) to the inclusion CNpr,∗ ↪→ CNpr in Proposition 3.3.3. Combining this with some general
results from bicategory theory, we show in Corollary 3.3.7 that the pair (O0J,E ,O1J,E) describes part of
a reflector from CNpr onto CNpr,∗. Roughly speaking, a reflector approximates a given object by an object
in the sub-bicategory in the optimal way. It is a left (bi)adjoint to the inclusion of the sub-bicategory.
So O1J,E : O0J,E ; O0J,E is indeed the best approximation of E : A; A by a Hilbert bimodule, satisfying
a certain covariance condition relying on the ideal J .
Given a quasi-lattice ordered group (G,P ), we define a bicategory CP in which objects are
triples (A, E ,J ), where A is a C∗-algebra, E is a compactly aligned product system and J = {Jp}p∈P is
a family of ideals in A with Jp ⊆ ϕ−1p (K(Ep)) for all p ∈ P . We consider a sub-bicategory of CP whose
objects are simplifiable product systems of Hilbert bimodules, which we denote by CP∗ . We enrich
the correspondence between simplifiable product systems of Hilbert bimodules over P and Fell bundles
extended from P to an equivalence between CP∗ and a certain bicategory of Fell bundles extended from P .
This equivalence is defined on objects by using the correspondence described in the previous section.
We apply this equivalence to show that, when one restricts to proper covariant correspondences, the
construction of relative Cuntz–Pimsner algebras as quotients of Nica–Toeplitz algebras gives a reflector
from CPpr onto CPpr,∗. In particular, this construction is functorial. Hence equivalences in CPpr yield
Morita equivalences between the corresponding relative Cuntz–Pimsner algebras.
A semigroup of extendible and injective endomorphisms with hereditary range produces a product
system of Hilbert bimodules over P . We generalise the ideas of [42, Proposition 2.4] and characterise
the invertible covariant correspondences between the associated product systems. This is achieved in
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Proposition 5.4.9.
1.6 Covariance algebras of product systems
The theory of relative Cuntz–Pimsner algebras of product systems does not cover constructions such
as Cuntz–Krieger algebras of finitely aligned higher-rank graphs. The work of Exel in [19] suggests
that his notion of crossed products by semigroups of unital endomorphisms cannot be covered by
relative Cuntz–Pimsner algebras. As mentioned previously, if P is a subsemigroup of a group G
so that (G,P ) is a quasi-lattice ordered group, Sims and Yeend introduced in [55] the so called
Cuntz–Nica–Pimsner algebra NOE associated to a compactly aligned product system E = (Ep)p∈P .
Their main goal was to associate a C∗-algebra to a given compactly aligned product system satisfying
two properties: the representation of E in NOE is injective on A, and a ∗-homomorphism from NOE
to a C∗-algebra B is faithful on the fixed-point algebra for the canonical coaction of G on NOE if and
only if it is faithful on A. These are the conditions (A) and (B) of [55], respectively. Although Sims
and Yeend’s C∗-construction suffices for a large class of product systems, the universal representation
of E in NOE may fail to be injective. In addition, NOE might not fulfil the condition (B) above even
when it satisfies (A). It cannot handle product systems over semigroups that are not positive cones of
quasi-lattice orders.
In Chapter 6, we let P be a subsemigroup of a group G and construct a C∗-algebra from a product
system E over P satisfying the above conditions (A) and (B). To do so, we look at the topological
G-grading {T gE }g∈G of the Toeplitz algebra of E coming from the canonical coaction of G. We analyse a
class of representations of TE coming from quotients of the usual Fock representation of E on
⊕
p∈P Ep.
Constructions of [5, 19,34,48] led us to look for a C∗-algebra whose spectral subspace at g ∈ G is an
inductive limit of quotients of T gE in such a way that the connecting maps are all injective. So we
consider the directed set consisting of finite subsets of G. After modifying the Cuntz–Nica–Pimsner
covariance condition and adapting it to this more general setting, we arrive at what we call strong
covariance. Although it explicitly involves elements of G, this notion of covariance does not depend
on the embedding P ↪→ G. In other words, different groups containing P as a subsemigroup produce
the same quotient of TE . We refer to the universal C∗-algebra for strongly covariant representations
of E as its covariance algebra and denote it by A×E P . We show that the universal representation
of E in A×E P is injective. In addition, A×E P satisfies condition (B): a representation of A×E P is
faithful on the fixed-point algebra for the canonical coaction of G if and only if it is faithful on the
coefficient algebra A. More precisely, the next is our main theorem in Chapter 6.
Theorem. Let P be a unital semigroup and let E = (Ep)p∈P be a product system over P of
A-correspondences. Suppose that P is embeddable into a group. There is a C∗-algebra A ×E P
associated to E with a representation jE : E → A×E P such that the pair (A×E P, jE) has the following
properties:
(C1) A ×E P is generated by jE(E) as a C∗-algebra and jE is strongly covariant in the sense of
Definition 6.1.2, where the group G in question may be taken to be any group containing P as a
subsemigroup.
(C2) if ψ = {ψp}p∈P is a strongly covariant representation of E in a C∗-algebra B with respect to a
group containing P , then there is a unique ∗-homomorphism ψ̂ : A×E P → B such that ψ̂◦jp = ψp
for all p ∈ P ;
(C3) je is faithful and if G is a group with P ⊆ G as a subsemigroup, there is a canonical full
coaction of G on A×E P so that a ∗-homomorphism A×E P → B is faithful on the fixed-point
algebra (A×E P )δ if and only if it is faithful on je(A).
Up to canonical isomorphism, (A×E P, jE) is the unique pair with the properties (C1)–(C3).
The notion of Cuntz–Pimsner covariance introduced here is technical and in general difficult to
verify. However, this construction includes Fowler’s (relative) Cuntz–Pimsner algebra if E is a proper
and faithful product system over a cancellative Ore monoid. It also includes relative Cuntz–Pimsner
algebras of simplifiable product systems of Hilbert bimodules for the family of Katsura’s ideals if (G,P )
is a quasi-lattice ordered group. For a compactly aligned product system E , we find an equivalent
notion of covariant representations that is considerably simpler to verify. We show that A ×E P
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coincides with NOE if this latter C∗-algebra also satisfies conditions (A) and (B). This happens when E
is faithful or the representation of E in NOE is injective and P is directed [15, Proposition 3.7].
Again only assuming that P is embeddable into a group, we construct a product system E as
in [5, Section 5] so that A×E P recovers the semigroup C∗-algebra of Xin Li whenever the family of
constructible right ideals of P is independent (see [39, Definition 2.26]). In general, the covariance
algebra of such a product system corresponds to the semigroup C∗-algebra C∗(∪)s (P ) in the notation
of [39]. In the last subsection, we assume that P is a reversible cancellative semigroup and describe a
class of Exel’s crossed products by interaction groups as covariance algebras. Thus our approach may
inspire further C∗-constructions for irreversible dynamical systems.
9
Chapter 2
Fell bundles and coactions
This chapter introduces our main tools to study C∗-algebras associated to product systems. We begin
with the definition of Fell bundles over discrete groups and the constructions of their full and reduced
cross sectional C∗-algebras. In Section 2.2, we focus on C∗-algebras equipped with a topological grading.
This class of C∗-algebras contains those algebras associated to Fell bundles. They arise naturally from
coactions of discrete groups. We will see that the reduced C∗-algebra of a Fell bundle has a certain
co-universal property among topologically graded C∗-algebras (see Theorem 2.2.9).
Our main references for this chapter are [18], [23] and [50]. We refer to [43] for the basic theory of
C∗-algebras, while some basic constructions concerning Hilbert modules can be found in Appendix A.
2.1 Fell bundles
2.1.1 Cross sectional C∗-algebra
Definition 2.1.1. A Fell bundle over a discrete groupG consists of a collection of Banach spaces (Bg)g∈G
endowed with multiplication maps · : Bg ×Bh → Bgh and, for each g ∈ G, an involution ∗ : Bg → Bg−1
satisfying for all bg ∈ Bg, bh ∈ Bh, br ∈ Br and g, h, r in G
(i) the multiplication maps are bilinear and associative, that is, (bgbh)br = bg(bhbr);
(ii) ∗ : Bg → Bg−1 is conjugate-linear and isometric;
(iii) b∗∗g = bg;
(iv) (bgbh)∗ = b∗hb∗g;
(v) ‖bgbh‖ ≤ ‖bg‖‖bh‖;
(vi) ‖b∗gbg‖ = ‖bg‖2;
(vii) for each bg ∈ Bg, there exists a ∈ Be with b∗gbg = a∗a.
We say that Bg is the fibre of (Bg)g∈G at g. Observe that axioms (i)–(vi) imply that Be is a
C∗-algebra. We will often refer to Be as the unit fibre of (Bg)g∈G. In order to fix notation, by BgBh
we mean the closed linear span of
{bgbh|bg ∈ Bg, bh ∈ Bh}.
In particular, BgBg−1 is a closed two-sided ideal in Be for all g ∈ G.
Example 2.1.2. Let G be a discrete group. We may associate a Fell bundle (Bg)g∈G to G in a canonical
way: we set Bg := C × {g} with the structure of Banach space inherited from C. We write λug for
(λ, g) so that Bg = Cug. The multiplication and involution operations on C provide (Cug)g∈G with a
structure of Fell bundle.
Example 2.1.3. Let A = M3(C). Let B−1, B0 and B1 be the subspaces 0 0 0∗ 0 0
∗ 0 0
 ,
 ∗ 0 00 ∗ ∗
0 ∗ ∗
 and
 0 ∗ ∗0 0 0
0 0 0

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of A, respectively. For n ∈ Z \ {−1, 0, 1} put Bn = {0}. Then (Bn)n∈Z equipped with the usual
multiplication and involution operations defined on matrices is a Fell bundle over Z.
Lemma 2.1.4. Let (Bg)g∈G be a Fell bundle. If (uλ)λ∈Λ is an approximate identity for Be, then for
all g ∈ G and bg ∈ Bg
lim
λ
bguλ = lim
λ
uλbg = bg.
In order to construct a C∗-algebra out of a Fell bundle (Bg)g∈G, consider the complex vector space
Cc
(
(Bg)g∈G
)
=
ξ : G→ ⋃
g∈G
Bg
∣∣∣∣∣∣ ξ(g) ∈ Bg ∀g ∈ G and supp(ξ) is finite
 .
In other words, Cc
(
(Bg)g∈G
)
is the direct sum
⊕
g∈GBg.
We make Cc
(
(Bg)g∈G
)
into a ∗-algebra as follows. We let the multiplication
∗ : Cc
(
(Bg)g∈G
)
)× Cc
(
(Bg)g∈G
)→ Cc((Bg)g∈G)
be given by (ξ, η) 7→ ξ ∗ η, where
(ξ ∗ η)(h) =
∑
g∈G
ξ(g)η(g−1h)
for all h ∈ G. The involution is defined by
∗ : ξ ∈ Cc
(
(Bg)g∈G
) 7→ ξ∗ ∈ Cc((Bg)g∈G),
where ξ∗(g) = ξ(g−1)∗ for all g ∈ G. These operations provide Cc
(
(Bg)g∈G
)
with a structure
of ∗-algebra.
For each g ∈ G, we may view Bg as a subspace of Cc
(
(Bg)g∈G
)
through the identification
jg : Bg → Cc
(
(Bg)g∈G
)
,
jg(bg)(h) =
{
bg if h = g,
0 otherwise.
We will use this identification in the sequel.
Proposition 2.1.5. Let pi : Cc
(
(Bg)g∈G
)→ B be a representation of Cc((Bg)g∈G) in a C∗-algebra B
and let ξ ∈ Cc
(
(Bg)g∈G
)
. Then ‖pi(ξ)‖ ≤ ‖ξ‖1, where ‖ξ‖1 =
∑
g∈G ‖ξ(g)‖.
Proof. The composite pi ◦ je yields a ∗-homomorphism Be → B. Hence it is contractive, that is,
‖pi(je(a))‖ ≤ ‖a‖ for all a ∈ A. Given c ∈ Bg, we have
‖pi(jg(c))‖2 = ‖pi(jg(c))∗pi(jg(c))‖ = ‖pi(jg(c)∗jg(c))‖ ≤ ‖pi(je(c∗c))‖ = ‖c∗c‖ = ‖c‖2.
In general,
‖pi(ξ)‖ = ∥∥∑
g∈G
pi(jg(ξ(g)))
∥∥ ≤∑
g∈G
‖ξ(g)‖ = ‖ξ‖1.
Definition 2.1.6. Let (Bg)g∈G be a Fell bundle and B a C∗-algebra. A representation of (Bg)g∈G
in B is a collection of linear maps pi = {pig}g∈G, where pig : Bg → B, such that for all bg ∈ Bg, bh ∈ Bh
and g, h ∈ G:
(i) pig(bg)pih(bh) = pigh(bgbh),
(ii) pig(bg)∗ = pig−1(b∗g).
Proposition 2.1.5 implies ρ(ξ) ≤ ‖ξ‖1 whenever ρ is a C∗-seminorm on Cc
(
(Bg)g∈G
)
. So we let ρ
range in the collection of all C∗-seminorms on Cc
(
(Bg)g∈G
)
and obtain a well defined C∗-seminorm by
setting
ρ∞(ξ) := sup
ρ
ρ(ξ).
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Definition 2.1.7. The cross sectional C∗-algebra of (Bg)g∈G, denoted by C∗((Bg)g∈G), is the com-
pletion of (Cc
(
(Bg)g∈G
)
, ρ∞).
Let j = {jg}g∈G, where jg : Bg → Cc
(
(Bg)g∈G
)
is the canonical inclusion. This gives rise to a
representation of (Bg)g∈G in C∗((Bg)g∈G) obtained from the composition of j with the canonical
representation of Cc
(
(Bg)g∈G
)
in C∗((Bg)g∈G). We still denote this representation by j = {jg}g∈G.
We will later see that jg is injective for all g ∈ G. For now we prove its universal property:
Proposition 2.1.8. Let pi = {pig}g∈G be a representation of (Bg)g∈G in a C∗-algebra B. There is a
unique ∗-homomorphism pi : C∗((Bg)g∈G)→ B such that pi ◦ jg(bg) = pig(bg) for all g ∈ G and bg ∈ Bg.
Proof. A representation of (Bg)g∈G produces a representation of Cc
(
(Bg)g∈G
)
by
ξ 7→
∑
g∈G
pig(ξ(g)).
Such a representation extends uniquely to a ∗-homomorphism pi : C∗((Bg)g∈G) → B by universal
property. This satisfies pi ◦ jg = pig as asserted.
Example 2.1.9. If G is a discrete group, the cross sectional C∗-algebra of the trivial bundle (Cug)g∈G
is the group C∗-algebra C∗(G). More generally, given an action G→ Aut(A) on a C∗-algebra A, one
may build a Fell bundle out of α by setting Bg := Aug. That is, Bg is a copy of A as a Banach space.
The multiplication is defined by
(aug) · (buh) := aαg(b)ugh,
and the involution Aug → Aug−1 by
(aug)∗ := αg−1(a∗)ug−1 .
These operations turn (Aug)g∈G into a Fell bundle over G. Its cross sectional C∗-algebra is canonically
isomorphic to the crossed product Aoα G.
2.1.2 The regular representation
In this subsection, our main objective is to construct an injective representation of a given Fell bundle.
We will use this representation to define its reduced cross sectional C∗-algebra.
For each g ∈ G, view the Banach space Bg as a right Hilbert Be-module with right action and
inner product inherited from (Bg)g∈G. Explicitly, for a ∈ Be and b, c ∈ Bg, the right action is defined
by b · a := ba ∈ Bg and the inner product is given by 〈b | c〉 := b∗c. Consider the right Hilbert
Be-module `2((Bg)g∈G) built out of the direct sum of the Bg’s. That is,
`2((Bg)g∈G) =
⊕
g∈G
Bg.
This is a correspondence over Be with left action implemented by the diagonal operator associated
to a ∈ Be. In fact, we will construct a representation of (Bg)g∈G in the C∗-algebra of adjointable
operators on `2((Bg)g∈G). For each g ∈ G and bg ∈ Bg, let λg(bg) be defined on a finite sum ξ =
∑
ξh
by
λg(bg)(ξ)h := bgξg−1h.
This satisfies
〈λg(bg)ξ |λg(bg)ξ〉 ≤ ‖bg‖2〈ξ | ξ〉
because
〈ξh | a∗aξh〉 ≤ ‖a‖2〈ξh | ξh〉
for all a ∈ Be, ξh ∈ Bh and h ∈ G. Hence λg(bg) gives a well defined continuous operator on `2((Bg)g∈G).
In addition, λg(bg) is adjointable with λg(bg)∗ = λg−1(b∗g), and λgh(bgbh) = λg(bg)λh(bh) for all bg ∈ Bg,
bh ∈ Bh and for all g, h ∈ G.
Definition 2.1.10. The representation λ = {λg} of (Bg)g∈G in B(`2((Bg)g∈G)) constructed above is
called the regular representation of (Bg)g∈G.
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Corollary 2.1.11. The representation of (Bg)g∈G in its cross sectional C∗-algebra C∗((Bg)g∈G) is
injective.
Proof. It suffices to show that the regular representation of (Bg)g∈G is injective. Given bg ∈ Bg,
bga 6= 0 for some a ∈ Be. Thus λg(bg)(je(a))g = bga 6= 0, where je(a) is the function in Cc((Bg)g∈G)
associated to a.
Definition 2.1.12. The reduced cross sectional C∗-algebra of (Bg)g∈G, denoted by C∗r((Bg)g∈G), is
the C∗-subalgebra of B(`2((Bg)g∈G)) generated by the image of the regular representation of (Bg)g∈G.
By the universal property of C∗((Bg)g∈G), there is a unique ∗-homomorphism
Λ: C∗((Bg)g∈G)→ C∗r((Bg)g∈G)
such that Λ ◦ jg = λg for all g ∈ G. We say that (Bg)g∈G is amenable if Λ is an isomorphism.
If G is a discrete group, amenability of the trivial bundle (Cug)g∈G says that the full and reduced
group C∗-algebras of G are canonically isomorphic. Such an isomorphism is equivalent to the standard
definition of amenability for groups in terms of invariant means (see [10]). By [23, Theorem 20.7], a
Fell bundle over an amenable group is always amenable. This includes, in particular, Fell bundles over
discrete abelian groups. This fact will be implicitly used in the subsequent chapters.
2.2 Topologically graded C∗-algebras
In this section, we define topologically graded C∗-algebras. A topological grading arises naturally from
group coactions. There is a canonical Fell bundle associated to a grading of a C∗-algebra, and the
full and reduced cross sectional C∗-algebras associated to a Fell bundle are examples of topologically
graded C∗-algebras.
2.2.1 Conditional expectation
Definition 2.2.1. Let B be a C∗-algebra and A a C∗-subalgebra of B. A positive linear map E : B → A
is a conditional expectation if E is contractive and idempotent, E(a) = a for all a ∈ A and E is
an A-bimodule map, that is, E(a1ba2) = a1E(b)a2 for all b ∈ B, a1, a2 ∈ A. It is called faithful
if E(b∗b) = 0 implies b = 0.
Lemma 2.2.2. Let (Bg)g∈G be a Fell bundle. For each g ∈ G, there is a contractive linear map
Eg : C∗r((Bg)g∈G)→ λg(Bg) such that
Eg(λh(bh)) =
{
bh if h = g,
0 otherwise.
Moreover, Ee is a faithful conditional expectation onto λe(Be).
We let E : C∗((Bg)g∈G)→ Be be the conditional expectation given by the composition
C∗((Bg)g∈G)
Λ−→ C∗r((Bg)g∈G) Ee−−→ λe(Be),
followed by the identification λe : Be ∼= λe(Be). Notice that we have also identified Be with its image
in C∗((Bg)g∈G) under je.
Corollary 2.2.3. A Fell bundle is amenable if and only if the conditional expectation
E : C∗((Bg)g∈G)→ Be
is faithful.
Definition 2.2.4. Let B be a C∗-algebra and G a discrete group. Let {Bg}g∈G be a collection of
closed subspaces of B. We say that {Bg}g∈G is a grading for B if, for all g, h ∈ G, one has
(i) B∗g = Bg−1 ,
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(ii) BgBh ⊆ Bgh,
(iii) {Bg}g∈G is linearly independent and
⊕
g∈GBg is a dense subspace of B.
A graded C∗-algebra is a C∗-algebra with a fixed grading.
Remark 2.2.5. Given a G-graded C∗-algebra B, then (Bg)g∈G is a Fell bundle with the operations
inherited from B.
Definition 2.2.6. A grading {Bg}g∈G for a C∗-algebra B is a topological grading if there exists a
conditional expectation E : B → Be vanishing on Bg for all g 6= e.
Example 2.2.7. Let (Bg)g∈G be a Fell bundle. By Lemma 2.2.2, its full and reduced cross sectional
C∗-algebras are topologically graded by the images of (Bg)g∈G under j = {jg}g∈G and λ = {λg}g∈G,
respectively.
Example 2.2.8. Let B be a C∗-algebra equipped with a continuous action α : T → Aut(B), where
continuity here means that the map z 7→ αz(b) is continuous for all b ∈ B. For each n ∈ Z, set
Bn = {b ∈ B |αz(b) = znb, ∀z ∈ T} .
Then {Bn}n∈Z is a topological grading for B. More generally, if Γ is a compact abelian group and
α : Γ→ Aut(B) is a continuous action, then B is a topologically Γ̂-graded C∗-algebra, where Γ̂ is the
dual group of Γ.1 The spectral subspace at g ∈ Γ̂ is
Bg = {b ∈ B |αγ(b) = g(γ)b, ∀γ ∈ Γ}
and the continuous projection onto Bg is given by
Eg(b) =
∫
Γ
g(η)αη(b) dµ
for b ∈ B and g ∈ Γ̂. See [20] for further details.
Theorem 2.2.9 ([23, Theorem 19.1]). Let {Bg}g∈G be a topological grading for a C∗-algebra B.
Let (Bg)g∈G be the associated Fell bundle. There is a unique surjective ∗-homomorphism ψ : B →
C∗r((Bg)g∈G) such that ψ(bg) = λg(bg) for all g ∈ G.
The previous theorem tells us that the reduced cross sectional C∗-algebra C∗r((Bg)g∈G) has a
co-universal property: it is the smallest topologically graded C∗-algebra whose associated Fell bundle
coincides with (Bg)g∈G.
2.2.2 Discrete coactions
Let G be a discrete group. Let δG be the ∗-homomorphism C∗(G) → C∗(G) ⊗ C∗(G) defined by
δG(ug) = ug⊗ug, where ug denotes the image of g ∈ G under the canonical group homomorphism G→
U(C∗(G)). A (full) coaction of G on a C∗-algebra A is a nondegenerate and injective ∗-homomorphism
δ : A→ A⊗ C∗(G) such that
(δ ⊗ idC∗(G))δ = (idA ⊗ δG)δ.
The triple (A,G, δ) is referred to as a coaction. See, for instance, [18, Definition A.21] and also [50].
Replacing C∗(G) by C∗r(G) and adapting the coaction identity accordingly, we obtain what is called
a reduced coaction [49]. Here we will only use full coactions. So we will omit the term “full”. The
following is a key tool for the development of our main results.
Proposition 2.2.10. Let (A,G, δ) be a coaction. Then A carries a topological G-grading. The
corresponding spectral subspace at g ∈ G is
Ag = {a ∈ A | δ(a) = a⊗ ug}.
1Recall that the dual group of a locally compact abelian group Γ, denoted by Γ̂, is the group of continuous
homomorphisms from Γ into the unit circle T. The dual group of Γ is discrete if and only if Γ is compact (see [25]).
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Proof. Clearly AgAh ⊆ Agh and A∗g = Ag−1 because δ is a ∗-homomorphism. If a =
∑n
i=1 agi = 0,
then
δ(a) =
n∑
i=1
agi ⊗ ugi = 0
implies Egi(δ(a)) = agi ⊗ ugi = 0, where Egi = idA ⊗ χgi and χgi denotes the contractive projection
of C∗(G) onto Cugi . So agi = 0 for all i ∈ {1, . . . , n}.
Given a ∈ A, it follows from the coaction identity that
(δ ⊗ idG)Eg(δ(a)) = Eg(δ(a))⊗ ug.
This shows that Eg(δ(a)) = ag ⊗ug for some ag in Ag. We claim that
⊕
g∈GAg is dense in A. Since G
is discrete, δ automatically satisfies δ(A)(1⊗ C∗(G)) = A⊗ C∗(G) (see [8]). So we may approximate
a⊗ 1 ≈∑n
i=1 δ(ai)(1⊗ugi). In addition, idA = (idA⊗ 1G) ◦ δ by [18, Lemma A.24], where 1G : G→ C
is the homomorphism g 7→ 1. Then
a = (idA ⊗ 1G)(a⊗ 1) = (idA ⊗ 1G)Ee
(
a⊗ 1)
≈ (idA ⊗ 1G)
( n∑
i=1
Ee
(
δ(ai)(1⊗ ugi)
))
= (idA ⊗ 1G)
( n∑
i=1
Eg−1
i
(δ(ai))
)
∈
⊕
g∈G
Ag.
Now we see that (idA⊗1G)◦Eg ◦δ gives a continuous projection onto Ag that vanishes on Ah for h 6= g.
Hence {Ag}g∈G is a topological grading for A.
If (A,G, δ) is a coaction, we refer to the corresponding spectral subspace at e as the fixed-point
algebra for δ.
Definition 2.2.11 ([18, Definition A.45]). Let (A,G, δ) and (B,G, γ) be coactions. We say that a
∗-homomorphism ψ : A→ B is δ-γ equivariant if (ψ ⊗ idG) ◦ δ = γ ◦ ψ.
Proposition 2.2.12. Let (A,G, δ) be a coaction. Let I / A be an ideal satisfying I =
⊕
g∈GI ∩ Ag.
Then there is a coaction δA/I : A/I → A/I ⊗ C∗(G) such that
(q ⊗ idG) ◦ δ = δA/I ◦ q.
In particular, q is a δ-δA/I equivariant ∗-homomorphism.
Proof. Given q(a) ∈ A/I, set δA/I(q(a)) := (q ⊗ idG)(δ(a)). This vanishes on I because it vanishes
on I ∩ Ag for all g ∈ G and I is generated by its intersection with the spectral subspaces. It is
also injective because (idA ⊗ 1G) ◦ δ = idA gives q(a) ∈ ker δA/I if and only if a belongs to I. This
satisfies the coaction identity because δ does so. That δA/I is a nondegenerate ∗-homomorphism is
then clear.
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Chapter 3
A bicategorical interpretation for
relative Cuntz–Pimsner algebras
In this chapter, we generalise a bicategorical interpretation for Cuntz–Pimsner algebras associated
to proper correspondences provided by Albandik and Meyer in [6]. Our approach does not require
properness and, in addition, applies to all relative Cuntz–Pimsner algebras of single correspondences.
This also extends ideas of Schweizer in [54]. We prove that the construction of relative Cuntz–Pimsner
algebras yields a reflector from a certain bicategory of correspondences into a sub-bicategory of Hilbert
bimodules. Roughly speaking, this shows that the passage from a correspondence E : A; A to the
Hilbert bimodule associated to a relative Cuntz–Pimsner algebra of E gives the best approximation
of E by a Hilbert bimodule, satisfying a certain property concerning the underlying ideal.
This chapter is essentially [40]. Here we have included Examples 3.1.20, 3.1.21 and 3.3.9 and also a
few basic results on correspondences in Subsection 3.1.1. We will often invoke results from this chapter
concerning correspondences and relative Cuntz–Pimsner algebras.
3.1 Preliminaries
In this section, we recall basic results on correspondences, Cuntz–Pimsner algebras, and their gauge
action and Fell bundle structure. We correct and generalise an idea by Schweizer on the functoriality
of Cuntz–Pimsner algebras for covariant correspondences.
3.1.1 Correspondences
Let B be a C∗-algebra and let F1, F2 be Hilbert B-modules. Let B(F1,F2) be the space of adjointable
operators from F1 to F2. Let |ξ〉〈η| ∈ B(F1,F2) for ξ ∈ F2 and η ∈ F1 be the generalised rank-1
operator defined by |ξ〉〈η|(ζ) := ξ〈η | ζ〉B . Let K(F1,F2) be the closed linear span of |ξ〉〈η| for ξ ∈ F1
and η ∈ F2. Elements of K(F1,F2) are called compact operators. We abbreviate B(F) := B(F ,F) and
K(F) := K(F ,F) if F = F1 = F2. In this case, K(F) is a closed two-sided ideal of B(F).
Lemma 3.1.1. Let E1 ⊆ F1 and E2 ⊆ F2 be Hilbert B-submodules. There is a unique map K(E1, E2)→
K(F1,F2) that maps |ξ〉〈η| ∈ K(E1, E2) to |ξ〉〈η| ∈ K(F1,F2) for all ξ ∈ E2, η ∈ E1. This map is
injective.
Definition 3.1.2. Let A and B be C∗-algebras. A correspondence from A to B is a Hilbert B-module F
with a nondegenerate left action of A through a ∗-homomorphism ϕ : A→ B(F). A correspondence
is proper if ϕ(A) ⊆ K(F). It is faithful if ϕ is injective. We write F : A ; B to say that F is a
correspondence from A to B.
Definition 3.1.3. A Hilbert A,B-bimodule is a (right) Hilbert B-module F with a left Hilbert
A-module structure 〈〈· | ·〉〉A such that 〈〈ξ | η〉〉Aζ = ξ〈η | ζ〉B for all ξ, η, ζ ∈ F .
If F is a Hilbert A,B-bimodule, then A acts by adjointable operators on F and B acts by adjointable
operators for the left Hilbert A-module structure, that is, 〈〈ξb | η〉〉A = 〈〈ξ | ηb∗〉〉A for all ξ, η ∈ F and
all b ∈ B. In particular, E is an A,B-bimodule. The next lemma characterises which correspondences
may be enriched to Hilbert bimodules:
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Lemma 3.1.4 (see [18, Example 1.6]). A correspondence F : A; B carries a Hilbert A,B-bimodule
structure if and only if there is an ideal I / A such that the left action on F restricts to a ∗-isomorphism
I ∼= K(F). In this case, the ideal I and the left inner product are unique, and I = 〈〈F |F〉〉A.
Definition 3.1.5. Let F1,F2 : A ; B be C∗-correspondences. We say that an A,B-bimodule
map w : F1 ⇒ F2 is an isometry if 〈w(ξ) |w(η)〉 = 〈ξ | η〉 for all ξ, η ∈ F1. We say that w is
a correspondence isomorphism if it is unitary. We write “⇒” because these isomorphisms are the
2-arrows in bicategories that we are going to construct.
Proposition 3.1.6. Let F be a Hilbert A,B-bimodule. There are canonical correspondence iso-
morphisms F ⊗B F∗ ∼= 〈〈F |F〉〉 and F∗ ⊗A F ∼= 〈F |F〉. These are defined on elementary tensors
by
ξ ⊗ η∗ 7→ 〈〈ξ | η〉〉, ξ∗ ⊗ η 7→ 〈ξ | η〉.
Let F be a Hilbert B-module and let ϕ : A→ B(F) be a ∗-homomorphism. For ξ ∈ E , we define
an operator
Tξ : F → E ⊗ϕ F , η 7→ ξ ⊗ η.
It is adjointable with T ∗ξ (ζ ⊗ η) = ϕ(〈ξ | ζ〉)η on elementary tensors, see [48]. Hence
T ∗ζ Tξ = ϕ(〈ζ | ξ〉), TξT ∗ζ = |ξ〉〈ζ| ⊗ 1,
where |ξ〉〈ζ| ⊗ 1 is the image of |ξ〉〈ζ| under the canonical map B(E)→ B(E ⊗ϕ F), T 7→ T ⊗ 1. Hence
the operator Tξ for ξ ∈ E is compact if and only if ϕ(〈ξ | ξ〉) = T ∗ξ Tξ is compact.
Lemma 3.1.7 ([48, Corollary 3.7]). Let J := ϕ−1(K(F)) / A and let T ∈ K(E). The operator T ⊗ 1
on E ⊗A F is compact if and only if T ∈ K(E · J) (see Lemma 3.1.1 for the inclusion K(E · J) ⊆ K(E)).
In particular, if ϕ(A) ⊆ K(F), then T ⊗ 1 ∈ K(E ⊗ϕ F) for all T ∈ K(E). So an internal tensor
product of proper correspondences is again proper.
We will often use the following result.
Lemma 3.1.8 ([48, Lemma 3.5]). Let E be a Hilbert A-module and I / A a closed two-sided ideal.
Then
(i) The set {ξ ∈ E| 〈ξ | ξ〉 ∈ I} is precisely the set E · I of elements of the form ζ · c for some c ∈ I.
(ii) EI is a submodule of E isomorphic to E ⊗A I.
(iii) the map K(E)→M(K(EI)) ∼= B(EI) coming from the inclusion K(EI) ↪→ K(E) coincides with
the map T 7→ T ⊗ 1 from K(E) to K(E ⊗A I). Here K(EI) is viewed as the closure in K(E) of
span {|ξ〉〈η| ∈ K(E)| ξ, η ∈ EI} .
The next lemma states that the invertible arrows in the correspondence bicategory of Example B.1.4
are precisely the Morita equivalences.
Lemma 3.1.9 ([18, Lemma 2.4]). Let E : A ; B be a correspondence. Suppose that there exists a
correspondence F : B ; A with correspondence isomorphisms
E ⊗B F ∼= A, F ⊗A E ∼= B.
Then E is an imprimitivity A,B-bimodule and F ∼= E∗.
3.1.2 C∗-algebras of correspondences
Let E : A; A be a correspondence over A. Let ϕ : A→ B(E) be the left action. Let E⊗n be the n-fold
tensor product of E over A. By convention, E⊗0 := A. Let E+ := ⊕∞n=0 E⊗n be the Fock space of E ,
see [48]. Define
tnξ : E⊗n → E⊗n+1, η 7→ ξ ⊗ η,
for n ≥ 0 and ξ ∈ E ; this is the operator Tξ above for F = E⊗n. The operators tnξ combine to an
operator tξ ∈ B(E+), that is, tξ|E⊗n = tnξ . Let ϕ+ : A→ B(E+) be the obvious representation by block
diagonal operators and let t+ : E → B(E+) be the linear map ξ 7→ tξ.
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Definition 3.1.10. The Toeplitz C∗-algebra TE of E is the C∗-subalgebra of B(E+) generated by
ϕ+(A) + t+(E).
Let J be an ideal of A with ϕ(J) ⊆ K(E). Let P0 be the projection in B(E+) that is the identity
on A ⊆ E+ and that vanishes on E⊗n for n ≥ 1. Then J0 := ϕ+(J)P0 is contained in TE . The ideal
in TE generated by J0 is equal to K(E+J) ⊆ K(E+).
Definition 3.1.11 ([41, Definition 2.18]). The relative Cuntz–Pimsner algebra OJ,E of E with respect
to J is TE/K(E+J).
The following three cases are particularly important. First, if J = {0}, then OJ,E is the Toeplitz
C∗-algebra TE . Secondly, if J = ϕ−1(K(E)) and ϕ is injective, then OJ,E is the algebra O˜E defined by
Pimsner [48]. Third, if J is Katsura’s ideal
IE := ϕ−1E (K(E)) ∩ (kerϕE)⊥, (3.1.12)
then OIE ,E is Katsura’s Cuntz–Pimsner algebra as defined in [29].
Proposition 3.1.13. Katsura’s ideal IE in (3.1.12) is the largest ideal J in A with ϕ(J) ⊆ K(E) for
which the canonical map A→ OJ,E is injective.
Proof. That piIE is injective is [29, Proposition 4.9]. The ideal IE is maximal with this property because
any ideal J / A with ϕ(J) ⊆ K(E) and J 6⊆ (kerϕ)⊥ must contain a ∈ J with ϕ(a) = 0. Then
ϕ+(a) ∈ ϕ+(J) · P0 becomes 0 in OJ,E .
Definition 3.1.14. Let E : A; A be a correspondence and B a C∗-algebra. A representation of E
in B is a pair (pi, t), where pi : A→ B is a ∗-homomorphism, t : E → B is a linear map, and
(1) pi(a)t(ξ) = t(ϕ(a)ξ) for all a ∈ A and ξ ∈ E ;
(2) t(ξ)∗t(η) = ϕ(〈ξ | η〉A) for all ξ, η ∈ E .
These conditions imply t(ξ)pi(a) = t(ξa) for all ξ ∈ E and a ∈ A.
In particular, (ϕ+, t+) is a representation of E in the Toeplitz C∗-algebra TE . This representation
is universal in the following sense:
Proposition 3.1.15. Any representation (pi, t) of E in a C∗-algebra B is of the form (p˜i ◦ ϕ+, p˜i ◦ t+)
for a unique ∗-homomorphism p˜i : TE → B. Conversely, (p˜i ◦ ϕ+, p˜i ◦ t+) is a representation of E for
any ∗-homomorphism p˜i : TE → B.
Lemma 3.1.16. For any representation (pi, t) of E, there is a unique ∗-homomorphism pi1 : K(E)→ B
with pi1(|ξ〉〈η|) = tξt∗η for all ξ, η ∈ E.
Proposition 3.1.17 ([41, Theorem 2.19]). The representation p˜i of TE associated to a representation
(pi, t) of E factors through the quotient OJ,E of TE if and only if
pi(a) = pi1(ϕ(a)) for all a ∈ J. (3.1.18)
In this case, we call the representation covariant on J .
Let (piJ , tJ) be the canonical representation of E in OJ,E . Proposition 3.1.17 says that (piJ , tJ) is
the universal representation of E that is covariant on J .
Proposition 3.1.19. A representation (pi, t) in B is covariant on J if and only if pi(J) ⊆ t(E) ·B.
Proof. Let a ∈ J . Then pi1(ϕ(a)) is contained in the closed linear span of t(E)t(E)∗ and hence in
t(E) ·B. So pi(a) ∈ t(E) ·B is necessary for pi(a) = pi1(ϕ(a)). Conversely, assume pi(a) ∈ t(E) ·B for
all a ∈ J . We have pi(a) · t(ξ) = t(ϕ(a)ξ) = pi1(ϕ(a))t(ξ) for all ξ ∈ E (see [29, Lemma 2.4]). Hence
(pi(a)− pi1(ϕ(a))) · t(E) ·B = 0. Since pi(a∗), pi1(ϕ(a∗)) ∈ t(E) ·B, we get (pi(a)− pi1(ϕ(a))) · (pi(a)−
pi1(ϕ(a)))∗ = 0. This is equivalent to pi(a) = pi1(ϕ(a)).
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Example 3.1.20. View Cn as a correspondence over C in the obvious way. This is a faithful and proper
correspondence. So let J = C and for each i ∈ {1, . . . , n}, let si be the image in OC,Cn of the canonical
unit vector ei of Cn under the universal representation. Then si is an isometry. In addition, the
covariance condition is equivalent to
n∑
i=1
sis
∗
i = 1.
Thus OC,Cn is isomorphic to the Cuntz algebra On.
Example 3.1.21 (Crossed products by transfer operators). Let A be a unital C∗-algebra and let α be
an endomorphism of A. A continuous linear map L : A→ A is a transfer operator for (A,α) if it is
positive and L(α(a)b) = aL(b) for all a, b ∈ A. Since A is spanned by its positive elements and L is
positive, it follows that L(a)∗ = L(a∗) for all a ∈ A. In particular, the identity L(aα(b)) = L(a)b also
holds.
We may associate a correspondence Aα,L : A ; A to (A,α, L) as follows. We set A0α,L = Aα(1)
as a complex vector space. We define a structure of A-module on Aα,L by aα(1) · b := aα(b) and an
A-valued inner product by 〈aα(1) | bα(1)〉 := L(a∗b), for a, b ∈ A. This satisfies 〈aα(1) | bα(1) · c〉 =
〈aα(1) | bα(1)〉c because L is a transfer operator for (A,α). Since L is positive, the Cauchy–Schwarz
inequality also holds in this context, and it follows that
N := {aα(1) ∈ A|L(a∗a) = 0}
is a subspace of A0α,L (see Lemma A.1.3). Hence the quotient space A0α,L/N is a pre-Hilbert A-module.
We denote by Aα,L its completion with respect to the norm coming from the A-valued inner product.
Thus Aα,L is a Hilbert A-module.
Now using again that L is positive, we deduce that
L(b∗a∗ab) ≤ ‖a‖2L(b∗b)
for all a, b ∈ A. Hence left multiplication by elements of A produces a nondegenerate ∗-homomorphism
ϕ : A→ B(Aα,L). This turns Aα,L into a correspondence over A.
Let (pi, t) be a nondegenerate representation of Aα,L in a unital C∗-algebra B. Set V := t(α(1)).
Then, for all a ∈ A, V pi(a) = pi(α(a))V . In addition,
V ∗pi(a)V = t(α(1))∗pi(a)t(α(1)) = t(α(1))∗t(aα(1)) = L(a).
Conversely, suppose that pi : A→ B is a unital ∗-homomorphism and V is an element of B, so that the
relations
V pi(a) = pi(α(a))V, V ∗pi(a)V = L(a) (3.1.22)
hold for all a ∈ A. Set t′(bα(1)) := pi(b)V for all b ∈ A. It follows that t′ vanishes on N and is
continuous with respect to the norm on A0α,L/N because, for all b ∈ B,
‖bV ‖2 = ‖V ∗b∗bV ‖ = ‖L(b∗b)‖.
Hence it descends to a linear map t : Aα,L → B. The relations in (3.1.22) then say that (pi, t) is a
representation of Aα,L. The C∗-algebra T (A,α, L) introduced in [21] is the universal unital C∗-algebra
generated by a copy of A and an element S subject to the above relations. We see that T (A,α, L)
is naturally isomorphic to the Toeplitz algebra of Aα,L. The crossed product A oα,L N of A by the
endomorphism α relative to the transfer operator L was defined by Exel in [21] to be the quotient
of T (A,α, L) by the ideal generated by{
a− k∣∣a ∈ A, k ∈ ASS∗A and abS = kbS, ∀b ∈ A} .
Observe that ASS∗A corresponds to t+(Aα,L)t+(Aα,L)∗ through the above isomorphism T (A,α, L) ∼=
TAα,L . From this we deduce that Aoα,LN is isomorphic to the quotient of TAα,L by the ideal generated
by {
ϕ+(a)− (ϕ+)1(ϕ(a))∣∣ϕ(a) ∈ K(Aα,L)} .
This is precisely the relative Cuntz–Pimsner algebra OJ,Aα,L , where J = ϕ−1(K(Aα,L)).
Brownlowe and Raeburn realised the crossed product Aoα,L N as a relative Cuntz-Pimsner algebra
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of Aα,L in [11]. With this approach, they were able to establish necessary and sufficient conditions
for the universal ∗-homomorphism A → A oα,L N to be an embedding. They also applied more
general results concerning relative Cuntz–Pimsner algebras of correspondences to prove gauge-invariant
uniqueness theorems for the crossed product Aoα,L N [11, Section 5].
3.1.3 Gauge action and Fell bundle structure
Let E : A ; A be a correspondence and let J / A be an ideal with ϕ(J) ⊆ K(E). If (pi, t) is
a representation of E that is covariant on J , then so is (pi, z · t) for z ∈ T. This operation on
representations comes from an automorphism of the relative Cuntz–Pimsner algebra OJ,E by its
universal property. These automorphisms define a continuous action γ of T on OJ,E , called the gauge
action. Let
OnJ,E := {b ∈ OJ,E : γz(b) = znb for all z ∈ T}
for n ∈ Z be the nth spectral subspace. These spectral subspaces form a Fell bundle over Z, that is,
OnJ,E · OmJ,E ⊆ On+mJ,E and (OnJ,E)∗ = O−nJ,E for all n,m ∈ Z. In particular, for J = {0} we get a gauge
action on TE and corresponding spectral subspaces T nE ⊆ TE . Explicitly, the gauge action on TE comes
from the obvious N-grading on E+: if x ∈ TE , then x ∈ T nE if and only if x(E⊗k) ⊆ E⊗n+k for all k ∈ N;
this means x|E⊗k = 0 if k + n < 0. And OnJ,E is the image of T nE in OJ,E .
Lemma 3.1.23. Let n ∈ Z. The subspace OnJ,E in OJ,E is the closed linear span of tJ (ξ1)tJ (ξ2) · · · tJ (ξk)·
t∗J(ηl) · · · t∗J(η2)t∗J(η1) for ξi, ηj ∈ E, k − l = n. If n ∈ N, then
OnJ,E ∼= E⊗n ⊗A O0J,E
as a correspondence A; O0J,E . The Fell bundle (OkJ,E)k∈Z is semi-saturated, that is, OkJ,E ·OlJ,E = Ok+lJ,E
if k, l ≥ 0.
Proof. Let b ∈ OnJ,E and let  > 0. Then b is -close to a finite linear combination b of monomials
tJ(ξ1)tJ(ξ2) · · · tJ(ξk) · t∗J(ηl) · · · t∗J(η2)t∗J(η1) with k, l ∈ N. Define
pn(x) :=
∫
T
z−nγz(x) dz, x ∈ OJ,E .
This is a contractive projection from OJ,E onto OnJ,E . Since pn(b) = b and ‖pn‖ ≤ 1, we have
‖b − pn(b)‖ ≤  as well. Inspection shows that pn maps a monomial tJ(ξ1)tJ(ξ2) · · · tJ(ξk) ·
t∗J(ηl) · · · t∗J(η2)t∗J(η1) to itself if k − l = n and kills it otherwise. Hence OnJ,E is the closed linear
span of such monomials with k − l = n.
The monomials generating Ok+lJ,E for k, l ≥ 0 are obviously in OkJ,E · OlJ,E . Hence the first statement
immediately implies the last one. There is an isometric A,O0J,E -bimodule map
E⊗n ⊗A O0J,E → OnJ,E , ξ1 ⊗ · · · ⊗ ξn ⊗ y 7→ tJ(ξ1) · · · tJ(ξn) · y.
The first statement implies that its image is dense, so it is unitary.
The Fell bundle (OnJ,E)n∈Z need not be saturated, that is, OnJ,E · O−nJ,E may differ from O0J,E .
Theorem 3.1.24. The relative Cuntz–Pimsner algebra is T-equivariantly isomorphic to the crossed
product of O0J,E by the Hilbert O0J,E -bimodule O1J,E and to the full or reduced section C∗-algebra of the
Fell bundle (OnJ,E)n∈Z.
Proof. The Fell bundle (OnJ,E)n∈Z is semi-saturated by Lemma 3.1.23. Now the results of Abadie–
Eilers–Exel [1] imply our claims.
Theorem 3.1.24 splits the construction of relative Cuntz–Pimsner algebras into two steps. The first
builds the Hilbert O0J,E -bimodule O1J,E , the second takes the crossed product for this Hilbert bimodule.
A Hilbert bimodule G on a C∗-algebra B is the same as a Morita–Rieffel equivalence between two
ideals in B or, briefly, a partial Morita–Rieffel equivalence on B (this point of view is explained in [12]).
The crossed product O0J,E oO1J,E generalises the partial crossed product for a partial automorphism.
Many results about crossed products for automorphisms extend to Hilbert bimodule crossed products.
In particular, the standard criteria for simplicity and detection and separation of ideals are extended
in [33].
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Proposition 3.1.25. The following conditions are equivalent:
(1) the map piJ : A→ O0J,E is an isomorphism;
(2) the map ϕ : J → K(E) is an isomorphism;
(3) the correspondence E comes from a Hilbert bimodule and J = IE .
Proof. If J = IE is Katsura’s ideal, then everything follows from [29, Proposition 5.18]. So it remains
to observe that (1) and (2) fail if J 6= IE . Lemma 3.1.4 shows that E comes from a Hilbert bimodule if
and only if there is an ideal I in A so that ϕ|I : I → K(E) is an isomorphism. In this case, I is the
largest ideal on which ϕ restricts to an injective map into K(E). So I = IE . Thus (2)⇐⇒ (3).
If J 6⊆ IE , then A→ OJ,E is not injective by Proposition 3.1.13. So (1) implies J ⊆ IE . If J ⊆ IE
and (1) holds, then the map A→ O0IE ,E is still surjective because OIE ,E is a quotient of OJ,E , and it is
also injective by Proposition 3.1.13. Hence OIE ,E = OJ,E . This implies K(E+IE) = K(E+J) and hence
IE = J because of the direct summand A in E+.
Proposition 3.1.26. Let G be a Hilbert B-bimodule and let IG be Katsura’s ideal for G. Then
OIG ,G ∼= B o G T-equivariantly.
Proof. Theorem 3.1.24 identifies OIG ,G ∼= O0IG ,G o O1IG ,G . Proposition 3.1.25 gives B ∼= O0IG ,G , and
the isomorphism O1IG ,G ∼= G ⊗B O0IG ,G from Lemma 3.1.23 implies that G ∼= O1IG ,G as a Hilbert
B-bimodule.
3.1.4 Functoriality of relative Cuntz–Pimsner algebras
Schweizer [54] has defined “covariant homomorphisms” and “covariant correspondences” between self-
correspondences and has asserted that they induce ∗-homomorphisms and correspondences between the
associated Toeplitz and absolute Cuntz–Pimsner algebras. For the proof of functoriality for covariant
correspondences he refers to a preprint that never got published. In fact, there are some technical
pitfalls. We correct his statement here, and also add a condition to treat relative Cuntz–Pimsner
algebras.
Throughout this subsection, let E : A ; A and G : B ; B be correspondences and let JA ⊆
ϕ−1(K(E)) and JB ⊆ ϕ−1(K(G)) be ideals.
Definition 3.1.27. A covariant correspondence from (A, E , JA) to (B,G, JB) is a pair (F , V ), where F
is a correspondence A; B with JA · F ⊆ F · JB and V is a correspondence isomorphism E ⊗A F ⇒
F ⊗B G. A covariant correspondence is proper if F is proper.
Proposition 3.1.28. A proper covariant correspondence (F , V ) from (A, E , JA) to (B,G, JB) induces
a proper T-equivariant correspondence OF,V : OJA,E ; OJB ,G.
Schweizer [54] claims this also for non-proper correspondences, and he allows V to be a non-
adjointable isometry. In fact, a pair (F , V ) where V is only a non-adjointable isometry induces a
correspondence between the Toeplitz C∗-algebras. It is unclear, however, when this correspondence
descends to one between the absolute or relative Cuntz–Pimsner algebras. And we need F to be proper.
Alternatively, we may require E instead of F to be proper. This situation is treated in [6].
Proof. We use the canonical ∗-homomorphism piJB : B → OJB ,G to view OJB ,G as a proper corres-
pondence B ; OJB ,G . Thus FO := F ⊗B OJB ,G becomes a proper correspondence A; OJB ,G , that
is, a Hilbert OJB ,G-module with a representation pi : A→ K(FO). The T-action on OJB ,G induces a
T-action on FO because piJB (B) ⊆ O0JB ,G . We are going to define a map t : E → K(FO) such that
(pi, t) is a representation of (A, E) on FO that is covariant on JA. Then Proposition 3.1.17 yields a
representation p˜i : OJA,E → K(FO). This is the desired correspondence OJA,E ; OJB ,G .
There is an isometry µG : G ⊗B OJB ,G ⇒ OJB ,G , ζ ⊗ y 7→ t+(ζ) · y, of correspondences B ; OJB ,G .
Usually, it is not unitary. We define an isometry
V ! : E ⊗A FO = E ⊗A F ⊗B OJB ,G V⊗1===⇒ F ⊗B G ⊗B OJB ,G
1⊗µG===⇒ F ⊗B OJB ,G = FO.
It yields a map t from E to the space of bounded operators on FO by t(ξ)(η) := V !(ξ⊗η). To show that
t(ξ) is adjointable, we need that FO is a proper correspondence A; OJB ,G : then Tξ ∈ K(FO, E⊗AFO),
and composition with V ! maps this into K(FO) by Lemma 3.1.1. So even t(ξ) ∈ K(FO) for all ξ ∈ E .
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We claim that the pair (pi, t) is a representation. We have pi(a)t(ξ) = t(ϕ(a)ξ) because V ! is a left
A-module map. And t(ξ1)∗t(ξ2) = pi(〈ξ1 | ξ2〉) holds because
〈t(ξ1)η1 | t(ξ2)η2〉 = 〈V !(ξ1 ⊗ η1) |V !(ξ2 ⊗ η2)〉 = 〈ξ1 ⊗ η1 | ξ2 ⊗ η2〉 = 〈η1 |pi(〈ξ1 | ξ2〉)η2〉.
If JA = 0, then we are done at this point, and we have not yet used that V is unitary. So the Toeplitz
C∗-algebra of a correspondence remains functorial for proper covariant correspondences where V is not
unitary.
It remains to prove that pi is covariant on JA. By Proposition 3.1.19, this is equivalent to
pi(JA)(FO) ⊆ t(E)(FO). And JB · OJB ,G ⊆ tJB (G) · OJB ,G holds because the canonical representation
of (B,G) on OJB ,G is covariant on JB . Since JA · F ⊆ F · JB by assumption,
JA · FO ⊆ F ⊗ JB · OJB ,G ⊆ F ⊗ tJB (G) · OJB ,G = (1⊗ µG)(F ⊗B G ⊗B OJB ,G).
Since V is unitary, we may rewrite this further as V !(E ⊗A F ⊗B OJB ,G) = t(E) · FO. This finishes the
proof that (pi, t) is covariant on JA. The operators t(ξ) for ξ ∈ E are homogeneous of degree 1 for the
T-action. Thus p˜i is T-equivariant.
Example 3.1.29. Let A = B and J = JA = JB 6= {0} and let E ⊆ G be an A-invariant Hilbert submodule.
Then the identity correspondence F = A with the inclusion map E ⊗A F ∼= E ↪→ G ∼= F ⊗A G is a
covariant correspondence in the notation of Schweizer. There is indeed a canonical ∗-homomorphism
TE → TG . But it need not descend to the relative Cuntz–Pimsner algebras because ϕG(a) ∈ K(G)
for a ∈ J need not be the extension of ϕE(a) ∈ K(E) given by Lemma 3.1.1. So the Cuntz–Pimsner
covariance conditions for OJ,E and OJ,G may be incompatible. We ask V to be unitary to avoid this
problem.
Lemma 3.1.30. Turn O0J,E , into a proper C∗-correspondence A; O0J,E with the obvious left action
of A. The proper correspondence O0J,E : A ; O0J,E with the isomorphism from Lemma 3.1.23 is a
proper covariant correspondence from E : A; A with the ideal J to O1J,E : O0J,E ; O0J,E with Katsura’s
ideal IO1
J,E
.
Proof. It remains to show that J · O0J,E ⊆ O0J,E · IO1J,E = IO1J,E . Since O1J,E is a Hilbert bimodule,
Katsura’s ideal is equal to the range ideal of the left inner product, that is, the closed linear span of xy∗
for all x, y ∈ O1J,E . This contains K(E) for x, y ∈ E , which in turn contains J by the Cuntz–Pimsner
covariance condition on J , see Proposition 3.1.17. So J · O0J,E ⊆ IO1J,E .
The relative Cuntz–Pimsner algebra of (O0J,E ,O1J,E , IO1J,E ) is again OJ,E by Proposition 3.1.25. The
correspondence OJ,E ; OJ,E associated to the covariant correspondence above is just the identity
correspondence on OJ,E .
Remark 3.1.31. If JA = 0 or JB = ϕ−1(K(G)), then the condition JA · F ⊆ F · JB for covariant
correspondences (A, E , JA)→ (B,G, JB) always holds and so may be left out. This is clear if JA = 0.
Let JB = ϕ−1(K(G)). Since F is proper, JA acts on E ⊗A F ∼= F ⊗B G by compact operators by
Lemma 3.1.7. Again by Lemma 3.1.7, this implies JA ⊆ K(F · JB). Thus JA · F ⊆ F · JB .
Example 3.1.32. Covariant correspondences are related to the T -pairs used by Katsura [31] to describe
the ideal structure of relative Cuntz–Pimsner algebras. For this, we specialise to covariant correspon-
dences out of (A, E , J) where the underlying correspondence comes from a quotient map A → A/I.
That is, F = A/I : A; A/I for an ideal I / A. When is this part of a covariant correspondence from
(A, E , J) to (A/I, E ′, J ′) for some E ′, J ′?
There are natural isomorphisms E ⊗A F ∼= E/EI and F ⊗A/I E ′ ∼= E ′ as correspondences A; A/I.
So the only possible choice for E ′ is E ′ := E/EI with a left A/I-action which gives the canonical
A-action when composed with the quotient map A→ A/I. Such a correspondence E/EI : A/I ; A/I
exists if and only if E is positively invariant, that is, IE ⊆ EI. Assume this to be the case.
An ideal J ′ / A/I is equivalent to an ideal I ′ / A that contains I. For a covariant correspondence,
we require JF ⊆ FJ ′, which means that J ⊆ I ′. And in order for (A/I, E ′, J ′) to be an object of CNpr,
the ideal J ′ or, equivalently, I ′, should act by compact operators on E ′ := E/EI.
Then there is an isomorphism E ⊗AF ∼= F ⊗A E ′. It is unique up to an automorphism of E/EI, that
is, a unitary operator on E/EI that also commutes with the left action of A or A/I, but this shall not
concern us. So we get a covariant correspondence in this case. This induces a correspondence from OJ,E
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to OJ′,E′ by Proposition 3.1.28. Actually, our covariant correspondence is a covariant homomorphism,
and so the correspondence from Proposition 3.1.28 comes from a T-equivariant ∗-homomorphism,
which turns out to be surjective. So a pair of ideals (I, I ′) as above induces a T-equivariant quotient
or, equivalently, a T-invariant ideal in OJ,E .
Sometimes different pairs (I, I ′) produce the same quotient of OJ,E . If I ′/I contains elements that
act by 0 on K(E/EI), then the map A/I → OJ′,E′ is not injective by Proposition 3.1.13. Then we may
enlarge I without changing the relative Cuntz–Pimsner algebra. When we add the condition that no
non-zero element of I ′/I acts by a compact operator on E/E · I, then we get exactly the T -pairs with
J ⊆ I ′ of [31]. The T -pairs (I, I ′) with J ⊆ I ′ correspond bijectively to gauge-invariant ideals of OJ,E
by [31, Proposition 11.9].
3.2 Bicategories of correspondences and Hilbert bimodules
We are going to enrich the relative Cuntz–Pimsner algebra construction to a homomorphism, or “functor”
from a suitable bicategory of covariant correspondences to the T-equivariant correspondence bicategory.
Most of the work is already done in Proposition 3.1.28, which describes how this homomorphism acts
on arrows. It remains to define the appropriate bicategories and write down the remaining data of a
homomorphism.
The correspondence bicategory of C∗-algebras and related bicategories have been discussed in [6,
12–14]. We recall basic bicategorical definitions in Appendix B. Here we go through these notions much
more quickly. Let C be the correspondence bicategory. It has C∗-algebras as objects, C∗-correspondences
as arrows, and correspondence isomorphisms as 2-arrows. The composition is the tensor product ⊗B
of C∗-correspondences.
Given any bicategory D, there is a bicategory CD with homomorphisms D→ C as objects, trans-
formations between these homomorphisms as arrows, and modifications between these transformations
as 2-arrows (see the appendix for these notions). There is also a continuous version of this for a
locally compact, topological bicategory D. In particular, we shall use the T-equivariant correspondence
bicategory CT. Its objects are C∗-algebras with a continuous T-action. Its arrows are T-equivariant
C∗-correspondences, and 2-arrows are T-equivariant isomorphisms of C∗-correspondences.
When D is the monoid (N,+), we may simplify the bicategory CD, see [6, Section 5]. An object in
it is equivalent to a C∗-algebra A with a self-correspondence E : A ; A. An arrow is equivalent to
a covariant correspondence (without the condition JAF ⊆ FJB), and a 2-arrow is equivalent to an
isomorphism between two covariant correspondences. The bicategory CNpr that we need is a variant
of CN where we add the ideal J and allow only proper covariant correspondences as arrows.
Definition 3.2.1. The bicategory CNpr has the following data (see Definition B.1.1):
• Objects are triples (A, E , J), where A is a C∗-algebra, E : A ; A is a C∗-correspondence, and
J ⊆ ϕ−1(K(E)) is an ideal.
• Arrows (A, E , J) → (A1, E1, J1) are proper covariant correspondences (F , u) from (A, E , J)
to (A1, E1, J1), that is, F is a proper correspondence A ; A1 with JF ⊆ FJ1 and u is a
correspondence isomorphism E ⊗A F ⇒ F ⊗A1 E1.
• 2-Arrows (F0, u0)⇒ (F1, u1) are isomorphisms of covariant correspondences, that is, correspon-
dence isomorphisms w : F0 ⇒ F1 for which the following diagram commutes:
E ⊗A F0 u0 +3
1E⊗w

F0 ⊗A1 E1
w⊗1E1

E ⊗A F1 u1 +3 F1 ⊗A1 E1
• The vertical product of 2-arrows
w0 : (F0, u0)⇒ (F1, u1), w1 : (F1, u1)⇒ (F2, u2)
is the usual product w1 · w0 : F0 → F2. This is indeed a 2-arrow from (F0, u0) to (F2, u2). And
the vertical product is associative and unital. Thus the arrows (A, E , J)→ (A1, E1, J1) and the
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2-arrows between them form a groupoid CNpr((A, E , J), (A1, E1, J1)).
• Let (F , u) : (A, E , J) → (A1, E1, J1) and (F1, u1) : (A1, E1, J1) → (A2, E2, J2) be arrows. Their
product is (F1, u1) ◦ (F , u) := (F ⊗A1 F1, u • u1), where u • u1 is the composite correspondence
isomorphism
E ⊗A F ⊗A1 F1
u⊗1F1====⇒ F ⊗A1 E1 ⊗A1 F1 1F⊗u1====⇒ F ⊗A1 F1 ⊗A2 E2.
• The horizontal product for a diagram of arrows and 2-arrows
(A, E , J)
(F,u)
++
(F˜,u˜)
33
(A1, E1, J1)
(F1,u1)
++
(F˜1,u˜1)
33
(A2, E2, J2)w

w1

is the 2-arrow
(A, E , J)
(F⊗A1F1,u•u1)
,,
(F˜⊗A1 F˜1,u˜•u˜1)
22 (A2, E2, J2).w⊗w1
This horizontal product and the product of arrows combine to composition bifunctors
CNpr((A, E , J), (A1, E1, J1))× CNpr((A1, E1, J1), (A2, E2, J2))→ CNpr((A, E , J), (A2, E2, J2)).
• The unit arrow on the object (A, E , J) is the proper covariant correspondence (A, ιE), where A
is the identity correspondence, that is, A with the obvious A-bimodule structure and the inner
product 〈x | y〉 := x∗y, and ιE is the canonical isomorphism
E ⊗A A ∼= E ∼= A⊗A E
built from the right and left actions of A on E .
• The associators and unitors are the same as in the correspondence bicategory. Thus they inherit
the coherence conditions needed for a bicategory.
Theorem 3.2.2. There is a homomorphism CNpr → CT that maps each object (A, E , J) to its relative
Cuntz–Pimsner algebra and is the construction of Proposition 3.1.28 on arrows.
Proof. The construction in Proposition 3.1.28 is “natural” and thus functorial for isomorphisms
of covariant correspondences, and it maps the identity covariant correspondence to the identity
T-equivariant correspondence on the relative Cuntz–Pimsner algebras. Let (F , u) : (A, E , J) →
(A1, E1, J1) and (F1, u1) : (A1, E1, J1) → (A2, E2, J2) be covariant correspondences and let OF,u and
OF1,u1 be the associated T-equivariant correspondences of relative Cuntz–Pimsner algebras. By defi-
nition, OF,u ⊗OJ1,E1 OF1,u1 and OF⊗A1F1,u•u1 are equal to (F ⊗A1 OJ1,F1)⊗OJ1,F1 (F1 ⊗A2 OJ2,F2)
and (F ⊗A1 F1) ⊗A2 OJ2,F2 as T-equivariant correspondences A ; OJ2,F2 . Associators and unit
transformations give a canonical T-equivariant isomorphism between these correspondences. This
isomorphism also intertwines the representations of E . Hence it is a T-equivariant isomorphism of
correspondences OJ,F ; OJ2,F2 . These canonical isomorphisms satisfy the coherence conditions for a
homomorphism of bicategories in Definition B.1.5.
The relative Cuntz–Pimsner algebra OJ,E is the crossed product O0J,E oO1J,E by Theorem 3.1.24.
So OJ,E with the gauge T-action and the Hilbert O0J,E -bimodule O1J,E contain the same amount of
information. We now study the construction that sends (A, E , J) to the Hilbert O0J,E -bimodule O1J,E .
The appropriate bicategory of Hilbert bimodules is a sub-bicategory of CNpr:
Definition 3.2.3. Let CNpr,∗ ⊆ CNpr be the full sub-bicategory whose objects are triples (B,G, IG),
where G is a Hilbert B-bimodule and IG is Katsura’s ideal for G, which is also equal to the range
ideal 〈〈G | G〉〉 of the left inner product on G. The arrows and 2-arrows among objects of CNpr,∗ are the
same as in CNpr, including the condition IEF ⊆ FIG for covariant correspondences.
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When we restrict the relative Cuntz–Pimsner algebra construction CNpr → CT to CNpr,∗, we get the
(partial) crossed product construction for Hilbert bimodules by Proposition 3.1.26. Thus Theorem 3.2.2
also completes the crossed product for Hilbert bimodules to a functor CNpr,∗ → CT.
The map that sends (A, E , J) to (O0J,E ,O1J,E , IO1J,E ) is part of a functor CNpr → CNpr,∗ which, when
composed with the crossed product functor CNpr,∗ → CT, gives the relative Cuntz–Pimsner algebra
functor of Theorem 3.2.2. We do not prove this now because it follows from our main result below.
The key step is the following universal property of (O0J,E ,O1J,E , IO1J,E ):
Proposition 3.2.4. Let (A, E , J) and (B,G, IG) be objects of CNpr and CNpr,∗, respectively. Let
υ(A,E,J) : (A, E , J)→ (O0J,E ,O1J,E , IO1J,E )
be the covariant correspondence from Lemma 3.1.30. Composition with υ(A,E,J) induces a groupoid
equivalence
CNpr
(
(A, E , J), (B,G, IG)
) ' CNpr,∗((O0J,E ,O1J,E , IO1J,E ), (B,G, IG)).
Recall that CNpr ((A, E , J), (A1, E1, J1)) for objects (A, E , J) and (A1, E1, J1) of CNpr denotes the
groupoid with arrows (A, E , J)→ (A1, E1, J1) as objects and 2-arrows among them as arrows.
Proof. We begin with an auxiliary construction. Proposition 3.1.26 identifies OIG ,G ∼= BoG as Z-graded
C∗-algebras. In particular, O0IG ,G ∼= B, and O1IG ,G ∼= G and O−1IG ,G ∼= G∗ as Hilbert B-bimodules. Let
(F , u) be a proper covariant correspondence (A, E , J)→ (B,G, IG). It induces a proper, T-equivariant
correspondence OF,V =
⊕
n∈ZOnF,V from OJ,E to OIG ,G by Proposition 3.1.28. By construction,
OnF,V = F ⊗B OnIG ,G . Thus O0F,V = F ⊗B O0IG ,G ∼= F ⊗B B ∼= F and O1F,V = F ⊗B O1IG ,G ∼= F ⊗B G.
The left action on OF,V is a nondegenerate, T-equivariant ∗-homomorphism OJ,E → K(OF,V ). So O0J,E
acts on OF,V by grading-preserving operators. Restricting to the degree-0 part, we get a nondegenerate
∗-homomorphism O0J,E → K(O0F,V ) ∼= K(F). Let F# be F viewed as a correspondence O0J,E ; B in
this way.
We now construct an isomorphism of correspondences
u# : O1J,E ⊗O0J,E F
# ⇒ F# ⊗B G.
We need two descriptions of u#. The first shows that it is unitary, the second that it intertwines the
left actions of O0J,E . The first formula for u# uses Lemma 3.1.23, which gives unitary Hilbert B-module
maps
O1J,E ⊗O0J,E F
# ∼= E ⊗A O0J,E ⊗O0J,E F
# ∼= E ⊗A F .
Composing with u : E ⊗A F ⇒ F ⊗B G gives the desired unitary u#. The second formula for u#
restricts the left action of OJ,E on OF,V to a multiplication map
O1J,E ⊗O0J,E F
# = O1J,E ⊗O0J,E O
0
F,V → O1F,V ∼= F# ⊗B G. (3.2.5)
This is manifestly O0J,E -linear because the isomorphism F#⊗BOnIG ,G ∼= OnF,V is by right multiplication
and so intertwines the left actions of O0J,E . The map in (3.2.5) maps tJ (ξ)⊗ η 7→ u(ξ⊗ η) for all ξ ∈ E ,
η ∈ F . This determines it by Lemma 3.1.23. So both constructions give the same map u#.
We claim that IO1
J,E
· F# ⊆ F# · IG holds, so that the pair (F#, u#) is a proper covariant
correspondence from (O0J,E ,O1J,E , IO1J,E ) to (B,G, IG). The ideal IO1J,E is equal to the range of the left
inner product on O1J,E . Using the Fell bundle structure, we may rewrite this as O1J,E · O−1J,E . Thus
IO1
J,E
· O0F,V = O1J,E · O−1J,E · O0F,V ⊆ O1J,E · O−1F,V = E · O0J,E · O−1F,V = E · O−1F,V .
The product E · O−1F,V uses the representation of E on OF,V built in the proof of Proposition 3.1.28. So
E · O−1F,V is the image of the map
E ⊗A F ⊗B G∗ ∼= F ⊗B G ⊗B G∗ = F · IG .
So IO1
J,E
· O0F,V ⊆ F · IG as claimed. We have turned a proper covariant correspondence (F , u) from
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(A, E , J) to (B,G, IG) into a proper covariant correspondence (F#, u#) from (O0J,E ,O1J,E , IO1J,E ) to
(B,G, IG).
Conversely, take a proper covariant correspondence (F , u) from (O0J,E ,O1J,E , IO1J,E ) to (B,G, IG).
Composing it with υ(A,E,J) gives a proper covariant correspondence from (A, E , J) to (B,G, IG). We now
simplify this product of covariant correspondences. The underlying correspondence A→ O0J,E in υ(A,E,J)
is O0J,E , and the isomorphism E ⊗A O0J,E ∼= O0J,E ⊗O0J,E O1J,E = O1J,E is the one from Lemma 3.1.23.
We identify the tensor product O0J,E ⊗O0J,E F with F by the canonical map. Thus the product of
(F , u) with υ(A,E,J) is canonically isomorphic to a covariant correspondence (F [, u[) with underlying
correspondence F [ = F : A ; B with the left A-action through piJ : A → O0J,E . The isomorphism
u[ : E ⊗A F [ ⇒ F [ ⊗B G is the composite of the given isomorphism u : O1J,E ⊗OuJ,E F ⇒ F ⊗B G with
the isomorphism E ⊗A O0J,E ∼= O1J,E from Lemma 3.1.23.
Now let (F , u) be a proper covariant correspondence from (A, E , J) to (B,G, IG). We claim that
(F#[, u#[) = (F , u). (3.2.6)
By construction, the underlying Hilbert B-module of F#[ is F . We even have F#[ = F as correspon-
dences A; B, that is, the left O0J,E -action on F# composed with piJ : A→ O0J,E is the original action
of A. The isomorphism E ⊗A O0J,E ∼= O1J,E is used both to get u# from u and to get u#[ from u#.
Unravelling this shows that u#[ = u.
Now we claim that the map that sends a proper covariant correspondence
(F , u) : (O0J,E ,O1J,E , IO1J,E )→ (B,G, IG)
to (F [, u[) is injective. This claim and (3.2.6) imply (F [#, u[#) = (F , u), that is, our two operations
are inverse to each other. To prove injectivity, we use Proposition 3.1.28 to build a correspondence
OF,u : OJ,E ; OIG ,G from (F , u). This correspondence determines (F , u): we can get back F as its
degree-0 part because OIG ,G = B o G, and because u and the left O0J,E -module structure on F are
both contained in the left OJ,E -module structure on OF,u. An OJ,E -module structure on OF,u is
already determined by a representation of (A, E). Since OnIG ,G = O0IG ,G · OnIG ,G , this representation is
determined by its restriction to O0F,u ∼= F . And (F [, u[) determines the representation of (A, E) on F .
Thus (F [, u[) determines (F , u).
The constructions of (F#, u#) and (F [, u[) are clearly natural for isomorphisms of covariant
correspondences. So they form an isomorphism of groupoids
CNpr
(
(A, E , J), (B,G, IG)
) ∼= CNpr,∗((O0J,E ,O1J,E , IO1J,E ), (B,G)).
One piece in this isomorphism is naturally equivalent to the functor that composes with υ(A,E,J). Hence
this functor is an equivalence of groupoids, as asserted.
3.3 The reflector from correspondences to Hilbert bimodules
We now strengthen Proposition 3.2.4 using some general results on adjunctions of homomorphisms
between bicategories. We first recall the related and better known results about ordinary categories
and functors.
Let C and B be categories. Let R : C → B be a functor and b ∈ obB. An object c ∈ ob C with an
arrow υ : b→ R(c) is called a universal arrow from b to R if, for each x ∈ ob C and each f ∈ B(b, R(x)),
there is a unique g ∈ C(c, x) with R(g) ◦ υ = f . Equivalently, the maps
C(c, x)→ B(b, R(x)), f 7→ R(f) ◦ υ, (3.3.1)
are bijective for all x ∈ ob C. The functor R has a left adjoint L : B → C if and only if such universal
arrows exist for all x ∈ ob C. The left adjoint functor L : B → C is uniquely determined up to natural
isomorphism. It maps b 7→ c on objects, and the isomorphisms (3.3.1) become natural in both b and x
when we replace c by L(b). An adjunction between L and R may also be expressed through its unit
and counit, that is, natural transformations L ◦ R ⇒ idC and idB ⇒ R ◦ L such that the induced
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transformations L⇒ L ◦R ◦ L⇒ L and R⇒ R ◦ L ◦R⇒ R are unit transformations.
A subcategory C ⊆ B is called reflective if the inclusion functor R : C → B has a left adjoint
L : B → C. The functor L is called reflector. The case we care about is a bicategorical version of a full
subcategory. If C ⊆ B is a full reflective subcategory, then we may choose L ◦ R to be the identity
functor on C and the counit L ◦R⇒ idC to be the unit natural transformation.
Fiore [24] carries the story of adjoint functors over to homomorphisms between 2-categories (which
he calls “pseudo functors”), that is, bicategories where the associators and unitors are identity 2-arrows.
The bicategories we need are not 2-categories. But any bicategory is equivalent to a 2-category by
MacLane’s Coherence Theorem. Hence Fiore’s definitions and results apply in bicategories as well. We
shorten notation by speaking of “universal” arrows and “adjunctions” instead of “biuniversal” arrows
and “biadjunctions.” A 2-category is also a category with some extra structure. So leaving out the
prefix “bi” may cause confusion in that setting. But it will always be clear whether we mean the
categorical or bicategorical notions.
Definition 3.3.2 ([24, Definition 9.4]). Let B and C be bicategories, R : C → B a homomorphism,
and b ∈ obB. Let c ∈ ob C and let g : b→ R(c) be an arrow in B. The pair (c, g) is a universal arrow
from b to R if, for every x ∈ ob C, the following functor is an equivalence of categories:
g∗ : C(c, x)→ B(b, R(x)), f 7→ R(f) · g, w 7→ R(w) • 1g.
Universal arrows are called left biliftings by Street [57].
We can now reformulate Proposition 3.2.4:
Proposition 3.3.3. Let (A, E , J) ∈ obCNpr. The covariant correspondence υ(A,E,J) from (A, E , J) to
(O0J,E ,O1J,E , IO1J,E ) is a universal arrow from (A, E , J) to the inclusion homomorphism CNpr,∗ → CNpr.
There are two alternative definitions of adjunctions, based on equivalences between morphism
categories or on units and counits. These are spelled out, respectively, by Fiore in [24, Definition 9.8]
and by Gurski in [28, Definition 2.1]. We shall use Fiore’s definition.
Definition 3.3.4 ([24, Definition 9.8]). Let B and C be bicategories. An adjunction between them
consists of
• two homomorphisms L : B → C, R : C → B;
• equivalences of categories
ϕb,c : C(L(b), c) ' B(b, R(c))
for all b ∈ obB, c ∈ ob C;
• natural equivalences of functors
C(L(b1), c1)
L(f)∗ //
ϕb1,c1

C(L(b2), c1) g∗ // C(L(b2), c2)
ϕb2,c2
ow
B(b1, R(c1))
f∗
// B(b2, R(c1))
R(g)∗
// B(b2, R(c2))
for all arrows f : b2 → b1, g : c1 → c2 in B and C.
These are subject to a coherence condition. In brief, the functors ϕb,c and the natural equivalences
form a transformation between the homomorphisms
Bop × C ⇒ Cat, (b, c) 7→ C(L(b), c), B(b, R(c)).
Here Cat is the bicategory of categories, see Example B.1.2.
Theorem 3.3.5 ([24, Theorem 9.17]). Let B and C be bicategories and let R : C → B be a homomor-
phism. It is part of an adjunction if and only if there are universal arrows from c to R for each object
c ∈ ob C.
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More precisely, let cb ∈ ob C and υb : b → R(cb) for b ∈ ob C be universal arrows from b to R.
Then there is an adjoint homomorphism L : B → C that maps b 7→ cb on objects. In particular, this
assignment is part of a homomorphism of bicategories.
Theorem 3.3.6 ([24, Theorem 9.20]). Two left adjoints L,L′ : B ⇒ C of R : C → B are equivalent,
that is, there are transformations L⇒ L′ and L′ ⇒ L that are inverse to each other up to invertible
modifications.
Using these general theorems, we may strengthen Proposition 3.2.4 (in the form of Proposition 3.3.3)
to an adjunction theorem:
Corollary 3.3.7. The sub-bicategory CNpr,∗ ⊆ CNpr is reflective, that is, the inclusion homomorphism
R : CNpr,∗ → CNpr has a left adjoint (reflector) L : CNpr → CNpr,∗. On objects, this adjoint homomorphism
maps
(A, E , J) 7→ (O0J,E ,O1J,E , IO1J,E ).
The homomorphism L is determined uniquely up to equivalence by Theorem 3.3.6. So we have
characterised the construction of relative Cuntz–Pimsner algebras in bicategorical terms, as the
reflector for the full sub-bicategory CNpr,∗ ⊆ CNpr. By Corollary 3.3.7, the relative Cuntz–Pimsner algebra
construction is part of a homomorphism L : CNpr → CNpr,∗. For instance, this implies the following:
Corollary 3.3.8. The relative Cuntz–Pimsner algebras OJ,E and OJ1,E1 are Morita equivalent if there
is a Morita equivalence F between E and E1 as in [42, Definition 2.1] with J · F = F · J1.
Example 3.3.9. Let E : A; B be a correspondence. Let F : B ; A be an imprimitivity A,B-bimodule.
We let GA = E ⊗B F and GB = F ⊗A E be the associated correspondences over A and B, respectively.
Let F∗ : A; B be the imprimitivity B,A-bimodule adjoint to F . The canonical isomorphisms
F∗ ⊗B F ∼= A, F ⊗A F∗ ∼= B
from Proposition 3.1.6 yield a correspondence isomorphism
GA ⊗A F∗ = E ⊗B F ⊗A F∗ ∼= E ∼= F∗ ⊗B F ⊗A E = F∗ ⊗B GB .
It follows from Lemma 3.1.7 that b ∈ B is compact on GB if and only if bF ⊆ Fϕ−1(K(E)). So for
each ideal JA / A with JA ⊆ ϕ−1(K(E)), the ideal JB := 〈〈FJA | F〉〉 in B acts by compact operators
on GB. Similarly, for each ideal JB in B acting by compact operators on GB, JA := 〈JBF |F〉 is an
ideal of A that acts by compact operators on E , and hence on GA. Therefore, the bijection between the
lattices of ideals of A and B, respectively, coming from the Rieffel correspondence (see Theorem A.2.11),
provides a bijection between ideals in A acting by compact operators on GA and ideals of B mapped to
compact operators on GB . In particular, up to Morita equivalence, there is a bijection between relative
Cuntz–Pimsner algebras associated to GA and GB .
The proof of Theorem 3.3.5 also describes the adjoint functor. We now describe the reflector
L : CNpr → CNpr,∗ explicitly, thereby explaining part of the proof of Theorem 3.3.5. Much of the work
in this proof is needed to check that various diagrams of 2-arrows commute. We do not repeat these
computations here.
The homomorphism L maps (A, E , J) 7→ (O0J,E ,O1J,E , IO1J,E ) on objects. Let (A, E , J) and (A1, E1, J1)
be objects of CNpr and let (F , u) : (A, E , J) → (A1, E1, J1) be proper covariant correspondences. We
use the notation of the proof of Proposition 3.2.4 and write ι¯E1 for the canonical isomorphism
E1 ⊗A1 O0J1,E1 ∼= O1J1,E1 ⊗O0J1,E1 O
0
J1,E1 from Lemma 3.1.23, which is the covariance part of υ(A1,E1,J1).
Let
L(F , u) : (O0J,E ,O1J,E , IO1J,E )→ (O
0
J1,E1 ,O1J1,E1 , IO1J1,E1 ),
L(F , u) := ((F ⊗A1 O0J1,E1)#, (u • ι¯E1)#) .
In other words, we first compose (F , u) with υ(A1,E1,J1) to get a covariant correspondence (F ⊗A1
O0J1,E1 , u • ι¯E1) from (A, E , J) to (O0J1,E1 ,O1J1,E1 , IO1J1,E1 ) and then apply the equivalence in Proposi-
tion 3.2.4.
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The construction on covariant correspondences above is clearly “natural”, that is, functorial for
isomorphisms. Explicitly, L maps an isomorphism of covariant correspondences w : (F , u)⇒ (F ′, u′) to
L(w) := (w ⊗ 1O0
J1,E1
)# : L(F , u)⇒ L(F ′, u′).
To make L a homomorphism, we also need compatibility data for units and composition of
arrows. The construction of L above maps the identity covariant correspondence on (A, E , J) to
υ#(A,E,J) : (O0J,E ,O1J,E , IE)→ (O0J,E ,O1J,E , IE). This is canonically isomorphic to the identity covariant
correspondence on (O0J,E ,O1J,E , IE) because the equivalence in Proposition 3.2.4 is by composition
with υ(A,E,J). This is the unit part in our homomorphism L.
Let (F , u) : (A, E , J) → (A1, E1, J1) and (F1, u1) : (A1, E1, J1) → (A2, E2, J2) be proper covariant
correspondences. Then the homomorphism L contains isomorphisms of covariant correspondences
λ
(
(F , u), (F1, u1)
)
: L(F , u) ◦ L(F1, u1)⇒ L
(
(F , u) ◦ (F1, u1)
)
, (3.3.10)
which are natural for isomorphisms of covariant correspondences and satisfy some coherence conditions
when we compose three covariant correspondences or compose with identity covariant correspondences.
We take λ to be the isomorphism
(F0 ⊗A1 O0J1,E1)⊗O0J1,E1 (F1 ⊗A2 O
0
J2,E2) ∼= (F0 ⊗A1 F1)⊗A2 O0J2,E2
given by the left action of O0J1,E1 on F1⊗A2O0J2,E2 that is constructed in the proof of Proposition 3.1.28.
The proof of Theorem 3.3.5 builds λ using only the universality of the arrows υ(A,E,J). By the
equivalence of categories in Proposition 3.2.4, whiskering (horizontal composition) with υ(A,E,J) maps
isomorphisms as in (3.3.10) bijectively to isomorphisms
υ(A,E,J) ◦ L(F , u) ◦ L(F1, u1)⇒ υ(A,E,J) ◦ L
(
(F , u) ◦ (F1, u1)
)
. (3.3.11)
The construction of L implies υ(A,E,J) ◦L(F , u) ◦L(F1, u1) ∼= (F , u) ◦ υ(A1,E1,J1) ◦L(F1, u1) ∼= (F , u) ◦
(F1, u1) ◦ υ(A2,E2,J2) and υ(A,E,J) ◦ L
(
(F , u) ◦ (F1, u1)
) ∼= ((F , u) ◦ (F1, u1)) ◦ υ(A2,E2,J2), where we
disregard associators. Hence there is a canonical isomorphism of covariant correspondences as in (3.3.11).
This Ansatz produces the same isomorphisms λ as above. We have now described the data of the
homomorphism L. Fiore proves in [24] that it is indeed a homomorphism.
Proposition 3.3.12. The composite of L and the crossed product homomorphism CNpr,∗ → CT is
naturally isomorphic to the homomorphism CNpr → CT of Theorem 3.2.2.
Proof. Our homomorphisms agree on objects by Proposition 3.1.25. The proof of Proposition 3.2.4
constructed the covariant correspondence (F#, u#) by taking the degree-0 part in the correspondence
constructed in the proof of Proposition 3.1.28. Thus we may build a natural isomorphism between the
functors in question out of the nondegenerate left action of O0J1,E1 on OJ1,E1 .
So the reflector L lifts the Cuntz–Pimsner algebra homomorphism CNpr → CT to a homomorphism
with values in CNpr,∗. Such a lifting should exist because a Hilbert bimodule and its crossed product
with the T-action determine each other.
An adjunction also contains “natural” equivalences of categories ϕb,c : C(L(b), c) ' B(b, R(c)), where
naturality is further data, see Definition 3.3.4. In the case at hand, these equivalences are exactly the
equivalences of categories
υ∗(A,E,J) : CNpr
(
(A, E , J), (B,G, IG)
) ' CNpr,∗((O0J,E ,O1J,E , IO1J,E ), (B,G, IG)).
in Proposition 3.2.4. Their naturality boils down to the canonical isomorphisms of correspondences
υ(A,E,J) ◦L(F , u) ∼= (F , u) ◦ υ(A,E,J), which we have already used above to describe the multiplicativity
data λ in the homomorphism L.
Finally, we relate our adjunction to the colimit description of Cuntz–Pimsner algebras in [6]. Let C
and D be categories. Let CD be the category of functors D → C, which are also called diagrams of
shape D in C. Identify C with the subcategory of “constant” diagrams in CD. This subcategory is
reflective if and only if all D-shaped diagrams in C have a colimit, and the reflector maps a diagram to
its colimit.
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This remains true for the bicategorical colimits in [6]: by definition, the colimit of a diagram is
a universal arrow to a constant diagram. In our context, a constant diagram in CNpr is an object of
the form (B,B,B) that is, the Hilbert B-bimodule is the identity bimodule and J = B as always for
objects of CNpr,∗. Since the condition J · F ⊆ F · B always holds, the ideal J plays no role, compare
Remark 3.1.31.
A proper covariant correspondence (A, E , J)→ (B,B,B) is equivalent to a proper correspondence
F : A; B with an isomorphism E ⊗A F ⇒ F because F ⊗B B ∼= F . As shown in [6], such a pair is
equivalent to a representation (ϕ, t) of the correspondence E on F that is nondegenerate in the sense
that t(E) · F = F . The properness of F means that ϕ(A) ⊆ K(F), which implies t(E) ⊆ K(F).
It is shown in [6] that all diagrams of proper correspondences of any shape have a colimit. This is
probably false for diagrams of non-proper correspondences, such as the correspondence `2(N) : C; C
that defines the Cuntz algebra O∞. The way around this problem that we found here is to enlarge the
sub-bicategory of constant diagrams, allowing diagrams of Hilbert bimodules. In addition, we added
an ideal J to have enough data to build relative Cuntz–Pimsner algebras.
Since the sub-bicategory C ⊆ CNpr of constant diagrams is contained in CNpr,∗, we may relate
universal arrows to objects in C and CNpr,∗ as follows. Let (A, E , J) be an object of CNpr. Then
υ(A,E,J) : (A, E , J)→ (O0J,E ,O1J,E , IO1J,E ) is a universal arrow to an object of CNpr,∗ by Proposition 3.3.3.
The universality of υ(A,E,J) implies that a universal arrow from (A, E , J) to a constant diagram factors
through υ(A,E,J), and that an arrow from (O0J,E ,O1J,E , IO1J,E ) to a constant diagram is universal if and
only if its composite with υ(A,E,J) is universal. In other words, the diagram (A, E , J) has a colimit if
and only if (O0J,E ,O1J,E , IO1J,E ) has one, and then the two colimits are the same. We are dealing with the
same colimits as in [6] because the ideal J in (A, E , J) plays no role for arrows to constant diagrams.
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Chapter 4
Product systems and some
C∗-constructions
In this chapter, we recall certain constructions of C∗-algebras associated to product systems, such as
Toeplitz algebras. We describe the spectral subspaces for the canonical coaction of a group containing
the underlying semigroup. In Section 4.2, we restrict our attention to compactly aligned product
systems over quasi-lattice ordered groups. We provide examples of C∗-algebras associated to product
systems coming from semigroups of endomorphisms. With the subsequent chapters in mind, we prove
some facts concerning the canonical grading of relative Cuntz–Pimsner algebras. We finish this chapter
by defining bicategories of compactly aligned product systems.
4.1 Basic notions
Our main reference for this section is the original paper by Fowler [26], in which he introduced the
concept of product systems in this generality.
4.1.1 Toeplitz algebras
Let P be a semigroup with identity e and A a C∗-algebra. A product system over P of A-correspondences
consists of:
(i) a correspondence Ep : A; A for each p ∈ P ;
(ii) correspondence isomorphisms µp,q : Ep ⊗A Eq
∼=→ Epq, also called multiplication maps, for all
p, q ∈ P \ {e};
We require that Ee = A be the canonical correspondence over A. Let ϕp : A → B(Ep) be the
multiplication map µe,p and let µp,e implement the right action of A on Ep, respectively, so that µe,p(a⊗
ξp) = ϕp(a)ξp and µp,e(ξp ⊗ a) = ξpa for all a ∈ A and ξp ∈ Ep.
This data must make the following diagram commute:
(Ep ⊗A Eq)⊗A Er
µp,q⊗1

oo // Ep ⊗A (Eq ⊗A Er)
1⊗µq,r // Ep ⊗A Eqr
µp,qr

Epq ⊗A Er
µpq,r // Epqr.
A product system E = (Ep)p∈P will be called faithful if ϕp is injective for all p ∈ P . It is proper
if A acts by compact operators on Ep for all p in P . If each Ep is a Hilbert A-bimodule, we will speak
of a product system of Hilbert bimodules.
Example 4.1.1. Let P be a semigroup. For each p ∈ P , set Ep := C. This gives a product system
over P with multiplication and inner product inherited from the structure of C∗-algebra of C.
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Example 4.1.2. An endomorphism of a C∗-algebra A is said to be extendible if it extends to a strictly
continuous endomorphism of the multiplier algebra M(A) (see [4]). This happens if and only if there is
a projection Q ∈M(A) so that α(uλ) converges to Q in the strict topology of M(A), where (uλ)λ∈Λ is
an approximate unit for A. In particular, we have Qa = limλ α(uλ)a = α(1)a for all a ∈ A. Let α : P →
End(A) be an action by extendible endomorphisms with αe = idA.1 For each p ∈ P , let Aαp := αp(1)A
be equipped with the struture of right Hilbert A-module coming from the multiplication and involution
operations on A. That is, αp(1)a · b := αp(1)ab and 〈αp(1)a |αp(1)b〉 := a∗αp(1)b for all a, b ∈ A.
Here we still denote by αp the corresponding endomorphism of M(A). We let ϕp : A → B( Aαp )
be the ∗-homomorphism implemented by αp. So ϕp(b)(αp(1)a) = αp(b)a. This turns Aαp into a
correspondence over A.
We let µp,q : Aαp ⊗A Aαq → Aαqp be defined on elementary tensors by
αp(1)a⊗A αq(1)b 7→ αqp(1)αq(a)b.
This intertwines the left and right actions of A and preserves the A-valued inner product. It is surjective
because
αqp(1)a = lim
λ
αqp(uλ)a = lim
λ
αq(αp(uλ))a = lim
λ
αq(αp(1)αp(uλ))a.
Since p 7→ αp is an action by endomorphisms, the multiplication maps are associative. Thus, α : P →
End(A) gives rise to a product system Aα = ( Aαp )p∈P over P
op, where P op is the opposite semigroup
of P . Moreover, Aα is proper, since K( Aαp ) ∼= αp(1)Aαp(1) and αp(a) = αp(1)αp(a)αp(1) for all a ∈ A
and p ∈ P .
Example 4.1.3. Let α : P → End(A) be an action by extendible endomorphisms as above with the
additional property that, for all p ∈ P , αp is an injective endomorphism with hereditary range. In this
case, Aα is faithful and may be enriched to a product system of Hilbert bimodules over P op. The left
A-valued inner product is given by
〈〈αp(1)a |αp(1)b〉〉 = α−1p (αp(1)ab∗αp(1))
for all a, b ∈ A and p ∈ P . In particular, this yields a product system Aα = (Aαp)p∈P over P ,
where Aαp = Aαp(1) with the Hilbert A-bimodule structure obtained from Aαp
∗ through the identifi-
cation α˜p(1)a 7→ a∗αp(1).
A representation of a product system E = (Ep)p∈P in a C∗-algebraB consists of linear maps ψp : Ep →
B, for all p ∈ P \ {e}, and a ∗-homomorphism ψe : A→ B, satisfying the following two axioms:
(T1) ψp(ξ)ψq(η) = ψpq(ξη) for all p, q ∈ P , ξ ∈ Ep and η ∈ Eq;
(T2) ψp(ξ)∗ψp(η) = ψe(〈ξ | η〉) for all p ∈ P and ξ, η ∈ Ep.
If ψe is faithful, we say that ψ is injective. In this case, the relation (T2) implies that ‖ψp(ξ)‖ = ‖ξ‖
for all ξ ∈ Ep and p ∈ P .
Proposition 4.1.4 ([26, Proposition 2.8]). Let E be a product system over P . There is a C∗-algebra TE
with a representation t˜ : E → TE , so that t˜(E) generates TE as a C∗-algebra and, given a representa-
tion ψ = {ψp}p∈P of E in a C∗-algebra B, there is a unique ∗-homomorphism ψ˜ : TE → B with ψ˜◦t˜p = ψp
for all p ∈ P . Moreover, the pair (TE , t˜) is unique up to canonical isomorphism.
We call TE the Toeplitz algebra of E .
Proof. Let C be the universal ∗-algebra generated by the set {(ξ, p)|ξ ∈ Ep, p ∈ P}, subject to the
relations
(ξ, p) · (η, q) = (µp,q(ξ ⊗ η), pq), (ξ, p)∗(ζ, p) = (〈ξ | η〉, e)
for all ξ, ζ ∈ Ep, η ∈ Eq and for all p, q ∈ P . Let B be a C∗-algebra and let ψ : C → B be a
∗-homomorphism. Then
‖ψ((ξ, p))‖2 = ‖ψ((ξ, p))∗ψ((ξ, p))‖ = ‖ψ(〈ξ | ξ〉)‖ ≤ ‖〈ξ | ξ〉‖ = ‖ξ‖2.
1If αe is injective, the equality αe = αe ◦ αe entails αe = idA.
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For η ∈ C, we set
ρ∞(η) := sup
ρ
ρ(η),
where ρ ranges in the collection of all C∗-seminorms on C. This provides C with a well defined
C∗-seminorm since E generates C as a ∗-algebra. We then let TE be the completion of (C, ρ∞). For
each p ∈ P , we obtain a linear map t˜p : Ep → TE by composing the canonical ∗-homomorphism C → TE
with the map ξ 7→ (ξ, p). Set t˜ = {t˜p}p∈P . By construction, this is a representation of E in TE and the
pair (TE , t˜) satisfies all the required properties.
We will see that E has a canonical injective representation if P is left-cancellative. In particular,
ρ∞(ξ) = ‖ξ‖ for all ξ ∈ Ep and for all p ∈ P .
4.1.2 Fock representation
Let E = (Ep)p∈P be a product system over a left-cancellative semigroup P . Let E+ be the right Hilbert
A-module given by the direct sum of all Ep’s. That is,
E+ =
⊕
p∈P
Ep.
Define a representation of E in B(E+) as follows. Given ξ ∈ Ep and η+ =
⊕
s∈P ηs, set
ψ+p (ξ)(η+)s =
{
µp,p−1s(ξ ⊗ ηs) if s ∈ pP,
0 otherwise.
We view Eps as the correspondence Ep⊗A Es through the correspondence isomorphism µ−1p,s. In this way,
ψ+p (ξ)∗(η)s is the image of ηps in Es under the operator defined on elements of the form µp,s(ζp ⊗ ζs)
by the formula
ψ+p (ξ)∗(µp,s(ζp ⊗ ζs)) = ϕs(〈ξ | ζp〉)ζs.
Since P is left-cancellative, this is well defined. So ψ+p (ξ)∗ is the adjoint of ψ+p (ξ) (see Subsection 3.1.1).
This gives rise to a representation ψ+ = {ψ+p }p∈P of E in B(E+) called the Fock representation of E .
Corollary 4.1.5. Let P be a left-cancellative semigroup and E a product system over P . Then the
universal representation of E in TE is injective.
Proof. It suffices to show that the Fock representation is injective on A. This follows from the fact
that ψ+e is the diagonal ∗-homomorphism from A to B(E+). This is injective because E+ contains a
copy of A as a direct summand.
4.1.3 The coaction on the Toeplitz algebra
The idea of considering coactions on Toeplitz algebras associated to product systems goes back
to [26, Proposition 4.7] and also [15] for Nica–Toeplitz algebras. Given a product system E = (Ep)p∈P
and a discrete group G with G ⊇ P , we will need the topological G-grading coming from the canonical
coaction of G on the Toeplitz algebra TE in Chapter 6. Hence we begin with a description of such a
grading.
Let E = (Ep)p∈P be a product system. Suppose that P is a subsemigroup of a group G. There
is a representation of E in TE ⊗ C∗(G) which sends ξp ∈ Ep to t˜(ξp)⊗ up. By the universal property
of TE , this yields a ∗-homomorphism δ˜ : TE → TE ⊗ C∗(G). Such a ∗-homomorphism provides TE with
a topological G-grading. This will be a crucial tool for the remainder of this thesis.
Lemma 4.1.6. The ∗-homomorphism δ˜ : TE → TE ⊗ C∗(G) provides a full coaction of G on TE .
Moreover, the spectral subspace T gE at g ∈ G associated to δ˜ is the closure of sums of elements of the
form
t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξpn−1)t˜(ξpn)∗,
where n ∈ N, p1p−12 . . . pn−1p−1n = g and ξpi ∈ Epi for all i ∈ {1, 2, . . . , n}.
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Proof. We begin by proving that δ˜ is nondegenerate. Let (uλ)λ∈Λ be an approximate identity for A. For
each p ∈ P , both the left and right actions of A on Ep are nondegenerate. Consequently,
(
t˜e(uλ)
)
λ∈Λ
is an approximate unit for TE . Hence its image under δ˜ satisfies, for all b ∈ TE and g ∈ G,
lim
λ
δ˜(t˜e(uλ))(b⊗ ug) = lim
λ
(t˜e(uλ)⊗ ue)(b⊗ ug) = lim
λ
t˜e(uλ)b⊗ ug = b⊗ ug.
This guarantees that δ˜ is nondegenerate. In addition, for all p ∈ P , we have
(δ˜p ⊗ idC∗(G))δ˜p = (idTE ⊗ δG)δ˜p
on t˜(Ep). Thus δ˜ satisfies the coaction identity on TE as well, because it is generated by t˜(E) as a
C∗-algebra.
It remains to prove that δ˜ is injective. Indeed, let 1G : G → C, g 7→ 1, be the trivial group
homomorphism. Then (idTE ⊗ 1G) ◦ δ˜ = idTE if we identify TE with TE ⊗ C in the canonical way. So δ˜
is injective. Hence δ˜ is a full coaction of G on the Toeplitz algebra of E .
Now let T gE be the spectral subspace at g ∈ G for δ˜ and let δ˜g denote the projection of TE onto T gE
as in Proposition 2.2.10. Take b in T gE . Since δ˜g is contractive and TE is generated by t˜(E) as a
C∗-algebra, we may suppose that
b =
m∑
j=1
t˜(ξpj1)t˜(ξpj2)
∗ . . . t˜(ξpj
kj−1
)t˜(ξpj
kj
)∗,
where m, kj ∈ N for all j in {1, 2, . . . ,m} and ξpj
i
∈ Epj
i
. The assertion then follows from the fact
that δ˜g vanishes on any element of the form
t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξpn−1)t˜(ξpn)∗
with p1p2−1 . . . pn−1p−1n 6= g.
We call the coaction obtained in the previous lemma as the generalised gauge coaction of G on TE .
4.2 Compactly aligned product systems
Nica–Toeplitz algebras are defined for a class of product systems over positive cones of quasi-lattice
ordered groups. They are quotients of Toeplitz algebras and carry a grading as in Lemma 4.1.6. In this
section, we look at the canonical topological grading of a Nica–Toeplitz algebra and, more generally, of
a relative Cuntz–Pimsner algebra. This grading has special features, which led us to study the class of
Fell bundles introduced in Chapter 5.
4.2.1 Nica–Toeplitz algebras
Let us restrict our attention to semigroups arising from quasi-lattice orders in the sense of [47]: let G
be a group and let P be a subsemigroup of G with P ∩P−1 = {e}. We say that (G,P ) is a quasi-lattice
ordered group if any two elements g1, g2 of G with a common upper bound in P with respect to the
partial order g1 ≤ g2 ⇔ g−11 g2 ∈ P also have a least upper bound g1 ∨ g2 in P . We write g1 ∨ g2 =∞
if g1 and g2 have no common upper bound in P . Following [17], we call P the positive cone of (G,P ),
observing that P = {g ∈ G|g ≥ e}.
If (G,P ) is a quasi-lattice ordered group, any element g in G satisfying g ∨ e <∞ has a certain
reduced form pq−1 with p, q ∈ P , which will allow us in the subsequent chapter to extend a class of
product systems of Hilbert bimodules over P to Fell bundles over G in a natural way.
Lemma 4.2.1. Let (G,P ) be a quasi-lattice ordered group and let g ∈ G with g ∨ e < ∞. Then
g−1 ∨ e <∞ and g = (g ∨ e)(g−1 ∨ e)−1.
Proof. Let q ∈ P be such that g−1(g ∨ e) = q. Then g ∨ e = gq = (g−1)−1q. This shows that
g−1 ∨ e <∞ and g−1 ∨ e ≤ q. But g(g−1 ∨ e) belongs to P and g ≤ g(g−1 ∨ e). So g ∨ e ≤ g(g−1 ∨ e).
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Since the partial order g1 ≤ g2 ⇔ g−11 g2 ∈ P is invariant under left-translation by elements of G, it
follows that q = g−1(g ∨ e) ≤ g−1 ∨ e. Therefore, g = (g ∨ e)(g−1 ∨ e)−1.
Example 4.2.2. Let k ∈ N+. Then (Zk,Nk) is quasi-lattice ordered. For this example, m ≤ n if and
only if mi ≤ ni for all i ∈ {1, 2, . . . , k}, where m,n ∈ Zk.
Example 4.2.3. Let F be the free group on the set of generators S. Let F+ be the unital subsemigroup
of F generated by S. Any element of F has a reduced form a1a2 · · · an with ai ∈ S ∪ S−1 for all
i ∈ {1, 2, . . . , n} and ai 6= a−1i+1 for all i ∈ {1, 2, . . . , n − 1}. Hence one can prove that (F,F+) is a
quasi-lattice ordered group (see [47]). For g ∈ F, g ∨ e < ∞ if and only if its reduced form is pq−1
with p and q in F+. In this case, p = g ∨ e and q = g−1 ∨ e.
Example 4.2.4. Let c and d be nonzero integers. The Baumslag–Solitar group BS(c, d) is the universal
group on two generators a and b subject to the relation abc = bda. If c, d > 0, the unital subsemigroup
of BS(c, d) generated by a and b provides it with a partial order so that (BS(c, d),BS(c, d)+) is a
quasi-lattice ordered group (see [56, Theorem 2.11]).
Let (G,P ) be a quasi-lattice ordered groups and let E = (Ep)p∈P be a product system over P .
Let ψ = {ψp}p∈P be a representation of E in a C∗-algebra B. For each p ∈ P , we will denote by ψ(p)
the ∗-homomorphism from K(Ep) to B obtained as in [48]. This is defined on a generator |ξ〉〈η| by
ψ(p)
(|ξ〉〈η|) := ψp(ξ)ψp(η)∗.
We may use the multiplication maps on E to define ∗-homomorphisms ιpqp : B(Ep)→ B(Epq). Explicitly,
ιpqp sends T ∈ B(Ep) to µp,q ◦ (T ⊗ idEq) ◦ µ−1p,q. We say that E = (Ep)p∈P is compactly aligned if, for
all p, q ∈ P with p ∨ q <∞, we have
ιp∨qp (T )ιp∨qq (S) ∈ K(Ep∨q), for all T ∈ K(Ep) and S ∈ K(Eq).
If E is compactly aligned, a representation ψ = {ψp}p∈P of E in a C∗-algebra B is Nica covariant
if, for all p, q ∈ P , T ∈ K(Ep) and S ∈ K(Eq), we have
ψ(p)(T )ψ(q)(S) =
{
ψ(p∨q)
(
ιp∨qp (T )ιp∨qq (S)
)
if p ∨ q <∞,
0 otherwise.
Proposition 4.2.5 ([26, Theorem 6.3]). Let (G,P ) be a quasi-lattice ordered group and let E be a
compactly aligned product system over P . Then there is a C∗-algebra NTE and a Nica covariant represen-
tation p¯i = {p¯ip}p∈P of E in NTE so that p¯i(E) generates NTE as a C∗-algebra and, given a Nica covariant
representation ψ = {ψp}p∈P of E in a C∗-algebra B, there is a unique ∗-homomorphism ψ¯ : TE → B
such that ψ¯ ◦ p¯ip = ψp for all p ∈ P . Moreover, p¯i is injective and the pair (NTE , p¯i) is unique up to
canonical isomorphism.
Proof. Let IN be the ideal in TE generated by the union of{
t˜(p)(T )t˜(q)(S)− t˜(p∨q)(ιp∨qp (T )ιp∨qq (S))| p, q ∈ P, p ∨ q <∞, T ∈ K(Ep) and S ∈ K(Eq)
}
with {
t˜(p)(T )t˜(q)(S)| p, q ∈ P, p ∨ q =∞, T ∈ K(Ep) and S ∈ K(Eq)
}
.
Put NTE := TE/IN and let p¯i = {p¯ip}p∈P be the representation of E in NTE obtained from the
composition of t˜ with the quotient map. So p¯i is Nica covariant. It is also injective because the Fock
representation is Nica covariant. Hence the pair (NTE , p¯i) satisfies all the required properties.
We call NTE the Nica–Toeplitz algebra of E .
4.2.2 Relative Cuntz–Pimsner algebras
Let E = (Ep)p∈P be a product system. For each p ∈ P , let Jp / A be an ideal that acts by compact
operators on Ep and set J = {Jp}p∈P . We say that a representation ψ = {ψp}p∈P is Cuntz–Pimsner
covariant on J if, for all p ∈ P and all a in Jp,
ψ(p)(ϕp(a)) = ψe(a).
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Repeating the argument employed in the proof of Proposition 4.2.5, we obtain the following:
Proposition 4.2.6. Let (G,P ) be a quasi-lattice ordered group and let E be a compactly aligned
product system over P . Let J = {Jp}p∈P be a family of ideals in A with ϕp(Jp) ⊆ K(Ep) for all p ∈ P .
Then there is a C∗-algebra OJ ,E and a Nica covariant representation j = {jp}p∈P of E in OJ ,E that is
also Cuntz–Pimsner covariant on J and such that
(i) OJ ,E is generated by j(E) as a C∗-algebra;
(ii) given a Nica covariant representation ψ = {ψp}p∈P of E in a C∗-algebra B that is Cuntz–Pimsner
covariant on J , there is a unique ∗-homomorphism ψ¯J : OJ ,E → B such that ψ¯J ◦ jp = ψp for
all p ∈ P .
Moreover, the pair (OJ ,E , j) is unique up to canonical isomorphism.
Definition 4.2.7. Given E and J as above, we call OJ ,E the relative Cuntz–Pimsner algebra deter-
mined by J .
We emphasize two particular cases. If Jp = {0} for all p ∈ P , then OJ ,E = NT E . If (G,P ) = (Z,N),
E is a product system of Hilbert bimodules and Jp = 〈〈Ep | Ep〉〉 for all p in P , then OJ ,E is the C∗-algebra
studied by Katsura in [29]. He proved that the canonical ∗-homomorphism from A to OJ ,E is an
isomorphism onto the fixed-point algebra of OJ ,E . In this case, E extends to a semi-saturated Fell
bundle over Z (see [1]). We will generalise this to a certain class of compactly aligned product systems
of Hilbert bimodules over semigroups arising from quasi-lattice orders.
Remark 4.2.8. Fowler defined the Cuntz–Pimsner algebra of a product system E to be the universal
C∗-algebra for representations of E that are Cuntz–Pimsner covariant on J = {Jp}p∈P , where
Jp = ϕ−1p (K(Ep)) for all p ∈ P (see [26]). Here we consider the class of compactly aligned product
systems and define the relative Cuntz–Pimsner algebra with respect to a family of ideals as a quotient
of the Nica–Toeplitz algebra of E . This provides the construction of relative Cuntz–Pimsner algebras
with a special feature and will allow us to generalise most of the results obtained in Chapter 3 to
quasi-lattice ordered groups. Our approach applies to Fowler’s Cuntz–Pimsner algebras of proper
product systems E = (Ep)p∈P if (G,P ) is a quasi-lattice ordered group and P is directed. This is so
because, in this case, a Cuntz–Pimsner covariant representation of E in the sense of Fowler is also Nica
covariant [26, Proposition 5.4].
A product system of Hilbert bimodules E = (Ep)p∈P gives rise to a product system E∗ over P op
by setting E∗ := (E∗p )p∈P , where E∗p is the Hilbert bimodule adjoint to Ep. We will identify A with its
adjoint Hilbert bimodule A∗ through the isomorphism a 7→ a˜∗ implemented by the involution operation
on A, where a˜∗ is the image of a∗ in A∗ under the canonical conjugate-linear map. The multiplication
map E∗p ⊗A E∗q ∼= E∗qp is given by the isomorphism E∗p ⊗A E∗q ∼= (Eq ⊗A Ep)∗, ξ∗⊗ η∗ 7→ (η⊗ ξ)∗, followed
by the multiplication map µq,p. In addition, E∗∗ = E . Before providing more concrete examples of
relative Cuntz–Pimsner algebras, we need the following lemma.
Lemma 4.2.9. Let E = (Ep)p∈P be a product system of Hilbert bimodules. For each p ∈ P , let IEp :=
〈〈Ep | Ep〉〉 and set IE = {IEp}p∈P . A representation ψ = {ψp}p∈P of E in a C∗-algebra B that is
Cuntz–Pimsner covariant on IE naturally induces a representation of E∗ = (E∗p )p∈P that is Cuntz–
Pimsner covariant on IE∗ , where IE∗ = {IE∗p }p∈P and IE∗p = 〈〈E∗p | E∗p 〉〉 = 〈Ep | Ep〉. As a consequence,
representations of E that are Cuntz–Pimsner covariant on IE are in one-to-one correspondence with
representations of E∗ that are Cuntz–Pimsner covariant on IE∗ .
Proof. For p = e, put ψ∗e := ψe. Given p ∈ P \ {e}, define ψ∗p : E∗p → B by ψ∗p(ξ∗) := ψp(ξ)∗ and
set ψ∗ = {ψ∗p}p∈P . Then, for all ξ ∈ Ep and η ∈ Eq,
ψ∗p(ξ∗)ψ∗q (η∗) = ψp(ξ)∗ψq(η)∗ = ψqp (µq,p(η ⊗ ξ))∗ = ψ∗qp (µq,p(η ⊗ ξ)∗) .
Since ψ is Cuntz–Pimsner covariant on IE , it follows that
ψ∗p(ξ∗)∗ψ∗p(η∗) = ψp(ξ)ψp(η)∗ = ψ(p)(|ξ〉〈η|) = ψe(〈〈ξ | η〉〉) = ψ∗e(〈〈ξ | η〉〉)
for all ξ, η ∈ Ep. That ψ∗ is Cuntz–Pimsner covariant on IE∗ follows from the fact that ψ is a
representation of E . So the last statement is obtained from the identity E = E∗∗.
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Example 4.2.10. Let α : P → End(A) be an action by injective extendible endomorphisms with
hereditary range. Let Aα = (Aαp)p∈P be the product system of Hilbert bimodules built out of α as in
Example 4.1.3. Although it is not clear when Aα is compactly aligned, Aα always is so. The ideal Ip / A
given by the left inner product of Aαp is precisely Aαp(1)A. Given a nondegenerate representation ψ =
{ψp}p∈P of Aα in a C∗-algebra B, we obtain a strictly continuous unital ∗-homomorphism ψ¯e : M(A)→
M(B) by nondegeneracy of ψe. In addition, we define a semigroup homomorphism from P to the
semigroup of isometries in M(B) by setting
vp := lim
λ
ψp(uλαp(1)).
Here the limit is taken in the strict topology of M(B). It indeed exists because ‖ψp(uλαp(1))‖ ≤ 1 for
each λ and, for a ∈ A and b ∈ B,
lim
λ
ψp(uλαp(1))(ψe(a)b) = lim
λ
ψp(uλαp(a))b = ψp(αp(a))b
and
lim
λ
(bψe(a))ψp(uλαp(1)) = lim
λ
bψp(auλαp(1)) = bψp(aαp(1)).
To see that v∗pvp = 1, observe that
v∗pvp(ψe(a)b) = lim
λ
ψp(uλαp(1))∗ψp(αp(a))b = lim
λ
ψe
(
α−1p (αp(1)uλαp(a))
)
b = ψe(a)b.
The semigroup of isometries {vp| p ∈ P} and the ∗-homomorphism ψ¯e : M(A)→M(B) satisfy the
relation
vp · ψ¯e(c) = ψ¯e(αp(c))vp
for all c ∈M(A) and p ∈ P . Hence
ψ¯e(αp(c))vpv∗p = vpψ¯e(c)v∗p . (4.2.11)
In addition, ψp(aαp(1)) = ψe(a)vp for all a ∈ A and p ∈ P . If ψ is Cuntz–Pimsner covariant on
IAα = {Ip}p∈P , it follows that for all c ∈M(A) and p ∈ P ,
ψ¯e(αp(c)) = ψ¯e(αp(c))vpv∗p.
Indeed, for c in A and aαp(1) in Aαp , we compute
αp(c∗c)aαp(1) = αp(c∗)αp(αp−1(αp(c)aαp(1)))
= αp(c∗)αp (〈αp(c∗)αp(1) | aαp(1)〉)
= αp(c∗) · 〈αp(c∗)αp(1) | aαp(1)〉
= |αp(c∗)〉〈αp(c∗)|(aαp(1)).
Hence Cuntz–Pimsner covariance gives us
ψe(αp(c∗c)) = ψp(αp(c∗))ψp(αp(c∗))∗ = ψe(αp(c∗))vpv∗pψe(αp(c))
= ψe(αp(c∗))vpψe(c)v∗p = ψe(αp(c∗c))vpv∗p .
Since A is spanned by positive elements, the same relation holds for all c ∈ A and thus for all c ∈M(A)
if we replace ψe by its extension ψ¯e. So combining this with (4.2.11), we deduce the relation
ψe(αp(c)) = vpψe(c)v∗p
for all c ∈ A. The same holds for ψ¯e and c in M(A).
Conversely, we claim that a nondegenerate ∗-homomorphism pi : A→ B together with a semigroup
of isometries {vp|p ∈ P} satisfying the relation
pi(αp(a)) = vppi(a)v∗p (4.2.12)
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yields a representation of Aα that is Cuntz–Pimsner covariant on IAα . First, notice that the projec-
tion vpv∗p coincides with p¯i(αp(1)), where p¯i is the strictly continuous ∗-homomorphism M(A)→M(B)
extending pi. For each p ∈ P and a ∈ A, we set ψp(aαp(1)) := pi(a)vp. Put ψ = {ψp}p∈P . Then
p¯i(αp(1)) = vpv∗p implies that ψ is Cuntz–Pimsner covariant on Ip = Aαp(1)A for all p ∈ P , since
ψe (aαp(1)b) = pi (aαp(1)b) = pi(a)p¯i(1)pi(b) = pi(a)vpv∗ppi(b) = pi(a)vp(pi(b∗)vp)∗
= ψp(aαp(1))ψp(b∗αp(1))∗ = ψ(p) (|aαp(1)〉〈b∗αp(1)|)
for all a and b in A. Moreover, (4.2.12) tells us that ψe(αp(a))vp = vpψe(a) for all a ∈ A and p ∈ P .
This also gives
ψp(aαp(1))ψq(bαq(1)) = ψpq(aαp(b)αpq(1)) = ψpq
(
µp,q(aαp(1)⊗ bαq(1))
)
.
Again by (4.2.12),
ψe
(
αp−1(αp(1)a∗bαp(1))
)
= v∗pvpψe
(
αp−1(αp(1)a∗bαp(1))
)
v∗pvp
= v∗pψe (αp(1)a∗bαp(1)) vp
= v∗pψe(a∗b)vp.
This shows that ψ is a representation of Aα that is Cuntz–Pimsner covariant on IAα .
As a result, the crossed product AoαP of A by the semigroup of endomorphisms provided by α has
a description as the universal C∗-algebra of representations of Aα that are Cuntz–Pimsner covariant
on IAα . By Lemma 4.2.9, AoαP may also be described as the universal C∗-algebra for representations
of Aα that are Cuntz–Pimsner covariant on I Aα . If P op is the positive cone of a quasi-lattice order and
is also directed, a representation of Aα that is Cuntz–Pimsner covariant on I Aα is also Nica covariant
by [26, Proposition 5.4]. In this case OI Aα , Aα ∼= Aoα P. In general, Aoα P is the Cuntz–Pimsner
algebra of Aα as defined by Fowler [26]. See, for instance, [35] and [37] for constructions of crossed
products by semigroups of endomorphisms. We also refer the reader to [38] for this and further
constructions of crossed products out of product systems.
Example 4.2.13. We may attach a C∗-algebra to a quasi-lattice ordered group (G,P ) by considering
the trivial product system over P . The Toeplitz algebra of (G,P ) as introduced by Nica [47], denoted
by C∗(G,P ), is the Nica–Toeplitz algebra of the trivial product system over P . This is the relative
Cuntz–Pimsner algebra with respect to the trivial family of ideals Jp = {0} for all p ∈ P . In fact, there
is also a description of C∗(G,P ) as a semigroup crossed product as in the previous example (see [35]
and also Subsection 6.3.3). This is the universal C∗-algebra generated by a family of isometries {vp}p∈P
subject to the relation
vpv
∗
pvqv
∗
q =
{
vp∨qv∗p∨q if p ∨ q <∞,
0 otherwise.
The Fock representation in this case is the canonical representation of P by isometries on `2(P ). The
image of C∗(G,P ) in B(`2(P )) under the Fock representation is called Wiener–Hopf algebra [47].
4.2.3 Coaction on relative Cuntz–Pimsner algebras
Let (G,P ) be a quasi-lattice order and let E be a compactly aligned product system over P . The
representation of E in OJ ,E ⊗ C∗(G) which sends ξ ∈ Ep to ξ ⊗ up is Nica covariant and also Cuntz–
Pimsner covariant on J . So this yields a ∗-homomorphism δ : OJ ,E → OJ ,E ⊗ C∗(G).
Proposition 4.2.14. The ∗-homomorphism δ : OJ ,E → OJ ,E ⊗ C∗(G) gives a full coaction of G
on OJ ,E . Moreover, the spectral subspace OgJ ,E for δ at g ∈ G with g ∨ e <∞ is the closure of sums
of elements of the form
jp(ξ)jq(η)∗
with ξ ∈ Ep and η ∈ Eq, where pq−1 = g and p, q ∈ P . If g ∨ e =∞, then OgJ ,E is the trivial subspace.
Proof. The first part of the proof is essentially identical to that of Lemma 4.1.6. For the last part,
notice that the Nica covariance condition entails jp(Ep)∗jq(Eq) = {0} whenever p ∨ q = ∞ because
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jp(Ep) = jp(Ep)jp(Ep)∗jp(Ep) for all p ∈ P . In case p ∨ q <∞, we have
jp(Ep)∗jq(Eq) ⊆ span
{
jp−1(p∨q)(ξ)jq−1(p∨q)(η)∗
∣∣ ξ ∈ Ep−1(p∨q), η ∈ Eq−1(p∨q)} .
So take g ∈ G with g ∨ e =∞. In particular, g has no presentation of the form pq−1 with p, q in P .
Thus, by successive applications of the above simplification for elements of the form jp(ξp)∗jq(ξq), it
follows that
jp1(ξp1)jp2(ξp2)∗ . . . jp2n−1(ξp2n−1)jp2n(ξp2n)∗ = 0
whenever p1p−12 . . . p2n−1p−12n = g and ξpi ∈ Epi for all i ∈ {1, 2, . . . , 2n}. As a consequence, OgJ ,E = {0}.
Now a similar reasoning shows that if g ∈ G satisfies g ∨ e < ∞ and p1p−12 . . . p2n−1p−12n = g, then
jp1(ξp1)jp2(ξp2)∗ . . . jp2n−1(ξp2n−1)jp2n(ξp2n)∗ lies in the closed linear span of{
jp(ξ)jq(η)∗
∣∣ pq−1 = g, ξ ∈ Ep and η ∈ Eq} .
This completes the proof.
Corollary 4.2.15. Let E = (Ep)p∈P be a compactly aligned product system and J as above. Then,
for all p ∈ P , we have an isomorphism
OpJ ,E ∼= Ep ⊗A OeJ ,E
of correspondences A; OeJ ,E . Moreover, (OpJ ,E)p∈P is a product system of Hilbert OeJ ,E -bimodules.
Proof. By Proposition 4.2.14, OpJ ,E is generated by elements of the form jr(ξ)js(η)∗, with ξ ∈ Er, η ∈ Es
and rs−1 = p. In particular, r = ps and we can use the isomorphism µ−1p,s to show that jr(ξ)js(η)∗ lies
in jp(Ep)js(Es)js(Es)∗, which in turn is contained in jp(Ep)OeJ ,E . The inclusion jp(Ep)OeJ ,E ⊆ OpJ ,E is
trivial. So OpJ ,E = jp(Ep)OeJ ,E . Hence Ep ⊗A OeJ ,E → OpJ ,E , ξ ⊗ η 7→ jp(ξ)η gives an isomorphism of
correspondences A; OeJ ,E .
For each p ∈ P , OpJ ,E is a Hilbert OeJ ,E -bimodule with the structure obtained from the multiplication
and involution operations on OJ ,E . In particular, OeJ ,EOpJ ,E = OpJ ,E . Hence, if p, q ∈ P , we have a
correspondence isomorphism
OpJ ,E ⊗OeJ ,E O
q
J ,E ∼= OpJ ,EOqJ ,E = (jp(Ep)OeJ ,E)OqJ ,E = jp(Ep)(OeJ ,EOqJ ,E)
= jp(Ep)OqJ ,E = jp(Ep)jq(Eq)OeJ ,E = jpq(Epq)OeJ ,E = OpqE,J .
These multiplication maps are associative because they coincide with the multiplication on OJ ,E .
4.3 Bicategories of compactly aligned product systems
We define covariant correspondences between compactly aligned product systems as in Chapter 3,
following the ideas of Schweizer [54]. Let (G,P ) be a quasi-lattice ordered group. Let E = (Ep)p∈P
and G = (Gp)p∈P be compactly aligned product systems of correspondences over C∗-algebras A
and B, respectively. Let JA = {JAp }p∈P and JB = {JBp }p∈P be families of ideals in A and B,
with ϕAp (JAp ) ⊆ K(Ep) and ϕBp (JBp ) ⊆ K(Gp) for all p ∈ P .
Definition 4.3.1. A covariant correspondence from (A, E ,JA) to (B,G,JB) is a pair (F , V ), where
F : A; B is a correspondence such that JAp F ⊆ FJBp for all p ∈ P and V = {Vp}p∈P is a family of
correspondence isomorphisms Vp : Ep⊗AF ∼= F⊗B Gp, where Ve : A⊗AF ∼= F⊗BB is the isomorphism
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which sends a⊗ (ξb) to ψ(a)ξ ⊗ b. These must make the following diagrams commute for all p, q ∈ P :
(Ep ⊗A Eq)⊗A FOO

µ1p,q⊗1 // Epq ⊗A F
Vpq // F ⊗B GpqOO
1⊗µ2p,q
Ep ⊗A (Eq ⊗A F) F ⊗B (Gp ⊗B Gq)
Ep ⊗A (F ⊗B Gq) oo //

1⊗Vq
(Ep ⊗A F)⊗B Gq
Vp⊗1 // (F ⊗B Gp)⊗B Gq.

OO
(4.3.2)
A covariant correspondence (F , V ) is called proper if F is a proper correspondence.
Definition 4.3.3. The bicategory CP has the following data:
• Objects are triples (A, E ,J ), where A is a C∗-algebra, E = (Ep)p∈P is a compactly aligned
product system over P of A-correspondences, and J = {Jp}p∈P is a family of ideals in A with
Jp ⊆ ϕ−1p (K(Ep)) for all p ∈ P .
• Arrows (A, E ,J )→ (A1, E1,J1) are covariant correspondences (F , V ) from (A, E ,J ) to (A1, E1,J1).
• 2-Arrows (F0, V0)⇒ (F1, V1) are isomorphisms of covariant correspondences, that is, correspon-
dence isomorphisms w : F0 → F1 for which the following diagram commutes for all p ∈ P :
Ep ⊗A F0
V0,p //
1Ep⊗w

F0 ⊗A1 E1,p
w⊗1E1,p

Ep ⊗A F1
V1,p // F1 ⊗A1 E1,p.
• The vertical product of 2-arrows
w0 : (F0, V0)⇒ (F1, V1), w1 : (F1, V1)⇒ (F2, V2)
is the usual product w1 · w0 : F0 → F2. The arrows (A, E ,J ) → (A1, E1,J1) and the 2-arrows
between them form a groupoid CP ((A, E ,J ), (A1, E1,J1)).
• Let (F , V ) : (A, E ,J ) → (A1, E1,J1) and (F1, V1) : (A1, E1,J1) → (A2, E2,J2) be arrows. For
each p ∈ P , let Vp • V1,p be the composite correspondence isomorphism
Ep ⊗A F ⊗A1 F1
Vp⊗1F1−−−−−→ F ⊗A1 E1,p ⊗A1 F1
1F⊗V1,p−−−−−→ F ⊗A1 F1 ⊗A2 E2,p.
We define the product (F1, V1) ◦ (F , V ) by
(F1, V1) ◦ (F , V ) := (F ⊗A1 F1, V • V1),
where V • V1 = {Vp • V1,p}p∈P .
• The horizontal product for a diagram of arrows and 2-arrows
(A, E ,J )
(F,V )
++
(F˜,V˜ )
33
(A1, E1, J1)
(F1,V1)
++
(F˜1,V˜1)
33
(A2, E2, J2)w

w1

is the 2-arrow
(A, E ,J )
(F⊗A1F1,V •V1)
,,
(F˜⊗A1 F˜1,V˜ •V˜1)
22 (A2, E2,J2).w⊗w1
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This horizontal product and the product of arrows produce composition bifunctors
CP ((A, E ,J ), (A1, E1,J1)) × CP ((A1, E1,J1), (A2, E2,J2)) → CP ((A, E ,J ), (A2, E2,J2)).
• The unit arrow on the object (A, E ,J ) is the proper covariant correspondence (A, ιE), where A
is the identity correspondence and ιE = {ιEp}p∈P is the family of canonical isomorphisms
Ep ⊗A A ∼= Ep ∼= A⊗A Ep
obtained from the right and left actions of A on E .
• The associators and unitors are the same as in the correspondence bicategory.
We will denote by CPpr the sub-bicategory of CP whose arrows are proper covariant correspondences.
Example 4.3.4. View OeJ ,E as a correspondence A; OeJ ,E . For each p ∈ P , let ιˆEp be the isomorphism
Ep ⊗A OeJ ,E ∼= OpJ ,E ∼= OeJ ,E ⊗OeJ ,E O
p
J ,E ,
where the first isomorphism is that of Corollary 4.2.15. Cuntz–Pimsner covariance on J = {Jp}p∈P
implies that
je(Jp) ⊆ jp(Ep)jp(Ep)∗ ⊆ OpJ ,EOp ∗J ,E
for all p ∈ P . So (OeJ ,E , ιˆE) is a proper covariant correspondence
(A, E ,J )→ (OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ),
where ιˆE = {ιˆEp}p∈P and IOJ ,E = {IOJ ,Ep }p∈P with IOJ ,Ep = OpJ ,EOp ∗J ,E = 〈〈OpJ ,E | OpJ ,E〉〉.
We will see in the sequel that (OeJ ,E , ιˆE) is a universal arrow as in Definition 3.3.2. So the triple
(OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ) is the best approximation of (A, E ,J ) by an object of a certain sub-bicategory
of CPpr of product systems of Hilbert bimodules.
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Chapter 5
Fell bundles over quasi-lattice
ordered groups
In this chapter we introduce a class of Fell bundles over quasi-lattice ordered groups, inspired by
properties of the topological grading of relative Cuntz–Pimsner algebras. We show that such Fell bundles
arise naturally from a certain class of product systems of Hilbert bimodules. This correspondence
turns out to be an equivalence between a sub-bicategory of CP and a bicategory of Fell bundles. In
Section 5.3, we relate amenability for this class of Fell bundles to amenability of quasi-lattice ordered
groups by means of examples.
With the above equivalence at hand, we generalise the results from Chapter 3 for relative Cuntz–
Pimsner algebras of single correspondences to those of compactly aligned product systems. This will
be done in Section 5.4. We apply this to study Morita equivalence of relative Cuntz–Pimsner algebras.
5.1 From product systems of Hilbert bimodules to Fell bun-
dles
Definition 5.1.1. Let (G,P ) be a quasi-lattice ordered group and let (Bg)g∈G be a Fell bundle over G.
We will say that (Bg)g∈G is semi-saturated with respect to the quasi-lattice ordered group structure
of (G,P ) if it satisfies the following conditions:
(S1) BpBq = Bpq for all p, q ∈ P ;
(S2) Bg = B(g∨e)B∗(g−1∨e) for all g ∈ G with g ∨ e <∞;
Definition 5.1.2. A Fell bundle over G will be called orthogonal with respect to (G,P ) if Bg = {0}
whenever g ∨ e =∞.
Let F be the free group on a set of generators S. A Fell bundle over F is semi-saturated in the
sense of Exel if BgBh = Bgh for all g, h ∈ F such that the multiplication g · h involves no cancellation.
It is called orthogonal if B∗sBt = {0} whenever s and t are distinct generators of F (see [19] for
further details). Let F+ be the unital subsemigroup of F generated by S. Recall from Example 4.2.3
that (F,F+) is a quasi-lattice ordered group and that an element g ∈ F satisfies g ∨ e <∞ if and only
if its reduced form is pq−1, with p, q in P . In this case, g ∨ e = p and g−1 ∨ e = q. The following result
compares our definitions of semi-saturatedness and orthogonality for Fell bundles over F with those
introduced by Exel.
Proposition 5.1.3. A Fell bundle (Bg)g∈F is semi-saturated and orthogonal with respect to (F,F+) if
and only if it is both semi-saturated and orthogonal as defined in [19].
Proof. Suppose that (Bg)g∈F is semi-saturated and orthogonal with respect to (F,F+). Then orthogo-
nality implies that (Bg)g∈F is orthogonal as defined by Exel, since (p−1q)∨e =∞ if p and q are distinct
generators of F. In order to prove that (Bg)g∈F is also semi-saturated according to [19], let g, h ∈ F
be such that the product g · h involves no cancellation. If gh ∨ e = ∞, then Bgh = {0} = BgBh.
Assume that (gh)∨ e <∞. First, this implies that either g belongs to F+ and h∨ e <∞ or g ∨ e <∞
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and h ∈ (F+)−1 because gh has reduced form pq−1 with p, q ∈ P and the product g · h involves no
cancellation. In case g ∈ F+, we then have g(h ∨ e) = gh ∨ e and (gh)−1 ∨ e = (h−1g−1) ∨ e = h−1 ∨ e.
So axioms (S1) and (S2) give us
BgBh = BgBh∨eB∗h−1∨e = Bg(h∨e)B∗h−1∨e = B(gh)∨eB∗(gh)−1∨e = Bgh.
Now if h ∈ (F+)−1, it follows from the previous case that
BgBh = (Bh−1Bg−1)∗ = B∗h−1g−1 = Bgh.
This shows that (Bg)g∈F is semi-saturated as defined in [19].
Now suppose that (Bg)g∈F is a Fell bundle that is semi-saturated and orthogonal according to [19].
Clearly, (Bg)g∈F satisfies (S1). Any element of F has a reduced form, so that orthogonality as in
Definition 5.1.2 follows by combining semi-saturatedness and orthogonality of (Bg)g∈F. Given g ∈ F
with g ∨ e <∞, the product (g ∨ e)(g−1 ∨ e)−1 involves no cancellation. Therefore, semi-saturatedness
gives us
Bg = Bg∨eB(g−1∨e)−1 = Bg∨eB∗(g−1∨e).
This completes the proof of the statement.
Our main examples of Fell bundles that are semi-saturated and orthogonal come from the grading
of relative Cuntz–Pimsner algebras associated to compactly aligned product systems obtained in
Proposition 4.2.14. In fact, we will prove that any Fell bundle that is semi-saturated and orthogonal is
isomorphic to one of this form.
Example 5.1.4. Let E = (Ep)p∈P be a compactly aligned product system and let J = {Jp}p∈P
be a family of ideals in A with Jp ⊆ ϕ−1p (K(Ep)) for all p ∈ P . Then (OgJ ,E)g∈G is orthogonal
because OgJ ,E = {0} whenever g ∨ e =∞. To see that it is also semi-saturated, observe that if p, q ∈ P
satisfy pq−1 = g, then there is r ∈ P with p = (g ∨ e)r and q = (g−1 ∨ e)r. Indeed, since g ∨ e
and g−1 ∨ e are the least upper bounds for g and g−1 in P , respectively, there are r, s ∈ P such
that p = (g ∨ e)r and q = (g−1 ∨ e)s. The equality g = (g ∨ e)(g−1 ∨ e)−1 = (g ∨ e)rs−1(g−1 ∨ e)−1
entails r = s.
Thus, given g in G with g ∨ e < ∞, write g = (g ∨ e)(g−1 ∨ e)−1. By Proposition 4.2.14, OgJ ,E
is spanned by the elements of the form jp(ξ)jq(η)∗, with ξ ∈ Ep, η ∈ Eq and pq−1 = g. Given such
an element jp(ξ)jq(η)∗, let r ∈ P be such that p = (g ∨ e)r and q = (g−1 ∨ e)r. We then employ the
isomorphisms µ−1g∨e,r and µ−1g−1∨e,r to conclude that
jp(ξ)jq(η)∗ ∈ jg∨e(Eg∨e)jr(Er)jr(Er)∗jg−1∨e(Eg−1∨e)∗ ⊆ Og∨eJ ,E(Og
−1∨e
J ,E )∗.
Therefore, (OgJ ,E)g∈G satisfies (S2). Now axiom (S1) follows from Corollary 4.2.15. Thus (OgJ ,E)g∈G is
also semi-saturated.
Definition 5.1.5. A product system of Hilbert bimodules E = (Ep)p∈P will be called simplifiable if for
all p, q ∈ P one has
(i) 〈〈Ep | Ep〉〉〈〈Eq | Eq〉〉 ⊆ 〈〈Ep∨q | Ep∨q〉〉 if p ∨ q <∞;
(ii) 〈〈Ep | Ep〉〉〈〈Eq | Eq〉〉 = {0} if p ∨ q =∞;
here 〈〈· | ·〉〉 denotes the left A-valued inner product.
Remark 5.1.6. A simplifiable product system of Hilbert bimodules is compactly aligned. The converse
is not true in general. For instance, take a nontrivial Hilbert bimodule E over a C∗-algebra A
satisfying E ⊗A E = {0}. This produces a product system over N× N such that E(1,0) = E(0,1) = E . It
is compactly aligned because E(1,1) = {0}, but 〈〈E(1,0) | E(1,0)〉〉 = 〈〈E(0,1) | E(0,1)〉〉 6= {0}.
Proposition 5.1.7. Let E = (Ep)p∈P be a simplifiable product system of Hilbert bimodules. For
each p ∈ P , let Ip := 〈〈Ep | Ep〉〉 and set I = {Ip}p∈P . If ψ = {ψp}p∈P is a representation of E in a
C∗-algebra B that is Cuntz–Pimsner covariant on I, then it is also Nica covariant.
43
5.1. FROM PRODUCT SYSTEMS OF HILBERT BIMODULES TO FELL BUNDLES
Proof. Let p, q ∈ P , T ∈ K(Ep) and S ∈ K(Eq). Let a ∈ Ip and b ∈ Iq be such that ϕp(a) = T
and ϕq(b) = S. Cuntz–Pimsner covariance on I gives us
ψ(p)(T )ψ(q)(S) = ψe(a)ψe(b) = ψe(ab).
So by condition (ii) of Definition 5.1.5, ψ(p)(T )ψ(q)(S) = 0 if p ∨ q =∞. In case p ∨ q <∞, it follows
that ιp∨qp (T )ιp∨qq (S) = ϕp∨q(ab). Applying the Cuntz–Pimsner covariance condition to ab ∈ Ip∨q, we
obtain
ψ(p)(T )ψ(q)(S) = ψe(ab) = ψ(p∨q)(ϕp∨q(ab)) = ψ(p∨q)
(
ιp∨qp (T )ιp∨qq (S)
)
.
Therefore, ψ is Nica covariant.
Theorem 5.1.8. Let (G,P ) be a quasi-lattice ordered group and let E = (Ep)p∈P be a simplifiable
product system of Hilbert bimodules. There is a semi-saturated and orthogonal Fell bundle Eˆ = (Eˆg)g∈G
extending the structure of product system of E, in the sense that
(i) there are isomorphisms jp : Ep ∼= Eˆp of complex vector spaces such that je : A → Eˆe is a
∗-isomorphism and jp(ξ)jq(η) = jpq(µp,q(ξ ⊗ η)) for all p, q ∈ P ;
(ii) jp(ξ)∗jp(η) = je(〈ξ | η〉) for all ξ, η ∈ Ep and p ∈ P , where ∗ : Eˆp → Eˆp−1 is the involution
operation on Eˆ.
Moreover, Eˆ is unique up to canonical isomorphism of Fell bundles.
Proof. We begin by building the fibres of such a Fell bundle. For each g ∈ G, we set
Eˆg :=
{
Eg∨e ⊗A E∗g−1∨e if g ∨ e <∞,
{0} otherwise.
Here E∗g−1∨e is the adjoint Hilbert bimodule of Eg−1∨e (see Proposition A.2.7). We may identify Eˆp
with Ep and Eˆp−1 with E∗p by using the canonical isomorphisms A ⊗A E∗p ∼= E∗p and Ep ⊗A A∗ ∼= Ep,
where A is identified with A∗ through a 7→ a˜∗. So we will omit the map jp : Ep → Eˆp mentioned in the
statement.
If p, q ∈ P satisfy pq−1 = g, then there is r ∈ P with p = (g ∨ e)r and q = (g−1 ∨ e)r (see this
computation in Example 5.1.4). Hence we may view Ep ⊗A E∗q as a sub-bimodule of Eg∨e ⊗A E∗g−1∨e
through the embedding
Ep ⊗A E∗q ∼= Eg∨e ⊗A Er ⊗A E∗r ⊗A E∗g−1∨e
∼= Eg∨e〈〈Er | Er〉〉 ⊗A E∗g−1∨e
↪→ Eg∨e ⊗A E∗g−1∨e.
We will use this inclusion and the fact that E is simplifiable to define the multiplication maps µˆg,h : Eˆg×
Eˆh → Eˆgh. Let pq−1 and rs−1 be the reduced forms for g and h, respectively. The canonical
isomorphisms
E∗q ⊗A Eq ∼= 〈Eq | Eq〉, E∗r ⊗A Er ∼= 〈Er | Er〉,
Eq ⊗A E∗q ∼= 〈〈Eq | Eq〉〉, Er ⊗A E∗r ∼= 〈〈Er | Er〉〉,
from Proposition 3.1.6, imply
Ep ⊗A E∗q ⊗A Er ⊗A E∗s ∼= Ep ⊗A E∗q ⊗A (Eq ⊗A E∗q ⊗A Er ⊗A E∗r )⊗A Er ⊗A E∗s
↪→ Ep ⊗A E∗q ⊗A (Eq∨r ⊗A E∗q∨r)⊗A Er ⊗A E∗s
∼= Ep ⊗A 〈Eq | Eq〉Eq−1(q∨r) ⊗A E∗r−1(q∨r)〈Er | Er〉 ⊗A E∗s
↪→ Epq−1(q∨r)E∗sr−1(q∨r) ↪→ E(gh)∨e ⊗A E∗(gh)−1∨e.
This yields an isometry µˆg,h : Eˆg⊗A Eˆh → Eˆgh. We then define the product ξgξh for ξg ∈ Eˆg and ξh ∈ Eˆh
to be the image of ξg ⊗A ξh in Eˆgh under µˆg,h. This satisfies µˆp,q = µp,q for all p, q ∈ P . The involution
44
5. FELL BUNDLES OVER QUASI-LATTICE ORDERED GROUPS
∗ : Eˆg → Eˆg−1 sends an elementary tensor ξp ⊗A η∗q to ηq ⊗A ξ∗p , where ξp ∈ Ep, ηq ∈ Eq and η∗q is the
image of ηq under the canonical conjugate-linear map Eq → E∗q . Since this latter map is isometric by
Corollary A.2.5, the involution is isometric too. Given ξ ∈ Ep ⊗ E∗q , the product ξ∗ξ coincides with the
inner product 〈ξ | ξ〉. Hence it is a positive element in Eˆe = A and ‖ξ∗ξ‖ = ‖ξ‖2.
Let us verify the equality (ξη)∗ = η∗ξ∗. To do so, let p, q, r, s ∈ P . First, notice that
(〈〈ξq | ξ′q〉〉〈〈ηr | η′r〉〉)∗ = 〈〈ηr | η′r〉〉∗〈〈ξq | ξ′q〉〉∗ = 〈〈η′r | ηr〉〉〈〈ξ′q | ξq〉〉.
For all p′, q′ ∈ P , µp′,q′(ξ⊗η) is mapped to µp′,q′(ξ⊗η)∗ through the conjugate-linear map Ep′q′ → E∗p′q′ .
Hence the diagram
Ep ⊗A E∗q ⊗A Er ⊗A E∗s
∗

µˆpq−1,rs−1 // Epq−1(q∨r) ⊗A E∗sr−1(q∨r)
∗

Es ⊗A E∗r ⊗A Eq ⊗A E∗p
µˆsr−1,qp−1 // Esr−1(q∨r) ⊗A E∗pq−1(q∨r)
commutes. This shows that (ξη)∗ = η∗ξ∗ for all ξ ∈ Bpq−1 and η ∈ Brs−1 . Now let ξ ∈ Ep ⊗A E∗q
and η ∈ Er ⊗A E∗s . Then
‖ξ · η‖2 = ‖〈ξ ⊗ η | ξ ⊗ η〉‖ = ‖〈ξ | 〈η | η〉ξ〉‖ ≤ ‖η‖2‖ξ‖2
and hence ‖ξ · η‖ ≤ ‖ξ‖‖η‖.
It remains to check that the multiplication maps are associative. These are associative when
restricted to the positive fibres. Hence it suffices to prove that
µˆgh,k ◦ (µˆg,h ⊗ 1) = µˆg,hk ◦ (1⊗ µˆh,k)
for g ∈ P−1 and k ∈ P . In addition, for all p, q, r, s ∈ P with p ∨ q, r ∨ s <∞, we have that
qr−1((rq−1(p ∨ q)) ∨ s) = qr−1((rq−1(p ∨ q)) ∨ (r ∨ s))
= q(q−1(p ∨ q) ∨ r−1(r ∨ s))
= p ∨ (qr−1(r ∨ s)).
Thus all we need to show is that the diagram
E∗p ⊗A Eq ⊗A E∗r ⊗A Es
µˆp−1,qr−1⊗1

1⊗µˆqr−1,s // E∗p ⊗A Eqr−1(r∨s) ⊗A E∗s−1(r∨s)
µˆp−1,qr−1s

Ep−1(p∨q) ⊗A E∗rq−1(p∨q) ⊗A Es
µˆp−1qr−1,s // Eu ⊗A E∗v
(5.1.9)
commutes, where
u = p−1(qr−1(rq−1(p ∨ q)) ∨ s) = p−1(p ∨ (qr−1(r ∨ s))
and
v = s−1(rq−1(p ∨ q) ∨ s) = s−1rq−1(p ∨ (qr−1(r ∨ s))).
In what follows, we will identify the ideal 〈Ep′q′ | Ep′q′〉 with 〈Eq′ | 〈Ep′ | Ep′〉Eq′〉 via µ−1p′,q′ . We also identify
〈〈Ep′q′ | Ep′q′〉〉 with 〈〈Ep′〈〈Eq′ | Eq′〉〉 | Ep′〉〉 in the same way. Since E is simplifiable, it follows that 〈〈Ep | Ep〉〉
maps Eq into Eq〈〈Eq−1(p∨q) | Eq−1(p∨q)〉〉 because 〈〈Ep | Ep〉〉〈〈Eq | Eq〉〉 ⊆ 〈〈Ep∨q | Ep∨q〉〉 and Eq = 〈〈Eq | Eq〉〉Eq
(see also Lemma 3.1.7). Similarly,
E∗r 〈〈Es | Es〉〉 = (〈〈Es | Es〉〉Er)∗ ⊆ (Er〈〈Er−1(r∨s) | Er−1(r∨s)〉〉)∗ = 〈〈Er−1(r∨s) | Er−1(r∨s)〉〉E∗r .
Applying again the fact that E is simplifiable to the ideals 〈〈Eq−1(p∨q) | Eq−1(p∨q)〉〉 and 〈〈Er−1(r∨s) | Er−1(r∨s)〉〉,
we deduce that
E∗p ⊗A Eq ⊗A E∗r ⊗A Es ↪→ E∗p ⊗A Eq · I ⊗A I · E∗r ⊗A Es,
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where I = 〈〈E(r−1(r∨s))∨(q−1(p∨q)) | E(r−1(r∨s))∨(q−1(p∨q))〉〉. By Theorem A.2.11 (see also [52, Proposition
3.24]), EqI = 〈〈EqI | EqI〉〉EqI and IE∗r = IE∗r 〈〈ErI | ErI〉〉. From this we obtain the inclusion
E∗p ⊗A Eq ⊗A E∗r ⊗A Es ↪→ E∗p ⊗A 〈〈Epu | Epu〉〉 ⊗A Eq ⊗A E∗r ⊗A 〈〈Esv | Esv〉〉 ⊗A Es, (5.1.10)
because
q(r−1(r ∨ s) ∨ q−1(p ∨ q)) = qr−1(r ∨ s) ∨ (p ∨ q) = qr−1(r ∨ s) ∨ p = pu
and
r(r−1(r ∨ s) ∨ q−1(p ∨ q)) = (r ∨ s) ∨ rq−1(p ∨ q) = s ∨ rq−1(p ∨ q) = sv.
Now the associativity of the multiplication on E implies that
(µ−1s,s−1(r∨s) ⊗ 1)µ−1r∨s,(r∨s)−1sv = (1⊗ µ−1s−1(r∨s),(r∨s)−1sv)µ−1s,v
and
(µ−1r,r−1(r∨s) ⊗ 1)µ−1r∨s,(r∨s)−1sv = (1⊗ µ−1r−1(r∨s),(r∨s)−1sv)µ−1r,r−1sv.
These are two commutative diagrams:
〈〈Esv | Esv〉〉 ⊗A Es

// 〈〈Er∨s〈〈E(r∨s)−1sv | E(r∨s)−1sv〉〉 | Er∨s〉〉Es

Esv ⊗A E∗v ⊗A E∗s ⊗A Es

Er∨s〈〈E(r∨s)−1sv | E(r∨s)−1sv〉〉 ⊗A E∗s−1(r∨s)

Esv ⊗A E∗v Er∨s ⊗A E(r∨s)−1sv ⊗A E∗v ,oo
(5.1.11)
E∗r ⊗A 〈〈Esv | Esv〉〉

// E∗r 〈〈Er∨s | Er∨s〈〈E(r∨s)−1sv | E(r∨s)−1sv〉〉〉〉

E∗r ⊗A Er ⊗A Er−1sv ⊗A E∗sv

Er−1(r∨s) ⊗A 〈〈E(r∨s)−1sv | E(r∨s)−1sv〉〉E∗r∨s

Er−1sv ⊗A E∗sv Er−1(r∨s) ⊗A E(r∨s)−1sv ⊗A E∗sv.oo
(5.1.12)
The same arguments show that the following diagrams commute:
〈〈Epu | Epu〉〉 ⊗A Eq

// 〈〈Ep∨q〈〈E(p∨q)−1pu | E(p∨q)−1pu〉〉 | Ep∨q〉〉Eq

Epu ⊗A E∗q−1pu ⊗A E∗q ⊗A Eq

Ep∨q〈〈E(p∨q)−1pu | E(p∨q)−1pu〉〉 ⊗A E∗q−1(p∨q)

Epu ⊗A E∗q−1pu Ep∨q ⊗A E(p∨q)−1pu ⊗A E∗q−1pu,oo
(5.1.13)
E∗p ⊗A 〈〈Epu | Epu〉〉

// E∗p 〈〈Ep∨q | Ep∨q〈〈E(p∨q)−1pu | E(p∨q)−1pu〉〉〉〉

E∗p ⊗A Ep ⊗A Eu ⊗A E∗pu

Ep−1(p∨q) ⊗A 〈〈E(p∨q)−1pu | E(p∨q)−1pu〉〉E∗p∨q

Eu ⊗A E∗pu Ep−1(p∨q) ⊗A E(p∨q)−1pu ⊗A E∗pu.oo
(5.1.14)
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Using again that the multiplication is associative on E , we deduce the identity
µrq−1(p∨q),(p∨q)−1pu(µr,q−1(p∨q) ⊗ 1) = µr,q−1pu(1⊗ µq−1(p∨q),(p∨q)−1pu).
This produces the commutative diagram
Er ⊗A Eq−1(p∨q) ⊗A E(p∨q)−1pu
µr,q−1(p∨q)⊗1

1⊗µq−1(p∨q),(p∨q)−1pu // Er ⊗A Eq−1pu
µr,q−1pu

Erq−1(p∨q) ⊗A E(p∨q)−1pu
µrq−1(p∨q),(p∨q)−1pu // Erq−1pu.
We have a similar commutative diagram for q, r−1(r ∨ s) and (r ∨ s)−1sv. In addition, notice that
(p ∨ q)−1pu = (rq−1(p ∨ q))−1sv, (r ∨ s)−1sv = (qr−1(r ∨ s))−1pu and q−1pu = r−1sv. It follows from
the above commutative diagrams that the following two inclusions coincide:
E∗pu ⊗A Eq ⊗A E∗r ⊗A Esv ∼= E∗pu ⊗A Eq ⊗A E∗r ⊗A Er∨s ⊗A E(r∨s)−1sv
∼= E∗pu ⊗A Eq ⊗A (E∗r ⊗A Er)⊗A Er−1(r∨s) ⊗A E(r∨s)−1sv
∼= E∗pu ⊗A Eq ⊗A 〈Er | Er〉Er−1(r∨s) ⊗A E(r∨s)−1sv
↪→ E∗pu ⊗A Eqr−1(r∨s) ⊗A E(r∨s)−1sv
∼= E∗(qr−1(r∨s))−1pu⊗A E∗qr−1(r∨s)⊗AEqr−1(r∨s)⊗AE(r∨s)−1sv
∼= 〈E(qr−1(r∨s))−1pu | 〈Eqr−1(r∨s) | Eqr−1(r∨s)〉E(r∨s)−1sv〉
= 〈E(qr−1(r∨s))−1pu | 〈Er−1(r∨s) | 〈Eq | Eq〉Er−1(r∨s)〉E(r∨s)−1sv〉
⊆ 〈Eq−1pu | Er−1sv〉;
(5.1.15)
E∗pu ⊗A Eq ⊗A E∗r ⊗A Esv ∼= E∗(p∨q)−1pu ⊗A E∗p∨q ⊗A Eq ⊗A E∗r ⊗A Esv
∼= E∗(p∨q)−1pu ⊗A E∗q−1(p∨q) ⊗A (E∗q ⊗A Eq)⊗A E∗r ⊗A Esv
∼= E∗(p∨q)−1pu ⊗A E∗q−1(p∨q)〈Eq | Eq〉 ⊗A E∗r ⊗A Esv
↪→ E∗(p∨q)−1pu ⊗A E∗rq−1(p∨q) ⊗A Esv
∼= E∗(p∨q)−1pu ⊗AE∗rq−1(p∨q)⊗AErq−1(p∨q)⊗AE(rq−1(p∨q))−1sv
∼= 〈E(p∨q)−1pu | 〈Erq−1(p∨q) | Erq−1(p∨q)〉E(rq−1(p∨q))−1sv〉
= 〈E(p∨q)−1pu | 〈Eq−1(p∨q) | 〈Er | Er〉Eq−1(p∨q)〉E(rq−1(p∨q))−1sv〉
⊆ 〈Eq−1pu | Er−1sv〉.
(5.1.16)
Now let us go back to the diagram
E∗p ⊗A Eq ⊗A E∗r ⊗A Es
1⊗µˆqr−1,s

µˆp−1,qr−1⊗1 // E∗p ⊗A Eqr−1(r∨s) ⊗A E∗s−1(r∨s)
µˆp−1,qr−1s

Ep−1(p∨q) ⊗A E∗rq−1(p∨q) ⊗A Es
µˆp−1qr−1,s // Eu ⊗A E∗v .
(5.1.17)
It follows from (5.1.10) that its top-right composite combines the top-right composites of (5.1.11)
and (5.1.12) with (5.1.15) and the left arrow of (5.1.14). The left-bottom composite of (5.1.17) involves
the top-right composites of (5.1.13) and (5.1.14), the inclusion (5.1.16) as well as the left arrows of
(5.1.11). So applying the relations
E∗(qr−1(r∨s))−1pu〈Er−1(r∨s) | 〈Eq | Eq〉Er−1(r∨s)〉〈〈E(r∨s)−1sv | E(r∨s)−1v〉〉 =
〈E(qr−1(r∨s))−1pu | 〈Er−1(r∨s) | 〈Eq | Eq〉Er−1(r∨s)〉E(r∨s)−1sv〉E∗(r∨s)−1sv
47
5.1. FROM PRODUCT SYSTEMS OF HILBERT BIMODULES TO FELL BUNDLES
and
〈〈E(p∨q)−1pu | E(p∨q)−1pu〉〉〈Eq−1(p∨q) | 〈Er | Er〉Eq−1(p∨q)〉E(rq−1(p∨q))−1sv =
E(p∨q)−1pu〈E(p∨q)−1pu | 〈Eq−1(p∨q) | 〈Er | Er〉Eq−1(p∨q)〉E(rq−1(p∨q))−1sv〉
and using the equality of (5.1.15) and (5.1.16), we deduce from the commutativity of the diagrams
described above that the diagram (5.1.17) also commutes, as desired.
In order to prove the uniqueness property, let Eˆ ′ = (Eˆ ′g)g∈G be another Fell bundle that is semi-
saturated and orthogonal and extends the structure of product system of E . Let j′ = {j′p}p∈P be the
family of isomorphisms Ep ∼= Eˆ ′p. We obtain an isomorphism of Hilbert bimodules j′p−1 : E∗p → Eˆ ′p−1
through the composite
E∗p
∗
−→ Ep
j′p−→ Eˆ ′p
∗
−→ Eˆ ′p−1 ,
where the arrow involved in the left-hand side is the canonical conjugate-linear map and “∗” in the
right-hand side is the involution in (Eˆ ′g)g∈G. This is indeed an isomorphism of complex vector spaces
since the involution operation on Eˆ ′ is also a conjugate-linear map. Furthermore, the ideal in A
determined by j′p(Ep)j′p(Ep)∗ is contained in j′e(〈〈Ep | Ep〉〉) because Ep = 〈〈Ep | Ep〉〉Ep and j′ preserves
the multiplication on E . And for all ξ, η and ζ ∈ Ep, we have that
j′e(〈〈ξ | η〉〉)j′p(ζ) = j′p(ξ〈η | ζ〉) = j′p(ξ)j′e(〈η | ζ〉) = j′p(ξ)j′p(η)∗j′p(ζ).
This implies that j′e(〈〈ξ | η〉〉) = j′p(ξ)j′p(η)∗ = j′p−1(ξ∗)∗j′p−1(η∗) because 〈〈Ep | Ep〉〉 acts faithfully on Ep
and j′e is also injective. So we let j′g be the zero map if g ∨ e = ∞ and for g ∈ G with g ∨ e < ∞,
we let j′g : Eg∨e ⊗A E∗g−1∨e → Eˆ ′g be defined on elementary tensors by ξ ⊗ η∗ 7→ j′g∨e(ξ)j′(g−1∨e)−1(η∗).
This is isometric because j′g∨e and j′(g−1∨e)−1 preserve inner products. These maps are surjective
because Eˆ ′ is semi-saturated and orthogonal. Since it extends E and j′p−1 preserves the structure of
Hilbert bimodule of E∗p , it follows that {j′g}g∈G is an isomorphism between Fell bundles. This completes
the proof of the theorem.
Corollary 5.1.18. Let E = (Ep)p∈P be a simplifiable product system of Hilbert bimodules. For
each p ∈ P , set Ip := 〈〈Ep | Ep〉〉 and I = {Ip}p∈P . Then the canonical ∗-homomorphism from A to
the relative Cuntz–Pimsner algebra OI,E is an isomorphism onto the gauge-fixed point algebra OeI,E .
Moreover, OpI,E ∼= Ep for all p ∈ P .
Proof. Let (Eˆg)g∈G be the Fell bundle associated to E as in the previous theorem and let C∗((Eˆg)g∈G)
be its full cross sectional C∗-algebra. Let jˆ = {jˆg}g∈G denote the canonical representation of (Eˆg)g∈G
in C∗((Eˆg)g∈G). Since (Eˆg)g∈G extends the structure of E , there is a canonical representation of E
in C∗((Eˆg)g∈G) obtained by
Ep 3 ξ 7→ jˆp(ξ).
Given p ∈ P and ξ, η ∈ Ep, the multiplication ξ ·η∗ in (Eˆg)g∈G is precisely the left inner product 〈〈ξ | η〉〉,
so that the representation of E in C∗((Eˆg)g∈G) is Cuntz–Pimsner covariant on I. As a result, the
canonical map from A to OI,E is injective. Since E is simplifiable, its representation in OI,E is Nica
covariant by Proposition 5.1.7. Thus, OeI,E is the closed linear span of the set
{jp(ξ)jp(η)∗|ξ, η ∈ Ep, p ∈ P}.
So the Cuntz–Pimsner covariance condition implies that je : A→ OeI,E is an isomorphism.
It follows that jp : Ep → OpI,E is injective for all p ∈ P . Again because the representation of E
in OI,E is Nica covariant, OpI,E is generated by elements of the form jq(ξ)jr(η)∗ with qr−1 = p. Using
that µp,r is a correspondence isomorphism, we deduce from Cuntz–Pimsner covariance that jp is also
surjective, as asserted.
Remark 5.1.19. In order to build a Fell bundle out of a simplifiable product system in the proof
of Theorem 5.1.8, we defined the fibres as well as the operations of a Fell bundle explicitly and
established the required axioms for Fell bundles, such as associativity of the multiplication maps.
From this we derived Corollary 5.1.18. One could also prove Corollary 5.1.18 by using Theorem 6.2.5
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and Proposition 6.3.8. Thus Theorem 5.1.8 would follow as a consequence. In order to obtain a
self-contained theory, we have chosen to construct the Fell bundle out of a simplifiable product system
of Hilbert bimodules explicitly. We will build an equivalence between the corresponding bicategories in
a similar fashion.
5.2 The equivalence of bicategories
Let (Bg)g∈G be a semi-saturated Fell bundle with respect to (G,P ). There is a canonical product
system associated to (Bg)g∈G. Indeed, for each p ∈ P , view Bp as a Hilbert Be-bimodule with
left and right actions inherited from the multiplication in (Bg)g∈G. The left inner product is given
by 〈〈ξ | η〉〉 := ξη∗, while the right inner product is 〈ξ | η〉 := ξ∗η. The property (S1) of Definition 5.1.1
says that B = (Bp)p∈P is a product system with isomorphisms Bp ⊗Be Bq ∼= Bpq coming from the
multiplication in (Bg)g∈G. If (Bg)g∈G is also orthogonal, the next result states that the cross sectional
C∗-algebra of (Bg)g∈G can be recovered from B.
Proposition 5.2.1. Let (Bg)g∈G be a Fell bundle that is semi-saturated and orthogonal with respect
to (G,P ). Then B = (Bp)p∈P is a simplifiable product system of Hilbert bimodules. Its relative
Cuntz–Pimsner algebra OI,B is naturally isomorphic to the cross sectional C∗-algebra of (Bg)g∈G.
Proof. Let p, q ∈ P and set g = p−1q. Notice that p ∨ q = ∞ if and only if g ∨ e = ∞ and
hence 〈〈Bp |Bp〉〉〈〈Bq |Bq〉〉 = BpB∗pBqB∗q = {0} provided p ∨ q = ∞. Suppose that p ∨ q < ∞.
Then g ∨ e = p−1(p ∨ q) and g−1 ∨ e = q−1(p ∨ q) so that
〈〈Bp |Bp〉〉〈〈Bq |Bq〉〉 ⊆ BpBp−1qB∗q
= BpBp−1(p∨q)B∗q−1(p∨q)B∗q
= Bp∨qB∗p∨q = 〈〈Bp∨q |Bp∨q〉〉.
The representation of (Bg)g∈G in C∗((Bg)g∈G) restricted to the fibres over P is Cuntz–Pimsner
covariant on I. This gives us a ∗-homomorphism ψ : OI,B → C∗((Bg)g∈G). In order to build the
inverse of ψ, let us define a representation φ = {φg}g∈G of (Bg)g∈G in OI,B.
Let g ∈ G. If g ∨ e = ∞, then OgB,I = {0} = Bg and φg is the zero map. For g = p ∈ P , we
set φp := jp. Now let g ∈ G with g ∨ e < ∞ and let ξ ∈ Bg be of the form ηζ∗ with η ∈ Bg∨e
and ζ ∈ Bg−1∨e. Set φg(ξ) := jg∨e(η)jg−1∨e(ζ)∗. Given η, η′ ∈ Bg∨e and ζ, ζ ′ ∈ Bg−1∨e, the Cuntz–
Pimsner covariance condition entails
jg−1∨e(ζ)jg∨e(η)∗jg∨e(η′)jg−1∨e(ζ ′)∗ = je(〈〈ζ | 〈η | η′〉ζ ′〉〉) = φe
(
(ηζ∗)∗(η′ζ ′∗)
)
.
Hence the axiom ‖b‖2 = ‖b∗b‖ applied to b ∈ Bg ensures that φg extends to a continuous linear map
from Bg = Bg∨eBg−1∨e to OI,B, which we still denote by φg. By definition, φg(ξ)∗ = φg−1(ξ∗) for
all ξ ∈ Bg and g ∈ G. So it remains to prove that φgh(ξη) = φg(ξ)φh(η) for all ξ ∈ Bg, η ∈ Bh
and g, h ∈ G. This clearly holds if g, h ∈ P because the representation of B in OI,B preserves
multiplication. In addition, since the representation of B in OI,B is Nica covariant, given p, q ∈ P ,
ξ ∈ Bp and η ∈ Bq, it follows that jp(ξ)∗jq(η) = 0 whenever p ∨ q =∞. In case p ∨ q <∞, it follows
that
B∗pBq ⊆ B∗pBp∨qB∗p∨qBq.
We deduce from the Cuntz–Pimsner covariance condition that, for all ζ, ζ ′ ∈ Ep∨q,
jp(ξ)∗je(〈〈ζ | ζ ′〉〉)jq(η) = jp(ξ)∗jp∨q(ζ)jp∨q(ζ ′)∗jq(η).
Combining this with the fact that j = {jp}p∈P is a representation of B, we conclude that φgh(ξη) =
φg(ξ)φh(η) for all ξ ∈ Bg, η ∈ Bh and g, h ∈ G. Therefore, this induces a ∗-homomorphism
φˆ : C∗((Bg)g∈G)→ OI,B, which is the inverse of ψ.
Combining Example 5.1.4 with the previous proposition, we obtain the following:
Corollary 5.2.2. Let E = (Ep)p∈P be a compactly aligned product system and OJ ,E a relative Cuntz–
Pimsner algebra associated to E. Then (OpJ ,E)p∈P is simplifiable.
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Definition 5.2.3. Let (G,P ) be a quasi-lattice order. A Fell bundle over G is said to be extended
from P if it is semi-saturated and orthogonal with respect to the quasi-lattice ordered group structure
of (G,P ).
Definition 5.2.4. Let (Bg)g∈G and (Cg)g∈G be Fell bundles extended from P . A correspon-
dence (F , U) : (Bg)g∈G → (Cg)g∈G consists of a C∗-correspondence F : Be ; Ce and a family of
isometries U = {Ug}g∈G, where Ug : Bg ⊗Be F → F ⊗Ce Cg, such that Ue : Be ⊗Be F ∼= F ⊗Ce Ce
is the isomorphism which sends b⊗ (ξc) to ψ(b)ξ ⊗ c and, for all p ∈ P , Up is unitary. Here we are
regarding the Bg’s as correspondences over Be. We also require the following diagram to commute for
all g, h ∈ G:
(Bg⊗BeBh)⊗BeFOO

µˆg,h⊗1 // Bgh⊗BeF
Ugh // F ⊗CeCghOO
1⊗µˆ1g,h
Bg⊗Be (Bh⊗BeF) F⊗Ce (Cg⊗CeCh)
Bg⊗Be (F⊗CeCh) oo //

1⊗Uh
(Bg⊗BeF)⊗CeCh
Ug⊗1 // (F⊗CeCg)⊗CeCh.

OO
(5.2.5)
A correspondence (F , U) is proper if F is a proper correspondence.
It is unclear to us whether or not all of the Ug’s in the above definition are unitary whenever
the Up’s are so.
Definition 5.2.6. We will denote by C(G,P ) the bicategory whose objects are Fell bundles over G
extended from P and arrows (Bg)g∈G → (Cg)g∈G are correspondences as above. A 2-morphism
w : (F0, U0)⇒ (F1, U1) is a correspondence isomorphism w : F0 → F1 making the following diagram
commute for all g ∈ G:
Bg ⊗Be F0
U0,g //
1Bg⊗w

F0 ⊗Ce Cg
w⊗1Cg

Bg ⊗Be F1
U1,g // F1 ⊗Ce Cg.
The unit arrow on an object (Bg)g∈G is the identity correspondence Be : Be → Be with the family of
isomorphisms ιˆG = {ιBg}g∈G, where ιBg is the isomorphism Be ⊗Be Bg ∼= Bg ⊗Be Be obtained as in
Definition 4.3.3. The further data needed for a bicategory is also defined as in Definition 4.3.3. We let
C
(G,P )
pr be the sub-bicategory of C(G,P ) whose arrows are proper correspondences.
Lemma 5.2.7. Let (F , U) : (Bg)g∈G → (Cg)g∈G be a morphism in C(G,P ). Then its restriction to the
positive fibres is a covariant correspondence
(Be,B, IB)→ (Ce, C, IC),
where IB and IC denote the families of Katsura’s ideals for B and C, respectively.
Proof. Let (F , U) be a correspondence from (Bg)g∈G to (Cg)g∈G. By definition, Up : Bp ⊗Be F →
F ⊗Ce Cp is unitary whenever p belongs to the positive cone P . Thus, all we need to prove is that the
ideal 〈〈Bp |Bp〉〉 maps F into F〈〈Cp |Cp〉〉. This follows from (5.2.5). We let p−1 play the role of q and
obtain the commutative diagram
Bp⊗BeB∗p⊗BeF
µˆp,p−1⊗1 // BpB∗p⊗BeF
Ue // F ⊗CeCeOO
1⊗µˆ1
p,p−1
Bp⊗BeF⊗CeC∗p

1⊗Up−1
Up⊗1 // F⊗CeCp⊗CeC∗p .
The image of the top map is 〈〈Bp |Bp〉〉F and the image of the right map is F〈〈Cp |Cp〉〉. Hence
〈〈Bp |Bp〉〉F ⊆ F〈〈Cp |Cp〉〉.
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Lemma 5.2.8. Let E = (Ep)p∈P and G = (Gp)p∈P be simplifiable product systems of Hilbert bimodules
and let (Eˆg)g∈G and (Gˆg)g∈G be the associated Fell bundles extended from P . Let (F , V ) : (A, E , IE)→
(B,G, IG) be a covariant correspondence. There is a correspondence (F ], U) : (Eˆg)g∈G → (Gˆg)g∈G such
that F ] = F as a C∗-correspondence and Up = Vp for all p ∈ P . Moreover, if U ′ = {U ′g}g∈G is another
family of isometries turning F into a correspondence from (Eˆg)g∈G to (Gˆg)g∈G and such that U ′p = Vp
for all p ∈ P , then U ′g = Ug for all g ∈ G.
Proof. We begin by defining the family of isometries U = {Ug}g∈G. For g ∈ G satisfying g ∨ e =∞,
we let Ug be the zero map. If p ∈ P , we put Up = Vp. Using the inclusion 〈〈Ep | Ep〉〉F ⊆ F〈〈Gp | Gp〉〉,
we obtain an isometry Up−1 : E∗p ⊗A F ↪→ F ⊗B G∗p for each p ∈ P through the embedding
E∗p ⊗A F ∼= E∗p ⊗A 〈〈Ep | Ep〉〉 ⊗A F (1E∗p ⊗ Ve)
↪→ E∗p ⊗A F ⊗B 〈〈Gp | Gp〉〉
∼= E∗p ⊗A F ⊗B Gp ⊗B G∗p (1E∗p ⊗ U−1p ⊗ 1G∗p )
∼= E∗p ⊗A Ep ⊗A F ⊗B ⊗BG∗p
∼= 〈Ep | Ep〉 ⊗A F ⊗B G∗p
↪→ F ⊗B G∗p .
Finally, given g ∈ G \ (P ∪ P−1) with g ∨ e <∞, we let Ug be the composite
Eg∨e ⊗A E∗g−1∨e ⊗A F
1⊗U(g−1∨e)−1
↪−−−−−−−−−→ Eg∨e ⊗A F ⊗B G∗g−1∨e
Vg∨e⊗1∼= F ⊗B Gg∨e ⊗B G∗g−1∨e.
We set U = {Ug}g∈G and F ] := F . In order to prove that (F ], U) is a correspondence (Eˆg)g∈G →
(Gˆg)g∈G, let us first establish the commutativity of the diagram
E∗q ⊗A E∗p⊗AF
µˆq−1,p−1⊗1 // E∗pq⊗AF
U(pq)−1 // F ⊗BG∗(pq)OO
1⊗µˆ1
q−1,p−1
E∗q ⊗AF⊗B G∗p

1⊗Up−1
Uq−1⊗1 // F⊗BG∗q⊗BG∗p .
Observe that
E∗q ⊗A E∗p ⊗A F ∼= E∗q ⊗A E∗p ⊗A 〈〈Epq | Epq〉〉 ⊗A F
↪→ E∗q ⊗A E∗p ⊗A F ⊗B 〈〈Gpq | Gpq〉〉
∼= E∗q ⊗A E∗p ⊗A F ⊗B 〈〈Gp〈〈Gq | Gq〉〉 | Gp〉〉.
So using that Vp and Vq intertwine the actions of A and B and the coherence axiom (4.3.2), we see
that the above diagram commutes. Now since we have proven that the pair (F ], U) makes (5.2.5)
commute if g, h ∈ P−1 and the same is true for g, h in P , it suffices to show that (5.2.5) is commutative
for g ∈ P−1 and h ∈ P with g−1 ∨ h <∞. This corresponds to the diagram
E∗p ⊗A Eq⊗AF
µˆp−1,q⊗1 // Eˆp−1q⊗AF
Up−1q // F ⊗B Gˆp−1qOO
1⊗µˆ1
p−1,q
E∗p⊗AF⊗B Gq

1⊗Uq
Up−1⊗1 // F⊗BG∗p⊗BGp.
(5.2.9)
As a first step, we claim that (5.2.9) commutes when one replaces either p or q by p ∨ q. Indeed,
notice that
E∗p∨q ⊗A Eq ⊗A F = E∗p∨q ⊗A Eq ⊗A F〈〈Gq−1(p∨q) | Gq−1(p∨q)〉〉〈Gq | Gq〉
because 〈〈Ep∨q | Ep∨q〉〉 maps Eq into 〈〈Eq−1(p∨q) | Eq−1(p∨q)〉〉 and Eq⊗AF ∼= F⊗BGq. Then an elementary
tensor of E∗p∨q ⊗A Eq ⊗A F may be written as η∗ ⊗ ξ ⊗A ζb, where η ∈ Ep∨q, ξ ∈ Eq, ζ ∈ F and b lies in
the ideal 〈〈Gq−1(p∨q) | Gq−1(p∨q)〉〉〈Gq | Gq〉. In addition, for all ξ1, ξ2, ζ in Gq and η1, η2 in Gq−1(p∨q), we
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have that
ξ1〈〈η1 | η2〉〉〈ξ2 | ζ〉 = 〈〈ξ1〈〈η1 | η2〉〉 | ξ2〉〉ζ
= 〈〈µ1q,q−1(p∨q)(ξ1 ⊗ η1) |µ1q,q−1(p∨q)(ξ2 ⊗ η2)〉〉ζ.
Now combining this fact with the commutativity of the diagram
F⊗Gq ⊗ Gq−1(p∨q)
1⊗µ1
q,q−1(p∨q)

oo Vq⊗1 Eq ⊗F⊗ Gq−1(p∨q)
1⊗V −1
q−1(p∨q) // Eq ⊗ Eq−1(p∨q) ⊗F
µq,q−1(p∨q)⊗1

F⊗ Gp∨q
V −1p∨q // Ep∨q ⊗F ,
we deduce from the definition of the Ug’s for g ∈ P−1 that (5.2.9) commutes if we let p ∨ q play the
role of p.
Let us prove that (5.2.9) is also commutative when one replaces q by p ∨ q. In this case, we have
that
E∗p ⊗A Ep∨q ⊗A F = E∗p ⊗A Ep∨q ⊗A F〈Gp∨q | Gp∨q〉
and notice that, for ξ1, ξ2 ∈ Gp and η1, η2 ∈ Gp−1(p∨q), one has
〈〈µ1p,p−1(p∨q)(ξ1 ⊗ η1) |µ1p,p−1(p∨q)(ξ2 ⊗ η2)〉〉 = 〈〈ξ1〈〈η1 | η2〉〉 | ξ2〉〉.
We then establish the proof of our claim by applying the commutativity of the diagram
Ep∨q ⊗F
µ−1
p,p−1(p∨q)⊗1//
Vp∨q

Ep ⊗ Ep−1(p∨q) ⊗F Ep ⊗F⊗ Gp−1(p∨q)//
1⊗Vp−1(p∨q)
F⊗ Gp∨q
1⊗(µ1)−1
p,p−1(p∨q) // F⊗Gp ⊗ Gp−1(p∨q).
V −1p ⊗1
OO
In order to prove the general case, we use the equality
〈〈ξ | η〉〉ζ = ξ〈η | ζ〉,
where ξ, η, ζ ∈ Ep∨q. This implies the commutativity of the diagram
Ep∨q ⊗AE∗p∨q⊗AF
1⊗U(p∨q)−1 // Ep∨q⊗AF ⊗B G∗p∨q
Up∨q⊗1 //F⊗BGp∨q⊗BG∗p∨qOO

〈〈Ep∨q | Ep∨q〉〉⊗AF

OO
Ve //F⊗B〈〈Gp∨q | Gp∨q〉〉.
Then the commutativity of this diagram and of (5.2.9) for the above particular cases establish the
commutativity of (5.2.9) for all p, q ∈ P .
We are left with the task of proving uniqueness of U = {Ug}g∈G. This will follow from successive
applications of the coherence axiom (5.2.5). Let U ′ = {U ′g}g∈G be a family of isometries making F
into a correspondence
(Eˆg)g∈G → (Gˆg)g∈G
and such that U ′p = Vp for all p ∈ P . By (5.2.5),
U ′g = (U ′g∨e ⊗ 1)(1⊗ U ′(g−1∨e)−1) = (Vg∨e ⊗ 1)(1⊗ U ′(g−1∨e)−1).
Hence it suffices to show that U ′p−1 = Up−1 for all p ∈ P . To do so, we use again (5.2.5) to obtain the
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commutative diagram
E∗p ⊗AEp⊗AF
1⊗Vp // E∗p⊗AF ⊗B Gp
U ′
p−1⊗1 //F⊗BG∗p⊗BGpOO

〈Ep | Ep〉⊗AF

OO
Ve //F⊗B 〈Gp | Gp〉.
(5.2.10)
With the canonical identification can: E∗p ⊗A F ∼= E∗p ⊗A 〈〈Ep | Ep〉〉 ⊗A F , a commutative diagram as
above for E∗p and 〈〈Ep | Ep〉〉 shows that
U ′p−1 = (U ′p−1 ⊗ 1B)(1E∗p ⊗ Ve) ◦ can.
Since Vp is unitary, we may replace the right-hand side above by
(U ′p−1 ⊗ 1B)(1E∗p ⊗ (Vp ⊗ 1G∗p )(V −1p ⊗ 1G∗p ))(1E∗p ⊗ Ve) ◦ can.
Now we apply (5.2.10) to the composite (U ′p−1 ⊗ 1Gp)(1E∗p ⊗ Vp) and arrive at a description of U ′p−1
which is precisely the definition of Up−1 .
We let CP∗ be the full sub-bicategory of CP whose objects are triples (A, E , I), where E is a
simplifiable product system of Hilbert bimodules and I is the family of Katsura’s ideals for E as in
the previous lemma. We will denote by CPpr,∗ the sub-bicategory of CP∗ in which the arrows are proper
covariant correspondences.
Theorem 5.2.11. There is an equivalence of bicategories CP∗ → C(G,P ) which sends an object (A, E , I)
to the associated Fell bundle (Eˆg)g∈G extended from P . This restricts to an equivalence CPpr,∗ → C(G,P )pr .
Proof. In order to describe a homomorphism of bicategories CP∗ → C(G,P ) , let us first prove that a
2-morphism w : (F0, V0)⇒ (F1, V1) produces a 2-arrow w] : (F ]0, U0)⇒ (F ]1, U1) such that w] = w as
a correspondence isomorphism F0 ∼= F1. To do so, we need to show that w makes the diagram
Eˆg ⊗A F0
U0,g //
1Eˆg⊗w

F0 ⊗B Gˆg
w⊗1Gˆg

Eˆg ⊗A F1
U1,g // F1 ⊗B Gˆg
commute. By construction, this commutes for all p ∈ P . Hence it suffices to establish its commutativity
for g, h ∈ P−1, since (Eˆg)g∈G and (Gˆg)g∈G are extended from P . This follows from the commutativity
of the diagram
F0 ⊗B Gp
w⊗1Gp

U−10,p // Ep ⊗A F0
1Ep⊗w

F1 ⊗B Gp
U−11,p // Ep ⊗A F1,
once w intertwines the actions of A and B. So we define a homomorphism of bicategories L∗ : CP∗ →
C(G,P ) by sending a simplifiable product system E = (Ep)p∈P to its associated Fell bundle (Eˆg)g∈G
and a morphism (F , V ) : (A, E , IE)→ (B,G, IG) to the arrow (F ], U) : (Eˆg)g∈G → (Gˆg)g∈G built out of
(F , V ) as in Lemma 5.2.8. A 2-arrow w is mapped to w] as above. Clearly, this data yields a functor
CP∗
(
(A, E , IE), (B,G, IG)
)→ C(G,P )((Eˆg)g∈G, (Gˆg)g∈G)
between the groupoids of arrows associated to the objects (A, E , IE) and (B,G, IG). Furthermore, it
follows from Lemmas 5.2.7 and 5.2.8 that such a functor is an equivalence. Given arrows
(F , V ) : (A, E , IE)→ (A1, E1, IE1), (F1, V1) : (A1, E1, IE1)→ (A2, E2, IE2),
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we have that
(F ⊗A1 F1)] = F ] ⊗A1 F ]1 = F ⊗A1 F1
as correspondences A ; A2. Moreover, the product of arrows in C(G,P ) is defined as in CP∗ and
Lemma 5.2.8 tells us that (F⊗A1F1, V •V1) extends uniquely to a correspondence (Eˆg)g∈G → (Eˆ2,g)g∈G.
This guarantees that L∗ preserves the product of arrows. Thus, this is indeed a homomorphism of
bicategories.
As mentioned above, L∗ is locally an equivalence. So to see that L∗ is an equivalence, it remains to
show that it is biessentially surjective by [28, Lemma 3.1]. That is, for each (Bg)g∈G ∈ obC(G,P ), we
must find b ∈ obCP∗ and arrows
(F , U) : L∗(b)→ (Bg)g∈G, (F ′, U ′) : (Bg)g∈G → L∗(b)
for which there are coherent isomorphisms
(F , U) ◦ (F ′, U ′) ∼= (Be, ιˆG), (F ′, U ′) ◦ (F , U) ∼= 1L∗(b).
Our natural choice of b is the triple (Be,B, IB), where B is the product system of Hilbert bimodules
associated to (Bg)g∈G. This is simplifiable by Proposition 5.2.1 and hence it indeed gives rise to
an object of CP∗ . So we let (Bˆg)g∈G be its image under L∗. Since the structure of product system
of B is inherited from (Bg)g∈G, Theorem 5.1.8 implies that (Bˆg)g∈G is isomorphic to (Bg)g∈G in an
obvious way. Such an isomorphism and the unit arrow (Be, ιˆG), once put together, produce an adjoint
equivalence between (Bˆg)g∈G and (Bg)g∈G (see [28, Definition 1.1] for the required coherence axioms).
The last assertion in the statement follows from the fact that F ] = F as correspondences over A.
5.3 Amenability for Fell bundles extended from free semi-
groups
A quasi-lattice ordered group (G,P ) is called amenable if the Fock representation ψ+ : C∗(G,P )→
B(`2(P )) is injective (see [47, Section 4.2] and also Example 4.2.13). Examples of amenable quasi-lattice
orders are free groups [19, 47], Baumslag–Solitar groups BS(c, d) with c, d positive integers [16] and, of
course, (G,P ) for an amenable group G. Counterexamples are, for instance, nonabelian Artin groups
of finite type [17]. In [19], Exel proved that Fell bundles extended from a free semigroup F+ are
amenable, under a separability hypothesis. In this section, we follow the ideas of [16] to show that any
Fell bundle extended from F+ is amenable, with no extra assumptions. But here we deduce faithfulness
of the regular representation from gauge-invariant uniqueness theorems for relative Cuntz–Pimsner
algebras. The same techniques are employed to show that a Fell bundle extended from BS(c, d)+ is
always amenable. This suggests that amenability for Fell bundles extended from a positive cone is
connected with amenability of the underlying quasi-lattice ordered group.
Proposition 5.3.1. A Fell bundle (Bg)g∈F extended from F+ is amenable, where F denotes the free
group on a set of generators S.
Proof. Let θ : F→ Z be the group homomorphism defined on the generators by a 7→ 1, for all a ∈ S.
So for b ∈ F+, θ(b) = |b| is the length of b in its reduced form. This induces a coaction of Z on (Bg)g∈G
by [18, Example A.28]. Hence it provides C∗((Bg)g∈F) with a topological Z-grading, for which the
corresponding spectral subspace at m ∈ Z is the closure of
span{ξp · η∗q | p, q ∈ F+ and θ(p)− θ(q) = m}.
Now let G be the direct sum⊕a∈SBa viewed as a correspondence over Be in the usual way. Let IG
be Katsura’s ideal for G. That is,
IG = ϕ−1G (K(G)) ∩ (kerϕG)⊥ =
⊕
a∈S
BaB
∗
a.
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This sum is indeed orthogonal because BaB∗aBbB∗b = {0} for a 6= b. It follows that(⊕
a∈S
ξa
)∗(⊕
a∈S
ηa
)
=
⊕
a∈S
ξ∗aηa
in C∗((Bg)g∈F), where ξa, ηa ∈ Ba for all a ∈ S. Thus we get a representation of G in C∗((Bg)g∈F)
obtained by restricting the representation of (Bg)g∈G to the Ba’s. This is a gauge-compatible injective
representation of G that is covariant on IG . Hence it induces an isomorphism OIG ,G → C∗((Bg)g∈F)
by [29, Theorem 6.4].
We claim that C∗r((Bg)g∈F) also carries a topological Z-grading, for which the regular representa-
tion Λ: C∗((Bg)g∈F)→ C∗r((Bg)g∈F) is a grading-preserving ∗-homomorphism. Indeed, for each z ∈ T,
define a unitary Uz ∈ B(`2((Bg)g∈F)) by setting
η+ =
⊕
g∈F
ηg 7→ Uz(η+) =
⊕
g∈F
zθ(g)ηg.
Then Λ(b) 7→ UzΛ(b)U∗z is a continuous action of T on the reduced cross sectional C∗-algebra of (Bg)g∈F.
Hence C∗r((Bg)g∈F) is a topologically Z-graded C∗-algebra (see Example 2.2.8).
Thus the composition of the regular representation Λ with the isomorphism OIG ,G ∼= C∗((Bg)g∈F)
gives a gauge-compatible injective representation of G that is covariant on IG . So we invoke again
the gauge-invariant uniqueness theorem for Katsura’s relative Cuntz–Pimsner algebra of a single
correspondence, namely [29, Theorem 6.4], to derive faithfulness of Λ. This shows that (Bg)g∈F is
amenable.
Let c and d be positive integers. Recall from Example 4.2.4 that the Baumslag–Solitar group BS(c, d)
is the universal group on two generators a and b subject to the relation abc = bda and (BS(c, d),BS(c, d)+)
is a quasi-lattice ordered group, where BS(c, d)+ is the unital subsemigroup generated by a and b. As
for free groups, there is a group homomorphism θ : BS(c, d)→ Z which is given on generators by a 7→ 1
and b 7→ 0. We follow [16] and [56] and call θ(g) for g ∈ BS(c, d) the height of g.
Each p ∈ BS(c, d)+ has a reduced form
p = bs0abs1 . . . bsk−1absk ,
with 0 ≤ si < d for all i ∈ {1, . . . , k − 1} and θ(p) = k. As in [16], we set
stem(p) := bs0abs1 . . . bsk−1a.
Given a Fell bundle extended from BS(c, d)+, we will again construct a correspondence G over a
C∗-algebra B so that OIG ,G is Z-equivariantly isomorphic to C∗((Cg)g∈BS(c,d)).
We need the following lemma:
Lemma 5.3.2 ([16, Lemma 3.4]). Let p, q ∈ BS(c, d)+ be such that p ∨ q <∞. Then,
(i) if θ(p) > θ(q), there is m ∈ N with p ∨ q = pbm;
(ii) if θ(p) = θ(q), there is m ∈ N with either
p ∨ q = pbm = q, or p ∨ q = qbm = p.
In particular, by the previous lemma, p ∨ q =∞ and hence C∗pCq = {0} whenever p and q have
reduced forms bs0a and bt0a with s0 6= t0.
Proposition 5.3.3. A Fell bundle (Cg)g∈G extended from BS(c, d)+ is amenable.
Proof. Consider the C∗-subalgebra B of C∗((Cg)g∈BS(c,d)) generated by the fibre Cb and the unit
fibre Ce. This is a topologically Z-graded C∗-algebra for which the conditional expectation onto Ce
coincides with that of C∗((Cg)g∈BS(c,d)). The corresponding spectral subspace at m ∈ Z is Cbm . We
define a correspondence over B as follows. For each 0 ≤ i < d, we let Gi = Cbia ⊗Ce B. We set
G =
d−1⊕
i=0
Gi
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as a correspondence Ce ; B. We extend the left action of Ce to B by using the multiplication
in B. To do so, it suffices to find a representation of the Hilbert Ce-bimodule Cb in B(G) that is
Cuntz–Pimsner covariant on CbC∗b by Proposition 3.1.26. Thus for ξ ∈ Cb and i + 1 < d, take an
elementary tensor η ⊗ ζ ∈ Gi. We define
ϕGi(ξ)(η ⊗ ζ) := (ξ · η)⊗ ζ ∈ Gi+1
If i + 1 = d, we use the relation bda = abc and that (Cg)g∈BS(c,d) is extended from BS(c, d)+ to
identify the multiplication ξ · η ⊗ c with an element of G0. Notice that a ∨ b = bda = abc and hence
C∗bCa ⊆ Cbd−1aC∗bc . This guarantees that ϕG(ξ) is adjointable for all ξ ∈ Cb and ϕG(ξ)∗ is given in
a similar way by multiplication with ξ∗. This produces a ∗-homomorphism ϕG : B → B(G), which
turns G into a correspondence over B. Using the relation bda = abc and also ab−c = b−da, we deduce
that CbmCaC∗aCbn is contained in Cbia · B · C∗bja in C∗
(
(Cg)g∈F
)
, where 0 ≤ i, j < d are uniquely
determined by m and n, respectively, and m,n ∈ Z. From this we see that Katsura’s ideal for G is
IG = span{CbmCaC∗aCbn |m,n ∈ Z} / B,
since the left action of B on G involves the multiplication on (Cg)g∈BS(c,d).
Because C∗pCq = {0} whenever p and q have reduced forms bs0a and bt0a with s0 6= t0, we have a
canonical representation of G in C∗((Cg)g∈BS(c,d)) coming from the identification Gi ∼= CbiaB. Such a
representation is injective, gauge-compatible and Cuntz–Pimsner covariant on IG . This gives a surjective
∗-homomorphism φ : OIG ,G → C∗((Cg)g∈BS(c,d)) because (Cg)g∈BS(c,d) is extended from the positive
cone BS(c, d)+. Now [29, Theorem 6.4] shows that φ is an isomorphism. Employing the same argument
used in Proposition 5.3.1, we conclude that C∗r((Cg)g∈BS(c,d)) also carries a topological Z-grading,
for which the regular representation is compatible. Thus Λ: C∗((Cg)g∈BS(c,d)) → C∗r((Cg)g∈BS(c,d))
produces a gauge-compatible representation of OIG ,G that is faithful on B, so that the gauge-invariant
uniqueness theorem for OIG ,G implies the desired isomorphism.
5.4 Functoriality for relative Cuntz–Pimsner algebras
Although a covariant correspondence between two objects of CP∗ always produces a correspondence
between the associated Fell bundles and vice-versa, we need properness to ensure that it will also induce
a C∗-correspondence between their C∗-algebras. In this section, we will restrict our attention to proper
covariant correspondences. The fact that a proper covariant correspondence between objects of CPpr
yields a correspondence between their relative Cuntz–Pimsner algebras together with results from the
previous section will imply that CPpr,∗ is a reflective sub-bicategory of CPpr. We will then use functoriality
for relative Cuntz–Pimsner algebras to study Morita equivalence between these C∗-algebras, arising
from equivalences in CPpr.
5.4.1 Relative Cuntz–Pimsner algebras as universal arrows
We begin by constructing correspondences out of morphisms in CPpr.
Proposition 5.4.1. Let (F , V ) : (A, E ,J ) → (B,G,JB) be a proper covariant correspondence. It
induces a proper correspondence OF,V : OJA,E ; OJB ,G . In particular, a morphism in CPpr,∗ between
two simplifiable product systems of Hilbert bimodules produces a proper correspondence between the
cross sectional C∗-algebras of the associated Fell bundles.
Proof. Let FO := F⊗BOJB ,G . We define a family of isometries V ! = {V !p}p∈P by setting, for all p ∈ P ,
V !p : Ep ⊗A FO = Ep ⊗A F ⊗B OJB ,G
Vp⊗id===⇒ F ⊗B Gp ⊗B OJB ,G
id⊗µGp====⇒ FO,
where µGp is the isometry Gp ⊗B OJB ,G ⇒ OJB ,G obtained from the representation of Gp in OJB ,G .
For each ξ ∈ Ep, we set
ψp(ξ)(η) := V !p(ξ ⊗A η), η ∈ FO.
Because F and OJB ,G are proper correspondences, the map η 7→ ξ ⊗A η is compact. This is mapped
to K(FO) when composed with V !p and, in particular, ψp(ξ) is adjointable. The coherence axiom (4.3.2)
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for (F , V ) implies that ψ = {ψp}p∈P preserves the multiplication on E . In addition, for all ξ, η ∈ Ep
and ζ, ζ ′ ∈ FO, we have that
〈ψp(ξ)∗ψp(η)ζ | ζ ′〉 = 〈ψp(η)ζ |ψp(ξ)ζ ′〉 = 〈ζ |ψe(〈η | ξ〉)ζ ′〉 = 〈ψe(〈ξ | η〉)ζ | ζ ′〉
provided V !p is an isometry. Therefore, ψ = {ψp}p∈P is a representation of E by compact operators
on FO.
We are left with the task of proving that ψ factors through OJA,E . To do so, we will first prove
that it is Cuntz–Pimsner covariant on JA = {JAp }p∈P . The Nica covariance condition will then follow
from the fact that the G-grading of OJB ,G is extended from P . The representation of G in OJB ,G is
covariant on JB . Hence the ∗-homomorphism jJB : B → OJB ,G satisfies
jJB (JBp )OJB ,G ⊆ µGp(Gp ⊗b OJB ,G)
for all p ∈ P . It follows that ψe(JAp ) maps FO into F ⊗B µGp(Gp ⊗B OJB ,G), provided JAp F ⊆ FJBp .
Using that Vp is unitary, we see that this coincides with ψp(Ep)FO. Proposition 3.1.19 ensures that ψ
is covariant on JAp .
To see that ψ is also Nica covariant, let p, q ∈ P , T ∈ K(Ep) and S ∈ K(Eq). Then
ψ(p)(T )(FO) ⊆ F ⊗B µGp(Gp ⊗B OJB ,G)
and
ψ(q)(S)(FO) ⊆ F ⊗B µGq (Gq ⊗B OJB ,G).
We deduce that ψ(p)(T )ψ(q)(S) = 0 if p ∨ q =∞ because
µGp(Gp ⊗B OJB ,G)∗µGq (Gq ⊗B OJB ,G) = {0}
in OJB ,G , so that 〈ξ |ψ(p)(T )ψ(q)(S)η〉 = 0 for all ξ, η ∈ FO. In case p ∨ q < ∞, we have that
ψ(p)(T )ψ(q)(S) maps FO into the intersection(F ⊗B µGp(Gp ⊗B OJB ,G)) ∩ (F ⊗B µGq (Gq ⊗B OJB ,G)).
Now the representation of G in OJB ,G is Nica covariant and hence
j
(p)
JB
(
K(Gp)
)
µGq (Gq ⊗B OJB ,G) ⊆ µGp∨q (Gp∨q ⊗B OJB ,G).
In addition, any element η of F ⊗B µGp(Gp ⊗B OJB ,G) is the limit limλ Sλ(η) with (Sλ)λ∈Λ an
approximate identity for K(F ⊗B j(p)JB (K(Gp))). This gives us
ψ(p)(T )ψ(q)(S)FO ⊆ F ⊗B µGp∨q (Gp∨q ⊗B OJB ,G).
The right-hand side above is contained in ψp∨q(Ep∨q)FO, provided Vp∨q is unitary. So we may invoke
Proposition 3.1.19 again to deduce that ψ is Nica covariant and therefore descends to a ∗-homomorphism
OJA,E → K(FO), as desired. The last assertion in the statement follows from the fact that C∗((Eˆg)g∈G)
is canonically isomorphic to OIE ,E whenever E is a simplifiable product system of Hilbert bimodules
(see Proposition 5.2.1).
By Corollary 5.2.2, (OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ) is an object of CPpr,∗ for each (A, E ,J ) ∈ obCPpr. In
what follows, we let
υ(A,E,J ) : (A, E ,J )→
(
OeJ ,E , (OpJ ,E)p∈P , IOJ ,E
)
be the canonical proper covariance correspondence from Example 4.3.4. That is, υ(A,E,J ) := (OeJ ,E , ιˆE).
Proposition 5.4.2. Let (A, E ,J ) and (B,G, IG) be objects of CPpr and CPpr,∗, respectively. There is a
groupoid equivalence
CPpr,∗
(
(OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ), (B,G, IG)
) ∼= CPpr((A, E ,J ), (B,G, IG)),
which is defined by composing objects with υ(A,E,J ).
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Proof. Let (F , V ) : (A, E ,J ) → (B,G, IG) be a morphism in CPpr. Let OF,V be the correspon-
dence OJ ,E ; OIG ,G induced by (F , V ) built in the previous proposition. By Proposition 5.1.18, OeIG ,G
is isomorphic to B and hence OeF,V = F ⊗BOeIG ,G ∼= F . Since OeJ ,E acts by G-grading-preserving oper-
ators on OF,V , this induces a nondegenerate ∗-homomorphism from OeJ ,E to K(F ⊗B OeIG ,G) ∼= K(F).
This makes F into a proper correspondence OeJ ,E ; B, which we denote by F ]. We also have a
correspondence isomorphism
V ]p : OpJ ,E ⊗OeJ ,E F ] ∼= F ] ⊗B Gp
obtained from OF,V because OpF,V = F ⊗B OpIG ,G ∼= F ⊗ Gp for all p ∈ P and O
p
J ,EOeF,V = OpF,V . It
is indeed unitary, since
F ⊗B Gp
u∗∼= Ep ⊗A F ∼= Ep ⊗A OeJ ,E ⊗OeJ ,E F ] ∼= O
p
J ,E ⊗OeJ ,E F ].
Thus we let V ] = {V ]p }p∈P .
In order to see that the pair (F ], V ]) is a proper covariant correspondence
(OeJ ,E , (OpJ ,E)p∈P , IOJ ,E )→ (B,G, IG),
it remains to prove that IOJ ,Ep F ⊆ FIGp for all p ∈ P . The ideal IOJ ,Ep is determined by the left inner
product, so that IOJ ,Ep = OpJ ,EOp ∗J ,E . Now Op ∗J ,E sends OeF,V to Op
−1
F,V = F ⊗B Op ∗IG ,G ∼= F ⊗B G∗p ,
while OpJ ,E maps F ⊗BOp ∗G into F ⊗BOpIG ,GO
p ∗
IG ,G . The isomorphism O
p
IG ,GO
p ∗
IG ,G
∼= 〈〈Gp | Gp〉〉 implies
that (F ], V ]) is a proper covariant correspondence.
Now let (F , V ) : (OeJ ,E , (OpJ ,E)p∈P , IOJ ,E )→ (B,G, IG) be a proper covariant correspondence. Let
OF,V be the proper correspondence OOJ ,E ,IOJ ,E ; OIG ,G induced by (F , V ) as in Proposition 5.4.1.
As before, we have that OpF,V ∼= F ⊗B Gp for all p ∈ P and OeF,V ∼= F . By the same argument, we have
isomorphisms OeOJ ,E ,IOJ ,E ∼= O
e
J ,E and OpOJ ,E ,IOJ ,E ∼= O
p
J ,E . The restriction of the left action of OeJ ,E
to OpF,V is precisely its left action on F ⊗B Gp. So we obtain a proper correspondence F [ : A ; B.
We define isomorphisms V [p : Ep ⊗A F [ ∼= F [ ⊗B Gp using that OpJ ,E = jp(Ep)OeJ ,E in OJ ,E and OeF,V
is invariant under the left action of OeJ ,E , so that
Ep ⊗A F [ ∼= Ep ⊗A OeJ ,E ⊗OpJ ,E F ∼= O
p
J ,E ⊗OeJ ,E F ∼= F [ ⊗B Gp.
This gives a proper covariant correspondence (F [, V [) : (A, E ,J )→ (B,G, IG), since Jp is sent to IOJ ,Ep
for all p ∈ P through the canonical ∗-homomorphism A→ OeJ ,E .
A representation of OJ ,E is uniquely determined by (A, E). So, by construction, (F ][, V ][) = (F , V )
for a given morphism (F , V ) : (A, E ,J ) → (B,G, IG). Similarly, we have (F [], V []) = (F , V ) for a
proper covariant correspondence (F , V ) : (OeJ ,E , (OpJ ,E)p∈P , IOJ ,E )→ (B,G, IG). Therefore, (F , V ) 7→
(F [, V [) is a one-to-one correspondence.
We claim that a 2-arrow w : (F0, V0)→ (F1, V1) is alsoOeJ ,E -linear regarded as an isomorphism F ]0 ∼=
F ]1. Indeed, let Adw⊗1 : B(F0,O)→ B(F1,O) be given by
T 7→ (w ⊗ 1OG,IG )T (w∗ ⊗ 1OG,IG ).
Composing it with the representation of E in K(F0,O), we get a Nica covariant representation of E
in K(F1,O) that is covariant on J and coincides with its representation in K(F1,O) obtained as in
Proposition 5.4.1. Since a representation of OeJ ,E is uniquely determined by its restriction to A and E ,
we conclude that w is also OeJ ,E -linear. From this we deduce that w satisfies the coherence axiom
needed for a 2-morphism
(F ]0, V ]0 )⇒ (F ]1, V ]1 ).
We denote the corresponding 2-arrow by w]. We also let w[ be the 2-arrow in CPpr
(
(A, E ,J ), (B,G, IG)
)
obtained from a 2-arrow in CPpr,∗
(
(OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ), (B,G, IG)
)
. Then (F , V ) 7→ (F [, V [),
w 7→ w[ is an equivalence of categories. This functor is naturally equivalent to the one defined by
composition with υ(A,E,J ). Such an equivalence has component at (F , V ) determined by the canonical
correspondence isomorphism OeJ ,E ⊗OeJ ,E F ∼= F [. Therefore, composition with υ(A,E,J ) establishes a
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groupoid equivalence.
Corollary 5.4.3. The sub-bicategory CPpr,∗ ⊆ CPpr is reflective. That is, the inclusion homomorphism
R : CPpr,∗ ↪→ CPpr has a left adjoint L : CPpr → CPpr,∗. This is defined on objects by
(A, E ,J ) 7→ (OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ).
Proof. By Proposition 5.4.2, υ(A,E,J ) : (A, E ,J )→ (OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ) is a universal arrow. We
conclude that R is left adjointable by Theorem 3.3.5. From the proof of the theorem, we deduce that
its left adjoint L sends (A, E ,J ) to (OeJ ,E , (OpJ ,E)p∈P , IOJ ,E ).
The homomorphism L maps an arrow (F , V ) : (A, E ,J )→ (A1, E1,J1) to
L(F , V ) = (υ(A1,E1,J1) ◦ (F , V ))] =
(
(F ⊗A1 OeJ1,E1)], (V • ι¯E1)]
)
.
It is defined on a 2-arrow w : (F0, V0)⇒ (F1, V1) by L(w) = (w ⊗ 1OJ1,E1 )].
Let (F , V ) : (A, E ,J )→ (A1, E1,J1) and (F1, V1) : (A1, E1,J1)→ (A2, E2,J2) be proper covariant
correspondences. The isomorphism
λ((F , V ), (F1, V1)) : L(F1, V1) ◦ L(F , V ) ∼= L((F1, V1) ◦ (F , V ))
is built out of the left action of OeJ1,E1 on (F1 ⊗A2 OeJ2,E2)] constructed in Proposition 5.4.2. That is,
it is given by the canonical isomorphism
(F ⊗A1 OeJ1,E1)] ⊗OeJ1,E1 (F1 ⊗A2 O
e
J2,E2)
] ∼= (F ⊗A1 F1 ⊗A2 OeJ2,E2)].
The compatibility isomorphism for units is obtained from the nondegenerate ∗-homomorphism jJ : A→
OeJ ,E .
5.4.2 Morita equivalence for relative Cuntz–Pimsner algebras
Let CG denote the bicategory whose objects are C∗-algebras carrying a coaction of G. Arrows are
correspondences with a coaction of G compatible with those on the underlying C∗-algebras. We refer
to [18, Definition 2.10] for a precise definition. See also [18, Theorem 2.15] for CG. Let CGpr be the
sub-bicategory of CG whose arrows are proper correspondences.
Corollary 5.4.4. The construction of relative Cuntz–Pimsner algebras is functorial. There is a
homomorphism of bicategories CPpr → CGpr which is defined on objects by
(A, E ,J ) 7→ OJ ,E .
Proof. It follows from Proposition 5.4.1 that a proper covariant correspondence between two simplifiable
product systems of Hilbert bimodules gives rise to a nondegenerate proper correspondence between their
relative Cuntz–Pimsner algebras with a gauge-compatible coaction of G. This yields a homomorphism
of bicategories CPpr,∗ → CGpr which sends (B,G, IG) to OIG ,G and a proper covariant correspondence
(F , V ) : (B,G, IG) → (B1,G1, IG1) to OF,V . Composing such a homomorphism with the reflector
obtained in Corollary 5.4.3, we obtain a homomorphism CPpr → CG.
By Proposition 5.2.1, OIG ,G is naturally isomorphic to the cross sectional C∗-algebra of the associated
Fell bundle extended from P . This establishes a canonical isomorphism
OOJ ,E ,IOJ ,E ∼= OJ ,E
because OJ ,E is isomorphic to the cross sectional C∗-algebra of the Fell bundle associated to the gauge
coaction ofG. HereOOJ ,E ,IOJ ,E is the relative Cuntz–Pimsner algebra for Katsura’s ideals of (O
p
J ,E)p∈P .
From this we obtain a homomorphism of bicategories CPpr → CG which maps (A, E ,J ) to OJ ,E and a
proper covariant correspondence (F , V ) : (A, E ,J )→ (A1, E1,J1) to OF,V . By construction, such a
homomorphism is naturally equivalent to the one described in the previous paragraph.
Corollary 5.4.5. Let (A, E ,J ) and (B,G,JB) be objects of CPpr. Then OJ ,E and OJB ,G are Morita
equivalent if there is a covariant correspondence (F , V ) : (A, E ,J )→ (B,G,JB) so that JAp F = FJBp
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for all p ∈ P and F : A; B establishes a Morita equivalence. For objects in CPpr,∗, this equivalence
preserves amenability of Fell bundles.
Proof. First, notice that F is automatically a proper correspondence. By Corollary 5.4.4 and
Lemma 3.1.9, it suffices to show that F is an invertible arrow in CPpr. That is, there is a proper covariant
correspondence (F∗, V˜ ) : (B,G,JB) → (A, E ,J ) with (invertible) 2-arrows w : (F ⊗B F∗, V • V˜ ) ⇒
(A, ιE) and w˜ : (F∗ ⊗A F , V˜ • V )⇒ (B, ιG).
Let F∗ be the Hilbert B,A-bimodule adjoint to F . For each p ∈ P , we use the identifications
F ⊗B F∗ ∼= A and F∗ ⊗A F ∼= B to define a correspondence isomorphism V˜p : Gp ⊗B F∗ ∼= F∗ ⊗A Ep
as the composite
Gp ⊗B F∗ ∼= F∗ ⊗A F ⊗B Gp ⊗B F∗ (1F∗ ⊗ V −1p ⊗ 1F∗)
∼= F∗ ⊗A Ep ⊗A F ⊗B F∗
∼= F∗ ⊗A Ep.
We set V˜ = {V˜p}p∈P . Observe that JAp F = FJBp implies JBp F∗ = F∗JAp . So in order to conclude
that (F∗, V˜ ) is a covariant correspondence from (B,G,JB) to (A, E ,J ), all we need to prove is that it
satisfies the coherence axiom (4.3.2). To do so, let p, q ∈ P . Since V −1q intertwines the left actions
of A, the following diagram commutes:
F ⊗B F∗ ⊗A F ⊗B Gq //
1A⊗V −1q

F ⊗B Gq
V −1q

F ⊗B F∗ ⊗A Eq ⊗B F // Eq ⊗A F .
This yields the commutative diagram
F ⊗B Gp ⊗B F∗ ⊗A F ⊗B Gq
V −1p ⊗1//
1⊗V −1q

V −1p ⊗1⊗V −1q
))
Ep ⊗A F ⊗B F∗ ⊗A F ⊗B Gq //
1⊗V −1q

Ep ⊗A F ⊗B Gq
1Ep⊗V −1q

F ⊗B Gp ⊗B F∗ ⊗A Eq ⊗A F
V −1p ⊗1
// Ep ⊗A F ⊗B F∗ ⊗A Eq ⊗A F // Ep ⊗A Eq ⊗A F
µ1p,q⊗1

Epq ⊗A F .
(5.4.6)
Applying the coherence axiom (4.3.2) to (F , V ), we deduce that the top-right composite of (5.4.6)
is precisely the isomorphism
F ⊗B Gp ⊗B F∗ ⊗A F ⊗B Gq ∼= F ⊗B Gp ⊗B Gq
1⊗µ2p,q====⇒ F ⊗B Gpq
1⊗V −1pq====⇒ Epq ⊗A F .
This corresponds to the top composite of the diagram
Gp ⊗B Gq ⊗B F∗
1⊗V˜q

µ2p,q⊗1 // Gpq ⊗B F∗
V˜pq // F∗ ⊗A Epq
Gp ⊗B F∗ ⊗A Eq
V˜p⊗1 // F∗ ⊗A Ep ⊗A Eq
1⊗µ1p,q // F∗ ⊗A Epq
after tensoring with 1F∗ on the left and on the right. The left-bottom composite of this diagram
is obtained from that of (5.4.6) in the same way. Hence the commutativity of (5.4.6) implies that
(F∗, V˜ ) is a proper covariant correspondence from (B,G,JB) to (A, E ,J ), as desired. The canonical
isomorphisms w : F ⊗B F∗ ∼= A and w˜ : F∗ ⊗A F ∼= B are the required 2-arrows.
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If (F , V ) : (A, E , IE)→ (B,G, IG) is an equivalence in CPpr,∗ and (Gˆg)g∈G is amenable, then (Eˆg)g∈G
is also amenable. Indeed, by functoriality, OF,V : OIE ,E ; OIG ,G is an imprimitivity bimodule. In
particular, OIE ,E ∼= C∗
(
(Eˆg)g∈G
)
acts faithfully on OF,V . Since C∗
(
(Gˆg)g∈G
) ∼= C∗r((Gˆg)g∈G) through
the regular representation, F∗ ⊗A C∗r
(
(Eˆg)g∈G
)
is a faithful proper correspondence C∗
(
(Gˆg)g∈G
) →
C∗r
(
(Eˆg)g∈G
)
because the conditional expectation from C∗
(
(Gˆg)g∈G
)
onto B is faithful and the con-
tinuous projection from F∗ ⊗A C∗r
(
(Eˆg)g∈G
)
onto F∗ ⊗A A ∼= F∗ provides the image of C∗
(
(Gˆg)g∈G
)
in B
(F∗ ⊗A C∗r((Eˆg)g∈G)) with a topological G-grading. From this we obtain a faithful and proper
correspondence
OF,V ⊗C∗((Gˆg)g∈G) F∗ ⊗A C∗r((Eˆg)g∈G) : C∗((Eˆg)g∈G); C∗r((Eˆg)g∈G).
Hence the isomorphism
OF,V ⊗C∗((Gˆg)g∈G) F∗ ⊗A C∗r((Eˆg)g∈G) ∼= F ⊗B F∗ ⊗A C∗r((Eˆg)g∈G) ∼= C∗r
(Eˆg)g∈G)
yields an injective ∗-homomorphism C∗
(
(Eˆg)g∈G
)→ C∗r((Eˆg)g∈G) when composed with the ∗-homomor-
phism
C∗
(
(Eˆg)g∈G
)→ B(OF,V ⊗C∗((Gˆg)g∈G) F∗ ⊗A C∗r((Eˆg)g∈G)).
But such a ∗-homomorphism coincides with the regular representation, since (F∗, V˜ ) ◦ (F , V ) ∼= (A, ιE).
Therefore, (Eˆg)g∈G is amenable.
Remark 5.4.7. The fact that an equivalence between objects in CPpr,∗ preserves amenability could also
be derived from [2] and Theorem 5.2.11.
Example 5.4.8. Let A and B be C∗-algebras and let F : A→ B be an imprimitivity A,B-bimodule. A
compactly aligned product system E = (Ep)p∈P over A induces a compactly aligned product system
G = (Gp)p∈P over B as follows. We set Gp := F∗⊗A Ep⊗AF . The multiplication map µ˜p,q : Gp⊗AGq ∼=
Gpq is defined using the isomorphism F ⊗A F∗ ∼= A. More explicitly, it is given by
Gp ⊗B Gq = F∗ ⊗A Ep ⊗A F ⊗B F∗ ⊗A Eq ⊗A F
∼= F∗ ⊗A Ep ⊗A Eq ⊗A F (1F∗ ⊗ µp,q ⊗ 1F )
∼= F∗ ⊗A Epq ⊗A F = Gpq.
The multiplication maps {µ˜p,q}p,q∈P satisfy the coherence axiom required for product systems be-
cause {µp,q}p,q∈P do so.
We claim that G is compactly aligned. Indeed, let p, q ∈ P with p ∨ q <∞. Notice that K(Gp) is
canonically isomorphic to F∗ ⊗A K(Ep)⊗A F through the identification
F∗ ⊗A Ep ⊗A F ⊗B (F∗ ⊗A Ep ⊗A F)∗ ∼= F∗ ⊗A Ep ⊗A F ⊗B F∗ ⊗A E∗p ⊗A F
∼= F∗ ⊗A Ep ⊗A E∗p ⊗A F
∼= F∗ ⊗A K(Ep)⊗A F .
So take T ∈ K(Ep) and S ∈ K(Eq). Let ζ1, ζ2, η1, η2 ∈ F and let η∗ ⊗ ξ ⊗ ζ be an elementary tensor of
F∗ ⊗A Ep∨q ⊗A F . We have that
ιp∨qq (η∗2 ⊗ S ⊗ ζ2)(η∗ ⊗ ξ ⊗ ζ) = η∗2 ⊗ ιp∨qq (S)
(
ϕp∨q(〈〈ζ2 | η〉〉)(ξ)
)⊗ ζ.
Applying ιp∨qp (η∗1 ⊗ T ⊗ ζ1) to both sides of the above equality, we deduce that
ιp∨qp (η∗1 ⊗ T ⊗ ζ1)ιp∨qq (η∗2 ⊗ S ⊗ ζ2)(η∗ ⊗ ξ ⊗ ζ)
= η∗1 ⊗ ιp∨qp (T )
(
ϕp∨q(〈〈ζ1 | η2〉〉)ιp∨qq (S)
(
ϕp∨q(〈〈ζ2 | η〉〉)(ξ)
))⊗ ζ.
Define T ′ ∈ K(Ep∨q) by T ′ = ιp∨qp (T )ϕp∨q(〈〈ζ1 | η2〉〉)ιp∨qq (S). Then
η∗1 ⊗ T ′
(
ϕp∨q(〈〈ζ2 | η〉〉)(ξ)
)⊗ ζ = (η∗1 ⊗ T ′ ⊗ ζ2)(η∗ ⊗ ξ ⊗ ζ).
So G is also compactly aligned, as claimed.
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Given p ∈ P , an element b ∈ B is compact on Gp if and only if bF∗ ⊆ F∗ϕ−1p (K(Ep)), provided F∗
is an equivalence. The bijection between the lattices of ideals of A and B, respectively, obtained
from the Rieffel correspondence, yields a one-to-one correspondence between ideals in A acting by
compact operators on Ep and ideals in B mapped to compact operators on Gp. Precisely, this sends
JAp / ϕ
−1
p (K(Ep)) to JBp = 〈JAp F |F〉. Its inverse maps an ideal JBp / ϕ˜−1p (K(Gp)) to JAp = 〈〈FJBp | F〉〉.
The equivalence F may be turned into a proper covariant correspondence (F , V ) : (A, E ,JA) →
(B,G,JB), where V = {Vp}p∈P and Vp : Ep ⊗A F ∼= F ⊗B Gp arises from the canonical isomorphism
Ep ⊗A F ∼= F ⊗B F∗ ⊗A Ep ⊗A F = F ⊗B Gp.
Here JA and JB are related by the bijection described above.
It follows from Corollary 5.4.5 that (F , V ) is invertible in CPpr and produces a Morita equivalence
between OJA,E and OJB ,G . Therefore, up to equivariant Morita equivalence, the relative Cuntz–
Pimsner algebras associated to E correspond bijectively to those associated to G. In particular, if E is
a simplifiable product system of Hilbert bimodules, the cross sectional C∗-algebra of the Fell bundle
associated to E is Morita equivalent to that of G. This is so because the family of Katsura’s ideals IE
corresponds to IG under the Rieffel correspondence.
The next proposition characterises equivalences between product systems built out of semigroups of
injective endomorphisms with hereditary range as in Example 4.2.10. This generalises [42, Proposition
2.4]. The idea of the proof is also taken from there.
Proposition 5.4.9. Let α : P → End(A) and β : P → End(B) be actions by extendible injective
endomorphisms with hereditary range. Let Aα and Bβ be the associated product systems of Hilbert
bimodules over P op. There is an equivalence (F , V ) : (A, Aα , I Aα ) → (B, Bβ , I Bβ ) if and only if
there are an imprimitivity A,B-bimodule F and a semigroup homomorphism p 7→ Up from P to the
semigroup of C-linear isometries on F such that, for all p ∈ P and ξ, η ∈ F ,
〈〈Up(ξ) |Up(η)〉〉 = αp(〈〈ξ | η〉〉), 〈Up(ξ) |Up(η)〉 = βp(〈ξ | η〉). (5.4.10)
Proof. Let (F, V ) : (A, Aα , I Aα ) → (B, Bβ , I Bβ ) be an equivalence. Then F is an imprimitivity
A,B-bimodule. Observing that
〈〈 Bβp | Bβp 〉〉 = β−1p (βp(B)) = B
for all p ∈ P , we define a correspondence isomorphism U ′p : F → Aαp ⊗A F ⊗B Bβp ∗ by
F ∼= F ⊗B Bβp ⊗B Bβp ∗
V −1p ⊗1====⇒ Aαp ⊗A F ⊗B Bβp ∗.
We identify Bβp
∗ with Bβp = Bβp(1) by β˜p(1)b 7→ b∗βp(1) to obtain a linear map
Aαp ⊗A F ⊗B Bβp ∗ → F
defined on an elementary tensor αp(1)a ⊗A ξ ⊗B bβp(1) by (αp(1)a)ξ(bβp(1)). This is isometric
because β−1p is an injective ∗-homomorphism between C∗-algebras. Its composition with U ′p yields a
linear map F → F , which we denote by Up. Given ξ, η ∈ F , we have that 〈ξ | η〉 = 〈U ′p(ξ) |U ′p(η)〉,
that is, U ′p preserves inner products. From this we deduce
〈Up(ξ) |Up(η)〉 = βp
(〈U ′p(ξ) |U ′p(η)〉) = βp(〈ξ | η〉).
Similarly, 〈〈U ′p(ξ) |U ′p(η)〉〉 = 〈〈ξ | η〉〉 and we see that 〈〈Up(ξ) |Up(η)〉〉 = αp(〈〈ξ | η〉〉).
It remains to verify that p 7→ Up is a semigroup homomorphism from P to the semigroup of C-linear
isometries on F . First, let αq(1)a ∈ Aαq and notice that, given an elementary tensor ξ ⊗ αp(1)b
of F ⊗B Bβp , one has
V −1p
(
αq(1)aξ ⊗ βp(1)b
)
= αq(1)aV −1p
(
ξ ⊗ βp(1)b
)
.
Since the left action of A on Aαp is implemented by αp, it follows that the image of V
−1
p
(
αq(1)aξ⊗βp(1)b
)
in F under the map Aαp ⊗A F → F determined by the left action of A on F coincides with the image
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of
(µαq,p ⊗ 1)
(
αq(1)a⊗A V −1p (ξ ⊗ βp(1)b)
)
under the corresponding map Aαpq ⊗A F → F . Here µαq,p is the correspondence isomorphism Aαq ⊗A
Aαp
∼= Aαpq .
Now let p, q ∈ P and let (uλ)λ∈Λ be an approximate identity for B. Fix λ ∈ Λ and let ξ ∈ F and
b ∈ B. Then
U ′q(ξuλuλb) = V −1q (ξ ⊗ βq(uλ))⊗ βq(uλb).
From the above observation and from the fact that V −1p and V −1q intertwine the right actions of B, we
conclude that
U ′pUq(ξuλuλb) = (µαq,p ⊗ 1)(1⊗ V −1p ⊗ 1Bβp )
(
V −1q (ξ ⊗ βq(uλ))⊗ βpq(uλ)⊗ βpq(b)
)
.
Combining this with the coherence condition (4.3.2) we may replace the right-hand side of the above
equality by
(V −1pq ⊗ 1Bβp )(1⊗ µβq,p ⊗ 1))
(
ξ ⊗ (βq(uλ)⊗ βpq(uλ))⊗ βpq(b)
)
=
= (V −1pq ⊗ 1Bβp )(ξ ⊗ βpq(uλuλ))⊗ βpq(b).
This implies UpUq(ξuλuλb) = Upq(ξuλuλb). Using that all the Up’s are continuous and
ξb = lim
λ
(ξuλuλb),
we obtain UpUq(ξb) = Upq(ξb). This shows that p 7→ Up is a semigroup homomorphism, as asserted.
Conversely, suppose that we are given an imprimitivity A,B-bimodule F and a semigroup homo-
morphism p 7→ Up from P to the semigroup of C-linear isometries on F satisfying (5.4.10). For each
p ∈ P , ξ ∈ F and b ∈ B, we have that Up(ξb) = Up(ξ)βp(b) because
〈Up(ξb)−Up(ξ)βp(b) |Up(ξb)−Up(ξ)βp(b)〉 = 〈Up(ξb) |Up(ξb)〉−〈Up(ξb) |Up(ξ)βp(b)〉
−〈Up(ξ)βp(b) |Up(ξb)〉+〈Up(ξ)βp(b) |Up(ξ)βp(b)〉
= βp(〈ξb | ξb〉)− βp(〈ξb | ξ〉)βp(b)
−βp(b)∗βp(〈ξ | ξb〉) + βp(b∗)βp(〈ξ | ξ〉)βp(b) = 0.
The same reasoning shows that Up(aξ) = αp(a)Up(ξ) for all a ∈ A.
We then define a map V ′p : Aαp
∗ ⊗A F ⊗B Bβp → F on elementary tensors by
aαp(1)⊗ ξ ⊗B βp(1)b 7→ aUp(ξ)b.
In order to verify that this preserves the B-valued inner product, let a, c ∈ A, b, d ∈ B and ξ, η ∈ F .
Let (uλ)λ∈Λ be an approximate identity for A and fix λ ∈ Λ. Then
〈aUp(uλξ)b | cUp(uλη)d〉 = b∗〈aαp(uλ)Up(ξ) | cαp(uλ)Up(η)〉d
= b∗〈Up(ξ) |αp(uλ)a∗cαp(uλ)Up(η)〉d
= b∗〈Up(ξ) |Up
(
α−1p (αp(uλ)a∗cαp(uλ))η
)〉d
= b∗βp
(〈ξ |α−1p (αp(uλ)a∗cαp(uλ))η〉)d
= 〈aαp(uλ)⊗ ξ ⊗ βp(1)b | cαp(uλ)⊗ η ⊗ βp(1)d〉.
Using that Up is continuous and ξ = limλ uλξ, η = limλ uλη, we conclude that V ′p preserves the inner
product. In addition, it intertwines the left and right actions of A and B.
Now we let V˜p : F ⊗B Bβp ⇒ Aαp ⊗A F be the composite
F ⊗B Bβp ∼= Aαp ⊗A Aαp ∗ ⊗A F ⊗B Bβp
1⊗V ′p===⇒ Aαp ⊗A F ,
where the isomorphism on the left-hand side comes from the identification
Aαp ⊗A Aαp ∗ ∼= 〈〈 Aαp | Aαp 〉〉 = A.
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Then V˜p is an isometry between correspondences A; B. To see that it is indeed unitary, we need to
prove that it is also surjective.
First, observe that
αp(〈〈ξ | η〉〉)ζ = 〈〈Up(ξ) |Up(η)〉〉ζ = Up(ξ)〈Up(η) | ζ〉.
This implies αp(A)F = Up(F)〈Up(F) | F〉, provided 〈〈F |F〉〉 = A. Again we let (uλ)λ∈Λ be an
approximate identity for A and fix λ ∈ Λ. Let c ∈ A be such that uλ = c∗c. Take a ∈ A and ξ ∈ F .
Then
αp(uλ)a⊗A ξ = αp(c∗)⊗A αp(c)(aξ) ∈ αp(c∗)⊗A Up(F)〈Up(F) | F〉.
Using that Up(F) = αp(A)Up(F), we deduce that αp(uλ)a⊗A ξ belongs to the image of V˜p. This has
closed range and hence αp(1)a ⊗ ξ also lies in V˜p(F ⊗B Bβp ). Applying again the fact that V˜p has
closed range, we conclude that it is indeed unitary.
We let Vp = V˜ ∗p and V = {Vp}p∈P . We shall now prove that (F , V ) is a proper covariant
correspondence. In this case, it suffices to show that it satisfies the coherence axiom (4.3.2) and that Ve
is the canonical isomorphism obtained from the left and right actions of A and B, respectively. This
latter fact follows from the identities
〈〈Ue(ξ) | η〉〉 = 〈〈ξ |Ue(η)〉〉 = 〈〈ξ | η〉〉 = 〈〈Ue(ξ) |Ue(η)〉〉,
so that Ue = idF . The above equalities may be derived from the computation
〈〈Ue(ξ) | η〉〉 = αe(〈〈Ue(ξ) | η〉〉) = 〈〈Ue(Ue(ξ)) |Ue(η)〉〉 = 〈〈Ue(ξ) |Ue(η)〉〉 = 〈〈ξ | η〉〉.
Finally, given a, c ∈ A, b, d ∈ B and ξ ∈ F , we have
cUq(aUp(ξ)b)d = cαq(a)Uq(Up(ξ))βq(b)d = cαq(a)Uqp(ξ)βq(b)d.
This leads to a commmutative diagram for V˜p, V˜q and V˜qp as in (4.3.2). By reversing arrows, we
conclude that (F , V ) also makes such a diagram commute. This completes the proof.
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Chapter 6
C∗-algebras for product systems
over subsemigroups of groups
In this chapter, we treat product systems over semigroups that can be embedded in groups. We
combine ideas of Exel and Sims and Yeend (see [22, 55]) to construct a C∗-algebra A ×E P out of
a product system E so that a representation of A ×E P is faithful on its fixed-point algebra for the
canonical coaction of a group containing P if and only if it is faithful on the coefficient algebra. We
begin by considering a family of representations of the Toeplitz algebra of E . We use its topological
grading from Lemma 4.1.6 to define an ideal in TE , so that the coaction descends to the corresponding
quotient. We then prove that A embeds into this quotient. This is done in Section 6.1.
In Section 6.2, we show that a representation of such a quotient of TE is faithful on its fixed-point
algebra if and only if it is faithful on A. We apply this to prove that this construction does not
depend on the choice of the group containing P . Then in Theorem 6.2.5 we introduce what we
call the covariance algebra of E . We finish this chapter with examples of C∗-algebras that can be
described as covariance algebras of product systems. We also discuss the relationship of these algebras
to Cuntz–Nica–Pimsner algebras.
6.1 Strongly covariant representations
We first introduce the notion of strongly covariant representations. Let P be a semigroup with unit e.
Assume that P is embeddable into a group. That is, there is a group G and an injective semigroup
homomorphism γ : P → G. Fix a C∗-algebra A and a product system E = (Ep)p∈P over A.
Let F ⊆ G be a finite subset. We set
KF :=
⋂
g∈F
gP.
So K{e,g} 6= ∅ if and only if g may be written as pq−1 for some p, q ∈ P . In addition, KgF = gKF for
all g ∈ G, where
gF = {gh|h ∈ F} .
If p ∈ P and p ∈ K{p,g}, then p = gq for some q ∈ P , which implies g = pq−1.
For each p ∈ P and each F ⊆ G finite, we define an ideal Ip−1(p∨F ) / A as follows. Given g ∈ F ,
we let
Ip−1K{p,g} :=

⋂
r∈K{p,g}
kerϕp−1r if K{p,g} 6= ∅ and p 6∈ K{p,g},
A otherwise.
We then let
Ip−1(p∨F ) :=
⋂
g∈F
Ip−1K{p,g} .
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This gives a new correspondence EF : A; A by setting
EF :=
⊕
p∈P
EpIp−1(p∨F ). (6.1.1)
Finally, let E+F denote the right Hilbert A-module
⊕
g∈G EgF . For each ξ ∈ Ep, we define an operator
tpF (ξ) ∈ B(E+F ) so that it maps the direct summand EgF into EpgF for all g ∈ G. Explicitly,
tpF (ξ)(ηr) := µp,r(ξ ⊗A ηr), ηr ∈ ErIr−1(r∨gF ).
This is well defined because Ir−1(r∨F ) = I(pr)−1(pr∨pF ) for each F ⊆ G finite and each p ∈ P . Its adjoint
tpF (ξ)∗ sends µp,r(ζp⊗ηr) to ϕr(〈ξ | ζp〉)ηr. This is well defined because Is−1(s∨F ) = Is−1p(p−1s∨p−1F ) for
all s ∈ pP . This gives a representation tF = {tpF }p∈P of E and hence a ∗-homomorphism TE → B(E+F ),
which we still denote by tF .
Let us denote by QFg the projection of E+F onto the direct summand EgF . Then
tpF (ξ)QFg = QFpgt
p
F (ξ), t
p
F (ξ)∗QFg = QFp−1gt
p
F (ξ)∗
for all p ∈ P . Set
T e,FE := QFe T eE QFe ,
where T eE is the fixed-point algebra of TE for the gauge coaction of G. If F1 ⊆ F2 are finite subsets
of G, then
Ip−1(p∨F1) ⊇ Ip−1(p∨F2)
for all p ∈ P . Hence EF2 may be regarded as a closed submodule of EF1 . The restriction of QF1e T eE QF1e
to EF2 gives a ∗-homomorphism tF1,F2 : T e,F1E → T e,F2E satisfying tF1,F2 ◦ tF1 = tF2 on T eE . For
F1 ⊆ F2 ⊆ F3, we have tF2,F3 ◦ tF1,F2 = tF1,F3 . So we let F range in the directed set determined by all
finite subsets of G and define an ideal Je / T eE by
Je :=
{
b ∈ T eE
∣∣∣∣ limF ‖b‖F = 0
}
,
where ‖b‖F := ‖tF (b)‖. We are now ready to introduce our notion of covariant representations.
Definition 6.1.2. We will say that a representation of E is strongly covariant if it vanishes on Je.
Let J∞ / TE be the ideal generated by Je. Then TE
/
J∞ is universal for strongly covariant
representations of E .
The idea behind (6.1.1) started from the realisation that the correspondences E˜p’s built in [55] out
of E could be replaced by the EF ’s in order to give the same notion of covariant representations if E is
compactly aligned and φ˜-injective and P is directed. This is shown in Proposition 6.3.6. In this case,
it suffices to consider finite subsets of P because (G,P ) is quasi-lattice ordered. Exel constructed a
C∗-algebra out of a nondegenerate interaction group (A,G, V ) with the property that a representation
of this crossed product is faithful on the fixed-point algebra for the canonical coaction of G if and only
if it is faithful on A. To show that A embeds into the crossed product, he built a faithful covariant
representation by using inductive limits over finite subsets of G (see [22, Section 9]). This is related to
product systems because, in fact, the main purpose in [22] was to introduce a new notion of crossed
products by semigroups of unital and injective endomorphisms which can be enriched to interaction
groups. Here we want to associate a C∗-algebra to a product system E = (Ep)p∈P with the property
that a representation of this resulting C∗-algebra is faithful on the fixed-point algebra for the canonical
coaction of a group conaining P if and only if it is faithful on A. To achieve this goal, we believe its
unit fibre should be a direct limit of C∗-algebras with injective connecting maps (see [5, 22, 34, 48]),
although in general this fact is not established. So, combining all these ideas and modifying the
Cuntz–Nica–Pimsner covariance condition accordingly, we arrived at the EF ’s and Definition 6.1.2.
Our next immediate goal is to prove that A embeds into the quotient TE
/
J∞.
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Lemma 6.1.3. The ideal J∞ coincides with
⊕
g∈G
T gE Je. As a consequence,
J∞ =
⊕
g∈G
(J∞ ∩ T gE ).
Proof. In order to prove the first assertion, it suffices to show that JeT gE ⊆ T gE Je for all g ∈ G. To
do so, let b ∈ Je and 0 6= cg ∈ T gE . Let ε > 0. There is F ⊆ G finite with ‖b‖S <
ε
‖cg‖ for all finite
subsets S of G with S ⊇ F because b ∈ Je. Set
F ′ := g−1F = {g−1h | h ∈ F}.
Since cg maps EF ′ into EgF ′ = EF , it follows that ‖c∗gb∗bcg‖F ′ < ε2. This guarantees that
(JeT gE )∗(JeT gE ) ⊆ Je.
By Lemma 3.1.8, JeT gE ⊆ T gE Je. Applying the first assertion and the continuity of the projection of TE
onto T gE , we deduce that J∞ ∩ T gE = T gE Je. This gives the last statement.
Lemma 6.1.4. Let q : TE → TE/J∞ be the quotient map. There is a full coaction δ : TE/J∞ →
TE/J∞ ⊗ C∗(G) satisfying δ ◦ q = (q ⊗ idC∗(G)) ◦ δ˜. Moreover, the spectral subspace for δ at g ∈ G is
canonically isomorphic to T gE /T gE Je.
Proof. Given c ∈ TE/J∞, choose b ∈ TE with q(b) = c and set
δ(q(b)) := (q ⊗ idC∗(G))δ˜(b).
Lemma 6.1.3 and Proposition 2.2.12 say that this is indeed a well-defined full coaction of G on TE/J∞.
The equality δ ◦ q = (q ⊗ idC∗(G)) ◦ δ˜ follows from the definition of δ.
In order to prove the last assertion, let (TE/J∞)g denote the spectral subspace at g ∈ G for the
coaction δ. Clearly, the map which sends bg ∈ T gE to q(bg) vanishes on T gE Je. Moreover, Lemma 6.1.3
implies that this produces an injective map from T gE /T gE Je into (TE/J∞)g. That it is also surjective
follows by the same argument used in Lemma 4.1.6.
We will often use the above description of the G-grading for TE/J∞.
Proposition 6.1.5. The quotient map q : TE → TE/J∞ is injective on t˜(A).
Proof. We will show that t˜(A) ∩ Je = 0 in TE . This implies the conclusion by the previous lemma.
Let F ⊆ G be finite and 0 6= a ∈ A. We claim that teF (a) 6= 0 on EF . Indeed, if aIe∨F 6= 0 we are
done. Otherwise, a 6∈ IK{e,g1} for some g1 ∈ F , because Ie∨F =
⋂
g∈G IK{e,g} . Since
IK{e,g1} =
⋂
r∈g1P∩P
kerϕr,
there exists r1 ∈ P ∩ g1P with ϕr1(a) 6= 0. Put
F1 :=
{
g ∈ F ∣∣K{r1,g} 6= ∅ and r1 6∈ K{r1,g}} .
Thus g1 6∈ F1. So F1 ( F and Er1Ir−11 (r1∨F ) = Er1Ir−11 (r1∨F1). Our claim is proved if ϕr1(a) 6= 0
on Er1Ir−11 (r1∨F1). This is so, in particular, if F1 = ∅ because ϕr1(a) 6= 0 on Er1 . Assume that a acts
trivially on Er1Ir−11 (r1∨F1). Then
〈ϕr1(a)Er1 |ϕr1(a)Er1〉 ∩ Ir−11 (r1∨F1) = {0}.
Thus there exist g2 ∈ F1 and ξ ∈ Er1 so that 〈ϕr1(a)(ξ) |ϕr1(a)(ξ)〉 6∈ Ir−11 (r1∨g2). As a consequence,
one can find r2 ∈ K{r1,g2} such that
〈ϕr1(a)(ξ) |ϕr1(a)(ξ)〉 6∈ kerϕr−11 r2 .
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We see that a 6∈ kerϕr2 because µr1,r−11 r2 : Er1 ⊗A Er−11 r2 → Er2 is an isomorphism of correspondences.
Let
F2 :=
{
g ∈ F ∣∣ K{r2,g} 6= ∅ and r2 6∈ K{r2,g}} .
Notice that F2 ( F1 and
Er2Ir−12 (r2∨F ) = Er2Ir−12 (r2∨F2).
If ϕr2(a) vanishes on Er2Ir−12 (r2∨F2), then the same reasoning as above yields g3 ∈ F2 and r3 ∈ K{r2,g3}
with ϕr3(a) 6= 0 on Er3 . Set
F3 :=
{
g ∈ F ∣∣ K{r3,g} 6= ∅ and r3 6∈ K{r3,g}} .
We then have F3 ( F2 ( F1 ( F and Er3Ir−13 (r3∨F ) = Er3Ir−13 (r3∨F3). This process cannot continue
infinitely because F is finite. So we must stop at some rj with ϕrj (a) 6= 0 on ErjIr−1
j
(rj∨F ).
Thus teF (a) is nonzero on EF . Therefore, for all a ∈ A, we have that
lim
F
‖a‖F = lim
F
‖a‖ = ‖a‖.
This completes the proof.
6.2 Covariance algebras associated to product systems
Our goal in this section is to associate a C∗-algebra A×E P to a given product system (Ep)p∈P satisfying
two properties: the representation of E in A×E P is injective and any representation of A×E P in a
C∗-algebra B that is faithful on A is also faithful on the fixed-point algebra (A×E P )δ for the canonical
gauge coaction of G on A×E P , where G is a group with P ⊆ G. A candidate for A×E P is of course
the universal C∗-algebra for strongly covariant representations introduced previously. We shall prove
that this is independent of the choice of the group containing P .
Lemma 6.2.1. Let P be a subsemigroup of a group G and E a product system over P . Let ψ =
{ψp}p∈P be a strongly covariant representation of E in a C∗-algebra B. The resulting ∗-homomorphism
ψ˜ : TE
/
J∞ → B is faithful on T eE /Je if and only if ψe is injective.
Proof. If ψ˜ is faithful on T eE /Je, then Proposition 6.1.5 implies that ψe is injective. Suppose that ψ is
strongly covariant and ψe is faithful. Let us prove that ψ˜ is injective on T eE /Je. First, pick b ∈ T eE of
the form
t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξp2k−1)t˜(ξp2k)∗ (6.2.2)
with k ∈ N, p1p−12 . . . p2k−1p−12k = e and ξpi ∈ Epi for all i ∈ {1, 2, . . . , 2k}. Assume that q(b) 6= 0. This
entails
K{p2i,p2i+1} = p2iP ∩ p2i+1P 6= ∅
for each i ∈ {1, 2, . . . , k− 1} because, otherwise, tF
(
t˜(ξp2i)∗t˜(ξp2i+1)
)
acts trivially on E+F , which would
imply q(b) = 0. A similar argument employed to
F :=
{
p2k, p2kp
−1
2k−1p2k−2, p2kp
−1
2k−1p2k−2p
−1
2k−3p2k−4, . . . , p2kp
−1
2k−1p2k−2 · · · p−13 p2
}
(6.2.3)
shows that KF 6= ∅. This is precisely the right ideal
p2kp
−1
2k−1p2k−2 · · · p−13 p2P.
These ideals are used in [39] to study semigroup C∗-algebras.
We claim that, if r 6∈ KF , then
ψ˜(b)(ψr(ErIr−1(r∨F ))) = 0.
Since ψ is strongly covariant, it suffices to prove that t{e}(b)tr{e}
(ErIr−1(r∨F )) vanishes on E+{e}.
First, notice that t{e}(b) = 0 on EsIs−1(s∨g) whenever s 6∈ KF . Hence if K{r,F} = ∅, it follows
that t{e}(b)tr{e}(Er) = {0} because the image of Er under tr{e} sends EsIs−1(s∨g) to ErsIs−1r−1(rs∨rg)
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and t{e}(b) vanishes on the latter. We are then left with the case in which K{r,F} 6= ∅. Thus r 6∈ KF
implies that r 6∈ K{g} for some g ∈ F . Let ξr ∈ ErIr−1(r∨F ). Then t{e}(b)tr{e}(ξr) vanishes on the
direct summand EsIs−1(s∨g) if rs 6∈ KF . So assume that rs ∈ KF . In particular, rs ∈ K{r,g}. Hence
Ir−1(r∨F ) ⊆ kerϕs and tr{e}(ξr) = 0 on the direct summand EsIs−1(s∨g). This concludes the proof
that t{e}(b)tr{e}(ξr) = 0 on E+{e}. Therefore, ψ˜(b)ψr(ErIr−1(r∨F )) = 0 as claimed.
Now let b ∈ T eE be such that ψ˜(b) = 0. Given ε > 0, we must find a finite set F ⊆ G such that
‖b‖F < ε. By Lemma 4.1.6, there exists b′ =
∑n
j=1 bj ∈ T eE with ‖b− b′‖ < ε2 , where each bj is of the
form (6.2.2). For each j ∈ {1, . . . , n}, let Fj ⊆ G be the finite set associated to bj as in (6.2.3). Thus
ψ˜(bj)(ψr(ErIr−1(r∨Fj))) = 0 if r 6∈ KFj . We also set
F :=
m⋃
j=1
Fj
and let ξ =
⊕
r∈P ξr ∈ EF with ‖ξ‖F ≤ 1, where ξr = 0 except for finitely many r’s. Then∥∥∥∥∑ψr(ξr)∗ψ˜(b′)∗ψ˜(b′)ψr(ξr)∥∥∥∥ = ∥∥∥∥∑ψt(ξt)∗ψ˜(b− b′)∗ψ˜(b− b′)ψr(ξr)∥∥∥∥ < ε24 .
Since ψe is injective and ψ˜(bj)ψr(ξr) = 0 if r 6∈ KFj , it follows that the left-hand-side above is precisely
‖tF (b′)(ξ)‖2e. This implies that ‖b‖F < ε. Hence b belongs to Je as desired.
Lemma 6.2.4. Let G and H be groups containing P as a subsemigroup and let E be a product system
over P . A representation of E is strongly covariant as in Definition 6.1.2 with respect to G if and only
if it is strongly covariant with respect to H. Thus different groups provide the same notion of strong
covariance.
Proof. We may assume that G = G(P ) is the universal group of P . By its universal property, there is
a group homomorphism γ : G→ H extending the embedding of P into H. Let eG and eH denote the
unit elements of G and H, respectively. Let T eGE be the fixed-point algebra for the generalised gauge
coaction of G on TE . It follows from Lemma 4.1.6 that T eGE is a C∗-subalgebra of T eHE , where T eHE ,
in turn, is the fixed-point algebra for the gauge coaction of H on TE . Let us prove that JeG ⊆ JeH ,
where JeG / T eGE and JeH / T eHE are the ideals described in the construction before Definition 6.1.2
with respect to the groups G and H, respectively.
Indeed, it suffices to show that, given a finite set F with F ⊆ G, one has
Ip−1(p∨F ) ⊇ Iγ(p)−1(γ(p)∨γ(F )),
where γ(F ) is the range of F under γ. To do so, let g ∈ F . If either K{p,g} = ∅ or p ∈ K{p,g}, then
Ip−1(p∨g) = A ⊇ Iγ(p)−1(γ(p)∨γ(g)).
Suppose that K{p,g} 6= ∅ and p 6∈ K{p,g}. Given r ∈ K{p,g}, γ(r) ∈ K{γ(p),γ(g)} so that
kerϕp−1r ⊇ Iγ(p)−1(γ(p)∨γ(g)) because γ is a group homomorphism. So we conclude that Ip−1(p∨F ) ⊇
Iγ(p)−1(γ(p)∨γ(F )) and hence JeG ⊆ JeH as asserted.
Thus we obtain a ∗-homomorphism φ : TE/JG∞ → TE/JH∞. Combining Proposition 6.1.5 with
Lemma 6.2.1, we deduce that φ is injective on T eGE /JeG . To see that φ is an isomorphism, we will
show that JeH ⊆ JG∞.
First, let b ∈ T eHE be of the form (6.2.2), that is,
b = t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξp2k−1)t˜(ξp2k)∗,
with k ∈ N, γ(p1)γ(p2)−1 . . . γ(p2k−1)γ(p2k)−1 = eH and ξpi ∈ Epi for all i ∈ {1, 2, . . . , 2k}. We claim
that p1p−12 . . . p2k−1p−12k 6= eG in G entails b ∈ JeH∩JG∞. To see this, we will prove thatKF = Kγ(F ) = ∅,
where
F := {p2k, p2kp−12k−1p2k−2, . . . , p2kp−12k−1p2k−2 · · · p−13 p2}
is the finite subset of G associated to b.
Let r ∈ Kγ(F ). Then there is a unique s1 ∈ P with r = p2ks1. Here we have omitted γ because
it is injective on P . Now r also lies in γ(p2kp−12k−1p2k−2)P . So there is a unique s2 ∈ P so that
r = γ(p2kp−12k−1p2k−2)s2. This implies that γ(p
−1
2k−1p2k−2)s2 = s1. This is so if and only p2k−2s2 =
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p2k−1s1. Hence r = p2kp−12k−1p2k−2s2 in G as well. Repeating this procedure, we deduce that r ∈ KF .
Thus Kγ(F ) = KF , since the inclusion KF ⊆ Kγ(F ) is clear.
It remains to show that KF = Kγ(F ) = ∅. Let us argue by contradiction and suppose that KF is a
non-empty subset of G. Hence one can find r, s ∈ P with
p2kp
−1
2k−1p2k−2 · · · p−13 p2p−11 = r(p1s)−1.
Since γ is injective on P and γ
(
p2kp
−1
2k−1p2k−2 · · · p−13 p2p−11
)
= eH , it follows that p1s = r. This
gives gr = r and thus g = eG, contradicting our assumption that p1p−12 . . . p2k−1p−12k 6= eG in G.
Therefore, KF = Kγ(F ) = ∅ and hence b ∈ JeH ∩ JG∞.
As a consequence, the image of T eHE under the quotient map q : TE → TE/JG∞ lies in the fixed-point
algebra T eGE /JeG . Since φ is faithful on this latter C∗-algebra and the quotient map TE → TE/JH∞ is
precisely the composite φ ◦ q, we conclude that JeH ⊆ JG∞. Therefore JG∞ = JH∞. This shows that the
notion of covariance described in Definition 6.1.2 is independent of the choice of the group containing P
as a subsemigroup.
The following is the main result of this chapter:
Theorem 6.2.5. Let P be a unital semigroup and let E = (Ep)p∈P be a product system over P of
A-correspondences. Suppose that P is embeddable into a group. There is a C∗-algebra A×E P associated
to E with a representation jE : E → A×E P such that the pair (A×E P, jE) has the following properties:
(C1) A ×E P is generated by jE(E) as a C∗-algebra and jE is strongly covariant in the sense of
Definition 6.1.2, where the group G in question may be taken to be any group containing P as a
subsemigroup.
(C2) if ψ = {ψp}p∈P is a strongly covariant representation of E in a C∗-algebra B with respect to a
group containing P , then there is a unique ∗-homomorphism ψ̂ : A×E P → B such that ψ̂◦jp = ψp
for all p ∈ P ;
(C3) je is faithful and if G is a group with P ⊆ G as a semigroup, there is a canonical full coaction of G
on A×E P so that a ∗-homomorphism A×E P → B is faithful on the fixed-point algebra (A×E P )δ
if and only if it is faithful on je(A).
Moreover, up to canonical isomorphism, (A×E P, jE) is the unique pair with the properties (C1)–
(C3).
Proof. Let G be a group containing P as a subsemigroup. Let J∞ be the ideal in TE as in Lemma 6.1.3.
That is, J∞ is the ideal generated by Je, which in turn is the ideal in T eE constructed before Def-
inition 6.1.2. Set A ×E P := TE/J∞ and let jE be the representation of E in A ×E P given by the
composition of t˜ : E → TE with the quotient map q : TE → TE/J∞. By Lemma 6.2.4, this does not
depend on the chosen group and hence it satisfies (C1). By the universal property of TE and again by
Lemma 6.2.4, A×E P also fulfils (C2). Now (C3) follows from Lemma 6.2.1. Uniqueness of (A×E P, jE)
is then clear.
We call A ×E P the covariance algebra of E , following the terminology of [32] for C∗-algebras
associated to partial dynamical systems.
Remark 6.2.6. The proof of Lemma 6.2.4 also tells us that the fixed-point algebras of the canonical
coactions on A×E P of all groups containing P coincide.
Example 6.2.7. Let G be a group and (Bg)g∈G a saturated Fell bundle over G. View (Bg)g∈G as a
product system over G. For each g ∈ G and F ⊆ G finite, we have that Ig−1(g∨F ) = Be since g ∈ K{g,h}
for all h ∈ F . Hence Je = {0} and the associated covariance algebra is isomorphic to the cross sectional
C∗-algebra of (Bg)g∈G.
6.3 Relationship to other constructions
In this section, we relate the covariance algebras of product systems defined here to other constructions
in the setting of irreversible dynamical systems. We also give an equivalent notion of strongly covariant
representations for compactly aligned product systems over quasi-lattice ordered groups.
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6.3.1 Relationship to a construction by Sims and Yeend
Let us restrict our attention to compactly aligned product systems over positive cones of quasi-lattice
orders. In [55], Sims and Yeend constructed a C∗-algebra NOE from a compactly aligned product
system E = (Ep)p∈P so that it generalises constructions such as C∗-algebras associated to finitely
aligned higher rank graphs and Katsura’s Cuntz–Pimsner algebra of a single correspondence. The
universal representation of E in NOE is quite often faithful, but Example 3.16 of [55] shows that it
may fail to be injective even if (G,P ) is totally ordered and A acts by compact operators on Ep for
all p in P . In this subsection, we will see that NOE coincides with A×E P when either the universal
representation of E in NOE is faithful and P is directed or E is a faithful product system. In both
cases NOE satisfies an analogue of (C3) [15, Proposition 3.7]. This subsection is based on [15] and [55].
We first recall the definitions from [55] of Cuntz–Nica–Pimsner covariance and Cuntz–Nica–Pimsner
algebra. Fix a quasi-lattice ordered group (G,P ) and let E = (Ep)p∈P be a compactly aligned product
system over P . Let I¯e := A and, for each p ∈ P \ {e}, set
I¯p =
⋂
e<s≤p
kerϕs / A.
Given p ∈ P , we define a correspondence E˜p : A; A by
E˜p :=
⊕
r≤p
Er I¯r−1p.
For all s ∈ P , there is a ∗-homomorphism ι˜ps : B(Es)→ B(E˜p) defined by
ι˜ps(T ) =
( ⊕
s≤r≤p
ιrs(T )|Er I¯r−1p
)
⊕
( ⊕
s6≤r≤p
0Er I¯r−1p
)
for all T ∈ B(Es).
Let F ⊆ P be a finite set and let Ts ∈ K(Es) for each s ∈ F . We say that
∑
s∈F ι˜
p
s(Ts) = 0 for
large p if given an arbitrary element r in P , there exists r′ ≥ r such that∑s∈F ι˜ps(Ts) = 0 for all p ≥ r′.
A representation ψ of E in a C∗-algebra B is Cuntz–Pimsner covariant according to [55, Definition
3.9] if ∑
s∈F
ψ(s)(Ts) = 0
whenever
∑
s∈F ι˜
p
s(Ts) = 0 for large p. It is called Cuntz–Nica–Pimsner covariant if it is both Nica
covariant and Cuntz–Pimsner covariant.
Suppose that E is a product system with the extra property that ι˜pe is injective on A for all p ∈ P .
The Cuntz–Nica–Pimsner algebra associated to E , denoted by NOE , is then the universal C∗-algebra
for Cuntz–Nica–Pimsner covariant representations (see [55, Proposition 3.2] for further details). The
requirement that ι˜pe be faithful for all p ∈ P implies that the representation of E in NOE is faithful.
Sims and Yeend proved in [55, Lemma 3.15] that this is satisfied whenever P has the following property:
given a non-empty set F ⊆ P that is bounded above, in the sense that there is p ∈ P with s ≤ p for
all s ∈ F , then F has a maximal element r. That is, r 6≤ s for all s ∈ F \ {r}.
The next example of a product system is given by Sims and Yeend in [55, Example 3.16]. It consists
of a compactly aligned product system for which not all ι˜pe’s are injective. We recall their example
here and describe its associated covariance algebra.
Example 6.3.1. Let Z × Z be equipped with the lexicographic order and let P be its positive cone.
So P =
(
(N \ {0})× Z) ∪ ({0} × N) and e = {0} × {0}. Define a product system over P as follows:
let A := C2 and, for each p ∈ P , let Ep := C2 be regarded as a Hilbert A-module with right action
given by coordinatewise multiplication and usual C2-valued inner-product. Following the notation
of [55], we set S := {0} × N and for all p ∈ S, we let C2 act on Ep on the left by coordinatewise
multiplication, so that ϕp
(
(λ1, λ2)
)
:= (λ1, λ2) ∈ B(Ep) for all p ∈ P and (λ1, λ2) ∈ A. For p ∈ P \ S,
put ϕp
(
(λ1, λ2)
)
:= (λ1, λ1). Thus kerϕp = {0}×C for all p ∈ P \S. If q ∈ S, define a correspondence
isomorphism µp,q : Ep ⊗C2 Eq ∼= Epq by
(z1, z2)⊗ (w1, w2) 7→ (z1w1, z2w2).
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For all q ∈ P \ S, define µp,q : Ep ⊗C2 Eq ∼= Epq by
(z1, z2)⊗ (w1, w2) 7→ (z1w1, z1w2).
This is a proper product system E = (Ep)p∈P over C2. Thus it is also compactly aligned. Since P
is totally ordered, all representations of E are Nica covariant. Sims and Yeend proved that such a
product system has no injective Cuntz–Nica–Pimsner covariant representation. Their argument is the
following: for all p 6= e, I¯p = kerϕ(0,1) = {0}. Hence, if q ∈ P \ S, ι˜qe = ϕq is not injective and any
Cuntz–Nica–Pimsner covariant representation of E vanishes on kerϕq = {0} × C.
Let us now describe the associated covariance algebra A ×E P . We will show that (A ×E P )δ is
isomorphic to the C∗-algebra of all convergent sequences. To do so, given p ∈ P , write p = (p1, p2).
We define an isometry vp ∈ B(`2(N× Z)) by
vp(f)(q) =
{
f(q − p) if q1 ≥ p1,
0 otherwise,
where f ∈ `2(N× Z) and q = (q1, q2) ∈ N× Z. Thus v∗p(f)(q) = f(q + p) and vpv∗p is the projection of
`2(N× Z) onto the subspace `2(N≥p1 × Z). In particular, vp is unitary for all p ∈ S.
Let φe : C2 → B(`2(N× Z)) be the ∗-homomorphism given by
φe
(
(λ1, λ2))(f)(q) =
{
λ2f(q) if q1 = 0,
λ1f(q) otherwise.
For all (z1, z2)p ∈ Ep, put φp
(
(z1, z2)p
)
:= vpφe
(
(z1, z2)). This yields a representation φ = {φp}p∈P
of E in B(`2(N×Z)). We claim that φ is strongly covariant and preserves the topological Z×Z-grading
of A×E P . First, for each finite set F ⊆ P ,
BF := span {Tp| p ∈ F, Tp ∈ K(Ep)}
is a C∗-subalgebra of T eE since P is totally ordered (see also [15, Lemma 3.6]). In addition, T eE =⋃
F⊆P BF . By [3, Lemma 1.3],
Je =
⋃
F⊆P
Je ∩BF .
So in order to prove that φ is strongly covariant, it suffices to verify that, given a finite set F ⊆ P , one
has ∑
p∈F
φ(p)(Tp) = 0
whenever
∑
p∈F j
(p)
E (Tp) = 0 in A ×E P . Here Tp ∈ K(Ep) for each p ∈ F . So suppose that F is
a finite subset of P and
∑
p∈F j
(p)
E (Tp) = 0 in A ×E P , with Tp ∈ K(Ep). Let (λ1,p, λ2,p) be such
that Tp = (λ1,p, λ2,p). Write
F =
n⋃
i=1
Fpi
with pi < pi+1 for all i ∈ {1, . . . , n}, where Fpi is given by all of the elements in F having first
component pi. Given a finite set F ′ ⊆ P with F ′ ⊇ F , there is r1 = (p1, q1) ∈ P such that p′ < r1 for
all p′ ∈ F ′p1 . Then Er1Ir−11 (r1∨F ′) = {0} × C.
So by taking finite sets F ′ ⊆ P with F ′ ⊇ F , we conclude from the definition of strong covariance that∑
p∈Fp1
λ2,p = 0.
If p2 > p1 + 1, we deduce by a similar argument that the sum
∑
p∈Fp1 λ1,p must be zero as well because
ιrp(Tp)(λ1, λ2) = ιrp ((λ1,p, λ2,p)) (λ1, λ2) = (λ1,pλ1, λ1,pλ2)
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for all r = (r1, r2) > p with r1 > p1. In case p2 = p1 + 1, then∑
p∈Fp1
λ1,p +
∑
p∈Fp2
λ2,p = 0.
Repeating this argument for all of the pi’s and observing that
φ(p)(Tp)(f)(q) =

λ2,pf(q) if q1 = p1,
λ1,pf(q) if q1 > p1,
0 otherwise,
we conclude that φ is indeed strongly covariant. The associated representation of A×E P on `2(N×Z)
is faithful on (A ×E P )δ because it is injective on C2. Its image in B(`2(N × Z)) is the C∗-algebra
generated by φe(C2) and the family of isometries {vp| p ∈ P}.
To see that φ̂ is faithful on A×E P , consider the canonical unitary representation of the torus T2
on `2(N× Z). Explicitly, the unitary Uz is given by
Uz(f)(q) = zq11 z
q2
2 f(q), q = (q1, q2) ∈ N× Z,
where z = (z1, z2) ∈ T2. This produces a continuous action of T2 on φ̂(A×E P ) by T 7→ UTU∗. Hence
it carries a topological Z× Z-grading (see Section 2.2). The corresponding spectral subspace at (m,n)
is determined by {
T ∈ φ̂(A×E P )
∣∣∣ UzTU∗z = zm1 zn2 T for all z = (z1, z2) ∈ T2} .
Since Z× Z = P ∪ P−1, it is easy to verify that φ̂ preserves the grading of A×E P . Because Z× Z is
amenable, φ̂ is then an isomorphism onto its image. Its restriction to (A×E P )δ yields an isomorphism
onto the C∗-algebra of all convergent sequences{
(ζn)n∈N ∈ `∞(N)| ∃ lim
n→∞ ζn
}
.
This isomorphism sends (λ1, λ2)p ∈ K(Ep) to the sequence (ζn)n∈N with
ζn =

λ2 if n = p1,
λ1 if n > p1,
0 otherwise.
The task of verifying whether a given representation is strongly covariant or not is considerably
simplified when E is compactly aligned. The proof of the next proposition is taken from [15, Proposition
3.7] and adapted to our context.
Proposition 6.3.2. Let E = (Ep)p∈P be a compactly aligned product system. A representation ψ of E
in a C∗-algebra B is strongly covariant if and only if it is Nica covariant and satisfies
(C)’
∑
p∈F ψ
(p)(Tp) = 0 whenever
∑
p∈F t
(p)
F (Tp) = 0 on EF , where F ⊆ P is finite and Tp ∈ K(Ep)
for all p ∈ F .
Proof. Suppose that ψ is strongly covariant. Let p, q ∈ P , T ∈ K(Ep) and S ∈ K(Eq). If p ∨ q = ∞,
then K{p,q} = ∅ so that t(p)F (T )t(q)F (S) = 0 on the direct summand EF for all finite subsets F
of G. Hence strong covariance implies j(p)(T )j(q)(S) = 0 in A ×E P . Assume that p ∨ q < ∞.
Let T ′ ∈ K(Ep∨q) be such that ιp∨qp (T )ιp∨qq (S) = T ′. Because t(p)F (T )t(q)F (S) = 0 on ErIr−1(r∨F )
whenever r 6∈ (p ∨ q)P , it follows that t(p)F (T )t(q)(S) − t(p∨q)F (T ′) = 0 for each finite subset F of G.
Hence j(p)(T )j(q)(S) = j(p∨q)(T ′) and jE is Nica covariant.
Now if
∑
p∈F t
(p)
F (Tp) = 0 on EF and F ′ ⊇ F , then
∑
p∈F ′ t
(p)
F ′ (Tp) = 0 on EF ′ since E+F ′ may
be viewed as a closed submodule of E+F (see Section 6.1 for further details). So
∑
p∈F j
(p)(Tp) = 0
in A×E P and, in particular,
∑
p∈F ψ
(p)(Tp) = 0.
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Conversely, assume that ψ is Nica covariant and satisfies (C)’. In order to prove that ψ is strongly
covariant, we use the ideas employed in [15]. Let P∨fin denote the set of all finite subsets of P that are
∨-closed. Precisely, F ∈ P∨fin if it is finite and for all p, q ∈ F with p ∨ q <∞, one has p ∨ q ∈ F . For
each F in P∨fin, let BF denote the subspace of NT eE given by{∑
p∈F
Tp|Tp ∈ K(Ep)
}
.
Here we introduce no special notation to identify an element of K(Ep) with its image in NTE . We
observe that BF is a C∗-subalgebra of NT eE and, in addition,
NT eE =
⋃
F∈P∨fin
BF .
Hence, since A×E P is a quotient of NTE , Lemma 1.3 of [3] says that all we must do is prove that∑
p∈F t
(p)
F (Tp) = 0 on EF if
∑
p∈F j
(p)(Tp) = 0 in A×E P .
Given r ∈ P , it follows from Nica covariance that j(p)(Tp)jr(Er) = 0 when p ∨ r =∞ and
j(p)(Tp)jr(Er) ⊆ jr(Er)j(r−1(r∨p))
(
K(Er−1(r∨p))
)
otherwise. So j(p)(Tp)jr(Er kerϕr−1(r∨p)) = 0 if p 6≤ r. Therefore,∑
p∈F
j(p)(Tp)jr(ErIr−1(r∨F )) =
∑
p∈F
p≤r
j(p)(Tp)jr(ErIr−1(r∨F ))
= jr
(∑
p∈F
p≤r
t
(p)
F (Tp)ErIr−1(r∨F )
)
.
Since jE is injective,
∑
p∈F
j(p)(Tp) = 0 yields
∑
p∈F
p≤r
t
(p)
F (Tp)ErIr−1(r∨F ) = 0 for all r ∈ P , and we deduce
that
∑
p∈F t
(p)
F (Tp) = 0 on EF as desired.
Recall that a C∗-algebra A is nuclear if, for every C∗-algebra B, there is a unique C∗-norm on AB
(see, for example, [10]). The previous proposition combined with [53, Theorem 6.3] gives us the
following:
Corollary 6.3.3. Let (G,P ) be a quasi-lattice orderd group and let E = (Ep)p∈P be a compactly aligned
product system. Suppose that G is amenable. If A is nuclear, then A×E P is nuclear.
We denote by qN the ∗-homomorphism from NTE to A×E P induced by jE = {jp}p∈P . The proof
of the next result is essentially identical to that of Proposition 6.3.2. This is inspired by [15, Proposition
3.7].
Proposition 6.3.4. Let ψ be an injective Nica covariant representation of E in a C∗-algebra B and
let ψN denote the induced ∗-homomorphism. Then (kerψN ) ∩NT eE ⊆ ker qN .
The following is [15, Example 3.9].
Example 6.3.5. Let F2 denote the free group on two generators a and b. Then F2 is quasi-lattice
ordered and its positive cone F+2 is the unital semigroup generated by a and b. Define a product system
over F+2 by setting A := C, Ea := C and Eb := {0}, where C is regarded as a Hilbert bimodule over C in
the usual way. So Ean = C for all n ∈ N. A subset of F+2 that is bounded above has a maximal element,
so that the representation of E in NOE is injective. However, in [15] this example illustrates the fact
that the conclusion of Proposition 6.3.4 may fail for NOE if P is not directed and E is non-faithful.
Define a representation of E in C by ψp(λp) = λp for all p ∈ P and λp ∈ Ep. So ψe is faithful.
Let 1a ∈ K(Ea). Then ψe(1) − ψ(a)(1a) = 0 but ι˜pe(1) − ι˜pa(1a) 6= 0 for all p ≥ b. Hence the image
of 1− 1a in NOE is nonzero and it becomes clear that NOE and A×E P are not isomorphic, since
je(1)− j(a)(1a) = 0 in the latter. For this example, A×E P is the universal C∗-algebra generated by a
unitary. That is, A×E P ∼= C(T) with ja(λa) = λaz and je(λ) = λ, where z : T→ C is the inclusion
function.
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Proposition 6.3.6. Let (G,P ) be a quasi-lattice ordered group and let E = (Ep)p∈P be a compactly
aligned product system over P . Suppose either that E is faithful or that P is directed and the rep-
resentation of E in NOE is injective. Then NOE and A ×E P are canonically isomorphic to each
other.
Proof. Let j¯E denote the representation of E in NOE . By Proposition 6.3.4, ker j¯N ∩NT eE ⊆ ker qN .
In particular, jE is an injective Cuntz–Nica–Pimsner covariant representation of E in A×E P . Hence,
[15, Proposition 3.7] implies that the induced ∗-homomorphism j : NOE → A×E P is faithful on the
fixed-point algebra NOeE . Therefore, j¯N vanishes on ker qN and it factors through A×E P . Thus ̂¯jN
is the inverse of j
6.3.2 Cuntz–Pimsner algebras
Recall that Fowler’s Cuntz–Pimsner algebra of a product system E = (Ep)p∈P , denoted by OE , is the
universal C∗-algebra for representations that are Cuntz–Pimsner covariant on Jp := ϕ−1(K(Ep)) [26,
Proposition 2.9]. See also Remark 4.2.8. Our next result provides sufficient conditions for A ×E P
to coincide with Fowler’s Cuntz–Pimsner algebra if P is a cancellative right Ore monoid, that is, P
is cancellative and pP ∩ qP 6= ∅ for all p, q ∈ P . In this case, P can be embedded in a group G so
that G = PP−1.
Proposition 6.3.7. Let P be a cancellative right Ore monoid and let E = (Ep)p∈P be a product system
that is faithful and proper. Then A×E P is canonically isomorphic to Fowler’s Cuntz–Pimsner algebra.
Proof. Observe that Jp = A for all p ∈ P . We begin by verifying that the representation of E in A×E P
is Cuntz–Pimsner covariant on A for each p in P . Indeed, set F := {p}. Since E is faithful, it follows
that Ir−1(r∨p) = {0} if r 6∈ pP . Hence
E{p} =
⊕
r∈pP
Er.
Hence jE is Cuntz–Pimsner covariant on Jp for each p ∈ P . We then obtain a ∗-homomorphism
j : OJ ,E → A×E P .
By [5, Theorem 3.16], we may view OeJ ,E as the inductive limit of
(
K(Ep)
)
p∈P . Thus j is faithful
on OeJ ,E since it is so on all of the K(Ep)’s. The quotient map q : TE → A×E P is the composition of j
with the quotient map from TE to OJ ,E . Hence the representation of E in this latter C∗-algebra must
vanish on J∞. The induced ∗-homomorphism A×E P → OJ ,E is then the inverse of j.
Proposition 6.3.8. Let (G,P ) be a quasi-lattice ordered group and let E = (Ep)p∈P be a simplifiable
product system of Hilbert bimodules as in Definition 5.1.5. Then A×E P is canonically isomorphic
to OIE ,E , where IE is the family of Katsura’s ideals for E.
Proof. We begin by proving that the canonical representation of E in A×E P factors through OIE ,E .
Let p ∈ P and let s ∈ P be such that r 6≥ p. Axiom (ii) of Definition 5.1.5 entails ϕr(〈〈Ep | Ep〉〉)Er = {0}
if p ∨ r =∞. Suppose that p ∨ r <∞. Then
〈〈Ep | Ep〉〉〈〈Er | Er〉〉 ⊆ 〈〈Ep∨r | Ep∨r〉〉.
In particular,
〈〈Ep | Ep〉〉〈〈Er | Er kerϕr−1(p∨r)〉〉 = {0}
because 〈〈Ep∨r | Ep∨r〉〉 acts faithfully on Ep∨r. Hence ϕr(〈〈Ep | Ep〉〉)Er kerϕr−1(p∨r) = {0}. So given a
in 〈〈Ep | Ep〉〉, take F = {p}. Then teF (a)− t(p)F (ϕp(a)) = 0 on EF . By Proposition 6.3.2,
j(p)(ϕp(a)) = je(a).
This shows that j = {jp}p∈P is an injective representation of E in A ×E P that is Cuntz–Pimsner
covariant on IEp = 〈〈Ep | Ep〉〉 for all p ∈ P . So it induces a ∗-homomorphism φ : OIE ,E → A ×E P .
Since φ is a surjective grading-preserving ∗-homomorphism and OeIE ,E ∼= A, the universal property
of A×E P tells us that φ is an isomorphism.
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6.3.3 Semigroup C∗-algebras
The semigroup C∗-algebra as introduced by Murphy in [44] is the universal C∗-algebra for representations
of P by isometries, also called isometric representations. Unlike the group case, the resulting C∗-algebra
is usually badly behaved. For instance, it is not nuclear even when the semigroup in question is N×N
(see [45]). For semigroups that are positive cones of quasi-lattice ordered groups, Nica considered
in [47] a sub-class of isometric representations, namely, those satisfying the Nica covariance condition
(see Example 4.2.13). In this setting, he also introduced a notion of amenability for a quasi-lattice
ordered group (G,P ) and proved, for instance, that (Fn,F+n ) is amenable. Xin Li realised that one
should also take into account the family of right ideals of P and proposed a construction generalising
that of Nica to left cancellative semigroups [39]. In analogy with the group case, he was able to relate
amenability of a semigroup to its associated C∗-algebra (see [39, Section 4]). In this subsection, we
study the relationship between covariance algebras and the semigroup C∗-algebras of Xin Li. Under a
certain assumption involving the family of constructible right ideals of P , we will show that we can
recover the semigroup C∗-algebra of Xin Li from the covariance algebra of a certain product system.
This is obtained in [5, Section 5] for Ore monoids.
Let us first recall Li’s construction. Assume that G is generated by P . Given α = (p1, p2, . . . , p2k) ⊆
P , define
Fα = {p−12k p2k−1, p−12k p2k−1p−12k−2p2k−3, . . . , p−12k p2k−1p−12k−2 · · · p−12 p1}. (6.3.9)
Then K{Fα,e} is a right ideal in P . This corresponds to the right ideal
p−12k p2k−1p
−1
2k−2 · · · p−12 p1P
in the notation of [39]. Given words α1, α2, . . . , αn in P , the intersection
n⋂
i=1
K{Fαi ,e}
is again a right ideal in P . Let J be the smallest family of right ideals of P containing the “constructible”
right ideals as above and the empty set ∅. This is closed under finite intersection. In addition, if S ∈ J ,
then pS ∈ J and p−1S ∈ J , where pS and p−1S denote the image and pre-image of S, respectively,
under left multiplication by p. The following is [39, Definition 3.2].
Definition 6.3.10. Let P be a subsemigroup of a group G. The semigroup C∗-algebra of P , de-
noted by C∗s(P ), is the universal C∗-algebra generated by a family of isometries {vp| p ∈ P} and
projections {eS |S ∈ J } satisfying the following:
(i) vpvq = vpq,
(ii) e∅ = 0,
(iii) v∗p1vp2 · · · vp2k−2v∗p2k−1vp2k = eK{Fα,e} whenever α = (p1, p2, . . . , p2k) is a word in P with p−11 p2 · · · p2k−2p−12k−1p2k =
e in G.
The family J of right ideals of P is called independent (see [39, Definition 2.26]) if given a right
ideal of P of the form
S =
m⋃
i=1
Si,
with Si ∈ J for all i ∈ {1, . . . ,m}, then S = Si for some i ∈ {1, . . . ,m}. By [39, Lemma 3.3],
eS1eS2 = eS1∩S2 in C∗s(P ) for all S1, S2 in J and hence the closed linear span of the projections
{eS |S ∈ J } is a commutative C∗-subalgebra of C∗s(P ). If J is independent, this C∗-subalgebra is
canonically isomorphic to the C∗-subalgebra of `∞(P ) generated by the characteristic functions on
elements of J [39, Corollary 3.4]. Let us denote this latter C∗-algebra by A. That is,
A = span{χS |S ∈ J },
where χS ∈ `∞(P ) is the characteristic function on S. This will be the coefficient algebra of our
product system E . The idea is taken from [5, Section 5]. Our assumption, however, is different: we
require P to be embeddable in a group, as usual. So we follow [39, Definition 3.2].
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There is a semigroup action β : P → End(A) by injective endomorphisms with hereditary range
as follows. Let βp be defined by χS 7→ χpS . Its range βp(A) is the corner χpPAχpP and hence it
is hereditary. This gives us a product system over P as in Example 4.2.10. The correspondence
Ep : A; A is AχpP with the following structure: we use the inverse β−1p to define the A-valued inner
product, so that
〈aχpP | bχpP 〉 := β−1p (χpPa∗ · bχpP ).
In particular, 〈χSχpP |χpP 〉 = χ(p−1S)∩P for all S ∈ J . The right action of A on E is implemented
by βp. That is, (bχpP ) · χS = bχpS . The left action is then defined by left multiplication a · (bχpP ) =
abχpP . Finally, the isomorphism µp,q : Ep ⊗A Eq ∼= Epq sends aχpP ⊗A bχqP to aχpPβp(b)χpqP . As in
Example 4.2.10, Ep is a Hilbert bimodule with left A-valued inner product given by
〈〈aχpP | bχpP 〉〉 = aχpP b∗.
In particular, this is simplifiable if (G,P ) is a quasi-lattice ordered group.
Proposition 6.3.11. Suppose that J is independent. The semigroup C∗-algebra C∗s(P ) is naturally
isomorphic to A×E P .
Proof. Let us define a ∗-homomorphism C∗s(P )→ A×E P by using the universal property of C∗s(P ).
For each p ∈ P , put up := jp(χpP ). Thus u is an isometric representation of P in A×E P. Given S ∈ J ,
set e¯S = χS . In order to prove that this data also satisfies the condition (iii) of Definition 6.3.10, let
α = (p1, p2, . . . , p2k) be a word in P with p−11 p2 · · · p2k−2p−12k−1p2k = e. Let Fα be as in (6.3.9). Let us
show that
tFα
(
t˜p1(χp1P )∗t˜p2(χp2P ) · · · t˜p2k−1(χp2k−1P )∗t˜p2k(χp2k−1P )− t˜(χK{Fα,e})
)
= 0 (6.3.12)
on EFα . This is clearly true if K{Fα,e} = ∅ or K{Fα,e} = P . So let us assume otherwise. The
ideal Ie∨Fα / A is generated by the characteristic functions on the right ideals that have empty
intersection with
K{Fα,e} = p−12k p2k−1p
−1
2k−2 · · · p−12 p1P
so that χK{Fα,e}Ie∨Fα = 0. Similarly, let r 6∈ K{Fα,e}. Observe that χK{Fα,e} vanishes on Er when-
ever rP ∩ K{Fα,e} = ∅. If rP ∩ K{Fα,e} 6= ∅, then Ir−1(r∨Fα) consists of those functions in A that
vanish on P ∩ r−1K{Fα,e}. In particular,
ϕr(χK{Fα,e})(χrP ) · Ir−1(r∨Fα) = χK{Fα,e}∩rPβr(Ir−1(r∨Fα))
= χK{Fα,e}∩tP I(t∨Fα) = {0}.
For r ∈ K{Fα,e}, one may easily verify that the left-hand side of (6.3.12) also vanishes on Er. This
proves our claim that the condition (iii) of Definition 6.3.10 is satisfied. So we obtain a ∗-homomorphism
φ : C∗s(P )→ A×E P. This sends vp to the isometry up and eS to je(χS).
In order to define a representation of E in C∗s(P ), we invoke the assumption that J is independent.
As mentioned before the statement, in this case the commutative C∗-subalgebra of C∗s(P ) generated by
the projections {eS |S ∈ J } is canonically isomorphic to A. So there is a ∗-homomorphism A→ C∗s(P )
which maps χS to eS . Lemmas 2.8 and 3.3 of [39] imply the relations
vpeSv
∗
p = epS , v∗peSvp = ep−1S∩P
in C∗s(P ) for all p ∈ P and S ∈ J . Hence the map which sends χpP ∈ Ep to the isometry vp
together with the ∗-homomorphism χS 7→ eS gives us a representation of E in C∗s(P ). The induced∗-homomorphism TE → C∗s(P ) preserves the G-grading for the coaction of G. Moreover, it follows
from the condition (iii) and the equality ve = 1 that the fixed-point algebra C∗s(P )e for such a coaction
is the C∗-algebra generated by the projections {eS |S ∈ J }, which in turn is isomorphic to A. Hence φ
is injective on C∗s(P )e. By the same argument employed in the proof of Proposition 6.3.7, we conclude
that φ is an isomorphism.
The proof of the previous proposition shows that, in general, A×E P is a quotient of C∗s(P ). It is
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isomorphic to the C∗-algebra C∗(∪)s (P ) in the notation of [39]. Indeed, let
J ∪ :=
{
m⋃
i=1
Si
∣∣∣∣∣ Si ∈ J
}
.
Let C∗(∪)s (P ) be the universal C∗-algebra generated by isometries {vp| p ∈ P} and projections {eS |S ∈
J ∪} satisfying the conditions (i)–(iii) of Definition 6.3.10 with the additional relation
(iv) eS1∪S2 = eS1 + eS2 − eS1∩S2 for all S1, S2 ∈ J ∪.
The C∗-algebra C∗(∪)s (P ) coincides with C∗s(P ) whenever J is independent (see [39, Proposition
2.24]). The next result generalises Proposition 6.3.11.
Corollary 6.3.13. The semigroup C∗-algebra C∗(∪)s (P ) is naturally isomorphic to A×E P.
Proof. It follows from [39, Lemma 3.3] and [39, Corollary 2.22] that the C∗-subalgebra of C∗(∪)s (P )
generated by the eS ’s is naturally isomorphic to A. Again condition (iii) of Definition 6.3.10 implies
that such a C∗-subalgebra coincides with the fixed-point algebra for the canonical coaction of G
on C∗(∪)s (P ). Now we may employ the same argument used in the proof of Proposition 6.3.11 to obtain
an isomorphism C∗(∪)s (P ) ∼= A×E P.
6.3.4 Crossed products by interaction groups
In this subsection, we will show how Exel’s crossed products by interaction groups fit into our approach.
This notion of crossed products was introduced in [22] in order to study semigroups of unital and
injective endomorphisms. We first recall some concepts from his work, although many details will be
omitted. An interaction group is a triple (A,G, V ), where A is a unital C∗-algebra, G is a group and V
is a partial representation of G in the Banach algebra of bounded operators on A. This consists of a
family {Vg}g∈G of continuous operators on A with V1 = idA and
VgVhVh−1 = VghVh−1 , Vg−1VgVh = Vg−1Vgh
for all g, h ∈ G. It follows that Eg := VgVg−1 is an idempotent for each g ∈ G and EgEh = EhEg,
g, h ∈ G. The partial representation is also assumed to satisfy the following conditions:
(i) Vg is a positive map,
(ii) Vg(1) = 1,
(iii) Vg(ab) = Vg(a)Vg(b) if a or b belong to the range of Vg−1 .
For all g ∈ G, the idempotent Eg is a conditional expectation onto the range of Vg. An interaction
group is said to be nondegenerate if Eg is faithful for all g in G. That is, Eg(a∗a) = 0 implies a = 0
(see [22, Definition 3.3]).
Frow now on let us fix a nondegenerate interaction group (A,G, V ). Given a unital C∗-algebra B,
recall that v : G→ B is a ∗-partial representation if it is a partial representation satisfying v∗g = vg−1
for all g ∈ G. A covariant representation of (A,G, V ) in B is a pair (pi, v), where pi : A→ B is a unital
∗-homomorphism and v is a ∗-partial representation of G in B such that
vgpi(a)vg−1 = pi(Vg(a))vgvg−1 .
The Toeplitz algebra of (A,G, V ), denoted by T (A,G, V ), is the universal C∗-algebra for covariant
representations of (A,G, V ). It is generated by a copy of A and elements {ŝg}g∈G so that ŝ : g 7→ ŝg is
a ∗-partial representation and the pair (jV , ŝ) is a covariant representation of (A,G, V ) in T (A,G, V ),
where jV : A→ T (A,G, V ) denotes the canonical embedding.
In order to recall the notion of redundancy introduced by Exel in [22], let us first define certain
subspaces of T (A,G, V ). Given a word α = (g1, g2, . . . , gn) in G, set
ŝα = ŝg1 ŝg2 · · · ŝgn .
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Let M̂α = jV (A)ŝαjV (A) and eα := ŝαŝα−1 , where α−1 = (g−1n , · · · , g−12 , g−11 ). Then ŝαjV (a)ŝα−1 =
jV (Vα(a))eα and, by [22, Proposition 2.7], eα is also an idempotent. The subspace Ẑα associated to
the word α will be the closed linear span of elements of the form
jV (a0)ŝg1jV (a1)ŝg2 · · · ŝgnjV (an)
with a0, a1, a2, . . . , an ∈ A. We set Ẑα = jV (A) in case α is the empty word. Observe that we always
have M̂α ⊆ Ẑα. We also associate a finite subset of G to the word α by letting
µ(α) = {e, g1, g1g2, . . . , g1g2 · · · gn},
so that µ(α) = {e} if α is the empty word. We further let .α = g1g2 · · · gn. If .α = e, it follows that
µ(α) = µ(α−1). We denote by Wα the set of all words β in G with µ(β) ⊆ µ(α) and
.
β = e and let
Ẑµ(α) := span
{
cβ
∣∣∣ cβ ∈ Ẑβ , β ∈ Wα} .
This is a C∗-subalgebra of T (A,G, V ) since β ∈ Wα if and only if β−1 ∈ Wα andWα is also closed under
concatenation of words (see [22, Proposition 4.7] for further details). In addition, Ẑµ(α)M̂α ⊆ M̂α.
Definition 6.3.14. Let α be a word in G. We say that c ∈ Ẑµ(α) is an α-redundancy if cM̂α = {0}.
The crossed product of A by G under V , denoted by A oG V , is the universal C∗-algebra for
covariant representations that vanish on all redundancies. Thus AoG V is isomorphic to the quotient
of T (A,G, V ) by the ideal generated by all redundancies. A covariant representation of (A,G, V )
that vanishes on such an ideal was called strongly covariant by Exel. He was able to prove that A is
embedded into AoG V . The crossed product carries a canonical G-grading, and a representation of
AoG V is faithful on its fixed-point algebra if and only if it is faithful on A.
If P is a subsemigroup of G, sometimes an action of P on a C∗-algebra A may be enriched to an
interaction group (A,G, V ) so that Vp = αp for all p ∈ P . Under certain assumptions, V is unique if it
exists and AoG V is generated by A and isometries {vp}p∈P [22, Theorem 12.3]. We will see that if P
is reversible, in the sense that pP ∩ qP 6= ∅ and Pp ∩ Pq 6= ∅ for all p, q ∈ P , and G = P−1P = PP−1,
then A oG V can be obtained from a covariance algebra of a certain product system if {Vp}p∈P
generates the image of G under V . So we will assume that V is an interaction group which extends
an action of P by endomorphisms of A and Vp−1 ◦ αp = idA. This holds if and only if the ∗-partial
representation of G in AoG V restricts to an isometric representation of P .
Lemma 6.3.15. Let (i, s) denote the representation of (A,G, V ) in AoG V . Then sp is an isometry
if and only if Vp−1 ◦ αp = idA.
Proof. Suppose that Vp−1 ◦αp = idA. Let us prove that ŝ∗pŝp−1 vanishes on M̂(p−1) = jV (A)ŝp−1jV (A).
Since ŝ is a ∗-partial representation of G, one has that ŝp−1 = ŝ∗p. Put β1 = (p−1, p) and β2 = (e). So
both β1 and β2 belong to W(p−1) and hence ŝ∗pŝp − 1 ∈ Ẑ{e,p
−1}. Thus all we must do is prove that
(ŝ∗pŝp − 1)jV (A)ŝ∗pjV (A) = {0}.
To do so, let a ∈ A. Then
ŝ∗pŝpjV (a)ŝ∗p = ŝ∗pjV (Vp(a))ŝpŝ∗p = jV (Vp−1(αp(a)))ŝ∗pŝpŝ∗p = jV (a)ŝ∗p.
This proves that ŝ∗pŝp − 1 is a redundancy. Hence sp is an isometry in AoG V .
Now assume that sp is an isometry. For each a in A,
i(a) = s∗pspi(a)s∗psp = i(Vp−1(αp(a))).
This shows that Vp−1 ◦ αp = idA because A is embedded into AoG V .
Thus in order to build a product system over P so that it encodes the interaction group, we suppose
that Vp−1 ◦ αp = idA for all p ∈ P . It follows from [22, Lemma 2.3] that, for all p, q ∈ P , we have
Vq−1Vp−1 = Vq−1p−1 , Vp−1q = Vp−1Vq.
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Let us now describe the product system associated to V . This is defined as in Example 4.2.10. Unlike
in [38], here we do not require P to be abelian since we assume Vp−1◦αp = idA. We set Ep := A, endowed
with the right action of A through a · b := aαp(b) and the A-valued inner product 〈a | b〉 = Vp−1(a∗b).
This provides Ep with a structure of right Hilbert A-module because Vp−1(a∗a) = 0 ⇔ a = 0 and
Vp−1(ab) = Vp−1(a)Vp−1(b) whenever b lies in the range of αp. The ∗-homomorphism ϕp : A→ B(Ep)
is given by the multiplication on A, so that ϕp(a) · b = ab for all a ∈ A, b ∈ Ep. The correspondence
isomorphism µp,q : Ep ⊗A Eq ∼= Epq sends an elementary tensor a ⊗ b to aαp(b). Using that αp is
an endomorphism of A, we deduce that µp,q preserves the bimodule structure. It is also surjective
because αp is unital for all p ∈ P .
Lemma 6.3.16. E = (Ep)p∈P is a product system.
Proof. We will prove that µp,q preserves the inner product and that the multiplication in E is associative.
Let a0, a1, b0, b1 ∈ A. Then
〈a0 ⊗ b0 | a1 ⊗ b1〉 = Vq−1(b∗0Vp−1(a∗0a1)b1)
= Vq−1(Vp−1(αp(b0)∗)Vp−1(a∗0a1)Vp−1(αp(b1)))
= Vq−1(Vp−1(αp(b0)∗a∗0a1αp(b1)))
= V(pq)−1(αp(b0)∗a∗0a1αp(b1))
= 〈µp,q(a0 ⊗ b0) |µp,q(a1 ⊗ b1)〉.
This completes the proof that µp,q is an isomorphism of correspondences for all p, q ∈ P . Now let s ∈ P ,
a ∈ Ep, b ∈ Eq and c ∈ Es. Then
(µpq,s(µp,q ⊗ 1))
(
a⊗ b⊗ c) = aαp(b)αpq(c) = aαp(bαq(c))
= (µp,qs(1⊗ µq,s))
(
a⊗ b⊗ c).
Lemma 6.3.17. There is a covariant representation of (A,G, V ) in A ×E P . It sends g = p−1q to
vg := jp(1p)∗jq(1q) and a to je(a). Moreover, given a word β = (g1, g2, . . . , gn) in G, the map a 7→
je(a)vβ is injective, where vβ = vg1vg2 · · · vgn .
Proof. We begin by proving that jp(1p)∗jq(1q) = jp′(1p′)∗jq′(1q′) for all p, q, p′, q′ ∈ P such that p−1q =
p′−1q′. To do so, we use that P is also left reversible. We can find s ∈ P with s ∈ (pP∩qP )∩(p′P∩q′P ).
Since (A,G, V ) is nondegenerate, E is faithful and hence Ir−1(r∨s) = {0} for all r ∈ P such that r 6∈ sP .
So
E{s} =
⊕
r∈sP
Er.
Now given r ∈ sP , we write br for an element in Er. We compute
t{s}
(
t˜(1p)∗t˜(1q)
)
(br) = t{s}
(
t˜(1p)∗)(αq(br)⊗ 1
)
= Vp−1(αq(br)) = Vp−1q(br) = Vp′−1q′(br)
= t{s}
(
t˜(1p′)∗t˜(1q′)
)
(br).
Therefore, jp(1p)∗jq(1q) = jp′(1p′)∗jq′(1q′) and the map g = p−1q 7→ jp(1p)∗jq(1q) is well defined. This
gives a partial representation of G in A×E P because V is a partial representation. Given g = p−1q ∈ G,
vg−1 = jq(1q)∗jp(1p) = v∗g . So g 7→ vg indeed defines a ∗-partial representation of G.
Let us prove that (je, v) is covariant. Take g = p−1q ∈ G and a ∈ A. Again we use the assumption
that P is left reversible and choose s ∈ pP ∩ qP . Thus it suffices to show that
t{s}
(
t˜(1p)∗t˜(1q)t˜(a)t˜(1q)∗t˜(1p)
)
= t{s}
(
t˜(Vg(a))t˜(1p)∗t˜(1q)t˜(1q)∗t˜(1p)
)
on Er for r ∈ sP . Indeed, given br ∈ Er, one has
t{s}
(
t˜(1p)∗t˜(1q)t˜(a)t˜(1q)∗t˜(1p)
)
(br) = Vg(aVg−1(br)) = Vg(a)Vg(Vg−1(br))
= t{s}
(
t˜(Vg(a))t˜(1p)∗t˜(1q)t˜(1q)∗t˜(1p)
)
(br),
so that (je, v) is a covariant representation of (A,G, V ).
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Let β = (g1, . . . , gn) be a word in G. In order to prove that the map a 7→ je(a)vβ is injective, take
s ∈ Kµ(β)−1 . That is,
s ∈ P ∩ g−1n P ∩ (g−1n g−1n−1)P · · · ∩ (g−1n g−1n−1 · · · g−11 )P.
It exists because G = PP−1. Using that Vg is unital for all g ∈ G, we deduce that
je(a)vβvs = je(a)vβjs(1) = je(a)j .
βs
(Vβ(1)) = je(a)j .
βs
(1) = j .
βs
(a).
Since the representation of E in A ×E P is injective, the right-hand side above is nonzero. This
guarantees that a 7→ je(a)vβ is an injective map.
The following is the main result of this subsection.
Proposition 6.3.18. Let P be a subsemigroup of a group G with G = P−1P = PP−1. Let (A,G, V )
be a nondegenerate interaction group extending an action α : P → End(A) by unital and injective
endomorphisms. Suppose, in addition, that Vp−1 ◦ αp = idA for all p ∈ P . Then AoG V is isomorphic
to A×E P , where E is the product system constructed out of V .
Proof. We begin by proving that (je, v) factors through AoG V . The pair (je, v) induces a ∗-homomor-
phism φ̂ : T (A,G, V )→ A×E P . Lemma 6.3.17 says that the map a 7→ je(a)vβ is injective for each
word β in G. Hence [22, Proposition 10.5] implies that φ̂ is injective on M̂α. In particular, if c ∈ Ẑµ(α)
is an α-redundancy, φ̂(c)jr(Er) = {0} for all r ∈ Kµ(α) because
jr(a) = je(a)jr(1) = je(a)vαj .α−1r(1) ∈ φ̂
(
M̂α
)
j .
α
−1
r
(1)
for all a in A. So φ̂(c) must be zero in A×E P . This induces a ∗-homomorphism φ : AoG V → A×E P
that is faithful on A and preserves the G-grading of AoG V . Proposition 4.6 of [22] says that φ is also
faithful on the fixed-point algebra of AoG V . Now by Lemma 6.3.15, sp is an isometry in AoG V for
all p ∈ P . Moreover, [22, Lemma 2.3] says that spsq = spq for all p, q ∈ P . Hence one can show that
the maps Ep 3 1p 7→ sp and a 7→ i(a) give rise to a representation of E . By applying the injectivity
of φ on the fibres and the usual argument that the induced ∗-homomorphism TE → AoG V preserves
the G-grading, we conclude that such a representation must factor through A ×E P . The resulting
∗-homomorphism is the inverse of φ.
Remark 6.3.19. Let P be a reversible cancellative semigroup and let G be its enveloping group. Let A
be a unital C∗-algebra and let α : P → End(A) be an action by injective endomorphisms. Given
a not-necessarily nondegenerate interaction group (A,G, V ) extending α with Vp−1 ◦ αp = idA, the
equality Vq−1Vp−1 = Vq−1p−1 still holds by [22, Lemma 2.3]. Hence one may build a product system
as above by letting Ep := Aαp(1) and µp,q(aαp(1) ⊗A bαq(1)) := aαp(b)αpq(1) (see [38]). Thus the
covariance algebra of such a product system may be viewed as the crossed product of A under V ,
generalising Exel’s construction to interaction groups satisfying Vq−1Vp−1 = Vq−1p−1 that are not
necessarily nondegenerate. For instance, the product system built in the previous subsection fits into
this setting, where Vg(χS) := χgS∩P for all S ∈ J and g ∈ G.
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Appendix A
General theory of Hilbert modules
In this appendix, we recall some basic aspects of the theory of Hilbert modules. We state some results
that were needed in the main text of this work. This appendix is based on [36] and [52].
A.1 Adjointable operators on Hilbert modules
Definition A.1.1. Let E be a complex vector space and A a C∗-algebra. We say that E is a (right)
pre-Hilbert A-module if E is a right A-module equipped with a map 〈· | ·〉 : E × E → A, that is linear in
the second variable and conjugate-linear in the first, satisfying for all ξ, η, ζ ∈ E and a ∈ A,
(i) 〈ξ | ηa〉 = 〈ξ | η〉a;
(ii) 〈ξ | η〉∗ = 〈η | ξ〉;
(iii) 〈ξ | ξ〉 ≥ 0 in A;
(iv) 〈ξ | ξ〉 = 0⇒ ξ = 0.
The map 〈· | ·〉 is referred to as inner product.
Remark A.1.2. The axioms (i) and (iii) imply that 〈ξa | η〉 = a∗〈ξ | η〉. In particular, the closure of
〈E | E〉 = span{〈ξ | η〉| ξ, η ∈ E}
is a closed ideal in A.
A left pre-Hilbert A-module is defined in a similar way. We require the inner product to be A-linear
in the first variable and thus conjugate-linear in the second. We use the notation 〈〈· | ·〉〉 for the inner
product of a left pre-Hilbert A-module.
A pre-Hilbert A-module is called full if the ideal 〈E | E〉 is dense in A.
Lemma A.1.3 (Cauchy–Schwarz inequality). Let E be a pre-Hilbert A-module and ξ, η ∈ E. Then
〈ξ | η〉∗〈ξ | η〉 ≤ ‖〈ξ | ξ〉‖〈η | η〉.
Corollary A.1.4. If E is a pre-Hilbert A-module, then
‖ · ‖ : ξ 7→ ‖ξ‖ := ‖〈ξ | ξ〉‖ 12
is a norm on E for which ‖ξa‖ ≤ ‖ξ‖‖a‖. Moreover,
E〈E | E〉 = span{ξ〈η | ζ〉| ξ, η, ζ ∈ E}
is dense in E.
Definition A.1.5. A Hilbert A-module is a pre-Hilbert A-module E that is complete in the norm
coming from the A-valued inner product.
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Example A.1.6. A Hilbert space H may be viewed as a Hilbert C-module. It is also a left Hilbert
K(H)-module with left inner product given by
〈〈ξ | η〉〉 := |ξ〉〈η|,
where |ξ〉〈η| denotes the compact operator on H determined by the vectors ξ and η. That is,
|ξ〉〈η|(ζ) = ξ〈η | ζ〉 for all ζ ∈ H.
Example A.1.7. A C∗-algebra A has a canonical structure of right Hilbert A-module with right module
action implemented by the multiplication in A and inner product
(a, b) 7→ a∗b.
Taking (a, b) 7→ ab∗ as inner product, A becomes a left Hilbert A-module with left action given by left
multiplication. A closed ideal I / A may be turned into right and left Hilbert A-modules in a similar
way.
Example A.1.8 (Direct sum). Let E and G be Hilbert A-modules. Then E ⊕ G is a Hilbert A-module
with right action of A and A-valued inner product defined coordinatewise. More generally, given a
family of Hilbert A-modules (Eλ)λ∈Λ, then the algebraic direct sum
⊕
λ∈Λ Eλ is a pre-Hilbert A-module
with the structure defined coordinatewise. Its completion is a Hilbert A-module.
Definition A.1.9. Let E and G be Hilbert A-modules. A map T : E → G is adjointablel if there exists
a map T ∗ : G → E such that for all ξ ∈ E and η ∈ G,
〈T (ξ) | η〉 = 〈ξ |T ∗(η)〉.
This is unique if it exists. We say that T ∗ is the adjoint of T .
Lemma A.1.10. An adjointable map T : E → G is A-linear and continuous.
Remark A.1.11. There are continuous A-module maps that are not adjointable.
Given Hilbert A-modules E and G, we denote by B(E ,G) the set of all adjointable operators from E
to G. We write B(E) in case E = G.
Proposition A.1.12. If E is a Hilbert A-module, then B(E) is a C∗-algebra with respect to the operator
norm.
Corollary A.1.13. Let E be a Hilbert A-module and T ∈ B(E). Then, for all ξ ∈ E,
〈T (ξ) |T (ξ)〉 ≤ ‖T‖2〈ξ | ξ〉.
We may attach to elements ξ ∈ G and η ∈ E an adjointable operator E → G defined by
|ξ〉〈η| : ζ 7→ ξ〈η | ζ〉.
This is the compact operator determined by ξ and η. Its adjoint is |η〉〈ξ| ∈ B(G, E). The closed linear
span of operators of this form is denoted by K(E ,G). An element of K(E ,G) is said to be compact. If
E = G, K(E) = K(E , E) is an ideal of B(E).
A.2 Morita equivalence
Definition A.2.1. Let A and B be C∗-algebras. An imprimitivity A,B-bimodule is an A,B-bimodule
such that
(i) E is a full left Hilbert A-module and a full right Hilbert B-module;
(ii) 〈〈ξ | η〉〉ζ = ξ〈η | ζ〉 for all ξ, η, ζ ∈ E .
Example A.2.2. A C∗-algebra A has a canonical structure of imprimitivity A,A-bimodule with left
A-valued inner product 〈〈a | b〉〉 = ab∗. The right A-valued inner product is 〈a | b〉 = a∗b.
Example A.2.3. A full Hilbert A-module E is an imprimitivity K(E), A-bimodule.
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Proposition A.2.4. Let E be an imprimitivity A,B-bimodule. Then for all a ∈ A, b ∈ B and ξ, η ∈ E,
(i) 〈〈ξb | η〉〉 = 〈〈ξ | ηb∗〉〉 and 〈aξ | η〉 = 〈ξ | a∗η〉;
(ii) 〈〈ξb | ξb〉〉 ≤ ‖b‖2〈〈ξ | ξ〉〉 and 〈〈aξ | aξ〉〉 ≤ ‖a‖2〈ξ | ξ〉.
Corollary A.2.5. Let E be an imprimitivity A,B-bimodule. Then ‖ξ‖A = ‖ξ‖B for all ξ ∈ E .
Definition A.2.6. Given C∗-algebras A and B, we say that A is Morita equivalent to B if there
exists an imprimitivity A,B-bimodule.
If A is Morita equivalent to B, we build an imprimitivity B,A-bimodule as follows. Let E be an
imprimitivity A,B-bimodule and let E∗ be a copy of E as a set. So an element of E∗ is of the form ξ∗
for a unique ξ in E . We define a structure of B,A-bimodule on E∗ by
ξ∗ + λη∗ := (ξ + λ¯η)∗
b · ξ∗ := (ξb∗)∗,
ξ∗ · a := (a∗ξ)∗.
The next proposition implies that Morita equivalence is a symmetric relation.
Proposition A.2.7. Let E be an imprimitivity A,B-bimodule. Then E∗ is an imprimitivity B,A-bimodule
with inner products given by
〈〈ξ∗ | η∗〉〉 := 〈ξ | η〉, and 〈ξ∗ | η∗〉 := 〈〈ξ | η〉〉, for all ξ∗, η∗ ∈ E∗.
We call E∗ the adjoint of E.
Let E be a Hilbert A-module and G a Hilbert B-module. Let ψ : A→ B(G) is a ∗-homomorphism.
We will see that there is a Hilbert B-module E ⊗A G built out of the algebraic tensor product E A G.
The right action of B on E ⊗ψ G is defined on an elementary tensor by
(ξ ⊗ η) · b := ξ ⊗ ηb.
Proposition A.2.8. Let E be a Hilbert A-module and G be a Hilbert B-module. Let ψ : A→ B(G) be
a ∗-homomorphism. Then E A G is a pre-Hilbert B-module. On elementary tensors the inner product
is given by
〈ξ1 ⊗ η1 | ξ2 ⊗ η2〉 = 〈η1 |ψ(〈ξ1 | ξ2〉)η2〉,
where ξ1, ξ2 ∈ E and η1, η2 ∈ G.
Let E be an imprimitivity A,B-bimodule. If C is a C∗-algebra and G is an imprimitivity
B,C-bimodule, B acts by adjointable operators on G by Proposition A.2.4. We will denote the
corresponding tensor product of Hilbert modules simply by E ⊗B G.
Proposition A.2.9. Let E be an imprimitivity A,B-bimodule and G an imprimitivity B,C-bimodule.
Then E ⊗B G is an imprimitivity A,C-bimodule with the left action of A given by a · (ξ ⊗ η) := aξ ⊗ η
and left A-valued inner product defined on elementary tensors by
〈〈ξ1 ⊗ η1 | ξ2 ⊗ η2〉〉 = 〈〈ξ1〈〈η1 | η2〉〉B | ξ2〉〉A,
where ξ1, ξ2 ∈ E and η1, η2 ∈ G. In particular, Morita equivalence is a transitive relation.
We call E ⊗B G the internal tensor product.
Proposition A.2.10. Morita equivalence is an equivalence relation amongst C∗-algebras.
Given a C∗-algebra A, we let I(A) be the set of all closed two-sided ideals of A. This has a lattice
structure with the partial order given by inclusion. The next theorem is [52, Theorem 3.22].
Theorem A.2.11 (Rieffel correspondence). Let E be an imprimitivity A,B-bimodule. There are lattice
isomorphisms among I(A), I(B) and the lattice of closed A,B-submodules of E. The isomorphisms
are given as follows:
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(i) An ideal J ∈ I(B) produces an A,B-bimodule GJ given by
GJ = {ξ ∈ E| 〈η | ξ〉 ∈ J for all η ∈ E}.
(ii) If G is a closed A,B-submodule of E, it gives rise to closed two-sided ideals in A and B, respectively,
by setting
IA = span{〈〈ξ | η〉〉| ξ ∈ G, η ∈ E} and JB = span{〈η | ξ〉| ξ ∈ G, η ∈ E}.
(iii) An ideal I ∈ I(A) gives a closed A,B-submodule of E by
GI = {ξ ∈ E| 〈〈ξ | η〉〉 ∈ I for all η ∈ E}.
85
Appendix B
Bicategories
We recall some basic definitions from bicategory theory, following [9, 27]. We also give a few examples
with the main chapters in mind.
B.1 Bicategories, homomorphisms and transformations
Definition B.1.1. A bicategory B consists of the following data:
• a set of objects obB;
• a category B(x, y) for each pair of objects (x, y); objects of B(x, y) are called arrows (ormorphisms)
from x to y, and arrows in B(x, y) are called 2-arrows (or 2-morphisms); the category structure
on B(x, y) gives us a unit 2-arrow 1f on each arrow f : x → y, and a vertical composition of
2-arrows: w0 : f0 ⇒ f1 and w1 : f1 ⇒ f2 compose to a 2-arrow w1 · w0 : f0 ⇒ f2;
• composition functors
◦ : B(y, z)× B(x, y)→ B(x, z)
for each triple of objects (x, y, z); this contains a horizontal composition of 2-arrows as displayed
below:
x
f0
##
f1
;; y
g0
##
g1
;; zw0

w1

7→ x
g0·f0
))
g1·f1
55 z.w1•w0

• a unit arrow 1x ∈ B(x, x) for each x;
• natural invertible 2-arrows (unitors) rf : f · 1x ⇒ f and lf : 1y · f ⇒ f for all f ∈ B(x, y);
• natural isomorphisms
B(x, y)× B(y, z)× B(z, w) (◦,1) //
(1,◦)

B(x, z)× B(z, w)
◦

B(x, y)× B(y, w) ◦ //
a
/7
B(x,w);
that is, natural invertible 2-arrows, called associators,
a(f1, f2, f3) : (f3 · f2) · f1 ⇒' f3 · (f2 · f1),
where f1 : x→ y, f2 : y → z and f3 : z → w.
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This data must make the following diagrams commute:
((f4 · f3) · f2) · f1 +3

(f4 · f3) · (f2 · f1) +3 f4 · (f3 · (f2 · f1))
(f4 · (f3 · f2)) · f1 +3 f4 · ((f3 · f2) · f1),
KS
(f2 · 1y) · f1 +3
%-
f2 · (1y · f1)

f2 · f1,
where f1, f2, f3, and f4 are composable arrows, and the 2-arrows are associators and unitors and
horizontal products of them with unit 2-arrows.
We write “·” or nothing for vertical products and “•” for horizontal products.
Example B.1.2. Categories form a bicategory Cat with functors as arrows and natural transformations
as 2-arrows. Here the composition of morphisms is strictly associative and unital, that is, Cat is even
a 2-category.
Example B.1.3. A category C may be regarded as a bicategory in which the categories C(x, y) have
only identity arrows.
Example B.1.4. The correspondence bicategory C is defined in [14] as the bicategory with C∗-algebras as
objects, correspondences as arrows, and correspondence isomorphisms as 2-arrows. The unit arrow 1A
on a C∗-algebra A is A viewed as a Hilbert A-bimodule in the canonical way. The A,B-bimodule
structure on F provides the unitors A⊗A F ⇒ F and F ⊗B B ⇒ F for a correspondence F : A; B.
The associators (E ⊗A F)⊗B G ⇒ E ⊗A (F ⊗B G) are the obvious isomorphisms.
Definition B.1.5. Let B, C be bicategories. A homomorphism F : B → C consists of
• a map F : obB → ob C between the object sets;
• functors Fx,y : B(x, y)→ C(F 0(x), F 0(y)) for all x, y ∈ obB;
• natural transformations
B(y, z)× B(x, y) ◦ //
(Fy,z,Fx,y)

B(x, z)
Fx,z

C(F (y), F (w))× C(F (x), F (y)) ◦ //
ϕxyz
/7
C(F (x), F (z))
for all triples x, y, z of objects of B; explicitly, these are natural 2-arrows
ϕ(f1, f2) : Fy,z(f2) · Fx,y(f1)⇒ Fx,z(f2 · f1);
• 2-arrows ϕx : 1F (x) ⇒ Fx,x(1x) for all objects x of B.
This data must make the following diagrams commute:
(Fz,w(f3) · Fy,z(f2)) · Fx,y(f1) a
′
+3
ϕ(f2,f3)•1Fx,y(f1)

Fz,w(f3) · (Fy,z(f2) · Fx,y(f1))
1Fz,w(f3)•ϕ(f1,f2)

Fy,w(f3 · f2) · Fx,y(f1)
ϕ(f1,f3·f2)

Fz,w(f3) · Fx,z(f2 · f1)
ϕ(f2·f1,f3)

Fx,w((f3 · f2) · f1)
Fx,w(a) +3 Fx,w(f3 · (f2 · f1));
(B.1.6)
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Fx,y(f1) · Fx,x(1x)
ϕ(1x,f1) +3 Fx,y(f1 · 1x)
Fx,y(rf1 )

Fx,y(f1) · 1F (x)
r′Fx,y(f1) +3
1Fx,y(f1)•ϕx
KS
Fx,y(f1);
(B.1.7)
Fy,y(1y) · Fx,y(f1)
ϕ(f1,1y) +3 Fx,y(1y · f1)
Fx,y(lf1 )

1F (y) · Fx,y(f1)
l′Fx,y(f1) +3
ϕy•1Fx,y(f1)
KS
Fx,y(f1).
(B.1.8)
Example B.1.9. A semigroup P may be viewed as a category with one object and P as its set of
arrows. It may be viewed as a bicategory as well as in Example B.1.3. A homomorphism from P to
C is equivalent to an essential product system (A, (Ep)p∈P op , µ) over P op as defined by Fowler [26].
The condition (B.1.6) says that the multiplication maps µp,q : Ep ⊗A Eq '→ Eqp are associative. The
conditions (B.1.7) and (B.1.8) mean that µ1,p(a⊗ ξ) = ϕp(a)ξ and µp,1(ξ ⊗ a) = ξa for a ∈ A, ξ ∈ Ep.
A morphism f : x→ y in a bicategory B induces functors
f∗ : B(c, x)→ B(c, y), f∗ : B(y, c)→ B(x, c)
for c ∈ obB by composing arrows with f and composing 2-arrows horizontally with 1f on one side
(this is also called whiskering with f).
Definition B.1.10. Let F,G : B ⇒ C be homomorphisms. A transformation α : F ⇒ G consists of
• morphisms αx : F (x)→ G(x) for all x ∈ obB;
• natural transformations
B(x, y)
Gx,y

Fx,y // C(F (x), F (y))
αy∗

αx,y
px
C(G(x), G(y)) αx
∗
// C(F (x), G(y)),
that is, 2-arrows αx,y(f) : αyFx,y(f)⇒ Gx,y(f)αx for all x, y ∈ obB.
This data must make the following diagrams commute:
αz(Fy,z(g)Fx,y(f))KS

1•ϕF (f,g) +3 αzFx,z(gf)
αx,z(gf) +3 Gx,z(gf)αxKS
ϕG(f,g)•1
(αzFy,z(g))Fx,y(f) (Gy,z(g)Gx,y(f))αx
(Gy,z(g)αy)Fx,y(f) ks +3

αy,z(g)•1
Gy,z(g)(αyFx,y(f))
1•αx,y(f)+3 Gy,z(g)(Gx,y(f)αx).

KS
αxFx,x(1x) αx1F (x)
1αx•ϕFxks r +3 αx
Gx,x(1x)αx

αx,x(1x)
1G(x)αx;
ϕGx •1αxks

l−1
Example B.1.11. Let G be a group. A transformation between homomorphisms G→ C consists of a
correspondence F : A; B and isomorphisms αs : Es ⊗A F ' F ⊗B Gs so that the following diagrams
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commute for all s, t ∈ G:
(Es ⊗A Et)⊗A FKS

w1s,t⊗1 +3 Est ⊗A F αst +3 F ⊗B GstKS
1⊗w2s,t
Es ⊗A (Et ⊗A F) F ⊗B (Gs ⊗B Gt)
Es ⊗A (F ⊗B Gt) ks +3

1⊗αt
(Es ⊗A F)⊗B Gt αs⊗1 +3 (F ⊗B Gs)⊗B Gt.

KS
This is called a correspondence of Fell bundles (see [14, Proposition 3.23]).
Definition B.1.12. Let α, β : F ⇒ G be transformations between homomorphisms. A modification
∆: α V β is a family of 2-arrows ∆x : αx ⇒ βx such that for every 2-arrow w : f1 ⇒ f2 for arrows
f1, f2 : x→ y, the following diagram commutes:
αyFx,y(f1)
αx,y(f1)

∆y•Fx,y(w) +3 βyFx,y(f2)
βx,y(f2)

Gx,y(f1)αx
Gx,y(w)•∆x +3 Gx,y(f2)βx
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