Abstract An analytic function f in the unit disc D belongs to 
Introduction and main results
An analytic function in the unit disc D := {z : |z| < 1} is called an inner function if its modulus equals 1 almost everywhere on the boundary T := {z : |z| = 1}. It is well known that every such function can be represented as a product of a Blaschke product and a singular inner function [16] . For a given sequence {z n } in D for which where the measure σ on T is singular with respect to the Lebesgue measure. If the measure σ is atomic and consists of a point mass concentrated in w ∈ T, then S is of the form S γ,w (z) := exp γ z + w z − w , where 0 < γ < ∞. The purpose of this paper is to study the classical problem of determining which inner functions (or their derivatives) belong to a given space of analytic functions. In the case of Hardy and related spaces, this problem has been studied, for example, in [1, 3, 4, 11, 35] , and in the case of weighted Bergman spaces the reader is referred to [1, 24, 25, 30] . Many related results on Blaschke products can be found in [12] . For singular inner functions and more recent developments on Blaschke products, see, for example, [7, 8, 14, 20, 23, 31, 40, 41] . The general theory of Hardy and Bergman spaces can be found in [16, 18, 21, 27] .
The spaces of primary interest in this study are the Möbius invariant Besov-type spaces. , and it consists of those analytic functions f in D for which the integral above tends to 0 as a approaches the boundary T. In the study of inner functions the Besov-type spaces form a family which is of special interest, since many classical function spaces can be found among B p s by choosing the parameters p and s appropriately. The space B p 0 is the classical Besov space B p that contains no other inner functions than finite Blaschke products [15, 30] . For 0 < s < 1, the space B 2 s is the Q s -space in which the only inner functions are Blaschke products whose zeros {z n } have the density sup a∈D ∞ n=1 (1 − |ϕ a (z n )| 2 ) s < ∞ [20] . Furthermore, it is well known that B 2 1 coincides with BMOA, the space of analytic functions in the Hardy space H 1 whose boundary values have bounded mean oscillation on T, and therefore it contains all inner functions. Furthermore, an application of the Garsia norm in BMOA shows that the only inner functions in B The first of the main results in this paper is Theorem 1.1. It determines precisely the values of p, q and s for which the singular inner function S γ,w belongs to F (p, q, s) or F 0 (p, q, s). For 0 < p < ∞, −2 < q < ∞ and 0 s < ∞ such that q + s > −1, the spaces F (p, q, s) and F 0 (p, q, s) consist of those analytic functions f in D for which 
In particular, A 
A famous result by Carleson [9] states that {z n } is an interpolating sequence for the space H ∞ of all bounded analytic functions in D if and only if it is uniformly separated. Therefore, the Blaschke products associated with uniformly separated sequences are often called interpolating Blaschke products. It is also worth observing that (1.2) for s = 2 is satisfied if and only if {z n } is a finite union of uniformly discrete sequences [19] . A sequence {z n } ⊂ D is called uniformly discrete (or separated ), if there exists a δ such that The question of when the derivative of a Blaschke product with zeros in a Stolz angle belongs to the weighted Bergman spaces has been studied, for example, in [24] [25] [26] .
Another immediate consequence of Theorem 1.4 follows by [37, Theorem 2.1]. Corollary 1.6 gives a sufficient condition for the zeros of a Blaschke product such that it belongs to B p s . It is known that the converse implication is not true in general [37] . 
Let us return to the case when s = 1, excluded in Theorem 1.4, which does not seem to be so straightforward. Since B ( 
Results on inner functions and auxiliary results
The first result of this section indicates the values of p, q and s which are of interest when studying inner functions in the spaces F (p, q, s) and F 0 (p, q, s). Here A denotes the closure of polynomials in the space H ∞ , and B α stands for the α-Bloch space which consists of those analytic functions f in D such that |f (z)|(1 − |z| 2 ) α is uniformly bounded in D. In particular, B 1 is the Bloch space B.
Cases (1)- (5) 
and by [22, Theorem 2] there is a function f ∈ A for which the last integral diverges if 0 < p < 2.
It is easy to see that the α-Bloch space B α and the classical Besov space B p = B p 0 are both subsets of VMOA for any 0 < α < 1 and 1 < p < ∞. Since the only inner functions in VMOA are finite Blaschke products, Proposition 2 implies that the following four cases are of interest when q + s > −1 and 0 < s 1:
Two quantities a and b are said to be comparable, denoted by a b, if the quotient a/b is bounded and bounded away from 0. Moreover, a b means that a Cb for some positive constant C, and a b is understood in an analogous manner.
The following result on radial integrability of inner functions plays an important role in some of the proofs. It also generalizes [4 
for almost all θ in [0, 2π).
Proof . The second inequality in (2.1) follows by the Schwarz-Pick lemma
and it holds for all p > 0 and q > −1.
To prove the first inequality in (2.1), the proof of [20, Lemma 4.1] is followed. Let p 1 and p > q + 1. Since
for almost all θ in [0, 2π), Minkowski's integral inequality (Fubini's theorem in the case when p = 1) yields
, and the assertion follows.
The first inequality in (2.1) is especially easy to prove if q < 0. Namely, if p 1, then the inequality in (2.2), Hölder's inequality and Fubini's theorem yield
In a similar manner one can show that
for almost all θ in [0, 2π). Defining log n+1 x := log n (log x), log 1 x := log x, exp n+1 x := exp n (exp(x)) and exp 1 x := exp x, the general form of (2.3) can be written as
valid for almost all θ in [0, 2π), provided that δ > 1 − 1/(exp n 1). Next, the reasoning in the proof of Lemma 2.1 is used to prove an area integral version involving an arbitrary analytic function (see Theorem 2.3). To do this, the following lemma is needed. It is worth observing that the proof presented here gives a fairly elementary proof for [28 
4)
where ∆(0, δ) := {z : |z| < δ}. 
Proof . If
where
The inequality (2.4) with C = C(q, t) + 2 t+1 for 0 δ < 1 2 now clearly follows.
Theorem 2.3. Let S be an inner function and let
Then, for any analytic function f in D and 0 δ < 1, the following quantities are comparable:
(1)
Proof . By the Schwarz-Pick lemma it suffices to show that there exists a positive constant, depending only on p, q and p * , such that the integral in (1) is less than or equal to this constant times the integral in (2). To do this, define
Reasoning similar to that in the proof of Lemma 2.1 yields
By the Hardy-Littlewood maximal theorem [16 
from which the assertion follows by Lemma 2.2.
Another immediate consequence of Theorem 2.3 is Corollary 2.4, which may be of interest for those who wish to study inner-outer factorizations in F (p, q, s). F (p, q, s) .
from which [46, Theorem 2.4] yields S j ∈ F (p, q, s) for all j = 1, . . . , n. The assertion for small spaces follows readily by the proof above. If q = p − 2 and 0 < p < 1, then the assertions follow by using the inequality
the change of variable z = ϕ a (w) and [2, Theorem 6] .
Note that the assertions of Corollary 2.5 in the case when p 1 can also be proved by using (2.5) and Corollary 2.4 with f ≡ 1.
Singular inner functions
This section contains the proofs of Theorems 1.1 and 1.3 on singular inner functions. Recall that if the generating measure σ of the singular inner function S is atomic and consists of a point mass concentrated in w ∈ T, then S is of the form
where 0 < γ < ∞, and then
Proof of Theorem 1.1. Let q + s + 1 p < q + s + 3 2 and let w = e iθ . Then, by (3.1),
Without loss of generality, assume c 1. Then
The quantity J 2 (t) is bounded by a positive constant, depending only on p, q, s and γ, for all t ∈ [0, 2π]. Moreover, since q + s > −1, J 1 (t) c 2(q+s+1−p) , and thus J(t) c 2(q+s+1−p) + 1. It follows that To see that the conditions p q + it : θ t θ + |I|}. Then reasoning similar to that above yields
where J 1 (t) c 2(q+s+1−p) . Further, the reasoning in (3.2) gives
It follows that if q + 
where σ is a non-atomic singular measure on T, then
By Lemma 2.1 and (3.3),
for almost all θ in [0, 2π), and therefore 
Assuming now that S ∈ B 1 1,log and following the proof of Theorem 1.3, the inequality in (2.3) with p = 1 yields
This is again clearly a contradiction since lim sup |I|→0 σ(I)/|I| = ∞. Thus, the inner function S does not belong to B 1 1,log .
Blaschke products
We begin with a brief discussion on Blaschke products whose first derivatives belong to a given weighted Bergman space A p q . The proof of Theorem A can be found in [30] (see also [4, 38] ). Theorem A. Let 0 < p < ∞ and −1 < q < ∞. Let B be the Blaschke product associated with a sequence {z n }.
If B is the Blaschke product associated with a uniformly separated sequence {z n } (i.e. B is an interpolating Blaschke product) such that B ∈ A p q , then reasoning similar to that in the proof of [25, Theorem 5] shows that
Therefore, assertion (1) in Theorem A is sharp. We next prove a slightly strengthened version of this result in the case when p 1 without appealing to [25, Lemma 6] . Some details of the proof of Theorem 4.1 will be needed while proving Theorem 1.4. Recall that {z n } is a finite union of uniformly separated sequences if and only if 
and therefore |B(z)|
and since the function (1 − e −x )/x is decreasing in (0, ∞), the assumption (4.2) yields
It is easy to see that
for z ∈ Q(I n ). This combined with (4.5) yields
and the desired assertion follows.
It is worth noting that if B is the Blaschke product associated with a sequence {z n } which satisfies (4.2) and 
The inequality (4. 
