Speech-driven facial animation involves using a speech signal to generate realistic videos of talking faces. Recent deep learning approaches to facial synthesis rely on extracting low-dimensional representations and concatenating them, followed by a decoding step of the concatenated vector. This accounts for only first-order interactions of the features and ignores higher-order interactions. In this paper we propose a polynomial fusion layer that models the joint representation of the encodings by a higher-order polynomial, with the parameters modelled by a tensor decomposition. We demonstrate the the suitability of this approach through experiments on generated videos evaluated on a range of metrics on video quality, audiovisual synchronisation and generation of blinks.
INTRODUCTION
The problem of speech-driven facial animation entails generating realistic videos of talking faces based on a speech input [1, 2, 3, 4, 5] . Facial animation is an important part of computer generated imagery (CGI) applications, such as video games and virtual assistants [5, 2] . Considered one of the most challenging problems in computer graphics, facial animation involves the coordinated movement of hundreds of muscles [5] and expresses a wide range of emotions, in addition to the underlying speech. Furthermore, generating realistic videos requires synchronisation of lip movements with speech as well as natural facial expressions such as blinks [2] .
CGI traditionally employs face capture methods for facial synthesis [2] , which are costly and require manual labor. To alleviate this, recent research has focused on automatic generation of video with machine learning [1, 2, 3, 4, 5] . MoCo-GAN [4] models motion and content as separate latent spaces, which are learned in an unsupervised way using both image and video discriminators. The Speech2Vid model [3] generates a video of a target face which is lip synced with the audio signal. This model uses CNNs on Mel-Frequency Cepstral Coefficients (MFCCs) of the audio input as well as a frame deblurring network to preserve high-frequency visual content.
Vougioukas et al. [2] propose a deep architecture for speechdriven facial synthesis that takes into account facial expression dynamics in the course of speech. This is achieved by including a temporal noise input signal as well as by using multiple discriminators to control for frame quality, audiovisual synchronisation and overall video quality.
The aforementioned deep learning based methods extract low-dimensional representations (encodings) from the inputs and combine them with a simple concatenation operation. Concatenating multiple inputs to produce a joint representation has several limitations, such as accounting for only the first-order interactions among inputs and excluding higher-order interactions. In addition, the statistics of the concatenated vector can be dominated by a subset of the representations following any arbitrary scaling of the latter. Furthermore, we often wish to capture invariances in the data to perform a given task and a concatenated joint representation may not reflect this. For example, in speaker identification applications it has been observed that concatenating audio and visual features makes the joint representation sensitive to large facial movements [6] .
In this work, we abstract away the concatenation operation into a new polynomial fusion layer that models the interactions between the low-dimensional representations of the multiple views (visual and audio). We propose modelling the joint representation as a higher-order polynomial of the inputs, whereby the parameters are naturally represented by tensors. To alleviate the exponential space complexity of tensors, we model the parameters of the polynomial using tensor factorizations [7] . To our knowledge, this is the first work in the literature that uses tensor factorizations and concepts from multi-view learning [8] [9] to compute a joint representation for a generative task.
Notation and preliminaries
The notation of [7] is adopted in this paper. The sets of integers and real numbers are denoted by Z and R respectively. Matrices and vectors are denoted by bold uppercase (e.g. X ∈ R I1×I2 ) and lower case letters (e.g. x ∈ R I1 ) respectively. Tensors are higher-dimensional generalisations of vectors (first-order tensors) and matrices (second-order tensors) denoted by bold calligraphic capital letters (e.g. X ). The order of a tensor is the number of indices required to address its elements. A real-valued tensor X ∈ R I1×I2×...×I N of order N is defined over the tensor product of N vector spaces, where I n ∈ Z for n = 1, 2, ...N .
A set of N real matrices (vectors) of varying dimensionality is denoted by
An order-N tensor has rank-1 when it is expressed as the outer product of N vectors, i.e. X = x (1) 
. The mode-n unfolding matrix of tensor X ∈ R I1×I2×...×I N reorders the elements of the tensor into a matrix X (n) ∈
The mode-n vector product of a tensor X ∈ R I1×I2×...×I N and a vector x ∈ R In results to an order N − 1 tensor and is denoted by X × n x ∈ R I1×I2×...×In−1×In+1×...×I N . The Kronecker product and Khatri-Rao product, defined in [7] are denoted by ⊗ and respectively. Finally, the Frobenius norm is denoted by ||·|| F . The reader is referred to [7] for a detailed survey of tensors and tensor notation.
METHODOLOGY

Pipeline overview
The pipeline follows an encoder-decoder structure, inspired by [2] , and is illustrated in Fig. 1 . The three temporal encoders extract representations of the speaker identity, the audio segment and spontaneous facial expressions. The polynomial fusion layer combines the three encodings which are then fed into the generator produce the frames.
The identity encoder takes as input a single face image and passes it through a 6-layer CNN, where each layer has strided 2D convolutions, batch normalization and ReLU activation functions. The audio encoder receives a 0.2s audio signal and passes it through a network of 1D convolutions with batch normalization and ReLU activation functions, followed by a 1-layer GRU. The noise encoder receives a gaussian noise input which is passed through a 1-layer GRU. The purpose of the noise encoder is to introduce some natural variability in the face generation such as blinks and eyebrow movements.
The polynomial fusion layer generates a joint representation of the three encodings which is then fed into the U-Net based [10] generator, along with skip connections from the intermediate layers of the identity encoder, to produce a frame from a video sequence. Furthermore, we employ three CNN-based disciminators during training to control for frame quality, plausibility of the video (frame sequence) and audiovisual synchronisation.
Polynomial fusion layer
Let z a ∈ R a , z d ∈ R d and z n ∈ R n be the encoder outputs (encodings) for the audio, identity and noise respectively. The polynomial fusion layer is a function that takes the audio and identity encodings as input and returns a vectorz ∈ R m , which is the joint representation:
where m is a hyperparameter.
We propose modelling the interactions of the audio and identity encodings using a higher-order polynomial:
R m×d are the first-order interaction matrices for audio and identity respectively and W [a,d] ∈ R m×a×d is the tensor of second-order interactions between audio and identity. Finally, we concatenate the noise embedding to the joint representation to obtain the input for the generator:
where z ∈ R c , c = m + n. However, the number of parameters in (1) is exponential with respect to the number of input embeddings. To reduce the complexity, it is common practice to assume a low-rank structure of the parameters which can be captured using tensor factorizations [11] . We propose several ways to do this, as follows:
Coupled matrix-tensor factorizations: In this approach we model the dependence between the first-order and secondorder interactions by the sharing of column and/or row spaces. By allowing the first-order and second-order interactions to share their column space (column mode) we can factorize (1) as follows:
where U ∈ R m×k describes the shared column space, 
where B (1) ∈ R m×k , B (2) ∈ R a×k , B (3) ∈ R d×k are the factor matrices. We also apply the constraint B (1) := U to enable the sharing of the column space. We can perform further parameter sharing by assuming that the mode-2 and mode-3 factor matrices are equivalent to the matrices describing the row spaces, i.e.: B (2) 
Joint factorization of interactions: In this approach, we collect the parameters in (1) into a single parameter tensor to perform joint factorization of all-order interactions. Let W ∈ R m×(a+1)×(d+1) be the single parameter tensor defined as follows: W :,a+1,d+1 := b, W :,1:a,d+1 := W [a] , W :,a+1,1:d := W [d] , W :,1:a,1:d := W [a,d] , where : indicates all elements of a mode of the tensor and 1 : x indicates all elements from the first to the xth element of that mode.
Using W we then compute the joint representation:
where φ(x) := [x, 1] concatenates a 1 to the end of the input vector. The last step is required for the computation of interactions of all orders as per [8] .
We investigate the Canonical Polyadic (CP) [12] and Tucker decompositions [13] respectively.The CP decomposition for this model is defined as follows:
where {A (n) } 3 n=1 are the factor matrices where
The Tucker decomposition can be expressed in tensor notation as follows:
where G ∈ R k1×k2×k3 is the Tucker core, {U (n) } 3 n=1 are the factor matrices where U (1) ∈ R m×k1 , U (2) ∈ R (a+1)×k2 , U (3) ∈ R (d+1)×k3 , and (k 1 , k 2 , k 3 ) is the multilinear rank. 
Objective function
Let G denote the parameters of the polynomial fusion layer and the generator. We assume that the encoders are pretrained and fixed. Let D = {D f rame , D seq , D sync } denote the parameters of the three discriminators (frame, video sequence, synchronisation). The adversarial losses for each discriminator is are the following:
, a ] (10)
where x is a sample video, S(x) is a sampling function, a is the corresponding audio, {p in , p out } are in and out of sync pairs of the ground truth video and p f is a generated video and its corresponding audio. We also assign a corresponding weight to each of the above adversarial losses to obtain the overall adversarial loss: L adv := λ f rame L f rame adv + λ seq L seq adv + λ sync L sync adv . Furthermore, we include an l 1 -norm reconstruction loss, L L1 on the bottom half of the frame to encourage the correct mouth movements. Finally, we add a Frobenius norm penality term, Ω applied to the parameters of the fusion layer.
The final objective function is then the following:
where λ 1 , λ 2 , λ f rame , λ seq and λ sync are hyperparameters.
EXPERIMENTAL EVALUATION
We conducted experiments on the GRID [14] , CREMA-D [15] and TCD TIMIT [16] datasets. GRID contains 33 speakers uttering 1000 short structured sentences. CREMA-D contains data from 91 actors uttering 12 sentences acted out for different emotions. TCD TIMIT contains data from 59 speakers uttering a selection of approximately 100 sentences from the TIMIT [17] dataset. We use a 50%-20%-30% training, validation and test set split on the speakers of GRID, and a 70%-15%-15% datset split for CREMA-D. For TCD TIMIT we use the recommended split, excluding some test set speakers to be used as validation.
Training protocol
We ran experiments on the above datasets using the following methodologies for the polynomial fusion layer: (3), (4), (5), (6b) (PF-CMF-SR) We set a = 256, d = 128, n = 10 and trained on video sequences of 3 seconds with frame size 128 × 96 as per [2] . For all models, c = a + d + n = 394, implying m = 384, given that c = m + n by construction. For the Tucker decomposition above, we set (k 1 , k 2 , k 3 ) = (192, 128, 64), corresponding to half the dimensionality along each mode. We set k = d = 128 for all remaining methodologies. .
For the three encoders, we used the pre-trained weights from the experiments of Vougioukas et al. [2] and these remained fixed during training. We performed Gaussian initialization on the parameters of the polynomial fusion layer, the generator and the discriminators. We set the hyperparameters λ 1 = 600, λ f rame = 1, λ seq = 0.2, λ sync = 0.8 as in [2] and λ 2 = 100. The models were trained with Adam [18] using learning rates of 1 × 10 −4 for G and D f rame and 1 × 10 −5 for D seq and D sync . Training was carried out until, by inspection, there was no noticeable improvement in the video quality on the validation set for 5 epochs.
We also compare our models with Vougioukas et al. [2] which uses concatenation as its fusion layer, and the Speech2Vid model [3] , which is trained on the Voxceleb [19] and LRW [20] datasets.
We evaluate the reconstruction quality of the videos the results using the peak signal to noise ratio (PSNR) and structural similarity index (SSIM). In addition, we measure the sharpness of the frames using the cumulative probability blur detection measure [21] . We perform face verification on the videos using the average content distance (ACD) metric using OpenFace [22] . For PSNR and SSIM, higher values indicate better quality whereas for ACD a lower value indicates a better capturing of the identity. Furthermore, we evaluate the audiovisual synchronisation of the videos using SyncNet [23] , where lower AV offset (measured in frames) indicates better synchronisation and higher AV confidence indicates stronger audiovisual correlation. For reference we also evaluate the blinks in generated videos using the blink detector in [2] . The results are shown on Table 3 .
From the experiments above, we observe that our model outperforms the Speech2Vid model and is comparable to the state-of-the-art of Vougioukas et al, 2019. In particular, our model is able to generate natural blinks at rates comparable to real-life values (estimated at 0.28 blinks/sec [24] ).
CONCLUSION
In this paper we present a polynomial fusion layer that produces a joint low-dimensional representation of encodings of audio and visual identity using a higher-order polynomial. The parameters of the polynomial are modelled by a lowrank tensor decomposition. We have investigated this method for the task of speech-driven facial animation, where the joint representation is fed into a generator to produce a sequence of talking faces. We demonstrate the comparability of the proposed method with the state-of-the art on several metrics from experiments on three audiovisual datasets.
