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RESUMEN
Estudio de la Estabilidad de un sistema de Timoshenko con historia
pasada (o con memoria)
Vı´ctor Hilario Tarazona Miranda
Enero, 2018
Asesor :Dr. Alfonso Pe´rez Salvatierra
T´ıtulo Obtenido :Magister en Matema´ticas
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
En el presente trabajo, se estudia los sistemas vibratorios de Timoshenko con historia
pasada actuando solamente en una ecuacio´n. En este trabajo se obtiene la existen-
cia, unicidad, estabilidad exponencial y decaimiento polinomial de un sistema de
Timoshenko con historia pasada. Abordamos la teor´ıa de semigrupos y propiedades
del resolvente de un generador infinitesimal para demostrar la existencia y unicidad
de soluciones del sistema planteado, adema´s se estudia que la disipacio´n dada por el
te´rmino historia es lo suficientemente fuerte para producir estabilidad exponencial,
si la velocidad de las ondas son iguales. En el caso que la velocidad de las ondas son
diferentes, se demuestra que la energ´ıa de primer orden decae polinomialmente.
Palabras Clave:
Sistema de Timoshenko, teor´ıa de semigrupo, estabilidad exponencial, decaimiento
polinomial.
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ABSTRACT
Study of the Stability of a Timoshenko system with past history (or
with memory)
Tarazona, Vı´ctor
January, 2018
Adviser :Dr. Alfonso Perez Salvatierra
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
In the present work, we study Timoshenko’s vibratory systems with past history
acting only in one equation. In this work we obtain the existence, uniqueness, expo-
nential stability and polynomial decay of a Timoshenko system with past history.
We approach the theory of semigroups and properties of the resolver of an infini-
tesimal generator to demonstrate the existence and uniqueness of solutions of the
proposed system, furthermore it is studied that the dissipation given by the term
history is strong enough to produce exponential stability, if the speed of the waves
are the same. In the case that the speed of the waves are different, it is shown that
the first-order energy decays polynomially.
Keywords:
Timoshenko system, semigroup theory, exponential stability, polynomial decay.
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Cap´ıtulo 1
Introduccio´n
El presente trabajo es una exposicio´n dida´ctica de un sistema de Timoshenko,desarrollado
por Fernandez Sare - Mun˜oz Rivera [10],llamado as´ı en referencia al ingeniero ucra-
niano Stephen Prokafievich Timoshenko (1878-1972), describe el desplazamiento
transversal y el desplazamiento angular del eje central de una viga de longitud L. En
1921, Timoshenko [29] dio como modelo para una barra o viga gruesa el siguiente
sistema de ecuaciones hiperbo´licas acopladas
ρµtt = (k(µx − ϕ))x, en (0, L)× (0,∞)
Ipϕtt = (EIϕx)x + k(µx − ϕ), en (0, L)× (0,∞)
donde t denota la variable tiempo y x la variable espacial a lo largo de la viga de
longitud L, en su configuracio´n de equilibrio, µ es el desplazamiento transversal de la
viga y ϕ es el a´ngulo de rotacio´n del filamento de la viga. Los coeficientes ρ, Iρ, E, I
y k son respectivamente la densidad, el momento de inercia polar de una seccio´n
transversal, el mo´dulo de elasticidad de Young’s, el momento de inercia de una sec-
cio´n transversal y el mo´dulo de corte.
Una cuestio´n importante de la investigacio´n es buscar una mı´nima disipacio´n por
la cual las soluciones del sistema anterior, se estabilizan y decaen uniformemente a
medida que el tiempo va al infinito.
Estamos interesados en estudiar los sistemas de Timoshenko con te´rminos de convo-
lucio´n de la forma g ∗ψxx(x, t) :=
∫ t
0
g(s)ψxx(x, t− s)ds , donde t es un nu´mero real
positivo, o incluso t = +∞. La funcio´n g es conocida como nu´cleo de convolucio´n.
Este te´rmino se llama, te´rmino de memoria cuando t es finito o historia si t = +∞.
El te´rmino de convolucio´n lleva la informacio´n de todos los instantes s < t hacia
dentro del material en el instante t.
En [30], se estudia el sistema de Timoshenko modelado por,{
ρ1ϕtt = Sx
ρ2ψtt = Mx − S
(1.1)
donde S es la tensio´n de corte, M es el momento de flector, ϕ es el desplazamiento
transversal, ψ es el a´ngulo de rotacio´n del filamento de la viga, ρ1 = ρA, siendo ρ
la densidad del material y A el a´rea de la seccio´n transversal, por u´ltimo ρ2 = ρI,
siendo I el momento de inercia.
Asimismo, el sistema de Timoshenko (1.1) para vigas puramente ela´sticas es mode-
lado por,
ρ1ϕtt − k(ϕx + ψ)x = 0 (1.2)
ρ2ψtt − bψxx + k(ϕx + ψ) = 0 (1.3)
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Se denota por χ la diferencia entre las velocidades de ondas,
χ :=
k
ρ1
−
b
ρ2
(1.4)
En este trabajo consideraremos el siguiente sistema lineal de Timoshenko con his-
toria pasada; que resulta de agregar a la ecuacio´n (1.3) el te´rmino memoria,
ρ1ϕtt − k(ϕx + ψ)x = 0 en (0, L)× (0,∞) (1.5)
ρ2ψtt − bψxx +
∫ ∞
0
g(s)ψxx(x, t− s)ds+ k(ϕx + ψ) = 0 en (0, L)× (0,∞) (1.6)
y condiciones iniciales
ϕ(·, 0) = ϕ0, ϕt(·, 0) = ϕ1, ψ(·, 0) = ψ0, ψt(·, 0) = ψ1 en (0, L) (1.7)
con constantes positivas ρ1, ρ2, k, b.
Aqu´ı estamos interesados en el comportamiento asinto´tico de la solucio´n. Nuestras
principales herramientas son los resultados de Pru¨ss sobre la estabilidad exponencial
de semigrupos, ver [26] y [27]. Para utilizar estos resultados, es necesario, incrustar
el problema en el contexto de semigrupos, por lo que se debe hacer algunas modifi-
caciones, en nuestro sistema original (1.5)-(1.6). Siguiendo la idea de Dafermos [8],
introducimos:
ηt(x, s) := ψ(x, t)− ψ(x, t− s) (1.8)
luego
ψxx(x, t− s) = ψxx(x.t)− η
t
xx(x, s),
entonces el sistema (1.5)-(1.6) es reescrito como
ρ1ϕtt − k(ϕx + ψ)x = 0 (1.9)
ρ2ψtt − (b−
∫ ∞
0
g(s)ds)ψxx(x, t)−
∫ ∞
0
g(s)ηtxx(x, s)ds+ k(ϕx + ψ) = 0 (1.10)
ηt + ηs − ψt = 0 (1.11)
las condiciones iniciales son dadas por
ϕ(·, 0) = ϕ0, ϕt(·, 0) = ϕ1, ψ(·, 0) = ψ0, ψt(·, 0) = ψ1 en (0, L) (1.12)
η0(·, s) = ψ0(·, 0)− ψ0(·,−s) en (0, L)× (0,∞) (1.13)
lo que significa que la historia se considera como un valor inicial. Consideramos las
condiciones de contorno de Dirichlet, pero nuestros argumentos se pueden utilizar
para demostrar resultados similares para otras condiciones de contorno.
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En cuanto al nu´cleo ”g” consideramos las siguientes hipo´tesis:
g(t) > 0, ∃k0, k1, k2 > 0 : −k0g(t) ≤ g
′(t) ≤ −k1g(t), |g
′′(t)| ≤ k2g(t), ∀t ≥ 0 (1.14)
b˜ := (b−
∫ ∞
0
g(s)ds) > 0 (1.15)
Vamos a mencionar algunos resultados de decaimiento de la energ´ıa para los siste-
mas disipativos de Timoshenko. En [14], Kim y Renardy , consideran un sistema
conservativo de Timoshenko con dos controles en la frontera y ellos demuestran la
estabilidad exponencial para la energ´ıa asociada al sistema. Si el te´rmino historia se
sustituye en (1.6) por la funcio´n control b˜(x)ψt, b˜ > 0, entonces Soufyane [28] de-
mostro´ la estabilidad exponencial para el sistema linealizado si, y solo si, la velocidad
de las ondas de la ecuaciones (1.5), (1.6) son iguales, es decir,
ρ1
k
=
ρ2
b
(1.16)
Resultados similares son obtenidos por Mun˜oz R. y Racke [23], donde se utilizan
te´cnicas de semigrupos. En [22] los mismos autores consideran un sistema de Timos-
henko disipativo con una disipacio´n a trave´s de un acoplamiento a una ecuacio´n del
calor y demuestran la estabilidad exponencial si, y solo si, se cumple (1.16).
En[2], los autores consideran un sistema lineal de Timoshenko con memoria, siem-
pre con condiciones de frontera homoge´neas.Ellos usan te´cnicas multiplicativas para
demostrar que el sistema es uniformemente estable cuando g decae uniformemente.
Espec´ıficamente ellos obtienen decaimiento exponencial si g decae a una tasa expo-
nencial y decaimiento polinomial si g decae a una tasa polinomial. En este trabajo
los autores precisan de algunas condiciones te´cnicas extras para g′ y g′′ para obtener
sus resultados.
En [19], los autores estudian el mismo sistema para x ∈ (0, 1), g′(t) 6 −k0g
p(t) y
1 6 p < 3/2, ellos demuestran que si (1.16) se cumple y p = 1, la primera energ´ıa
decae exponencialmente y polinomialmente si p > 1. Sin embargo, si no se cumple
(1.16) el decaimiento es en la tasa 1/tp siempre que los datos iniciales sean lo sufi-
cientemente regulares.
En [17], los autores consideran el sistema vibratorio hiperbo´lico de tipo Timoshenko
que esta´n acoplados a una ecuacio´n de calor que modela un efecto previsiblemente
disipativo a trave´s de la conduccio´n del calor. Ellos utilizan el me´todo de semigru-
pos para probar el resultado de estabilidad exponencial, con suposiciones sobre la
funcio´n de relajacio´n de la historia pasada g, decayendo exponencialmente cuando
se cumple (1.16).
El resultado principal de este trabajo es demostrar que el sistema es exponencialmen-
te estable si se cumple (1.16). Cuando no se cumple (1.16), que es ma´s interesante
desde el punto de vista f´ısico, se demuestra que la energ´ıa de primer orden decae
polinomialmente con las tasas que dependen de la regularidad de los datos iniciales.
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El objetivo principal de este trabajo es estudiar la existencia y unicidad, la estabili-
dad exponencial y el decaimiento polinomial de un sistema de vigas de Timoshenko
con una disipacio´n dada por el termino historia, segu´n el trabajo realizado por Hugo
Fernandez Sare y Jaime Mun˜oz Rivera[10].
La organizacio´n de este trabajo es la siguiente. En el Cap´ıtulo 2, presentamos los
principales resultados que sera´n usados en los cap´ıtulos posteriores. En el Cap´ıtulo
3, estudiamos la existencia y la unicidad de soluciones para el sistema (1.9)-(1.11)
con las condiciones iniciales (1.12), (1.13); usando la teor´ıa de semigrupos de ope-
radores lineales acotados de clase C0. En el Cap´ıtulo 4, usando el me´todo de la
energ´ıa se concluye que el sistema (1.9)-(1.11) es exponencialmente estable si, y so-
lamente si, se cumple (1.16), es decir estudiamos el comportamiento exponencial del
semigrupo asociado al sistema (1.9)-(1.11). En el Cap´ıtulo 5, se hace un estudio
del decaimiento de la energ´ıa llegando a demostrar estabilidad de tipo polinomial,
cuando (1.16) no se cumple. Finalmente, se mencionan las conclusiones del trabajo.
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Cap´ıtulo 2
Preliminares
En este cap´ıtulo, nos dedicaremos a la presentacio´n de conceptos y resultados im-
portantes, que nos servira´n en el desarrollo de los cap´ıtulos posteriores.
2.1. Ana´lisis Funcional
Definicio´n 2.1.1
Sea (X,+, .,K) un espacio vectorial. Se llama norma a toda aplicacio´n ‖.‖ : X → R
tal que satisface:
(i) ‖x‖ ≥ 0, ∀x ∈ X y ‖x‖ = 0⇔ x = 0
(ii) ‖λx‖ = |λ|‖x‖, ∀λ ∈ K, x ∈ X.
(iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖; ∀x, y ∈ X
Al par (X, ‖.‖) se le llama espacio normado.
Definicio´n 2.1.2
Sean (X, ‖.‖) un espacio normado y (xn)n∈N una sucesio´n en X.
(i) La sucesio´n (xn)n∈N es convergente a x ∈ X si para todo ǫ > 0 existe n0 ∈ N tal
que ‖xn − x‖ < ǫ, para todo n > n0.
(ii) La sucesio´n (xn)n∈N es una sucesio´n de Cauchy si para todo ǫ > 0 existe n0 ∈ N
tal que ‖xm − xn‖ < ǫ, para todo m,n > n0.
Definicio´n 2.1.3 (Espacio de Banach)
Un espacio vectorial normado (X, ‖.‖X) se llama espacio de Banach si (X, d) es
completo, donde d es la me´trica inducida por la norma ‖.‖X .
Definicio´n 2.1.4 (Operador acotado)
Sean (X, ‖.‖X), (Y, ‖.‖Y ) espacios normados y B : D(B) ⊂ X → Y un operador
lineal. Diremos que B es un operador acotado (o continuo) si existe C > 0 tal que
‖Bx‖Y ≤ C‖x‖X , ∀x ∈ D(B).
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Observacio´n 2.1.5
Sea (X, ‖.‖X) un espacio normado. El espacio vectorial de todos los operadores linea-
les acotados B : X → X sera representado por L(X). Este espacio estara´ provisto
de la norma ‖.‖L dada por ‖B‖L = sup {‖Bx‖X ; x ∈ X y ‖x‖X = 1 } .
Proposicio´n 2.1.6
Dado X un espacio de Banach y B1 ∈ L(X) un operador invertible tal que
B−11 ∈ L(X). Si B2 ∈ L(X) es tal que ‖B2‖L < ‖B
−1
1 ‖L, entonces el operador
B1 +B2 es lineal, acotado e invertible.
Demostracio´n: Ver [21].
Teorema 2.1.7
Sean X, Y espacios de Banach y B : X → Y un operador lineal acotado. Si B es
biyectivo entonces B−1 : Y → X es un operador lineal acotado.
Demostracio´n: Ver [15].
Proposicio´n 2.1.8
SeanX1 = (X, ‖.‖1) yX2 = (X, ‖.‖2) dos espacios de Banach. Si existe una constante
C tal que ‖x‖1 ≤ C‖x‖2 para todo x ∈ X , entonces las normas ‖.‖1 y ‖.‖2 son
equivalentes.
Demostracio´n: Ver [6].
Definicio´n 2.1.9 (Forma Sesquilineal)
Sea X un espacio vectorial complejo. Una forma sesquilineal de X, es una aplicacio´n
a : X ×X → C que satisface las siguientes condiciones:
(i) a(x1 + x2, y) = a(x1, y) + a(x2, y), ∀x1, x2, y ∈ X.
(ii) a(λx, y) = λa(x, y), ∀x, y ∈ X, ∀λ ∈ C.
(iii) a(x, y1 + y2) = a(x, y1) + a(x, y2), ∀x, y1, y2 ∈ X.
(iv) a(x, λy) = λ¯a(x, y), ∀x, y ∈ X, ∀λ ∈ C.
Definicio´n 2.1.10
Sean (X, ‖.‖X) un espacio normado y a(., .) una forma sesquilineal enX×X. Diremos
que a(., .) es continua (o acotada) si existe una constante C > 0 tal que
|a(x, y)| ≤ C‖x‖X‖y‖X , ∀x, y ∈ X.
Definicio´n 2.1.11
Sean (X, ‖.‖X) un espacio normado y a(., .) una forma sesquilineal enX×X. Diremos
que a(., .) es coerciva cuando existe C > 0, tal que |a(x, x)| ≥ C‖x‖2X , ∀x ∈ X.
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Definicio´n 2.1.12
Sea X un espacio vectorial y 〈., .〉X un producto interno en X ×X. Diremos que la
norma definida por ‖x‖X =
√
〈x, x〉X proviene del (o es inducida por el) producto
interno 〈., .〉X .
Definicio´n 2.1.13
Un espacio de Banach (X, ‖.‖X) se llama espacio de Hilbert cuando la norma ‖.‖X
proviene de un producto interno 〈., .〉X .
Definicio´n 2.1.14
Sea X un espacio vectorial complejo. Un funcional T : X → C es lineal si satisface
las siguientes condiciones:
(i) T (x+ y) = T (x) + T (y), ∀x, y ∈ X.
(ii) T (λx) = λT (x), ∀x ∈ X, ∀λ ∈ C.
Definicio´n 2.1.15
Un funcional T : X → C, sobre un espacio normado X, es acotado si existe una
constante C > 0 tal que |T (x)| ≤ C‖x‖X , ∀x ∈ X.
Teorema 2.1.16
Si V es un espacio normado y X un espacio de Banach, entonces
L(V,X) = {f : V → X; f es un operador lineal acotado} es un espacio de Banach.
Demostracio´n: Ver [24].
Teorema 2.1.17 (Lax-Milgran)
Sea H un espacio de Hilbert y a : H × H → C una forma sesquilineal, acotada y
coerciva. Entonces, para toda funcional T : H → C lineal acotado, existe un u´nico
x ∈ H tal que a(x, u) = T (u), ∀u ∈ H.
Demostracio´n: Ver [6].
2.2. Los Espacios Lp(Ω) y Lp(0, T ;X)
Definicio´n 2.2.1
Sea Ω ⊂ Rn un conjunto abierto y 1 ≤ p < +∞. El espacio Lp(Ω) es el espacio vec-
torial de la clase de funciones f : Ω → K, con medida de Lebesgue, que satisfacen∫
Ω
|f(x)|pdx <∞; esto es
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Lp(Ω) = {f : Ω −→ K; fes medible y
∫
Ω
|f(x)|p < +∞}.
En el espacio Lp(Ω) definimos la norma
‖f‖Lp = (
∫
Ω
|f |pdx)
1
p .
Definicio´n 2.2.2
Sea Ω ⊂ Rn un abierto. El espacio L∞(Ω) es el espacio vectorial de la clase de
funciones f : Ω → K, con medida de Lebesgue, que son esencialmente acotadas en
Ω, osea, existe una constante C tal que |f(x)| ≤ C para casi todo x ∈ Ω; esto es
L∞(Ω) = {f : Ω → K; f es medible y existe una constante C tal que |f(x)| ≤ C
casi todo punto en Ω }.
Se llama supremo esencial de f en Ω al nu´mero
inf{ C; |f(x)| ≤ C para casi todo x ∈ Ω } y es denotado por sup
x∈Ω
ess|f(x)|.
En el espacio L∞(Ω) definimos la norma
‖f‖L∞ = sup
x∈Ω
ess|f(x)|.
Teorema 2.2.3
Sea 1 ≤ p ≤ ∞. El espacio (Lp(Ω), ‖.‖Lp) es un espacio de Banach.
Demostracio´n: Ver [1].
Observacio´n 2.2.4
Del teorema 2.2.3, el espacio (L2(Ω), ‖.‖L2) es un espacio de Hilbert cuyo producto
interno es dado por
〈f, g〉L2 =
∫
Ω
f(x)g(x)dx.
Proposicio´n 2.2.5
Si a ≥ 0, b ≥ 0 y p ≥ 1 entonces (a+ b)p ≤ 2p(ap + bp).
Demostracio´n: Sabemos que (max{a, b})p = max{ap, bp} ≤ (ap + bp)
Luego tenemos
(a+ b)p ≤ (2max{a, b})p
≤ 2p(ap + bp).
Proposicio´n 2.2.6 (Desigualdad de Young)
Si a ≥ 0, b ≥ 0 y p > 1, q > 1 son tales que
1
p
+
1
q
= 1 entonces ab ≤
ap
p
+
bq
q
.
Demostracio´n: Ver [3].
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Corolario 2.2.7
Sean a ≥ 0, b ≥ 0 y p > 1, q > 1 tales que 1
p
+ 1
q
= 1. Entonces ab ≤ ǫap + c(ǫ)bq,
∀ǫ > 0.
Demostracio´n: Hacemos
ab = (pǫ)1/p
1
(pǫ)1/p
ab
= ((pǫ)1/pa)(
b
(pǫ)1/p
)
Aplicando la desigualdad de Young, obtenemos
ab ≤
1
p
((pǫ)1/pa)p +
1
q
(
b
(pǫ)1/p
)q = ǫap +
bq
q(pǫ)q/p
, ∀ǫ > 0
Tomando c(ǫ) = 1
q(pǫ)p/q
, tenemos
ab ≤ ǫap + c(ǫ)bq, ∀ǫ > 0.
Teorema 2.2.8 (Desigualdad de Cauchy-Schwarz)
Sea X un espacio vectorial con producto interno 〈., .〉X .
Entonces |〈u, v〉X | ≤ ‖u‖X‖v‖X , ∀u, v ∈ X.
Demostracio´n: Ver [24].
Teorema 2.2.9 (Desigualdad de Holder)
Sean 1 ≤ p, q ≤ +∞ tal que 1
p
+ 1
q
= 1. Si f ∈ Lp(Ω) y g ∈ Lq(Ω), entonces
fg ∈ L1(Ω) y
∫
Ω
|f(x)g(x)|dx ≤ ‖f‖Lp‖g‖Lq .
Demostracio´n: Ver [1].
Definicio´n 2.2.10
Sean 1 ≤ p ≤ +∞, T > 0 y (X, ‖.‖X) un espacio de Banach. El espacio L
p(0, T ;X)
es el espacio vectorial de la clase de funciones u : (0, T ) → X, medibles, tales que
‖u(.)‖X ∈ L
p(0, T ). En Lp(0, T ;X) se define la norma:
‖u‖Lp(0,T ;X) = [
∫ T
0
‖u(t)‖pXdt]
1/p.
Por L∞(0, T ;X) estaremos denotando al espacio vectorial de las (clases) funciones
medibles u : (0, T )→ X tal que sup
t∈(0,T )
ess‖u(t)‖X <∞.
En este espacio definimos la norma ‖u‖L∞(0,T ;X) = sup
t∈(0,T )
ess‖u(t)‖X
9
Proposicio´n 2.2.11
Sea X un espacio de Banach y 1 ≤ p ≤ +∞. El espacio (Lp(0, T ;X), ‖.‖Lp(0,T ;X)) es
un espacio de Banach.
Demostracio´n: Ver [9].
Observacio´n 2.2.12
Si p = 2 y X es un espacio de Hilbert, entonces L2(0, T ;X) es un espacio de Hilbert
provisto del producto interno:
〈u, v〉L2(0,T :X) =
∫ T
0
〈u(t), v(t)〉Xdt , ∀u, v ∈ L
2(0, T ;X).
2.3. Distribuciones
Definicio´n 2.3.1
Sea Ω ⊂ Rn un conjunto abierto y u : Ω → R una funcio´n continua. El soporte de
u, que sera´ denotado por sop(u), es definido como la adherencia en Ω del conjunto
{x ∈ Ω; u(x) 6= 0}, es decir sop(u) = {x ∈ Ω : u(x) 6= 0}
Ω
. Si sop(u) es un compacto
de Ω entonces diremos que u posee soporte compacto. Denotamos por C0(Ω) al
espacio de las funciones continuas en Ω con soporte compacto.
Definicio´n 2.3.2
Sea Ω ⊂ Rn un conjunto abierto. El espacio Cm(Ω) es el espacio de las funciones
con todas las derivadas parciales de orden menor o igual que m continuas en Ω.
Denotaremos por C0(Ω) = C(Ω).
Definicio´n 2.3.3
Sea Ω ⊂ Rn un conjunto abierto. El espacio Cm0 (Ω) es el espacio vectorial de todas
las funciones u : Ω → R que poseen todas las derivadas hasta el orden m y con
soporte compacto. Si m = ∞, C∞0 (Ω) es el espacio vectorial de todas las funciones
u : Ω→ R infinitamente diferenciable y con soporte compacto.
Definicio´n 2.3.4
Sea Ω ⊂ Rn un conjunto abierto. El espacio D(Ω), llamado el espacio de las funcio-
nes de prueba es el espacio vectorial formado por todas las funciones infinitamente
diferenciables con soporte compacto.
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Definicio´n 2.3.5
Sea {ϕn}n∈N una sucesio´n en D(Ω) y una funcio´n ϕ en D(Ω). Diremos que la suce-
sio´n {ϕn}n∈N converge a ϕ en D(Ω) si existe un conjunto compacto K ⊂ Ω tal que
i) sop(ϕn) ⊂ K, ∀n ∈ N y sop(ϕ) ⊂ K;
ii)Para cada α = (α1, α2, . . . , αn) ∈ N
n, Dαϕn → D
αϕ uniformemente en K, donde
Dα denota el operador derivada de orden α definido por
∂|α|
∂α1x1 ∂
α2
x2 . . . ∂αnxn
y |α| = α1 + α2 + . . .+ αn.
Definicio´n 2.3.6
Sea Ω ⊂ Rn un conjunto abierto. Una distribucio´n sobre Ω es una aplicacio´n lineal
B : D(Ω)→ R que es continua en el sentido de la convergencia de D(Ω), es decir, si
ϕn → 0 en D(Ω), entonces B(ϕn)→ 0 en R. El espacio vectorial formado por todas
las distribuciones sobre Ω es representado por D′(Ω).
Definicio´n 2.3.7
Sean Ω ⊂ Rn un conjunto abierto, α = (α1, α2, . . . , αn) ∈ N
n y |α| = α1+α2+. . .+αn.
La derivada distribucional o derivada de´bil de orden α de una distribucio´n B ∈ D′(Ω)
es la distribucio´n
DαB : D(Ω)→ R
ϕ→ (−1)|α|B(Dαϕ)
es decir, 〈DαB,ϕ〉 = (−1)|α|〈B,Dαϕ〉, ∀ϕ ∈ D(Ω).
Proposicio´n 2.3.8
Sea Ω ⊂ Rn un conjunto abierto y α ∈ Nn.
El operador de derivacio´n Dα : D′(Ω)→ D′(Ω) es continua, es decir, si Bn → B en
D′(Ω), entonces DαBn → D
αB en D′(Ω).
Demostracio´n: Ver [7].
Definicio´n 2.3.9
Sea X un espacio de Banach. Una distribucio´n con valores en X es una aplicacio´n
lineal B : D(0, T )→ X que es continua en el sentido de la convergencia de D(0, T ),
es decir, si ϕn → 0 en D(0, T ), entonces B(ϕn) → 0 en X. El espacio vectorial for-
mado por todas las distribuciones con valores en X es representado por D′(0, T ;X).
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Definicio´n 2.3.10
Sea m un entero no negativo. La derivada de orden m de una distribucio´n
B ∈ D′(0, T ;X) es la distribucio´n
dmB
dtm
: D(0, T )→ X
ϕ→ (−1)mB(
dmϕ
dtm
).
Proposicio´n 2.3.11
Sean X e Y dos espacios de Banach tal que X →֒ Y . Si u ∈ L1(0, T ;X) y
du
dt
∈ L1(0, T ;Y ), entonces u ∈ C([0, T ], Y ).
Demostracio´n: Ver [18].
2.4. Espacios de Sobolev
Definicio´n 2.4.1
Sea 1 ≤ p < ∞. Diremos que f : Ω → R es localmente integrable en Lp(Ω), y lo
denotaremos por f ∈ L1loc(Ω), si f es una funcio´n medible y para cualquier conjunto
compacto K ⊂ Ω tenemos ∫
K
|f(x)|pdx <∞.
Definicio´n 2.4.2
Sean Ω ⊂ Rn un conjunto abierto, α = (α1, α2, . . . , αn) ∈ N
n, |α| = α1+α2+. . .+αn,
1 ≤ p ≤ ∞ y u ∈ L1loc(Ω). Diremos que la funcio´n g ∈ L
1
loc(Ω) es la derivada parcial
de´bil de orden α de u si∫
Ω
u(x)Dαϕ(x)dx = (−1)|α|
∫
Ω
g(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (Ω).
Observacio´n 2.4.3
Si u ∈ Ck(Ω), entonces u posee derivada parcial de´bil de orden α y esta coincide
con su derivada parcial cla´sica de orden α, para todo α satisfaciendo |α| ≤ k.
Definicio´n 2.4.4
Sea Ω un abierto de Rn, 1 ≤ p ≤ ∞ y m ∈ N. El espacio de Sobolev Wm,p(Ω) es
un subespacio vectorial de Lp(Ω) formado por la clase de funciones u ∈ Lp(Ω) tales
que, para todo multi-´ındice α con |α| ≤ m,Dαu existe (en el sentido de´bil) y esta´ en
Lp(Ω), es decir, Wm,p(Ω) = {u ∈ Lp;Dαu ∈ Lp(Ω), ∀α, |α| ≤ m}.
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Observacio´n 2.4.5
Si u ∈ Wm,p(Ω) entonces u posee derivada distribucional de orden α y esta coincide
con su derivada parcial de´bil de orden α, para todo α satisfaciendo |α| ≤ m.
Para 1 ≤ p <∞ en el espacio Wm,p(Ω) definimos una norma ‖.‖Wm,p , dada por
‖u‖Wm,p = (
∑
|α|≤m
‖Dαu‖pLp)
1/p y para p =∞ definimos la norma ‖.‖Wm,∞ , dada por
‖u‖Wm,∞ = ma´x
|α|≤m
‖Dαu‖L∞ .
Teorema 2.4.6
Sea 1 ≤ p ≤ ∞. El espacio (Wm,p(Ω), ‖.‖Wm,p) es un espacio de Banach separable,
reflexivo y uniformemente convexo.
Demostracio´n: Ver [1].
Observacio´n 2.4.7
El espacio Wm,2(Ω) provisto con la norma ‖.‖Wm,2 es un espacio de Hilbert que
estara´ representado por Hm(Ω) y en el cual el producto interno es dado por
(u, v)Hm =
∑
|α|≤m
(Dαu,Dαv)L2 .
Definicio´n 2.4.8
Sean Ω ⊂ Rn un abierto y 1 ≤ p ≤ ∞. El espacio Wm,p0 (Ω) es el espacio vectorial
formado por la cerradura de C∞0 (Ω) enW
m,p(Ω), es decir,Wm,p0 (Ω) = C
∞
0 (Ω)
Wm,p(Ω)
.
Observacio´n 2.4.9
Tambie´n se puede definir como Wm,p0 (Ω) := D(Ω)
Wm,p(Ω)
. En el caso p = 2, de-
notaremos esta adherencia por Hm0 (Ω) := D(Ω)
Hm(Ω)
= Wm,20 (Ω). Adema´s de la
definicio´n de Wm,p0 (Ω), se sigue que (W
m,p
0 (Ω), ‖.‖Wm,p) es un espacio de Banach.
A continuacio´n, presentaremos los principales teoremas de desigualdades de Sobolev.
Teorema 2.4.10 (Sobolev, Gagliardo, Niremberg)
Sea 1 ≤ p < n y q ∈ R tal que
1
q
=
1
p
+
1
n
. Entonces,
W 1,p(Rn) ⊂ Lq(Rn).
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Adema´s, existe una constante C > 0 tal que
‖u‖Lq ≤ C‖▽u‖Lp , ∀u ∈ W
1,p(Rn).
Demostracio´n: Ver [20].
Teorema 2.4.11 (Desigualdad de Gagliardo-Niremberg)
Sea Ω un dominio acotado con frontera regular, 1 6 q 6 p ≤ ∞, r > n y p > r.
Entonces existe una constante C > 0 tal que
‖ u ‖LP (Ω)6 C ‖ u ‖
1−α
Lq(Ω) ‖u‖
α
W 1.r(Ω) , ∀u ∈ W
1.r(Ω)
con α satisfaciendo α(1
q
+ 1
n
− 1
r
) = 1
q
− 1
p
.
Demostracio´n: Ver [11].
Teorema 2.4.12
Sea Ω un dominio acotado de Rn con frontera de clase Cm, m ≥ 1 y 1 ≤ p <∞.
Entonces tenemos las siguientes inmersiones compactas:
(i) Si
1
p
−
m
n
> 0 entonces Wm,p(Ω) →֒ Lq(Ω), ∀q ∈ [p, r] donde
1
r
=
1
p
−
m
r
.
(ii) Si
1
p
−
m
n
= 0 entonces Wm,p(Ω) →֒ Lq(Ω), ∀q ∈ [p,+∞〉.
(iii) Si
1
p
−
m
n
< 0 entonces Wm,p(Ω) →֒ L∞(Ω).
En este caso, Wm,p(Ω) →֒ Ck(Ω) y k =
[∣∣∣∣m− np
∣∣∣∣
]
.
Demostracio´n: Ver [1].
Una desigualdad muy importante, y que sera´ utilizada de forma recurrente en este
texto, es la desigualdad de Poincare´.
Lema 2.4.13 (Desigualdad de Poincare´)
Sea Ω un abierto acotado de Rn. Entonces existe una constante positiva
cp := Cp(Ω, n), tal que
‖ u ‖Lp(Ω)≤ cp ‖ ∇u ‖Lp(Ω), ∀u ∈ W
1,p
0 (Ω), 1 ≤ p <∞,
donde cp es la constante de Poincare´.
Demostracio´n: Ver [5].
Observacio´n 2.4.14
En particular, la expresio´n
∫
Ω
▽u▽vdx es un producto interno en H10 (Ω), que induce
la norma ‖▽u‖L2 , equivalente a la norma usual de H
1
0 (Ω). Al tomar una funcio´n
de W 1,p0 (Ω), se puede considerar siempre que se trata de un representante continuo,
que se anula en la frontera de Ω.
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Corolario 2.4.15
Si I es un intervalo no acotado y u ∈ W 1,p(I), con 1 ≤ p <∞, entonces
l´ım
x→∞
u(x) = 0.
Demostracion:Ver [5].
2.5. Semigrupos de Operadores lineales
Definicio´n 2.5.1 (Semigrupo)
Sea X un espacio de Banach. Un semigrupo sobre X es una familia {S(t)}t≥0 de
operadores lineales continuos S(t) : X → X que cumple las siguientes condiciones:
i) S(0) = I.
ii) S(t+ s) = S(t)S(s), ∀t, s ∈ R+.
Definicio´n 2.5.2 (Semigrupo fuertemente continuo)
Diremos que un semigrupo {S(t)}t≥0 es fuertemente continuo (o de clase C0), si
l´ımt→0+‖(S(t)− I)x‖X = 0, ∀x ∈ X.
Definicio´n 2.5.3
Diremos que {S(t)}t≥0 es un semigrupo acotado en [0,+∞〉, si existeM ≥ 1, tal que
‖S(t)‖X ≤M . Si M = 1, se dice que {S(t)}t≥0 es un semigrupo de contracciones.
Definicio´n 2.5.4
Sea {S(t)}t≥0 un semigrupo sobre un espacio de Banach X. El generador infinitesi-
mal de {S(t)}t≥0 es el operador
A : D(A) −→ X
x 7−→ Ax = l´ım
t→0+
S(t)x− x
t
,
donde
D(A) = {x ∈ X; ∃ l´ım
t→0+
S(t)x− x
t
∈ X}.
Observacio´n 2.5.5
De la definicio´n anterior, podemos reescribir el dominio del operador como
D(A) = {x ∈ X;Ax =
d+
dt
S(t)x|t=0 ∈ X}.
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Proposicio´n 2.5.6
Sea {S(t)}t≥0 un semigrupo de clase C0 con generador infinitesimal A.
Si x ∈ D(A), entonces S(t)x ∈ D(A), ∀t ≥ 0 y
d
dt
S(t)x = AS(t)x = S(t)Ax.
Demostracio´n: Ver [12].
Definicio´n 2.5.7
Sea {S(t)}t≥0 un semigrupo de clase C0 y A su generador infinitesimal.
Pongamos A0 = I, A1 = A y supongamos que An−1 esta´ definido, consideremos
D(An) = {x; x ∈ D(A) y An−1x ∈ D(A)}.
Vamos a definir An como:
Anx = A(An−1x), ∀x ∈ D(An) , con n ∈ N.
Proposicio´n 2.5.8
Sea {S(t)}t≥0 un semigrupo de clase C0 y A su generador infinitesimal.
i)D(An) es un subespacio de X y An es un operador lineal de X.
ii) Si x ∈ D(An), entonces S(t)x ∈ D(An), ∀t ≥ 0 y
dn
dtn
S(t)x = AnS(t)x = S(t)Anx, ∀n ∈ N.
iii)
⋂
n
D(An) es denso en X.
Demostracio´n: Ver [12].
Proposicio´n 2.5.9
Si A es un generador infinitesimal de un semigrupo {S(t)}t≥0, de clase C0, entonces
∀x ∈ D(An), S(t)x ∈ Cn−k([0,∞);D(Ak)), k = 0, 1, 2, . . . , n.
Demostracio´n: Ver [12] y [13].
Definicio´n 2.5.10 (Resolvente)
Sea X un espacio de Banach y A : D(A) ⊂ X → X un operador lineal. El conjunto
resolvente de A, es denotado por ρ(A) y consiste en el conjunto formado por todos
λ ∈ C para los cuales el operador (λI − A)−1 existe y es acotado, esto es,
ρ(A) = {λ ∈ C : (λI − A)−1 ∈ L(X)}.
El espectro de A es el conjunto σ(A) = C \ ρ(A).
Los elementos de ρ(A) se llaman valores regulares de A y los elementos de σ(A) se
llaman valores espectrales de A.
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Lema 2.5.11
Sea X un espacio de Banach y S : X → X un operador lineal continuo con inversa
continua. Si B ∈ L(X) tal que ‖B‖ <
1
‖S−1‖
entonces S +B es un operador lineal inversible, con inversa continua.
Demostracio´n: Afirmamos que S + B es biyectivo.
En efecto, sea v ∈ X y denotemos por G al operador
G(x) = S−1(v)− S−1B(x)
Observamos que G es una contraccio´n, pues
‖G(x)−G(y)‖X ≤ ‖−S
−1B(x) + S−1B(y)‖X
≤ ‖S−1‖L(X)‖B‖L(X)‖x− y‖X
≤ β‖x− y‖X
Tomando β = ‖S−1‖‖B‖ < 1, luego por el teorema del punto fijo de Banach, se
sigue que existe un u´nico z ∈ X tal que G(z) = z, osea, existe un u´nico z ∈ X tal que
z = S−1(v)− S−1B(z)⇔ (S +B)(z) = v.
Luego tenemos que S +B es un operador biyectivo y por lo tanto inversible.
Ahora, como S + B es continuo, se sigue, por el teorema del Gra´fico Cerrado, que
(S +B)−1 tambie´n es un operador continuo.
Lema 2.5.12
Sea A un operador lineal cerrado en un espacio de Hilbert H tal que 0 ∈ ρ(A). Si
iR 6⊂ ρ(A) entonces existe w ∈ R con ‖A−1‖−1 ≤ |w| <∞ tal que
{iβ; |β| < |w|} ⊂ ρ(A) y sup{‖(iβI − A)−1‖; |β| < |w|} =∞.
Demostracio´n: Como 0 ∈ ρ(A), del lema anterior, tenemos:
iβI − A = A(iβA−1 − I)
la cual posee inversa continua para |β| < ‖A−1‖−1
Si sup{‖(iβI − A)−1‖; |β| < ‖A−1‖−1} = M < ∞, entonces, nuevamente del lema
anterior, tenemos
iβI − A = (iβ0I − A)[I + i(β − β0)(iβ0I − A)
−1]
con |β0| < ‖A
−1‖−1, posee inversa continua para |β − β0| < M
−1 y ‖(iβI − A)−1‖
es una aplicacio´n continua de β en el intervalo (−‖A−1‖ −M−1, ‖A−1‖+M−1).
Luego si iR 6⊂ ρ(A), entonces existe w ∈ R con ‖A−1‖ ≤ |w| <∞ tal que
{iβ; |β| < |w|} ⊂ ρ(A) y sup{‖(iβI − A)−1‖; |β| < |w|} =∞.
Corolario 2.5.13
Con las hipo´tesis del Lema 2.5.12, existen (λk)k∈N, (Uk)k∈N y (Fk)k∈N sucesiones de
R, D(A) y H, respectivamente, tales que
λk → ω; ‖Uk‖H = 1 y Fk → 0; siendo (iλkI − A)Uk = Fk, ∀k ∈ N.
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Demostracio´n:
Del lema 2.5.12, existe una sucesio´n (βn)n∈N con |ω| −
1
n
< |βn| < |ω| y
‖(iβnI − A)
−1‖L(H) ≥ Tn + n,
donde Tn = sup{‖(iβI − A)
−1‖L(H); |β| ≤ |ω| −
1
n
} <∞.
Luego existe una subsucesio´n de (βn)n∈N que converge a |ω|, por abuso de notacio´n
escribimos la subsucesio´n como (βn)n∈N la cual converge a ω.
As´ı tenemos que existe una sucesio´n de nu´meros reales (βn)n∈N, con βn → ω y
|βn| < |ω| tal que l´ım
n→∞
‖(iβnI − A)
−1‖L(H) =∞.
Es decir, dado k ∈ N existe n0 ∈ N tal que
‖(iβnI − A)
−1‖L(H) > k, n ≥ n0.
Ahora tenemos,
(i) Existe, (λk)k∈N subsucesio´n de (βn)n∈N, tal que
‖(iλkI − A)
−1‖L(H) > k.
(ii) Para cada k ∈ N existe Gk ∈ H, Gk 6= 0, tal que
‖(iλkI − A)
−1Gk‖H
‖Gk‖H
> k,
de ah´ı, ‖Gk‖H <
1
k
‖(iλkI − A)
−1Gk‖H .
(iii) Tomamos Uk =
(iλkI − A)
−1Gk
‖(iλkI − A)−1Gk‖H
, ∀k ∈ N.
(iv) Tomamos Fk =
Gk
‖(iλkI − A)−1Gk‖H
,
donde ‖Fk‖H <
1
k
, ∀k ∈ N.
As´ı existen (λk)k∈N, (Uk)k∈N y (Fk)k∈N sucesiones de R, D(A) y H respectivamente,
que cumplen lo pedido, siendo (iλkI − A)Uk = Fk, ∀k ∈ N.
Teorema 2.5.14 (Hille-Yosida)
Un operador lineal A, no acotado, definido en D(A) ⊂ X y con valores en X, es un
generador infinitesimal de un semigrupo de contracciones {S(t)}t≥0 de clase C0
si, y solamente si,
i) A es un operador cerrado y D(A) = X.
ii) R+ ⊂ ρ(A) y ‖(λI − A)−1‖ ≤
1
λ
, ∀λ > 0.
Demostracio´n: Ver [21].
Otra caracterizacio´n de los generadores infinitesimales de semigrupos de contrac-
ciones {S(t)}t≥0 de clase C0 es dada en el teorema Lummer-Phillips. Para ello,
introduciremos el concepto de operador disipativo.
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Definicio´n 2.5.15
Sea (H, ‖.‖H) un espacio de Hilbert. Diremos que el operador lineal
A : D(A) ⊂ H → H es disipativo si Re〈Ax, x〉H ≤ 0, ∀x ∈ D(A).
Teorema 2.5.16
Sea H un espacio de Hilbert y A : D(A) ⊂ H → H un operador lineal disipativo.
i) Si Im(λ0I − A) = H para algu´n λ0 > 0, entonces Im(λI − A) = H, para todo
λ > 0.
ii) Si Im(I − A) = H, entonces D(A) = H
Demostracio´n: Ver [25].
Teorema 2.5.17(Lummer-Phillips)
Sea A un operador lineal con dominio denso D(A) en un espacio de Hilbert H.
i) Si A es disipativo y existe un λ0 > 0 tal que Im(λ0I − A) = H,entonces A es
un generador infinitesimal de un semigrupo de contracciones {S(t)}t≥0 de clase C0
sobre H.
ii) Si A es un generador infinitesimal de un semigrupo de contracciones {S(t)}t≥0 de
clase C0 sobre H, entonces Im(λI − A) = H para todo λ > 0 y A es disipativo.
Demostracio´n: Ver [21].
Corolario 2.5.18
Sea A un operador lineal disipativo con dominio D(A) denso en el espacio de Hil-
bert H. Si 0 ∈ ρ(A), entonces A es el generador infinitesimal de un semigrupo de
contracciones {S(t)}t≥0 de clase C0.
Demostracio´n: Por hipo´tesis 0 ∈ ρ(A), por tanto existe y es acotado el operador
A−1. Del Lema 2.5.11, tenemos que λI−A es invertible para 0 < λ < ‖A−1‖−1. Luego
usando el Teorema de Lummer Phillips, se sigue que A es un generador infinitesimal
de un semigrupo de contracciones {S(t)}t≥0 de clase C0, sobre H.
Teorema 2.5.19
Si A : D(A) ⊂ X → X es un generador infinitesimal de un semigrupo {S(t)}t≥0
de clase C0 sobreX entonces, para cada U0 ∈ D(A) el problema de Cauchy abstracto{
Ut = AU , t > 0
U(0) = U0
tiene una u´nica solucio´n U satisfaciendo
U ∈ C([0,∞), D(A)) ∩ C1([0,∞), X).
Demostracio´n: Ver [31].
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2.6. Estabilidad
A continuacio´n, presentamos algunos conceptos y resultados de estabilidad.
Definicio´n 2.6.1
Un semigrupo {S(t)}t≥0 es exponencialmente estable si existen constantes α > 0 y
M ≥ 1 tales que
‖S(t)‖L(X) ≤Me
−αt, ∀t ≥ 0.
El siguiente teorema, debido a J. Pru¨ss [16], caracteriza la estabilidad exponencial
de un semigrupo de contracciones {S(t)}t≥0 de clase C0 y este resultado se usara´ en
el trabajo para investigar el decaimiento exponencial.
Teorema 2.6.2 (Pru¨ss)
Sea {S(t)}t≥0 un semigrupo de contracciones de clase C0 definida en un espacio de
Hilbert H y A su generador infinitesimal. Entonces {S(t)}t≥0 es exponencialmente
estable si, y solamente si,
iR ≡ {iβ; β ∈ R} ⊂ ρ(A)
y
∃C > 0 tal que ‖(iλI − A)−1‖L(H) ≤ C , ∀λ ∈ R.
Demostracio´n:Ver [16] y [21].
Observacio´n 2.6.3
Si φ(t)→ 0 y ‖S(t)x‖H ≤ φ(t)‖x‖H , ∀x ∈ D(A), entonces S(t) es exponencialmente
estable.
Para semigrupos que no decaen exponencialmente, podemos analizar el decaimiento
del tipo polinomial.
Definicio´n 2.6.4
Un semigrupo {S(t)}t≥0 sobre un espacio de Hilbert H, es polinomialmente estable
si existen constantes C > 0 y γ > 0 tales que
‖S(t)x‖H ≤
C
tγ
‖x‖D(A), ∀x ∈ D(A).
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Nosotros probaremos el decaimiento polinomial usando la te´cnica de desigualdades
diferenciales, para ello usaremos resultados que mencionaremos a continuacio´n.
Teorema 2.6.5 (Pru¨ss-Decaimiento Polinomial)
Sea A generador infinitesimal de un semigrupo {S(t)}t≥0 de clase C0 uniformemente
acotado, donde iR ⊂ ρ(A) y α real positivo.
Si ‖(iλI − A)−1A−α‖ ≤ C, ∀λ ∈ R entonces ∀ǫ > 0, ∃Cǫ > 0, ‖S(t)A
−α−ǫ‖ ≤
Cǫ
t
.
Rec´ıprocamente,
Si ‖S(t)A−α‖ ≤
C
t
entonces ∀ǫ > 0, ∃Cǫ > 0, ‖(λI − A)
−1A−α−ǫ‖ ≤ Cǫ, ∀Reλ ≥ 0.
Demostracio´n:Ver [21].
El pro´ximo teorema de A.Borichev and Y.Tomilov [4], caracteriza la estabilidad
polinomial de semigrupos {S(t)}t≥0 de clase C0 acotados sobre espacios de Hilbert.
Teorema 2.6.6
Sea {S(t)}t≥0 un semigrupo de clase C0 con generador infinitesimal A, acotado so-
bre un espacio de Hilbert H tal que iR ⊂ ρ(A). Entonces, para α > 0 fijado, las
siguientes condiciones son equivalentes:
I) ‖(iλI − A)−1‖L(H) = O(|λ|
α), λ→∞
II) ‖S(t)A−1‖H = O(t
−1/α), t→∞
Demostracio´n: Ver [4].
Definicio´n 2.6.7
Sea X un espacio de Hilbert.
Diremos que A ∈ G(X,M, ω) si A es un generador infinitesimal de un semigru-
po de operadores lineales {S(t)}t≥0 acotados de clase C0, satisfaciendo la condicio´n
‖S(t)‖L(X) ≤Me
ωt, t ≥ 0.
Proposicio´n 2.6.8
Supongamos que A ∈ G(X,M, 0) y que A es invertible.
Entonces las siguientes afirmaciones son equivalentes, con α > 0:
i) ‖S(t)A−α‖X ≤
C
t
, t > 0,
ii) ‖S(t)A−αγ‖X ≤
C ′(γ)
tγ
, t > 0, para algu´n/todo γ > 0.
Demostracio´n: Ver [22] y [27].
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Cap´ıtulo 3
Existencia y Unicidad
En este cap´ıtulo vamos a reformular el sistema (1.5)-(1.7) como un problema de
Cauchy abstracto, para luego demostrar que admite una u´nica solucio´n. Primero
determinaremos la energ´ıa asociada al sistema reformulado (1.9)-(1.11), luego la
existencia del semigrupo asociado al sistema (1.9)-(1.11) y, por u´ltimo, que el ope-
rador definido es un generador infinitesimal de un semigrupo de contracciones de
clase C0.
3.1. La energ´ıa del sistema
Para facilitar nuestro ana´lisis consideraremos las siguientes condiciones frontera:
ϕ(0, t) = ϕ(L, t) = ψ(0, t) = ψ(L, t) = ηt(0, s) = ηt(L, s) = 0, s, t > 0 (3.1)
La energ´ıa asociada al sistema (1.9)-(1.11) con las condiciones de frontera (3.1) y
las hipo´tesis sobre el nu´cleo g,(1.14)-(1.15) es dada por
E(t) =
1
2
∫ L
0
[ρ1|ϕt|
2 + ρ2|ψt|
2 + b˜|ψx|
2 + k|ϕx + ψ|
2 +
∫ ∞
0
g(s)|ηtx|
2ds]dx (3.2)
En efecto:
Considerando el multiplicador de primer orden, ϕt,ψt en (1.9) y (1.10) respectiva-
mente e integrando sobre [0,L], esto es

∫ L
0
ρ1ϕttϕtdx−
∫ L
0
k(ϕx + ψ)xϕtdx = 0∫ L
0
ρ2ψttψtdx−
∫ L
0
b˜ψxxψtdx−
∫ L
0
(
∫∞
0
g(s)ηtxx(x, s)ds)ψtdx+
∫ L
0
k(ϕx + ψ)ψtdx = 0
Luego integrando por partes adecuadamente, tenemos

1
2
d
dt
∫ L
0
ρ1|ϕt|
2dx+
∫ L
0
k(ϕx + ψ)ϕxtdx = 0
1
2
d
dt
∫ L
0
ρ2|ψt|
2dx+
∫ L
0
b˜ψxψxtdx+
∫ L
0
(
∫∞
0
g(s)(ψt)xnxds)dx+
∫ L
0
k(ϕx + ψ)ψtdx = 0
Sumando estas dos expresiones precedentes y de las condiciones de frontera (3.1),
se tiene
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d
dt
∫ L
0
ρ1|ϕt|
2dx+
1
2
d
dt
∫ L
0
ρ2|ψt|
2dx+
1
2
d
dt
∫ L
0
b˜|ψx|
2dx+
∫ L
0
k(ϕx + ψ)ϕxtdx
+k
∫ L
0
(ϕx + ψ)ψtdx+
∫ L
0
(
∫∞
0
g(s)(nt + ns)xnxds)dx = 0
Luego
d
dt
1
2
∫ L
0
[ρ1|ϕt|
2 + ρ2|ψt|
2 + b˜|ψx|
2 + k|ϕx + ψ|
2]dx
+
∫ L
0
(
∫∞
0
g(s)nxtnxds+
∫∞
0
g(s)nsxnxds)dx = 0
As´ı obtenemos
d
dt
1
2
∫ L
0
[ρ1|ϕt|
2 + ρ2|ψt|
2 + b˜|ψx|
2 + k|ϕx + ψ|
2 +
∫ ∞
0
g(s)|nx|
2ds]dx︸ ︷︷ ︸
:=E(t)
= −
∫ L
0
(
∫∞
0
g(s)nsxnxds)dx
As´ı definimos la energ´ıa asociada al sistema
E(t) :=
1
2
∫ L
0
[ρ1|ϕt|
2 + ρ2|ψt|
2 + b˜|ψx|
2 + k|ϕx + ψ|
2 +
∫∞
0
g(s)|nx|
2ds]dx.
Adema´s,
d
dt
E(t) = −
∫ L
0
(
∫ ∞
0
g(s)nsxnxds)dx =
1
2
∫ L
0
(
∫ ∞
0
g′(s)n2xds)dx. (3.3)
3.2. Existencia del Semigrupo
Para demostrar la existencia de soluciones, usaremos la teor´ıa de semigrupos. Para
tal se redefine el modelo inicial como un sistema de primer orden en el tiempo.
Sea U := (ϕ, ϕt, ψ, ψt, n
t)′, donde la tilde es usada para definir el operador transpues-
to, as´ı que, el sistema (1.9)-(1.11) es equivalente al problema de Cauchy abstracto,{
Ut = AU
U(0) = U0
donde U0 := (ϕ0, ϕ1, ψ0, ψ1, η0)
′
y A es el operador diferencial asociado al sistema (1.9)-(1.11) dado por
A :=


0 I 0 0 0
k
ρ1
∂2x 0
k
ρ1
∂x 0 0
0 0 0 I 0
− k
ρ2
∂x 0 (
b˜
ρ2
∂2x −
k
ρ2
I) 0 1
ρ2
∫∞
0
g(s)∂2x(., s)ds
0 0 0 I −∂s

 (3.4)
Se introduce a partir de la energ´ıa, el espacio de fase, denotado por
H := H10 (0, L)× L
2(0, L)×H10 (0, L)× L
2(0, L)× L2g(R
+, H10 ) (3.5)
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donde L2g(R
+, H10 ) = {f : R
+ → H10 ;
∫ L
0
(
∫∞
0
g(s)|fx(s)|
2ds)dx <∞}
con producto interno < ϕ,ψ >L2g(R+,H10 ):=
∫ L
0
∫∞
0
g(s)ϕx(s)ψx(s)dsdx
Por otro lado, definimos el producto interno en H
< U, V >H= < (u
1, u2, u3, u4, η1), (v1, v2, v3, v4, η2) >H
=ρ1 < u
2, v2 >L2 +ρ2 < u
4, v4 >L2 +b˜ < u
3
x, v
3
x >L2 +k < u
1
x + u
3, v1x + v
3 >L2
+ < n1, n2 >L2g(R+,H10 )
De aqu´ı se define la norma como
‖U‖2H = ‖(u
1, u2, u3, u4, η)‖2H
= ρ1‖u
2‖2L2 + ρ2‖u
4‖2L2 + b˜‖u
3
x‖
2
L2 + k‖u
1
x + u
3‖2L2 + ‖η‖
2
L2g(R
+,H1
0
) (3.6)
Observamos que con esta norma el espacio H es un espacio de Hilbert.
Para definir completamente el operador A, necesitamos definir su dominio. Formal-
mente, el dominio de un operador es definido como un conjunto sobre el cual el
operador esta´ bien definido (espacio de fase) esto es,
D(A) = {U ∈ H;AU ∈ H}
Luego tenemos
AU =


ϕt
k
ρ1
ϕxx +
k
ρ1
ψx
ψt
− k
ρ2
ϕx +
b˜
ρ2
ψxx −
k
ρ2
ψ + 1
ρ2
∫∞
0
g(s)ηtxx(x, s)ds
ψt − ηs


Como AU ∈ H, tenemos


ϕt ∈ H
1
0
( k
ρ1
ϕxx +
k
ρ1
ψx) ∈ L
2
ψt ∈ H
1
0
(− k
ρ2
ϕx +
b˜
ρ2
ψxx −
k
ρ2
ψ + 1
ρ2
∫∞
0
g(s)ηtxx(x, s)ds) ∈ L
2
(ψt − ηs) ∈ L
2
g
Luego el operador A : D(A) ⊂ H → H tiene el siguiente dominio
D(A) = {U = (u1, u2, u3, u4, η)′ ∈ H : u1 ∈ H2(0, L) ∩H10 (0, L), u
2 ∈ H10 (0, L),
u3 ∈ H10 (0, L), u
4 ∈ H10 (0, L), (b˜u
3
xx +
∫∞
0
g(s)ηtxx(x, s)ds) ∈ L
2(0, L),
ηs ∈ L
2
g(R
+, H10 ), η(0) = 0}.
Lema 3.2.1
Supongamos que ”g” satisface (1.14)-(1.15). Entonces para todo ω ∈ L2g(R
+, H10 ),
ωs ∈ L
2
g(R
+, H10 ), ω(0) = 0, tenemos l´ıms→∞ g(s)‖ωx(s)‖
2
L2 = 0.
Demostracion:
Hacemos F (s) = g(s)‖ωx(s)‖
2
L2
Se demuestra que F ∈ L1(0,∞) y F ′ ∈ L1(0,∞), luego F ∈ W 1,p(0,∞), usando el
corolario 2.4.15 obtenemos l´ıms→∞ g(s)‖ωx(s)‖
2
L2 = 0.
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A continuacio´n, demostraremos que el operador A es el generador infinitesimal de un
semigrupo de contracciones. Para ello emplearemos el corolario 2.5.18, que establece
que todo operador lineal disipativo con dominio denso es el generador infinitesimal
de un semigrupo de contracciones {S(t)}t≥0 de clase C0, si el 0 pertenece al resolvente
del operador A.
Teorema 3.2.2
El operador A dado en (3.4) es el generador infinitesimal de un semigrupo de con-
tracciones {S(t)}t≥0 de clase C0.
Demostracio´n:
La linealidad del operador A es inmediata. Resta verificar que A es disipativo, que
0 ∈ ρ(A) y que D(A) es denso en H.
Afirmacio´n 1: El operador A es disipativo, es decir, Re < AU,U >H≤ 0.
En efecto, sea U = (ϕ, ϕt, ψ, ψt, η
t)′ ∈ D(A), tenemos
< AU,U >H=ρ1
∫ L
0
(
k
ρ1
ϕxx +
k
ρ1
ψx)ϕtdx
+ ρ2
∫ L
0
(−
k
ρ2
ϕx +
b˜
ρ2
ψxx −
k
ρ2
ψ +
1
ρ2
∫ ∞
0
g(s)ηxxds)ψtdx
+ b˜
∫ L
0
(
∂
∂x
ψt)ψxdx+ k
∫ L
0
(
∂
∂x
ϕt + ψt)(ϕx + ψ)dx
+
∫ L
0
∫ ∞
0
g(s)
∂
∂x
(ψt − ηs)ηxdsdx
=
∫ L
0
kϕxxϕtdx+ k
∫ L
0
ψxϕtdx− k
∫ L
0
ϕxψtdx+ b˜
∫ L
0
ψxxψtdx
− k
∫ L
0
ψψtdx+
∫ L
0
(
∫ ∞
0
g(s)ηxxds)ψtdx+ b˜
∫ L
0
(ψt)xψxdx
+ k
∫ L
0
(ϕt)xϕxdx+ k
∫ L
0
(ϕt)xψdx+ k
∫ L
0
ψtϕxdx
+ k
∫ L
0
ψtψdx+
∫ ∞
0
g(s)(ηt)xηxds)dx
Aplicando integracio´n por partes y condicio´n frontera, resulta que
< AU,U >H =
∫ L
0
∫ ∞
0
g(s)(ηt)xηxdsdx−
∫ L
0
∫ ∞
0
g(s)ηx(ψt)xdsdx
= −
∫ L
0
∫ ∞
0
g(s)(ηs)xηxdsdx (3.7)
Por otro lado, usando Lema 3.2.1 y ηx(x, 0) = 0, tenemos
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∫ ∞
0
g(s)nx(ns)xds = l´ım
r→∞
∫ r
0
g(s)nx
d
ds
(ηx)
= l´ım
r→∞
[g(s)n2x|
r
0 −
∫ r
0
ηx
d
ds
[g(s)ηx]
= −
∫ ∞
0
g′(s)η2xds−
∫ ∞
0
g(s)nx(ηs)xds
Luego obtenemos ∫ ∞
0
g(s)nx(ns)xds = −
1
2
∫ ∞
0
g′(s)|η2x|ds (3.8)
Reemplazando (3.8) en (3.7) obtenemos
< AU,U >H=
1
2
∫ L
0
∫ ∞
0
g′(s)|nx|
2dsdx
Tomando la parte real y las hipo´tesis sobre g, tenemos:
Re < AU,U > =
1
2
∫ L
0
∫ ∞
0
g′(s)|ηx|
2dsdx
≤ −
1
2
k1
∫ L
0
∫ ∞
0
g(s)|ηx|
2dsdx
≤ 0
Afirmacio´n 2: El operador A es invertible
Queremos probar que dado F = (f 1, f 2, f 3, f 4, f 5) ∈ H, existe un u´nico
U = (u1, u2, u3, u4, η)′ ∈ D(A) tal que AU = F .
En efecto, para F = (f 1, f 2, f 3, f 4, f 5) ∈ H en la ecuacio´n AU = F en te´rminos de
sus componentes, tenemos:
u2 = f 1 ∈ H10 (3.9)
ku1xx + ku
3
x = ρ1f
2 ∈ L2 (3.10)
u4 = f 3 ∈ H10 (3.11)
b˜u3xx +
∫ ∞
0
g(s)ηxxds− k(u
1
x + u
3) = ρ2f
4 ∈ L2 (3.12)
u4 − ηs = f
5 ∈ L2g (3.13)
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De (3.9) y (3.11) obtenemos un u´nico u2 ∈ H10 (0, L) y u
4 ∈ H10 (0, L) respectivamen-
te.
Reemplazando (3.11) en (3.13), tenemos
ηs = f
3 − f 5
y como η(x, 0) = 0, resulta
η(x, s) = sf 3 −
∫ s
0
f 5(y)dy (3.14)
Afirmamos que, ηs ∈ L
2
g(R
+, H10 ), pues
∫ L
0
(
∫ ∞
0
g(s)|nxs|
2ds)dx ≤
∫ L
0
(
∫ ∞
0
g(s)|f 3x − f
5
x |
2ds)dx
≤
∫ L
0
(
∫ ∞
0
g(s)(|f 3x |+ |f
5
x |)
2ds)dx
≤ 4
∫ L
0
∫ ∞
0
g(s)(|f 3x |
2 + |f 5x |
2)dsdx
≤ 4b0‖f
3
x‖
2
L2 + 4‖f
5‖2L2g
Como f 3 ∈ H10 (0;L) y f
5 ∈ L2g(R
+, H10 ), resulta que
∫ L
0
(
∫∞
0
g(s)|ηxs|
2ds)dx es con-
vergente y por ende ηs ∈ L
2
g(R
+, H10 ).
A continuacio´n demostraremos que η ∈ L2g(R
+, H10 (0, L)).
Usando (1.14), integracio´n por partes, la desigualdad de Cauchy-Schwarz, la de-
sigualdad de Young y tomando R > 0, tenemos∫ R
0
g(s)‖ηx‖
2
L2ds ≤
1
2
∫ R
0
g(s)‖ηx‖
2
L2ds+
2
k21
∫ R
0
g(s)‖ηsx‖
2
L2ds.
Luego, haciendo R→∞, tenemos∫ ∞
0
g(s)‖ηx‖
2
L2ds ≤ 2C
∫ ∞
0
g(s)‖η2sx‖L2ds, C =
2
k21
Como ηs ∈ L
2
g(R
+, H10 (0, L)), concluimos que η ∈ L
2
g(R
+, H10 (0, L)).
Ahora queremos demostrar la existencia y unicidad de u1 ∈ H10 (0, L)
y u3 ∈ H10 (0, L).
Reemplazando (3.14) en (3.12), el sistema (3.9)-(3.13), puede ser reescrito como
u2 = f 1 (3.15)
k(u1x + u
3)x = ρ1f
2 (3.16)
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b˜u3xx − k(u
1
x + u
3) = ρ2f
4 +
∫ ∞
0
g(s)(
∫ s
0
f 5xx(x, τ)dτ − sf
3
xx)dx (3.17)
Como no hay me´todos para resolver puntualmente el sistema anterior, pasamos a
su formulacio´n de´bil o formulacio´n variacional. Multiplicamos (3.16) po ω1 ∈ H10 y
(3.17) por ω3 ∈ H10 , en L
2(0, L), tenemos{
k
∫ L
0
(u1x + u
3)xω1dx = ρ1
∫ L
0
f 2w1dx
b˜
∫ L
0
u3xxw
3dx− k
∫ L
0
(u1x + u
3)w3dx = ρ2
∫ L
0
f 4w3dx−
∫ L
0
(
∫∞
0
g(s)ηxxds)ω3dx
Usando integracio´n por partes (para tener linealidad) en el sistema anterior, tenemos
k
∫ L
0
(u1x + u
3)(ω1x + ω
3)dx+ b˜
∫ L
0
u3xω
3
xdx =− ρ1
∫ L
0
f 2ω1dx− ρ2
∫ L
0
f 4ω3dx
−
∫ L
0
(
∫ ∞
0
g(s)ηxds)ω3xdx (3.18)
Consideramos el espacio H1 = H
1
0 (0, L)×H
1
0 (0, L)
con la norma dada por ‖(u1, u3)‖21 = ‖u
1‖2
H1
0
(0,L)
+ ‖u3‖2
H1
0
(0,L)
es un espacio de Hilbert. Por otra parte, es fa´cil ver que H1 con la norma dada por
‖(u1, u3)‖22 = k‖u
1
x + u
3‖2L2 + b˜‖u
3
x‖
2
L2
es un espacio de Hilbert. Se demuestra que las dos normas anteriores son equivalen-
tes.
Definimos la forma sesquilineal
a : H1 ×H1 → C
dada por la parte izquierda de (3.18)
a((u1, u3), (ω1, ω3)) = k
∫ L
0
(u1x + u
3)(ω1x + ω
3dx+ b˜
∫ L
0
u3xω
3
xdx
y cumple lo siguiente
i) a(., .) es coerciva:
a((u1, u3), (u1, u3)) =k‖u1x + u
3‖2L2 + b˜‖u
3
x‖
2
L2
=‖(u1, u3)‖2H1
ii) a(., .) es continua:
|a((u1, u3), (ω1, ω3))| ≤b˜‖u3x‖L2‖ω
3
x‖L2 + k‖u
1
x + u
3‖L2‖ω
1
x + ω
3‖L2
≤C1[k‖u
1
x + u
3‖2L2 + b˜‖u
3
x‖
2
L2 ]
1/2[b˜‖ω3x‖
2
L2 + k‖ω
1
x + ω
3‖2L2 ]
1/2
≤C1‖(u
1, u3)‖H1‖(ω
1, ω3)‖H1 .
Enseguida, se define el funcional
T : H1 → C
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dada por la parte derecha de (3.18)
T (ϕ1, ϕ2) = −ρ1
∫ L
0
f 2ϕ1dx− ρ2
∫ L
0
f 4ϕ2dx−
∫ ∞
0
g(s)(
∫ L
0
ηtxϕ
2
xdx)ds
y cumple lo siguiente.
i) T es lineal, se sigue directamente de la linealidad del producto interno.
ii) T es continua:
Sea ω = (ϕ1, ϕ2),
|T (ω)| ≤ ρ1‖f
2‖L2‖ϕ
1‖L2 + ρ2‖f
4‖L2‖ϕ
2‖L2 +
∫ ∞
0
g(s)(‖ηtx‖L2‖ϕ
2
x‖L2)ds
≤ C1‖ϕ
1‖L2 + C1‖ϕ
2‖L2 + ‖ϕ
2
x‖L2(
∫ ∞
0
g(s)ds)1/2(
∫ ∞
0
g(s)‖ηtx‖
2
L2ds)
1/2
≤ C1‖ϕ
1‖L2 + C1‖ϕ
2‖L2 +
√
b0‖η‖L2g‖ϕ
2
x‖L2
≤ Cp‖ϕ
1
x‖L2 + Cp‖ϕ
2
x‖L2 + C2‖ϕ
2
x‖L2
≤ C3(‖ϕ
1‖H1
0
+ ‖ϕ2‖H1
0
)
Luego
|T (ω)|2 ≤ C4(‖ϕ
1‖H1
0
+ ‖ϕ2‖H1
0
)2
≤ 4C4(‖ϕ
1‖2H1
0
+ ‖ϕ2‖2H1
0
)
≤ C5‖(ϕ
1, ϕ2)‖H1
Asi, |T (ω)| ≤ C‖(ϕ1, ϕ2)‖H1
Luego por el Teorema 2.1.17 , existe un u´nico par (u1, u3) ∈ H10 (0, L)×H
1
0 (0, L) tal
que a((u1, u3), (ϕ1, ϕ2)) = T (ϕ1, ϕ2), ∀(ϕ1, ϕ2) ∈ H10 (0, L)×H
1
0 (0, L).
De (3.10), tenemos
k(u1x + u
3)x = ρ1f
2 ∈ L2(0, L)
Como u3x ∈ L
2(0, L) ( pues u3 ∈ H01 (0, L)), en la expresio´n anterior, resulta que,
u1xx ∈ L
2(0, L), es decir u1 ∈ H2(0, L).
Por otro lado como f 4 en L2(0, L), u3 ∈ H10 (0, L) →֒ L
2(0, L) y u1x ∈ L
2(0, L), en
(3.12), tenemos
b˜u3xx +
∫ ∞
0
g(s)ηtxxds = ρ2f
4 + k(u1x + u
3) ∈ L2(0, L)
es decir,
(b˜u3 +
∫ ∞
0
g(s)ηtds)xx ∈ L
2(0, L).
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Por lo tanto, se obtiene un u´nico U = (u1, u2, u3, u4, η)′ ∈ D(A),tal que AU = F , es
decir el operador A tiene inversa.
Afirmacio´n 3: El operador A−1 : H → D(A) es acotado.
Dado F = (f 1, f 2, f 3, f 4, f 5) ∈ H, existe U = (u1, u2, u3, u4, η) ∈ D(A) tal que
AU = F .
Luego tenemos
u2 = f 1 (3.19)
k(u1x + u
3)x = ρ1f
2 (3.20)
u4 = f 3 (3.21)
−ku1x + b˜u
3
xx − ku
3 +
∫ ∞
0
g(s)ηxxds = ρ2f
4 (3.22)
u4 − ns = f
5 (3.23)
Multiplicando (3.20) por u1, (3.22) por u3 en  L2(0, L), integrando por partes cada
una de las dos ecuaciones resultantes y sumando miembro a miembro se concluye
que
k‖u1x + u
3‖2L2 + b˜‖u
3
x‖
2
L2 = −ρ1
∫ L
0
f 2u1dx− ρ2
∫ L
0
f 4u3dx−
∫ L
0
∫ ∞
0
g(s)nxu3xdsdx
En la expresio´n anterior, usando la desigualdad triangular y la desigualdad de Hol-
der, se tiene
k‖u1x + u
3‖2L2 + b˜‖u
3
x‖
2
L2 ≤ C1‖U‖H‖F‖H + |
∫ L
0
∫ ∞
0
g(s)nxu3x|dsdx
De (3.19) y (3.21) se deduce que
ρ1‖u
2‖2L2 + ρ2‖u
4‖2L2 ≤ C2‖F‖
2
H
donde C2 = max{ρ1, ρ2}.
Utilizando (1.14) y la desigualdad de Cauchy Schwarz se tiene
k1
2
‖η‖2L2g ≤ ‖F‖H‖U‖H .
Usando las desigualdades de Holder y triangular se obtiene
|−ρ1
∫ L
0
f 2u1dx− ρ2
∫ L
0
f 4u3dx| ≤ C3‖F‖H‖U‖H
De las desigualdades de Holder y Young, obtenemos
|
∫ L
0
∫∞
0
g(s)ηxu3xdsdx| ≤
b˜
2
‖u3x‖
2
H + C4‖η‖
2
L2g
, para alguna constante positiva C4.
Luego existe una constante positiva C5, tal que
1
2
‖U‖2H ≤ C5‖F‖
2
H + C5‖F‖H‖U‖H
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Aplicando la desigualdad de Young en la u´ltima parte, se sigue que existe una
constante positiva C tal que:
‖A−1F‖H = ‖U‖H ≤ C‖F‖H .
As´ı de las afirmaciones 2 y 3, obtenemos que 0 ∈ ρ(A).
Afirmacio´n 4: El espacio D(A) es denso en H.
Sabemos que λ0I − A = A(λ0A
−1 − I), pues es la composicio´n de los operadores
A : D(A) → H y (λ0A
−1 − I) : D(A) → D(A),donde λ0I − A : D(A) → H.
Como A−1 es acotado, por el lema 2.5.11, tomando B = λ0A
−1 y S = −I, para
|λ0| < 1/‖A
−1‖, tenemos que (λ0A
−1− I) es invertible, por lo tanto λ0I−A es tam-
bie´n invertible, por ser una composicio´n de operadores invertibles. Luego λ0I − A
es sobreyectivo, para λ0 > 0, en particular para λ0 = 1. Como A es disipativo y H
es de Hilbert se sigue del teorema 2.5.16 parte ii) que D(A) es denso en H.
Luego de las afirmaciones demostradas, se sigue del Corolario 2.5.18 que A es el
generador infinitesimal de un semigrupo de contracciones {S(t)}t≥0 de clase C0.
Teorema 3.2.3 (Existencia y unicidad)
Sea g el nu´cleo que satisface las ecuaciones (1.14)-(1.15) y U0 ∈ D(A). Entonces
existe una u´nica solucio´n U = (ϕ, ϕt, ψ, ψt, η) del sistema (1.9)-(1.11) con condiciones
frontera (3.1) satisfaciendo U ∈ C(R+;D(A)) ∩ C1(R+;H).
Ma´s au´n, si U0 ∈ D(A
n) entonces U ∈ Cn−k(R+;D(Ak)), k = 0, 1, . . . , n.
Demostracio´n: El sistema (1.9)-(1.11) es equivalente al P.V.I.{
Ut = AU
U(0) = U0
(3.24)
Como U0 ∈ D(A) y A es el generador infinitesimal de un semigrupo de contracciones
{S(t)}t≥0 de clase C0, entonces por el teorema 2.5.19, se concluye que existe una
u´nica solucio´n U(t) = S(t)U0 del problema de valor inicial (3.24), satisfaciendo
U ∈ C(R+, D(A)) ∩ C1(R+;H).
Finalmente, si U0 ∈ D(A
n), por la proposicio´n 2.5.9, obtenemos U ∈ Cn−k(R+, D(Ak)),
k = 0, 1, . . . , n.
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Cap´ıtulo 4
Estabilidad Exponencial
Primero, consideraremos el sistema (1.9)-(1.11) con condiciones frontera (3.1) y las
hipo´tesis sobre el nu´cleo g, (1.14)-(1.15) se cumplan.
Demostraremos que la energ´ıa
E(t) =
1
2
∫ L
0
[ρ1|ϕt|
2 + ρ2|ψt|
2 + b˜|ψx|
2 + k|ϕx + ψ|
2 +
∫ ∞
0
g(s)|ηtx|
2ds]dx (4.1)
decae exponencialmente a cero a medida que el tiempo crece indefinidamente, siem-
pre que la condicio´n (1.16) se cumpla. Para ello, usaremos los resultados de Pru¨ss
[16] que indica que un semigrupo {S(t)}t≥0 es exponencialmente estable si, y solo
si, las siguientes condiciones se verifican:
a)
iR ⊂ ρ(A) (conjunto resolvente) (4.2)
y
b)
∃C > 0, ∀U ∈ D(A), ∀λ ∈ R : ‖(iλI − A)−1‖L(H) ≤ C (4.3)
Para ello, usaremos la ecuacio´n resolvente.
Dado U = (u1, u2, u3, u4, η) ∈ D(A) y F = (f 1, f 2, f 3, f 4, f 5) ∈ H, observe que la
ecuacio´n resolvente (iλI − A)U = F , es dada por:
iλu1 − u2 = f 1 (4.4)
iλρ1u
2 − k(u1x + u
3)x = ρ1f
2 (4.5)
iλu3 − u4 = f 3 (4.6)
iλρ2u
4 − b˜u3xx −
∫ ∞
0
g(s)ηtxx(x, s)ds+ k(u
1
x + u
3) = ρ2f
4 (4.7)
iλη + ηs − u
4 = f 5 (4.8)
donde
b0 :=
∫ ∞
0
g(s)ds, b˜ := b− b0 > 0 (4.9)
A continuacio´n, probaremos la condicio´n (4.2) y para probar la condicio´n (4.3)
usaremos una serie de lemas.
32
Lema 4.1
Sea A definido por (3.4) y las hipo´tesis (1.14) y (1.15) sobre el nu´cleo g se verifican.
Entonces el conjunto iR = {iλ : λ ∈ R} esta contenido en ρ(A).
Demostracio´n:
Supongamos que iR ⊂ ρ(A) no es verdadero. Entonces del corolario 2.5.13 existen
ω ∈ R, una sucesio´n (βn)n∈N ∈ R con βn → ω, |βn| < |ω|, una sucesio´n de funcio-
nes Un = (u
1
n, u
2
n, u
3
n, u
4
n, u
5
n) ∈ D(A) con ‖Un‖H = 1 y una sucesio´n de funciones
Fn = (f
1
n, f
2
n, f
3
n, f
4
n, f
5
n) ∈ H tal que Fn → 0 siendo (iβnI − A)Un = Fn, para todo
n ∈ N.
Para este lema, en las ecuaciones (4.4)-(4.8), tomamos Un = U , Fn = F y hacemos
λ = βn.
Afirmacio´n 1: u5n → 0 en L
2
g(R
+, H10 (0, L)).
De la expresio´n anterior, tenemos 〈(iβnI − A)Un, Un〉H = 〈Fn, Un〉H , ∀n ∈ N.
En la expresion anterior,tomando la parte real y las hipo´tesis sobre g tenemos
k1
2
∫ L
0
∫ ∞
0
g(s)|u5nx|
2dsdx ≤ −
1
2
∫ L
0
∫ ∞
0
g′(s)|u5nx|
2dsdx = Re〈Fn, Un〉H
≤ |〈Fn, Un〉|, ∀n ∈ N
Como Fn → 0 en H y (Un)n∈N es acotada, resulta que 〈Fn, Un〉 → 0, cuando n→∞.
Luego, tenemos l´ım
n→∞
∫ L
0
∫∞
0
g(s)|u5nx|
2dsdx = 0, es decir ‖u5n‖L2g → 0
As´ı obtenemos
u5n → 0 en L
2
g(R
+;H10 (0, L)) (4.10)
Afirmacio´n 2: u4n → 0 en H
1
0 (0, L)
En (4.8), derivamos la expresio´n con respecto a x, luego multiplicando por∫ L
0
∫∞
0
g(s)u4nxdsdx y usando las desigualdades de Holder y Young, obtenemos
‖u4nx‖
2
L2 ≤ C‖u
5
n‖
2
L2g
+ C‖f 5n‖
2
L2g
Como Fn → 0 y de (4.10), por la equivalencia de normas, obtenemos:
u4n → 0 en H
1
0 (0, L) →֒ L
2(0, L) (4.11)
Afirmacio´n 3: u3nx → 0 en L
2(0, L).
Haciendo n→∞ y usando (4.11) en (4.6), obtenemos
u3n → 0 en H
1
0 (0, L) (4.12)
As´ı por la equivalencia de normas, u3nx → 0 en L
2(0, L).
Afirmacio´n 4: u1nx + u
3
n → 0 en L
2(0, L)
En (4.7) multiplicamos por (u1nx + u
3
n) en L
2(0, L) y realizando integracio´n por par-
tes tenemos
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k∫ L
0
|u1nx + u
3
n|
2dx = −iβnρ2
∫ L
0
u4n(u
1
nx + u
3
n)dx− b˜
∫ L
0
u3nx(u
1
nx + u
3
n)xdx
−
∫ ∞
0
g(s)
∫ L
0
u5nx(u
1
nx + u
3
n)xdxds+ ρ2
∫ L
0
f 4n(u
1
nx + u
3
n)dx
+ [(b˜u3nx +
∫ ∞
0
g(s)u5nxds)u
1
nx]
x = L
x = 0
(4.13)
Luego, sustituyendo (u1nx + u
3
n)x dado en (4.5), en (4.13), tenemos
k
∫ L
0
|u1nx + u
3
n|
2dx = −iβnρ2
∫ L
0
u4n(u
1
nx + u
3
n)dx+
b˜
k
∫ L
0
u3nx(ρ1f
2 − iβnρ1u2n)dx
+
1
k
∫ ∞
0
g(s)
∫ L
0
u5nx(ρ1f
2
n − iβnρ1u
2
n)dxds+ ρ2
∫ L
0
f 4n(u
1
nx + u
3
n)dx
+[(b˜u3nx +
∫ ∞
0
g(s)u5nxds)u
1
nx]
x = L
x = 0︸ ︷︷ ︸
:=M
(4.14)
Ahora vamos a estimar cada te´rmino del lado derecho de (4.14).
Usando las desigualdades de Cauchy-Schwarz y Poincare, observando que |βn| < |ω|,
tenemos
|−iβnρ2
∫ L
0
u4n(u
1
nx + u
3
n)dx| ≤ C|ω|‖u
4
nx‖L2‖u
1
nx + u
3
n‖L2 (4.15)
|
b˜
k
∫ L
0
u3nx(ρ1f
2
n − iβnρ1u
2
n)dx| ≤ C‖u
3
nx‖L2(|w|‖u
2
n‖L2 + ‖f
2
n‖L2) (4.16)
|
1
k
∫ ∞
0
g(s)
∫ L
0
u5nx(ρ1f
2
n − iβnρ1u
2
n)dxds| ≤ C‖u
5
n‖L2g(‖f
2
n‖L2 + |ω|‖u
2
n‖L2) (4.17)
y
|ρ2
∫ L
0
f 4n(u
1
nx + u
3
n)dx| ≤ C‖f
4
n‖L2‖u
1
nx + u
3
n‖L2 (4.18)
donde C es una constante positiva.
En lo que sigue analizaremos el te´rmino M, para ello tomamos q ∈ C1([0, L]) tal que
q(0) = −q(L) = 1. Luego, multiplicando la ecuacio´n (4.7) por q(x)(b˜u3nx +
∫∞
0
g(s)u5nxds)
e integrando por partes en L2(0, L), tenemos
−[
q(x)
2
(b˜u3nx +
∫ ∞
0
g(s)u5nxds)
2]
x = L
x = 0
=−
1
2
∫ L
0
q′(x)(b˜u3nx +
∫ ∞
0
g(s)u5nxds)
2dx
− iβnρ2
∫ L
0
u4nq(x)(b˜u
3
nx +
∫ ∞
0
g(s)u5nxds)dx
− k
∫ L
0
(u1nx + u
3
n)q(x)(b˜u
3
nx +
∫ ∞
0
g(s)u5nxds)dx
+ ρ2
∫ L
0
f 4nq(x)(b˜u
3
nx +
∫ ∞
0
g(s)u5nxds)dx
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Usando las desigualdades de Young y Cauchy-Schwarz en cada te´rmino, la ecuacio´n
anterior puede ser reescrita como
−[
q(x)
2
|b˜u3nx +
∫ ∞
0
g(s)u5nxds|
2]
x = L
x = 0
≤C(‖u4n‖
2
L2 + ‖u
3
nx‖
2
L2 + ‖u
5
n‖
2
L2g
+ ‖f 4n‖
2
L2)
+ C‖u1nx + u
3
n‖L2(‖u
3
nx‖L2 + ‖u
5
n‖L2g)
(4.19)
De las convergencias (4.10),(4.11)y (4.12), observando que Fn → 0 en H, cuando
n→∞ y tomando en cuenta las estimaciones (4.15)-(4.19), podemos concluir que
|−iβnρ2
∫ L
0
u4n(u
1
nx + u
3
n)dx| → 0 (4.20)
|
b˜
k
∫ L
0
u3nx(ρ1f
2
n − iβnρ1u
2
n)dx| → 0 (4.21)
|
1
k
∫ ∞
0
g(s)
∫ L
0
u5nx(ρ1f
2
n − iβnρ1u
2
n)dxds| → 0 (4.22)
|ρ2
∫ L
0
f 4n(u
1
nx + u
3
n)dx| → 0 (4.23)
|[(b˜u3nx +
∫ ∞
0
g(s)u5nx)u
1
nx]
x = L
x = 0
| → 0 (4.24)
cuando n→∞ y porque ω 6= 0.
Por lo tanto, de (4.14), k
∫ L
0
|u1nx + u
3
n|
2dx→ 0, cuando n→∞,
de lo cual se deduce que
(u1nx + u
3
n)→ 0 en L
2(0, L) (4.25)
Afirmacio´n 5: u2n → 0 en L
2(0, L)
De (4.5) y de las convergencias halladas, obtenemos
u2n → 0 en L
2(0, L) (4.26)
Ya que, ‖Un‖H = 1, ∀n ∈ N, tenemos una contradiccio´n y la prueba del lema se
completa.
Lema 4.2
Supongamos que las condiciones (1.14) y (1.15) se cumplen. Entonces para cada
F ∈ H existe una constante positiva C tal que∫ L
0
∫∞
0
g(s)|ηx|
2dsdx ≤ C‖U‖H‖F‖H
Demostracio´n:
Multiplicando (4.5) por u2 e integrando en L2(0, L), tenemos
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iλρ1
∫ L
0
u2u2dx− k
∫ L
0
(u1x + u
3)xu2dx =
∫ L
0
ρ1f
2u2dx
Luego integrando por partes, tenemos
iλρ1
∫ L
0
|u2|2dx+ k
∫ L
0
(u1x + u
3)u2xdx = ρ1
∫ L
0
f 2u2dx
Ahora, usando (4.4): u2 = iλu1 − f 1, en la ecuacio´n anterior tenemos
iλρ1
∫ L
0
|u2|2dx−iλk
∫ L
0
(u1x+u
3)u1xdx = ρ1
∫ L
0
f 2u2dx+k
∫ L
0
(u1x+u
3)f 1xdx (4.27)
Multiplicando (4.7) por u4 en L2(0, L), tenemos
iλρ2
∫ L
0
u4u4dx− b˜
∫ L
0
u3xxu
4dx−
∫ L
0
(
∫ ∞
0
g(s)ηxxds)u4dx+ k
∫ L
0
(u1x + u
3)u4dx
= ρ2
∫ L
0
f 4u4dx
Luego, obtenemos
iλρ2
∫ L
0
|u4|2dx+
∫ L
0
∫ ∞
0
g(s)ηxu4xdsdx︸ ︷︷ ︸
:=I1
+ b˜
∫ L
0
u3xu
4
xdx+ k
∫ L
0
(u1x + u
3)u4dx︸ ︷︷ ︸
:=I2
= ρ2
∫ L
0
f 4u4dx
Sustituyendo u4 dado por (4.8), (4.6) en I1 y I2 respectivamente, obtenemos
iλρ2
∫ L
0
|u4|2dx− iλb˜
∫ L
0
|u3x|
2dx− iλ
∫ L
0
∫ ∞
0
g(s)|ηx|
2dsdx− iλk
∫ L
0
(u1x + u
3)u3dx
+
∫ L
0
∫ ∞
0
g(s)ηxηxsdsdx =ρ2
∫ L
0
f 4u4dx+ b˜
∫ L
0
u3xf
3
xdx+ k
∫ L
0
(u1x + u
3)f 3dx
+
∫ L
0
∫ ∞
0
g(s)ηxf 5xdsdx (4.28)
Sumando (4.27) con (4.28) y tomando la parte real, tenemos∫ L
0
∫ ∞
0
g(s)ηxηxsdsdx =ρ1
∫ L
0
f 2u2dx+ k
∫ L
0
(u1x + u
3)f 1xdx+ ρ2
∫ L
0
f 4u4dx
+ b˜
∫ L
0
u3xf
3
xdx+ k
∫ L
0
(u1x + u
3)f 3dx+
∫ L
0
∫ ∞
0
g(s)ηxf 5xdsdx
(4.29)
Usando (3.7) y (1.14) obtenemos
1
2
k1
∫ ∞
0
g(s)|ηx|
2ds ≤ −
1
2
∫ ∞
0
g′(s)|ηx|
2ds = −
1
2
∫ ∞
0
g′(s)ηxηxds =
∫ ∞
0
g(s)ηxηsxds
Luego reemplazando la expresio´n anterior en (4.29), obtenemos
1
2
k1
∫ L
0
∫ ∞
0
g(s)|ηx|
2dsdx ≤ ρ1
∫ L
0
f 2u2dx+ k
∫ L
0
(u1x + u
3)(f 1x + f
3)dx+ ρ2
∫ L
0
f 4u4dx
+ b˜
∫ L
0
u3xf
3
xdx+
∫ L
0
∫ ∞
0
g(s)ηxf 5xdsdx (4.30)
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Ahora vamos a estimar cada te´rmino del lado derecho de la expresio´n anterior.
Usando la desigualdad de Holder, tenemos
ρ1
∫ L
0
f 2u2dx ≤ C1‖U‖H‖F‖H
k
∫ L
0
(u1x + u
3)(f 1x + f
3)dx ≤ C1‖U‖H‖F‖H
ρ2
∫ L
0
f 4u4dx ≤ C1‖U‖H‖F‖H
b˜
∫ L
0
u3xf
3
xdx ≤ C1‖U‖H‖F‖H
∫ L
0
∫∞
0
g(s)ηxf 5xdsdx ≤ C1‖U‖H‖F‖H
Sustituyendo las expresiones anteriores en (4.30), para una constante C > 0, obte-
nemos
∫ L
0
∫∞
0
g(s)|ηx|
2dsdx ≤ C‖U‖H‖F‖H .
Lema 4.3
Supongamos que las condiciones (1.14) y (1.15) sobre el nu´cleo g se verifican. En-
tonces existe una constante positiva C tal que
ρ2
∫ L
0
|u4|2dx ≤ C‖U‖H‖F‖H + C‖U‖
1/2
H ‖F‖
1/2
H (‖u
3
x‖L2 + ‖u
1
x + u
3‖L2)
Demostracio´n:
Multiplicando (4.7) por
∫∞
0
g(s)η¯ds en L2(0, L), tenemos
iλρ2
∫ L
0
∫ ∞
0
g(s)ηu4dsdx− b˜
∫ L
0
∫ ∞
0
g(s)ηu3xxdsdx−
∫ L
0
(
∫ ∞
0
g(s)ηxxds)(
∫ ∞
0
g(s)ηds)dx
+ k
∫ L
0
∫ ∞
0
g(s)η(u1x + u
3)dsdx = ρ2
∫ L
0
∫ ∞
0
g(s)ηf 4dsdx
Aplicando integracio´n por partes y condicio´n frontera para η en la expresio´n ante-
rior, obtenemos
iλρ2
∫ L
0
∫ ∞
0
g(s)ηu4dsdx︸ ︷︷ ︸
:=I3
+b˜
∫ L
0
∫ ∞
0
g(s)ηxu
3
xdsdx+
∫ L
0
|
∫ ∞
0
g(s)ηxds|
2dx
+ k
∫ L
0
∫ ∞
0
g(s)(u1x + u
3)ηdsdx = ρ2
∫ L
0
∫ ∞
0
g(s)ηf 4dsdx
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Sustituyendo η dado por (4.8) en I3, en la expresio´n anterior, obtenemos
ρ2
∫ L
0
∫ ∞
0
g(s)ηsu
4dsdx+b˜
∫ L
0
∫ ∞
0
g(s)ηxu
3
xdsdx+
∫ L
0
|
∫ ∞
0
g(s)ηxds|
2dx
+k
∫ L
0
∫ ∞
0
g(s)(u1x + u
3)ηdsdx =ρ2
∫ L
0
∫ ∞
0
g(s)ηf 4dsdx+ ρ2
∫ L
0
∫ ∞
0
g(s)|u4|2dsdx
+ ρ2
∫ L
0
∫ ∞
0
g(s)f 5u4dsdx
Despejando el penu´ltimo te´rmino del lado derecho de la expresio´n anterior y tenien-
do en cuenta que b0 =
∫∞
0
g(s)ds, obtenemos
ρ2b0
∫ L
0
|u4|2dx =− ρ2
∫ L
0
∫ ∞
0
g(s)u4f 5dsdx+ ρ2
∫ L
0
∫ ∞
0
g(s)ηsu
4dsdx
+ b˜
∫ L
0
∫ ∞
0
g(s)ηxu
3
xdsdx+ k
∫ L
0
∫ ∞
0
g(s)(u1x + u
3)ηdsdx
+
∫ L
0
|
∫ ∞
0
g(s)ηxds|
2dx− ρ2
∫ L
0
∫ ∞
0
g(s)ηf 4dsdx (4.31)
Ahora vamos a estimar cada uno de los te´rminos del lado derecho de (4.31).
Aplicando las desigualdades de Holder y Poincare, obtenemos
|−ρ2
∫ L
0
∫ ∞
0
g(s)u4f 5dsdx| ≤ C1‖U‖H‖F‖H (4.32)
Usando la desigualdad de Holder y Lema 4.2, obtenemos
∫ L
0
|
∫ ∞
0
g(s)ηxds|
2dx ≤
∫ L
0
[(
∫ ∞
0
g1/2(s)g1/2(s)|ηx|ds]
2dx
≤
∫ L
0
[(
∫ ∞
0
(g1/2(s)ds)2)1/2(
∫ ∞
0
(g1/2(s)|ηx|ds)
2)1/2]2dx
≤ [
∫ L
0
(
∫ ∞
0
g(s)ds)(
∫ ∞
0
g(s)|η2x|ds)dx
≤ b0
∫ L
0
(
∫ ∞
0
g(s)|ηx|
2ds)dx
≤ C1‖U‖H‖F‖H (4.33)
Empleando la desigualdad de Young, integracio´n por partes con respecto a s, las
propiedades de g, la desigualdad de Poincare y Lema 4.2, obtenemos
|ρ2
∫ L
0
∫ ∞
0
g(s)η¯su
4dsdx| ≤ b0
ρ2
2
∫ L
0
|u4|2dx+ C1‖U‖H‖F‖H (4.34)
Por otro lado, del Lema 4.2, de las desigualdades de Holder y Poincare, obtenemos
|k
∫ L
0
∫ ∞
0
g(s)(u1x + u
3)ηdsdx| ≤ C1‖u
1
x + u
3‖L2(‖U‖H‖F‖H)
1/2 (4.35)
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Empleando la desigualdad de Holder y Lema 4.2, obtenemos
|b˜
∫ L
0
∫ ∞
0
g(s)ηxu
3
xdsdx| ≤ C1‖U‖
1/2
H ‖F‖
1/2
H ‖u
3
x‖L2 (4.36)
Nuevamente usando las desigualdades de Holder y Poincare, obtenemos
|−ρ2
∫ L
0
∫ ∞
0
g(s)ηf 4dsdx| ≤ C1‖U‖H‖F‖H (4.37)
Sustituyendo (4.32)-(4.37) en (4.31), para una constante C > 0 obtenemos
ρ2
∫ L
0
|u4|2dx ≤ C‖U‖H‖F‖H + C‖U‖
1/2
H ‖F‖
1/2
H (‖u
3
x‖L2 + ‖u
1
x + u
3‖L2)
Lema 4.4
Supongamos que se verifican las hipo´tesis del Lema 4.2. Entonces para cada ǫ1 > 0,
existe Cǫ1 > 0 tal que
b˜
∫ L
0
|u3x|
2dx ≤ Cǫ1‖U‖H‖F‖H + Cǫ1‖U‖
1/2
H ‖F‖
1/2
H ‖u
1
x + u
3‖L2 + ǫ1ρ1‖u
2‖2L2
Demostracio´n:
Para estimar u3, introducimos el multiplicador ω dado por la solucio´n del problema
de Dirichlet: −ωxx = u
3
x, ω(0) = ω(L) = 0
Luego ω se puede escribir como
ω(x) = −
∫ x
0
u3(y)dy +
x
L
∫ L
0
u3(y)dy ≡ G(u3)(x).
Es claro que G es una aplicacio´n lineal.
Multiplicando (4.7) por u3 en L2(0, L) y usando integracio´n por partes obtenemos
iλρ2
∫ L
0
u4u3dx︸ ︷︷ ︸
:=I4
+b˜
∫ L
0
|u3x|
2dx+
∫ L
0
∫ ∞
0
g(s)ηxu3xdsdx
+ k
∫ L
0
u1xu
3dx+ k
∫ L
0
|u3|2dx = ρ2
∫ L
0
f 4u3dx
Sustituyendo iλu3 dado por (4.6) en I4, obtenemos
b˜
∫ L
0
|u3x|
2dx+ k
∫ L
0
u1xu
3dx+ k
∫ L
0
|u3|2dx
= ρ2
∫ L
0
|u4|2dx−
∫ L
0
∫ ∞
0
g(s)ηxu3xdsdx+ ρ2
∫ L
0
f 4u3dx+ ρ2
∫ L
0
u4f 3dx (4.38)
Por otro lado, multiplicando (4.5) por ω en L2(0, L), tenemos
iλρ1
∫ L
0
u2ωdx− k
∫ L
0
(u1x + u
3)xωdx = ρ1
∫ L
0
f 2ωdx
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Usando integracio´n por partes y condiciones de ω, en la expresio´n anterior, tenemos
k
∫ L
0
u1xωxdx+ k
∫ L
0
u3ωxdx = ρ1
∫ L
0
f 2ωdx− iλρ1
∫ L
0
u2ω (4.39)
Luego usando integracio´n por partes y condiciones de ω, tenemos
k
∫ L
0
u3ωxdx = −k
∫ L
0
|ωx|
2dx
De (4.6) y de la linealidad de ω(x) = G(u3)(x), tenemos
−iλω = G(f 3) +G(u4)
Reemplazando las dos expresiones anteriores en (4.39), obtenemos
k
∫ L
0
u1xωxdx− k
∫ L
0
|ωx|
2dx = ρ1
∫ L
0
f 2ωdx+ ρ1
∫ L
0
u2[G(f 3) +G(u4)]dx (4.40)
Usando integracio´n por partes y condiciones de ω, obtenemos
∫ L
0
u1xωxdx = −
∫ L
0
u1xu
3dx
Reemplazando la expresio´n anterior en (4.40) y luego en (4.38), obtenemos
b˜
∫ L
0
|u3x|
2dx− k(
∫ L
0
|ωx|
2dx−
∫ L
0
|u3|2dx)
= ρ2
∫ L
0
f 4u3dx+ ρ2
∫ L
0
u4f 3dx+ ρ1
∫ L
0
u2G(f 3)dx+ ρ1
∫ L
0
f 2ωdx+ ρ2
∫ L
0
|u4|2dx
−
∫ L
0
∫ ∞
0
g(s)ηxu3xdsdx+ ρ1
∫ L
0
u2G(u4)dx
(4.41)
Ahora vamos a estimar cada uno de los te´rminos del lado derecho de la expresio´n
anterior.
Usando integracio´n por partes, desigualdad de Holder y como ωxx = −u
3
x, tenemos
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∫ L
0
|ωx|
2dx = −
∫ L
0
ωxxωdx
= −
∫ L
0
u3ωxdx
≤
∫ L
0
|u3||ωx|dx
≤ ‖u3‖L2‖ωx‖L2 ,
se sigue que
∫ L
0
|ωx|
2dx ≤
∫ L
0
|u3|2dx (4.42)
Aplicando la desigualdad de Young y como |G(u4)(x)|2 ≤ 4L‖u4‖2L2 , obtenemos
|ρ1
∫ L
0
u2G(u4)dx| ≤ ρ1
ǫ1
2
‖u2‖2L2 + C
′
ǫ1‖u
4‖2L2 (4.43)
Aplicando las desigualdades de Holder y Poincare, obtenemos
|ρ2
∫ L
0
f 4u3dx| ≤ C‖U‖H‖F‖H (4.44)
|ρ2
∫ L
0
u4f 3dx| ≤ C‖U‖H‖F‖H (4.45)
|ρ1
∫ L
0
u2G(f 3)dx| ≤ C‖U‖H‖F‖H (4.46)
|ρ1
∫ L
0
f 2ωdx| ≤ C‖U‖H‖F‖H (4.47)
Usando la desigualdad de Holder, la desigualdad de Young y Lema 4.2, obtenemos
|−
∫ L
0
∫ ∞
0
g(s)ηxu3xdsdx| ≤
b˜
4
‖u3x‖
2 + C‖U‖H‖F‖H (4.48)
Sustituyendo (4.42)-(4.48) en (4.41) y tomando C1 > 0 tenemos
b˜
∫ L
0
|u3x|
2dx ≤ C1‖U‖H‖F‖H+(ρ2+C
′
ǫ1)
∫ L
0
|u4|2dx+
ρ1ǫ1
2
∫ L
0
|u2|2dx+
b˜
4
∫ L
0
|u3x|
2dx
(4.49)
Aplicando el Lema 4.3, en (4.49), existe una constante positiva C˜ǫ1 tal que
b˜
∫ L
0
|u3x|
2dx ≤ C1‖U‖H‖F‖H + C˜ǫ1‖U‖H‖F‖H
+ C˜ǫ1‖U‖
1/2
H ‖F‖
1/2
H (‖u
3
x‖L2 + ‖u
1
x + u
3‖L2)
+
ρ1ǫ1
2
∫ L
0
|u2|2 +
b˜
4
∫ L
0
|u3x|
2dx
Aplicando la desigualdad de Young, en la expresio´n anterior para una constante
Cǫ1 > 0, obtenemos
b˜
∫ L
0
|u3x|
2dx ≤ Cǫ1‖U‖H‖F‖H + Cǫ1‖U‖
1/2
H ‖F‖
1/2
H ‖u
1
x + u
3‖L2 + ρ1ǫ1‖u
2‖2L2 .
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Lema 4.5
Supongamos que se verifican las hipo´tesis del Lema 4.2, la condicio´n (1.16), es decir,
ρ1
k
=
ρ2
b
. Entonces para cada ǫ2 > 0, existe Cǫ2 > 0 tal que
k
∫ L
0
|u1x+u
3|2dx ≤ Cǫ2‖U‖H‖F‖H+Re([b˜u
3
x+
∫∞
0
g(s)ηxds]u1x)
x = L
x = 0
+(ǫ1+ǫ2)‖u
2‖2L2 ,
donde ǫ1 es dado por el Lema 4.4.
Demostracio´n:
Multiplicando (4.7) por u1x + u
3 en L2(0, L), tenemos
iλρ2
∫ L
0
u4(u1x + u
3)dx− ([b˜u3x +
∫ ∞
0
g(s)ηxds]u1x)
x = L
x = 0
+ k
∫ L
0
|u1x + u
3|2dx
+
∫ L
0
[b˜u3x +
∫ ∞
0
g(s)ηxds](u1x + u
3)xdx︸ ︷︷ ︸
:=I5
= ρ2
∫ L
0
f 4(u1x + u
3)dx
En la expresio´n anterior reemplazamos (4.5), en I5 y obtenemos
iλρ2
∫ L
0
u4u1xdx︸ ︷︷ ︸
:=I6
+ iλρ2
∫ L
0
u4u3dx︸ ︷︷ ︸
:=I7
−([b˜u3x +
∫ ∞
0
g(s)ηxds]u1x)
x = L
x = 0
− iλb˜
ρ1
k
∫ L
0
u3xu
2dx−iλ
ρ1
k
∫ L
0
∫ ∞
0
g(s)ηxu2dsdx︸ ︷︷ ︸
:=I8
−
ρ1
k
∫ L
0
∫ ∞
0
g(s)ηxf 2dsdx
−
b˜ρ1
k
∫ L
0
u3xf
2dx+ k
∫ L
0
|u1x + u
3|2dx = ρ2
∫ L
0
f 4(u1x + u
3)dx (4.50)
De (4.4) tenemos: iλu1x = −(f
1
x + u
2
x) y luego de (4.6) tenemos: u
4 = iλu3 − f 3, por
lo tanto, reemplazando en I6 obtenemos
I6 = −iλρ2
∫ L
0
u3u2xdx− ρ2
∫ L
0
u4f 1xdx+ ρ2
∫ L
0
f 3u2xdx (4.51)
Usando (4.6) en I7, obtenemos
I7 = −ρ2
∫ L
0
|u4|2dx− ρ2
∫ L
0
u4f 3dx (4.52)
Sustituyendo η dado por (4.8) en I8, obtenemos
I8 =
ρ1
k
∫ L
0
∫∞
0
g(s)ηxsu2dsdx−
ρ1b0
k
∫ L
0
u4xu
2dx−
ρ1
k
∫ L
0
∫∞
0
g(s)f 5xu
2dsdx
De (4.6) tenemos: u4x = iλu
3
x − f
3
x , como g es decreciente y usando integracio´n por
partes, podemos reescribir I8 como
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I8 = −
ρ1
k
∫ L
0
∫ ∞
0
g′(s)ηxu2dsdx− iλ
ρ1b0
k
∫ L
0
u3xu
2dx+
ρ1b0
k
∫ L
0
f 3xu
2dx
−
ρ1
k
∫ L
0
∫ ∞
0
g(s)f 5xu
2dsdx (4.53)
Usando (4.51), (4.52) y (4.53) en (4.50) obtenemos
iλb(
ρ1
k
−
ρ2
b
)
∫ L
0
u3u2xdx+ k
∫ L
0
|u1x + u
3|2dx = ([b˜u3x +
∫ ∞
0
g(s)ηxds]u1x)
x = L
x = 0
+ ρ2
∫ L
0
|u4|2dx+
ρ1
k
∫ L
0
∫ ∞
0
g′(s)ηxu2dsdx
+
ρ1b˜
k
∫ L
0
u3xf
2dx
+
ρ1
k
∫ L
0
∫ ∞
0
g(s)ηxf 2dsdx
+ ρ2
∫ L
0
f 4(u1x + u
3)dx
+ ρ2
∫ L
0
u4f 3dx+ ρ2
∫ L
0
u4f 1xdx
+ (ρ2 −
ρ1b0
k
)
∫ L
0
f 3xu
2dx
+
ρ1
k
∫ L
0
∫ ∞
0
g(s)f 5xu
2dsdx
Puesto que
ρ1
k
=
ρ2
b
, reemplazando en la ecuacio´n anterior y tomando la parte real,
obtenemos
k
∫ L
0
|u1x + u
3|2dx = Re{([b˜u3x +
∫ ∞
0
g(s)ηxds]u1x)
x = L
x = 0
}+ ρ2
∫ L
0
|u4|2dx
+
ρ1
k
Re{
∫ L
0
∫ ∞
0
g′(s)ηxu2dsdx}
+ ρ1
b˜
k
Re{
∫ L
0
u3xf
2dx}
+
ρ1
k
Re{
∫ L
0
∫ ∞
0
g(s)ηxf 2dsdx}
+ ρ2Re{
∫ L
0
f 4(u1x + u
3)dx}
+ ρ2Re{
∫ L
0
u4(f 1x + f
3)dx}
+ (ρ2 −
ρ1b0
k
)Re{
∫ L
0
f 3xu
2dx}
+
ρ1
k
Re{
∫ L
0
∫ ∞
0
g(s)f 5xu
2dsdx} (4.54)
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Ahora vamos a estimar cada uno de los te´rminos del lado derecho de (4.54).
Aplicando el Lema 4.3, desigualdad de Young y Lema 4.4 para alguna constante
positiva C˜ǫ1 , obtenemos
ρ2
∫ L
0
|u4|2dx ≤ C˜ǫ1‖U‖H‖F‖H +
k
2
‖u1x + u
3‖2L2 +
ǫ1
2
‖u2‖2L2 (4.55)
Aplicando las hipo´tesis sobre g, desigualdad de Young y Lema 4.2 para alguna
constante positiva C˜ǫ2 , obtenemos
ρ1
k
∫ L
0
∫ ∞
0
g′(s)ηxu2dsdx ≤
ρ1k0
k
∫ L
0
∫ ∞
0
g(s)|ηx||u2|dsdx
≤
ρ1k0
k
∫ L
0
|u2|
∫ ∞
0
g(s)|ηx|dsdx
≤
ǫ2
2
‖u2‖2L2 + C˜ǫ2‖U‖H‖F‖H (4.56)
Aplicando la desigualdad de Cauchy-Schwarz, obtenemos
ρ1
b˜
k
∫ L
0
u3xf
2 ≤ ρ1
b˜
k
‖u3x‖L2‖f
2‖L2 ≤ C‖U‖H‖F‖H (4.57)
ρ1
k
∫ L
0
∫ ∞
0
g(s)ηxf 2dsdx ≤
ρ1
k
‖η‖L2g‖f
2‖L2 ≤ C‖U‖H‖F‖H (4.58)
ρ2
∫ L
0
f 4(u1x + u
3)dx ≤ ρ2‖u
1
x + u
3‖L2‖f
4‖L2 ≤ C‖U‖H‖F‖H (4.59)
ρ2
∫ L
0
u4(f 1x + f
3)dx ≤ ρ2‖u
4‖L2‖f
1
x + f
3‖L2 ≤ C‖U‖H‖F‖H (4.60)
(ρ2 −
ρ1b0
k
)
∫ L
0
f 3xu
2dx ≤ (ρ2 −
ρ1b0
k
)‖u2‖L2‖f
3
x‖L2 ≤ C‖U‖‖F‖H (4.61)
ρ1
k
∫ L
0
∫ ∞
0
g(s)f 5xu
2dsdx ≤
ρ1
k
‖u2‖L2‖f
5‖L2g ≤ C‖U‖H‖F‖H (4.62)
Sustituyendo (4.55)-(4.62) en (4.54), obtenemos
k
∫ L
0
|u1x + u
3|2dx ≤ Re([b˜u3x +
∫ ∞
0
g(s)ηxds]u1x)
x = L
x = 0
+
k
2
‖u1x + u
3‖2L2 + (
ǫ1
2
+
ǫ2
2
)‖u2‖2L2 + (C1 + C˜ǫ1 + C˜ǫ2)‖U‖H‖F‖H
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Luego, para cada ǫ2, existe una constante positiva Cǫ2 tal que
k
∫ L
0
|u1x + u
3|2dx ≤ Re([b˜u3x +
∫ ∞
0
g(s)ηxds]u1x)
x = L
x = 0
+ (ǫ1 + ǫ2)‖u
2‖2L2 + Cǫ2‖U‖H‖F‖H
Lema 4.6
Supongamos que se verifica las condiciones del Lema 4.5 y sea q ∈ C1([0, L]) tal que
q(0) = −q(L) = 1. Entonces existen constantes positivas C,Cq tal que
i)
−(
q(x)
2
|b˜u3x +
∫ ∞
0
g(s)ηxds|
2)
x = L
x = 0
≤ C‖U‖H‖F‖H + C‖U‖
1/2
H ‖F‖
1/2
H ‖u
1
x + u
3‖L2
+ ǫ1Cρ1‖u
2‖L2 + Cq‖u
3
x‖L2‖u
1
x + u
3‖L2
y
ii)
−(
q(x)
2
|u1x|
2)
x = L
x = 0
≤ C‖U‖H‖F‖H + Cq(‖u
1
x + u
3‖2L2 + ρ1‖u
2‖2L2)
Demostracio´n:
i) Multiplicando (4.7) por q(x)(b˜u3x +
∫∞
0
g(s)ηxds) en L
2(0, L) tenemos
iλρ2
∫ L
0
u4q(x)(b˜u3x +
∫ ∞
0
g(s)ηxds)dx︸ ︷︷ ︸
:=I9
−
∫ L
0
(b˜u3xx +
∫ ∞
0
g(s)ηxxds)q(x)(b˜u3x +
∫ ∞
0
g(s)ηxds)dx︸ ︷︷ ︸
:=I10
+ k
∫ L
0
q(x)(u1x + u
3)(b˜u3x +
∫ ∞
0
g(s)ηxds)dx
= ρ2
∫ L
0
f 4q(x)(b˜u3x +
∫ ∞
0
g(s)ηxds)dx (4.63)
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De (4.6) tenemos: iλu3x = −u
4
x − f
3
x y de (4.8) tenemos: iληx = ηsx − f
5
x − u
4
x,
reemplazando en I9, tenemos
I9 =ρ2
∫ L
0
u4q(x)[b˜(−u4x − f
3
x) +
∫ ∞
0
g(s)(ηsx − f 5x − u
4
x)ds]dx
=− ρ2b˜
∫ L
0
q(x)u4u4xdx− ρ2b˜
∫ L
0
q(x)u4f 3xdx+ ρ2
∫ L
0
u4q(x)(
∫ ∞
0
g(s)ηsxds)dx
− ρ2
∫ L
0
q(x)u4(
∫ ∞
0
g(s)f 5xds)dx− ρ2
∫ L
0
u4q(x)(
∫ ∞
0
g(s)u4xds)dx
=− ρ2(b−
∫ ∞
0
g(s)ds)
∫ L
0
q(x)u4u4xdx− ρ2b˜
∫ L
0
q(x)u4f 3xdx
+ ρ2
∫ L
0
u4q(x){(g(s)ηx)
s =∞
s = 0
−
∫ ∞
0
ηxg
′(s)ds}dx
− ρ2
∫ L
0
u4q(x)(
∫ ∞
0
g(s)f 5xds)dx
− ρ2
∫ L
0
u4q(x)u4x(
∫ ∞
0
g(s)ds)dx
=− ρ2b
∫ L
0
q(x)u4u4xdx− ρ2b˜
∫ L
0
u4q(x)f 3xdx
− ρ2
∫ L
0
∫ ∞
0
u4q(x)g′(s)ηxdsdx
− ρ2
∫ L
0
∫ ∞
0
u4q(x)g(s)f 5xdsdx (4.64)
Usando integracio´n por partes, obtenemos
Re(
∫ L
0
q(x)u4u4xdx) = −
1
2
∫ L
0
q′(x)|u4|2dx (4.65)
De (4.65) en (4.64), tomando la parte real en I9, obtenemos
Re(I9) =
ρ2b
2
∫ L
0
q′(x)|u4|2dx+Re{−ρ2b˜
∫ L
0
q(x)u4f 3xdx
− ρ2
∫ L
0
∫ ∞
0
g′(s)q(x)u4ηxdsdx− ρ2
∫ L
0
∫ ∞
0
g(s)q(x)u4f 5xdsdx}
(4.66)
Usando integracio´n por partes y como Re(z) =
z + z¯
2
en I10, obtenemos
Re(I10) = −(
q(x)
2
|b˜u3x+
∫ ∞
0
g(s)ηxds|
2)
x = L
x = 0
+
1
2
∫ L
0
q′(x)|b˜u3x+
∫ ∞
0
g(s)ηxds|
2dx
(4.67)
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Sustituyendo (4.66) y (4.67) en (4.63), luego tomando la parte real, obtenemos
−(
q(x)
2
|b˜u3x +
∫ ∞
0
g(s)ηxds|
2)
x = L
x = 0
= Re{ρ2
∫ L
0
f 4q(x)(b˜u3x +
∫ ∞
0
g(s)ηxds)dx}
−
ρ2
2
b
∫ L
0
q′(x)|u4|2dx
−
1
2
∫ L
0
q′(x)|b˜u3x +
∫ ∞
0
g(s)ηxds|
2dx
+Re{ρ2b˜
∫ L
0
q(x)u4f 3xdx
+ ρ2
∫ L
0
∫ ∞
0
g′(s)q(x)u4ηxdsdx
+ ρ2
∫ L
0
∫ ∞
0
g(s)q(x)u4f 5xdsdx}
−Re{k
∫ L
0
q(x)(u1x + u
3)(b˜u3x
+
∫ ∞
0
g(s)ηxds)dx} (4.68)
Como q ∈ C1([0, L]), tenemos que q(x) y q′(x) esta´n acotados, entonces existe
C1 := C1(q) > 0, luego en (4.68) tenemos
−(
q(x)
2
|b˜u3x +
∫ ∞
0
g(s)ηxds|
2)
x = L
x = 0
≤
ρ2b
2
C1
∫ L
0
|u4|2dx+ ρ2b˜C1
∫ L
0
|u4f 3x |dx
+ ρ2C1
∫ L
0
∫ ∞
0
g(s)|u4ηx|dsdx
+ ρ2C1
∫ L
0
∫ ∞
0
g(s)|u4f 5x |dsdx
+
C1
2
∫ L
0
|b˜u3x +
∫ ∞
0
g(s)ηxds|
2dx
+ kC1
∫ L
0
|u1x + u
3||b˜u3x|dx
+ kC1b˜
∫ L
0
∫ ∞
0
g(s)|u1x + u
3||ηx|dsdx
+ ρ2C1b˜
∫ L
0
|f 4u3x|dx
+ ρ2C1
∫ L
0
∫ ∞
0
g(s)|f 4ηx|dsdx (4.69)
Ahora vamos a estimar cada uno de los te´rminos del lado derecho de (4.69).
Empleando la desigualdad de Holder, Young y Lema 4.2, tenemos
ρ2C1
∫ L
0
∫∞
0
g(s)u4ηxdsdx ≤ C2
∫ L
0
|u4|2dx+ C2‖U‖H‖F‖H
kC1
∫ L
0
|u1x + u
3||b˜u3x|dx ≤ C2‖u
1
x + u
3‖L2‖u
3
x‖L2
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kC1b˜
∫ L
0
∫∞
0
g(s)|u1x + u
3||ηx|dsdx ≤ C2‖u
1
x + u
3‖L2‖U‖
1/2
H ‖F‖
1/2
H
ρ2b˜C1
∫ L
0
|u4f 3x |dx ≤ C2‖U‖H‖F‖H
ρ2C1
∫ L
0
∫∞
0
g(s)|u4f 5x |dsdx ≤ C2‖u
4‖2L2 + C2‖U‖H‖F‖H
ρ2C1b˜
∫ L
0
|f 4u3x|dx ≤ C2‖U‖H‖F‖H
ρ2C1
∫ L
0
∫∞
0
g(s)|f 4ηx|dsdx ≤ C2‖U‖H‖F‖H
Usando la proposicio´n 2.2.5 y Lema 4.2, tenemos
C1
2
∫ L
0
|b˜u3x +
∫∞
0
g(s)ηxds|
2dx ≤ C˜2‖U‖H‖F‖H + 4C2b˜
2
∫ L
0
|u3x|
2dx
Reemplazando las expresiones anteriores en (4.69), se sigue que existe una
constante C3 = C3(q) > 0, tal que obtenemos
−(
q(x)
2
|b˜u3x +
∫ ∞
0
g(s)ηxds|
2)
x = L
x = 0
≤ C3‖U‖H‖F‖H + C3
∫ L
0
|u4|2dx
+ C3‖u
1
x + u
3‖L2‖U‖
1/2
H ‖F‖
1/2
H
+ C3‖u
3
x‖L2‖u
1
x + u
3‖L2
+ C3
∫ L
0
|u3x|
2dx
Por lo tanto, usando los Lemas 4.3 y 4.4, y la desigualdad de Young en la
expresio´n anterior, para cada ǫ1 > 0, existe C > 0 y Cq > 0, obtenemos
−(
q(x)
2
|b˜u3x +
∫ ∞
0
g(s)ηxds|
2)
x = L
x = 0
≤ C‖U‖H‖F‖H + C‖U‖
1/2
H ‖F‖
1/2
H ‖u
1
x + u
3‖L2
+ ǫ1Cρ1‖u
2‖2L2 + Cq‖u
3
x‖L2‖u
1
x + u
3‖L2
ii) Multiplicamos (4.5) por q(x)u1x, en L
2(0, L), tenemos
iλρ1
∫ L
0
u2q(x)u1xdx︸ ︷︷ ︸
:=I11
−k
∫ L
0
q(x)u1x(u
1
x + u
3)xdx = ρ1
∫ L
0
q(x)u1xf
2dx
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De (4.4) tenemos: iλu1x = −f
1
x − u
2
x, luego lo reemplazamos en I11, adema´s in-
tegrando por partes y tomando la parte real en la expresio´n anterior, tenemos
−k(
q(x)
2
|u1x|
2)
x = L
x = 0
= ρ1Re{
∫ L
0
u2q(x)f 1xdx}+ kRe{
∫ L
0
q(x)u1xu
3
xdx}
−
ρ1
2
∫ L
0
q′(x)|u2|2dx−
k
2
∫ L
0
q′(x)|u1x|
2dx
+ ρ1Re{
∫ L
0
q(x)u1xf
2dx}
Como q ∈ C1([0, L]), entonces en la expresio´n anterior, existe una constante
C1 = C1(q) > 0 tal que, tenemos
−k(
q(x)
2
|u1x|
2)
x = L
x = 0
≤ C1
∫ L
0
|u1x|
2dx+ C1
∫ L
0
|u3xu
1
x|dx+ C1ρ1
∫ L
0
|u2|2dx
+ C1
∫ L
0
|u2f 1x |dx+ C1
∫ L
0
|f 2u1x|dx (4.70)
Ahora vamos a estimar cada uno de los te´rminos del lado derecho de (4.70).
Empleando la desigualdad de Holder, la desigualdad de Poincare, proposicio´n
2.2.5 y del Lema 4.4, diremos que existe una constante C2 > 0 tal que, tenemos
C1
∫ L
0
|u1x|
2dx+ C1
∫ L
0
|u3xu
1
x|dx ≤ (6C1 +
C2
2
)‖u1x + u
3‖2L2
+
3
2
C2‖U‖H‖F‖H + C2ρ1‖u
2‖2L2
Usando la desigualdad de Holder, la desigualdad triangular y la desigualdad
de Poincare, tenemos
C1
∫ L
0
|u2f 1x |dx ≤ C3‖U‖H‖F‖H
C1
∫ L
0
|f 2u1x|dx ≤ C3‖U‖H‖F‖H
Sustituyendo las expresiones anteriores en (4.70), para alguna constante posi-
tiva C,Cq, obtenemos
−k(
q(x)
2
|u1x|
2)
x = L
x = 0
≤ C‖U‖H‖F‖H + Cq(‖u
1
x + u
3‖2L2 + ρ1‖u
2‖2L2).
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Lema 4.7
Con las notaciones anteriores, existe C > 0, tal que
ρ1
∫ L
0
|u2|2dx ≤ C‖U‖H‖F‖H + 4k‖u
1
x + u
3‖2L2
Demostracio´n:
Multiplicando la ecuacio´n (4.5) por u1 en L2(0, L) tenemos
iλρ1
∫ L
0
u2u1dx− k
∫ L
0
(u1x + u
3)xu1dx = ρ1
∫ L
0
f 2u1dx
Ahora integrando por partes la expresio´n anterior, obtenemos
iλρ1
∫ L
0
u2u1︸ ︷︷ ︸
:=I12
+k
∫ L
0
(u1x + u
3)u1xdx = ρ1
∫ L
0
f 2u1dx
En la expresio´n anterior, reemplazando (4.4) : iλu1 = −f 1 − u2, en I12, obtenemos
ρ1
∫ L
0
u2(−f 1 − u2)dx+ k
∫ L
0
(u1x + u
3)u1xdx = ρ1
∫ L
0
f 2u1dx
Luego, obtenemos
ρ1
∫ L
0
|u2|2dx = k
∫ L
0
(u1x + u
3)u1xdx− ρ1
∫ L
0
u2f 1dx− ρ1
∫ L
0
f 2u1dx
= k
∫ L
0
(u1x + u
3)(u1x + u
3 − u3)dx− ρ1
∫ L
0
u2f 1dx− ρ1
∫ L
0
f 2u1dx
= k
∫ L
0
|u1x + u
3|2dx− k
∫ L
0
(u1x + u
3)u3dx− ρ1
∫ L
0
u2f 1dx− ρ1
∫ L
0
f 2u1dx
Tomando la parte real en la expresio´n anterior, usando las desigualdades de Holder,
Young y Poincare, por u´ltimo usando el Lema 4.4 para ǫ1 suficientemente pequen˜o,
tenemos
ρ1
∫ L
0
|u2|2dx ≤k
∫ L
0
|u1x + u
3|2dx+ k
∫ L
0
|u3||u1x + u
3|dx
+ ρ1
∫ L
0
|u2||f 1|dx+ ρ1
∫ L
0
|f 2||u1|dx
≤k
∫ L
0
|u1x + u
3|2dx+
k
2
∫ L
0
[|u3|2 + |u1x + u
3|2]dx
+ ρ1‖u
2‖L2‖f
1‖L2 + ρ1‖f
2‖L2‖u
1‖L2
≤
3k
2
∫ L
0
|u1x + u
3|2dx+
k
2
‖u3‖2L2 + C1ρ1‖u
2‖L2‖f
1
x‖L2
+ ρ1C1‖f
2‖L2‖u
1
x‖L2
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≤
3k
2
‖u1x + u
3‖2L2 +
k
2
C1‖u
3
x‖
2
L2 + C1ρ1‖u
2‖L2(‖f
1
x + f
3‖L2
+ ‖f 3‖L2) + ρ1C1‖f
2‖L2(‖u
1
x + u
3‖L2 + ‖u
3‖L2)
≤
3k
2
‖u1x + u
3‖2L2 +
k
2
C1‖u
3
x‖
2
L2 + C1ρ1‖U‖H‖F‖H
+ C1ρ1‖u
2‖L2‖f
3
x‖L2 + ρ1C2‖U‖H‖F‖H + ρ1C2‖f
2‖L2‖u
3
x‖L2
≤
3k
2
‖u1x + u
3‖2L2 + C3‖u
3
x‖
2
L2 + C3‖U‖H‖F‖H
≤
3k
2
‖u1x + u
3‖2L2 + Cǫ1‖U‖H‖F‖H + Cǫ1‖U‖
1/2
H ‖F‖
1/
H ‖u
1
x + u
3‖L2
+
ρ1
2
‖u2‖2L2 + C3‖U‖H‖F‖H
≤C‖U‖H‖F‖H +
3k
2
‖u1x + u
3‖2L2 +
k
2
‖u1x + u
3‖2L2 +
ρ1
2
‖u2‖2L2
≤C‖U‖H‖F‖H + 2k‖u
1
x + u
3‖2L2 +
ρ1
2
‖u2‖2L2
Por lo tanto, existe un C > 0 tal que
ρ1
∫ L
0
|u2|2dx ≤ C‖U‖H‖F‖H + 4k‖u
1
x + u
3‖2L2
A continuacio´n con la ayuda de estos lemas, vamos a demostrar el resultado principal
de esta seccio´n.
Teorema 4.8
Supongamos que las hipo´tesis (1.14) y (1.15), sobre el nu´cleo g se verifica, que los
datos iniciales satisfacen ϕ0, ψ0 ∈ H
1
0 (0, L), η0 ∈ L
2
g(R
+, H10 ), ϕ1, ψ1 ∈ L
2(0, L) y
la condicio´n (1.16) se verifica. Entonces la energ´ıa E(t) decae exponencialmente a
cero, cuando el tiempo tiende a infinito, esto es, existen constantes positivas C y α
independientes de los datos iniciales, tal que E(t) ≤ CE(0)e−αt, ∀t ≥ 0.
Demostracio´n:
Para demostrar el resultado se usara el teorema 2.6.2, que caracteriza el decaimiento
exponencial de semigrupos de contracciones. Para esto probaremos que se verifican
las condiciones (4.2) y (4.3).
La condicio´n (4.2) ya fue demostrado en el Lema 4.1.
A continuacio´n probaremos la condicio´n (4.3).
Sea U = (u1, u2, u3, u4, η)′ ∈ D(A) y F = (f 1, f 2, f 3, f 4, f 5)′ ∈ H satisfaciendo
(4.4)-(4.9).
Luego del Lema 4.2, existe una constante C ′ > 0 tal que
‖η‖2L2g ≤ C
′‖U‖H‖F‖H (4.71)
En el Lema 4.3, usando la desigualdad de Young, para ǫ2 > 0, existe C1 := C1(ǫ2) > 0
tal que
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ρ2‖u
4‖2L2 ≤ C1‖U‖H‖F‖H +
b˜
2
‖u3x‖
2
L2 +
ǫ2
2
k‖u1x ++u
3‖2L2 (4.72)
Tambie´n en el Lema 4.4, usando la desigualdad de Young, se sigue que para ǫ1 > 0,
existe C2 := C2(ǫ1, ǫ2) > 0 tal que, tenemos
b˜‖u3x‖
2
L2 ≤ C2‖U‖H‖F‖H + ǫ1ρ1‖u
2‖2L2 +
ǫ2
2
k‖u1x + u
3‖2L2 (4.73)
Luego, sumando (4.72) con (4.73), obtenemos
ρ2‖u
4‖2L2 +
b˜
2
‖u3x‖
2
L2 ≤ C3‖U‖H‖F‖H + ǫ2k‖u
1
x + u
3‖2L2 + ǫ1ρ1‖u
2‖2L2 (4.74)
Por otra parte, usando el Lema 4.4 y la desigualdad de Young, en el Lema 4.6, para
cada N˜ > 0 y δ > 0, obtenemos
−N˜(
q(x)
2
|b˜u3x+
∫ ∞
0
g(s)ηxds|
2)
x = L
x = 0
≤ CN˜‖U‖H‖F‖H+
k
4
‖u1x+u
3‖2L2+ǫ1CN˜ρ1‖u
2‖2L2
(4.75)
y
−δ(
q(x)
2
|u1x|
2)
x = L
x = 0
≤ Cδ‖U‖H‖F‖H +
k
4
‖u1x + u
3‖2L2 + δCqρ1‖u
2‖2L2 (4.76)
donde 0 < δCq <
k
4
.
Sumando (4.75) con (4.76) y como q(0) = −q(L) = 1, tenemos
N˜
2
[|b˜u3x(L) +
∫ ∞
0
g(s)ηx(L)ds|
2 + |b˜u3x(0) +
∫ ∞
0
g(s)ηx(0)ds|
2]
+
δ
2
[|u1x(L)|
2 + |u1x(0)|
2] ≤ CT‖U‖H‖F‖H +
k
2
‖u1x + u
3‖2L2 + Tρ1‖u
2‖2L2 (4.77)
donde T = T (CN˜ , Cq, Cδ).
Usando la desigualdad de Young, tenemos que dado σ > 0 existe un C3 := C3(σ) > 0
tal que, tenemos
Re(z1z2) ≤ |z1||z2|
≤ σ|z1|
2 + C3|z2|
2
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Tomando σ =
δ
2
> 0, C3 =
N˜
2
en la desigualdad anterior y usando (4.77), tenemos
Re([b˜u3x +
∫ ∞
0
g(s)ηxds]u1x)
x = L
x = 0
≤ |b˜u3x(L) +
∫ ∞
0
g(s)ηx(L)ds||u
1
x(L)|
+ |b˜u3x(0) +
∫ ∞
0
g(s)ηx(0)ds||u
1
x(0)|
≤
N˜
2
|b˜u3x(L) +
∫ ∞
0
g(s)ηx(L)ds|
2 +
δ
2
|u1x(L)|
2
+
N˜
2
|b˜u3x(0) +
∫ ∞
0
g(s)ηx(0)ds|
2 +
δ
2
|u1x(0)|
2
≤ CT‖U‖H‖F‖H +
k
2
‖u1x + u
3‖2L2 + Tρ1‖u
2‖2L2
(4.78)
Reemplazando (4.78) en el Lema 4.5, tenemos
k
∫ L
0
|u1x + u
3|2dx ≤ (CT +Cǫ2)‖U‖H‖F‖H +
k
2
‖u1x + u
3‖2L2 + (T +
ǫ1 + ǫ2
ρ1
)ρ1‖u
2‖2L2
As´ı obtenemos
k
2
‖u1x + u
3‖2L2dx ≤ Cτ‖U‖H‖F‖H + τρ1‖u
2‖2L2 (4.79)
donde τ := τ(ǫ1, ǫ2, δ), 0 < τ < 1
Finalmente del Lema 4.7, tenemos
2τρ1‖u
2‖2L2 ≤ 2τC4‖U‖H‖F‖H + 8τk‖u
1
x + u
3‖2L2 (4.80)
Sumando (4.79) con (4.80), tenemos
k
2
‖u1x + u
3‖2L2 + 2τρ1‖u
2‖2L2 ≤Cτ‖U‖H‖F‖H + τρ1‖u
2‖2L2 + 2τC4‖U‖H‖F‖H
+ 8τk‖u1x + u
3‖2L2
As´ı obtenemos
(
1
2
− 8τ)k‖u1x + u
3‖2L2 + τρ1‖u
2‖2L2 ≤ C5‖U‖H‖F‖H (4.81)
Sumando (4.71) con (4.74) y con (4.81), para ǫ1, ǫ2 suficientemente pequen˜o, tenemos
‖η‖2L2g + ρ2‖u
4‖2L2 +
b˜
2
‖u3x‖
2
L2 + (
1
2
− 8τ)k‖u1x + u
3‖2L2 + τρ1‖u
2‖2L2 ≤C
′‖U‖H‖F‖H
+ ǫ1ρ1‖u
2‖2L2
+ C3‖U‖H‖F‖H
+ C5‖U‖H‖F‖H
+ ǫ2k‖u
1
x + u
3‖2L2
Luego, existe un C > 0, tal que
‖η‖2L2g+ρ2‖u
4‖2L2+
b˜
2
‖u3x‖
2
L2+(
1
2
−8τ−ǫ2)k‖u
1
x+u
3‖2L2+(τ−ǫ1)ρ1‖u
2‖2 ≤ C‖U‖H‖F‖H
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Tomando
1
2
− 8τ − ǫ2 > 0 y τ − ǫ1 > 0, para ǫ1, ǫ2 y δ bien pequen˜os, tenemos
‖U‖2H ≤ C‖U‖H‖F‖H , ∀U ∈ D(A)
De donde ‖U‖H ≤ C‖F‖H
Es decir, ‖(iλI − A)−1‖H ≤ C, donde C es una constante positiva.
As´ı hemos probado la condicio´n (4.3) y por el Teorema 2.6.2 (Pruss), se tiene el
teorema 4.8.
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Cap´ıtulo 5
Decaimiento Polinomial
En este cap´ıtulo estudiaremos el comportamiento asinto´tico de las soluciones del
sistema (1.9)-(1.11) con condiciones frontera (3.1), cuando (1.16) no se verifica.
Para ello introducimos la energ´ıa de segundo orden
E2(t) := E(ϕt, ψt, ηt), donde E(t) := E(ϕ, ψ, η)
Luego de (3.3) y (1.14) obtenemos que
d
dt
E(t) =
1
2
∫ L
0
(
∫ ∞
0
g′(s)|ηtx|
2ds)dx ≤ −
k1
2
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx (5.1)
d
dt
E2(t) =
1
2
∫ L
0
(
∫ ∞
0
g′(s)|ηtxt|
2ds)dx ≤ −
k1
2
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx (5.2)
Definimos ω como una solucio´n del problema de Dirichlet
−ωxx = ψx, ω(0) = ω(L) = 0
e introducimos el funcional
F1(t) :=
∫ L
0
[ρ2ψtψ + ρ1ϕtω]dx.
Para demostrar el decaimiento polinomial, usaremos el me´todo de las desigualdades
diferenciales, el cual consiste en obtener estimativas para diferentes funcionales, las
cuales sera´n dadas en los siguientes lemas.
Lema 5.1
Para cada ǫ1 > 0 existe una constante positiva Cǫ1 > 0 tal que
d
dt
F1(t) ≤ −
b˜
2
∫ L
0
ψ2xdx+ ǫ1
∫ L
0
ϕ2tdx+ Cǫ1
∫ L
0
ψ2t dx+ C
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
(5.3)
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Demostracio´n: Multiplicando la ecuacio´n (1.10) por ψ en L2(0, L), tenemos
ρ2
∫ L
0
ψttψdx−
∫ L
0
(b−
∫ ∞
0
g(s)ds)ψxxψdx−
∫ L
0
(
∫ ∞
0
g(s)ηtxxds)ψdx
+ k
∫ L
0
(ϕx + ψ)ψdx = 0
Luego usando integracio´n por partes y b˜ = b−b0, en la ecuacio´n anterior, obtenemos
d
dt
∫ L
0
ρ2ψtψdx =ρ2
∫ L
0
ψ2t dx− b˜
∫ L
0
ψ2xdx−
∫ L
0
(
∫ ∞
0
g(s)ηtxds)ψxdx− k
∫ L
0
ϕxψdx
− k
∫ L
0
ψ2dx (5.4)
Multiplicando la ecuacio´n (1.9) por ω en L2(0, L), tenemos
ρ1
∫ L
0
ϕttωdx− k
∫ L
0
(ϕx + ψ)xωdx = 0
Luego usando la condicio´n de ω e integracio´n por partes, en la ecuacio´n anterior,
tenemos
d
dt
∫ L
0
ρ1ϕtωdx = −k
∫ L
0
ϕψxdx+ k
∫ L
0
ω2xdx+ ρ1
∫ L
0
ϕtωtdx (5.5)
Adema´s usando integracion por partes, obtenemos
−k
∫ L
0
ϕxψdx = k
∫ L
0
ϕψxdx
De la expresio´n anterior y las ecuaciones (5.4) y (5.5), tenemos
d
dt
F1(t) =ρ2
∫ L
0
ψ2t dx− b˜
∫ L
0
ψ2xdx− k
∫ L
0
ψ2dx+ k
∫ L
0
ω2xdx+ ρ1
∫ L
0
ϕtωtdx
−
∫ L
0
(
∫ ∞
0
g(s)ηtxds)ψxdx
Usando la desigualdad de Young, tenemos
−
∫ L
0
(
∫ ∞
0
g(s)ηtxds)ψxdx ≤
∫ L
0
|ψx||
∫ ∞
0
g(s)ηtxds|dx
≤δ
∫ L
0
|ψx|
2dx
+ Cδ
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
Por lo tanto,de las dos expresiones anteriores, tenemos
d
dt
F1(t) ≤ρ2
∫ L
0
ψ2t dx− b˜
∫ L
0
ψ2xdx− k
∫ L
0
ψ2dx+ k
∫ L
0
ω2xdx+ ρ1
∫ L
0
ϕtωtdx
+ δ
∫ L
0
|ψx|
2dx+ Cδ
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx (5.6)
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Ahora vamos a estimar los te´rminos positivos del lado derecho de la expresio´n an-
terior.
Aplicando la condicio´n de ω, integracion por partes y la desigualdad de Holder, te-
nemos
k
∫ L
0
ω2xdx ≤ k
∫ L
0
ψ2dx (5.7)
Usando la desigualdad de Poincare, la desigualdad de Young y la condicio´n de ω,
tenemos
ρ1
∫ L
0
ϕtωtdx ≤ ρ1
∫ L
0
|ϕt||ωt|dx
≤ ρ1ǫ
∫ L
0
|ϕt|
2dx+ ρ1Cǫ
∫ L
0
|ωt|
2dx
≤ ǫ1
∫ L
0
|ϕt|
2dx+ C˜ǫ1
∫ L
0
|ψt|
2dx (5.8)
Sustituyendo (5.7) y (5.8) en (5.6), obtenemos
d
dt
F1(t) ≤
−b˜
2
∫ L
0
ψ2xdx+ ǫ1
∫ L
0
ϕ2tdx+ Cǫ1
∫ L
0
ψ2t dx+ C
∫ L
0
(
∫∞
0
g(s)|ηtx|
2ds)dx. 
Denotamos por K a la funcional y lo definimos como
K(t) := −
∫ L
0
ρ2ψt(
∫∞
0
g(s)ηt(x, s)ds)dx.
Lema 5.2
Para cada ǫ2 > 0 existe una constantes positiva Cǫ2 tal que
d
dt
K(t) ≤
−ρ2b0
2
∫ L
0
ψ2t dx+ ǫ2+
∫ L
0
ψ2xdx+ ǫ2
∫ L
0
ϕ2xdx+Cǫ2
∫ L
0
∫ ∞
0
g(s)|ηtx|
2dsdx
Demostracio´n:
Multiplicando la ecuacio´n (1.10) por
∫∞
0
g(s)ηt(x, s)ds en L2(0, L), tenemos
ρ2
∫ L
0
ψtt(
∫ ∞
0
g(s)ηt(x, s)ds)dx− (b−
∫ ∞
0
g(s)ds)
∫ L
0
(
∫ ∞
0
g(s)ηt(x, s)ds)ψxxdx
−
∫ L
0
(
∫ ∞
0
g(s)ηtxx(x, s)ds)(
∫ ∞
0
g(s)ηt(x, s)ds)dx
+ k
∫ L
0
(
∫ ∞
0
g(s)ηt(x, s)ds)(ϕx + ψ)dx = 0
En la ecuacio´n anterior, usando integracio´n por partes, luego la derivada de K(t) y
por u´ltimo de (1.11): ηt = ψt − ηs, obtenemos
57
ddt
K(t) =b˜
∫ L
0
ψx(
∫ ∞
0
g(s)ηtx(x, s)ds)dx+
∫ L
0
(
∫ ∞
0
g(s)ηtx(x, s)ds)
2dx− ρ2b0
∫ L
0
ψ2t dx
+ k
∫ L
0
(ϕx + ψ)(
∫ ∞
0
g(s)ηt(x, s)ds)dx+ ρ2
∫ L
0
ψt(
∫ ∞
0
g(s)ηts(x, s)ds)dx
Puesto que
∫ L
0
ψt(
∫ ∞
0
g(s)ηts(x, s)ds)dx =
∫ L
0
ψt[(g(s)η
t(x, s))
s =∞
s = 0
−
∫ ∞
0
g′(s)ηt(x, s)ds]dx
= −
∫ L
0
ψt(
∫ ∞
0
g′(s)ηt(x, s)ds)dx
y ∫ L
0
(
∫ ∞
0
g(s)ηtx(x, s)ds)
2dx ≤
∫ L
0
(
∫ ∞
0
g(s)ds(
∫ ∞
0
g(s)|ηtx|
2ds)dx
≤
∫ ∞
0
g(s)ds
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
≤ b0
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2dsdx (5.9)
Usando las desigualdades de Young, Poincare y las hipo´tesis sobre g, concluimos
que, para cada ǫ2 > 0, existe Cǫ2 > 0, tal que
d
dt
K(t) ≤−
ρ2b0
2
∫ L
0
ψ2t dx+ ǫ2
∫ L
0
ψ2xdx+ ǫ2
∫ L
0
ϕ2xdx
+ Cǫ2
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx. 
Para N := N(ǫ1, ǫ2) > 0 y N2 > 0, definimos el funcional ξ(t) como
ξ(t) := N(E(t) + E2(t)) + F1(t) +N2K(t) (5.10)
Luego
d
dt
ξ(t) = N(
d
dt
E(t) +
d
dt
E2(t)) +
d
dt
F1(t) +N2
d
dt
K(t)
Lema 5.3
Existe una constante positiva C1, tal que
d
dt
ξ(t) ≤
−Nk1
2
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx− (
Nk1
2
− (C +N2Cǫ2))
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
− (
b˜
2
− C1N2ǫ2)
∫ L
0
ψ2xdx− (
N2ρ2b0
2
− Cǫ1)
∫ L
0
ψ2t dx
+ ǫ1
∫ L
0
ϕ2tdx+ 2N2ǫ2
∫ L
0
|ϕx + ψ|
2dx
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Demostracio´n:
De (5.1), (5.2), (5.3) y Lema 5.2, tenemos
d
dt
ξ(t) ≤−
Nk1
2
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx− (
Nk1
2
− C −N2Cǫ2)
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
− (
b˜
2
−N2ǫ2)
∫ L
0
ψ2xdx− (
N2ρ2b0
2
− Cǫ1)
∫ L
0
ψ2t dx
+ ǫ1
∫ L
0
ϕ2tdx+N2ǫ2
∫ L
0
ϕ2xdx (5.11)
Por otro lado usando la desigualdad triangular, propiedad de nu´meros reales y la
desigualdad de Poincare, resulta que∫ L
0
ϕ2xdx ≤ 2
∫ L
0
|ϕx + ψ|
2dx+ 2Cp
∫ L
0
ψ2xdx (5.12)
Asi reemplazando (5.12) en (5.11), obtenemos
d
dt
ξ(t) ≤−
Nk1
2
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx− (
Nk1
2
− C −N2Cǫ2)
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
− (
b˜
2
− C1N2ǫ2)
∫ L
0
ψ2xdx− (
N2ρ2b0
2
− Cǫ1)
∫ L
0
ψ2t dx
+ ǫ1
∫ L
0
ϕ2tdx+ 2N2ǫ2
∫ L
0
|ϕx + ψ|
2dx. 
Definimos el funcional F2(t) como
F2(t) := ρ2
∫ L
0
ψt(ϕx + ψ)dx+
ρ1b˜
k
∫ L
0
ψxϕtdx+
ρ1
k
∫ L
0
(
∫∞
0
g(s)ηtx(x, s)ds)ϕtdx
Lema 5.4
Para cualquier ǫ3 > 0, existe una constante Cǫ3 > 0 tal que
d
dt
F2(t) ≤ [(b˜ψx +
∫ ∞
0
g(s)ηtx(x, s)ds)ϕx]
x = L
x = 0
− k
∫ L
0
|ϕx + ψ|
2dx+ ǫ3
∫ L
0
ϕ2tdx
+ ρ2
∫ L
0
ψ2t dx+ Cǫ3
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx+ Cǫ3
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx
Demostracio´n:
Derivando F2(t) con respecto a t, tenemos
d
dt
F2(t) =ρ2
∫ L
0
ψtt(ϕx + ψ)dx+ ρ2
∫ L
0
ψt(ϕx + ψ)tdx+
ρ1b˜
k
∫ L
0
ψxϕttdx
+
ρ1b˜
k
∫ L
0
ψtxϕtdx+
ρ1
k
∫ L
0
(
∫ ∞
0
g(s)ηtxt(x, s)ds)ϕtdx
+
ρ1
k
∫ L
0
(
∫ ∞
0
g(s)ηtx(x, s)ds)ϕttdx (5.13)
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Usando las ecuaciones (1.9), (1.10) y (1.11), en (5.13), tenemos
d
dt
F2(t) =
∫ L
0
(ϕx + ψ)[(b−
∫ ∞
0
g(s)ds)ψxx +
∫ ∞
0
g(s)ηtxx(x, s)ds− k(ϕx + ψ)]dx
+ ρ2
∫ L
0
ψ2t dx+ (
ρ1b
k
− ρ2)
∫ L
0
ψxtϕtdx+ b˜
∫ L
0
ψx(ϕx + ψ)xdx
−
ρ1
k
∫ L
0
(
∫ ∞
0
g(s)ηtsx(x, s)ds)ϕtdx+
∫ L
0
(
∫ ∞
0
g(s)ηtx(x, s)ds)(ϕx + ψ)xdx
Luego, usando integracio´n por partes, tenemos
d
dt
F2(t) =[(b˜ψx +
∫ ∞
0
g(s)ηtxds)ϕx]
x = L
x = 0
− k
∫ L
0
|ϕx + ψ|
2dx+ ρ2
∫ L
0
ψ2t dx
+ (
ρ1b
k
− ρ2)
∫ L
0
ψxtϕtdx+
ρ1
k
∫ L
0
(
∫ ∞
0
g′(s)ηtxds)ϕtdx (5.14)
De (1.11), tenemos: ψxt = η
t
xt + n
t
xs, como b0 =
∫∞
0
g(s)ds y usando integracio´n por
partes con respecto a ”s”, resulta que
b0
∫ L
0
ψxtϕtdx =
∫ L
0
(
∫ ∞
0
g(s)ψxtds)ϕtdx
=
∫ L
0
(
∫ ∞
0
g(s)[ηtxt + η
t
xs]ds)ϕtdx
=
∫ L
0
(
∫ ∞
0
g(s)ηtxtds)ϕtdx+
∫ L
0
(
∫ ∞
0
g(s)ηtxsds)ϕtdx
=
∫ L
0
(
∫ ∞
0
g(s)ηtxtds)ϕtdx−
∫ L
0
(
∫ ∞
0
g′(s)ηtxds)ϕtdx
Luego obtenemos∫ L
0
ψxtϕtdx =
1
b0
∫ L
0
(
∫ ∞
0
g(s)ηtxtds)ϕtdx−
1
b0
∫ L
0
(
∫ ∞
0
g′(s)ηtxds)ϕtdx (5.15)
Sustituyendo (5.15) en (5.14), tenemos
d
dt
F2(t) =[(b˜ψx +
∫ ∞
0
g(s)ηtx(x, s)ds)ϕx]
x = L
x = 0
− k
∫ L
0
|ϕx + ψ|
2dx+ ρ2
∫ L
0
ψ2t dx
+
1
b0
(
ρ1b
k
− ρ2)
∫ L
0
(
∫ ∞
0
g(s)ηtxt(x, s)ds)ϕtdx
− [
ρ1
k
(
b
b0
− 1)−
ρ2
b0
]
∫ L
0
(
∫ ∞
0
g′(s)ηtxds)ϕtdx (5.16)
Finalmente, usando las hipo´tesis sobre g y la desigualdad de Young en (5.16), con-
cluimos
d
dt
F2(t) ≤ [(b˜ψx +
∫ ∞
0
g(s)ηtx(x, s)ds)ϕx]
x = L
x = 0
− k
∫ L
0
|ϕx + ψ|
2dx+ ρ2
∫ L
0
ψ2t dx
+ ǫ3
∫ L
0
ϕ2tdx+ Cǫ3
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx+ Cǫ3
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx.
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Lema 5.5
Sea q ∈ C1([0, L]), satisfaciendo q(0) = −q(L) = 2, y sean las funcionales
J1(t) := ρ2
∫ L
0
ψtq(x)(b˜ψx +
∫∞
0
g(s)ηtx(x, s)ds)dx,
J2(t) := ρ1
∫ L
0
ϕtq(x)ϕxdx.
Entonces existe C1 > 0 y para cada ǫ˜ > 0 existe una constante positiva Cǫ˜ > 0 tal que
i)
d
dt
J1(t) ≤− [(b˜ψx(L, t) +
∫ ∞
0
g(s)ηtx(L, s)ds)
2 + (b˜ψx(0, t) +
∫ ∞
0
g(s)ηtx(0, s)ds)
2]
+ C1
∫ L
0
ψ2t dx+ ǫ˜
∫ L
0
ϕ2xdx+ Cǫ˜
∫ L
0
ψ2xdx+ Cǫ˜
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
ii)
d
dt
J2(t) ≤ −k[ϕ
2
x(L, t) + ϕ
2
x(0, t)] + C1
∫ L
0
[ϕ2t + ϕ
2
x + ψ
2
x]dx
Demostracio´n
i) En primer lugar derivando J1(x) con respecto a t, tenemos
d
dt
J1(t) =
∫ L
0
ρ2q(x)ψtt(b˜ψx +
∫ ∞
0
g(s)ηxds) +
∫ L
0
ρ2q(x)ψt(b˜ψtx +
∫ ∞
0
g(s)ηttxds)dx
Usando (1.10) en la expresio´n anterior, tenemos
d
dt
J1(t) =
∫ L
0
q(x)(b˜ψxx +
∫ ∞
0
g(s)ηtxxds− k(ϕx + ψ))(b˜ψx +
∫ ∞
0
g(s)ηtxds)dx
+
∫ L
0
ρ2q(x)ψt(b˜ψtx +
∫ ∞
0
g(s)ηttxds)dx (5.17)
Pero, usando integracio´n por partes, tenemos
∫ L
0
q(x)(b˜ψxx +
∫ ∞
0
g(s)ηtxxds)(b˜ψx +
∫ ∞
0
g(s)ηtxds)dx
= [
q(x)
2
(b˜ψx +
∫ ∞
0
g(s)ηtxds)
2]
x = L
x = 0
−
1
2
∫ L
0
q′(x)(b˜ψx +
∫ ∞
0
g(s)ηtxds)
2dx (5.18)
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Usando (1.11) y la integracio´n por partes con respecto a s en el u´ltimo te´rmino de
(5.17), tenemos∫ L
0
ρ2q(x)ψt(b˜ψtx +
∫ ∞
0
g(s)ηttxds)dx =−
ρ2
2
(b˜+ b0)
∫ L
0
q′(x)ψ2t dx
+ ρ2
∫ L
0
q(x)ψt(
∫ ∞
0
g′(s)ηtxds)dx (5.19)
Reemplazando (5.18) y (5.19) en (5.17), tenemos
d
dt
J1(t) =− [(b˜ψx(0, t) +
∫ ∞
0
g(s)ηtx(0, s)ds)
2dx+ (b˜ψx(L, t) +
∫ ∞
0
g(s)ηtx(L, s)ds)
2]
−
1
2
∫ L
0
q′(x)(b˜ψx +
∫ ∞
0
g(s)ηtxds)
2dx
−
ρ2
2
(b˜+ b0)
∫ L
0
q′(x)ψ2t dx+ ρ2
∫ L
0
q(x)ψt(
∫ ∞
0
g′(s)ηtxds)dx
− k
∫ L
0
q(x)(ϕx + ψ)(b˜ψx +
∫ ∞
0
g(s)ηtxds)dx (5.20)
Ahora vamos a estimar los te´rminos del lado derecho, de (5.20).
Usando (a+ b)2 ≤ 2(a2 + b2), q ∈ C1([0, L]) y (5.9), tenemos
−
1
2
∫ L
0
q′(x)(b˜ψx +
∫ ∞
0
g(s)ηtxds)
2dx ≤ Cb˜2
∫ L
0
ψ2xdx+ Cb0
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
(5.21)
Como q ∈ C1([0, L]), tenemos
−
ρ2
2
(b˜+ b0)
∫ L
0
q′(x)ψ2t dx ≤
ρ2
2
(b˜+ b0)C
∫ L
0
ψ2t dx (5.22)
Empleando la desigualdad de Young y usando (1.14), obtenemos
ρ2
∫ L
0
q(x)ψt(
∫ ∞
0
g′(s)ηtxds)dx ≤ǫρ2k1D
∫ L
0
ψ2t dx
+ Cǫρ2k1Db0
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx (5.23)
Usando (a + b)2 ≤ 2(a2 + b2), la desigualdad de Young, la desigualdad de Poincare
y (5.9), tenemos
−k
∫ L
0
q(x)(ϕx + ψ)(b˜ψx +
∫ ∞
0
g(s)ηtxds)dx ≤2Dkǫ
∫ L
0
ϕ2xdx+ 2DkǫC
∫ L
0
ψ2xdx
+ 2Dkb˜2Cǫ
∫ L
0
ψ2xdx
+ 2Dkb0Cǫ
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
(5.24)
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Finalmente de (5.21), (5.22), (5.23) y (5.24) en (5.20), tenemos nuestra conclusio´n
d
dt
J1 ≤− [(b˜ψx(L, t) +
∫ ∞
0
g(s)ηtx(L, s))
2 + (b˜ψx(0, t) +
∫ ∞
0
g(s)ηtx(0, s)ds)
2]
+ C1
∫ L
0
ψ2t dx+ ǫ˜
∫ L
0
ϕ2xdx+ Cǫ˜
∫ L
0
ψ2xdx+ Cǫ˜
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
ii) Tenemos
d
dt
J2(t) = ρ1
∫ L
0
q(x)ϕttϕxdx+ ρ1
∫ L
0
q(x)ϕtϕxtdx
Usando (1.9): ρ1ϕtt = k(ϕx + ψ)x e integracion por partes en la expresio´n anterior,
tenemos
d
dt
J2(t) =k
∫ L
0
q(x)ϕxxϕxdx+ k
∫ L
0
q(x)ψxϕxdx+ ρ1
∫ L
0
q(x)ϕtϕxtdx
=
k
2
∫ L
0
q(x)
d
dx
ϕ2x + k
∫ L
0
q(x)ψxϕxdx+
ρ1
2
∫ L
0
q(x)
d
dx
ϕ2t
=
k
2
[(q(x)ϕ2x)
x = L
x = 0
−
∫ L
0
q′(x)ϕ2xdx]
+ k
∫ L
0
q(x)ψxϕxdx+
ρ1
2
[(q(x)ϕ2t )
x = L
x = 0
−
∫ L
0
q′(x)ϕ2tdx]
=− k[ϕ2x(L, t) + ϕ
2
x(0, t)]−
k
2
∫ L
0
q′(x)ϕ2xdx
+ k
∫ L
0
q(x)ψxϕxdx−
ρ1
2
∫ L
0
q′(x)ϕ2tdx (5.25)
Ahora vamos a estimar cada uno de los te´rminos del lado derecho de (5.25)
Usando q ∈ C1([0, 1]), obtenemos
−
k
2
∫ L
0
q′(x)ϕ2xdx ≤
k
2
C
∫ L
0
|ϕx|
2dx (5.26)
−
ρ1
2
∫ L
0
q′(x)ϕ2tdx ≤
ρ1
2
C
∫ L
0
|ϕt|
2dx (5.27)
Como q ∈ C1([0, L]) y 2ab ≤ a2 + b2, obtenemos
k
∫ L
0
q(x)ψxϕxdx ≤
kD2
2
∫ L
0
|ψx|
2dx+
k
2
∫ L
0
|ϕx|
2dx (5.28)
Luego de (5.26), (5.27) y (5.28) en (5.25), concluimos que existe C1 > 0 tal que
d
dt
J2(t) ≤ −k[ϕ
2
x(L, t) + ϕ
2
x(0, t)] + C1
∫ L
0
[ϕ2t + ϕ
2
x + ψ
2
x]dx. 
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Para δ > 0 y N˜ > 0, definimos
F3(t) := F2(t) + N˜J1(t) + δJ2(t) (5.29)
Lema 5.6
Existen constantes positivas τ , Cτ y C2, tal que
d
dt
F3(t) ≤−
k
2
∫ L
0
|ϕx + ψ|
2dx+ τC2
∫ L
0
ϕ2tdx
+ Cτ
∫ L
0
[ψ2x + ψ
2
t +
∫ ∞
0
g(s)|ηtx|
2ds+
∫ ∞
0
g(s)|ηtxt|
2ds]dx.
Demostracio´n:
Derivando la expresio´n (5.29) con respecto a t, tenemos
d
dt
F3(t) =
d
dt
F2(t) + N˜
d
dt
J1(t) + δ
d
dt
J2(t)
As´ı de los Lemas (5.4) y (5.5), en la expresio´n anterior, tenemos
d
dt
F3(t) ≤[(b˜ψx +
∫ ∞
0
g(s)ηtx(x, s)ds)ϕx]
x = L
x = 0
− k
∫ L
0
|ϕx + ψ|
2dx+ ǫ3
∫ L
0
ϕ2tdx
+ ρ2
∫ L
0
ψ2t dx+ Cǫ3
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx+ Cǫ3
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx
− N˜ [(b˜ψx(L, t) +
∫ ∞
0
g(s)ηtx(L, s)ds)
2 + (b˜ψx(0, t) +
∫ ∞
0
g(s)ηtx(0, s)ds)
2]
+ N˜C1
∫ L
0
ψ2t dx+ ǫ˜N˜
∫ L
0
ϕ2xdx+ N˜Cǫ˜
∫ L
0
ψ2xdx+ N˜Cǫ˜
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
− δk[ϕ2x(L, t) + ϕ
2
x(0, t)] + δC1
∫ L
0
[ϕ2t + ϕ
2
x + ψ
2
x]dx (5.30)
Como |ϕx| ≤ |ϕx + ψ|+ |ψ| y (a+ b)
2 ≤ 2(a2 + b2), tenemos
k|ϕx|
2 ≤ 2k|ϕx + ψ|
2 + 2k|ψ|2
Usando la desigualdad de Poincare en la expresio´n anterior, tenemos
−
k
2
∫ L
0
|ϕx + ψ|
2dx ≤ −
k
4
∫ L
0
|ϕx|
2dx+ C
∫ L
0
|ψx|
2dx (5.31)
para alguna constante C > 0.
64
Usando la desigualdad de Young y propiedad de nu´meros reales, tenemos
[(b˜ψx +
∫ ∞
0
g(s)ηtx(x, s)ds)ϕx]
x = L
x = 0
≤δk[ϕ2x(L, t) + ϕ
2
x(0, t)]
+ N˜ [(b˜ψx(L, t) +
∫ ∞
0
g(s)ηtx(L, t)ds)
2
+ (b˜ψx(0, t) +
∫ ∞
0
g(s)ηtx(0, t)ds)
2] (5.32)
para N˜ ≥ Cδk
Usando (5.31)y para (ǫ˜N˜ + δC1) ≤
k
4
, tenemos
(ǫ˜N˜ + δC1)
∫ L
0
ϕ2xdx ≤
k
4
∫ L
0
ϕ2xdx
≤
k
2
∫ L
0
|ϕx + ψ|
2dx+ C
∫ L
0
|ψx|
2dx (5.33)
Reemplazando (5.32) y (5.33) en (5.30), para ǫ˜ > 0, ǫ3 > 0, δ > 0 suficientemente
pequen˜os y N˜ suficientemente grande y para 0 < τ < 1, existe Cτ y C2 > 0 tal que
d
dt
F3(t) ≤−
k
2
∫ L
0
|ϕx + ψ|
2dx+ τC2
∫ L
0
ϕ2tdx
+ Cτ
∫ L
0
[ψ2x + ψ
2
t +
∫ ∞
0
g(s)|ηtx|
2ds+
∫ ∞
0
g(s)|ηtxt|
2ds]dx. 
Finalmente, definimos el funcional
F4(t) := −
∫ L
0
[ρ1ϕtϕ+ ρ2ψtψ]dx (5.34)
Lema 5.7
Existen constantes positivas τ , Cτ y C2 tal que
d
dt
{F3(t) +
2τC2
ρ1
F4(t)} ≤ −
k
4
∫ L
0
|ϕx + ψ|
2dx− τC2
∫ L
0
ϕ2tdx
+ Cτ
∫ L
0
[ψ2t + ψ
2
x]dx
+ Cτ
∫ L
0
[
∫ ∞
0
g(s)|ηtx|
2ds+
∫ ∞
0
g(s)|ηtxt|
2ds]dx
Demostracio´n:
Derivando la expresio´n (5.34), con respecto a t, tenemos
d
dt
F4(t) = −
∫ L
0
[ρ1ϕttϕ+ ρ1ϕtϕt + ρ2ψttψ + ρ2ψtψt]dx (5.35)
Reemplazando (1.9), (1.10), integrando por partes y b˜ = b− b0, en (5.35), tenemos
d
dt
F4(t) =− ρ1
∫ L
0
ϕ2tdx− ρ2
∫ L
0
ψ2t dx+ k
∫ L
0
|ϕx + ψ|
2dx+ b˜
∫ L
0
ψ2xdx
+
∫ L
0
(
∫ ∞
0
g(s)ηtxds)ψxdx (5.36)
Por otro lado usando la desigualdad de Young, tenemos∫ L
0
(
∫ ∞
0
g(s)ηtxds)ψxdx ≤ σ
∫ L
0
ψ2xdx+ b0Cσ
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx (5.37)
Por lo tanto, reemplazando (5.37) en (5.36), para un C grande, tenemos
d
dt
F4(t) ≤− ρ1
∫ L
0
ϕ2tdx− ρ2
∫ L
0
ψ2t dx+ k
∫ L
0
|ϕx + ψ|
2dx
+ C
∫ L
0
[ψ2x +
∫ ∞
0
g(s)|ηtx|
2ds]dx (5.38)
Usando Lema 5.6, (5.38) y escogiendo τ suficientemente pequen˜o, tenemos
d
d
{F3(t) +
2τC2
ρ1
F4(t)} ≤(−
k
2
+
2τC2k
ρ1
∫ L
0
|ϕx + ψ|
2dx+ (τC2 − 2τC2)
∫ L
0
ϕ2tdx
+ (Cτ +
2τC2C
ρ1
)
∫ L
0
ψ2xdx+ (Cτ −
2ρ2τC2
ρ1
)
∫ L
0
ψ2t dx
+ (Cτ +
2τC2C
ρ1
)
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
+ Cτ
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx (5.39)
Tomando 0 <
τC2
ρ1
≤
1
8
y C˜τ = Cτ + 2
τC2C
ρ1
en (5.39), obtenemos
d
dt
{F3(t) +
2τC2
ρ1
F4(t)} ≤ −
k
4
∫ L
0
|ϕx + ψ|
2dx− τC2
∫ L
0
ϕ2tdx
+ C˜τ
∫ L
0
[ψ2t + ψ
2
x]dx
+ C˜τ
∫ L
0
[
∫ ∞
0
g(s)|ηtx|
2ds+
∫ ∞
0
g(s)|ηtxt|
2ds]dx.
Ahora estamos en condiciones de demostrar la tasa de decaimiento polinomial de la
energ´ıa de primer orden.
Teorema 5.8
Supongamos que no se cumple (1.16), el nu´cleo g verifica la condicio´n (1.14) y
que los datos iniciales satisfacen ϕ0, ψ0 ∈ H
2 ∩ H10 (0, L), η0 ∈ L
2
g(R
+, H2 ∩ H10 ) y
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ϕ1, ψ1 ∈ H
1
0 (0, L).
Entonces la energ´ıa de primer orden E(t) decae de forma polinomial para cero, esto
es, existe una constante positiva C independiente de los datos iniciales tal que
E(t) ≤
C
t
(E(0) + E2(0)).
Demostracio´n:
Definimos el funcional L(t) como
L(t) := ξ(t) + µ{F3(t) +
2τC2
ρ1
F4(t)} (5.40)
En (5.40), derivando con respecto a la variable t, usando el Lema 5.3 y Lema 5.7,
tenemos
d
dt
L(t) ≤(µC˜τ −
Nk1
2
)
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx
+ (µC˜τ −
Nk1
2
+ C +N2Cǫ2)
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
+ (2N2ǫ2 − µ
k
4
)
∫ L
0
|ϕx + ψ|
2dx+ (ǫ1 − µτC2)
∫ L
0
ϕ2tdx
+ (µC˜τ + Cǫ1 −N2
ρ2b0
2
)
∫ L
0
ψ2t dx
+ (C1N2ǫ2 −
b˜
2
+ µC˜τ )
∫ L
0
ψ2xdx
≤− λ1
∫ L
0
(
∫ ∞
0
g(s)|ηtxt|
2ds)dx− λ2
∫ L
0
(
∫ ∞
0
g(s)|ηtx|
2ds)dx
− λ3
∫ L
0
ϕ2tdx− λ4
∫ L
0
ψ2t dx− λ5
∫ L
0
ψ2xdx
− λ6
∫ L
0
|ϕx + ψ|
2dx (5.41)
donde
λ1 =
Nk1
2
− µC˜τ > 0
λ2 =
Nk1
2
− C −N2Cǫ2 − µC˜τ > 0, N >
2
k1
(C +N2Cǫ2 + µC˜τ ), N > 0
λ3 = µτC2 − ǫ1 > 0
λ4 = N2
ρ2b0
2
− µC˜τ − Cǫ1 > 0, N2 >
2
ρ2b0
(µC˜t + Cǫ1), N2 > 0
λ5 =
b˜
2
− C1N2ǫ2 − µC˜τ > 0
λ6 =
µk
4
− 2N2ǫ2 > 0
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Tomando N >
2
k1
(C +N2Cǫ2 + µC˜τ ), tenemos que λ1 > 0; para
0 < ǫ2 < mı´n{
µk
8N2
,
b˜
4C1N2
}, con µ >
b˜
4Cτ
, encontramos λ5 > 0, λ6 > 0, por ultimo
como −λ1‖η‖
2
L2g
≤ 0 en (5.41), tenemos
d
dt
L(t) ≤ −λE(t) (5.42)
para algu´n λ = mı´n{λ2, λ3, λ4, λ5, λ6} > 0.
Luego integrando (5.42), de 0 a t, tenemos
λ
∫ t
0
E(s)ds ≤ L(0)− L(t), ∀t ≥ 0 (5.43)
Por otro lado, usando la desigualdad de Holder, la desigualdad de Poincare, la de-
sigualdad de Young, existe una constante positiva β, tal que
L(t) ≤ β[E(t) + E2(t)], ∀t ≥ 0 (5.44)
Luego usando (5.44), la desigualdad triangular y como la energ´ıa es decreciente,
tenemos
L(0)− L(t) ≤ |L(0)− L(t)|
≤ |L(0)|+ |L(t)|
≤ 2β[E(0) + E2(0)] (5.45)
De (5.45) en (5.43) tenemos
λ
∫ t
0
E(s)ds ≤ 2β(E(0) + E2(0)) (5.46)
Recordemos que
d
dt
E(t) ≤ 0, luego tenemos
d
dt
[tE(t)] = E(t) + t
d
dt
E(t) ≤ E(t), ∀t ≥ 0 (5.47)
Integrando con respecto a la variable t, desde 0 a t, en (5.47) y usando (5.46),
obtenemos
tE(t) ≤
∫ t
0
E(s)ds ≤
2β
λ
(E(0) + E2(0))
En consecuencia, tomando C =
2β
λ
> 0 concluimos que
E(t) ≤
C
t
(E(0) + E2(0)).
Hemos demostrado que el sistema decae polinomialmente.
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Conclusiones
En este trabajo se ha demostrado que la disipacio´n dada por el te´rmino historia
es bastante fuerte para la estabilizacio´n exponencial y polinomial del sistema,
dependiendo de una buena relacio´n entre las constantes del sistema.
Usamos la teor´ıa de semigrupos lineales para mostrar que el sistema (1.9)-
(1.11) esta bien puesto y determinamos la estabilidad exponencial del sistema.
En este trabajo usamos la teor´ıa de semigrupos para probar la existencia y
unicidad de soluciones para un sistema de Timoshenko con historia pasada.
Por otro lado usando propiedades del generador infinitesimal de un semigrupo
asociado al sistema se demuestra que es exponencialmente estable si y solo si
las velocidades de las ondas son iguales. Cuando el sistema no es exponen-
cialmente estable demostramos la estabilidad polinomial por el me´todo de los
multiplicadores que consiste en obtener estimativos para diferentes funcionales,
tambie´n se le llama me´todo de la energ´ıa.
La principal contribucio´n de este trabajo fue establecer una condicio´n necesaria
y suficiente para garantizar la estabilidad exponencial. En el caso ma´s general,
el decaimiento polinomial es demostrado.
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