On the computation of solutions of systems of interval polynomial equations  by Ferreira, J.A. et al.
Journal of Computational and Applied Mathematics 173 (2005) 295–302
www.elsevier.com/locate/cam
On the computation of solutions of systems of interval
polynomial equations
J.A. Ferreira∗, F. Patr)*cio, F. Oliveira
Universidade de Coimbra, Faculdade de Cieˆncias e Tecnologia, Departamento de Matematica, Apartado 3008,
3000 Coimbra, Portugal
Received 17 November 2003; received in revised form 9 February 2004
Abstract
Systems of algebraic equations with interval coe2cients are very common in several areas of engineering
sciences. The computation of the solution of such systems is a central problem when the characterization of
the variables related by such systems is desired.
In this paper we characterize the solution of systems of algebraic equations with real interval coe2-
cients. The characterization is obtained considering the approach introduced in J. Comput. Appl. Math. 136
(2001) 271.
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1. Introduction
In certain areas of engineering sciences several behaviour laws of variables with a relevant role are
formulated by algebraic expressions with perturbed coe2cients which can be seen as real intervals
[3,6–10]. The characterization of such variables is established solving systems of algebraic equations
with interval coe2cients. The case of one equation arises, for instance, in automatic control theory
in [3], in dynamic systems in [6] and in astrophysics [4]. In this case in order to characterize the
variable of interest, an interval polynomial equation must be solved. We mention that the computation
of the roots of interval polynomials using the particular form of the polynomials was considered in
[3]. In [1] the computation was made using the interval arithmetic. Attending that for certain interval
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equations, the last approach does not enable us to obtain the desired roots at least approximately [2],
in [5] a new approach was introduced which can be considered for very general interval polynomial
equations.
In this paper, we use the approach introduced in [5] in order to compute the solution of systems
of interval polynomials equations. Using this approach we are able to characterize the set containing
the solution of the mentioned system.
Attending that the characterization of the solution of a system of interval polynomial equations
with interval coe2cients is obtained characterizing the set of solutions of each equation we start in
Section 2 by generalizing the approach considered by the authors before in [5] to interval poly-
nomials in several variables. The arguments presented in Section 2 are used in Section 3 on the
characterization of the solution of systems of equations involving interval polynomials in several
variables.
2. Interval polynomials in several variables
Let Qm1 ;:::;mn(z1; : : : ; zn) be the interval polynomial in the variables zi; i = 1; : : : ; n, of degree
mi ∈N; i = 1; : : : ; n, respectively, deFned by
Qm1 ;:::;mn(z1; : : : ; zn) =
n∑
i=1
Pmi(zi) + A0; (1)
where A0 = [a0; b0] is a closed real interval, Pmi(zi) is an interval polynomial in the variable zi,
without independent term and of degree mi, that is, Pmi(zi) is deFned by
Pmi(zi) =
mi∑
j=1
Ai;jz
j
i ; Ai; j = [ai; j; bi; j]; j = 1; : : : ; mi
for i = 1; : : : ; n. The interval polynomials Qm1 ;:::;mn(z1; : : : ; zn) can be seen as a family of real
polynomials in the variables z1; : : : ; zn.
Denition 1. Let Qm1 ;:::;mn(z1; : : : ; zn) be a interval polynomial in the variables zi; i=1; : : : ; n, deFned
by (1). By G(Qm1 ;:::;mn) we denote the graph of Qm1 ;:::;mn(z1; : : : ; zn) which is given by
G(Qm1 ;:::;mn) = {(z˜1; : : : ; z˜n; z˜)∈Rn+1 : ∃pm1 ;:::;mn(z1; : : : ; zn)∈Qm1 :::mn(z1; : : : ; zn);
z˜ = pm1 ;:::;mn(z˜1; : : : ; z˜n)}:
Example 1. Let us consider the interval polynomial of degree two in the variables z1; z2 deFned by
Q2;2(z1; z2) = z21 + [− 4;−2]z1 + z22 + [− 4;−2]z2 + [1; 4]:
The graph of Q2;2(z1; z2), G(Q2;2), is the set of all points of R3 between the two surfaces plotted in
Fig. 1.
Using the approach introduced in [5], we can deFne certain functions such that their graphs are
the boundary surfaces of G(Qm1 ;:::;mn).
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Fig. 1. G(Q2; 2) for Q2; 2(z1; z2) = z21 + [−4;−2]z1 + z22 + [−4;−2]z2 + [1; 4].
Following the mentioned approach we associate with Qm1 ;:::;mn(z1; : : : ; zn) the real polynomials
qm1 ;:::;mn(z1; : : : ; zn) and rm1 ;:::;mn(z1; : : : ; zn) deFned in what follows. We start by noting that Rn is
the union of the sets of the type
∏n
j=1 Rsj where sj ∈{+;−} for j = 1; : : : ; n, and we assume that
when all sj = + or all sj = −, by Rsj we represent Rsj0 : The expressions of qm1 ;:::;mn(z1; : : : ; zn) and
rm1 ;:::;mn(z1; : : : ; zn) are depending of
∏n
j=1 Rsj .
We consider
qm1 ;:::;mn(z1; : : : ; zn) = q
s1···sn
m1 ;:::;mn(z1; : : : ; zn) if (z1; : : : ; zn)∈
n∏
j=1
Rsj ; (2)
where
qs1 :::snm1 ;:::;mn(z1; : : : ; zn) =
n∑
i=1
mi∑
j=1
qi; jz
j
i + q0;
with q0 = b0; and
qi; j =
{
bi; j if si =+ or si =− and j even;
ai; j if si =− and j odd:
We represent by rm1 ;:::;mn (z1; : : : ; zn) the following function:
rm1 ;:::;mn(z1; : : : ; zn) = r
s1 :::sn
m1 ;:::;mn(z1; : : : ; zn) if (z1; : : : ; zn)∈
n∏
j=1
Rsj ; (3)
with
rs1 :::snm1 ;:::;mn(z1; : : : ; zn) =
n∑
i=1
mi∑
j=1
ri; jz
j
i + r0;
298 J.A. Ferreira et al. / Journal of Computational and Applied Mathematics 173 (2005) 295–302
r0 = a0; and
ri; j =
{
ai; j if si =+ or si =− and j even;
bi; j if si =− and j odd:
We call qm1 ;:::;mn(z1; : : : ; zn) and rm1 ;:::;mn(z1; : : : ; zn), respectively the upper and lower polynomials
associated with Qm1 ;:::;mn(z1; : : : ; zn); and together, these two polynomials will be called in the follow-
ing, boundary polynomials associated with Qm1 ;:::;mn(z1; : : : ; zn).
The following lemma is consequence of the above deFnitions.
Lemma 1. Let Qm1 ;:::;mn(z1; : : : ; zn) be a interval polynomial in the variables zi, i = 1; : : : ; n, de5ned
by (1) and G(Qm1 ;:::;mn) its graph. We have
G(Qm1 ;:::;mn) = {(z˜1; : : : ; z˜n; z˜)∈Rn+1 : rm1 ;:::;mn(z˜1; : : : ; z˜n)6 z˜6 qm1 ;:::;mn(z˜1; : : : ; z˜n)}: (4)
Let us suppose that we intent to characterize the set
N(Qm1 ;:::;mn) = {(z˜1; : : : ; z˜n)Cn : ∃pm1 ;:::;mn(z1; : : : ; zn)∈Qm1 ;:::;mn(z1; : : : ; zn);
pm1 ;:::;mn(z˜1; : : : ; z˜n) = 0};
where Cn= {(z1; : : : ; zn) : zi ∈C; i=1; : : : ; n} and C denotes the complex plan. This characterization
can be easily made using the boundary polynomials qm1 ;:::;mn(z1; : : : ; zn) and rm1 ;:::;mn(z1; : : : ; zn) induced
by Qm1 ;:::;mn(z1; : : : ; zn) and is established in the following theorem.
Theorem 1. Let Qm1 ;:::;mn(z1; : : : ; zn) be a interval polynomial in the variables zi; i=1; : : : ; n, de5ned
by (1) and let qm1 ;:::;mn(z1; : : : ; zn) and rm1 ;:::;mn(z1; : : : ; zn) be the boundary polynomials associated with
Qm1 ;:::;mn(z1; : : : ; zn). We have
1. if rm1 ;:::;mn(z1; : : : ; zn)¿ 0 for all (z1; : : : ; zn)∈Rn, then N(Qm1 ;:::;mn) ∩ Rn = ∅;
2. if qm1 ;:::;mn(z1; : : : ; zn) = 0 for some (z1; : : : ; zn)∈Rn, then N(Qm1 ;:::;mn) ⊂ Rn;
3. if qm1 ;:::;mn(z1; : : : ; zn)¿ 0 for all (z1; : : : ; zn)∈Rn, and rm1 ;:::;mn(z1; : : : ; zn) = 0 for some
(z1; : : : ; zn)∈Rn, then N(Qm1 ;:::;mn) = I1 ∪ I2 with I1 ⊂ Rn and I2 ⊂ Cn.
Example 2. Let us consider Example 1. For the interval polynomial Q2;2(z1; z2) consider there we
have the following boundary polynomials:
1.
q2;2(z1; z2) =


z21 − 2z1 + z22 − 2z2 + 4; z1¿ 0; z2¿ 0;
z21 − 2z1 + z22 − 4z2 + 4; z1¿ 0; z2¡ 0;
z21 − 4z1 + z22 − 2z2 + 4; z1¡ 0; z2¿ 0;
z21 − 4z1 + z22 − 4z2 + 4; z1¡ 0; z2¡ 0;
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2.
r2;2(z1; z2) =


z21 − 4z1 + z22 − 4z2 + 1; z1¿ 0; z2¿ 0;
z21 − 4z1 + z22 − 2z2 + 1; z1¿ 0; z2¡ 0;
z21 − 2z1 + z22 − 4z2 + 1; z1¡ 0; z2¿ 0;
z21 − 2z1 + z22 − 2z2 + 1; z1¡ 0; z2¡ 0:
The graphics of the boundary polynomials are plotted in Fig. 1. We observe that q2;2(z1; z2)¿ 0 for
all (z1; z2)∈R2 and {(z1; z2)∈R2 : r2;2(z1; z2) = 0} is the set
{(z1; z2)∈R2 : z1¿ 0; z2¿ 0; (z1 − 2)2 + (z2 − 2)2 = 7}
∪{(z1; z2)∈R2 : z1¿ 0; z2¡ 0; (z1 − 2)2 + (z2 − 1)2 = 3}
∪{(z1; z2)∈R2 : z1¡ 0; z2¿ 0; (z1 − 1)2 + (z2 − 2)2 = 4}:
and, by Theorem 1, N(Q2;2) = I1 ∪ I2 with I1 ⊂ R2 and I2 ⊂ C2.
3. Systems of interval polynomial equations
In this section we consider systems of interval polynomial equations of the type (1), that is,
Q(‘)m1; ‘ ;:::;m1; ‘(z1; : : : ; zn) = 0; ‘ = 1; : : : ; n; (5)
where, for each ‘,
Q(‘)m1; ‘ ;:::;m1; ‘(z1; : : : ; zn) =
n∑
i=1
mi;‘∑
j=1
A(‘)i; j z
j
i + A
(‘)
0
and
A(‘)i; j := [a
(‘)
i; j ; b
(‘)
i; j ]; A
(‘)
0 = [a
(‘)
0 ; b
(‘)
0 ]:
Example 3. For example the system
[1; 2]z1 + [3; 4]z2 = 0;
[2; 3]z1 + [− 2;−1]z2 + [− 2;−1] = 0
(6)
is of type (5). Our aim is to compute (z˜1; z˜2)∈R2 verifying the two interval equations, that is, such
that exist p(1)1;1(z1; z2)∈ [1; 2]z1 + [3; 4]z2 and p(2)1;1(z1; z2)∈ [2; 3]z1 + [− 2;−1]z2 + [− 2;−1] verifying
p(1)1;1(z˜1; z˜2) = p
(2)
1;1(z˜1; z˜2) = 0:
We intent to compute (z˜1; : : : ; z˜n)∈Rn such that, for each ‘∈{1; : : : ; n}, exists p(‘)m1; ‘ ;:::;mn; ‘ (z1; : : : ; zn)
∈Q(‘)m1; ‘ ;:::;mn; ‘ (z1; : : : ; zn) such that
p(‘)m1; ‘ ;:::;mn; ‘(z˜1; : : : ; z˜n) = 0:
The set of all these points of Rn is denoted by S(Q(‘)m1; ‘ ;:::;mn; ‘ ; ‘ = 1; : : : ; n).
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Fig. 2. G(Q(1)1;1 ) for Q
(1)
1;1 (z1; z2) = [1; 2]z1 + [3; 4]z2.
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Fig. 3. G(Q(2)1;1 ) for Q
(2)
1;1 (z1; z2) = [2; 3]z1 + [−2;−1]z2 + [−2;−1].
Theorem 2. Let us consider the system (5) and the sets N(Q(‘)m1; ‘ ;:::;m1; ‘) for ‘ = 1; : : : ; n. Then
S(Q(‘)m1; ‘ ;:::;mn; ‘ ; ‘ = 1; : : : ; n) =
n⋂
‘=1
N(Q(‘)m1; ‘ ;:::;m1; ‘):
Applying Theorem 1 we are able to characterize each N(Q(‘)m1; ‘ ;:::;m1; ‘) and using Theorem 2, we
obtain {(z˜1; : : : ; z˜n)∈Rn : Q(‘)m1; ‘ ;:::;m1; ‘(z˜1; : : : ; z˜n) = 0; ‘ = 1; : : : ; n}.
Example 4. Let us consider Example 3. The graphics of the two interval polynomials in the variables
z1 and z2, Q
(1)
1;1(z1; z2), Q
(2)
1;1(z1; z2), deFned by the two equations are the points of R3 between the
two surfaces plotted in Figs. 2 and 3, respectively.
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Fig. 4. N(Q(1)1;1 ) for Q
(1)
1;1 (z1; z2) = [1; 2]z1 + [3; 4]z2.
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Fig. 5. N(Q(2)1;1 ) for Q
(2)
1;1 (z1; z2) = [2; 3]z1 + [−2;−1]z2 + [−2;−1].
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Fig. 6. S(Q(1)1;1 ; Q
(2)
1;1 ) =N(Q
(1)
1;1 ) ∩N(Q(2)1;1 ).
In Figs. 4 and 5 we plot N(Q(1)1;1) and N(Q
(2)
1;1), respectively.
In Fig. 6 we plot S(Q(1)1;1; Q
(2)
1;1) =N(Q
(1)
1;1) ∩N(Q(2)1;1).
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