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Abstract
We study the electrokinetic transport behavior of water molecules and ions in hydropho-
bic graphene nanochannels with variable surface charge densities and the interfacial
water structure based on detailed molecular dynamics simulations. The interfacial wa-
ter structure, described by the water density, hydrogen bonding, diffusion, distribution
of the OH bond and dipole orientations, are strikingly influenced by the surface charge.
We find anomalous electrostatic effects which depend on the distribution of counterions
close to the surface, ion-specific effects and interfacial water structure. On a negatively
charged surface, the attraction of Na+ ions towards the graphene layer enhances the
interfacial friction. In contrast, if the surface is positively charged, high surface charge
density triggers an anomalous enhancement of electroosmotic flow, accompanied by an
abrupt change of the interfacial water structure. At high surface charge densities, the
mobility of the interfacial water at the positively charged surfaces is suppressed more
strongly compared to the negatively charged surface. Our results imply new physics




Surface properties are of fundamental importance in controlling the molecular transport
in nanofluidic systems by mediating the solvent structure at solid/liquid interfaces [1–4].
In hydrophobic nanochannels, the flow resistance due to interactions between fluid
molecules and the substrate is significantly weakened compared to hydrophilic sur-
faces. As a consequence, the flow rate of water through carbon nanotubes is dramat-
ically enhanced [5, 6]. The interfacial depletion region of water molecules close to the
hydrophobic surface is at the origin of new transport phenomena that are different
from hydrophilic channels. Many studies demonstrated that the transport dynamics
of water along hydrophobic surfaces depends on the structure of water molecules in
the depletion region [7]. Computer simulations revealed that dramatic enhancement
of the flow rate of water in carbon nanotubes is caused by the water orientation and
interfacial hydrogen bonding [8]. Further works confirmed that the curvature of carbon
nanotube membranes also strongly influences the interfacial friction of water [9, 10].
The fluidic transport in nanochannels can be driven by various mechanisms. Typical
driving forces are pressure, electric fields, surface tension gradients, osmotic pressure,
temperature and concentration gradients [11,12]. Electroosmotic flow can be generated
when the ions within the electrical double layer (EDL) near a charged surface are driven
by an external electric field. Compared to other driving modes, the electroosmotic
transport provides a rapid and efficient mean for modulating the flow in extremely
confined environments. The EDL is formed due to attractive electrostatic interaction
between counterions and the charged surface. The static and dynamic properties of
charged surface systems can be related to the structure of the EDL and the interactions
between molecules in the EDL and the substrate [13–15]. Furthermore, understanding
the electrohydrodynamics in the EDL is critical for numerous applications, such as
separation [16, 17], fuel cell performance [18], energy storage and conversion [19–21],
contaminant removal [22], and manipulation of single molecules [23,24]. In addition to
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the surface properties, the EDL structure also depends on salt concentration and ion
types. Typically, the interaction of different ions with the surface and specific ionic
hydration effects strongly influence the EDL structure and as a consequence change
the transport behavior of solvent molecules and ions [25–28].
Electrokinetic transport in hydrophobic nanochannels has been investigated theoret-
ically and computationally [25,27,29–38]. A thin vapor phase exists close to the surface
and amplifies interfacial slippage by preventing the fluid from being directly exposed
to the surface roughness. Chakraborty developed a generalized mesoscale model and
predicted a universal dependence of the interfacial electromechanics regardless of the
details of the bulk flow pattern [32]. Huang et al. identified ion-specific anomalous
flow provoked by the strong attraction of large ions to a hydrophobic surface [25].
Computer simulations on the electroosmotic flow of NaCl solutions across charged car-
bon nanotubes indicated that the surface charge density has a significant effect on the
flow characteristics depending on the adsorption behavior of different counterions [27].
A high-ionic-strength electroosmotic flow was also observed in uncharged nanochan-
nels [33]. Through the formulation of the electrohydrodynamic slip boundary condition,
the hydrodynamic properties of the EDL and the fluid flow were demonstrated to de-
pend on both confinement and mobility of surface charges [38]. The zeta potential
ζ is a critical parameter of the EDL. It represents the difference of the electrokinetic
potential between the bulk solution and the shear plane for polar surfaces with zero
slip. However, hydrophobic interactions are characterized by a finite surface slip. As
a consequence, the zeta potential is amplified owing to the existence of slippage at the
hydrophobic surfaces [29]. The dynamic origin for the amplification of the zeta po-
tential was also demonstrated experimentally [39]. For strongly hydrophobic surfaces,
the slip length becomes larger than the characteristic dimension of the nanochannel,
and the hydrodynamics is mainly dependent on the molecular friction in the interfacial
region, and not on the solvent viscosity [9].
In nanofluidic systems, classical continuum assumptions inherent in continuum hy-
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drodynamics and the mean-field Poisson-Boltzmann (PB) theory may not work well in
describing the flow field and the ion distribution under specific conditions. For exam-
ple, the classical PB formalism stemming from purely electrostatic interactions between
different charged species offers only a poor description for strong surface charges and
high ion valency [40]. Furthermore, the effects of significant fluctuations in the ion
and water densities close to the surface and discrete effects that come from the finite
molecular sizes, which are not considered in the original PB theory [41–43], become
non-negligible in narrow fluidic environments. In addition, the flow reversal triggered
by the charge inversion [44–46] as well as other anomalous transport phenomena caused
by ion-specific effects [25,28,47] may also not be captured by classical continuum theo-
ries. Recently, Rezaei et al. studied the electroosmotic flow of an NaCl solution along
silicon surfaces with different surface charge densities through computer simulation [45].
It was found that the flow velocity first rises and then decreases until a flow reversal
occurs as the surface charge density increases. The charge inversion is caused by the
immobilization of adsorbed counterions and leads to the flow reversal [44]. In carbon
nanotubes, the flow velocity is more than three orders of magnitude higher than pre-
dicted by continuum hydrodynamics models [6]. In narrower nanochannels, a distinct
change of the viscosity in the channel also complicates standard continuum approaches.
Though some corrections can be included into classic theories [37], there exist still de-
ficiencies in the model assumptions or when applying them to charged surfaces with
complex molecular details. Molecular dynamics (MD) accounts for molecular details
which are important to investigate the fluid flow in nanosized channels or pores, such
as the discontinuity of matter and atomic interactions.
In this work, through MD simulations, we analyze the anomalous electrohydrody-
namic behavior in a charged graphene nanochannel and the water structure at the
solid/liquid interface. Our study shows that for negatively charged surfaces, the water
transport undergoes fast flow, strongly reduced flow and finally flow reversal as the
surface charge density increases, similar to previous works [44,48]. However, when the
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surface is positively charged, an anomalous enhanced flow is identified at high sur-
face charge densities, and an abrupt change in the interfacial water structure induces
a transition in the zeta potential, which has not been reported in previous works.
The variation of surface charge density also leads to some interesting results for the
ion concentration and water structure in the interfacial region. Besides the electroki-
netic transport in hydrophobic nanochannels (such as carbon nanotubes [27, 49] and
boron nitride nanotubes [21]), our results may be useful to further understand the
electrokinetic properties on the surfaces of carbon-based material electrodes, which are
widely used in energy storage systems. The EDL structures for mesoporous carbon
electrodes [50] and flat graphite electrodes [51] have been previously studied through
computer simulations. However, how the surface charge density influences the inter-
facial structures and dynamics remained unclear in such systems. The present study
suggests that in charged hydrophobic nanochannels, new transport mechanisms still
remain to be explored at the molecular level which depend on details of the liquid
interfacial properties and the surface structure.
2. Simulation Model and Method
The electrolyte is confined between two frozen graphene walls, each of which includes
two layers of graphene separated by a distance of 0.335 nm. Only carbon atoms in
the inner layer are charged. Each graphene sheet consists of 1008 carbon atoms. The
dimensions of the simulation box parallel to the walls are lx× ly = 5.105 nm×5.158 nm.
Periodic boundary conditions are applied along these two directions. The separation
between the two innermost graphene layers along the z direction is approximately
lz = 7.1 nm. About 5900 water molecules are included in the simulation box. All
carbon atoms in the inner layer are positively or negatively charged from 0.01 to 0.1
elementary charge per atom, corresponding to a range of the surface charge density of
|σs| = 0.061C/m2 to 0.613C/m2. For the lowest surface charge density investigated,
there is only a total charge of 10e in each charged layer.
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Non-bonded interactions between molecules are described by a combination of Lennard-















where r is the distance between atoms α and β with partial charge qα and qβ, ϵαβ
and σαβ are the characteristic LJ energy and size parameters, respectively, ε0 is the
permittivity of vacuum. The shifted LJ interactions are truncated at 1.1 nm. The
carbon atoms have the same potential parameters as the carbon atoms in benzene
obtained from the Amber99 force field [52]. The LJ parameters for Na+ and Cl− ions
are taken from Ref. [53]. The Lorentz-Berthelot mixing rule is used to calculate the
potential parameters between dissimilar particles. The parameters for the O-C pairs
are chosen as ϵoc = 0.105 kcal/mol and σoc = 0.319 nm, based on the work of Werder et
al. [54], which makes an accurate prediction for the contact angle of water on graphite
surfaces. Water molecules are modeled by using the extended Simple Point Charge
(SPC/E) model [55], and the hydrogen atoms have no LJ interaction. The SHAKE
algorithm [56] is used to constrain the water geometry. The salt (NaCl) concentration
is fixed at c0 = 0.71M. Extra Na
+ or Cl− counterions are added to neutralize the
charged graphene layers. Long-ranged electrostatic interactions are treated by the
particle-particle particle-mesh (PPPM) solver [57] with a real-space cutoff of 1.1 nm
and a maximal error of 10−4 for the force calculation in reciprocal space. To compute
the Coulomb interaction of the system with a finite length in the z direction, an empty
volume with the height of 3lz is inserted along the z direction, and a correction term
is added [58].
The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [59] is
used to perform simulations in the NVT ensemble. The system is coupled to a Nosé-
Hoover thermostat [60,61] to regulate the temperature of the fluid at 300K with a time
constant of 0.1 ps. An external electric field is applied along the x direction to induce
an electroosmotic flow. To avoid biasing the flow velocity profile, only the velocity
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components along the y and z directions are thermostated. The system is equilibrated
for 1 ns in the absence of the electric field. A run of 8 ns under the electric field is
performed to reach a steady flow state. After that, the system is simulated for 15 ns.
The equations of motion are integrated using the velocity-Verlet algorithm with a time
step of 2 fs.
3. Interfacial Electrical Potential
We describe how to calculate the electrostatic potential in a planar double layer system
with inhomogeneous dielectric properties. The Poisson equation in the presence of












with the electrostatic potential ψ(z) and the charge density ρ(z). We model the spa-
tially varying dielectric profile using a step function [37]
ε⊥(z) =

εint if zw < z < zint
εbulk if z > zint
(3)
where εint and εbulk are the interfacial and bulk water dielectric constants, respectively.
zw is the position of the wall, and zint the position of the interfacial layer. We cal-
culate the thermodynamically defined interface position by a Gibbs dividing surface
construction. The Gibbs dividing surface is given by






where ρ(z) is the water density, and zb is the position of the bulk liquid. Here, we
take zint = zGDS, and then obtain the width of the interfacial layer ∆zint = zint − zw.
It was found that the electrostatic attraction between the negatively charged surface
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and the hydrogen atoms with positive partial charges leads to a smaller ∆zint due to a
reorientation of the water molecules at the interface. The boundary conditions on the








ψ(z)|z→∞ = 0 (6)
where σ0 is the surface charge density. We use continuous boundary conditions of the
electrostatic potential and the displacement field at zint












To calculate the electrostatic potential, we first need to determine the charge density
ρ(z). On one hand, the charge distribution can be extracted from the MD data. On
the other hand, based on the continuum description the concentrations of cations and
anions obey the Boltzmann distribution. By solving the PB equation, the analytical
expression of the interfacial potential Ψint that is the electrostatic potential at z = zint,






 −2Γds(Γ∆zint − F (arccos[−tanh(Ψint/2)]|1− p)|1− p)2√pΓdc(√pΓ∆zint + F (arcsin[−tanh(Ψint/2)]|1− p−1)|1− p−1) (9)
where Ψ = ψe/kBT is the dimensionless potential, Γ = κ
√
εbulk/εinteα with the inverse
Debye length κ = e
√
2c0/ε0εbulkkBT and the ion-surface interaction parameter α, and
the integration constant p = (eαεbulk/εint − 1)(coshΨint − 1)/2. ds(u|m) and dc(u|m)
are Jacobian elliptic functions, and F (φ|m) is the incomplete elliptic integral of the
first kind. In the calculations, we set the parameters to εint = 1, εbulk = 78, T = 298K,
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and α = 0. More details can be found in Ref. [62].
4. Results and Discussion
We first discuss the effect of the surface charge density σs on the electroosmotic velocity.
Figure 1a presents the average flow velocity ue as a function of σs at E = 0.1V/nm.
ue is defined as the average velocity of water molecules not including the near-surface
region (< 0.7 nm from the charged surface). For the positively charged (PC) surface,
we observe an anomalous dependence of ue on σs: the flow is enhanced suddenly when
σs exceeds 0.46C/m
2 corresponding to a surface charge of 0.075e per atom; further
increasing σs beyond 0.52C/m
2 leads to a decrease of ue. The sudden increase of
flow velocity corresponds to an increase of the slip length b. The zeta potential of
a hydrophobic surface can be calculated by the formula ζ = V0(1 + κeffb) with the
surface potential V0 and the effective inverse Debye length keff [29, 63]. Consequently,
an increase of the slip length leads to a transition in the zeta potential, which is
demonstrated to be induced by an abrupt change in the interfacial water structure.
The mechanism of anomalous flow will be discussed further below. When the surface
is negatively charged (NC), the velocity is suppressed significantly at high surface
densities |σs| > 0.35C/m2. In previous works of Qiao et. al [27], the bulk transport
was found to be negligible for negatively charged single-wall carbon nanotubes with
discrete surface charges already at a surface charge density |σs| = 0.076C/m2. The
difference is caused by the surface curvature and the discreteness of surface charges
corresponding to a set of selected carbon atom carrying a unit charge in that work.
Note that the flow velocity for the NC surface is much larger compared to that for
the PC surface at relatively low surface charge density σs = 0.245C/m
2. The present
study indicates that the transport behavior of the fluid along the charged graphene
surface is significantly influenced by the density and distribution of surface charges.
We also examine the liquid/solid friction coefficient λ = F/ueA with A the contact
area and F the total electrostatic force exerted on cations and anions, shown by open
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symbols in Figure 1. In the strong slip limit, the interfacial friction and not the solvent
viscosity controls the fluid dynamics. In particular, the velocity profile is plug-like for
hydrophobic surfaces, and thus viscous dissipation does not occur inside the liquid. In
the range of parameters under investigation, the friction coefficient for the PC surface
reaches a maximum at σs ≈ 0.46C/m2. In contrast, λ for the NC surface increases
sharply with σs. We do not calculate the friction coefficient for larger surface charge
densities because the flow is suppressed significantly and flow inversion occurs as shown
in Figure 1b. In addition, at smaller surface charge densities σs < 0.24C/m
2, a very





























































Figure 1. (a) Average electroosmotic flow velocity ue and friction coefficient λ as a function
of surface charge density σs for positively charged (PC) and negatively charged (NC) surfaces
at E = 0.1V/nm. (b) shows a zoom-in of ue for the NC surface around the charge reversal.
Clearly, ue grows non-linearly as the electric field increases, as seen in Figure 2.
At high surface charge densities, such as |σs| = 0.613C/m2, the electroosmotic flow
is completely inhibited when the electric field is lower than 0.05V/nm. For the NC
surface with σs = −0.613C/m2, the flow is much weaker compared to the PC surface.
This indicates that the surface-fluid interaction becomes stronger at large σs when
the surface is negatively charged. However, at |σs| = 0.184C/m2, the flow is slightly
enhanced for the NC surface. Further, when the surface charge density decreases to
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|σs| = 0.061C/m2, the dependence of ue on the surface property and the counterion
type is related to the electric field. For the NC surface with the Na+ ions as counterions,
the electroosmotic mobility µe = ue/E is slightly higher at weak electric fields compared
to the PC surface (see inset of Figure 2). When the electric field exceeds 0.03V/nm, µe
for the PC surface with σs = 0.061C/m
2 greatly exceeds the result for the NC surface
with σs = −0.061C/m2. This reveals that the electrokinetic transport at charged
hydrophobic surfaces is not only dependent on the charge sign of the surface, but also
on the magnitude of the surface charge density as well as the electric field. Therefore, it
is necessary to explore the effects of the parameters in a larger range for understanding









































Figure 2. Average electroosmotic flow velocity ue as a function of external electric field E
for various surface charge densities. The inset shows the electroosmotic mobility µe = ue/E
for relatively low surface charge densities.
Figure 3 shows the velocity profiles for different surface charge densities. For the PC
surface, the profiles exhibit a perfect plug shape with a velocity jump in the fluid/solid
interfacial region, just as the pressure-driven flow in carbon nanotubes [8]. When
the surface is negatively charged, we observe that flow inversion occurs at high surface
charge density σs = −0.613C/m2. This is attributed to the immobilization of adsorbed
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Na+ ions due to the strong attraction to the surface, resulting in an effective non-
slip boundary. With decreasing surface charge density, the flow inversion disappears.
At σs = −0.429C/m2, the velocity profile exhibits a pan-like shape. This implies a
velocity difference between the Na+ and Cl− ion layers. A similar phenomenon was




























































Figure 3. Water velocity profiles across the channel at various surface charge densities and
electric fields for the (a) PC and (b) NC surfaces. The vertical dashed lines represent the
position of the inner graphene layer. For the PC surfaces, the flow velocity is assumed to be
positive along the opposite direction of the x axis.
In Figure 4, we display the ion concentration profiles at various surface charge den-
sities. In the figures, the Na+ and Cl− ion concentrations are calculated for the NC
and PC surfaces, respectively. At |σs| = 0.061C/m2 (Figure 4a), the first peak of the
Cl− ion concentration is higher and closer to the surface compared to the Na+ ion
concentration. However, the Na+ ion concentration shifts towards the surface upon
increasing the surface charge density, whereas the position of the first peak of the Cl−
ion concentration stays constant. The ion distributions can help us to explain our
puzzling finding that the flow velocity for the NC surface is higher at relatively low
surface charge densities, such as |σs| ≈ 0.245C/m2, and the anomalous behavior at
larger surface charge densities (see Figure 1). At σs = −0.245C/m2 (Figure 4b), only
a limited amount of the Na+ ions is closer to the surface than the Cl− ions. Totally,
the attraction between the PC surface and the Cl− counterions is still stronger, that
is, the friction coefficient is larger. However, when a sufficient amount of Na+ ions are
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adsorbed near the surface, such as at σs = −0.307C/m2 (Figure 4c), the interaction
becomes strong enough to reduce the flow velocity to a lower value. At a higher sur-
face charge density σs = −0.429C/m2 (Figure 4d), most Na+ counterions are strongly
bound to the surface. The immobile Na+ counterions can not be moved by a low field























































































Figure 4. Ion concentrations for various surface charge densities at E = 0.1V/nm. Na+ and
Cl− ion concentrations are shown for negatively and positively charged surfaces, respectively.
The vertical dashed line represents the position of inner graphene layer.
Further, we discuss the effects of the surface charge density on the interfacial water
structure. Depicted in Figure 5 is the water density ρw and the average number Nhb of
hydrogen bonds per water molecule as a function of the distance from the surface. Here,
a hydrogen bond is defined such that two water molecules directly interact through a
hydrogen bond if the distance between two corresponding oxygen atoms is less than
0.35 nm and the angle including the hydrogen bond does not exceed 30◦ [8]. The
maximum peak of water density increases with the surface charge density, and shifts
towards the surface because of an enhanced electrostatic attraction between the surface
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and the oxygen atoms for the PC surface or the hydrogen atoms for the NC surface.
As a result, the interfacial depletion region becomes compressed. In addition, the
increase of the height of the first peak also induces a pronounced second peak. Though
there is a significant amount of water molecules which cluster near the surface, the
hydrogen bonding becomes weaker. Thus, the larger σs undermines the hydrogen
bonding ability of water. The fluctuations of water density and ion concentration
contribute to oscillations of Nhb. Nhb approaches the bulk value (≈ 3.5) far away from
the surface. At |σs| = 0.061C/m2, Nhb in the interfacial region is larger for the PC
surface compared to the NC surface. However, the number of hydrogen bonds for
the NC surface becomes larger at higher surface charge densities. This is because the
migration of more Na+ ions towards the NC surface triggers relatively strong screening
of the surface charges compared to the PC surface. As a result, the effect of the
charges at the NC surface on the hydrogen bonding is weakened to some extent. At
σs = 0.613C/m
2, the water is completely depleted in the region close to z = 0.7 nm,
and thus there are no hydrogen bonds. At σs = −0.613C/m2, a slight increase of Nhb











































































































Figure 5. Profiles of the water density (top) and the total number of hydrogen bonds
(bottom) at various surface charge densities for the (a) PC and (b) NC surfaces at E =
0.1V/nm. The vertical dashed line represents the position of inner graphene layer.
To understand the structure of interfacial water in more details, we also analyze the
orientational distribution of the water dipole Pµ and of the OH bond POH at various
surface charge densities. The distributions as a function of the angle θ with respect to
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the surface normal are shown in Figure 6. The chosen water molecules are located close
to the first peak in the water density. The dipoles of water molecules for the PC surface
rotate towards the surface normal as the surface charge density increases (Figure 6a). In
particular, at σs = 0.613C/m
2 the strong electrostatic interaction forces the dipoles of
most interfacial water molecules to be perpendicular to the surface. When the surface
is negatively charged, the dependence of the dipole orientation on the surface charge
density becomes more complicated (Figure 6b). When the surface is weakly charged
(σs = −0.061C/m2), the distribution spreads more widely. At σs = −0.245C/m2, the
dipoles prefer to align with the surface normal. However, the dipoles tilt towards the
surface when further increasing the surface charge density. Just as discussed above,
due to the migration of Na+ counterions to the surface, the preference of the dipole
orientation is weakened by the electrostatic screening of Na+ counterions. Until the
surface carries sufficient charges, such as σs = −0.613C/m2, the dipoles again rotate
towards the surface normal.
Figure 6c and d present the distribution of OH bond orientation. At low surface
charge density, most OH bonds tend to orient parallel to the surface, and water
molecules form a planar structure linking each other by hydrogen bonds, corresponding
to a large peak at 90◦. Such a structure is also found for neutral carbon nanotubes [8].
The increase of the surface charge density induces rotation of OH bonds which destroys
the hydration bonding network. However, the OH bond distributions are significantly
different for the PC and NC surfaces. At |σs| = 0.061C/m2, some OH bonds tend to
point towards the bulk fluid for the PC surface (Figure 6c, i.e. θ ≈ 20◦), but towards
the wall for the NC surface (Figure 6d, i.e. θ ≈ 160◦). The increase of the charge
density of the PC surface reduces the distribution width. At σs = 0.613C/m
2, the
OH bonds mainly lie in the region between θ ≈ 40◦ and 70◦. This reveals that the
main population of OH bonds point towards the fluid. For the NC surface, two pro-
nounced peaks at σs = −0.613C/m2 are observed in the range 60◦ < θ < 85◦ and








































































































































Figure 6. Distributions of (a, b) the interfacial water dipole orientation Pµ and (c, d) the
interfacial OH bond orientation POH at the position of the first peak of water density for
various surface charge densities. (a, c) and (b, d) correspond to the PC and NC surfaces,
respectively.
most perpendicular to the wall. The visual snapshots in Figure 7 give intuitive insight
into the interfacial water structure. The water orientation is very sensitive to the prop-
erties of the surface. The NC surface (Figure 7b, d, and f) attracts positively charged
hydrogen atoms leading to one OH bond of water pointing to the surface, which is
consistent with the results in Figure 6d. For the PC surface (Figure 7a, c, and e), the
positive surface charges force the OH bonds to rotate towards the fluid. The increase
of surface charge density magnifies these effects. Obviously, a depletion region between
the interfacial water layer and the bulk water forms for large surface charge densities
|σs| = 0.429C/m2 (Figure 7e and f). Moreover, a considerable amount of counterions
also cluster in the interfacial region. The Na+ ions with a smaller radius than the Cl−
ions are closer to the graphene surface at high surface charge density due to strong
electrostatic attraction (Figure 4d).
We further analyze the anomalous increase of ue for the PC surface at high σs ≈
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Figure 7. Snapshots of the simulated systems with the (a, c, and e) PC and (b, d, and f)
NC surfaces. Only the water molecules close to the surface and the top graphene layer are
shown for clarity. The cases from top to bottom correspond to (a and b) |σs| = 0.061C/m2,
(c and d) 0.245C/m2 and (e and f) 0.429C/m2. Color code: water (H in white, O in red),
Na+ ions (green), Cl− ions (blue), and graphene layer (cyan).
0.5C/m2 (see Figure 1a). The enhanced flow means that the friction between the in-
terfacial layer and the surface becomes lower. This behavior seems to be paradoxical
because the enhancement of electrostatic interactions with increasing σs should slow
down the velocity. To unravel the puzzle at the molecular level, we first present the ve-
locity and concentration of Cl− ions near the surface at σs = 0.46C/m
2 and 0.521C/m2
in Figure 8 to see if the anomalous flow is caused by the transport of counterions. The
Cl− ion velocity is larger at σs = 0.521C/m
2 than at σs = 0.46C/m


















































































Figure 9. 2D density contours of oxygen atoms for the PC surfaces at (left panel) σs =
0.46C/m2 and (right panel) 0.521C/m2 at E = 0.1V/nm. Only water molecules belonging
to the first layer (distance smaller than 0.36 nm from the surface) are considered. The cross
symbols denote the positions of the graphene atoms.
water flow. No frozen Cl− ions are found in the interfacial region. Further, we show 2D
contours of the density of water oxygen atoms in Figure 9 in the first water layer. It
is seen that the oxygen atoms exhibit a hexagonal ordering, as observed in simulations
for nanotubes with Si atom parameters [8]. This reveals that the water forms a well-
defined 2D pattern that correlates with the underlying hexagonal graphene structure.
At σs = 0.46C/m
2, the oxygen atoms show a more pronounced ordering in comparison
to σs = 0.521C/m
2. In fact, when σs is higher than 0.46C/m
2, the number of water
molecules which are trapped is reduced.
We can quantify the motion of the interfacial water by the mean-square displacement
(MSD) ⟨(R(t) −R(0)2)⟩. Here, we present the perpendicular component of the MSD
in Figure 10 to examine the mobility of the interfacial water due to the influence of
the surface charges. In the range of relatively low σs, the increase of σs does not affect
the diffusion of the interfacial water. However, at higher surface charge densities, such
as |σs| = 0.613C/m2, the diffusion of water molecules in the interface is significantly
reduced. One also notes that the interfacial water shows a very weak mobility for the
PC surfaces although the magnitude of the surface charges is equal for the PC and NC
surfaces. The weak water diffusion at σs = 0.613C/m










































Figure 10. Mean-square displacement of interfacial water diffusion perpendicular to the
surface for different surface charge densities at E = 0.1V/nm.
the counterions (Cl− ions). Compared to the PC surfaces, the counterions (Na+ ions)
of the NC surfaces is closer to the surfaces, which weakens the attraction between the
interfacial water and the surface.
Before calculating the electrostatic potential, we first show the interfacial width as a
function of the surface charge density based on the Gibbs dividing surface construction
(Eq. 4). As shown in Figure 11, ∆zint entirely increases with the surface charge
density for the PC surface. However, for the NC surface the increase of the surface
charge density reduces the Interface width. This is caused by the reorientation of
the interfacial water as seen in Figure 7. The electrostatic potential distribution for
different surface charge densities is shown in Figure 12. The electrostatic potential is
calculated through Eq. 2 with the ionic charge density from the simulation data. We
found that for the PC surfaces Ψ decreases rapidly in the depletion region until zint.
The interfacial potential increases with the surface charge density. Beyond zint, namely
in the bulk region, Ψ decreases with the distance far away from the surface, and then
a slower decrease is followed. The point where the slower decrease of Ψ starts is close


















Figure 11. Interfacial layer width ∆zint as a function of the surface charge density at
































































Figure 12. Electrostatic potential Ψ along the direction normal to the surface with different
surface charge densities for the (a) PC and (b) NC surfaces. Ψ is calculated using Eq. 2 with
the inhomogeneous dielectric profile described in Eq. 3 and the boundary conditions defined
in Eq. 5-8. The ionic charge distributions are obtained from the MD simulations.
increases sharply. However, unlike the PC surfaces the interfacial potential shows a
more complex dependence on the surface charge density because of the migration of
the Na+ ions towards the surface owing to the increase of the surface charge density.
In the bulk region, Ψ increases with z then followed by a slow decreases until zero.
We present the interfacial potential Ψint as a function of the surface charge den-











































Figure 13. Interfacial electrostatic potential Ψint as a function of the surface charge density.
In (a), Ψint is the interfacial potential which is the electrostatic potential at z = zint in Figure
12. zint is taken as the position zGDS of the Gibbs dividing surface. In (b), Ψint is also the
electrostatic potential at z = zint but is calculated based on Eq. 9.
simulation data. The interfacial potential for the PC surfaces increases as the surface
charge density increases. When the surface is negatively charged, Ψint depends non-
monotonically on the surface charge density. At relatively low surface charge densities,
Ψint shows a minimum at σs ≈ −0.2C/m2. As the number of the surface charges
further increases, the Na+ ion distribution shifts towards the surface, leading to an
increased Ψint. However, when the NC surface has the surface charge density with a
higher magnitude than 0.429C/m2, the interfacial potential decreases again. In Figure
13b, Ψint calculated by solving Eq. 9 is rather small. This indicates that the coun-
terion distribution based on the classical PB equation is much closer to the surface
because the ion size and the interactions between the particles in the interfacial region
are ignored. The change of Ψint with the surface charge density also implies ion-specific
effects. Note that the classical PB theory predicts a maximum at σs ≈ −0.429C/m2
(Figure 13b) as the calculation of the interfacial potential using the ionic charge distri-
bution from the MD distribution (Figure 13a). In addition, we also model the system
with uncharged graphene surfaces (σs = 0) at c0 = 0.71M to explore the potential of
zero charge (PZC). The neutral surface has an interfacial layer width ∆zint ≈ 1.7 Å
(Figure 11). It was found that no ions are adsorbed to the neutral surfaces except for
oscillations of the ion concentrations. The interfacial potential is approximately equal
to zero.
21
Due to the substantially larger slip length than the characteristic length of the
nanochannel, the transport dynamics of the confined fluid is completely determined
by the interfacial friction, and not by the viscosity. No direct relationship between
the surface potential and the solvent velocity is identified through classical theoretical
predictions, such as the Helmholtz-Smoluchowski equation. For the NC surface, the
fluid flow is largely suppressed at high surface charge densities, further leading to the
flow reversal. In such environments, to explore the effect of the interfacial structure on
the fluid dynamics the ionic adsorption needs to be considered. In the present work,
though the interfacial potential can not provide direct clue to the solvent velocity, it
reveals a complex transition of the interfacial structure caused by the surface charge
density for the charged graphene surface.
5. Conclusions
To summarize, we have examined the electrokinetic transport of electrolyte at charged
graphene surfaces and the water structure in the interface using MD simulations. The
effects of surface charge density, ion specificity and electric field strength are explored.
We find a strong dependence of the flow velocity on the surface charge. At low surface
charge densities, the flow velocity for the NC surface with Na+ counterions is larger
than that for the PC surface with Cl− counterions. However, as the surface charge
density increases, the electroosmotic flow on the NC surface is significantly suppressed
until flow reversal occurs in agreement with previous works [44, 48]. The reason for
this flow phenomenon is the migration of Na+ ions towards the NC surface at high
surface charge densities, which leads to stronger interfacial friction. In contrast, the
flow on the PC surface with higher charge densities is enhanced rather than suppressed.
Furthermore, an abrupt change in the interfacial water structure induces a transition
in the zeta potential. Our analysis gives evidence for the anomalous enhancement of
electroosmotic flow at the PC surface. It is found that high surface charge densities
decrease the water-surface binding. The reduction of water oxygen binding to the
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surface carbons weakens the friction between the surface and interfacial molecules. The
investigation of the diffusion of the interfacial water reveals that the mobility of water
molecules in the interfacial region is reduced largely at high surface charge densities.
In particular, the interfacial water interacts with the PC surfaces more strongly, which
suppresses the water diffusion significantly. Due to the migration of the Na+ ions with
the increase of the surface charge density, the interfacial potential varies in a more
complex manner.
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