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Franziska Flegel
Abstract
We study the asymptotic behavior of the principal eigenvector and eigenvalue of the random
conductance Laplacian in a large domain of Zd (d ≥ 2) with zero Dirichlet condition. We assume
that the conductances w are positive i.i.d. random variables, which fulfill certain regularity as-
sumptions near zero. If γ = sup{q ≥ 0: E[w−q] < ∞} < 1/4, then we show that for almost
every environment the principal Dirichlet eigenvector asymptotically concentrates in a single site
and the corresponding eigenvalue scales subdiffusively. The threshold γc = 1/4 is sharp. Indeed,
other recent results imply that for γ > 1/4 the top of the Dirichlet spectrum homogenizes. Our
proofs are based on a spatial extreme value analysis of the local speed measure, Borel-Cantelli
arguments, the Rayleigh-Ritz formula, results from percolation theory, and path arguments.
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1 Introduction
In dimensions greater than one, the spectrum of the i.i.d. random conductance Laplacian displays
a sharp transition between complete localization and complete homogenization. This is the result of
the present paper in combination with recent papers from Flegel, Heida, and Slowik [FHS17] and
Neukamm, Schäffner, and Schlömerkemper [NSS16]. While the other two papers cover spectral ho-
mogenization, we investigate the localization phase. A simple moment condition distinguishes between
the two phases.
More precisely, we investigate the spectrum of the Laplacian Lw associated with the random con-
ductance model on the euclidean lattice Zd. The Laplacian acts on real-valued functions f ∈ `2(Zd)
as
(Lwf)(x) =
∑
y : |x−y|1=1
wxy(f(y)− f(x)) (x ∈ Zd) . (1.1)
We assume that the conductances w are positive, independent and identically distributed (i.i.d.) ran-
dom variables. We describe the almost-sure behavior of the principal eigenvector with zero Dirichlet
conditions outside a growing centered ball B. It turns out that its behavior strongly depends on the
lower tails of the conductances. To be more precise, let us denote the expectation with respect to the
conductances by E and define γ = sup{q ≥ 0: E[w−q] < ∞}. Then we show that, under some
further regularity assumptions,
γ < 1/4⇒
{
a.s. complete localization of principal Dirichlet eigenvector and
a.s. subdiffusive scaling of principal Dirichlet eigenvalue.
(1.2)
On the other hand, as a special case the results in [FHS17] and [NSS16, Corollary 3.4, Proposition
3.18, Lemma 3.9] imply that
γ > 1/4⇒
{
a.s. complete homogenization of first Dirichlet eigenvectors and
a.s. convergence of diffusively rescaled first Dirichlet eigenvalues.
(1.3)
We comment on this in Section 1.3. Together, (1.2) and (1.3) imply that in the i.i.d. random conductance
model there is a dichotomy between a completely homogenized and a completely localized phase.
Moreover, it is remarkable that the critical exponent γc = 1/4 coincides with the critical exponent for
the validity of a local central limit theorem (LCLT) of the corresponding random walk (see e.g. [BKM15,
Theorem 1.9, Remark 1.10(1)]):
γ > 1/4⇒ LCLT holds and γ < 1/4⇒ LCLT does not hold.
The validity of a local CLT is a very strong kind of heat-kernel homogenization. But in contrast to the
principal Dirichlet eigenvector, the heat kernel does not display such a completely different behavior for
γ < 1/4. Although the heat kernel decays anomalously for γ small enough [FM06, BBHK04, Bou10,
BB12], a quenched functional CLT (QFCLT) still holds under minimal assumptions on the i.i.d. envi-
ronment [ABDH12]. This is indeed not a contradiction since the QFCLT associates with macroscopic
properties of the random walk, whereas the anomalous heat-kernel bounds as well as the local CLT
and the principal Dirichlet eigenvector are all sensitive to microscopic trapping structures.
Note that we do not generalize our results to higher order eigenvectors here since in Lemma 5.6 we
rely on the Perron-Frobenius property of the principal Dirichlet eigenvector. In the recent paper [Fle18]
we overcome this difficulty by using the Bauer-Fike theorem.
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This paper is organized as follows: In Section 1.1 we define the model and our main objects. We
present our main results in Section 1.2. In Section 1.3 we compare our results with former results.
Section 1.5 contains some comments on how a subdiffusive upper bound for the principal Dirich-
let eigenvalue contradicts diffusive heat-kernel upper bounds. We survey the proofs concerning the
eigenvalues in Sections 1.4 and 1.6 where we rely on technical results from the subsequent sec-
tions. Section 2 contains Borel-Cantelli arguments, which extend results from [CD81], [Kes03] and
[BKM15]. In Section 3 we adapt some standard results on percolation theory from [BBHK04], [MR04]
and [BKM15] to our needs. Section 4 contains a path argument similar to the one in [BKM15], which
was used to obtain a lower bound for the spectral gap of the random walk that is killed with a rate λ
on a certain percolation cluster. Finally, we prove the localization of the principal Dirichlet eigenvector
in Section 5.
1.1 Model and main objects
We consider the lattice with vertex setZd (d ≥ 2) and edge setEd = {{x, y} : x, y ∈ Zd, |x−y|1 =
1}. If two sites x, y ∈ Zd are neighbors according to Ed, we also write x ∼ y. To each edge e ∈ Ed
we assign a positive random variable we. In analogy to a d-dimensional resistor network, we call the
random weights we conductances. We take (Ω,F) =
(
(0,∞)Ed ,B((0,∞))⊗Ed) as the underlying
measurable space and assume that an environment w = (we)e∈Ed ∈ Ω is a family of i.i.d. positive
random variables with law P. We denote the expectation with respect to P by E.
If e is the edge between the sites x, y ∈ Zd, we will also write wxy or wx,y instead of we. Note that by
definition of the edge set Ed, the edges are undirected, whence wxy = wyx. If we want to refer to an
arbitrary copy of the conductances in general, we simply write w, i.e., for a set A ∈ B((0,∞)), the
expression P[w ∈ A] equals P[we ∈ A] for an arbitrary edge e.
We call
F : [0,∞)→ [0, 1] : u 7→ P[w ≤ u] (1.4)
the distribution function of the conductances.
Given a realization (wxy){x,y}∈Ed of the environment, we consider the Markov chain on Zd with transi-
tions rates given by the conductances wxy. Its generator Lw is defined as in (1.1). This Markov chain
is known as the variable-speed random walk among random conductances. During the last decades
both physicists and mathematicians have analyzed the random conductance model extensively and
many questions regarding central limit theorems and heat-kernel behavior have been answered (for
reviews see [BG90] and [Bis11], respectively). The model became popular for the description of ma-
terials where the transition rates between different states are independent of the states’ energy levels.
This is the case e.g. for the spectral transport of optical excitations among impurity ions [Lyo79], or
charge transport in the one-dimensional ionic conductor hollandite [BBSA79].
Our goal is to study the behavior of the principal eigenvalue λ(n)1 and eigenvector ψ
(n)
1 of the sign-
inverted generator −Lw in the ball
Bn :=
{
x ∈ Zd : |x|∞ ≤ n
}
= [−n, n]d ∩ Zd (1.5)
with zero Dirichlet conditions at the boundary. For a real-valued function f ∈ `2(Zd) let us define the
Dirichlet energy Ew(f) with respect to the operator −Lw by
Ew(f) = 〈f,−Lwf〉 , (1.6)
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where 〈·, ·〉 denotes the standard scalar product, i.e., for functions f1, f2 : Zd → R we let 〈f1, f2〉 =∑
x∈Zd f1(x)f2(x). Then, according to the Courant-Fischer theorem, the principal Dirichlet eigen-
value is given by the variational formula
λ
(n)
1 = inf
{Ew(f) : f ∈ `2(Zd), supp f ⊆ Bn, ‖f‖2 = 1} , (1.7)
where we let supp f denote the support of the function f . The function f that minimizes the RHS of
(1.7) is the principal Dirichlet eigenfunction ψ(n)1 , whence λ
(n)
1 = Ew
(
ψ
(n)
1
)
.
Remark 1.1 (Perron-Frobenius). For a given box Bn the operator Lw together with the zero Dirichlet
boundary conditions can be written as a |Bn| × |Bn|-matrix with non-negative entries everywhere
except on the diagonal. Since the matrix is finite-dimensional, we can add a multiple of the identity to
obtain a non-negative primitive matrix without changing the matrix’ spectrum. By the Perron-Frobenius
theorem (see e.g. [Sen81, Ch. 1]) it follows that its principal eigenvalue is simple and we can assume
without loss of generality that its principal eigenvector is positive.
In this paper we are especially interested in the behavior of the principal Dirichlet eigenvalue and
eigenfunction for dimensions d ≥ 2 and for conductances with a very heavy tail near zero. More pre-
cisely, we consider those cases where the conductances are distributed such that a local central limit
theorem is not valid (cf. [BKM15, Remark 1.10]). Under different circumstances, the principal Dirich-
let eigenvalue and eigenfunctions were studied before: Boivin and Depauw [BD03] proved that the
top of the spectrum homogenizes for uniformly elliptic conductances. Recent results from Neukamm,
Schäffner, and Schlömerkemper [NSS16] and Flegel, Heida, and Slowik [FHS17] imply that the uni-
form ellipticity condition can be weakened to suitable moment conditions. The one-dimensional case
was thoroughly covered by Faggionato [Fag12]. In Section 1.3 we comment on this background and
how our results relate to this previous work.
1.2 Main results
First we give asymptotic lower and upper bounds for the principal Dirichlet eigenvalue λ(n)1 . How can
we determine whether a function g : (0,∞)→ (0,∞) that decreases monotonically to zero, is such
an asymptotic lower or upper bound? To settle this, we will see that it is crucial to determine whether
the box Bn contains a site such that all the 2d incident conductances are less than or equal to g(n).
We call such a site a g(n)-trap. A function Λg : (0,∞) → (0,∞) that carries the information about
how many g(n)-traps we can expect in the box Bn, is defined by
Λg(n) = n
dP[w ≤ g(n)]2d . (1.8)
Note that the factor nd scales like the number of sites in the box Bn and the factor P[w ≤ g(n)]2d
relates to the probability that for a given site all the 2d incident edges carry a conductance less than
or equal to g(n). We will see in Lemma 2.6 that if Λg diverges fast enough, then P-a.s. for n large
enough the box Bn contains at least one g(n)-trap. On the other hand, if Λg decreases fast enough
to zero, then P-a.s. for n large enough Bn does not contain a g(n)-trap, see Lemma 2.1.
In our results we often require recurring conditions on the function g : (0,∞)→ (0,∞). Let us recall
that a function g varies regularly at infinity (zero) with index ρ ∈ R if g(u) = uρL(u) where L is a
slowly varying function at infinity (zero), i.e., for all C > 0 we have
L(Cu)
L(u)
→ 1 as u→∞ (as u→ 0).
see e.g. [BGT89, Chapter 1].
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Assumption 1.2. Let g : (0,∞)→ (0,∞).
(a) The function g varies regularly at infinity with index less than −2.
(b) The function u 7→ u2g(u) is monotone and has a finite limit as u tends to infinity.
(b’) The function u 7→ u2g(u) converges monotonically to zero as u tends to infinity.
Our first theorem gives a sufficient and a necessary condition for when the function g is an asymptotic
upper bound for the principal Dirichlet eigenvalue λ(n)1 . Note that, given one of the Assumptions 1.2
(a) or (b’) is true, then the sufficient and necessary conditions coincide up to the case where Λg scales
exactly like log log n. We summarize all the conditions of the following two theorems in a graphical
overview (see Figure 1.1).
Theorem 1.3 (Upper bound). Let g : (0,∞) → (0,∞) be a function that converges monotonically
to zero and let Λg be as in (1.8). Then the following statements are true:
(i) If there exists  > 0 such that for all n large enough
Λg(n)
log log n
≥ 2 +  , (1.9)
then P-a.s. for n large enough λ(n)1 ≤ 2dg(n).
(ii) On the other hand, if
lim
u→∞
Λg(u)
log log u
= 0 , (1.10)
and one of the Assumptions 1.2 (a) or (b’) is true, then P-a.s. lim supn→∞
λ
(n)
1
g(n)
=∞.
We prove part (i) of this theorem in Section 1.4 and part (ii) in Section 1.6. Note that in (ii) the Assump-
tions 1.2 (a) and (b’) correspond to the fact that we can only deduce that the limit superior diverges if
we assume that g is in o(n−2). This is because in the diffusive regime λ(n)1 scales like n
−2.
In the case where the distribution function F (a) varies regularly at zero with index γ > 0, Theorem
1.3 (i) implies the following corollary. Since its proof is immediate, we omit it.
Corollary 1.4. Let δ > 0. If F varies regularly at zero with index γ > 0, then P-a.s. for n large
enough the function g(n) = n−
1
2γ
+δ is an asymptotic upper bound for λ(n)1 . If even F (a) = a
γ for
a ∈ [0, 1], then the upper bound can be improved to g(n) = n− 12γ ((2 + ) log log n) 12dγ .
Note that if F varies regularly at zero with index γ > 0, then γ = sup{q ≥ 0: E[w−q] < ∞}, as
defined in the introduction. Further note that if γ ∈ [0, 1/4), then there exists η > 0 such that the
expectation E
[
w−1/4+η
]
diverges, cf. the conditions of [ADS16, Theorem 1.13].
The second theorem gives conditions for when the function g is an asymptotic lower bound of the
principal Dirichlet eigenvalue λ(n)1 . Note that this theorem implies that, given one of the Assumptions
1.2 (a) or (b) is true and Λg is bounded, then the condition in (1.11) is sharp. We further comment
on these conditions in Section 1.6. As with the conditions of Theorem 1.3, we summarize them in the
graphical overview Figure 1.1.
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Figure 1.1: Visualization of our results from Theorems 1.3 and 1.5 for a fixed distribution function F that is continuous
and strictly monotone near zero. The figure shows the space of functions g : (0,∞) → (0,∞) that decrease to zero.
The space is depicted such that if f ∈ o(g), then f appears left of g. For simplicity we assume that g fulfills one of the
Assumptions 1.2 (a) or (b’). If F−1(u−1/2) ∈ o(g(u)), then Λg(u) diverges. If g even decays slowly enough such that
condition (1.9) is fulfilled, then P-a.s. for n large enough λ(n)1 ≤ 2dg(n). On the other hand, if g(u) ∈ o(F−1(u−1/2)),
then Λg(u) converges to zero. If g even decays fast enough such that (1.11) is fulfilled, then there exists c > 0 such that
P-a.s. for n large enough λ(n)1 ≥ cg(n). The figure also shows that around g(u) ∼ F−1(u−1/2) there is an interval
where g is definitely neither an a.s. asymptotic upper nor an a.s. asymptotic lower bound, see e.g. Corollary 1.7.
Theorem 1.5 (Lower Bound). Let g : (0,∞) → (0,∞) be a decreasing function that fulfills one of
the Assumptions 1.2 (a) or (b). Let Λg be as in (1.8). Then the following statements are true: If
∞∫
0
u−1Λg(u) du <∞ (1.11)
and Λg is bounded from above, then there exists a constant c > 0 such that P-a.s. for n large enough
λ
(n)
1 ≥ cg(n). If, on the other hand, Condition (1.11) does not hold, then P-a.s. lim infn→∞ λ
(n)
1
g(n)
= 0.
We prove the first part of this theorem in Section 1.6. The second part, i.e., where Condition (1.11)
does not hold, is covered in Section 1.4.
Similarly as for Theorem 1.3, we obtain the following corollary. As before, its proof is immediate and
therefore we omit it.
Corollary 1.6. Let δ > 0. If F varies regularly at zero with index γ ∈ (0, 1/4], then P-a.s. for n large
enough the function g(n) = n−
1
2γ
−δ is an asymptotic lower bound for λ(n)1 . If even F (a) = a
γ for
a ∈ [0, 1], then the lower bound can be further improved. For example g(n) = n− 12γ (log n)− 12dγ−δ
is an asymptotic lower bound in this case.
Furthermore, if F varies regularly at zero with index γ > 1/4, then there exists c > 0 such that
cn−2 is an asymptotic lower bound for λ(n)1 . Then Ew(f) ≥ cn2‖f‖2 for all f ∈ `2(Bn), which is a
Poincaré inequality for functions with bounded support.
Note that for i.i.d. conductances with finite expectation of w−1/4 the Poincaré inequality for functions
with bounded support is also a consequence of [ADS16, Proposition 2.4] (with q = d/2, η a step
function and νω replaced a ν˜ω which for each neighbor sums over the optimal detour from the 2d
independent paths in Figure 2 of [ADS16]).
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When we assume that F is bijective near zero and set g(u) = F−1(u−1/2), then Theorems 1.3 (ii)
and 1.5 directly imply the following corollary. Its proof is immediate once we have observed that Λg(u)
is constant in u.
Corollary 1.7. Assume that there exists v > 0 such that F : [0, v)→ F ([0, v)) is bijective and that
the function u 7→ u2F−1(u− 12 ) converges monotonically to zero. Then
lim inf
n→∞
λ
(n)
1
F−1
(
n−
1
2
) = 0 and lim sup
n→∞
λ
(n)
1
F−1
(
n−
1
2
) =∞ P-a.s. (1.12)
We comment on this behavior in Remark 1.13 in Section 1.4.
Note that in the special case where there exists γ > 0 such that the law P of the conductances fulfills
P[w ≤ a] = aγ for a ∈ [0, 1], Corollary 1.7 implies that
lim inf
n→∞
n
1
2γ λ
(n)
1 = 0 and lim sup
n→∞
n
1
2γ λ
(n)
1 =∞ P-a.s. (1.13)
Finally, we let ψ(n)1 be the principal Dirichlet eigenvector associated with the principal Dirichlet eigen-
value λ(n)1 and normalize it such that ‖ψ(n)1 ‖2 = 1. By virtue of Remark 1.1 we can assume with-
out loss of generality that ψ(n)1 is nonnegative. We show that if we define the local speed measure
pi : Zd → [0,∞) by
pix =
∑
y : y∼x
wxy , x ∈ Zd , (1.14)
then P-a.s. as n tends to infinity, the principal Dirichlet eigenvector ψ(n)1 localizes in the sequence
of sites (zn)n∈N that minimize pi over Bn. Since we assume that F is continuous, this sequence is
P-a.s. uniquely defined. Further, since F is continuous, for each a ∈ [0, 1) there exists s ≥ 0 such
that F (s) = a. For what follows, we thus define the function g as
g : [0,∞)→ [0,∞) : u 7→ sup{s ≥ 0: F (s) = u−1/2} . (1.15)
Theorem 1.8 (Localization of the principal Dirichlet eigenvector). Let F be continuous and vary reg-
ularly at zero with index γ ∈ [0, 1/4). Assume that there exists a∗ > 0 such that F (ab) ≥ bF (a)
for all a ≤ a∗ and all 0 ≤ b ≤ 1. In the case where γ = 0, assume additionally that there exists
1 ∈ (0, 1) such that the product n2+1g(n) converges monotonically to zero as n grows to infinity
where g is given by (1.15). For n ∈ N let zn be the site that minimizes pi over Bn. Then P-a.s.
the mass of the principal Dirichlet eigenvector ψ(n)1 with zero Dirichlet conditions outside the box Bn
increasingly concentrates in the site zn, i.e.,
ψ
(n)
1 (zn)→ 1 P-a.s. as n→∞ .
More precisely, P-a.s. for n large enough
ψ
(n)
1 (zn)
2 ≥ 1− n−1/4 , (1.16)
where for γ > 0 the value of 1 ∈ (0, 1) is chosen such that 1/(2γ) > 2 + 1.
We prove this theorem in Section 5.4.
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Remark 1.9 (Dimension one). Note that we cannot expect that a result like Theorem 1.8 holds in
dimension one. This is because in dimension one, the probabilistic cost to generate a hardly reachable
area is independent of the area’s diameter.
As a consequence of Theorem 1.8 we have the following two corollaries, which we prove in Section
5.5.
Corollary 1.10. Assume that F fulfills the conditions of Theorem 1.8. Then the principal Dirichlet
eigenvalue λ(n)1 P-a.s. behaves like minx∈Bn pix for large n, i.e.,
P
[
lim
n→∞
λ
(n)
1
minx∈Bn pix
= 1
]
= 1 . (1.17)
Let Fpi be the distribution function of the random variable pi, i.e., the distribution function of the sum of
2d independent copies of the conductance w. Note that since F is continuous, Fpi is continuous as
well. Similar to [Fag12, p. 7], we define
h : (0,∞)→ (0,∞) : u 7→ inf
{
s :
1
Fpi(1/s)
= u
}
. (1.18)
If F varies regularly at zero with index γ ≥ 0, then by virtue of Lemma 5.8, it follows that Fpi varies
regularly at zero with index 2dγ. It thus follows by virtue of [Res87, Proposition 0.8(v)] that h varies
regularly at infinity with index 1/(2dγ). Therefore there exists a functionL∗ that varies slowly at infinity
such that
h(|Bn|) = n
1
2γL∗(n) . (1.19)
Corollary 1.11. Assume that F fulfills the conditions of Theorem 1.8 with γ > 0 and let L∗ be as
in (1.19). Then as n tends to infinity, the product L∗(n)n
1
2γ λ
(n)
1 converges in distribution to a non-
degenerate random variable. More precisely,
lim
n→∞
P
[
L∗(n)n
1
2γ λ
(n)
1 ≤ ζ
]
= 1− exp(−ζ2dγ) for all ζ ∈ [0,∞) . (1.20)
We prove this corollary in Section 5.5.
Remark 1.12 (Constant speed). If the conductances are bounded from above, we conjecture that,
qualitatively, the above results should also hold for the constant-speed random conductance model,
i.e., where the Laplacian is given by
(Lwf)(x) = pi−1x
∑
y : |x−y|1=1
wxy(f(y)− f(x)) (x ∈ Zd, f ∈ `2(Zd)) .
In this case, the critical exponent γpic should be
1
8
d
d−1/2 (cf. [BKM15, Theorem 1.8 (1)]). Further, the
typical trapping structures are not single sites but pairs of sites (cf. [ADS16, Figure 1]). In a similar way
as we adapt the proof techniques of [BKM15] for the variable-speed case, this should be possible for
the constant-speed model. However, the proofs become much more technical.
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1.3 Comparison with former results
Our investigation on the spectral behavior of the random conductance generator supplements the
results of former research.
For the lower bound on the principal Dirichlet eigenvalue λ(n)1 , we adapt a path argument from [BKM15,
Lemma 5.1], see Section 4. In that paper as well as in [Bou10, Lemma 3.4], the authors find a lower
bound for the spectral gap λ(n)1 of the random walk that is additionally killed with a rate λ = λ(n) on
a certain percolation cluster C ξ. Because of the massive killing, the spectral gap decays quite slowly
with n. Here, on the other hand, we deal with a scenario where the spectral gap decays very rapidly
to zero.
When the spectral gap decays as n−2 without introducing additional killing inside the box Bn, we are
in the regime of spectral homogenization. Boivin and Depauw [BD03] proved spectral homogenization
for stationary and ergodic conductances that fulfill the uniform ellipticity condition, i.e., where there
exist positive and finite constants a, b that uniformly bound the conductances from above and below.
As a special case they show that for uniformly elliptic i.i.d. conductances there exists a constant c > 0
such that if λ(n)1 < λ
(n)
2 ≤ . . . ≤ λ(n)k are the first k Dirichlet eigenvalues of −Lw, then for almost
every realization of the conductance landscape
lim
n→∞
n2λ
(n)
k = cλk ,
where λk is the kth eigenvalue of the operator −∆ in (−1, 1)d with zero Dirichlet conditions. Ad-
ditionally, the principal Dirichlet eigenfunction of −Lw converges, properly rescaled, to the principal
Dirichlet eigenfunction of the operator −∆ in (−1, 1)d with zero Dirichlet conditions [BD03, Theorem
1, Corollary 1].
In the special case of dimension one, the uniform ellipticity condition was already weakened by Fag-
gionato [Fag12]: She showed that for d = 1 a finite inverse moment of w is sufficient for spectral
homogenization [Fag12, Proposition 2.6]. Further, if the inverse conductances w−1 are i.i.d. and in the
domain of attraction of an α-stable law with 0 < α < 1, then Faggionato showed that the vector of
the first k Dirichlet eigenvalues rescaled by n1+1/α times a slowly varying function converges in dis-
tribution to the vector of the first k Dirichlet eigenvalues of a random generalized differential operator
[Fag12, Theorem 2.5].
Recent results from two teams of authors imply that the uniform ellipticity condition can also be weak-
ened in higher dimensions: Neukamm, Schäffner, and Schlömerkemper [NSS16, Corollary 3.4, Propo-
sition 3.18] proved amongst other results that for γ > 1/4 the Dirichlet energy of −Lw (as in (1.6))
Γ-converges to a deterministic, homogeneous integral. This together with their compactness result
[NSS16, Lemma 3.9] and [Mas93, Theorem 13.5] implies that Conditions I–IV of [JKO94, Chapter 11]
are fulfilled and spectral convergence follows. On the other hand, Flegel, Heida, and Slowik [FHS17]
use the method of stochastic two-scale convergence by Zhikov and Pyatniskii [ZP06] to show that
the Poisson equation homogenizes. Their approach is similar to the one of Faggionato [Fag08] who
already employed two-scale convergence in order to show homogenization for a Laplacian with shifted
spectrum and bounded conductances. From the homogenization of the Poisson equation, the spectral
homogenization follows again by [JKO94, Chapter 11]. Furthermore, Flegel, Heida, and Slowik identify
the corresponding limit operator.
The basis for both [NSS16] and [FHS17] are Poincaré and Sobolev inequalities that were already
used by Andres, Deuschel, and Slowik [ADS16] to prove a quenched local CLT under suitable moment
conditions.
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1.4 Survey on proofs for upper bounds
Let us consider the variational formula (1.7). The equation implies that for any real-valued test function
f ∈ `2(Zd) with supp f ⊆ Bn and ‖f‖2 = 1 we can estimate
λ
(n)
1 ≤ 〈f,−Lwf〉 =
1
2
∑
x∈Zd
∑
y : y∼x
wxy(f(x)− f(y))2 .
Suppose that zn is a random site that minimizes pi (see (1.14)) in Bn. Now we choose the function f
such that its whole mass is concentrated in the site zn ∈ Bn, i.e., f = δzn . When we insert this into
the variational formula (1.7), then we obtain that
λ
(n)
1 ≤ min
x∈Bn
pix ≤ 2d min
x∈Bn
max
y : x∼y
wxy . (1.21)
It remains to find conditions under which the above RHS can be bounded from above by a decreasing
function g(n). As we have already mentioned before, a quantity which carries this information, is the
function Λg defined in (1.8), as we see in the two following proofs.
Proof of Theorem 1.3 (i). Condition (1.9) together with Lemma 2.6 implies that P-a.s. for n large
enough there exists a site zn ∈ Bn such that maxy : y∼zn wzny ≤ g(n). Choose the test function
fn = δzn and insert it into the variational formula (1.7). The claim follows.
Proof of Theorem 1.5 if Condition (1.11) fails. Now we have c
∫∞
0
u−1Λg(u) du =∞ for any c > 0.
Let N = {e ∈ Ed : 0 ∈ e} be the set of edges incident to the origin and note that |N| = 2d. A
substitution of variables and Lemma 2.1 imply that for any c > 0 the following event occurs P-a.s.
infinitely often as n → ∞: There exists a site zn ∈ Bn+1 such that all edges in N ◦ τzn have
conductance smaller than or equal to g(cn). Here, τz (z ∈ Zd) denotes the spatial shift operator.
Every time this event occurs, we choose the test function fn = δzn (as in the proof of Theorem 1.3 (i)),
insert it into the variational formula (1.7) and immediately obtain that P-a.s.
lim inf
n→∞
λ
(n)
1
g(cn)
≤ 2d for any c > 0 .
We now show that this implies the claim. Let c > 1 and recall that we have assumed that one
of the Assumptions 1.2 (a) or (b) is true. In any case it follows that eventually 2g(n) ≥ c2g(cn).
It follows that P-a.s. lim infn→∞
λ
(n)
1
g(n)
≤ 4dc−2. This holds for any c > 1, implying that P-a.s.
lim infn→∞ λ
(n)
1 /g(n) = 0.
Remark 1.13. Now we can intuitively understand the result of Corollary 1.7: For the choice g(u) =
F−1(u−1/2), the function Λg is constant one. Therefore for every c > 0 P-a.s. there exists an infinite
subsequence nk where the boxBnk contains a (cg(nk))-trap. However, as we will see in Section 1.6,
P-a.s. there also exists an infinite subsequence n′k where the box Bn′k does not contain a sufficiently
good trap. It follows that the asymptotics of λ(n)1 fluctuate around the asymptotics of F
−1(u−1/2).
1.5 Relation to heat-kernel upper bounds
In this section we explain why the subdiffusive scaling of the principal Dirichlet eigenvalue contradicts
the validity of a local central limit theorem. We say that λ(n)1 scales subdiffusively, if λ
(n)
1 ∈ o(n−2). In
contrast, if the principal Dirichlet eigenvalue λ(n)1 scales like n
−2, then we call this diffusive scaling.
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The local CLT was established in 2015 by the two teams of authors Andres, Deuschel, Slowik [ADS16]
and Boukhadra, Kumagai, Mathieu [BKM15] who require that for i.i.d. conductances there exists  > 0
such that E[w] and E[w−1/4−] are finite. Let us briefly comment on this.
First we define the random walk among random conductances. This is the Markov chain Xt that is
generated by the operator Lw. Its behavior is as follows: When the walker is at a site x ∈ Zd it waits
for an exponential time with expectation pi−1x (see (1.14)) and then jumps to one of the neighboring
sites. This is why we call pix the local speed of the random walk at the site x. To which neighbor the
random walker jumps is random with probabilities proportional to the corresponding conductances: If
z is a specific neighbor of x, the random walker jumps to z with probability wxz/pix. We call Pwx the
probability w.r.t. to the random walk where the superscript w refers to a fixed environment (quenched
probability) and the subscript x refers to the starting point of the random walker: Pwx [X0 = x] = 1.
The corresponding expectation is called Ewx .
Let τA be the escape time from a setA ⊂ Zd, i.e., τA = inf{t ≥ 0: Xt /∈ A}. There exists a natural
relation between the principal Dirichlet eigenvalue of the operator−Lw and the expected escape time
Ewx [τBn ] from the box Bn, see [BdH15, Section 8.4.1]:
λ
(n)
1 ≥
(
max
z∈Bn
Ewz
[
τBn
])−1
.
Thus, an upper bound for the principal Dirichlet eigenvalue λ(n)1 implies a lower bound on the maximal
expected escape time from the box Bn.
Now Lemma 2.1(i) of [BKM15] implies that if the heat kernel
pt(x, y) := P
w
x [Xt = y] (x, y ∈ Zd , t ≥ 0) ,
has a diffusive on-diagonal upper bound, i.e. there exists c ∈ (0,∞) and a random n0 ∈ N such that
pn2(x, y) ≤ cn−d ∀x, y ∈ Bn , n ≥ n0 ,
then maxz∈Bn E
w
z
[
τBn
] ∼ n−2. Diffusive heat-kernel upper bounds are a necessary condition for
the validity of a local CLT.
But if we assume that the principal Dirichlet eigenvalue scales subdiffusively, i.e., λ(n)1 ∈ o(n−2), then
maxz∈Bn E
w
z
[
τBn
]
grows faster than n−2 and therefore a subdiffusively scaling principal Dirichlet
eigenvalue contradicts the validity of a local CLT.
We can explain the exploding escape times by showing that a large box contains some sites where
the expected time to even leave the initial position is anomalously long. Although this effect is related
to the one responsible for the anomalous heat-kernel decay observed in [BBHK04], it is still a different
one. In [BBHK04], the dominating effect is that a random walk finds a trap elsewhere and then returns
to its initial position. This behavior, however, has a more complex dependence on the Laplacian’s
eigenvalues.
1.6 Survey on proofs for lower bounds
For the lower bound of the principal Dirichlet eigenvalue we have to put in significantly more work than
for the upper bound. The key idea, however, is linked to the considerations for the shape theorem of
first-passage percolation, see e.g. Cox and Durrett [CD81] for the sample case d = 2. The philosophy
is that we have to show that each site in the box Bn is sufficiently well reachable by conductances
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that are significantly greater than the lower bound candidate g. Note that this is similar to the idea of
Lemma 4.6 in [BKM15] where the authors proved this for a polynomial tail of the conductances with
parameter γ and the candidate g(n) = n−α with α > 1/(2γ). It turns out that a crucial element
of the proof is to give a condition that implies that P-a.s. for n large enough all sites in the box Bn
have at least one edge with conductance greater than g(n), similar to [CD81, p. 585] and [Kes86,
Theorem (1.7)]. In general, if g : R+ → R+ is monotonically decreasing and bijective, w1 . . . , w2d
are 2d independent copies of the conductance w, and
E
[
g−1(max{w1, . . . , w2d})d
]
= d
∞∫
0
u−1Λg(u)du <∞ , (1.22)
then P-a.s. for n large enough, all sites in the boxBn have at least one incident edge with conductance
greater than g(n). This together with a path argument, which we adapt from [BKM15] gives the P-a.s.
lower bound for the principal Dirichlet eigenvalue λ(n)1 (given that g(n) is not asymptotically larger
than n−2). On the other hand, if Condition (1.22) is violated, then the same arguments as in Cox and
Durrett [CD81, p. 585] yield that P-a.s. as n tends to infinity, the box Bn contains a g(n)-trap infinitely
often. We have already dealt with this case at the end of Section 1.4.
In what follows we give a survey on the proofs of Theorem 1.3 (ii) as well as Theorem 1.5 if Condition
(1.11) (or equivalently (1.22)) holds. The arguments described above are made rigorous in several
auxiliary lemmas, which we present in the subsequent sections.
Proof of Theorem 1.5 if Condition (1.11) holds. By virtue of Lemma 2.1 with A = {e ∈ Ed : 0 ∈ e} it
follows that P-a.s. there exists n∗1 ∈ N such that for all n ≥ n∗1 all sites z ∈ Bn have an incident edge
with conductance greater than g(n). Since we assumed that Λg is bounded from above, it follows by
virtue of Corollary 2.4 (with m = 2d and κ = d) that there exists  > 0 such that P-a.s. there exists
n∗2 ∈ N such that for all n ≥ n∗2 and for all z ∈ Bn+3d the box B3d(z) contains at most 3d− 1 edges
with conductance less than or equal to g(n1−). Now we choose ξ small enough such that P-a.s. there
exists n∗3 such that for all n ≥ n∗3 Assumptions (ii), (iii) and (iv) of Proposition 4.8 are fulfilled. This is
possible by virtue of (3.1) and Lemmas 3.2 and 3.3. Then the claim follows by virtue of Proposition 4.9
with nk = k + max(n∗1, n
∗
2, n
∗
3).
Proof of Theorem 1.3 (ii). Let c > 1. In any case of 1.2 (a) or (b’), we observe that for n large enough
cg(n) ≤ g(c−1/2n). It follows that the quotient Λcg(u)/ log log u is bounded as u tends to infinity.
Thus we know the following by Corollary 2.5: There exists  > 0 such that P-a.s. for n large enough,
there are at most 2d edges in any subbox B3d(z) ⊂ Bn+3d with conductance smaller than or equal
to cg(n1−). This implies Assumption (i) of Proposition 4.8 with cg instead of g. Now we choose ξ
small enough such that P-a.s. for n large enough Assumptions (ii), (iii) and (iv) of Proposition 4.8 are
fulfilled. This is possible by virtue of (3.1) and Lemmas 3.2 and 3.3.
Further, Condition (1.10) together with Lemma 2.7 implies that P-a.s. as the box size n grows to
infinity, there exists a random subsequence n′ = n′(ω) along which each site z ∈ Bn′ has at least
one incident edge e such thatwe > cg(n′). It follows that we can apply Proposition 4.9 with cg instead
of g and obtain that there exists C > 0 (independent of c since we have assumed 1.2 (a) or (b’)) such
that along the random subsequence n′k and for k large enough
Ew(f) ≥ Ccg(n′k)‖f‖22 for any f : Zd → R with supp f ⊆ Bn′k .
Since this holds for any c > 1, this implies the claim.
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2 Borel-Cantelli arguments
In this section we always assume that the dimension d ≥ 2 and that the conductances are i.i.d.
with law P. We further let g : (0,∞) → (0,∞) be a function that decreases monotonically to zero.
Moreover, we use the following abbreviations: For α > 0 and an edge set A ⊆ Ed we define the
event
Jα(A) = {∃e ∈ A : we > α} . (2.1)
For a set A ⊂ Zd we define E(A) to be the set of edges that connect a site in A with a neighbor in
positive axes direction (i.e., right, above, in front, etc.), i.e.,
E(A) = {{x, y} ∈ Ed : x ∈ A and ∃j ∈ {1, . . . , d} such that y = x+ ej} ,
where {ej} is the canonical basis of Zd. For A ⊆ Ed we write A ◦ τz for the translation of A by
z ∈ Zd, i.e., for x, y, z ∈ Zd with {x, y} ∈ Ed we define τz{x, y} = {x+ z, y + z}.
For a sequence of events (En)n∈N we recall the definitions lim infn→∞En =
⋃∞
n=1(
⋂∞
k=nEn) and
lim supn→∞En =
⋂∞
n=1(
⋃∞
k=nEn).
Lemma 2.1. If b ∈ N and A ⊆ E(Bb) is an edge set with |A| = m, then
P
lim inf
n→∞
⋂
z∈Bn+b
Jg(n)(A ◦ τz)
 = { 1 , if ∫∞0 ud−1P[w ≤ g(u)]mdu <∞ , (2.2a)
0 , otherwise. (2.2b)
I.e., if and only if the integral
∫∞
0
ud−1P[w ≤ g(u)]mdu is finite, then P-a.s. for n large enough for
all sites z ∈ Bn+b the edge set A ◦ τz contains a conductance greater than g(n). Otherwise the
complement of this event occurs for infinitely many n.
Remark 2.2. The result of Lemma 2.1 as well as the proof are generalizations of the considerations
of Cox and Durrett [CD81] and Kesten [Kes03, p. 108] (there,m = 2d and g(n) = n−1). For the sake
of completeness, we included the proofs here.
Proof of Lemma 2.1. For (2.2a): We first show that
0 = 1− P
[
lim inf
|z|∞→∞
Jg(|z|∞−b)(A ◦ τz)
]
= P
[
lim sup
|z|∞→∞
(
Jg(|z|∞−b)(A ◦ τz)
)c]
. (2.3)
We achieve this by applying the first Borel-Cantelli lemma, i.e., we have to estimate∑
z∈Zd\Bb
P
[(
Jg(|z|∞−b)(A ◦ τz)
)c]
=
∞∑
k=b+1
∑
|z|∞=k
P[w ≤ g(|z|∞ − b)]m
≤ 2d
∞∑
k=b+1
(2k + 1)d−1P[w ≤ g(k − b)]m .
Since g(·) is monotonically decreasing, P[w ≤ g(·)] is monotonically decreasing as well. Further,
there exists an index kb such that k − b ≥ 2−1(k + 1) for all k ≥ kb. It follows that there exists
C <∞ such that∑
z∈Zd\Bb
P
[(
Jg(|z|∞−b)(A ◦ τz)
)c] ≤ C + 4dd ∞∑
k=b+1
(2−1(k + 1))d−1P
[
w ≤ g(2−1(k + 1))]m .
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This implies that the LHS is bounded from above by C+ c
∫∞
0
ud−1P[w ≤ g(u)]mdu with a constant
c <∞. This expression is finite by assumption. Therefore, the claim (2.3) follows from the first Borel-
Cantelli lemma.
To arrive at the claim of the lemma, we observe that (2.3) implies that P-a.s. there exists n∗ ∈ N such
that for all |z|∞ ≥ n∗ the set A ◦ τz contains at least one conductance greater than g(|z|∞ − b).
If n > n∗ and z ∈ Bn+b\Bn∗ , i.e., |z|∞ ∈ (n∗, n + b], this means that A ◦ τz contains at least
one conductance greater than g(n) (recall that g is monotonically decreasing). Since n∗ is finite and
g decreases monotonically to zero, it also follows that there exists a finite n′ ≥ n∗ such that for all
edges e ∈ E(Bn∗+1) we have g(n′) < we. Thus,
⋂
z∈Bn+b Jg(n)(A ◦ τz) is true P-a.s. for n large
enough.
For (2.2b): Let
∫∞
0
ud−1P[w ≤ g(u)]mdu =∞. We want to show that this implies
P
lim inf
n→∞
⋂
z∈Bn+b
Jg(n)(A ◦ τz)
 = 0 . (2.4)
Let us define the set Ab = (2b + 1)Zd. It suffices to prove the claim (2.4) for the intersection over
z ∈ Bn+b ∩ Ab, which in turn follows by the second Borel-Cantelli lemma if∑
z∈Ab
P
[(
Jg(|z|+b)(A ◦ τz)
)c]
=∞ ,
since the events
{
Jg(|z|+b)(A ◦ τz)
}
z∈Ab are independent. To prove that the above sum diverges, we
observe that there exists a constant C > 0 such that∑
z∈Ab
P
[(
Jg(|z|+b)(A ◦ τz)
)c] ≥ 2d(2b+ 1)d ∞∑
k=1
(2k − 1)d−1P[w ≤ g((2b+ 1)k + b)]m
≥ C
∞∫
0
ud−1P[w ≤ g(u)]mdu .
By the assumption that
∫∞
0
ud−1P[w ≤ g(u)]mdu =∞, the sum diverges.
Corollary 2.3 (of Lemma 2.1). Let b ∈ N and m ≤ |E(Bb)|. Then the following equivalence holds:
∞∫
0
ud−1P[w ≤ g(u)]mdu <∞ ⇔ P
lim inf
n→∞
⋂
A⊆E(Bb),
|A|≥m
⋂
z∈Bn+b
Jg(n)(A ◦ τz)
 = 1 . (2.5)
Proof of Corollary 2.3. For “⇐”, we apply Lemma 2.1 for an arbitrary A ⊆ E(Bb) with |A| = m. For
“⇒”, note that since Bb is finite, the intersection over the edge sets A on the RHS of (2.5) runs over
finitely many events. By virtue of Lemma 2.1 the claim holds for each of these events and therefore
also for the finite intersection.
Corollary 2.4 (of Corollary 2.3). Let b,m, κ ∈ N with m < |E(Bb)|. If udP[w ≤ g(u)]m is bounded
from above, then
P
lim inf
n→∞
⋂
A⊆E(Bb),
|A|≥m+κ
⋂
z∈Bn+b
Jg(n1−)(A ◦ τz)
 = 1 for all  ∈ [0, κ(m+ κ)−1) . (2.6)
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Proof. We show that the integral
∫∞
0
vd−1P[w ≤ g(v1−)]m+κdv is finite and then we apply Corollary
2.3.
The change of variable v1− = u yields
∞∫
0
vd−1P
[
w ≤ g(v1−)]m+κdv = (1− )−1 ∞∫
0
ud(1−)
−1−1P[w ≤ g(u)]m+κ du .
Now we consider that
ud(1−)
−1−1P[w ≤ g(u)]m+κ = ud((1−)−1−1− κm)−1(udP[w ≤ g(u)]m)1+ κm .
Since both udP[w ≤ g(u)]m and P[w ≤ g(u)]m are bounded from above, we obtain that
∞∫
0
ud(1−)
−1−1P[w ≤ g(u)]m+κ du ≤
u1∫
0
ud(1−)
−1−1 du+ C
∞∫
u1
ud((1−)
−1−1− κ
m)−1 du <∞
for any u1 ∈ (0,∞) and a suitable C <∞. Since  ∈ [0, 1) and d ≥ 2, the first integral on the RHS
is finite. Further, since  < κ(m+ κ)−1, the second integral on the RHS is finite as well.
For the next three results, we define Λg as in (1.8).
Corollary 2.5 (of Corollary 2.3). Let b ≥ 2 and assume that Λg(u)/ log log u is bounded from above
for u large enough. Then
P
lim inf
n→∞
⋂
A⊆E(Bb),
|A|≥2d+1
⋂
z∈Bn+b
Jg(n1−)(A ◦ τz)
 = 1 for all  ∈ (0, (2d+ 1)−1) . (2.7)
Proof. We show that the integral in (2.5) is finite for m = 2d + 1 and g(u1−) instead of g(u). The
assumption on the function Λg implies that there exists C <∞ such that for u large enough
u(d+
1
2)(1−)P[w ≤ g(u1−)]2d+1
(log log u1−)1+
1
2d
< C for all  ∈ (0, 1).
It follows that for u large enough
udP
[
w ≤ g(u1−)]2d+1 ≤ Cu− 12+(d+ 12)(log log u1−)1+ 12d .
For all  < (2d + 1)−1, this implies that the integral
∫∞
0
ud−1P[w ≤ g(u1−)]2d+1 du is finite. The
claim follows by virtue of Corollary 2.3.
For the next lemma we need the following definition: For i, k ∈ N with i ≤ k we define Ai,k as the
set which “has residue class i modulo k”, i.e.,
Ai,k =
{
z = (z1, . . . , zd) ∈ Zd : z1 + . . .+ zd ≡ i mod k
}
. (2.8)
Note that for fixed k, the sets Ai,k are disjoint and eventually the sets Bn ∩ Ai,k have cardinality
greater than (2n)d/k. For k = 2 we especially define the even lattice as the set
Ae =
{
z ∈ Zd : |z|1 ≡ 0 mod 2
}
. (2.9)
Accordingly, the odd lattice is Ao = Zd\Ae.
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Lemma 2.6. Let k ∈ N with k ≥ 2. Further, letN = {e ∈ Ed : 0 ∈ e}. Then the following implication
is true: If there exists  > 0 and n∗ ∈ N such that
Λg(n)
log log n
≥ k +  for all n ≥ n∗, then P
[
lim sup
n→∞
( ⋂
z∈Bn∩A
Jg(n)(N ◦ τz)
)]
= 0 ,
for any A ∈ {A1,k, . . . , Ak,k}, i.e., P-a.s. for n large enough there exists a site zn ∈ Bn ∩ A that
is completely surrounded by edges with conductance less than or equal to g(n). It follows that P-a.s.
for n large enough there exist k distinct sites z(1,n), . . . , z(k,n) ∈ Bn that all fulfill piz(i,n) ≤ 2dg(n)
(i ≤ k).
Proof of Lemma 2.6. We first prove the claim for the subsequence nj = 2j with j ∈ N and with
g(2n) instead of g(n). Then we show how to infer the claim along the whole sequence n ∈ N.
For the first part, let w1, . . . , w2d be 2d independent copies of w. Since k ≥ 2, it follows that for any
α > 0 and any fixed i the events {Jα(N ◦ τz)}z∈Ai,k are independent and thus we can estimate
P
 ⋂
z∈Bnj∩Ai,k
Jg(2nj)(N ◦ τz)
 = P[max{w1, . . . , w2d} > g(2nj)]|Bnj∩Ai,k|
≤
(
1− P[w ≤ g(2nj)]2d
)(2nj)d/k ≤ exp(−1
k
(2nj)
dP[w ≤ g(2nj)]2d
)
.
The assumption on Λg implies that the RHS is summable along the sequence nj = 2j . Thus, it follows
directly by the Borel-Cantelli lemma that the statement of this lemma holds along the subsequence nj
and with g(2nj) instead of g(nj).
To infer the claim of the lemma along the entire sequence, we define
Mn := inf
x∈Bn∩A
sup
e∈N◦τx
we ,
where A ∈ {A1,k, . . . , Ak,k}.
Note that Mn is monotonically decreasing in n. By the first part of the proof we know that
P
[
lim inf
j→∞
Mnj
g(2nj)
≤ 1
]
= 1 . (2.10)
For n ∈ N we now choose jn such that
2jn ≤ n ≤ 2jn+1 .
Since g and M( · ) are both monotonically decreasing, this implies that
M2jn ≥Mn and g(n) ≥ g
(
2jn+1
)
.
Thus, the claim follows by (2.10).
Lemma 2.7. Let N be as in Lemma 2.6. If the function u 7→ ug(u) decreases monotonically to zero
or g varies regularly at infinity with index less than −1 and in any case
lim
u→∞
Λg(u)
log log u
= 0 , then P
[
lim sup
n→∞
( ⋂
z∈Bn
Jcg(n)(N ◦ τz)
)]
= 1 ∀c > 0 . (2.11)
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Proof. For A ⊂ Zd, a fixed c > 0, and a fixed function g let us abbreviate
HnA =
⋂
z∈A
Jcg(n)(N ◦ τz) .
Let us briefly outline the idea of the proof: It is sufficient to show that the claim is true along the
subsequence nj = jj . First we show that
∞∑
j=1
P
[
H
nj
Bnj
]
=∞ (2.12)
which, since H
nj
Bnj
⊂ HnjBnj \Bnj−1+1 , implies that
∑∞
j=1 P
[
H
nj
Bnj \Bnj−1+1
]
= ∞. Note that since for
i, j ∈ N with i 6= j the intersection ⋃
z∈Bnj \Bnj−1+1
N ◦ τz
 ∩
 ⋃
z∈Bni\Bni−1+1
N ◦ τz
 = ∅ ,
the events
{
H
nj
Bnj \Bnj−1+1
}
j≥2
are independent. Thus, given (2.12), we can infer by the second
Borel-Cantelli lemma that
P
[
lim sup
j→∞
H
nj
Bnj \Bnj−1+1
]
= 1 . (2.13)
Then we show that
P
[
lim inf
j→∞
H
nj
Bnj−1+1
]
= 1 . (2.14)
Since by definition
H
nj
Bnj
= H
nj
Bnj \Bnj−1+1 ∩H
nj
Bnj−1+1
,
(2.14) together with (2.13) implies the claim of the lemma.
Let us start with the proof of (2.12). We note that for Ae and Ao as defined in (2.9) the FKG-inequality
implies that
P
[
H
nj
Bnj
]
= P
[
H
nj
Ae∩Bnj ∩H
nj
Ao∩Bnj
]
≥ P
[
H
nj
Ae∩Bnj
]2
.
Then we recall that Ae was constructed such that H
nj
Ae∩Bnj is the intersection of less than (2n+ 1)
d
i.i.d. subevents
{
Jcg(nj)(N ◦ τz)
}
z∈Ae∩Bnj
, each with probability
P
[
Jcg(nj)(N)
]
= 1− P[w ≤ cg(nj)]2d .
Thus for j large enough, there exists C <∞ such that
P
[
H
nj
Bnj
]
≥
(
1− P[w ≤ cg(nj)]2d
)2(2nj+1)d
=
((
1− P[w ≤ cg(nj)]2d
)P[w≤cg(nj)]−2d)2(2nj+1)dP[w≤cg(nj)]2d
≥ exp
(
−CndjP[w ≤ cg(nj)]2d
)
= exp(−CΛcg(nj)) . (2.15)
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Now we explain why the assumptions on g and Λg imply that the RHS of (2.15) is not summable for
any c > 0. If c ≤ 1, then Λcg(n) ≤ Λg(n) for all n ∈ N. It follows that for any ε > 0 there exists
j∗ ∈ N such that for all j > j∗ we have
Λcg(nj) < ε(log j + log log j) < 2ε log j .
When we choose ε < (2C)−1, then we see that the RHS of (2.15) is not summable. Let us now
assume that c > 1. If u 7→ ug(u) decreases monotonically to zero, then cg(n) ≤ g(n/c) for
all n. If g varies regularly at infinity with index less than −1, then for any c˜ > c and for n large
enough cg(n) ≤ g(n/c˜). This implies that for n large enough Λcg(n) ≤ c˜dΛg(n/c˜). Thus, by similar
arguments as for the case c ≤ 1, we obtain that the RHS of (2.15) is not summable. This concludes
the argument for (2.12).
Let us proceed with the proof of (2.14). Note that for any  > 0 we have nj+1 ≥ h(nj) with h(u) =
u(log u)1−. This is because for j large enough and any  > 0 we have
nj+1 = (j + 1)
(
1 +
1
j
)j
jj ≥ (j + 1)nj ≥ nj(log nj)1−.
Thus, (2.14) is a consequence of
P
lim inf
n→∞
⋂
z∈Bn+1
Jcg(h(n))(A ◦ τz)
 = 1 ∀c > 0 .
By virtue of Lemma 2.1 we can thus verify (2.14) by showing that for all c > 0 the integral
∞∫
0
ud−1P[w ≤ cg(h(u))]2ddu <∞ .
To see that the integral is indeed finite, we consider the following: There exists a constant C < ∞
such that
∞∫
0
ud−1P[w ≤ cg(h(u))]2ddu ≤ C +
∞∫
2
u−1
(
u
h(u)
)d(
h(u)d P[w ≤ cg(h(u))]2d
)
du
= C +
∞∫
2
u−1(log u)−d(1−)Λcg(h(u)) du .
Again, we distinguish the cases c ≤ 1 and c > 1. If c ≤ 1, then cg ≤ g. If c > 1, then we observe as
before that in any case we have cg(u) ≤ g(u/c) for u large enough. Therefore the condition on Λg
implies that also Λcg(u)/ log log u→ 0 as u tends to infinity. Since h diverges, it follows that there ex-
ists u∗ <∞ such that Λcg(h(u)) ≤ log log h(u) for all u ≥ u∗. Further, since on the interval [2, u∗]
the function Λcg(h(·)) is bounded, the claim follows since
∫∞
u∗ u
−1(log u)−d(1−) log log h(u) du is
finite.
3 Percolation results
In this section we adapt three standard percolation results that we need for the path arguments of the
next section in order to establish the lower bound for the principal Dirichlet eigenvalue.
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We consider the standard Bernoulli bond percolation on the graph (Zd,Ed), i.e., we assume that the
conductances are independent random variables with common law P such that an individual conduc-
tance is 1 with probability p and 0 otherwise. For an introduction to percolation we refer the reader to
[Gri99]. As in the previous section, we call w = (we)e∈Ed ∈ {0, 1}Ed an environment and we denote
the law of the environment by P. If the conductance we of an edge e is equal to 1, then we call e an
open edge. Otherwise we call the edge e closed. Given a realization w of the environment, we denote
the set of open edges by EO ⊂ Ed.
Consider the random graph (Zd,EO). Following the terminology of Grimmet [Gri99], we call the con-
nected components of this graph open clusters and, for x ∈ Zd, we write C (x) for the open cluster
that contains the site x. Note that C (x) ⊂ (Zd,EO) is a graph. We define the clusters in this way in
order to make sense of Dirichlet forms defined as in (3.2) below. However, when we write |C (x)|, we
refer to the number of sites in C (x). Furthermore, when C is a cluster and y is a site in the vertex set
of C , then we use the shorthand notation y ∈ C . Similarly, if e is in the edge set of C , then we write
e ∈ C .
We say that a path l = (x0, . . . , xm) is open if and only if {xi−1, xi} ∈ EO for all i ∈ {1, . . . ,m}.
Let pc(d) be the critical probability such that P-a.s. there exists an infinite open cluster C∞. This
cluster is P-a.s. unique. We assume that pc(d) < p < 1. Note that C∞ contains all sites x that are
connected to infinity through an open path as well as all open edges that are incident to a site in C∞.
We further defineH as the complement of C∞ in Zd, i.e., we regardH as a set of sites.
The main object of this section is to collect results from the literature and adapt the details such that
they exactly fit our needs.
Lemma 3.1 ([BKM15, Lemma 4.2]). Let η ∈ (0, 1). Then for p sufficiently close to one, there exist
constants C <∞ and c > 0 such that
P[|Bn ∩ C∞| ≤ η|Bn|] ≤ Ce−cn for all n ≥ 1. (3.1)
The second lemma is an implication of Lemma 3.1 above.
Lemma 3.2. Let d ≥ 2 and choose p such that Lemma 3.1 holds with η = 1
2
. Then P-a.s. for n large
enough there exists an injective map ϕ1 : H ∩ Bn → C∞ such that for any site x ∈ H ∩ Bn the
distance |x− ϕ1(x)|1 ≤ 2d(log n)(d+1).
Proof of Lemma 3.2. The proof of this lemma follows the lines of the first paragraph of the proof of
[BKM15, Lemma 4.7] but we included the proof here for completeness. For z ∈ Zd and m ≥ 0,
we denote Bm(z) =
{
x ∈ Zd : |x− z|∞ ≤ m
}
. Choose the percolation parameter p such that
(3.1) is fulfilled with η = 1
2
. Let m = b(log n)d+1c and consider the disjoint partition Pm :=
{Bm((2m+ 1)z)}z∈Zd of Zd. Then Lemma 3.1 implies that there exist c, C ∈ (0,∞) such that
P
 ⋃
B∈Pm,
B∩Bn 6=∅
{|B ∩ C∞| ≤ 12 |B|}
 ≤ ∑
B∈Pm,
B∩Bn 6=∅
P
[|B ∩ C∞| ≤ 12 |B|]
≤ C(2n+ 1)d exp
(
−c(log n)d+1
)
,
which is summable. By the Borel-Cantelli lemma it follows that P-a.s. for n large enough we have
|B ∩ C∞| > |B|/2 in any B ∈ Pm with B ∩Bn 6= ∅.
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Now we construct ϕ1 as follows: For x ∈ H ∩ Bn choose B ∈ Pm (unique) such that x ∈ B.
Choose ϕ1(x) ∈ B ∩ C∞ in an injective way - this is possible since |H ∩ B| < |C∞ ∩ B|. The
`1-distance between x and ϕ1(x) is thus smaller than or equal to 2d(log n)(d+1).
For f : Zd → R with ‖f‖22 <∞ we define the Dirichlet-form EC∞(f):
EC∞(f) =
∑
{x,y}∈C∞
(f(x)− f(y))2 , (3.2)
as well as the norm ‖f‖`2(C∞) =
∑
x∈C∞ f
2(x).
In the following lemma we give a lower bound for the principal Dirichlet eigenvalue on Bn ∩ C∞.
The lemma is similar to Theorem 1.3 from [MR04] with the difference that Bn ∩ C∞ is in general not
connected and we do not include the condition that 0 ∈ C∞.
Lemma 3.3. Let d ≥ 2 and choose p such that Lemma 3.1 holds with η > 1
2
. Then there exists
a (deterministic) constant c > 0 such that P-a.s. for n large enough and all real-valued functions
f ∈ `2(Zd) with supp f ⊆ Bn we have
‖f‖2`2(C∞) ≤ cn2EC∞(f) . (3.3)
The proof of this lemma is rather standard given the relative isoperimetric inequality from Theorem 3.4
below (see e.g. [SC97, p. 83]) but since the details are slightly different, we include the proof for the
convenience of the reader. Let A ⊆ C∞ be a set of sites. We define the relative edge boundary of A
with respect to C∞ as the edge set
∂E(A|C∞) = {{x, y} ∈ C∞ : x ∈ A and y ∈ C∞\A} .
Further, as in [BBHK04], given a percolation environment w, we call the set A ⊆ Zd w-connected
if every two sites in A can be connected by a finite path that uses only open edges and runs only
through sites in A. Then we have the following theorem.
Theorem 3.4 ([BBHK04], Theorem A.1). For all d ≥ 2 and p > pc(d), there are positive and finite
constants c1 = c1(d, p) and c2 = c2(d, p) and a P-a.s. finite random variable n0 = n0(w) such that
for each n ≥ n0 and each w-connected A satisfying A ⊂ C∞ ∩Bn and |A| ≥ (c1 log n)d/(d−1) we
have
∂E(A|C∞) ≥ c2|A|(d−1)/d . (3.4)
Remark 3.5. Let A ⊂ C∞ ∩ Bn and n0, c1, c2 be as in Theorem 3.4. If A is w-connected and
|A| ≥ (c1 log n)d/(d−1), then the relative isoperimetric inequality (3.4) yields
|∂E(A|C∞)|
|A| ≥
c2
|A|1/d ≥
c2
3n
,
where we have used that A ⊆ Bn and thus |A|1/d ≤ (2n + 1)d. If, on the other hand, |A| <
(c1 log n)
d/(d−1), then eventually
|∂E(A|C∞)|
|A| ≥
1
|A| ≥
1
(c1 log n)d/(d−1)
≥ 1
n
.
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It follows that there exists c > 0 such that for n large enough and all w-connected A ⊂ C∞ ∩Bn we
have
|∂E(A|C∞)|
|A| ≥
c
n
. (3.5)
If A is not w-connected, then similar to the arguments in [MR04, Section 3.1], we write A =
⋃
iAi
where the Ai are the w-connected components of the set A. Thus,
|∂E(A|C∞)|
|A| =
1
|A|
∑
i
|∂E(Ai|C∞)|
|Ai| · |Ai| ≥
c
n|A|
∑
i
|Ai| = c
n
.
It follows that (3.5) holds for all sets A ⊂ C∞ ∩Bn.
Proof of Lemma 3.3. Let n0 be as in Theorem 3.4 and let n ≥ n0. Further let f : Zd → R such that
supp f ⊆ Bn. We apply the mean value inequality and Hölder’s inequality to obtain
√
4d ‖f‖`2(C∞)
√
EC∞(f) ≥
√ ∑
{x,y}∈C∞
(f(x) + f(y))2
√ ∑
{x,y}∈C∞
(f(x)− f(y))2
≥
∑
{x,y}∈C∞
∣∣f 2(x)− f 2(y)∣∣ . (3.6)
Now we use a standard approach which is known as the co-area formula (see e.g. [SC97, p. 83]):
∑
{x,y}∈C∞
∣∣f 2(x)− f 2(y)∣∣ = ∑
x∈C∞
∑
y : {x,y}∈C∞,
f(x)≥f(y)
∞∫
0
1{f2(x)>t≥f2(y)} dt .
If for t ≥ 0 we define the set of sites At = {x ∈ C∞ : f 2(x) > t}, then we see that∑
x∈C∞
∑
y : {x,y}∈C∞,
f(x)≥f(y)
1{f(x)2>t≥f2(y)} = |∂E(At|C∞)| .
By virtue of Theorem 3.4 and Remark 3.5 it follows that there exists c > 0 such that eventually
∑
{x,y}∈C∞
∣∣f 2(x)− f 2(y)∣∣ ≥ c
n
∞∫
0
|At| dt = c
n
∑
x∈C∞
f 2(x) .
Together with (3.6) this implies that√
EC∞(f) ≥
c√
4d · n‖f‖`2(C∞) .
4 Path argument
In this section we give the two Propositions 4.8 and 4.9, which transfer the knowledge we obtained by
the Borel-Cantelli arguments in Section 2 to lower bounds on Dirichlet energies. In order to achieve
this, Lemma 4.3 generalizes and modifies the path argument in [BKM15, Lemma 4.7]. Before we start,
we give a definition which is crucial for the remaining part of the paper.
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Definition 4.1. Let G = (V,E) be an undirected graph and w = (we)e∈E. For f : V → R, we
define the Dirichlet energy on G as
EwG (f) =
1
2
∑
x∈V
∑
y∈V,
{x,y}∈E
wxy(f(x)− f(y))2 . (4.1)
Remark 4.2. For ξ > 0 let us define ae = 1{we≥ξ} (e ∈ Ed). Let us call an edge e open if and only if
ae = 1 and let C be an open cluster in the environment a = (ae)e∈Ed . Then, with reference to (3.2),
we obtain that ξEC (f) ≤ EwC (f) for all real-valued functions f ∈ `2(Zd).
Since we apply a similar argument for two slightly different situations (i.e., once for the proofs of
Theorems 1.3 and 1.5, see Proposition 4.9, and once for the proof of Theorem 1.8, see Proposition
4.8), we kept the conditions of the following lemma as general as necessary.
Lemma 4.3. Let G = (V,E) be a subgraph of (Zd,Ed) and let C = (VC ,EC ) be a subgraph of G .
Assume that ν, L ∈ (0,∞) and B ⊆ V are such that the following conditions are fulfilled:
(i) There exists a constant µ > 0 such that for all f : V → R with supp f ⊆ B the following
inequality holds:
EwC (f) ≥ µ‖f‖2`2(C ). (4.2)
(ii) There exists an injective map ϕ : B\VC → VC such that the following holds: From any
x ∈ B\VC there exists a (self-avoiding) directed path l(x, ϕ(x)) to ϕ(x) in G such that
(ii).1 all e ∈ l(x, ϕ(x)) fulfill we > ν,
(ii).2 |l(x, ϕ(x))| ≤ L.
Then for all f : V → R with supp f ⊆ B the following holds:
EwG (f) ≥
(
(2L)d+1ν−1 + 3µ−1
)−1‖f‖2`2(G ) . (4.3)
Proof of Lemma 4.3. We generalize the proof of [BKM15, Lemma 5.1], which uses arguments from
[Bou10, Lemma 3.4]. Let f : V → R with supp f ⊆ B. For the following calculation we abbreviate
f(y) − f(z) = df((y, z)) where (y, z) is the (directed) edge from site y to its neighbor z. For
x ∈ B\VC we write f(x) as a telescopic sum
f(x) =
∑
b∈l(x,ϕ(x))
df(b) + f(ϕ(x)) .
We apply the Cauchy-Schwarz inequality and expand the terms on the RHS by the conductances:
f 2(x) ≤ 2|l(x, ϕ(x))|
ν
∑
b∈l(x,ϕ(x))
wb (df(b))
2 + 2f 2(ϕ(x)) .
Now we sum over all x ∈ B\VC and use the upper bound for |l(x, ϕ(x))| according to Condition
(ii)b: ∑
x∈B\VC
f 2(x) ≤ 2L
ν
∑
x∈B\VC
∑
b∈l(x,ϕ(x))
wb (df(b))
2 + 2
∑
x∈B\VC
f 2(ϕ(x)) . (4.4)
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Let us look at the last term on the RHS: By definition ϕ is injective and its image is in VC . This means
that ∑
x∈B\VC
f 2(ϕ(x)) ≤
∑
x∈VC
f 2(x) .
Since the path l(x, ϕ(x)) has a length of at most L, any path that uses a given edge b must have
started in an `1-ball of radius L around b =: {b1, b2} with b1, b2 ∈ Zd. Thus, if the path l(x, ϕ(x))
runs through the edge b, then
x ∈ {z ∈ Zd : ‖z − b1‖1 ≤ L− 1} ∪ {z ∈ Zd : ‖z − b2‖1 ≤ L− 1} .
Since in dimension d ≥ 2 and for L ≥ 2, the cardinality of either one of the above `1-balls is bounded
from above1 by 2d−1Ld, it follows that the cardinality of the whole set on the above RHS is bounded
from above by (2L)d. Thus, the sum over b ∈ l(x, ϕ(x)) on the RHS in (4.4) uses each edge not
more than (2L)d times, whence∑
x∈B\VC
∑
b∈l(x,ϕ(x))
wb (df(b))
2 ≤ (2L)dEwG (f) .
Completing the sum to all sites x ∈ G and using the comparability between EwG (f) and EwC (f), we
obtain by virtue of Condition (i):∑
x∈V
f 2(x) ≤ (2L)
d+1
ν
EwG (f) + 3
∑
x∈VC
f 2(x) ≤
(
(2L)d+1
ν
+
3
µ
)
EwG (f) .
4.1 Asymptotics of the principal Dirichlet eigenvalue
From the path argument in Lemma 4.3 we can use our observations from Section 2 to obtain lower
bounds of the Dirichlet forms. We use similar arguments as in [BKM15, Lemma 5.1].
We fix ξ > 0 such that
P[w > ξ] > pc(d) . (4.5)
Moreover, we fix an environment w and define a new environment a by setting
ae = 1{we>ξ} (e ∈ Ed) , (4.6)
as in Remark 4.2. We denote the unique infinite cluster of the environment a by C ξ and we use the
same shorthand notations as explained at the beginning of Section 3. Further we define C ξn as the
restriction of C ξ to the box Bn and similarly the holesH ξn .
Additionally, we define a second percolation environment w˜g(n) for g : (0,∞)→ (0,∞) by setting
w˜g(n)(e) = we1{we>g(n)} (e ∈ Ed) . (4.7)
Thus, edges with conductance less than or equal to g(n) are considered to be closed and all others
keep their original conductance. With this terminology we can now define the following clusters.
1In dimension d = 2, the cardinality of an `1-ball with radius R is 1 + 2R(R + 1) < 2(R + 1)2. If V (1)d (R) is the
cardinality of an `1-ball with radius R in dimension d, then one convinces oneself that V (1)d (R) < 2(R+ 1)V
(1)
d−1(R).
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(a) Case 1 (b) Case 2 (c) Case 2
Figure 4.1: Boundary edges needed to separate the set I˜n(z1) from the infinite cluster Dn. The full circles represent
sites of I˜n while open circles represent sites of Dn. In Figure 4.1a the component I˜n(z1) is a subset of B2d(z1), in
Figures 4.1b and 4.1c it is not.
Definition 4.4. For a fixed function g and a fixed  > 0, let Dn be the unique infinite open cluster of
w˜g(n1−). Regarding this cluster, we use the same shorthand notations as introduced at the beginning
of Section 3. Furthermore, letIn = Bn\Dn be the set of holes in Bn.
Definition 4.5. We call a set I ⊂ Zd sparse if the set I does not contain any neighboring sites.
Further, a set I ⊂ Zd is b-sparse if any box Bb(z) ⊂ Zd with z ∈ Zd contains at most one site of
the setI .
Remark 4.6. Let b1 < b2 be natural numbers. If a set I ⊂ Zd is b2-sparse, it is also b1-sparse and
sparse.
Lemma 4.7. Let b ∈ N with b ≥ 2d and g : (0,∞) 7→ (0,∞) be a decreasing function. For a fixed
environment w assume that for n large enough for all z ∈ Bn+b the edge set E(Bb(z)) contains at
most 3d− 1 edges with conductance less than or equal to g(n1−). Further, letDn be as in Definition
4.4 the unique infinite cluster. Then, for n large enough the setIn = Bn\Dn is b-sparse.
Proof. To show that for n large enough the set In is b-sparse, we first show that for n large enough
the set In is sparse. We define I˜n = Zd\Dn. Let us assume that for infinitely many n there exists
a pair of neighbors z1, z2 in the set In = I˜n ∩ Bn. Since by assumption Dn is the unique infinite
cluster, it follows that for n large enoughDn∩Bn 6= ∅. Thus, we can assume without loss of generality
that z1 has a neighbor x ∈ Dn. If z1 does not have a neighbor inDn, then we consider a self-avoiding
path l inside Bn from z1 to a site x ∈ Dn ∩Bn. Let x′ be the first site on the path l that is in Dn and
let z′1 be the preceeding site to x
′ on the path l. Since z1 does not have a neighbor in Dn, the site z′1
is different from z1 and thus z′1 has a further predecessor z
′
2 ∈ In on the path l. It follows that the
neighbors z′1, z
′
2 are inIn ∩Bn and further z′1 has a neighbor x′ ∈ Dn ∩Bn.
In the context of this proof, for z ∈ I˜n we define I˜n(z) ⊂ I˜n as the connected component that
contains z, i.e., y ∈ I˜n(z) if there exists a path l ⊂ Ed between the sites z and y that runs only
through sites in I˜n.
Let z1 be as above. We distinguish two cases now:
1 I˜n(z1) is a subset of B2d(z1).
2 I˜n(z1) is not a subset of B2d(z1).
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In the first case, the edge boundary that separates the clusterDn and the component I˜n(z1), consists
of at least 4d− 2 edges that are in the edge set E(B2d(z1)). For a sketch see Figure 4.1a. This is a
contradiction to the first claim of this lemma. Since we have assumed that Dn is the infinite cluster, in
the second case the edge boundary that separates the clusterDn and the component I˜n(z1), has to
link two (not necessarily different) faces of the cube B2d(z1) and at the same time enclose the site z1
(e.g. as in Figure 4.1b) in the very middle of the cube B2d(z1) or enclose one of its neighbors (e.g. as
in Figure 4.1c). It follows that the set E(B2d(z1)) consists of more than 4d edges with conductance
less than or equal to g(n1−2). This is again a contradiction and it follows thatIn is sparse.
Now we further show that P-a.s. for n large enough the set In is b-sparse. Let us assume that for
infinitely many n there exists z ∈ Bn+b such that Bb(z) contains two sites of In. Since we already
know that P-a.s. for n large enough the set In is sparse and each site has 2d incident edges, it
follows that for infinitely many n there exists z ∈ Bn+b such that the edge set E(Bb+1(z)) contains
4d edges with conductance less than or equal to g(n1−2). This is a contradiction to the first claim of
this lemma.
Proposition 4.8. Fix an environment w ∈ Ω. Let g be a positive function decreasing to zero and
let , ξ, c1 ∈ (0,∞). Let (nk)k∈N be any (possibly empty) subsequence, along which the following
assumptions are true:
(i) For all z ∈ Bnk+3d the edge set E(B3d(z)) contains at most 3d− 1 edges with conductance
less than or equal to g(n1−).
(ii) C ξ is the unique infinite open cluster of the environment a defined through (4.6).
(iii) All real-valued functions f ∈ `2(Zd) with supp f ⊆ Bn fulfill
‖f‖2`2(C ξ) ≤ c1n2kEC ξ(f) ≤ ξ−1c1n2kEwC ξ(f) . (4.8)
(iv) There exists an injective map ϕ1 : H ξ ∩ Bn → C ξ such that for any x ∈ H ξ ∩ Bn there
exists a directed path l1(x, ϕ1(x)) in (Zd,Ed) from x to ϕ1(x) of length |l1(x, ϕ1(x))| ≤
2d(log n)(d+1).
Then for k large enough, Dnk is the unique infinite open cluster of the environment w˜g(n1−) (see
Definition 4.4) and
EwDnk
(
f
) ≥ (2d+1(log nk)4d2g(n1−k )−1 + 3c1ξ−1n2k)−1‖f‖2`2(Dnk ) ,
for all real-valued functions f ∈ `2(Zd) with supp f ⊆ Bnk and with EwDnk as in Definition 4.1.
Proposition 4.9. Let the assumptions of Proposition 4.8 be true for a subsequence (nk)k∈N as well as
one of Assumptions 1.2 (a) or (b). Further, assume that along the same subsequence for all z ∈ Bnk
there exists an incident edge with conductance greater than g(nk). Then there exists c > 0 such that
for k large enough
Ew(f) ≥ cg(nk)‖f‖22
for all real-valued functions f ∈ `2(Zd) with supp f ⊆ Bnk . If one of the Assumptions 1.2 (a) or (b’)
is fulfilled, then the constant c can be chosen independently of g.
We prove these propositions in the next section.
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(a) (b) (c)
Figure 4.2: Construction of the path l(x, ϕ(x)) (solid black line with arrows) from l1(x, ϕ(x)) (thick gray line). Inside the
box B3d(y) there are at most 3d − 1 bad conductances (dotted lines). The path l(x, ϕ(x)) follows l1(x, ϕ(x)) until it
hits an edge with a bad conductance at site y. Let e = {z1, z2} be the first good conductance on l1(x, ϕ(x)) after y,
where the site z1 comes before z2 on the path l1(x, ϕ(x)). Then between the sites y and z1 the path l(x, ϕ(x)) takes
the shortest detour from y to z1 without using any edge with a bad conductance. If, for this purpose, the path has to take
a loop, as depicted in Example 4.2c, then we delete the loop.
4.2 Proofs of Propositions 4.8 and 4.9
Proof of Proposition 4.8. In this proof we shortly write n for a member of the subsequence (nk)k∈N.
The fact that for n large enough there exists a unique infinite open cluster of the environment w˜g(n1−),
follows from Assumption (ii) when we choose n such that g(n1−) ≤ ξ, i.e., when C ξ ⊂ Dn.
For the actual claim we apply Lemma 4.3 with G given by the clusterDn and C given by C ξ. Further,
let νn = g(n1−). Further, if we choose µn =
ξ
c1n2
in the place of µ in (4.2), then Condition (i) of
Lemma 4.3 is fulfilled.
We are now going to construct the map ϕ : Bn ∩ Dn ∩H ξ → C ξ and the path l(x, ϕ(x)). For
the next paragraph we say that a conductance is “bad” if it is smaller than or equal to g(n1−). Let
ϕ = ϕ1|H ξ∩Bn∩Dn (see Assumption (iv)). By Assumption (i), each subbox B3d(z) with z ∈ Bn+3d
contains at most 3d − 1 bad conductances. We thus construct the path l(x, ϕ(x)) by the following
algorithm: The path l(x, ϕ(x)) follows l1(x, ϕ(x)) until it hits an edge with a bad conductance. Let y
be the last site that the path l(x, ϕ(x)) reached before hitting this bad conductance. Let e = {z1, z2}
be the first good conductance on l1(x, ϕ(x)) after y, where the site z1 comes before z2 on the path
l1(x, ϕ(x)). Then between the sites y and z1 the path l(x, ϕ(x)) takes the shortest detour from y
to z1 without using any edge with a bad conductance, see Figure 4.2 for a sketch. This is always
possible, even if y = x or z1 = ϕ(x), since x, ϕ(x) ∈ Dn. If, for the purpose of the detour, the
path has to take a loop as depicted in Example 4.2c, then we simply delete the entire loop. Since the
box B3d(y) contains only 3d − 1 bad conductances, the detour is always contained in the edge set
E(B3d(y)). Thus the length of each detour is bounded by a constant C ≤ |E(B3d(0))|. After the
detour, l(x, ϕ(x)) continues again on l1(x, ϕ(x)) until it hits the next bad conductance and so on.
For all x ∈ Bn ∩Dn ∩H ξ and for n large enough it follows that |l(x, ϕ(x))| ≤ 2dC(log n)(d+1) <
(log n)2d.
We can now apply Lemma 4.3 to obtain the claim.
Proof of Proposition 4.9. Again, we shortly write n for a member of the subsequence (nk)k∈N and,
again, we apply Lemma 4.3. Let G =
(
Zd,Ed
)
and νn = g(n). Further, let Dn be as in Proposition
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4.8 and let C be given by Dn. Then Condition (i) of Lemma 4.3 is fulfilled with
µn =
(
2d+1(log n)4d
2
g
(
n1−
)−1
+ 3c1n
2ξ−1
)−1
.
By virtue of Assumption (i) of 4.8 we can apply Lemma 4.7 and thus each site x ∈ In = Bn\Dn has
only neighbors in Dn. By assumption there exists a neighbor ϕ(x) of x such that the conductance
wx,ϕ(x) > g(n). Further, since In is 3d-sparse, any neighbor y of x ∈ In has no second neighbor
in In. It follows that the map ϕ : In → Dn is injective and the path l(x, ϕ(x)) = (x, ϕ(x)) fulfills
the requirements of Lemma 4.3.
It follows that for n large enough
Ew(f) ≥ (2d+1g(n)−1 + 2d+3(log n)4d2g(n1−)−1 + 9c1n2ξ−1)−1‖f‖22
for all f : Zd → R with supp f ⊆ Bn:
We have assumed that one of Assumptions 1.2 (a) or (b) is fulfilled. Let us first assume that Assump-
tion 1.2 (b) is true and that the limit of u2g(u) is smaller than c2 ∈ (0,∞). It follows that eventually
9c1ξ
−1n2g(n) < 9c1c2ξ−1 and 2d+3(log n)4d
2 g(n)
g
(
n1−
) < 2d+5(log n)4d2n−2 < 1 ,
and therefore for n large enough
Ew(f) ≥ g(n)
1 + 2d+1 + 9c1c2ξ−1
‖f‖22 (suppf ⊆ Bn) .
If we assume that Assumption 1.2 (b’) is fulfilled, then eventually even 9c1ξ−1n2g(n) < 1 and thus
the lower bound becomes independent of c1, c2, and ξ.
Let us now assume that Assumption (a) is true. Then there exists ρ < −2 such that we can write
g(n) = nρL(n) where L varies slowly at infinity. It follows that eventually
9c1ξ
−1n2g(n) < 1 and 2d+3(log n)4d
2 g(n)
g
(
n1−
) = nρ 2d+3(log n)4d2L(n)
L(n1−)
< 1 .
It follows that in this case for n large enough
Ew(f) ≥ g(n)
2d+1 + 2
‖f‖22 .
5 Localization of the principal eigenvector
For the proof of Theorem 1.8 we need to analyse the extreme value statistics of the dependent field of
random variables (piz)z∈Bn . Heuristically speaking, since the smallest values of (piz)z∈Bn are far apart
(see e.g. Lemma 5.4), they are asymptotically independent. In order to make this argument rigorous
(see e.g. Lemma 5.10), we first introduce a decomposition of the lattice Zd. Then we continue with a
number of auxiliary lemmas in Section 5.2 and the extreme value analysis in Section 5.3. Finally, we
give the proof of Theorem 1.8 in Section 5.4. In Section 5.5, we prove Corollaries 1.10 and 1.11 .
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5.1 Decomposition of the lattice
To reduce the number of indices, we fix k ∈ N throughout this section, i.e., although most of the
quantities discussed in this section depend on some k ∈ N, it will not show as an index. For the
proof of Theorem 1.8 in Section 5.4 we only need the case k = 1. However, mainly for the purpose
of a future paper about the localization of the first k eigenvectors, we define and state everything for
general k ∈ N.
We define the cubeN ⊂ Zd as
N := {1, . . . , 2(k + 1)}d ,
and the vertex set V as
V :=
⋃˙
x∈(2k+3)Zd
N ◦ τx ,
where τx denotes the spatial shift by x ∈ Zd.
The important two features of the set V are that first, for all a, b ≥ 0 and all x, y ∈ (2k + 3)Zd with
x 6= y, we see that
P
[
min
z∈N ◦τx
piz ≤ a, min
z∈N ◦τy
piz ≤ b
]
= P
[
min
z∈N ◦τx
piz ≤ a
]
P
[
min
z∈N ◦τy
piz ≤ b
]
, (5.1)
and second, the following lemma.
Lemma 5.1. For any vertex set A ⊂ Zd with cardinality |A | ≤ 2(k + 1) there exists x ∈ Bk+1 =
{−k − 1,−k, . . . , k, k + 1}d such thatA ⊂ V ◦ τx.
Proof. First we note that
V =
{
y = (y1, . . . yd) ∈ Zd : (y1 6≡ 0 mod (2k + 3)), . . . , (yd 6≡ 0 mod (2k + 3))
}
.
LetA = {v1, . . . , v2k+2} with v1, . . . , v2k+2 ∈ Zd and let v1,1, . . . , v2k+2,1 be the first components
of the vectors v1, . . . , v2k+2. Then we choose the first component x1 of the translation vector x =
(x1, . . . , xd) ∈ Bk+1 such that its residue class modulo (2k+3) is not among the residue classes of
−v1,1, . . . ,−v2k+2,1 modulo (2k + 3). This is possible since −v1,1, . . . ,−v2k+2,1 assume at most
2k+ 2 different residue classes modulo 2k+ 3. The other components of the translation vector x are
chosen likewise.
Let us now define the random variable χ as
χ := min
z∈N
piz (5.2)
and, for x ∈ Zd, analogously χx as
χx := min
z∈N ◦τx
piz . (5.3)
Let Fpi be the distribution function of the random variable pi as defined before (1.18).
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Lemma 5.2. For any a ≥ 0, the value of Fχ(a) := P[χ ≤ a] can be bounded by
(2k + 2)dFpi(a)−
(
(2k + 2)d
2
)
F (a)4d−1 ≤ Fχ(a) ≤ (2k + 2)dFpi(a) .
Proof. First we note that
P[χ ≤ a] = P
[
min
z∈N
piz ≤ a
]
= P
[ ∨
z∈N
(piz ≤ a)
]
(5.4)
Since the set N contains (2k + 2)d vertices, the above RHS is bounded from above by (2k +
2)dP[pi ≤ a]. For the lower bound, we simply expand the RHS of (5.4) by one term more, i.e.,
P
[ ∨
z∈N
(piz ≤ a)
]
≥ (2k + 2)dP[pi ≤ a]−
∑
z1,z2∈N ,
z1 6=z2
P[piz1 ≤ a, piz2 ≤ a] . (5.5)
The claim follows since there are
(
(2k+2)d
2
)
pairs z1, z2 ∈ N with z1 6= z2 and in order to achieve
that simultaneously piz1 ≤ a and piz2 ≤ a, at least 4d− 1 independent conductances have to be less
than or equal to a.
Lemma 5.3. Let F be continuous and let Fχ be as in Lemma 5.2. Then the random variable Fχ(χ)
is uniformly distributed on [0, 1].
Proof. Since pi is the sum of 2d independent random variables with continuous distribution function,
it has a continuous distribution function as well. It follows that Fχ : [0,∞)→ [0, 1] is also continuous
and thus surjective.
Let a ∈ [0, 1). Since Fχ is surjective, there exists b such that Fχ(b) = a. Since Fχ is also monotoni-
cally increasing, it follows that
P[Fχ(χ) ≤ a] ≤ P[χ ≤ sup {b : Fχ(b) = a}] = Fχ(sup {b : Fχ(b) = a}) = a
and
P[Fχ(χ) ≤ a] ≥ P[χ ≤ inf {b : Fχ(b) = a}] = Fχ(inf {b : Fχ(b) = a}) = a .
5.2 Auxiliary lemmas
Throughout this section we assume that the distribution function F is continuous. We recall that ψ(n)1 is
the principal Dirichlet eigenvector and that it is associated with the principal Dirichlet eigenvalue λ(n)1 .
We normalize it such that ‖ψ(n)1 ‖2 = 1. By virtue of the Perron-Frobenius Theorem we can assume
without loss of generality that ψ(n)1 is nonnegative everywhere, see Remark 1.1.
In Lemma 5.5 we are going to see that ψ(n)1 concentrates on the cluster Dn, which we defined in
Definition 4.4. Further, when the sites z(1,n), z(2,n), . . . , z(k,n) are the locations of the smallest, the
second-smallest up to the kth smallest value of piz for z ∈ Bn, then Lemma 5.6 implies that the
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smaller the quotient piz(1,n)/piz(2,n) , the more ψ
(n)
1 tends to concentrate in the site z(1,n). Since F is
continuous, these minimizers z(1,n), . . . , z(k,n) are P-a.s. unique.
In order to bound the quotient piz(1,n)/piz(2,n) from above in Section 5.3, we collect some further struc-
tural properties of the environment in this section.
For what follows it is important to note that with g as defined in (1.15), we have
Λg(n) = n
dP
[
w ≤ sup{s : F (s) = n−1/2}]2d = 1 .
We thus have the following lemma.
Lemma 5.4. Let g be as in (1.15) and 2 ∈ (0, 1/3). Let b, k ∈ N. Then P-a.s. for n large enough
and for all z ∈ Bn+b the edge set E(Bb(z)) contains at most 3d − 1 edges with conductance less
than or equal to g(n1−2). Furthermore, ifDn is as in Definition 4.4 with  = 2, then P-a.s. for n large
enough the setIn = Bn\Dn is b-sparse and z(1,n), . . . , z(k,n) ∈ In.
Proof. Since Λg is constant and therefore bounded, the first claim follows by virtue of Corollary 2.4
(with m = 2d and κ = d).
Since the function n 7→ g(n1−2) decreases to zero, P-a.s. for n large enough the cluster Dn is the
unique infinite cluster of the environment w˜g(n1−2). We can thus apply Lemma 4.7 and obtain that
P-a.s. for n large enough the setIn is b-sparse.
For the last statement consider the following: Since the quotient Λg((·)1−2/2)(n)/ log log n diverges
for n growing to infinity, Lemma 2.6 implies that P-a.s. for n large enough piz(1,n) ≤ . . . ≤ piz(k,n) <
2dg(n1−2/2). This implies that eventually z(1,n), . . . , z(k,n) ∈ In.
Lemma 5.5. Let the function g be as in (1.15). Assume that there exists 1 ∈ (0, 1) such that one of
the two cases occurs: g varies regularly at infinity with index ρ < −(2 + 1) or the product n2+1g(n)
converges monotonically to zero as n grows to infinity. Further, let  = 2 =
71
8(2+1)
and Dn be as in
Definition 4.4. Then P-a.s. for n large enough∥∥ψ(n)1 ∥∥2`2(Dn) ≤ n−1/2 . (5.6)
Proof. We aim to apply Proposition 4.8 to the set Dn. By virtue of Lemma 5.4 with b = 3d, it follows
that Assumption (i) of Proposition 4.8 is fulfilled P-a.s. for n large enough. Further we choose ξ > 0
small enough such that P-a.s. for n large enough Assumptions (ii), (iii) and (iv) are fulfilled. This is
possible by virtue of the Lemmas 3.1, 3.2 and 3.3. It follows that there exists c > 0 such that P-a.s.
for n large enough
EwDn
(
f
) ≥ (2d+1(log n)4d2g(n1−2)−1 + cn2)−1‖f‖2`2(Dn) , (5.7)
for any function f : Zd → R with supp f ⊆ Bn. In any case, the assumptions imply that the product
n2+1g(n) converges to zero as n grows to infinity. Therefore n2g
(
n1−2
)
/(log n)4d
2
converges to
zero as well. It follows that if C = 2d+1 + 1, then (5.7) implies that P-a.s. for n large enough
EwDn
(
f
) ≥ 1
C
g
(
n1−2
)
(log n)4d2
‖f‖2`2(Dn) .
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On the other hand, we know that for any 3 > 0 the term Λg((·)1−3)(n)/ log log n diverges. Let us
specifically choose 3 = 1(8(2 + 1))
−1. Now we use Theorem 1.3 (i) and the fact that the Dirichlet
energy Ew majorizes EwDn to infer that P-a.s. for n large enough
2dg(n1−3) ≥ λ(n)1 = Ew
(
ψ
(n)
1
)
≥ EwDn
(
ψ
(n)
1
) ≥ 1
C
g
(
n1−2
)
(log n)4d2
∥∥ψ(n)1 ∥∥2`2(Dn) . (5.8)
When we solve this inequality for
∥∥ψ(n)1 ∥∥2`2(Dn), we obtain that∥∥ψ(n)1 ∥∥2`2(Dn) ≤ c1C g(n1−3)(log n)4d2g(n1−2) .
To finish the proof, we use one of the additional assumptions about g: If g varies regularly at infinity
with index ρ < −(2 + 1), then we can write g(n) = nρL(n) where L varies slowly at infinity. In this
case we observe that eventually
c1C
g(n1−3)(log n)4d
2
g(n1−2)
= c1Cn
3ρ1
4(2+1)
(log n)4d
2
L(n1−3)
L(n1−2)
≤ n−1/2 ,
which implies the claim. In the other case, i.e., if the product n2+1g(n) converges monotonically to
zero as n tends to infinity, we observe that eventually
c1C
g(n1−3)(log n)4d
2
g(n1−2)
≤ c1Cn−(2+1)(2−3)(log n)4d2 ≤ n−1/2 ,
which implies the claim as well.
Lemma 5.6. Let y, z ∈ Bn with piz < piy and y  z. Assume that ψ(n)1 is nonnegative. Further,
define my = 2 maxx : x∼y ψ
(n)
1 (x). Then the mass ψ
(n)
1 (y) is bounded from above by
ψ
(n)
1 (y) ≤
my
1− piz
piy
. (5.9)
Proof of Lemma 5.6. We assume the contrary, i.e., we assume that
mypiy + ψ
(n)
1 (y)(piz − piy) < 0 . (5.10)
Then we define a new function φ : Zd → R+ by setting
φ(x) =

ψ
(n)
1 (x), for x /∈ {y, z},
my, for x = y,√
ψ
(n)
1 (y)
2 + ψ
(n)
1 (z)
2 −m2y, for x = z.
(5.11)
Note that since (5.10) implies that ψ(n)1 (y) > my, it must be φ(z) > ψ
(n)
1 (z). Obviously, suppφ ⊆
Bn and ‖φ‖2 = 1. Therefore, by the variational formula (1.7) and Remark 1.1, the Dirichlet energy
〈φ,−Lwφ〉 is larger than the principal Dirichlet eigenvalue λ(n)1 .
However, the Dirichlet energy of φ is given by
〈φ,−Lwφ〉 = λ(n)1 +
[∑
x:x∼y
wxy
(
ψ
(n)
1 (x)−my
)2
−
∑
x:x∼y
wxy
(
ψ
(n)
1 (x)− ψ(n)1 (y)
)2]
+
[∑
x:x∼z
wxz
(
ψ
(n)
1 (x)− φ(z)
)2
−
∑
x:x∼z
wxz
(
ψ
(n)
1 (x)− ψ(n)1 (z)
)2]
. (5.12)
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Evaluation of the first bracketed summand on the RHS gives:∑
x:x∼y
wxy
(
ψ
(n)
1 (x)−my
)2
−
∑
x:x∼y
wxy
(
ψ
(n)
1 (x)− ψ(n)1 (y)
)2
=
∑
x:x∼y
wxy
(
ψ
(n)
1 (y)−my
)(
2ψ
(n)
1 (x)−my − ψ(n)1 (y)
)
≤ −ψ(n)1 (y)
∑
x:x∼y
wxy
(
ψ
(n)
1 (y)−my
)
, (5.13)
where the last inequality follows by the definition of my and since Assumption (5.10) implies that
ψ
(n)
1 (y) > my. Further, we evaluate the second bracketed summand on the RHS of (5.12) as∑
x:x∼z
wxz
(
ψ
(n)
1 (x)− φ(z)
)2
−
∑
x:x∼z
wxz
(
ψ
(n)
1 (x)− ψ(n)1 (z)
)2
=
∑
x:x∼z
wxz
(
φ(z)− ψ(n)1 (z)
)(
φ(z) + ψ
(n)
1 (z)− 2ψ(n)1 (x)
)
.
Since ψ(n)1 is nonnegative and since Assumption (5.10) implies that φ(z) > ψ
(n)
1 (z), we conclude
that∑
x:x∼z
wxz
(
ψ
(n)
1 (x)− φ(z)
)2
−
∑
x:x∼z
wxz
(
ψ
(n)
1 (x)− ψ(n)1 (z)
)2
≤
∑
x:x∼z
wxz
(
φ(z)2 − ψ(n)1 (z)2
)
=
∑
x:x∼z
wxz
(
ψ
(n)
1 (y)
2 −m2y
)
, (5.14)
where the last equality follows by the definition of φ(z). When we insert (5.13) and (5.14) into (5.12),
then we obtain
〈φ,−Lwφ〉 ≤ λ(n)1 − ψ(n)1 (y)
∑
x:x∼y
wxy
(
ψ
(n)
1 (y)−my
)
+
∑
x:x∼z
wxz
(
ψ
(n)
1 (y)
2 −m2y
)
= λ
(n)
1 + ψ
(n)
1 (y)
2(piz − piy) +my
(
ψ
(n)
1 (y)piy −mypiz
)
≤ λ(n)1 + ψ(n)1 (y)
[
mypiy + ψ
(n)
1 (y)(piz − piy)
]
. (5.15)
Under Assumption (5.10) and because ψ(n)1 (y) is nonnegative, it follows that the Dirichlet energy of φ
is not larger than λ(n)1 . This is a contradiction to the considerations above.
Let Fpi be as defined before (1.18). Then we have the following two lemmas.
Lemma 5.7. If there exists a∗ > 0 such that F (ab) ≥ bF (a) for all a ≤ a∗ and all 0 ≤ b ≤ 1, then
Fpi(ab) ≥ b2dFpi(a) for all a ≤ a∗ and all 0 ≤ b ≤ 1.
Proof. Let a ≤ a∗, 0 ≤ b ≤ 1 and let w1, w2 be two independent copies of w. Then
P[w1 + w2 ≤ ab] =
∞∫
0
P[w2 ≤ ab− t]dP[w1 ≤ t] ≥ b
∞∫
0
P
[
w2 ≤ a− t
b
]
dP[w1 ≤ t] .
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where we have used that P[w2 ≤ ab − t] ≥ bP[w2 ≤ a − t/b] and dP[w1 ≤ t] ≥ 0 for all
t ∈ [0,∞). It follows that
P[w1 + w2 ≤ ab] ≥ bP[w2 ≤ a− w1/b] = bP[w1 ≤ ab− bw2] .
By the same reasoning as before we infer that P[w1 + w2 ≤ ab] ≥ b2P[w1 + w2 ≤ a]. The claim
follows by induction.
Lemma 5.8. If there exists γ ∈ [0, 1/4) such that F varies regularly at zero with index γ, then Fpi
varies regularly at zero with index 2dγ.
Proof. LetL [F ] be the Laplace transform of F . Then the Laplace transform of Fpi fulfills
L [Fpi] = (L [F ])
2d .
By virtue of the Tauberian theorems, more precisely by virtue of Theorem 3 in [Fel71, XIII.5] (or,
equivalently Theorem 1.7.1’ of [BGT89]), L [F ] varies regularly at infinity with index −γ. It follows
that L [Fpi] varies regularly at infinity with index −2dγ. Hence, by another application of Theorem 3
in [Fel71, XIII.5] we obtain that Fpi varies regularly at zero with index 2dγ.
Lemma 5.9. Let σ1, σ2, . . . be a sequence of i.i.d. random variables with continuous distribution. For
N ∈ N, let σ1,N ≥ σ2,N ≥ . . . ≥ σN,N be the N th order statistics. Let a > 0 and i, j, k, l,m ∈
N with N > j > i as well as N > l > m > k. Then the events {σi,N − σj,N ≤ a} and
{σk,l > σk,m} are independent.
Proof. As in the proof of [Res87, Proposition 4.3], we observe that since the distribution of the σ’s
is continuous, we can assume without loss of generality that there are no ties between the σ’s and
we observe that each of the N ! orderings σq1 < . . . < σqN is equally likely where q1, . . . , qN is a
permutation of 1, . . . , N . Now we note that whether or not {σk,l > σk,m} is univocally given by the
specific ordering (q1, . . . , qN). On the other hand, the difference between any two order statistics σi,N
and σj,N is completely independent of the ordering (q1, . . . , qN).
5.3 Extreme value analysis
In what follows, we let pi1,Bn ≤ pi2,Bn ≤ . . . ≤ pi|Bn|,Bn denote the order statistics of the set
{pix : x ∈ Bn}.
Lemma 5.10 (Quotient of order statistics). Let the assumptions of Theorem 1.8 be true and let  > 0
and k ∈ N. Then P-a.s. for n large enough
1− pik,Bn
pik+1,Bn
> n− . (5.16)
Proof. Without loss of generality we may and will assume that  < 1. For l ∈ N let z(l,n) be the site
in Bn that fulfills piz(l,n) = pil,Bn . Note that since F is continuous, the sites z(l,n) are P-a.s. unique.
Let us recall that we assumed that one of the two following cases occurs: γ ∈ (0, 1/4) or γ = 0 and
there exists 1 ∈ (0, 1) such that the product n2+1g(n) converges monotonically to zero as n grows
to infinity.
In the case where γ > 0, it follows that (1/F (1/s))2 varies regularly at infinity with index 2γ. Fur-
ther, (1/F (1/s))2 diverges as s → ∞. It follows by virtue of [Res87, Prop. 0.8(v)] that 1/g(u) =
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inf {s ≥ 0: (1/F (1/s))2 = u} varies regularly at infinity with index 1/(2γ) and thus g varies reg-
ularly at infinity with index −1/(2γ). Since in addition γ < 1/4, there exists 1 ∈ (0, 1) such that
−1/(2γ) < −(2 + 1).
In both cases we define Dn as in Definition 4.4 with  = 2 =
71
8(2+1)
. Let In = Bn\Dn. By virtue
of Lemma 5.4 and Remark 4.6 we know that P-a.s. for n large enough the setIn is (2k + 3)-sparse
in the sense of Definition 4.5 and further z(1,n), . . . , z(k+1,n) ∈ In. It follows that P-a.s. for n large
enough there is no pair of neighbors among the the sites z(1,n), . . . , z(k+1,n). In the proof of Lemma
5.4, we also find that P-a.s. for n large enough piz(1,n) ≤ . . . ≤ piz(k+1,n) < 2dg(n1−2/2), which is
eventually smaller than g(n1−2). Moreover, Lemma 5.4 yields that P-a.s. for n large enough and for
all z ∈ Bn+2k+3 the edge set E(B2k+3) contains at most 3d − 1 edges with conductance less than
or equal to g(n1−2). Further, recall the definitions of Section 5.1 and let χ(x)(1,n) ≤ χ(x)(2,n) ≤ . . . be
the order statistics of
{
χy : y ∈ ((2k + 3)Zd + x),N ◦ τy ⊂ Bn+2k+1
}
. Since for any j and any
x ∈ Bk+1, the random variable χ(x)(j,n) P-a.s. decreases monotonically to zero as n tends to infinity, it
follows that P-a.s. for n large enough χ(x)(k+2,n) ≤ a∗ with a∗ from the assumptions of the theorem. In
summary, the event
Gn :=
{
z(1,n), . . . , z(k+1,n) ∈ In
} ∩ {In (2k + 3)-sparse} ∩{ max
x∈Bk+1
χ
(x)
(k+2,n) ≤ a∗
}
∩
{
piz(1,n) < . . . < piz(k+1,n) < g(n
1−2)
}
∩ {∀z ∈ Bn+2k+3 : ∣∣{e ∈ E(B2k+3(z)) : we ≤ g(n1−2)}∣∣ ≤ 3d− 1} (5.17)
occurs P-a.s. for n large enough.
We abbreviate En =
{
n− ≥ 1− pik,Bn
pik+1,Bn
}
. Since P[lim supn→∞Gcn] = 0, we already know that
P
[
lim sup
n→∞
En
]
= P
[
lim sup
n→∞
(En ∩Gn)
]
= lim
n→∞
P
[
(En ∩Gn) ∪ (En+1 ∩Gn+1) ∪
∞⋃
m=n+2
(Em ∩Gm ∩ (Em−2 ∩Gm−2)c)
]
.
Since again P[lim supm→∞Gcm] = 0, we further conclude that
P
[
lim sup
n→∞
En
]
≤ (2k + 3) lim sup
n→∞
P[En ∩Gn] + lim
n→∞
P
[ ∞⋃
m=n+2k+3
(
Em ∩Gm ∩ Ecm−2k−3
)]
.
(5.18)
We now treat the first and second term on the above RHS separately.
Let us first show that
lim sup
n→∞
P[En ∩Gn] = 0 . (5.19)
Our aim is to use the notation of Section 5.1 in order to decompose
En ∩Gn =
⋃
x∈Bk+1
(
En ∩Gn ∩
{{z(1,n), . . . , z(k+1,n)} ⊂ V ◦ τx})
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and to compare piz(1,n) , . . . , piz(k+1,n) with the k+ 1 smallest values of χy, y ∈ {y′ ∈ ((2k+ 3)Zd +
x) : N ◦ τy′ ∩Bn 6= ∅} for an x ∈ Bk+1. Let x ∈ Bk+1. There is a technical difficulty since
it is not necessarily
⋃
y′∈((2k+3)Zd+x),
N ◦τy′∩Bn 6=∅
N ◦ τy′ ⊆ Bn . (5.20)
but instead ⋃
y′∈((2k+3)Zd+x),
N ◦τy′∩Bn 6=∅
N ◦ τy′ ⊆ Bn+2k+1 . (5.21)
Now we recall that the order statistics of
{
χy : y ∈ ((2k + 3)Zd + x),N ◦ τy ⊂ Bn+2k+1
}
is de-
noted by χ(x)(1,n) ≤ χ(x)(2,n) ≤ . . .. Then on any event Gn ∩
{{
z(1,n), . . . , z(k,n)
} ⊂ V ◦ τx}, it follows
that
piz(k,n) ≥ χ(x)(k,n) .
Let us now show that on the event
{{z(1,n), . . . , z(k+1,n)} ⊂ V ◦ τx} P-a.s. for n large enough
piz(k+1,n) ≤ χ(x)(k+2,n). We assume the counter event, i.e., that piz(k+1,n) > χ(x)(k+2,n). It follows that on
the event Gn ∩
{{z(1,n), . . . , z(k+1,n)} ⊂ V ◦ τx} there exists two sites z∗1 , z∗2 ∈ (Bn+2k+1\Bn) ∩
V ◦ τx with piz∗1 < piz(k+1,n) and piz∗2 < piz(k+1,n) . Since on Gn each edge set E(N ◦ τy) with
y ∈ Bn+2k+3 contains at most 3d − 1 edges with conductance less than or equal to g(n1−2) and
further piz(k+1,n) < g(n
1−2), it follows that for n large enough, these two sites have to be located in
different cubes N ◦ y∗1 and N ◦ y∗1 (with y∗1, y∗2 ∈ (2k + 3)Zd + x). Thus χy∗1 and χy∗2 are new
records in the sense that both χy∗1 < χ
(x)
(k+1,n−2k−3) and χy∗2 < χ
(x)
(k+1,n−2k−3). Now we observe that
the cardinality of the set {y′ ∈ ((2k + 3)Zd + x) : N ◦ τy′ ∩ Bn 6= ∅,N ◦ τy′ ∩ Bn−2k−3 = ∅}
is of order nd−1. Further, by virtue of [Res87, Proposition 4.3], the probability that one specific value
χy∗ with y∗ ∈ {y′ ∈ ((2k + 3)Zd + x) : N ◦ τy′ ∩ Bn 6= ∅,N ◦ τy′ ∩ Bn−2k−3 = ∅} fulfills
χy∗ < χ
(x)
(k+1,n−2k−3), is of order n
−d. It follows that the probability of the event piz(k+1,n) > χ
(x)
(n,k+2)
is of order
(
nd−1/nd
)2
= n−2 and thus the claim follows by the Borel-Cantelli lemma.
Since {z(1,n), . . . , z(k+1,n)} ⊂ V ◦ τx implies that
piz(1,n) , . . . , piz(k+1,n) ∈
{
χy : y ∈ ((2k + 3)Zd + x),N ◦ τy ⊂ Bn+2k+1
}
,
it follows that both values piz(k,n) and piz(k+1,n) are in
{
χ
(x)
(k,n), χ
(x)
(k+1,n), χ
(x)
(k+2,n)
}
. Thus
piz(k,n)
piz(k+1,n)
≤ max
k≤i<j≤k+2
χ
(x)
(i,n)
χ
(x)
(j,n)
(5.22)
Now we define Fχ as in Lemma 5.2. By definition, Fχ is an increasing function and thus on the event
Gn ∩
{
z(1,n), . . . , z(k+1,n) ∈ V ◦ τx
}
it follows that(
n− > 1− piz(k,n)
pizk+1,n
)
implies
(
∃ k ≤ i < j ≤ k + 2 : Fχ
(
χ
(x)
(i,n)
)
≥ Fχ
(
(1− n−)χ(x)(j,n)
))
.
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Our next aim is to extract the factor (1− n−) from inside the function argument of Fχ. Since on the
event Gn we have χ
(x)
(j,n) ≤ a∗ for all j ≤ k + 2, we estimate by virtue of Lemmas 5.2 and 5.7
Fχ
(
(1− n−)χ(x)(j,n)
) 5.2≥ (2k + 2)dFpi((1− n−)χ(x)(j,n))−((2k + 2)d2
)
F
(
(1− n−)χ(x)(j,n)
)4d−1
5.7≥ (1− n−)2d(2k + 2)dFpi
(
χ
(x)
(j,n)
)
−
(
(2k + 2)d
2
)
F
(
(1− n−)χ(x)(j,n)
)4d−1
5.2≥ (1− n−)2dFχ
(
χ
(x)
(j,n)
)
−
(
(2k + 2)d
2
)
F
(
(1− n−)χ(x)(j,n)
)4d−1
.
Thus, on the event Gn ∩
{{z(1,n), . . . , z(k+1,n)} ⊂ V ◦ τx} the event En implies that
∃ k ≤ i < j ≤ k + 2 :
Fχ
(
χ
(x)
(i,n)
)
Fχ
(
χ
(x)
(j,n)
) ≥ (1− n−)2d − ((2k + 2)d
2
)F((1− n−)χ(x)(j,n))4d−1
Fχ
(
χ
(x)
(j,n)
) .
Now we observe that by virtue of Lemma 5.3, the random variable Fχ(χ) is uniform on [0, 1]. It follows
that the random variable σ := − logFχ(χ) is exponentially distributed with parameter 1. In analogy
to the definitions above, we define σz := − logFχ(χz), σ(x)(i,n) := − logχ(x)(i,n) for i = 1, . . . , k + 2.
Thus, we can bound P[En ∩Gn] by
P[En ∩Gn]
≤
∑
x∈Bk+1
k+2∑
i,j=k,
i<j
P
[{
σ
(x)
(i,n) − σ(x)(j,n) ≤ − log
(
(1− n−)2d − ((2k+2)d
2
)F((1−n−)χ(x)
(j,n)
)4d−1
Fχ
(
χ
(x)
(j,n)
)
)}
∩Gn ∩
{{z(1,n), . . . , z(k+1,n)} ⊂ V ◦ τx}]
≤
∑
x∈Bk+1
∑
k≤i<j≤k+2
P
[
σ
(x)
(i,n) − σ(x)(j,n) ≤ − log
(
(1− n−)2d − n−)]+
+
∑
x∈Bk+1
∑
k≤i<j≤k+2
P
[(
(2k + 2)d
2
)
F
(
(1−n−)χ(x)
(j,n)
)4d−1
Fχ
(
χ
(x)
(j,n)
) > n−
]
. (5.23)
In the first summand on the above RHS we have the difference between any pair of the kth to (k+2)th
largest values of a sequence of independent exponential variables with parameter 1. By virtue of
[Dev86, Ch. 5, Thm. 2.3], we know that the normalized spacings
{
i ·
(
σ
(x)
(i,n) − σ(x)(n,i+1)
)}
i=k,k+1
are
i.i.d. exponential variables with parameter 1. It follows that
∑
k≤i<j≤k+2
P
[
σ
(x)
(i,n) − σ(x)(j,n) ≤ − log
(
(1− n−)2d − n−)]
≤ 3P
[
σ
(x)
(n,k+1) − σ(x)(n,k+2) ≤ − log
(
(1− n−)2d − n−)]
= 3
(
1− e(k+1) log((1−n−)2d−n−)
)
≤ 3(k + 1)(2d+ 1)n− , (5.24)
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which converges to zero.
For the second summand on the RHS of (5.23), we infer since F is increasing, and by virtue of Lemma
5.2, that
P
[(
(2k + 2)d
2
)
F
(
(1−n−)χ(x)
(j,n)
)4d−1
Fχ
(
χ
(x)
(j,n)
) > n−
]
≤ P
[(
(2k + 2)d
2
)
n >
Fχ
(
χ
(x)
(j,n)
)
F
(
χ
(x)
(j,n)
)4d−1
]
≤ P
[(
(2k + 2)d
2
)
(n + 1) >
(2k+2)dFpi
(
χ
(x)
(j,n)
)
F
(
χ
(x)
(j,n)
)4d−1
]
.
We can bound Fpi(a) ≥ F (a/(2d))2d for all a ≥ 0 since pi is the sum of 2d independent copies of
the conductance w. Together with the assumption of Theorem 1.8 this implies that
Fpi(a) ≥ (2d)−2dF (a)2d for all a ≤ a∗ . (5.25)
and therefore
P
[(
(2k + 2)d
2
)
(n + 1)>
(2k+2)dFpi
(
χ
(x)
(j,n)
)
F
(
χ
(x)
(j,n)
)4d−1
]
≤P
[(
(2k + 2)d − 1)n>(2d)−2dF(χ(x)(j,n))1−2d
]
where we have furthermore used that n ≥ 1 for all n ∈ N. Since F is continuous and increasing, it
follows that there exists a constant A <∞ such that
P
[(
(2k + 2)d − 1)n > (2d)−2dF(χ(x)(j,n))1−2d
]
≤ P
[
χ
(x)
(j,n) > inf
{
b : F (b) = An−

2d−1
}]
.
Let βn be the cardinality of the set
{
y ∈ ((2k + 3)Zd + x) : N ◦ τy ⊂ Bn+2k+1
}
. Then for any
a ≥ 0 and j ∈ {k, k + 1, k + 2} we know that
P
[
χ
(x)
(j,n) > a
]
≤ P
[
χ
(x)
(k+2,n) > a
]
≤ P[χ > a]βn + βnP[χ > a]βn−1(1− P[χ > a])
+ . . .+
βn!
(βn − k)!P[χ > a]
βn−k−1(1− P[χ > a])k+1
≤ (k + 2)βk+1n P[χ > a]βn−k−1 .
By virtue of Lemma 5.2 and (5.25) we thus obtain for all 0 ≤ a ≤ a∗ that
P
[
χ
(x)
(j,n) > a
]
≤ (k + 2)βk+1n
(
1−
(
k + 1
2d2
)d
F (a)2d +
(
(2k + 2)d
2
)
F (a)4d−1
)βn−k−1
.
We now insert a = inf
{
s : F (s) = An−

2d−1
}
and observe that there exist C1, C2 ∈ (0,∞) such
that C1nd + k + 1 ≤ βn ≤ C2nd. It follows that for n large enough
P
[
χ
(x)
(j,n) > F
−1
(
An−

2d−1
)]
≤ (k + 2)Ck+12 n2d
(
1−
(
A2(k + 1)
2d2
)d
n−
2d
2d−1
)C1nd
. (5.26)
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Since we have assumed that  < 1 at the beginning of this proof, this converges to zero and is even
summable. This concludes the proof of (5.19).
Let us now treat the second term on the RHS of (5.18). We split the event
Em =
(
Em ∩
{
pi2,Bm < pi2,Bm−2k−3
}) ∪ (Em ∩ {pi2,Bm = pi2,Bm−2k−3})
and we observe that Em ∩
{
pi2,Bm = pi2,Bm−2k−3
} ∩ Ecm−2k−3 = ∅. Thus
lim
n→∞
P
[ ∞⋃
m=n+2k+3
(
Em ∩Gm ∩ Ecm−2k−3
)]
≤ lim
n→∞
∞∑
m=n+2k+3
P
[
Em ∩Gm ∩
{
pi2,Bm < pi2,Bm−2k−3
}]
.
By Lemma 5.1 we decompose and estimate
P
[
Em ∩Gm ∩
{
pi2,Bm < pi2,Bm−2k−3
}]
≤
∑
x∈Bk+1
P
[
Em ∩Gm ∩
{
pi2,Bm < pi2,Bm−2k−3
}
∩{{z(1,m), . . . , z(k+1,m), z(1,m−2k−3), . . . , z(k+1,m−2k−3)} ⊂ V ◦ τx}]
Similar to the considerations above, we know that
piz(k+1,m−2k−3) ∈
{
χ
(x)
(k+1,m−2k−3), χ
(x)
(k+2,m−2k−3)
}
.
Therefore we further decompose the above events by
Ω =
k+1⋃
i=k
k+2⋃
j=i+1
k+2⋃
l=k+1
{
piz(k,m) = χ
(x)
(i,m)
}
∩
{
piz(k+1,m) = χ
(x)
(j,m)
}
∩
{
piz(k+1,m−2k−3) = χ
(x)
(l,m−2k−3)
}
.
And this we split into the three cases l < j, l = j and l > j, i.e.,∑
x∈Bk+1
k+1∑
i=k
k+2∑
j=i+1
k+2∑
l=k+1
P[. . .]
=
∑
x∈Bk+1
k+1∑
i=k
 k+2∑
j=i+1
j−1∑
l=k+1
P[. . .] +
k+2∑
j=i+1,
l=j
P[. . .] +
k+2∑
j=i+1
k+2∑
l=j+1
P[. . .]
 (5.27)
Let us consider the first term on the above RHS. It has to be j = k+2 and l = k+1. Thus it contains
P
[
Em ∩Gm ∩
{{z(1,m), . . . , z(k+1,m), z1,m−2k−3, z(k+1,m−2k−3)} ⊂ V ◦ τx}∩
∩ {pik+1,Bm < pik+1,Bm−2k−3} ∩ {piz(k,m) = χ(x)(i,m)}
∩
{
piz(k+1,m) = χ
(x)
(k+2,m)
}
∩
{
piz(k+1,m−2k−3) = χ
(x)
(k+1,m−2k−3)
}]
≤ P
[{
pik+1,Bm < pik+1,Bm−2k−3
} ∩ {piz(k+1,m) = χ(x)(k+2,m)}
∩
{
piz(k+1,m−2k−3) = χ
(x)
(k+1,m−2k−3)
}]
≤ P
[
χ
(x)
(k+2,m) < χ
(x)
(k+1,m−2k−3)
]
.
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If χ(x)(k+2,m) < χ
(x)
(k+1,m−2k−3), then there are at least two sites
y∗1, y
∗
2 ∈
{
y ∈ ((2k + 3)Zd + x) : N ◦ τy ∩Bk 6= ∅,N ◦ τy ∩Bm−2k−3 = ∅
}
such that χy∗1 , χy∗2 < χ
(x)
(k+1,m−2k−3). Since the cubesN ◦ τy, y ∈ ((2k + 3)Zd + x), are disjoint,
the probability that this happens is of order m−2, see e.g. the considerations above and [Res87,
Proposition 4.3]. This implies that the sum over m is finite.
Now we consider the second term on the RHS of (5.27). It contains
k+2∑
j=i+1
P
[
Em ∩Gm ∩
{
z(1,m), . . . , z(k+1,m), z(1,m−2k−3), z(k+1,m−2k−3)} ∈ V ◦ τx
}
∩ {pik+1,Bm < pik+1,Bm−2k−3} ∩ {pizk,m = χ(x)(i,m)}
∩
{
piz(k+1,m) = χ
(x)
(j,m)
}
∩
{
piz(k+1,m−2k−3) = χ
(x)
(j,m−2k−3)
}]
≤
k+2∑
j=i+1
P
[{
m− > 1−
χ
(x)
(i,m)
χ
(x)
(j,m)
}
∩
{
χ
(x)
(j,m) < χ
(x)
(j,m−2k−3)
}]
≤
k+2∑
j=i+1
P
[{
σ
(x)
(i,m) − σ(x)(j,m) ≤ − log
(
(1−m−)2d −m−)} ∩ {σ(x)(j,m) > σ(x)(j,m−2k−3)}]
+
k+2∑
j=i+1
P
[(
(2k + 2)d
2
)
F
(
(1−m−)χ(x)
(j,m)
)4d−1
Fχ
(
χ
(x)
(j,m)
) > m−
]
.
where we have applied the same considerations as for (5.23). The second summand on the above
RHS is already summable over m as we have shown in (5.26). For the first term we recall that
the σ(x)z are independent exponential random variables and by virtue of Lemma 5.9 the two events{
σ
(x)
(i,m) − σ(x)(j,m) ≤ − log
(
(1−m−)2d −m−)} and {σ(x)(j,m) > σ(x)(j,m−2k−3)} are independent.
The probability of the event
{
σ
(x)
(i,m)− σ(x)(j,m) ≤ − log
(
(1−m−)2d−m−)} is of order m−, see
(5.24), whereas the probability of the event
{
σ
(x)
(j,m) > σ
(x)
(j,m−2k−3)
}
is of orderm−1, see e.g. [Res87,
Proposition 4.3]. It follows that the second term on the RHS of (5.27) is summable over m as well.
Now we consider the third term on the RHS of (5.27). Here, i = k, j = k+1 and l = k+2. It follows
that there exists a site z∗ ∈ (Bm−2\Bm−2k−3) ∩ V ◦ τx such that piz∗ < piz(k+1,m−2k−3) . Thus, the
cubeN ◦ τy with y ∈ (2k+ 3)Zd +x that contains this site z∗, is associated with a χy that is a new
record in the sense that χy = χ
(x)
(κ,m−2k−3) with κ ∈ {k, k + 1} and χ(x)(κ,m−2k−3) < χ(x)(κ,m−4k−6).
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Since further
{
χ
(x)
(k,m−2k−3) < χ
(x)
(k,m−4k−6)
}
⊂
{
χ
(x)
(k+1,m−2k−3) < χ
(x)
(k+1,m−4k−6)
}
, we arrive at
P
[
Em ∩Gm ∩
{
z(1,m), . . . , z(k+1,m), z(1,m−2k−3), z(k+1,m−2k−3)} ∈ V ◦ τx
}
∩ {pik+1,Bm < pik+1,Bm−2k−3} ∩ {piz(k,m) = χ(x)(k,m)}
∩
{
piz(k+1,m) = χ
(x)
(k+1,m)
}
∩
{
piz(k+1,m−2k−3) = χ
(x)
(k+2,m−2k−3)
}]
≤ 2P
[{
m− > 1−
χ
(x)
(k,m)
χ
(x)
(k+1,m)
}
∩
{
χ
(x)
(k+1,m−2k−3) < χ
(x)
(k+1,m−4k−6)
}]
≤ 2P
[{
σ
(x)
(k,m) − σ(x)(k+1,m) ≤ − log
(
(1−m−)2d −m−)}
∩
{
σ
(x)
(k+1,m−2k−3) > σ
(x)
(k+1,m−4k−6)
}]
+ 2P
[(
(2k + 2)d
2
)
F
(
(1−m−)χ(x)
(k+1,m)
)4d−1
Fχ
(
χ
(x)
(k+1,m)
) > m−
]
.
Both summands are summable over m by the same considerations as above. We thus conclude the
proof.
5.4 Proof of Theorem 1.8
Setting k = 1, we make exactly the same observations and definitions as at the beginning of the proof
of Lemma 5.10 until (5.17) where we have defined the event Gn. We abbreviate zn = z(1,n).
Now we let αn = n−1/8 and note that{∥∥ψ(n)1 ∥∥2`2(Bn\{zn}) > α2n} ⊆
{∥∥ψ(n)1 ∥∥2`2(Dn) > α2n2
}
∪
{∥∥ψ(n)1 ∥∥2`2(In\{zn}) > α2n2
}
. (5.28)
However, by virtue of Lemma 5.5 we know that P-a.s. for n large enough∥∥ψ(n)1 ∥∥2`2(Dn) ≤ α4n , (5.29)
and thus P-a.s. the limit superior of the first event on the RHS of (5.28) vanishes.
In order to estimate the probability of the second event on the RHS of (5.28), we now estimate∥∥ψ(n)1 ∥∥`2(In\{zn}) in terms of ∥∥ψ(n)1 ∥∥`2(Dn). By virtue of Remark 1.1, we can assume without loss
of generality that ψ(n)1 nonnegative. Let y ∈ In\{zn} and define my = 2 maxx:x∼y ψ(n)1 (x). On
the event where In is sparse, y  zn. Therefore we know by virtue of Lemma 5.6 that ψ(n)1 (y) ≤
my
(
1− pizn
piy
)−1
. By definition piy ≥ piz(2,n) and thus it follows that on the event Gn we have
∥∥ψ(n)1 ∥∥2`2(In\{zn}) ≤
(
1− pizn
piz(2,n)
)−2 ∑
y∈In\{zn}
m2y .
Moreover, on the event whereIn is sparse, any neighbor of y ∈ In is in Dn and therefore
∥∥ψ(n)1 ∥∥2`2(In\{zn}) ≤ 8d
(
1− pizn
piz(2,n)
)−2∥∥ψ(n)1 ∥∥2`2(Dn) . (5.30)
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On the event where (5.29) is true andIn is sparse, we hence infer that{∥∥ψ(n)1 ∥∥2`2(In\{zn}) > α2n2
}
⊆
{
4
√
dαn > 1− pizn
piz(2,n)
}
.
However, by virtue of Lemma 5.10 we know that P-a.s. for n large enough 4
√
dαn < 1− piznpiz(2,n) . The
claim follows.
5.5 Asymptotics of principal Dirichlet eigenvalue
Proof of Corollary 1.10. By virtue of (1.21), we already know that λ(n)1 ≤ minz∈Bn piz. By (1.16) we
further know that there exists 1 > 0 such that P-a.s. for n large enough
ψ
(n)
1 (zn)
2 ≥ 1− n−1/4 .
It follows that P-a.s. for n large enough
λ
(n)
1 = 〈ψ(n)1 ,Lwψ(n)1 〉 ≥
∑
x : x∼zn
wxzn
(
ψ
(n)
1 (zn)− ψ(n)1 (x)
)2
≥
(
n−1/8 −
√
1− n−1/4
)2
min
z∈Bn
piz (5.31)
The claim (1.17) follows.
Proof of Corollary 1.11. Because of Corollary 1.10 it remains to prove that
lim
n→∞
P
[
min
x∈Bn
pix >
ζ
n
1
2γL∗(n)
]
= exp
(−ζ2dγ) for all ζ ≥ 0 ,
where the difficulty lies in the dependence of the random variables (pix)x∈Bn . However, the depen-
dence is very short-ranged since pix1 and pix2 are dependent if and only if the sites x1, x2 are neigh-
bors. We strongly rely on the ideas of [Wat54], which we easily adapt to our needs.
In what follows, we always mean that a statement holds for all ζ ≥ 0 even if we do not explicitly write
so. We define
an :=
(
n
1
2γL∗(n)
)−1
=
1
h(|Bn|) = sup
{
t : Fpi(t) = |Bn|−1
}
.
Then |Bn| = (P[pi0 ≤ an])−1 and thus
lim
n→∞
|Bn|P[pi0 ≤ anζ] = lim
n→∞
Fpi(anζ)
Fpi(an)
= ζ2dγ (5.32)
since an → 0 as n → ∞ and Fpi varies regularly at zero with index 2dγ. We further note that
if e1 ∈ Zd is a neighbor of the origin, then P[{pi0 ≤ anζ} ∩ {pie1 ≤ anζ}] ≤ F (anζ)4d−1 since
for the event {pi0 ≤ anζ} ∩ {pie1 ≤ anζ} at least 4d − 1 independent conductances w have to be
smaller than or equal to anζ . Since F varies regularly at zero with index γ, it follows that
|Bn|P[{pi0 ≤ anζ} ∩ {pie1 ≤ anζ}]→ 0 as n→∞ . (5.33)
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Now for any even integer l ≤ |Bn| we estimate
1−
l−1∑
m=1
(−1)m−1
∑
A⊂Bn,
|A|=m
P
[⋂
x∈A
{pix ≤ anζ}
]
≤ P
[
min
x∈Bn
pix > anζ
]
≤ 1−
l∑
m=1
(−1)m−1
∑
A⊂Bn,
|A|=m
P
[⋂
x∈A
{pix ≤ anζ}
]
(5.34)
The first term in the above sums over m, i.e.
∑
x∈Bn P[pix ≤ anζ], is equal to |Bn|P[pi0 ≤ anζ] and
converges to ζ2dγ . For the second term in the sums over m in (5.34) we observe that∑
{x1,x2}⊂Bn,
x1 6=x2
P[{pix1 ≤ anζ} ∩ {pix2 ≤ anζ}]
=
∑
{x1,x2}⊂Bn,
x1 6=x2, x1x2
P[{pix1 ≤ anζ} ∩ {pix2 ≤ anζ}] +
∑
{x1,x2}⊂Bn,
x1∼x2
P[{pix1 ≤ anζ} ∩ {pix2 ≤ anζ}] .
(5.35)
Let C(n)2 be the number of combinations of distinct x1, x2 ∈ Bn with x1  x2. Since pix1 and pix2 are
independent if x1  x2, it follows that∑
{x1,x2}⊂Bn,
x1 6=x2, x1x2
P[{pix1 ≤ anζ} ∩ {pix2 ≤ anζ}] = C(n)2 P[pi0 ≤ anζ]2 .
As n grows to infinity, the leading term in C(n)2 is
1
2
|Bn|2. It follows that
C
(n)
2 P[pi0 ≤ anζ]2 → 12 ζ4dγ .
The second term on the RHS of (5.35), however, is of order |Bn|P[{pi0 ≤ anζ} ∩ {pie1 ≤ anζ}],
which converges to zero by (5.33).
For each q ≤ |Bn| the general sum
∑
A⊂Bn,
|A|=q
P
[⋂
x∈A{pix ≤ anζ}
]
has
(|Bn|
q
)
terms. Following the
reasoning of [Wat54], we note that there are asymptotically |Bn|q/q! terms in which each xi is not
adjacent to any of the xj ’s. The sum over these terms yields asymptotically ζ2qdγ/q!. Then we have
an amount of order |Bn|q−1 terms where there exists exactly one neighbored pair xi ∼ xj . The sum
over these terms yields a constant times
|Bn|q−1P[pi0 ≤ anζ]q−2P[{pi0 ≤ anζ} ∩ {pie1 ≤ anζ}] ,
which converges to zero as n tends to infinity by virtue of (5.32) and (5.33). Further, we have an
amount of order |Bn|q−m+1 terms where there exists a dependence between m ∈ N of the pixi . The
sum over these terms is smaller than a constant times
|Bn|q−m+1P[pi0 ≤ anζ]q−mP[{pi0 ≤ anζ} ∩ {pie1 ≤ anζ}] ,
which converges to zero as well. It follows that for any even integer l we have
l−1∑
q=0
(−ζ)2qdγ
q!
≤ lim
n→∞
P
[
min
x∈Bn
pix > anζ
]
≤
l∑
q=0
(−ζ)2qdγ
q!
.
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