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We consider the FCFS GI/GI/n queue in the Halfin-Whitt heavy traffic regime, and prove bounds for the
steady-state probability of delay (s.s.p.d.) for generally distributed processing times. We prove that there
exist ǫ1, ǫ2 > 0, depending on the first three moments of the inter-arrival and processing time distributions,
such that the s.s.p.d. is bounded from above by exp
(
−ǫ1B
2
)
as the associated excess parameter B→∞; and
by 1− ǫ2B as B→ 0. We also prove that the tail of the steady-state number of idle servers has a Gaussian
decay. We provide explicit bounds in all cases, in terms of the first three moments of the inter-arrival and
service distributions, and use known results to show that our bounds correctly capture various qualitative
scalings.
Our main proof technique is the derivation of new stochastic comparison bounds for the FCFS GI/GI/n
queue, which are of a structural nature, hold for all n and times t, and significantly generalize the work of
Gamarnik and Goldberg [27] (e.g. by providing bounds for the queue length to exceed any given level, as
opposed to any given level strictly greater than the number of servers as acheived in Gamarnik and Goldberg
[27]). Our results do not follow from simple comparison arguments to e.g. infinite-server systems or loss
models, which would in all cases provide bounds in the opposite direction.
Key words : many-server queues, Halfin-Whitt regime, probability of delay, stochastic comparison, weak
convergence, large deviations, Gaussian process, Slepian’s inequality, renewal process
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1. Introduction.
Parallel server queueing systems can operate in a variety of regimes that balance between efficiency
and quality of offered service. This is captured by the so-called Halfin-Whitt (H-W) heavy traffic
regime. Although studied originally by Erlang [25] and Jagerman [39], the regime was formally
introduced by Halfin and Whitt [34], who studied the GI/M/n system (for large n) when the traffic
intensity ρ scales like 1−Bn−
1
2 for some strictly positive excess parameter B. The authors prove
that for this sequence of GI/M/n queueing models (indexed by n), the steady-state probability
that an arriving job has to wait for service (i.e. steady-state probability of delay) converges (as
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n→∞) to a function of B (independent of n), which they explicitly compute. This limiting prob-
ability converges to 0 as B→∞ (low-utilization regime), converges to 1 as B→ 0 (high-utilization
regime), and decreases monotonically from 1 to 0 as B increases from 0 to ∞, thus nicely quan-
tifying the trade-off between server utilization and quality of service (as measured by s.s.p.d.).
Analogous explicit formulas have been found for the case in which processing times are a mixture
of an exponential distribution and a point mass at 0 (i.e. H∗2 distributed) by Whitt [66]; and for
the case of deterministic processing times by Jelenkovic et al. [41] (and Hurvich and Reed [37]
in the presence of heavy-tailed inter-arrivals). For the case of exponentially distributed processing
times, these results have also been extended to allow for abandonments, see Garnett et al. [30] and
Mandelbaum and Zeltyn [50].
However, much less is known for more general processing time distributions. This is particularly
unfortunate, as it is believed that in many of the major application domains of the H-W regime,
processing times have more general distributions (e.g. log-normal), see Brown et al. [10]. In this
more general setting, the main known results with regards to (w.r.t.) the s.s.p.d. can be summa-
rized as follows. For processing times with finite support, Gamarnik and Momcilovic [28] give an
implicit description (in terms of a certain Markov chain) of the limiting s.s.p.d in the H-W regime
(also proving that this limit exists), and show that this probability lies strictly in (0,1). Whitt [65]
gives several heuristic approximations for this limiting s.s.p.d. for generally distributed processing
times, which he verifies numerically. Dai et al. [17] prove the validity of a certain diffusion approx-
imation for the steady-state number in system for the case of phase-type processing times with
abandonments, and the work of Dai and He [15] provides numerical algorithms for evaluating the
associated probabilities.
A similar situation exists for questions related to the large deviations (l.d.) properties of the
steady-state number of idle servers in the H-W regime. Indeed, the settings in which this limiting
l.d. behavior is precisely understood coincide exactly with the settings in which the limiting s.s.p.d.
can be computed explicitly, as described above. Furthermore, very little is known about even the
qualitative behavior / crude asymptotic scaling of either quantity. However, even from the special
cases of GI/H∗2/n and GI/D/n queues for which the relevant limits can be computed in closed
form, some interesting patterns emerge. We now briefly describe these patterns heuristically before
introducing all relevant model details, as a more complete discussion follows in Section 8. Let pB
denote the limiting s.s.p.d. when the excess parameter is B, and Fidle,B(x) denote the limiting
steady-state probability of seeing more than xn
1
2 idle servers in the nth system under the H-W
scaling, where the particular inter-arrival and processing time distributions are to be inferred from
context (and for the moment restricting to inter-arrival and processing time distributions for which
these limits are known to exist). Note that as B→ 0, one would expect pB to converge to 1, since as
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B→ 0 the system becomes more overloaded. Similarly, as B→∞, one would expect pB to converge
to 0. We have already asserted that Halfin and Whitt [34] proved this for the case of exponen-
tially distributed processing times. However, one can ask how quickly these quantities approach 1
as B→ 0, and 0 as B→∞. Such qualitative information would provide valuable insight into the
s.s.p.d. in the H-W regime, beyond the initial insight of Halfin and Whitt that the correct limits
should be 1 and 0. We believe such insight to be especially relevant for queues in the H-W regime,
since one of the primary motivating features of the H-W regime was that the s.s.p.d. should have
a non-trivial limit as n→∞.
Then the work of Halfin and Whitt [34], Whitt [66], and Jelenkovic et al. [41] imply the following.
Observation 1 When the processing times are exponentially distributed, H∗2 , or deterministic,
and the inter-arrival distribution has finite third moment, there exist strictly positive finite constants
ǫ1, ǫ2, ǫ3, depending only on the inter-arrival and processing time distributions (but not B or n),
such that (s.t.):
(i) limB→∞B
−2 log(pB) =−ǫ1,
(ii) limB→0B
−1(1− pB) = ǫ2,
(iii) limx→∞ x
−2 log
(
Fidle,B(x)
)
=−ǫ3.
Intuitively, this implies that pB behaves (roughly) like exp(−ǫ1B
2) as B ↑∞, and 1− ǫ2B as B ↓ 0;
and that Fidle,B(x) behaves like exp(−ǫ3x
2) as x ↑∞.
As previously mentioned, it is believed that for the relevant systems which arise in practice, the
service time distributions are in fact closer to a log-normal distribution, see Brown et al. [10]. In
this paper, we thus set out to answer the following question.
Question 1 To what extent do the scalings suggested by Observation 1 hold in general?
We note that the scaling of (i) and (ii) represent “limits within limits”, where letting B→ 0 is
moving the H-W scaling “closer” to the classical heavy-traffic scaling in which ρ scales like 1− c
n
for some c > 0 as n→∞, while letting B→∞ is moving the H-W scaling closer to the classical
heavy-traffic scaling in which ρ is bounded away from 1 as n→∞, and we refer the reader to
Halfin and Whitt [34] for a more detailed discussion. We note that the regime in which B→ 0 has
been explicitly discussed in the context of GI/D/n queues by Jelenkovic et al. [41], Janssen and
Van Leeuwaarden [40], and Hurvich and Reed [37]. This setting is also related to the question of
whether various quantities are differentiable w.r.t. the drift parameter, see Dieker and Gao [21]
and Lipshutz and Ramanan [46]. We further note that if one wishes to bound the s.s.p.d. from
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below, or the number of idle servers from above (as done by Gamarnik and Stolyar [29] Theorem
4.(i), and Lemmas 5 and 10), one can derive non-trivial bounds in the H-W regime by comparing
the true system to an appropriate infinite-server queue, even for the case of generally distributed
processing times, and we include a more complete discussion in Section 8. However, it seems that
no similarly straightforward comparison yields meaningful bounds in the other direction, i.e. upper
bounds on the s.s.p.d. and lower bounds on the number of idle servers, in the H.W. regime. In this
paper, we will focus on exactly these settings where such arguments seem to break down.
We now briefly review the more general question of when the limits pB and Fidle,B(x) are known
to exist (for any fixed B,x), i.e. when the appropriately scaled sequence of queues under the H-W
scaling has a weak limit, irregardless of the more subtle question of whether those limits themselves
satisfy (i) - (iii) as one varies B and x. As previously discussed, the relevant weak limits are proven
to exist, and actually computed explicitly, for the case of exponentially distributed processing times
by Halfin and Whitt [34], H∗2 processing times by Whitt [66], and deterministic processing times
by Jelenkovic et al. [41]. Similar, albeit often less explicit, weak convergence results under the H-W
scaling were subsequently obtained for more general multi-server systems by Puhalski and Reiman
[55], Mandelbaum and Momcilovic [48], Gamarnik and Momcilovic [28], Gamarnik and Stolyar [29],
Kaspi and Ramanan [43], Reed [57], and Puhalski and Reed [56]. Many of these results have also
been extended to the setting of abandonments by Mandelbaum and Momcˇilovic´ [49], Dai et al. [16],
Reed and Tezcan [58], Huang et al. [36], Dai et al. [17], Kang and Ramanan [42], Weerasinghe [62],
Dai et al. [18], and we refer the interested reader to the surveys of Dai and He [14] and Ward [61].
Using Stein’s method, several recent papers have also provided explicit bounds on the associated
rate of weak convergence, see Gurvich [33], Braverman and Dai [8], and Braverman and Dai [9].
Unfortunately, as the theory of weak convergence generally relies heavily on the assumption
of compact time intervals, the most general of these results hold only in the transient regime.
Indeed, the only settings in which the relevant sequence of normalized steady-state queue-length
distributions have also been shown to have a weak limit are subsumed by the settings in which the
processing time distribution either has finite support, or is of phase-type. Although any distribution
can be approximated to within any accuracy by either of these families, it is not known how the
quality of such an approximation behaves under the H-W scaling. We note that recent work on
the so-called s.p.d.e. approach has made considerable progress towards proving existence of the
relevant weak limits in much greater generality, see Aghajani and Ramanan [4] and Aghajani and
Ramanan [5]. However, it is important to point out that the resulting limiting processes seem
to have a complicated behavior (see Puhalski and Reed [56], Dieker and Gao [22], Aghajani and
Ramanan [4]), and it is not clear how to implement a direct analysis of these processes to tackle
Question 1.
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Observation 2 In spite of the extensive body of work on queues in the H-W regime, the answer
to Question 1 is unknown beyond the cases of exponentially distributed, H∗2 , and deterministic
processing times.
Recently, Gamarnik and Goldberg [27] developed a novel stochastic comparison framework to
address some of the issues faced by previous techniques, namely the difficulty of proving results
in the steady-state, and the non-explicit descriptions of relevant limits. In that work, the authors
analyzed the steady-stateGI/GI/n queue by comparing to a “modified system” in which all servers
are kept busy at all times by adding “artificial arrivals” to the system whenever a server would
otherwise have gone idle. They showed that the steady-state distribution of this modified system
has a very simple representation as the supremum of a certain one-dimensional random walk.
Using these techniques, they proved tightness of the relevant sequence of normalized steady-state
measures, and computed the limiting large deviation behavior for the number of jobs waiting in
queue, under quite general assumptions. Unfortunately, the techniques developed by Gamarnik
and Goldberg [27] cannot be used to provide upper bounds on the s.s.p.d., or lower bounds on the
number of idle servers, as the aforementioned modified system always has all servers busy. We note
that although stochastic comparison techniques were also used in Gamarnik and Stolyar [29], in
conjunction with Lyapunov function arguments, to analyze certain quantities in the H-W regime,
it seems their approach similarly does not work for the quantities considered in Question 1.
1.1. Our contribution.
In this paper, we make considerable progress towards resolving Question 1. We prove that under
quite general assumptions on the inter-arrival and processing time distributions, e.g. finite third
moment, there exists some strictly positive ǫ1, ǫ2, ǫ3 (depending on the first three moments of the
inter-arrival and processing time distributions) s.t. in the H-W regime, the s.s.p.d. is bounded from
above by exp
(
− ǫ1B
2
)
as the associated excess parameter B→∞; and by 1− ǫ2B as B→ 0. We
also prove that the probability of there being more than xn
1
2 idle servers (in steady-state, for large
n) is bounded from below by exp
(
− ǫ3x
2
)
as x→∞. Combined with known results for the the
M/D/n,M/H∗2/n, and M/GI/∞ queues, our results show that the qualitative scaling suggested
by (i) - (iii) indeed holds in considerable generality, yielding a partial positive answer to Question
1. Furthermore, we provide explicit estimates for ǫ1, ǫ2, ǫ3, and use known results to prove that our
lower (upper) bounds for ǫ1 (ǫ3) are close to known upper (lower) bounds for these quantities. We
note that although our proofs do not demonstrate the existence of the relevant limits, they do show
that all relevant lim inf, limsup, and associated subsequential limits scale in the aforementioned
manner.
Our main proof technique is the derivation of new and simple bounds for the FCFS GI/GI/n
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queue, which significantly extend the stochastic comparison framework developed by Gamarnik
and Goldberg [27]. We consider a different modified system, in which we not only keep certain
servers busy by adding “artificial arrivals”, but also allow servers to “break down” at a time of
our choosing, leaving a number of “working servers” which is strictly less than n. By then keeping
only those “working servers” busy at all times, it becomes possible for the number of jobs in this
second modified system to go below n, yielding meaningful bounds on the s.s.p.d. and number
of idle servers in the H-W regime. Our techniques allow us to analyze many properties of the
GI/GI/n queue in the H-W regime without having to consider the complicated exact dynamics
of the GI/GI/n queue. Our results can also be viewed as a step towards developing a calculus
of stochastic-comparison type bounds for parallel server queues, in which one derives bounds by
composing structural modifications to a parallel-server queue (e.g. adding jobs, removing servers,
adding servers, etc.) over time. Although stochastic comparison techniques have been widely used
to study queueing systems, see Stoyan [59], we believe the bounds developed in this paper to be
novel, and particularly suited to studying queues in the H-W regime. Another appealing feature of
our results is that, as in the work of Gamarnik and Goldberg [27], our bounds are of a structural
nature, hold for all n and all times t ≥ 0, and have intuitive closed-form representations as the
suprema of certain natural processes which converge weakly to Gaussian processes.
1.2. Outline of paper.
The rest of the paper proceeds as follows. In Section 2, we present our main results. In Section
3, we establish our general-purpose upper bounds for the queue length in a properly initialized
FCFS GI/GI/n queue. In Section 4, we prove an asymptotic version of our upper bound in the
H-W regime. In Section 5, we prove our bounds on the s.s.p.d. as B→∞. In Section 6, we prove
our bounds on the s.s.p.d. as B→ 0. In Section 7, we prove our bounds on the large deviations
behavior of the steady-state number of idle servers. In Section 8, we compare to previous results
from the literature, which show that our bounds are tight in an appropriate sense. In Section 9 we
summarize our main results and comment on directions for future research. We include a technical
appendix in Section 10.
2. Main results.
We consider the First-Come-First-Serve (FCFS) GI/GI/n queueing model, in which inter-arrival
times are independent and identically distributed (i.i.d.) r.v.s, and processing times are i.i.d. r.v.s.
Let A and S denote some fixed r.v.s with non-negative support s.t. E[A] = µ−1A <∞,E[S] =
µ−1S <∞, and P(A= 0) = P(S = 0) = 0. Let σA and σS denote the standard deviations of A and
S, respectively. Also, let cA and cS denote the coefficient of variation of A and S, respectively, i.e.
cA= µσA and cS = µσS .
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For excess parameter B > 0 and number of servers n≥ 1, let λn,B
∆
= n−Bn
1
2 . For n sufficiently
large to ensure λn,B > 0 (which is assumed throughout), let Q
n
B(t) denote the number in system
(number in service + number waiting in queue) at time t in the FCFS GI/GI/n queue with
inter-arrival times drawn i.i.d. distributed as Aλ−1n,B and processing times drawn i.i.d. distributed
as S (initial conditions will be specified later), independently from the arrival process. Note that
this scaling is analogous to that studied by Halfin and Whitt [34], as the traffic intensity in the
nth system is 1−Bn−
1
2 in both settings (supposing µA = µS). All processes should be assumed
right-continuous with left limits (r.c.l.l.) unless stated otherwise. All empty summations should be
evaluated as zero, all empty products should be evaluated as one, and all logarithms should be
taken base e unless specified otherwise.
2.1. Main results.
Our main results will require two additional sets of assumptions on A and S. The first set of
assumptions, which we call the H-W assumptions, ensures that {QnB(t), n≥ 1} is in the H-W scaling
regime as n→∞. We say that A and S satisfy the H-W assumptions iff µA = µS, in which case we
denote this common rate by µ. The second set of assumptions, which we call the T0 assumptions,
is a set of additional technical conditions we require for our main results.
(i) There exists ǫ > 0 s.t. E[A2+ǫ],E[S2+ǫ]<∞.
(ii) σ2A+σ
2
S > 0. Namely either A or S is a non-degenerate r.v.
(iii) limsupt↓0 t
−1
P(S ≤ t)<∞.
(iv) For all B > 0 and sufficiently large n, and all initial conditions, QnB(t) converges weakly to a
stationary measure QnB(∞) as t→∞, independent of initial conditions.
We refer the interested reader to Gamarnik and Goldberg [27] for a discussion of the restrictiveness
and necessity of these assumptions, as that work uses the same set of assumptions.
We now state our main results. We begin by stating our bound on the s.s.p.d. as B→∞.
Theorem 1. For any fixed A and S which satisfy the H −W and T0 assumptions,
limsup
B→∞
B−2 log
(
limsup
n→∞
P
(
QnB(∞)≥ n
))
≤−
1
16
(2c2S+ c
2
A+1)
−1.
Intuitively, Theorem 1 implies that in the H-W regime, the s.s.p.d. is bounded from above by
exp
(
− 1
16
(2c2S + c
2
A + 1)
−1B2
)
as B→∞. As we will see in Section 8, known results imply that
the bounds of Theorem 1 are close to the best possible. We now give our bounds on the s.s.p.d. as
B→ 0. Let αS
∆
= µ3
(
E[S2] + 2E[S3] + 3
8
µ
(
E[S2]
)2)
, and
δA,S
∆
=
(
200+αS +µ
2+µ−2+σ2S +σ
−2
S +σ
2
A+σ
−2
A + c
2
A+ c
−2
A + c
2
S + c
−2
S
)80
.
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Theorem 2. For any fixed A and S which satisfy the H−W and T0 assumptions, s.t. in addition
E[S3]<∞, σ2A > 0, and σ
2
S > 0,
lim inf
B→0
B−1 lim inf
n→∞
P
(
QnB(∞)<n
)
≥ exp
(
− 1027δA,S
)
. (1)
Intuitively, Theorem 2 implies that the s.s.p.d. is bounded from above by 1− exp
(
− 1027δA,S
)
B
as B→ 0. Equivalently, the steady-state probability that a job does not have to wait for service,
i.e. no delay, is bounded from below by exp
(
− 1027δA,S
)
B as B→ 0. We note that in contrast to
our other results, Theorem 2 is not a statement about the logarithm of a given probability, but
of the probability itself. For this reason, all constants involved in various estimates appearing in
the relevant proofs must be incorporated into the final result. Combined with the fact that when
B is small extra care must be taken to ensure that other terms do not dominate the relevant
probabilities, our results for the setting in which B ↓ 0 have an admittedly massive prefactor. For
this reason, we view the main insight of Theorem 2 to be that the given probability is at most
1− ǫ2B for some strictly positive ǫ2 as B ↓ 0, and that an explicit bound on ǫ2 depending only
on the first three moments is acheivable. Furthermore, as we will see in Section 8, known results
imply that there exists ǫ′2 > 0 s.t. the given probability is at least 1− ǫ
′
2B as B ↓ 0, at least for the
setting of Markovian and deterministic processing times.
We now state our bounds on the large deviations behavior for the number of idle servers.
Theorem 3. For any fixed A and S which satisfy the H−W and T0 assumptions, s.t. in addition
σ2A > 0, and any fixed B > 0,
lim inf
x→∞
x−2 log
(
lim inf
n→∞
P
((
Qn(∞)−n
)
n−
1
2 ≤−x
))
≥−2E[S2]σ−2A .
Intuitively, Theorem 3 implies that the tail of the limiting steady-state number of idle servers is
bounded from below by exp
(
− 2E[S2]σ−2A x
2
)
as x→∞. As we will see in Section 8, known results
imply that the bounds of Theorem 3 are close to the best possible in many settings.
In addition to our main results Theorems 1 - 3, we note that our stochastic comparison approach
implies novel bounds for the probabilities associated with a GI/GI/n queue with any given inter-
arrival and service distribution, irregardless of whether the system is in the H-W regime (see e.g.
Theorem 4). Furthermore, our approach also implies bounds for the s.s.p.d., and more generally
any probability of interest, for the GI/GI/n queue in the H-W regime for any given B > 0 (see e.g.
Theorem 5). Here we chose to focus our main results on Theorems 1 - 3 instead of Theorems 4 - 5
for clarity of exposition, as the latter involve a somewhat complicated 2-dimensional optimization
over a nested supremum. We do note that a careful analysis of Gaussian processes, similar to that
which we use in the proofs of Theorems 1 - 3, could likely be combined with Theorem 5 to give
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relatively simple non-trivial bounds for any probability of interest associated with the GI/GI/n
queue in the H-W regime (for any given B > 0), although we do not pursue such an analysis here.
We further note that our results cannot be derived using straightforward comparison bounds,
to e.g. an infinite-server or loss system, as in all cases our inequalities point in the other direction.
Also, as in Gamarnik and Goldberg [27], our results translate into bounds for any weak limits of
the associated sequences of r.v.s.
3. Upper bound.
In this section, we prove general upper bounds for the FCFS GI/GI/n queue, when properly
initialized. The bounds are valid for all finite n, and work in both the transient and steady-state
(when it exists) regimes. Although we will later customize these bounds to the H-W regime to
prove our main results, we note that the bounds are in no way limited to that regime.
3.1. Additional definitions and notations.
Recall that for a non-negative r.v. X with finite mean E[X]> 0, one can define the so-called residual
life distribution of X, R(X), as follows. Namely, for all z ≥ 0,
P
(
R(X)> z
)
= (E[X])−1
∫ ∞
z
P(X > y)dy. (2)
Recall that associated with a non-negative r.v. X, an equilibrium renewal process with renewal
distribution X is a counting process in which the first inter-event time is distributed as R(X),
and all subsequent inter-event times are drawn i.i.d. distributed as X; an ordinary renewal process
with renewal distribution X is a counting process in which all inter-event times are drawn i.i.d.
distributed as X. We will consider a FCFS GI/GI/n queue with inter-arrival distribution U and
processing time distribution V , where we suppose that U and V are non-negative, have finite mean,
and that P(U = 0) = P(V = 0) = 0. Let {Ni, i ∈ [1, n]} denote a set of n i.i.d. equilibrium renewal
processes with renewal distribution V . Let A denote an independent equilibrium renewal process
with renewal distribution U . For t≥ 0 we let Ni(t) denote the number of renewals in Ni on [0, t]; and
for t1 ≤ t2 ∈R
+, we let Ni(t1, t2) denote the number of renewals in Ni on [t1, t2]. We define A(t) and
A(t1, t2) analogously to describe the number of renewals in A over various increments. We w.l.o.g.
suppose that A and {Ni, i∈ [1, n]} are constructed so as to be r.c.l.l. on [0,∞), where for t∈R
+ we
let Ni(t
−), A(t−) denote the corresponding left limits. For t≥ 0, we let dA(t)
∆
=A(t)−A(t−) and
dNi(t)
∆
=Ni(t)−Ni(t
−). Also, for i∈ [1, n], let V 1i denote the residual life of Ni at time 0. Thus V
1
i
is distributed as R(X) for all i. For j ≥ 2 and i ∈ [1, n], let V ji denote the length of the (j − 1)st
renewal interval to be initiated after time 0 in Ni. Let U
1 and U j denote the analogous quantities
for A. Also, for a set E, let |E| denote its cardinality.
Let Q denote the FCFS GI/GI/n queue with initial conditions s.t. there is a single job with
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initial remaining processing time V 1i on server i, i ∈ [1, n]; the initial inter-arrival time is U
1; and
there are zero jobs waiting in queue. Also, let Q(t) denote the total number in system at time t in
Q.
3.2. Main upper bound result.
We now establish an upper bound for Q(t), by considering a modified queueing system which
stochastically dominates the true system, and has a tractable steady-state distribution. In
Gamarnik and Goldberg [27], the authors considered a modified queueing system with arrival
and service process nearly identical to that of Q, which the exception that all servers were kept
busy at all times by adding an artificial arrival whenever a server would otherwise have gone idle.
Although this was sufficient for analyzing the large deviations properties of the queue length, it
will not suffice for our purposes, as in this modified system all servers are always busy, precluding
the derivation of any meaningful bounds for the s.s.p.d. or number of idle servers. To remedy
this, we will consider a more sophisticated upper-bounding system, which considerably extends
the ideas of Gamarnik and Goldberg [27]. Using this modified system, we will prove the following
bounds for Q(t).
Theorem 4. For all t, x≥ 0, P
(
Q(t)≥ x
)
is at most
inf
δ∈[0,t]
η∈[0,n]
P
(
max
(
sup
0≤s≤δ
(
A(s)−
η∑
i=1
Ni(s)
)
, sup
δ≤s≤t
(
A(s)−
n∑
i=1
Ni(s)
)
+
n∑
i=η+1
Ni(δ)
)
+
n∑
i=η+1
I(Ni(δ) = 0) ≥ x− η
)
.
If in addition Q(t) converges weakly to a steady-state distribution Q(∞) as t→∞, then for all
x≥ 0, P
(
Q(∞)≥ x
)
is at most
inf
δ≥0
η∈[0,n]
P
(
max
(
sup
0≤t≤δ
(
A(t)−
η∑
i=1
Ni(t)
)
, sup
t≥δ
(
A(t)−
n∑
i=1
Ni(t)
)
+
n∑
i=η+1
Ni(δ)
)
+
n∑
i=η+1
I(Ni(δ) = 0) ≥ x− η
)
.
We note that the bounds of Gamarnik and Goldberg [27] can be recovered by setting δ = t, η = n
in the first part of the theorem. We note that (in general) the choice of δ = t leads to simplified
expressions (even for non-trivial choices of η), and we will later present an asymptotic (under the
H-W scaling) theorem along these lines (see Corollary 4).
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3.2.1. Outline of proof of Theorem 4. In the remainder of this section, we complete the
proof of Theorem 4. In Section 3.3, we define our novel bounding system, first providing an informal
description (to build intuition) in Section 3.3.1, and then a formal construction in Section 3.3.2. In
Section 3.4 we analyze our bounding system, proving that its distribution obeys a certain Lindley-
type recursion and can be expressed in terms of the suprema of certain one-dimensional random
walks. In Section 3.5, we prove a relevant stochastic comparison result, and explicitly construct the
original queueing system and our bounding system on a common probability space so that they
satisfy this comparison result. Finally, in Section 3.6, we combine these results to complete the
proof of Theorem 4.
3.3. Novel bounding system: extra arrivals and servers that break down.
In this section, we describe a novel bounding system Qη,γ for Q, which we will use to prove our
main results.
3.3.1. Heuristic description. Before providing a formal construction of our bounding sys-
tem, we begin with a heuristic description to build intuition. Suppose that we fix some integer
η ∈ [0, n] and real number γ ∈ [0, t], and let Qη,γ be the following queueing system. On [0, γ], Qη,γ is
identical to the bounding system considered in Gamarnik and Goldberg [27], namely that in which
an artificial arrival is added whenever a server would otherwise have gone idle. However, in Qη,γ ,
at time γ servers with index i∈ [η+1, n] “break down”, in the sense that after completing the jobs
which they are already processing at time γ, they cannot process any further jobs. To stay within
the framework of G/G/n queues (and as it will be convenient in our analysis), we formally imple-
ment this “server breakdown” by allowing those severs to continue processing jobs, but adding an
artificial arrival any time any of those servers completes any jobs on [γ,∞) (irregardless of whether
that service completion would have caused idling or not), effectively “neutralizing” the ability of
those servers to process jobs. Furthermore, on [γ, t], servers with index i ∈ [1, η] are kept busy at
all times by adding an artificial arrival whenever one of these η servers would otherwise have gone
idle. We will prove that modulo the jobs being processed on servers with index i∈ [η+1, n] at time
γ, which result in a correction factor of the form
∑n
i=η+1 I(Ni(δ) = 0), we can bound Q(t) by the
number of jobs on servers with index i ∈ [1, η], plus the number of jobs waiting in queue, in this
modified system. Since in general η ≤ n, this new modified system can have strictly less than n
jobs (if e.g. η < n and there are 0 jobs waiting in queue), and we can get non-trivial bounds for
the s.s.p.d. by computing the probability that in this modified system the total number of jobs
on servers with index i ∈ [1, η], plus the number of jobs waiting in queue, is less than n. Also,
by applying this technique with different values of η and γ, we will be able to treat the different
regimes of interest (e.g. B→∞ and B→ 0).
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3.3.2. Formal construction. We now provide a formal construction for Qη,γ , building on the
simpler construction provided in Gamarnik and Goldberg [27]. We proceed by defining processes
{Aη,γ(t), t ≥ 0} and {qη,γ(t), t ≥ 0}, which will become the arrival and queue-length processes,
respectively, for our bounding system. For notational simplicity, in our construction we suppose
γ > 0, as the case γ = 0 will then follow by continuity. Let τ0
∆
= 0, and let {τk, k ≥ 1} denote the
ordered sequence of event times in the pooled renewal process {A(t)+
∑n
i=1Ni(t), t≥ 0}. Note that
we may w.l.o.g. condition on the event that dA(τk)+
∑n
i=1 dNi(τk) = 1 for all k≥ 1, as this occurs
w.p.1 since R(S) and R(A) are continuous r.v.s, and by assumption P(A= 0) = P(S = 0) = 0. For
clarity of exposition, we also implicitly condition on the occurence of other probability-one events,
e.g. that for any fixed γ no relevant events occur exactly at time γ. Let Aη,γ(t) = 0 and qη,γ(t) = n
for all t∈ [0, τ1). Let k
γ denote min{j ∈Z+ : τj ≥ γ}, and set τ
γ ∆= τkγ . Now, we define the processes
of interest inductively on [τ1, τ
γ). Suppose that for some j ∈ [1, kγ−1], we have defined Aη,γ(t) and
qη,γ(t) for all t∈ [0, τj). We now define these processes on
[
τj, τj+1). Let
Aη,γ(τj)
∆
=


Aη,γ(τ
−
j )+ 1 if dA(τj) = 1;
Aη,γ(τ
−
j )+ 1 if
∑n
i=1 dNi(τj) = 1 and qη,γ(τ
−
j )≤ n;
Aη,γ(τ
−
j ) otherwise.
(3)
Similarly, let
qη,γ(τj)
∆
=


qη,γ(τ
−
j )+ 1 if dA(τj) = 1;
qη,γ(τ
−
j ) if
∑n
i=1 dNi(τj) = 1 and qη,γ(τ
−
j )≤ n;
qη,γ(τ
−
j )− 1 otherwise.
(4)
Also, set Aη,γ(t) =Aη,γ(τj) and qη,γ(t) = qη,γ(τj) for all t∈ (τj, τj+1). This completes our definition of
these processes on [0, τγ). We now define these processes on [τγ ,∞), again proceeding by induction.
Suppose that for some j ≥ kγ, we have defined Aη,γ(t) and qη,γ(t) for all t∈ [0, τj). We now define
these processes on
[
τj, τj+1). Let
Aη,γ(τj)
∆
=


Aη,γ(τ
−
j )+ 1 if dA(τj) = 1;
Aη,γ(τ
−
j )+ 1 if
∑η
i=1 dNi(τj) = 1 and qη,γ(τ
−
j )≤ n;
Aη,γ(τ
−
j )+ 1 if
∑n
i=η+1 dNi(τj) = 1;
Aη,γ(τ
−
j ) otherwise.
(5)
Similarly, we define
qη,γ(τj)
∆
=


qη,γ(τ
−
j )+ 1 if dA(τj) = 1;
qη,γ(τ
−
j ) if
∑η
i=1 dNi(τj) = 1 and qη,γ(τ
−
j )≤ n;
qη,γ(τ
−
j ) if
∑n
i=η+1 dNi(τj) = 1;
qη,γ(τ
−
j )− 1 otherwise.
(6)
Also, set Aη,γ(t) =Aη,γ(τj) and qη,γ(t) = qη,γ(τj) for all t∈ (τj, τj+1). This completes our definition
of these processes on [τγ ,∞).
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Now, we use these processes to formally define Qη,γ as the following G/G/n queue. The arrival
process is {Aη,γ(t), t ≥ 0}. We assign processing times as follows. For i ∈ [1, n], server i initially
has a single job with initial remaining processing time V 1i ; and the jth job assigned to server i
(after time 0) receives processing time V j+1i . Note that processing times are thus i.i.d. distributed
as V , with all initial remaining processing times distributed as R(V ). As it will be convenient in
analyzing the couplings used in our analysis, we will have certain arriving jobs join the front (as
opposed to the back) of the queue, as follows. On [0, γ], all arriving jobs join the back of the queue.
On [γ,∞), any job which arrives at a time belonging to {t≥ γ :
∑n
i=η+1 dNi(t) = 1} joins the front
of the queue; all other jobs which arrive on [γ,∞) join the back of the queue. This deviation from
FCFS will allow us to easily account for the “extra arrivals” triggered by departures on servers with
index i∈ [η+1, n] on [γ,∞). Furthermore, any time a job completes service, if the queue is strictly
positive the next job to begin service is always the job at the front of the queue (i.e. standard
head-of-line service discipline). In the case that there are multiple empty servers, suppose a job
always begins service on the server with lowest index. This completely specifies the description of
Qη,γ as a G/G/n queue.
3.4. Analysis of Qη,γ.
In this section we analyze Qη,γ and prove that the system has several properties which we will
need for our stochastic comparison arguments. We begin with an important lemma and associated
corollary, which characterize the dynamics of Qη,γ , proving e.g. that no server ever idles, and that
Qη,γ(t) = qη,γ(t). These results follow from arguments nearly identical to those used to prove very
similar results for a closely related bounding system in Gamarnik and Goldberg [27], i.e. in the
proofs of Lemma 1 and Corollary 1 of that paper. As such, we omit the proofs, instead referring
the interested reader to Gamarnik and Goldberg [27] for details. For i ∈ [1, n], let Vi(t) denote
the residual life (i.e. time until the next renewal) in Ni at time t, and U(t) denote the analogous
quantity for A.
Lemma 1. For the G/G/n queue Qη,γ, the following are true.
(i) For i ∈ [1, n], exactly one job departs from server i at each time t ∈ {
∑j
l=1 V
l
i , j ≥ 1}, and
there are no other departures from server i.
(ii) No server ever idles, and the remaining processing time of the job on server i (at time t)
equals Vi(t).
(iii) For all t≥ 0, Qη,γ(t) = qη,γ(t).
(iv) For all j ∈ [0, kγ − 1],
Qη,γ(τj+1)−n=max
(
0,Qη,γ(τj)−n+ dA(τj+1)−
n∑
i=1
dNi(τj+1)
)
.
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(v) For all j ≥ kγ,
Qη,γ(τj+1)−n=max
(
0,Qη,γ(τj)−n+ dA(τj+1)−
η∑
i=1
dNi(τj+1)
)
.
As in Gamarnik and Goldberg [27], we may then “unfold” the recursions indicated in Lemma
1.(iv) - (v) to derive the following representation for Qη,γ(t). For a further discussion of such
max-plus recursions and their connection to e.g. Skorohod problems, we refer the reader to the
discussion in Gamarnik and Goldberg [27].
Corollary 1.
Qη,γ(γ)−n= sup
0≤u≤γ
(
A(γ−u,γ)−
n∑
i=1
Ni(γ−u,γ)
)
,
and for all t≥ γ, Qη,γ(t)−n equals
max
(
sup
0≤u≤t−γ
(
A(t−u, t)−
η∑
i=1
Ni(t−u, t)
)
, sup
0≤u≤γ
(
A(γ−u,γ)−
n∑
i=1
Ni(γ−u,γ)
)
+A(γ, t)−
η∑
i=1
Ni(γ, t)
)
.
3.5. Stochastic comparison result and using Qη,γ to bound Q.
In this section we state a novel stochastic comparison result for queues, and use this result to prove
that Qη,γ(t) yields an upper bound for Q(t). The result follows from arguments nearly identical to
those used to prove a very similar result in Gamarnik and Goldberg [27], i.e. in the proof of Lemma
2 of that paper. As such, we omit the proofs, instead referring the interested reader to Gamarnik
and Goldberg [27] for details.
Lemma 2. Let Q1 and Q2 be two G/G/n queues with finite, strictly positive inter-arrival and
processing times, and Q1(t),Q2(t) the corresponding number in system at time t. Let {T ik, k ≥ 1}
denote the ordered sequence of arrival times to Qi, i ∈ {1,2}. Let Sik denote the processing time
assigned to the job that arrives to Qi at time T ik, k≥ 1, i∈ {1,2}. Also, although we allow arriving
jobs to join different locations in the queue (i.e. some arriving jobs may join the front of the queue
instead of the back of the queue), we assume both queues operate under the standard head-of-line
service discipline. Further suppose that:
(i) The initial number in system in both Q1 and Q2 is n, and the initial remaining processing
time of the job on server i is the same in both Q1 and Q2 for all i ∈ [1, n];
(ii) {T 1k , k≥ 1} is a subsequence of {T
2
k , k≥ 1};
(iii) For all k ≥ 1, the job that arrives to Q1 (Q2) at time T 1k joins the back of the queue in Q
1
(Q2);
(iv) For all k≥ 1, the job that arrives to Q2 at time T 1k is assigned processing time S
1
k, the same
processing time assigned to the job which arrives to Q1 at that time.
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For i∈ {1,2}, let Dik denote the time at which the job which arrives to Q
i at times T 1k departs from
Qi. Let D(t) denote the set of jobs which arrive to Q2 at a time belonging to [0, t) \ {T 1k , k ≥ 1},
and which have not yet departed from Q2 by time t. Namely, D(t) is the set of jobs which are in
Q2 at time t and which had no corresponding arrival in Q1.
Then for all k≥ 1, D2k ≥D
1
k. Also, Q
2(t)≥Q1(t)+ |D(t)| for all t≥ 0.
We now apply Lemma 2 to Qη,γ and Q.
Corollary 2. For all η ∈ [0, n] and γ > 0, one may construct Qη,γ and Q on a common prob-
ability space s.t. w.p.1, for all t≥ γ, Qη,γ(t)−n+ η+
∑n
i=η+1 I
(
Vi(γ)> t− γ
)
≥Q(t).
Proof: We construct Qη,γ and Q on the same probability space. We assign Q and Q˜ the same
initial conditions, and let {A(t), t ≥ 0} be the arrival process to Q on (0,∞). Let {tk, k ≥ 1}
denote the ordered sequence of event times in {A(t), t ≥ 0}. It follows from the construction of
{Aη,γ(t), t≥ 0} that {tk, k ≥ 1} is a subsequence of the set of event times in {Aη,γ(t), t≥ 0}. We
let the processing time assigned to the arrival to Q at time tk equal the processing time assigned
to the arrival to Qη,γ at time tk, k ≥ 1. It follows that w.p.1 Q and Qη,γ satisfy the conditions
of Lemma 2. Furthermore, we may conclude from Lemma 1 and a straightforward induction that
(w.p.1) for i ∈ [η + 1, n], at every time t ∈ {
∑j
l=1 V
l
i , j ≥ 1}
⋂
[γ,∞), there is an arrival to Qη,γ ,
and no arrival to Q. Also, the corresponding arrival to Qη,γ immediately begins processing on
server i (by virtue of the corresponding job arriving to the front of the queue). It thus follows from
a straightforward induction that for all i ∈ [η + 1, n] and times t ≥ γ + Vi(γ), in Qη,γ server i is
occupied by a job which had no corresponding arrival in Q. This implies that (in the terminology
of Lemma 2) |D(t)| ≥
∑n
i=η+1 I
(
Vi(γ)≤ t−γ
)
for all t≥ γ. Combining with Lemma 2, and the fact
that −
∑n
i=η+1 I
(
Vi(γ)≤ t− γ
)
=−(n− η)+
∑n
i=η+1 I
(
Vi(γ)> t− γ
)
, completes the proof. .
3.6. Proof of Theorem 4.
With Corollaries 1 and 2 in hand, we now complete the proof of Theorem 4.
Proof: [Proof of Theorem 4] Combining Corollaries 1 and 2, we conclude that for all η ∈
[0, n], γ > 0, t≥ γ, and x≥ 0, P
(
Q(t)≥ x
)
is at most
P
(
max
(
sup
0≤u≤t−γ
(
A(t−u, t)−
η∑
i=1
Ni(t−u, t)
)
, (7)
sup
0≤u≤γ
(
A(γ−u,γ)−
n∑
i=1
Ni(γ−u,γ)
)
+A(γ, t)−
η∑
i=1
Ni(γ, t)
)
+
n∑
i=η+1
I
(
Vi(γ)> t− γ
)
≥ x− η
)
.
David A. Goldberg: On the steady-state probability of delay and large negative deviations in the Halfin-Whitt regime
16
By elementary renewal theory, and specifically the well-known properties of equilibrium renewal
processes (see Cox [13]), for all t≥ γ ≥ 0, the joint distribution of
A
(
t−u, t
)
0≤u≤t
, A
(
γ−u,γ
)
0≤u≤γ
,
n∑
i=1
Ni
(
t−u, t
)
0≤u≤t
,
n∑
i=1
Ni
(
γ−u,γ
)
0≤u≤γ
,
n∑
i=η+1
I
(
Vi(γ)> t−γ
)
is the same as that of
A(u)0≤u≤t , A
(
t−γ, t−γ+u
)
0≤u≤γ
,
n∑
i=1
Ni(u)0≤u≤t ,
n∑
i=1
Ni
(
t−γ, t−γ+u
)
0≤u≤γ
,
n∑
i=η+1
I
(
V 1i > t−γ
)
.
Combining with (7), we conclude that for all η ∈ [0, n], γ > 0, t≥ γ, and x≥ 0, P
(
Q(t)≥ x
)
is at
most
P
(
max
(
sup
0≤u≤t−γ
(
A(u)−
η∑
i=1
Ni(u)
)
, (8)
sup
0≤u≤γ
(
A(t− γ, t− γ+u)−
n∑
i=1
Ni(t− γ, t− γ+u)
)
+A(t− γ)−
η∑
i=1
Ni(t− γ)
)
+
n∑
i=η+1
I
(
V 1i > t− γ
)
≥ x− η
)
.
Letting δ
∆
= t− γ, note that
sup
0≤u≤γ
(
A(t− γ, t− γ+u)−
n∑
i=1
Ni(t− γ, t− γ+u)
)
+A(t− γ)−
η∑
i=1
Ni(t− γ)
= sup
0≤u≤t−δ
(
A(δ, δ+u)−
n∑
i=1
Ni(δ, δ+u)
)
+A(δ)−
η∑
i=1
Ni(δ)
= sup
0≤u≤t−δ
(
A(δ+u)−
n∑
i=1
Ni(δ+u)
)
+
n∑
i=η+1
Ni(δ)
= sup
δ≤u≤t
(
A(u)−
n∑
i=1
Ni(u)
)
+
n∑
i=η+1
Ni(δ). (9)
Combining (8) and (9) with the fact that I
(
V 1i > δ
)
= I
(
Ni(δ) = 0
)
, we conclude that for all
t > 0, η ∈ [0, n], δ ∈ (0, t), and x≥ 0, P
(
Q(t)≥ x
)
is at most
P
(
max
(
sup
0≤u≤δ
(
A(u)−
η∑
i=1
Ni(u)
)
, sup
δ≤u≤t
(
A(u)−
n∑
i=1
Ni(u)
)
+
n∑
i=η+1
Ni(δ)
)
+
n∑
i=η+1
I
(
Ni(δ) = 0
)
≥ x− η
)
.
Minimizing over η and δ completes the proof of the first part of the theorem. Combining with the
monotonicity of the supremum operator, the continuity of probability measures, and the definition
of weak convergence completes the proof of the second part of the theorem and overall result. .
David A. Goldberg: On the steady-state probability of delay and large negative deviations in the Halfin-Whitt regime
17
4. Asymptotic bound in the H-W regime.
In this section, we use Theorem 4 to bound the FCFS GI/GI/n queue in the H-W regime, by
proving an asymptotic analogue of Theorem 4. We note that in the remainder of the paper, we
restrict our analysis to the steady-state queue length, as this is the primary motivation of our
investigations. However, we note that corresponding finite time horizon asymptotic bounds could be
analogously derived using nearly identical arguments. Suppose that the H-W and T0 assumptions
hold. For a r.v. X, let V [X] denote the variance of X. For r.v.s X,Y , let V [X,Y ]
∆
= E[XY ] −
E[X]E[Y ] denote the covariance of X and Y . Recall that a Gaussian process on R is a stochastic
process Z(t)t≥0 s.t. for any finite set of times t1, . . . , tk, the vector
(
Z(t1), . . . ,Z(tk)
)
has a Gaussian
distribution. A Gaussian process Z is known to be uniquely determined by its mean function
E[Z(t)] and covariance function V [Z(s),Z(t)], and we refer the reader to Doob [24], Ibragimov and
Rozanov [38], Adler [2], Marcus and Rosen [51], and the references therein for details on existence,
continuity, etc. It is proven by Whitt [63] Theorem 2 that there exists a continuous Gaussian process
D s.t. E[D(t)] = 0, V [D(s),D(t)] = E[
(
N1(s)− µs
)(
N1(t)− µt
)
] for all s, t ≥ 0. Let A denote the
continuous Gaussian process s.t. E[A(t)] = 0, V [A(s),A(t)] = µc2Amin(s, t), namely A is a driftless
Brownian motion. Let Z
∆
=A−D, where A and D are independent. For δ, η≥ 0, B > 0, and x∈R,
let us define the event
Eδ,ηB,∞(x)
∆
=
{
max
(
sup
0≤t≤δ
(
Z(t)+ (η−B)µt
)
, sup
t≥δ
(
Z(t)−Bµt
)
+ ηµδ
)
≥ x+ ηP
(
R(S)≤ δ
)}
.
Then our main asymptotic upper bound is the following.
Theorem 5. For all B > 0 and x∈R ,
limsup
n→∞
P
((
QnB(∞)−n
)
n−
1
2 ≥ x
)
≤ inf
δ≥0
η≥0
P
(
Eδ,ηB,∞(x)
)
.
We prove Theorem 5 by first rewriting Theorem 4 in a manner more amenable to asymptotic
analysis, and then carrying out such an asymptotic analysis using the framework of weak conver-
gence. Let AnB denote an independent equilibrium renewal process with renewal distribution Aλ
−1
n,B ,
{N Si , i ∈ [1, n]} denote a set of n i.i.d. equilibrium renewal processes with renewal distribution
S, and AnB(t),N
S
i (t) denote the corresponding notation for the number of renewals up to time t.
Similarly, let ZnB(t)
∆
=AnB(t)−
∑n
i=1N
S
i (t). Also, we define fn(x)
∆
= ⌊n−xn
1
2 ⌋, and
Eδ,ηB,n(x)
∆
=
{
max
(
sup
0≤t≤δ
(
ZnB(t)+
n∑
i=fn(η)+1
NSi (t)
)
, sup
t≥δ
ZnB(t)+
n∑
i=fn(η)+1
NSi (δ)
)
+
n∑
i=fn(η)+1
I
(
NSi (δ) = 0
)
≥ fn(−x)− fn(η)
}
.
Then our rewriting of Theorem 4 is as follows.
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Lemma 3. For all B > 0, x∈R, and n s.t. λn,B > 0,
P
((
QnB(∞)−n
)
n−
1
2 ≥ x
)
≤ inf
δ≥0
η∈[0,n
1
2 ]
P
(
Eδ,ηB,n(x)
)
,
where η is no longer restricted to the integers and may be any real number in that interval.
Proof: fn, when restricted to domain [0, n
1
2 ], is a surjective function with range [0, n]. It follows
that Theorem 4 is equivalent to asserting that P
((
QnB(∞)−n
)
n−
1
2 ≥ x
)
is at most
inf
δ≥0
η∈[0,n
1
2 ]
P
(
max
(
sup
0≤t≤δ
(
AnB(t)−
fn(η)∑
i=1
NSi (t)
)
, sup
t≥δ
ZnB(t)+
n∑
i=fn(η)+1
NSi (δ)
)
+
n∑
i=fn(η)+1
I
(
NSi (δ) = 0
)
≥ fn(−x)− fn(η)
)
.
Noting that AnB(t)−
∑fn(η)
i=1 N
S
i (t) =Z
n
B(t)+
∑n
i=fn(η)+1
NSi (t) completes the proof. .
4.1. Preliminary weak convergence results.
Before completing the proof of Theorem 5, we establish some preliminary weak convergence results
to aid in the analysis of P
(
Eδ,ηB,n(x)
)
. For an excellent review of weak convergence, and the associated
spaces (e.g. D[0, T ]) and topologies/metrics (e.g. uniform, J1), we refer the reader to Whitt [64].
The following weak convergence results follows immediately from the results of Gamarnik and
Goldberg [27], specifically Theorem 7, Lemmas 6 - 7, Corollary 3, and Equation 17 of that paper.
Theorem 6 (Gamarnik and Goldberg [27]).
(i) For any fixed T ∈ [0,∞), the sequence of processes
{
n−
1
2
(∑n
i=1N
S
i (t) − nµt
)
0≤t≤T
, n ≥ 1
}
converges weakly to D(t)0≤t≤T in the space D[0, T ] under the J1 topology.
(ii) For any fixed B > 0 and T ∈ [0,∞), the sequence of processes
{
n−
1
2ZnB(t)0≤t≤T , n≥ 1
}
con-
verges weakly to
(
Z(t)−Bµt
)
0≤t≤T
in the space D[0, T ] under the J1 topology.
(iii) For any fixed B,x > 0, limsupT→∞ limsupn→∞ P
(
n−
1
2 supt≥T Z
n
B(t) ≥ x
)
= 0. It follows that
the sequence of r.v.s {n−
1
2 supt≥0Z
n
B(t), n≥ 1} is tight.
(iv) limt→∞E[
(
t−
1
2Z(t)
)2
] = µ(c2A + c
2
S). Also, for all c > 0, the r.v.s supt≥0
(
Z(t) − ct
)
and
supt≥0
(
D(t)− ct
)
are a.s. finite.
We now state several additional weak convergence results, also for use in our analysis. These results
follow directly from Theorem 6, the strong law of large numbers, and the basic properties and
definitions of weak convergence, combined with some straightforward algebraic manipulations. As
such, we omit the associated proofs for clarity of exposition.
Corollary 3.
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(i) For any fixed B > 0, δ ≥ 0, and ǫ > 0, there exists T ∈ (δ,∞) s.t. limsupn→∞ P
(
supt≥δ Z
n
B(t) 6=
supt∈[δ,T ]Z
n
B(t)
)
< ǫ.
(ii) For any fixed η,x ∈R, limn→∞ n
− 12
(
n−fn(η)
)
= η, and limn→∞ n
− 12
(
fn(−x)−fn(η)
)
= x+η.
(iii) For any fixed η, δ ≥ 0, the sequence of processes
{
n−
1
2
∑n
i=fn(η)+1
NSi (t)0≤t≤δ, n≥ 1
}
converges
weakly to ηµt0≤t≤δ in the space D[0, T ] under the J1 topology.
(iv) For any fixed η, δ ≥ 0, the sequence of r.v.s
{
n−
1
2
∑n
i=fn(η)+1
I
(
NSi (δ) = 0
)
, n≥ 1
}
converges
weakly to the constant ηP
(
R(S)> δ
)
.
4.2. Proof of Theorem 5.
We now complete the proof of Theorem 5.
Proof: [Proof of Theorem 5] Note that
Eδ,ηB,n(x) =
{
max
(
sup
0≤t≤δ
(
n−
1
2ZnB(t)+n
− 12
n∑
i=fn(η)+1
NSi (t)
)
, sup
t≥δ
n−
1
2ZnB(t)+n
− 12
n∑
i=fn(η)+1
NSi (δ)
)
+n−
1
2
n∑
i=fn(η)+1
I
(
NSi (δ) = 0
)
≥ n−
1
2
(
fn(−x)− fn(η)
)}
.
Combining with Corollary 3.(i) and a union bound, it follows that to prove the theorem, it suffices
to demonstrate that for each fixed B > 0 and δ, η≥ 0,
limsup
T→∞
limsup
n→∞
P
(
max
(
sup
0≤t≤δ
(
n−
1
2ZnB(t)+n
− 12
n∑
i=fn(η)+1
NSi (t)
)
,
sup
t∈[δ,T ]
n−
1
2ZnB(t)+n
− 12
n∑
i=fn(η)+1
NSi (δ)
)
+ n−
1
2
n∑
i=fn(η)+1
I
(
NSi (δ) = 0
)
≥ n−
1
2
(
fn(−x)− fn(η)
))
≤ P
(
Eδ,ηB,∞(x)
)
.
The desired result then follows from Theorem 6, Corollary 3, the continuity of the supremum map
(see Whitt [64]), and the Portmanteau Theorem (see Billingsley [6]). 
5. Proof of bound for s.s.p.d. as B→∞.
In this section we complete the proof of Theorem 1. We begin by proving a modified variant of
Theorem 5, which has the interpretation of setting δ =∞ in Theorem 5, and defer the proof to the
appendix.
Corollary 4. For all B > 0 and x∈R , limsupn→∞ P
((
QnB(∞)−n
)
n−
1
2 ≥ x
)
is at most
inf
η∈[0,B)
P
(
sup
t≥0
(
Z(t)− (B− η)µt
)
≥ x+ η
)
.
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We next state a well-known result from the theory of Gaussian processes (see Adler [2] Inequality
2.4) which will be critical to our proof.
Lemma 4 (Adler [2]). Let X denote any centered, continuous Gaussian process, and T any
bounded interval of R+. Let σ2T
∆
= supt∈T E[X
2(t)], and suppose σ2T <∞. Then for all ǫ > 0, there
exists Mǫ, depending only on X , T , and ǫ, s.t. for all x>Mǫ,
P
(
sup
t∈T
X (t)>x
)
≤ exp
(
−
(
(2σ2T )
−1− ǫ
)
x2
)
.
We will also need the following bounds on the variance of Z, whose proofs we defer to the appendix
(see Subsection 10.5.2).
Lemma 5. For all t≥ 0, V [D(t)]≤ µ
(
2c2S +1
)
t, and V [Z(t)]≤ µ
(
2c2S+ c
2
A+1
)
t.
Finally, we will need the following bound on the Gaussian c.d.f., which follows from the results
of Abramowitz and Stegun [1]. Let Φ denote the cumulative distribution function of a standard
normal distribution, φ the corresponding probability density function, and let us define Φc
∆
= 1−Φ.
Also, for a∈R and b≥ 0, let N(a, b) denote a normally distributed r.v. with mean a, variance b.
Lemma 6. For all x> 0,
(2π)−
1
2
x
x2+1
exp(−
x2
2
)<Φc(x)< (2π)−
1
2x−1 exp(−
x2
2
).
We now complete the proof of Theorem 1.
Proof: [Proof of Theorem 1] It follows from Corollary 4 (with η = B
2
) and a union bound that
for all B > 0, limsupn→∞ P
(
QnB(∞)≥ n
)
is at most
∞∑
k=0
P
(
sup
µ−1k≤t≤µ−1(k+1)
(
Z(t)−
B
2
µt
)
≥
B
2
)
,
which by a union bound and the stationary increments property of Z is at most
P
(
sup
0≤t≤µ−1
Z(t) ≥
B
2
)
(10)
+
∞∑
k=1
P
(
Z(µ−1k)≥
B
4
(k+1)
)
(11)
+
∞∑
k=1
P
(
sup
0≤t≤µ−1
Z(t)≥
B
4
(k+1)
)
(12)
It follows from Lemmas 4 - 6 that for all ǫ > 0, there exists Bǫ <∞ such that for all B ≥Bǫ,
(10) is at most exp
(
− (1− ǫ)
1
8
(2c2S+ c
2
A+1)
−1B2
)
; (13)
David A. Goldberg: On the steady-state probability of delay and large negative deviations in the Halfin-Whitt regime
21
and
(12) is at most
∞∑
k=1
exp
(
− (1− ǫ)
1
32
(2c2S+ c
2
A+1)
−1(k+1)2B2
)
. (14)
Furthermore, it follows from the basic properties of Gaussian r.v.s, and Lemmas 5 - 6, that
(11) is at most
∞∑
k=1
exp
(
−
1
32
(2c2S+ c
2
A+1)
−1(k+1)B2
)
. (15)
Combining (13) - (15), bounding (k + 1)2 (from below) by k + 1 in (14), summing all relevant
geometric series, and taking the double-limit as ǫ ↓ 0 and B→∞ completes the proof. .
6. Proof of bound for s.s.p.d. as B→ 0.
In this section we complete the proof of Theorem 2. We note that the analysis used to treat the
case B→∞, i.e. letting δ =∞ in Theorem 5, will not suffice here. The underlying reason for this
is that when δ=∞, η must be chosen in such a way that stability is maintained, i.e. η ∈ [0,B). In
that case, the bound of Corollary 4 requires a stochastic process (i.e. Z) with drift on the order
of −B to be within distance on the order of B of zero. As B→ 0, such a bound could (at best)
demonstrate that the s.s.p.d. is bounded away from unity by a quantity on the order of B2 (e.g. by
considering the case of Brownian motion), while the actual bound we will show demonstrates that
the s.s.p.d. is bounded away from unity by a much larger quantity (on the order of B as B→ 0).
Instead, we will select a non-trivial value for δ. This will allow us to select a value for η in
Theorem 5 which is independent of B, as when δ <∞, Theorem 5 yields non-trivial bounds even
when the choice of η drives the queue into instability (i.e. η >B). Our proof will rely on a careful
analysis of the behavior of Z(t)−Bt and its supremum and hitting times, ultimately using the
celebrated Slepian’s lemma to bound the associated r.v.s by those of simpler Gaussian processes
(i.e. the combination of a Brownian motion and an Ornstein-Uhlenbeck process). We begin by
reviewing several results from the theory of Gaussian processes for later use in our analysis.
6.1. Slepian’s lemma.
Key to our bounds will be the celebrated Slepian’s lemma, which will allow us to compare the
supremum of Z to that of a much simpler Gaussian process. We begin by formally stating a
particular variant of Slepian’s lemma (see Adler [3]), and a useful corollary.
Lemma 7 (Slepian’s lemma). Let T denote any finite union of intervals (possibly unbounded)
of R+. Let X and Y denote any two continuous zero-mean Gaussian processes s.t. E[X 2(t)] =
E[Y2(t)] for all t ∈ T , and E[X (s)X (t)]≥ E[Y(s)Y(t)] for all s, t ∈ T . Let g denote any function
which is continuous on T . Then
P
(
sup
t∈T
(
X (t)− g(t)
)
≤ 0
)
≥ P
(
sup
t∈T
(
Y(t)− g(t)
)
≤ 0
)
.
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Corollary 5. Let T 1 and T 2 denote any disjoint intervals of R+. Let X denote any continuous
zero-mean Gaussian processes s.t. E[X (s)X (t)]≥ 0 for all s, t≥ 0. Let g denote any function which
is continuous on T 1
⋃
T 2. Then
P
(
sup
t∈T1
⋃
T2
(
X (t)− g(t)
)
≤ 0
)
≥ P
(
sup
t∈T1
(
X (t)− g(t)
)
≤ 0
)
× P
(
sup
t∈T2
(
X (t)− g(t)
)
≤ 0
)
.
To apply this corollary, we will need the following result asserting the non-negativity of the covari-
ance of D, whose proof we defer to the appendix (see Subsection 10.5.3).
Lemma 8. For all s, t≥ 0, it holds that E[D(s)D(t)]≥ 0.
Finally, we state a result closely related to Slepian’s inequality, the so-called Sudakov-Fernique
Inequality (see Adler [3]), as well as an important corollary bounding the expected value of the
supremum of D (whose proof we defer to the appendix, see Subsection 10.5.4).
Lemma 9 (Sudakov-Fernique Inequality). For T ∈R+, let X and Y denote any two contin-
uous zero-mean Gaussian processes s.t. E[
(
X (t)−X (s)
)2
]≤ E[
(
Y(t)−Y(s)
)2
] for all s, t ∈ [0, T ].
Then
E[ sup
t∈[0,T ]
X (t)]≤E[ sup
t∈[0,T ]
Y(t)].
Corollary 6. For T ∈R+, E[supt∈[0,T ]D(t)]≤
(
2µ
π
(
2c2S +1
)
T
) 1
2
.
6.2. Properties of Brownian motion and the Ornstein-Uhlenbeck process.
In this subsection we review several properties of Brownian motion (B.m.) and the Ornstein-
Uhlenbeck (O.U.) process. In our analysis, we will construct a process whose supremum bounds
that of Z(t)−Bt (in an appropriate sense) by taking a weighted combination of independent B.m.
and O.U. processes. For this reason, we will need some relevant results pertaining to the supremum
and hitting times of these processes, which we now review.
6.2.1. Brownian motion. For b > 0, let {Bbi (t), i ≥ 1} denote a collection of mutually
independent B.m.s initialized to b; namely, the continuous Gaussian process s.t. E[Bb(t)] = b,
V [Bb(s),Bb(t)] = s for all 0≤ s≤ t. As a notational convenience, we will sometimes denote Bb1 by
Bb. We note that A is distributed (at the process-level) as (µc2A)
1
2B0. We now state several results
pertaining to the supremum and hitting times of B.m. Although some of these results are generally
well-known, others are not (especially Lemma 10.(vi) whose proof is non-trivial and involves several
intricate properties of conditioned B.m.), and we defer all relevant proofs to the appendix. For a
stochastic process Z and a∈R, let τaZ denote the first hitting time of Z to a, where we let τ
a
Z =∞
if no such time exists.
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Lemma 10.
(i) For all t, x > 0, P
(
sup0≤s≤tB
0(s)>x
)
= 2Φc(xt−
1
2 ).
(ii) For all x, y ∈R and z > 0, P
(
τyBx > z
)
=
∫∞
z
|y−x| exp
(
− (x−y)
2
2s
)
(2πs3)−
1
2ds≤ |y−x|z−
1
2 .
(iii) For all c1, c2 > 0, P
(
τ c1
B0
< τ−c2
B0
)
= c2
c1+c2
.
(iv) For all c, x> 0, P
(
supt≥0
(
B0(t)− ct
)
>x
)
= exp(−2cx).
(v) For all ǫ∈ (0,1), γ > 0, and T ≥
(
γ2ǫ(1− ǫ)3
)−1
,
P
(
sup
0≤t≤T
(
B0(t)+ γt
)
≤ ǫγT
)
≥ (2π)−
1
2
ǫ
1− ǫ2
(γT
1
2 )−1 exp
(
−
1
2
(1− ǫ)2γ2T
)
.
(vi) For all C ≥ 1, b≥ 1013C10, γ ∈
(
0, 10
3C
4b
)
,
P
(
sup
t≥0
(
B−b(t)+C log
1
2 (3+3t)− γt
)
≤ 0
)
≥
bγ
105C
.
6.2.2. Ornstein-Uhlenbeck process. For any ρ > 0, let Uρ denote the centered, stationary
O.U. process whose correlations decay exponentially (over time) at rate ρ. Namely, Uρ is the
continuous Gaussian process s.t. E[Uρ(t)] = 0, V [Uρ(s),Uρ(t)] = exp
(
−ρ(t−s)
)
for all 0≤ s≤ t. For
a review of the basic properties of O.U processes (e.g. existence, continuity), we refer the interested
reader to Doob [23]. The main result w.r.t. O.U. processes that we will need in our analysis is a law
of the iterated logarithm (l.i.l)-type result. Although such results are generally well-known (also in
considerably greater generality, see Marcus [52]), we now state a particular variant with associated
explicit bounds, whose proof we include in the appendix for completeness.
Lemma 11. For any fixed ρ > 0,
P
(
sup
t≥0
|Uρ(t)|
6 exp(ρ) log
1
2 (3+3t)
≤ 1
)
≥
1
2
.
Namely, with probability at least 1
2
, |Uρ(t)| is (for all times t≥ 0) dominated by 6 exp(ρ) log
1
2 (3+3t).
6.3. Critical comparison result.
We now formally state the comparison result which will allow us to compare the supremum of Z
(as well as D) to that of a much simpler Gaussian process. The result follows from an in-depth
analysis of the covariance of D (and hence that of equilibrium renewal processes), and we defer
the proof to the appendix. Recall that αS = µ
3
(
E[S2] + 2E[S3] + 3
8
µ
(
E[S2]
)2)
. Suppose N is a
N(0,1) r.v. independent of D, and that B0 and U1.5 are an independent B.m. (initialized at 0) and
stationary O.U. process (as defined above).
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Theorem 7. There exists a continuous function fS :R
+→R, depending only on the distribution
of S, s.t. supt≥0 |fS(t)| ≤ αS, and with the following property. For x≥αS, let D
′
x denote the centered
Gaussian process (µc2S)
1
2B0+
(
fS +3x
) 1
2U1.5, i.e. for all t≥ 0,
D′x(t) = (µc
2
S)
1
2B0(t)+
(
fS(t)+ 3x
) 1
2U1.5(t).
Then the centered Gaussian process D+ (3x)
1
2N , i.e. the process which equals D(t) + (3x)
1
2N for
all t≥ 0, and the Gaussian process D′x satisfy the conditions of Slepian’s inequality in such a way
that the supremum of D′x stochastically dominates that of D+(3x)
1
2N . More formally, for all t≥ 0,
V [D′x(t)] = V [D(t)]+ 3x (i.e. fS(t) = V [D(t)]−µc
2
St); and for all 0≤ s < t,
V [D′x(s),D
′
x(t)]≤ V [D(s)+ (3x)
1
2N,D(t)+ (3x)
1
2N ] = V [D(s),D(t)]+ 3x.
6.4. Proof of Theorem 2.
In this subsection, we complete the proof of Theorem 2.
Proof: [Proof of Theorem 2] Suppose w.l.o.g. that B ≤ 1. Let
δ
∆
=
(
200+αS +µ
2+µ−2+σ2S +σ
−2
S +σ
2
A+σ
−2
A + c
2
A+ c
−2
A + c
2
S+ c
−2
S
)4
.
It follows from Theorem 5 and taking complements that
lim inf
n→∞
P
((
QnB(∞)−n
)
n−
1
2 < 0
)
≥ P
((
Eδ,δB,∞(0)
)c)
. (16)
Note that by construction of αS and δ, it holds that δ > µE[S
2] = 2E[R(S)], and thus P
(
R(S)≤
δ
)
≥ 1
2
by Markov’s inequality. It then follows from Lemma 8 and Corollary 5 that P
((
Eδ,δB,∞(0)
)c)
is at least
P
(
sup
0≤t≤δ
(
Z(t)+ δµt
)
≤
1
2
δ
)
(17)
× P
(
sup
t≥δ
(
Z(t)−Bµt
)
≤−δ2µ
)
. (18)
We first bound (17) from below. By a union bound, the independence of A and D, and the fact
that A has the same distribution as (µc2A)
1
2B0, we conclude that (17) is at least
P
(
sup
0≤t≤δ
D(t)≤
1
4
δ
)
(19)
× P
(
sup
0≤t≤δ
(
B0(t)+ (µc2A)
− 12 δµt
)
≤
1
4
(µc2A)
− 12 δ
)
. (20)
We now bound (19) and (20) from below, beginning with (19). By our definition of δ, it is easily
verified that δ ≥ 8
(
2µ
π
(2c2S + 1)δ
)1
2
. It thus follows from Corollary 6 that δ ≥ 8E[supt∈[0,δ]D(t)].
Hence by Markov’s inequality,
(19) is at least
1
2
. (21)
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We next bound (20) from below using Lemma 10.(v), i.e. by setting (in the notation of that lemma)
T = δ, γ = (µc2A)
− 12 δµ, ǫ=
1
4 (µc
2
A)
−
1
2 δ
(µc2
A
)
−
1
2 δ2µ
= 1
4µδ
. The assumptions needed to apply Lemma 10.(v) may
be easily verified to hold from the definition of δ. We conclude from Lemma 10.(v) that
(20) is at least (32π)−
1
2µ−
3
2 cAδ
− 52 exp
(
−
1
2
µc−2A δ
3
)
. (22)
As it is easily verified from our definition of δ that 1
2
(32π)−
1
2µ−
3
2 cA≥ δ
−1, and 1
2
µc−2A ≤ δ, we further
conclude from (22), (19) - (21), and the exponential inequality that
(17) is at least exp
(
− 2δ4
)
. (23)
We next bound (18) from below. Let N denote a normally distributed r.v. with 0 mean and unit
variance, and B01 a B.m, with N , B
0
1, D mutually independent. Note that (18) equals
P
(
sup
t≥δ
(
A(t)+D(t)−Bµt
)
≤−µδ2
)
= P
(
sup
t≥δ
(
A(δ)+
(
A(t)−A(δ)
)
+D(t)−Bµt
)
≤−µδ2
)
= P
(
sup
t≥δ
(
(µc2Aδ)
1
2N +D(t)+ (µc2A)
1
2B01(t− δ)−Bµt
)
≤−µδ2
)
. (24)
Let U1.5 be a stationary O-U process (as defined in Subsection 6.2), and B02,B
0
3,B
0
4 be B.m.s,
independent of N,B01 (and one-another). Then it follows from Lemma 7, Theorem 7, and the fact
that our definition of δ implies that 1
3
µc2Aδ ≥αS , that (24) is at least
P
(
sup
t≥δ
(
(µc2S)
1
2B02(t)+
(
fS(t)+µc
2
Aδ
) 1
2U1.5(t)+ (µc2A)
1
2B01(t− δ)−Bµt
)
≤−µδ2
)
. (25)
Note that by the basic properties of B.m., (25) is unchanged if we replace B02(t) by δ
1
2N+B03(t−δ),
and then further replace the resulting term (µc2S)
1
2B03(t−δ)+(µc
2
A)
1
2B01(t−δ) by
(
µ(c2S+c
2
A)
) 1
2B04(t−
δ). Combining with the stationarity of U1.5 and the fact that Bµt≥Bµ(t− δ), we conclude that
(24) is at least
P
(
sup
t≥δ
(
(µc2Sδ)
1
2N +
(
µ(c2S+ c
2
A)
) 1
2B04(t− δ)+
(
fS(t)+µc
2
Aδ
) 1
2U1.5(t− δ)−Bµ(t− δ)
)
≤−µδ2
)
,
which itself equals
P
(
sup
t≥0
(
(µc2Sδ)
1
2N +
(
µ(c2S+ c
2
A)
) 1
2B04(t)+
(
fS(t+ δ)+µc
2
Aδ
) 1
2U1.5(t)−Bµt
)
≤−µδ2
)
. (26)
Let C
∆
= 50(
δσ2A
σ2
S
+σ2
A
)
1
2 , and γB
∆
=
(
µ(σ2S + σ
2
A)
)− 12B. By conditioning on the event
{supt≥0
|U1.5(t)|
6exp(1.5) log
1
2 (3+3t)
≤ 1}, applying Lemma 11 (to bound the corresponding probability) and
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Theorem 7 (which asserts that supt≥0 |fS(t)| ≤ αS ≤ µc
2
Aδ), and simplying some straightforward
algebra, we conclude that (26), and hence (18), is at least
1
2
P
(
sup
t≥0
(
(
σ2Sδ
σ2S+σ
2
A
)
1
2N +B04(t)+C log
1
2 (3+3t)− γBt
)
≤−
(
µ(σ2S +σ
2
A)
)− 12 δ2
)
. (27)
Let b
∆
= 1013×C10. Further conditioning on the event{
(
σ2Sδ
σ2S +σ
2
A
)
1
2N ≤−
(
µ(σ2S +σ
2
A)
)− 12 δ2− b},
and recalling that B−b denotes a B.m. initialized at −b, we find that (18) is at least
1
2
Φc
(
(µσ2S)
− 12 δ
3
2 + b
(σ2S +σ2A
σ2Sδ
) 1
2
)
× P
(
sup
t≥0
(
B−b(t)+C log
1
2 (3+3t)− γBt
)
≤ 0
)
. (28)
It is easily verified from our definitions of δ,C, b that for all sufficiently small B, we may apply
Lemma 10.(vi) to bound (28). In particular, there exists B0 > 0 s.t. for all B ∈ (0,B0),
P
(
sup
t≥0
(
B−b(t)+C log
1
2 (3+3t)− γBt
)
≤ 0
)
≥
bγB
105C
.
Combining with (28), we conclude that for all B ∈ (0,B0), (18) is at least
1
2
×Φc
(
(µσ2S)
− 12 δ
3
2 + b
(σ2S +σ2A
σ2Sδ
) 1
2
)
×
bγB
105C
. (29)
As our definitions of δ,C, and b imply that
σ2S+σ
2
A
σ2
S
δ
≤ 1 and (µσ2S)
− 12 δ
3
2 ≤ b, it further holds that
(18) is at least
1
2
×Φc(2b)×
bγB
105C
. (30)
Combining with (24) and (16), we conclude that for all B ∈ (0,B0), it holds that
lim infn→∞ P
((
QnB(∞)−n
)
n−
1
2 < 0
)
is at least
1
2
×Φc(2b)× exp
(
− 2δ4
)
×
bγB
105C
. (31)
As Lemma 6 and our definitions of δ,C, and b imply that Φc(2b) ≥ 1
6
b−1 exp(−2b2), γB
105C
≥
exp(−b2)B, and 1
12
exp
(
−2δ4
)
≥ exp(−b2), we conclude that lim infn→∞ P
((
QnB(∞)−n
)
n−
1
2 < 0
)
is at least exp(−4b2)×B for all B ∈ (0,B0). As our definitions of δ,C, and b imply that C ≤ δ and
thus b≤ 1013δ10, combining the above completes the proof. .
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7. Proof of large deviations result for number of idle servers.
In this section we complete the proof of Theorem 3. As in the proof of Theorem 2, here we will
have to carefully choose non-trivial values for both δ and η in Theorem 5, since e.g. choosing
δ =∞ would result in instability and trivial bounds. We note that here, δ will be selected as some
non-trivial value not depending on x, while η will be selected as an appropriate function of x.
Proof: [Proof of Theorem 3] Let us fix some B > 0, x<−1, and let αx
∆
=2|x|+6|x|
1
2 . It follows
from Theorem 5 that lim infn→∞ P
((
QnB(∞) − n
)
n−
1
2 < x
)
is at least P
(
EµE[S
2],αx
B,∞ (x)
)c
, which
(since µE[S2]≥ 2E[R(S)] and thus x+αxP
(
R(S)≤ µE[S2]
)
≥ 3|x|
1
2 ) is at least
P
(
max
(
sup
0≤t≤µE[S2]
(
Z(t)+
(
αx−B
)
µt
)
, sup
t≥µE[S2]
(
Z(t)−Bµt
)
+ αxµ
2
E[S2]
)
≤ 3|x|
1
2
)
. (32)
It then follows from a union bound and the independence of A and D that (32) is at least
P
(
sup
t≥0
(D(t)−
1
2
Bµt)≤ |x|
1
2
)
(33)
× P
({
sup
0≤t≤µE[S2]
(
A(t)+αxµt
)
≤ 2|x|
1
2
}
, (34)
{
sup
t≥µE[S2]
(
A(t)−
1
2
Bµt
)
≤−
(
µ2E[S2]αx − 2|x|
1
2
)})
.
We now bound (34). Let γB
∆
= 1
2
(µc2A)
− 12Bµ. Note that by the independent increments property of
B.m., we may construct B02 and A as independent processes on a common probability space s.t. for
all t≥ µE[S2], A(t) =A(µE[S2]) + (µc2A)
1
2B02(t−µE[S
2]). It follows that (34) equals
P
({
sup
0≤t≤µE[S2]
(
A(t)+αxµt
)
≤ 2|x|
1
2
}
,
{
(µc2A)
− 12A(µE[S2]) + sup
t≥0
(
B02(t)− γB(t+µE[S
2])
)
≤−(µc2A)
− 12
(
µ2E[S2]αx − 2|x|
1
2
)})
,
which is itself at least
P
(
sup
0≤t≤µE[S2]
(
A(t)+αxµt
)
≤ |x|
1
2 , sup
t≥0
(
B02(t)− γBt
)
≤ (µc2A)
− 12 |x|
1
2
)
, (35)
the final inequality following from the fact that sup0≤t≤µE[S2]
(
A(t) + αxµt
)
≤ |x|
1
2 implies
A(µE[S2]) ≤ −
(
µ2E[S2]αx − |x|
1
2
)
. Combining with the independence of A and B02, and the fact
that A is distributed as (µc2A)
1
2B0, we conclude that (35) is at least
P
(
sup
0≤t≤µE[S2]
(
B0(t)+ (µc2A)
− 12αxµt
)
≤ (µc2A)
− 12 |x|
1
2
)
(36)
× P
(
sup
t≥0
(
B0(t)−
1
2
(µc2A)
− 12Bµt
)
≤ (µc2A)
− 12 |x|
1
2
)
. (37)
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We next bound (36) using Lemma 10.(v), by setting (in the notation of that lemma) T = µE[S2], γ =
(µc2A)
− 12 (2|x| + 6|x|
1
2 )µ, ǫ =
(µc2A)
−
1
2 |x|
1
2
(µc2
A
)−
1
2 (2|x|+6|x|
1
2 )µ2E[S2]
=
(
(2|x|
1
2 + 6)µ2E[S2]
)−1
. It is easily verified
that there exists x0 >−∞ s.t. x< x0 implies that the assumptions of Lemma 10.(v) are met, and
(36) is at least
(2π)−
1
2
(
(2|x|
1
2 +6)µ2E[S2]
)−1(
σ−1A (2|x|+6|x|
1
2 )(E[S2])
1
2
)−1
exp
(
−
1
2
E[S2]σ−2A (2|x|+6|x|
1
2 )2
)
. (38)
As it follows from Theorem 6.(iv) that
lim
x→−∞
P
(
sup
t≥0
(D(t)−
1
2
Bµt)≤ |x|
1
2
)
=1,
and
lim
x→−∞
P
(
sup
t≥0
(
B0(t)−
1
2
(µc2A)
− 12Bµt
)
≤ (µc2A)
− 12 |x|
1
2
)
= 1,
combining (32) - (38) and taking limits in (38) completes the proof. 
8. Comparison to other bounds from the literature.
In this section we compare our results to known results for the GI/M/n, GI/D/n, and M/GI/∞
queues, showing that our main results are tight, in an appropriate sense.
8.1. GI/M/n queue.
Let us define α(x)
∆
=
(
1 + xΦ(x)φ−1(x)
)−1
. In Whitt [66], the authors prove the following, which
generalizes (and corrects) the results for the GI/M/n queue given in Halfin and Whitt [34]. We
restrict our discussion to the GI/M/n setting (as opposed to the more general GI/H∗2/n setting
treated in Whitt [66]) as the general GI/H∗2/n setting does not satisfy our T0 assumptions, as in
that case the service distribution puts strictly positive probability at the origin.
Lemma 12 (Whitt [66]). Suppose that {QnB , n≥ 1} is a sequence of GI/M/n queues satisfying
the H-W and T0 assumptions. Also suppose that E[A
3]<∞. Let z
∆
= 1
2
(c2A+1). Then for all x≥ 0,
lim
n→∞
P
((
QnB(∞)−n
)
n−
1
2 ≥ x
)
= α(Bz−
1
2 ) exp(−Bz−1x),
and
lim
n→∞
P
((
QnB(∞)−n
)
n−
1
2 ≤−x
)
=
(
1−α(Bz−
1
2 )
)Φ((B−x)z− 12 )
Φ(Bz−
1
2 )
.
Lemma 12 and a straightforward asymptotic analysis (the details of which we omit) then yield the
following.
Corollary 7. Under the same assumptions as Lemma 12,
(i) limB→∞B
−2 log
(
limn→∞ P
(
Qn(∞)≥ n
))
=−
(
c2A+1
)−1
,
(ii) limB→0B
−1 limn→∞ P
(
Qn(∞)<n
)
= π
1
2
(
c2A+1
)− 12 ,
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(iii) limx→∞ x
−2 log
(
limn→∞ P
((
Qn(∞)−n
)
n−
1
2 ≤−x
))
=−
(
c2A+1
)−1
.
Alternatively, our main results imply the following bounds.
Observation 3 . Under the same assumptions as Lemma 12, our main results imply the following
bounds for the GI/M/n queue:
(i) limsupB→∞B
−2 log
(
limsupn→∞ P
(
Qn(∞)≥ n
))
≤− 1
16
(
c2A+3
)−1
,
(ii) lim infB→0B
−1 lim infn→∞ P
(
Qn(∞)<n
)
> 0,
(iii) lim infx→∞ x
−2 log
(
lim infn→∞ P
((
Qn(∞)−n
)
n−
1
2 ≤−x
))
≥−4c−2A .
Note that our bounds for the s.s.p.d. (as B→∞) and for the large deviations exponent for the
number of idle servers are quite close to the true exponents, have a similar functional form, and
in some cases even have a uniformly bounded error. For example, supcA≥0
(
c2A+1
)−1
1
16
(
c2
A
+3
)−1 = 48, i.e. our
bound for the s.s.p.d. (as B→∞) is within a multiplicative factor of 48 of the true value for any
value of cA. For the case B→ 0, we note that our results in principle give a quantitative estimate
(see Theorem 2), but here (for clarity of exposition) we have only stated the implication that the
corresponding limit is strictly positive, which agrees qualitatively with the true limit.
8.2. GI/D/n queue.
In Jelenkovic et al. [41], the authors prove the following.
Lemma 13 (Jelenkovic et al. [41]). Suppose that {QnB , n ≥ 1} is a sequence of GI/D/n
queues satisfying the H-W and T0 assumptions, i.e. the processing times are distributed as some
strictly positive constant. Let {Xi, i≥ 1} denote a set of i.i.d. normally distributed r.v.s with mean
−B and variance c2A> 0. Let Si
∆
=
∑i
k=1Xk, i≥ 0. Then for all x∈R,
lim
n→∞
P
((
QnB(∞)−n
)
n−
1
2 ≥ x
)
= P
(
sup
i≥1
Si ≥ x
)
.
Lemma 13 implies the following, whose proof we defer to the appendix.
Corollary 8. Under the same assumptions as Lemma 13:
(i) limB→∞B
−2 log
(
limn→∞ P
(
Qn(∞)≥ n
))
=−(2c2A)
−1,
(ii) limB→0B
−1 limn→∞ P
(
Qn(∞)<n
)
=2
1
2 c−1A ,
(iii) limx→∞ x
−2 log
(
limn→∞ P
((
Qn(∞)−n
)
n−
1
2 ≤−x
))
=−(2c2A)
−1.
Alternatively, our main results imply the following bounds.
Observation 4 . Under the same assumptions as Lemma 13, our main results imply the following
bounds for the GI/D/n queue:
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(i) limsupB→∞B
−2 log
(
limsupn→∞ P
(
Qn(∞)≥ n
))
≤− 1
16
(
c2A+1
)−1
,
(ii) lim infB→0B
−1 lim infn→∞ P
(
Qn(∞)<n
)
> 0,
(iii) lim infx→∞ x
−2 log
(
lim infn→∞ P
((
Qn(∞)−n
)
n−
1
2 ≤−x
))
≥−2c−2A .
Once again, our bounds are quite close to the true exponents, and have a similar functional form.
Note that here, for any value of cA our bound for the large deviations exponent for the number
of idle servers is always exactly a multiplicative factor of 4 away from the true value. Also, once
again our results for the setting B→ 0 correctly capture the qualitative scaling of the true limit.
8.3. M/GI/∞ lower bound.
Suppose that QnB is an M/GI/n queue satisfying the H-W and T0 assumptions. Let Zn,B denote
a Poisson r.v. with mean λn,B. Then it follows from a straightforward infinite-server lower bound,
and the well-known properties of the steady-state infinite server queue (see Takacs [60]), that for
all x∈R+, P
(
QnB(∞)≤ n−xn
1
2
)
≤ P
(
Zn,B ≤ n−xn
1
2
)
. It follows from the Central Limit Theorem
that for all x∈R+, limn→∞ P(Zn,B ≤ n−xn
1
2 ) =Φ(B−x), and we conclude the following.
Lemma 14. Suppose that {QnB , n≥ 1} is a sequence of M/GI/n queues satisfying the H-W and
T0 assumptions. Then
lim inf
B→∞
B−2 log
(
lim inf
n→∞
P
(
QnB(∞)≥ n
))
≥−
1
2
,
and
limsup
x→∞
x−2 log
(
limsup
n→∞
P
((
Qn(∞)−n
)
n−
1
2 ≤−x
))
≤−
1
2
.
Alternatively, our main results imply the following bounds.
Observation 5 . Under the same assumptions as Lemma 14, our main results imply the following
bounds for the M/G/n queue:
(i) limsupB→∞B
−2 log
(
limsupn→∞ P
(
Qn(∞)≥ n
))
≤− 1
32
(
c2S +1
)−1
,
(ii) lim infx→∞ x
−2 log
(
lim infn→∞ P
((
Qn(∞)−n
)
n−
1
2 ≤−x
))
≥−2µ2E[S2].
Once again, our bounds are quite close to the true exponents, at least for moderate values of c2S.
Interestingly, the infinite server lower-bound does not seem to yield any information about the
tightness of Theorem 2, since Φ(B)≥ 1
2
for all B ≥ 0.
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9. Conclusion and open questions.
In this paper, we studied the FCFS GI/GI/n queue in the H-W regime, deriving bounds on
the s.s.p.d. and number of idle servers. We proved that under quite general assumptions on the
inter-arrival and processing time distributions, e.g. finite third moment, there exists some strictly
positive ǫ1, ǫ2, ǫ3 (depending on the first three moments of the inter-arrival and processing time
distributions) s.t. in the H-W regime, the s.s.p.d. is bounded from above by exp
(
− ǫ1B
2
)
as the
associated excess parameter B→∞; and by 1− ǫ2B as B→ 0. We also prove that the probability
of there being more than xn
1
2 idle servers (in steady-state, for large n) is bounded from below by
exp
(
− ǫ3x
2
)
as x→∞. Furthermore, we used known results for the special cases of Markovian and
deterministic processing times, as well as the M/GI/∞ queue, to prove that our bounds are tight,
in an appropriate sense. Our main proof technique was the derivation of new stochastic comparison
bounds for the FCFS GI/GI/n queue, which are of a structural nature, and significantly extend
the recent work of Gamarnik and Goldberg [27], combined with several bounding arguments for
Gaussian processes (using e.g. Slepian’s inequality). Our results do not follow from simple com-
parison arguments to e.g. infinite-server systems or loss models, which would in all cases provide
bounds in the opposite direction.
This work leaves many interesting directions for future research. The explicit limits for the
s.s.p.d. as B→ 0 and B→∞ for Markovian and deterministic processing times are suggestive of
some fascinating patterns, and it is an intriguing open problem to more precisely understand the
nature of these limits for general distributions. In addition to (or combined with) the stochastic
comparison approach, a direct analysis of these quantities for the true limiting processes identified
in e.g. Gamarnik and Momcilovic [28], Puhalski and Reed [56], Dieker and Gao [22], and Aghajani
and Ramanan [4] remains a potentially fruitful direction for research. It is also interesting to note
that for Markovian and deterministic processing times, limB→∞B
−2 log(pB) is actually equal to
limx→∞ x
−2 log
(
Fidle,B(x)
)
- to what extent such a relationship may hold in general is unknown.
Furthermore, these limits may fit into the broader context of insensitivity results in queueing, in
which certain quantities depend on the relevant distributions only through limited information
(e.g. first two moments), and it is open to further investigate such connections.
We believe that the stochastic comparison techniques developed in this paper, and the original
work of Gamarnik and Goldberg [27], have the potential to shed insight on many other queueing
models. Indeed, one may view our methods as a step towards developing a calculus of stochastic-
comparison type bounds for parallel server queues, in which one derives bounds by composing
structural modifications (e.g. adding jobs, removing servers, adding servers, etc.) over time. Three
particularly interesting systems to which one might try to apply these methods are queues with
abandonments, queues with heavy-tailed processing times, and networks of queues, which arise in
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various applied settings. We note that the setting of abandonments and networks are particularly
interesting from a stochastic comparison standpoint, as these systems may exhibit certain non-
monotonicities (e.g. adding a job may cause other jobs to leave the system sooner), and developing
a better understanding of when such systems can be compared will likely require the creation of
new tools.
On a related note, understanding the fundamental power of these stochastic comparison tech-
niques, e.g. whether they can yield tractable approximations sufficiently tight to capture the true
limits and exponents (as was the case in Gamarnik and Goldberg [27]), remains an open question.
We note that even in the present paper, it may be that certain of our arguments could be made
to yield tighter bounds if one were to more carefully optimize over the given free parameters and
more precisely bound various probabilities related to Gaussian processes. Indeed, at times we sided
with simplicity as opposed to pushing the methodologies to their tightest possible results, and
a more careful analysis may be a good first step towards understanding the ultimate power of
these techniques. For example, if one carefully optimizes over all relevant parameters, how tight a
bound does Theorem 5 yield for the s.s.p.d. in general (i.e. without letting B go to 0 or ∞)? Can
stochastic comparison techniques be used to develop significantly tighter bounds for the s.s.p.d.
as B ↓ 0, where we note that developing good lower bounds (in addition to better upper bounds)
remains an open challenge. It is also interesting to study the extent to which limiting results such
as Theorems 1 - 3 apply for any fixed n, e.g. through a careful pre-limit analysis of Theorem 4,
and refer the reader to Gamarnik and Stolyar [29], Braverman and Dai [8], and Braverman and
Dai [9] for some results along these lines.
On a final note, the different qualitative behavior we observe w.r.t. the s.s.p.d. as B→ 0 and B→
∞ fits into the broader theme of the H-W regime as a “transition” between a system which behaves
like an infinite-server queue (B→∞) and a single-server queue (B→ 0). In the H-W regime, this
transition was previously formalized for the case of Markovian processing times by Gamarnik and
Goldberg [26] and Knessl and Leeuwaarden [45], by proving that there exists B∗ ≈ 1.85722 s.t. the
spectral measure of the underlying Markov chain had no jumps (like the single-server queue) for all
B ∈ (0,B∗), and had at least one jump (like the infinite-server queue) for all B >B∗. Furthermore,
in the work of Knessl and Leeuwaarden [45], a certain notion of “convergence” of the spectral
measure to that of the infinite-server queue, as B→∞, is demonstrated. It is an interesting open
question to more generally formalize these “limits within limits” of the H-W regime.
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10. Appendix.
10.1. Proof of Corollary 4.
Proof: [Proof of Corollary 4] It follows from Theorem 5, combined with the monotonicity of
the supremum operator and a union bound, that for all B > 0, x ∈ R, η ∈ [0,B), and δ ≥ 0,
limsupn→∞ P
((
QnB(∞)−n
)
n−
1
2 >x
)
is at most
P
(
sup
t≥0
(
Z(t)− (B− η)µt
)
≥ x+ ηP
(
R(S)≤ δ
))
+ P
(
sup
t≥δ
(
Z(t)−Bµt
)
+ ηµδ ≥ sup
0≤t≤δ
(
Z(t)+ (η−B)µt
))
,
which is itself bounded by
P
(
sup
t≥0
(
Z(t)− (B− η)µt
)
≥ x+ ηP
(
R(S)≤ δ
))
(39)
+ P
(
sup
t≥δ
(
Z(t)−Bµt
)
≥ −ηµδ
)
. (40)
By the stationary increments property of Z and a union bound, (40) is at most
P
(
Z(δ)−Bµδ≥−
1
2
(B+ η)µδ
)
+P
(
sup
t≥0
(
Z(t)−Bµt
)
≥
1
2
(B− η)µδ
)
,
which is itself equivalent to
P
(
Z(δ)≥
1
2
(B− η)µδ
)
+P
(
sup
t≥0
(
Z(t)−Bµt
)
≥
1
2
(B− η)µδ
)
. (41)
It follows from Theorem 6.(iv) that for any ǫ > 0, there exists δǫ <∞ s.t. for all δ ≥ δǫ, (41) is
at most ǫ. The corollary then follows from (39) and the continuity of probability measures, since
limδ→∞ P
(
R(S)≤ δ
)
= 1. 
10.2. Proof of Lemma 10.(v).
Proof: [Proof of Lemma 10.(v)] Precise closed-form expressions are generally well-known for
the distribution of the running maximum of B.m. (see for example Boukai [7]). In particular, for
all ǫ∈ (0,1) and T,γ > 0,
P
(
sup
0≤t≤T
(
B0(t)+ γt
)
≤ ǫγT
)
=Φc
(
(1− ǫ)γT
1
2
)
− exp(2ǫγ2T )Φc
(
(1+ ǫ)γT
1
2
)
. (42)
Combining with Lemma 6, the fact that 2ǫγ2T − 1
2
(1+ ǫ)2γ2T =− 1
2
(1− ǫ)2γ2T , and the fact that
our assumptions imply 1
(1−ǫ)3γ2T
≤ ǫ
1−ǫ2
, we conclude that the left-hand-side of (42) is at least
(2π)−
1
2 exp
(
−
1
2
(1− ǫ)2γ2T
)( (1− ǫ)γT 12(
(1− ǫ)γT
1
2
)2
+1
−
1
(1+ ǫ)γT
1
2
)
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≥ (2π)−
1
2 exp
(
−
1
2
(1− ǫ)2γ2T
)( 1
(1− ǫ)γT
1
2
−
1(
(1− ǫ)γT
1
2
)3 − 1
(1+ ǫ)γT
1
2
)
= (2π)−
1
2
1
γT
1
2
exp
(
−
1
2
(1− ǫ)2γ2T
)( 2ǫ
1− ǫ2
−
1
(1− ǫ)3γ2T
)
≥ (2π)−
1
2
ǫ
1− ǫ2
1
γT
1
2
exp
(
−
1
2
(1− ǫ)2γ2T
)
,
completing the proof. .
10.3. Proof of Lemma 10.(vi).
Although there is a vast literature on B.m. and its hitting times to various boundaries, it seems
there is considerably less work on how these hitting times behave for B.m. with negative drift as
the magnitude of the drift goes to zero, and that no explicit result in the literature provides the
precise results which we will need in our analysis. The proof will actually be somewhat subtle, and
involve a careful analysis of the hitting times of B.m. under certain conditionings. First we will
review several properties of the so-called Three-dimensional (3-D) Bessel Process, which will be
critical for describing the relevant behaviors of conditioned B.m.
10.3.1. The three-dimensional Bessel process. For any b > 0, let {Sbi (t), i ≥ 1} denote
a collection of mutually independent so-called 3-D Bessel processes initialized to b (see Going-
jaeschke and Yor [32]). As a notational convenience, we occasionally denote Sb1 by S
b. We now
formally define Sb as the solution to a certain stochastic integral equation. The stochastic integral
equation
Xt= b
2+3t+2
∫ t
0
|Xt|
1
2 dBs (43)
has a unique strong solution X b
2
(t), which is non-negative; we refer the reader to the survey paper
of Going-jaeschke and Yor [32] for details. Then Sb, the 3-D Bessel process initialized to b, is defined
as
(
X b
2) 12 . The 3-D Bessel processs will be useful in our analysis, since it has the same distribution
as a B.m. conditioned to hit one level before another, an object which will arise when bounding the
probability of certain events. In particular, the following is proven by Williams [67], and restated
by Pitman [54] Proposition 1.1.
Lemma 15 (Pitman [54]). For any fixed 0< b< c<∞, the conditional distribution of the r.v.
τ cBb given
{
τ cBb < τ
0
Bb
}
is identical to the distribution of the r.v. τ c
Sb
. Also, the conditional distribution of the process
Bb(t)0≤t≤τc
Bb
given
{
τ cBb < τ
0
Bb
}
is identical to the distribution of the process Sb(t)0≤t≤τc
Sb
.
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We will also need several other generally well-known technical results w.r.t. Sb, for use in our
analysis.
Lemma 16 (Williams [67]). S0, namely the 3-D Bessel process initialized to 0, is distributed
(on the process-level) as
(∑3
i=1(B
0
i )
2
) 1
2 , where {B0i , i= 1,2,3} are independent B.m. initialized to
0 - i.e. the radial distance process of a 3-D B.m.
More generally, an elegant construction for Sb (for general b > 0) is given by Williams [67], where
it is shown that for b > 0, Sb is distributed as the ‘gluing together’ of two B.m.s initialized to b,
and a 3-D Bessel process initialized to 0. We now make this more precise. Let {Ub, b≥ 0} denote
a set of independent uniformly distributed r.v.s, where Ub has the uniform distribution on [0, b].
Suppose Bb1,B
b
2,S
0
1 ,Ub are mutually independent and constructed on a common probability space.
Then the following is proven in Williams [67] Theorem 3.1.
Lemma 17 (Williams [67]). For b > 0, define
X (t)
∆
=


Bb1(t) 0≤ t < τ
Ub
Bb1
;
Bb2
(
τ
Ub
Bb1
+ τ
Ub
Bb2
− t
)
τ
Ub
Bb1
≤ t < τUb
Bb1
+ τ
Ub
Bb2
;
S01
(
t− τUb
Bb1
− τUb
Bb2
)
+ b τ
Ub
Bb1
+ τ
Ub
Bb2
≤ t <∞.
Then the distribution of the process X is identical to the distribution of the process Sb1.
10.3.2. Preliminary results on hitting times of the three-dimensional Bessel pro-
cess. We will also need several additional preliminary results regarding the hitting times of the
3-D Bessel process. Although these hitting times are generally well-studied (see Kent [44], Getoor
and Sharpe [31], Pitman and Yor [53], Byczkowski and Ryznar [11], Byczkowski et al. [12]), we
include proofs with associated simple explicit bounds, both for completeness, and as the associated
results in the literature do not seem to be in a form amenable to our particular application. The
first result we will need proves that the time it takes Sb to hit a high level is sufficiently large with
sufficiently high probability. We defer the proof to the end of Subsection 10.3.
Lemma 18. For all M >b> 0 and x> 0,
P
(
τMSb >x
)
≥ 1−
2b
M
−
100x
(M − b)2
.
We will also need a more subtle law-of-the-iterated-logarithm type result regarding the proba-
bility that a 3-D Bessel process never goes below a certain boundary. Although related results are
generally well-known (see Hambly et al. [35]), we now state an explicit variant customized to the
needs of our own proof. We again defer the proof to the end of Subsection 10.3.
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Lemma 19. For all C ≥ 1 and b≥ 4C2,
P
(
inf
t≥0
(
Sb(t)−C log
1
2 (3+3t)
)
> 0
)
≥ 1− 106×C5× b−
1
2 .
Namely, the probability that Sb(t) stays above C log
1
2 (3 + 3t) for all times t is as least 1− 106 ×
C5× b−
1
2 .
10.3.3. Proof of Lemma 10.(vi). We now complete the proof of Lemma 10.(vi).
Proof: [Proof of Lemma 10.(vi)] Let ζ
∆
=103×C,
E0
∆
=
{
sup
t≥0
(
B−b(t)+C log
1
2 (3+3t)− γt
)
≤ 0
}
, E1
∆
=
{
τ
− ζγ
B−b
< τ 0B−b
}
.
In that case, it follows from Lemma 10.(iii) and the symmetries of B.m. that
P(E0) =
bγ
ζ
P(E0|E1). (44)
Suppose the B.m. B0 and the 3-D Bessel process Sb are independent, and constructed on a common
probability space. Let us define
E2
∆
=
{
sup
0≤t≤τ
ζ
γ
Sb
(
−Sb(t)+C log
1
2 (3+3t)− γt
)
≤ 0
}
,
E3
∆
=
{
sup
t≥0
(
−
ζ
γ
+B0(t)+C log
1
2 (3+3τ
ζ
γ
Sb
+3t)− γ(t+ τ
ζ
γ
Sb
)
)
≤ 0
}
.
It then follows from Lemma 15, the symmetries of B.m., and the independent increments and
strong Markov properties of B.m., that
P(E0|E1) = P(E2,E3). (45)
We now bound P(E2) and P(E3), beginning with P(E2). Let
E4
∆
=
{
inf
t≥0
(
Sb(t)−C log
1
2 (3+3t)
)
≥ 0
}
,
and note that by the natural monotonicities of the relevant quantities and Lemma 19,
P(E2) ≥ P(E4) ≥ 1− 10
6×C5× b−
1
2 . (46)
We next bound P(E3). Let
E5
∆
=
{
τ
ζ
γ
Sb
>
16C2
γ2
}
, E6
∆
=
{
sup
t≥0
(
B0(t)−
γ
2
t
)
≤
ζ
γ
}
.
It follows from straightforward algebra that C log
1
2 (3+ 3y)< γ
2
y for all y > 16C
2
γ2
. Indeed, as (a+
b)
1
2 ≤ a
1
2 + b
1
2 for all a, b > 0, we find that log
1
2 (3+3y)≤ log
1
2 (3)+ log
1
2 (y+1). As the exponential
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inequality implies that log(y+ 1)≤ y, and our assumptions imply that log
1
2 (3)< y
1
2 , the desired
inequality follows. We may thus conclude from the natural monotonicities of the relevant quantities
that
P(E3|E5) ≥ P
(
sup
t≥0
(
−
ζ
γ
+B0(t)+
γ
2
(τ
ζ
γ
Sb
+ t)− γ(t+ τ
ζ
γ
Sb
)
)
≤ 0
)
= P
(
sup
t≥0
(
−
ζ
γ
+B0(t)−
γ
2
t−
γ
2
τ
ζ
γ
Sb
)
≤ 0
)
≥ P
(
sup
t≥0
(
B0(t)−
γ
2
t
)
≤
ζ
γ
)
= P(E6),
and we conclude that
P(E3) ≥ P(E5)×P(E6). (47)
Lemma 18, combined with our assumptions which imply that b < ζ
4γ
and some straightforward
algebra, ensures that
P(E5) ≥
1
2
−
6400C2
ζ2
=
1
2
−
6400
106
.
As it follows from Lemma 10.(iv) that
P(E6) = 1− exp(−ζ) ≥ 1− exp(−10
3),
we conclude from (47) and some straightforward algebra that
P(E3) ≥ (
1
2
−
6400
106
)×
(
1− exp(−103)
)
≥ .49. (48)
Combining (46) and (48) with (45) and a union bound, we conclude that P(E0|E1)≥ .49−10
6×C5×
b−
1
2 . As our assumptions imply that b≥ 1013×C10, it follows from some straightforward algebra
that P(E0|E1)≥ .17. Combining with (44) completes the proof. .
10.3.4. Proof of Lemma 18.
Proof: [Proof of Lemma 18] It follows from Lemma 17 and a union bound that P
(
τM
Sb
> x
)
is
at least
P
(
τ
Ub
Bb1
< τM
Bb1
, τ
Ub
Bb2
< τM
Bb2
)
×P
(
τM−b
S0
>x
)
,
which is itself at least
P
(
τ 0
Bb1
< τM
Bb1
)2
×P
(
τM−b
S0
>x
)
.
Further applying Lemma 10.(iii) and the relevant symmetries of B.m., we find that
P
(
τMSb >x
)
≥ (1−
b
M
)2×P
(
τM−b
S0
>x
)
. (49)
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It follows from Lemma 16, Lemma 10.(i), a union bound, and the symmetries of B.m. that
P
(
τM−b
S0
>x
)
= P
(
τ (M−b)
2
∑3
i=1(B
0
i
)2
>x
)
≥
3∏
i=1
P
(
τ
(M−b)2
3
(B0
i
)2
>x
)
= P3
(
τ
3−
1
2 (M−b)
|B01|
>x
)
≥
(
1− 2P
(
τ
3
−
1
2 (M−b)
B01
≤ x
))3
=
(
1− 2P
(
sup
0≤s≤x
B01(s)> 3
− 12 (M − b)
))3
=
(
1− 4Φc
(
(3x)−
1
2 (M − b)
))3
. (50)
Combining the above with Lemma 6, the fact that exp(x)>x for all x> 0, the fact that (1−a)k≥
1− ka for all a ∈ (0,1) and k ≥ 1, the fact that (1− a)(1− b) ≥ 1− a− b for all a, b ∈ (0,1), and
some straightforward algebra completes the proof. .
10.3.5. Proof of Lemma 19.
Proof: [Proof of Lemma 19] Suppose that Bb1,B
b
2,Ub, and S
0
1 have been used to construct S
b
1 as
dictated by the construction given in Lemma 17. Let us define the events
E0
∆
=
{
inf
t≥0
(
Sb1(t)−C log
1
2 (3+3t)
)
> 0
}
,
E1
∆
=
{
Ub >C log
1
2 (3+3τ
Ub
Bb1
+3τ
Ub
Bb2
)
}
,
E2
∆
=
{
inf
t≥0
(
b+S01 (t)−C log
1
2 (3+3τ
Ub
Bb1
+3τ
Ub
Bb2
+3t)
)
> 0
}
.
In that case, it may be easily verified using Lemma 17 and a union bound that
P(E0) ≥ P(E1,E2) ≥ 1−P(E
c
1)−P(E
c
2). (51)
We proceed by bounding P(Ec1) and P(E
c
2), and begin by bounding P(E
c
1). By conditioning on Ub,
we find that
P(Ec1) = b
−1
∫ b
0
P
(
τu
Bb1
+ τu
Bb2
≥
1
3
exp
(
(
u
C
)2
)
− 1
)
du. (52)
As τu
Bb1
and τu
Bb2
are i.i.d., it follows follows from (52), Lemma 10.(ii), a union bound, and the fact
that our assumptions imply that
1
3
exp
(
(
u
C
)2
)
− 1>
1
6
exp
(
(
u
C
)2
)
and
u
C
> 1 for all u> b
1
2 ,
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that
P(Ec1) ≤ b
−1
∫ b 12
0
1du+ b−1
∫ b
b
1
2
P
(
τu
Bb1
+ τu
Bb2
≥
1
6
exp
(
(
u
C
)2
))
du
≤ b−1
∫ b 12
0
1du+2b−1
∫ b
b
1
2
P
(
τu
Bb1
≥
1
12
exp
(
(
u
C
)2
))
du
≤ b−
1
2 +2b−1
∫ b
b
1
2
(b−u)
(
1
12
exp
(
(
u
C
)2
))− 12
du
≤ b−
1
2 +8
∫ ∞
b
1
2
u
C
exp
(
−
1
2
(
u
C
)2
)
du = b−
1
2 +8C exp(−
b
2C2
). (53)
We next bound P(Ec2), which by a union bound is at most
P
(
τ
Ub
Bb1
+ τ
Ub
Bb2
≥
1
3
exp(
b2
4C
)−
4
3
)
(54)
+ P
(
inf
t≥0
(
b+S01 (t)−C log
1
2
(
exp(
b2
4C
)− 1+3t
)
≤ 0
))
. (55)
Applying an argument nearly identical to that used to bound P(Ec1), combined with the fact that
our assumptions imply that 1
3
exp( b
2
4C
)− 4
3
≥ 1
6
exp( b
2
4C
), we find that (54) is at most
b−1
∫ b
0
2P
(
τu
Bb1
≥
1
12
exp(
b2
4C2
)
)
du
≤ 8b−1
∫ b
0
(b−u) exp(−
b2
8C2
)du ≤ 8b exp(−
b2
8C2
). (56)
As it is easily verified that log
1
2 (x+ y)≤ log
1
2 (x+1)+ log
1
2 (y+1) for all x, y > 0, it follows that
C log
1
2
(
exp(
b2
4C2
)− 1+3t
)
≤
b
2
+C log
1
2 (1+3t),
and thus (55) is at most
P
(
inf
t≥0
(
b
2
+S01 (t)−C log
1
2 (1+3t)≤ 0
))
. (57)
Let T ′
∆
= 1
3
(
exp( b
2
4C2
)− 1
)
denote the smallest time t for which C log
1
2 (1+ 3t)≥ b
2
, where we note
that our assumptions imply ⌊T ′⌋ ≥ 1
6
exp( b
2
4C2
). In that case, it follows from a straightforward
contradiction argument and a union bound that (57) is at most
∞∑
k=⌊T ′⌋
P
(
inf
k≤t≤k+1
S01 (t)≤C log
1
2 (4+3k)
)
. (58)
By Lemma 16, a union bound, the independence of {B0i , i=1,2,3}, and the stationary increments
property of B.m., we find that for all k≥ 0, P
(
infk≤t≤k+1 S
0
1 (t)≤C log
1
2 (4+3k)
)
is at most
P
(
inf
k≤t≤k+1
3∑
i=1
(
B0i (t)
)2
≤C2 log(4+3k)
)
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≤ P
( 3⋂
i=1
{
inf
k≤t≤k+1
∣∣B0i (t)| ≤C log 12 (4+3k)}
)
= P3
(
inf
k≤t≤k+1
|B01(t)| ≤C log
1
2 (4+3k)
)
≤
(
P
(
|B01(k)| ≤ 3C log
1
2 (4+3k)
)
+P
(
sup
0≤t≤1
|B01(t)| ≥ 2C log
1
2 (4+3k)
))3
. (59)
We next bound P
(
|B01(k)| ≤ 3C log
1
2 (4+3k)
)
. Let N denote a normally distributed r.v. with mean
0 and unit variance. Applying the basic properties of B.m. with the fact that φ(x)≤ (2π)−
1
2 for
all x ∈R (i.e. the Gaussian density is bounded by (2π)−
1
2 ), as well as the easily verified fact that
log
1
2 (4+3k)≤ 2k
1
8 for all k≥ 1, we conclude that
P
(
|B01(k)| ≤ 3C log
1
2 (4+3k)
)
= P
(
|N | ≤ 3Ck−
1
2 log
1
2 (4+3k)
)
≤ 6Ck−
3
8 . (60)
Furthermore, by Lemma 10.(i), Lemma 6, a union bound, and the fact that by assumption C ≥ 1,
P
(
sup
0≤t≤1
|B01(t)| ≥ 2C log
1
2 (4+3k)
)
≤
4
(2π)
1
2
exp
(
−
1
2
(
2C log
1
2 (4+3k)
)2)
≤ 2Ck−
3
8 . (61)
Combining (57) - (61), it follows that (55) is at most
∞∑
k=⌊T ′⌋
(8Ck−
3
8 )3 ≤ 600C3
∞∑
k=⌊T ′⌋
k−
9
8
≤ 600C3
∫ ∞
1
6 exp(
b2
4C2
)
u−
9
8 du ≤ 104C3 exp(−
b2
32C2
). (62)
Combining (51), (53), (56), and (62), we conclude that
P(E0)≥ 1− b
− 12 − 8C exp(−
b
2C2
)− 8b exp(−
b2
8C2
)− 104C3 exp(−
b2
32C2
). (63)
Applying the fact that exp(x) > x for all x > 0 and some straightforward algebra completes the
proof. .
10.4. Proof of Lemma 11.
Proof: [Proof of Lemma 11] By stationarity and a union bound, it suffices to demonstrate that
∞∑
k=0
P
(
sup
0≤t≤1
|Uρ(t)| ≥ 6 exp(ρ) log
1
2 (3+3k)
)
≤
1
2
.
It is well-known that one can construct Uρ on the same probability space as a mutually independent
N(0,1) r.v. N and B.m. B0, s.t. Uρ(t) = exp(−ρt)
(
N +B0
(
exp(2ρt)− 1
))
for all t≥ 0. Hence on
the same probability space,
P
(
sup
t≥0
|Uρ(t)|
|N |+ |B0
(
exp(2ρt)− 1
)
|
≤ 1
)
=1.
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Namely, with probability one, |Uρ(t)| is (for all times t≥ 0) dominated by |N |+ |B0
(
exp(2ρt)−1
)
|.
To complete the proof it thus suffices to demonstrate that
∞∑
k=0
P
(
|N |+ sup
0≤t≤exp(2ρ)−1
|B0(t)| ≥ 6 exp(ρ) log
1
2 (3+3k)
)
≤
1
2
. (64)
Applying a union bound, we conclude that the left-hand-side of (64) is at most
∞∑
k=0
P
(
|N | ≥ 2 exp(ρ) log
1
2 (3+3k)
)
+
∞∑
k=0
P
(
sup
0≤t≤exp(2ρ)−1
|B0(t)| ≥ 4 exp(ρ) log
1
2 (3+3k)
)
≤ 2
∞∑
k=0
P
(
N ≥ 2 exp(ρ) log
1
2 (3+3k)
)
+2
∞∑
k=0
P
(
sup
0≤t≤exp(2ρ)−1
B0(t)≥ 2 exp(ρ) log
1
2 (3+3k)
)
,
which by applying Lemma 10.(i) and bounding exp(2ρ)− 1 by exp(2ρ) is at most
2
∞∑
k=0
Φc
(
2 exp(ρ) log
1
2 (3+3k)
)
+4
∞∑
k=0
Φc
(
2 log
1
2 (3+3k)
)
. (65)
Further noting that exp(ρ)≥ 1 and log
1
2 (3+3k)≥ 1 for all k≥ 0, and applying Lemma 6, it follows
that (65) is at most
6
∞∑
k=0
Φc
(
2 log
1
2 (3+3k)
)
≤
6
(2π)
1
2
∞∑
k=0
(3+3k)−2
=
π
3
2
9× 2
1
2
<
1
2
.
Combining the above completes the proof. .
10.5. Proof of Theorem 7, Lemma 5, Lemma 8, and Corollary 6.
In this section we complete the proof of Theorem 7, as well as Lemma 5, Lemma 8, and Corollary
6. All these results will follow from a careful analysis of the covariance of D, i.e. the covariance
structure of an equilibrium renewal process.
10.5.1. Background on stationary renewal processes and their covariances. Recall
that N1 is an equilibrium renewal process with renewal distribution S, and that N1(t) denotes the
number of renewals up to time t. Similarly, let No denote an ordinary renewal process with renewal
distribution S, and No(t) the corresponding number of renewals up to time t. Much is known about
the covariance structure of N1 and No, and we now review several such properties for use in our
analysis. Let f(t)
∆
= V [N1(t)]− µc
2
St. Then the following lemma follows immediately from Daley
[19], Daley [20], and Lorden [47].
Lemma 20 (Daley [19, 20], Lorden [47]). E[No(t)] is a monotone increasing and integrable
function, and for all t≥ 0,
f(t) = 2µ
∫ t
0
((
E[No(s)]+ 1−µs
)
−
1
2
(
1+ c2S
))
ds. (66)
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Furthermore,
sup
t≥0
|f(t)| ≤
4
3
µ3E[S3] +
1
4
µ4
(
E[S2]
)2
≤αS ; (67)
and for all s≥ 0,
0≤E[No(s)]+ 1−µs≤ µ
2
E[S2]. (68)
We now derive several useful implications of Lemma 20.
Corollary 9. f is a Lipschitz-continuous function with Lipschitz constant less than µ3E[S2]≤
αS. Furthermore, for all 0≤ s≤ t:
(i) E[D(s)D(t)] = µc2Ss+
1
2
(
f(s)+ f(t)− f(t− s)
)
;
(ii) E[D(s)D(t)]≥ 0;
(iii)
∣∣E[D(s)D(t)]−E[D2(s)]∣∣≤ µ3E[S2](t− s)≤ αS(t− s);
(iv)
∣∣E[D(s)D(t)]−E[D2(s)]∣∣≤ 2µ3E[S3] + 3
8
µ4
(
E[S2]
)2
≤αS.
Proof: That f is Lipschitz with Lipshitz constant at most µ3E[S2] follows from (66), (68), and
straightforward algebra.
We next prove (i). Note that
E[D(s)D(t)]=−
1
2
E[
(
D(t)−D(s)
)2
] +
1
2
E[D2(t)]+
1
2
E[D2(s)].
Combining with the stationary increments property and definitions completes the proof.
We now prove (ii). Let {Xk, k≥ 1} denote the ordered sequence of renewal intervals in process N1.
Then from definitions,
V [N1(s),N1(t)] =
∞∑
i=1
∞∑
j=1
E[I(
i∑
k=1
Xk ≤ s)I(
j∑
k=1
Xk ≤ t)]−µ
2st. (69)
Note that for j ≤ i, one has that
E[I(
i∑
k=1
Xk ≤ s)I(
j∑
k=1
Xk ≤ t)] = E[I(
i∑
k=1
Xk ≤ s)]
≥ E[I(
i∑
k=1
Xk ≤ s)]E[I(
j∑
k=1
Xk ≤ t)]. (70)
Alternatively, suppose j ≥ i+ 1. Let Y 1
∆
=
∑i
k=1Xk, Y
2 ∆=
∑j
k=i+1Xk, and Y
3 ∆= t− Y 1. Then Y 1
and Y 2 are independent, Y 2 and Y 3 are independent, and
E[I(
i∑
k=1
Xk ≤ s)I(
j∑
k=1
Xk ≤ t) = E[I(Y
1≤ s)I(Y 1+Y 2 ≤ t)]
= E[I(Y 3≥ t− s)I(Y 3 ≥ Y 2)]
= E[I(Y 2≥ t− s)I(Y 3 ≥ Y 2)+ I(Y 2 < t− s)I(Y 3 ≥ t− s)]. (71)
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Let Y 3a , Y
3
b denote two r.v.s, each distributed as Y
3, where Y 3a , Y
3
b , Y
2 are mutually independent.
Then by linearity of expectation, (71) equals
E[I(Y 2 ≥ t− s)I(Y 3a ≥ Y
2)+ I(Y 2< t− s)I(Y 3b ≥ t− s)]
≥ E[I(Y 2 ≥ t− s)I(Y 3a ≥ Y
2)I(Y 3b ≥ t− s)]
+E[I(Y 2 < t− s)I(Y 3a ≥ Y
2)I(Y 3b ≥ t− s)]
= E[I(Y 3a ≥ Y
2)I(Y 3b ≥ t− s)]
= E[I(Y 1+Y 2 ≤ t)]E[I(Y 1 ≤ s)].
= E[I(
i∑
k=1
Xk ≤ s)]E[I(
j∑
k=1
Xk ≤ t)]. (72)
Combining (69) - (72), we find that
V [N e(s),N e(t)] ≥
∞∑
i=1
∞∑
j=1
E[I(
i∑
k=1
Xk ≤ s)]E[I(
j∑
k=1
Xk ≤ t)]−µ
2st
= E
[ ∞∑
i=1
I(
i∑
k=1
Xk ≤ s)
]
E
[ ∞∑
j=1
I(
j∑
k=1
Xk ≤ t)
]
−µ2st
= E[N e(s)]E[N e(t)]−µ2st = 0,
completing the proof.
Finally, we prove both (iii) and (iv). It follows from (i) that E[D(s)D(t)] − E[D2(s)] =
1
2
(
− f(s)+ f(t)− f(t− s)
)
. Thus by the triangle inequality,∣∣∣∣E[D(s)D(t)]−E[D2(s)]
∣∣∣∣≤ 12
(∣∣f(s)∣∣+ ∣∣f(t)− f(t− s)∣∣).
(iii) then follows by combining with the fact that f is Lipschitz with Lipshitz constant at most
µ3E[S2], while (iv) follows by combining with (67) and an additional application of the triangle
inequality. .
10.5.2. Proof of Lemma 5.
Proof: [Proof of Lemma 5] The first part of the lemma follows from definitions, the fact that
f is Lipschitz with Lipshitz constant at most µ3E[S2] by Corollary 9, and straightforward algebra.
Combining with the basic properties of B.m. and independence of A and D then completes the
proof of the second part of the lemma. .
10.5.3. Proof of Lemma 8.
Proof: [Proof of Lemma 8] The lemma follows immediately from Corollary 9.(ii), the basic
properties of B.m., and independence of A and D. .
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10.5.4. Proof of Corollary 6.
Proof: [Proof of Corollary 6] It follows from Lemma 5 and the stationary increments property
of D that E[
(
D(t)−D(s)
)2
]≤ µ
(
2c2S+1
)
(t− s) for all 0≤ s≤ t. As for all 0≤ s≤ t,
E
[((
2µc2S +µ
) 1
2B0(t)−
(
2µc2S+µ
) 1
2B0(s)
)2]
= µ
(
2c2S +1
)
(t− s),
we may apply Lemma 9 to conclude that
E[ sup
0≤t≤T
D(t)]≤
(
2µc2S +µ
) 1
2
E[ sup
0≤t≤T
B0(t)].
Combining with Lemma 10.(i) completes the proof. .
10.5.5. Proof of Theorem 7.
Proof: [Proof of Theorem 7] We will prove that the statement of the theorem holds with fS = f ,
i.e. fS(t) = f(t) = V [D(t)]−µc2St for all t≥ 0, and for any fixed x≥ αS . That f is continuous and
satisfies supt≥0 |f(t)| ≤αS (from which it follows that f(t)+3x≥ 0 for all t≥ 0) follows immediately
from (67) and Corollary 9. Then after applying the definition of f , to complete the proof it suffices
to demonstrate that for all 0≤ s < t,
V [D′(s),D′(t)]≤ V [D(s),D(t)]+ 3x.
Equivalently, after applying definitions and the basic properties of B.m. and the O.U. process, it
suffices to demonstrate that for all 0≤ s < t,
µc2Ss+
(
f(s)+ 3x
) 1
2
(
f(t)+ 3x
) 1
2 exp
(
− 1.5(t− s)
)
≤ V [D(s),D(t)]+ 3x. (73)
For a fixed 0≤ s < t, we treat two cases. First, suppose t− s≤ 1. In this case, we proceed by first
bounding the left-hand-side of (73) from above, and then bounding the right-hand-side from below.
It follows from (67), Corollary 9, and the fact that x≥αS , that
(
f(s)+ 3x
) 1
2
(
f(t)+ 3x
) 1
2 =
(
f(s)+ 3x
)( f(t)+ 3x
f(s)+ 3x
) 1
2
=
(
f(s)+ 3x
)(
1+
f(t)− f(s)
f(s)+ 3x
) 1
2
≤
(
f(s)+ 3x
)(
1+
x(t− s)
2x
) 1
2 .
=
(
f(s)+ 3x
)(
1+
1
2
(t− s)
)1
2 .
Combining with the fact that (1+ y)
1
2 ≤ 1+ 1
2
y for all y ≥ 0, we conclude that
(
f(s)+ 3x
)1
2
(
f(t)+ 3x
) 1
2 ≤
(
f(s)+ 3x
)(
1+
1
4
(t− s)
)
. (74)
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It follows from a straightforward Taylor-series expansion / error analysis that exp
(
− 1.5(t− s)
)
≤
1− 3
4
(t− s) for 0≤ t− s≤ 1. Combining with (74), we conclude that
(
f(s)+ 3x
)1
2
(
f(t)+ 3x
)1
2 exp
(
− 1.5(t− s)
)
≤
(
f(s)+ 3x
)(
1+
1
4
(t− s)
)(
1−
3
4
(t− s)
)
=
(
f(s)+ 3x
)(
1−
1
2
(t− s)−
3
16
(t− s)2
)
≤
(
f(s)+ 3x
)(
1−
1
2
(t− s)
)
= f(s)+ 3x−
1
2
(
f(s)+ 3x
)
(t− s)
≤ f(s)+ 3x−x(t− s),
with the final inequality following from the fact that f(s)+ 3x≥ 2x by (67). Combining with the
fact that µc2Ss+ f(s) =E[D
2(s)], it follows that the left-hand-side of (73) is at most
E[D2(s)]+ 3x−x(t− s). (75)
We next bound the right-hand-side of (73), V [D(s),D(t)]+3x, from below. In particular, it follows
from Corollary 9 that the right-hand-side of (73) is at least (75). This completes the proof of the
desired inequality for the case t− s≤ 1.
Next, suppose t− s> 1. We again proceed by bounding each side of (73). It follows from (67) that
(
f(s)+ 3x
) 1
2
(
f(t)+ 3x
) 1
2 ≤ 4x. (76)
Thus since 1.5(t− s)≥ 1.5, and 4 exp(−1.5)< 1, the left-hand-side of (73) is at most
µc2Ss+4x exp(−1.5)<µc
2
Ss+x. (77)
Alternatively, it follows from Corollary 9, (67), and the triangle inequality that the right-hand-side
of (73) is at least the right-hand-side of (77). This completes the proof of the desired inequality for
the case t− s > 1, and thus of the theorem as well. .
10.5.6. Proof of Corollary 8.
Proof: [Proof of Corollary 8] (ii) is proven in Jelenkovic et al. [41] Section 4.2. We now prove
(i). Let B′
∆
=Bc−1A . Then it follows from Lemma 13, and the asymptotic analysis of the supremum
of the Gaussian random walk given in Janssen and Van Leeuwaarden [40], in particular Equation
2.18, that
lim
B→∞
B−2 log
(
lim
n→∞
P
(
Qn(∞)≥ n
))
= lim
B→∞
B−2 log
(
1− exp
(
− (2πB′2)−
1
2 exp(−
1
2
B′2)
))
.
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Combining with a straightforward asymptotic analysis completes the proof.
Finally, we complete the proof of (iii). Note that for all x∈R,
P(S1 ≥ x) ≤ P
(
sup
i≥1
Si ≥ x
)
≤ P
(
sup
t≥1
(
cAB
0(t)−Bt
)
≥ x
)
.
The desired claim then follows from the strong Markov property of B.m., and the basic asymptotics
of Φ. 
Acknowledgements.
The author would like to thank Dimitris Bertsimas, Ton Dieker, David Gamarnik, Kavita Ramanan,
and Gennady Samorodnitsky for their helpful discussions and insights. The author also gratefully
acknowledges support from NSF grant no. 1333457.
References
[1] M Stegun Abramowitz and IA Stegun. Ia.(1964), handbook of mathematical functions. Washington:
National Bureau of Standards, 1999.
[2] R.J. Adler. An introduction to continuity, extrema, and related topics for Gaussian processes. Inst.
Math. Statist. Lecture Notes - Monograph Series, 12, 1990.
[3] R.J Adler. An introduction to continuity, extrema, and related topics for general gaussian processes.
Lecture Notes-Monograph Series, 12:i–155, 1990.
[4] R. Aghajani and K. Ramanan. Ergodicity of an spde associated with a many-server queue. arXiv
preprint arXiv:1512.02929, 2015.
[5] R. Aghajani and K. Ramanan. The limit of stationary distributions of many-server queues in the
halfin-whitt regime. Preprint, 2016.
[6] P. Billingsley. Convergence of Probability Measures. 1999.
[7] B. Boukai. An explicit expression for the distribution of the supremum of brownian motion with a
change point. Communications in Statistics-Theory and Methods, 19(1):31–40, 1990.
[8] A. Braverman and JG Dai. Steins method for steady-state diffusion approximations. Preprint, URL
http://people. orie. cornell. edu/jdai/publications/preprints. html, 2015.
[9] A. Braverman and JG Dai. High order steady-state diffusion approximation of the erlang-c system.
arXiv preprint arXiv:1602.02866, 2016.
[10] L. Brown, N. Gans, A. Mandelbaum, A. Sakov, S. Zeltyn, L. Zhao, and S. Haipeng. Statistical analysis of
a telephone call center: A queueing-science perspective. Journal of the American Statistical Association,
100:36–50, 2005.
[11] T. Byczkowski and M. Ryznar. Hitting distribution of geometric Brownian motion. Studia. Math., 173
(1):19–38, 2006.
David A. Goldberg: On the steady-state probability of delay and large negative deviations in the Halfin-Whitt regime
47
[12] T. Byczkowski, J. Malecki, and M. Ryznar. Hitting times of Bessel processes. Preprint, 2010.
[13] D. Cox. Renewal Theory. Methuen and Co., 1970.
[14] JG Dai and S. He. Many-server queues with customer abandonment: A survey of diffusion and fluid
approximations. Journal of Systems Science and Systems Engineering, pages 1–36, 2012.
[15] JG Dai and S. He. Many-server queues with customer abandonment: Numerical analysis of their diffusion
model. Stochastic Systems, 3(1):96–146, 2013.
[16] JG Dai, S. He, and T. Tezcan. Many-server diffusion limits for G/Ph/n+ GI queues. The Annals of
Applied Probability, 20(5):1854–1890, 2010.
[17] JG Dai, AB Dieker, and Xuefeng Gao. Validity of heavy-traffic steady-state approximations in many-
server queues with abandonment. 2013.
[18] JG Dai, AB Dieker, and Xuefeng Gao. Validity of heavy-traffic steady-state approximations in many-
server queues with abandonment. Queueing Systems, 78(1):1–29, 2014.
[19] D. J. Daley. Bounds for the variance of certain stationary point processes. Stochastic Processes and
their Applications, 7(3):255 – 264, 1978.
[20] D. J. Daley. Tight bounds for the renewal function of a random walk. Annals of Probability, 8(3):615 –
621, 1980.
[21] AB Dieker and X Gao. Sensitivity analysis for diffusion processes constrained to an orthant. The Annals
of Applied Probability, 24(5):1918–1945, 2014.
[22] A.B. Dieker and X.F Gao. Positive recurrence of piecewise ornstein-uhlenbeck processes and common
quadratic lyapunov functions. The Annals of Applied Probability, 23(4):1291–1317, 2013.
[23] J.L. Doob. The Brownian movement and stochastic equations. The Annals of Mathematics, 43(2):
351–369, 1942.
[24] J.L. Doob. The elementary Gaussian processes. Ann. Math. Statist., 15(3):229–282, 1944.
[25] A.K. Erlang. On the rational determination of the number of circuits. The Copenhagen Telephone
Company, Copenhagen, 1948.
[26] D. Gamarnik and D.A. Goldberg. On the rate of convergence to stationarity of the m/m/n queue in
the halfin–whitt regime. The Annals of Applied Probability, 23(5):1879–1912, 2013.
[27] D. Gamarnik and D.A. Goldberg. Steady-state gi/g/n queue in the halfin–whitt regime. The Annals
of Applied Probability, 23(6):2382–2419, 2013.
[28] D. Gamarnik and P. Momcilovic. Steady-state analysis of a multi-server queue in the Halfin-Whitt
regime. Advances in Applied Probability, 40:548–577, 2008.
[29] D. Gamarnik and A.L. Stolyar. Multiclass multiserver queueing system in the halfin–whitt heavy traffic
regime: asymptotics of the stationary distribution. Queueing Systems, pages 1–27, 2012.
David A. Goldberg: On the steady-state probability of delay and large negative deviations in the Halfin-Whitt regime
48
[30] O. Garnett, A. Mandelbaum, and M. Reiman. Designing a call center with impatient customers. Man-
ufacturing & Service Operations Management, 4(3):208–227, 2002.
[31] R.K. Getoor and M.J. Sharpe. Excursions of Brownian motion and Bessel processes. Probability Theory
and Related Fields, 47:83–106, 1979.
[32] A. Going-jaeschke and M. Yor. A survey and some generalizations of Bessel processes. Bernoulli, 9:
313–349, 2003.
[33] I. Gurvich. Diffusion models and steady-state approximations for exponentially ergodic markovian
queues. The Annals of Applied Probability, 24(6):2527–2559, 2014.
[34] S. Halfin and W. Whitt. Heavy-traffic limits for queues with many exponential servers. Operations
Research, 29(3):567–588, 1981.
[35] B.M. Hambly, G. Kersting, and A.E. Kyprianou. Law of the iterated logarithm for oscillating random
walks conditioned to stay positive. Stoch. Proc. Applic., 108:327–343, 2003.
[36] J. Huang, H. Zhang, and J. Zhang. Diffusion approximations for queueing systems with customer
abandonment. arXiv preprint arXiv:1208.5552, 2012.
[37] Clifford Hurvich and Josh Reed. Series expansions for the all-time maximum of α-stable random walks.
Advances in Applied Probability, 2016.
[38] I. Ibragimov and Y. Rozanov. Gaussian random processes. 1978.
[39] D. Jagerman. Some properties of the Erlang loss function. Bell System Techn. J., 53(3):525–551, 1974.
[40] AJEM Janssen and JSH Van Leeuwaarden. Cumulants of the maximum of the gaussian random walk.
Stochastic Processes and Their Applications, 117(12):1928–1959, 2007.
[41] P. Jelenkovic, A. Mandelbaum, and P. Momcilovic. Heavy traffic limits for queues with many determin-
istic servers. Queueing Systems: Theory and Applications, 47(1-2):53–69, 2004.
[42] W. Kang and K. Ramanan. Asymptotic approximations for stationary distributions of many-server
queues with abandonment. The Annals of Applied Probability, 22(2):477–521, 2012.
[43] H. Kaspi and K. Ramanan. SPDE limits of many-server queues. The Annals of Applied Probability, 23
(1):145–229, 2013.
[44] J. Kent. Some probabilistic properties of Bessel functions. Annals of Probability, 6(6):760–770, 1978.
[45] C. Knessl and JSH Van Leeuwaarden. Transient behavior of the Halfin-Whitt diffusion. Stochastic
Processes and their Applications, 121(7):1524–1545, 2011.
[46] D. Lipshutz and K. Ramanan. On directional derivatives of skorokhod maps in convex polyhedral
domains. arXiv preprint arXiv:1602.01860, 2016.
[47] G. Lorden. On excess over the boundary. The Annals of Mathematical Statistics, 41(2):520 – 527, 1970.
[48] A. Mandelbaum and P. Momcilovic. Queues with many servers: the virtual waiting-time process in the
QED regime. Math. Oper. Res., 33(3):561–586, 2008.
David A. Goldberg: On the steady-state probability of delay and large negative deviations in the Halfin-Whitt regime
49
[49] A. Mandelbaum and P. Momcˇilovic´. Queues with many servers and impatient customers. Mathematics
of Operations Research, 37(1):41–65, 2012.
[50] A. Mandelbaum and S. Zeltyn. Call centers with impatient customers: many-server asymptotics of the
M/M/n+ G queue. Queueing Systems, 51(3):361–402, 2005.
[51] M. Marcus and J. Rosen. Markov Processes, Gaussian Processes, and Local Times. 2006.
[52] M.B. Marcus. Upper bounds for the asymptotic maxima of continuous Gaussian processes. The Annals
of Mathematical Statistics, 43(2):522–533, 1972.
[53] J. Pitman and M. Yor. Stochastic Integrals. Springer, New York, 1981.
[54] J.W. Pitman. One-dimensional Brownian motion and the three-dimensional Bessel process. Advances
in Applied Probability, 7(3):511–526, 1997.
[55] A. Puhalski and M. Reiman. The multiclass GI/PH/n queue in the Halfin-Whitt regime. Advances in
Applied Probability, 32(3):564–595, 2000.
[56] A.A. Puhalski and J. Reed. On many-server queues in heavy traffic. Ann. Appl. Prob., 20(1):129–195,
2010.
[57] J. Reed. The G/GI/n queue in the Halfin-Whitt regime. Annals of Applied Probability, 19(6):2211–2269,
2009.
[58] J. Reed and T. Tezcan. Hazard rate scaling of the abandonment distribution for the GI/M/n+ GI queue
in heavy traffic. Operations Research, 60(4):981–995, 2012.
[59] D. Stoyan. Comparison methods for queues and other stochastic models. Wiley, 1983.
[60] L. Takacs. Introduction to the theory of queues. Oxford University Press, New York, 1962.
[61] A. Ward. Asymptotic analysis of queueing systems with reneging: A survey of results for fifo, single
class models. Surveys in Operations Research and Management Science, 17(1):1–14, 2012.
[62] A. Weerasinghe. Diffusion approximations for G/M/n+ GI queues with state-dependent service rates.
Mathematics of Operations Research, 2013.
[63] W. Whitt. Queues with superposition arrival processes in heavy traffic. Stoch. Proc. App., 21:81–91,
1985.
[64] W. Whitt. Stochastic Process Limits. Springer, 2002.
[65] W. Whitt. A diffusion approximation for the G/GI/n/m queue. Oper. Res., 52
(6):922–941, November 2004. ISSN 0030-364X. doi: 10.1287/opre.1040.0136. URL
http://dx.doi.org/10.1287/opre.1040.0136.
[66] W. Whitt. Heavy-traffic limits for the G/H2*/n/m queue. Math. Oper. Res., 30(1):1–27, February 2005.
ISSN 0364-765X. doi: 10.1287/moor.1040.0119. URL http://dx.doi.org/10.1287/moor.1040.0119.
[67] D. Williams. Path decomposition and continuity of local time for one-dimensional diffusions, I. Proc.
London Math. Soc., 28:738–768, 1974.
