Abstract-In this paper we discuss the signal processing of a cylindrical object, a pipe (in air), subjected to random excitations by a hammer-like surface from a cam-driven motor. The overall objective of this effort is to develop real-time hardware capable of monitoring mechanical systems (structures) for potential anomalies. We briefly discuss the development process: (1) theoretical modeling; (2) sophisticated simulations; (3) analysis; (4) controlled experiments; (5) signal processing; (6) modal frequency estimation; and (7) modal tracking. The primary emphasis is on the signal processing, modal extraction and tracking for single and multi-channel data.
INTRODUCTION
Many critical systems operating in the open seas or in the air employ a variety of subsystems ranging from machinery for propulsion to airfoils for flight or even reactor components as simple as pipes carrying much-need cooling for control purposes. In these subsystems, whether they be aboard a surface ship or submarine or AUV or in-flight aboard a rocket or aircraft-critical components must be monitored in realtime for safety and in some cases survival. The investigation of the vibrational response of a cylindrical object in a noisy environment (a pipe in air) to impact excitations provided by a cam-driven, hammer-like surface, randomly excited by an electric motor is of high interest-especially when potential anomalies can occur. This effort encompasses all of the components from modeling to validation to controlled testing and signal processing in order develop a real-time system capable of on-board performance and monitoring.
Mechanical devices operating in noisy environments create a challenging signal processing problem to monitor the vibrational signature of the device in real-time. To detect/classify a particular type of device from noisy vibration data, it is necessary to identify signatures that make it unique. Resonant (modal) frequencies emitted offer a signature characterizing its operation. The monitoring of structural modes to determine the condition of a device under investigation is essential, especially if it is a critical entity of an operational system. We model our system as a beam and measure its response by a triaxial accelerometer to capture its underlying set of dominant resonant (modal) frequencies. These modal frequencies are of critical interest when monitoring an underlying system for any anomalies during operation. This particular object was selected as a test-bed for investigation because it is well-known (theoretically) and can be used to represent a large number of simple yet important structures (e.g. fight vehicles, missiles, etc.) along with its well-defined modal response.
We briefly develop a beam model represented and synthesize responses using a sophisticated finite-element computational model to extract the underlying modal frequencies and mode shapes. Next a simple free-free experiment is designed to excite the cylinder and measure its response. The basic approach for a single channel accelerometer is to excite the object with the repetitive hammer blow at a high rate and measure its response. Once the noisy data is digitized and preprocessed (filtered, normalized etc.), its spectrum is estimated and the corresponding spectral peaks estimated to extract the modal frequencies. With the spectral peaks extracted locating the corresponding modal frequencies, they are provided as input to a frequency tracker.
BACKGROUND
We investigate the stochastic subspace identification of a vibrating cylindrical structure-a pipe in air. The structure is excited by a random input, specifically an impact device. The investigation of the vibrational response of this cylindrical object in a noisy environment to impact excitations provided by a cam-driven, hammer-like surface, randomly excited by an electric motor is of high interest. From a system identification perspective, we have an -order state-space system characterizing the usual mass-damper-spring (MCK) mechanical structure that can be represented as a multiple input/multiple output (MIMO), linear time invariant (LTI) system. Here we focus on the dominant modes and corresponding modal (resonant) frequencies representing the first six (modes)that capture the majority of the response signal of interest. The input is tacitly assumed to be white random noise.
The fundamental acoustic model evolves from the generalized wave equation; therefore, depending upon the fidelity requirements for the model based analysis, the cylindrical object can be approximated as either a simple continuous elastic structure with homogeneous geometrical and material properties using Euler-Bernoulli beam theory, or employing a full three-dimensional transient elastic representation available in commercial finite element packages [1] , [2] .
Using [1] , we synthesized the free-free response of the cylindrical object and the results are shown in the inset of Fig.  1 . We generated the corresponding XYZ-time series an compared the spectra out to 2.5 our region of high interest. The expected low frequency modal frequencies (< 250 ) are not present because of the small computational time steps required. The results are quite reasonable with frequencies estimated from the spectral peaks as: 
VIBRATIONAL RESPONSE EXPERIMENTS
A simple experiment was designed in order to eventually monitor the modal frequencies in real-time, validate the mathematical model predictions and detect anomalies. A freefree (not pinned) response experiment for this object is a 60 /1.125 copper pipe with an excitation system (cam-driven hammer) signal conditioner (10 filter), accelerometer sensor measurement and a digitizing oscilloscope to acquire the response. Data were sampled at 10 and decimated to 5 yielding a 2.5 Nyquist frequency for spectral analysis. This system was designed to excite the cylinder and measure its response acquiring approximately 1 × 10 6 samples to be buffer windowed (sectioned) synthesizing a realtime acquisition system.
The basic approach for a single channel accelerometer is to excite the cylindrical object (pipe) with the repetitive hammer blows at a high rate and measure its response. Once the noisy data is digitized, it is pre-processed by bandpass filtering (8 ℎ -order Butterworth) between 40−1.25 followed by a 3 -order equalization (whitening) filter to enhance the low-band modal frequencies. Its spectrum is estimated along with the corresponding spectral peaks to extract the modal frequencies. Since we are ultimately interested in a real-time application, we have investigated a variety of spectral estimators ranging from the simple discrete Fourier transform (FFT) to the sophisticated MUltiple SIgnal Classification (MUSIC) approach requiring a singular value decomposition (SVD) of a Toeplitz covariance matrix [5] . Once the spectral peaks are extracted locating the corresponding modal frequencies, they are either provided as input to a frequency tracker.
After analyzing this data and demonstrating the capability aimed at an eventual real-time system, a MIMO experiment was performed under the same conditions and the results are compared to validate both the single and multiple channel results. A full analysis of the multiple channel system was performed demonstrating the capability of extracting the modal frequencies of high interest. Typical pre-processed response data is shown in Fig. 2 with the acquired signals ( -channels) in (a) and the corresponding power spectra in (b). Here we observe the modal frequencies shown at the major spectral peaks capturing the dominant resonances validating the experimental goals. Again we are primarily focused on the first six (6) dominant modal frequencies to characterize the cylinder.
PROCESSING NOISY VIBRATIONAL
RESPONSE MEASUREMENTS In this section we discuss the processing of single channel accelerometer measurements using spectral estimation techniques in an effort to extract the modal frequencies for eventual tracking and eventual anomaly detection. We start with the simple discrete Fourier transform, a frequency-windowed version and proceed to the modern sophisticated harmonicbased approach.
A. Spectral Estimation
A suite of single-channel spectral estimators were developed in order to investigate their performance comparing their estimates to the theoretical as well as a multi-channel estimator (to follow). We begin by defining the spectrum of a discrete signal, that is, the discrete-time Fourier transform (DtFT) pair is given by [5] 
For a random signal ( ), we define the power spectral density (PSD) function for a discrete random process in terms of the Fourier transform as
where * is the complex conjugate. The expected value operation, {⋅}, that can be thought of as "mitigating" the randomness. Similarly, the correlation function of a widesense stationary process (assuming zero-mean) is defined by:
for "lag" and
evolves as the well-known Wiener-Khintchine relation with the corresponding covariance given by IDtFT
(5) that is, the power spectrum and correlation function are a discrete Fourier transform pair.
Classical spectral estimation techniques estimate the covariance sequence and then transform it to the frequency domain. The correlation method or equivalently the BlackmanTukey method is an implementation of the Wiener-Khintchine theorem. The covariance is obtained using a sample covariance estimator and then the PSD is estimated by calculating the discrete Fourier transform (DFT).
Therefore, we have that
This technique tends to produce a noisy spectral estimate; however, it is much better than a "raw" FFT. A smoothed estimate can be obtained by multiplying by a window function, is called a lag window. The window primarily reduces spectral leakage and therefore improves the estimate. However, with this said, perhaps a reasonable computational compromise between this method that requires (2 × ) is to perform the FFT and then smooth it with a frequency domain "smoothing" window (Gaussian shape)-this is the approach we will take driven by the need for a real-time solution.
Perhaps the most sophisticated of the modern spectral techniques is that of the MUSIC (MUltiple SIgnal Classification) approach requiring a singular value decomposition (SVD) of a covariance matrix. The MUSIC estimator is designed primarily to extract sinusoids in noise [5] . The basic idea is based on a complex harmonic model is defined by
where is complex,
is random and uniformly distributed as ∼ (− , ) and Ω is the harmonic frequency. The set of -complex amplitudes and harmonic frequencies,
is assumed deterministic, but unknown.
The theoretical correlation and power spectrum are given by:
, that is, for the frequency vector defined by
When we calculate the power estimator over a set of frequencies, {Ω}, then whenever this estimator passes through a harmonic frequency, Ω = Ω , a peak will occur in the power function. Simple peak detection enables the estimation of the desired modal frequency-this is the same approach we choose for any of the single channel spectral estimators.
B. Processing Single Channel Response Data
In this section we discuss the application of the single channel spectral estimators, FFT and MUSIC providing a glimpse of what we could expect from a real-time application of these techniques to flight data. Both techniques estimate a spectrum and then apply a peak detector at each buffer window to estimate the modal frequencies. We chose to use a frequency smoothing window (Gaussian: 8-octaves in length) applied to the raw Fourier transform pre-processed data as shown previously and then repeat the run using just the MUSIC estimator for comparison (no spectral window).
We observe the typical performance for each of these methods for a buffer of measured data with the FFT-windowed and MUSIC-40 ℎ order (20-modal frequencies) shown in Fig.  4 . We note the identical pre-processed (bandpass filtered, normalized, equalized) buffered data in the upper time series plots and the spectral estimates with detected peaks (circles) and listed. Surprisingly, the simple windowed FFT performed almost as well as the sophisticated high-order (40) MUSIC estimator in extracting the first 8-modal frequencies. The last two modal frequencies are extracted quite well by the MUSIC method.
We list the results of the single channel processing of the spectral results comparing both the windowed-FFT processor and the MUSIC processor for both normal and anomalous data (sleeves and termination cap applied to pipe). Table 1 is shown in the figure for the expected "true" (theoretical) frequencies along with the corresponding error standard deviations and relative (to true) errors at each frequency. The results are summarized by the average deviations and errors. The results were quite surprising with the windowed-FFT performing quite well. The MUSIC method was able to extract more of the anomalous modal frequencies, but did not seem to be as sensitive to the errors created by the modal frequency shifts created.
Next, we performed some multiple (buffer) window runs to generate an ensemble for eventual comparison with the subsequent multi-channel subspace identification technique (to follow). The results for both FFT and MUSIC methods are shown in Fig. 5 . Individual -channel measurements were performed, to obtain the spectra estimates over a set of 25-buffer windows, peaks were detected and the modal frequencies extracted. In this case a specific mode may not have been strongly excited in a particular direction ( ). For instance, the modal frequency at (normal) direction. Also we note a non-modal frequency at 771.5 appears in the normal direction-that of the impact excitation frequency. Note also the consistency of the modal frequencies for each of the directions when the particular mode is excited, that is, all 3-channels are able to observe a spectral peak at a given location (e.g. 276
). Next we investigate the multi-channel processor that estimates all of the 3-channel accelerometer data simultaneously.
MULTICHANNEL SUBSPACE IDENTIFICATION
The advantage of a multi-channel identifier is that it "fits" all of the modal coupling information into the processor enabling an excellent extraction of the modal frequencies and tracking (see Refr. [6] for details). Unfortunately, the processor is computationally intensive and most-likely will not be able to perform in real-time-the goal!
A. State-Space Vibrational Systems
The basic concept is that the process or vibrational system under consideration is modeled using subspace identification techniques [5] , [7] to "fit" modal models to the data. If excitation and noise data are unavailable, then a reasonable approach is to model the noise as additive and random (white) leading to an "output-only" Gauss-Markov model [6] .
Most structures or equivalently vibrational systems are multiple input/multiple output (MIMO) systems that are easily captured within a state-space framework. For instance, a linear, time-invariant mechanical system can be expressed as a second order vector-matrix, differential equation given bÿ
where d is the × 1 displacement vector, p is the × 1 excitation force, and , , , are the × lumped mass, damping, and spring constant matrices characterizing the vibrational process model, respectively.
Defining the 2 -state vector in terms of the displacement and its derivative as
, then the continuous-time state-space representation of this process can be expressed as
The corresponding measurement or output vector relation can be characterized by
where the constant matrices: C a , C v , C d are the respective acceleration, velocity and displacement weighting matrices of appropriate dimension.
In terms of the state vector relations of Eq. 9, we can express the acceleration vector as:
Substituting for the acceleration term in Eq. 9, we have that
to yield the vibrational measurement as:
where the output or measurement vector is y ∈ ℛ ×1 along with the appropriately dimensioned system, input and measurement matrices completing the MIMO vibrational model.
An expository representation of a mechanical system is its modal representation [8] , [9] , where the modes and mode shapes expose the internal structure and its response to various excitations. This representation can easily be found from state-space systems by transforming the coordinates of the representation to modal space which is accomplished through an eigen-decomposition in the form of a similarity transformation such that the continuous-time system matrices Σ := { , , , } are transformed to modal coordinates by the transformation matrix constructed of the eigenvectors of the underlying system that yields an "equivalent" system from an input/output perspective, that is, the transfer functions and impulse responses are identical [10] . For complex modal case which is quite common in structural dynamics [8] , [9] , the eigenvalues are complex, but still distinct. In this case the system matrix can be decomposed, as before, using the eigen-decomposition which now yields complex eigen-pairs along with the corresponding eigenvectors to yield the modal transformation matrix . Applying this transformation to the system matrix leads to the modal state transition matrix for the complex eigen-system as
Thus, the complex modal state-space system is given bẏ
Since we must sample the continuous-time system, we use a discrete-time state-space representation and transform it back to the continuous-time domain for our application. The generic linear, time invariant state-space model is defined by its system matrix , input transmission matrix , output or measurement matrix and direct input feed-through matrix for discretetime systems as
for the state ∈ ×1 , input ∈ ×1 , and output ∈ ×1 . Corresponding to this representation is the impulse response matrix sequence termed the Markov parameters [10] 
for the Kronecker delta function. However, since the measured data are noisy as well as multichannel, then we must extend the deterministic state-space model to the "noisy" or "stochastic" case to be successful.
B. Stochastic State-Space Vibrational System
In this section we briefly develop the "stochastic" innovations model for a discrete-time system that incorporates "noise" into its framework [5] . This model provides a foundational basis for stochastic subspace realizations/identifications. First, we define the stochastic realization problem as: 
where the input/output vectors are ∈ ℛ ×1 and ∈ ℛ ×1 with the zero-mean, Gaussian, innovations process distributed as ∼ (0, ), the -dimensional state (estimate) isˆ( ), is the optimal ( × )-dimensional weighting matrix or gain (Kalman) with corresponding estimated state covariance,ˆ:= Cov(ˆ( )). The respective system, input, measurement and input/output matrices are defined as
With this in mind, the measurement covariance sequence can be expressed in terms of Σ model as The KSP equations are given by [5] −ˆ′ =
17) with
In order for Σ to be a proper stochastic realization the covariance matrix must be positive definiteˆ> 0 wherê Σ = {ˆ,ˆ,ˆ,ˆ} is the underlying KSP-model for this case.
This relationship between this realization of the covariance sequence and the stochastic realization is defined by the Kalman-Szego-Popov equations obtained directly from deterministic realization theory or can also be derived by equating the spectral factorization to the sum decomposition [11] 
Now we can define a unique set of noise source covariance matrices in terms of the Kalman gain and innovations covariance as:
Summarizing the solution to the stochastic realization problem, we must:
• Perform a realization (deterministic) to obtainΣ with the Hankel matrix populated with covariances (Λ (ℓ); ℓ = 0, 1, ⋅ ⋅ ⋅ , ) [12] we see that performing an identification from a constructed Hankel matrix populated by the covariance sequence {Λ ℓ } yields the model Σ that can be used to estimatê from the corresponding Riccati equation, Kalman gain and innovations covariance enabling the determination of the set of noise source covariances { , , } from the KSP relations [6] .
A number of algorithms can be used to solve this problem and we have selected the stochastic subspace algorithm Numerical algorithms 4 Subspace IDentification (N4SID) [14] . Before we discuss the results of processing the multi-channel vibrational response of the cylindrical object, we discuss the frequency tracking approach that will be used to monitor frequency variations and eventually detect any anomalies.
C. Modal Frequency Tracking
The overall approach to modal-frequency tracking is based on the development of the robust N4SID subspace identification technique that can be applied to solve this problem.
The main idea is to pre-process a section or window of digitized data and perform a system (vibrational) identification followed by an extraction of the underlying modes from the identified model producing raw estimates of the corresponding modal frequencies and mode shapes. Once the "raw" modal frequencies in each window are extracted an optimal sequential tracking algorithm (Kalman filter) is applied to "smooth" the estimates.
The modal frequency tracker design is a model-based processor (Kalman filter) that has been applied successfully in wide variety of applications [5] , [6] , [17] . The underlying frequency estimator/tracker is based on the assumption that the frequency change is constant over the sampling interval (˙( +1 ) ≈˙( )) and the model uncertainty can be characterized by Gaussian process noise leads to the following set of discrete-time, Gauss-Markov stochastic equations
where is zero-mean, Gaussian with w ∼ (0, ). The corresponding measurement is also contaminated with instrumentation noise represented by zero-mean, Gaussian uncertainties as
such that ∼ (0, ). A combination of both process and measurement systems can be placed in a discrete-time ( → ), state-space framework by defining the state vector as f ( ) := [ ( ) |˙( )] ′ giving the corresponding Modal-Frequency Gauss-Markov model of Eq. 22. Now with this underlying frequency model established, we know that the optimal solution to the state estimation or frequency tracking problem is provided by the Kalman filter [5] , that is, 
where ( ) is the innovations/residual sequence and ( ) are the gains or weights. This notation is defined by the conditional mean,ˆ( + 1| ) := { ( + 1)| ( ), ⋅ ⋅ ⋅ , (0)}, that is, the estimate of ( + 1) based on all of the available data up to time . Since we are primarily interested in a real-time application, we restrict the processor to reach steady-state in Eq. 23, that is, the Kalman gain ( ( ) → ) becomes a constant (steadystate) that can pre-calculated directly from the discrete Riccati equation to give the frequency tracker relations [5] , [17] .
PROCESSING MULTI-CHANNEL VIBRATIONAL RESPONSE DATA
The MIMO stochastic subspace identification algorithm (N4SID) was applied to the response data and the results are summarized in Fig. 6 . In (a) we see the estimated impulse response (average) and its corresponding power spectrum in (b). We observe the"average" identified power spectrum in (b) as well as the extracted modal (poles) frequencies (squares) from the identified model system matrix (ˆ). The SVDorder test is shown in (c). This test does not reveal a welldefined order; however, based on our prior knowledge of the cylinder and its modes, we decided to select a 28 ℎ -order (14-mode) representation as adequate. The estimated modal frequencies obtained from the discrete-to-continuous transform ( → : = 1 △ ln ) are also listed in the figure. We note that they are quite reasonable and are given in Table 1 with their corresponding relative (to the theoretical frequencies) errors. Finally, we validate the realization by comparing the raw, pre-processed and identified spectra along with the corresponding (identified) poles shown in Fig. 7 . Here it is clear from the figure and the table that the subspace identifier has extracted the primary modal frequencies from the noisy MIMO vibrational data.
In order to investigate the potential real-time performance of the subspace approach, the pre-processed data is buffered into 20 -sample windows with the N4SID-method applied using a 28 ℎ -order model to fit the MIMO data buffers. Using the identified 14-mode model, the power spectrum is estimated along with the poles (" + ") obtained from the transformed eigenvalues of the A-matrix as shown in Fig. 8 (a) . At each step (window buffer), the estimated poles are displayed in (b) as circles with embedded "+" symbols along with the theoretical poles shown as thick bars in the figure. Tracking is achieved (visually) for a given modal frequency, if the circles Fig. 7 . Stochastic realization of cylindrical object (pipe) power spectral: raw, processed and identified spectra with poles and modal frequencies.
lie within or near the thick bars. Even with the limited buffer data, the N4SID-approach appears to reliably "track" the poles mimicking the expected performance of this approach for a real-time system.
The ensemble statistics for the 14-mode identification are shown in Fig. 9 where we see the corresponding scatter plot in (a) along with the corresponding 99.9% confidence interval about the mean modal frequency. Clearly the estimates are reasonably precise as shown in (a). In Fig. 9(b) we observe the corresponding modal frequency histogram with most of the identified frequency bins heavily populated indicating very high probabilities of the "theoretical" modal frequencies estimated by the subspace tracker.
Post-processing of the tracking frequencies are shown in Figs. 10 for the 14-mode tracks. It is clear from the figures that by post-processing (off-line), the modal frequency tracks are improved from those provided on-line primarily because of the availability of the "batch" statistics. That is, the batch post-processor performing both outlier correction and tracker smoothing is superior to the on-line tracks of Fig. 10 primarily because the ensemble statistics of 25 data windows are now available to improve the estimates as shown in the figure. The light diamonds in the figure are the theoretical or considered the "true" values of the poles-those circles on or close to these represent excellent estimates of the modal frequencies. The darker diamonds are the batch median estimates giving a visual precision estimate of the modal frequencies.
Next we calculate the various validation metrics to observe how well they predict/validate a reasonable realization of this data. The results are shown in Table 2 .0 below. From the table we examine the average results of each of the statistics. Over an ensemble of 25-realizations and deterministic subspace identifications, the average residual error is 1.3 × 10 −11 as expected since the synthesized signal is essentially deterministic (100 dB SNR). The calculated model errors are reasonable for the corresponding average, standard deviation and MAD statistics on the order of 10 −3 corresponding to less than 1% error. We also performed a zero-mean test with the results quite good along with the WSSR-test and again the results were quite reasonable substantiating the "matches" shown in the figures. This completes the case study of a vibrating cylindrical (pipe) structure. In this paper we have discussed the development of techniques to monitor the modal frequency performance of a cylindrical object subjected to random vibrations created by a impact hammer-like surface. It was demonstrated that modal frequencies could be extracted using spectral estimators coupled to a simple peak detection scheme leading to the development of a sophisticated Kalman-filter based tracker. This was achieved in both single and multi-channel accelerometer measurements. Spectral estimators in the single channel cases ranging from a very simple windowed-FFT to the sophisticated MUSIC algorithm requiring a singular value decomposition of a data matrix. A variety of more sophisticated estimators terminating with the MUSIC approach were available and executed with reasonable performance over an ensemble of data measurements. The objective is to find the simplest yet effective method for potential real-time deployment.
The multi-channel (tri-axial accelerometer) was also investigated required three separate applications in the single channel processors. Here it was shown that understandably each some of the cylinder modes were extracted in one direction (e.q. radially) while not in another (e.g. axially). A sophisticated multi-channel subspace processor was applied directly to this noisy data set with good results. Here because of its ability to capture all of the modal frequencies available, the subspace processor extracted and tracked each of the underlying modal frequencies quite well motivating us to explore potential simplifications for operation in a real-time environment. 
