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Abstract
Coronary artery disease (CAD) is a main cause of death in
the world. Finding cost-effective methods to predict CAD
is a major challenge in public health. In this paper, we
investigate the combined effects of genetic polymorphisms
and non-genetic factors on predicting the risk of CAD by
applying well known classification methods, such as Baye-
sian networks, naïve Bayes, support vector machine, k-
nearest neighbor, neural networks and decision trees. Our
experiments show that all these classifiers are comparable
in terms of accuracy, while Bayesian networks have the
additional advantage of being able to provide insights into
the relationships among the variables. We observe that the
learned Bayesian Networks identify many important
dependency relationships among genetic variables, which
can be verified with domain knowledge. Conforming to
current domain understanding, our results indicate that
related diseases (e.g., diabetes and hypertension), age and
smoking status are the most important factors for CAD
prediction, while the genetic polymorphisms entail more
complicated influences. 
Keywords:
Coronary artery disease, single nucleotide polymorphisms, 
data mining, machine learning, Bayesian networks.
Introduction
Coronary artery disease (CAD) is the most common form
of heart disease in America and Europe [1, 2]. It occurs
when the arteries that supply blood to the heart muscles
(coronary arteries) become hardened and narrowed. The
major risk factors documented for CAD include related
diseases (e.g., diabetes and hypertension), family history,
gender, plasma lipid, etc [3]. 
Research in predicting the risk of CAD usually relies on
medical profile and family history information. For exam-
ple, Lapuerta et al [4] used seven different mean lipid values
with the neural networks method to predict the occurrence
of a complication of CAD. Wilson et al [5] predicted the risk
of CAD by identifying risk categories and statistical tests,
e.g., linear regression and logistic regression. 
With the rapid advancement of biomedical technologies,
now we can combine genetic information, such as microar-
ray-based genotyping, to predict the disease risk. This
integrative approach gives us better understanding of the
fundamentals of the disease. Tham et al [6] combined
medical profile, family history and microarray-based
genotyping information in a neural network committee
approach to predict the risk of CAD, and achieved reason-
ably good results. 
In this work, we studied a set of profiles with comprehen-
sive genetic polymorphism data and non-genetic data,
collected with respect to CAD risk analysis. The objective
is not only to predict the risk of CAD, but also to infer the
dependency relationships among the relevant domain vari-
ables. We compared the prediction of several well known
classifiers, including Bayesian networks, naïve Bayes,
support vector machine (SVM), k-nearest neighbor, neural
networks and decision trees. We experimented with pre-
dictions on the non-genetic and genetic factors separately,
as well as collectively. Two feature selection methods
based on Chi-squared test and Gain Ratio show that the
non-genetic information, such as diabetes, hypertension,
smoking status, and age, are more important for CAD
prediction.
To study the dependency relationships among variables,
we examined the structure of the learned Bayesian Net-
work. We observed that the learned network identifies
important dependency relationships among variables.
Most of these relationships can be verified from the infor-
mation on gene polymorphisms (e.g. polymorphisms at
different locations in a single gene). Some other depen-
dency relationships deserve further investigation. To our
best knowledge, this is the first work to examine the rela-
tionships among both genetic and non-genetic variables in
the CAD domain with a probabilistic graphical model
(Bayesian networks in particular).
Background
Bayesian networks are graphical tools for modeling uncer-
tainty and inferring causal relationships among the
variables. The nodes in a Bayesian network represent the
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variables in the target domain. The links between nodes
represent probabilistic dependencies among different vari-
ables, and often imply causal relationships. Together, the
graphical representation models qualitative information,
while the conditional probability table in each node mod-
els quantitative information in the domain. 
Bayesian networks can be constructed entirely from
domain knowledge, but the process can be very time-con-
suming. To overcome this problem, there are many
research efforts to build Bayesian networks from data [7-
9]. For example, to learn the structure of a Bayesian Net-
work, a family of score-based algorithms search through
potential network spaces for the network with the best
score using some pre-defined scoring function. The scor-
ing function usually reflects how well a network topology
fits the data set, e.g., Bayesian Information Criterion (BIC)
[10]. Search methods may range from greedy search to
exhaustive search, although the latter is not always feasible
for Bayesian networks with moderately large number of
variables. Other BN structure learning methods include
constraint-based learning algorithms that infer network
topology based on dependencies among variables. These
dependencies are measured by pre-defined statistical tests. 
In this study we also considered other major classification
algorithms. Naïve Bayes is a probability-based classifica-
tion method that assumes all the features are independent
of each other given the class. A support vector machine
(SVM) finds the optimal decision plane by selecting the
fewest instances as the support vectors with the largest
margin in the feature space. It is one of the most effective
classification methods to date, although it sometimes suf-
fers in the presence of noisy data. Neural networks are a
type of black-box methods which can approximate any
continuous function to arbitrary accuracy provided that the
model has sufficiently large number of nodes and the
parameters of the model are chosen properly. K-nearest
neighbor classifiers are instance-based methods. They
make predictions based on the distances between the test
data and the training data. The decision tree method is a de
facto classification method to evaluate other classification
methods. It is recursively built based on the information
gain of the features.
CAD prediction
The heart disease data set
The data set used in the study is an expanded version of
what was originally collected from a Singaporean hospital
for predicting CAD using neural networks [6]. It contains
information from 2,949 medical profiles. There are 41
variables for each profile, including 10 non-genetic risk
factors and 30 candidate gene polymorphisms. The term
“non-genetic factors” is loosely used here to include all
risk factors that are not directly collected from genotyping.
Some non-genetic factors are clearly non-genetic in nature,
such as smoking; but some are implicitly related to traits
that may be genetic in nature, such as race and family his-
tory of disease. Eight of these non-genetic factors are
discrete variables and two others are continuous variables.
The distributions of continuous variables Age and body
mass index (BMI) roughly follow the normal distribution.
Both of them are discretized into 9 equal-width categories
separately. The non-genetic risk factors are summarized in
Table 1. 
Table 1- The summary of the non-genetic variables
Each medical profile also contains 30 candidate gene poly-
morphisms.  Studies have indicated that these gene
polymorphisms may affect the patient's chance of develop-
ing CAD in Caucasian populations [3]. However, the
influences of these genes on Asians (Chinese, Indian and
Malay in this study) are unclear. Most of these variations
are single nucleotide polymorphisms (SNPs), but there are
also a few indels of longer base pairs. In this data set, each
gene marker has 3 possible polymorphisms. Some of these
markers are different polymorphisms located in various
regions of a single gene. We list them in Table 2. Obvi-
ously, the included genetic attributes that may affect the
chance of suffering from CAD are non-exhaustive. 
The class label is CAD, with 0 denoting healthy subjects
and 1 denoting patients suffering from CAD. Classifica-
tion of CAD is based on the presence of at least 50%
narrowing in at least one of the major coronary arteries by
angiography.  Of the 2,949 subjects, 1,462 or 49.6%, are
constituted by patients diagnosed with Coronary Artery
Disease at the time of data collection; the rest of the sub-
jects were considered healthy at the time of recruitment. 
Prediction results
We applied the classification algorithms implemented in
the WEKA [11] software package. The entire data set was
randomly split into 10 folds for cross-validation. The fol-
lowing results are based on the same 10 folds of data.
Code # of states Remarks
CAD 2  Healthy or diseased
SEX 2  Male or female
RACE 3  Chinese, Indian and Malay
DM 2 Diabetes, healthy or diseased
HY 2 Hypertension
SM 2 Smoker and non-smoker
FCAD 2 Family history of CAD
FDM 2 Family history of diabetes
FHY 2 Family history of 
hypertension
AGE continuous 
CBMI continuous  body-mass index
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Sensitivity is defined as TP/(TP + FN), specificity as TN/
(TN + FP), and prediction accuracy as (TP + TN)/(TP + FP
+ TN + FN), where TP, TN, FP and FN denote the numbers
of the true positives, true negatives, false positives, and
false negatives, respectively. 
Table 2 - Candidate genetic polymorphisms
Table 3 - Prediction results (Non-genetic variables only)
To study the effects of non-genetic and genetic factors, we
performed three sets of experiments: prediction with non-
genetic factors only, with genetic polymorphisms only, and
with all the variables. The results are shown in Table 3 ~ 5.
Table 4 - Prediction results (Gene polymorphism only)
Code Gene Description
G1 Angiotensin 
Converting 
Enzyme
Enzyme
involved in 
metabolism of 
angiotensin
G2 Angiotensinog
en receptor
G3 Angiotensinog
en
Precursor of 
the hormone 
angiotensin
G4 – G8 Apolipoprotei
n B (ApoB)
Protein 
associated
with
cholesterol
G9 – G10 Lipoprotein 
Lipase
Enzyme that 
breaks down 
fat
G11 – G12 Antithrombin 
III
Anticoagulati
ng factor
G13 – G18 Fibrinogen Molecule that 
forms the 
blood clot
G19 – G20 Factor VII Precursor of 
blood clot 
formation
G21 – G22 Apolipoprotei
n A1
Protein 
associated
with
cholesterol
G23 Glycoprotein 
3A
G24 5,10-
methylenetetr
ahydrofolate 
reductase
G25 Connexin Protein that 
composes
vertebrate gap 
junctions
G26 Cholesteryl 
ester transfer 
protein
Protein 
involved in 
cholesterol
homeostasis
G27 – G30 ATP-binding 
cassette A1 
(ABCA1)
Protein 
involves in 
cellular lipid 
removal
Algorithm Sensitivity Specificity Accuracy
Bayesian
Network
0.886 0.887 0.887
Decision Tree 
(J48)
0.884 0.884 0.884
K nearest 
neighbors
0.854 0.896 0.875
Naïve Bayes 0.883 0.886 0.884
SVM 0.896 0.879 0.887
NN (MLP) 0.871 0.853 0.862
Algorithm Sensitivity Specificity Accuracy
Bayesian
Network
0.660 0.619 0.640
Decision Tree 
(J48)
0.625 0.571 0.598
K nearest 
neighbors
0.603 0.566 0.584
Naïve Bayes 0.672 0.608 0.640
SVM 0.713 0.634 0.653
NN (MLP) 0.611 0.599 0.605
Code Gene Description
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Table 5 - Prediction results (All variables)
With the same set of variables, the classifiers are generally
comparable to one another in terms of prediction accuracy,
with SVM showing a slight advantage, and K nearest
neighbors being the worst. Further study showed that the
resulting receiver operating characteristics (ROC) curves
of these classifiers are similar as well. The improvement of
these results over those reported by Tham et al [6] may be
attributed to the different classification algorithms, and
that more data was collected in this study, and thus the pat-
terns in the data are more representative.
The prediction results based on only non-genetic variables
are comparable to those based on the entire data set, while
the results based on only genetic polymorphisms are con-
siderably worse than the other two. This indicates that in
our setting, non-genetic factors have more significant
effects on the risk of CAD. There are two possible reasons
for this phenomenon. One is that the set of genetic poly-
morphisms in our data may be a poor representation of the
overall genetic factors for CAD, for it does not cover all
possible relevant genes. Another reason is that some of the
genetic effects were already expressed through the “non-
genetic” variables such as race, family history and related
diseases. The interactions of genes with other factors, such
as smoking and diet habit, are also important. But these
interactions are too complex to be analyzed by classifica-
tion algorithms alone.
Feature selection
To further improve the prediction results, and to identify
statistically significant variables, we applied two feature
selection algorithms – Chi Squared and Gain Ratio – on
the data set. For the most part these two algorithms agree
with each other on the ranking of the variables in terms of
significance.
Most of the non-genetic variables are highly ranked,
except for the family history variables, with FHY (family
history of hypertension) being the lowest ranked variable
with both algorithms. Domain experts suggested that it
may be due to data collection limitation, as the values of
these variables come from the subjects’ recalled history,
instead of medical records. Most of the genetic polymor-
phism variables are ranked lower than non-genetic
variables. Our final selected variable set consists of all
non-genetic variables except for FHY, as well as G4, G17,
G23, G26 and G30 from genetic polymorphisms variables.
As shown in Table 6, we see a general though slight
improvement of prediction accuracy in the new round of
classification experiments with feature selection. 
Table 6 - Prediction results (with selected features)
Dependency relationships identified from Bayesian 
network 
Many classification algorithms used in our study are
“black box” algorithms. Although they gave reasonably
good results, it is difficult to interpret the models built
from data. The Bayesian network, on the other hand,
includes a graphical representation of the dependency rela-
tionships among variables in the problem domain. Figure 1
shows the Bayesian network learned from all the variables
using score-based algorithm with hill climbing, without
any input of domain knowledge.
The model identifies many important dependency relation-
ships among genetic variables in the study. Some of the
polymorphism variables in the group show high dependen-
cies among one another. For example, G13 – G18 are
highly correlated to one another and they are closely-con-
nected in the learned Bayesian network. Domain
knowledge confirms that G13-G18 are six SNPs in differ-
ent locations of the same gene Fibrinogen. Another
identified group is G27 – G30, which are SNPs in the
ABCA1 gene. This group is associated with both “race”
and related diseases, which agrees with a prior study on
ABCA1 polymorphisms in local population  [12].
Our network also identified other patterns, one of which is
that some of the gene polymorphisms are irrelevant to
CAD when the race of the subject is known in the studied
population. For example, G1 (polymorphism in Angio-
tensin Converting Enzyme) is shown to be blocked from
CAD by race. This finding is reasonable since G1 is a
silent indel (287 bp, at Intron 16). Therefore, while it is
Algorithm Sensitivity Specificity Accuracy
Bayesian
Network
0.897 0.882 0.889
Decision Tree 
(J48)
0.884 0.884 0.884
K nearest 
neighbors
0.772 0.865 0.819
Naïve Bayes 0.889 0.879 0.884
SVM 0.895 0.889 0.892
NN (MLP) 0.877 0.874 0.875
Algorithm Sensitivity Specificity Accuracy
Bayesian
Network
0.902 0.883 0.892
Decision Tree 
(J48)
0.884 0.888 0.886
K nearest 
neighbors
0.847 0.898 0.873
Naïve Bayes 0.901 0.881 0.891
SVM 0.889 0.889 0.889
NN (MLP) 0.869 0.856 0.863
1222
Q. Chen et al. / Predicting Coronary Artery Disease with Medical Profile and Gene Polymorphisms Data
very likely to be correlated with race, it is unlikely to have
an impact on the risk of CAD. Another similar example is
the pair G11 and G12, which are both polymorphisms at
ATIII. G11 is a 76 bp polymorphism at the 5’ un-translated
region, while G12 is a silent indel at intron 5.
In addition to the known correlations, the learned Bayesian
Network also shows some interesting unknown patterns.
For example, there is a strong dependency between G3
(SNP in Angiotensinogen) and G23 (SNP in Glycoprotein
3A). Whether this is a mere artifact or an indication of
actual correlation requires further study.
Sensitivity analysis on the final network shows that the top
four risk factors for CAD are diabetes, hypertension,
smoking status and age, which conform to domain knowl-
edge. No gene polymorphisms are highly ranked in the
analysis, which indicates that no single gene makes a
major contribution to the risk of CAD. This is certainly a
valid finding since CAD is a complex disease with multi-
factorial etiology and polygenic. No single gene is there-
fore expected to contribute substantially to the disease risk
except in the case of familial hypercholesterolemia.
4. Discussion and future work
The combined effects of genetic and non-genetic factors
on the risk of CAD have not been extensively studied in
the medical domain. We have applied six well-known clas-
sification algorithms for CAD risk prediction in
Singapore. Our experiments showed that the prediction
results are better than those in a previous study. We have
also identified some interesting patterns in the variables.
The Bayesian network constructed from structure learning
identified some correlated groups among the genetic fac-
tors. Most of them can be explained by relevant domain
information. In addition, some gene polymorphisms are
shown not to have significant correlation with CAD pre-
diction in the studied population based on the data set
used. The identified dependency relationships among the
genetic factors from the learned Bayesian network call for
further studies.
Our experiments showed that non-genetic variables have a
more direct influence on CAD, while the effects of genetic
factors are more complicated and subtle. This agrees with
the general belief that no single gene is a major determinant
factor for CAD. The interaction of genetic factors with
non-genetic factors, such as smoking, diet and physical
activity habit, are important for the disease risk prediction.
The statistical analysis in our experiments has successfully
identified several genetic and non-genetic factors that have
significant influence respectively on CAD. However, the
interplay of these two groups of factors and their combined
effects are still unclear. Our study showed that classifica-
tion algorithms alone may prove to be inadequate in this
regard. Bayesian networks, on the other hand, have shown
some promising results as effective exploratory data analy-
sis tools. We are also looking at other probabilistic
graphical models with richer representation power, e.g.,
Probabilistic Relational Models [13], that may give us fur-
ther insights into this problem.
Figure 1 - The learned Bayesian Network
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