Combinatorial properties of Temperley Lieb algebras by Pesiri, Alfonso
ar
X
iv
:1
31
0.
06
34
v2
  [
ma
th.
CO
]  
3 O
ct 
20
13
UNIVERSITA` DEGLI STUDI DI ROMA
“TOR VERGATA”
Facolta` di Scienze Matematiche, Fisiche e Naturali
Dipartimento di Matematica
Dottorato di Ricerca in Matematica - Ciclo XXIV
Combinatorial properties of
Temperley–Lieb algebras
Alfonso Pesiri
A.A. 2010/2011
Docente Guida: Prof. Francesco Brenti
Coordinatore: Prof. Filippo Bracci
Contents
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1 Coxeter groups 3
1.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Definition of Coxeter group . . . . . . . . . . . . . . . . . . . 4
1.3 Length function and Bruhat order . . . . . . . . . . . . . . . . 5
1.4 The word property . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 The symmetric group . . . . . . . . . . . . . . . . . . . . . . . 8
1.6 The hyperoctahedral group . . . . . . . . . . . . . . . . . . . . 10
1.7 Restricted permutations . . . . . . . . . . . . . . . . . . . . . 11
2 Hecke algebras 13
2.1 Definition of Hecke algebra . . . . . . . . . . . . . . . . . . . . 13
2.2 R–polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Kazhdan–Lusztig polynomials . . . . . . . . . . . . . . . . . . 19
I
3 The generalized Temperley–Lieb algebra TL(X) 25
3.1 Definition of generalized Temperley–Lieb algebra . . . . . . . 25
3.2 The polynomials Dx,w . . . . . . . . . . . . . . . . . . . . . . 27
3.3 The projection property . . . . . . . . . . . . . . . . . . . . . 33
4 Combinatorial properties of TL(X) 36
4.1 Combinatorial properties of Dx,w . . . . . . . . . . . . . . . . 36
4.2 Combinatorial properties of ax,w . . . . . . . . . . . . . . . . . 50
4.3 Combinatorial properties of Lx,w . . . . . . . . . . . . . . . . . 57
A Coxeter systems 66
A.1 Finite irreducible Coxeter systems . . . . . . . . . . . . . . . . 66
A.2 Affine Coxeter systems . . . . . . . . . . . . . . . . . . . . . . 68
Bibliography 70
II
Introduction
The Temperley–Lieb algebra TL(X) is a quotient of the Hecke algebra H(X)
associated to a Coxeter group W (X), X being an arbitrary Coxeter graph.
It first appeared in [TL71], in the context of statistical mechanics (see, e.g.,
[Jon85]). The case X = A was studied by Jones (see [Jon87]) in connection
to knot theory. For an arbitrary Coxeter graph, the Temperley–Lieb alge-
bra was studied by Graham. More precisely, in [Gra] Graham showed that
TL(X) is finite dimensional whenever X is of type A,B,D,E, F,H and I. If
X 6= A then TL(X) is usually referred to as the generalized Temperley–Lieb
algebra.
The algebra TL(X) has many properties similar to the Hecke algebra H(X).
In particular, it is shown in [GL99] that TL(X) inherits an involution from
H(X) and that it always has a basis, indexed by the fully commutative
elements of W (X), with some remarkable properties, called an IC basis
(see [Du96] and [GL99]). Thus, one has two families of polynomials, in-
dexed by pairs of fully commutative elements of W (X), which are anal-
ogous to the Kazhdan–Lusztig and R–polynomials of H(X). Although the
Kazhdan–Lusztig andR–polynomials have been extensively studied (see, e.g.,
[Jon09a], [Gre09], [Woo09], [Jon09b],[Bre09a], [Inc07],[Del06], [Inc06],[BI06],
[BCM06],[Xi05], [Bre03],[Bre04], [dC02],[War01], [Bre00], [dC99], [Pol99a],
[Bre98c], [Bre97a], [dC96], [Tag95a], [Las95], [Bre02a], [Bre98a], [Boe88a],
[BW01], [BW03], [Boe88b], [Bre98b], [BS00], [Bre02b], [Car94], [Cas03],
[Deo85], [Deo90], [Dye93], [Dye97], [KL00], [LS81], [LT00], [Mar02a], [Pol99b],
[SSV98], [Tag95b], [Zel83]) and TL(X) plays an important role in several ar-
eas and has also been extensively studied (see, e.g., [Gra], [Jon87], [FG97],
[Gre98], [Fan96], [GL00], [Wes95], [Fan95], [Mar88], [Lev90], [Mar90], [Deg91],
[Lic92], [Tem93], [Lin96], [CJ03], [KT03], [Vin06], [Nic06], [Zha06], [Abr08],
[KL08], [FK09], [Zha09]), these polynomials have not been investigated very
much. Our purpose in this work is to begin the study of these polynomials
from a combinatorial point of view. More precisely we obtain recursions,
non–recursive formulas, symmetry properties, and expressions for the con-
stant terms, of these polynomials. To do this, we need to study some aux-
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iliary polynomials (which have no analogue in H(X), and which in some
sense express the relationship between H(X) and TL(X)) which were first
defined in [GL99]. Most of our results hold for every finite irreducible or
affine non–branching Coxeter graph different from F˜4, although some hold
in full generality. Our results show that there is a close relationship between
Kazhdan–Lusztig and R–polynomials and their analogues in TL(X).
The organization of the thesis is as follows.
In Chapter 1 we fix the notation and recall the standard definitions and
results needed in the sequel. In particular, we introduce the notion of Coxeter
group, Bruhat order and present some basic examples. Finally we introduce
the concept of pattern–avoiding element. In Chapter 2 we briefly reproduce
part of theory developed in the celebrated work [KL79] concerning the Hecke
algebra associated to a Coxeter group. In Chapter 3 we define the generalized
Temperley–Lieb algebra TL(X) associated to a Coxeter group W (X) and
introduce the D–polynomials, which are a central tool in the study of the
combinatorial properties of the Temperley–Lieb algebra. Then we define two
other families of polynomials, namely {ax,w} and {Lx,w}, that arise naturally
in TL(X). In fact, they are the analogous of the well–known R–polynomials
and Kazhdan–Lusztig polynomials of H(X). Both these polynomials can
be studied in terms of D–polynomials. In Chapter 4 we prove a recurrence
relation for the D–polynomials, which holds in general, and we derive some
closed formulas in type A. Next, we prove our main result onD–polynomials,
which holds for every finite irreducible or affine non–branching Coxeter graph
X , except F˜4. We do the same for {ax,w} and {Lx,w}. For each family
of polynomials we give recursive formulas. The rest of the chapter deals
with lots of consequences of the main result for these polynomials, including
symmetry properties, and some combinatorial non–recursive formulas.
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Chapter 1
Coxeter groups
1.1 Notation
We collect here some notation that is adhered to throughout the book.
P the positive integers
N the non–negative integers
Z the integers
[n] the set {1, 2, · · · , n}
[±n] the set {±1, ±2, · · · ,±n}
|A| the cardinality of a set A
R[q] ring of polynomials with coefficients in R
[qi]P the coefficient of qi in P
δi,j the Kronecker delta: δi,j
def
=
1 if i = j;0 if i 6= j.
We write
def
= if we are defining the left hand side by the right hand side. The
symbol denotes the end of a proof or an example. Moreover, we put a
at the end of the statement of a result if the result is obvious at that stage
of reading.
3
1.2 Definition of Coxeter group
Let S be a finite set and let m be a matrix m : S × S → P ∪ {∞} such that
1. m(si, sj) = m(sj , si), for every si, sj ∈ S;
2. m(si, sj) ≥ 2 if i 6= j;
3. m(si, si) = 1, for every si ∈ S.
Then m is called a Coxeter matrix. Equivalently, m can be represented by a
Coxeter graph whose node set is S and whose edges are the unordered pairs
{si, sj} such that m(si, sj) ≥ 3. The edges with m(si, sj) ≥ 4 are labeled by
the number m(si, sj).
Example 1.2.1. Let S = {s1, s2, s3} and denote by m the Coxeter matrix1 4 24 1 3
2 3 1

Then, m corresponds to the Coxeter graph B3 (cf. Appendix A).
• 4
s1
•
s2 s3
•
Figure 1.1: Coxeter graph B3.
A Coxeter system is a pair (W,S) where W is a group with set of generators
S = {s1, · · · , sn} subject to the relations
(sisj)
m(si,sj) = e
where e denotes the identity element of W . Equvalently, W can be viewed
as the quotient FS/N where FS is the free group generated by S and N is
the normal subgroup generated by {(sisj)
m(si,sj) : si, sj ∈ S, m(si, sj) <∞}.
The cardinality of S is called the rank of (W,S).
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In the previous example, the group W determined by the Coxeter matrix m
has the presentation

s21 = s
2
2 = s
2
3 = e, ↔ m(si, si) = 1
s1s2s1s2 = s2s1s2s1, ↔ m(s1, s2) = 4
s3s2s3 = s2s3s2, ↔ m(s2, s3) = 3
s1s3 = s3s1, ↔ m(s1, s3) = 2
There exists a bijection between Coxeter system (W,S) and the Coxeter
graph X (or, equvalently, the Coxeter matrix m) associated to W (see, e.g.,
[BB05, Theorem 1.1.2]). Therefore we say that (W,S) is of type X . A
Coxeter system is said to be finite if |W | <∞ and irreducible if its Coxeter
graph is connected. In Appendix A we list all the finite irreducible and affine
Coxeter systems. A standard reference for these results is [Hum90].
1.3 Length function and Bruhat order
Let (W,S) be a Coxeter system. Each element v ∈ W can be written as
product of generators si ∈ S. We denote by ℓ(v) the minimal integer k such
that v can be written as a product of k generators. If v = si1 · · · sik and
ℓ(v) = k then k is called the length of v and si1 · · · sik is called a reduced
expression of v. We list some basic properties on the length function (see,
e.g., [BB05, Proposition 1.4.2]).
Proposition 1.3.1. Let u, v ∈ W . Then
(i) ℓ(e)
def
= 0;
(ii) ℓ(u) = 1 ⇐⇒ u ∈ S;
(iii) ℓ(u) = ℓ(u−1);
(iv) ℓ(uv) ≡ l(u) + ℓ(v) (mod 2);
(v) ℓ(us) = ℓ(u)± 1 for all s ∈ S.
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Denote by T the set {vsv−1, v ∈ W, s ∈ S}. An element t ∈ T is called
a reflection. Write u → v if there exists t ∈ T such that ut = v, with
ℓ(u) < ℓ(v). The Bruhat graph of (W,S) is the directed graph whose nodes
are the elements ofW . An ordered pair (u, v) is an edge if and only if u→ v.
It is possible to define a partial order relation on W .
Definition 1.3.2. Let u, v ∈ W . Then u ≤ v in the Bruhat order if there
exist ui ∈ W such that
u = u0 → u1 → · · · → uk = v.
Observe that the Bruhat order relation is the transitive closure of →. The
set {u ≤ y ≤ v : y ∈ W} is customarily denoted by [u, v].
Example 1.3.3. Denote by A2 the Coxeter graph with node set S = {s1, s2}
and unlabelled edge {s1, s2}. Then the group W (A2) has the diagram shown
in Figure 1.2 under the Bruhat order. To obtain the Bruhat graph of A2,
•
❄❄
❄❄
❄❄
❄❄
❄s1s2s1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
•
❖❖❖
❖❖❖
❖❖
❖❖❖
❖❖❖s1s2 •
♦♦
♦♦♦
♦♦♦
♦♦
♦♦♦
♦ s2s1
•
s1
e
❄❄
❄❄
❄❄
❄❄
❄ •
s2
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
•
Figure 1.2: Bruhat order of A2.
direct all edges of Figure 1.2 upward and add the edge e −→ s1s2s1.
The following fundamental property characterizes the Bruhat order relation
(see, e.g., [BB05, Theorem 2.2.2]).
Proposition 1.3.4 (Subword Property). Let v = s1 · · · sr be a reduced
expression. Then u ≤ v if and only if there exists a reduced expression
si1 · · · sik of u such that 1 ≤ i1 ≤ · · · ≤ ik ≤ r.
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Another property which characterizes the Bruhat order is the following,
which will be very useful in the sequel (see, e.g., [BB05, Proposition 2.2.7]).
Lemma 1.3.5 (Lifting Property). Let u, v ∈ W be such that u < v and
suppose s ∈ S such that vs < v and us > u. Then u ≤ vs and us ≤ v.
•
❄
❄
❄
❄
❄
❄
❄v
⑧⑧
⑧⑧
⑧
•
us
⑧⑧
⑧⑧
⑧
•
vs
❄
❄
❄
❄
❄
❄
❄
•u
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
Figure 1.3: The lifting property.
The Bruhat order relation gives W the structure of graded partially ordered
set, with the length fuction ℓ as rank function (see, e.g., [BB05, §2.2]).
A proof of the next result can be found in [BB05, Corollary 2.2.5 and Propo-
sition 2.3.4].
Proposition 1.3.6. Let W be a finite Coxeter group with maximum element
w0. Then the following are equivalent:
(i) u ≤ v;
(ii) u−1 ≤ v−1;
(iii) w0uw0 ≤ w0vw0.
In other words, Proposition 1.3.6 states that the mappings φ : u 7→ u−1 and
ψ : u 7→ w0uw0 are automorphism of the Bruhat order.
1.4 The word property
Let (W,S) be a Coxeter system with associated Coxeter matrix [m(si, sj)].
Define
αsi,sj
def
= sisjsisj · · ·︸ ︷︷ ︸
m(si,sj) factors
.
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Let u, v ∈ W . We say that u and v are linked by a braid–move if there
exist si, sj ∈ S such that u can be obtained from v by substituting αsi,sj for
αsj ,si. Moreover we say that u and v are linked by a nil–move if u can be
obtained from v by deleting a factor of the form sisi. In both cases we write
u ∼ v. The problem of deciding whether two expressions in the alphabet S
represents the same element in W is not trivial at all. A complete answer
to this question is given by the following general result (see, e.g., [BB05,
Theorem 3.3.1]).
Theorem 1.4.1 (Word Property). Let v ∈ W . Then any reduced expres-
sion for v can be obtained from any other by applying a finite sequence of
braid–moves and nil–moves.
Corollary 1.4.2. Let s1 · · · sr be an expression of v ∈ W . Then any reduced
expression for v can be obtained from s1 · · · sr by applying a finite sequence
of braid–moves and nil–moves.
Example 1.4.3. Let us consider the Coxeter graph drawn in Example 1.2.1.
Then, we have nil–relations
s21 = s
2
2 = s
2
3 = e
and braid–relations
s1s2s1s2 = s2s1s2s1, s3s2s3 = s2s3s2, s1s3 = s3s1.
Hence, a reduced expression for v = s2s3s2s1s1s3s2s1 can be obtained by a
sequence of three nil-moves and one braid-move, as shown below:
s2s3s2s1s1s3s2s1 ∼ s2s3s2s3s2s1 ∼ s3s2s3s3s2s1 ∼ s3s2s2s1 ∼ s3s1.
1.5 The symmetric group
For a proof of the results given in this section we refer to [BB05, §1.5].
The symmetric group Sn is the group of bijections of [n] to itself. An element
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τ ∈ Sn is called a permutation. We consider different standard notations for
a permutation τ . The first one is the matrix notation(
1 2 3 · · · n
τ1 τ2 τ3 · · · τn
)
and it means that τ : i 7→ τi. By taking only the second row of the above
matrix we get the one–line notation and we write τ = τ1 · · · τn. Another
notation is the disjoint–cylces notation. For instance, if τ = 432516 then we
write τ = (1, 4, 5)(2, 3) and omit the 1–cycles of τ . The product στ is defined
as the function composition σ ◦ τ . For example, (1, 3, 2)(3, 2) = (1, 3).
Consider as set of generators for Sn the set of the adjacent transpositions
S = {(i, i+1), i ∈ [n−1]}, and set si
def
= (i, i+1), for every i ∈ [n−1]. Denote
by An−1 the Coxeter graph having nodes {s1, · · · , sn−1} and unlabelled edges
{si, si+1}, for all i ∈ [n− 1] (cf. Appendix A).
•
s1
•
s2
•
s3
❴❴❴❴ •
sn−2 sn−1
•
Figure 1.4: Coxeter graph An−1.
Proposition 1.5.1. (Sn, S) is a Coxeter system of type An−1.
In fact, it is straightforward to verify that the generators s1, s2, · · · , sn−1
satisfy the Coxeter relations
s2i = e,
sisjsi = sjsisj if |i− j| = 1,
sisj = sjsi if |i− j| ≥ 2.
Let τ ∈ Sn and define
inv(τ)
def
= |{(i, j) ∈ [n]2 : i < j, τi > τj}|,
called the number of inversions of τ . The length and the number of inversions
of a permutation in the symmetric group are closely related, as explained by
the following result.
Proposition 1.5.2. Let τ ∈ Sn. Then ℓ(τ) = inv(τ).
Hence, the longest element, with respect to the length function, of Sn is
w0 = nn− 1 · · ·321.
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1.6 The hyperoctahedral group
For a proof of the results given in this section we refer to [BB05, §8.1].
The hyperoctahedral group SBn is the group of bijections σ of [±n] to it-
self such that σ(−i) = −σ(i), for all i ∈ [n]. An element in SBn is called
a signed permutation. We consider different standard notations for an ele-
ment σ ∈ SBn . The first one is the window notation: σ = [σ1, σ2, · · · , σn]
means that σ(i) = σi for every i ∈ [n]. A more compact notation is
often used: we write σ = |σ1| |σ2| · · · |σn| and put bar over an element
with a negative sign. For instance, 35412 corresponds to the signed per-
mutation [3,−5, 4, 1,−2]. Another notation is the disjoint–cylces notation.
For instance, if τ = [4,−3,−2, 5, 1, 6] then we write τ = (1, 4, 5)(2,−3),
and we omit the 1–cycles of τ . The product στ is defined as the func-
tion composition σ ◦ τ . Consider as set of generators for SBn the set S =
{(1,−1)} ∪ {(i, i + 1)(−i,−i − 1), i ∈ [n − 1]}, and set s0
def
= (1,−1),
si
def
= (i, i + 1)(−i,−i − 1), for every i ∈ [n − 1]. Denote by Bn the Cox-
eter graph having nodes {s0, · · · , sn−1}, unlabelled edges {si, si+1} for all
i ∈ [n− 2] and the edge {s0, s1} labelled by 4 (cf. Appendix A).
• 4
s0
•
s1
•
s2
❴❴❴❴ •
sn−2 sn−1
•
Figure 1.5: Coxeter graph Bn, n ≥ 2.
Proposition 1.6.1. (SBn , S) is a Coxeter system of type Bn.
In fact, it can be easily checked that the generators s1, s2, · · · , sn−1 satisfy
the Coxeter relations
s2i = e,
s0s1s0s1 = s1s0s1s0,
sisjsi = sjsisj if |i− j| = 1 and i, j ∈ [n− 1],
sisj = sjsi if |i− j| ≥ 2.
Let σ ∈ SBn and define
inv(σ)
def
= |{(i, j) ∈ [±n]2 : i < j, σi > σj}|,
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called the number of inversions of σ. The length function ℓB of S
B
n may be
expressed in many ways. A simple combinatorial description of ℓB is given
in [Bre94b, Proposition 3.1].
Proposition 1.6.2. Let σ ∈ SBn . Then
ℓB(σ) = inv(σ)−
∑
j∈[n]:σ(j)<0
σ(j).
Hence, the longest element of SBn is w0 = 1 2 · · · n.
1.7 Restricted permutations
Two numerical sequences α = (α1, · · · , αm) and β = (β1, · · · , βm) are said to
be order–isomorphic if αi < αj ⇐⇒ βi < βj, for all i, j ∈ [m]. Let π ∈ Sn
and τ ∈ Sk. An occurrence of τ in π is a subsequence 1 ≤ i1 ≤ · · · ≤ ik ≤ n
such that (πi1 , · · · , πik) is order–isomorphic to (τ1, · · · , τk). In this context
τ is usually called a pattern and we say that π is τ–avoiding if there is no
occurrence of τ in π. Denote by Sn(τ) the set {σ ∈ Sn : σ is τ–avoiding}.
For an arbitrary finite collection of patterns T , we say that π avoids T if π
avoids any τ ∈ T and denote by Sn(T ) the corresponding subset of Sn.
Throughout this work the 321–avoiding permutations of Sn will be of partic-
ular interest.
Definition 1.7.1. An element w ∈ W is fully commutative if any reduced
expression for w can be obtained from any other by applying braid–moves that
involve only commuting generators. We let
Wc
def
= {w ∈ W : w is a fully commutative element}.
We will denote by [x, w]c the set {y ∈ [x, w] : y ∈ Wc}.
As we have seen in Section 1.5, if X = An−1 then W = W (X) ≃ Sn. In
this case Wc(An−1) may be described as the set of elements of W (An−1)
all of whose reduced expressions avoid substrings of the form sisi±1si, for
all si ∈ S (see [Ste96, Proposition 1.1]). The notion of fully commutative
element in type A can be reformulated in terms of pattern–avoidance. A
proof of the next result can be found in [BJS93, Theorem 2.1]).
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Proposition 1.7.2. The sets Sn(321) and Wc(An−1) coincide. Moreover
|Wc(An−1)| = Cn, where Cn
def
= 1
n+1
(
2n
n
)
denotes the n–th Catalan number.
A similar result holds for Wc(Bn). Since the general definition of signed
pattern–avoidance in type B is quite complicated, we prefer to explain it by
examples. For instance, we say that an element w = w1w2 · · ·wn ∈ S
B
n avoids
the pattern 231 if there is no triple i < j < k such that −wj > wi > −wk >
0. For a proof of the following result we refer to [Ste97, Theorem 5.1 and
Proposition 5.9].
Proposition 1.7.3. The sets SBn ({12; 321; 321; 231; 231}) and Wc(Bn) co-
incide. Moreover |Wc(Bn)| = (n + 2)Cn − 1, where Cn
def
= 1
n+1
(
2n
n
)
denotes
the n–th Catalan number.
Let us now look at the maps φ : u 7→ u−1 and ψ : u 7→ w0uw0 defined in
Proposition 1.3.6.
Lemma 1.7.4. Let W (X) be a finite Coxeter group. Then
u ∈ Wc(X)⇐⇒ φ(u) ∈ Wc(X)⇐⇒ ψ(u) ∈ Wc(X),
for all u ∈ W (X).
Proof. The maps u 7→ w0uw0 and u 7→ u
−1 are Bruhat order automorphisms
(see [BB05, Proposition 2.3.4 and Corollary 2.3.6]). Moreover, both these
maps send Coxeter generators to Coxeter generators, since ℓ(u) = ℓ(u−1) =
ℓ(w0uw0) (see [BB05, Corollary 2.3.3]).
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Chapter 2
Hecke algebras
2.1 Definition of Hecke algebra
In this section we recall some basic facts about Hecke algebras H(X), X
being any Coxeter graph. A standard reference for this topic is [Hum90].
Let W (X) be the Coxeter group having X as Coxeter graph and S(X) as
set of generators. Throughout this work we will denote by εw the constant
(−1)ℓ(w), for every w ∈ W (X). Let A be the ring of Laurent polynomials
Z[q
1
2 , q−
1
2 ]. The Hecke algebra H(X) associated to W (X) is an A–algebra
with linear basis {Tw : w ∈ W (X)}. For all w ∈ W (X) and s ∈ S(X) the
multiplication law is determined by
TwTs =
{
Tws if ℓ(ws) > ℓ(w),
qTws + (q − 1)Tw if ℓ(ws) < ℓ(w),
(2.1)
where ℓ denotes the usual length function of W (X) (see Section 1.3). We
refer to {Tw : w ∈ W (X)} as the T–basis for H(X).
One easily checks that T 2s = (q − 1)Ts + qTe, being Te the identity element,
and so
T−1s = q
−1(Ts − (q − 1)Te). (2.2)
13
It follows that all the elements Tw are invertible, since, if w = s1 · · · sr and
ℓ(w) = r, then Tw = Ts1 · · ·Tsr .
Define a map ι : H → H such that ι(Tw) = (Tw−1)
−1, ι(q) = q−1 and extend
by linearity.
Proposition 2.1.1. The map ι is a ring homomorphism of order 2 on H(X).
Proof. It is straightforward to prove that ι2(Ts) = Ts, for all s ∈ S(X). We
will show that ι is a ring homomorphism. First, we show that
ι(TsTw) = ι(Ts)ι(Tw), for all w ∈ W (X) and s ∈ S(X). (2.3)
There are two cases to study: if ℓ(sw) > ℓ(w) then
ι(TsTw) = ι(Tsw) = (Tw−1s)
−1 = (Tw−1Ts)
−1 = (Ts)
−1 (Tw−1)
−1 = ι(Ts)ι(Tw).
If ℓ(sw) < ℓ(w) then let v
def
= sw, so that w = sv. Therefore Tw = TsTv. By
(2.1), we obtain
ι(TsTw) = ι(qTsw + (q − 1)Tw) = q
−1 (Tv−1)
−1 + (q−1 − 1) (Tw−1)
−1 .
On the other hand
ι(Ts)ι(Tw) = (Ts)
−1 (Tw−1)
−1 = q−1(Ts + 1− q) (Tw−1)
−1
= q−1Ts (Tw−1)
−1 + (q−1 − 1) (Tw−1)
−1 .
But (Tv−1)
−1 = Ts (Tw−1)
−1 ⇐⇒ Tw−1 = (Tv−1)Ts, which is obviousely true
by definition. Hence ι(TsTw) = ι(Ts)ι(Tw). Now we ready to prove that
ι(TxTw) = ι(Tx)ι(Tw) for all x, w ∈ W (X). Proceed by induction on ℓ(x). If
ℓ(x) = 1 then x = s′ ∈ S(X). If ℓ(x) > 1 then there exists s ∈ S(X) such
that ℓ(xs) < ℓ(x) and, by induction,
ι(TxTw) = ι(TxsTsTw) = ι(Txs)ι(TsTw).
Finally, by applying (2.3) and the induction hypotesis we get
ι(Txs)ι(TsTw) = ι(Txs)ι(Ts)ι(Tw) = ι(Tx)ι(Tw),
as desired.
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2.2 R–polynomials
In Proposition 2.1.1 we stated the existence of the involution ι in H(X). To
express the image of Tw under ι as a linear combination of elements in the
T–basis, one defines the so–called R–polynomials.
Theorem 2.2.1. Let w ∈ W (X). Then there exists a unique family of
polynomials {Rx,w}x∈W (X) ⊆ Z[q] such that
(Tw−1)
−1 = εwq
−ℓ(w)
∑
x≤w
εxRx,wTx, (2.4)
where Rw,w = 1 and Rx,w = 0 if x 6≤ w.
Proof. First, we prove the existence of the R–polynomials. If w = s ∈ S(X),
then the statement follows by (2.2) and so we set Re,s
def
= q−1. Now proceed
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by induction on ℓ(w). Set w = sv, so that εw = −εv and q
−ℓ(w) = q−ℓ(v)−1.
(Tw−1)
−1 = (Ts)
−1(Tv−1)
−1
=
1
q
(Ts − (q − 1)Te)(εvq
−ℓ(v)
∑
y≤v
εyRy,vTy)
= −εvq
−ℓ(v)−1
(
(q − 1)
∑
y≤v
εyRy,vTy −
∑
y≤v
εyRy,vTsTy
)
= εwq
−ℓ(w)
(q − 1)∑
y≤v
εyRy,vTy −
∑
y≤v
sy>y
εyRy,vTsy
+
− εwq
−ℓ(w)
∑
y≤v
sy<y
(qεyRy,vTsy + (q − 1)εyRy,vTy)

= εwq
−ℓ(w)
(q − 1)∑
y≤v
sy>y
εyRy,vTy − q
∑
y≤v
sy<y
εyRy,vTsy
+
−εwq
−ℓ(w)
∑
y≤v
sy>y
εyRy,vTsy

= εwq
−ℓ(w)
∑
x≤v
x<sx
εx((q − 1)Rx,v + qRsx,v)Tx +
∑
x≤v
sx<x
εxRsx,vTx
 ,
where we set sx = y. If sx < x, then we can define Rx,w
def
= Rsx,sw. Otherwise,
we set Rx,w
def
= qRsx,sw + (q − 1)Rx,sw. In both cases, Rx,w satisfies the
condition of the theorem.
The uniqueness of the R–polynomials is trivial.
We remark that in the proof of Theorem 2.2.1 is given an inductive method
to compute the R–polynomials.
Corollary 2.2.2. Let x, w ∈ W (X) such that x ≤ w and s ∈ S(X) such
that ℓ(sw) < ℓ(w). Then
Rx,w =
{
Rsx,sw, if ℓ(sx) < ℓ(x),
qRsx,sw + (q − 1)Rx,sw, otherwise.
(2.5)
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Obviously, there exists a right version of Corollary 2.2.2, with s occurring on
the right instead of the left.
Next, we state some basic facts about the R–polynomials.
Corollary 2.2.3. Let x, w ∈ W (X), x ≤ w. Then, Rx,w is a monic polyno-
mial of degree ℓ(w)− ℓ(x) such that Rx,w(0) = εxεw and Rx,w(1) = δx,w.
Proof. The statement follows from (2.5), by induction on ℓ(w).
Proposition 2.2.4. Let x, w ∈ W (X). Then
Rx,w(q
−1) = εxεwq
ℓ(x)−ℓ(w)Rx,w(q).
Proof. We proceed by induction on ℓ(w). Let ℓ(w) > 0 and let s ∈ S(X)
be such that sw < w. By (2.5), sx < x implies Rx,w(q) = Rsx,sw(q) and, by
induction, we have
Rsx,sw(q
−1) = εsxεswq
ℓ(sx)−ℓ(sw)Rsx,sw(q) = εxεwq
ℓ(x)−ℓ(w)Rx,w(q).
The case sx > x implies Rx,w(q) = qRsx,sw(q) + (q − 1)Rx,sw(q). We show
that
Rx,w(q
−1) = εxεwq
ℓ(x)−ℓ(w)(qRsx,sw(q) + (q − 1)Rx,sw(q)).
By induction, we achieve
Rx,w(q
−1) = q−1Rsx,sw(q
−1) + (q−1 − 1)Rx,sw(q
−1)
= q−1εsxεswq
ℓ(sx)−ℓ(sw)Rsx,sw(q) + (q
−1 − 1)εxεswq
ℓ(x)−ℓ(sw)Rx,sw(q)
= q−1εxεwq
ℓ(x)−ℓ(w)+2Rsx,sw(q)− (1− q)εxεwq
ℓ(x)−ℓ(w)Rx,sw(q),
= εxεwq
ℓ(x)−ℓ(w)(qRsx,sw(q) + (q − 1)Rx,sw(q)),
as desired.
Proposition 2.2.5. Let σ : H → H be such that σ(Tw) = εwq
−ℓ(w)Tw and
σ(q) = q−1. Then σ is an involution and ισ = σι.
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Proof. The proof that σ is a ring homomorphism of order 2 is similar to the
one given in Proposition 2.3 for ι.
Let us now prove that ισ = σι. By definition, σ coincides with ι on Z[q
1
2 , q−
1
2 ].
Moreover
ισ(Tw) = ι(εwq
−ℓ(w)Tw) = εwq
ℓ(w)(Tw−1)
−1 =
∑
x≤w
εxRx,w(q)Tx.
On the other hand,
σι(Tw) = σ(εwq
−ℓ(w)
∑
x≤w
εxRx,w(q)Tx) = εwq
ℓ(w)
∑
x≤w
q−ℓ(x)Rx,w(q
−1)Tx,
and the statement follows by applying Proposition 2.2.4.
The next property is needed in Proposition 4.2.9.
Proposition 2.2.6. Let w ∈ W (X). Then
∑
x≤w Rx,w = q
ℓ(w).
Proof. We proceed by induction on ℓ(w). The case ℓ(w) ≤ 1 is trivial. Hence,
suppose ℓ(w) > 1 and s ∈ S(X) such that sw < w. Then, by Corollary 2.2.2
and Lemma 1.3.5 we obtain∑
x≤w
Rx,w =
∑
x≤w
sx<x
Rx,w +
∑
x≤w
sx>x
Rx,w
=
∑
x≤w
sx<x
Rsx,sw +
∑
x≤w
sx>x
qRsx,sw + (q − 1)Rx,sw
=
∑
x≤w
sx<x
Rsx,sw +
∑
y≤w
y>sy
qRy,sw + (q − 1)Rsy,sw
= q
∑
x≤w
sx<x
Rsx,sw + q
∑
y≤w
y>sy
Ry,sw
= q
∑
y≤w
sy>y
Ry,sw + q
∑
y≤w
y>sy
Ry,sw
= q
∑
y≤w
Ry,sw
= q · qℓ(sw) = qℓ(w).
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2.3 Kazhdan–Lusztig polynomials
In this section we prove the existence and uniqueness of an ι–invariant basis
for H(X).
Theorem 2.3.1. There exists a unique basis {Cw : w ∈ W (X)} for H(X)
such that the following properties hold:
(i) ι(Cw) = Cw,
(ii) Cw = εwq
ℓ(w)
2
∑
x≤w εxq
−ℓ(x)Px,w(q
−1)Tx,
where {Px,w(q)} ⊆ Z[q], Pw,w(q) = 1 and deg(Px,w(q)) ≤
1
2
(ℓ(w)− ℓ(x) − 1)
if x < w.
Proof. First, we prove the existence of Cw by induction on ℓ(w). Assume
w 6= e and suppose that Cx has already been constructed, for every x < w.
Obviously, Ce = Te. Let s ∈ S(X) be such that sw < w and set w = sv. We
define
Cw
def
= CsCv −
∑
sz<z
µ(z, v)Cz, (2.6)
where µ(z, v)
def
= [q
ℓ(v)−ℓ(z)−1
2 ]Pz,v(q). Observe that (2.6) implies ι(Cw) = Cw.
In fact,
Cs = q
− 1
2Ts − q
1
2Te.
On the other hand,
ι(Cs) = ι(q
− 1
2Ts − q
1
2Te)
= q
1
2 (Ts)
−1 − q−
1
2Te
= q
1
2 (q−1(Ts − (q − 1)Te))− q
− 1
2Te
= q−
1
2Ts − q
1
2Te
and the invariance follows by induction on ℓ(w). Next, extract and equate
the coefficient of Tx on both sides of (2.6). A careful analysis of the left hand
side of (2.6) shows that the coefficient of Tx in CsCv is
[Tx](CsCv) =
{
εxεwq
−ℓ(x)q
ℓ(w)
2 (Psx,w(q
−1) + q−1Px,w(q
−1)), if ℓ(sx) < ℓ(x),
εxεwq
−ℓ(x)q
ℓ(w)
2 (q−1Psx,w(q
−1) + Px,w(q
−1)), otherwise,
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and that
[Tx]
(∑
sz<z
µ(z, v)Cz
)
= εxεwq
−ℓ(x)q
ℓ(w)
2
∑
sz<z
µ(z, v)q
−ℓ(z)
2 q−
ℓ(w)
2 Px,z(q
−1).
Combining these information we can express a basis element in the form
Cw = εwq
ℓ(w)
2
∑
x≤w
εxq
−ℓ(x)Px,w(q
−1)Tx, (2.7)
where we set
Px,w(q)
def
= q1−cPsx,sw(q)+ q
cPx,sw(q)−
∑
{z: sz<z}
q
ℓ(w)−ℓ(z)
2 µ(z, sw)Px,z(q), (2.8)
with c = 1 if sx < x and c = 0 otherwise. This is routine to check that the
polynomials defined by (2.8) satisfy the degree bound stated in the theorem.
Now we deal with the uniqueness part, assuming the existence and the in-
variance of Cw. The uniqueness of the element in (2.7) is equivalent to saying
that there is a unique choice for polynomials Px,w. We proceed by induction
on ℓ(w)− ℓ(x), where w ∈ W (X) is fixed. Assume that the Py,w can be cho-
sen in a unique way, for all x < y ≤ w. We will show that Px,w is uniquely
determined. Combining (2.7) with (2.4), we achieve
ι(Cw) = εwq
−ℓ(w)
2
∑
y≤w
εyq
ℓ(y)Py,w(q)(Ty−1)
−1
= εwq
−ℓ(w)
2
∑
y≤w
εyq
ℓ(y)Py,w(q)
(
εyq
−ℓ(y)
∑
x≤y
εxRx,yTx
)
= εwq
−ℓ(w)
2
∑
x≤w
( ∑
x≤y≤w
εxRx,yPy,w
)
Tx. (2.9)
On the other hand, ι(Cw) = Cw. Therefore, equating the coefficient of Tx in
(2.9) with the one in (2.7) we obtain
εxεwq
−ℓ(x)q
ℓ(w)
2 Px,w(q
−1) = εwq
− ℓ(w)
2
∑
x≤y≤w
εxRx,yPy,w. (2.10)
Multiplying both sides of (2.10) by q
ℓ(x)
2 and moving the term for y = x to
the left, we get
q
−ℓ(x)
2 q
ℓ(w)
2 Px,w(q
−1)− q
ℓ(x)
2 q−
ℓ(w)
2 Px,w(q) = q
ℓ(x)
2 q−
ℓ(w)
2
∑
x<y≤w
Rx,yPy,w. (2.11)
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The bound on the degree of Px,w implies that no cancellation occurs on
the left hand side of (2.11). Hence, we conclude that the polynomial Px,w
satisfying (2.11) is unique.
The polynomials {Px,w}x,w∈W (X) are the so–called Kazhdan–Lusztig polyno-
mials of W (X). In [Hum90, §7.9] it is shown that one can substitute the
basis {Cw : w ∈ W (X)} with the equivalent basis {C
′
w : w ∈ W (X)}, where
C ′w
def
= q−
ℓ(w)
2
∑
x≤w
Px,w(q)Tx. (2.12)
We will refer to the latter basis as the Kazhdan–Lusztig basis for H(X).
Observe that C ′w = εwσ(Cw), so that, by Proposition 2.2.5, we achieve
ι(C ′w) = εwισ(Cw) = εwσι(Cw) = εwσ(Cw) = C
′
w. (2.13)
The Kazhdan–Lusztig polynomials can be computed inductively by appealing
to the following result.
Proposition 2.3.2. Let x, w ∈ W (X) be such that x ≤ w. Then
qℓ(w)−ℓ(x)Px,w(q
−1) =
∑
y∈[x,w]
Rx,y(q)Py,w(q).
Proof.
ι(C ′w) = q
ℓ(w)
2
∑
x≤w
Px,w(q
−1) (Tx−1)
−1
= q
ℓ(w)
2
∑
x≤w
Px,w(q
−1)
(
εxq
−ℓ(x)
∑
y≤x
εyRy,x(q)Ty
)
= q
ℓ(w)
2
∑
y≤w
 ∑
x∈[y,w]
εxq
−ℓ(x)Ry,x(q)Px,w(q
−1)
Ty. (2.14)
The relation (2.13) implies that the coefficient of Ty in (2.14) and that of Ty
in (2.12) are the same, that is
q−ℓ(w)Py,w(q) =
∑
x∈[y,w]
εxq
−ℓ(x)Ry,x(q)Px,w(q
−1).
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Therefore,
ι(q−ℓ(w)Py,w(q)) = q
ℓ(w)Py,w(q
−1) =
∑
x∈[y,w]
εxq
ℓ(x)Ry,x(q
−1)Px,w(q),
and the statement follows by applying Proposition 2.2.4.
It is a routine exercise to prove the following properties (see, e.g., [BB05, §5,
Exercise 3 and Exercise 7(a)]).
Lemma 2.3.3. Let x, w ∈ W (X) be such that x ≤ w. If ℓ(w) − ℓ(x) ≤ 2
then
(i) Rx,w = (q − 1)
ℓ(w)−ℓ(x);
(ii) Px,w = 1.
Definition 2.3.4. Let x, w ∈ W (X) such that x < w. Define µ(x, w) ∈ Z
to be the top coefficient of Px,w, namely
µ(x, w)
def
= [q
ℓ(w)−ℓ(x)−1
2 ]Px,w.
If µ(x, w) 6= 0 then we write x ≺ w.
In the symmetric group S4 there are exactly two pairs of element (x, w) such
that x ≺ w. They are ([1, 3, 2, 4], [3, 4, 1, 2]) and ([2, 1, 4, 3], [4, 2, 3, 1]) (see
[Hum90, §7.12]). In both cases, by means of Proposition 2.3.2, one easily
checks that Px,w = q + 1.
The product of two Kazhdan–Lusztig basis elements may be computed by
means of the following well–known formula, which is implicit in the proof of
Theorem 2.3.1.
Proposition 2.3.5. Let s, w ∈ W (X), with s ∈ S(X). Then
C ′sC
′
w =
C ′sw +
∑
x≺w
sx<x
µ(x, w)C ′x if ℓ(sw) > ℓ(w);
(q
1
2 + q−
1
2 )C ′w otherwise.
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Moreover, the proof of Theorem 2.3.1 results in the following interesting
relation.
Theorem 2.3.6. Let x, w ∈ W (X) be such that x ≤ w, and let s ∈ S(X) be
such that sw < w. Then,
Px,w = q
1−cPsx,sw + q
cPx,sw −
∑
{z: sz<z}
q
ℓ(w)−ℓ(z)
2 µ(z, sw)Px,z, (2.15)
with c = 1 if sx < x and c = 0 otherwise.
An important consequence of Theorem 2.3.6 follows.
Corollary 2.3.7. Let x, w ∈ W (X) be such that x ≤ w, and let s ∈ S(X)
be such that sw < w. Then Px,w = Psx,w.
Proof. We proceed by induction on ℓ(w). If ℓ(w) ≤ 1 then Px,w = 1 by
Lemma 2.3.3. Let ℓ(w) > 1 and suppose that sx < x. Then, by (2.15), we
get
Psx,w = qPx,sw + Psx,sw −
∑
{z: sz<z}
q
ℓ(w)−ℓ(z)
2 µ(z, sw)Psx,z
= qPx,sw + Psx,sw −
∑
{z: sz<z}
q
ℓ(w)−ℓ(z)
2 µ(z, sw)Px,z,
= Px,w
since sz < z ≤ sw. The case x < sx follows similarly.
The following is needed in Proposition 4.1.9 (see [BB05, §5, Exercise 17]).
Proposition 2.3.8. Let x, w ∈ W (X). Then∑
x≤w
εxPx,w = δe,w.
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Proof. The case w = e is trivial. Suppose w 6= e. Let s ∈ S(X) such that
sw < w. Combining Proposition 2.3.7 and Lemma 1.3.5, we get∑
x≤w
εxPx,w =
∑
x≤w
sx<w
εxPx,w +
∑
x≤w
sx>x
εxPx,w
=
∑
x≤w
sx<x
εxPx,w +
∑
y≤w
sy<y
εsyPsy,w
=
∑
x≤w
sx<x
εxPx,w +
∑
x≤w
sy<y
εsyPy,w
=
∑
x≤w
sx<x
εxPx,w −
∑
y≤w
sy<y
εyPy,w = 0.
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Chapter 3
The generalized
Temperley–Lieb algebra TL(X)
3.1 Definition of generalized Temperley–Lieb
algebra
Throughout this section we will denote by X an arbitrary Coxeter graph.
Let si, sj ∈ S(X) and denote by 〈si, sj〉 the subgroup of W (X) generated by
si and sj . Following [Gra], we consider the two–sided ideal J(X) generated
by all elements of H(X) of the form∑
w∈〈si,sj〉
Tw,
where (si, sj) runs over all pairs of non–commuting elements in S(X) such
that the order of sisj is finite.
Definition 3.1.1. The generalized Temperley–Lieb algebra is
TL(X)
def
= H(X)/J(X).
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When X is of type A, we refer to TL(X) as the Temperley–Lieb algebra.
If we project the T–basis of H(X) to the quotient H(X)/J(X) we obtain
a basis for TL(X). Let tw = σ(Tw), where σ : H → H/J is the canonical
projection. A proof of the following can be found in [GL99].
Theorem 3.1.2. The Temperley–Lieb algebra admits an A–basis of the form
{tw : w ∈ Wc(X)}.
We call {tw : w ∈ Wc(X)} the t–basis of TL(X). By (2.1), it satisfies
twts =
{
tws if ℓ(ws) > ℓ(w),
qtws + (q − 1)tw if ℓ(ws) < ℓ(w).
(3.1)
Observe that it may be the case that ws 6∈ Wc(X). We will see in Proposition
3.2.1 how to handle this case.
The next result appears in [GL99, Lemma 1.4].
Lemma 3.1.3. The involution ι fixes the ideal J(X).
Proof. Let w ∈ 〈si, sj〉, with si, sj ∈ S(X) such that 2 < m(si, sj) < +∞.
Therefore w−1 ≤ w0(si, sj), where w0(si, sj) denotes the longest element in
〈si, sj〉. Hence, there exists u ∈ 〈si, sj〉 such that w0(si, sj) = w
−1u and
ℓ(w0(si, sj)) = ℓ(w
−1) + ℓ(u). Observe that the map w−1 7→ u is a bijection
of 〈si, sj〉. We have Tw0(si,sj) = Tw−1Tu, that is (Tw−1)
−1 = Tu
(
Tw0(si,sj)
)−1
.
Then
ι
 ∑
w∈〈si,sj〉
Tw
 = ∑
w∈〈si,sj〉
(Tw−1)
−1 =
 ∑
u∈〈si,sj〉
Tu
 (Tw0(si, sj))−1 ∈ J(X).
Therefore, we conclude that ι(J(X)) ⊆ J(X) and the statement follows.
From Lemma 3.1.3 it follows that ι induces an involution on TL(X), which
we still denote by ι, if there is no danger of confusion.
Proposition 3.1.4. The map ι is a ring homomorphism of order 2 such that
ι(tw) = (tw−1)
−1 and ι(q) = q−1.
26
3.2 The polynomials Dx,w
For the theory developed in this section we refer to [GL99] and to [Bre].
Proposition 3.2.1. Let w ∈ W (X). Then there exists a unique family of
polynomials {Dx,w}x∈Wc(X) ⊆ Z[q] such that
tw =
∑
x∈Wc(X)
x≤w
Dx,wtx,
where Dw,w = 1 if w ∈ Wc(X). Furthermore, Dx,w = 0 if x 6≤ w.
Proof. We proceed by induction on ℓ(w). First, observe that if x, w ∈ Wc(X)
then the statement is trivially true and this covers the case ℓ(w) ≤ 1. Now,
denote by w0(si, sj) the longest element in 〈si, sj〉, for all si, sj ∈ S(X)
such that m(si, sj) < ∞. Let ℓ(w) ≥ 2 such that w 6∈ Wc(X). Then
there exist si, sj ∈ S(X) and u, v ∈ W (X) such that m(si, sj) < ∞ and
w = uw0(si, sj)v, with ℓ(w) = ℓ(u) + ℓ(w0(si, sj)) + ℓ(v). Hence
tw = tutw0tv = tu
(
−
∑
x<w0
tx
)
tv = −
∑
x<w0
tutxtv.
Hence, tw is a linear combination of element ty = tutxtv, where y < w. By the
induction hypotesis, each term ty can be expressed as a Z[q]–linear combina-
tion of elements tz, with z < y, z ∈ Wc(X) and the statement follows.
To get a better feeling for how D–polynomials were defined, we compute
Dx,w step by step, in the case w = s1s2s3s2s1 ∈ W (A3).
Example 3.2.2. Let w = s1s2s3s2s1 = 1, 2, 3, 2, 1 ∈ W (A3). To compute
Dx,w(q) we need to combine (3.1) with the relation
tsisi+1si = −te − tsi − tsi+1 − tsi,si+1 − tsi+1,si.
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t1,2,3,2,1 = t1 · t2,3,2 · t1
= t1 · (−te − t2 − t3 − t2,3 − t3,2) · t1
= −t1 · t1 − t1,2,1 − t1,3 · t1 − t1,2,3,1 − t1,3,2,1
= −(qte + (q − 1)t1)− t1,2,1 − (qt3 + (q − 1)t1,3)− t1,2,1,3 − t3,1,2,1
= −qte − (q − 1)t1 + te + t1 + t2 + t1,2 + t2,1 − qt3 − (q − 1)t1,3 +
+ t3 + t1,3 + t2,3 + t1,2,3 + t2,1,3 + t3 + t1,3 + t3,2 + t3,2,1 + t3,1,2
= (1− q)te + (2− q)t1 + t2 + (2− q)t3 + (3− q)t1,3 + t1,2 +
+ t2,1 + t2,3 + t3,2 + t1,2,3 + t3,2,1 + t1,3,2 + t2,1,3.
Therefore we get De,w = 1 − q, Ds1,w = Ds3,w = 2 − q and Ds1s3,w = 3 − q.
Moreover, Dx,w = 1 for the rest of the elements x ≤ w.
The following proposition mirrors Theorem 2.2.1 in the context of the Temperley–
Lieb algebra.
Proposition 3.2.3. Let w ∈ Wc(X). Then there exists a unique family of
polynomials {ay,w}y∈Wc(X) ⊆ Z[q] such that
(tw−1)
−1 = q−ℓ(w)
∑
y∈Wc(X)
y≤w
ay,wty,
where aw,w = 1 and ay,w = 0 if y 6≤ w.
Proof. By Lemma 3.1.3 we get
(tw−1)
−1 = ι(tw) = ι(σ(Tw)) = ι(Tw + J) = ι(Tw) + J = T
−1
w−1
+ J.
28
Therefore, from Theorem 2.2.1, we achieve
T−1
w−1
+ J = εwq
−ℓ(w)
∑
x≤w
εxRx,wTx + J
= εwq
−ℓ(w)
∑
x≤w
εxRx,wtx
= εwq
−ℓ(w)
∑
x≤w
εxRx,w
∑
y∈Wc(X)
y≤x
Dy,xty
=
∑
y∈Wc(X)
y≤w
q−ℓ(w)
( ∑
y≤x≤w
εxεwRx,wDy,x
)
ty,
= q−ℓ(w)
∑
y∈Wc(X)
y≤w
ay,wty,
since the expression in the round brackets is a polynomial with integer coef-
ficients, depending only on the elements y and w.
The polynomials {ax,w} associated to TL(X) play the same role as the poly-
nomials {Rx,w} associated to H(X). They both represent the coordinates
of elements of the form ι(tw) (respectively ι(Tw)) with respect to the t–basis
(respectively T–basis). The next result is the analogue of a well–known re-
sult for the R–polynomials (see [Hum90, §7.8]). We follow the proof given in
[Bre].
Proposition 3.2.4. Let y, w ∈ Wc(X) be such that y ≤ w. Then
∑
x∈[y,w]c
qℓ(w)−ℓ(x)ay,x(q)ax,w(q
−1) = δy,w.
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Proof. From Proposition 3.2.3 we get
tw = ι(ι(tw)) = ι
(
t−1
w−1
)
= ι
q−ℓ(w) ∑
x∈Wc(X)
x≤w
ax,w(q)tx

= qℓ(w)
∑
x∈Wc(X)
x≤w
ax,w(q
−1)ι(tx)
= qℓ(w)
∑
x∈Wc(X)
x≤w
ax,w(q
−1) · q−ℓ(x)
∑
y∈Wc(X)
y≤x
ay,x(q)ty
=
∑
y∈Wc(X)
y≤w
 ∑
x∈[y,w]c
qℓ(w)−ℓ(x)ay,x(q)ax,w(q
−1)
 ty. (3.2)
Hence, the expression in the round brackets in (3.2) is equal to 1 if y = w
and 0 otherwise.
The generalized Temperley–Lieb algebra admits a canonical basis {cw : w ∈
Wc(X)} that is analogous to the Kazhdan–Lusztig basis {C
′
w : w ∈ W (X)}
of H(X). To introduce this new basis we need some definitions. Let L be
the free Z[q−
1
2 ]–module of TL(X) with basis {q−
ℓ(w)
2 tw : w ∈ Wc(X)} and
let π : L→ L/q−
1
2L be the canonical projection.
Definition 3.2.5. If there exists a unique basis {cw : w ∈ Wc(X)} for L
such that cw is ι–invariant and π(cw) = π(q
−
ℓ(w)
2 tw), then the basis {cw :
w ∈ Wc(X)} is called an IC basis for TL(X) with respect to the triple
({q−
ℓ(w)
2 tw}, ι, L).
The next results will enable us to state the existence of the IC basis for
TL(X), X being any Coxeter graph. Observe that the existence of such a
basis was established in [GL99].
Here we introduce a family of polynomials in a purely combinatorial way, as
explained in [Bre].
Theorem 3.2.6. Let w ∈ Wc(X). Then there exists a unique family of
polynomials {Lx,w}x∈Wc(X) ⊆ q
− 1
2Z[q−
1
2 ] such that
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(i) Lx,w = 0 if x 6≤ w;
(ii) Lx,x = 1;
(iii) Lx,w ∈ q
− 1
2Z[q−
1
2 ] if x < w;
(iv) Lx,w(q
− 1
2 ) =
∑
y∈[x,w]c
q
ℓ(x)−ℓ(y)
2 ax,y(q)Ly,w(q
1
2 ).
Proof. For the existence part, we proceed by induction on ℓ(w)− ℓ(x). Let
ℓ(w)− ℓ(x) > 0 and define p
def
= ι (Lx,w − ι(Lx,w)). Then
p = ι
 ∑
y∈(x,w]c
q
ℓ(x)−ℓ(y)
2 ax,y(q)ι(Ly,w)

=
∑
y∈(x,w]c
q
ℓ(y)−ℓ(x)
2 ax,y(q
−1)Ly,w
=
∑
y∈(x,w]c
q
ℓ(y)−ℓ(x)
2 ax,y(q
−1)
 ∑
z∈[y,w]c
q
ℓ(y)−ℓ(z)
2 ay,z(q)ι(Lz,w)

=
∑
z∈(x,w]c
ι(Lz,w)q
ℓ(z)−ℓ(x)
2
 ∑
y∈(x,z]c
qℓ(y)−ℓ(z)ax,y(q
−1)ay,z(q)

=
∑
z∈(x,w]c
ι(Lz,w)q
ℓ(z)−ℓ(x)
2
(
−qℓ(x)−ℓ(z)ax,z(q)
)
= −
∑
z∈(x,w]c
ι(Lz,wq
ℓ(x)−ℓ(z)
2 )ax,z(q) = −ι(p).
Hence, p is antisymmetric and the existence statement follows.
Next we prove the uniqueness part, assuming the existence of Lx,w. We
proceed by induction on ℓ(w)− ℓ(x), where w ∈ W (X) is fixed. Assume that
the Ly,w can be chosen in a unique way, for all x < y ≤ w. We will show
that Lx,w is uniquely determined. Consider equation (iv) and move the term
for y = x to the left, so that
Lx,w(q
− 1
2 )− Lx,w(q
1
2 ) =
∑
y∈(x,w]c
q
ℓ(x)−ℓ(y)
2 ax,y(q)Ly,w(q
1
2 ).
Observe that no cancellation occurs on the left hand side of (2.11), since
Lx,w(q
− 1
2 ) ∈ q−
1
2Z[q−
1
2 ]. Hence, we conclude that the polynomial Lx,w satis-
fying (iv) is unique.
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Theorem 3.2.7. Let X be an arbitrary Coxeter graph. Let w ∈ Wc(X) and
define
cw
def
=
∑
x∈Wc(X)
x≤w
q−
ℓ(x)
2 Lx,w(q
− 1
2 )tx.
Then {cw : w ∈ Wc(X)} is an IC basis for TL(X).
Proof. We have to show that every basis element cw satisfies the conditions
of Definition 3.2.5. First, π(cw) = π(q
− ℓ(w)
2 tw) since Lx,w = 1 ⇔ x = w and
Lx,w(q
− 1
2 ) ∈ q−
1
2Z[q−
1
2 ] if x < w (see Theorem 3.2.6). Second, we check that
cw is ι–invariant.
ι(cw) =
∑
x∈Wc(X)
x≤w
q
ℓ(x)
2 (Lx,w(q
1
2 ))ι(tx)
=
∑
x∈Wc(X)
x≤w
q
ℓ(x)
2
 ∑
y∈[x,w]c
q
ℓ(y)−ℓ(x)
2 ax,y(q
−1)Ly,w(q
− 1
2 )
 ι(tx)
=
∑
x∈Wc(X)
x≤w
 ∑
y∈[x,w]c
q
ℓ(y)
2 ax,y(q
−1)Ly,w(q
− 1
2 )
 q−ℓ(x) ∑
z∈Wc(X)
z≤x
az,x(q)tz
=
∑
z∈Wc(X)
 ∑
y∈Wc(X)
y≤w
q−
ℓ(y)
2
 ∑
x∈[z,y]c
qℓ(y)−ℓ(x)az,x(q)ax,y(q
−1)
Ly,w(q− 12 )
 tz.
Finally, by applying Proposition 3.2.4 we get
∑
z∈Wc(X)
 ∑
y∈Wc(X)
y≤w
q−
ℓ(y)
2 δz,yLy,w(q
− 1
2 )
 tz = ∑
z∈Wc(X)
z≤w
q−
ℓ(z)
2 Lz,w(q
− 1
2 )tz
as desired.
Corollary 3.2.8. There exists an IC basis for TL(X) with respect to the
triple ({q−
ℓ(w)
2 tw}, ι, L).
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Comparing the definition of cw (see Theorem 3.2.7) with that of C
′
w (see
relation 2.12), we notice that the polynomials Lx,w play the same role as
q
ℓ(x)−ℓ(w)
2 Px,w, where Px,w are the Kazhdan–Lusztig polynomials defined in
Theorem 2.3.1.
3.3 The projection property
Since the Kazhdan–Lusztig basis and the canonical basis are both ι–invariant
and since ι(J) = J , it is natural to ask to what extent {σ(C ′w) : w ∈ W (X)}
coincides with {cw : w ∈ Wc(X)}. Denote by C the set {C
′
w : w ∈ Wc(X)}.
Definition 3.3.1. We say that a Coxeter graph X satisfies the projection
property if
σ(C) = {cw : w ∈ Wc(X)}.
A sufficient condition for a Coxeter graph to have the projection property is
given in [GL00, Proposition 1.2.3].
Proposition 3.3.2. Let σ : H(X)→ H(X)/J(X) = TL(X) be the canoni-
cal projection. If Ker(σ) is spanned by the basis element C ′w that it contains,
then X satisfies the projection property.
The kernel of the canonical projection σ : H(An)→ H(An)/J(An) is spanned
by all elements C ′w such that w /∈ Wc(An) (see [FG97, Proposition 3.1.1]).
Therefore, type A has the projection property and the same argument holds
for types B and I2(m) (see [GL01, Theorem 3.1.1] and [Gre07, Proposition
6.14]). This fact was also verified for types H3, H4, and F4, by means of
computer calculations (see [GL01, §3]). The converse of Proposition 3.3.2
is not true in general. The following counterexample is given in [Los00,
Example 2.5], where Losonczy shows that type Dn, with n ≥ 4, has the
projection property, but Proposition 3.3.2 does not apply.
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Example 3.3.3. Let W = W (D4) with set of generators {s1, s2, s3, s4},
where s3 corresponds to the branch node, as shown in Figure 3.1. On the one
hand, if s2s3s4s3s1s2s3 is a reduced expression of w 6∈ Wc(D4) then C
′
w ∈ J .
Hence C ′s1C
′
w ∈ J . On the other hand, by Proposition 2.3.5 we get
C ′s1C
′
w = C
′
s1s2s3s4s3s1s2s3
+ C ′s1s2s4s3 .
Therefore there exists a nonzero A–linear combination of elements of C that
belongs to J . But σ(C) = {σ(C ′w) : w ∈ Wc(X)} is a basis for TL(D4), so we
conclude that J(D4) is not spanned by the Kazhdan–Lusztig basis elements
that it contains.
•s1
•
s2
•
s3 s4
•
Figure 3.1: Coxeter graph D4.
Similar problems arise whenever X is a Coxeter graph that contains a vertex
connected to at least three other vertices. Graphs having this property are
sometimes called branching graphs. Some examples of branching graphs are
types D, E6, E7, E8, and in these cases Proposition 3.3.2 does not apply (see
[GL01, Corollary 3.1.3]). However, no example of a Coxeter group that fails
to satisfy the projection property is known and even in type E it is an open
problem (see [GL01, §2]).
We remark that Example 3.3.3 can be translated in the “language” of Kazhdan–
Lusztig cells. We stick to the definitions given in [GL01, Definition 1.2.2].
Definition 3.3.4. Let x, w ∈ W (X). If there exists a chain x = x0, x1, · · · , xk =
w, k ≥ 0, such that for every i < k, C ′xi occurs with non–zero coefficient in
the linear expansion of C ′sC
′
xi+1
for some s ∈ S(X) such that sxi+1 > xi+1,
then we write x
L
≤ w.
Define the equivalence relation
L
∼ as follows: x
L
∼ w ⇔ x
L
≤ w and w
L
≤ x.
The equivalence classes with respect to
L
∼ are called left cells of W (X). We
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write x
R
≤ w ⇔ x−1
L
≤ w−1. Finally, we set x
LR
≤ w ⇔ x
L
∼ w and x
R
∼ w. The
equivalence classes with respect to the equivalence relation
R
∼ (respectively
LR
∼ ) are called right cells (respectively two–sided cells).
By Definition 3.3.4, we can restate Example 3.3.3 as follows: s1s2s3s4
L
≤
s2s3s4s3s1s2s3. Therefore, W (D4) \Wc(D4) is not closed under
L
≤.
Observe that Proposition 3.3.2 is equivalent to asking that σ(C ′w) = 0, for all
elements w 6∈ Wc(X) (see [GL01, Theorem 2.2.3]). This is a key observation
in order to study the D–polynomials introduced in Proposition 3.2.1. In
particular, one may wonder whether the map σ : H(X) → H(X)/J(X)
satisfies
σ(C ′w) =
{
cw if w ∈ Wc(X),
0 if w 6∈ Wc(X).
(3.3)
The answer is affirmative in types A, B, I2(m), F4, H3 and H4, and negative
for types D, E6, E7 and E8 (for a complete discussion of these results, see
[Gre07] and [GL01]). More generally, if X is a finite irreducible or affine
Coxeter graph, relation (3.3) holds if and only if Wc(X) is closed under
LR
≤
or, equivalently, if and only if Wc(X) is a union of two–sided Kazhdan–
Lusztig cells (see [Shi05, Theorem 2.1] and [GL01, Theorem 2.2.3]). On
the other hand, in [Shi03] it is shown that Wc(X) is a union of two–sided
Kazhdan–Lusztig cells if and only if X is non–branching and X 6= F˜4.
Example 3.3.5. Let W =W (F˜4) with set of generators {s0, s1, s2, s3, s4},
where m(s2, s3) = 4, as shown in Figure 3.2. On the one hand, s0s2s4 is
a fully commutative element in W (F˜4) and s0s1s0 6∈ Wc(F˜4). On the other
hand, in [Shi03, §3.7] Shi states that s0s2s4
LR
∼ s0s1s0. Therefore, Wc(F˜4) is
not a union of two–sided Kazhdan–Lusztig cells.
•
s0
•
s1
• 4
s2
•
s3 s4
•
Figure 3.2: Coxeter graph F˜4.
Theorem 3.3.6. Let X be a finite irreducible or affine Coxeter graph. Then,
relation (3.3) holds if and only if X is non–branching and X 6= F˜4.
35
Chapter 4
Combinatorial properties of
TL(X)
4.1 Combinatorial properties of Dx,w
In the first part of this section we study the D–polynomials defined in Propo-
sition 3.2.1. More precisely, we obtain a recurrence relation for the polyno-
mials {Dx,w}x,∈Wc(X), w∈W (X) ⊆ Z[q], X being an arbitrary Coxeter graph.
Then we will focus on the Coxeter graph satisfying equation (3.3) and derive
some results concerning symmetry properties, the value of the constant term
and explicit formulas for Dx,w when the Bruhat interval [x, w] has a partic-
ular structure. Throughout this chapter ℓ(x, w) will denote the difference
ℓ(w)− ℓ(x).
Proposition 4.1.1. Let X be an arbitrary Coxeter graph. Let w 6∈ Wc(X)
and s ∈ S(X) be such that ws 6∈ Wc(X), with ℓ(ws) < ℓ(w). Then, for all
x ∈ Wc(X), x ≤ w, we have
Dx,w = D˜x,w +
∑
y∈Wc(X), ys 6∈Wc(X)
ys>y
Dx,ysDy,ws.
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where
D˜x,w =

Dxs,ws + (q − 1)Dx,ws if xs < x,
qDxs,ws if x < xs ∈ Wc(X),
0 if x < xs 6∈ Wc(X),
Proof. On the one hand, by Proposition 3.2.1, we have
tw =
∑
x∈Wc(X)
x≤w
Dx,wtx.
On the other hand, letting v
def
= ws,
tw = tvts =
 ∑
y∈Wc(X)
y≤v
Dy,vty
 ts
=
∑
y∈Wc(X)
y≤v, ys>y
Dy,vtys +
∑
y∈Wc(X)
y≤v, ys<y
Dy,v (qtys + (q − 1)ty)
=
∑
y∈Wc(X), ys∈Wc(X)
y≤v, ys>y
Dy,vtys +
∑
y∈Wc(X), ys 6∈Wc(X)
y≤v, ys>y
Dy,vtys
+
∑
y∈Wc(X)
y≤v, ys<y
Dy,vqtys +
∑
y∈Wc(X)
y≤v, ys<y
(q − 1)Dy,vty
=
∑
y∈Wc(X), ys∈Wc(X)
y≤v, ys>y
Dy,vtys +
∑
y∈Wc(X)
y≤v, ys<y
Dy,vqtys
+
∑
y∈Wc(X)
ys<y≤v
(q − 1)Dy,vty +
∑
y∈Wc(X), ys 6∈Wc(X)
y≤v, ys>y
Dy,v
 ∑
x∈Wc(X)
x≤ys
Dx,ystx

=
∑
x∈Wc(X)
xs<x≤w
Dxs,wstx +
∑
xs∈Wc(X)
x≤w, xs>x
qDxs,wstx
+
∑
x∈Wc(X)
xs<x≤w
(q − 1)Dx,wstx +
∑
x∈Wc(X)
 ∑
y∈Wc(X), ys 6∈Wc(X)
y<ys
Dx,ysDy,ws
 tx
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(note that xs ∈ Wc(X), x < xs⇒ x ∈ Wc(X)). Extracting the coefficient of
tx we get
Dx,w =

Dxs,ws + (q − 1)Dx,ws + b(x, w) if xs < x,
qDxs,ws + b(x, w) if x < xs ∈ Wc(X),
b(x, w) if x < xs 6∈ Wc(X),
where
b(x, w) =
∑
y∈Wc(X), ys 6∈Wc(X)
y<ys
Dx,ysDy,ws,
as desired.
It is interesting to note that the recursion in Proposition 4.1.1 is similar to
the one for the parabolic Kazhdan–Lusztig polynomials (see [Deo87]).
The preceding recursion can sometimes be solved explicitly. In the proof of
the next result we need the notion of Grassmannian and bi–Grassmannian
elements (see, e.g., [LS96, §3] and [BB05, §5, Exercise 39]).
Definition 4.1.2. Let w ∈ W (An−1) and define DR(w)
def
= |{s ∈ S(X) :
ws < w}|. The permutation w is called Grassmannian if |DR(w)| ≤ 1 and
bi–Grassmannian if |DR(w)| = |DR(w
−1)| = 1.
As a consequence of [BJS93, Theorem 2.1], if w ∈ W (An−1) is Grassmannian
then w ∈ Wc(An−1).
Corollary 4.1.3. Let X be of type A and let x0 ∈ Wc(X) be a bi–Grassmannian
element. If x0 is a maximal element in the Bruhat order of Wc(X), then
Dx0,w = εx0εw, for all elements w ≥ x0.
Proof. If w ∈ Wc(X) then the result is trivial. Suppose w 6∈ Wc(X). Observe
that if s ∈ S(X) is such that x0s > x0, then x0s 6∈ Wc(X). Moreover, if
x0s > x0 and y ∈ Wc(X) is such that ys > x0 then y ≥ x0 by Lemma 1.3.5,
so y = x0. Hence
{y ∈ Wc(X) : ys > x0} = {x0},
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for any s 6∈ DR(x0). Choosing s such that x0s > x0, ws < w (there exists
such an s since x0 is a bi-Grassmannian element, while w 6∈ Wc(X) is not
Grassmannian), the third case of Theorem 4.1.1 applies, so
Dx0,w = Dx0,x0sDx0,ws.
Define ℓ(x, w)
def
= ℓ(w) − ℓ(x), and proceed by induction on ℓ(x0, w). Sup-
pose ℓ(x0, w) = 1, with w 6∈ Wc(An−1). By Proposition 1.3.4 it follows
that w admits a reduced expression of the form x1sisi+1six2, with x1, x2 ∈
Wc(An−1), si, si+1 ∈ S(An−1), and x0 admits a reduced expression of the
form x1ŝisi+1six2 or x1sisi+1ŝix2, since x0 ∈ Wc(An−1). Therefore
tw = tx1tsisi+1sitx2 = tx1(−tsisi+1 − tsi+1si − tsi+1 − tsi − te)tx2 ,
and the statement follows by applying (3.1). If ℓ(x0, w) > 1, then
Dx0,w = Dx0,x0sDx0,ws = −Dx0,ws = −εx0εws = εx0εw.
Observe that a maximal element in the Bruhat order of Wc(An−1) is an
element whose one–line notation is of the form [k+1, k+2, · · · , n, 1, 2, · · · , k],
with k ∈ [n− 1].
From here to the end of this section we will denote by X a Coxeter graph
satisfying (3.3). Observe that Dx,w = δx,w if x, w ∈ Wc(X).
Lemma 4.1.4. For all x ∈ Wc(X) and w 6∈ Wc(X), we have∑
x≤y≤w
Dx,yPy,w = 0.
Proof. Let w ∈ W (X). Then, by Proposition 3.2.1,
σ(C ′w) = q
−
ℓ(w)
2
∑
y≤w
Py,wσ(Ty)
= q−
ℓ(w)
2
∑
y≤w
Py,w
 ∑
x∈Wc(X)
x≤y
Dx,ytx

= q−
ℓ(w)
2
∑
x∈Wc(X)
x≤w
( ∑
x≤y≤w
Dx,yPy,w
)
tx.
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When w 6∈ Wc(X) we get σ(C
′
w) = 0, so the expression in round brackets
must vanish and the statement follows.
The next result will be useful in §4.2 and §4.3.
Lemma 4.1.5. Let x ∈ Wc(X) be such that xs 6∈ Wc(X) and let w 6∈ Wc(X)
be such that w > ws ∈ Wc(X). Then
Dx,w = −δx,ws.
Proof. We proceed by induction on ℓ(x, w). If ℓ(x, w) = 1, then Dx,w =
Dx,xs = −1 = −δx,ws. Suppose ℓ(x, w) > 1. From Lemma 4.1.4 and Corollary
2.3.7 we get
Dx,w = −Px,w −
∑
t6∈Wc(X)
x<t<w
Dx,tPt,w
= −Px,w −Dx,xsPxs,w −
∑
t6∈Wc(X),t6=xs
x<t<w
Dx,tPt,w
= −Px,w −Dx,xs︸ ︷︷ ︸
−1
Px,w −
∑
t6∈Wc(X),t6=xs
x<t<w
Dx,tPt,w
= −
∑
t6∈Wc(X),t6=xs
x<t<w
Dx,tPt,w
= −
∑
t>ts∈Wc(X),t6=xs
x<t<w
Dx,tPt,w −
∑
t>ts 6∈Wc(X)
x<t<w
Dx,tPt,w −
∑
t<ts
x<t<w
Dx,tPt,w.
By induction hypothesis, the term Dx,t in the first sum is equal to −δx,ts,
since ℓ(x, t) < ℓ(x, w). Therefore, the first sum is zero. On the other hand,
the second and the third sum can be written as
−
∑
z 6∈Wc(X)
x<z<zs<w
Pz,w (Dx,zs +Dx,z) , (4.1)
since ts > t 6∈ Wc(X) implies ts 6∈ Wc(X). To prove the statement we have
to show that the term (4.1) is zero. First, observe that ℓ(x, z) < ℓ(x, w), since
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Lemma 1.3.5 implies z ≤ w, but z 6∈ Wc(X) and w ∈ Wc(X). Moreover, by
Proposition 4.1.1 and by induction hypothesis, we achieve
Dx,zs =
∑
u∈Wc(X)
u<us 6∈Wc(X)
Dx,usDu,z =
∑
u∈Wc(X)
u<us 6∈Wc(X)
(−δx,u)Du,z = −Dx,z. (4.2)
We conclude that Dx,zs + Dx,z = 0, for all z 6∈ Wc(X) such that x < z <
zs < ws, so the sum in (4.1) is zero.
The following is the main result of this section.
Theorem 4.1.6. Let X be such that equation (3.3) holds. For all x ∈ Wc(X)
and w 6∈ Wc(X) such that x < w, we have
Dx,w =
∑(
(−1)k
k∏
i=1
Pxi−1,xi
)
,
where the sum is taken over all the chains x = x0 < x1 < · · · < xk = w such
that xi 6∈ Wc(X) if i > 0, and 1 ≤ k ≤ ℓ(x, w).
Proof. We proceed by induction on ℓ(x, w).
If ℓ(x, w) = 1 then, from Lemma 4.1.4, we get Dx,w = −Px,w, proving the
claim in this case. If ℓ(x, w) > 1 then, from Lemma 4.1.4 and our induction
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hypothesis, we have
Dx,w = −Px,w −
∑
t6∈Wc(X)
x<t<w
Dx,tPt,w
= −Px,w −
∑
t6∈Wc(X)
x<t<w
Pt,w
ℓ(x,t)∑
k=1
( ∑
x=x0<···<xk=t
(−1)k
k∏
i=1
Pxi−1,xi
)
= −Px,w +
∑
t6∈Wc(X)
x<t<w
ℓ(x,t)∑
k=1
 ∑
x=x0<···<xk+1=w
xk=t
(−1)k+1
k+1∏
i=1
Pxi−1,xi


=
∑
t6∈Wc(X)
x<t<w
∑
k≥0
 ∑
x=x0<···<xk+1=w,
xk=t if k 6=0
(−1)k+1
k+1∏
i=1
Pxi−1,xi


=
∑
k≥0
 ∑
t6∈Wc(X)
x<t<w
 ∑
x=x0<···<xk+1=w,
xk=t if k 6=0
(−1)k+1
k+1∏
i=1
Pxi−1,xi


=
∑
k≥0
 ∑
x=x0<···
···<xk+1=w
(−1)k+1
k+1∏
i=1
Pxi−1,xi
 ,
as desired.
Theorem 4.1.6 shows that the D–polynomials are intimately related to the
Kazhdan–Lusztig polynomials, which is not at all obvious from their defini-
tion.
We now derive some consequences of Theorem 4.1.6. First we obtain some
symmetry properties of the polynomials {Dx,w}.
Corollary 4.1.7. Let x ∈ Wc(X), w 6∈ Wc(X) and x < w. Then
(i) Dx,w = Dx−1,w−1;
(ii) Dx,w = Dw0xw0,w0ww0.
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Proof. By Lemma 1.7.4, x−1 ∈ Wc(X) for every x ∈ Wc(X). Therefore we
get
Dx−1,w−1 =
∑
x−1=x0<x1<···
···<xk=w
−1
(
(−1)k
k∏
i=1
Pxi−1,xi
)
=
∑
x=x−10 <x
−1
1 <···
···<x−1
k
=w
(
(−1)k
k∏
i=1
Pxi−1,xi
)
=
∑
x=x−10 <x
−1
1 <···
···<x−1
k
=w
(
(−1)k
k∏
i=1
Px−1i−1,x
−1
i
)
=
∑
x=y0<y1<···
···<yk=w
(
(−1)k
k∏
i=1
Pyi−1,yi
)
.
= Dx,w,
where we have used a well–known property of the Kazhdan–Lusztig polyno-
mials (see, e.g., [BB05, §5, Exercise 12]). The same holds for Dw0xw0,w0ww0,
using the properties in [BB05, §5, Exercise 13(c)].
Next, we compute the constant term of the polynomials Dx,w.
Corollary 4.1.8. For all x ∈ Wc(X) and w 6∈ Wc(X) such that x < w, we
have
Dx,w(0) =
∑
x=x0<···
···<xk=w
(−1)k,
where xi 6∈ Wc(X) if i > 0, and 1 ≤ k ≤ ℓ(x, w).
Proof. The statement follows immediately from Theorem 4.1.6 and the well–
known fact that Px,w(0) = 1 for all x, w ∈ W (X) such that x ≤ w (see, e.g.,
[BB05, Proposition 5.1.5]).
By [Sta97, Proposition 3.8.5], Corollary 4.1.8 asserts that Dx,w(0) equals the
Mo¨bius function µ(0̂, w) in the poset {y ∈ W (X)\Wc(X) : y ∈ [x, w]}∪{0̂}.
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This suggests the study of the partial order induced on W (X) \Wc(X) by
the Bruhat order.
We now derive an interesting property for D–polynomials.
Proposition 4.1.9. Let w ∈ W (X). Then∑
x∈Wc(X)
x≤w
εxDx,w = εw.
Proof. We proceed by induction on ℓ(w). The proposition is trivial if w ∈
Wc(X), which covers the case ℓ(w) ≤ 2. Suppose that w 6∈ Wc(X). Then,
by Lemma 4.1.4 we have
∑
x∈Wc(X)
x≤w
εxDx,w =
∑
x∈Wc(X)
x<w
εx(−Px,w) +
∑
x∈Wc(X)
x<w
εx
− ∑
t6∈Wc(X)
x<t<w
Dx,tPt,w

= −
∑
x∈Wc(X)
x<w
εxPx,w −
∑
t6∈Wc(X)
t<w
Pt,w
 ∑
x∈Wc(X)
x<t
εxDx,t

= −
∑
x∈Wc(X)
x<w
εxPx,w −
∑
t6∈Wc(X)
t<w
Pt,wεt
= −
∑
x<w
εxPx,w,
and the statement follows from Proposition 2.3.8.
Lemma 4.1.10. Let x ∈ Wc(X), w 6∈ Wc(X) be such that x < w. If
ℓ(x, w) = 1 then Dx,w = −1. If ℓ(x, w) = 2, then
Dx,w =

1 if k = 2,
0 if k = 1,
−1 if k = 0,
with k
def
= |{y 6∈ Wc(X) : x < y < w}|.
Proof. By Lemma 2.3.3, Px,w = 1 for all x, w ∈ W (X) such that ℓ(x, w) ≤ 2.
If ℓ(x, w) = 1, then Theorem 4.1.6 implies Dx,w = −Px,w = −1. If ℓ(x, w) =
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2, then the interval [x, w] is isomorphic to the boolean lattice B2 (see, e.g.,
[BB05, Lemma 2.7.3]), so k ∈ {0, 1, 2}. Moreover, Px,y = Py,w = 1 for all
y 6∈ Wc(X) such that x < y < w, since ℓ(x, y) = ℓ(y, w) = 1. From Theorem
4.1.6 we get
Dx,w =
∑(
(−1)k
k∏
i=1
Pxi−1,xi
)
= −Px,w +
∑
y 6∈Wc(X)
x<y<w
Px,yPy,w
= −1 +
∑
y 6∈Wc(X)
x<y<w
1
= −1 + k,
and the statement follows.
Using Theorem 4.1.6 we obtain an upper bound for the degree of Dx,w that
is also used in §4.3.
Proposition 4.1.11. For all x ∈ Wc(X), w 6∈ Wc(X) such that x < w, we
have deg(Dx,w) ≤
1
2
(ℓ(w)− ℓ(x)− 1).
Proof. Recall from [KL79, Theorem 1.1] that deg(Px,w) ≤
1
2
(ℓ(w)− ℓ(x)− 1)
if x < w. By Theorem 4.1.6 we know that
Dx,w =
∑(
(−1)k
k∏
i=1
Pxi−1,xi
)
,
where the sum runs over all the chains x = x0 < x1 < · · · < xk = w such
that xi 6∈ Wc(X) if i > 0, and 1 ≤ k ≤ ℓ(x, w). Each term
∏k
i=1 Pxi−1,xi has
degree
k∑
i=1
deg(Pxi−1,xi) ≤
k∑
i=1
1
2
(ℓ(xi)− ℓ(xi−1)− 1) =
1
2
(ℓ(xk)− ℓ(x0)− k).
Since k ≥ 1, the statement follows.
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We end this section by deriving from Theorem 4.1.6 a closed formula for the
polynomials Dx,w indexed by elements x ∈ Wc(X) and w 6∈ Wc(X) such that
([x, w] ∩ (W (X) \ Wc(X))) ∪ {x} = [x, w] ∼= Bl(x,w). In type A it is easy
to realize this case. Let x ∈ W (An). Recall that x is said to be a Coxeter
element if sσ(1) · · · sσ(n) is a reduced expression for x, for some σ ∈ Sn. It is
clear that a Coxeter element is always a fully commutative element.
Theorem 4.1.12. Let s1s2 · · · sn · · · s2s1 be a reduced expression for w ∈
W (An) and let x ∈ W (An) be a Coxeter element. Then the following hold:
(i) x ≤ w;
(ii) [x, w] ∼= Bℓ(x,w);
(iii) ([x, w] ∩ (W (An) \Wc(An))) ∪ {x} = [x, w].
Proof. (i) We find a reduced expression for x that is a subexpression of
s1s2 · · · sn · · · s2s1.
From [Shi97, Theorem 1.5] there is a bijection between the set of Coxeter
elements and the acyclic orientations of the Coxeter graph An. Let A
x
n be
the acyclic orientation of the graph An associated to x. We say that si is on
the left (respectively on the right) of si+1 in x = sσ(1) · · · sσ(n) if si −→ si+1
(respectively si ←− si+1) in A
x
n. Therefore we are able to produce a reduced
expression for x from Axn in the following way: set xn := sn and juxtapose
sn−1 to the left (respectively to the right) of xn if sn−1 −→ sn (respectively
sn−1 ←− sn). Set xn−1 := sn−1xn (respectively xnsn−1). Repeat the same
process with xn−1 and sn−2, and so on. The process ends when we get
x1. In fact, x1 is a reduced expression for x and x1 is, by construction, a
subexpression of w. Hence (i) follows from Theorem 1.3.4.
(ii) By Theorem 1.3.4, every element y ∈ [x, w] admits (at least) one reduced
expression that is a subexpression of s1s2 · · · sn · · · s2s1. Let r(y) be one of
these reduced expressions. Observe that the reduced expression x1 obtained
in (i) is a possible choice for r(x). Consider the map φ : [x, w] → A, with
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A = {(α1, · · · , αn−1) : αi ∈ {1, 2}}, such that φ(y) = (α1, · · · , αn−1) if and
only if r(y) has αi occurences of the generator si. By [Mar06, Corollary 3.3],
the map φ is well-defined. We claim that φ is a bijection.
First, we prove the surjectivity. Fix (α1, · · · , αn−1) ∈ A. We describe an
algorithm to construct (a reduced expression r(y) for) an element y ∈ W (An)
such that y ∈ [x, w] and φ(y) = (α1, · · · , αn−1) in the following way: set
yn := sn. If αn−1 = 2 then set yn−1 := sn−1ynsn−1. Otherwise, proceed as in
the proof of point (i), that is, juxtapose sn−1 to the left (respectively, to the
right) of yn if sn−1 −→ sn (respectively, sn−1 ←− sn) and set yn−1 := sn−1yn
(respectively, ynsn−1). Repeat the same process with yn−1 and αn−2, and so
on. The process ends when we get y1. In fact, r(x) = x1 is a subexpression of
y1 by construction. Next, we show that y1 is a reduced expression. Observe
that if yj is reduced then yjsj−1 > yj and sj−1yj > yj, since there is no
occurence of sj−1 in yj. Now, we proceed by contradiction to prove that
sj−1yjsj−1 is reduced. Suppose ℓ(sj−1yjsj−1) < ℓ(yj)+2, i.e., ℓ(sj−1yjsj−1) ≤
ℓ(yj). By applying Lemma 1.3.5 with x = sj−1yjsj−1 and w = yjsj−1 we
get sj−1yj = yjsj−1, and sj−1yj, yjsj−1 are both reduced. Hence, [Mar06,
Lemma 3.1] implies that sj−1 commutes with each generator in yj , which is
absurd, since sj ≤ yj by construction. Therefore ℓ(sj−1yjsj−1) = ℓ(yj) + 2.
We conclude that y1 is a reduced expression by induction on n − i, with
i = 0 · · ·n− 1.
Denote by y ∈ W (An) the element that admits y1 as a reduced expression.
Then y has the desired properties.
For the injectivity we proceed by contradiction. Suppose that u, v ∈ [x, w]
are such that φ(u) = φ(v) = (α1, · · · , αn−1), with u 6= v. Denote by r(u)
(respectively, r(v)) the reduced expression of u (respectively, v) obtained by
applying the algorithm described above. Then u 6= v implies r(u) 6= r(v),
that is, there exists an index i ∈ [n − 1] such that αi = 1 and the position
of the factor si in r(u) and r(v) is different. Denote by j be the minimum
among these indices. Therefore, for every h < j such that αh = 1, sh appears
on the same side in r(u) as r(v). Suppose that αj+1 = 1 and, for instance,
that
r(u) = y1sj ŝj+1 · · · sn · · · sj+1ŝjy2,
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where y1 ≤ s1s2 · · · sj−1 and y2 ≤ sj−1sj−2 · · · s1. Then
r(v) = y1ŝjsj+1 · · · sn · · · ŝj+1sjy2 or r(v) = y1ŝj ŝj+1 · · · sn · · · sj+1sjy2.
In both cases, r(v) is a reduced expression such that sj is on the right of
sj+1. On the other hand, r(u) is a reduced expression of u such that sj is
on the left of sj+1. Hence, Theorem 1.3.4 implies that x admits a reduced
expression that is a subexpression of r(u) and a (possibly different) reduced
expression that is a subexpression of r(v). This is a contradiction, since x is
uniquely determined by the relations si −→ si+1 or si ←− si+1. The same
conclusion holds if we consider different deletions of sj and sj+1. In the case
αj+1 = 2, we may assume that
r(u) = y1sjsj+1 · · · sn · · · sj+1ŝjy2 and r(v) = y1ŝjsj+1 · · · sn · · · sj+1sjy2.
Observe that r(v) (respectively, r(u)) is a reduced expression such that sj is
on the right (respectively, on the left) of sj+1. Therefore, we reach the same
contradiction that we obtained in the previous case.
(iii) Let y ∈ (x, w] and φ(y) = (α1, · · · , αn−1). Let j be the maximum of
the i ∈ [n − 1] such that αi = 2. Then r(y) contains the braid sjsj+1sj, so
y 6∈ Wc(X).
Corollary 4.1.13. Let s1s2 · · · sn · · · s2s1 be a reduced expression for w ∈
W (An) and let x ∈ W (An) be a Coxeter element. Then Dx,w = εxεw.
Proof. If n = 1 then x = w and the statement follows trivially. Suppose
n > 1. If u, v ∈ W (An) are such that [u, v] ≃ Bℓ(u,v), then Pu,v = 1 (see
[Bre97b, Corollary 4.12]). Therefore, Theorem 4.1.12 implies that Pu,v = 1,
for all u, v ∈ [x, w]. Hence, from Theorem 4.1.6 and Theorem 4.1.12 we
achieve
Dx,w =
∑(
(−1)k
k∏
i=1
Pxi−1,xi
)
=
∑
(−1)k,
where the sum runs over all the chains x = x0 < x1 < · · · < xk = w such
that 1 ≤ k ≤ ℓ(x, w). Therefore, Dx,w equals the alternating sum
ℓ(x,w)∑
k=1
(−1)kck,
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where ck denotes the number of chains x = x0 < x1 < · · · < xk = w. By
[Sta97, Proposition 3.8.5], we get
ℓ(x,w)∑
k=1
(−1)kck = µ(x, w),
where µ denotes the Mo¨bius function on the poset induced by the Bruhat
order on [x, w]. On the other hand, if P = (P,≤) is a boolean poset and
U, V ∈ P are such that U ≤ V , then µP(U, V ) = (−1)
|V−U |, where |V − U |
denotes the length of the interval [U, V ] (see, e.g., [Sta97, Example 3.8.3]).
Finally, observe that the length of a Bruhat interval [x, w] is ℓ(x, w) (see,
e.g., [BB05, Theorem 2.2.6]) and the statement follows.
For instance, in Example 1.4.3 we showed that Dx,w = εxεw = 1, for every
x ∈ {s1s2s3, s1s3s2, s2s1s3, s3s2s1}, with w = s1s2s3s2s1.
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4.2 Combinatorial properties of ax,w
In this section we study the family of polynomials {ax,w}x,w∈Wc(X) ⊆ Z[q],
which express the involution ι in terms of the t–basis (see Proposition 3.2.3).
More precisely, we obtain a recurrence relation for ax,w, X being an arbitrary
Coxeter graph. Then we will focus on the Coxeter graph satisfying equation
(3.3) and derive some results concerning symmetry properties, and the value
of the constant term of ax,w.
Proposition 4.2.1. Let X be an arbitrary Coxeter graph. Let w ∈ Wc(X)
and s ∈ S(X) be such that w > ws ∈ Wc(X). Then, for all x ∈ Wc(X), x ≤
w, we have
ax,w = a˜x,w +
∑
y∈Wc(X), ys 6∈Wc(X)
ys>y
Dx,ysay,ws,
where
a˜x,w
def
=

axs,ws if x > xs,
qaxs,ws + (1− q)ax,ws if x < xs ∈ Wc(X),
(1− q)ax,ws if x < xs 6∈ Wc(X).
Proof. On the one hand, by Proposition 3.2.3, we have
(tw−1)
−1 = q−ℓ(w)
∑
y∈Wc(X)
y≤w
ay,wty.
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On the other hand, letting v
def
= ws, we get
(tw−1)
−1 = (tv−1)
−1(ts)
−1
= q−ℓ(v)
∑
y∈Wc(X)
y≤v
ay,vty · q
−1(ts − (q − 1)te)
= q−ℓ(w)
 ∑
y∈Wc(X)
y≤v
ay,vtyts − (q − 1)
∑
y∈Wc(X)
y≤v
ay,vty

= q−ℓ(w)
 ∑
y∈Wc(X), ys∈Wc(X)
y≤v, ys>y
ay,vtys +
∑
y∈Wc(X), ys 6∈Wc(X)
y≤v, ys>y
ay,vtys

+ q−ℓ(w)
 ∑
y∈Wc(X)
y≤v, ys<y
ay,vtys − (q − 1)
∑
y∈Wc(X)
y≤v
ay,vty

= q−ℓ(w)
 ∑
y∈Wc(X), ys∈Wc(X)
y≤v, ys>y
ay,vtys +
∑
y∈Wc(X), ys 6∈Wc(X)
y≤v, ys>y
ay,v
 ∑
z∈Wc(X)
z<sy
Dz,ystz


+ q−ℓ(w)
 ∑
y∈Wc(X)
y≤v, ys<y
ay,v(qtys + (q − 1)ty)− (q − 1)
∑
y∈Wc(X)
y≤v
ay,vty

= q−ℓ(w)
 ∑
z∈Wc(X)
z≤v, z>zs
azs,vtz +
∑
z∈Wc(X)
z<vs
 ∑
y∈Wc(X), ys 6∈Wc(X)
y≤v, ys>y
Dz,ysay,v
 tz

+ q−ℓ(w)
 ∑
y∈Wc(X)
y≤v, ys<y
ay,vqtys + (q − 1)
∑
y∈Wc(X)
y≤v, ys<y
ay,vty − (q − 1)
∑
y∈Wc(X)
y≤v
ay,vty
 .
Observe that
(q − 1)
∑
y∈Wc(X)
y≤v, ys<y
ay,vty − (q − 1)
∑
y∈Wc(X)
y≤v
ay,vty = (1− q)
∑
y∈Wc(X)
y≤v, y<ys
ay,vty.
51
To sum up,
(tw−1)
−1 = q−ℓ(w)
 ∑
x∈Wc(X)
x≤v, x>xs
axs,vtx +
∑
x∈Wc(X)
x<vs
 ∑
y∈Wc(X), ys 6∈Wc(X)
y≤v, ys>y
Dx,ysay,v
 tx

+ q−ℓ(w)
q ∑
xs∈Wc(X)
xs≤v, x<xs
axs,vtx + (1− q)
∑
x∈Wc(X)
x≤v, x<xs
ax,vtx
 ,
and the statement follows by extracting the coefficient of tx.
From now on, we assume X to be such that equation (3.3) holds.
Corollary 4.2.2. Let x, w ∈ Wc(X). If there exists s ∈ S(X) such that
ws < w and x < xs 6∈ Wc(X), then
ax,w = −qax,ws.
Proof. By applying Proposition 4.2.1 and Lemma 4.1.5, we have
ax,w = (1− q)ax,ws +
∑
y∈Wc(X), ys 6∈Wc(X)
ys>y
Dx,ysay,ws
= (1− q)ax,ws +
∑
y∈Wc(X), ys 6∈Wc(X)
ys>y
(−δx,y)ay,ws
= (1− q)ax,ws − ax,ws,
and the statement follows.
Next we obtain, using the results in §4.1, a non–recursive formula for polyno-
mials {ax,w}, an expression for their constant term, and symmetry properties.
Proposition 4.2.3. Let x, w ∈ Wc(X) be such that x ≤ w. Then
ax,w = εxεwRx,w +
∑
y 6∈Wc(X)
x<y<w
εyεwRy,w
(∑
(−1)k
k∏
i=1
Pxi−1,xi
)
,
where the second sum runs over all the chains x = x0 < · · · < xk = y such
that xi 6∈ Wc(X) if i > 0.
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Proof. From Proposition 3.2.3 we get
ax,w =
∑
x≤y≤w
εyεwRy,wDx,y, (4.3)
for all x, w ∈ Wc(X) such that x ≤ w. Since Dx,w = δx,w if x, w ∈ Wc(X),
we have
ax,w = εxεwRx,w +
∑
y 6∈Wc(X)
x<y<w
εyεwRy,wDx,y, (4.4)
so the statement follows immediately from Theorem 4.1.6.
The recursion given in Corollary 4.2.2 can sometimes be solved explicitly.
Proposition 4.2.4. Let w = sisi+1 · · · si+ksi−jsi−j+1 · · · si · · · si+k−1 ∈ W (An)
and let x = sisi+1 · · · si+k ∈ W (An), with i ∈ [2, n], k ∈ [1, n−i], j ∈ [1, i−1].
Then
ax,w = (−q)
k(1− q)j.
Proof. Note that the one–line notation for w, as a permutation in Sn+1, is
w = [w1, w2, · · · , wi+k−1, i− j, i, wi+k+2, · · · , wn+1],
with w1 < w2 < · · · < wi+k−1 < wi+k+2 < · · · < wn+1. Hence, w avoids
the pattern 321, that is w ∈ Wc(An) (see Proposition 1.7.2). Moreover
inv(w) = 2k + j + 1. On the other hand, ℓ(w) = inv(w) (see Proposition
1.5.2), so w is reduced.
Observe that x < xsi+h 6∈ Wc(X), for every h ∈ [0, k−1] and that wsi+k−1 <
w. By applying Corollary 4.2.2 to the triple (x, w, si+k−1) we get ax,w =
−qax,wsi+k−1. Repeat the same process with the triple (x, wsi+k−1, si+k−2),
and so on. After k iteration of the process we get ax,w(q) = (−q)
kax,wsi+k−1···si =
(−q)kax,w′(q), where we set
w′ = sisi+1 · · · si+ksi−jsi−j+1 · · · si−1.
To conclude, we show that ax,w′ = (1−q)
j. Observe that [x, w′] ≃ Bℓ(w′)−ℓ(x),
so Rx,w′ = (q − 1)
ℓ(w′)−ℓ(x) (see [Bre97b, Corollary 4.10]). On the other
hand, Proposition 4.2.3 implies ax,w′ = εxεw′Rx,w′, since {y ∈ [x, w
′] : y 6∈
Wc(X)} = ∅. Therefore ax,w′ = εxεw′(q−1)
ℓ(w′)−ℓ(x) = (1−q)j , as desired.
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Example 4.2.5. Let w = s6s7s8s9s4s5s6s7s8 ∈ W (A10) and x = s6s7s8s9 ∈
W (A10). Then n = 10, i = 6, k = 3, j = 2 and w = [1, 2, 3, 5, 7, 8, 9, 10, 4, 6, 11].
By Proposition 4.2.4, ax,w = −q
3(q2 − 2q + 1).
Proposition 4.2.3 allows us to compute the constant term of the polynomials
{ax,w}x,w∈Wc(X).
Corollary 4.2.6. For all x, w ∈ Wc(X) such that x < w we have
(i) ax,w(1) = 0;
(ii) ax,w(0) =
∑
(−1)k,
where the sum runs over all the chains x = x0 < x1 < · · · < xk+1 = w such
that xi 6∈ Wc(X) if 1 ≤ i ≤ k, and 0 ≤ k ≤ ℓ(x, w)− 1.
Proof. The statement follows from (4.4) by applying Corollary 2.2.3 and
Corollary 4.1.8.
Again, we deduce from Proposition 4.2.3 the following symmetry properties
of the polynomials {ax,w}x,w∈Wc(X).
Corollary 4.2.7. Let x, w ∈ Wc(X). Then
(i) ax,w = ax−1,w−1;
(ii) ax,w = aw0xw0,w0ww0.
Proof. By Lemma 1.7.4 and by (4.3) we get
ax−1,w−1 =
∑
x−1≤y≤w−1
εyεw−1Ry,w−1Dx−1,y
=
∑
x−1≤z−1≤w−1
εz−1εw−1Rz−1,w−1Dx−1,z−1
=
∑
x≤z≤w
εzεwRz,wDx,z
= ax,w,
where we used Corollary 4.1.7 (i) and the property Rx,w = Rx−1,w−1, for all
x, w ∈ W (X) (see, e.g., [BB05, §5, Exercise 10(a)]). The same holds for
aw0xw0,w0ww0, using Corollary 4.1.7 (ii) and [BB05, §5, Exercise 10(b)].
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Corollary 4.2.8. Let x, w ∈ Wc(X) and x ≤ w. Then ax,w has degree
ℓ(x, w) and leading term εxεw.
Proof. The statement follows from Proposition 4.2.3, combining Proposition
4.1.11 with Corollary 2.2.3.
Next, we obtain a property for polynomials {ax,w} that will be required in
Section 4.3.
Proposition 4.2.9. Let w ∈ Wc(X). Then∑
x∈Wc(X)
x≤w
εxεwax,w = q
ℓ(w).
Proof. By combining equation (4.4) with Proposition 4.1.9 we get
∑
x∈Wc(X)
x≤w
εxεwax,w =
∑
x∈Wc(X)
x≤w
εxεw
εxεwRx,w + ∑
y 6∈Wc(X)
x<y<w
εyεwRy,wDx,y

=
∑
x∈Wc(X)
x≤w
Rx,w +
∑
x∈Wc(X)
x≤w
εx
 ∑
y 6∈Wc(X)
x<y<w
εyRy,wDx,y

=
∑
x∈Wc(X)
x≤w
Rx,w +
∑
y 6∈Wc(X)
y≤w
εyRy,w
 ∑
x∈Wc(X)
x≤y
εxDx,y

=
∑
x∈Wc(X)
x≤w
Rx,w +
∑
y 6∈Wc(X)
y≤w
εyRy,wεy
=
∑
x≤w
Rx,w
and the statement follows from Proposition 2.2.6.
We refer to {y ∈ [x, w] : ℓ(y) = ℓ(x) + 1} as the set of atoms in [x, w] and
denote by a(x, w) the number of atoms in [x, w].
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Corollary 4.2.10. Let w ∈ Wc(X) be such that ℓ(w) > 1. Then,
[qℓ(w)−1]ae,w = −εwa(e, w).
Proof. By Proposition 4.2.9, we get εwae,w = q
ℓ(w)−
∑
e<y≤w εyεway,w. There-
fore, by Corollary 4.2.8, we achieve
[qℓ(w)−1]ae,w = −εw
∑
y∈(e,w]
ℓ(y)=1
1 = −εwa(e, w).
Lemma 4.2.11. Let x, w ∈ Wc(X) be such that x < w. If ℓ(x, w) = 1 then
ax,w = 1− q. If ℓ(x, w) = 2, then
ax,w =

q2 − 1 if k = 2,
q2 − q if k = 1,
q2 − 2q + 1 if k = 0,
with k = |{y 6∈ Wc(X) : x < y < w}|.
Proof. By Lemma 2.3.3, Rx,w = (q − 1)
ℓ(x,w) for all x, w ∈ W (X), x ≤ w
such that ℓ(x, w) ≤ 2. If ℓ(x, w) = 1, then Equation (4.4) implies ax,w =
εxεwRx,w = 1− q. If ℓ(x, w) = 2, then the interval [x, w] is isomorphic to the
boolean lattice B2 (see, e.g., [BB05, Lemma 2.7.3]). Moreover Ry,w = q − 1
and Dx,y = −1 for all y 6∈ Wc(X) such that x < y < w, since ℓ(x, y) =
ℓ(y, w) = 1 (see Lemma 4.1.10). From Equation (4.4) we get
ax,w = εxεwRx,w +
∑
y 6∈Wc(X)
x<y<w
εyεwRy,wDx,y
= (q − 1)2 +
∑
y 6∈Wc(X)
x<y<w
(q − 1)
= (q − 1)2 + k(q − 1),
and the statement follows.
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4.3 Combinatorial properties of Lx,w
In this section we study the polynomials {Lx,w}x,w∈Wc(X) which play the same
role, in TL(X), as the Kazhdan–Lusztig polynomials play in H(X). First,
we derive a recursive formula for Lx,w by means of some results in [Gre07].
Then, using the results in Section 4.1, we obtain a non–recursive formula,
symmetry properties, expressions for the constant term, and bounds for the
degrees, for these polynomials. All the results stated in this section hold for
every Coxeter graph X satisfying (3.3).
It is known that the terms of maximum possible degree in the L–polynomials
and in the Kazhdan–Lusztig polynomials coincide (see [Gre07, Theorem
5.13]) .
Proposition 4.3.1. For x, w ∈ Wc(X) let M(x, w) be the coefficient of
q−
1
2 in Lx,w and let µ(x, w) be the coefficient of q
ℓ(w)−ℓ(x)−1
2 in Px,w. Then
M(x, w) = µ(x, w).
The product of two IC basis elements can be computed by means of the
following formula (see [Gre07, Theorem 5.13]). Recall that if µ(x, w) 6= 0
then we write x ≺ w (see Definition 2.3.4).
Proposition 4.3.2. Let s ∈ S(X) and w ∈ Wc(X). Then
cscw =
csw +
∑
x≺w
sx<x
µ(x, w)cx if ℓ(sw) > ℓ(w);
(q
1
2 + q−
1
2 )cw otherwise,
where cx
def
= 0 for every x 6∈ Wc(X).
Corollary 4.3.3. Let s ∈ S(X) and w ∈ Wc(X). Then
tscw =
−cw + q
1
2
(
csw +
∑
x≺w
sx<x
µ(x, w)cx
)
if ℓ(sw) > ℓ(w);
qcw otherwise.
Proof. Observe that ts = q
1
2 cs− ce. So tscw = q
1
2 cscw− cw and the statement
follows by applying Proposition 4.3.2.
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Theorem 4.3.4. Let x, w ∈ Wc(X) be such that sx ∈ Wc(X) and sw < w.
Then
Lx,w = Lsx,sw + q
c− 1
2Lx,sw −
∑
sz<z
z∈[sx,sw]c
µ(z, sw)Lx,z
+ q−
1
2
∑
sz 6∈Wc(X)
z∈[x,w]c
q
ℓ(x)−ℓ(z)
2 Dx,szLz,sw,
where c = 1 if sx < x and 0 otherwise.
Proof. Let w = sv. By Proposition 4.3.2, we have
cw = csv = cscv −
∑
sz<z
µ(z, sw)cz. (4.5)
Recall that cs = q
− 1
2 (ts + te), hence we get
cscv = q
− 1
2 cv + q
− 1
2 tscv
= q−
1
2 cv +
∑
x∈Wc(X)
x≤sw
q−
ℓ(x)
2 Lx,swtstx
= q−
1
2
cv + ∑
sx∈Wc(X)
x<sx
q−
ℓ(x)
2 Lx,swtsx +
∑
sx<x
q−
ℓ(x)
2 Lx,sw(qtsx + (q − 1)tx)

+ q−
1
2
 ∑
sx 6∈Wc(X)
x<sx
q−
ℓ(x)
2 Lx,sw
∑
y∈Wc
y<sx
Dy,sxty


= q−
1
2
cv + ∑
sx∈Wc(X)
x<sx
q−
ℓ(x)
2 Lx,swtsx +
∑
sx<x
q−
ℓ(x)
2 Lx,sw(qtsx + (q − 1)tx)

+ q−
1
2
 ∑
y∈Wc(X)
y≤w
 ∑
sx 6∈Wc(X)
x<sx
q−
ℓ(x)
2 Dy,sxLx,sw
 ty
 .
Suppose that su > u and extract the coefficient of tsu on both sides of (4.5).
It follows that
Lsu,w = Lu,sw+ q
1
2Lsu,sw+
∑
sz 6∈Wc(X)
z<sz
q
ℓ(u)−ℓ(z)
2 Dsu,szLz,sw−
∑
z∈[u,w]c
sz<z
µ(z, sw)Lsu,z.
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Otherwise, if su < u then
Lsu,w = Lu,sw+q
− 1
2Lsu,sw+q
−1
∑
sz 6∈Wc(X)
z<sz
q
ℓ(u)−ℓ(z)
2 Dsu,szLz,sw−
∑
z∈[u,w]c
sz<z
µ(z, sw)Lsu,z,
and the statement follows by applying the substitution x = su.
Theorem 4.3.5. Let x, w ∈ Wc(X) be such that x < w. If there exists
s ∈ S(X) such that sw < w and x < sx ∈ Wc(X), then
Lx,w = q
− 1
2Lsx,w −
∑
sz 6∈Wc(X)
z∈(x,w)c
q
ℓ(x)−ℓ(z)
2 Dsx,szLz,w.
Proof. By Corollary 4.3.3 we get tscw = qcw, since ℓ(sw) < ℓ(w) by hypoth-
esis. Furthermore, if x < sx ∈ Wc(X) then [tsx](qcw) = q · q
−
ℓ(xs)
2 Lsx,w. On
the other hand, by Theorem 3.2.7, we get
tscw =
∑
x∈Wc(X)
x≤w
q−
ℓ(x)
2 Lx,wtstx
=
∑
sx∈Wc(X)
sx>x
q−
ℓ(x)
2 Lx,wtsx +
∑
sx 6∈Wc(X)
sx>x
q−
ℓ(x)
2 Lx,wtsx +
+
∑
x∈Wc(X)
sx<x
q−
ℓ(x)
2 Lx,w(qtsx + (q − 1)tx)
=
∑
sx∈Wc(X)
sx>x
q−
ℓ(x)
2 Lx,wtsx +
∑
sx 6∈Wc(X)
sx>x
q−
ℓ(x)
2 Lx,w
 ∑
y∈Wc(X)
y<sx
Dy,sxty
+
+ q
∑
sz∈Wc(X)
z<sz
q−
ℓ(sz)
2 Lsz,wtz + (q − 1)
∑
sz∈Wc(X)
z<sz
q−
ℓ(sz)
2 Lsz,wtsz
=
∑
sx∈Wc(X)
sx>x
q−
ℓ(x)
2 Lx,wtsx + q
1
2 q−
ℓ(x)
2 Lsx,wtx + q
1
2 q−
ℓ(x)
2 Lsx,wtsx +
− q−
1
2 q−
ℓ(x)
2 Lsx,wtsx +
∑
x∈Wc(X)
x≤w
 ∑
sz 6∈Wc(X)
z∈(x,w)c
q−
ℓ(z)
2 Dx,szLz,w
 tx. (4.6)
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By extracting the coefficient of tsx in (4.6) we obtain
q
1
2 q−
ℓ(x)
2 Lsx,w = q
−
ℓ(x)
2 Lx,w + q
1
2 q−
ℓ(x)
2 Lsx,w − q
− 1
2 q−
ℓ(x)
2 Lsx,w +
+
∑
sz 6∈Wc(X)
z∈(x,w)c
q−
ℓ(z)
2 Dsx,szLz,w.
and the statement follows.
The following result was inspired by a similar property for the Kazhdan–
Lusztig polynomials (see, e.g., [BB05, §5, Exercises 16]).
Proposition 4.3.6. Let w ∈ Wc(X) and define
Fw(q
− 1
2 )
def
=
∑
x∈Wc(X)
x≤w
εxq
−
ℓ(x)
2 Lx,w(q
− 1
2 ).
Then Fw(q
− 1
2 ) = δe,w.
Proof. The case w = e is trivial. Suppose w 6= e. Combining Theorem 3.2.6
(iv) with Proposition 4.2.9 we have
Fw(q
− 1
2 ) =
∑
u∈Wc(X)
u≤w
εuq
− ℓ(u)
2
 ∑
x∈Wc(X)
u≤x≤w
q
ℓ(u)−ℓ(x)
2 au,x(q)Lx,w(q
1
2 )

=
∑
x∈Wc(X)
x≤w
 ∑
u∈Wc(X)
u≤x
εuq
−
ℓ(x)
2 au,x(q)Lx,w(q
1
2 )

=
∑
x∈Wc(X)
x≤w
εxq
−
ℓ(x)
2 Lx,w(q
1
2 )
 ∑
u∈Wc(X)
u≤x
εxεuau,x(q)

=
∑
x∈Wc(X)
x≤w
εxq
− ℓ(x)
2 Lx,w(q
1
2 )qℓ(x)
=
∑
x∈Wc(X)
x≤w
εxq
ℓ(x)
2 Lx,w(q
1
2 )
= Fw(q
1
2 ).
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This implies that Fw(q
− 1
2 ) is constant. On the other hand, the constant
term in Fw(q
− 1
2 ) is zero since Lx,w ∈ q
− 1
2Z[q−
1
2 ] by Theorem 3.2.6, and the
statement follows.
The next result is a restatement of the well–known property µ(e, w) = 0, for
every w ∈ W (X) such that ℓ(e, w) > 1 (see, e.g., [BB05, Proposition 5.1.9]).
Corollary 4.3.7. Let w ∈ Wc(X). Then
[q−
1
2 ]Le,w =
{
1 if ℓ(w) = 1,
0 if ℓ(w) 6= 1.
Corollary 4.3.8. Let w ∈ Wc(X). Then
[q−1]Le,w =

0 if ℓ(w) < 2,
1 if ℓ(w) = 2,∑
s∈S(X)
s≤w
µ(s, w) if ℓ(w) > 2.
Proof. The case ℓ(w) ≤ 1 is trivial. If ℓ(w) = 2 then Le,w = q
−1 as explained
at the end of this section. Suppose ℓ(w) > 2. Then
[q−1](Le,w) = −
∑
x∈Wc(X)
x≤w, ℓ(x)=1
εx[q
− 1
2 ]Lx,w −
∑
x∈Wc(X)
x≤w, ℓ(x)=2
εx [q
0]Lx,w︸ ︷︷ ︸
0
=
∑
s∈S(X)
s≤w
[q−
1
2 ]Ls,w,
an the statement follows by Proposition 4.3.1.
The previous results would suggest that [qk]Le,w ≥ 0, for every k ∈ Q.
However, this is not true even inW (A3). For instance, computer calculations
show that Le,s2s1s3s2 = q
−1 − q−2.
Theorem 4.3.9. For all elements x, w ∈ Wc(X) such that x < w we have
Lx,w = q
ℓ(x)−ℓ(w)
2
∑(
(−1)k
k+1∏
i=1
Pxi−1,xi
)
,
where the sum runs over all the chains x = x0 < x1 < · · · < xk+1 = w such
that xi 6∈ Wc(X) if 1 ≤ i ≤ k, and 0 ≤ k ≤ ℓ(x, w)− 1.
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Proof. On the one hand, from Proposition 3.2.1 and the definition of the
t–basis we get
σ(C ′w) = q
− ℓ(w)
2
∑
y≤w
Py,wσ(Ty)
= q−
ℓ(w)
2
∑
y≤w
Py,w
 ∑
x∈Wc(X)
x≤y
Dx,ytx

= q−
ℓ(w)
2
∑
x∈Wc(X)
x≤w
( ∑
x≤y≤w
Dx,yPy,w
)
tx. (4.7)
On the other hand, by Theorem 3.2.7,
cw =
∑
x∈Wc(X)
x≤w
q−
ℓ(x)
2 Lx,wtx. (4.8)
Therefore, equation (3.3) implies that the coefficient of tx in (4.8) and in
(4.7) are equal, that is
q−
ℓ(x)
2 Lx,w = q
−
ℓ(w)
2
∑
x≤y≤w
Dx,yPy,w.
Since Dx,y = δx,y if y ∈ Wc(X) and x ≤ y, we achieve
Lx,w = q
ℓ(x)−ℓ(w)
2
Px,w + ∑
y 6∈Wc(X)
x<y<w
Dx,yPy,w
 . (4.9)
Combining (4.9) and Theorem 4.1.6 we get
Lx,w = q
ℓ(x)−ℓ(w)
2
Px,w + ∑
y 6∈Wc(X)
x<y<w
∑
x=x0<···
···<xk=y
(
(−1)k
k∏
i=1
Pxi−1,xi
)
Py,w

= q
ℓ(x)−ℓ(w)
2
 ∑
x=x0<···
···<xk+1=w
(−1)k
k+1∏
i=1
Pxi−1,xi
 ,
where xi 6∈ Wc(X) if 1 ≤ i ≤ k.
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The previous theorem shows that the L–polynomials depend only on the
Kazhdan–Lusztig polynomials and the poset structure induced by the Bruhat
order on {x, w}∪((x, w)\(x, w)c), where (x, w)c = {y ∈ (x, w) : y ∈ Wc(X)}.
Lemma 4.3.10. Let x, w ∈ Wc(X). If there exists s ∈ S(X) such that
sw < w and x < sx 6∈ Wc(X), then Lx,w = 0.
Proof. By (4.9) we get
Lx,w = q
ℓ(x)−ℓ(w)
2
Px,w + ∑
y 6∈Wc(X)
x<y<w
Dx,yPy,w

= q
ℓ(x)−ℓ(w)
2
Px,w +Dx,sxPsx,w + ∑
y 6∈Wc(X),y 6=sx
x<y<w
Dx,yPy,w

= q
ℓ(x)−ℓ(w)
2
 ∑
y 6∈Wc(X),y 6=sx
x<y<w
Dx,yPy,w
 . (4.10)
Denote by (∗) the expression in round brackets in (4.10). We show that (∗)
is zero and the statement follows. In fact, by applying relation (4.2) and
Lemma 4.1.5, we get
(∗) =
∑
y 6∈Wc(X)
y<sy
Dx,yPy,w +
∑
y 6∈Wc(X),y 6=sx
y>sy
Dx,yPy,w
=
∑
y 6∈Wc(X)
y<sy 6∈Wc(X)
Dx,yPy,w +
∑
y 6∈Wc(X)
y>sy 6∈Wc(X)
Dx,yPy,w +
∑
y 6∈Wc(X),y 6=sx
y>sy∈Wc(X)
Dx,yPy,w
=
∑
y 6∈Wc(X)
y>sy 6∈Wc(X)
(Dx,sy +Dx,y︸ ︷︷ ︸
0
)Py,w +
∑
y 6∈Wc(X),y 6=sx
y>sy∈Wc(X)
Dx,yPy,w
=
∑
y 6∈Wc(X),y 6=sx
y>sy∈Wc(X)
(−δx,sy)Py,w = 0,
as desired.
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The next result mirrors a well–known property of the Kazhdan–Lusztig poly-
nomials (see, e.g., [BB05, Proposition 5.1.8]).
Corollary 4.3.11. Let x, w ∈ Wc(X) be such that x < w. If there exists
s ∈ S(X) such that sw < w and x < sx ∈ Wc(X), then Lx,w = q
− 1
2Lsx,w.
Proof. The result follows by combining Theorem 4.3.5 with Lemma 4.3.10.
In the same way that Corollary 4.1.7 follows from Theorem 4.1.6 we deduce
from Theorem 4.3.9 the following symmetry properties of the L–polynomials,
whose proof we omit.
Corollary 4.3.12. Let x, w ∈ Wc(X). Then
(i) Lx,w = Lx−1,w−1;
(ii) Lx,w = Lw0xw0,w0ww0.
Lemma 4.3.13. Let x, w ∈ Wc(X) be such that x < w. If ℓ(x, w) = 1 then
Lx,w = q
− 1
2 . If ℓ(x, w) = 2, then
Lx,w =

−q−1 if k = 2,
0 if k = 1,
q−1 if k = 0,
with k = |{y 6∈ Wc(X) : x < y < w}|.
Proof. If ℓ(x, w) = 1, then Px,w = 1 (see Lemma 2.3.3). Equation (4.9) then
implies that Lx,w = q
− 1
2Px,w = q
− 1
2 . If ℓ(x, w) = 2, then from Equation (4.9)
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and Lemma 4.1.10 we get
Lx,w = q
ℓ(x)−ℓ(w)
2
Px,w + ∑
y 6∈Wc(X)
x<y<w
Dx,yPy,w

= q−1
1 + ∑
y 6∈Wc(X)
x<y<w
(−1)

= q−1 (1− k) ,
and the statement follows.
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Appendix A
Coxeter systems
A.1 Finite irreducible Coxeter systems
•
s1
•
s2
•
s3
❴❴❴❴ •
sn−1 sn
•
An (n ≥ 1)
• 4
s0
•
s1
•
s2
❴❴❴❴ •
sn−2 sn−1
•
Bn (n ≥ 2)
•s1
•
s2
•
s3
•
s4
❴❴❴❴❴ •
sn−1 sn
•
Dn (n ≥ 4)
Figure A.1: Finite irreducible Coxeter systems (part I).
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•• • • • •
E6
•
• • • • • •
E7
•
• • • • • • •
E8
• • 4 • •
F4
• 5 • •
H3
• 5 • • •
H4
• m •
I2(m) (m ≥ 3)
Figure A.2: Finite irreducible Coxeter systems (part II).
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A.2 Affine Coxeter systems
• ∞ •
A˜1
•
s0
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
•
s1
•
s2
•
s3
❴❴❴❴ •
sn−2 sn−1
•
❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
A˜n−1 (n ≥ 3)
•sn
• 4
s0
•
s1
•
s2
❴❴❴❴ •
sn−1 sn
•
B˜n (n ≥ 3)
• 4
s0
•
s1
•
s2
❴❴❴❴ • 4
sn−1 sn
•
C˜n (n ≥ 2)
•s0 •sn
•
s1
•
s2
•
s3
❴❴❴❴ •
sn−2 sn−1
•
D˜n (n ≥ 4)
Figure A.3: Affine Coxeter systems (part I).
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••
• • • • •
E˜6
•
• • • • • • •
E˜7
•
• • • • • • • •
E˜8
• • • 4 • •
F˜4
• 6 •
G˜2
Figure A.4: Affine Coxeter systems (part II).
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