Abstract. We propose a modified Levenberg-Marquardt method for nonlinear equations, in which not only a LM step but also an approximate LM step are computed at every iteration. To ensure the global convergence of the new method, a new kind of predicted reduction is introduced for the merit function when using the trust region technique. The cubic convergence of the modified LM method is proved under the local error bound condition which is weaker than nonsingularity. Numerical results show that the new method is very efficient and could save many calculations of the Jacobian.
Introduction
We consider the system of nonlinear equations
where F (x) : R n → R n is continuously differentiable. Due to the nonlinearity of F (x), (1.1) may have no solutions. Throughout the paper, we assume that the solution set of (1.1) denoted by X * is nonempty, and in all cases · refers to the 2-norm.
The Newton method is one of the best known methods for nonlinear equations. At every iteration, it computes the trial step (1.2) d
k F k , where F k = F (x k ) and J k = F (x k ) is the Jacobian. If J(x) is Lipschitz continuous and nonsingular at the solution, then the convergence of the Newton method is quadratic [4] . However, when F (x) is complicated or when n is very large, the computation of the Jacobian may be expensive. There are mainly two ways to save the Jacobian calculations. One is to use an approximation of the Jacobian which needs less computation. For example, Quasi-Newton methods are popular methods for nonlinear equations and usually have superlinear convergence under some suitable conditions. The other way is to make more use of the available Jacobian J k . For example, the following well-known modified Newton method computes not only the Newton step are not defined. To overcome the difficulties caused by the possible singularity of J k , the Levenberg-Marquardt method [5, 6] computes the trial step by (1.5) d However, the condition on the nonsingularity of the Jacobian is too strong. Recently, under the local error bound condition which is weaker than nonsingularity, Yamashita and Fukushima [14] showed that if the LM parameter is chosen as λ k = F k 2 , then the LM method preserves the quadratic convergence under the local error bound condition. Fan and Yuan [3] chose λ k = F k δ with δ ∈ [1, 2] and proved that the LM method still achieves the quadratic convergence under the same conditions. More general choices of the LM parameter have been given in [2] .
Inspired by the modified Newton method, we present the modified LevenbergMarquardt method in this paper. At every iteration, the modified LM method first solves the linear equations
to obtain the LM step d k , where μ k > 0 is updated from iteration to iteration, then solves the linear equations
, which does not involve the calculation of J(y k ). Since the decomposition of J T k J k + λ k I is available after solving (1.6), only the function value F (y k ) is needed to solve (1.7). So the cost of obtainingd k will be inexpensive.
We could use line search or the trust region technique to obtain the global convergence of the modified LM method. Since d k is a decent direction of the merit function F (x)
2 at x k but d k +d k may not be, we prefer to use the trust region technique. It is worth pointing out that the usual predicted reduction
may not have such a desirable property. To overcome this difficulty, we introduce a new kind of predicted reduction, which is proven to be always nonnegative and of crucial importance for the global convergence of the modified LM method.
As the modified Newton method has cubic convergence, it is interesting to investigate whether the modified LM method could also achieve the cubic convergence under the local error bound condition which is weaker than nonsingularity. Thus, we need to explore not only the LM step d k but also the approximate LM stepd k . While d k preserves the attractive properties as presented in [3] ,d k depends on the properties of J T k F (y k ) which contribute to the cubic convergence of the modified LM method.
The paper is organized as follows: In Section 2, we first introduce the new definition of the predicted reduction for the merit function, then propose a modified LM algorithm for (1.1) by using the trust region technique. We show that the new algorithm preserves the same global convergence as the existing LM algorithms under some suitable conditions. In Section 3, both d k andd k are deeply investigated. We prove that the modified LM algorithm has the same cubic convergence as the modified Newton method under the local error bound condition, which is weaker than nonsingularity. Finally, some numerical results of the new algorithm are reported in Section 4.
2.
The modified LM algorithm and its global convergence 2.1. New definition of the predicted reduction and the algorithm. We take
as the merit function for (1.1). As described in Section 1, the modified LM method not only computes the LM step d k by (1.6) but also computes the approximate LM stepd k by (1.7) at every iteration. Define the actual reduction of Φ(x) at the k-th iteration as
We cannot define
2 as the predicted reduction as usual, because it cannot be proven to be nonnegative, which is required for the global convergence in the trust region method. We need to develop a new kind of predicted reduction.
Note that the LM step d k is the minimizer of the convex minimization problem:
If we let
it can be verified that d k is also a solution of the following trust region problem:
By the famous result given by Powell in [10] , we know that
Similarly to d k ,d k is not only the minimizer of the problem
but also the solution of the trust region problem
Now based on the inequalities (2.5) and (2.9), it is reasonable for us to define the new predicted reduction as (2.10)
which satisfies 11) and it is always nonnegative. The ratio of the actual reduction to the predicted reduction r k = Ared k P red k will be used in deciding whether to accept the trial step and how to adjust the LM parameter.
We present the modified LM algorithm as follows.
Algorithm 2.1 (Modified LM algorithm for nonlinear equations).
Step 1. Given
to obtain d k and set
to obtaind k and set
Step 3. Compute r k = Ared k /P red k . Set (2.14)
Step 4. Choose μ k+1 as (2.15)
Set k = k + 1 and go to Step 2.
In fact, our modified LM algorithm can be regarded as a trust region algorithm in some sense. As we know, the trust region algorithm updates the trust region directly at every iteration, while our modified LM algorithm updates the parameter μ k , which in turn updates the values Δ k,1 and Δ k,2 by (2.3) and (2.8) implicitly. Many other papers also discuss the Levenberg-Marquardt method and the trust region method; please see [7, 8, 13, 15, 16] and the references therein for more details.
The main difference of Algorithm 2.1 from the general LM algorithm [1] is that an approximate LM stepd k is computed at every iteration.d k may not be as good as
Another difference is that a new kind of predicted reduction is used to guarantee the actual reduction to be always nonnegative.
We require μ k to be no less than a positive constant m to prevent the steps from being too large when the sequence is near the solution.
Global convergence of Algorithm 2.1.
To study the global convergence of Algorithm 2.1, we make the following assumptions. Assumption 2.2. F (x) is continuously differentiable, and both F (x) and its Jacobian J(x) are Lipschitz continuous, i.e., there exist positive constants L 1 and L 2 such that
By the Lipschitzness of the Jacobian, we have
Next we show that the sequence generated by Algorithm 2.1 converges to the stationary point of the merit function.
Theorem 2.3. Under the conditions of Assumption 2.2, Algorithm 2.1 terminates in finite iterations or satisfies
Proof. We prove by contradiction. Suppose the theorem is not true, then there exist a positive τ and infinitely many k such that 2 be the sets of the indices as follows:
Then T 1 is an infinite set. In the following, we will derive the contradictions whether T 2 is finite or infinite.
Case (I). T 2 is finite.
It follows from the definition of T 2 that the set
, which contradicts the fact thatk is the largest index of T 3 . Hence, we have k
It now follows from Step 3 of Algorithm 2.1 that r k < p 0 for all k >k, which implies (2.21) μ k → +∞ and λ k → +∞ due to (2.12), (2.15) and x k+1 = x k for all k >k. Hence we have
Moreover, it follows from (2.7), (2.18), (2.21) and the definition ofd k that
holds for all sufficiently large k, wherec is a positive constant. Therefore, we have
Furthermore, it follows from (2.11), (2.17), (2.20) and (2.24) that
which implies that r k → 1. In view of the updating rule of μ k , we know that there exists a positive constantm > m such that μ k <m holds for all sufficiently large k, which is a contradiction to (2.21). Hence the supposition (2.20) cannot be true while T 2 is finite.
Case (II). T 2 is infinite.
It follows from (2.11) and (2.17) that 
Hence, we obtain from (2.26) that (2.31)
Furthermore, it follows from (2.16) and (2.17) that
Since (2.20) holds for infinitely many k, there exists a largek such that J
T k
Fk ≥ τ and
By induction, we see that 
Next, by the same analysis as (2.25) we know that
Thus, there exists a positive constantm > m such that μ k <m holds for all sufficiently large k, which is a contradiction to (2.33). Therefore, the supposition (2.20) cannot be true when T 2 is infinite. Summarizing the analyses above, we know that (2.19) holds true.
Actually, if we let
as usual, we havẽ
SoP red k can be used instead of P red k while computing.
Cubic convergence of the modified LM algorithm
We assume that the sequence {x k } generated by Algorithm 2.1 converges to the solution set X * of (1.1) and lies in some neighbourhood of x * ∈ X * . We first give the relations among the LM step d k , the approximate stepd k and the distance from the current iterate x k to the solution set. Then we show that the LM parameter is bounded above which is very important to the derivation of the cubic convergence of the algorithm.
The local convergence theory requires the following assumptions.
Assumption 3.1. (a) F (x) is continuously differentiable, and F (x) provides a local error bound on some neighbourhood of x * ∈ X * , i.e., there exist positive constants c 1 > 0 and b 1 < 1 such that
Note that, if J(x) is nonsingular at a solution of (1.1), then the solution is an isolated one, so F (x) provides a local error bound on its neighborhood. However, the converse is not necessarily true, for examples please see [14] . Hence, the local error bound condition is weaker than nonsingularity.
Due to the Lipschitzness of the Jacobian, we have
moreover, there exists a constant L 2 > 0 such that
In the following, we denotex k the vector in X * that satisfies 
, and correspondingly the SVD of J k is
where
In the following, if the context is clear, we neglect the subscription k in Σ k,i and U k,i , V k,i (i = 1, 2, 3), and write J k as
The following lemma gives the relationship between the trial step s k and the distance from x k to the solution set.
Lemma 3.2. Under the conditions of Assumption
holds for all sufficiently large k.
which implies thatx k ∈ N (x * , b 1 ). It follows from (2.15) and (3.1) that the LM parameter λ k satisfies
which together with 1 ≤ δ ≤ 2 gives 
Using the SVD of J k , we have
By the theory of matrix perturbation [12] and the Lipschitzness of J k , we have
Since {x k } converges to the solution set X * , we assume that L 1 x k − x k ≤σ r /2 holds for all sufficiently large k. Then it follows from (3.10) that
moreover, we have from (3.6) that
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The above inequalities together with (3.8) and (3.9) imply that there exists a positivec 2 such that
holds for all sufficiently large k. Hence we obtain from (3.7) that (3.14)
for some c 2 > 0. The proof is completed.
Boundedness of the LM parameter.
The updating rule of {μ k } indicates that {μ k } is bounded below. Next we show that μ k is also bounded above.
Lemma 3.3. Under the conditions of Assumption
Proof. First we prove that for all sufficiently large k,
wherec 3 ,ĉ 3 are some positive constants.
To prove (3.16), we consider two cases. If x k − x k ≤ d k , by (3.1), (3.3) and the fact that d k is the solution of (2.4), we have
for somec 3 > 0. In the other case that
Both (3.18) and (3.19) indicate that 1)-(3.3) and the fact thatd k is the solution of (2.7), we have
for someĉ 3 > 0. In the other case where
Combining (3.20) and (3.21), we obtain
Hence it follows from (3.3), (3.7), (3.16) and (3.17) that
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In view of (3.4), (3.7) and (3.13), we see that
It then follows from (3.7) that
The two inequalities above together with (3.22)-(3.24) imply that
Hence there exists a positive constant M > m such that μ k ≤ M holds for all sufficiently large k. The proof is completed.
Lemma 3.3 together with (3.4) indicates that the LM parameter satisfies
which means the LM parameter is bounded. In the remainder of this section, we will show that {x k } converges to some solution of the nonlinear equations (1.1) cubically.
3.3. Cubic convergence of Algorithm 2.1. By the SVD of J k , we compute (3.28) and
. In order to obtain the cubic convergence rate of the algorithm, not only a better estimation ofd k than (3.13) is required but also the estimations of F k + J k d k and F (y k ) + J kdk are required. The following two lemmas give the estimations of U 29) and (3.30) .
Lemma 3.4. Under the conditions of Assumption
where L 1 , L 2 are given in (3.2) and (3.4), respectively.
Proof. Result (a) follows immediately from (3.4).
It is easy to see thats k is the least squares solution of min F k + J k s , so we have from (3.3) that
Sinces k is the least squares solution of min F k +J k s , it follows from (3.3) and (3.10) that
Due to the orthogonality of U 2 and U 3 , we get result (b).
Lemma 3.5. Under the conditions of Assumption
where c 4 , c 5 , c 6 are positive constants.
Proof. It follows from (3.11), (3.26), (3.29) and Lemma 3.4 that
which together with (3.3) and (3.7) imply that
where c 4 = 4L
Thus the local error bound condition yields
where c 7 = c −1
By simple calculations, we deduce from (3.2), (3.3), (3.7) and (3.32) that
Sincep k is the least squares solution of min F (y k ) +J k p , we deduce from (3.2), (3.3), (3.7) (3.10) and (3.32) that
(3.34)
Combining (3.33) and (3.34), we know there exists a positive c 5 > 0 such that
due to the orthogonality of U 2 to U 3 . The proof is completed.
Based on the results obtained above, we can show that {x k } converges to some solution of (1.1) cubically.
It follows from (3.6), (3.10), (3.11), (3.28), (3.30) and Lemma 3.5 that 
which gives (3.37)
where c 10 = c −1
). (3.37) implies that {x k } converges to the solution set cubically.
Note that
It follows from (3.37) that
holds for all sufficiently large k. Hence we deduce from (3.37) and Lemma 3.2 that
The above inequality indicates that {x k } converges to some solution of (1.1) cubically, which is stronger than the convergence to the solution set. We summarize our results in this section as follows:
Theorem 3.6. Under the conditions of Assumption 3.1, the sequence generated by Algorithm 2.1 converges to some solution of (1.1) cubically.
From the analyses above, we can see that under the local error bound condition which is weaker than nonsingularity, we have
which implies that not only the LM parameter {λ k } converges but also {F k } converges cubically to zero as {x k } converges cubically to the solution of (1.1).
Numerical results
We tested Algorithm 2.1 on some singular problems, and compared it with the general LM algorithm which does not solve the linear equations (2.13) and only computes the LM step d k .
The test problems were created by modifying the nonsingular problems given by Moré, Garbow and Hillstrom in [9] , and have the same form as in [11] ,
where F (x) is the standard nonsingular test function, x * is its root, and A ∈ R n×k has full column rank with 1 ≤ k ≤ n. Obviously,F (x * ) = 0 and
has rank n − k. A disadvantage of these problems is thatF (x) may have roots that are not roots of F (x). We created two sets of singular problems, withĴ(x * ) having rank n − 1 and n − 2, by using
and
respectively. Meanwhile, we made a slight alteration on the variable dimension problem, which has n + 2 equations in n unknowns; we eliminate the (n − 1)-th and n-th equations. (The first n equations in the standard problem are linear.) We set p 0 = 0.0001, p 1 = 0.25, p 2 = 0.75, μ 1 = 10 −5 and δ = 1 for all the tests. The algorithm is terminated when the norm of J T k F k , e.g., the derivative of Φ at x k , is less than 10 −5 , or when the number of the iterations exceeds 100(n + 1). The results for the first set of problems of rank n−1 are listed in Table 1 , and the second set of rank n−2 in Table 2 . The third column of the table indicates that the starting point is x 0 , 10x 0 , and 100x 0 , where x 0 is suggested by Moré, Garbow and Hillstrom in [9] ; "NF" and "NJ" represent the numbers of function calculations, and Jacobian calculations, respectively; and "n.s.x * ?" gives a Y(yes) if the method converges to the same solution as the corresponding nonsingular problem, an N(no) otherwise. If the method failed to find the solution in 100(n + 1) iterations, we denoted it by the sign "-", and if the iterations had underflows or overflows, we denoted it by OF. Note that, for general nonlinear equations, the calculations of the Jacobian are usually n times of the function calculations. So we also presented the values "NF+NJ*n" for comparisions of the total calculations. However, if the Jacobian is sparse, this kind of value does not mean much. Table 1 . Results on the first singular test set with rank(F (x * )) = n − 1
Problem n x 0 NF/NJ/NF+NJ*n n.s.x * ? NF/NJ/NF+NJ*n n.s. Table 2 . Results on the second singular test set with rank(F (x * )) = n − 2
Problem n x 0 NF/NJ/NF+NJ*n n.s.x * ? NF/NJ/NF+NJ*n n.s. From the tables, we can see that Algorithm 2.1 almost always outperforms the general LM algorithm, whether on the first singular test set or on the second test set. Though the function calculations of Algorithm 2.1 are more than those of the general LM algorithm, their Jacobian calculations are much less, which contributes to fewer calculations of Algorithm 2.1 than the general LM algorithm. The numerical results also support the faster local convergence result of Algorithm 2.1 obtained in Section 3 in some sense.
