Abstract-Multi-View Stereo (MVS) algorithms scale poorly on large image sets, and quickly become unfeasible to run on a single machine with limited memory. Typical solutions to lower the complexity include reducing the redundancy of the image set (view selection), and dividing the image set in groups to be processed independently (view clustering). A novel formulation for view selection is proposed here. We express the problem with an Integer Linear Programming (ILP) model, where cameras are modeled with binary variables, while the linear constraints enforce the completeness of the 3D reconstruction. The solution of the ILP leads to an optimal subset of selected cameras. As a second contribution, we integrate ILP camera selection with a view clustering approach which exploits Leveraged Affinity Propagation (LAP). LAP clustering can efficiently deal with large camera sets. We adapt the original algorithm so that it provides a set of overlapping clusters where the minimum and maximum sizes and the number of overlapping cameras can be specified. Evaluations on four different dataset show our solution provides significant complexity reductions and guarantees near-perfect coverage, making large reconstructions feasible even on a single machine.
I. INTRODUCTION
Scalability is an issue for Multi-View-Stereo (MVS) algorithms [20] , [25] , [7] and a limitation for large imagebased 3D reconstructions [1] , [4] . A first way to address the problem is to reduce redundancy in the input data. View selection algorithms have the goal of removing repetitive images. However, view selection is not enough when the image set is very large. Since MVS algorithms work by using the whole set of images at once, a further help can come from partitioning the views in clusters to be processed independently and eventually in parallel.
The combination of clustering and selection can lead to three main benefits: 1) reconstruction time on a single machine is reduced due to the smaller dimensions of the clusters; 2) large reconstructions are made possible on single machines with limited memory; 3) the processing may be split across multiple machines for further speedups.
In this work, we propose a novel approach for view selection, formulating the problem with an Integer Linear Programming (ILP) model. According to ILP, each camera is represented by a binary variable, which could be selected or not. The linear constraints enforce the shared visibility of points between cameras to guarantee the coverage of the final 3D reconstructions. Solving the ILP model we find a globally optimal set of cameras, avoiding any heuristics or greedy iterative procedures used in other works [26] , [9] , [8] , [6] .
As a second contribution, we integrate the ILP selection model with a view clustering solution based on Leveraged Affinity Propagation (LAP). LAP is an extension of Affinity Propagation clustering [5] able to deal with large-scale data. We increase the flexibility of the LAP algorithm by handling additional constraints on minimum and maximum cluster size and by admitting overlapping clusters. Cluster overlaps are important for reaching a well-covered reconstruction near cluster boundaries, especially in semi-structured camera scenarios [15] . We test our algorithm on different types of image sets: structured, unstructured, streetside and aerial. Experiments show that our method leads to a reduced and well-grouped cameras sets, while guarantees the overall coverage, scalability, and high quality of the 3D reconstructions.
A. Related Work
The problem of scalability for large-scale 3D reconstruction has been addressed in a few other works. We briefly discuss the most relevant methods for scaling both Structurefrom-Motion (SFM) and Multi-View Stereo (MVS) algorithms.
SFM scalability. Snavely et al.
[24] find skeletal sets of images from a given unordered collection which provide a good approximation of the SFM reconstruction using the whole image set. They first estimate reconstruction accuracy between pairs of overlapping images, from which they form a graph and find the skeletal by means of a maximumleaf t-spanner algorithm. Li et al. [14] find a small subset of iconic images comprising all the important part of the scene. They initially proceed by applying 2D appearancebased constraints to loosely group images, and progressively refining these groups with geometric constraints to select iconic images giving a sparse visual summary of the scene. Crandall et al. [3] introduce a Markov Random Field (MRF) formulation for SFM which finds a coarse initial solution and then improve that solution using bundle adjustment. Their formulation incorporates various sources of information such cluster form disjoint groups. Instead we need overlapping clusters with pre-determined sizes.
Size constraint. First, too small cluster are merged to nearest clusters -i.e. clusters with the nearest exemplaruntil the minimum size constraint is satisfied. Second, for too large clusters, we increase preference values by forcing large clusters to be split into two.
Overlap constraint. In the similar vein as [15] , we implement a diverse overlapping approach and find a specified number of cluster borders. The first cluster border is selected as the most dissimilar camera to the cluster exemplar, according to S. The next borders are iteratively chosen as the least similar cameras to the previous selected ones. A diverse selection ensures that in semi-structured scenarios both cluster borders are covered by overlaps, see Figure 3 .
Leveraged Affinity Propagation. For a large number of cameras, we adopt the so-called Leveraged Affinity Propagation. This is a better option w.r.t. sparse AP, since it is not known a priori if the similarity matrix S is sparse. Leveraged Affinity Propagation samples from the full set of potential similarities and performs several rounds of affinity propagation, iteratively refining the samples. A comparison of AP and LAP methods is done in Figure 4 : the speed is compared for randomly generated data of different sizes, while the clustering results are shown for a set of 1000 random points. LAP delivers the same clustering results yet provide a speedup for large datasets.
III. THE ILP MODEL FOR VIEW SELECTION
Integer Linear Programming (ILP) is an optimization model where both the objective function and the constraints are linear, and the variables are integer numbers. The problem of view selection fits perfectly into an ILP model: our variables are the cameras which could be selected or not, reducing ILP to a binary combinatorial problem. The previous clustering step with precise overlaps allows to run the selection independently on every cluster. As a result the complexity of the ILP optimization problem, which depends on the number of variables, is reduced. We note as {C n } the set of cameras associated with cluster n, and {P n } the set of seen points (the union of camera visibilities). Three constraints are specified for view selection:
• coverage constraint: image selection must not create holes or missing parts in the structure; • size constraint: the resulting number of images in a cluster must satisfy the minimum size constraint N min specified for clustering; • overlap constraint: overlapping cameras in a cluster must be selected, to maintain the reconstruction quality at cluster borders. All the constraints are explained as linear inequalities in the ILP model. The resulting ILP problem is formalized as:
(overlap constraint) and x ∈ 0, 1 Vectors x and c are the camera vector and the cost vector respectively, both of length N Cn = |{C n }|. The cost vector c is filled with 1s, so that the total cost is simply the number of selected cameras. However, any other cost attribution can be used, e.g. by attributing different importance according to the estimated saliency [16] , [22] . Coverage constraint. Coverage is the most critical among the three constraints. Given the set of cameras in a cluster, one could express the coverage constraint by ensuring that all the N Pn points of cluster n are seen by at least N vis cameras in their point visibility sets (with N vis ≥ 2). Such . Affinity propagation clustering compared to CMVS [6] and DS [15] on Notredame dataset.
A. Clustering
Clustering results are shown for Fraumunster and NotreDame in Figures 3, 6 , 7. In Figure 3 clustering results are shown using two different N overlaps values, highlighting the precise positions of cluster overlaps on borders. In Figure 6 and 7 cameras in each cluster are connected with a line to better compare the regularity of the clusters in the three different methods. In general, our clusters and overlaps always show a better cluster configuration w.r.t. CMVS as we model angle and distance and not just pure shared visibility. DS improves upon CMVS, but still some wrong assignments remain due to the iterative problem. Cluster compactness is beneficial during selection, since every cluster has little influence on the others and thus selection can be run independently on each of them. Moreover, the precision of overlaps avoids any problem of incomplete reconstructions between clusters.
B. Selection
To quantitatively evaluate image selection, we would require a ground truth, which is not readily available for these experiments as there is no best minimal set of images with an optimal point cloud. In this work, for every dataset we reconstruct a 3D point model with the Patch-based MultiView Stereo (PMVS) method [7] using the complete set of images. This most complete point cloud reconstruction serves as reference.
We define coverage as a metric for evaluation. Given a ground truth point cloud G, and a point cloud P, coverage is computed as follows: for every point g i in G, we evaluate the distance d GP to the nearest point in P. The point g i is "covered" if such distance is below a given threshold d GP . The coverage metric is given by the percentage of covered points in G. We set d GP = 4R.
Quantitative results are shown in Table I . We obtain almost complete coverage with respect to the PMVS computed on the full set. Compared to CMVS, we generally improve on coverage performances. At the same time, we achieve important speed-up factors, overall up to 8.5x achieved on the NotreDame and up to 84% faster than CMVS for Yotta dataset. Gains are obtained without parallelization, thus much greater speedup are easily achievable by splitting the reconstruction on multiple machines.
The ILP optimizations are modeled and solved with the LP-solve package [12] . The runtime of the entire system is between 0.5min (Fraumunster, smallest) and 3min (NotreDame, largest dataset) which is negligible w.r.t. the full PMVS reconstruction with 0.75 hour (Fraumunster) and 8 hours (NotreDame), respectively.
For a qualitative evaluation of the selection method, Figure 8 shows cluster subdivisions and removed cameras after selection for all datasets, highlighting the regularity of removed cameras. The good coverage properties of our method are also confirmed by a visual analysis of 3D reconstructions: in Figure 9 the 3D models obtained by using the full image set and our subset are nearly identical.
V. CONCLUSIONS In this work we presented an approach for joint camera clustering and selection, in order to improve Multi-ViewStereo (MVS) scalability. Two novel methods are introduced. First, we exploit Leveraged Affinity Propagation for clustering, extending the original algorithm to manage cluster and overlaps constraints. The resulting clusters and diverse overlaps are regular and well-defined, comparing favorably with other state-of-the-art methods [6] , [15] . Second, we introduce an Integer Linear Programming formulation for view selection. The ILP model treats cameras as binary variables and jointly handles all necessary constraints finding a global solution.
The two methods are combined and it is shown that the final set of clustered and selected cameras ensures a nearlyperfect coverage of the 3D scene and leads to large speedup factors (up to 8x, without parallel processing) compared to MVS reconstructions computed on the full image set.
As future work, we plan to reason about regions of interest within the images rather than always considering the full images during selection. 
