We provide a rigorous proof of granularity adjustment (GA) formulas to evaluate loss distributions and risk measures (value-at-risk) in the case of heterogenous portfolios, multiple systemic factors and random recoveries. As a significant improvement with respect to the literature, we detail all the technical conditions of validity and provide an upper bound of the remainder term at a finite distance. Moreover, we deal explicitly with the case of general loss distributions, possibly with masses. For some simple portfolio models, we prove empirically that the granularity adjustments do not always improve the infinitely granular first-order approximations. This stresses the importance of checking our conditions of regularity before relying of such techniques. And smoothing the underlying loss distributions through random recoveries or exposures improves the GA performances in general.
Introduction
Value-at-risk (VaR) remains the corner stone of banking regulatory capital calculations, despite its well-known drawbacks (see the critics in Danielsson et al., 2001 , for instance). Its use has spread throughout the fields of risk measurement and portfolio management: trading limits calculations, risk-return analysis, etc. Precise estimations of VaRs require computationally intensive processes, even for moderate-size portfolios, and particularly for high levels. Unfortunately, every user is not able to launch such a full evaluation process, or is not ready to wait several hours (or even days) every time a VaR is required. Therefore, there has been a need for approximated methods. These methods should be able to calculate quickly and efficiently VaRs, Expected Shortfalls, or other risk measures, for large portfolios and possibly complex instruments.
For a long time, it has been observed that the computation of VaRs is dramatically simplified under the assumption that bank portfolios are perfectly fine-grained (or infinitely granular, equivalently). In such situations, diversification fully eliminates idiosyncratic risk, so that the portfolio loss depends on systemic risk only. Since real-world portfolios are not perfectly fine-grained, it remains a residual of undiversified idiosyncratic risk in portfolios. The impact of undiversified idiosyncratic risk on VaRs can be approximated analytically through the so-called "granularity adjustments" (GA) techniques. In mathematical terms, they are based on asymptotic expansions of portfolio loss distributions, when the number of exposures is "large".
The Basel 2 proposals for credit risk measurement has fueled research in this area since the beginning of this century: see Wilde (2001a) , Gordy (2003) . In particular, GAs allow closed-form calculations of approximated VaRs or expected shortfalls for some well-known industry models of credit portfolios. For instance, Wilde (2001b) provided GA formulas for CreditRisk+ (CSFP, 1997) . Emmer and Tasche (2005) developed the same analysis for CreditMetrics (Gupton et al., 1997) . These results have been reworked and/or amended in several papers, notably Gordy and Lütkebohmert (2012) in the case of CreditMetrics. In the increasing GA literature, seminal papers include Gouriéroux, Laurent and Scaillet (2000) , Gordy (2003) , Martin and Wilde (2002) , etc. More recently, Antonov et al. (2007) applied such techniques to price CDOs. Gordy and Juneja (2010) showed that such techniques apply even with portfolio of options, for which nested simulations are required. Gagliardini and Gouriéroux (2011) provided a framework for asset pricing with factor models. Gordy and Marrone (2012) developed the GA theory under a mark-to-market credit risk perspective.
To the best of our knowledge, the specific orders of magnitude of GA approximations have never been studied in the literature. In other words, no paper has evaluated the error terms of such approximations. Moreover, the underlying conditions of regularity are often imprecise or too strong. Our goal will be to revisit the theory, by pushing the GA mathematics forward. Contrary to the current practice, we will not assume a priori that "the asymptotics work", i.e. that we can rely on the infinitely granular assumption. At the opposite, we will revisit the theory by stating clear-cut granularity expansion results by keeping fixed the portfolio size n. Therefore, we do not state asymptotic results, but rather exact results at a finite distance. In Section 2, we establish two slightly different GA expansions. Under some sufficient conditions of regularity, we evaluate the errors induced by these approximations for general heterogenous credit portfolios.
Finally, we measure the quality of GA approximations by simulation, for some simple credit risk models. These specifications are a bit unusual but not unrealistic. They will play the role of "toy models" because they allow closed-form calculations of GA terms. Theoretically and empirically, we show that the performances of granularity adjustments may be explained in the light of the regularity conditions we have exhibited previously. Particularly, they depend on the tail behavior of the characteristic functions of the underlying loss distributions: see Section 3. Proofs are gathered in the appendix.
A general formula for granularity adjustments

The framework
To fix the notations, consider a n-size credit portfolio. The exposure E j of any counterparty j will be assumed constant in time. Such a quantity is positive because exposures are comparable to replacement costs of some risky positions in a portfolio. Nonetheless, nothing precludes negative exposures in this article. We will be interested in the credit risk associated to this portfolio, between today and a given time horizon T . The associated "loss rate" of a given name j will be modeled as a random variable Z j , j = 1, . . . , n. If no default occurs before the time horizon T , Z j = 0. Otherwise, Z j > 0 is the stochastic loss rate associated to j's default. Then, the normalized portfolio loss (between today and the given time horizon T ) is the random quantity
where A jn := E j / n j=1 E j denotes the j-th share of exposure. Therefore, A jn is the j-th percentage of the total risky exposure in the portfolio, and n j=1 A jn = 1. Actually, in a classical default risk mode, Z j can be seen as the product of an indicator function D j ∈ {0, 1} and a loss-given-default (LGD) percentage of the face value of loan j. Here, D j = 1 means "default of j before T ". LGDs (also one minus recovery rates) are random percentages of the exposure shares A jn , without modeling the exact time when these cash-flows are repaid. Equivalently, it means all repayments occur at the same time horizon T . Note that 1 − Z j can be interpreted as the T -market value of j's exposure, for a nominal of one, as usually under a market risk point-of-view. We assume that every variable Z j is bounded from above by a constantZ j . This level will be one most of the time, but we do not exclude the possibility of negative recovery rates (i.e. losses larger than 100%). random vector X ∈ R m , the random variables Z j , j = 1, 2, . . ., are mutually independent. In other words, the dependence between the individual losses is generated by some "systemic" random factors only, gathered into a vector X.
The GA methodology works well when the number of underlyings n is "large", but the total portfolio notional is kept as a constant. In the literature, a portfolio is called "infinitely granular" when its size goes to the infinity (n → ∞) and when every individual exposure share is infinitesimal with respect to the total portfolio size: lim n→∞ sup j=1,...,n |A jn | = 0. It is well-known that, under this infinitely granular assumption, the law of L n is similar to the law of E[L n |X]. Since the latter law is a lot more simpler than the former, most of the time, it is tempting to approximate the cdf or the quantiles of L n by those of E[L n |X]. This provides a first-order approximation of risk measures like VaRs, that we call "EV aR".
Instead of dealing with more or less ad-hoc arguments, we will lead a mathematically rigorous Fourier analysis of the random loss L n . First, we will calculate the relation between the characteristic functions of L n and E[L n |X], by some Taylor expansions. Second, some inversions of Fourier transforms will provide their corresponding relations in terms of cumulative distribution functions. Finally, we will deduce the link between their quantiles, and therefore their granularity adjustment terms 2 .
The classical proof of granularity adjustments
Let us recall the usual way of deriving a granularity adjustment. The standard method relies on the sensitivity of Value-at-Risk w.r.t. individual exposures, by invoking the results of Gouriéroux, Laurent and Scaillet (2000) . To be short, they consider a continuum of losses between the true random loss L n and its infinitely granular approximation:
where ε ∈ [0, 1]. For a given level α ∈ (0, 1), denote by V aR α (ε) the Value-at-Risk associated with the loss L n (ε). The case ε = 1 corresponds to the true portfolio loss, and the case ε = 0 corresponds to the loss of the infinitely granular portfolio. A limited expansion between ε = 0 and ε = 1 links together V aR Ln,α (the VaR of L n ) and its approximation V aR
By simple calculations, it can be proved that
This property is always true. It does not depend on the fact that X may be of dimension one and/or the function
Therefore, the granularity adjustment terms will come from the second order derivative of V aR α (ε) w.r.t. ε. In the case of a univariate systemic factor X, Gouriéroux, Laurent and Scaillet (2000) provide the corresponding formulas, but under some strong regularity conditions. In particular, they assume that the joint density of (L n , E[L n |X]) exists w.r.t. the Lebesgue measure. Unfortunately, portfolio loss distributions often discrete, at least partly. Since empirical quantiles (and then VaR measures) can still be defined by generalized inverse functions, it is important to adapt the theoretical results in this case. This will be done below.
A refined proof of granularity adjustments
Now, we set some additional notations. Since we rely on Fourier transform techniques, let χ Ln and χ E [Ln|X] be the characteristic functions of L n and E[L n |X] respectively, i.e.
for any t. To lighten the notations, such functions will be denoted χ L and χ E [L|X] simply. Moreover, let µ n (x) := E[L n |X = x] be the expected portfolio loss, conditionally on the value of the factor X.
Since every random loss Z j is upper bounded by a constantZ j then, conditionally on the value of the "systemic" factor, the variance of j-th losses exists and is defined by
Note that the laws of the individual losses Z j may differ, for different indices j, what is the case in practice.
Assumption A. X 1 , the first component of X, is an argument of µ n (X) and x 1 → µ n (x 1 , x −(1) ) is strictly increasing and differentiable for every vector x −(1) . Moreover, we assume that the factor X has a density f X w.r.t. the Lebesgue measure on R m .
The latter technical condition is satisfied easily in most of the factor models that have been considered in the literature. For convenience, this condition highlights the role of the first component of X. Obviously, this index can be changed and the condition A modified.
In the case of a univariate factor model, i.e. X ∈ R, let
This function will provide the key element of the granularity adjustments we state hereafter.
More generally when m ≥ 2, for any v ∈ R and j = 1, . . . , n, define
where ∂ (k) µ n denotes the partial derivative of µ n w.r.t. its k-th argument, k = 1, . . . , m. These functions κ j will provide the main term of GA in the multi-factor case. Even if multi-factor models are commonly used in practice, their GAs have not been calculated in the literature until now (to the best of our knowledge). Therefore, for the sake of illustration, a few functions κ j and their corresponding GAs are provided in Appendix C, in the case of models that involve several systemic factors. Theorem 1. If Assumption A and if the following conditions are fulfilled:
(ii) Every functionĜ j : t → exp(itu)κ j (u) du is integrable, j = 1, . . . , n.
(iii) There exist some constants ε ∈ (0, 1) and
where the granularity adjustment is
. In our paper, such conditions have to be revisited because, compared to Gordy (2003) , we are dealing with higher order terms on one side (more demanding) but we prove only convergence in law on the other side (less demanding). Therefore, following Theorem 1, our required conditions on (A jn ) and (M n ) are written in terms of sums, like M p n n j=1 A q jn for some couples of integers (p, q) (see (3)). Heuristically, we can see that our analysis will be globally more demanding than Condition (A-2) in Gordy (2003) (except in some pathological situations). Indeed, due to Theorem 1, we need to satisfy
for some x. This is almost equivalent to M Even if our theoretical results cover arbitrary individual exposure shares, we will focus on the typical case of a balanced portfolio below: A jn = 1/n, j = 1, . . . , n. In this case, T n,∞ and GAs are of order n −1 , and we would like to check that r n,M (x) = o(n −1 ). A necessary condition, that will be discussed in Section 3, is M 4 n = o(n).
Granularity adjustments and Value-at-Risk approximations
Now, let us link the Value-at-Risk of the true loss L n and of its "infinitely granular" approximation E[L n |X]. For any non-decreasing function F and any u ∈ [0, 1], let F − (u) := inf{x|F (x) ≥ u} be a quantile function that is associated to F . This is the standard generalized inverse function, as defined in the literature. The cdf of any random variable Z will be denoted by F Z .
To simplify, we suppose in this subsection that:
The laws of L n and E[L n |X] are continuous.
Then, Theorem 1 implies that, under some technical assumptions and for every x,
We hope that the last term r n,M (x) can be seen as negligible, when M is well chosen and when the underlying distributions satisfy some regularity conditions. Now, for a given α ∈ (0, 1), the value-at-risk of L n at level α is defined as the generalized inverse of F Ln , i.e.
V aR Ln,α = F − Ln (α). Most of the time, there exists a single possible value-at-risk for a given level α, except when F Ln takes the value α on a non-empty interval I α : F Ln (x) = α for every x ∈ I α . In this case, every number in the interior of I α is a V aR α candidate. Note that this situation is very unlikely in practice when different exposures per name are considered. In every case, under B, we satisfy the nice property
Theorem 2. Under Assumption B and the assumptions of Theorem 1, if f Ln|X , the density of E[L n |X], exists and is not zero in the neighborhood of
for some real number M , chosen as in Theorem 2, and some number v α such that
Proof. It is a simple consequence of a limited expansion. Indeed,
and then
The size of the error term r M (V aR Ln,α ) is related to the choice of M , to the tails of the characteristic functions of losses and to the behavior of the exposure shares A jn , j = 1, . . . , n for large n. Invoking Equation (2) and assuming the remainder term r n,M is negligible w.r.t. T n,∞ , we deduce the usual granularity adjustment easily.
Corollary 3. Under the assumptions of Theorem 2,
If the systemic factor X := X is univariate and µ n is invertible, then
Equivalently, we have
or even
Proof. Equation (4) is just a consequence of Theorem 2. Due to the monotonicity of µ n , note that
n (t)), and then
we deduce Equation (6). We get Equation (7) by setting v = µ n (t) and writing derivatives w.r.t. t instead of v. 2 Therefore, we recover the granularity adjustment formulas, as they appeared in Wilde (2001a,b) , Gordy (2003) or Martin and Wilde (2002) , among others. Nonetheless, these formulas consider that V aR E[Ln|X],α and V aR Ln,α are sufficiently close so that we can use one of the other as arguments of κ j and/or f Ln|X , in the granularity adjustment formula. Actually, in practice, this choice could matter, even if it should be negligible asymptotically. This is why we propose a new GA: set
Corollary 4. Under the assumptions of Theorem 2,
When the "systemic" factor X := X is univariate and µ n is invertible, we have
. (10) The latter formulas are slightly more complex than the traditional GA formulas in Corollary 3. Nonetheless, for theoretical reasons (see the proof of Corollary 3), there are some hopes their relevance is slightly higher. We will discuss this point in the empirical Section 3.
Actually, it should be noticed that the previous GA formulas belong to a more general class of granularity adjustments: for a given θ in [0, 1], set
Therefore, there exists a continuum of GA formulas
In Corollaries 3 and 4, we have just chosen (θ, θ ) = (0, 1) and (θ, θ ) = (1/2, 0) respectively.
Granularity adjustments and Value-at-Risk approximations with discrete loss distributions
Now, we would like to remove Assumption B, to be able to deal with discontinuous L n loss distributions. This case appears naturally when exposures and recoveries are assumed to be fixed (a rough but standard assumption, unfortunately). On the other side and following the GA literature, we still assume that the distribution of E[L n |X] is continuous, and that it owns a density w.r.t. the Lebesgue measure. Actually, most of the previous results still apply with slight modifications under this new framework.
To apply Theorem 1, we define the normalized cdfF bỹ
for every x. Theorem 1 says that, under some conditions of regularity, for every x,
Now, for a given α ∈ (0, 1), the value-at-risk of L n at level α is a corresponding quantile of F Ln . To be consistent with Theorem 1, we decide that the VaRs are always defined as quantiles ofF Ln :
On one side, let us assume that the levels α we consider are "reached" by the corresponding cdfs. In other words, α lies in the range of these cdfs:
This assumption may be strong in practice, if α chosen independently of the range of L n 's values. Since we have assumed the law of E[L n |X] is continuous, note that we always havẽ
By the same arguments as above, we get easily:
If the distribution of L n is general (possibly with discrete masses), Theorem 2, Corollary 3 and 4 still apply, replacing Assumption B with Assumption B*.
On the other side, if α does not belong to the image set ofF Ln thenF Ln (V aR Ln,α ) is different from α, except when α lies in the middle of [F n (V aR Ln,α − 0),F n (V aR Ln,α + 0)], due to our definition (8). This difference can be significant, and of the order of magnitude of granularity adjustments themselves.
For instance, consider the extreme case of perfect dependence between the r.v.s' Z i and a scalar systemic factor X, i.e. Z i = 1(X ≤ a) for some constant a. Then, if all exposure shares are constant and equal to 1/n, then L n takes the two values 0 and 1 only. Thus,F Ln ∈ {0, 1/2, 1}. In this case, the quantiles that can be invoked to apply Theorem 2 are related to α ∈ {0, 1/2, 1} only. The same reasoning applies when L n takes the values { 1 , . . . , p } only, andF Ln ( j ) = q j , j = 1, . . . , p. Then, with our conventions and strictly speaking, Proposition 5 apply with the levels α ∈ {q 1 , . . . , q p } only.
To go one step beyond, assume that we define the loss quantiles by our usual rule V aR Ln,α = inf{t|F Ln (t) ≥ α}, and thatF
and, under the conditions of regularity of Theorem 2, we get
Unfortunately, the last additional term can be significant, i.e. not negligible w.r.t. the GA adjustment. For instance, it is at most 1/(2f Ln|X (v α )) in our example.
Therefore, in general, il will be more difficult to apply GA theoretical results when the underlying loss distributions are discrete, a rather common situation. That is why we advise to work under Assumption B*, i.e. to apply the granularity adjustments only at some quantile levels α such thatF Ln (V aR Ln,α ) = α. In practice, it may be difficult to insure such a condition, unfortunately. Indeed, VaR-levels are often imposed by managers or regulators, whatever the loss distribution. A convenient solution should be to introduce random recovery rates systematically and then to get smooth loss distributions. Another way would be to introduce random exposures, as in Gordy and Marrone (2012) . Such exposures may be driven by random credit spreads or interest rates, but any other market factor can be considered. They may be introduced by keeping the previous A jn unchanged and deterministic, but by multiplying Z j by a new (possibly correlated) random variable e j , E[e j ] = 1, j = 1, . . . , n.
Granularity adjustments and Expected Shortfall approximations
It is tempting to get an equivalent of Corollary 3 but for expected shortfalls, in the sense of Acerbi and Tasche (2002) : for any α ∈ (0, 1), the α-level expected shortfall of a loss function L is defined by
when the value-at-risk is defined by V aR α (L) = inf{t|F (t) ≥ α}. With the latter definition, we get a coherent measure of risk, that satisfies the noteworthy relation:
Then, as noticed in Martin and Tasche (2007) or Gordy (2004) , the granularity adjustment of an expected shortfall may be just deduced from the integration of granularity adjustments for a continuum of valueat-risks.
Here, under the assumptions of Corollary 3 and by integrating Equation (4), we get
Unfortunately, getting an upper bound of the remainder term seems to be significantly more tedious than for V aR α (L n ), in particular because of the denominator in the latter equation.
An fruitful idea could be to note that, at least for continuous loss distributions,
The remainder term of ES-granularity adjustments is thus related to the rest
r n,∞ (x) dx, where r n,∞ is detailed in the proof of Theorem 1. With the notations of the appendix, this implies to upper bound
for an explicit but very complicated functionr χ (X, t). Clearly, the result will depend strongly on the behavior of the function
Due to the strength and the number of the required conditions, we stop work on finding an explicit GA upper bound for expected shortfalls. We keep this task for further developments.
Empirical performances of Granularity Adjustments
Note that, in the literature, there are not so many empirical analysis of granularity adjustments. Historically, Gordy (2003) was the first one. His framework was a simplified CreditRisk+ type model. Since the tails of the loss distributions generated by this model behave regularly and are thin, the performances of GA approximations appeared very convincing: see Table C .1. Similar findings have been obtained with CreditMetrics-type, KMV Portfolio Manager-type models, or even the Basel 2 credit risk model: see Emmer and Tasche (2005) , Gordy and Marrone (2012) , for instance. This is due to the formal similarities between these models, in terms of loss distributions, as explained in Koyluoglu and Hickman (1998) .
From the previous theoretical results, it appears clearly that the quality of granularity adjustments depends on the regularity of the underlying distributions. In other words, it is likely such adjustments do a good job for some models, and may do a bad job for others, in the sense that GAs do not provide improvements w.r.t. the crude approximation L n law = E[L n |X]. In this section, we introduce different credit risk models. For convenience, the portfolios will be homogenous: A jn = 1/n for all j = 1, . . . , n. We compare their (true or numerically approximated) VaRs with their first-order approximations in the framework of infinitely granular portfolios. Such approximations are we denoted by "EV aR". Moreover, we measure to what extent granularity adjustments induce refined VaR measurements. The two GAs, as given by Corollaries 3 and 4, will be denoted by GA1 and GA2 respectively. The exact formulas of the GAs we consider in this section are detailed in Appendix B.
Note that our theoretical results allow to state when GAs will work, but not when some problems of accuracy will occur necessarily. In other words, we have stated sufficient conditions of regularity, but not necessary conditions. We will check empirically the empirical relevance of the conditions of regularity induced by Theorem 1.
To be specific and with the previous notations, our granularity term T n,∞ (V aR Ln,α ) is of order 1/n in the case of balanced portfolios. It is easy to check that the error term r n,M (x) is o(T n,∞ (x)) (for every x) only if M 4 n /n = o(1), due to the last term in the r.h.s. of (3). One task will be to check whether the other terms on the r.h.s. of this inequality are not too large compared to T n,∞ . For every model, we will focus on the term
, where x will be (close to) a value-at-risk of the loss distribution. Most of the time, it can be evaluated relatively easily, contrary to
necessary that this term tends to zero when n → ∞ so that r n,M (x) << T n,∞ (x).
Granularity adjustments in a Gaussian loss framework
As a benchmark, we choose the most simple credit model as possible. Its main advantage relies in its tractability and by the fact (true) VaRs can be calculated analytically. In this model, the random loss amount that is associated with the name i is still measured by the r.v. Z i and the vector (Z i ) i=1,...,n is Gaussian. Actually, we assume a standard underlying one-factor model:
where X and the X * i , i = 1, . . . , n, are (jointly) independent standard Gaussian variables. The parameters a i , σ i and ρ i are positive constants, with ρ i ∈ [0, 1].
These assumptions are clearly unrealistic, particularly due to the likelihood of negative losses, and due to the unboundedness of the potential loss amounts. Nonetheless, under this specification, the laws of L n and E[L n |X] are Gaussian and their characteristic functions decrease towards zero at an exponential rate. Particularly, in the case of an homogenous pool of names, I M (x) = o(n −1 ) by choosing M = n a , a < 1/3. Moreover, it is easy to check that the conditions (i) and (ii) are satisfied, because everyĜ j behaves like t → exp(−Cst 2 t 2 ) for some constants Cst. Then J M (x) = o(n −1 ), obviously. Therefore, the remainder term r n,M in Theorem 1 will be sufficiently low for a convenient choice of M , and we should get nice GAs. This is what we observe, indeed. Tables C.2 and C.3 provide exact and approximated VaR calculations. As expected, granularity approximations do a perfect job, by approximating the true VaR levels with a very high level of accuracy. Moreover, there are virtually no differences between our two GA formulas GA1 and GA2.
Granularity adjustments in a simple discrete loss framework
Unfortunately, these nice performances of granularity adjustments can be put in jeopardy relatively easily. Indeed, by considering non standard structural-type credit portfolio models, the picture tends to change and we are leaving the previous "ideal world". For instance, consider the second "Toy model" defined by
where X i , i = 1, . . . , n are n independent random variables uniform on [0, 1]. Here, the individual losses can take only two values in this model: zero or one. The systemic r.v. X will be independent of the X i variables, and will follow various distributions:
1. a uniform distribution on (0, 1); 2. a Bates distribution, that is the average of m uniform on (0, 1) and independent random variables, m ≥ 2; 3. a Beta distribution on [0, 1], defined through its two positive parameters p and q, as usual.
In the first case, the characteristic function of E[L n |X] is proportional to the function t → sin(σt/2)/(σt), where σ = n i=1 A i b i . Simple calculations show that I M (x) behaves like a sum of quantities sin(Cst.M )/M 2 , for some constants Cst. Therefore, in the case of homogenous portfolios, the upper bound obtained in Theorem 1 will be O(1/M 2 + M 4 /n 2 ) that cannot be o(1/n), whatever the choice of M n . Moreover, t → tĜ j (t) behaves like a sum of t → exp(i.Cst.t) for some real constants Cst. Then, this function is not integrable in this case and J M (x) will not be o(1). Then, it is unlikely that GAs improve the VaR estimates in the case of a uniform X r.v. This is exactly what we check in Table C .4: granularity adjustments look like small noises. They do not improve VaR calculations, even after taking into account the statistical uncertainty around the empirical VaR estimates.
Since the assumption of a uniform systemic random variable is not particularly realistic, we have led the same experiment when X follows a Bates distribution with m degrees of freedom. The case m = 1 corresponds to the uniform law. Through an integration by parts argument, we check easily that the characteristic function of E[L n |X] is O(t −m ). Thus, by another integration by parts argument, we can show that I M (x) behaves as a sum of quantities sin(Cst(x).M )/M m+1 , for some constants Cst(x) that depend on x. Therefore, a sufficient condition for the relevance of GAs is given by m > 3 (set M n = n a with a ∈ (1/(m + 1); 1/4)). Note that the asymptotic behavior of t → tĜ j (t) is the same as a sum of functions t → sin(bt) r /t m−1 for some integers r ≥ 1. We deduce
, that tends to zero when m > 1. Actually, GAs work pretty well even when m ≥ 3: see Table C .5. Note that the strength of the GA improvements does not increase with m when m ≥ 3 necessarily. At some stage, apparently, we can even observe a relative loss of performance. For instance, when (a i , b i ) = (0.2, 0.2) for every name, the best job is obtained with m = 6, but not with m = 9 or m = 12 that provide worse results than m = 3.
To complete this experiment, assume now that X follows a beta B(p, q) distribution, p, q > 0. Then, the characteristic function of E[L n |X] is a confluent hypergeometric function M (p, p + q, iCt) for some constant C: see Johnson and Kotz (1969, Equation (43) ; 1970, chap. 24 ). When t is large and positive, following Morse and Feshback (1953) , we have
By an integration by parts, the asymptotic behavior of
. Therefore, for a given level x, our previous upper bounds should tend to zero quicker than M − min(q,p)−1 . Then, it is likely that GAs work when min(p, q) > 3 (set M n = n a with a ∈ (1/(min(p, q) + 1); 1/4)). Moreover, simple calculations show thatĜ j (t) can be written as a sum of functions t → exp(Cst.it)/t min(p,q) . Then, J M (x) tends to zero when min(p, q) > 1.
In the latter case, the results of our simulations are provided in Table C .6. Clearly, they are significantly less convincing than those of Tables C.2 and C.3. As expected, depending on the parameters values p and q, the granularity adjustment can improve or deteriorate the approximation of the true VaR level. Apparently, granularity adjustments improve significantly the infinitely granular approximation when min(p, q) ≥ 3. When p = 1 or q = 1, they work worse than the standard first order approximation EV aR α . Interestingly, when one of the parameters p or q goes up, when the other is staying one, the performances of the obtained GAs are improved. Note there is no symmetry of our results w.r.t. the parameters p and q: when (p, q) = (1, 5), GAs do a pretty well job, but not in the case (p, q) = (5, 1).
Granularity adjustments in a realistic credit portfolio model
To challenge our previous results, we have tested a third specification. It will be more realistic than previously, by introducing individual random severities S i (also called "losses given default", or "LGD"), for every i = 1, . . . , n. The new loss model is
where all the r.v. X i and T i , i = 1, . . . , n, are mutually independent and follow a uniform distribution on (0, 1). As previously, the random factor X will follow a Bates distribution and/or a Beta distribution, and will be independent of the other variables. To take into account the well-known dependency between recovery rates and systemic risk (see Altman et al. 2005 , e.g.), we have set an explicit link between the systemic default risk factor X and the individual severities S i , through the coefficients d i : when X goes up, the systemic credit risk goes up, and so the severity rates. All the coefficients a i , b i , c i and d i belong to (0, 1). For convenience, we have calculated GA1 only (usual granularity adjustments) in this model. Note that there are a lot of different ways of introducing recovery risk in such credit risk models: see Pykhtin (2003), Chen and Joslin (2012) , Amraoui et al. (2012) , among others. Our specification has been chosen for the sake of simplicity only.
With these new specifications, it is difficult to check the order of magnitude of the remainder term r n,M (x), or even of its components I M (x) and J M (x). Indeed, E[L n |X] is now a quadratic function of X, and finding explicit evaluations of our previous Fourier transforms becomes an impossible task. Therefore, we will inspect the results only qualitatively, to check the robustness of GA techniques w.r.t. to relatively natural model modifications. Therefore, we will compare the Toy model 3 results with those obtained with the previous Toy model 2, or even in the case of independence between default and recovery risks (when d i = 0 for every i).
When the law of X is Bates, the results are shown in Table C .7. Globally, they confirm those obtained in Table C .5: the higher m, the better are the GA results, and GAs improve first-order approximations when m ≥ 3. Nonetheless, when there is no systemic recovery risk (d i = 0), the additional amount of smoothness induced by idiosyncratic recoveries improves GA performances, what is good news for practitioners. At the opposite, when there is dependency between default and recovery risks, these performances suffer slightly, even if they remain acceptable. Nonetheless, it is difficult to draw very clear-cut conclusions, due to the statistical uncertainty around our empirical VaR estimates. This is confirmed when X follows a Beta distribution: see Tables C.8, C.9 and C.10. The first table corresponds to the case of random but purely idiosyncratic recoveries (d i = 0, for every i). In the latter case, the results seem to be slightly better than those obtained in Table C .6, i.e. with smoothing individual losses: GAs improve EV aR α approximations when min(p, q) ≥ 2. The picture is a bit changed after the introduction of systemic recovery risk. This is mainly due to much better EV aR α approximations. Then, taking account the statistical VaR uncertainty, it remains almost no space for GA improvements. Therefore, most of the time, we are unable to say whether GAs improve the first-order approximations in the latter case. In practice, this means: "all other things being equal", the higher is the systemic risk, the less relevant are GAs.
"Estimation of the GA by simulation is difficult enough, because simulation noise tends to swamp the small gap between VaR and asymptotic VaR." (Gordy and Marrone, 2012) 
Conclusion
In this article, we have proved a general formula for granularity adjustments. Our framework encompasses multi-factor models, random recoveries and discrete loss distributions. Through some Fourier transform techniques, we have exhibited an upper bound of the error terms of such approximations, and introduced several GA-based formulas for VaR calculations. We have tested the performances of granularity expansions in the case of several simple credit portfolio specifications. It appears that, outside Gaussian or Poisson-like loss distributions, it is relatively easy to observe disappointing approximated VaR levels. We have stressed the benefit from introducing recovery risks and/or random exposures in credit risk models, before applying granularity approximations. We advise to check the regularity of the underlying loss distribution of the model, before using "blindly" such approximations. We have provided some sufficient conditions to be insured these techniques can be used in safety. Nonetheless, our results are fragile and other empirical experiments are surely necessary. A comparison with other expansion techniques, like those introduced recently by Voropaev (2011) , is another avenue for further research. Finally, the same analysis could be led with Expected Shortfalls, even if obtaining the equivalent of Theorem 2 would be significantly more painful. But there are some hopes to get better empirical results in the most demanding models. Indeed, as noticed in Martin and Tasche (2007) , GAs for Expected Shortfalls seem to behave better than for VaRs when there are local modes in the distribution tails.
Appendix A. Proof of Theorem 1.
Denote by p j (X) the default probability of j before T , conditionally on the factor X. Therefore, by setting
and due to the conditional independence assumption, we can write
where
The latter relation is obtained by integrating the relation
between 0 and 1. A Taylor expansion with an integral form remainder provides
By putting (A.2) into (A.1), we get
wherer χ,j (X, t) can be specified explicitly:
By another Taylor expansion, we get finally
We deduce
A careful inspection of the proof of Theorem 4.4.3. in Kawata (1972) provides:
Lemma 6. Let F be a bounded non decreasing function on R. Let χ F be the associated characteristic function, i.e. χ F (x) := exp(itx) dF (t). Then, for every real number x,
This is the version of the Zolotarev (1957) formula, but adapted to possibly discontinuous distributions. By applying this formula to the cdfs of the loss distributions L n and E[L n |X], we get particularly
for every x. Set
for any M ∈R = R ∪ {+∞}. Clearly, the granularity adjustment will come from the term T n,∞ (x) (see the second term on the r.h.s. of Equation (A.3)). Note that
where, with obvious notations,
κ j is a continuous and monotonic function. We have assumed it is bounded and non decreasing. Its associated characteristic function isĜ j (v) = exp(itv)κ j (t) dt. Applying Lemma 6, we get
Actually, such a function is derivable almost surely. SinceĜ j ∈ L 1 (R), we can apply the dominated convergence theorem and calculate derivates inside the integrand (see Billingsley (1995) , Theorem 16.8 for details). We get
Since we have assumed the function t → tĜ j (t) belongs to L 1 , we get further
The previous term T n,∞ (x) can be rewritten
Therefore, we have got the interesting result:
It remains to deal with the remainder term R ∞ (x), where we set for any M ∈R
To evaluate R ∞ (x), we cannot use the same method as for
is not the Fourier transform of a non decreasing function. Moreover, this integral cannot be calculated explicitly, unfortunately. Actually, to show that the latter remainder term R ∞ (x) is negligible w.r.t. the "granularity-type" term T n,∞ (x), we come back to Equation (A.3) and restrict the domain of integration to some interval [0, M ]. To be specific, by integrating (A.3), we get
for every M > 0. But, as we have seen before,
Note that
Similarly,
Moreover, the same reasoning as above proves that
To tackle R M (x), note thatr χ (X, t) can be rewritten as a sum of terms that will be considered as negligible w.r.t. T n,∞ . Indeed, for every 0 ≤ t ≤ M and every j, X,
by the mean value theorem. Actually, since we choose M such that M A jnZj ≤ 1 − ε for every j and n, we obtain
proving the given upper bound for R M (x). Finally, we deduce
Appendix B. Details of GA calculations for the models in Section 3
For a given level α and every particular model considered in Section 3, we detail the approximated VaRs:
The associated granularity adjustments, as given in Corollaries 3 and 4, are
and, by settingV n,α = (V aR Ln,α + EV aR α ) /2,
Since the distribution of the losses L n is Gaussian, we get a closed-form formula value-at-risk
By settingṼ
we get
Appendix B.2. Toy Model 2
Here, we estimate numerically the value-at-risk V aR Ln,α and V aR X,α (in the case of a Bates law). Since X belongs to (0, 1), the expectation of the losses (conditionally on X) is a linear function of X. We deduce
When X follows a Bates distribution with m degrees of freedom, its cdf and its density are given by
Then, we get
By settingṼ
we obtain
Moreover, when X follows a Beta law with parameters (p, q),
, and
Appendix B.3. Toy Model 3
As previously, we estimate numerically the value-at-risks of V aR Ln,α and V aR X,α . Now, the expectation of the losses, conditionally on X, is a quadratic (monotonic) function of X: µ n (x) = C 0 +C 1 x+C 2 x 2 , where
Then, µ n (x) = C 1 + 2C 2 x. With our notations, we have
and we calculate easily its derivative. Whatever the law of X, we can write
with ζ i (t) = V ar i (t)f X (t)/µ n (t). Therefore,
Appendix C. Details of GA calculations for some multi-factor models Now, we provide some details on GA calculations when the studied models involve several systemic random factors, in other words when X belongs to R m with m ≥ 2. Here, the associated GA is given by Theorem 2:
Appendix C.1. Granularity adjustments in a multi-factor Gaussian loss framework Let us generalize our "Toy model 1" by introducing the bivariate random X = (X 1 , X 2 ) and the random loss
where X 1 , X 2 and the X * i , i = 1, . . . , n, are (jointly) independent standard Gaussian variables. The parameters a i , σ i , ρ 1i and ρ 2i are positive constants, with ρ ki ∈ [0, 1], k = 1, 2. Typically, X 1 (resp. X 2 ) can be interpreted as a systemic country (resp. industry) risk, or the opposite.
Thus ∂ (1) µ n (x) = C 1 , and
We deduce easily
that extends the formula we got in Appendix B.1. Similar arguments allow explicit calculation when X ∈ R m , m ≥ 3.
Appendix C.2. Granularity adjustments in a multi-factor discrete loss model
Let us consider the simplest multi-factor extension of our Toy Model 2 as possible:
where X 1 , X 2 and X i , i = 1, . . . , n are n + 2 independent random variables uniform on [0, 1] . All the coefficients are nonnegative, and assume 0 < a i + b i + c i < 1 for any i.
In this case,
Let assume that 0 < γ 1 ≤ γ 2 (otherwise, switch the roles of X 1 and X 2 ). Thus ∂ (1) µ n (x) = γ 1 . Let
for any u ∈ [0, 1]. Due to the fixed support of the underlying distributions, it is necessary to distinguish three cases to evaluate κ i :
• κ i (v) = 0 otherwise.
Elementary calculations provide
To calculate the corresponding GA, it is necessary to derive κ i , or the partial derivatives of I equivalently, a rather simple task that is left for the reader. Therefore, it remains to evaluate the density of E[L n |X], a linear combination of the two independent r.v.s X 1 and X 2 . Simple calculations provide Table C .10: Performances of the "toy model" 3 when X is beta (calculation of VaR by simulations): 1000 names, 100000 draws. a i = b i = 0.4 and α = 90%.σ(V aR) is the estimated stdev of the empirical VaR (Bootstrap, 500 replications). All ratios are in percentages.
