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ON LAPORTA’S 4-LOOP SUNRISE FORMULAE
YAJUN ZHOU
ABSTRACT. We prove Laporta’s conjecture∫∞
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,
which relates the 4-loop sunrise diagram in 2-dimensional quantum field theory to Watson’s integral
for 4-dimensional hypercubic lattice. We also establish several related integral identities proposed
by Laporta, including a reduction of the 4-loop sunrise diagram to special values of Euler’s gamma
function and generalized hypergeometric series:
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SUNRISE AT 4 LOOPS 1
1. INTRODUCTION
1.1. Laporta’s empirical formulae for 4-loop sunrise. In 2-dimensional quantum field the-
ory, the 4-loop sunrise diagram refers to the following object:
✫✪
✬✩
ss = 24∫∞
0
I0(t)[K0(t)]
5td t
=
∫∞
0
dx1
x1
∫∞
0
dx2
x2
∫∞
0
dx3
x3
∫∞
0
dx4
x4
1(
1+∑4
k=1 xk
)(
1+∑4
k=1
1
xk
)
−1
. (1.1.1)
Here, in the configuration space, the Feynman diagram is represented by a single integral over
the variable t, which involves modified Bessel functions
I0(t)=
1
π
∫π
0
etcosθ dθ and K0(t)=
∫∞
0
e−tcoshudu; (1.1.2)
in the Schwinger parameter space, the Feynman diagram is represented by a quadruple integral
over a rational function in the variables x1, x2, x3 and x4. It is a well-established fact (see,
for example, [11, §§9.1–9.2] or [33, §8]) that the aforementioned single and quadruple integral
representations are equivalent to each other.
Numerical experiments have led to still more integral representations for the 4-loop sunrise di-
agram. Some of these empirical formulae have remained long-standing conjectures. For example,
in 2008 and 2017, Laporta suggested that [24, (72) and (81)]
✫✪
✬✩
ss = 4
3
∫π
0
dφ1
∫π
0
dφ2
∫π
0
dφ3
∫π
0
dφ4
1
4−∑4
k=1 cosφk
, (1.1.3)
and (see [24, (69) and (72)] and [25, (28)])
✫✪
✬✩
ss = 4p3π3
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Here, the quadruple integral is a 4-dimensional analog [19, 22, 41] of a famous problem solved by
G. N. Watson [35], the (generalized) hypergeometric series is defined by
pFq
(
a1, . . . ,ap
b1, . . . ,bq
∣∣∣∣∣x
)
:= 1+
∞∑
n=1
∏p
j=1(a j)n∏q
k=1(bk)n
xn
n!
, (1.1.5)
with (a)n =
∏n−1
m=0(a+m) being the rising factorial, and the gamma function is given by [32, p. 163,
(3)]
Γ(s)=
∞∑
n=0
(−1)n
n!(n+ s) +
∫∞
1
e−tts−1d t, (1.1.6)
for s ∈CrZ≤0.
Using the Legendre–Gauß multiplication formula for Euler’s gamma function, one can simplify
the ratios of gamma functions in (1.1.4), so that only Γ
(
1
3
)
is retained in the final presentation
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[27, §54]. The results are[
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hence the formula stated in the abstract. Hereafter, we will always implement such a policy of
reducing gamma factors.
1.2. Strategies for proving Laporta’s formulae and their analogs. In §2 of this work, we
verify both (1.1.3) and (1.1.4), through manipulations of certain infinite series, along with appli-
cations of previous results on Watson integrals [20, 21] and Feynman diagrams [1, 38]. A major
tool in our proof is the Meijer G-function, which is defined by an integral of Mellin–Barnes type:
G
m,n
p,q
(
z
∣∣∣∣∣ a1, . . . ,apb1, . . . ,bq
)
:= 1
2πi
∫
C
∏n
j=1Γ(1−a j− s)
∏m
k=1Γ(bk+ s)∏p
j=n+1Γ(a j+ s)
∏q
k=m+1Γ(1−bk− s)
d s
zs
. (1.2.1)
Here, the contour C is chosen such that the right-hand side of the equation above represents the
sum over the residues of
−
∏n
j=1Γ(1−a j− s)
∏m
k=1Γ(bk+ s)∏p
j=n+1Γ(a j+ s)
∏q
k=m+1Γ(1−bk− s)
1
zs
(1.2.2)
at all the poles in
∏n
j=1Γ(1−a j− s). Empty products, by convention, are equal to unity.
In §3, we study some analogs of Laporta’s 4-loop sunrise formulae, namely, hypergeometric
representations for several Bessel moments
IKM(a,b;n) :=
∫∞
0
[I0(t)]
a[K0(t)]
btnd t (1.2.3)
satisfying a+ b = 6 and a,b ∈ Z>0. Extending the techniques in §2 with Bailey’s hypergeometric
identity [2, (3.4)] and Vanhove’s differential equations [33, §9], we prove the following integral
evaluations proposed by Laporta [25, (29)] and Broadhurst (private communication on Nov. 10,
2017): ∫∞
0
I0(t)[K0(t)]
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as well as the following identities discovered by Laporta [25, (27)] and Broadhurst (see [13, §2.2],
[14, §2.2], [15, §2.1], [17, §3.1], [16, §3.1]):
IKM(2,4;1)= π
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We also establish a similar result for IKM(2,4;1)−8IKM(2,4;3):∫∞
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During the course of our proof, we also obtain other hypergeometric representations of Bessel
moments. For example, we may equate (1.2.4) with
π3
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in view of (3.3.47).
Here, we point out that the Bessel moment IKM(1,5;3) contributes a term to Laporta’s 4-loop
perturbative expansion of electron’s g−2 in (4−ε)-dimensional quantum electrodynamics [24, 25].
The Bessel moments IKM(2,4;1) and IKM(2,4;3) did not appear in Laporta’s final result, but
were indispensable to the following non-linear sum rule for Feynman diagrams:
det
(
IKM(1,5;1) IKM(1,5;3)
IKM(2,4;1) IKM(2,4;3)
)
= π
4
576
. (1.2.8)
The determinant above had been discovered by Broadhurst–Mellit (see [18, (5.7)] and [12, (113)])
through numerical experiments, before a proof was found [40, §3]. Plugging the hypergeometric
representations of Bessel moments into the Broadhurst–Mellit determinant formula (1.2.8), we
obtain
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2. LAPORTA’S FORMULAE FOR 4-LOOP SUNRISE IKM(1,5;1)
2.1. Watson’s hypercubic integral and 4-loop sunrise. We now consider the 4-dimensional
Watson integral for the simple cubic lattice:
WS4 (x) :=
1
4π4
∫π
0
dφ1
∫π
0
dφ2
∫π
0
dφ3
∫π
0
dφ4
1
1− x
4
∑4
k=1 cosφk
. (2.1.1)
Laporta’s conjecture in (1.1.3) essentially says
WS4 (1)=
12
π4
∫∞
0
I0(t)[K0(t)]
5td t≡ 12
π4
IKM(1,5;1). (2.1.2)
Proposition 2.1.1 (Watson integrals and Bessel moments). For all x ∈ [0,1], we have
WS4 (x)=
4
π2
∫∞
0
[I0(xt)]
2I0(t)[K0(t)]
3td t, (2.1.3)
and this incorporates (2.1.2) as a special case.
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Proof. Following Guttmann [21, §3.1], we transcribe an identity of Glasser–Montaldi [20, (8)] as
follows:
1
4π4
∫π
0
dφ1
∫π
0
dφ2
∫π
0
dφ3
∫π
0
dφ4
(∑4
k=1 cosφk
4
)2n
= 1
22(3n+1)
(2n)!
(n!)2
∑
j,k,ℓ,m∈Z≥0
j+k+ℓ+m=n
(
n!
j!k!ℓ!m!
)2
, (2.1.4)
where n is a non-negative integer. Meanwhile, from the work of Bailey–Borwein–Broadhurst–
Glasser [1, §4.1], we know that∫∞
0
I0(t)[K0(t)]
3t2n+1d t= (n!)
2π2
24(n+1)
∑
j,k,ℓ,m∈Z≥0
j+k+ℓ+m=n
(
n!
j!k!ℓ!m!
)2
(2.1.5)
holds for all non-negative integers n. Thus, we may prove (2.1.3) by termwise summation, bearing
in mind that
[I0(xt)]
2 =
∞∑
n=0
(2n)!
(n!)4
(
xt
2
)2n
. (2.1.6)
Finally, the integral identity π2
∫∞
0 [I0(t)]
3[K0(t)]
3td t= 3
∫∞
0 I0(t)[K0(t)]
5td t has been proved in
[38, Lemma 3.1], so (2.1.2) is recovered. 
We note that there have been previous efforts to represent WS
4
(1) (that is, the 4-loop sunrise
diagram, up to a normalizing constant) as single integrals over familiar functions. For example,
using Abel transforms, Glasser–Montaldi [20, (8), (A13)] and Glasser–Guttman [19, (3)–(4)] have
shown that
WS4 (1)=
2
π3
∫1
0
K(k+)K(k−)p
1− x2
dx (2.1.7)
where
k2± =
1
2
1± x2
√
1− x
2
4
−
(
1− x
2
2
)√
1− x2
 (2.1.8)
and
K(
p
λ)=
∫π/2
0
dφ√
1−λsin2φ
= π
2
2F1
(
1
2
, 1
2
1
∣∣∣∣∣λ
)
(2.1.9)
is the complete elliptic integral of the first kind. One can also build more recondite single integral
representations for WS
4
(1), whose integrands involve closed-form expressions of the 3-dimensional
Watson integral for the simple cubic lattice:
WS3 (x) :=
1
3π3
∫π
0
dφ1
∫π
0
dφ2
∫π
0
dφ3
1
1− x
3
∑3
k=1 cosφk
, (2.1.10)
such as the following formulae established by Joyce–Zucker [23, (3.32), (3.42)]:
WS3 (x)=
2−
p
1− x2
3+ x2
[
2F1
(
1
8
, 3
8
1
∣∣∣∣∣ 16x2[9−5x2− (9− x2)
p
1− x2]2
9(3+ x2)4
)]2
, (2.1.11)
WS3 (x)=
1−9p4
3(1− p)3(3p+1)
[
2F1
(
1
2
, 1
2
1
∣∣∣∣∣ 16p3(1− p)3(3p+1)
)]2
, (2.1.12)
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where
p=
√√√√1−√1− x29
1+
p
1− x2
. (2.1.13)
There is another type of integral representation involving hypergeometric integrands, which in
turn, is inspired by arithmetic considerations. Let η(z) := eπiz/12∏∞n=1(1− e2πinz) be the Dedekind
eta function, defined for complex numbers z with a positive imaginary part. It was conjectured in
[12, (111)] and proved in [39, Theorem 4.2.5] that
✫✪
✬✩
ss = 8π2L( f4,6,2) :=−32π4∫i∞
0
f4,6(z)zd z, (2.1.14)
for a weight-4 level-6 modular form f4,6(z)= [η(z)η(2z)η(3z)η(6z)]2. Parametrizing modular forms
with hypergeometric functions, as in the proof of [39, Theorems 4.2.5 and 4.2.6], we obtain
WS4 (1)=
p
3
π
∫∞
0
2F1
(
1
3
, 2
3
1
∣∣∣∣∣ u2(9+u)(3+u)3
)
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1− u2(9+u)(3+u)3
)
du
(3+u)2
= 2
p
3
π
∫0
−1
2F1
(
1
3
, 2
3
1
∣∣∣∣∣ u2(9+u)(3+u)3
)
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1− u2(9+u)(3+u)3
)
du
(3+u)2 . (2.1.15)
Here, we point out that last integral representation is actually equivalent to a formula of Bailey–
Borwein–Broadhurst–Glasser [1, (223)]∫∞
0
[I0(t)]
3[K0(t)]
3td t≡ IKM(3,3;1)
= 8
π
∫1/3
0
y
(3y+1)(1− y)3K
(√
(1−3y)(1+ y)3
(1+3y)(1− y)3
)
K
(√
16y3
(1+3y)(1− y)3
)
d y, (2.1.16)
according toWS
4
(1)= 4
π2
IKM(3,3;1) [cf. (2.1.3)] and Ramanujan’s cubic transformations [6, pp. 112–
114] for elliptic integrals:
2F1
(
1
3
, 2
3
1
∣∣∣∣∣ 27p2(1+ p)24(1+ p+ p2)3
)
= 2
π
1+ p+ p2√
1+2p
K
(√
p3(2+ p)
1+2p
)
,
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1− 27p2(1+ p)24(1+ p+ p2)3
)
= 2
π
1+ p+ p2√
3+6p
K
(√
1− p
3(2+ p)
1+2p
)
, (2.1.17)
where p= 2y
1−y and y=
√
1+u
9+u .
In what follows, we construct one more integral representation for WS
4
(1), by Fourier analysis.
Proposition 2.1.2 (Parseval representation for WS
4
(1)). We have the following formula:
WS4 (1)=
2
π3
∫∞
0
K
(
1
1+ ix
)
K
(
1
1− ix
)
dx
1+ x2 . (2.1.18)
Proof. Following Glasser–Montaldi [20, (4), (5), (6b)] and Zucker [41, (6.6)–(6.8)], we deduce
WS4 (1)=
1
π4
∫∞
0
d t
∫π
0
dφ1
∫π
0
dφ2
∫π
0
dφ3
∫π
0
dφ4e
−4t+t(cosφ1+cosφ2+cosφ3+cosφ4)
=
∫∞
0
e−4t[I0(t)]4d t. (2.1.19)
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By a special case of the Lipschitz–Hankel formula [36, §13.22(2)], we have∫∞
0
e−2t[I0(t)]2e−iωt d t=
1
2+ iω
2
π
K
(
2
2+ iω
)
, ∀ω ∈ (−∞,0)∪ (0,∞). (2.1.20)
According to Parseval’s theorem in Fourier analysis, we then obtain
WS4 (1)=
2
π3
∫∞
−∞
K
(
2
2+ iω
)
K
(
2
2− iω
)
dω
4+ω2 , (2.1.21)
which is equivalent to the claimed identity. 
Unfortunately, we have not found straightforward hypergeometric transformations from any of
the aforementioned single integrals to Laporta’s representation in (1.1.4). Therefore, we will use
different methods for the proof of Laporta’s hypergeometric sunrise formulae.
2.2. Hypergeometric reduction of 4-loop sunrise. Now, we employ Mellin transforms and
Meijer G-functions to prove (1.1.4).
Proposition 2.2.1 (Hypergeometric evaluation of 4-loop sunrise). We have the following identity:
✫✪
✬✩
ss = 24∫∞
0
I0(t)[K0(t)]
5td t
= 4π
5/2
p
3

p
3
26
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣1
)
− 2
4
3
[ p
π
Γ
(
1
3
)]9 4F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣1
) .
(2.2.1)
Proof. Combining [39, (3.1.11)] with [29, (3.6)], we put down∫∞
0
I0(xt)I0(t)[K0(t)]
3td t= π
2
4(4− x2)3F2
(
1
3
, 1
2
, 2
3
1,1
∣∣∣∣∣− 108x2(4− x2)3
)
, (2.2.2)
for x ∈ [0,2). We can rewrite the formula above by a contour integral representation of 3F2 [31,
§4.6.2]: ∫∞
0
I0(xt)I0(t)[K0(t)]
3td t
= π
2
4(4− x2)
1
2πi
∫δ+i∞
δ−i∞
p
3Γ
(
1
3
− s
)
Γ
(
1
2
− s
)
Γ
(
2
3
− s
)
Γ(s)
2π3/2[Γ(1− s)]2
[
108x2
(4− x2)3
]−s
d s, (2.2.3)
where δ ∈
(
0, 1
3
)
.
By the Neumann addition formula [36, §11.2(1)], we have
[I0(t)]
2 = 2
π
∫π
0
I0(2tcosθ)dθ, (2.2.4)
so we can exploit Euler’s beta integral to compute∫∞
0
[I0(t)]
3[K0(t)]
3td t
= 1
2πi
∫δ+i∞
δ−i∞
Γ
(
1
3
− s
)[
Γ
(
1
2
− s
)]2
Γ
(
2
3
− s
)
Γ
(
s− 1
6
)
Γ
(
s+ 1
6
)
32
p
3π[Γ(1− s)]2
d s (2.2.5)
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for δ ∈
(
1
6
, 1
3
)
. According to the Whipple–Meijer formula [31, §4.6.2], the right-hand side of the
equation above evaluates to
p
3π
4

p
3
26
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣1
)
− 2
4
3
[ p
π
Γ
(
1
3
)]9 4F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣1
) , (2.2.6)
which is also the same as 3
π2
∫∞
0 I0(t)[K0(t)]
5td t. 
Proposition 2.2.2 (Laporta’s single integral for 4-loop sunrise). We have∫1
0
[
2F1
(
1
3
, 2
3
1
∣∣∣∣x)]2 dxp
1− x
=G2,2
4,4
(
1
∣∣∣∣∣
1
2
, 1
2
, 1
3
, 2
3
0,0,−1
6
, 1
6
)
= 3
4π2
G
2,4
4,4
(
1
∣∣∣∣∣
1
3
, 1
2
, 1
2
, 2
3
0,0,−1
6
, 1
6
)
= 9p
π

p
3
26
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣1
)
− 2
4
3
[ p
π
Γ
(
1
3
)]9 4F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣1
) . (2.2.7)
Proof. First, we transcribe [5, p. 316, (15)] as follows:∫1
0
2F1
(
−ν,ν+1
1
∣∣∣∣∣1− t
)
ts−1d t= [Γ(s)]
2
Γ(s−ν)Γ(s+ν+1) , Re s> 0. (2.2.8)
By Mellin convolution, we have∫1
0
[
2F1
(
−ν,ν+1
1
∣∣∣∣∣1− t
)]2
tαd t
= 1
2πi
∫δ+i∞
δ−i∞
[Γ(α+1− s)]2[Γ(s)]2d s
Γ(s−ν)Γ(s+ν+1)Γ(α+1− s−ν)Γ(α+2− s+ν) , (2.2.9)
where α ∈ (−1,∞),δ∈ (0,α+1). Setting α=−1/2,ν=−1/3 in the equation above, we can verify the
first equality in (2.2.7).
Before proving the second equality in (2.2.7), we note that the Meijer G-function
G
2,2
4,4
(
z
∣∣∣∣∣
1
2
, 1
2
, 1
3
, 2
3
0,0,−1
6
, 1
6
)
(2.2.10)
is annihilated by a fourth-order differential operator [26, (34)]:
z
(
z
d
d z
+ 1
3
)(
z
d
d z
+ 1
2
)2 (
z
d
d z
+ 2
3
)
−
(
z
d
d z
)2 (
z
d
d z
− 1
6
)(
z
d
d z
+ 1
6
)
. (2.2.11)
More generally, the kernel space of this differential operator is spanned by four functions:
f1(z)=
1
z1/6
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣ z
)
,
f2(z)= z1/64F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣ z
)
,
f3(z)=4F3
(
1
3
, 1
2
, 1
2
, 2
3
5
6
,1, 7
6
∣∣∣∣∣ z
)
,
f4(z)=G2,44,4
(
z
∣∣∣∣∣
1
3
, 1
2
, 1
2
, 2
3
0,0,−1
6
, 1
6
)
.
(2.2.12)
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which exhibit the following asymptotic behavior, as z→ 0+:
f1(z)=
1
z1/6
+ z
5/6
50
+O(z11/6),
f2(z)= z1/6+
5z7/6
49
+O(z13/6),
f3(z)=1+
2z
35
+O(z2),
f4(z)=2
p
3π(6− log z)+ 2
p
3πz(109−70log z)
1225
+O(z2 log z).
(2.2.13)
Comparing the list above with
G
2,2
4,4
(
z
∣∣∣∣∣
1
2
, 1
2
, 1
3
, 2
3
0,0,−1
6
, 1
6
)
= 3
p
3(6− log z)
2π
+ 3
p
3z(109−70logz)
2450π
+O(z2 log z), (2.2.14)
we can show that
G
2,2
4,4
(
z
∣∣∣∣∣
1
2
, 1
2
, 1
3
, 2
3
0,0,−1
6
, 1
6
)
= 3
4π2
G
2,4
4,4
(
z
∣∣∣∣∣
1
3
, 1
2
, 1
2
, 2
3
0,0,−1
6
, 1
6
)
, (2.2.15)
which embodies the second equality in (2.2.7) as a special case.
To prove the last equality in (2.2.7), we apply residue calculus to the Mellin–Barnes integral
representation of the Meijer G-function in question. Concretely speaking, by closing the contour
rightwards, we have
3
4π2
G
2,4
4,4
(
1
∣∣∣∣∣
1
3
, 1
2
, 1
2
, 2
3
0,0,−1
6
, 1
6
)
= 3
4π2
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Γ
(
1
3
− s
)[
Γ
(
1
2
− s
)]2
Γ
(
2
3
− s
)
[Γ(s)]2
Γ
(
5
6
− s
)
Γ
(
7
6
− s
) d s
= 3
4π2
∞∑
n=0
(−1)n
[
Γ
(
1
6
−n
)]2
Γ
(
1
3
−n
)[
Γ
(
n+ 1
3
)]2
n!Γ
(
1
2
−n
)
Γ
(
5
6
−n
) + 3
4π2
∞∑
n=0
Γ
(
−1
6
−n
)
Γ
(
1
6
−n
)[
Γ
(
n+ 1
2
)]2
(n!)2Γ
(
1
3
−n
)
Γ
(
2
3
−n
) ×
×
[
−ψ(0)
(
1
3
−n
)
−ψ(0)
(
2
3
−n
)
+ψ(0)
(
1
6
−n
)
+ψ(0)
(
−1
6
−n
)
+2ψ(0)(n+1)−2ψ(0)
(
n+ 1
2
)]
+ 3
4π2
∞∑
n=0
(−1)nΓ
(
−1
3
−n
)[
Γ
(
−1
6
−n
)]2 [
Γ
(
n+ 2
3
)]2
n!Γ
(
1
6
−n
)
Γ
(
1
2
−n
) , (2.2.16)
where the three sums are attributed to residues at s= n+ 1
3
,n+ 1
2
,n+ 2
3
for n ∈Z≥0, and ψ(0)(z)=
dlogΓ(z)/dz; by closing the contour leftwards and collecting residues at s=−n for n ∈Z≥0, we get
3
4π2
G
2,4
4,4
(
1
∣∣∣∣∣
1
3
, 1
2
, 1
2
, 2
3
0,0,−1
6
, 1
6
)
= 3
4π2
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Γ
(
1
3
− s
)[
Γ
(
1
2
− s
)]2
Γ
(
2
3
− s
)
[Γ(s)]2
Γ
(
5
6
− s
)
Γ
(
7
6
− s
) d s
= − 1
4π2
∞∑
n=0
Γ
(
−1
6
−n
)
Γ
(
1
6
−n
)[
Γ
(
n+ 1
2
)]2
(n!)2Γ
(
1
3
−n
)
Γ
(
2
3
−n
) ×
×
[
−ψ(0)
(
1
3
−n
)
−ψ(0)
(
2
3
−n
)
+ψ(0)
(
1
6
−n
)
+ψ(0)
(
−1
6
−n
)
+2ψ(0)(n+1)−2ψ(0)
(
n+ 1
2
)]
.
(2.2.17)
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Eliminating the last series from the last pair of equations, we obtain
3
4π2
G
2,4
4,4
(
1
∣∣∣∣∣
1
3
, 1
2
, 1
2
, 2
3
0,0,−1
6
, 1
6
)
= 3
16π2
 ∞∑
n=0
(−1)n
[
Γ
(
1
6
−n
)]2
Γ
(
1
3
−n
)[
Γ
(
n+ 1
3
)]2
n!Γ
(
1
2
−n
)
Γ
(
5
6
−n
) + ∞∑
n=0
(−1)nΓ
(
−1
3
−n
)[
Γ
(
−1
6
−n
)]2 [
Γ
(
n+ 2
3
)]2
n!Γ
(
1
6
−n
)
Γ
(
1
2
−n
)

= 9p
π

p
3
26
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣1
)
− 2
4
3
[ p
π
Γ
(
1
3
)]9 4F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣1
) , (2.2.18)
by direct summation. 
Remark If all the poles in
∏n
j=1Γ(1−a j − s) [resp.
∏m
k=1Γ(bk+ s)] are simple in (1.2.1), then the
Meijer G-function G
m,n
p,q decomposes into a linear combination of qFp−1 (resp. pFq−1), as indicated
in [4, 5.3(6)] (resp. [4, 5.3(5)]). Such a standard decomposition does not apply to the two G-
functions in (2.2.7). 
3. ANALOGS OF LAPORTA’S 4-LOOP SUNRISE FORMULAE
3.1. Bailey–Meijer reductions of certain hypergeometric series. In the notations of Zudilin
[43, Proposition 2] and Borwein–Straub–Wan [8, Figure 3], we paraphrase an identity of Bailey
[2, (3.4)] in terms of the Meijer G-function:
7F6
(
a,1+ a
2
,b, c,d, e, f
a
2
,1+a−b,1+a− c,1+a−d,1+a− e,1+a− f
∣∣∣∣∣1
)
= Γ(1+a−b)Γ(1+a− c)Γ(1+a−d)Γ(1+a− e)Γ(1+a− f )
Γ(a+1)Γ(b)Γ(c)Γ(d)Γ(1+a−b− c)Γ(1+a−b−d)Γ(1+a− c−d)Γ(1+a− e− f )×
×G2,4
4,4
(
1
∣∣∣∣∣ e+ f −a,1−b,1− c,1−d0,1+a−b− c−d, e−a, f −a
)
. (3.1.1)
Proposition 3.1.1 (Bailey representations of 4-loop sunrise). We have∫1
0
[
2F1
(
1
3
, 2
3
1
∣∣∣∣∣ x
)]2
dxp
1− x
= 9
2
7F6
(
1
3
, 1
3
, 1
2
, 1
2
, 2
3
, 2
3
, 5
4
1
4
, 5
6
, 5
6
,1, 7
6
, 7
6
∣∣∣∣∣1
)
= 214/3
p
3
[ p
π
Γ
(
1
3
)]6 6F5
(
1
2
, 1
2
, 1
2
, 2
3
, 2
3
, 4
3
1
3
,1, 7
6
, 7
6
, 7
6
∣∣∣∣∣1
)
= 3
p
3
211/3
[
Γ
(
1
3
)
p
π
]6
5F4
(
1
3
, 1
3
, 1
2
, 1
2
, 1
2
5
6
, 5
6
, 5
6
,1
∣∣∣∣∣1
)
. (3.1.2)
Proof. There are 24 different choices of a,b, c,d, e, f that make Bailey’s identity applicable to the
special G
2,4
4,4
appearing in (2.2.7). Due to the invariance of the generalized hypergeometric series
7F6
(
a1, . . . ,a7
b1, . . . ,b6
∣∣∣∣∣1
)
:= 1+
∞∑
n=1
∏7
j=1(a j)n∏6
k=1(bk)n
1
n!
, (3.1.3)
under permutations of its parameters, we are left with only three distinct forms of 7F6 as outputs
from Bailey’s identity. One of them simplifies to 6F5 (resp. 5F4), with cancelations from a1 = b1
(resp. a1 = b1,a2 = b2). This explains all the stated results. 
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Remark Following Wan [34, Theorem 1], we recapitulate a special case of Zudilin’s integral
formula [42]:∫1
0
∫1
0
∫1
0
xa2−1ya3−1za4−1(1− x)a0−a2−a3 (1− y)a0−a3−a4(1− z)a0−a4−a5
{1− x[1− y(1− z)]}a1 dxd yd z
=
Γ(a0+1)
∏4
j=2Γ(a j)
∏4
j=1Γ(a0+1−a j−a j+1)∏5
j=1Γ(a0+1−a j)
×
× 7F6
(
a0,1+ a02 ,a1,a2,a3,a4,a5
a0
2
,1+a0−a1,1+a0−a2,1+a0−a3,1+a0−a4,1+a0−a5
∣∣∣∣∣1
)
, (3.1.4)
where the chosen indices a0,a1, . . . ,a5 ensure convergence of both sides. Using∫1
ξ
d y
3
√
y(1− y)(y−ξ)2
= 2πp
3
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1−ξ
)
, (3.1.5)
∫1
0
dx
3
√
x(1− x)2{1− x[1− y(1− z)]}
= 2πp
3
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1− y(1− z)
)
, (3.1.6)
and a variation on Wan’s method [34, p. 124], we can show that∫1
0
[
2F1
(
1
3
, 2
3
1
∣∣∣∣1−ξ)]2 dξ√
ξ
=
p
3
2π
∫1
0
[∫1
ξ
d y
3
√
y(1− y)(y−ξ)2
]
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1−ξ
)
dξ√
ξ
ξ=y(1−z)========
p
3
2π
∫1
0
∫1
0
2F1
(
1
3
, 2
3
1
∣∣∣1− y(1− z))
p
y
3
√
(1− y)z2
d yd zp
1− z
= 3
4π2
∫1
0
∫1
0
∫1
0
3
√
(1− x)−2(1− y)−1
1− x[1− y(1− z)]
dxd yd z
p
y(1− z) 3
p
xz2
. (3.1.7)
Setting a0 = 12 ,a1 = 13 ,a2 = 23 ,a3 = 12 ,a4 = 13 ,a5 = 23 in (3.1.4), we immediately recover the first
equality in (3.1.2) from Zudilin’s formula. 
Remark At present, aside from [cf. (2.1.14)]
4
p
3π3
27
∫1
0
[
2F1
(
1
3
, 2
3
1
∣∣∣∣∣ x
)]2
dxp
1− x
= 8π2L( f4,6,2)=−32π4
∫i∞
0
[η(z)η(2z)η(3z)η(6z)]2zd z, (3.1.8)
we are not able to further reduce the special values of pFp−1 (with p ∈ {7,6,5,4}) appearing in
(2.2.7) and (3.1.2) to more familiar mathematical constants. However, we do not exclude the
possibility of finding their closed-form evaluations1 in future efforts. Later in this article, we will
also keep some generalized hypergeometric expressions “unevaluated”, due to our current lack of
quantitative understanding for them. 
1It is arguable whether L( f4,6,2) should count as a closed-form evaluation in its own right. As one may re-
call, Bloch–Kerr–Vanhove [7] and Samart [30] have expressed the 3-loop sunrise diagram 23
∫∞
0 I0(t)[K0(t)]
4 td t as
12πp
15
L( f3,15,2), for a modular form f3,15(z)= [η(3z)η(5z)]3+ [η(z)η(15z)]3 of weight 3 and level 15. Meanwhile, accord-
ing to the work of Rogers–Wan–Zucker [28], such a special L-value can be reduced to a product of gamma values at
rational arguments, thus leaving us a formula 23
∫∞
0 I0(t)[K0(t)]
4td t= 1
30
p
5
Γ
(
1
15
)
Γ
(
2
15
)
Γ
(
4
15
)
Γ
(
8
15
)
(see [39, Theorem
2.2.2] for a simplified proof of this integral identity). At the time of writing, it is not clear to us if the special L-value
L( f4,6,2) admits a similar reduction.
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3.2. Mellin–Barnes representations of some Bessel moments. To prepare for computations
later in this article, we represent certain linear combinations of Feynman diagrams as Meijer
G-functions.
Lemma 3.2.1 (Mellin–Barnes representations for Feynman integrals). For u ∈ (0,4), we have∫∞
0
I0(
p
ut)[K0(t)]
4td t+4
∫∞
0
K0(
p
ut)I0(t)[K0(t)]
3td t
=
p
3π3/2
4(4−u)
1
2πi
∫ 1
4+i∞
1
4−i∞
Γ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]2
Γ(1− s)Γ
(
s+ 1
2
) [ 108u
(4−u)3
]−s
d s (3.2.1)
and ∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2td t+
∫∞
0
I0(
p
ut)I0(t)[K0(t)]
3td t
=
p
3
8π3/2(4−u)
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Γ
(
1
3
− s
)
Γ
(
1
2
− s
)
Γ
(
2
3
− s
)
[Γ(s)]3
[
108u
(4−u)3
]−s
d s. (3.2.2)
Proof. From [40, Lemma 4.2], we know that the left-hand sides of both (3.2.1) and (3.2.2) are
annihilated by Vanhove’s third-order differential operator [33, Table 1, n= 4]
u2(u−4)(u−16) d
3
du3
+6u(u2−15u+32) d
2
du2
+ (7u2−68u+64) d
du
+ (u−4). (3.2.3)
Suppose that the left-hand of either (3.2.1) or (3.2.2) takes the form 1
4−u g
(
− 108u
(4−u)3
)
, and set w =
− 108u
(4−u)3 , then we can check that g(w) satisfies the following homogeneous differential equation:
9(w−1)w2g′′′(w)+ 27
2
(3w−2)wg′′(w)+ (29w−9)g′(w)+ g(w)= 0. (3.2.4)
Thus, the function g(w) must be a linear combination of three solutions:
g1(w)=3F2
(
1
3
, 1
2
, 2
3
1,1
∣∣∣∣∣w
)
,
g2(w)=G2,33,3
(
w
∣∣∣∣∣
1
3
, 1
2
, 2
3
0,0,0
)
,
g3(w)=G3,33,3
(
−w
∣∣∣∣∣
1
3
, 1
2
, 2
3
0,0,0
)
.
(3.2.5)
The exact contribution from each member in this basis set can be determined by asymptotic
analysis, which will occupy the rest of this proof.
First, we consider (3.2.1). In [39, Propositions 3.1.2 and 5.1.4], we have effectively shown that∫∞
0
I0(
p
ut)[K0(t)]
4td t+4
∫∞
0
K0(
p
ut)I0(t)[K0(t)]
3td t
= π
4
6
∫∞
0
J0(
p
ut)[J0(t)]
4td t=: π
4
6
p4(
p
u)p
u
(3.2.6)
holds for 0< u < 4. Here, J0(x) := 2π
∫π/2
0 cos(xcosϕ)dϕ is the Bessel function of the first kind and
zeroth order, while p4(x) :=
∫∞
0 J0(xt)[J0(t)]
4xtd t, x > 0 is Kluyver’s probability density for the
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distance x traveled by a rambler walking in the Euclidean plane, taking 4 consecutive and inde-
pendent unit steps, each aiming at uniformly distributed directions [9]. As u→ 0+, we compare
1
4−u g1
(
− 108u
(4−u)3
)
= 1
4
+O(u),
1
4−u g2
(
− 108u
(4−u)3
)
= π
3/2
2
p
3
(
−iπ+ log 64
u
)
+O(u logu),
1
4−u g3
(
− 108u
(4−u)3
)
= π
3/2 logu
4
p
3
log
u
4096
+O(1),
(3.2.7)
with the asymptotic behavior of Kluyver’s probability density [9, Example 4.3 and Theorem 4.4]
p4(
p
u)p
u
=−3logu
4π2
+O(1), (3.2.8)
we arrive at an expression
p4(
p
u)p
u
= 3
p
3
2π7/2(4−u)
[
2iπ5/2p
3
g1
(
− 108u
(4−u)3
)
+ g2
(
− 108u
(4−u)3
)]
= 1
4−u
1
2πi
∫ 1
4
+i∞
1
4
−i∞
3
p
3Γ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]2
2π5/2Γ(1− s)Γ
(
s+ 1
2
) [ 108u
(4−u)3
]−s
d s. (3.2.9)
This proves (3.2.1).
Next, we study (3.2.2), which essentially says that∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2td t
=
p
3
8π3/2(4−u) g3
(
− 108u
(4−u)3
)
− π
2
4(4−u) g1
(
− 108u
(4−u)3
)
. (3.2.2′)
We need two stages of asymptotic analysis to verify the identity above, which will described in
the two paragraphs to follow.
As u→ 0+, we have [cf. 40, Proposition 2.5]∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2td t
= 1
2
∫∞
0
K0(
p
ut)I0(t)K0(t)d t
+
∫∞
0
K0(
p
ut)I0(t)K0(t)
[
I0(t)K0(t)−
1
2t
]
td t
= 1
2
∫∞
0
K0(
p
ut)I0(t)K0(t)d t+O(logu), (3.2.10)
where Bailey’s integral formula [cf. 3, (3.3)] leads us to
1
2
∫∞
0
K0(
p
ut)I0(t)K0(t)d t
= 1
2
p
u
K
√1− ip(4−u)/u
2
K
√1+ ip(4−u)/u
2

= 1
32
log2
4
u
+O(logu). (3.2.11)
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So far, we know that [cf. the last line in (3.2.7), and the first equality in (3.2.9)]∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2td t
=
p
3
8π3/2(4−u) g3
(
− 108u
(4−u)3
)
+ A
4−u g1
(
− 108u
(4−u)3
)
+ Bp4(
p
u)p
u
(3.2.12)
for certain constants A and B.
In the regime where u→ 4−, we have
1
4−u g1
(
− 108u
(4−u)3
)
= 3
214/3π
[
Γ
(
1
3
)
p
π
]6
−
p
4−u
2π
+O(4−u),
p4(
p
u)p
u
= 3
p
3
214/3π2
[
Γ
(
1
3
)
p
π
]6
+O(4−u),
1
4−u g3
(
− 108u
(4−u)3
)
= π
5/2
25/3
p
3
[
Γ
(
1
3
)
p
π
]6
− π
5/2
p
4−up
3
+O(4−u).
(3.2.13)
As we may recall, soon after the following evaluation∫∞
0
K0(2t)[I0(t)]
2[K0(t)]
2td t= π
220/3
[
Γ
(
1
3
)
p
π
]6
(3.2.14)
had been conjectured by Bailey–Borwein–Broadhurst–Glasser [1, (101)], the same was verified by
Broadhurst [10]. Now that
∫∞
0 K0(
p
ut)[I0(t)]
2[K0(t)]
2td t admits a Taylor expansion in a neigh-
borhood of u= 4, with its leading coefficient given by the right-hand side of (3.2.14), we must have
A =−π2
4
,B= 0 in (3.2.12), thereby proving (3.2.2′). 
Remark For completeness, we give another proof of (3.2.14), along with some generalizations.
Our methods are largely independent of those employed in [10].
First, we note that the evaluation∫∞
0
I0(2t)I0(t)[K0(t)]
3td t= 3π
220/3
[
Γ
(
1
3
)
p
π
]6
(3.2.15)
follows from (2.2.2) and the first line in (3.2.13).
Then, for ℓ ∈Z>0 and λ,µ ∈ (0,∞), we consider a vanishing contour integral∫i∞
−i∞
z[H
(1)
0
(z)H
(2)
0
(z)]ℓH
(1)
0
(λz)H(1)
0
(µz)H(2)
0
((λ+µ)z)d z= 0, (3.2.16)
where the contour closes to the right, thanks to asymptotic expansions of the Hankel functions
in the |z| →∞ regime [36, §7.2]. Spelling out the Hankel functions along the imaginary axis in
terms of modified Bessel functions, we arrive at a sum rule
i
∫∞
0
[K0(t)]
ℓ[πI0(t)+ iK0(t)]ℓ[πI0(λt)+ iK0(λt)][πI0(µt)+ iK0(µt)]K0((λ+µ)t)td t
− (−1)ℓ
∫∞
0
[K0(t)]
ℓ[πI0(t)− iK0(t)]ℓK0(λt)K0(µt)[πI0((λ+µ)t)− iK0((λ+µ)t)]td t= 0. (3.2.17)
Setting λ=µ= 1 in (3.2.17), we obtain a cancelation formula that is valid for every ℓ ∈Z>0:
i
∫∞
0
[K0(t)]
ℓ[πI0(t)+ iK0(t)]ℓ+2K0(2t)td t
− (−1)ℓ
∫∞
0
[K0(t)]
ℓ+2[πI0(t)− iK0(t)]ℓ[πI0(2t)− iK0(2t)]td t= 0. (3.2.18)
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This incorporates ∫∞
0
I0(2t)I0(t)[K0(t)]
3td t= 3
∫∞
0
K0(2t)[I0(t)]
2[K0(t)]
2td t (3.2.19)
as a special case (real part for ℓ= 1). 
3.3. Representations for IKM(1,5;3). Towards our goal of proving∫∞
0
I0(t)[K0(t)]
5t(1−8t2)d t= 7π
3
108
p
3
∫1
0
[
2F1
(
−1
3
, 1
3
1
∣∣∣∣∣ x
)]2
dxp
1− x
, (3.3.1)
we begin with two lemmata concerning diagrams of sunrise type, namely,∫∞
0
I0(t)[K0(t)]
5t2m+1d t (3.3.2)
for m ∈ {0,1,2}.
Lemma 3.3.1 (Alternative integral representations for IKM(1,5;3) and IKM(1,5;5)). We have the
following identities:∫∞
0
I0(t)[K0(t)]
5t3d t= π
2
3
∫∞
0
I0(t)K0(t)
{
[I0(t)]
2[K0(t)]
2− 1
4t2
}
t3d t, (3.3.3)∫∞
0
I0(t)[K0(t)]
5t5d t= π
2
3
∫∞
0
I0(t)K0(t)
{
[I0(t)]
2[K0(t)]
2− 1
4t2
− 1
16t4
}
t5d t. (3.3.4)
Proof. As a variation upon [38, (3.13)], we study a vanishing contour integral
lim
T→∞
∫iT
−iT
H(1)
0
(z)H(2)
0
(z)
{
[H(1)
0
(z)H(2)
0
(z)]2− 4
π2z2
}
z3d z= 0, (3.3.5)
where H(1)
0
(z) and H(2)
0
(z) are cylindrical Hankel functions. By pairing up the integrand at z = it
and z=−it, and using the fact that
H(1)
0
(it)H(2)
0
(it)= 4K0(|t|)
π2
[
K0(|t|)−
πit
|t| I0(|t|)
]
, ∀t ∈ (−∞,0)∪ (0,∞), (3.3.6)
we may reduce the vanishing contour integral into our claimed result in (3.3.3).
The proof of (3.3.4) founds on a similar principle. 
Lemma 3.3.2 (A sum rule for Bessel moments). We have the following vanishing identity:∫∞
0
I0(t)[K0(t)]
5t(2−85t2+72t4)d t= 0. (3.3.7)
Proof. In [1, §6.2], Bailey–Borwein–Broadhurst–Glasser reported that (3.3.7) is correct up to 1200
decimal places. We now prove this sum rule using Vanhove’s fourth-order differential operator
[33, Table 1, n= 5]
L˜4 := u2(u−25)(u−9)(u−1)
d4
du4
+2u(5u3−140u2+777u−450) d
3
du3
+ (25u3−518u2+1839u−450) d
2
du2
+ (3u−5)(5u−57) d
du
+ (u−5), (3.3.8)
which satisfies L˜4
∫∞
0 I0(
p
ut)K0(t)[K0(t)]
4td t = −15
2
[40, Lemma 4.2]. Differentiating under the
integral sign in the identity below,
d
du
{
L˜4
∫∞
0
I0(
p
ut)K0(t)[K0(t)]
4td t
}
= 0, (3.3.9)
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before specializing to u= 1, we arrive at 1
2
∫∞
0 I0(t)[K0(t)]
5t(2−85t2+72t4)d t= 0, as claimed. 
Remark In [1, §6.1], Bailey–Borwein–Broadhurst–Glasser reported that
∫∞
0 [I0(t)]
2[K0(t)]
4t(2−
85t2+72t4)d t = 0 is correct up to 1200 decimal places. This sum rule can be proved by a similar
procedure as in the lemma above, namely, by considering
d
du
{
L˜4
∫∞
0
I0(
p
ut)I0(t)[K0(t)]
4td t
}
= 0 (3.3.10)
at u= 1. 
Proposition 3.3.3 (Mellin–Barnes integrals for IKM(1,5;2n+1),n ∈ {0,1,2}). (a) Setting
Φ(s) :=
π3Γ
(
1
3
− s
)
Γ
(
2
3
− s
)
Γ
(
s− 1
6
)
Γ
(
s+ 1
6
)
72
p
3[Γ(1− s)]2
[
Γ
(
s+ 1
2
)]2 , (3.3.11)
we have ∫∞
0
I0(t)[K0(t)]
5td t≡ IKM(1,5;1)
= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Φ(s)ds, (3.3.12)∫∞
0
I0(t)[K0(t)]
5t3d t≡ IKM(1,5;3)
= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Φ(s)
[
1
3(5−6s) +
1
2s+1 −
2
3
]
d s− 2π
5/2
27
p
3
[ p
π
Γ
(
1
3
)]9 , (3.3.13)∫∞
0
I0(t)[K0(t)]
5t5d t≡ IKM(1,5;5)
= 1
2πi
∫ 1
4+i∞
1
4
−i∞
Φ(s)
[
25
54(7−6s) +
43
108(5−6s) +
23
4(2s+1) −
45
2(2s+3) +
68
27
]
d s
− 43π
5/2
486
p
3
[ p
π
Γ
(
1
3
)]9− 5π5/2
331776
[
Γ
(
1
3
)
p
π
]9
. (3.3.14)
Moreover, we have the following vanishing identity:
0= 1
2πi
∫ 1
4
+i∞
1
4−i∞
Φ(s)
[
100
3(7−6s) +
1
3(5−6s) +
329
2s+1 −
1620
2s+3 +240
]
d s
− 5π
5/2
4608
[
Γ
(
1
3
)
p
π
]9
− 2π
5/2
27
p
3
[ p
π
Γ
(
1
3
)]9 . (3.3.15)
(b) We have
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Φ(s)
(
1
5−6s −
2
1+2s +1
)
d s= 2π
5/2
9
p
3
[ p
π
Γ
(
1
3
)]9 , (3.3.16)
which entails∫∞
0
I0(t)[K0(t)]
5t3d t= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Φ(s)
[
5
6(5−6s) −
1
6
]
d s− 5π
5/2
27
p
3
[ p
π
Γ
(
1
3
)]9 . (3.3.17)
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Proof. (a) One can verify (3.3.12) by counting the residues at s = n+ 1
3
,n+ 2
3
for n ∈ Z≥0, before
comparing to the hypergeometric identity in (2.2.1). Here, contour closure is permissible, due
to the leading asymptotic behavior
Φ(s)∼ π
3
72
p
3s2
[
3
2cos(2πs)+1 −1
]
, s→∞. (3.3.18)
We begin our treatment of (3.3.13) with an analog of the Neumann addition formula in
(2.2.4), namely
I0(t)K0(t)=
2
π
∫π
0
K0(2tcosθ)dθ, (3.3.19)
as well as an integral formula
∫∞
0 K0(
p
ut)td t= 1
u
for u> 0 [36, §13.21(8)], which lead us to
π2
∫∞
0
I0(t)K0(t)
{
[I0(t)]
2[K0(t)]
2− 1
4t2
}
t3d t
=π
∫∞
0
(∫4
0
{
[I0(t)]
2[K0(t)]
2− 1
4t2
}
K0(
p
ut)dup
u(4−u)
)
t3d t
=π
∫4
0
{∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2t3d t− 1
4u
}
dup
u(4−u)
. (3.3.20)
Writing
ϕ(u, s) :=
p
3
8π3/2
Γ
(
1
3
− s
)
Γ
(
1
2
− s
)
Γ
(
2
3
− s
)
Γ(s)
4−u
[
108u
(4−u)3
]−s{
[Γ(s)]2− π
2
[Γ(1− s)]2
}
=
p
3π
8
cot2(πs)Γ
(
1
3
− s
)
Γ
(
1
2
− s
)
Γ
(
2
3
− s
)
Γ(s)
(4−u)[Γ(1− s)]2
[
108u
(4−u)3
]−s
(3.3.21)
for u ∈ (0,4), while referring to (2.2.3) and (3.2.2), we obtain∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2td t= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
ϕ(u, s)ds
= 1
2πi
∫ 1
4+i∞
1
4
−i∞
ϕ(u, s)
[
1−
(
4−u
4
)1−3s (
1− 3s−1
4
u
)]
d s
+ 1
2πi
∫ 1
4
+i∞
1
4−i∞
ϕ(u, s)
(
4−u
4
)1−3s (
1− 3s−1
4
u
)
d s. (3.3.22)
Shifting contours while picking up residues, we arrive at a decomposition∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2td t
= 1
2πi
∫ 5
4
+i∞
5
4
−i∞
ϕ(u, s)
[
1−
(
4−u
4
)1−3s (
1− 3s−1
4
u
)]
d s
+ 1
2πi
∫− 3
4
+i∞
− 3
4
−i∞
ϕ(u, s)
(
4−u
4
)1−3s
d s− 1
2πi
∫ 1
4
+i∞
1
4
−i∞
ϕ(u, s)
(
4−u
4
)1−3s 3s−1
4
uds
+ logu
32
log
u
4096
+ π
2
96
+ 9log
22
8
. (3.3.23)
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Consequently, in view of the Bessel differential equation
(
u ∂
2
∂u2
+ ∂
∂u
)
K0(
p
ut) = t2
4
K0(
p
ut),
we have the following identity for u ∈ (0,4):
∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2t3d t− 1
4u
= 4
2πi
∫ 5
4
+i∞
5
4
−i∞
(
u
∂2
∂u2
+ ∂
∂u
){
ϕ(u, s)
[
1−
(
4−u
4
)1−3s (
1− 3s−1
4
u
)]}
ds
+ 4
2πi
∫− 3
4
+i∞
− 3
4
−i∞
(
u
∂2
∂u2
+ ∂
∂u
)[
ϕ(u, s)
(
4−u
4
)1−3s]
d s
− 4
2πi
∫ 1
4+i∞
1
4
−i∞
(
u
∂2
∂u2
+ ∂
∂u
)[
ϕ(u, s)
(
4−u
4
)1−3s 3s−1
4
u
]
d s. (3.3.24)
Now, we complete the integration over u in (3.3.20), by applying the explicit formula for ϕ(u, s)
to the equation above, and invoking the Fubini theorem for exchanging the order of integra-
tions in absolutely convergent double integrals. The result reads
∫4
0
{∫∞
0
K0(
p
ut)[I0(t)]
2[K0(t)]
2t3d t− 1
4u
}
dup
u(4−u)
= − 1
2πi
∫ 5
4
+i∞
5
4
−i∞
p
3πΓ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]3
2Γ
(
s− 1
2
)
Γ
(
s+ 3
2
) {−22(s−2)
33s
3s3−5s2− s+1
Γ(1− s) +
+ (2s−1)πcos(πs)
36cos(3πs)
1
Γ
(
7
6
− s
)
Γ
(
11
6
− s
)
Γ(s)
}
d s
+ 1
2πi
∫− 34+i∞
− 3
4
−i∞
22(s−2)
33s
p
3πΓ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]3
2Γ(1− s)Γ
(
s+ 1
2
)
Γ
(
s+ 3
2
) s3d s
− 1
2πi
∫ 1
4
+i∞
1
4
−i∞
22(s−2)
33s
p
3πΓ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]3
4Γ(1− s)Γ
(
s+ 1
2
)
Γ
(
s+ 3
2
) (s−1)2(6s2+ s−1)ds. (3.3.25)
We can shift the contour of the penultimate integral to Re s = 1
4
, without encountering any
singularities on the way. This further allows us to combine the last two integrals, and turn
the expression above into
− 1
2πi
∫ 5
4
+i∞
5
4
−i∞
p
3πΓ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]3
2Γ
(
s− 1
2
)
Γ
(
s+ 3
2
) {−22(s−2)
33s
3s3−5s2− s+1
Γ(1− s) +
+ (2s−1)πcos(πs)
36cos(3πs)
1
Γ
(
7
6
− s
)
Γ
(
11
6
− s
)
Γ(s)
}
d s
− 1
2πi
∫ 1
4
+i∞
1
4
−i∞
p
3πΓ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]3
2Γ
(
s− 1
2
)
Γ
(
s+ 3
2
) 22(s−2)
33s
3s3−5s2− s+1
Γ(1− s) d s. (3.3.26)
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Counting residues at s= 1
3
and s= 2
3
in the last integrand, we may further simplify our result
into
3
π
∫∞
0
I0(t)[K0(t)]
5t3d t
=π
∫∞
0
I0(t)K0(t)
{
[I0(t)]
2[K0(t)]
2− 1
4t2
}
t3d t
= 1
2πi
∫ 5
4
+i∞
5
4−i∞
π2 cos(πs)
24
p
3cos(3πs)
(1−2s)Γ
(
1
3
− s
)
Γ
(
2
3
− s
)
[Γ(s)]2
Γ
(
7
6
− s
)
Γ
(
11
6
− s
)
Γ
(
s− 1
2
)
Γ
(
s+ 3
2
) d s
+ π
3/2
1920
[
Γ
(
1
3
)
p
π
]9
− 8π
3/2
21
p
3
[ p
π
Γ
(
1
3
)]9 . (3.3.27)
Summing over residues at s= n+ 1
3
and s= n+ 2
3
for n ∈Z>0, we can evaluate last formula as
π3/2
1920
[
Γ
(
1
3
)
p
π
]9
4F3
(
−1
2
, 1
6
, 1
3
, 1
3
−1
6
, 2
3
, 11
6
∣∣∣∣∣1
)
− 8π
3/2
21
p
3
[ p
π
Γ
(
1
3
)]9 4F3
(
−1
6
, 1
2
, 2
3
, 2
3
1
6
, 4
3
, 13
6
∣∣∣∣∣1
)
− π
3/2
7040
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
2
, 7
6
, 4
3
, 4
3
5
6
, 5
3
, 17
6
∣∣∣∣∣1
)
+ 16π
3/2
91
p
3
[ p
π
Γ
(
1
3
)]9 4F3
(
5
6
, 3
2
, 5
3
, 5
3
7
6
, 7
3
, 19
6
∣∣∣∣∣1
)
. (3.3.28)
The same sum of hypergeometric series is also produced by the following expression:
3
π
{
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Φ(s)
[
1
3(5−6s) +
1
2s+1 −
2
3
]
ds− 2π
5/2
27
p
3
[ p
π
Γ
(
1
3
)]9} , (3.3.29)
because the trailing constant cancels out the residue at s= 5
6
, and the series expansions agree,
term by term, with the residue contributions at the poles s= n+ 1
3
,n+ 2
3
for n ∈Z≥0. Thus, we
have confirmed (3.3.13).
With essentially the same set of ideas, we can use (3.3.4) to demonstrate (3.3.14).
Transcribing (3.3.7) using (3.3.12)–(3.3.14), we arrive at (3.3.15).
(b) To facilitate further analysis, we write C∗ for the union of infinitesimal clockwise circular
contours centered at
{
n+ 1
3
∣∣n ∈Z≥0}∪ {n+ 23 ∣∣n ∈Z≥0}. This notation allows us to compress
the right-hand sides of (3.3.13)–(3.3.15) into the form
1
2πi
∫
C∗
Φ(s)[· · · ]ds, (3.3.30)
without the trailing constants.
Equipped with the reflection formula Φ(s) = Φ
(
1
2
− s
)
and the recursion for Euler’s gamma
function, we have
1
2πi
∫
C∗
Φ(s)
(
1
7−6s −
1
4
)
d s
= 1
2πi
∫
C∗
Φ(s)
[
6
7−6s +
1
2(5−6s) −
3
4(1− s) −
1
4
]
d s (3.3.31)
upon a reflection s 7→ 3
2
− s, which subsequently rearranges to
0= 1
2πi
∫
C∗
Φ(s)
[
5
7−6s +
1
2(5−6s) −
3
4(1− s)
]
d s
= 1
2πi
∫
C∗
Φ(s)
[
5
7−6s +
1
2(5−6s) −
3
2(1+2s)
]
d s. (3.3.32)
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Here, in the last step, we have applied the reflection s 7→ 1
2
− s to the last summand of the
integrand. Likewise, by reflection and rearrangements, we obtain
1
2πi
∫
C∗
Φ(s)
(
1
2
− 1
1+2s
)
d s
= 1
2πi
∫
C∗
Φ(s)
[
12
7−6s +
3
7(5−6s) −
1
1− s −
18
7(2− s) +
1
2
]
d s (3.3.33)
and its equivalent form
0= 1
2πi
∫
C∗
Φ(s)
[
12
7−6s +
3
7(5−6s) −
1
1+2s −
36
7(3+2s)
]
d s. (3.3.34)
Using (3.3.32) and (3.3.34), we can eliminate the terms related to 1
7−6s and
1
3+2s from (3.3.15),
which brings us
0= 1
2πi
∫
C∗
Φ(s)
(
1
5−6s −
2
1+2s +1
)
d s. (3.3.35)
Employing the equation above, we rewrite (3.3.13) as∫∞
0
I0(t)[K0(t)]
5t3d t= 1
2πi
∫
C∗
Φ(s)
[
5
6(5−6s) −
1
6
]
d s. (3.3.36)
Replacing the contour C∗ by the vertical line running from 14− i∞ to 14+ i∞, we can convert
the last two displayed equations into the claimed identities. 
Remark At an earlier stage of the current work, we attempted to retrieve (3.3.13) from the “finite
part” of the following divergent integral:
“
4π
3
∫4
0
[(
u
∂2
∂u2
+ ∂
∂u
)∫∞
0
I0(
p
ut)I0(t)[K0(t)]
3td t
]
dup
u(4−u)
”. (3.3.37)
Our previous “renormalized” calculations began with an expression for the indefinite integral
4π
3
∫(
u
∂2
∂u2
+ ∂
∂u
){
1
4−u
[
u
(4−u)3
]−s} dup
u(4−u)
= 4
2s−1π
3
[
s2B u
4
(
−s− 1
2
,3s− 5
2
)
+ (s−1)(4s−1)B u
4
(
1
2
− s,3s− 5
2
)
+(1−2s)2B u
4
(
3
2
− s,3s− 5
2
)]
(3.3.38)
in terms of incomplete beta functions, which are analytic continuations of Bz(a,b) :=
∫z
0 t
a−1(1−
t)b−1d t for Rea > 1. We then forcibly set u = 4 in the indefinite integral, and referred back to
the Mellin–Barnes representation for
∫∞
0 I0(
p
ut)I0(t)[K0(t)]
3td t in (2.2.3), before arriving at the
integrand in (3.3.13). Later afterwards, we found that such formal arguments can be turned to
rigorous computations, with appropriate subtractions and contour shifts before invocations of the
Fubini theorem, as described in the proof above. 
With the foregoing preparations, we can prove the integral identity announced in (1.2.4).
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Proposition 3.3.4 (Meijer reduction of the Broadhurst–Laporta integral). (a) We have
∫1
0
[
2F1
(
−1
3
, 1
3
1
∣∣∣∣∣x
)]2
dxp
1− x
=G2,2
4,4
(
1
∣∣∣∣∣ −
1
2
, 1
2
, 2
3
, 4
3
0,1,−5
6
,−1
6
)
=− 3
4π2
G
2,4
4,4
(
1
∣∣∣∣∣ −
1
2
, 1
2
, 2
3
, 4
3
0,1,−5
6
,−1
6
)
= 3p
π

p
3
27
[
Γ
(
1
3
)
p
π
]9
4F3
(
−1
2
, 1
6
, 1
3
, 4
3
−1
6
, 5
6
, 5
3
∣∣∣∣∣1
)
+ 5
7
24
3
[ p
π
Γ
(
1
3
)]9 4F3
(
−7
6
,−1
2
,−1
3
, 2
3
−5
6
, 1
6
, 1
3
∣∣∣∣∣1
)
= 6561
3850
7F6
(
−1
3
, 1
3
, 2
3
, 4
3
, 3
2
, 3
2
, 7
4
3
4
,1, 7
6
, 11
6
, 13
6
, 17
6
∣∣∣∣∣1
)
. (3.3.39)
(b) The following identity holds:
∫∞
0
I0(t)[K0(t)]
5t(1−8t2)d t= 7π
3
108
p
3
∫1
0
[
2F1
(
−1
3
, 1
3
1
∣∣∣∣∣ x
)]2
dxp
1− x
. (3.3.40)
Proof. (a) Using a hypergeometric identity
2F1
(
−ν,ν
1
∣∣∣∣∣1− t
)
= t
(
1+ 1− t
ν
d
d t
)
2F1
(
−ν,ν+1
1
∣∣∣∣∣1− t
)
, (3.3.41)
we can deduce a Mellin transform formula∫1
0
2F1
(
−ν,ν
1
∣∣∣∣∣1− t
)
ts−1d t= Γ(s)Γ(s+1)
Γ(s+1−ν)Γ(s+1+ν) , Re s> 1. (3.3.42)
from (2.2.8). Consequently, Mellin convolution brings us
∫1
0
[
2F1
(
−ν,ν
1
∣∣∣∣∣1− t
)]2
tαd t
= 1
2πi
∫δ+i∞
δ−i∞
Γ(α+1− s)Γ(α+2− s)Γ(s)Γ(s+1)ds
Γ(s+1−ν)Γ(s+ν+1)Γ(α+2− s−ν)Γ(α+2− s+ν) , (3.3.43)
where α ∈ (−1,∞),δ ∈ (0,α+1). This incorporates the first equality in (3.3.39), as a special
case.
To prove the second equality in (3.3.39), simply investigate the kernel space of the following
differential operator:
z
(
z
d
d z
− 1
3
)(
z
d
d z
+ 1
3
)(
z
d
d z
+ 1
2
)(
z
d
d z
+ 3
2
)
−
(
z
d
d z
−1
)
z
d
d z
(
z
d
d z
+ 1
6
)(
z
d
d z
+ 5
6
)
, (3.3.44)
in a similar fashion as its counterpart in Proposition 2.2.2.
The third equality in (3.3.39) follows from residue calculus, as in the proof of the last equal-
ity in Proposition 2.2.2.
To prove the last equality in (3.3.39), simply set a = 3
2
,b = 3
2
, c = 1
3
,d = −1
3
, e = 4
3
, f = 2
3
in (3.1.1). (We note that there are actually 48 different choices of a,b, c,d, e, f in Bailey’s
identity that fit the special G
2,4
4,4
in question, producing four different 7F6 forms in total. The
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other three expressions
81
50
7F6
(
−1
3
,−1
3
, 1
3
, 1
3
, 1
2
, 1
2
, 5
4
1
4
,1, 7
6
, 7
6
, 11
6
, 11
6
∣∣∣∣∣1
)
, (3.3.45)
567
1375
p
3
28/3
[
Γ
(
1
3
)
p
π
]6
7F6
(
1
3
, 1
2
, 3
2
, 3
2
, 13
6
, 13
6
, 7
3
7
6
, 7
6
, 11
6
, 11
6
, 17
6
,3
∣∣∣∣∣1
)
, (3.3.46)
27
7
25/3
p
3
[ p
π
Γ
(
1
3
)]65F4
(
−1
3
, 1
2
, 3
2
, 3
2
, 5
3
7
6
, 7
6
, 13
6
,3
∣∣∣∣∣1
)
(3.3.47)
are all equal to the last line in (3.3.39), even though they had not been previously reported by
Laporta or Broadhurst.)
(b) Similar to what we did in the proof of Proposition 3.3.3(b), we now introduce another notation
C∗∗ for the union of infinitesimal clockwise circular contours centered at
{
n+ 1
3
∣∣n ∈Z≥0}∪{
n− 1
3
∣∣n ∈Z≥0}. By residue calculus, we can readily verify that
3p
π

p
3
27
[
Γ
(
1
3
)
p
π
]9
4F3
(
−1
2
, 1
6
, 1
3
, 4
3
−1
6
, 5
6
, 5
3
∣∣∣∣∣1
)
+ 5
7
24
3
[ p
π
Γ
(
1
3
)]9 4F3
(
−7
6
,−1
2
,−1
3
, 2
3
−5
6
, 1
6
, 1
3
∣∣∣∣∣1
)
= − 3
16π2
1
2πi
∫
C∗∗
Γ
(
3
2
− s
)
Γ
(
1
2
− s
)
Γ
(
1
3
− s
)
Γ
(
−1
3
− s
)
Γ(s)Γ(s+1)
Γ
(
7
6
− s
)
Γ
(
11
6
− s
) d s. (3.3.48)
Since
Γ
(
3
2
− s
)
Γ
(
1
2
− s
)
Γ
(
1
3
− s
)
Γ
(
−s− 1
3
)
Γ(s)Γ(s+1)
Γ
(
7
6
− s
)
Γ
(
11
6
− s
)
=Φ(s)72
p
3[1−2cos(2πs)]
7πsin2(2πs)
(
10
5−6s +
5
1+3s −7
)
, (3.3.49)
we can convert (3.3.48) into
∫1
0
[
2F1
(
−1
3
, 1
3
1
∣∣∣∣∣ x
)]2
dxp
1− x
= − 36
p
3
7π3
1
2πi
∫
C∗∗
Φ(s)
(
10
5−6s +
5
1+3s −7
)
d s
= − 36
p
3
7π3
1
2πi
∫
C∗
Φ(s)
(
20
5−6s −7
)
d s. (3.3.50)
In the last step, we note that 2(1+3s) becomes 5−6s as we trade s for 1
2
− s. Meanwhile,
according to (3.3.12) and (3.3.36), we have∫∞
0
I0(t)[K0(t)]
5t(1−8t2)d t=−1
3
1
2πi
∫
C∗
Φ(s)
(
20
5−6s −7
)
d s. (3.3.51)
Pairing up the last two displayed equations, we arrive at our destination. 
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Remark As we set a0 = n+ 12 ,a1 = 23 ,a2 = n+ 13 ,a3 = 13 ,a4 = n+ 12 ,a5 = 23 −n in Zudilin’s integral
formula (3.1.4), we obtain
211/3π7/2[
Γ
(
1
3
)]4
[
Γ
(
n+ 1
3
)]2
Γ
(
n+ 1
2
)
Γ
(
n+ 3
2
)
Γ
(
n+ 5
6
)
Γ
(
n+ 7
6
)
Γ
(
2n+ 5
6
) 7F6
(
1
3
, 2
3
, 2
3
−n, n
2
+ 5
4
,n+ 1
3
,n+ 1
2
,n+ 1
2
1, 7
6
, n
2
+ 1
4
,n+ 5
6
,n+ 7
6
,2n+ 5
6
∣∣∣∣∣1
)
=
∫1
0
∫1
0
∫1
0
[xz(1− z)]n
{1− x[1− y(1− z)]}2/3
dx
x2/3
6
p
1− x
d y
y2/3 3
√
1− y
d zp
z(1− z)2/3 . (3.3.52)
For n= 0 and n= 1, we have just proved that the expression above evaluates to
24/3
p
3
24IKM(1,5;1)
π
and 24/3
p
3
32IKM(1,5;1)−256IKM(1,5;3)
21π
, (3.3.53)
respectively. Numerically, we have also found that for small positive integers n, the last triple
integral can be written in the following form:
24/3
p
3
an IKM(1,5;1)+bn IKM(1,5;3)
π
, where an,bn ∈Q. (3.3.54)
For example,
a2 =
5359616
24508575
, b2 =−
47263744
24508575
. (3.3.55)
Since the denominators of the rational numbers an,bn grow far too impetuously, we cannot
use the formulations above to draw any definitive conclusion about the arithmetic nature for
IKM(1,5;1) or IKM(1,5;3). We hope that some experts in Diophantine approximation will refine
such identities in the future. 
3.4. Representations for IKM(2,4;1) and IKM(2,4;3). In Laporta’s calculation of 4-loop con-
tribution to electron’s g− 2 [25, (27)], the final result did not involve the following Feynman
diagram with two pairs of external legs
 
 
❅
❅
❅
❅
 
 
✫✪
✬✩
ss = 23∫∞
0
[I0(t)]
2[K0(t)]
4td t≡ 23 IKM(2,4;1), (3.4.1)
but this diagram did appear in the ε-expansion of master integrals.
In the next two propositions, we will verify the following integral identity∫∞
0
[I0(t)]
2[K0(t)]
4td t= π
2
30
∫1
0
2F1
(
1
3
, 2
3
1
∣∣∣∣∣x
)
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1− x
)
dxp
1− x
(3.4.2)
by turning both sides into special values of generalized hypergeometric series.
Proposition 3.4.1 (Broadhurst–Laporta representations). We have
 
 
❅
❅
❅
❅
 
 
✫✪
✬✩
ss = 23∫∞
0
[I0(t)]
2[K0(t)]
4td t
= 6π
3/2
5

p
3
26
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣1
)
+ 2
4
3
[ p
π
Γ
(
1
3
)]9 4F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣1
)
= 4π
2
5
4F3
(
1
3
, 1
2
, 1
2
, 2
3
5
6
,1, 7
6
∣∣∣∣∣1
)
, (3.4.3)
as indicated by Laporta [25, (27)] and Broadhurst (see [13, §2.2], [14, §2.2], [15, §2.1], [17, §3.1],
[16, §3.1]).
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Proof. Noting the Neumann addition theorems in (2.2.4) and (3.3.19), we may integrate the
Mellin–Barnes representation in (3.2.1), and deduce∫∞
0
[I0(t)]
2[K0(t)]
4td t
= 1
80
p
3
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Γ
(
1
3
− s
)
Γ
(
1
2
− s
)
Γ
(
2
3
− s
)
Γ
(
s− 1
6
)
Γ(s)Γ
(
s+ 1
6
)
Γ(1− s)Γ
(
s+ 1
2
) d s. (3.4.4)
Closing the contour to the left, and collecting residues at all the simple poles, we may recast the
expression above into
3π3/2
10

p
3
26
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣1
)
+ 2
4
3
[ p
π
Γ
(
1
3
)]9 4F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣1
)
− π
2
10
4F3
(
1
3
, 1
2
, 1
2
, 2
3
5
6
,1, 7
6
∣∣∣∣∣1
)
. (3.4.5)
We are almost done, except that we still need to verify the last equality in (3.4.3). Towards this
end, we consider the following contour integral:
1
2πi
∫ 1
4
+i∞
1
4−i∞
Γ
(
1
3
− s
)
Γ
(
1
2
− s
)
Γ
(
2
3
− s
)
Γ(s)
Γ
(
5
6
− s
)
Γ(1− s)Γ
(
7
6
− s
)
Γ
(
s+ 1
2
) d s. (3.4.6)
Closing the contour leftwards, and summing over all the residues at s = −n,n ∈ Z≥0, we may
evaluate the integral above as
2
p
34F3
(
1
3
, 1
2
, 1
2
, 2
3
5
6
,1, 7
6
∣∣∣∣∣1
)
; (3.4.7)
closing the contour rightwards, we find that the total contributions from the residues (i.e. sum of
all the residues, up to an overall minus sign) at s= n+ 1
3
, s= n+ 1
2
and s= n+ 2
3
(for all n ∈Z≥0) to
the contour integral are
9
16
p
π
[
Γ
(
1
3
)
p
π
]9
4F3
(
1
6
, 1
3
, 1
3
, 1
2
2
3
, 5
6
, 5
6
∣∣∣∣∣1
)
, (3.4.8)
−6
p
34F3
(
1
3
, 1
2
, 1
2
, 2
3
5
6
,1, 7
6
∣∣∣∣∣1
)
, (3.4.9)
and 64
√
3
π
[ p
π
Γ
(
1
3
)]94F3
(
1
2
, 2
3
, 2
3
, 5
6
7
6
, 7
6
, 4
3
∣∣∣∣∣1
)
, (3.4.10)
respectively. Therefore, our goal is achieved. 
Proposition 3.4.2 (Broadhurst integral). We have∫1
0
2F1
(
1
3
, 2
3
1
∣∣∣∣∣x
)
2F1
(
1
3
, 2
3
1
∣∣∣∣∣1− x
)
dxp
1− x
= 3
4
p
2π2
G
2,4
4,4
(
1
∣∣∣∣∣
1
3
, 1
2
, 1
2
, 2
3
0,0,−1
4
, 1
4
)
= 34F3
(
1
3
, 1
2
, 1
2
, 2
3
5
6
,1, 7
6
∣∣∣∣∣1
)
. (3.4.11)
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Proof. We paraphrase [37, (3.1.41)] as follows:
2F1
(
−ν,ν+1
1
∣∣∣∣∣x
)
2F1
(
−ν,ν+1
1
∣∣∣∣∣1− x
)
= sin
2(νπ)
π2
1
2πi
∫δ+i∞
δ−i∞
[Γ(s)]2Γ(ν+1− s)Γ(−ν− s)Γ(1
2
− s)
p
πΓ(1− s)
d s
[4x(1− x)]s , (3.4.12)
where 0< δ<min{ν+1,−ν},0< x< 1. This allows us to compute
∫1
0
2F1
(
−ν,ν+1
1
∣∣∣∣∣x
)
2F1
(
−ν,ν+1
1
∣∣∣∣∣1− x
)
dxp
1− x
= sin
2(νπ)p
2π2
1
2πi
∫δ+i∞
δ−i∞
[
Γ
(
1
2
− s
)]2
[Γ(s)]2Γ(−s−ν)Γ(−s+ν+1)
Γ
(
3
4
− s
)
Γ
(
5
4
− s
) ds
= sin
2(νπ)p
2π2
G
2,4
4,4
(
1
∣∣∣∣∣
1
2
, 1
2
,−ν,ν+1
0,0,−1
4
, 1
4
)
. (3.4.13)
Setting ν=−1
3
in the equation above, and a = 1
2
,b = 1
3
, c = 2
3
,d = 1
2
, e = 3
4
, f = 1
4
in Bailey’s identity
(3.1.1), we arrive at the last expression in (3.4.11). 
In the next two propositions, we establish hypergeometric representations for IKM(2,4;3), as
stated in (1.2.6).
Proposition 3.4.3 (Mellin–Barnes integrals for IKM(2,4;2n+1),n ∈ {0,1,2}). (a) Setting
Ψ(s) :=
Γ
(
1
3
− s
)
Γ
(
1
2
− s
)
Γ
(
2
3
− s
)
Γ
(
s− 1
6
)
Γ(s)Γ
(
s+ 1
6
)
80
p
3Γ(1− s)Γ
(
s+ 1
2
) = 9Φ(s)
5πsin(2πs)
, (3.4.14)
we have ∫∞
0
[I0(t)]
2[K0(t)]
4td t≡ IKM(2,4;1)
= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Ψ(s)d s, (3.4.15)∫∞
0
[I0(t)]
2[K0(t)]
4t3d t≡ IKM(2,4;3)
= 1
2πi
∫ 1
4
+i∞
1
4−i∞
Ψ(s)
[
1
3(5−6s) +
1
2s+1 −
2
3
]
ds+ 4π
3/2
45
[ p
π
Γ
(
1
3
)]9 , (3.4.16)∫∞
0
[I0(t)]
2[K0(t)]
4t5d t≡ IKM(2,4;5)
= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Ψ(s)
[
25
54(7−6s) +
43
108(5−6s) +
23
4(2s+1) −
45
2(2s+3) +
68
27
]
d s
+ 43π
3/2
405
[ p
π
Γ
(
1
3
)]9− π3/2
18432
p
3
[
Γ
(
1
3
)
p
π
]9
. (3.4.17)
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Moreover, we have the following vanishing identity:
0= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Ψ(s)
[
100
3(7−6s) +
1
3(5−6s) +
329
2s+1 −
1620
2s+3 +240
]
d s
− π
3/2
256
p
3
[
Γ
(
1
3
)
p
π
]9
+ 4π
3/2
45
[ p
π
Γ
(
1
3
)]9 . (3.4.18)
(b) We have
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Ψ(s)
(
1
5−6s −
2
1+2s +1
)
d s=−4π
3/2
15
[ p
π
Γ
(
1
3
)]9 , (3.4.19)
which entails
∫∞
0
[I0(t)]
2[K0(t)]
4t3d t= 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Ψ(s)
[
5
6(5−6s) −
1
6
]
d s+ 2π
3/2
9
[ p
π
Γ
(
1
3
)]9 . (3.4.20)
Proof. The derivations of these formulae, in a similar vein as the proof of Proposition 3.3.3, are
left to diligent readers. 
Proposition 3.4.4 (Hypergeometric reduction of IKM(2,4;3)). We have
∫∞
0
[I0(t)]
2[K0(t)]
4t(1−8t2)d t= 7
240
p
3
G
3,3
4,4
(
1
∣∣∣∣∣ −
1
2
, 2
3
, 4
3
, 1
2
−5
6
,−1
6
,1,0
)
= 7π
3/2
60

p
3
27
[
Γ
(
1
3
)
p
π
]9
4F3
(
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3
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6
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)
= 9π
2
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4F3
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2
3
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3
, 3
2
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6
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6
∣∣∣∣∣1
)
. (3.4.21)
Proof. Arguing as in Proposition 3.3.4(b), we have∫∞
0
[I0(t)]
2[K0(t)]
4t(1−8t2)d t
= − 1
3
1
2πi
∫ 1
4
+i∞
1
4
−i∞
Ψ(s)
(
20
5−6s −7
)
ds− 16π
3/2
9
[ p
π
Γ
(
1
3
)]9
= − 1
2πi
∫ 1
4
+i∞
1
4
−i∞
Ψ(s)
3
(
10
5−6s +
5
1+3s −7
)
d s− 16π
3/2
9
[ p
π
Γ
(
1
3
)]9 . (3.4.22)
Checking the definition of G
3,3
4,4
against the integrand
Ψ(s)
3
(
10
5−6s +
5
1+3s −7
)
=−
7Γ
(
−1
3
− s
)
Γ
(
1
3
− s
)
Γ
(
3
2
− s
)
Γ
(
s− 5
6
)
Γ
(
s− 1
6
)
Γ(s+1)
240
p
3Γ(1− s)Γ
(
s+ 1
2
) , (3.4.23)
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we can verify the first equality in (3.4.21). Summing over all the residues of the last integrand at
n− 1
3
,n+ 1
3
,n+ 1
2
, where n ∈Z≥0, we arrive at∫∞
0
[I0(t)]
2[K0(t)]
4t(1−8t2)d t
= 7π
3/2
30
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− 9π
2
550
4F3
(
2
3
, 4
3
, 3
2
, 5
2
2, 13
6
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∣∣∣∣∣1
)
. (3.4.24)
Similar to what we did in proof of Proposition 3.4.1, we evaluate the following contour integral
1
2πi
∫ 1
4
+i∞
1
4−i∞
Γ
(
−1
3
− s
)
Γ
(
1
3
− s
)
Γ
(
3
2
− s
)
Γ(s+1)
Γ(1− s)Γ
(
s+ 1
2
)
Γ
(
7
6
− s
)
Γ
(
11
6
− s
) d s (3.4.25)
in two ways, to verify the last equality in (3.4.21). Thus, all the relations in (3.4.21) are true. 
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