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In this paper we analyze the existence of points of a subset S of a linear space X where
the shortest distance to a point x of X with respect to an asymmetric norm q is attained
(q-nearest points). Since the structure of an asymmetric norm do not provide in general
uniqueness of such points—due to the fact that the separation properties in these spaces
are in general weaker than in normed spaces—we develop a technique to ﬁnd particular
subsets of the set of q-nearest points—that we call optimal distance points—that are also
optimal for the norm qs associated to the asymmetric norm.
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1. Introduction
Let X be a (real) linear space and let R+ be the set of non-negative real numbers. An asymmetric norm q on X is
a non-negative real function q : X → R+ such that
1) q(ax) = aq(x) for every x ∈ X and a ∈ R+ ,
2) q(x+ y) q(x) + q(y), x, y ∈ X , and
3) for every x ∈ X , if q(x) = q(−x) = 0, then x= 0.
Note that a norm qs(x) := max{q(x),q(−x)}, x ∈ X , is naturally deﬁned. We say that the couple (X,q) is an asymmetric
normed linear space. It is deﬁned to be a topological space where the topology is given by the balls Bε(x) := {y ∈ X :
q(y − x) < }; this topology is in fact the one given by the quasi-metric dq(x, y) := q(y − x), x, y ∈ X (see [1–4,6–9] for
information about the topological space (X,q)).
In this paper we study a particular optimization problem in linear spaces with asymmetric norm. A general analysis
of the approximation properties of such spaces has been done already in [4] using duality. Our aim is to ﬁnd the best
approximation in a convex subset S of X to an element x ∈ X \ S in the following sense: to ﬁnd among the points y ∈ S
that satisfy that q(y − x) is minimum (q-nearest points), the ones that satisfy that the distance qs(y − x) = inf{qs(z − x): z ∈ S} is
also minimum. We will call them optimal distance points. Our motivation is mainly given by the following fact. Asymmetric
normed linear spaces were introduced as a tool for the constructions of models for the complexity analysis of algorithms in
Theoretical Computer Science (see for instance [7–9,13,14]). The examples that are used for this kind of construction make
clear that the set of q-nearest points is in general very large; this is so because for these cases the topology induced for
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the models for the complexity analysis it is necessary to choose good representatives of these sets. Our election is given
by the criterion of ﬁnding an element that is also a nearest point with respect to the norm qs . It is important to remark
that the solution of the problem we propose is not given by the qs-nearest points from x to S , as we will show in the
paper.
We present some abstract results regarding this problem. Throughout the paper we will show several examples related
with the two-dimensional asymmetric normed linear space (R2,‖·∨0‖2) (the asymmetric norm is given by the computation
of the Euclidean norm of the maximum of the coordinates of the vector and 0), using it in fact as a reference for all the
results that we prove; almost all the ideas that we introduce can be represented in a two-dimensional space. Our main
tool is constructed using the notion of q-covering of subsets of asymmetric normed linear spaces. Related arguments were
introduced in [6,12] and have been already used in [1]. This technique is based on the properties of the sets Θx , x ∈ X (X an
asymmetric normed linear space) that are deﬁned by
Θx :=
{
y ∈ X: q(y − x) = 0}
(the sets clX {y} that are used in [12] play a similar role). We will use also standard optimization arguments and results on
normed spaces; we give the references [10,11] for these ones.
Let us introduce now more formal notions regarding the deﬁnition of asymmetric normed linear space. If ε  0 and
x ∈ X , we use the symbol Bε(x) to denote the corresponding closed unit ball, i.e.,
Bε(x):
{
y ∈ X: q(y − x) ε}.
Note that B0(x) is well-deﬁned. There is always a normed space associated to the asymmetric normed linear space (X,q):
the normed space (X,qs). In the case that (X,qs) is complete, we say that (X,q) is bicomplete and that it is a biBanach
space (see [7]); if moreover (X,qs) is reﬂexive, we say that (X,q) is sup-reﬂexive. The deﬁnition of the norm qs associated to
an asymmetric norm q gives a canonical description of the related normed space. However, it is possible to deﬁne different
equivalent norms on X that generate the same topology that the one deﬁned by qs (see [2]). For instance, the formula
(
qs
)
2(x) =
√
q(x)2 + q(−x)2, x ∈ X,
provides a norm on X that is clearly equivalent to qs . We will say that a norm qs0 on X that is equivalent to q
s is a
q-associated norm.
In order to motivate our study, let us show now three simple examples of spaces with asymmetric norms.
• The space
C
([0,1], p+, p−)= { f ∈ C[0,1]; ‖ f |p = max
t∈[0,1]
[
f+(t)p+(t) + f−(t)p−(t)
]}
,
where f+(t) =max{ f (t),0}, f−(t) = f (t)− f+(t), and p is a given pair of non-negative upper semicontinuous functions
on the interval [0,1] deﬁned as p(t) = (p+(t), p−(t)) (see [3]).
• The space of real sequences (2,q), where q is deﬁned by q(x) := ‖x∨0‖2 +‖x∧0‖3, x ∈ 2, and ‖ · ‖2, ‖ · ‖3 are deﬁned
as usual; for every x = (xi)∞i=1 ∈ 2,
‖x‖2 :=
( ∞∑
i=1
|xi |2
)1/2
and ‖x‖3 :=
( ∞∑
i=1
|xi |3
)1/3
.
• The space R2 with the asymmetric norm q2 given by q2(x1, x2) := ‖(x1, x2) ∨ (0,0)‖2 = ‖(max{x1,0},max{x2,0})‖2,
where ‖ · ‖2 is the Euclidean norm, that has been introduced above.
Consider an asymmetric normed linear space (X,q) and an element x ∈ X . Following the notation introduced in [6] we
will write Θx for the set
Θx := B0(x) =
{
y ∈ X: q(y − x) = 0}.
It is easy to see that Θx = x+Θ0 for every x ∈ X . This special class of sets has been recently used to study compactness and
other topological and geometric properties of subsets of asymmetric normed linear spaces; see for instance [1]. The basic
results concerning the sets Θx can be found in [6].
Asymmetric normed linear spaces are not in general Hausdorff spaces; in fact, the most interesting case from the point
of view of the applications are not Hausdorff: the asymmetric norms that are considered for instance in [9] are similar
to the deﬁnition of q2 above, and satisfy that Θ0 contains other points besides 0. This clearly implies that the space is
non-Hausdorff. In the case of q2, it is easy to see that Θ0 is given by all the negative functions of the space (the reader can
ﬁnd more information in [9]). However, note that there is always a Hausdorff topological vector space associated to (X,q):
the normed space (X,qs).
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(see for instance [11, Section 1.e]). From the geometric point of view, strict convexity means that, if S is the boundary of
the (closed) unit ball of the space, then it contains no line segment; recall that if x, y ∈ X , the line segment [x, y] is the set
{z: z = αx+ (1−α)y, 0 α  1}. It is well known that the strict convexity of the space is closely related to the uniqueness
of nearest points to a point x in a convex set.
We will use also several set theoretic notions. A partial order (or simply, an order) is a reﬂexive, transitive and antisym-
metric binary relation. A direction  on a set D is a reﬂexive and transitive binary relation with the property that each pair
has an upper bound. A directed set is any set D equipped with a direction . An order  is total or connected if x 	= y
implies either x y or y  x. In this case we say that the elements are comparable. Let X be a set equipped with a partial
order ; an element x is maximal if there is no y ∈ X , y 	= x, such that x y. A chain in a partially ordered set is a subset
on which the order is total.
2. Optimal distance points
Let (X,q) be an asymmetric normed linear space. Let S be a convex subset of X . Let x ∈ X . In this section we show which
are the properties for (X,qs) and S that assure the existence and uniqueness of best approximation to x by elements of S in
the sense that has been considered in Section 1. Recall that the distance from x to S is given by dq(x, S) := infz∈S dq(x, z) =
infz∈S q(z − x). We denote the set of these points by Cx(S), i.e.,
Cx(S) :=
{
y ∈ S: q(y − x) = inf
z∈S q(z − x)
}
⊂ S.
This is the set of q-nearest points to x in S in the sense of [4]. The following example illustrates the deﬁnition above
(see [3,4]). Consider the space
C0[0,1] =
{
f ∈ C[0,1]:
1∫
0
f (t)dt = 0
}
with the asymmetric norm ‖ · | deﬁned by ‖ f | :=maxx∈[0,1]{ f (x),0}, f ∈ C0[0,1].
We denote the constant function one by 1. It is easy to check that d(1,C0) = inf f ∈C0[0,1] maxx∈[0,1]{( f − 1)(x),0} = 0.
Hence in this case
C1
(
C0[0,1]
)= { f ∈ C0[0,1]: max
x∈[0,1]
{
( f − 1)(x),0}= 0}= { f ∈ C0[0,1]: f (x) 1, x ∈ [0,1]}= Θ1.
Deﬁnition 2.1. Let x ∈ X and consider a subset S of X . We say that an element y ∈ S that satisﬁes the conditions
(1) y ∈ Cx(S), and
(2) qs0(y − x) qs0(z − x) for every z ∈ Cx(S),
where qs0 is a q-associated norm, is a q
s
0-optimal distance point of S to x. If the norm q
s
0 that is considered is q
s itself, we
simply say that such an y is an optimal distance point of S to x. We will denote the set of all optimal distance points of S
to x by Ax(S), and A
qs0
x (S) when we consider a q-associated norm q
s
0 different of q
s .
In order to give sense to the deﬁnition above we introduce the following examples to prove that the two conditions in
the deﬁnition are necessary to ﬁnd the optimal distance point, in the sense that the direct computation of the nearest point
from x to S with respect to qs gives other result.
Example 2.2. Consider R2 with the asymmetric norm q2 given by
q2
(
(x1, x2)
) :=√(x1 ∨ 0)2 + (x2 ∨ 0)2, (x1, x2) ∈R2,
that has been already deﬁned. Take x = (1,0) and S the subspace generated by (1,1). Then clearly Cx(S) = {(λ,λ): λ 0}
since for these points q((λ,λ)− (1,0)) = 0. The minimum of qs in Cx(S) is given by the point (0,0), and qs((0,0)− (1,0)) =
1. So the optimal distance point is (0,0). However, the minimum of the distance dqs from S to x is clearly attained at the
point (1/2,1/2).
Lemma 2.3. Let (X,q) be an asymmetric normed linear space and let x ∈ X and S ⊆ X. Then:
(i) If S is a convex subset of X , then Cx(S) is convex.
(ii) If S is a closed subset of (X,qs), then Cx(S) is a closed subset of (X,qs).
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q
(
αy + (1− α)z − x)= dq(x, S).
The following calculations show this
dq(x, S) = inf
t∈S dq(x, t) q
(
αy + (1− α)z − x)= q(α(y − x) + (1− α)(z − x)) αdq(x, S) + (1− α)dq(x, S) = dq(x, S).
Then (αy + (1− α)z) is in Cx(S), and so this set is convex.
Now we prove (ii). Let (xn)n be a sequence on Cx(S) that converges to x0 ∈ S in the norm qs . Let us show that x0 belongs
to Cx(S).
0= lim
n
qs(xn − x0) = lim
n
max
{
q(xn − x0),q(x0 − xn)
}
 lim
n
max
{
q(xn − x) − q(x0 − x),q(x0 − x) − q(xn − x)
}
= lim
n
∣∣q(xn − x) − q(x0 − x)∣∣.
Therefore, x0 ∈ Cx(S), and Cx(S) is a closed subset. 
Remark 2.4. If qs0 is any q-associated norm, the metric properties of the spaces (X,q
s) and (X,qs0) are not necessarily the
same. This fact is relevant in the setting of the convex analysis of the corresponding normed spaces. Convexity type prop-
erties (strict convexity, uniform convexity. . . ) can be different for equivalent norms. For instance, consider the Hilbert space
(L2(0,1),‖ · ‖2) of square integrable functions and deﬁne the canonical asymmetric norm qL2 (x) := ‖x ∨ 0‖2, x ∈ L2(0,1).
Consider the corresponding norm (qs)2 deﬁned in Section 1. We clearly have that ((qL2 )
s)2 = ‖ · ‖2. But this norm do
not coincide with qs
L2
, that is given by qs
L2
(x) = max{‖x ∨ 0‖2,‖x ∧ 0‖2}, x ∈ L2(0,1). For example, it is well known that
((qL2 )
s)2 is strictly convex on L2(0,1). However, qsL2 is not strictly convex; to see this, it is enough to consider the elements
x1 =
√
2χ[0,1/2] , x2 = x1 −
√
2χ[1/2,1] . Clearly, qsL2 (x1) = qsL2 (x2) = qsL2 (x1 + x2)/2= 1, but x1 	= x2.
Let us show now the results regarding the set Cx(S) that can be obtained by means of straightforward applications of
the facts that are known for normed spaces.
Theorem 2.5. Let (X,q) be an asymmetric normed linear space. Let x ∈ X and let S be a convex subset such that Cx(S) 	= ∅. Consider
a q-associated norm qs0 . Then:
(i) If the normed space (X,qs0) is strictly convex, then there is at most one q
s
0-optimal distance point of S to x.
(ii) If S is a closed subset in (X,qs0) and Cx(S) is a locally compact subset of (X,q
s
0) (for instance this can happen for ﬁnite-dimensional
subspaces S), then there is at least one qs0-optimal distance point of S to x.
(iii) If (X,q) is sup-reﬂexive, and S is a closed subset in (X,qs0), then there exists at least one q
s
0-optimal distance point of S to x.
Proof. The proof is a direct application of Lemma 2.3 and the results in [10, Chapter 26, 2].
(i) By Lemma 2.3(i), Cx(S) is a non-empty convex set. If the space (X,qs0) is strictly convex, then [10, Chapter 26, 2(3)]
gives that there is at most one optimal distance point of Cx(S) to x. But the set of these points coincides with the set of
optimal distance points of S to x (Deﬁnition 2.1).
(ii) Since S is closed, we also have by Lemma 2.3(ii) that Cx(S) is a closed subset with respect to the topology induced
by qs0. By assumption Cx(S) is a convex locally compact subset of (X,q
s
0). Then by [10, Chapter 26, 2(1)] there is always at
least one nearest point of Cx(S) to x, i.e., there is always at least one optimal distance point of S to x.
(iii) Since S is closed, we also have that Cx(S) is closed and by assumption convex since S is convex. If (X,qs0) is reﬂexive,
i.e., (X,q) is sup-reﬂexive, then by [10, Chapter 26, 2(2)] we have that there is a qs0-nearest point distance of Cx(S) to x and
thus there exists at least one optimal distance point of S to x. 
Theorem 2.5 establishes that geometric and topological properties of the set Cx(S) determine the existence and unique-
ness of optimal distance points. In the rest of this section we provide a characterization of these sets in terms of the basic
elements related to the deﬁnition of the asymmetric norm q, the sets Θx . In all this section we work under the assumption
that Cx(S) 	= ∅.
Proposition 2.6. Let (X,q) be an asymmetric normed linear space. Let x ∈ X and S ⊆ X. Then:
(i) If y ∈ Cx(S), then Θy ∩ S ⊂ Cx(S).
(ii) If Θy ∩ S 	= ∅, then dq(x, y) dq(x, S).
Proof. To prove (i) consider y ∈ Cx(S). Then q(y− x) = infz∈S q(z− x). Suppose that w ∈ S ∩Θy . Therefore we have to show
that w ∈ Cx(S), i.e.,
q(w − x) = inf q(z − x).
z∈S
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inf
z∈S q(z − x) q(w − x) q(w − y) + q(y − x) = q(y − x) = infz∈S q(z − x),
hence q(w − x) = infz∈S q(z − x) and so w ∈ Cx(S). Thus S ∩ Θy ⊂ Cx(S).
For the proof of (ii), suppose that ∅ 	= Θy ∩ S ⊂ Cx(S) and let us prove that dq(x, S) q(y − x).
Consider y0 ∈ Θy ∩ S ⊂ Cx(S); then q(y0 − y) = 0 and y0 ∈ S , that imply
dq(x, S) q(y0 − x) q(y0 − y) + q(y − x) = 0+ dq(x, y),
and thus dq(x, S) dq(x, y). 
Proposition 2.7. Let (X,q) be an asymmetric normed linear space, x, y ∈ X and ∅ 	= S ⊂ X. Consider the following statements.
(i) dq(x, y) dq(x, S).
(ii) Θy ∩ S ⊂ Cx(S).
Then (i) implies (ii). Moreover, if y ∈ S, then (ii) holds if and only if dq(x, S) = dq(x, y).
Proof. We prove ﬁrst that (i) implies (ii). Suppose y ∈ X and that dq(x, S) q(y − x). Consider z ∈ S ∩Θy . Let us prove that
z is in Cx(S). Since q(z − y) = 0 and z ∈ S ,
dq(x, S) q(z − x) q(z − y) + q(y − x) q(y − x) dq(x, S),
hence dq(x, S) = q(z − x) = dq(x, z) and z is an optimal distance point of S to x.
The last assertion for the case of elements y ∈ S is a consequence of Proposition 2.6(i). Suppose that Θy ∩ S ⊂ Cx(S). If
y ∈ S , then clearly y ∈ Θy ∩ S , and therefore d(x, y) = d(x, S). Proposition 2.6(i) gives the converse. 
Example 2.8. Let us show with an easy example that for the last statement in Proposition 2.7 is necessary that y ∈ S .
Consider again the space (R2,q2), where the asymmetric norm q2 is given by q2((z1, z2)) :=
√
(z1 ∨ 0)2 + (z2 ∨ 0)2, with
(z1, z2) ∈R2.
Consider now x = (−1,0), y = (−2,0) and S = {(z1, z2) ∈ R2: z1 = 0}. Then dq(x, S) = 1, dq(y, S) = 2—and so in partic-
ular y /∈ S—, and dq(x, y) = 0. In this case,
Θy =
{
(z1, z2) ∈R2: q2
(
(z1, z2) − (−2,0)
)= 0}
= {(z1, z2) ∈R2: z1 −2, z2  0}
and then Θy ∩ S = ∅, that is trivially contained in Cx(S), but dq(x, y) < dq(x, S).
For the particular case that dq(x, S) = 0, we obtain by using the same arguments the following
Remark 2.9. Let (X,q) be an asymmetric normed linear space, x ∈ X and ∅ 	= S ⊂ X . If Θx ∩ S 	= ∅ then dq(x, S) = 0.
Conversely, if dq(x, S) = 0, then Θx ∩ S = Cx(S).
Motivated by the results above and the following proposition, in what follows we use classes of sets Θy deﬁned by
particular elements y ∈ S to characterize the subsets Cx(S) and Ax(S).
Proposition 2.10. Let (X,q) be an asymmetric normed linear space, x ∈ X and ∅ 	= S ⊂ X. Then⋃
y∈Bd(x)
Θy ∩ S = Cx(S),
where d = dq(x, S).
Proof. The proof of
⋃
y∈Bd(x) Θy ∩ S ⊂ Cx(S) is a direct consequence of Proposition 2.7. For the other inclusion consider
y ∈ Cx(S). Then q(y − x) = infz∈S q(z − x) = dq(x, S). Therefore, y ∈ Bd(x). 
Remark 2.11. The usual technique for ﬁnding the best approximation to a point in a subset of a Banach space involves
the separation properties that the dual space induces on it. It is also possible to obtain this kind of results in the context
of asymmetric normed linear spaces. This has been already done by Cobzas¸ in [4] (see also [3,5] for related matters). In
particular, Theorem 5.2 in [4] that is given below provides the fundamental separation theorem for subsets of an asymmetric
normed linear space. Following [3,4] we denote by ϕ the elements of the dual space—the space of linear and continuous
functionals deﬁned on an asymmetric normed linear space (X,q)—and by ‖ · | the corresponding asymmetric norm of the
dual.
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there exist a functional ϕ0 in the cone of q-bounded linear functionals on X such that
(i) ‖ϕ0| = 1,
(ii) ϕ0(y0 − x) = q(y0 − x),
(iii) ϕ0(y0) = infϕ0(S),
then y0 is a q-nearest point to x in S.
Conversely, if S is convex, dq(x, S) > 0, and y0 is a q-nearest point to x in S, then there exists a functional ϕ0 in the cone of
q-bounded linear functionals on X, satisfying (i)–(iii) from above.
Then, if y0 is a q-nearest point in S to x, we call to a corresponding functional satisfying (i), (ii) and (iii) above, a Cobzas¸
functional for y0.
This and related results provide the right tool for ﬁnding the set Cx(S), but is not suﬃcient for our aim of studying
optimal distance points to x in S . In fact, the following result shows that the Cobzas¸ functionals cannot be used for charac-
terizing such a point, since they do not separate the elements of Cx(S).
Fact. Let y ∈ S be a q-nearest point to x in S , and consider a Cobzas¸ functional ϕy associated to y. Then ϕy is also a Cobzas¸
functional for every z ∈ Θy ∩ S .
To see this, take an element z ∈ Θy ∩ S . Let us show that it satisﬁes conditions (i), (ii) and (iii) of the theorem above.
Only (ii) and (iii) need proof.
For (ii) consider the following argument. Taking into account that dq(x, S) = dq(x, y)  q(z − x) and q(z − y) = 0, since
ϕy is q-bounded (of norm 1), we can obtain
ϕy(z − x) = ϕy(z − y) + ϕy(y − x) ϕy(y − x) = q(y − x).
On the other hand, by (ii) and (iii) of the theorem above, we have
ϕy(z − x) = ϕy(z) − ϕy(x) ϕy(y) − ϕy(x) = ϕy(y − x) = q(y − x),
due to the fact that ϕy(y) = infϕy(S). Thus, ϕy(z − x) = q(y − x) = q(z − x), as a consequence of Proposition 2.6(i), since
z ∈ Θy ∩ S ⊂ Cx(S).
Now we prove (iii). We have to prove that ϕy(z) = infϕy(S). This is a direct consequence of the following inequalities.
infϕy(S) ϕy(z) = ϕy(z − y) + ϕy(y) ‖ϕy |q(z − y) + ϕy(y) = ϕy(y).
This shows the assertion.
This result motivates the introduction in this paper of a different technique for obtaining optimal distance points that is
not based on duality.
Deﬁnition 2.12. Let D be a subset of X . We say that a set ∅ 	= M ⊂ X is a q-outcovering of D if D ⊂ ⋃y∈M Θy . If a
q-outcovering M of D satisﬁes that M ⊂ D , we say that it is a q-covering of D .
Proposition 2.13. Let x ∈ X and ∅ 	= S ⊂ X. Consider a set D ⊆ X such that Ax(S) ⊆ D ⊆ Cx(S). If M is a q-covering of D, then for
every z ∈ D there is an element y ∈ M such that
qs(y − x) qs(z − x).
Consequently, if Ax(S) 	= ∅, then Ax(S) ∩ M 	= ∅.
Proof. Let z ∈ D . Then dq(x, z) = dq(x, S), and for every y ∈ M ⊆ D ⊆ Cx(S) we have that
q(y − x) = dq(x, y) = dq(x, S) = dq(x, z) = q(z − x).
Moreover, since M is a q-covering of D , there is an element y0 ∈ M such that q(z − y0) = 0. Thus,
q(x− y0) q(x− z) + q(z − y0) = q(x− z).
Therefore,
qs(y0 − x) =max
{
q(y0 − x),q(x− y0)
}
max
{
q(z − x),q(x− z)}= qs(z − x).
In particular, if z ∈ Ax(S) we ﬁnd an element y0 ∈ M such that qs(y0 − x)  qs(z − x), and then y0 ∈ Ax(S). Therefore,
M ∩ Ax(S) 	= ∅. 
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Consider the space (R2,q2). Take as S the subspace generated by the vector (−1,1) and x = (1,1). Then clearly
Cx(S) = Θx ∩ S =
{
(λ,−λ): −1 λ 1},
and there is only an optimal distance point y ∈ Ax(S), that is, y = (0,0). Since
Θy =
{
(x1, x2): x1  0, x2  0
}
,
we have that Cx(S) is not included in
⋃
y∈Ax(S) Θy = Θ(0,0) .
Remark 2.15. The norm qs is relevant for the deﬁnition of the set Ax(S), since this set can change depending on the
particular q-associated norm that we consider. Note that although we have used qs for the deﬁnition of Ax(S), Proposition
2.13 remains true for other q-associated norms, for instance for the family deﬁned by the formula
qsp(x) :=
(
q(x)p + q(−x)p)1/p, x ∈ X,
for 1  p ∞. The strict convexity of the q-associated norm is specially important, since we can deduce in this case the
uniqueness of the qs0-optimal distance points. In this case, there is only one point in A
qs0
x (S), and then A
qs0
x (S) ⊆ M for any
q-covering M of Cx(S).
Remark 2.16. It is not true that if M is a q-covering of Cx(S), then Ax(S) ⊆ M in general. For an easy counterexample,
consider the space (R2,q2) and the (convex) set
S = {(x1, x2) ∈R2: −1 x1  1, −1 x2  1}.
Consider also the point x = (−2,0). Then dq2 (x, S) = 1 and
Cx(S) :=
{
(−1, x2) ∈R2: −1 x2  0
}
.
Note also that in this case Ax(S) = Cx(S). The set M = {(−1,0)} is a q2-covering of Cx(S), since
Cx(S) ⊆ Θ(−1,0) =
{
(x1, x2) ∈R2: x1 −1, x2  0
}
.
However, Ax(S) is not contained in M , although Ax(S) ∩ M = {(−1,0)} = M .
3. Families of q-outcoverings and optimal distance points
The result of the previous section show that q-coverings can be used for approximating the set of optimal distance
points. In what follows we use pure set theoretic arguments to provide for a given family F of q-outcoverings with a partial
ordering  the existence of a maximal (minimal) q-outcovering. We study particular families of q-outcoverings that can be
ordered using different order relations, ﬁxing those ones that become natural for families of q-coverings for approximation
purposes. We start by pointing out the following technical lemma.
Lemma 3.1. For every couple of elements y1 , y2 of an asymmetric normed linear space (X,q), the following statements are equivalent.
(i) q(y1 − y2) = 0.
(ii) y1 ∈ Θy2 .
(iii) Θy1 ⊂ Θy2 .
The proof is just a direct consequence of the deﬁnitions.
Let us develop an order structure based on a natural ordering that can be given for the sets of q-outcoverings of Cx(S)
that allows to ﬁnd a maximal q-outcovering. Let F = {Mτ : τ ∈ T } be a class of q-outcoverings of Cx(S). Let us deﬁne the
following relation for this class of sets. We write Mτ  Mη , τ ,η ∈ T , if for every yτ ∈ Mτ there is an element yη ∈ Mη such
that yτ ∈ Θyη .
We also say that two q-outcoverings of Cx(S), Mτ and Mη , τ ,η ∈ T , are q-equivalent if Mτ  Mη and Mη  Mτ . We write
Mη ≈ Mτ in this case. Clearly, ≈ deﬁnes an equivalence relation on the set F . Consider now the set F≈ = {(Mτ )≈: τ ∈ T }
of equivalence classes with respect to ≈, that can be indexed using a different set T≈ ,
F≈ = {M≈τ : τ ∈ T≈}.
We deﬁne the relation  on F≈ in the usual manner: M≈τ  M≈η , τ ,η ∈ T≈ , if for every (each) M ∈ M≈τ there is an
element (all the elements) N ∈ M≈η such that M  N .
The relation  deﬁned on F≈ is clearly a partial ordering of F≈ . If all the elements of F are q-coverings of Cx(S),
then there is only an equivalence class in F≈ , and the ordered set is trivial; this is so because for every couple τ ,η ∈ T ,
Mτ and Mη satisfy that Mτ  Mη , since Cx(S) ⊂⋃y∈M Θy and Mν ⊂ Cx(S) for each ν ∈ T .ν
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every chain {M≈τ : τ ∈ T0}, there is an index τ0 and a family of subsets Mτ ∈ M≈τ , M≈τ  M≈τ0 , such that
⋃
ττ0 Mτ ∈F ,
since Cx(S) ⊂⋃Θy with y ∈ Mτ , and τ  τ0. The order considered in the set of indexes is the one inherited by the order
 of the corresponding subsets Mτ . Then Zorn’s Lemma gives the existence of a maximal element M≈0 ∈F≈ , and then an
element M0 ∈ F satisfying that M0  Mτ for every comparable q-outcovering of Cx(S). If moreover (F≈,) is a directed
set, then M0  Mτ for every q-outcovering of Cx(S).
Let us show now other example of order structure that gives the existence of a maximal q-covering of Cx(S). Let F =
{Mτ : τ ∈ T } be a class of q-outcoverings of Cx(S). Let us deﬁne the following relation for this class of sets. We write
Mτ ≺ Mη if
(i) Mη ⊂ Mτ , and
(ii) Mτ  Mη .
The relation ≺ deﬁned on F is clearly a partial ordering of F . If all the elements of F are q-coverings, the order relation
is simply given by (i).
Since ≺ is an order relation, if for every chain (Mη)η∈T0 in F the set
⋂
η∈T0 Mη satisﬁes
(i) Cx(S) ⊂⋃Θy with y ∈⋂η∈T0 Mη , and
(ii)
⋂
η∈T0 Mη ∈F ,
Zorn’s Lemma gives the existence of a maximal element M0 in F . If moreover F with the order ≺ deﬁnes a directed set,
it satisﬁes that Mη ≺ M0 for every η ∈ T . Thus, it satisﬁes that for every x ∈ Mη ∩ Cx(S) there is an element x0 ∈ M0 such
that x ∈ Θx0 , and M0 ⊂ Mη . We write this in the following
Proposition 3.2. LetF = {Mτ : τ ∈ T } be a class of q-outcoverings of S ordered by ≺ such that for every chain {Mη: η ∈ T0}, T0 ⊂ T ,
the set
⋂
η∈T0 Mη belongs to F . Then there is an element M0 ∈F such that Mτ ≺ M0 for every comparable element Mτ ∈F .
If moreover (F ,≺) deﬁnes a directed set, then M0 ∈F satisﬁes Mτ ≺ M0 for every element τ ∈ T .
This construction produces a maximal set that is in fact minimal with respect to the inclusion relation, providing in
this way an approximation procedure that gives the smallest subset in the class F that still deﬁnes a covering of Cx(S). In
this sense, as a consequence of Proposition 2.13, this gives an adequate set of candidates for being optimal distance points.
However, the procedure does not give the existence of a maximal subset for reasonable ordered sets F , since in many
common situations is not possible to ﬁnd an upper bound with respect to this order for particular chains. Let us show this
in the following example.
Example 3.3. Let us consider the convex set S1 = {(0,−λ): λ > 0} and the point x = (1,0) of the asymmetric normed
linear space (R2,q2) (see Example 2.2). Clearly, dq(x, S1) = 0, dqs (x, S1) = 1, Cx(S1) = S1 and Ax(S1) = ∅. Consider the class
F = {Mn: n ∈ N}, Mn = {(0,−1/m): m n}. Each Mn deﬁnes a q-covering of Cx(S1). However, there is no upper bound for
the chain C = {Mn: n ∈N}, since ⋂n∈NMn = ∅.
This example suggests that some properties regarding the topological structure of S are needed to assure the existence
of such a maximal set. As we will show these topological properties are related with the ones that assure the existence of
optimal distance points that are given by Theorem 2.5. Let us show this in a slight modiﬁcation of Example 3.3.
Example 3.4. Let us consider now the convex set S2 = {(0,−λ): λ 0} and the point x = (1,0) in (R2,q2) (see Example 2.2);
thus, dq(x, S2) = 0, dqs (x, S2) = 1, Cx(S2) = S2 and Ax(S2) = (0,0). Consider the class F = {Mn: n ∈ N}, Mn = {(0,−1/m):
m  n} ∪ k{(0,0)}. Again each Mn deﬁnes a q-covering of Cx(S2) but in this case there is an upper bound for the chain
C = {Mn: n ∈ N } that is given by ⋂n∈NMn = {(0,0)}, although this set do not belong to F . If we extend the set F
introducing in it this set, we actually obtain that {(0,0)} is the maximal element of the directed set (F ,≺), since a direct
computation shows that Cx(S2) = S2 ⊆ Θ(0,0) .
Note that the same construction can be done by deﬁning a family of q-coverings of Cx(S2) by means of the (non-
countable) sets Mε = {(0,−δ): 0 δ < ε}, ε > 0.
We ﬁnish the paper using compactness of the set Cx(S) to prove the existence of optimal q-coverings. Let us show that
under the adequate topological conditions it is always possible to ﬁnd a maximal q-covering for every directed family of
q-coverings (F ,≺) (not necessarily belonging to F ).
Theorem 3.5. Let B be a qs-compact subset of (X,q), S ⊆ X. Let D be a subset satisfying that Ax(S) ⊂ D ⊂ Cx(S) and B ⊆ D. Suppose
that (F ,≺), where F = {Mτ : τ ∈ T }, is a directed set of qs-closed q-coverings of D included in B. Then there is a q-covering M of D
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Ax(S) 	= ∅.
Proof. First, recall that Mτ ≺ Mη if and only if Mη ⊆ Mτ , since for every τ ∈ T , Mτ ⊆ B . Let z ∈ D . Then for every τ ∈ T
there is an element yτ ∈ Mτ such that z ∈ Θyτ . Take the net (yτ )τ∈T , where we consider T as a directed set with the order
is given by the one of (F ,≺). Since the set B is compact, there is an adherent point z0 for this net and a coﬁnal subnet
(yη)η∈T0 satisfying that limη yη = z0. Let us denote by B,qs (y) the open ball of radius  of the norm qs centered at y ∈ X .
Let us see that z0 belongs to
⋂
τ∈T Mτ ; in other case, there is τ1 such that z0 /∈ Mτ1 , and then z0 ∈ X \Mτ1 . Since Mτ1 is
qs-closed, there is an  > 0 such that B,qs (z0) ⊂ X \ Mτ1 ⊂ X \ Mτ for every Mτ1 ≺ Mτ . Therefore, B,qs (z0) cannot contain
a coﬁnal subnet of (yτ )τ∈T , which gives a contradiction.
Finally let us show that z ∈ Θz0 . If  > 0, then there is an index τ2 ∈ T0 such that qs(yτ2 − z0) <  because of the election
of the net (yτ )τ∈T . On the other hand, z ∈ Θyτ2 . Thus,
q(z − z0) q(z − yτ2) + q(yτ2 − z0) < .
Since this can be done for every  > 0, we obtain the result, just using Proposition 2.13 for the last statement. 
In Theorem 3.5 we assume that Ax(S) ⊆ D ⊆ Cx(S), B ⊆ D , and B is qs-compact. Thus, using also Theorem 2.5(ii), it
directly gives the following corollary.
Corollary 3.6. Suppose that Cx(S) is qs-compact. Let F = {Mτ : τ ∈ T } be a class of qs-closed q-coverings of Cx(S) such that F with
the order ≺ is a directed set. Then Ax(S) ∩ (⋂τ∈T Mτ ) 	= ∅.
Let B be a qs-compact set such that Ax(S) ⊂ B ⊂ Cx(S), and consider a family F of q-coverings of B endowed with
a partial order relation  such that (F ,) is a directed set. For every family {yη: η ∈ T } satisfying that yη ∈ Mη we
can consider the limit limη yη of the net (yτ )τ∈T in the topology deﬁned by qs , if it exists (again the set of indexes T
is considered with the order given by the one of the class F ). In the same way we can consider the set of all the limits
limη∈T0 yη , T0 ⊂ T , of the coﬁnal subnets deﬁned on the original family {yη: η ∈ T }. We deﬁne the set
LimF :=
{
lim
τ∈T0
yτ : (yτ )τ∈T0 a coﬁnal subnet, yτ ∈ Mτ , T0 ⊂ T
}
.
The deﬁnition of this set allows to obtain other approximation result without assuming that the sets Mτ are qs-closed.
Theorem 3.7. Suppose that B is a qs-compact subset of Cx(S) and D a set such that Ax(S) ⊆ D ⊆ Cx(S). Let F = {Mτ : τ ∈ T } be a
class of q-outcoverings of D included in B such that (F ,) is a directed set. Then LimF is a q-outcovering of D included in B, and
therefore Ax(S) ∩ LimF 	= ∅.
Proof. Consider an element z ∈ D . For every τ ∈ T there exists an element yτ ∈ Mτ such that z ∈ Θyτ . Let us deﬁne the
ordered set (yτ )τ∈T where τ  η whenever Mτ  Mη , τ ,η ∈ T . This is a directed set, and then (yτ )τ∈T is a net in B .
Since B is qs-compact, there is a coﬁnal subnet (yτ )τ∈T0 that converges to a particular element z0 ∈ B . For every  > 0
there is an index η ∈ T0 such that every η  η , η ∈ T0, satisﬁes qs(yη − yη ) <  . Then, taking into account that z ∈ Θyτ
for every τ ∈ T ,
q(z − z0) q(z − yη ) + q(yη − z0) < .
As in the proof of Theorem 3.5, since this happens for every  , we obtain that q(z − z0), and then z ∈ Θz0 . Therefore,
LimF is a q-outcovering of D . Since B is in particular closed, LimF ⊆ B . Proposition 2.13 and Theorem 2.5(2) gives the last
statement. 
Again Proposition 2.13 when applied to the theorem above gives the following approximation result for the case when
Cx(S) is compact.
Corollary 3.8. Suppose that Cx(S) is qs-compact. Let F = {Mτ : τ ∈ T } be a class of q-coverings of Cx(S) and let  be a partial order
such that (F ,) is a directed set. Then Ax(S) ∩ LimF 	= ∅ if Ax(S) 	= ∅.
Let us illustrate the results above by ﬁnding the optimal distance point of Examples 3.3 and 3.4.
Example 3.9. Consider the class F of q-coverings of Cx(S) given in Example 3.3 with the order relation given by the inverse
inclusion relation. For every n ∈ N, Mn ⊂ [(0,0), (0,−1)] = B , a compact set. Clearly, LimF = {(0,0)}. Then Theorem 3.7
gives that Ax(S) ⊂ {(0,0)}.
On the other hand, if we take the class F of q-coverings of Cx(S) given in Example 3.4, again for every n ∈ N it is
satisﬁed that Mn ⊂ [(0,0), (0,−1)] = B . Moreover, each Mn is closed. In this case, ⋂n∈NMn = {(0,0)}. Theorem 3.5 gives
the result.
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