A dynamic network analysis is conducted on network flow data to demonstrate an improvement in cyber situational awareness. The analysis begins by collecting network-level data (density, network centralization total degree, and fragmentation) on samples of network flow data using the SiLK collection and analysis suite. The next phase categorized the data into four types: autonomic inflow, autonomic outflow, human inflow, and human outflow. Using the CASOS tool ORA, a series of dynamic network analyses were performed on each hour of the data. The results showed variations between the autonomic and human traffic that can be used by firms to gain more detailed understanding on how traffic behaves on their computer networks. The more granular profiles of operations permit separate understanding of automated and manual processes. The network science techniques provide a basis for providing these improvements in a systematic and repeatable manner.
INTRODUCTION
In December 2016, the National Cybersecurity and Communications Integration Center released "Grizzly Steppe -Russian Malicious Cyber Activity", which provided a thorough analysis of the Russian activities aimed at disrupting the United States presidential election. The analysts concluded that two separate advanced persistent threats conducted a spear phishing campaign, installed malware, and exfiltrated data (NCCIC and FBI, 2016) . The previous year, in February 2015, FireEye released a report of the cyber attack methods employed in the ongoing Syrian civil war. The report is striking in its similarity to the NCCIC report. The authors concluded that cyber operatives conducted a spear phishing campaign, installed malware, and exfiltrated data (Regalado et al., 2015) . The methods employed are well known, and easily defensible. In many cases, it's quite simple to look back, and see advance indicators of the cyber attacks. So why do these attacks continue to occur, at an alarming frequency? The answer lies in the difficulty of creating normal network operational data profiles that can be assessed in real-time, in order to detect anomalies.
We ask -does binning data, and then calculating graph level measures, provide a more granular picture of the network so that anomaly detection is easier to accomplish? If so, can we create "normally operating" network science-based signatures? How can organizations use these insights, incorporating their known patterns of life, to achieve enhanced cyber situational awareness? Our primary contribution with this research is to address these questions using a large empirical data set. This work takes a network science approach to the goal of gaining cyber situational awareness. This study conducted a dynamic network analysis on a full month of netflow records captured on a live network used for corporate operations. That data is binned into different categories in order to analyze human-generated traffic separate from autonomic traffic. Three network measures are taken on the data at every hour: network density, total degree network centralization, and fragmentation. These measures are chosen based on their potential for detecting anomalous traffic.
Density is defined as the ratio of the number of links versus the maximum possible links for a network. In a computer network context, this could be interpreted as an activity level amongst internal and external IP addresses. That is, are the internal network computers mostly communicating with different external IP addresses (lower density) or the same external IP addresses (higher density)? Total degree network centralization is defined as the average total-degree centrality of each node in a square network. In a computer network context, this could be interpreted as a concentration level amongst IP addresses. That is, are the internal IP addresses receiving information from different IP addresses (lower total degree centralization) or similar external IP addresses (higher total degree centralization)? Fragmentation is defined as the proportion of nodes in a network that are disconnected. In a computer network context, this could be interpreted as grouping of IP addresses. That is, are the IP addresses forming many different components (higher fragmentation) or just a few components (lower fragmentation)? In a completely connected network, fragmentation value will be zero. For any of these three network level measures, a large deviation from the norm, could be a simple way to warn of anomalous activity, not recognized by other detection systems. The output of the dynamic network analysis can inform organizational "normal operating behavior" profiles. Then, known patterns of life such as hours of operation, specialized operations, and network upgrades allow leadership to anticipate potential deviations from the norm. This paper will be organized as follows. Section 2 provides background and motivation for this research. Section 3 describes the method of binning netflow data and then conducting hourly dynamic network analysis. Section 4 presents the results of analysis. Section 5 discusses takeaways, limitations, and future work, followed by the conclusion in Section 6.
BACKGROUND

Defining Cyber Situational Awareness
What is cyber situational awareness? Many attempts at definitions have been made. Tadda and Salerno applied general situation awareness reference and process models to the cyber domain ). Barford et al described cyber situational awareness for cyber defense as a three phase process (recognition, comprehension, and projection) and went on to give 11 varying viewpoints about what makes up cyber SA (Barford et al., 2010) . More recently, Onwubiko says cyber SA "encompasses people (operator/team), processes, and technology required to gain awareness of historic, current and impending (future) situations in cyber, the comprehension of such situations, and using those understandings to estimate how current situations may change, and through those predict future situations and the resolution of the current situation, and the enablement of control to protect the systems from future projected incidents" (Onwubiko, 2016) . This definition aligns closest with what this research provides, specifically predicting future situations based on a changing set of current situations.
Manual and Automated Analysis for Situational Awareness
Many researchers are working on various aspects of cyber situational awareness. Franke and Brynielsson conducted s systematic review of 102 research papers in cyber situational awareness, and separated the literature into four broad categories, one of which is "Experiments, methodology, technology". A key finding was that more empirical research should be conducted (Franke et al., 2014) . Klein, Tolle, and Martini proposed a "holistic approach to Cyber Defense" based on the well-known OODA loop (Observe, Orient, Decide, Act). Cyber defense should align all activities of the organization, and by applying the OODA loop, a continuous process ensues, constantly updating the data and its processing (Klein et al., 2011) . The research in this paper supports this goal by providing methods to identify relevant data to be observed and acted on. Morris et al created an ontology driven framework for enterprise mission assurance. They argue that typically, network sensor-based systems "rarely take into account the context, patterns, and relationships between the threats and other cyber and real-world entities" (Morris et al, 2011) . The work in this paper builds on this line of reasoning by defining the known organizational patterns of life, to more accurately predict network anomalies.
Cyber situational awareness is still in its infancy. When asked about the status of cyber situational awareness at the U.S. Department of Health and Human Services, in June of 2014, HHS Chief Information Security Officer Kevin Chearest made the following observation: "There was no situational awareness at the department" (Jackson, 2014) . The following year, The Health Information Trust Alliance (HITRUST) conducted a study of the state of cyber situational awareness for healthcare organizations across the United States and concluded that there is an industry wide lack of tools for true cyber situational awareness. The report stated: "This lack of awareness leads many organizations to expend resources and rely heavily on indicators of compromise (IOC) to determine if a breach … has already occurred … this approach is retrospective in nature and introduces inefficiencies" (Darkreading, 2015) . The work in this paper is aimed at creating techniques to be integrated into toolsets that will first model the normal operating behavior specific to an organization's network, and then detect changes to the network, as close to real-time as possible. Dynamic network analysis technique would best serve as part of a suite of complex cyber situational awareness tools, most likely with a dashboard for human machine interaction.
Bradshaw, et al introduced "Sol" in 2012, an agent-based framework that combines advanced modeling techniques and the latest visualization techniques to inform human analysts team interactions. The visualization is based on cockpit flight control dashboards, where the pilot is presented with all of the information necessary to successfully operate the aircraft. The authors specifically call out a key challenge: "the difficulty in finding the flight performances model for network analysis. Whereas the primary task of the pilot is to fly effectively within the known parameters of a fixed aerodynamic model, the job of the NOC analyst is to understand emerging threats accurately against the moving target of a network that is constantly changing" (Bradshaw et al., 2012) . The approach taken in this paper could be characterized in exactly that manner: how does an organization find its appropriate cyber performance model? The network science measures should be evaluated and potentially included in a comprehensive cyber situational awareness dashboard.
What are the Meaningful Signals?
When a pilot climbs into a cockpit, he/she will recognize the displays, because they are nearly all the same no matter the size or model of the airplane. Organizations of varying sizes and functions will likely need different dashboards for cyber situational awareness. These dashboards will likely combine volumetric data, network data, behavioral characteristics, and emerging trend predictions, with both statistical and heuristic summary processing capabilities.
Cheng et al proposed a six layer cyber common operational picture (Cyber-COP) approach to detection of cyberattacks. Their design aims to methodically define a Cyber-COP architecture, so that a software toolkit can be deployed to provide comprehensive cyber situational awareness. The toolkit relies on defining attack graphs and then overlaying the attack graphs on the Cyber-COP based on deterministic sequences of attacks onto network nodes (Cheng et al., 2010) . Dynamic network measures take a different approach, which can complement a comprehensive Cyber-COP, by attempting to detect stochastic attack traffic.
Some research aims at defining early or real-time warning systems for cyber situational awareness by defining normal signatures of computer behavior and thereby anomaly detection schemes where the behavior goes outside of the norm. This is very difficult based on the amount of data which must be processed, and the shifting nature of normal behavior in computer networks. Lee, Lee, and Kim created a Knowledge-Based Real-Time Cyber-Threat Early Warning System that received data from three systems and alerted when hourly values were above a critical value (Lee et al., 2006) . The warning system relies on volumetric data whereas the dynamic network approach relies on graph-level measures of the traffic.
Diettrich et al developed the TaskTracer system, a Microsoft Windows addin that captures user events and creates workflow discovery system. They apply machine learning techniques to search for information flow subgraphs, effectively finding known organizational workflows. A discovered shortcoming of the approach occurs when multiple ways (information flows) of completing work tasks are present, limiting the cyber defense capability of this approach (Diettrich et al., 2010 ).
Friedberg, Skopik, and Fiedler developed a system agnostic dynamic tool called automatic event correlation for incident detection (AECID). It creates fingerprints of log files based on pattern detection, and determines if the new pattern is valid, or anomalous (Friedberg et al., 2015) . This novel approach is limited by the system's ability to correctly determine valid or anomalous patterns.
The Dynamic Network Approach to Enhancing Cyber Situational Awareness
In this paper, we present the following three assumptions: Assumption oneDifferent types of netflow data will present different network measures. Assumption two -All flows, when analyzed in a temporal manner, will show strong characteristics of periodicity, providing normally operating network behavior profiles. Assumption three -By incorporating patterns of life into the analysis, cyber situational awareness is enhanced. In the results section we'll discuss whether or not the methods were able to meet our assumptions, and then in the discussion section, we'll note limitations and opportunities for future work.
This paper describes an exploratory analysis performed using the dynamic network approach. This approach exploits three key assumptions: that netflow records for different categories of traffic will present different network measures; that normal profiles of network operation will show strong characteristics of periodicity when analyzed in a temporal manner; and that incorporating patterns built on the measures and periodic characteristics will enhance cyber situational awareness for an organization. These assumptions lead to an analysis method that is described in the next section, and then the following section presents and discusses results of applying this method to the networks for a moderate-sized organization. The conclusion section revisits these assumptions in light of the experience gained by applying the method.
METHOD
This research addresses a gap in research by taking a network science approach to the field of cyber situational awareness. The approach observes three network level measures temporally. The three measures are: density, total degree network centralization, and fragmentation. These are measured via a three step method. The first step retrieves flow records into the four bins using simple criteria to separate human and autonomic traffic. These records are exported in comma-separated-value format.
Step two imports the saved files into the CASOS tool ORA (Altman et al., 2017) and converts them to DyNetML files, allowing for network data inspection.
Step three conducts a dynamic network analysis on the four datasets measuring density, total degree centralization and fragmentation on an hourly basis.
Step 1 -Filtering Flow Records on SiLK Collector
The System for internet-Level Knowledge (SiLK) 1 is a suite of tools for network flow data collection and analysis, developed by the CERT program of Carnegie Mellon University's Software Engineering Institute. The tools aggregate the headers of related packets of internet protocol traffic traversing the network, and give the analyst capability to both rapidly query for specific traffic of interest, and to flexibly summarize and trend characteristics of that traffic. A virtual machine is deployed to the network, pulling traffic to summarize from a span port of a router or switch, often a network boundary router. The YAF (Yet Another Flowmeter) tool turns packets into flow records. Each flow record contains a variety of information, as shown in Table 1 , with the most useful usually being: source/destination address, source/destination port, transport protocol, bytes, and duration. These flow records are then passed to collection tools that store these records in a repository of binary flat files for later querying. An example setup is shown in Figure 1 . This paper presents results with data gathered from an operational corporate network that has between 1,000 and 5,000 employees and approximately 3,000 network connected devices. The network is setup such that each computer is able to freely access any IP address on the internet. Each flow record will have a source IP address and destination IP address, one being on the corporate network, and one outside of the corporate network (purely internal traffic and transit traffic between external addresses are excluded from this data). Therefore, at step three, we are analyzing a bipartite, unimodal network.
A key concept of this method, and the primary concern of step one, is the deliberate binning of flow records. The way that flow records should be binned is an internal organizational decision based on a mixture of experience and intuition. This analysis bins the data into four categories: autonomic inflow, autonomic outflow, human inflow, and human outflow. This serves several purposes. First, it decreases the size of data to be analyzed at any given time. Second, it allows reasoning about the difference between bins. Should, for example, a systems upgrade will be occurring overnight, the analysis would predict anomalous looking autonomic traffic. Third, and most importantly, binning the data provides a more granular dynamic network analysis in step three. Table 2 summarizes the four bins of flow data and the associated query conditions (referencing SiLK's rwfilter tool, but source and destination options would need to be added in operation) used to retrieve the data. Each query is run to retrieve a separate day's data, with the day embedded in the name of the output file. One day of flow records provides a logical start and stop point for the dynamic network analysis in step three. After running the queries, and downloading each file to comma-separated-value format, this process produces 120 files (30 days with one file for each of the four bins) totaling approximately 119,000,000 nodes and 36,000,000 links.
Step Two -Import to ORA and Inspect Data
This step imports each comma-separated-value file into ORA as an agentby-agent dynamic meta-network. Each IP address is considered an agent. Since each NetFlow record includes a timestamp, the import process recognizes this meta-network as dynamic. The import process uses the start time field in the netflow records to automatically aggregate by hour. This way, the 30 files from each day of June each contain 24 hourly networks. There are 2,328,504 total nodes and 35,516,517 total links in the metanetworks. These are very sparse networks in that there are a relatively small number of links represented per hour. Most nodes only connect with one other node. Few nodes connect with many nodes. Table 3 describes a sample hourly meta-network. 
Step Three -Conduct Dynamic Network Analysis
The dynamic network analysis uses three measures: density, total degree network centralization, and fragmentation. Density is defined as the ratio of the number of links versus the maximum possible links for a network. In a computer network context, this could be interpreted as an activity level between internal and external IP addresses. That is, whether the internal network computers mostly communicate with different external IP addresses (lower density) or the same external IP addresses (higher density). Total degree network centralization is defined as the total-degree centrality of each node in a unimodal network. In a computer network context, this could be interpreted as a concentration level among IP addresses. That is, whether the internal IP addresses receive information from different IP addresses (lower total degree centralization) or similar external IP addresses (higher total degree centralization). Fragmentation is defined as the proportion of nodes in a network that are disconnected. In a computer network context, this could be interpreted as grouping of IP addresses. That is, whether the IP addresses form many different graph components (higher fragmentation) or just a few components (lower fragmentation). In a completely connected network, fragmentation value will be zero.
After importing all 30 days of a flow type, the analysis runs each bin of flow records through the built-in ORA algorithms for density, total degree centralization, and fragmentation, with the hourly network results saved for calculating averages and standard deviation values. This provides the normally operating network behavior, suitable for inclusion in a dashboard for situation awareness based on network science. The formula for each measure is depicted in Table 4 . 
RESULTS
Assumption 1 -Different categories of netflow data will present different network measures
This section examines the results of binning the large amounts of flow data into different categories and then performing a dynamic network analysis on the binned data. Table 5 lays out the statistics for each measure. The Table 5 statistics support the first assumption. The average density of autonomic inflow is much greater than human inflow. That is, when measuring hourly samples of autonomic inflow, the density of the network appears to be approximately 2.5 times greater than the density of human inflow. When considering differences in human versus autonomic flow, the greatest difference appears between fragmentation values of autonomic inflow versus human inflow. This data shows that human inflow fragmentation presents values approximately 464 times greater than autonomic inflow fragmentation values. The autonomic versus human flow analysis that presents the least difference is found when analyzing the average total degree centralization of the hourly networks between autonomic outflow and human outflow. Human outflow average total degree centralization is approximately 1.1 times greater than autonomic outflow average total degree centralization. The average values of both data bins appear well within one standard deviation of each other.
Assumption 2 -Normal profiles of network operations will show strong characteristics of periodicity
This section examines the assumption of binned data presenting strong indications of periodicity. After loading the datasets into ORA, periodicity was tested via Fourier transform applied to the sequence of measures for each meta-network. Unsurprisingly, all meta-networks showed strong evidence of both twenty four hour and seven day periods. This is clearly shown in the three Figures below: 2, 3, and 4. Throughout all metanetworks, other weaker periodicities were detected, but none were consistent across multiple measures.
The next three figures show the entire month (every hour) human outflow bin over all three measures. 
. Human Outflow Hourly Fragmentation Values
In all three figures, periodic patterns clearly emerge, supporting assumption two. The density values visually change the most from weekday to weekend. Deviations from normal behavior are apparent in the spikes that appear. This data can be used by the organization to create the operating signatures with which a cyber situational awareness dashboard would be normalized.
Assumption 3 -By incorporating patterns built on dynamic graph measures and periodic characteristics, cyber situational awareness is enhanced
The final takeaway from this study is the targeted analysis provided through incorporating patterns of autonomic vs. manual traffic. A question a network administrator might ask is: "Are we concerned that the network density is .000206?" A better question to ask is: "Are we concerned that autonomic outflow network density is .000206, at 3:00 PM on a Tuesday?" The only way to gain true cyber situational awareness is to understand the data in a given context, of a given type, and at a given time. This is supported by the processed data in two ways. First, Figure 5 displays a clear difference in autonomic inflow network density over the weekends, supporting assumption three.
Figure 5. Autonomic Inflow Network Density Days of the Week Analysis
Next, in Figure 6 , a clear difference emerges in different bins of netflow data, over the same day of the week, and same network measure. This picture shows that the network density of human outflow is far different than the other three bins. Also, a pattern emerges that will be more useful in cyber situational awareness. The network density of human outflow varies greatly during the daylight hours versus the nighttime hours, as may be predicted. Unexpectedly, the human inflow does not vary much between daylight and nighttime hours. Therefore a dashboard for cyber situational awareness should take this key difference into account. An anomaly would be much easier to detect on the human outflow data. 
DISCUSSION
This section discusses limitations of the current work and opportunities for future research.
Uncertainty in Differences of "Autonomic" vs "Human"
The SiLK queries displayed in Table 2 are a first attempt at categorizing the netflow into "autonomic" and "human" based on several experienced analyst opinions. Most autonomic and human inflow will be captured in these queries, however there will be some that overlap or are left out. This research did not focus on testing whether or not those queries were correct, but rather served as a proof of concept in the potential of that technique. More importantly, correctness of the queries supports use those categories for Assumption 3, permitting security evaluation regarding the mix of behavior. Questions addressing expected behavior of networked systems could be analyzed with binned data in a more thorough manner than nonbinned data. For example, a large maintenance operation on routing systems might produce anomalous traffic on the autonomic outflow data. Future work is needed in defining query criteria for netflow traffic that is truly autonomic versus human generated.
Anomalous Traffic in the Dataset
A challenge for any attempt at creating "normal operating behavior" is the potential for anomalous data to be captured in the baseline data. This is certainly a concern for this empirical study. The data examined were unfiltered netflow records from every hour of every day of June. There is almost certainly some anomaly data included in the baseline. For this work, we think that enough normal data is included, and the organization is unaware of any major issues during the collection period. Future work could address this concern, attempting to discard data outside of a given threshold.
CONCLUSION
This paper describes a study of a dynamic network analysis on a full month of netflow data, binned by four data types: autonomic inflow, autonomic outflow, human inflow, and human outflow. This empirical study aimed at evaluating the efficacy of utilizing network measures to enhance cyber situational awareness. A full month of operational corporate netflow was analyzed, 42.13 GB in size. All of the analytic assumptions were validated by the study results. First, binning data provided observable differences in the network measures. Second, a dynamic network analysis showed clear patterns of periodicity, providing the potential for normal network operating profiles to be created. Third, the data was analyzed in a way that known patterns of life could be incorporated. This research could be expanded in several ways. At present the data must be queried and saved, and then integrated into a separate tool. A software toolset that automatically queried, processed, and analyzed the data would be useful, moving towards real-time network measure situational awareness. Also, evaluation of other network measures would prove quite useful. 
