In the present EEG study, the role of auditory prediction in speech was explored through the comparison of auditory cortical responses during active speaking and passive listening to the same acoustic speech signals. Two manipulations of sensory prediction accuracy were used during the speaking task: (1) a real-time change in vowel F1 feedback (reducing prediction accuracy relative to unaltered feedback) and (2) presenting a stable auditory target rather than a visual cue to speak (enhancing auditory prediction accuracy during baseline productions, and potentially enhancing the perturbing effect of altered feedback). While subjects compensated for the F1 manipulation, no difference between the auditory-cue and visual-cue conditions were found. Under visually-cued conditions, reduced N1/P2 amplitude was observed during speaking vs. listening, reflecting a motor-to-sensory prediction. In addition, a significant correlation was observed between the magnitude of behavioral compensatory F1 response and the magnitude of this speaking induced suppression (SIS) for P2 during the altered auditory feedback phase, where a stronger compensatory decrease in F1 was associated with a stronger the SIS effect. Finally, under the auditory-cued condition, an auditory repetition-suppression effect was observed in N1/P2 amplitude during the listening task but not active speaking, suggesting that auditory predictive processes during speaking and passive listening are functionally distinct.
Introduction
It has been long noted that sensory signals play a key role in the planning and control of goal-oriented motor behaviours, particularly when such behaviours require adaptation to variable task conditions or requirements (Held & Freedman, 1963; Lombard, 1911; von Helmholtz, 1925 ). The precise way in which sensory input drives motor processes remains the subject of much ongoing study. In current computational models of the control of complex behaviours such as speech production (Guenther, 1994; Houde & Nagarajan, 2011; Tourville & Guenther, 2011) , a central idea is that motor adjustments are driven, in whole or in part, by a comparison between sensory feedback and some form of sensory expectation or prediction.
Current models of speech production, such as Directions into Velocities of Articulators (DIVA; Guenther, 1994; Tourville & Guenther, 2011) , and the State Feedback Control model (SFC; Houde & Nagarajan, 2011) posit a combination of feed-forward and feedback control processes, with sensory prediction playing a key role in both. In the feedback control subsystem, adjustments in motor output are driven directly (online) by the discrepancy between expected and actual auditory and somatosensory feedback during the speech movement. In the feed-forward control subsystem, a representation of each speech sound or syllable maps directly onto previously learned motor patterns, hence sensory feedback is not immediately used. However, a subsequent comparison between expected and actual auditory feedback allows the feed-forward controller to learn and fine-tune the accuracy of the stored motor plans for future movements. In both cases, the expected, time-varying auditory sensory signal serves as a sensory "target" for the speech motor action. As such, the accuracy of such sensory predictions is presumed to have significant consequences for speech motor outcomes (Villacorta, Perkell, & Guenther, 2007) .
Another important role for sensory prediction is related to the longheld notion that the accuracy and stability of direct, sensory-driven motor adjustments is limited by neural processing delays (Shadmehr, Smith, & Krakauer, 2010) . In the face of such sensory processing delays, it has been proposed that movement accuracy can be maintained through feedback control using an internal prediction of sensory signals based upon the current motor command, rather than (or in combination with) the delayed sensory feedback originating from the movement itself. This motor-based sensory prediction allows for adjustments to be made to the motor commands during an ongoing movement, while minimizing the negative impact of sensory feedback delays (Houde & Nagarajan, 2011; Kawato, 1999; Miall & Wolpert, 1996) .
The role of auditory feedback and auditory sensory prediction in speech motor control has been examined in numerous behavioral studies using manipulations of auditory feedback during speech production (e.g., Chen, Liu, Xu, & Larson, 2007; Houde & Jordan, 1998) . In these studies, individual acoustic parameters are altered in real-time during speech production, introducing a discrepancy between expected and perceived auditory feedback. Such manipulations have included fundamental frequency (e.g., Chen et al., 2007; Jones & Munhall, 2005) , formant frequency (e.g., Houde & Jordan, 1998; Purcell & Munhall, 2006) and fricative first spectral moment (e.g., Shiller, Sato, Gracco, & Baum, 2009) . Under altered-feedback conditions, subjects typically exhibit compensatory changes in speech motor patterns that reduce the sensory feedback error, consistent with the idea that speech output is controlled, at least in part, through a comparison of auditory feedback with an internal auditory-sensory prediction.
Studies of altered feedback during speech production have been carried out using two basic paradigms: one, involving intermittent sensory perturbations applied unexpectedly on a small proportion of trials (e.g., Chen et al., 2007; Purcell & Munhall, 2006) , and the other, using a blocked design in which the feedback alteration is maintained for a period of time (e.g., Houde & Jordan, 1998; Jones & Munhall, 2005; Shiller et al., 2009 ). These procedures differ in how they are presumed to tap into underlying feedback and feed-forward speech motor control processes. Infrequent and unpredictable perturbations elicit error-correcting, compensatory motor responses that depend upon an immediate comparison between expected auditory input (the sensory target) and actual auditory feedback (or the auditory signal predicted by an internal forward model). Auditory feedback manipulations that are maintained over a block of trials are also presumed to elicit such feedback-based compensatory responses. However, in addition, repeated exposure to the auditory perturbation allows for the gradual updating of the feed-forward commands used to generate the speech movement, further reducing the auditory-sensory error. This learned change in feed-forward control (sensorimotor adaptation) is typically evidenced by the persistence of motor adaptive changes even after normal auditory feedback is restored, or when auditory input is briefly masked by noise (e.g., Houde & Jordan, 1998) .
Recent neurobiological models of speech production and neurophysiological studies also support online feedback control mechanisms and the existence of internal sensory predictions. In both DIVA (Tourville & Guenther, 2011) and SFC (Houde & Nagarajan, 2011) models, a copy of the motor command (efference copy) is sent to the sensory cortices during speech production, where it generates expected sensory consequences (corollary discharge). These sensory predictions are hypothesized to be compared with actual sensory feedback in order to further tune the control of speech production. Indirect evidence of such motor-to-sensory predictions comes from the reduced responses of the auditory cortex observed during speaking compared to passive listening. This so-called speaking-induced response suppression (SIS), or motor-induced suppression (MIS), has been repeatedly observed using electroencephalography (EEG; Behroozmand & Larson, 2011; Ford & Mathalon, 2004; Ford et al., 2001; Heinks-Maldonado, Nagarajan, & Houde, 2006; Sitek et al., 2013; Wang et al., 2014), magnetoencephalography (MEG; Curio, Neuloh, Numminen, Jousmaki, & Hari, 2000; Franken, Hagoort, & Acheson, 2015; Houde, Nagarajan, Sekihara, & Merzenich, 2002; Numminen & Curio, 1999; Numminen, Salmelin, & Hari, 2000; Ventura, Nagarajan, & Houde, 2009 ) and direct cortical recordings (Chang, Niziolek, Knight, Nagarajan, & Houde, 2013; Chen et al., 2011; Creutzfeldt, Ojemann, & Lettich, 1989; Flinker et al., 2010) . In all these studies, the amplitude of N1/M100 auditory evoked responses were found to be reduced during speaking compared with those observed when the subject passively listened to the same (recorded) speech acoustic signals played back.
N1/M100 auditory evoked responses, together with P1 and P2 auditory evoked components, are thought to reflect synchronous neural activation in the thalamic-cortical segment of the central nervous system, with their sources mainly originating from the supratemporal plane of the auditory cortex, in response to spectral and temporal cues of an auditory stimulation (e.g., Näätänen & Picton, 1987; Woods, 1995) . Although evidence linking auditory neural suppression to motor cortex activity during speaking is sparse (Chang et al., 2013; Chen et al., 2011; Wang et al., 2014) , the amplitude reduction of auditory evoked responses is most often interpreted as a consequence of efference copy and corollary discharge acting on the neural auditory processing of incoming speech sounds in order to reduce signal uncertainty. Speaking-induced suppression is also thought to reflect the computation of an error signal, allowing talkers to adjust their speech motor output toward the auditory sensory target when the predicted and actual auditory feedback do not match. This view is supported by a number of studies showing that auditory neural suppression is reduced or even abolished in cases of online auditory feedback perturbation (i.e., pitchshifted voice, noise masking or "alien" voice; Behroozmand & Larson, 2011; Chang et al., 2013; Heinks-Maldonado et al., 2006; Houde et al., 2002) . In addition, speaking-induced suppression appears sensitive to slight self-produced variations during talking. By estimating the F1-F2 Euclidean distance of each spoken vowel from the median of all vowels produced during a simple word-production task, Niziolek et al. (2013) found that the more prototypical the utterance (closer to the median), the stronger the observed auditory suppression. Similarly, Sitek et al. (2013) observed reduced auditory suppression to speech utterances that differed greatly from their preceding neighbors.
Interestingly, while these two later studies demonstrate that context-dependent variability in speech production related to factors intrinsic to the talker may change sensory prediction and the amount of speaking-induced suppression, whether auditory plasticity and learning may also influence sensorimotor feedback control processes remains largely unknown. Recent behavioral studies on speech motor adaptation suggest that auditory speech representations underlying speech motor control can be influenced by short-term changes in auditory perceptual processing. These studies demonstrated that a brief period of reinforcement-based perceptual training (altering the perceptual representation of the target vowel) prior to a speech production task with altered auditory feedback modified the amount of speech motor adaptation (Lametti, Krol, Shiller, & Ostry, 2014; Shiller & Rochon, 2014) . Similarly, passive exposure to speech signals with different spectral properties has been shown to rapidly alter auditory-perceptual processing during a speech adaptation task (Bourguignon, Baum, & Shiller, 2016) . These studies therefore provide evidence that plasticity in the auditory system can have a marked effect on the outcome of speech motor learning, even if the perceptual change occurs in the absence of speech movements. This supports the view that perceptual speech targets and motor-based sensory predictions are not only acquired and updated during the act of speaking, but may also be refined through purely perceptual mechanisms.
In the present EEG study, we further explored the link between online and offline auditory speech processing. N1/P2 auditory evoked responses were recorded during an active speech production task, followed by a task in which subjects passively listened to the entire recorded speech sequence in a manner that was identical in timing and amplitude to the preceding productions. In the speaking task, a manipulation of auditory feedback was carried out using a blocked sensorimotor adaptation design involving both normal and altered feedback (i.e., a real-time manipulation of F1 frequency during the production of syllables containing the vowel /ɛ/). To date, prior studies of speech adaptation to altered feedback have exclusively involved the presentation of a visual prompt to speak. The sensory prediction associated with the utterance is thus completely internally generated by the subject. Here, in addition to the traditional visual cue to speak, a second experimental condition was added in which the cue to speak involved the auditory presentation of the target syllable (corresponding to a recording of the subject's own unaltered speech). Based on the abovementioned studies on auditory plasticity and speech motor adaptation (Bourguignon et al., 2016; Lametti et al., 2014; Shiller & Rochon, 2014) , we hypothesized that auditorily-presented speech prompts might provide more precise auditory targets to guide greater sensorimotor adaptation responses. In other words, the external auditory cues would help to enhance and stabilize the internal auditory sensory prediction of the target syllable. Since the accuracy of sensory predictions and speech motor adaptation are thought to be tightly coupled (Villacorta et al., 2007) , this would in turn increase the magnitude of the compensatory response during altered feedback. Regarding auditory neural processing, following the same logic, we expected stronger speaking-induced suppression to speech utterances that were auditorily prompted under normal auditory feedback, due to more precise auditory prediction. We also predicted stronger speaking-induced suppression during normal compared to altered feedback.
Material and methods

Participants
Twenty-two healthy adults (13 females and 9 males) with a mean age and standard deviation of 25( ± 6) years (ranging from 20 to 41 years) participated in the study after giving their informed consent. All participants were right-handed according to standard handedness inventory (Oldfield, 1971 ) and were native French speakers. They all had normal or corrected-to-normal vision and reported no history of hearing, speaking and language disorders. The protocol was carried out in accordance with the ethical standards of the 1964 Declaration of Helsinki and participants were compensated for the time spent in the study. Two participants (one female, one male) were removed from the study, one because of technical problems during acoustic recording, the other because of excessive ocular artefacts during EEG recording.
Procedure
EEG experiment
The EEG experiment was carried out in a sound-attenuated room. Participants sat comfortably in front of a computer monitor at a distance of approximately 50 cm. The acoustic stimuli were presented through insert earphones (Model A3, Aircom, Brea, California, USA) and all participants' productions were recorded using a microphone (C520, AKG, Vienna, Austria). Custom software written in Matlab (Mathworks, Natick, MA, USA) was used to control the stimulus presentation and to record/digitize participant's productions (see Acoustic Setup).
Participants carried out two consecutive pairs of tasks, each consisting of matched speech production and passive listening phases (see Fig. 1 ). In each task pair, subjects first produced 240 vowel-consonant nonsense syllables (/ɛt/ or /ɛk/), while listening to their auditory feedback through earphones (see Acoustic Setup). All the following analyses focused on the mid-open vowel /ɛ/ but not on the voiceless plosive consonants /t/ and /k/. These two nonsense syllables were used to limit possible adaptation and/or attentional effects. Following 80 initial trials with normal feedback (baseline phase), vowel F1 frequency was altered in real-time (35% increase) for 80 trials (altered auditory feedback phase), with 80 final trials under normal feedback (washout phase). Following the production task, subjects passively listened to the entire recorded speech sequence in a manner that was identical in timing and amplitude to the auditory feedback provided during the preceding speech production phase. Two separate pairs of production/ listening tasks were carried out, one involving a visual cue to speak (visual-cue condition) and the other involving an auditory presentation of the speech target previously recorded from the participant (auditorycue condition; see Acoustic Setup). In the visual-cue condition, each trial started with a blank screen for 1250 ms, followed by either /ɛt/ or /ɛk/ syllable presented orthographically ("ait" or "aik") at the center of the screen for 500 ms, a blank screen for 750 ms and a green circle presented at the center of the screen for 500 ms. Participants were instructed to produce the speech target as soon as they perceived the green circle. The inter-trial interval was 3 s and the two syllables were presented in a pseudorandom order for each participant. In the auditory-cue condition, the experimental parameters were identical to the visual-cue condition, except that the syllables were auditorily presented through the earphones in place of the visual presentation on screen. All visual cues (syllable and circle) were identical in the speaking and listening tasks. Each task lasted 12 min and the order of the two cueing conditions was counterbalanced across participants. Short breaks were offered between tasks and the total duration of the EEG experiment was around 50-60 min.
Training
Following pilot studies in which a variety of possible syllables were explored, /ɛt/ and /ɛk/ were selected as the speech targets because they were non-sense syllables that were (with some training) able to be produced using very limited activation of the masseter and labial muscles, thereby reducing orofacial artefacts during subsequent EEG recordings. During a training session prior to data collection, each subject practiced producing both syllables using an articulatory pattern that involved minimal force/tension in the tongue, lip and jaw. This was aided further by the instruction to maintain a consistent speaking volume (using an on-screen VU meter; see Acoustic Setup) and slightly opened mouth posture. Additionally, as recommended by Ford, Roach and Mathalon (2010) , a final training step involved the display of the subject's continuous EEG on a video monitor, while the participant was asked to blink, clench their jaw and smile several times, illustrating for them the resulting artefacts in the EEG signal. With this visual biofeedback signal available, the participant produced further examples of the target /ɛt/ and /ɛk/ syllables (using the articulatory pattern rehearsed during the training session) to further minimize the occurrence of artefacts.
Debriefing
At the end of the experiment, subjects were asked a series of questions in order to determine whether they had noted the change in feedback during the two production tasks. Of the 20 subjects, only one reported that during a portion of the production task, the vowel had changed in a manner resembling another vowel. All remaining subjects either reported hearing no change in auditory feedback, or identified an acoustic change unrelated to vowel quality or identity (e.g., a change in pitch).
Acoustic setup 2.3.1. Acoustic calibration
Prior to the training, subjects were instructed to produce words at a volume of approximately 60-70 dB SPL, as measured at the microphone (located 25 cm from the mouth). Subjects were instructed to maintain their target speaking volume throughout the tasks, and were aided by a digital VU meter (on the computer monitor) showing their current intensity along with the target intensity. The VU meter was present during the initial training and the recording of baseline acoustic stimuli, but not during EEG recording (to avoid ocular movements). In order to minimize the effects of bone conduction, the acoustic signal level played back through headphones was 10 dB greater than the input signal at the microphone (i.e., 75 dB SPL output for a 65 dB input), calibrated prior to testing using a 1000 Hz pure-tone. The signal recording and playback system was configured to ensure that the auditory presentation of acoustic stimuli during offline passive-listening was identical to that during live-feedback.
Stimulus generation and presentation
The two stimuli (/ɛt/ and /ɛk/) presented to subjects during the auditory-cue condition were taken from a set of each subject's own syllable productions recorded at the beginning of the experimental session. Subjects produced 10 repetitions of each target syllable in randomized order (along with productions of the isolated vowels /i/, /e/, /a/ and /ɛ/; data not shown). The F1 and F2 frequency at the midpoint of each vowel was identified, and the median values computed for each of the two syllables. For each of the two target syllables, the production that was closest to the median value (in terms of F1/F2 Euclidean distance) was selected as the stimulus to be subsequently used in the auditory-cued production task.
Real-time alteration of speech
The real-time alteration of speech was carried out using the Audapter software package (Cai, Boucek, Ghosh, Guenther, & Perkell, 2008; Tourville, Cai, & Guenther, 2013) , which has been used in a number of previously published studies on the sensorimotor control of speech production (Cai, Beal, Ghosh, Guenther, & Perkell, 2014; Cai, Ghosh, Guenther, & Perkell, 2010; Cai, Ghosh, Guenther, & Perkell, 2011; Cai et al., 2012) . A detailed description of the system is provided in Cai et al. (2010) and Cai et al. (2011) . Briefly, an autoregressive linear predictive coding algorithm, followed by a dynamic-programming tracking algorithm (Xia & Espy-Wilson, 2000) , was used to estimate the formant frequencies in near-real time. The tracked formant frequencies were then mapped to new, shifted values. In this experiment, fixed-ratio (+35%) shifting of F1 was used. Once the shifted formant frequencies were determined, a pole-substituting digital filter served to bring the formant resonance peaks from their original values to the new ones. In order to facilitate the real-time digital processing of the speech acoustic signal and to minimize the feedback delay associated with the real-time modification of auditory feedback (< 15 ms), speech acoustic signals were digitized (16-bit) at 48,000 Hz and then downsampled by a factor of 4 to 12 kHz prior to further processing.
The ability of the Audapter software to selectively alter F1 frequency during the altered auditory feedback phase (trials 81-160) was validated through an analysis of all output signals generated by the system, and by comparison with the speech signals produced by the subjects (see Acoustic Analysis for details on the method for spectral analysis). On average (with standard error), during the adapatation phase, vowel F1 frequency in the output signal was 36.1% ( ± 1.2%) greater than in the original production, close to the specified increase of 35%. In contrast, very little change was noted in F2 frequency (0.08% on average, ± 0.06%) or in F0 (0.46% on average, ± 0.30%) between the signal produced by the subjects and the Audapter output. The alteration of F1 by the Audapter software also had a negligible impact on the overall intensity of the acoustic output signal, corresponding to a change of < 1 dB SPL (A-weighted) relative to the baseline productions.
EEG setup
EEG data were continuously recorded from 64 scalp electrodes (Electro-Cap International, INC., according to the international 10-20 system) using the Biosemi ActiveTwo AD-box EEG system operating at a sampling rate of 1024 Hz. Two additional electrodes served as reference (common mode sense [CMS] active electrode) and ground (driven right leg [DRL] passive electrode). Two other external reference electrodes were placed at the left and right earlobes. The electro-oculograms measuring horizontal (HEOG) and vertical (VEOG) eye movements were recorded using electrodes at the outer canthus of each eye as well as above and below the left eye. Before the experiment, the impedance of all electrodes was adjusted to obtain low offset and stable DC voltages. In addition, all participants' productions were recorded using a microphone (C520, AKG, Vienna, Austria) connected to the Biosemi system and synchronized with EEG recordings in order to determine offline the acoustical triggers for the EEG analyses (see EEG analyses).
Acoustic analyses
For each of the 240 productions of the target words produced in each condition (80 baseline, 80 feedback-altered, and 80 washout), a 40 ms segment centered about the midpoint of the vowel was selected using an interactive computer program that displayed the waveform and spectrogram of each utterance, allowing the experimenter to identify a stable, artefact-free region near the vowel center. Mean F1 and F2 frequency for each segment was estimated using LPC analysis in Praat (Linear Predictive Coding, Burg method, Boersma & Weenink, 2013) . LPC parameters were adjusted on a per-subject basis in order to minimize the occurrence of clearly spurious formant values.
Following Villacorta et al. (2007) and others (Lametti, Nasir, & Ostry, 2012; Mollaei, Shiller, & Gracco, 2013; Rochet-Capellan & Ostry, 2011) , compensatory changes in vowel output were represented as the proportion change in formant frequency (Hz) relative to the mean formant values during the baseline phase (averaged over trials 1-80). In addition to maintaining parity with the manner in which the feedback alteration was carried out (i.e., a proportional change in F1), this normalized acoustic measure also conveys changes in formant values while accounting for individual differences in baseline acoustic properties. Measures of speech adaptation were computed for each subject as the difference in formants over the entire feedback-altered phase (trials 81-160) and washout phase (trials 161-240) relative to the entire baseline phase (trials 1-80). Fig. 1 . Experimental design and setup. TOP: Participants carried out two consecutive pairs of tasks, each consisting of matched speech production and passive listening phases. In each task pair, subjects first produced 240 vowel-consonant nonsense syllables, while listening to their auditory feedback through earphones. Following the production task, subjects passively listened to the entire recorded speech sequence in a manner that was identical in timing and amplitude to the auditory feedback provided during the preceding speech production phase. Two separate pairs of production/listening tasks were carried out, one involving a visual cue to speak (visual-cue condition) and the other involving an auditory presentation of the speech target previously recorded from the participant (auditory-cue condition). BOTTOM: The 240 trials in each speech production task involved a three phases: (1) 80 initial trials with normal feedback (baseline phase), (2) 80 trials during which vowel F1 frequency was altered in real-time (35% increase; altered auditory feedback phase), and (3) 80 final trials under normal feedback (washout phase).
While the auditory feedback manipulation was confined to F1, changes in three other acoustic variables were also examined across phases and cueing conditions: F2, F0 and RMS amplitude. F2 frequency was of interest, as a number of studies have shown changes in both F1 and F2 in response to F1-only perturbations (e.g., Mollaei et al., 2013; Rochet-Capellan & Ostry, 2011) . Changes in F2 were examined using the same acoustic and statistical analysis procedures as F1.
In addition to the first two formant frequencies, measures of fundamental frequency and speaking intensity were included in order to more broadly examine the possible impact of the auditory feedback manipulation and different cueing conditions on speech-acoustic properties. Using the same 40 ms analysis window, fundamental frequency (F0) was estimated using an autocorrelation procedure in Praat. Production intensity was computed as the RMS signal amplitude.
The reliability of the effects of phase and cueing condition on all acoustic variables were examined using a 2-way repeated-measures ANOVA, with PHASE as one factor (baseline, altered auditory feedback and washout), and CUEING condition as the second factor (visual vs. auditory). Because of the within-subjects design, formant and F0 values in Hz (averaged for each subject within each phase and each cueing condition) were used in the analysis.
In all acoustic analyses, the alpha level was set at 0.05 and Greenhouse-Geisser corrected (for violations of sphericity) when appropriate. When required, post-hoc analyses were conducted with Holm-Bonferronni corrections for multiple comparisons.
EEG analyses
The general EEG acquisition procedure and ERP processing sequence related to both the speaking and listening tasks were based on a well-defined vocal production and perception EEG protocol (Ford et al., 2010) which has been used in a number of previously published EEG studies in both healthy and clinical populations (e.g., Oestreich et al., 2015; Perez et al., 2012; Sitek et al., 2013; Wang et al., 2014) . As previously described, participants first underwent training to produce the target syllables with a consistent pronounciation, volume and timing and with minimal tongue, lip and jaw movement. Additionally, prior to the EEG recordings, participants were provided visual biofeedback of raw EEG signals during self-paced ocular, orofacial and speech movements in order to sensitize them to the potential for movement-related artefacts. We further asked partipants to produce a number of /ɛt/ and /ɛk/ syllables in a manner that ensured that no visible artifact was present in the EEG signal. Following the experiment, the individual syllable onsets serving as acoustical triggers for the EEG analyses were determined offline using Praat software (Boersma & Weenink, 2013) . A hybrid automatic-manual procedure was used to identify the onset of each syllable (31,680 utterances), using an algorithm based on signal intensity and duration for initial detection, and manual adjustments using the waveform when necessary. EEG data were subsequently processed using the EEGLAB toolbox (Delorme & Makeig, 2004) in Matlab (Mathworks, Natick, MA, USA). Since N1/P2 auditory evoked potentials have a maximal response over midline fronto-central sites on the scalp (e.g., Näätänen & Picton, 1987; Oostenveld & Praamstra, 2001; Pantev & et al., 1995; Scherg & Von Cramon, 1986) , EEG data preprocessing and analyses were conducted on a 9-electrode recording montage including midline frontal, frontocentral and central electrodes (F1, Fz, F2, FC1, FCz, FC2, C1, Cz, C2), with the mean value across the nine adjacent electrodes used in subsequent statistical analyses.
Speech stimuli
The first analysis was designed to test for possible ERP differences in the speaking and listening tasks in both the auditory-cued and visuallycued sessions, and in relation to the three consecutive phases of 80 trials (baseline, altered auditory feedback and washout). EEG data were first re-referenced offline to the averaged left and right earlobe recordings and band-pass filtered using a two-way least-squares FIR filter (3-30 Hz). Data from each phase were then segmented into epochs of 500 ms (from −100 ms to +400 ms relative to each acoustic syllable onset), with the prestimulus baseline defined as −100 ms to 0 ms. Epochs with an amplitude change exceeding ± 60 μV at any channel (including HEOG and VEOG channels) were rejected (on average, 10%, 11%, 14%, 15%, 18%, 16% in the baseline, altered auditory feedback and washout phases in the listening and speaking tasks with visual targets, 9%, 10%, 9%, 17%, 15%, 16% in the baseline, altered auditory feedback and washout phases in the listening and speaking tasks with auditory targets). It is worthwhile noting that most of the rejected trials in the listening tasks were due to ocular movements (11% of all trials, on average), while those in the speaking tasks additionaly included some orofacial artefacts (16% of all trials, on average). For each participant, each session and each condition, two temporal windows (70-130 ms, 140-220 ms) were defined in order to individually determine the maximal amplitude of N1 and P2 evoked auditory responses on the waveform averaged over the nine adjacent F1, Fz, F2, FC1, FCz, FC2, C1, Cz, C2 electrodes. Three-way repeated-measure ANOVAs were then performed on N1 and P2 amplitude with the TASK (speaking, listening), the PHASE (baseline, AAE, wash) and the CUEING condition (visual, auditory) as within-subjects variables.
Auditory targets
A second analysis was performed in order to determine possible effects associated with the perception of the auditory targets during the auditory-cued conditions (cueing each of the 240 syllable productions). EEG preprocessing and analysis were as previously described, except that data were segmented in relation to the onset of each presentation of the auditory target (as opposed to the onset of the produced utterances). As in the previous analysis, epochs with an amplitude change exceeding ± 60 μV at any channel (including HEOG and VEOG channels) were rejected (on average, 10%, 12%, 12%, 8%, 6%, 7% in the baseline, altered auditory feedback and washout phases in the listening and speaking tasks). Two-way repeated-measure ANOVAs were performed on N1 and P2 amplitude with the TASK (speaking, listening) and the PHASE (baseline, AAF, wash) as within-subjects variables.
2.6.3. Correlation between F1 change in response to the auditory feedback manipulation and speaking induced suppression effect
The magnitude of the behavioral compensatory F1 response to perturbations of auditory feedback is known to vary considerably among talkers. When subjects compensate for the AAF manipulation, they are bringing their feedback back into alignment with their sensory prediction of the target, which would have the predicted effect of increasing (or restoring) the speaking induced suppression effect (i.e., a positive relationship). In order to test for this possible relationship between the magnitude of compensation and the magnitude of the SIS effect during the altered auditory feedback phase, Pearson correlation analyses were performed on individual F1 changes and related SIS magnitude on N1 and P2 amplitudes in both the auditory-cued and visually-cued sessions.
In all EEG analyses, the alpha level was set at 0.05 and Greenhouse-Geisser corrected (for violations of sphericity) when appropriate. When required, post-hoc analyses were conducted with Bonferroni corrections for multiple comparisons
Results
Acoustic analyses
Baseline productions
Baseline productions of syllables produced under the visual and auditory cued conditions were compared in order to verify that mean formant values were similar among the different conditions (thus yielding similar magnitudes of F1 alteration during the speech production tasks). Fundamental frequency and RMS amplitude were also compared to ensure that productions were broadly comparable across conditions. Mean values of F1 (with standard error) were 540.5 ( ± 23.6) Hz and 541.1 ( ± 24.2) Hz for the visual and auditory conditions respectively. Mean values of F2 were 1995.7 ( ± 44.4) Hz and 2003.5 ( ± 46.4) Hz. Mean values of F0 were 173.6 ( ± 11.8) Hz and 169.1 ( ± 11.8) Hz. Mean values of RMS amplitude were 0.063 ( ± 0.003) and 0.062 ( ± 0.004). The difference between baseline productions under the visual and auditory cueing conditions was compared for all acoustic measures using paired-samples t-tests. No significant differences were observed between cueing conditions for F1 (t(19) = 0.059, p = .95), F2 (t(19) = 0.54, p = .59), F0 (t(19) = 0.26, p = .79) or RMS amplitude (t(19) = 0.22, p = .82).
Alteration to altered feedback
The mean change in vowel F1 throughout the production task is shown in Fig. 2 . Relative to the baseline phase, a compensatory decrease in F1 can be seen to build up during the altered auditory feedback phase and then diminish during the washout phase, with a comparable response magnitude under both visual-and auditory-cue conditions (reaching a maximum of 4.9% and 4.6% for the two conditions respectively, and averaging 3.22% and 3.19% across the entire 80-trial adaptation phase). The ANOVA confirmed a significant main effect of PHASE (F(2,38) = 7.55, p < .01), with no main effect of CUEING (F(1,38) = 0.09, p = .76) and no interaction (F(2,38) = 0.13, p = .87). Post-hoc tests further confirmed that F1 (averaged across the visual-and auditory-cued conditions) differed between the baseline and adaptation phase (t(19) = 3.98, p < .01). The difference to washout phase was not statistically reliable from either the baseline (t (19) = 1.95, p > .05), or adaptation z(19) = 1.98, p > .05).
As shown in Fig. 3 , a slight increase in F2 frequency was observed during the production task in response to the altered auditory feedback (reaching a maximum of 1.7% for the visual-cue and 1.2% for the auditory-cue conditions, and averaging 0.8% and 0.7% respectively across the entire adaptation phase). ANOVA showed a reliable main effect of PHASE (F(2,38) = 6.64, p < .01), with no main effect of CUEING (F (1,38) = 0.27, p = .61) and no significant interaction (F(2,38) = 0.22, p = .74). Post-hoc tests confirmed that F2 frequency (averaged over visual and auditory cued conditions) differed between baseline and altered auditory feedback phases (t(19) = 3.70, p < .01), as well as between the baseline and washout phases (t(19) = 2.85, p < .05).). The difference between the adaptation and washout phases was not reliable (t(19) = 0.75, p > .05).
The mean change in vowel F0 throughout the speech production task is shown in Fig. 4 . One can observe an overall trend of increasing F0 throughout the production task (averaging 0.46% and 1.0% during the adaptation phase for the visual-and auditory-cued conditions respectively), in addition to an apparent difference in amplitude emerging between the two cueing condition in the washout phase (on average, 0.4% and 2.2%). ANOVA showed a marginally reliable main effect of PHASE (F(2,38) = 2.91, p = .082) and a reliable effect of CUEING condition (F(1,38) = 4.51, p = .047), with no significant interaction (F(2,38) = 1.83, p = .17). While statistically significant, note that the observed increase in F0 between the baseline and washout phases was small, averaging 0.94 Hz for the visual-cue condition and 3.44 Hz for the auditory-cue condition.
No systematic change in vowel RMS amplitude throughout the speech production task was observed across phases or between cueing conditions (averaging +0.3% and −2.3% for the visual-and auditorycue conditions in the adaptation phase, and +0.36% and +2.7% respectively in the washout phase). ANOVA showed no reliable main effect of PHASE (F(2,38) = 0.79, p = .46) or CUEING (F(1,38) = 0.29, p = .59) and no significant interaction (F(2,38) = 0.92, p = .40). Compared to baseline productions under normal feedback conditions (trials 1-80), a compensatory decrease in F1 is observed under conditions of altered-auditory feedback (trials 81-160), followed by a return to baseline during the washout phase under normal-feedback conditions (trials 161-240). A similar magnitude of compensation is observed for the visualcue (blue) and auditory-cue (green) conditions. (B) Mean change in F1 relative to baseline, averaged over the entire altered-auditory-feedback and washout phases, for both the visualcued (blue) and auditory-cue (green) conditions. Error bars show standard error. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 3 . Changes in F2 frequency during the speech production tasks. (A). Mean normalized F2 frequency (proportion relative to baseline) averaged over successive blocks of 10 trials. Compared to baseline productions under normal feedback conditions (trials 1-80), a small increase in F2 is observed under conditions of altered-auditory feedback (trials 81-160), followed by a return to baseline during the washout phase (trials 161-240). A similar effect is observed for the visual-cue (blue) and auditory-cue (green) conditions. (B) Mean change in F2 relative to baseline, averaged over the entire altered-auditory-feedback and washout phases, for both the visual-cue (blue) and auditory-cue (green) conditions. Error bars show standard error. Note that the reduced inter-subject variability in F2 compared to F1 is primarily a consequence of the normalized representation of frequency as a percentage change from baseline. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 3.2. EEG analyses 3.2.1. Speech stimuli N1 and P2 amplitudes associated with spoken syllables were first analyzed in the active speaking and passive listening tasks in both the auditory-cued and visually-cued sessions and in relation to the three consecutive phases of 80 trials, with the altered auditory feedback occuring in the second phase (see Fig. 5 ).
The ANOVA on N1 amplitude showed a main effect of TASK (F (1,19) = 9.04, p < .007) and of CUEING (F(1,19) = 57.54, p < .001) and a significant interaction between the two factors (F(1,19) = 16.52, p < .001). A post hoc analysis showed a reduced N1 amplitude in the passive listening task during the auditory-cued condition compared to the listening task with visual cues (on average, −6.06 μV vs. −3.63 μV, p < .001), while no amplitude reduction occured between auditoryand visual-cued conditions during the active speaking tasks (on average, −3.59 μV vs. −2.91 μV, p > .25). Importanly, a significantly lower N1 amplitude was observed in the speaking task compared to passive listening during the visually-cued condition (on average, −6.06 μV vs. −3.58 μV, p < .001) but not during the auditory-cued condition (on average, −3.62 μV vs. −2.91 μV, p > .19). No other effect or interaction was found to be significant. Similarly, the ANOVA on P2 amplitude showed a main effect of TASK (F(1,19) = 17.33, p < .001) and of CUEING (F(1,19 = 15.63, p < .001) and a significant interaction between the two factors (F(1,19) = 5.00, p < .04). As for N1 amplitude, this interaction can be explained by a reduced P2 amplitude during passive listening to auditory-cued productions compared to the listening task related to visually-cued productions (on average, 3.67 μV vs. 2.45 μV, p < .001), while no similar amplitude reduction occured between the two cueing conditions for the active speaking tasks (on average, 2.09 μV vs. 1.67 μV, p > .70). Interestingly, a significantly lower P2 amplitude was observed in the speaking condition compared to passive listening for both the visuallycued productions (on average, 3.67 μV vs. 2.09 μV, p < .001) and the auditory-cued productions (on average, 2.45 μV vs. 1.67 μV, p < .04). No other effect or interaction was found to be significant. 1-80) , a gradual increase in F0 is observed throughout the task. The visual-cue (blue) and auditory-cue (green) conditions show a similar effect during the baseline and altered-auditory feedback conditions, however during the washout phase the two cueing conditions can be seen to differ. (B) Mean change in F0 relative to baseline, averaged over the entire altered-auditory-feedback and washout phases, for both the visually-cue (blue) and auditory-cue (green) conditions. Error bars show standard error. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Several findings emerged from this analysis. First, no modulation of auditory evoked potentials was observed in the altered auditory feedback phase. Second, a significant speech-induced suppression (SIS) of the auditory evoked N1/P2 components was observed. Interestingly, a difference in amplitude of the SIS effect appeared between the auditoryand visually-cued productions, with no SIS effect observed for N1 and a reduced SIS effect for P2 in the auditory session compared to the visual session. This difference likely resulted from a differential effect of cueing modality on the evoked responses during the listening task, and not during the speaking task. Indeed, in the the passive-listening task with auditory-cued productions, a classical auditory habituation effect consisting of reduced auditory evoked N1/P2 components was observed going from the auditory target to the subject's speech production. No such habituation effect was observed in the active speaking task, however. Interestingly, the degree of amplitude reduction related to the speaking-induced suppression observed under the visual cueing condition and that related to the auditory habituation effect observed under the auditory cueing condition appeared to be very similar (on average, −41% vs. −47%, respectively).
Correlation between F1 change in response to the auditory feedback manipulation and speaking induced suppression effect
In order to test a possible relationship between the magnitude of behavioral compensatory F1 response and the magnitude of the speaking induced suppression effect during the altered auditory feedback phase, pearson correlation analyses were performed on individual F1 changes and related SIS magnitude on N1 and P2 amplitudes in both the auditory-cued and visually-cued sessions. A significant correlation was found between F1 changes and SIS magnitude for P2 in the visually-cued session (r 2 = 0.27, p < .05, Bonferroni corrected; see Fig. 6 ). None of the remaining correlations were significant (N1-visual: r 2 = 0.05, p = .34; N1-auditory: r 2 = 0.00, p = .95; P2-auditory: r 2 = 0.02, p = .52). Additional correlation analyses were performed in order to test whether this significant correlation was due to P2 changes in the listening and/or the speaking tasks. While a trend toward a positive relation between F1 changes and P2 responses was observed during speaking (r 2 = 0.16), the correlation did not reach significance in the production task (p = .08) or the listening task (r 2 = 0.03, p = .50).
Auditory targets
In order to determine differences possibly due to attentional changes, N1 and P2 amplitudes to the onsets of the auditory targets were analyzed in the speaking and passive listening tasks (see Fig. 7 ). The ANOVAs on N1 and P2 amplitudes did not show any significant effect or interaction, thus demonstrating that N1 and P2 auditory evoked potentials to the auditory targets did not differ between the speaking and listening tasks, or between the three phases.
Discussion
Several results emerge from the present study. First, subjects showed a reliable compensatory decrease in vowel F1 output relative to baseline in response to the auditory feedback manipulation. Second, a significant speech-induced suppression of auditory evoked responses was observed under conditions of normal and altered auditory feedback under the visually-cued condition. This speaking-induced suppression consisted of a reduced N1/P2 amplitude during speaking compared to listening, likely reflecting motor-to-sensory prediction. In addition, a significant correlation was observed between the magnitude of behavioral compensatory F1 response and the magnitude of the speaking induced suppression effect for P2 during the altered auditory feedback phase, with the stronger the compensatory decrease in F1 the stronger the SIS effect. Finally, a difference in amplitude of the SIS effect Fig. 6 . Correlation between the magnitudes of N1 and P2 speaking-induced suppression (x-axis, in μV) and changes in F1 related to baseline (y-axis, in %) during the altered auditory feedback phase in both the auditory-cued and visually-cued sessions. Note that for N1, positive values on the x-axis indicate a reduction in amplitude during active speech vs. passive listening (SIS effect, i.e. the magnitude of N1 is stronger during the listening task compared to the speaking task), while for P2 negative values indicate a SIS effect. appeared between the auditory-and visually-cued productions, with no SIS effect observed for N1 and a reduced SIS effect for P2 in the auditory session compared to the visual session. Under the auditory-cued condition, a classical auditory adaptation effect was observed from the auditory target to the subject's speech production (i.e., repetition suppression), but only during the passive listening task and not during active speaking. Interestingly, the magnitude of N1/P2 amplitude reduction associated with these two adaptation effects (speaking-induced suppression and auditory adaptation) was found to be very similar. Although this last finding suggests the possibility of some similarities in the neural mechanisms underlying the two auditory prediction effects, the fact that the auditory repetition suppression effect was observed during passive listening and not during active speaking points to a functional distinction between endogenous and exogenous auditory predictive processes during speaking and listening.
Behaviourally, the change in F1 output observed in response to the 35% increase in F1 feedback was found to reach a maximum of 5% in both the visually-cued and auditory-cued conditions by the end of the 80-trial period under altered-feedback conditions. Although larger effects have been observed in studies involving much longer periods of speech practice under conditions of altered feedback (e.g., Villacorta et al., 2007 , showing a 12-15% compensatory change in F1 following 540 trials), the observation of a reliable but limited compensatory response is consistent with a number of prior studies using a similar type and magnitude of auditory perturbation (e.g., Bourguignon, Baum, & Shiller, 2014 , showing a 4% compensatory change in F1; RochetCapellan & Ostry, 2011, showing a 5% change; Purcell & Munhall, 2006 , showing a 7.8% change). In addition to the compensatory decrease in F1 output in response to the altered auditory feedback, we also observed a small but reliable increase in F0 that began during the baseline phase and continued throughout the altered-feedback and washout phases. A similar drift in F0 has been noted in a number of prior studies involving the repeated production of words both under normal auditory feedback conditions and under conditions involving an increase or decrease in F0 feedback (Jones & Munhall, 2000) , as well as in studies involving a change in vowel F1 feedback (Villacorta et al., 2007) . The authors of these studies speculated that the F0 drift may have been related to fatigue in the vocal mechanism. Interestingly, in the current study a significant effect of cueing modality on the magnitude of the F0 drift was noted (with the auditory-cued condition showing a larger effect). While the F0 drift remained small in all cases (averaging 0.94 Hz in the visually-cued condition and 3.44 Hz in the auditory-cued condition), the larger effect for the auditory-cued productions suggests that sensorimotor control processes may have played some role in the observed F0 drift, though the precise mechanism remains unclear.
Importantly (and contrary to our original hypothesis), the presentation of an auditory cue to speak did not increase the degree of speech adaptation to altered feedback compared with using a visual (orthographic) cue. Prior studies have shown that auditorily presented targets that differ systematically from a talker's habitual speech output can bias speech output toward the new target (i.e., phonetic covergence). Hence, it appears that such externally presented speech signals are integrated, at least partly, into the speech motor planning process (for a recent discussion, see Sato et al., 2013) . We predicted that the presentation of an auditory speech cue prior to each word production might similarly serve as a speech target that, while not different from the subject's typical output, would serve to both stabilize the target representation (as it contained no trial-to-trial variability) and sharpen, or center, the target (as it corresponded to the center of the subject's formant-space for the vowel). Such changes to the auditory-sensory target, it was hypothesized, would enhance the perceived discrepancy between expected and observed feedback during the altered auditory feedback condition, thus increasing the magnitude of the compensatory response. In fact, no such change in the compensatory response was observed between visual and auditory cued productions. This suggests that behavioral speech adaptation to altered feedback may not be strongly influenced by an immediately preceding presentation of an auditory target, at least when it does not differ from the existing sensory expectation.
Regarding auditory evoked responses and in line with a large number of electrophysiological studies (Behroozmand & Larson, 2011; Chang et al., 2013; Chen et al., 2011; Creutzfeldt et al., 1989; Curio et al., 2000; Flinker et al., 2010; Ford & Mathalon, 2004; Ford et al., 2001; Franken et al., 2015; Heinks-Maldonado et al., 2006; Houde et al., 2002; Niziolek et al., 2013; Numminen & Curio, 1999; Numminen et al., 2000; Ventura et al., 2009; Wang et al., 2014; Sitek et al., 2013) , a speaking-induced response suppression was observed under the visually-cued condition. This result further supports a key role for auditory prediction in speech motor control. The N1/P2 response suppression in the speaking compared to the passive listening tasks is consistent with online feedback control mechanisms based on efference copies of the vocal motor commands and the existence of internal sensory predictions. This motor-to-sensory predictive process in speech production is thought to reflect a comparison between the expected sensory consequence of the speech-motor act and actual sensory input in order to further control production and to help distinguish the sensory consequences of our own actions from sensory signals arising from changes in the outside world.
Globally and contrary to our hypotheses, no reduction of the SIS effect was found during the altered auditory feedback condition (the mean SIS amplitude was similar across all three feedback phases). While, to our best knowledge, no EEG studies have previously explored the impact of using a real-time change in F1 feedback on the magnitude of the SIS effect, our finding does contrast with past studies using other online manipulations of auditory feedback, including pitch-shifting, noise masking or the presentation of another talker's voice (Behroozmand & Larson, 2011; Chang et al., 2013; Heinks-Maldonado et al., 2006; Houde et al., 2002) in which auditory neural suppression was found to be reduced or even abolished. The lack of any observed change in SIS under altered feedback conditions in the present study may be related to the more focused nature of the feedback manipulation (limited to vowel F1 frequency) compared with the more perceptually salient acoustic manipulations used in prior studies.
The 35% shift in F1 used here resembles the kind of spectral variation that occurs spontaneously during vowel production (related to slight changes in tongue height). Prior studies have shown that spontaneous token-to-token variability in speech production, characterized by changes in formant frequency, can modulate the amplitude of SIS Sitek et al., 2013 ). This appears to conflict with the lack of observed changes in SIS in the current study in response to the manipulation of vowel formants. It is important to note that spontaneous token-to-token variation includes simultaneous (and related) changes in acoustic amplitude and spectra, orosensory afferent signals and motor efferent signals, whereas the current manipulation involved only changes in auditory F1 feedback. Hence, once again, it remains possible that the lack of observed changes in SIS in the current study is related to the more focused nature of the sensory perturbation.
We predicted that the auditory presentation of a baseline production of the target vowel (chosen to be close to the subject's median formants for that vowel) would act to stabilize and enhance the target phonetic representation in the face of perceived deviations from that baseline during speech production. Is it possible, however, that such perceptual effects were reduced by participants' potentially limited ability to distinguish subtle variations in speech acoustics that deviate from their prototypical productions (i.e., categorical perception, or, in the case of vowels, the "perceptual magnet effect"; Kuhl, 1991) . The question of whether participants were able to perceive the difference between the auditorily-presented target and their subsequent productions can be addressed by considering the two key sources of acoustic variation in the present study: (1) relatively small trial-to-trial variations, and (2) the relatively large experimentally induced deviation from baseline during the Adaptation phase. Naturally occurring tokento-token variation has been shown in prior studies to be sufficient to induce changes in both speech behavior and neural responses (e.g., Niziolek et al., 2013; Sitek et al., 2013) . The experimentally applied F1 feedback manipulation must also have been perceived, as it induced a measurable behavioral compensatory response in the current study. Hence categorical perception was not likely to have played a significant role in the current study.
Although the mean SIS amplitude was similar across all three feedback phases, we did observe a significant correlation between the magnitude of behavioral compensatory F1 response and the magnitude of the speaking induced suppression effect for P2 during the altered auditory feedback phase in the visually-cued session (the only cueing condition that showed a reliable SIS effect). As predicted, this correlation indicates that the stronger the compensatory decrease in F1 (restoring the alignment between the target prediction and actual feedback), the stronger the SIS effect. This result, observed for P2 but not N1, represents a partial replication of a small number of studies linking the magnitude of SIS with perceived auditory-sensory error involving vowel formants during speaking Sitek et al., 2013) . It is also broadly consistent with previous studies suggesting that the magnitude of the SIS effect is reduced in relation to the difference between predicted and perceived auditory feedback involving other acoustic parameters, such as fundamental frequency (Behroozmand & Larson, 2011; Chang et al., 2013; Heinks-Maldonado et al., 2006; Houde et al., 2002) .
In the present study, a robust SIS effect was observed in both N1 and P2, however only P2 showed a significant correlation with the behavioral compensatory response. This dissociation may reflect a greater sensitivity of P2 SIS amplitude to the degree of auditory-perceptual mismatch between predicted and perceived feedback. As this is the first such investigation involving an analysis of SIS in both N1 and P2, further investigations of SIS involving both components, and their relation to sensory prediction and mismatch in a variety of different contexts and manipulations, are warranted to address this possibility.
As mentioned above, presenting to subjects a stable auditory vowel target (corresponding to their own typical speech output) prior to each vowel production was predicted to enhance the accuracy of subjects' sensory prediction. Behaviourally, we observed no clear evidence of an effect of this putative sensory enhancement, with similar compensatory responses observed in both the visual-cue and auditory-cue conditions. At the neural level, we did observe an amplitude modulation of the SIS effect. However, this modulation did not consist on a stronger SIS effect (as was expected based on the view that "the greater the suppression in auditory cortex, the better the match between the two signals"; Niziolek et al., 2013) , but rather a weaker SIS effect in the auditory cueing condition. Further, the observed difference in SIS amplitude did not derive from changes during the speaking task, but rather from differences arising in during passive listening. Indeed, a reduced N1/P2 amplitude was observed while listening to auditory-cued utterances compared to listening to visually-cued utterances, while no amplitude reduction occured between auditory-and visually-cued conditions during active speaking. In the listening task and under the auditory-cue condition, the reduced auditory evoked reponse likely arises because of a classical auditory adaption effect from one speech sound (the auditorily presented target) to a second, nearly identical speech sound (the subject's speech production). Sensory adaptation (or repetition suppression), is one of the most ubiquitous features of sensory processing and consists of a reduction in amplitude of neural reponses when a sensory stimulus is repeated over time (Grill-Spector, Henson, & Martin, 2006) . Although sensory adaptation has been associated with increased processing and information encoding efficiencies in relation to the repeated stimulus attributes (Friston, 2012; Gotts, Chow, & Martin, 2012; Grill-Spector et al., 2006; Henson, 2012) , it may also reflect adaptive learning and internal predictive coding schemes for online state estimation (Friston, 2012; Garrido et al., 2009) . The fact that no auditory adaptation occurred during speaking under the auditory-cued condition (that is, the amplitude of auditory evoked potentials related to the subjects' speech production was identical whether or not it was preceded by an auditory or a visual target) might reflect a non-cumulative, floor effect, on auditory neural responses or, rather, a "resetting" of auditory processing during speech motor planning and control. It is also worthwhile noting that previous intra-cortical studies on both human and non-human primates have demonstrated that different neural populations in the auditory cortex can be implicated by vocalizing versus passive listening (Creutzfeldt et al., 1989; Eliades & Wang, 2003) . In either case, the finding that the motor-induced suppression and auditory-adaptation effects do not summate suggests that endogenous and exogenous auditory predictive processes during speaking and listening are functionally distinct.
Interestingly, the degree of amplitude reduction of auditory evoked responses in relation to the observed speaking-induced suppression and auditory adaptation was very similar (averaging −41% and −47%, respectively). As mentioned above, both the speaking-induced suppression and auditory adaptation effects have been largely hypothesized to be based on internal auditory predictions. The fact that a similar reduction in amplitude of auditory neural responses was observed for both processes suggests that the processing of expected speech sounds during both speech motor control and speech perception may rely, at least partly, on similar auditory predictive mechanisms. Future studies using intracranial or magnetoencephalographic recordings with source localization analyses will help determine whether these two effects are driven by similar or distinct auditory regions, as well as their possible connectivity with other brain areas (notably, motor regions).
Finally, a potential concern in any study comparing EEG responses under active speaking and passive listening is the possibility that differences in attentional demands may exist between the different tasks. The experimental design in the present study provides a unique opportunity to address this issue directly. Specifically, the magnitude of the N1/P2 responses to the exact same set of auditory stimuli (the auditory cues to speak) throughout the active speaking and passive listening tasks effectively serves as a probe for attentional demands across the different cueing conditions and phases. We observed no reliable differences or interactions in N1 or P2 magnitude across conditions or tasks, indicating that the observed EEG effects were not attributable to differences in attentional demands.
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Statement of significance to the neurobiology of language
The current paper explores the role of auditory prediction in speech motor planning and control. A well-known approach to investigating this predictive process is through the comparison of auditory cortical responses to auditory feedback during active speech vs. passive listening to the same acoustic speech signals. Neural responses during active speech production are typically suppressed, which is presumed to reflect an interaction between the motor-sensory prediction and auditory feedback.
In the present EEG study, we further explored the link between online (feedback) and offline speech processing by measuring auditory evoked responses in combination with two different manipulations that alter a talker's ability to accurately predict the sensory consequences of speech actions. One manipulation involved a real-time change in auditory feedback (F1) during vowel production, creating a mismatch between sensory prediction and auditory feedback (reducing prediction accuracy). The second manipulation involved presenting a stable auditory vowel target corresponding to the subject's own typical speech output before each production (predicted to enhance prediction accuracy).
The behavioral and EEG results, when taken together, point to a functional distinction between endogenous and exogenous auditory predictive processes during speaking and listening. This finding, together with the novel combination of methods employed in the study, provides valuable new information related to the neural processing of auditory feedback during speech production.
