Abstract. In this paper, we shall discuss the family of biharmonic mappings for which maximum principle holds. As a consequence of our study, we present Schwarz Lemma for the family of biharmonic mappings. Also we discuss the univalency of certain class of biharmonic mappings.
Introduction
Investigation of biharmonic mappings in the context of geometric function theory is started only recently. Indeed several important properties of biharmonic mappings are obtained in [1, 2, 3, 4, 6, 14, 16] and these mappings were also generalized by some others, see for example [9, 27] and the references therein. In the point of view of applied mathematics, biharmonic mappings arise naturally in fluid dynamics and elasticity problems, and have important applications in engineering and biology (see [22, 25] ). From the point of view of differential geometry, biharmonic mappings are closely related to the theory of Laguerre minimal surfaces. For details, we refer to [6, 12, 10, 11, 30, 33] ). Thus, various kinds of problems for harmonic and biharmonic (and more generally, polyharmonic and polyanalytic) mappings have widely been investigated. In this article, we are mainly concerned with maximum principle and Schwarz lemma for biharmonic mappings. We need some preparations before we address our main issues concerning biharmonic mappings.
A real-valued In 1908, Jacques Hadamard suggested the possibility of a maximum principle for the bilaplacian 2 . Recall that a four times continuously differentiable real-valued function u on a domain Ω is biharmonic if 2 u = ( u) = 0, and sub-biharmonic if 2 u ≤ 0 (one should think of as a negative operator, which is the reason why the inequality is reversed as compared with the definition of subharmonic functions). Obviously, every harmonic function is biharmonic but not necessarily the converse.
A complex-valued C 2 -function f in a simply connected domain in C is harmonic if f = 0 there. It is almost obvious that the mapping f has a canonical decomposition f = h + g, where h and g are analytic (holomorphic) there. Similarly, a four times continuously differentiable complex-valued function F in a simply connected domain is biharmonic if 2 F = 0 there. It is easy to see that every biharmonic mapping F has the representation
where A and B are harmonic there. Let D be a circular disk in the plane domain Ω and u is a C 1 -smooth function on the closure of D. Then a variant of maximum principle for the bilaplacian takes the following formulation: if D is a bounded domain in C, and u is continuous on the closure of D, then
whereby the normal derivative is calculated in the interior direction. Moreover, unless u(z) = 0 on D, we have u(z) < 0 on D. The paper is organized as follows. In Section 2, we consider maximum principle for biharmonic mappings. This has led to investigate a biharmonic analog of Radó-Kneser-Choquet Theorem (see Theorem B and Problem 1) and in support of this proposal, we present a set of examples. In Section 3, we prove a version of biharmonic Schwarz lemma.
In order to motivate our investigation, it is more appropriate to express the above maximum principle in terms of the biharmonic Green function on D and this requires some preparation. This will be done in Section 2. Actually, Hadamard suggested that the maximum principle for 2 should be valid for general domains than just disks, including all convex domains with smooth boundary. However, it was shown that this was not the case. In 1951, Garabedian [21] has shown that this fails when D is an ellipse, provided that the ratio of the major axis to minor axis exceeds a certain critical value ≈ 1.5933 and later this value has been improved to ≈ 1.1713. This observation shows that within the family of ellipses, we cannot deviate too far from circles and keep the maximum principle for 2 valid. Thus, circular disks are somehow natural for the bilaplacian which is also corroborated in terms of the work of Loewner [28] .
2. Drichlet problem for biharmonic mappings 2.1. Preliminaries and basic tools. We consider biharmonic mappings defined on the unit disk D := {z ∈ C : |z| < 1}. We denote by T, the unit circle {z ∈ C : |z| = 1} and D := D ∪ T, the closed unit disk. Throughout this paper, it is more convenient to consider biharmonic mappings of the form
where H and h are harmonic in D. In this article, we study the space of solutions of the Dirichlet problem:
Solve the biharmonic equation 2 u = 0 on D subject to the conditions
where the normal derivative is taken in the exterior direction. It is known that every solution of this problem is of the form (2) and thus, it is biharmonic in D. Moreover, the biharmonic Green function for the operator 2 in the unit disk D (with Dirichlet boundary conditions) is the function Γ(z, ζ) defined by the expression
where 
denotes the inward normal derivative being taken with respect to the boundary variable z ∈ T in the interior direction in the sense of distributions. Then any u(z) ∈ C 4 , the solution of the above Dirichlet problem can be captured from the boundary: For z ∈ D,
where dA(ζ) = (1/π)dxdy denotes the normalized Lebesgue area measure on the unit disk D, and, for z = e iθ , we write dσ(ζ) = (1/2π)dθ for the normalized arc length measure on the unit circle T.
A computation gives
where H(ζ, z) is the harmonic compensator defined by
in which P (z, ζ) stands for the Poisson kernel for the unit disk. The function H(ζ, z) is harmonic in its first argument and is biharmonic in its second argument. Clearly it is not symmetric in its arguments. Another computation gives that the function
has the form
It turns that F (ζ, z) is biharmonic in its second argument and is a certain biharmonic Poisson kernel studied by Abkar and Hedenmalm [5] . We refer to [20, 23] for a general reference on this topic where one can also obtain primary connection between the Green function for 2 with Dirichlet boundary conditions and the Bergmann spaces.
The formula (4) implies the following well-known form of the maximum principle for ready reference.
on D is real and subject to the conditions:
The proof of this theorem is apparent from (3), (4) and the fact that 
Proof. It is easy to see that ∂u ∂n
By (3), we have H = ϕ on T and h = 1 2
From now onwards, we choose ψ = 0. Thus, we get the following family which contains solutions of (3):
Proof. The Dirichlet problem (3) has a unique solution with the given boundary conditions. Then Lemma 1 implies the desired result.
Following is a maximum principle for functions in the family F.
Proof. Lemma 2 implies that ψ = 0, ∂u ∂n (z) = 0 and thus, Theorem A implies the required conclusion.
Proof. Let v(z) = Re (λu(z)), where |λ| = 1. Then v ∈ F, and v(z) < 1 for all z ∈ D for each λ ∈ T. Fix z and choose λ so that v(z) = |u(z)| and, thus, v(z) ≤ |u(z)| ≤ 1 on T. Finally, Lemma 3 gives the desired result.
We say that a harmonic mapping f = h+g is locally univalent and sense preserving in a simply connected domain Ω if and only if its Jacobian J f (z) is positive there, where
According to Lewy's theorem [26] , f is locally univalent and sense-preserving in Ω if and only if |g (z)| < |h (z)| in Ω. See [17, 19, 31] for a detailed information on harmonic mappings and its important geometric subfamilies. T onto ∂Ω, where Ω is a bounded convex domain. Then its harmonic extension
is univalent in D and defines a harmonic mapping of D onto Ω.
Let us now suppose that H(z) = w 1 (z)+w 2 (z), where both w 1 and w 2 are analytic in D. A natural question is to ask whether Radó-Kneser-Choquet Theorem continues to hold for F.
Problem
is the biharmonic extension to D, is u univalent on D?
Let us continue the discussion with a couple of examples to motive this problem in a slightly general format. Our first example deals with the case where H(z) = z.
Then it is easy to see that it is univalent in D. Indeed for z 1 , z 2 ∈ D, u(z 1 ) = u(z 2 ) gives
there is nothing to prove if z 1 = 0 or z 2 = 0. So we may assume that z 1 , z 2 ∈ D\{0}. Then the last relation obviously shows that r = z 1 /z 2 is real and positive. Again, without loss of generality, we can assume that r ∈ (0, 1] so that z 1 = rz 2 and thus, the last relation reduces to
which clearly gives that r = 1 and thus, z 1 = z 2 . This proves the univalency of u(z) in D. More generally, it is easy to see that for each α ∈ (0, 1/2], the biharmonic mapping u α (z) = z + α(1 − |z| 2 )z is univalent in D.
In order to provide a proof of the next example, we need the following reformulated version of [9, Theorem 1.1].
Theorem C. Let u(z) = |z| 2 F 1 (z) + F 2 (z) be biharmonic in D and univalent in a neighborhood of the origin, where
are harmonic in D. Then the function u(z) is univalent in D if and only if for each z ∈ D\{0} and t ∈ (0, π/2] the following condition holds:
n z n sin nt sin t = 0. 
which may be rewritten as u(z) = |z| 2 F 1 (z) + F 2 (z), where
It is easy to see that for each n ≥ 2, the harmonic mapping H(z) = z + (1/n)z n is univalent in D.
We next show that u(z) is univalent in D. According to Theorem C, it suffices to show that for each z ∈ D\{0} and t ∈ (0, π/2], the following inequality holds:
The fact that | sin nt| ≤ n| sin t| for all t ∈ [0, π/2] and n ≥ 2 (which may easily be verified by a method of induction), may be used to verify the last relation. Because
the relation (6) holds for z ∈ D\{0} and t ∈ (0, π/2], provided that
For n = 2, 3, the inequality (7) reduces to (1−|z|) 2 (3+2|z|) > 0 and 3(1−|z| 2 ) 2 > 0, respectively. Thus, (7) holds and so, u(z) is univalent in D for n = 2, 3. The general case may be proved by the method of induction applied to (7) . In fact, it is a simple exercise to see that (n + 2 − n|z| 2 )|z| n−1 > (n + 3 − (n + 1)|z| 2 )|z| n is equivalent to (1 − |z|) 2 (n + 2 + (n + 1)|z|) > 0 which obviously holds for z ∈ D\{0} and for z ∈ D\{0}. Consequently, (7) holds for all n ≥ 2. Hence, u(z) is univalent in D for all n ≥ 2. The graphs of u(z), for certain values of n ≥ 1, are shown in Figures 1.
Example 3. Next we consider the harmonic function H(z) = w 1 (z) + w 2 (z), where w 1 (z) = − log(1 − z) and w 2 (z) = −z − log(1 − z). Then the function u(z) defined in Problem 1 takes the form Figure 2 . Graphs of u(z) for |z| < 1/4, |z| < 1/2, |z| < 3/4 and |z| < 1 or equivalently as u(z) = |z| 2 F 1 (z) + F 2 (z), where
Our calculations suggest that u(z) defined by (8) is univalent in D although we are unable to prove this at present with a short sketch. However, for a ready reference, the graphs of u(z) for |z| < 1/4, |z| < 1/2, |z| < 3/4 and |z| < 1 are shown in Figure  2 .
We consider the class C(α) of locally univalent functions f (z) = z + a 2 z 2 + · · · in D satisfying the condition
where α ∈ [−1/2, 1). For α = 0, C(0) represents the usual class of univalent convex mappings in D. It is well-known that functions in C(−1/2), called convex functions of order −1/2, are univalent in D. Moreover, C(−1/2) is contained in the class of functions convex in some direction and hence, functions in C(−1/2) are also close-toconvex in D. The class C(−1/2) has been used to propose a conjecture by Mocanu [29] which was later solved by Bshouty and Lyzzaik [13] (see also [32] for a general result). This is another reason we wish to investigate properties of biharmonic mappings connected with the class C(−1/2).
Proof. Set |z| = r and observe that the routine calculations give
which is clearly positive if h is convex in D. The part (1) follows, but for the proof of the remaining two cases, we need to supply some details. Suppose that h is a convex function of order α, −1/2 ≤ α < 0. Then by the definition,
where ≺ is the usual subordination (see for example [18, Chapter 6] ). It is a simple exercise to see that A(z) maps the disk |z| < r conformally onto the disk
so that Re (w) > (1 − (1 − 2α)r)/(1 + r). This observation shows that
which is positive for all r ∈ [0, 1). Again, it follows that
showing that J u (z) > 0 for |z| < 1.
In the final case, we suppose that h is univalent in D. Then from the well-known result (see for instance the proof of Theorem 3 in [18, p. 32] ), it follows that
and thus, using the last relation, we find that
which is non-negative whenever r ≤ r 1 = 3/4. Consequently, for |z| < r 1 , we find that
showing that J u (z) > 0 for |z| < √ 7 − 2 ≈ 0.64575. The proof of the theorem is complete. 
Proof. The assumption, in particular, gives that h is convex in D and thus, by Theorem 1(1), the function u is sense-preserving in D. We claim that u is univalent in |z| = r. Let D = h(D) and ϕ(z) = zh (z). Define ψ : D → C by ψ(w) = ϕ • h −1 (w). Then ψ is analytic on the convex domain D and (10) ψ
Now, we suppose that z 1 , z 2 ∈ D, z 1 = z 2 , |z 1 | = |z 2 | = ρ for an arbitrary fixed ρ, where r = |z| < ρ and such that u(z 1 ) = u(z 2 ). Also, we set w 1 = h(z 1 ) and
On the other hand, because ψ is analytic on the convex domain D, this can be equivalently rewritten as
where the integral is taken over a straight-line segment Γ = [w 1 , w 2 ] connecting w 1 to w 2 in the convex domain D. By convexity, Γ ⊂ h(D ρ ) and the curve γ = h −1 (Γ), joining the points z 1 and z 2 , lies in the subdisk D ρ ⊂ D. Consequently, inf γ (1 − r 2 ) ≥ (1 − ρ 2 ) and thus, (10) and (11) give
because, by hypothesis,
which is not possible. Thus, u(z 1 ) = u(z 2 ) and this proves the univalency of u(z) on the circle |z| = ρ. Since u is sense-preserving in D, this holds in |z| < r for each r ≤ ρ, we find that u is univalent in |z| < r. This proves the theorem.
We conjecture that the number √ 2 − 1 in Corollary 2 could be improved to 1.
Corollary 3.
If h is convex of order 1/2 in D, then u(z) = h(z) + (1 − |z| 2 ) 1 2 zh (z) is univalent in D.
Schwarz lemma for biharmonic mappings
A well-known harmonic version of the classical Schwarz lemma due to Heinz [24] (see also [19] ) says the following. This inequality is sharp for each z ∈ D. Furthermore, the bound is sharp everywhere (but is attained only at the origin) for univalent harmonic mappings f of D onto itself with f (0) = 0.
Our next aim is to prove a biharmonic version of the classical Schwarz lemma. 
