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Abstract: Intraoperative brain deformation, so-called
brain shift, affects the applicability of preoperative mag-
netic resonance imaging (MRI) data to assist the proced-
ures of intraoperative ultrasound (iUS) guidance during
neurosurgery. This paper proposes a deep learning-based
approach for fast and accurate deformable registration of
preoperativeMRI to iUS images to correct brain shift. Based
on the architecture of 3D convolutional neural networks,
the proposed deep MRI-iUS registration method has been
successfully tested and evaluated on the retrospective
evaluation of cerebral tumors (RESECT) dataset. This study
showed that our proposed method outperforms other
registration methods in previous studies with an average
mean squared error (MSE) of 85. Moreover, thismethod can
register three 3D MRI-US pair in less than a second,
improving the expected outcomes of brain surgery.
Keywords: biomedical image processing; brain shift; deep
learning; image-guided neurosurgery; MRI-iUS.
Introduction
Accurate localization of the pathologic targets such as tu-
mors inside the brain is one of the most challenging tasks
during neurosurgery [1] because it is difficult to distinguish
betweenpathologic structures and the healthy tissue based
only on visual inspection. In addition, the brain deforms its
shape in response to surgical manipulation such as dura
opening, gravity, loss of cerebrospinal fluid, and swelling
due to osmotic drugs and anesthesia, which results in the
so-called brain shift. This may lead to a change in the tu-
mor’s position and thus limits the utility of preoperative
image data for intraoperative guidance in neurosurgery [2].
The use of preoperative magnetic resonance imaging
(MRI) as the basis for intraoperative navigation is a well-
established option for neurosurgical guidance during sur-
gery [3]. Further, using intraoperative MRI can provide
excellent visualization of the brain tissues including sub-
structure and surrounding tissues [4]. However, intra-
operativeMRI is limited because of long scan times and the
need for special precautions in the operating room to avoid
the degradation ofMRI scanning quality or artifacts. On the
other hand, intraoperative ultrasound (iUS) offers
portable, low cost with fast scan times ranging from sec-
onds to minutes. The iUS modality is also easy to use and
allows for a spatial resolution within 0.50 mm. But it is
prone to a decrease of imaging quality during surgery
mainly due to attenuation artifacts based on the different
speed of sound in water and brain tissue. Therefore,
registration of MRI scans taken in the planning phase with
the iUS images during the surgical procedure has been
suggested to correct the tissue shift of the brain.
Medical image registration is the process of aligning
two ormore sets of imaging data into a common coordinate
system [5]. It plays a main role in comparing and
combining imaging data acquiredwith differentmodalities
from various viewpoints and at different times [6]. Pri-
marily, classical image registration approaches have been
proposed with two primary types: feature-based and
intensity-based matching [7]. Besides, these approaches
depend on one pair of images with prior domain knowl-
edge and require robust parameter tuning and setting [7].
Recently, deep learning approaches are widely used in
the field of artificial intelligence and computer vision,
especially for medical applications such as anatomical and
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pathological feature extraction, and tumor segmentation [8].
By exploiting image pairs during the training stage, deep
learning methods can optimize over all training sets
providing a general solution that reflects all parts of the
dataset. Moreover, these approaches can provide fast image
registration assisting neurosurgeons to define the position
and size of the brain shift in real-time.
Nevertheless, aligning preoperative MRI and iUS for
brain shift correction is still a challenging problem due to
the different characteristics of each modality and the type
of information they provide. Consequently, only a few
studies have applied deep learning on registering preop-
erative MRI and iUS for brain shift correction [9–11]. In this
paper, a fast and robust deep learning-based method for
automatic preoperative MRI and interventional US regis-
tration is presented to assist the neurosurgeons by cor-
recting brain shift intraoperatively.
Methodology
The deformable image registration is considered as an
optimization problem, in which a moving image (IM) is
transformed into the space of the fixed image (IF). Let ϕ be
the deformation field that relates the two images. Then, the
energy function ɛ is calculated by the following equation:
ε  S(IF , IM   ·  ϕ) + R(ϕ) (1)
where S denotes the similarity metric of the aligned image
(IM .ϕ) and the fixed image IF, and R represents a regula-
rization term corresponding to the bending energy. In this
study, iUS data are used as the fixed image and MRI scans
are used asmoving images since we aim to reflect the brain
shift in the iUS data.
Figure 1 depicts the workflow of our proposed deep
registration method. Firstly, the moving image (preopera-
tive MRI) and the fixed image (iUS) are provided to the
convolutional neural network (CNN), which computes the
transformation field ϕ. Then, the moving image is warped
into (IM .ϕ) using a linear re-sampler.
Similar to U-Net [12] architecture and our previous
enhancement [8], the CNN consists of two paths: a feature
extractor and an image upscaling. The first part is a con-
tracting path that consists of repeated 3 × 3 × 3 convolu-
tions followed by an activation unit and a 2 × 2 × 2 max
pooling for down-sampling. By using a stride of 2, the
spatial dimension in each step is reduced to the half, like
traditional pyramid registration architectures. In the image
upscaling path, each step consists of a consecutive up-
sampling layer, 2 × 2 × 2 up-convolution, a batch normal-
ization layer, and a rectified linear unit (ReLU). Then, the
learned features from the first path are propagated through
a skip connection that recombines it with higher resolution
outputs from the second path, respectively.
Due to the applied two-step registration approach, the
loss function consists of two components: Lsim quantifies
the image similarity between the warped image (IM .ϕ) and
the ground truth warped image IW. Ldisp presents the dif-
ferences between ground truth and predicted deformation
fields, such that Lsim and Ldisp are estimated using the
mean squared error (MSE) and difference in spatial gradi-
ents of displacements d and dTruth as follows:
Lsim  MSE  1|X| ∑pεX((IW(p) −  ϕ.IM(p)))
2 (2)
Ldisp  ∑
pεX
‖dTruth(p) − d(p)‖ (3)
Experiments
Data and experimental setup
This study was performed using the public REtroSpective
Evaluation of Cerebral Tumors (RESECT) dataset [13]. The
dataset includes pre‐operative MRI, iUS images, and
expert-labeled anatomical landmarks from 23 patients who
have received surgeries of low‐grade gliomas (Grade II) at
St. Olavs University Hospital, USA. MRI scans include two
Figure 1: The workflow of the proposed
deformable magnetic resonance imaging-
intraoperative ultrasound (MRI-iUS) regis-
tration method using a 3D convolutional
neural network. Dashed red arrows indicate
process steps performed only in the training
stage.
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modalities: T1-weighted Gd‐enhanced and T2-weighted
fluid‐attenuated inversion recovery (FLAIR) with a voxel
size of 1 × 1 × 1 mm3, whereas interventional 3D US data
cover the entire tumor region at three different surgical
stages: before opening the dura, during and after tumor
resection with resolutions ranging from
0.14 × 0.14 × 0.14 mm3 to 0.24 × 0.24 × 0.24 mm3.
In our experiments, MRI T2-FLAIR and iUS before
opening the dura images are utilized as the moving IM and
fixed IF images, respectively. Since MRI and iUS scans are
acquired using two different settings, a pre-processing
stage is mandatory. First, the iUS images are resampled to
the same voxel resolution of the moving images of
1 × 1 × 1 mm3. After that, T2-FLAIR images are cropped to
the same orientation and dimension in the iUS scanning.
Then, all images are downsampled to a resolution of
128 × 128 × 96 for efficient CPU and memory consumption.
The training phase contains 18 pairs of MRI and iUS im-
ages, whereas the remaining four cases are used for the
testing phase. The proposed method was implemented in
Python using Keras library and Tensor Flow backend.
Adam optimizer starting at a learning rate of 0.0001 and a
batch size of four was used.
Results and evaluation
The performance of our proposed method has been eval-
uated and compared with three public well-known regis-
tration methods. The first method is the symmetric image
normalization method (SyN) as part of the Advanced
Normalization Tools (ANTs) [14], where the similarity
measure is cross-correlation (CC). The second method is
asymmetric block-matching registration as part of the
NiftyReg open source package [15]. The dense displace-
ment sampling registration (deeds) [16] is utilized as the
third baseline method.
Figure 2 shows the results of aligning two MRI
T2-FLAIR (moving images) to intraoperative US (fixed im-
ages) using our proposed method. The columns show the
preoperative MRI, the intraoperative US, the overlap of
both images before and after deformable registration using
the proposed method. In the upper case (Patient 14), our
proposed method is able to align correctly the brain tumor
(blue arrows) as well as sulci (white arrows). On the other
hand, our trained network attempted in the second case
(Patient 8) to penalize the MSE of the tumor boundaries,
but other structures are affected and have a larger regis-
tration error than initial registration. Nevertheless, this
gives better MRI-US registration results than the initial
alignment.
For further evaluation of the proposed model, two
different metrics are compared against state-of-the-art
image registration techniques and summarized in Table 1:
First, the MSE (refer to Eq. (2)) between predicted deformed
MRI and ground truth, generated using the MINC toolkit
(https://bic-mni.github.io/), is calculated. Second, the
average runtime of the three experimentedmethods aswell
as our proposed approach are listed in the last row. As
shown in the results, the proposed registration method
Figure 2: A sample of MRI-iUS registration results using the proposed deep registrationmethod. The original MRI (moving image) and colored
iUS (fixed image) are shown in the first two columns. The overlay results of iUS images on MRI before and after registration procedure are
presented in the third and fourth columns, respectively. The arrows indicate brain shift for tumor (blue) and other anatomical structures such
as sulci (white).
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outperforms the other methods in terms of MSE and
average runtime. With an average MSE of 85, the proposed
method is significantly better than classical approaches
that yield average MSE of 1068, 1608, and 1025 for ANTs,
NiftyReg, and deeds, correspondingly. Remarkably, more
than three 3D MRI-US registrations per second can be
performed on the same GPU using our proposed method.
On the other hand, classical approaches fail to provide a
similar performance ranging from an average of 14.5 s for
NiftyReg to 1862 s (31 min) for ANTs software.
Conclusion
In this study, a 3D deep convolutional neural network-
based deformable MRI-iUS image registration was pro-
posed. The proposed registration method can successfully
correct brain shift (see Figure 2). Moreover, our deep
registration method is fully automated and outperforms
the state-of-the-art image registration methods in terms of
both mean squared error and average runtime, as illus-
trated in Table 1.
We are currently working on improving and validating
the proposed deep MRI-iUS registration in the clinical
routine of neurosurgery to enhance brain shift correction.
The overall registration performance will be further ana-
lysed using other metrics such as target registration errors
(TREs).
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