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Abstract
Parameterized quantum circuits (PQC, aka,
variational quantum circuits) are among the
proposals for a computational advantage over
classical computation of near-term (not error
corrected) digital quantum computers. PQCs
have to be “trained” — i.e., the expectation value
function has to be maximized over the space of
parameters.
This paper deals with the number of samples
(or “runs” of the quantum computer) which are
required to train the PQC, and approaches it
from an information theoretic viewpoint. The
main take-away is a disparity in the large
amount of information contained in a single ex-
act evaluation of the expectation value, vs the
exponentially small amount contained in the
random sample obtained from a single run of the
quantum circuit.
Keywords: Near-term quantum computing; pa-
rameterized quantum circuits.
1 Introduction
Hybrid quantum-classical computing with pa-
rameterized (or variational) quantum circuits
(PQCs) works by alternately running the pa-
rameterized quantum circuit on a digital, gate-
based quantum computer, and updating param-
eters in classical hard- and software. The hybrid
process aims to find parameter settings which
optimize some objective function derived from
the measurement results of the PQC, for exam-
ple with the goal to find the ground state of the
measurement Hamiltonian. This process has
become known as “training” the PQC.
For the purpose of this paper, a Parameter-
ized Quantum Circuit consists of a sequence of
quantum operations, applied to a known initial
state which we denote by |0〉〈0|, and followed by
a measurement. Some of the quantum opera-
tions are unitaries of the form
ρ 7→ e−piixjHjρepiixjHj , j = 1, . . . , n, (1)
where the Hj are hermitian operators and x ∈
R
n is the vector of parameters. For simplicity(!),
we assume that the Hj have ±1 eigenvalues.
(We allow more general dependence on the pa-
rameters in Section 2.) We also assume that the
observable in the final measurement has eigen-
values ±1. Hence, a single run of the quantum
circuit (with measurement) with parameters set
to x yields a random number in ±1, whose ex-
pectation we denote by f(x), and refer to as the
expectation value function of the PQC. In this
simplified setting, the training problem is this:
maximize f(x) over x ∈ Rn.
(Note that n is the number of parameters, not
the number of qubits.)
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Even though, in applications, a good local
maximum is often sufficient, training PQCs
is known to be difficult for a variety of rea-
sons. The least of it is that, as a non-concave
maximization1 problem, the training problem is
likely to be NP-hard: But classical neural net-
work training has the same property, and it
is not a huge problem there. More specific to
the quantum case is the existence of “plateaus”:
large regions of the parameter space where the
gradient is close to 0 [3]. While training seems
to work fine in practice with a small number of
qubits, the exponential dependence on the num-
ber of qubits of indicators of “trouble” are wor-
rysome. In this paper, we add one new worry-
ing perspective to the discussion: The informa-
tion content of the random output of a run of
the PQC. For that we consider a setting which
is very generous to the designer of a training al-
gorithm: The algorithm is only ever used on a
fixed n, and a fixed, finite number (depending
on n) of functions fc, c ∈ C, all of which are
known to the algorithm. The algorithm itself
can be randomized. The algorithm has infinite
computational resources; e.g., it can represent
real numbers exactly, and make instantaneous
computations on them (for parameters and ex-
pectation values).
Formally, we define the following. A sample
query consists of the training algorithm setting
the parameters to an x ∈ Rn ad libitum, and
then running once the quantum circuit with this
setting, retrieving the resulting random number
F ∈ {±1} with EF = f(x). In contrast, in an
evaluation query after setting the parameters ad
libitum, the algorithm is given the real number
f(x) exactly.
The success of the algorithm is only measured
in some definition of average-case — not worst-
case — over c ∈ C and over its internal random-
ness. The following algorithm and theorem un-
derlines just how ridiculously generous the com-
puational model is.
Theorem 1. Let µ be an arbitrary absolutely
continuous probability measure on Rn. If in
Step 2, x is drawn according to µ, then the Om-
nipotent Algorithm succeeds with probability 1.
1Sorry. Next time, we’ll do “minimize” and “convex”.
1 Algorithm: Omnipotent-Algorithm
Input : Evaluation-query access to a
function f ∈ {fc | c ∈ C}
Returns: x ∈ Rn maximizing f(x)
2 Pick a random parameter setting x ∈ Rn
3 Query f(x).
4 Iterating over all c ∈ C, find one with
fc(x) = f(x)
5 Look up the parameter setting x∗
maximizing fc in a table
6 output x∗.
The proof of this theorem, in Section 2, will
show that with probability 1 over the choice of x,
the mapping fc 7→ (x, fc(x)) is one-to-one.
In infomation theoretic terms, if C is ran-
domly chosen in C, then a single evaluation
query of fC at a random point contains all in-
formation about fC :
H
(
fA | (X, fA(X))
)
= 0. (2)
Our Superman algorithms with infinite mem-
ory and tables with worked-out solutions hit
Kryptonite, when we replace evaluation-query
access by sample-query access — even when
we allow the output to be off by a significant
amount from the true maximum. We propose
the the following definition.
Definition 2. Let A be a Las-Vegas (random-
ized) algorithm which is given sample-query ac-
cess to one (unknown) element in a family C of
PQCs with n parameters. For α ∈ R+, we say
that A α-succeeds in the training problem, if it
outputs a parameter setting x∗ with f(x∗) ≥
maxx f(x)−α, after performing a number of sam-
ple quries whose number depends on: the inter-
nal randomness of A; the random choice of c uni-
formly in C; and the randomness in the sample
query results.
Theorem 3. There are constants c > 1 and
α ≈ 1 and a family of simple PQCs (3n for each
number of qubits n) such that every α-successful
training algorithm, with probability 1− c−n, re-
quires at least cn sample queries.
In terms of information content of queries:
For any m ≪ cn, for the queries at the (ran-
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dom) parameter settings X1, . . . , Xm that a ran-
domized training algorithm performs, and the
corresponding sample query results Q1, . . . , Qm,
if C ∈ C is chosen uniformly at random, we have
I
(
C : (X1, Q1, . . . , Xm, Qm)
)
≤ m2−Ω(n)H(C).
(3)
Clearly, the difference in the perfect perfor-
mance of the algorithms for evaluation and sam-
ple queries lies in the information content of the
queries, (2) vs (3). The contribution of this paper
lies in bringing the consideration of information
content of queries to the table with regards to
algorithms and lower bounds for PQC training.
This paper is organized as follows. In Section 2,
we prove Theorem 1, Section 3 is dedicted to the
proof of Theorem 3. We conclude with an outlook
on related questions. We shoved some technical-
ities out of the weary eye of the reader into the
appendix.
2 Evaluation queries are
powerful
We consider a family of parameterized quantum
circuits which is more general than in the rest
of the paper: The only restriction is that the pa-
rameters x ∈ Rm occur only in unitary quantum
operations of the form
|ψ〉 7→ e−i
∑
j θj(x)Hj |ψ〉,
for arbitrary Hermitian operators Hj and H on
no matter how many qubits, and arbitrary ana-
lytic functions θj : Rm → R.
In this section, we prove the following theo-
rem
Theorem 4. Let C be a countable family of pa-
rameterized quantum circuits, each taking ex-
actly m parameters, and such that the expecta-
tion value functions of the circuits are all dis-
tinct.
If x ∈ Rm is chosen randomly according to an
absolutely continuous measure on Rm, then, with
probability 1, the circuit C ∈ C is uniquely deter-
mined by a single query of its expectation value
(evaluation query) with parameters x.
Proof. The expectation value function is real an-
alytic. Real analytic function have the prop-
erty that zero-sets are lower-dimensional sub-
varieties. Hence, their measure, wrt any ab-
solutely continuous probability measure, is 0.
Consequently, the set of points x for which two
such functions coincide also has measure zero.
We refer to [1] for the details.
3 Sample-queries are poor
We will need some notation. It can be seen [4]
that f is periodic in each coordinate, so we set
T := R/Z; note that Tn = (R/Z)n = Rn/Zn.
For a function f with range in [−1,+1], we
write Ff (x) for the probability distribution with
support contained in {±1} and mean f(x). Mod-
eling the behavior of parameterized quantum
circuits, we assume that, conditioned on f and x,
samples from F are independent from each
other and from all other random variables.
For any function f0 : Tn → R and a ∈
{0, 1/3, 2/3}n ⊂ Tn, we define the function fa :=
f0( − a); similarly, for a set P0 ⊂ Tn, we define
Pa := {x− a | x ∈ P0}.
We are nowwell equipped to describe the tech-
nical approach.
3.1 The “plateau game”
For n ∈ N, consider the following plateau game2,
played between Alice and Bob:
There is a set P0 ⊂ Tn with 0 /∈ P0, which
is known to both Alice and Bob.
At the beginning of the game, Alice
chooses an3 a ∈ {0, 1/3, 2/3}n, hidden
from Bob. Then, the players proceed in
rounds. In each round, Bob chooses an
element x ∈ Tn, and asks Alice, “Is x ∈
Pa?”, to which Alice answers truthfully.
The game ends when Bob queries a point
which is not in Pa, in which case Bob
wins; otherwise the game proceeds for-
ever (and Alice wins).
(Gn)
2This isn’t really a game, it’s an active learning problem
— but games are so much more fun. . .
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Bob can make randomized queries, i.e., Alice
cannot “change her mind” about her choice of a
after the first round begins.
Suppose that Bob makes randomized queries
and wins after Ma rounds, in the case that
Alice picks a as her hidden point (Ma is a
random variable). Suppose further that Alice
chooses her hidden point uniformly at random
in {0, 1/3, 2/3}n; since it is a random variable, we
denote it by a capital letter, A. Finally, let
p := supx∈Tn P
(
PA 6∋ x
)
(4)
denote the highest probability of Bob winning in
the first round.
Here is the lower bound on the number of
rounds it takes Bob to succeed.
Lemma 5. P
(
MA ≤ m) ≤ pm
Before we give the proof, a remark. While
the setting of the game allows Bob to adap-
tively choose his next move based on Alice’s an-
swers to his previous questions, that adaptivity
is not really present, as Bob — unless he has
already won — (knows that he) always gets the
same answer: “Yes”. Indeed, the transition from
the training problem to the game (performed in
Lemma 6 below) takes the adaptivity out of the
equation.
Hence, Bob’s strategy is a single probabil-
ity measure, which he may just as well choose
before Alice picks her point. We refer to Ap-
pendix A for the formal justification.
Proof of Lemma 5. Let m ∈ N. To decide MA ≤
m, we need to observe the game only for the
first (at most) m rounds. For x ∈ (Tn)m, a ∈
{0, 1/3, 2/3}n, we let β(a, x) := 1, if Bob wins in the
first m rounds with the questions x1, x2, . . . , xm,
i.e., if there is a j with xj 6∈ Pa; and β(a, x) := 0
otherwise.
By the above remark, the set of Bob’s strate-
gies is the set of probability distributions µ on
(Tn)m, and µ does not depend on a. Now we just
3At this point, it deserves to be emphasizes that all re-
sults hold for other integers k ≥ 3 (with different constants
in the estimates); the use of “3” is a convenience.
compute (the sums are over all ∈ {0, 1/3, 2/3}n):
P
(
MA ≤ m) =
1
3n
∑
a
∫
(Tn)m
β(a, x) dµ(x)
=
∫
(Tn)m
1
3n
∑
a
β(a, x) dµ(x)
=
∫
(Tn)m
P(∃j : xj /∈ Pa) dµ(x)
≤ m · supx∈(Tn)m P(xj /∈ Pa)
= mp.
This completes the proof of Lemma 5.
3.2 From the training problem to
the plateau game
Now we come to the technical lemma which con-
nects the PQC-training problem to the plateau
game (Gn).
Lemma 6. Let n ∈ N, f0 : T
n → [−1,+1] a con-
tinuous function, and P0 ⊂ T
n. Further, let
η ∈ [−1,+1], 0 ≤ δ < α (we will need δ ≪ 1
and α ≫ δ for the conclusion to make sense). We
assume
(i) |f0(x)− η| < δ for all x ∈ P0
(ii) f0(0) = maxx f0(x);
(iii) maxx∈P0 f0(x) + α < f0(0) for an α≫ δ.
Consider an α-successful algorithm A for maxi-
mizing a function f ∈ {fa | a ∈ {0, 1/3, 2/3}
n},
which has sample-query access to f . With A cho-
sen uniformly at random from {0, 1/3, 2/3}n, de-
note the number of sample queries performed by
the algorithm for maximizing f = fA before it
terminates by the random variable TA.
With p as in (4), we have that
P(TA ≤ m) ≤ (p+ δ/2)m+ 1 (5)
The proof fills the remainder of this subsec-
tion. The idea is that we want to compare what
the algorithm does when it samples according to
Ff to what it does when it samples according to
Ff¯ , where
f¯ :=
{
f(x), if x /∈ P0
η, if x ∈ P0.
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For that, we have to run two “copies” of the
algorithm in parallel, but the random decisions
must be coupled; cf Appendix B for the techni-
cal details. We say that the two runs diverge, if
the algorithms’ inner states differ, or one of the
queries result in a different answer.
Lemma 7. Under the conditions of Lemma 6,
the probability that the coupled runs of the al-
gorithm diverge at or before the mth query is at
most δm/2.
Proof. As the random decisions of the two runs
are coupled, for the runs of the algorithm to di-
verge, at least one sample-query has to give a
different result for Ff from Ff¯ . If the first j
query points and query results are the same,
then, by coupling, the (j + 1)th query point xj+1
is the same, too. Hence, the probability that the
(j + 1)th query result differs is
∣∣f(x)− f¯(x)∣∣/2,
which by by condition (i) in Lemma 6, is at most
δ/2.
By induction, the probability that no query
point or query result is different in any of the
first m queries is at least
(1− δ/2)m
which, by Bernoulli’s inequality, is at least 1 −
δm/2.
Now we can finish the proof of Lemma 6.
Proof of Lemma 6. W.l.o.g., we impose on algo-
rithm A that it queries (at least once) the point
it eventually ouputs. This might lead to an ad-
ditional query, which we account for by the “+1”
on the RHS of (5).
With this modification, the for A to output a
point x∗ with f(x∗) ≥ maxx f(x) − α, by con-
ditions (ii) and (iii), it is necessary that the al-
gorithm queries at least 1 point x /∈ PA. We
will lower bound the random variable T ′A which
counts the number of queries of A until (and in-
cluding) the first query point outside of P0 is re-
quested.
As explained above, we now synchronize the
run of A with a coupled run where the samples
are taking according to Ff¯ instead of Ff .
Let m ∈ N. We distinguish tow cases.
1.) The two runs diverge before or at the mth
query;
2.) The two runs do not diverge before or at the
mth query.
In case 1.), nothing can be said about T ′A. The
probability of this happening is at most δm/2 by
Lemma 7.
As for the case 2.), note that A with samples
according to Ff¯ is a randomized strategy for Bob
playing the plateau game: After each “yes” an-
swer from Alice, he throws a coin with probabil-
ity of heads (1 − η)/2, and proceeds dependant
on the outcome. Hence, by Lemma 5, the prob-
ability of querying a point not in P0 is at most
pm.
This concludes the proof of Lemma 6.
3.3 A simple family of PQCs
We will now give a family of PQCs C(n), n ∈
N, on n qubits, which implement functions
f
(n)
0 : T
n → R to which will apply Lemma 6. In
this section, the “PQC” will stand synonymous
with “PQCwith parameters given in the form (1)
and measurement is of an observable with ±1-
eigenvalues.”
We start with a simple observation for easy
reference.
Lemma 8. Let g : Tn → R, h : Tm → R, and sup-
pose that the expectation value functions of PQCs
Cf and Cg are f and g resp. Then f : T
n+m →
R : (x, y) → g(x)h(y) can be obtained as the ex-
pectation value function of a PQC.
Proof. Let Cg (Ch) use qg (qh) qubits, perform the
quantum operation Eg(x) on parameter setting
x (Eh(y) on parameter setting y), and ultimately
measure the observable Mg (Mh). With ρ0 :=
|0〉〈0|:
g(x) = tr(Mg Eg(x) ρ0)
h(y) = tr(Mh Eh(y) ρ0).
The function f is realized as an expectation
value function by taking qg + qh qubits, star-
ing in ρ0 ⊗ ρ0, applying the quantum operation
Eg⊗Eh, and utlimately measuring the observable
Mg ⊗Mh.
In view of Lemma 8, we first give a PQC for
the function
h : T→ R : x 7→ 1/3 + cos(2pix)/3. (6)
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As for the first part, it can easily be seen that
there exists a φ ∈ ]0, pi/4[ such that
R := e−2pii(cosφX+sinφZ)
has the property that, with x := 1/3, the quan-
tum operation ρ 7→ RxρR−x maps Z into the X-
Y -plane. The same is then the case for x = 2/3.
Now take the following PQC C1:
|0〉 Rx ✌✌✌ (7)
where the measurement at the end is of the
observable Z. The expectation value function
of (7) and h coincide for x = 0, 1/3, 2/3, and since
both are trigonometric polynomials of degree 1
(cf. [4]), they are the same for every x ∈ R. Thus
we have realized the function h in (6) as the
expectation value function of the parameterized
quantum circuit (7).
So we can realize the function h defined in (6).
Proving that f as defined in (8) has the required
properties requires a little work.
Second, we invoke Lemma 8, to give us a PQC,
Cn, whose expectation value function is equal to
f
(n)
0 : T
n → R : x 7→
n∏
j=1
h(xj). (8)
3.4 Conclusion of the proof of
Therorem 3
We are now ready to conclude the proof of Theo-
rem 3.
Just one more definition: For x ∈ Tn and
a ∈ {0, 1/3, 2/3}n, we denote by d(a, x) the num-
ber of j with |xj − aj | < 1/6, where for y ∈ R,
|y| denotes the Bohr “norm”: the smallest ele-
ment in y + Z. The quantity d(a, x) is the Ham-
ming distance between a and the point result-
ing from “rounding” x to the closest element in
{0, 1/3, 2/3}n (if ties are broken properly).
With f0 defined as in (8), we let4
P0 := {x ∈ T
n | d(0, x) > n/2} . (9)
We note the following simple fact-plus-
definition (of δ) for easy reference.
4No attempts have been made to optimize the constants
— not even the base of the exponentially many queries.
Lemma 9. For all x ∈ P0,
|f0(x)| < (2/3)
n/2 =: δ
Proof. This follows directly from the definitions
of f0 in (8), the fact that |h(t)| ≤ 2/3 holds for all
t ∈ T with |t| ≥ 1/6, and the definition of P0.
The other important quantity for the use of
Lemma 6 is p, as defined in (4). Another short
lemma-plus-definition.
Lemma 10. For all x ∈ Tn, if A is chosen un-
formly at random in {0, 1/3, 2/3}n, then
P
(
PA 6∋ x
)
≤ e−n/36 =: p.
Proof. Fix an arbitrary x ∈ Tn, and consider the
Bernoulli random variables
Dj :=
{
1, if |xj −Aj | < 1/6,
0, otherwise.
Note that the x /∈ PA is equivalent to
D :=
n∑
j=1
Dj > n/2.
Since the Aj are independent, the Dj are, too.
Moreover, we have P(Dj = 1) ∈ {0, 1/3}. By an
appropriate version of Hoeffding’s inequality, we
find that
P
(
PA 6∋ x
)
= P(D > n/2)
≤ P(D > ED + n/6)
≤ e−n/36.
We are now ready to put it all together.
Proof of Theorem 3. With f0, P0, δ, p as above
and η := 0, α := 1−2δ, the conditions of Lemma 6
are satisfied, with maxx f0(x) = 1. Hence, for
any α-successful algorithm A we have for the
number of sample queries, TA, satisfies 5. By
the definitions of δ, p, we can find an absolute
constant c > 1 such that
P(TA < c
n) ≤ c−n. (10)
This concludes the proof of the theorem.
6
Notes about Theorem 3
It should be pointed out that in our setup, the
algorithm is given the magic ability to know
whether it has queried a point with a close-to-
maximal function value. Hence, our definition of
“omnipotence” may be modified to include that
ability.
Theorem 3 is set in Las Vegas; it can readily
be moved to Monte Carlo by just rearranging the
proof.
The bound on the mutual information, (3), can
be obtained from (5) using standard tools; we
leave that to the reader.
4 Outlook
It is argued in [2], that sampling from deriva-
tives gives and advantage in terms of con-
vergence of gradient descent algorithms, un-
der some assumptions. It remains to be seen
whether querying samples from derivatives of f
removes the exponentially poor information con-
tent of sample queries in setting.
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APPENDIX
A Non-adaptivity of the
Plateau Game
Formally, the set of adaptive strategies of Bob
would be a sequence µj of mapps from the set
(
T
n × {Yes,No}
)j−1
of his previous question and Alice’s answers to
the set of probability distributions on Tn. Since
the right-hand entries (Alice’s answers) are al-
ways the same (unless Bob has won), this col-
lapses to: for every j ∈ N and x ∈ (Tn)j−1, a
probability distribution on Tn — in other words,
a probability distribution on (Tn)j .
B Coupling of the two runs
of the algorithm
We assume an infinite stack of independent ran-
dom numbers R0, R1, R2, R3, . . . , each uniformly
distributed in [−1,+1]. Based on them, the sam-
pling from F is performed and the random deci-
sions of the algorithm are made:
• When querying a sample from Fg(x), the
top of the stack, R0 is considered. If R0 <
g(x), the query result is +1, otherwise it is
−1. R0 is then popped from the stack.
• Similarly, when the randomized algorithm
tosses a coin, the top R0 is consulted in the
obvious manner, and popped.
We run the algorithm A simultanously with
two different sample-query distributions: In one
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of the answer the queries according to the distri-
butions Ff , in the other run we answer accord-
ing to Ff¯ . In the two runs, we use two stacks the
same infinite sequence of random numbers.
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