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Policy gradient methods are very attractive in reinforcement learning due to their
model-free nature and convergence guarantees. These methods, however, suffer from
high variance in gradient estimation, resulting in poor sample efficiency. To mit-
igate this issue, a number of variance-reduction approaches have been proposed.
Unfortunately, in the challenging problems with delayed rewards, these approaches
either bring a relatively modest improvement or do reduce variance at expense of
introducing a bias and undermining convergence. The unbiased methods of gra-
dient estimation, in general, only partially reduce variance, without eliminating it
completely even in the limit of exact knowledge of the value functions and problem
dynamics, as one might have wished.
In this work we propose an unbiased method that does completely eliminate vari-
ance under some, commonly encountered, conditions. Of practical interest is the
limit of deterministic dynamics and small policy stochasticity. In the case of a
quadratic value function, as in linear quadratic Gaussian models, the policy ran-
domness need not be small. We use such a model to analyze performance of the
proposed variance-elimination approach and compare it with standard variance-
reduction methods.
The core idea behind the approach is to use control variates at all future times
down the trajectory. We present both a model-based and model-free formulations.
I. INTRODUCTION
Deep reinforcement learning – reinforcement learning (RL) with expressive function ap-
proximators – has been successful in tackling challenging RL problems [3, 9, 12, 14]. In
many cases, impressive results were obtained with the algorithms actually lacking converges
guarantees, such as various variants of Q-learning [7, 9, 11]. This lack of convergence can
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2turn into a significant obstacle when scaling these algorithms up to more complex problems,
with higher dimensions, longer reward delays or intrinsically more complex policies.
Policy gradient (PG) methods [1, 5, 10, 12, 16], a class of RL algorithms, do offer con-
vergence guaranties in principle, as they directly optimize the expected reward via gradient
ascent. In practice, it often comes at the price of a large gradient sampling variance, leading
to poor sample efficiency. This may hinder the application of PG methods to real world
problems, when collecting trajectory samples is not cheap. This is a general problem, also
known as the credit assignment problem [17]. When many actions are taken before a re-
ward (credit) arrives, it can be difficult to discern which actions contributed positively or
negatively to the reward. It thus may take many samples to filter out statistical noise. This
can be especially acute in problems with fine-grained dynamics and complex policies, for
example, in the continuous-time underactuated control tasks.
To ameliorate this issue, various variance reduction methods have been proposed [13,
16, 19]. They broadly fall in to two groups, with unbiased and biased variance reduction.
One popular unbiased approach is to subtract a (state-dependent) baseline [16] from the
accumulated reward. This procedure does not affect the gradient expectation, thus reducing
variance without any adverse effects[16, 19]. But the remaining variance can still be large
in problems with delayed rewards and long horizons. The biased approaches tend to reduce
the variance more aggressively, but at the price of introducing bias [13]. While they can be
useful in practice, navigating a delicate trade-off between the variance reduction and biased
gradient estimation may require extensive problem-dependent hyperparameter tuning.
More recently state-action-dependent baselines have been investigated [2, 4, 8, 20]. The
general idea is to include more information into the baseline to be able to better counter
fluctuations of the sampled quantity. Unlike state-dependent baselines, the action-dependent
corrections do not vanish in the gradient, so they must be appropriately compensated. For
this reason they should be of a specific form, permitting efficient expectation evaluation, for
example, by means of analytic integration. This is known as the method of control variates.
However, a careful analysis of the action-dependent control variate methods revealed their
relatively small contribution to variance reduction [18]. Indeed, it is natural to expect that
the actions following a particular action, unless heavily discounted, would each contribute
significantly to the variance. Therefore a significant variance reduction requires taking care
of the states and actions down the trajectory, not just the current state-action pair.
3We present such an approach in this paper. We apply the control variates method at all
future times, in a way that reduces variance without introducing a bias. Moreover, in the
limit of deterministic dynamics and quadratic approximation to the value function (small
policy stochasticity, in other words), the variance is completely eliminated. (We therefore
call it the variance elimination (VE) method.) This limit is relevant to many practical
problems, with robotic locomotion being one example. The approach is still valid when the
above conditions are not met. But in that case only partial variance reduction is possible.
The paper is organized as follows. In section II we derive VE, both in model-based and
model-free frameworks. In section III we compare performances of VE and other standard
baseline methods by applying them to a controlled diffusion process model. In section IV
we discuss possible VE-related developments.
II. UNBIASED VARIANCE ELIMINATION
Consider a Markov decision process {S,A, T , r, γ,N, s0}. At time t: 1) a state st ∈ S
is sampled (unless t = 0) according to p(st|st−1, at−1) defined by the transition probability
tensor T , 2) an action at ∈ A is sampled according to the policy pi(at|st), 3) a reward
rt = r(st, at), defined by r : S ×A → R, is issued. The process is repeated until the horizon
t = N , which can be finite or infinite. The discount factor 0 < γ ≤ 1 is used for discounting
later rewards when computing a cumulative reward. In the undiscounted reward case γ = 1
we assume a finite horizon N .
The goal of RL is to find a policy that maximizes the expected reward Eτ∼pi,p[
∑t=N
t=0 γ
trt],
computed over the trajectories τ sampled under the policy pi and dynamics p. We define
the state, state-action and state-action-state value functions:
V (st) = Eτ∼pi,p
[
i=N∑
i=t
γi−tri|st
]
Q(st, at) = Eτ∼pi,p
[
i=N∑
i=t
γi−tri|st, at
]
R(st, at, st+1) = Eτ∼pi,p
[
i=N∑
i=t
γi−tri|st, at, st+1
] (1)
Notice that V (s) = Ea∼pi(a|s)[Q(s, a)] and Q(s, a) = Es′∼p(s′|s,a)[R(s, a, s′)].
We will use the method of control variates – a method for reducing variance of an ex-
4pectation estimate. Consider the problem of estimating E[f(x)] by sampling x. Notice that
for any g(x) we have E[f(x)] = E[f(x) − g(x)] + E[g(x)]. One aims at choosing g(x) that:
a) has a known expectation value E[g(x)], so only the first term needs to be estimated by
sampling, b) is close to f(x), so the variance of the estimate is small.
We provide both a model-based and model free formulations. In the model-based case,
the reward model r, the state value function V and the transition model p are approximated.
This approach may be suitable if the dynamics is known. It could be known exactly, or could
have been learned solving a different problem (it is not uncommon to consider multiple
problems with different reward setups but shared dynamics). In the model-free case only
the state-action value function Q needs to be approximated and this formulation appears
conceptually simpler. But even when the dynamics are unknown, it is not a priori obvious
whether treating r, V and p implicitly via a single function Q should generally be a preferred
choice.
A. Model-based formulation
Let us first consider a model-based approach. We use a tilde to denote main approxima-
tors – the approximate quantities that are used to define all other quantities in the following
derivation. These include the reward function r˜(s, a), the state value function V˜ (s) and the
dynamics p˜(s′|s, a) in the stochastic case or f˜(s, a) in the deterministic case. We use an over-
bar to indicate approximate quantities that are expressed in a specific and (computationally)
straightforward way via the main approximators. These include
R¯(s, a, s′) = r˜(s, a) + γV˜ (s′)
Q¯(s, a) = Es′∼p˜(s′|s,a)[R¯(s, a, s′)]
V¯ (s) = Ea∼pi(a|s)[Q¯(s, a)]
(2)
Notice that in general V¯ (s) 6= V˜ (s). Only if the main approximators are exact, do we
have V¯ (s) = V˜ (s) = V (s). Our general approach is to add and subtract an expecta-
tion of some quantity, evaluating the subtracted part by sampling. Let us first consider a
somewhat academic case of p˜ = p, which is unlikely to arise in a physical world problem,
but which demonstrates the idea in a general stochastic setting. Adding and subtracting
5Ea∼pi(a|si),s′∼p˜(s′|si,a)[R¯(si, a, s
′)] to ri, we get:
ri → ri − r˜(si, ai)− γV˜ (si+1) + E a∼pi(a|si)
s′∼p˜(s′|si,a)
[R¯(si, a, s
′)] (3)
Notice that we used (ai, si+1) as a sample drawn from the expectation distribution (because
p˜ = p), and the expectation term is V¯ (si). Repeating this for every ri in the discounted
reward sum
∑i=N
i=t γ
i−tri we obtain an expected cumulative reward estimator Vˆt:
Vˆt = V¯ (st) +
i=N∑
i=t
γi−t(ri − r˜(si, ai)) +
i=N∑
i=t+1
γi−t
(
V¯ (si)− V˜ (si)
)
(4)
By construction, Vˆt is an unbiased estimator of V (st). Moreover, in the limit of the exact
approximation (when r˜ = r and V˜ = V¯ = V ), the variance of the estimator is zero. However,
for this result to become practically useful, one needs to be able to efficiently compute V¯ (s),
in addition to requiring p˜ = p.
Consider now p˜ 6= p. In this case the control variates method is only applicable to the
sampling from pi, so we add and subtract Ea∼pi(a|si)[Q¯(si, a)] to ri. Note that in expectation
this is V¯ (s), just as before. For the state value estimator we get:
Vˆt = V¯ (st) +
i=N∑
i=t
γi−t(ri − r˜(si, ai)) +
i=N∑
i=t+1
γi−t
(
V¯ (si)− Es′∼p˜(s′|si−1,ai−1)[V˜ (s′)]
)
(5)
The above expression is still an unbiased estimator, but its variance may remain finite in
the limit of the exact approximation, because the last sum does not vanish, in general, as
before. It only vanishes in the limit of deterministic dynamics. But this is a practically
important case, as in many interesting problems the dynamics is either deterministic, or
only weakly stochastic, in which case one can still expect a substantial variance reduction.
In the deterministic dynamics case we write:
Vˆt = V¯ (st) +
i=N∑
i=t
γi−t(ri − r˜(si, ai)) +
i=N∑
i=t+1
γi−t
(
V¯ (si)− V˜ (s˜i)
)
(6)
where we have defined s˜t+1 = f˜(st, at).
B. Model-free formulation
In the model-free formulation we define Q˜ as the main approximator, instead of r˜, V˜ and
f˜ . We then define V¯ :
V¯ (s) = Ea∼pi(a|s)[Q˜(s, a)] (7)
6Adding and subtracting Ea∼pi(a|si)[Q˜(si, a)] to every ri, after some re-arranging we get:
Vˆt = V¯ (st) +
i=N−1∑
i=t
γi−t
(
ri + γV¯ (si+1)− Q˜(si, ai)
)
+ γN−t
(
rN − Q˜(sN , aN)
)
(8)
In the case of deterministic dynamics, the above sum can be recognized as a discounted sum
of temporal differences. Again, in the limit of exact approximation the last two terms vanish,
making the variance zero. And again, in the case of stochastic dynamics, the variance is
in general non-zero. Equivalence of Eq.(6) and Eq.(8) can be established by substituting
Q˜(s, a) with r˜(s, a) + γV˜ (s˜′).
The construction of the state-action value estimator Qˆt proceeds almost identically to Vˆt,
except for rt we add and subtract Q˜(st, at) to obtain:
Qˆt = Q˜(st, at) +
i=N−1∑
i=t
γi−t
(
ri + γV¯ (si+1)− Q˜(si, ai)
)
+ γN−t
(
rN − Q˜(sN , aN)
)
(9)
It is easy to see that the estimator Qˆt obeys a simple recursive relation:
Qˆt−1 = rt−1 + γV¯ (st) + γ
(
Qˆt − Q˜(st, at)
)
(10)
with QˆN = rN .
When computing a PG one faces the problem of estimating by sampling
Ea∼pi(a|s)[∇ ln pi(a|s)Qˆ], with the gradient taken with respect to the policy parameters. Using
again the control variates method we evaluate instead
Ea∼pi(a|s)
[
∇ lnpi(a|s)
(
Qˆ− Q˜(s, a)
)]
+∇V¯ (s) (11)
where ∇V¯ (s) = Ea∼pi(a|s)[∇ lnpi(a|s)Q˜(s, a)]. The estimation variance vanishes under the
same conditions as for the value functions V and Q.
C. Design of approximators
The main approximators can be designed in many ways. For example, they can be based
on some theoretical considerations, as in III B . Or they can be derived from empirical data,
as we explain below. Whichever way is chosen, it must permit efficient computation of V¯ .
We assume continuous states and actions, and a Gaussian policy pi(a|s), that is a ∼
N (a¯(s),W ). Let us consider the model-based case first. We need functions r′(s, a), V ′(s, a)
7and f ′(s, a) that approximate r(s, a), V (s, a) and f(s, a) respectively, and are appropriately
differentiable (see below). One can assume that r′, V ′ and f ′ are neural-net function ap-
proximators trained on (s, a; r), (s; Vˆ ) and (s, a; s′) respectively. We consider a quadratic
approximation for r˜ and V˜ by expanding r′ and V ′ to second order around a¯ = a¯(s) and
s¯ = f˜(s, a¯) respectively. We consider a linear approximation for f˜ by expanding f ′ to first
order around a¯. It is straightforward to include higher order terms as well. Writing f˜ , r˜, V˜
and V¯ (defined in Eq.(2)) explicitly:
f˜(s, a) = f ′(0) + f ′(1)(a− a¯)
r˜(s, a) = r′(0) + r′(1)(a− a¯) + 1
2
(a− a¯)Tr′(2)(a− a¯)
V˜ (s) = V ′(0) + V ′(1)(s− s¯) + 1
2
(s− s¯)TV ′(2)(s− s¯)
V¯ (s) = r′(0) + γV ′(0) +
1
2
Tr
{(
r′(2) + γf ′(1)
T
V ′(2)f ′(1)
)
W
}
(12)
where we have defined the derivatives:
f ′(n) =
∂nf ′(s, a¯)
∂a¯n
, r′(n) =
∂nr′(s, a¯)
∂a¯n
, V ′(n) =
∂nV ′(s¯)
∂s¯n
. (13)
If f is linear, r (and hence V ) is quadratic, f ′ → f , r′ → r and V ′ → V , then the
approximators become exact, that is f˜ → f , r˜ → r, V˜ → V and V¯ → V . If f˜ is considered
to the second order, f ′ → f , r′ → r and V ′ → V , then we have V¯ = V + O(W 2) and
complete variance elimination in the limit of small policy stochasticity W → 0.
Let us consider the model-free case now. Consider a function Q′(s, a) that approximates
Q(s, a) and is twice differentiable with respect to a. We construct the approximator Q˜(s, a)
by expanding Q′ to second order around a¯. Writing Q˜ and V¯ (defined in Eq.(7)) explicitly:
Q˜(s, a) = Q′(0) +Q′(1)(a− a¯) + 1
2
(a− a¯)TQ′(2)(a− a¯)
V¯ (s) = Q′(0) +
1
2
Tr
{
Q′(2)W
} (14)
where Q′(n) = ∂nQ′(s, a¯)/∂a¯n. Similarly to the model-based case, if Q is quadratic, and
Q′ → Q, then the approximators become exact, Q˜ → Q and V¯ → V . If Q′ → Q, then we
have Q˜ = Q + O(W 2), V¯ = V + O(W 2) and complete variance elimination for W → 0.
When we talk about small policy stochasticity, we imply that Tr
{
Q′(2)W
}
is much larger
than the higher order terms in the expansion of V in powers of W , denoted as O(W 2).
8III. LQG ANALYSIS OF THE VARIANCE REDUCTION AND ELIMINATION
In this section we demonstrate performance of VE on a controlled diffusion model [6] –
a simple linear quadratic Gaussian (LQG) model [15]. In this model the value functions
are readily computed exactly, in the continuous time limit. We employ them to construct
approximators for VE. We then compare VE to other variance reduction methods, that use
a constant, state dependent and state-action dependent baselines.
A. Controlled diffusion model
We consider the LQG model with very simple dynamics, describing one dimensional
diffusion of massless particles. In the discrete time formulation the scalar state s is governed
by the linear dynamics:
s′ = s+Bda¯+ η (15)
where η is a random Gaussian variable η ∼ N (0,W d). We will treat η as a stochastic
contribution to the action a = a¯ + η/Bd, where a¯ is the deterministic part. The reward
function is quadratic r(s, a) = −Cds s2−Cdaa2. The continuous time formulation is recovered
by sending the time step ∆ → 0, while scaling Bd = ∆B, W d = ∆W , Cds = ∆Cs and
Cda = ∆Ca so that B, W , Cs and Ca are fixed. In the remainder of the paper we assume
undiscounted rewards (γ = 1) and a finite horizon N . We also define T = (N + 1)∆. Note
that the i-th time step in discrete time formulation corresponds to t = i∆ in continuous
time formulation.
It is known that the optimal control law for LQG has the linear form a¯ = −K(s − µ∞)
[15], (with appropriately chosen K and µ∞). Assume that the initial state distribution is
Gaussian, that is s0 ∼ N (µ,Σ). Under the diffusion dynamics Eq.(15) the distribution will
remain Gaussian at all times, with the parameters µ(t) and Σ(t), in the continuous dynamics
limit, given by
µ(t) = (µ− µ∞)e−BKt + µ∞,
Σ(t) = (Σ− Σ∞)e−2BKt + Σ∞,
(16)
where Σ∞ = W/2BK, see III C. In the rest of this subsection we assume the continous dy-
namics limit. In this limit, the expected cumulative reward picks up a divergent contribution
∝ 1/∆, while the policy gradient value remains non-singular.
9It is convenient to introduce the averaged (over a normal distribution) value function
v(t, µ,Σ), see III C for details:
v(t, µ,Σ) = Est∼N (µ,Σ)[V (st)] =
− Cs + CaK
2
2BK
(
(µ− µ∞)2 + Σ− Σ∞
)
g2(T − t)− 2Cs
BK
µ∞ (µ− µ∞) g1(T − t)
−
(
Csµ
2
∞ + (Cs + CaK
2)Σ∞ +
CaW
∆B2
)
(T − t) (17)
Where gn(τ) = 1− exp(−nBKτ). Then V (st) = v(t, st, 0). In the steady state, as t → ∞,
the expected reward accumulated from time t is v(t, µ∞,Σ∞). In that case only the linear
time term (the last line) of Eq.(17) survives. Its three parts can be interpreted as follows.
The particles fluctuate around s = µ∞, incurring the cost Csµ2∞. They experience competing
effects of the diffusion (that tends to spread them) and the control (that tends to drive them
to µ∞), incurring additional costs of (Cs +CaK2)Σ∞. The last term is the divergent cost of
the stochastic part of the action. The control gain K only enters the second term, minimized
by K2 = Cs/Ca, (the standard result of the optimal control theory). We will set K to the
optimal value in our simulations, so µ∞ will be the only adjustable policy parameter.
The expected cumulative reward for s0 ∼ N (µ,Σ) is v(0, µ,Σ). Its derivative with
respect to µ∞ is the PG. Notice that, in Eq.(17), µ and Σ are decoupled, so the gradient is
independent of Σ. The gradient is:
∂v(0, µ, 0)
∂µ∞
=
Cs + CaK
2
BK
(µ− µ∞) g2(T )− 2Cs
BK
(µ− 2µ∞) g1(T )− 2Csµ∞T (18)
Note that at finite ∆ the above expressions for the averaged value functions and the
policy gradient are approximations.
B. Comparison of variance reduction methods
We define the following approximator Q˜(st, at):
Q˜(st, at) = r(st, at) + v(t+ ∆, st + ∆Bat, 0) (19)
The last term above is V (st+∆ = st + ∆Bat) + O(∆). So Q˜(st, at) = Q(st, at) + O(∆); it
becomes exact only in the limit ∆ → 0. We compute V¯ (st) from Q˜(st, at) as defined in
Eq.(7):
V¯ (st) = −∆
(
Css
2
t + CaK
2(st − µ∞)2
)− CaW
B2
+ v(t+ ∆, st−∆BK(st−µ∞),∆W ) (20)
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Note that V¯ (st) = V (st) +O(∆), while the relation between V¯ and Q˜ is exact, as required
in VE method. It is also straightforward to compute ∇V¯ (st), see III C for details:
∇V¯ (st) = −∆
(
(st − µ∞)
((
Cs + CaK
2
)
(1−∆BK)g2(T − t−∆)− 2CaK2
)
+ 2Csµ∞g1(T − t−∆)) (21)
We compare the following five methods of PG evaluation:
1) No baseline (NB). PG without any variance reduction.
2) Vanilla baseline (VB). A state-independent baseline is subtracted from the cumulative
reward, as in REINFORCE [19]. We use v(t, µ(t),Σ(t)) – approximately the value function
V (st) averaged over the distribution of st – as the baseline. In the steady state it becomes
v(t, µ∞,Σ∞).
3) State-dependent baseline (SB). We use v(t, st, 0) – approximately the value function
V (st) – as the baseline.
4) State-action-dependent baseline (AB). We use Q˜(st, at) as the baseline. This action
dependent baseline also requires the term ∇V¯ (st), as in Eq.(11). This is similar to Q-Prop
[4].
5) VE method, as given in Eq.(11), where the estimator Qˆ is computed from Eq.(10).
Note that if we were to use the sum of rewards in place of Qˆ, we would recover the state-
action dependent baseline method.
We compare the above methods by simulating the controlled diffusion model (in discrete
time formulation) specified by Eq.(15) and described in subsection III A. The functions
derived in the continuous dynamics limit are used as approximators, that differ from the
exact functions for any finite ∆.
Our quantitative investigation was performed for a single set of values: B = W = Cs =
Ca = 1. The controller gain K was set to the optimal value K =
√
Cs/Ca = 1. Since
BK determines the Markov chain mixing time (see Eq.(16)), we set T to its triple value,
T = 3BK = 3. We set the controller parameter to µ∞ = 1 and the initial state to s0 = 0.
First, we check that our implementation of VE is indeed unbiased, by evaluating the PG
expectation and making sure it agrees with the other methods for a finite ∆, as well as
with the theoretical value for ∆ → 0. Indeed, we find agreement between all the methods.
Importantly, the agreement at larger values of ∆, where Q˜ significantly deviates from the
exact Q, empirically confirms the absence of bias in our implementation, corroborating our
11
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FIG. 1: Policy gradient ∇v for µ∞ = 1 computed with VE for different N . The horizontal line is
the theoretical value (-4.19419) in the continuous time limit.
main claim of unbiased variance elimination. Convergence of the gradient to the theoretical
value, ∇v = −4.19419, computed from Eq.(18), is shown in Fig.(1).
In Fig.(2) we plot the estimate of the PG variance V ar = V ar(∇v) for different N (with
T fixed). The initial drop in variance across all the methods is an artifact of the discrete
dynamics at large ∆, as is explained later in the section. The value function, as we defined
it, has a linear time term, (see Eq.(17)). Without a baseline, NB, it is the main source of
variance, which appears to scale as V ar ∝ N2 at large N . The simplest baseline, VB, that
only depends on t, goes a long way in reducing the variance, making it ∝ N . The state-
dependent baseline, SB, brings only a mild improvement over VB, in this particular problem.
Moreover, that improvement vanishes as N increases: the large part of reward comes from
the action cost, that scales linearly with N , while the state cost remains (approximately)
constant. The state-action-dependent baseline, AB, does appreciably reduce variance for
12
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FIG. 2: PG variance V ar computed for five different methods of the gradient evaluation at different
N . The methods, (NB, VB, SB, AB and VE), are outlined in the text.
small N. But just as with the gain of SB over VB, the gain of AB (over SB and VB) goes
away with larger N as well. The limitation of AB is that it takes care of the variance
due to an immediate action at, while leaving the variance originating from the rest of the
trajectory mostly unchecked [18]. And that unchecked contribution grows linearly with N .
This limitation is shared by all the baseline methods. We see that at large N , the three
methods, VB, SB and AB, are almost indistinguishable in their performance. VE, on the
other hand, excels at large N , because it takes care of all the future actions down the
trajectory. Relative to the baselines, VE brings ever larger improvements as N increases.
Roughly speaking, in this particular model, the improvement factor over the baselines is
about 10N for N > 10. Note that VE and AB merge in the limit N → 0, where the
trajectory length is 1.
Notice that VE experiences a much steeper drop in variance at small N , than the base-
13
lines. This seems plausible, as VE’s variance improves together with the quality of the
approximator Q˜, which in this case improves as N increases. The variance saturates at
some value above N = 10 or so. We do not investigate the nature of this value, which
appears to be quite small, just about 2% of (∇v)2.
Overall, the initial drop in variance should be expected in all cases. It is an artifact of
the discrete dynamics formulation. From Eq.(15) we see that for ∆ > ∆c = 2/BK, under
the discrete dynamics, particle’s state diverges with time as |st| ∝ (∆/∆c)t. The divergence
of variance (among other quantities), as ∆ approaches ∆c from below, is the precursor of
the impending singularity.
C. Some technical details
This subsection discusses some technical details omitted earlier in the section for clarity
of presentation.
Consider a linear control law a¯ = −K(s−µ∞) and assume s ∼ N (µ,Σ). Under the linear
Gaussian dynamics of Eq.(15), after one time step, s′ ∼ N (µ′,Σ′), where
µ′ = (1−BdK)µ+BdKµ∞,
Σ′ = (1−BdK)2Σ +W d.
(22)
Recall, that Bd = ∆B and W d = ∆W . In the continuous dynamics limit, ∆ → 0, the
equations become:
µ˙ = −BK(µ− µ∞),
Σ˙ = −2BK(Σ− Σ∞),
(23)
where Σ∞ = W/2BK. Integrating these equations one obtains Eq.(16).
The expected (local) reward at time step t is
Es∼N (µt,Σt)
a∼pi(a|s)
[r(s, a)] =
− (Cds + CdaK2) ((µt − µ∞)2 + Σt)− 2Cdsµ∞(µt − µ∞)− Cdsµ2∞ − CdaW d
Bd2
(24)
Taking the continuous time limit, substituting µt and Σt from Eq.(16), and integrating from
t to the horizon T we obtain Eq.(17) for v(t, µ,Σ) = Est∼N (µ,Σ)[V (st)]. It is easy to see that
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v satisfies the equation
Es∼N (µ,Σ′)[v(t, s,Σ)] = v(t, µ,Σ + Σ′) (25)
which is useful for computing V¯ in Eq.(20).
When computing ∇V¯ (st) = ∂∂µ∞Eat∼pi(at|st)[Q˜(st, at)] one should remember to only differ-
entiate pi. Notice that the policy parameter entering V¯ (st) in Eq.(20) is shown explicitly as
µ∞. Therefore one way to compute ∇V¯ (st) is:
∇V¯ (st) = −∆CaK2 ∂
∂µ∞
(st − µ∞)2 + ∆BK ∂
∂µ
v(t+ ∆, µ,∆W )
∣∣∣∣
µ=st−∆BK(st−µ∞)
(26)
from where Eq.(21) readily follows.
IV. DISCUSSION
Our goal in this theoretical paper was to present a novel method of variance elimination in
sequential decision processes, thoroughly testing our findings on a simple LQG model. The
possibility of a complete or nearly complete variance elimination in PG methods appears very
intriguing to us. The next logical step should be to test this approach on standard benchmark
problems to see how much speedup in policy learning it can offer. Our initial results on the
controlled diffusion problem are very encouraging: VE outperforms the baseline methods by
a factor of 10N in variance reduction.
What obstacles can one expect to successful practical application of VE? The method is
only as good as the approximation to the value functions (and dynamics, in model-based
setting). This, actually, looks promising: the bottleneck moves from the limitations of a
variance reduction approach – as is the case with the baselines – to the quality of the
approximators. Investment in the quality of approximator can now, hopefully, translate into
larger steps of policy improvement and speed of convergence to an optimal solution, in the
context of PG methods. Hopefully, VE can increase sample efficiency of PG, rendering it
more suitable for real world learning.
It is our impression that the current PG methods are not powerful enough to work with
deeper neural net controllers. One might arrive at this conclusion by visually inspecting,
for example, RL learned locomotion policies of complex 3D models, such as a humanoid
robot. The energy efficiency of these policies often does not appear to be close to what one
15
might have expected from an optimal controller. Hopefully, VE can help in attaining more
economical policies in simulated, and eventually physical world tasks.
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