Abstract. The trace subshift of a cellular automaton is the subshift of all possible columns that may appear in a space-time diagram. We prove the undecidability of a rather large class of problems over trace subshifts of cellular automata.
Introduction
Cellular automata are well-known formal models for complex systems. They are used in a huge variety of different scientific fields including mathematics, physics and computer science.
A cellular automaton (CA for short) consists in an infinite number of identical cells arranged on a regular lattice. All cells evolve synchronously according to their own state and those of their neighbors.
Despite the apparent simplicity of the definition of the system, one can observe very complex behaviors. Many attempts have been made to classify them: strictly in topological terms [1] , emphasizing limit sets [2] , considering computability [3] , or yet studying the language appearing in cell evolution [4] . Most behaviors have been proved undecidable: concerning the attractors (nilpotency in [5] , other properties in [6] ), the equicontinuity classification [7] , or universality [8] .
Our approach concerns the languages that can be associated to a CA and especially the trace subshift which is the set of all possible sequences of the states a particular cell takes during the evolution. Motivations come both from classical symbolic dynamics but also from physics. Indeed, when observing natural phenomena due to physical constraints, one can keep trace only of a finite number of measurements. This set of measurements takes into account only a minor part of the parameters ruling the phenomenon under investigation. Hence, to some extent, what is observed is the "trace" of the phenomenon left on the instruments.
We try to prove a "Rice Theorem" for trace subshifts, similarly to what is done in [6, 9] for limits sets and tilings, that is to say the undecidability of non-trivial properties over the trace subshift given a CA.
The paper is organized as follows. Section 2 to 4 are devoted to definitions and main concepts of the paper. Section 5 study the case of a Rice theorem for a simpler definition of trace called "subtrace". Section 6 extends the result to the "trace" case.
Definitions
Let N * = N\{0}. For i, j ∈ N with i ≤ j, [i, j] denotes the set of integers between i and j inclusive. For any function F from A Z into itself, F n denotes the n-fold composition of F with itself.
Languages. Let A be a finite alphabet with at least two letters. A word is a finite sequence of letters w = w 0 . . . w |w|−1 ∈ A * . A factor of a word w = w 0 . . . w |w|−1 ∈ A * is a word w [i,j] = w i . . . w j , for 0 ≤ i ≤ j < |w|. We note w [i,j] w. A language on alphabet A is a set of words on alphabet A. Given two languages C, D ⊂ A * , CD denotes their concatenation, When no confusion is possible, given a word w, we also note w the language {w}.
Configurations.
A configuration is a bi-infinite sequence of letters x ∈ A Z . The set A Z of configurations is the phase space. The definition of factor can be naturally extended to configurations: for x ∈ A Z and i ≤ j,
* , then u ω is the infinite word of A N consisting in periodic repetitions of u and ω u ω is the configuration of A Z consisting in periodic repetitions of u.
Topology. We endow the phase space with the Cantor topology. For j, k ∈ N and a finite set W of words of length j, we note Cellular automata. A (one-dimensional two-sided) cellular automaton (CA for short) is a parallel synchronous computation model consisting in cells distributed over the regular lattice Z. Each cell i ∈ Z of the configuration x ∈ A Z has a state x i in the finite alphabet A, which evolves depending on the state of their neighbors:
is the local rule, m ∈ Z the anchor and d ∈ N * the diameter of the CA. By abuse of notation, we use the cellular automaton as its global function F :
Z is the sequence of the configurations (F j (x)) j∈N . Usually they are graphically represented by a two-dimensional space-time diagram, like in Figure 1 .
The shift σ : A Z → A Z is a particular CA defined by σ(x) i = x i+1 for every x ∈ A Z and i ∈ Z which shifts configurations to the left. If the alphabet contains a special letter 0, the null CA null : A Z → A Z is another particular CA defined by null(x) i = 0. Its image set is { ω 0 ω }. Any local rule f of a CA can be extended naturally to an application on words f (w) = (f (w [i,i+d−1] )) 0≤i≤|w|−d , for all w ∈ A * A d . Finally, if a CA has anchor 0, it is called an one-way cellular automata (OCA for short), since the new state of a cell only depends on its right neighbors. Hence information can only flow from right to left.
Subshifts. The one-sided shift (or simply shift when no confusion is possible), also noted σ by abuse of notation is the self-map of
In particular, it is finite.
Trace
Trace. In this section we define the main notion introduced in the paper, namely the trace of a CA. Definition 1 (Trace). Given a CA F , the trace of F with initial condition
In other words, it is the central column of the space-time diagram of initial configuration x (see Figure 1) . For instance, the trace subshift of the shift is (0 + 1) ω , it is 0 ω + 1 ω for the identity and (0 + 1)0 ω for the null CA (see [10] for more examples). Note that T F F = σT F and, as T F is continuous, it is a factorization between the CA and the one-sided full shift which means that their two dynamics are very closely related. For more about factorization, see [11] .
We also note π(Σ) = 0≤i<k π i (Σ), which is a subshift on A.
Definition 2. Given a CA F on the alphabet B ⊂ A k , the subtrace subshift is defined by
4 The nilpotency problem
Note that a CA is nilpotent if and only if its trace is nilpotent.
Theorem 1 (Kari[5]). The problem
Instance: a CA F with a spreading state q Question: is F q-nilpotent?
is undecidable.
Note that it is still undecidable if we restrict to OCA since two CA with the same diameter and same local rule are either both nilpotent or both non nilpotent whatever are their anchor. If the first CA F has anchor m and the second CA F has anchor m and if there is a k such that for all configuration x,
Proposition 1. An OCA with a spreading state q is q-nilpotent if and only if q appears in all its space-time diagrams.
Proof. Consider a CA F . If its diameter is 1 (each cell uses only its state for the local rule), then the equivalence is trivial since for all letter a, the spacetime diagram for ω a ω contains a q after k a steps and hence for all configuration
Otherwise, for every configuration x ∈ A N , there are some integers i and j such that F j (x) i = q. Note that, by spreadingness,
Proposition 2. Let F a CA on alphabet A, of diameter d, and with a spreading state q ∈ A. We can build a CA F on alphabet {0, 1} k for some k ∈ N * , such that F is (0, . . . , 0)-nilpotent if and only if F is q-nilpotent.
Proof. Let k = log 2 |A| and φ : A → {0, 1}
k an injection such that φ(q) = (0, . . . , 0). F can be defined by the same diameter and anchor as F , and local rule:
Subtrace problems
A subtrace is somewhat the trace of a "CA" which does not apply the same evolution rule on each cell. We will first prove, by reduction from the nilpotency problem, the undecidability of a certain class of properties over subtrace subshifts, that is, non-trivial nilpotent-stable properties. In the next section, we will reduce properties over trace subshifts.
The full subtrace problem.
This section is devoted to reducing the nilpotency problem to the problem Full:
Question: is its subtrace equal to the full shift A N ?
Our method presents similarities with [8] . Let F a OCA on A of local rule f , diameter d, and with a spreading state q ∈ A. From Proposition 2, we can assume without loss of generality that A = {0, 1} k for some k ∈ N * , and q = (0, . . . , 0). We can build the OCA σ F on alphabet {0, 1} 1+k with the local rule:
This rule works almost like the Cartesian product of the shift on {0, 1} and F except that it applies the shift only if the state of the cell for F is not q and else goes to 0. It behaves as if F is supplying power to the shift CA and q means "no power".
Proof. We can see that the last k projections exactly represent the application of the CA F . In particular, if F is q-nilpotent, then there is some j ∈ N for which ∀x ∈ A Z , π [1,k] (T σ F (x)) [j,+∞) = q ω , and from the rule we get
On the other hand, if F is not q-nilpotent, then from Proposition 1, one can find a configuration x ∈ A Z such that ∀j ∈ N, ∀i ∈ Z, F j (x) i = q. For every z ∈ A N , define y ∈ ({0, 1}
1+k ) Z such that π [1,k] (y) = x and π 0 (y) [0,+∞) = z. The second case of the rule will never be applied in the orbit of y; hence π 0 (T σ F (y) ) = z.
Theorem 2. Problem Full is undecidable.
Proof. σ F is clearly computable from F , so if we could decide whether
N , then from Lemma 1, we could decide whether F is nilpotent.
Other problems.
In this section, we use the previously-built CA in order to reduce the nilpotency problem to a large class of problems over the subtrace of a CA on {0, 1} 2+k .
Definition 4.
A property P on subshifts is nilpotent-stable if for every subshift Σ and every nilpotent subshift H, Σ ∈ P ⇔ Σ ∪ H ∈ P .
By non-trivial property, we mean that some OCA traces respect it and some do not.
Theorem 3. For any non-trivial nilpotent-stable property P , the problem
Instance: a CA F on alphabet {0, 1} k , with k ∈ N * Question: has the subtrace subshift
Proof. Let P be a non-trivial nilpotent-stable property of the subshifts of A N . Should we take its complementary, we can assume P is false for the full shift A N . Let H be an OCA on {0, 1} such that τ (H) ∈ P , h its local rule and d its diameter. Let F be an OCA on A k of local rule f , diameter d and with spreading state q. Without loss of generality, A = {0, 1} and q = (0, . . . , 0). We can build the OCA G = (σ F ) × H on alphabet {0, 1} 2+k with the local rule:
The first 1+k projections are the previously built automaton σ F , and the last one represents H. Hence,
, and we can use Lemma 1. If F is nilpotent, then
and
• τ (G) respects P since τ (H) does, and P is nilpotent-stable. Otherwise,
• τ (G) respects P if and only if F is q-nilpotent. G is clearly computable from F , so if we could decide P , then we could decide whether F is nilpotent.
From subtrace to trace
In this section, we assume G is an OCA on A k , with A = {0, 1}, and we want to build a CA on A that simulates it in a certain way, thus transforming subtrace into trace, provided a little restriction. This construction is similar to that done in [10] . Remark that it is well known that G can be simulated by a CA F on A, as soon as its diameter is wide enough. Each cell can see its neighborhood as words of A k and evolve accordingly. The problem is that all cells must have the same local rule, so they have to find from the neighborhood which "column" of the A k simulation they are representing. This can be achieved by delimiting meaningful words with a border word 10 k . That simulation allows to "see" the evolution of G as an evolution of F . We want a little more: all evolutions of F must not be far from an evolution of F , especially those that do not correspond to alternating meaningful words and borders words.
We have two execution modes: a simulation mode will simulate properly the execution of the OCA G on alphabet A k , and a default mode will be applied if the neighborhood contains invalid information. All modes must have an evolution that locally "looks like" some evolution of G, and in particular we have to ensure that when a mode is applied to a cell, the same mode keeps being applied there in the following generations, because a change of mode would produce an invalid trace.
Macrocells. A concatenation of a word of A
k and of the border word 10 k will be called a macrocell. Let B = A k 10 k ⊂ A h the set of macrocells, where h = 2k + 1. By construction, it has the interesting property that it cannot overlap itself on more that half of its length.
Simulation mode. We will assume in the rest of the section that G has a diameter 2 (this can be easily generalized), and local rule g.
The simulation mode will be applied to macrocells that are not overlapped by another macrocell on their right. For this purpose, they have to "look" on their right (in the local rule). Let Θ = BA h \ 0<i<h A i BA h−i the set of macrocells followed by something that in no way could be understood as an overlapping macrocell. The first thing to notice is that this set is not empty, since it contains successions of two macrocells thanks to Property 1.
We can now define a rule on the set Θ that represents the evolution of such a macrocell that sees on its right either a macrocell abut, or at least no overlapping macrocell:
∆ :
Default mode. In the case where the neighborhood is not understandable as a valid word, we have to apply a default rule: the null CA, which has the interesting property that it erases the border words that could potentially be in an invalid place.
Combining simulation mode and default mode, we are now able to turn the function ∆ into a local rule on {0, 1}. Indeed, we can define, for anchor m = h−1 and diameter d = 4h − 1:
since such an integer i and such a word u would be unique (from the construction of Θ). This local rule is such that f (A m uA m ) = ∆(u) for every u ∈ ΘA h , which is what we wanted: it can simulate in one step the behavior of our CA G. Let F the corresponding rule. You can also note that
by definition, and that
−j since the default mode only produces zeros.
Stability. The following lemmas guarantee that no cell changes its evolution mode.
Proof. By construction, 
Proof. By definition of [Θ], it is included in
C by Lemma 3. Combining the two, we get
Trace. The fact the evolution modes are stable helps us conclude the simulation result.
We can prove by induction on the generation j ∈ N, that for any i ∈ N,
This property holds for j = 0. Now suppose it is true at generation j ∈ N, and let us prove it for generation j + 1. Let i ∈ N. F j (x) ∈ [BB] ih ⊂ Θ from the induction hypothesis and Lemma 2. Therefore, we are in execution mode between cells ih and (i + 1)h:
Proof. Similarly to the proof of Lemma 5, it can easily be proved by induction on the generation j ∈ N that for any i < p,
, and there is some integer p such that ∀i < p,
, then by induction and Lemma 4, we can see that ∀j ∈ N,
, then default mode is applied, and, according to Lemma 3, will always be:
Putting things together, the first two cases give π(τ (G)) and the last two give {0 ω , 10 ω , 1 ω }.
We are thereby able to "simulate" a OCA G on alphabet A m by a CA F on alphabet A. This simulation transforms the subtrace of G into the trace of F , provided a little restriction -adding three obviously nilpotent infinite words.
Theorem 4. For any non-trivial nilpotent-stable property P , the problem Instance: a CA on alphabet {0, 1} Question: has its trace subshift property P is undecidable.
Proof. Let P a non-trivial nilpotent-stable property. From any OCA G on alphabet {0, 1} m , we can, using previous construction, computably build a CA F on alphabet {0, 1} such that τ (F ) =
• τ (G) ∪ Σ, where Σ = {0 ω , 10 ω , 1 ω } are nilpotent subshifts. In particular, we can notice that
• τ (G) respects P if and only if τ (F ) does. So if we could decide, from the entry F , whether τ (F ) respects P , then we could decide from the entry G whether 
Conclusion
We have proved the undecidability of a class of problems over CA traces, which could lead us towards a Rice-like Theorem. This class is very comprehensive: fullness, finiteness, ultimate periodicity, soficness, finite type, inclusion of a particular word as a factor. . . are all nilpotent-stable non-trivial properties. On the other hand, note that context-sensitivity of the language is trivial since true for all trace subshifts according to [12] .
The perspectives now would be to decrease the amount of problems that are not concerned. Finite properties (which depend only on the k th prefix of the subshift, for some k ∈ N) are clearly decidable. Are they the only ones?
Our result can be easily adpated to traces of any fixed width of a CA on any given alphabet, but with arbitrarily wide neighborhoods. Another open problem would be to widen our result to study properties of the canonical factor (of width d), or at least with fixed diameter (and arbitrary alphabet). That would, in particular, comprehend the undecidability of the language classification, proved in [13] . Nonetheless, our construction can hardly be generalized for that matter, since it is based on increasing the diameter to put more information.
