Abstract: Web spamming generally increases the ranking of some unimportant pages higher in the search results. Detecting and eliminating such spam pages are the need of the day, which mislead the search engine to obtain high-quality information. Aiming in this direction, this study focuses on two important aspects of machine learning. First, it proposes a new content-based spam detection technique which identifies nine important features that help to detect a page is either spam or non-spam. Each feature has an associated value which is calculated by parsing the documents and then performing the require techniques i.e. necessary steps to compute its score. These nine important features along with the class label (spam or non-spam) generate a feature vector for training the classifiers in order to detect the spam pages. Secondly, it highlights the importance of deep learning using multilayer extreme learning machine in the field of spam page detection. For experimental work, two benchmark datasets (WEBSPAM-UK2002 and WEBSPAM-UK2006) have been used and the results using multilayer ELM are found to be more promising compared to other established classifiers.
Introduction
The digital world makes heavy use of internet because of its popularisation, fast delivery and low cost of the message. Generally, for every submitted user query, a list of links to most relevant web pages sorted by their page score (which is calculated from the properties of candidate pages) are returned by the search engine. But the search engine kept secret the exact algorithm which is used to rank those web pages. The higher the rank of a page made by search engine, the more the chances that it is likely to be visited. This makes the search engine an attractive target media through which anybody (i.e. spammers) can attract others to visit their site. Web spam is such a technique which manipulates the search engine results and boosts unrelated pages to higher rank. The ultimate goals of the spammers behind these spam pages are
• to increase the score of their web pages in order to get more financial benefits
• to get more commercial benefits by attracting many people to visit their web pages
• silently installing malicious software on the visitor's computer in order to steal important information such as web-banking credential, personal details, financial information, password details etc.
There are many types of spam that exist in reality and they are categorised by Gyöngyi and Garcia-Molina (2005) into five main types such as
• comment spam
• e-mail spam
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• social networking spam
• unsolicited text message
• instant messenger spam.
For detecting and eliminating spam pages, various anti-spam detection methods are also proposed by different researchers from time to time. According to Heymann et al. (2007) , the anti-spam strategies can be classified into three categories as follows:
1 Prevention-based strategy:
This strategy tries to stop spamming by giving restriction to some access types through usage limit, community size limit etc. (Gyöngyi and Garcia-Molina, 2005 ).
2 Detection-based strategy:
This strategy identifies spam (likely) either manually or automatically by using machine learning techniques such as link analysis, text classification, user behaviour analysis, etc. Then it deletes the spam content or hides it from user access (Gyöngyi and Garcia-Molina, 2005) .
3 Demotion-based strategy:
This strategy reduces the content which is likely to be spam. For example, ordering the search engine results based on the trusted sites from where they have been crawled.
Different algorithms used for spam page detection can be classified into three major categories:
1 Content-based:
In content-based technique (Geng et al., 2007; Ntoulas et al., 2006) , the spammers try to repeat many popular words or insert frequent words most of the times in the target pages, in order to rank them higher in the search engine results. Another trick is retouching the content of target pages by the spammers. One such instance is, consider that all dictionary words are present on a page and hence, this page will be the only result or chosen with the highest score for an uncommon user query.
2 Link-based:
In link-based technique (Wu and Davison, 2005; Zhongfei, 2011; Becchetti et al., 2008) , in order to manipulate the search engine ranking algorithms, the spammers try to add lots of links to the target pages. Sometimes, the spammers create link farms which is a network of pages that are densely connected to each other.
Hiding (clocking and redirection):
This technique (Lin, 2009 ) is divided into two sub-techniques, redirection and cloaking. In redirection, as soon as the page is loaded, it automatically redirects the browser to another URL. Thus, even search engine indexes the pages, but the user is not aware of it. In cloaking, the spammers try to give two different contents to the normal user and web crawler. Generally, the search engine ranking mechanism uses web crawler (which stores records of requested pages) to judge the web pages and hence, spammers try to deliver a descriptive version of a URL to the web crawler for getting high scores.
Spam page detection is important because of the following reasons:
• spam pages waste user's valuable time
• spam pages deteriorates the search engine results and thus, weakens the user's trust on the search engine which is an important issue because there is no cost required to switch from one search engine to another
• spam pages waste important resources of the search engine like CPU cycle at processing, storage space while indexing and network bandwidth at crawling
• spam pages increase the phishing attack and thus increases the web traffic.
Choice of an efficient classifier is the next important resource for spam page detection. Many traditional classifiers are used before for spam page detection such as artificial neural network, support vector machine, naive Bayes, decision trees etc. but they have their own limitations. Most of the classifier architectures are based on the approach of neural network, hence certain restrictions are imposed which stops them to solve many complex problems. Deep learning, the re-branding of neural network is a sub branch of machine learning and is based on a set of network algorithms. The architecture of deep learning is used in many fields such as natural language processing, speech recognition, image processing etc. The common restrictions found in conventional classifiers are not there in deep learning, hence it able to solve any complex problem (Ding et al., 2015) . Recently developed multilayer ELM (ML-ELM) (Kasun et al., 2013) which relies on deep learning architecture can tackle such common problem generally found in traditional classifier and capable of handling large volume of data. To our understanding, the proposed approach is the first research work where multilayer ELM has been tested extensively for spam page detection in order to signify the importance and future applications of deep learning. The proposed technique uses a content-based approach, which first identifies nine important features of a page and converts it to a nine-dimensional feature vector. This feature vector combined with the class label (spam or non-spam) generates a training feature vector to train the multilayer ELM and other established classifiers. Empirical results on two WEBSPAMUK datasets signify the importance of the proposed approach using multilayer ELM as the classifier over the other cutting edge and popular classifiers. In this study, we have used the word page and document interchangeably. We assumed both words to have the same meaning because we are interested in text data.
The structure of this paper can be underlined as follows: In section 2, different existing spam techniques works are discussed. In Section 3, the underlying architecture of ELM and multilayer ELM are discussed. Section 4 describes the nine features and other aspects related to the proposed approach. The details of the experimental works are covered in Section 5. In Section 6, the conclusion is given. Finally, the future enhancement of the proposed approach is discussed in Section 7.
Literature survey
Web spamming has many negative consequences on the search engine. Hence, it is very important to identify and eliminate the spam pages from the web in order to build a strong and efficient information retrieval system. Working in this direction, Gyöngyi and Garcia-Molina (2005) have proposed a new link spam detection algorithm which is based on mass estimation technique. Spam mass which measures the impact of link spamming on a page's rank has been estimated. Their experimental results are able to identify thousands of instances of heavy-weight link spam of Yahoo! web graph. Similarly, Becchetti et al. (2008) have suggested an approach for detecting the spam pages which is link-based. They have made use of several automatic web spam classification techniques. A metric suitable for web spam detection has been considered in their work produced by truncated page rank as a part of link-based ranking method. Experimental results show the strength of their approach. Gyöngyi et al. (2004) have developed a semi-automatic algorithm called Trust Rank, which identifies web pages that are possibly legal by making use the link structure of the web with respect to a set known as seed set that identifies by domain experts manually, which is small and consists of authentic pages. The main limitation of this approach is that it requires human assistance for labelling which is a time consuming process. To remove the web spam links from the results of the search engine, a new technique has been developed by Egele et al. (2011) . Their approach first finds out different features of a page to rank the search engine results. Next, a classification technique has been developed by them where J48 decision tree classifier is used and it differentiates spam sites from the authentic sites. Empirical results show that their approach detects one out of every five spam pages. Abernethy et al. (2010) have suggested a novel technique called WITCH that detects spam pages on the web using graph regularisation methods. WEBSPAM-UK 2006 dataset has been used in their work. They have compared their approach with existing approaches and found it to be promising. Goh et al. (2014) have developed a technique by introducing weight properties (which is the influence of one web node towards another one) to enhance the detection of web spam mechanism. WEBSPAM-UK 2007 dataset has been used and the results show that their approach can outperform other established algorithms upto 30.5% and 6.11% important at host and page level respectively. Prieto et al. (2013) have proposed a new technique known as spam analyser and detector (SAAD) for spam page detection. In their approach, many heuristics have been used to analyse the web content and the scripting code to detect the spam pages. Their technique obtained very good results compared to the existing mechanisms.
Language modelling also has been used for spam page detection. Working in the similar line, Mishne et al. (2005) have suggested a new technique where language model is used extensively for spam page detection in blogs. KL-divergence is used to measure the discrepancy of the language model. No training data is required which is the main advantage of their method. The idea of linguistic features for spam page detection has been proposed by Sydow et al. (2007) . They have considered many natural language processing features like emotiveness, lexical validity, syntactical diversity and entropy, lexical and content diversity, usage of passive and active voice etc. in their proposed approach. Urvoy et al. (2006) have developed a feature based on HTML page structure to detect the spam pages. In their approach, the authors have used a non-conventional pre-processing step in which only layout of the page is kept and all the content of the page is removed. Experimental results show the strength of their approach. Many link-based spam detection works also have been done such as by using topological relationship between the web pages and other pages whose labels are known (Gyöngyi et al., 2004; Baeza-Yates et al., 2006; Caverlee and Liu, 2007; Gyöngyi et al., 2006) by extracting link-based features for each page and then applying various machine learning techniques on them for spam detection (Amitay et al., 2003; Drost and Scheffer, 2005) , by labels refinement based on web graph topology Gan and Suel, 2007; Geng et al., 2008 Geng et al., , 2009 Ma et al., 2015) and by using different graph regularisation techniques for detecting spam pages (Cheng et al., 2011; Zhou et al., 2007) . Combining content and link-based approach can give better results for spam page detection. Working in this direction, Roul et al. (2016) have proposed a technique where content and link-based analysis are combined together to detect the spam pages. They have conducted two test (part of speech and term density test) for content analysis of the web pages. Similarly, a personalised page rank algorithm along with an optimisation function have been used for link analysis. WEBSPAM-UK 2006 dataset is used for the experimental work and the empirical results justified the prominence of their approach compared to other established approaches.
Selection of a good classifier also affects the classification technique for spam page detection. Working in this direction, Oliveira et al. (2016) have developed an approach which compared four different artificial neural network techniques including deep learning network for forecasting the traffic. Similarly, Srivastava and Rao (2016) have proposed a technique for text categorisation using Mahalanobis distance for correlated dataset. To test it on a large dataset, they first reduce the dataset using principle component analysis (PCA) and then used k-nearest neighbours (kNN) for classification. Empirical results of their proposed approach show the accuracy and reduction in percentage of errors compared to the other classification techniques using Euclidean distance.
Our approach is one of the few techniques which highlights the efficiency of multilayer ELM and its stability for future usage in the field of spam page detection. The proposed approach uses a well-built feature vector generated from nine best features identified from a document to train the multilayer ELM and other established classifiers for detecting spam pages. The empirical results on two established datasets highlight the significance of our approach having multilayer ELM as the classifier over other traditional classifiers.
Background

Extreme learning machine
Extreme learning machine (ELM) developed by Huang et al. (2006) is a feed forward neural network having single layer and it combined support vector machine with artificial neural network. Simple to implement and extremely quick learning speed, requirement of less human intervention, good generalisation capability, no adjustment of hidden layer biases and input weights, avoids local minimisation, no back propagation etc. are some of the important features which make ELM more popular compared to other traditional classifiers.
Brief on ELM:
and L hidden layer nodes. Given input x, ELM output function can be written as follows:
where j ∈ [1, N], w i and b i are hidden node parameters generated randomly (i lies between 1 to L).
T is the weight vector that joins the 'n' input nodes into the i th hidden node and b i represents the i th hidden node bias. β is the weight vector that connects each hidden node to every output nodes and is represent as β = [β 1 , ...,
is the activation function and is responsible to map the input feature space of n-dimension to L dimensional hidden layer space. The reduced form of equation (1) is represented in equation (2) where Y and H are the matrix of output and hidden layer, respectively.
The architecture of ELM is illustrated in Figure 1 . 
Multilayer ELM
The design and architecture of multilayer ELM (Figure 2 ) relies on the mechanism of deep learning (introduced by Hinton and Salakhutdinov, 2006) and it combines both ELM and ELM-autoencoder (ELM-AE). Hence, it contains all the features of ELM. Some of the important characteristics of ML-ELM are: layer-wise unsupervised learning, no iteration is required during the training phase and thus less training time is required which makes the learning speed faster than any deep networks, stacks on top of ELM-AE generate a multilayer neural network, and parameters are trained using ELM-AE. Brief on ELM autoencoder: The architecture of ELM autoencoder is almost similar to ELM such as both are based on neural network architecture, 'n' input and output nodes are found in both of them and both having single hidden layer of 'L' nodes. But still some differences are there between them which are discussed below:
1 As ELM architecture is based on the supervised nature of the neural network, hence its output is class labels. But in case of ELM-AE, the output and input are same because the architecture of ELM-AE is unsupervised in nature.
2 In ELM autoencoder, hidden layer biases and the input weights are orthogonal but in ELM, they are randomly assigned.
3 Computation of β in ELM-AE can be done using equations (4), (5) or (6) which is different in case of ELM.
4 Few modifications need to be done in ELM-AE to achieve layer-wise unsupervised learning which are discussed below: 1 the input and output layer data should be same for each hidden layer 2 equation (3) should hold in order to enhance the performance of ELM-AE and 1
where I is the identity matrix and w and b have same meaning as in equation (1) 3 the value of β is computed as follows:
• if n > L (compress representation: mapping the features from a high dimension of input signal space to a low dimension of feature signal space) then 
• if n < L (sparse representation: mapping the features from a low dimension of input signal space to a high dimension of feature signal space) then
here, C is used as a parameter for scaling which adjusts the experiential and structural risk.
The below general equation used for multilayer ELM shows how data can be transfer from one layer to another till it reaches the (n-1) th hidden layer.
At the end, the final output matrix is generated by using the regularised least squares technique (Rifkin et al., 2003) in order to calculate the results between the output and (n-1) th hidden layer. We define this feature as the ratio between the number of words which belong to most frequent word list and the total number words in a document. This can be computed as follows and is detailed in Algorithm 4.
Proposed approach
Feature vector preparation
1 maintain a global dictionary for all words in the corpus with corresponding word counts 2 sort the dictionary and extract the top k most frequent words to form a list named most frequent word (MFW) This feature is computed by calculating the density of each distinct term present in a document and it finally returns the sum of all term densities of a document. Algorithm 5 simplifies the steps to compute this feature. 
S[d][t] Sum density
11 end for
Assigning the class label for each document in the corpus
A document containing the link to all other documents and its corresponding label (spam or non-spam) is used as the reference for labelling process. Spam is assigned a class label '1' while non-spam is assigned a class label '0'.
Training and testing the classifiers
Different classifiers are trained with the training feature vector which includes nine important features and the class label. Algorithm 6 discusses the details of training and testing the classifiers for spam page detection.
Algorithm 6
Spam page detection using ML-ELM and other traditional classifiers
Step 1 Identify the feature set (i.e. nine features).
Step 2 Using the feature set from step 1, generate the feature vectors for both training and test data by calculating the values for all nine features.
Step 3 Generate the test label or class label vector as described in section 4.2. Append this class label to the feature vector generated in step 2.
Step 4 Train ML-ELM and other traditional classifiers using the training feature vector having ten features (nine features from step 2 and one feature from step 3).
Step 5 Pass the test feature vector (excluding the class label) to the classifiers to obtain a predicted label vector.
Step 6 Calculate the accuracy and F-measure to quantify the performance of multilayer ELM and other conventional classifiers by comparing the predicted label vector with the known test label vector.
Results and discussions
Experimental setup
For experimental purpose, we have used WEBSPAM-UK2002 (http://chato.cl/webspam/datasets/uk2002/) and WEBSPAM-UK2006 (http://chato.cl/webspam/datasets/ uk2006/). These two benchmark datasets are obtained by a breadth-first visit using UbiCrawler. 
Parameters setting
1 the training feature vector length is ten 2 the number of hidden nodes for ELM and multilayer ELM is set as 250 on both datasets 3 the number of hidden layers for multilayer ELM is set as three in UK-2002 dataset whereas it is set as five in UK-2006 dataset 4 number of classifiers used for extra trees, gradient boosting, and random forest is set as ten.
Parameters for performance evaluation
The following parameters have been used to measure the performance of different classifiers:
1 Accuracy (A) indicates the closeness of the measured value to a known value. It is the ratio between the number of web documents which are predicted correctly as spam or non-spam and the total number web documents present in the corpus.
number of documents which are correctly predicted total number of web documents in the corpus 
Empirical results
The feature wise performance (considering only one feature at a time out of nine important features and testing the performance of a classifier) of ELM, SVM and ML-ELM on both benchmark datasets are shown in Figures 3-8 , respectively, where F 1 to F 9 represent the nine features. Feature wise test is done in order to check the strength of each feature based on the performance of the above three state-of-the-art classifiers. In other words, it checks, how these three classifiers perform with each individual feature.
Comparison of accuracy of different classifiers on both datasets is shown in Figure 9 . Similarly, comparison of precision, recall and F-measure of different classifiers are shown in Figures 10-12 , respectively. By considering the number of nodes in the hidden layer more than the input layer, the training feature vector is mapped from a lower dimension input space to an extended feature space which in turn enhance the performance of multilayer ELM on both datasets compared to other established classifiers (Table 1 , where the italics results are the maximum precision, recall and F-measure achieved by a classifier on each dataset). 
Discussions
It is observed from the empirical results that ML-ELM outperforms other classifiers. Generalisation capability (F-measure) of ELM is comparable with LinearSVC on both datasets. But accuracy wise, LinearSVC performs better than ELM on both datasets. The performance and accuracy of SVM (linear kernel) are not much attractive compared to ELM, ML-ELM and LinearSVC. It is also observed that compared to LinearSVC, the computational speed of ELM is very good and it increases when the size of the dataset increases. The speed of training of a single layer ELM depends on the number of hidden nodes and number of training runs. Another difference what we observed is that the feature vector space is generated explicitly by ELM, whereas in SVM, similarities are used between the feature space vectors. Among all ensemble classifiers, random forest obtained better F-measure and accuracy compared to gradient boosting and extra trees (extremely randomise trees) on both datasets, respectively. The obtained results of our approach on these two benchmark datasets justified that multilayer ELM is well suited for spam page detection in comparison to other established classifiers.
The following points discuss some of the probable reasons for why multilayer ELM outperforming other classifiers?:
1 One best quality in multilayer ELM is that it can easily represent the training feature vector in a high dimensional space just by increasing the number of nodes in the hidden layer more than the input layer nodes. This makes the features much simpler and linear separable in the extended space (Huang et al., 2010) .
Conclusions
In this paper, we concentrate on a content-based spam detection technique and analyse the performance of ML-ELM classifier in order to demonstrate the suitability of deep learning which is evident from the results. Our approach identified nine important features of a document to form a nine-dimensional feature vector which is used to identify a document as spam or not. Each feature has an associated value which is computed by first parsing the documents and then performing the needed operations to get their values. This nine-dimensional feature vector along with the class label is used to train the classifiers for spam page detection. We tested our approach on WEBSPAM-UK2002 and WEBSPAM-UK2006 datasets and the promising F-measure of 0.729 and 0.758 on both standard datasets witnesses the applicability and importance of ML-ELM in the domain of spam page detection. The empirical results also help to understand the relationship and the performance measurement among ELM, SVM, and multilayer ELM.
Future work
By adding different link-based features such as page ranking, anchor text, topological spamming etc. to the proposed nine features can further enhance the performance of the system. Next, we plan to evaluate our detection mechanism using larger dataset such as Twitter and from other online networking sites like Facebook. Further, it is planned to integrate the proposed approach with other existing approaches to build a more powerful spam detection scheme. While multilayer ELM used for spam page detection perform well, but still there are some weaknesses which need more attention in order to improve them and those can be added to the future work such as each hidden layer activation function, the number of nodes in the hidden layer and each layer parameter which are difficult to determine. The feature space of ML-ELM can be combined with other classifiers which will further strengthen the results of spam page detection.
