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INTRODUCTION 72
The progress in development of fluorescence probes for various metabolic 73 parameters of the cell (concentration of ions, pH, cell currents, free radicals, 74 immunostaining etc.) has provided significantly better insight for understanding of 75 processes in cells, but also emphasized the need for proper identification of cells and 76
tissues. 77
In the past two decades, there is a noticeable increase of interest in analysis of 78 spectral data in the emerging new discipline in analytical chemistry -the 79 chemometrics. The main concept is the idea that each composite spectrum of the 80 specimen can be represented as the linear combination of pure components. Challenges 81 are, however, numerous. The first is the fact that in most cases analysis starts as blind 82 source separation problem (BSS). In such scenario spectra and abundances of the 83 components as well as their number are unknown. Separation of pure components 84 becomes even harder if the pure components are not statistically independent , but 85 highly correlated . This is especially notable in fluorescence spectroscopy. The problem 86 becomes even more difficult if spatial distribution of the components is taken into 87 account . Thus the starting point is blind, and proper method should identify the exact 88 number of pure components, taking into account their interdependence and estimate 89 their spatial distribution. 90
Depending on the properties of input spectra various methods can be used for 91 solution of the problem described above. Factor analysis, including related methods, is 92 particularly suitable for fluorescence and FTIR spectra [1, 2] . Its drawback is the fact 93 that if the number of components is n, the number of required spectra for the analysis is 94 at least 2n+1. Blind source separation (BSS) methods such as independent componentanalysis (ICA), sparse component analysis (SCA) and/or nonnegative matrix 96 factorisation (NMF) have found application in analysis of electron paramagnetic 97 resonance (EPR), nuclear magnetic resonance (NMR), electroencephalography (EEG) 98 and spectroscopic modalities [3] [4] [5] . 99
If the desired number of pure components is the same as the number of input 100 component mixtures (experimentally obtained spectra or images), some other 101 algorithms are suitable. Among them, the best known is independent component 102 analysis (ICA). ICA based methods are however incapable to solve underdetermined 103 BSS problems, often present in image analysis. Moreover, ICA algorithms assume 104 statistical independence between the components and that, due to sum-to-one 105 constraints as well as due to overlapping of the abundances, is violated in multispectral 106 and hyperspectral image analysis [6] . Furthermore, ICA does not utilize non-negativity 107 that should be considered in fluorescence spectroscopy because of its physical 108 background. SCA and sparseness constrained NMF algorithms can handle 109 underdetermined BSS problems but exhibit difficulties in discrimination between pure 110 components with similar spectral, concentrations or density profiles. emerges to be difficult for all the algorithms to distinguish whether the structure is 307 qualitatively the same or not. The results are presented in Figure 1 . 308
The first class of algorithms based on factor analysis exhibited very low 309 performances. The obtained results are almost the copies of initial images. Neither 310 gradient nor the fine structure of the simulated tissues were recognized. 311
The ICA provided generally speaking good results, but the closer examination show 312 that some of the structures that are different were recognized as one structure (Figure  313 1A, central region, numbers 14 and 15). The gradient was well recognized on some 314 parts of the image, but emerged in false positive discrimination on the other sectors. 315
According to this, we conclude that ICA algorithm was partially applicable. 316
The method we proposed in the paper provided the best result in this comparison, 317 achieving to observe fine differences on simulated membranes successfully avoiding the 318 gradient trap. Not perfect, with small misinterpretation in of the most similar tissues, but 319 the most reliable. It should be kept in mind that the problem was underdetermined, and 320 that the simulation was more difficult for solving (very strong gradient, very similar 321 simulated spectra and number of tissues higher than expected in real experiments). 322 323 Savić, A. G., Zivković, S., Jovanović, K. K., Duponchel, L., and Kopriva Figure 1 . A -test image with results that are expected. B -4 images that were used as 325 the entry set of images. C -Results obtained using factor analysis, without rotation of 326 factor scores, using orthogonal varimax method and oblique promax method 327 (dimensionality extended by addition). D -results of ICA analysis, 4 components 328 mixed as RGB channels (3 combinations). E -results obtained using the procedure 329 described in our paper. Numbers on image A were used arbitrary to mark the simulated 330 tissues and facilitate the discussion of results. 331
The results could be discussed from the spectroscopic point of view as well. The ICA 333 algorithm performed well if we speak about the images. But, as the number of extracted 334 components is only 4, while 15 tissues exist, the observed components are 335 misinterpreting the real spectra that correspond to specific tissues. Proposed method has 336 the additional advantage from this point of view as it extracts the number of components 337 much closer to the actual number of components. 338
After the methods proved their reliability on test set of images, the analysis was 339 performed on real experimental data. 340
Transparency and fluorescence images (4) of leaf cross-sections and stamens were 341 used as the input set of data for the further analysis are presented in the Figure 2 . 342 Brightness and contrast were set for best appearance in figure, while the raw images 343
were used for further analysis. 344 
