Abstract. In this paper, a new hybrid metaheuristic learning algorithm is introduced to choose the best parameters for the multi-criteria decision making algorithm (MCDA) called PROAFTN. PROAFTN requires values of several parameters to be determined prior to classification. These parameters include boundaries of intervals and relative weights for each attribute. The proposed learning algorithm, identified as PSOPRO-RVNS as it integrates particle swarm optimization (PSO) and Reduced Variable Neighborhood Search (RVNS), is used to automatically determine all PROAFTN parameters. The combination of PSO with RVNS allows to improve the exploration and exploitation capabilities of PSO by setting some search points to be iteratively re-exploited using RVNS. Based on the generated results, experimental evaluations show that PSOPRO-RVNS outperforms six well-known machine learning classifiers in a variety of problems.
Introduction
Data classification in machine learning algorithms is a widely used supervised learning approach. It requires the development of a classification model that identifies behaviors and characteristics of the available objects to recommend the assignment of unknown objects to predefined classes [3] . The goal of the classification is to accurately assign the target class for each instance in the dataset. For instance, in medical diagnosis, patients are assigned to disease classes (positive or negative) according to a set of symptoms. In this context, the classification model is built on historical data and then the generated model is used to classify unseen instances.
Multi-criteria decision analysis (MCDA) [22] is another field that addresses the study of decision making [14] and classification problems. In recent years, the field of MCDA has been attracting researchers and decision-makers from many areas, including health, data mining and business [26] . The classification problem in MCDA consists of the formulation of the decision problem in the form of class prototypes that are used for assigning objects to classes. Each prototype is described by a set of attributes and is considered to be a good representative of its class [17] .
PROAFTN is a relatively new MCDA classification method introduced in [6] and belongs to the class of supervised learning algorithms. PROAFTN has successfully been applied to many real-world practical problems such as medical diagnosis, asthma treatment, and e-Health [7, 9, 10] . However, to apply the PROAFTN classifier, the values of several parameters need to be determined prior to classification. These parameters include the boundaries of intervals and the relative weight for each attribute. This consists of the formulation of the decision problem in the form of prototypes -representing each class -to be used for assigning each object to the target class.
Recently, some related work introduced in [2] was done to improve PROAFTN's performance. There, the unsupervised discretization algorithm k-means and a Genetic Algorithm (GA) were used to obtain the best number of clusters and optimal prototypes obtained after completion of a clustering process. Here, a new method is proposed based on particle swarm optimization (PSO) and Reduced Variable Neighborhood Search (RVNS) to obtain all PROAFTN training parameters. This study proposes a different approach than the one proposed in [2] in that the formulation of the optimization problem is entirely different. The integrating or hybridization of PSO and RVNS significantly improves the exploration and exploitation strategies.
The rest of the paper is organized as follows: in Section 2, the PROAFTN method as well as the PSO and RVNS algorithms are briefly presented. In Section 3, the proposed approach PSOPRO-RVNS to learn PROAFTN is introduced. The description of the datasets, experimental results, and comparative numerical studies are presented in Section 4. Finally, conclusions are summarized in Section 5.
Overview of PROAFTN, PSO and RVNS

PROAFTN Method
PROAFTN belongs to the class of supervised learning algorithms [6] . Its procedure can be described as follows. From a set of n objects known as a training set, consider a is an object which requires classification; assume this object a is described by a set of m attributes {g 1 , g 2 , . . . , g m } and let {C 1 ,C 2 , . . . ,C k } be the set of k classes. The different steps of the classification procedure follow. Figure 1 depicts the representation of PROAFTN's intervals. To apply PROAFTN, the pessimistic interval [S 1 jh , S 2 jh ] and the optimistic interval [q 1 jh , q 2 jh ] for each attribute in each class need to be determined [8] , where:
Initialization For each class
Hence,
The following subsections explain the different stages required to classify object a to class C h using PROAFTN. Computing the fuzzy indifference relation I(a, b h i ) The initial stage of the classification procedure is performed by calculating the fuzzy indifference relation I(a, b h i ). The fuzzy indifference relation is based on the concordance and non-discordance principle which represents the relationship (i.e., the membership degree) between the object to be assigned and the prototype [5, 8] . It is formulated as:
where w jh is a weighting factor that measures the relative importance of a relevant attribute g j of a specific class C h : w jh ∈ [0, 1] and ∑ m j=1 w jh = 1 Also, C j (a, b h i ), j = 1, 2, . . . , m, is the degree that measures the closeness of the object a to the prototype b h i according to the attribute g j . The calculation of C j (a, b h i ) is given by:
where
is the discordance index that measures how far object a is from prototype b h i according to attribute g j . Two veto thresholds ε 1 j (b h i ) and ε 2 j (b h i ) [6] , are used to define this value, where the object a is considered perfectly different from the prototype b h i based on the value of attribute g j . Generally, the determination of veto thresholds through inductive learning is risky. These values need to be obtained by an expert familiar with the problem. However, this study is focused on an automatic approach.
Therefore, the effect of the veto thresholds is eliminated by setting them to infinity. As a result, only the concordance principle is used. Thus, Eq (3) is summarized as:
To sum up, three comparative procedures between object a and prototype b h i according to attribute value g j are performed ( Fig. 1) :
Evaluation of the membership degree δ (a,C h ) The membership degree between object a and class C h is calculated based on the indifference degree between a and its nearest neighbor in B h . The following formula identifies the nearest neighbor:
Assignment of an object to the class The last step is to assign object a to the right class C h . To find the right class the following decision rule is used:
Particle Swarm Optimization Algorithm
Particle Swarm Optimization (PSO) is a population-based and adaptive optimization method introduced by Eberhart and Kennedy in (1995) [13] . The fundamental concepts of PSO are intuitively inspired by social swarming behavior of birds flocking or fish schooling. Thus, compared with Genetic Algorithms (GAs), the evolution strategy in PSO is inspired from social behavior of living organisms, whereas the evolutionary strategy of GAs is inspired from biological mechanisms (i.e., mating and mutation). More specifically, in the PSO evolutionary process, potential solutions, called particles, move about the multi-dimensional search space by following and tracking the current best particles in the population. ¿From an implementation perspective, PSO is easy to implement and computationally efficient compared to other EAs algorithms [18, 20] . The general procedure of PSO is outlined in Algorithm 1. Functionality of PSO Each particle in the swarm has mainly two variables associated with it. These variables are: the position vector x i (t) and the velocity vector v i (t). Thus, each particle x i (t) is represented by a vector [x i1 (t), x i2 (t), . . . , x iD (t)] where i is the index number of each particle in the swarm, D represents the dimension of the search space and t is the iteration number.
Algorithm 1 PSO Evolution Steps
Step 1: Initialization phase, Initialize the swarm Evolution phase repeat
Step 2: Evaluate fitness of each particle
Step 3: Update personal best position for each particle
Step 4: Update global best position for entire population
Step 5: Update each particle's velocity
Step 6: Update each particle's position until (termination criteria are met or stopping condition is satisfied)
During the evolutionary phase, each of the N pop particles in the swarm is drawn toward an optimal solution based on the updated value of v i and the particle's current position x i . Thus, each particle's new position x i (t + 1) is updated using:
The new position of the particle is influenced by its current position and velocity, the best position it has visited (i.e., its own experience), called personal best and denoted here as P Best i (t), and the position of the best particle in its neighborhood, called the global best and represented by G Best (t). At each iteration t, the velocity v i (t) is updated based on the two best values P Best i (t) and G Best (t) using the formula,
personal best velocity components
global best velocity components (9) where ϖ(t) is the inertia weight factor that controls the exploration of the search space. Factors τ 1 and τ 2 are the individual and social components/weights, respectively, also called the acceleration constants, which change the velocity of a particle towards the P Best i (t) and G Best (t), respectively. Finally, ρ 1 and ρ 2 are random numbers between 0 and 1. During the optimization process, particle velocities in each dimension d are evolved to a maximum velocity v d max (where d = 1, 2 . . . , D).
Reduced Variable Neighborhood Search (RVNS)
RVNS is a variation of the metaheuristic Variable Neighborhood Search (VNS) [15, 16] . The basic idea of the VNS algorithm is to find a solution in the search space with a systematic change of neighborhood. In RVNS, two procedures are used: shake and move. Starting from the initial solution (the position of prematurely converged individuals) x, the algorithm selects a random solution x ′ from first neighborhood. If the generated x ′ is better than x, it replaces x and the algorithm starts all over again with the same neighborhood. Otherwise, the algorithm continues with the next neighborhood structure. The pseudo-code of RVNS is presented in Algorithm 2.
Algorithm 2 RVNS Procedure
Require:
Define neighborhood structures N k for k = 1, 2, . . . , k max , that will be used in the search Get the initial solution x and choose stopping condition repeat k ← 1 while k < k kmax do Shaking: Generate a point x ′ at random from the kth neighborhood of
Problem Formulation
In most cases, and depending on the population size, PSO may not be able to explore and exploit the entire search space thoroughly. To improve the exploitation process, RVNS forces individuals to 'jump' to another location in the solution space while PSO allows these points to continue the search using past experience. As discussed earlier, to apply PROAFTN, the intervals [S 1 jh , S 2 jh ] and [q 1 jh , q 2 jh ] that satisfy the constraints in Eq. (2) and the weights w jh in Eq. (5) are to be obtained for each attribute g j belonging to each class C h . In this study, the induction of weights is based on the calculation of entropy and information gain [25] . An entropy measure of a set of objects is calculated
, where p i is the proportion of instances in the dataset that take the i th value of the target attribute and C represents the number of classes.
To simplify the constraints in Eq. (2), a variable substitution based on Eq. (1) is used. As a result, parameters d 1 jh and d 2 jh are used instead of q 1 jh and q 2 jh , respectively. Therefore, the optimization problem, which is based on maximizing classification accuracy to provide the optimal parameters, is defined here as
Subject to:
where the objective or fitness function f depends on the classification accuracy and n represents the set of training objects/samples to be assigned to different classes. The procedure for calculating the fitness function f is described in Algorithm 3. In this study, PSO and RVNS are utilized to solve the optimization problem described in Eq. (10) . The problem dimension D (i.e., the number of search parameters in the optimization problem) is proportional to the number of classes k, prototypes L h and attributes m in the problem. Because of this hierarchal structure, the elements for each Algorithm 3 Procedure to calculate objective function f
Step 1: for all a ∈ n do Compute the fuzzy indifference relation I(a, b h i ) (Eq. (5)) Evaluate the membership degree δ (a,C h ) (Eq. (6)) Assign the object to the class (Eq. (7)) end for
Step 2: Compare the value of the new class with the true class C h for all a ∈ n Calculate the classification accuracy (i.e. the fitness value): f = number of correctly classified objects n particle position x i are updated using:
where the velocity update v i for each element based on P Best i (t) and G Best (t) is formulated as:
Using RVNS as a local search algorithm, the following equations are considered to update the boundary for the previous solution
where l λ jbh and u λ jbh are the lower and upped bounds for each element λ ∈ [1, . . . , D]. Factor k/k max is used to define the boundary for each element and x λ jbh is the previous solution for each element λ ∈ [1, . . . , D] provided by PSO.
The shaking phase to randomly generate the elements of x ′ is given by:
Accordingly, the moving is applied as:
The complete classification procedure of the proposed PSOPRO-RVNS is presented in Algorithm 4. After the initialization of all particles x, the optimization is then implemented iteratively. At each iteration, a new fitness value (i.e., classification accuracy) for each particle according to Eq. (10) is calculated. The best global particle G Best (t) is replaced by its corresponding particle if the latter has better fitness. Furthermore, to enhance the search strategy and to get a better solution, the best solution found so far
Algorithm 4 PSOPRO-RVNS procedure
Require:
NT : training data, NS: testing data, m: number of attributes, k: number of classes D: problem dimension, assign initial values to parameters set (S 1
end if end for Choose the particle with the best fitness among particles as the G Best (t) Apply local search (RVNS) to get a better solution:
x ′ = LocalSearch(G Best (t)) (Algorithm 2 and Eqs. (13 and 14) )
end while until (termination criteria are met) Apply the classification: Submit the best solution G Best * along with testing data (NS) for evaluation in each iteration by PSO (G Best (t)) is submitted to RVNS for further exploitation. The search procedure used by RVNs is based on the concept of Algorithm 2 and by applying Eqs. (13 and 14) . After completing the optimization phase, the best set of parameters G Best * is sent, together with the testing data, to PROAFTN to perform classification. The classification procedure based on testing data is carried out using equations (5) to (7).
Application and Analysis of PSOPRO-RVNS
The proposed PSOPRO-RVNS algorithm (i.e., Algorithm 4) is implemented in Java and applied to 12 popular datasets: Breast Cancer Wisconsin Original (Bcancer), Transfusion Service Center (Blood), Heart Disease (Heart), Hepatitis, Haberman's Survival [4] . The details of the dataset description and dimensionality are presented in Table 1 
Parameters Settings
To apply PSOPRO-RVNS, the following factors are considered:
- -The control parameters are set as follows: τ 1 = 2, τ 2 = 2 and ϖ = 1.
-The size of population is fixed at 80; and the maximum iteration number (gen max ) is fixed at 500.
Results and Analysis
The experimentation work is performed in two stages. First, PSOPRO-RVNS is applied to each dataset, where 10 independent runs are executed over each dataset. In each run, a stratified 10-fold cross-validation [25] is applied, where the percentage of correct classification for each fold is obtained, and then the average of classification accuracy is computed on all 10 folds. Second, to compare the performance of PSOPRO-RVNS against other well-known machine learning classifiers, similar experimental work is performed on the same dataset using Weka (the open source platform described in [25] ). A stratified 10-fold cross-validation is also used to evaluate the performance of all classifiers. The second stage of the experimental study includes the evaluation of PSOPRO-RVNS performance against other six machine learning techniques. These algorithms are chosen from different machine learning theories; they are: 1) Tree induction C4.5 (J48) [21] , 2) statistical modelling, Naive Bayes (NB) [11] , 3) Support Vector machines (SVM), SMO [19] , 4) Neural Network (NN), multilayer perceptron (MLP) [23] , 5) instance-based learning, IBk with k=3 [1] , and 6) rule learning, PART [24] . The default settings in the Weka platform are used to run these tests. Table 2 documents the results of the classification accuracy obtained by PSOPRO-RVNS and the other algorithms based on testing dataset. The best results achieved on each application are marked in bold. PSOPRO-RVNS gives better results on 9 out of 12 datasets. Based on Demšar's recommendation [12] , the Friedman test is used in this work to recognize the rank of PSOPRO-RVNS among other classifiers. Based on the classification accuracy in Table 2 , the algorithms' ranking results using Friedman test are shown on the last couple of rows in Table 2 .
Conclusions
In this paper, a new methodology based on the metaheuristic algorithms PSO and RVNS is proposed for training the MCDA classification method PROAFTN. The proposed technique for solving classification problems is named PSOPRO-RVNS. During the learning stage, PSO and RVNS are utilized to induce the classification model for PROAFTN by inferring the best parameters from data with high classification accuracy.
The performance of PSOPRO-RVNS applied to 12 classification dataset demonstrates that PSOPRO-RVNS outperforms the well-known classification methods PART, 3-nn, C4.5, NB, SVM, and NN. PROAFTN requires some parameters and uses fuzzy approach to assign objects to classes. As a result there is richer information, more flexibility, and therefore an improved chance of assigning objects to the preferred classes. In this study, using the metaheuristics PSO and RVNS to obtain these parameters proved to be a successful approach for training PROAFTN.
Regarding the execution time of PSOPRO-RVNS, it was noticed that, as expected, the execution time is dependent mainly on the problem size as this affects the number of PROAFTN parameters (D) involved in the training process. Even though the number of PSO iterations was set to 500, PSOPRO-RVNS was able to generate the presented results in significantly fewer iterations number (e.g., 100 iterations) with a very good speed. It is noticed that the execution time of PSOPRO-RVNS compares favorably with the execution time of NN in most cases. The remaining algorithms 3-NN, C4.5, NB, PART and SVM in declining order of speed were relatively faster than PSOPRO-RVNS. Nonetheless, the small penalty in computational time is only incurred off-line for PSOPRO-RVNS is less relevant when considering the time taken by PROAFTN to classify a new instance is virtually insignificant once it has been trained.
