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1. Introduction
Consider an ensemble of electrons in a bounded spatial domain Ω in RN under the inﬂuence of an electric ﬁeld [7].
To obtain equations that describe the evolution of the number NΩ(t) of electrons and the electric ﬁeld, we introduce the
electron density n(x, t) by NΩ(t) =
∫
Ω
n(x, t)dx. The electron current density J (x, t) is assumed to be the sum of the drift
current, qμnnE , and the diffusion current, qDn∇n, i.e., J = qDn∇n+qμnnE, where q is the elementary charge, E the electric
ﬁeld, μn the mobility and Dn the diffusivity of the electrons. There holds
dNω(t)
dt = 1q
∫
∂ω J · ν ds for each domain ω ⊂ Ω ,
where ∂ω is the boundary of ω and ν is the unit outward normal to ∂ω. The equation asserts that the temporal change of
the electron number in a domain is equal to the current ﬂow through its boundary. That is, we have the conservation of
charge. An application of the Divergence Theorem yields
∂n
∂t
− 1
q
div J = 0 in Ω.
To ﬁnd an equation for the electrostatic potential, we recall the Maxwell equations
curl E = 0, div D = ρ.
Here D is the displacement vector and ρ the total space charge. The ﬁrst equation implies the existence of a potential V
such that E = −∇V . The function V is called the electrostatic potential. We assume D = s E, where s is the semiconductor
permittivity. In an isotropic homogeneous semiconductor, it can be taken as a scalar constant. The total charge ρ is given
by ρ = −qn+ qC(x), where C(x) is the concentration of the ﬁxed charged background ions in the semiconductor. Taking all
the above into consideration, we arrive at the equation
sV = div(s∇V ) = −div D = q
(
n − C(x)).
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∂n
∂t
− div(Dn∇n − μnn∇V ) = 0 in ΩT ≡ Ω × (0, T ), (1.1)
−V = −n + C(x) in ΩT , (1.2)
where we have set s/q = 1 for convenience and T > 0. This system is often called the drift-diffusion model. One set of
physically meaningful boundary conditions is
V = V0 on ΣD ≡ ΓD × (0, T ), (1.3)
n = n0 on ΣD ∪ Ω × {0}, (1.4)
∂V
∂ν
= 0 on ΣN ≡ ΓN × (0, T ), (1.5)
∂n
∂ν
= 0 on ΣN , (1.6)
where ΓD is a non-empty open subset of ∂Ω and ΓN = ∂Ω \ ΓD .
We are concerned with the question of existence and regularity of solutions to the initial-value problem. There have
been many research papers and monographes dedicated to the study of semiconductor models of various types and their
mathematical analysis (see, e.g., [1,4,9,7,11,12,14–16]). In problems related to ours, it is often assumed that μn is a positive
constant. If this is the case, then the maximum principle still holds for n (see, e.g., [16]). This opens the door for further
mathematical investigations. In this paper we will consider the case where μn is merely a non-negative function in a
suitable Sobolev space. The boundedness of n becomes a more delicate issue. The new diﬃculty is due to the fact that there
is no obvious way to control the term∫
Ω
∇μn∇Vn2 dx. (1.7)
To see the issue clearer, we combine (1.1) and (1.2) to obtain
∂n
∂t
− div(Dn∇n) + μn∇n∇V + ∇μn∇Vn − μnn
(−n + C(x))= 0.
In the classical study of equations of this type with V a given function, we must assume that |∇μn∇V | ∈ L N+22 +ε(ΩT ) to
ensure the boundedness of n. In view of (1.2), we see that the non-linearity in (1.1) is rather peculiar, thus posting a special
diﬃculty. By employing an interpolation inequality, we are able to show that for each p > N2 there is a positive number c
depending only on p and the given data such that
‖n‖∞,ΩT  c
(
sup
0tT
‖n‖p,Ω
)s
, (1.8)
where
s =
{
N + 2 if N > 2,
any number< 4 if N = 2.
Here and in what follows we denote ‖ f ‖p,Ω = (
∫
Ω
| f |p dx) 1p and sup ≡ ess sup. Unfortunately, the structure of the system
prevents us from obtaining high integrability of n. In fact, we can only establish
sup
0tT
‖n‖1,Ω  c. (1.9)
If we further assume that μn is bounded away from 0 below then a better integrability result for n seems to be possible. We
will investigate this possibility in a future study. In a sense our assumption that μn is merely non-negative introduces some
type of degeneracy. Nonetheless, (1.9) is enough for us to show that n is bounded in the case when the space dimension
N = 2.
We comment that in most of the existing semiconductor models the permittivity s is assumed to be a positive constant.
See, e.g., [11, p. 8], where the values of s are listed for various semiconductor materials. The modeling of the other two
physical parameters Dn,μn is much more complicated [11]. We only point out that in some cases it does occur that μn is
not bounded away from 0 below [11, p. 19], while ignoring the possible relation between Dn and μn . Also, we only deal
with the electron ﬂow in the semiconductor.
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−φ = g in Ω, (1.10)
∂φ
∂ν
= 0 on ΓN , (1.11)
φ = φ0 on ΓD . (1.12)
In Section 2 we will show that for each p > N2 there exists a positive number c depending only on p,Ω, such that∫
Ω
|∇φ|ψ2 dx ε
∫
Ω
|∇ψ |2 dx+ c
ε
(‖φ0‖∞ + ‖g‖p)2
∫
Ω
ψ2 dx (1.13)
for each ε > 0 and each ψ ∈ W 1,2ΓD (Ω), where W 1,2ΓD (Ω) = {u ∈ W 1,2(Ω): u = 0 on ΓD }. If φ is Hölder continuous on Ω ,
then this result can be derived from the proof of Lemma 1.2 in [15]. This would require some additional assumptions on φ0
and the boundary. Here we offer a more direct proof. We also show that the inequality still holds for p = N2 if N > 2 and
certain additional conditions on ∂Ω and ΓD are assumed.
Based upon an inequality in [3], Donig [2] proved that∫
BR
|v|u2 dx c(N, R)η(v; r; BR)
(∫
BR
|∇u|2 dx+ 1
r2
∫
BR
|u|2 dx
)
for 0< r < R,
where BR Ω is a ball with radius R , and
η(v; r; BR) = sup
x∈RN
∫
|x−y|r
|v|χBR
|x− y|N−2 dy.
Thus if v ∈ K locN (Ω), the local Kato class of functions [3,8], then η(v; r; BR ) → 0 as r → 0. It gives rise to a local version
of the interpolation inequality. It is shown in [8] that if g ∈ Lp(Ω), p > N2 then |∇φ|2 ∈ K locN (Ω). In the context of our
applications, local versions of the interpolation inequality do not seem to be very suitable and it is much easier for us to
deal with Lp functions than KN functions.
Finally, Section 3 is devoted to the proof of the main existence result. That is, there is a bounded solution to (1.1)–
(1.6) in the case where N = 2 and μn is merely non-negative. Note that the assumption that N = 2 is needed only in the
boundedness result.
2. Proof of the interpolation inequality
In this section we ﬁrst prove the interpolation inequality. Two more preparatory lemmas are also collected near the end.
In this section since there is no time variable involved, we shall write ‖g‖s for ‖g‖s,Ω for convenience.
Lemma 2.1. Let φ be the solution of (1.10)–(1.12). If φ0 ∈ W 1,2(Ω) ∩ L∞(Ω), N  2 then for each p > N2 there exists a positive
number c depending on p,Ω, such that∫
Ω
|∇φ|ψ2 dx ε
∫
Ω
|∇ψ |2 dx+ c
ε
(‖φ0‖∞ + ‖g‖p)2
∫
Ω
ψ2 dx (2.1)
for each ε > 0 and each ψ ∈ W 1,2ΓD (Ω).
Proof. We ﬁrst take ψ ∈ W 1,2ΓD (Ω) ∩ L∞(Ω). Then the function φψ2 is a legitimate test function for (1.10), and upon using
it, we obtain∫
Ω
|∇φ|2ψ2 dx = −
∫
Ω
∇φφ2ψ∇ψ dx+
∫
Ω
gφψ2 dx
 1/2
∫
Ω
|∇φ|2ψ2 dx+ 2
∫
Ω
φ2|∇ψ |2 dx+
∫
Ω
gφψ2 dx (2.2)
from whence follows∫
|∇φ|2ψ2 dx 4‖φ‖2∞
∫
|∇ψ |2 dx+ 2‖φ‖∞
∫
gψ2 dx. (2.3)Ω Ω Ω
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Ω
|g|ψ2 dx
(∫
Ω
|g| N2 dx
) 2
N
(∫
Ω
|ψ | 2NN−2 dx
) N−2
N
 c‖g‖ N
2
∫
Ω
|∇ψ |2 dx. (2.4)
If N = 2, then for any p > 1 there is a positive number c = c(p,Ω) with
‖ψ‖p  c‖∇ψ‖2 (2.5)
from which we deduce∫
Ω
|g|ψ2 dx
(∫
Ω
|g|p dx
) 1
p
(∫
Ω
|ψ | 2pp−1 dx
) p−1
p
 c‖g‖p
∫
Ω
|∇ψ |2 dx. (2.6)
Combining (2.3), (2.4) and (2.6) gives∫
Ω
|∇φ|2ψ2 dx cB
∫
Ω
|∇ψ |2 dx, (2.7)
where
B = (‖φ‖∞)2 + ‖φ‖∞‖g‖p . (2.8)
We have∫
Ω
|∇φ|ψ2 dx
(∫
Ω
|∇φ|2ψ2 dx
) 1
2
(∫
Ω
|ψ |2 dx
) 1
2
 cB 12
(∫
Ω
|∇ψ |2 dx
) 1
2
(∫
Ω
|ψ |2 dx
) 1
2
 ε
∫
Ω
|∇ψ |2 dx+ c
ε
B
∫
Ω
|ψ |2 dx. (2.9)
Recall from [10, p. 64] that
‖φ‖∞  ‖φ0‖∞ + c‖g‖p . (2.10)
Thus we always have
B  c
(‖φ0‖∞ + ‖g‖p)2 (2.11)
for p > N2 . Using this in (2.9) yields the desired result. 
Next we investigate the possible generalization of this lemma. For this purpose we decompose φ into φ1 + φ2, where
φ1, φ2 solve the following two problems, respectively;
−φ1 = g in Ω, (2.12)
∂φ1
∂ν
= 0 on ΓN , (2.13)
φ1 = 0 on ΓD , (2.14)
and
−φ2 = 0 in Ω, (2.15)
∂φ2
∂ν
= 0 on ΓN , (2.16)
φ2 = φ0 on ΓD . (2.17)
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c = c(p,Ω) such that
‖φ1‖W 2,p(Ω)  c‖g‖p . (2.18)
Then the inequality (2.1) holds for p = N2 provided N > 2.
Remark. We stress that (2.18) does not always hold true: its validity depends on ∂Ω and the interface between ΓD and ΓN .
We shall reﬁne this lemma in a future study. This result is not used in the proofs of any other results in the paper.
Proof of Lemma 2.2. Let ψ ∈ W 1,2ΓD (Ω),φ1, φ2 be given as before. We derive from Sobolev’s imbedding theorem that∫
Ω
|∇φ1|2ψ2 dx
(∫
Ω
|∇φ1|N dx
) 2
N
(∫
Ω
|ψ | 2NN−2 dx
) N−2
N
 c
(‖φ1‖
W 2,
N
2 (Ω)
)2 ∫
Ω
|∇ψ |2 dx
 c
(‖g‖ N
2
)2 ∫
Ω
|∇ψ |2 dx. (2.19)
Obviously, we have∫
Ω
|∇φ2|2ψ2 dx c
(‖φ0‖∞)2
∫
Ω
|∇ψ |2 dx. (2.20)
The rest follow from (2.9). The proof is complete. 
Lemma 2.3. Consider the problem (1.10)–(1.12) where Ω is a bounded domain in RN with Lipshitz boundary ∂Ω and ΓD ,ΓN are
given as before. Assume that g ∈ L1(Ω), φ0 ∈ W 1,2(Ω), N  2. Then for each 1 s < NN−1 there exists a positive number c = c(s,Ω)
such that
‖∇φ‖s  c
(‖g‖1 + ‖∇φ0‖2). (2.21)
This result is well known. In fact, it can be inferred from (1.6) in [6].
Lemma 2.4. Assume that β + 1> 0, β = 0, k > 0. Then we have
[
(s + k) β+12 − k β+12 ]2  (1+ β)2
β
[
1
β + 1 (s + k)
β+1 − kβ s − k
β+1
β + 1
]
on [0,∞), (2.22)
(s + k)β+1 − kβ+1  2[(s + k) β+12 − k β+12 ]2 + kβ+1 on [0,∞). (2.23)
Proof. To see (2.22), we set
f (s) = 1+ β
β
(s + k)β+1 − (1+ β)
2
β
kβ s − (1+ β)k
β+1
β
− (s + k)β+1 − kβ+1 + 2k β+12 (s + k) β+12 .
Then the inequality (2.22) is equivalent to f (s) 0 on [0,∞). We compute
f ′(s) = (1+ β)
2
β
(s + k)β − (1+ β)
2
β
kβ − (β + 1)(s + k)β + (β + 1)k β+12 (s + k) β−12 .
Note that f ′(0) = 0 and
f ′′(s) = (1+ β)2(s + k)β−1 − β(β + 1)(s + k)β−1 + (β
2 − 1)
2
k
β+1
2 (s + k) β−32
= (s + k) β−32
[
(β + 1)(s + k) β+12 + β
2 − 1
2
k
β+1
2
]
 (s + k) β−32 k β+12 1
2
(β + 1)2 > 0 on [0,∞).
Thus f ′(s) 0 on [0,∞) and the inequality follows.
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(s + k)β+1 − kβ+1 = [(s + k) β+12 − k β+12 + k β+12 ]2 − kβ+1
 2
[
(s + k) β+12 − k β+12 ]2 + kβ+1.
The proof is complete. 
3. Existence of a bounded solution
In this section we ﬁrst construct a sequence of approximate solutions. Then we proceed to derive a prior estimates for
the sequence.
We make the following assumptions on the data:
(H1) C(x) ∈ L∞(Ω), Dn ∈ L∞(ΩT ) with
0 <m Dn  M in ΩT , (3.1)
μn ∈ L∞(0, T ;W 1,∞(Ω)) with
μn  0 in ΩT . (3.2)
(H2) 0 n0  M in ΩT , ∂n0∂t ∈ L2(0, T ; L2(Ω)), ∇n0 ∈ L2(ΩT ) and V0 ∈ L∞(0, T ;W 1,2(Ω)) ∩ L∞(ΩT ).
(H3) Ω is a bounded domain in RN with Lipshitz boundary ∂Ω and ΓD is a non-empty open subset of ∂Ω .
Note that our method allows a little bit weaker regularity assumptions on μn,C(x) than those listed here.
Our notion of a solution is the standard notion of a weak solution. In particular, for such a solution the chain rule still
holds. That is, whenever η(s) is a Lipschitz function with η(0) = 0 we have
d
dt
∫
Ω
u∫
0
η(s)dsdx =
(
∂u
∂t
, η(u)
)
(3.3)
for each u in
W (0, T ) ≡ {v: v ∈ L2(0, T ;W 1,2ΓD (Ω)), vt ∈ L2(0, T ; (W 1,2ΓD (Ω))∗)},
where (W 1,2ΓD (Ω))
∗ is the dual space of W 1,2ΓD (Ω) and (·,·) denotes the duality pairing between W 1,2ΓD (Ω) and (W 1,2ΓD (Ω))∗ .
We will use this formula repeatedly without mention.
To construct a sequence of approximate problems, deﬁne
P j(s) =
{
j if s j,
s if s < j
(3.4)
for each positive integer j. Let Φ be the solution of the problem
−Φ = C(x) in Ω, (3.5)
∂Φ
∂ν
= 0 on ΓN , (3.6)
Φ = V0 on ΓD . (3.7)
Set ϕ = V − Φ. Then (n,ϕ) satisﬁes the problem
∂n
∂t
− div(Dn∇n − μnn∇ϕ) = −div(μnn∇Φ) in ΩT , (3.8)
−ϕ = −P j(n) in ΩT , (3.9)
ϕ = 0 on ΣD , (3.10)
n = n0 on ΣD ∪ Ω × {0}, (3.11)
∂ϕ
∂ν
= 0 on ΣN , (3.12)
∂n
∂ν
= 0 on ΣN . (3.13)
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Proof. We deﬁne
F : L2(0, T ; L2(Ω))→ L2(0, T ; L2(Ω))
by F(n) = u if u is the unique weak solution of the linear problem
∂u
∂t
− div(Dn∇u − μnu∇ϕ) = −div(μnu∇Φ) in ΩT , (3.14)
u = n0 on ΣD ∪ Ω × {0}, (3.15)
∂u
∂ν
= 0 on ΣN , (3.16)
where ϕ solves the linear problem
−ϕ = −P j(n) in ΩT , (3.17)
ϕ = 0 on ΣD , (3.18)
∂ϕ
∂ν
= 0 on ΣN . (3.19)
The proof of (1.8) will clearly indicate that the solution u to (3.14)–(3.16) is bounded. Thus F is well deﬁned, and a ﬁxed
point of F is a solution of (3.8)–(3.13). The fact that both (3.14)–(3.16) and (3.17)–(3.19) are linear and have a unique
solution implies that F is continuous. A standard argument shows that the range of F is contained in the space W (0, T ).
This space is compactly embedded in L2(0, T ; L2(Ω)) by the Lions–Aubin theorem. This puts us in a position to conclude
from the Schauder ﬁxed point theorem [5, p. 280] that (3.8)–(3.13) has a weak solution.
We proceed to derive a priori estimates for the sequence of solutions (ϕ j,n j).
Lemma 3.2. n j  0 a.e. on ΩT .
Proof. For ε > 0 set
θε(s) =
⎧⎨
⎩
1 if s > ε,
1
ε s if |s| ε,
−1 if s < −ε.
Recall (H2), and thus θ−ε (n j) is a legitimate test function for (3.8). Use it to obtain
d
dt
∫
Ω
n j∫
0
θ−ε (s)dsdx+
∫
Ω
Dn
(
θ−ε
)′
(n j)|∇n j |2 dx
=
∫
Ω
μnn j∇ϕ j
(
θ−ε
)′
(n j)∇n j dx+
∫
Ω
μnn j∇Φ
(
θ−ε
)′
(n j)∇n j dx. (3.20)
Note
−1
ε

(
θ−ε
)′
(s) 0 and
(
θ−ε
)′
(s) = 0 if s /∈ (−ε,0).
This implies∣∣n j(θ−ε )′(n j)∣∣ 1 on ΩT .
Multiply through (3.20) by −1, drop the second integral in the resulting equation, and then integrate it over (0, t) to obtain
−
∫
Ω
n j∫
0
θ−ε (s)dsdx−
∫
Ωt
μnn j∇ϕ j
(
θ−ε
)′
(n j)∇n j dx+
∫
Ωt
μnn j∇Φ
(
θ−ε
)′
(n j)∇n j dx

∫
{−εn j0}
μn|∇ϕ j∇n j |dx+
∫
{−εn j0}
μn|∇Φ∇n j |dx, (3.21)
where Ωt = Ω × (0, t). Taking ε → 0 yields
∫
Ω
n−j dx 0. The lemma follows. 
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sup
0tT
‖n j‖1,Ω  c. (3.22)
Proof. Let
k0 = sup
ΣD∪Ω×{0}
n0.
Use (θε)+(n j − k0) as a test function in (3.8) to obtain
∫
Ω
n j∫
0
θ+ε (s − k0)dsdx+
∫
Ωt
Dn
(
θ+ε
)′
(n j − k0)|∇n j |2 dx
=
∫
Ωt
μnn j∇ϕ j
(
θ−ε
)′
(n j − k0)∇n j dx+
∫
Ωt
μnn j∇Φ
(
θ−ε
)′
(n j − k0)∇n j dx. (3.23)
To estimate the ﬁrst integral on the right-hand side, we write∫
Ωt
μnn j∇ϕ j
(
θ−ε
)′
(n j − k0)∇n j dx
=
∫
Ωt
μn(n j − k0)∇ϕ j
(
θ−ε
)′
(n j − k0)∇n j dx+ k0
∫
Ωt
μn∇ϕ j
(
θ−ε
)′
(n j − k0)∇n j dx
≡ I1 + I2. (3.24)
As in the proof of the previous lemma, we have
I1 → 0 as ε → 0.
Using μnθ+ε (n j − k0) as a test function in (3.9) yields∫
Ωt
∇ϕ j∇
(
μn
(
θ+ε
)
(n j − k0)
)
dx =
∫
Ωt
μn
(
θ+ε
)
(n j − k0)
(−P j(n j))dx 0.
The last step here is due to Lemma 3.2 and (3.2). Keeping this in mind, we obtain
I2 = −k0
∫
Ωt
∇μn∇ϕ j
(
θ+ε
)
(n j − k0)dx+ k0
∫
Ωt
μn
(
θ+ε
)
(n j − k0)
(−P j(n j))dx
 −k0
∫
Ωt
∇μn
(
θ+ε
)
(n j − k0)∇ϕ j dx
→ −k0
∫
{n jk0}
∇μn∇ϕ j dxdτ as ε → 0. (3.25)
The second integral on the right-hand side of (3.23) can be dealt with in an entirely similar manner. Drop the second
integral on the left-hand side of (3.23), take ε → 0 in the resulting inequality to obtain∫
Ω
(n j − k0)+ dx−k0
∫
{n jk0}
∇μn∇ϕ j dxdτ − k0
∫
{n jk0}
∇μn∇Φ dxdτ + k0
∫
{n jk0}
μnC(x)dxdτ . (3.26)
On account of Lemma 2.3 and (H1), the right-hand side is bounded by the term
c
t∫ ∫
n j(x, τ )dxdτ + c.0 Ω
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Ω
n j(x, t)dx
∫
{n jk0}
n j dx+
∫
{n j<k0}
n j dx

∫
Ω
(n j − k0)+ dx+ c
 c
t∫
0
∫
Ω
n j(x, τ )dxdτ + c.
The lemma follows from Gronwall’s inequality. 
Lemma 3.4. Let P be deﬁned as (3.4) for each  > 1. If, in addition, ∇n0 ∈ L∞(ΩT ), then we have
sup
0tT
∫
Ω
∣∣P(n j − n0)∣∣2 dx+
∫
ΩT
∣∣∇ P(n j − n0)∣∣2 dxdt  c2. (3.27)
This lemma is not used in the proof of (1.8).
Proof of Lemma 3.4. We use P(n j − n0) as a test function in (3.8) to obtain
d
dt
∫
Ω
n j−n0∫
0
P(s)dsdx+
∫
Ω
Dn
∣∣∇ P(n j − n0)∣∣2 dx
= −
∫
Ω
∂n0
∂t
P(n j − n0)dx−
∫
Ω
Dn∇n0∇ P(n j − n0)dx
+
∫
Ω
μnn j∇ϕ j∇ P(n j − n0)dx+
∫
Ω
μnn j∇Φ∇ P(n j − n0)dx. (3.28)
To estimate the third integral on the right-hand side, we write it as∫
Ω
μnn j∇ϕ j∇ P(n j − n0)dx =
∫
Ω
μn(n j − n0)∇ϕ j∇ P(n j − n0)dx+
∫
Ω
μnn0∇ϕ j∇ P(n j − n0)dx
≡ I3 + I4. (3.29)
Set
A(s) =
{
1
2 s
2 if s ,
1
2
2 if s > .
Then it is easy to see that
(A)
′(s) = s(P)′(s).
Thus we have
I3 =
∫
Ω
μn∇ϕ j∇A(n j − n0)dx
=
∫
Ω
∇ϕ j∇
(
μn A(n j − n0)
)
dx−
∫
Ω
∇ϕ j∇μn A(n j − n0)dx

∫
Ω
(−P j(n j))μn A(n j − n0)dx+ c2
 c2. (3.30)
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Similarly, we write
I4 =
∫
Ω
∇ϕ j∇
(
μnn0P(n j − n0)
)
dx−
∫
Ω
∇ϕ j∇μnn0P(n j − n0)dx−
∫
Ω
∇ϕ jμn∇n0P(n j − n0)dx
 c. (3.31)
The estimate for the fourth integral on the right-hand side of (3.28) can be carried out with less diﬃculty because Φ satisﬁes
(3.5)–(3.7). Integrating (3.28) over (0, t) and taking into account all the above calculations and assumptions on Dn yields
the lemma. 
We are ready to prove (1.8). For each k k0, β ∈ (−1,0) ∪ (0,∞) we set
v j = n j − k,
w j =
(
v+j + k
) β+1
2 − k β+12 .
Eq. (3.8) now becomes
∂v j
∂t
− div(Dn∇v j − μn(v j + k)∇ϕ j)= −div(μn(v j + k)∇Φ) in ΩT . (3.32)
Use (v+j + k)β − kβ as a test function in this equation to obtain
d
dt
∫
Ω
(
1
β + 1
(
v+j + k
)β+1 − kβ v+j − 1β + 1kβ+1
)
dx+
∫
Ω
Dnβ
(
v+j + k
)β−1∣∣∇v+j ∣∣2 dx
= β
∫
Ω
μn∇ϕ j
(
v+j + k
)β∇v+j dx+ β
∫
Ω
μn∇Φ
(
v+j + k
)β∇v+j dx. (3.33)
Multiply through the equation by (1+β)
2
β
, integrate the resulting equation over (0, t), and keep in mind Lemma 2.4 and (H1)
to obtain∫
Ω
|w j|2 dx+ 4m
∫
Ωt
|∇w j|2 dxdτ
 (1+ β)2
∫
Ωt
μn∇ϕ j
(
v+j + k
)β∇v+j dxdτ + (1+ β)2
∫
Ωt
μn∇Φ
(
v+j + k
)β∇v+j dxdτ
≡ I5 + I6, (3.34)
where m is given as in (H1). We estimate
I5 = (1+ β)
∫
Ωt
∇ϕ j∇
[
μn
((
v+j + k
)β+1 − kβ+1)]dxdτ − (1+ β)∫
Ωt
∇ϕ j∇μn
((
v+j + k
)β+1 − kβ+1)dxdτ
−(1+ β)
∫
Ωt
P j(n j)μn
((
v+j + k
)β+1 − kβ+1)dxdτ + (1+ β)‖∇μn‖∞,Ωt
∫
Ωt
|∇ϕ j|
((
v+j + k
)β+1 − kβ+1)dxdτ
 c(1+ β)
∫
Ωt
|∇ϕ j|
(
2w2j + kβ+1
)
dxdτ
 c(1+ β)
∫
Ωt
|∇ϕ j|w2j dxdτ + c(1+ β)kβ+1
∫
Ωt
|∇ϕ j|dxdτ . (3.35)
By the interpolation lemma, for each p > N/2 we have
c(1+ β)
∫
|∇ϕ j|w2j dxdτ  c(1+ β)
(
ε
∫
|∇w j|2 dxdτ + c
ε
B j
∫
|w j|2 dxdτ
)
, (3.36)Ωt Ωt Ωt
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B j =
(
sup
0tT
‖n j‖p,Ω
)2
. (3.37)
We will choose ε in (3.36) so that c(β + 1)ε = m. As for the second term on the right-hand side of (3.35), we have from
Lemma 2.3 and (3.22) that
c(1+ β)kβ+1
∫
Ωt
|∇ϕ j|dxdτ  c(1+ β)kβ+1t
 c(1+ β)
∫
Ωt
(
v+j + k
)β+1
dxdτ . (3.38)
The estimate for I6 can be carried out in an identical manner. The only difference is that since Φ satisﬁes (3.5)–(3.7) the
B j in the application of the interpolation lemma in this case is bounded. Keeping all the above in mind, we arrive at∫
Ω
w2j dx+ 2m
∫
Ωt
|∇w j |2 dxdτ  cB j(1+ β)2
∫
Ωt
(
v+j + k
)β+1
dxdτ . (3.39)
Here we have assumed that B j  1 without loss of any generality. Appealing to Lemma 1.1 in [13], we have
‖w j‖N˜,ΩT  c
(
sup
0tT
‖w j‖2,Ω + ‖∇w j‖2,ΩT
)
, (3.40)
where N˜ = 2 N+2N if N > 2 and 2˜ can be any number in (1,4). We ﬁx 2˜ in (3,4) so that χ ≡ N˜2 is alway bigger than 1.
Observe∥∥(v+j + k) β+12 ∥∥N˜,ΩT  ‖w j‖N˜,ΩT + k β+12 |ΩT | 1N˜
 c(1+ β)(B j) 12
( ∫
ΩT
(
v+j + k
)β+1
dxdt
) 1
2
.
Consequently,∥∥(v+j + k)∥∥(β+1)χ,ΩT  (cB j) 1β+1 (1+ β) 21+β ∥∥(v+j + k)∥∥β+1,ΩT . (3.41)
For each σ > 0 set
1+ β = χ iσ , i = 0,1,2, . . . .
We conclude that∥∥(v+j + k)∥∥∞,ΩT  cB
χ
σ(χ−1)
j
∥∥(v+j + k)∥∥σ ,ΩT .
Take k = k0 and σ = 1 to get
‖n j‖∞,ΩT  cB
χ
(χ−1)
j ,
where
χ
(χ − 1) =
{
N+2
2 if N > 2,
2− ε if N = 2.
This completes the proof. 
Theorem. Let (H1)–(H3) be satisﬁed. If N = 2 then there is a bounded solution to (1.1)–(1.6).
Proof. For any p > 1, we have
‖n j‖p,Ω 
(‖n j‖∞,Ω) p−1p ‖n j‖ 1p1,Ω
 c
(‖n j‖∞,ΩT ) p−1p .
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‖n j‖∞,ΩT  c
(
sup
0tT
‖n j‖p,Ω
)4−2ε
 c
(‖n j‖∞,ΩT ) (p−1)(4−2ε)p .
Choose p > 1 so that
(p − 1)(4− 2ε)
p
< 1.
It immediately follows that
‖n j‖∞,ΩT  c.
This enables us to employ the classical arguments for linear elliptic and parabolic equations to justify passing to the limit
in (3.8)–(3.13). We will omit the details. The proof is complete. 
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