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The quasineutral limit of compressible Navier–Stokes–Poisson sys-
tem with heat conductivity and general (ill-prepared) initial data
is rigorously proved in this paper. It is proved that, as the De-
bye length tends to zero, the solution of the compressible Navier–
Stokes–Poisson system converges strongly to the strong solution
of the incompressible Navier–Stokes equations plus a term of fast
singular oscillating gradient vector ﬁelds. Moreover, if the Debye
length, the viscosity coeﬃcients and the heat conductivity coeﬃ-
cient independently go to zero, we obtain the incompressible Euler
equations. In both cases the convergence rates are obtained.
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1. Introduction
In the present paper we study the quasineutral limit of compressible Navier–Stokes–Poisson system
∂tρ + div(ρu) = 0, (1.1)
ρ
{
∂tu+ (u · ∇)u
}+ ∇ P (ρ, θ) + ρ∇Φ = μu+ (μ + ν)∇ divu, (1.2)
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{
∂tθ + (u · ∇)θ
}+ P (ρ, θ)divu= κθ + ν(divu)2 + 2μD(u) : D(u), (1.3)
−λ2Φ = ρ − 1, (1.4)
for x ∈ TN ⊂ RN (N = 2,3), the N-dimensional torus, where ρ , u= (u1, . . . ,uN ), θ , and Φ denote the
electron density, velocity, temperature, and the electrostatic potential, respectively. D(u) = (dij)Ni, j=1,
dij = 12 (∂iu j +∂ jui). The constants ν and μ are the viscosity coeﬃcients with μ > 0 and 2μ+Nν > 0.
cV > 0 is the speciﬁc heat constant, κ > 0 the heat conductivity coeﬃcient, and λ > 0 the scaled
Debye length. The pressure function P (ρ, θ) takes the form
P (ρ, θ) = Rρθ, R > 0. (1.5)
Without loss of generality, we assume cV = R ≡ 1 for notational simplicity. The Navier–Stokes–
Poisson system (1.1)–(1.4) can be used to describe the dynamics of plasma, where the compressible
ﬂuid of electron interacts with its own electric ﬁeld against a charged ion background, see Degond [3].
The purpose of the present paper is to investigate the quasineutral limit of the compressible
Navier–Stokes–Poisson system (1.1)–(1.4). We shall prove rigorously that, as the Debye length λ → 0,
the solution of the compressible Navier–Stokes–Poisson system converges strongly to the strong so-
lution of the incompressible Navier–Stokes equations plus a term of fast singular oscillating gradient
vector ﬁelds as long as the strong solution of the latter exists. Moreover, we also consider the con-
vergence of the compressible Navier–Stokes–Poisson system (1.1)–(1.4) to the incompressible Euler
equations by performing the combined quasineutral, vanishing viscosity and vanishing heat conduc-
tivity limit, i.e. λ → 0 and μ,ν,κ → 0.
We ﬁrst give some formal analysis. We use the subscript λ to indicate that the unknowns are
dependent on λ and set φλ = λΦλ . Thus, we can rewrite the system (1.1)–(1.4) as
∂tρλ + div(ρλuλ) = 0, (1.6)
ρλ
{
∂tuλ + (uλ · ∇)uλ
}+ ∇(ρλθλ) + 1
λ
ρλ∇φλ = μuλ + (ν + μ)∇ divuλ, (1.7)
ρλ
{
∂tθλ + (uλ · ∇)θλ
}+ ρλθλ divuλ = κθλ + ν(divuλ)2 + 2μD(uλ) : D(uλ), (1.8)
−λφλ = ρλ − 1. (1.9)
The system (1.6)–(1.9) is equipped with the initial data
ρλ(x,0) = ρ0λ(x), uλ(x,0) = u0λ(x), θλ(x,0) = θ0λ(x). (1.10)
Letting λ → 0 formally in the Poisson equation (1.9), we have ρλ = 1. Moreover, if we assume that
uλ → v, θλ → θ
as λ → 0, we may expect that the compressible Navier–Stokes–Poisson system (1.6)–(1.9) converges
to the incompressible Navier–Stokes equations (see [17])
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∇ · v = 0,
∂tv+ (v · ∇)v+ ∇Π = μv,
∂tθ + (v · ∇)θ = κθ + μ
2
N∑
i, j=1
(∂i v j + ∂ j vi)2,
(1.11)
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electric ﬁeld and the gradient of pressure together. Furthermore, if we let μ → 0 and κ → 0 in (1.11),
it yields the incompressible Euler equations
⎧⎨
⎩
∇ · v= 0,
∂tv+ (v · ∇)v+ ∇Π = 0,
∂tθ + (v · ∇)θ = 0.
(1.12)
Recently, there are many progresses on the quasineutral limit of the compressible isentropic
Navier–Stokes–Poisson system (i.e. the system (1.6), (1.7) and (1.9) with the pressure Pλ = aργλ ,
γ > 1, a > 0), Wang [23] studied the quasineutral limit for the smooth solution with well-prepared
initial data. Wang and Jiang [24] studied the combined quasineutral and inviscid limit of the com-
pressible Navier–Stokes–Poisson system for weak solution and obtained the convergence of Navier–
Stokes–Poisson system to the incompressible Euler equations with general initial data. In [24], the
vanishing of viscosity coeﬃcients was required in order to take the quasineutral limit and no conver-
gence rate was derived therein. Ju, Li and Wang [11] improved the arguments in [24] and obtained
the convergence rate. Donatelli and Marcati [4] investigated the quasineutral limit of the isentropic
Navier–Stokes–Poisson system in the whole space R3 and obtained the convergence of weak solu-
tion of the Navier–Stokes–Poisson system to the weak solution of the incompressible Navier–Stokes
equations by means of dispersive estimates of Strichartz’s type under the assumption that the Mach
number is related to the Debye length. Notice that their arguments cannot be applied to the periodic
case since the dispersive phenomenon disappears in this situation. Ju, Li and Wang [10] studied the
quasineutral limit of the isentropic Navier–Stokes–Poisson system both in the whole space and in the
torus without restriction on the viscosity coeﬃcients.
However, there is no analysis on the quasineutral limit of the compressible non-isentropic Navier–
Stokes–Poisson system yet. In the present paper, we shall consider the general ill-prepared initial data
for the system (1.6)–(1.9), so the fast oscillating singular term will be produced by the non-divergence
free part of initial momentum, and has to be described carefully in order to pass into the quasineutral
limit.
In order to describe the oscillations in time, we introduce the following group L = eτ L, τ ∈ R,
where L is the operator deﬁned on the space H = (L2(TN ))N × {∇ψ, ψ ∈ H1(TN )} by
L
(
w
0
)
= 0, if divw= 0,
L
( ∇q
∇ψ
)
=
(−∇ψ
∇q
)
. (1.13)
Then it is easy to check that eτ L is an isometry on space Hs(TN ) × Hs(TN ). Let us consider the
evolution of velocity and electric ﬁeld. From (1.7) and (1.9), it is easy to obtain the following equation
∂t∇φλ − 1
λ
Quλ = −Q
(
uλ∇ · (∇φλ)
)
, (1.14)
where the operator Qv = ∇−1∇ · v is the Leray’s projector on the space of gradient of vector ﬁeld
v ∈ (L2(TN))N , which is deﬁned as follows
Qv = ∇−1∇ · v, Pv= (I − Q)v, ∇ · Pv= 0.
We project the momentum equation (1.7) on the “gradient vector ﬁelds” to obtain
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λ
∇φλ = −Q
(
(uλ · ∇)uλ
)
− Q
(
1
ρλ
∇ Pλ
)
+ μQ(uλ) + (ν + μ)Q(∇ divuλ)
+ μQ
((
1
ρλ
− 1
)
uλ
)
+ (ν + μ)Q
((
1
ρλ
− 1
)
∇ divuλ
)
. (1.15)
Deﬁne
Uλ =
(Quλ
∇φλ
)
, Vλ = L
(
− t
λ
)
Uλ.
Then we can rewrite the system (1.14)–(1.15) as
∂t Vλ = L
(
− t
λ
)(
k0
k1
)
(1.16)
with
k0 = −Q
(
(uλ · ∇)uλ
)− Q( 1
ρλ
∇ Pλ
)
+ μQ(uλ) + (ν + μ)Q(∇ divuλ)
+ μQ
((
1
ρλ
− 1
)
uλ
)
+ (ν + μ)Q
((
1
ρλ
− 1
)
∇ divuλ
)
, (1.17)
k1 = Q
(
uλ∇ · (∇φλ)
)
. (1.18)
Now we can construct the oscillating terms as follows. Let v ∈ C([0, T ]; Hs(TN )) be a divergence
free function. Consider the following linear system
⎧⎪⎨
⎪⎩
∂t∇q + 1
2
Q((v · ∇)∇q + (∇q · ∇)v+ vq)− (μ + ν/2)∇ div(∇q) = 0,
∂t∇p + 1
2
Q((v · ∇)∇p + (∇p · ∇)v+ vp)− (μ + ν/2)∇ div(∇p) = 0 (1.19)
with initial data
(∇q(x,0),∇p(x,0))= (Qu0(x),∇φ0(x)).
It is direct to prove that there exists a unique global smooth solution (∇q,∇p) to the oscillating
system (1.19) satisfying
∥∥(∇q,∇p)(t)∥∥Hs(TN )  C(T )∥∥(Qu0,∇φ0)∥∥Hs(TN ), (1.20)
where C(T ) > 0 is a constant depending only on T .
Deﬁne (
uosc(x, t)
∇φosc(x, t)
)
= L
(
t
λ
)(∇q(x, t)
∇p(x, t)
)
. (1.21)
Before stating our results rigorously, we ﬁrst recall the local well-posedness result on the initial
value problem for the incompressible Navier–Stokes system (1.11) in multi-dimension. One can refer
to [17] for the proof.
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{
v(x,0) = v0(x) ∈ Hs+3, divv0 = 0,
θ(x,0) = θ0(x) ∈ Hs+3, infx∈TN θ0(x) > 0.
(1.22)
Then there exists some time T ∗ (0 < T ∗ +∞) such that the initial problem (1.11) and (1.22) admits a unique
strong solution (v, θ) satisfying, for any T < T ∗ ,
v ∈ Ci([0, T ], Hs+3−i), i = 0,1, ∥∥v(t)∥∥Hs+3  C0‖v0‖Hs+3 , (1.23)
θ ∈ Ci([0, T ], Hs+3−i), i = 0,1, ∥∥θ(t)∥∥Hs+3  C0‖v0‖Hs+3 (1.24)
with C0 > 0 a constant. Moreover, if N = 2, the initial problem (1.11) and (1.22) admits a global unique strong
solution (v, θ) ∈ Ci([0,∞), Hs+3−i), i = 0,1.
Our main results of this paper read as follows.
Theorem 1.2. Let 0 < T < T ∗ deﬁned in Proposition 1.1 and suppose that (v, θ) ∈ Ci([0, T ], Hs+3−i), i = 0,1,
s > N/2+ 2, be the unique strong solution of the initial problem (1.11) and (1.22). Assume that the initial data
(ρ0λ(x),u0λ(x), θ0λ(x)) satisﬁes
ρ0λ(x) = 1− λφ0λ(x), inf
x∈TN
ρ0λ(x) > 0, ∇φ0λ ∈ Hs+1
(
T
N), (1.25)
u0λ ∈ Hs
(
T
N), θ0λ(x) ∈ Hs(TN), inf
x∈TN
θ0λ(x) > 0, (1.26)
and
‖Pu0λ − v0‖Hs + ‖Qu0λ − Qu0‖Hs  C˜λ, (1.27)∥∥ρ0λ(x) − 1+ λφ0(x)∥∥Hs  C˜λ2, ‖θ0λ − θ0‖Hs  C˜λ (1.28)
for some constant C˜ > 0, where φ0 and u0 are deﬁned by (2.1). Then there is a small constant δT > 0 such that,
for any λ ∈ (0, δT ], the initial value problem for Navier–Stokes–Poisson system (1.6)–(1.9) admits a unique
classical solution (ρλ,uλ, θλ,φλ) on [0, T ] satisfying
sup
0tT
∥∥(ρλ,uλ, θλ)(t)∥∥Hs + sup
0tT
∥∥∇φλ(t)∥∥Hs+1  C1 (1.29)
uniformly with respect to λ. Moreover, it holds that
sup
0tT
{∥∥(ρλ − 1)(t)∥∥Hs + ∥∥(uλ − v− uosc)(t)∥∥Hs + ∥∥(θλ − θ)(t)∥∥Hs}
+ sup
0tT
∥∥(∇φλ − ∇φosc)(t)∥∥Hs+1  C2λ (1.30)
with C2 > 0 independent of λ.
If we further perform the combined quasineutral, vanishing viscosity and vanishing heat conductiv-
ity limit, i.e. λ → 0 and μ,ν,κ → 0, we obtain the convergence of the Navier–Stokes–Poisson system
(1.1)–(1.4) to the incompressible Euler equations (1.12). Namely,
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unique strong solution of the initial problem (1.12) and (1.22), where T ∗∗ is the maximal existing time of
(v, θ). Assume that the initial data (ρ0λ(x),u0λ(x), θ0λ(x)) satisﬁes the conditions (1.25)–(1.28). Then, there
is a small constant δ¯T > 0 such that, for any λ ∈ (0, δ¯T ], the initial value problem for Navier–Stokes–Poisson
system (1.6)–(1.9) admits a unique classical solution (ρλ,uλ, θλ,φλ) on [0, T ] satisfying
sup
0tT
∥∥(ρλ,uλ, θλ)(t)∥∥Hs + sup
0tT
∥∥∇φλ(t)∥∥Hs+1  C3 (1.31)
uniformly with respect to λ as μ,ν,κ → 0. Moreover, it holds that
sup
0tT
{∥∥(ρλ − 1)(t)∥∥Hs + ∥∥(uλ − v− uosc)(t)∥∥Hs + ∥∥(θλ − θ)(t)∥∥Hs}
+ sup
0tT
∥∥(∇φλ − ∇φosc)(t)∥∥Hs+1  C4λ (1.32)
with C4 > 0 independent of λ. Here (v, θ) is the unique strong solution of the initial problem (1.12) and (1.22),
and (uosc, φosc) is the fast singular oscillating gradient velocity vector ﬁeld and electric ﬁeld deﬁned by (1.19)
and (1.21) with μ = ν ≡ 0.
Remark 1.1. The method developed in this paper can be applied to the situation when the doping
function is a perturbation of a constant state
C(x) = 1+ λg(x)
with g(x) ∈ C2(TN ), a given function, satisfying ∫
TN
g dx = 0.
Remark 1.2. We believe that the method developed in this paper can be also applied to investigate
the quasineutral limit problem to more complex model such as the full Navier–Stokes–Poisson system
with more general pressure, which will be studied in a forthcoming paper.
The proofs of Theorems 1.2 and 1.3 mainly consist of three steps. First, we apply the homoge-
nization technique to construct the approximate solution to the classical solution (if exists) of the
system (1.6)–(1.9). Then by using the theories of symmetric quasilinear hyperbolic system and the es-
timates of second order elliptic equations, we show that the remainder term exists in the same time
interval as the approximate term for ﬁxed small λ > 0. Moreover, we obtain the uniform estimates
with respect to λ (the uniform estimates with respect to μ,ν and κ can also be obtained by further
analysis). These facts are suﬃcient for us to complete the proofs of Theorems 1.2 and 1.3.
It should be noted that the quasineutral limit is a well-known challenging and modelling problem
in ﬂuid dynamics and kinetic models for semiconductors and plasmas. In both cases there exist only
partial results. In particular, the quasineutral limit has been performed in Vlasov–Poisson system by
Brenier [1], Grenier [5], and Masmoudi [18], in Vlasov–Poisson–Fokker–Planck system by Hsiao, Li
and Wang [7,8], in Schrödinger–Poisson system by Puel [21], Jüngel and Wang [13], and Ju et al. [9],
in drift-diffusion-Poisson system by Gasser et al. [6], Jüngel and Peng [12], Wang et al. [25]. For
the hydrodynamic model, besides the results mentioned above for the Navier–Stokes–Poisson system,
there are also many results on Euler–Poisson system, for example, for the isentropic Euler–Poisson
system [2,19,22,23] and for non-isentropic Euler–Poisson system [16,20]. Li and Lin [14] considered
the quasineutral limit to the isentropic quantum hydrodynamical model with the help of modulated
energy method for general initial data.
Before ending this section, we recall the following Moser-type calculus inequalities which will be
used frequently in the sequel.
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(1) For f , g ∈ Hs ∩ L∞ and |α| s, it holds that
∥∥Dα( f g)∥∥L2  Cs(‖ f ‖L∞∥∥Dsg∥∥L2 + ‖g‖L∞∥∥Ds∥∥L2). (1.33)
(2) For f ∈ Hs, D f ∈ L∞ , g ∈ Hs−1 ∩ L∞ and |α| s, it holds that
∥∥Dα( f g) − f Dα(g)∥∥L2  Cs(‖Df ‖L∞∥∥Ds−1g∥∥L2 + ‖g‖L∞∥∥Ds f ∥∥L2). (1.34)
Notations. In this paper, C and Ci (i = 1,2, . . .) denote the generic positive constants, which may
change from line to line and are independent of λ. C(T ) and Ci(T ) denote the constant depending on
the time T . Hs denotes the standard Sobolev space Ws,2(TN ). For the multi-index α = (α1, . . . ,αN),
we denote Dα = ∂α1x1 · · ·∂αNxN and |α| = |α1| + · · · + |αN |.
The rest of this paper is arranged as follows. In Section 2, we construct the approximate solutions
to the problem (1.6)–(1.10). In Section 3, we establish the local existence of solution to the remainder
system and obtain the uniform estimates. The proofs of our main results are given in Section 4.
2. Construction of approximate solutions
In this section we shall construct the approximation to the system (1.6)–(1.9). Noticing the fast sin-
gular oscillating vector ﬁelds (uosc,∇φosc) obtained by (1.21), we ﬁnd that the fast singular oscillating
vector ﬁelds (uosc,∇φosc) satisfy
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tuosc + 1
2
Q((v · ∇)uosc + (uosc · ∇)v+ v∇ · uosc)
− (μ + ν/2)∇ divuosc + 1
λ
∇φosc = 0,
∂t∇φosc + 1
2
Q((v · ∇)∇φosc + (∇φosc · ∇)v+ vφosc)
− (μ + ν/2)∇φosc − 1
λ
uosc = 0,(
uosc(x,0),∇φosc(x,0)
)= (Qu0(x),∇φ0(x)).
(2.1)
Thus it is natural to deﬁne
ρosc = −φosc.
We conclude that the fast oscillating part (ρosc,uosc, φosc) satisﬁes the following initial value problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂tρosc + [v+ uosc] · ∇ρosc + 1
λ
(1+ λρosc)∇ · uosc = k2,
∂tuosc +
([v+ uosc] · ∇)uosc + (uosc · ∇)v+ 1
λ
∇φosc = k3,
−φosc = ρosc,
ρosc(x,0) = −φ0(x), uosc(x,0) = Qu0(x),
(2.2)
where
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(
ρosc[v+ uosc]
)+ 1
2
∇ · ((v · ∇)∇φosc + (∇φosc · ∇)v+ vφosc)− (μ + ν/2)2φosc, (2.3)
k3 = 1
2
Q((v · ∇)uosc + (uosc · ∇)v− v∇ · uosc)+ (uosc · ∇)uosc
+ P((v · ∇)uosc + (uosc · ∇)v)+ (μ + ν/2)∇ divuosc. (2.4)
Moreover, by virtue of (1.20) and (1.21), we obtain that
‖k2‖Hs−2(TN ) + ‖k3‖Hs−2(TN )  C
∥∥(∇φ0,Qu0,v0)∥∥Hs(TN ), (2.5)
where the constant C > 0 is independent of λ. To approximate the classical solution W =
(ρλ,uλ, θλ,φλ)T of the initial value problem (1.6)–(1.10) for small λ, we still need to introduce an
additional correction term
Wcor = (λρcor,ucor, θcor, φcor)T.
By utilizing the fast singular oscillating part and the given functions k2 and k3, we can construct
(ρcor,ucor, θcor, φcor) by solving the following linear initial value problem
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂τucor + ∇φcor = k4,
∂τ∇φcor − ucor = ∇(−)−1k2,
ρcor = −φcor,
∂τ θcor = k5,
(ucor,∇φcor, θcor)(x,0) = (0,0,0),
(2.6)
where
k4 = −k3 − ∇θ + μuosc + (μ + ν)∇ divuosc,
k5 = −uosc · ∇θ − θ∇ · uosc + ν(divuosc)2 + μ
2
N∑
i, j=1
(
∂i v j + ∂ j vi + ∂iu josc + ∂ juiosc
)2
.
Here we recall that (v, θ) is the solution to the system (1.11).
By virtue of (1.21), (1.23), (1.24) and (2.5), it is easy to prove the following existence results of
solutions to the problems (2.2) and (2.6).
Proposition 2.1. Let T > 0, T < T ∗ be given. Let v, θ ∈ Ci([0, T ], Hs+3−i), i = 0,1, s > 1 + N/2, be the
solution to the initial value problem (1.11) and (1.22). Then the problem (2.2) admits a unique classical solution
(ρosc,uosc,∇φosc)T for t ∈ [0, T ] satisfying
∥∥ρosc(t)∥∥Hs+2 + ∥∥(uosc,∇φosc)(t)∥∥Hs+3(TN )  CT , (2.7)
and the problem (2.6) admits a unique classical solution (ρcor,ucor, θcor,∇φcor)T for t ∈ [0, T ] satisfying
∥∥ρcor(τ )∥∥Hs+1 + ∥∥(ucor, θcor,∇φcor)(τ )∥∥Hs+2(TN )  CT , (2.8)
where CT > 0 depends only on T and the initial data (v0, θ0,Qu0,∇φ0), but is independent of λ.
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solution (ρλ,uλ, θλ,φλ)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρλ(x, t) = 1+ λρosc(x, t) + λ2
(
Π(x, t) + ρcor(x, t/λ)
)+ λ2ρrem(x, t),
uλ(x, t) = v+ uosc(x, t) + λucor(x, t/λ) + λurem(x, t),
θλ(x, t) = θ(x, t) + λθcor(x, t/λ) + λθrem(x, t),
φλ(x, t) = φosc(x, t) + λ
(
Π(x, t) + φcor(x, t/λ)
)+ λφrem(x, t).
(2.9)
Substituting (2.9) into the Navier–Stokes–Poisson system (1.6)–(1.9), using (1.11), (2.2) and (2.6), and
by tedious but direct computations, we can show that (ρrem,urem, θrem, φrem) solves the following
initial value problem
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρrem + uλ · ∇ρrem + 1
λ
ρλ divurem = h0,
∂turem + (uλ · ∇)urem + λ θλ
ρλ
∇ρrem + ∇θrem
− μurem − (μ + ν)∇ divurem = −1
λ
∇φrem + f0,
∂tθrem + uλ · ∇θrem + θλ divurem − κθrem = λν(divurem)2
+ μλ
2
N∑
i, j=1
(
∂iu
j
rem + ∂ juirem
)2 + g0,
−φrem = ρrem
(2.10)
with initial data
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ρrem(x,0) = 1
λ2
[
ρ0λ(x) − 1+ λφ0(x)
]− Π(x,0),
urem(x,0) = 1
λ
[
u0λ(x) − v0(x) − Qu0(x)
]
,
θrem(x,0) = 1
λ
[
θ0λ(x) − θ0(x)
]
.
(2.11)
In (2.10), we denote
h0 = −urem · ∇ρosc − ρrem∇ · (uosc + λucor) − ∇ · (ρoscucor)
− (v+ uosc + λucor + λurem) · ∇ρcor − ρcor∇ · (uosc + λucor)
− Πt −
(∇(Π))(v+ uosc + λucor + λurem)
− Π div(uosc + λucor), (2.12)
f0 = f01 + f02, (2.13)
g0 = g01 + g02 (2.14)
with
f01 = −
(
(ucor + urem) · ∇
)
(v+ uosc) −
(
(v+ uosc + λucor + λurem) · ∇
)
ucor
− θλ ∇(ρosc + λ(Π + ρcor))− ∇θcor,
ρλ
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− μ
ρλ
(
ρosc + λ(Π + ρcor) + λρrem
)
(v+ uosc + λucor + λurem)
− μ + ν
ρλ
(
ρosc + λ(Π + ρcor) + λρrem
)∇ div(v+ uosc + λucor + λurem),
g01 = −(ucor + urem)∇θ − (v+ uosc + λucor + λurem)∇θcor − (θcor + θrem)divuosc + θλ divucor,
g02 = κθcor − κ
ρλ
(
ρosc + λ(Π + ρcor) + λρrem
)
(θ + λθcor + λθrem)
+ 2ν divuosc(divucor + divurem) + λν(divucor)2 + 2λν divucor divurem
+ μ
N∑
i, j=1
(
∂i v j + ∂ j vi + ∂iu josc + ∂ juiosc
)(
∂iu
j
cor + ∂ juicor + ∂iu jrem + ∂ juirem
)
+ μλ
2
N∑
i, j=1
(
∂iu
j
cor + ∂ juicor
)2 + μλ N∑
i, j=1
(
∂iu
j
cor + ∂ juicor
)(
∂iu
j
rem + ∂ juirem
)
− 1
ρλ
(ρosc + λΠ + λρcor + λρrem)
[
ν(divuλ)
2 + μ
2
N∑
i, j=1
(
∂iu
j
λ + ∂ juiλ
)2]
.
If we denote
U rem := (ρrem,urem, θrem)T,
the problem (2.10)–(2.11) can be rewritten as follows
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tU rem +
N∑
j=1
A j(x, t,U rem)∂x j U rem − μu˜rem − (μ + ν)∇ div u˜rem − κθ˜rem
= λν J + λμ
2
G + 1
λ
B + F (x, t,U rem),
−φrem = ρrem,
U rem(x,0) =
(
ρrem(x,0),urem(x,0), θrem(x,0)
)T := U rem0(x).
(2.15)
Here the matrices A j ( j = 1, . . . ,N) are deﬁned as
A j(x, t,U rem) ≡ u jλ I(N+2)×(N+2) +
⎛
⎝ 0
1
λ
ρλe j 0
λθλ
ρλ
eTj O e
T
j
0 θλe j 0
⎞
⎠
and
u˜rem = (0,urem,0)T, θ˜rem = (0, . . . ,0, θrem)T,
J = (0, . . . ,0, (divurem)2)T, F = (h0, f0, g0)T,
G =
(
0, . . . ,0,
N∑
i, j=1
(
∂iu
j
rem + ∂ juirem
)2)T
, B = (0,−∇φrem,0)T.
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In this section we study the local existence of smooth solution to the remainder system (2.15), our
result reads
Theorem 3.1. Let T > 0, T < T ∗ be given and v, θ ∈ Ci([0, T ], Hs+3−i), i = 0,1, s > 2+N/2, be the solution
to the problem (1.11) and (1.22). Then there exists a constant δT > 0 such that for any λ ∈ (0, δT ], the initial
value problem (2.15) admits a unique classical solution (U rem, φrem) in [0, T ] satisfying
sup
0tT
(∥∥(λρrem,urem, θrem)(t)∥∥Hs + ∥∥∇φrem(t)∥∥Hs+1) C(T ), (3.1)
where C(T ) is a positive constant independent of λ.
The proof of Theorem 3.1 proceeds via a priori energy estimates and the classical iteration scheme.
The crucial step is to show the following energy estimates which can be obtained by performing the
reﬁned energy estimates for the quasilinear symmetric hyperbolic–parabolic system and the Poisson
equation.
Lemma 3.2. Let T > 0 be given and s N/2+2. There exist positive constants δT ,M, M˜ such that the classical
solution (U rem, φrem) to the initial value problem (2.15) satisﬁes
sup
0tT
(∥∥(λρrem,urem, θrem)(t)∥∥2Hs + ∥∥∇φrem(t)∥∥2Hs+1)
+
T∫
0
∥∥urem(s)∥∥2Hs+1 dt +
T∫
0
∥∥θrem(s)∥∥2Hs+1 dt  M2, (3.2)
and
sup
0tT
(∥∥λ∂tρrem(t)∥∥Hs−1 + ∥∥λ∂turem(t)∥∥Hs−2 + ∥∥∂tθrem(t)∥∥Hs−2 + ∥∥λ∂t∇φrem(t)∥∥Hs ) M˜ (3.3)
uniformly with respect to λ ∈ (0, δT ].
Proof. We assume a priori that the classical solution to initial value problem (2.15) satisﬁes (3.2) and
(3.3). Then our task is to determine these unknown constants by energy estimates.
Noticing the matrices A j(x, t,U rem), j = 1, . . . ,N , can be symmetrized by
A0(x, t,U rem) =
⎛
⎝λ2
θλ
ρλ
O 0
O ρλ IN×N O
0 O ρλ
θλ
⎞
⎠ ,
we rewrite the system (2.15) in the following form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A0(U rem)∂tU rem +
N∑
j=1
A j(x, t,U rem)∂x j U rem − μρλu˜rem
− (μ + ν)ρλ∇ div u˜rem − κρλ
θλ
θ˜rem
= λν J˜ + λμ
2
G˜ + 1
λ
B˜ + F˜ (x, t,U rem),
−φrem = ρrem,
(3.4)U rem(x,0) = U rem0(x),
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A j(U rem) = u jλA0(U rem) +
⎛
⎝ 0 λθλe j 0λθλeTj O ρλeTj
0 ρλe j 0
⎞
⎠
and
J˜ := A0 J =
(
0, . . . ,0,
ρλ
θλ
(divurem)
2
)T
,
G˜ := A0G =
(
0, . . . ,0,
ρλ
θλ
N∑
i, j=1
(
∂iu
j
rem + ∂ juirem
)2)T
,
B˜ := A0B = (0,−ρλ∇φrem,0)T,
F˜ := A0F =
(
λ2θλh0
ρλ
,ρλf0,
ρλg0
θλ
)T
.
Next we perform energy estimates for the classical solution to the system (2.15) with initial data
(2.11). Deﬁne the canonical energy by
‖U rem‖2E :=
∫ 〈
A0(U rem)U rem,U rem
〉
dx.
Multiplying (3.4)1 by U rem and integrating the result by parts, we get the basic energy equality of
Friedrich’s
d
dt
‖U rem‖2E + 2μ
∫
|∇urem|2 dx+ 2(μ + ν)
∫
|divurem|2 dx+ 2κ
∫
ρλ
θλ
|∇θrem|2 dx
=
∫
〈Γ U rem,U rem〉dx+ 2λν
∫
1
θλ
(divurem)
2θrem dx
+ λμ
N∑
i, j=1
∫
1
θλ
(
∂iu
j
rem + ∂ juirem
)2
θrem dx− 2
λ
∫
ρλ∇φremurem dx
+ 2
∫
〈A0F ,U rem〉dx+ R1, (3.5)
where
R1 = 2(μ + ν)
∫
(ρλ − 1)∇ divuremurem dx+ 2μ
∫
(ρλ − 1)uremurem dx
− 2κ
∫
∇
(
ρλ
θλ
)
∇θremθrem dx (3.6)
and
Γ = (∂t ,∇) · (A0,A1, . . . ,A3).
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μ
∫
|∇urem|2 dx+ (μ + ν)
∫
|divurem|2 dx ξ1
∫
|∇urem|2 dx (3.7)
in view of
∫
(divurem)2 dx 
∫ |∇urem|2 dx. Notice the fact that there is a δT > 0 such that for
λ ∈ (0, λT ] it holds that
0 < ρ−  1+ λρosc + λ2Π + λ2ρcor + λ2ρrem  ρ+, (3.8)
0 < θ−  θ + λθcor + λθrem  θ+, (3.9)
where ρ± and θ± are positive constants. Thus, the matrices A0 and A j , j = 1, . . . ,N , together with
their derivatives are continuous and bounded uniformly. Moreover, A0 is uniformly positive deﬁnite,
i.e. there exists a constant c0 > 0 such that
〈
A0(U rem)U rem,U rem
〉
 c0
(
λ2ρ2rem + u2rem + θ2rem
)
(3.10)
for all U rem.
Now we estimate the terms on the right-hand side of (3.5). Since Γ is bounded there exists a
generic constant M0, independent of (ρrem,urem, θrem, φrem) and λ > 0, such that
∫
〈Γ U rem,U rem〉dx M0
(
1+ λ(M + M˜))‖U rem‖2E . (3.11)
By Sobolev’s embedding inequality and the inequality (3.9) we obtain that
2λν
∫
1
θλ
(divurem)
2θrem dx+ λμ
N∑
i, j=1
∫
1
θλ
(
∂iu
j
rem + ∂ juirem
)2
θrem dx
 λM0M(2μ + ν)
∫ (|∇urem|2 + |θrem|2)dx. (3.12)
By integrating by parts, Cauchy’s inequality and the equation for ρrem in (2.15), the forth term on
the right-hand side of (3.5) is estimated as follows
−2
λ
∫
ρλ∇φremurem dx
= 2
λ
∫
ρλ divuremφrem dx+ 2
λ
∫
∇ρλuremφrem dx
= −2
∫
∂tρremφrem dx− 2
∫
(v+ uosc + λucor + λurem)∇ρremφrem dx
+ 2
∫ ∫
h0φrem dx+ 2
∫
∇(ρosc + λ(Π + ρcor) + λρrem)uremφrem dx
−∂t‖∇φrem‖2L2 + M0(1+ λM)
(‖∇φrem‖2L2 + ‖U rem‖2E)+ 1‖∇urem‖2L2 (3.13)
for some suﬃciently small constant 1 > 0.
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2(μ + ν)
∫
(ρλ − 1)∇ divuremurem dx+ 2μ
∫
(ρλ − 1)uremurem dx
 λM0(M + 1)(2μ + ν)
∫ (|∇urem|2 + |urem|2)dx. (3.14)
In view of (3.8), (3.9) and Cauchy’s inequality, we obtain that
−2κ
∫
∇ ρλ
θλ
∇θremθrem dx
= −2κ
∫ ∇ρλ
θλ
∇θremθrem dx+ 2κ
∫
ρλ
(θλ)2
∇θλ∇θremθrem dx
 λM0(M + 1)κ
∫ (|∇θrem|2 + |θrem|2)dx
+ M0κ
∫
|θrem|2 dx+ 2κ
∫
|∇θrem|2 dx (3.15)
for some suﬃciently small constant 2 > 0.
The estimate of the ﬁfth term on the right-hand side of (3.5) is tedious but straightforward. In
view of the deﬁnitions of h0, f0, and g0 in (2.12)–(2.14), and Propositions 1.1 and 2.1, we get
2λ2
∫
θλ
ρλ
h0ρrem dx+ 2
∫
ρλf01urem dx+ 2
∫
ρλ
θλ
g01θrem dx
 M0‖U rem‖2E + M0 (3.16)
and
2
∫
ρλf02 · urem dx+ 2
∫
ρλ
θλ
g02θrem dx
 λ(2μ + ν + κ)M0(1+ M)
∫ (|urem|2 + |∇urem|2 + |∇θrem|2)dx
+ (2μ + ν + k + 1)M0. (3.17)
We choose δT suﬃciently small such that, for λ ∈ (0, δT ],
λM0(M + 1)(2μ + ν + κ)min
{
ξ1
2
,
κρ−
2θ+
}
:= η1. (3.18)
Choosing 1 and 2 suﬃciently small and combining (3.7)–(3.18) with (3.5), we obtain that
d
dt
(‖U rem‖2E + ‖∇φrem‖2L2)+ ξ12
∫
|∇urem|2 dx+ kρ−
2θ+
∫
|∇θrem|2 dx
 M0
(
1+ λ(M + M˜))(‖U rem‖2E + ‖∇φrem‖2L2)+ 3η
∫ (|urem|2 + |θrem|2)dx
+ κM0
∫
|θrem|2 dx+ (2μ + ν + κ + 1)M0. (3.19)
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the initial value problem (2.15). For the multi-index α with 1 |α| s, we take the operator Dα to
(2.15) and multiply the resulting equations by A0 to obtain
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A0(U rem)∂t D
αU rem +
N∑
j=1
A j(x, t,U rem)∂x j DαU rem − ρλμDα u˜rem
− (μ + ν)ρλ∇ div Dα u˜rem − κρλ
θλ
Dαθ˜rem
= λνA0(U rem)Dα J + λμ
2
A0(U rem)D
αG + 1
λ
A0(U rem)D
αB
+ A0(U rem)Dα F + Hα,
−Dαφrem = Dαρrem
(3.20)
with initial data
DαU rem(x,0) = DαU rem0(x), (3.21)
where Hα consists of the commutating terms as
Hα = −
N∑
j=1
A0(U rem)
(
Dα
(
A j(U rem)∂x j U rem
)− A j(U rem)∂x j DαU rem).
Taking the inner product between (3.20)1 and DαU rem, we have the following differential equality
d
dt
∥∥DαU rem(t)∥∥2E + 2μ
∫ ∣∣∇Dαurem∣∣2 dx+ 2(μ + ν)
∫ ∣∣div Dαurem∣∣2 dx+ 2κ
∫
ρλ
θλ
∣∣Dα+1θrem∣∣2 dx
=
∫ 〈
Γ DαU rem, D
αU rem
〉
dx+ 2λν
∫ 〈
A0(U rem)D
α J , DαU rem
〉
dx
+ λμ
∫ 〈
A0(U rem)D
αG, DαU rem
〉
dx+ 2
λ
∫ 〈
A0(U rem)D
αB, DαU rem
〉
dx
+ 2
∫ 〈
A0(U rem)D
α F (t), DαU rem
〉
dx+ 2
∫ 〈
Hα(t), DαU rem
〉
dx+ R2, (3.22)
where
R2 = 2μ
∫
(ρλ − 1)DαuremDαurem dx− 2κ
∫
∇
(
ρλ
θλ
)
∇Dαθremθrem dx
+ 2(μ + ν)
∫
(ρλ − 1)∇ div DαuremDαurem dx.
It is easy to see that we also have the following estimate
μ
∫ ∣∣∇Dαurem∣∣2 dx+ (μ + ν)
∫ ∣∣div Dαurem∣∣2 dx ξ2
∫ ∣∣∇Dαurem∣∣2 dx (3.23)
for some constant ξ2 > 0.
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depend on T and s. By integrating by part, Sobolev’s inequality and Cauchy’s inequality it holds,
similar to (3.11) and (3.14)–(3.15), that
∫ 〈
Γ DαU rem, D
αU rem
〉
dx M0
(
1+ λ(M + M˜))∥∥DαU rem∥∥2E (3.24)
and
R2  λM0(M + 1)(2μ + ν + κ)
∫ (∣∣∇Dαurem∣∣2 + ∣∣Dα+1θrem∣∣2 + ∣∣Dαurem∣∣2 + ∣∣Dαθrem∣∣2)dx
+ M0κ
∫ ∣∣Dαθrem∣∣2 dx+ δκ
∫ ∣∣Dα+1θrem∣∣2 (3.25)
for some suﬃciently small constant δ > 0.
By the deﬁnition of A0,G and J , it follows from the Sobolev’s inequality that
λν
∫ 〈
A0(U rem)D
α J , DαU rem
〉
dx+ 2λμ
∫ 〈
A0(U rem)D
αG, DαU rem
〉
dx
 λM0(2μ + ν)
(∥∥(divurem)2∥∥Hα +
∥∥∥∥∥
N∑
i, j=1
(
∂iu
j
rem + ∂ juirem
)2∥∥∥∥∥
Hα
)
‖θrem‖Hα
 λM0(2μ + ν)‖urem‖
1
4
Hα‖urem‖
7
4
Hα+1‖θrem‖Hα
 λM0(2μ + ν)‖urem‖
1
2
Hα‖urem‖
3
2
Hα+1‖θrem‖2Hα + λM0(2μ + ν)‖urem‖2Hα+1
 λMM0(2μ + ν)‖urem‖
3
2
Hα+1‖θrem‖2Hα + λM0(2μ + ν)‖urem‖2Hα+1 . (3.26)
We deal with the fourth term on the right-hand side of (3.22). From (2.15), we can easily get the
equation for Dαρrem,
∂t D
αρrem + uλ · ∇Dαρrem + 1
λ
ρλ div D
αurem = Dαh0 + hα (3.27)
with
hα = −Dα(uλ · ∇ρrem) + uλ · ∇Dαρrem − 1
λ
Dα(ρλ divurem) + 1
λ
ρλ div D
αurem.
In view of (3.27) and the Poisson equation (3.20)2, we get
2
λ
∫ 〈
A0(U rem)D
αB, DαU rem
〉
dx
= −2
λ
∫
ρλ∇DαφremDαurem dx
= 2
λ
∫
ρλ div D
αuremD
αφrem dx+ 2
λ
∫
∇ρλDαuremDαφrem dx
= −2
∫
∂t D
αρremD
αφrem dx− 2
∫
uλ∇DαρremDαφrem dx+ 2
∫
Dαh0D
αφrem dx
+ 2
∫
∇(ρosc + λ(Π + ρcor) + λρrem)DαuremDαφrem dx+ 2
∫
hαDαφrem dx
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dt
∥∥Dα∇φrem∥∥2L2 + M0(1+ λM)
(∥∥Dα∇φrem∥∥2L2 + ∑
0|β||α|
∥∥DβU rem∥∥2E
)
+ 3
∫ ∥∥∇Dαurem∥∥2 dx (3.28)
for some suﬃciently small constant 3 > 0.
The ﬁfth term on the right-hand side of (3.22) is very tedious. The main techniques involved are
Leibniz’s formula, Moser-type calculus inequalities (1.33)–(1.34), and Sobolev’s embedding inequalities.
Actually, after the tedious computations, we ﬁnally obtain the following estimate
2
∫ 〈
A0(U rem)D
α F (x, t,U rem), D
αU rem
〉
dx
 λ(2μ + ν + κ)M0(1+ M)
[ ∑
0|β||α|
(∥∥∇Dβurem∥∥2L2 + ∥∥∇Dβθrem∥∥2L2)+ ∑
0|β||α|
∥∥DβU rem∥∥2E
]
+ (2μ + ν + κ + 1)M0. (3.29)
The commutating term Hα can be bounded by
∫ 〈
Hα(t), DαU rem
〉
dx
∑
1|β||α|
M0(1+ λM)
∥∥DβU rem∥∥2E + ∥∥DαU rem∥∥2E + M0. (3.30)
We now re-choose δT suﬃciently small such that, for λ ∈ (0, δT ],
λsM0(M + 1)(2μ + ν + κ)min
{
ξ2
2
,
κρ−
2θ+
}
:= η2. (3.31)
Let
Φ(t) = λ2‖ρrem‖2Hs + ‖urem‖2Hs + ‖θrem‖2Hs . (3.32)
Taking δ and 3 small enough and combining the estimates (3.24)–(3.30) with (3.22) and (3.19), we
obtain that
c0Φ(t) + ‖∇φrem‖2Hs +
ξ
2
t∫
0
‖urem‖2Hs+1 dr +
κρ−
2θ+
t∫
0
‖θ‖2Hs+1 dr

t∫
0
{
M0
(
M0
(
1+ λ(M + M˜))+ 3η + M0κ + λ(2μ + ν)MM0‖urem‖ 32Hs+1)
× (c0Φ(r) + ‖∇φrem‖2Hs (r))}dr
+ c0Φ(0) +
∥∥∇φrem(0)∥∥2Hs + M0(2μ + ν + κ)T , (3.33)
where ξ = min{ξ1, ξ2} and η = max{η1, η2}. By virtue of Gronwall’s inequality, we obtain that
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
(
c0Φ(0) +
∥∥∇φrem(0)∥∥2Hs + M0(2μ + ν + κ)T )
× exp
{
M0
t∫
0
[
M0
(
1+ λ(M + M˜))+ 3η + M0κ + λ(2μ + ν)MM0‖urem‖ 32Hs+1]dr
}
. (3.34)
From (3.2) and Hölder’s inequality, we have
λ(2μ + ν)MM0
t∫
0
‖urem‖
3
2
Hs+1 dr  λM0(2μ + ν)M
7
4 T
1
4 . (3.35)
In view of (1.27) and (1.28), we obtain that
λ2
∥∥ρrem(0)∥∥2Hs  C˜λ2, ∥∥urem(0)∥∥2Hs + ∥∥θrem(0)∥∥2Hs  C˜ (3.36)
and
‖∇φrem‖2Hs  C˜ . (3.37)
We choose δT suﬃciently small such that, for λ ∈ (0, δT ], it holds that
λ(M + M˜) + λ(2μ + ν)M 74 < 1. (3.38)
Set
L1 = M0
(
2M0 + 3η + M0κ + M0T 1/4
)
.
Substituting (3.35)–(3.38) into (3.34), we obtain that
c0Φ(t) + ‖∇φrem‖2Hs 
(
c0Φ(0) +
∥∥∇φrem(0)∥∥2Hs + M0(2μ + ν + κ)T )eL1T

(
M0C˜ + M0(2μ + ν + κ)T
)
eL1T =: L3. (3.39)
In view of (3.33), we get that
ξ
2
t∫
0
‖urem‖2Hs+1 dr +
κρ−
2θ+
t∫
0
‖θ‖2Hs+1 dr  L1L3T + M0C˜ + M0(2μ + ν + κ)T . (3.40)
Therefore (3.2) is proved if we set
M2 =: (L3 + L1L3T + M0C˜ + M0(2μ + ν + κ)T ) ·max
{
1
c0
,1,
2
ξ
,
2θ+
κρ−
}
. (3.41)
It follows from (3.20) that
sup
0tT
(
λ
∥∥∂tρrem(t)∥∥Hs−1 + λ∥∥∂turem(t)∥∥Hs−2 + ∥∥∂tθrem(t)∥∥Hs−1 + λ∥∥∂t∇φrem(t)∥∥Hs ) M˜ (3.42)
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M˜ := (M0(1+ 2M))1/2. (3.43)
The proof of Lemma 3.2 is completed. 
Proof of Theorem 3.1. With the a priori estimates (3.2) and (3.3), we now start the proof of Theo-
rem 3.1. We ﬁrst construct the approximate solutions. Deﬁne
(
Un+1rem , φn+1rem
)= (ρn+1rem ,un+1rem , θn+1rem , φn+1rem )T (n 0)
inductively as the solution of linear equations
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A0
(
Unrem
)
∂tU
n+1
rem +
N∑
j=1
A j
(
x, t,Unrem
)
∂x j U
n+1
rem − μρnλu˜n+1rem
− (μ + ν)ρnλ∇ div u˜n+1rem −
κρnλ
θnλ
θ˜n+1rem
= λν J˜ n + λμ
2
G˜n + 1
λ
B˜n+1 + F˜ n,
−φnrem = ρnrem
(3.44)
with initial data
Unrem(x,0) = U rem0(x), (3.45)
where
ρnλ(x, t) = 1+ λρosc(x, t) + λ2
(
Π(x, t) + ρcor(x, t/λ)
)+ λ2ρnrem(x, t),
unλ(x, t) = v+ uosc(x, t) + λucor(x, t/λ) + λunrem(x, t),
θnλ (x, t) = θ(x, t) + λθcor(x, t/λ) + λθnrem(x, t),
φnλ(x, t) = φosc(x, t) + λ
(
Π(x, t) + φcor(x, t/λ)
)+ λφnrem(x, t),
u˜n+1rem =
(
0,un+1rem ,0
)T
, B˜n+1 = A0B(x, t,U rem) =
(
0,−ρnλ∇φn+1rem ,0
)
,
J˜ n := A0D
(
x, t,Unrem
)= (0, . . . ,0, ρnλ
θnλ
(
divunrem
)2)T
,
G˜n := A0G
(
x, t,Unrem
)=
(
0, . . . ,0,
ρnλ
θnλ
N∑
i, j=1
((
∂iu
j
rem
)n + (∂ juirem)n)2
)T
,
F˜ n = A0F
(
x, t,Unrem
)
.
It is standard to know that the approximate problem (3.44) admits a unique solution such that
(
ρn+1rem ,un+1rem , θn+1rem ,∇φn+1rem
) ∈ C([0, T ]; Hs), ∇φn+1rem ∈ C([0, T ]; Hs+1),
un+1rem ∈ L2
(
0, T ; Hs+1), θn+1rem ∈ L2(0, T ; Hs+1),
∂tρ
n+1
rem ∈ C
([0, T ]; Hs−1), ∂tun+1rem ∈ C([0, T ]; Hs−2),
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n+1
rem ∈ C
([0, T ]; Hs−2), ∂t∇φn+1rem ∈ C([0, T ]; Hs),
and satisﬁes the uniform estimates
sup
0tT
(∥∥(λρn+1rem ,un+1rem , θn+1rem )(t)∥∥2Hs + ∥∥∇φn+1rem ∥∥2Hs+1)+
T∫
0
∥∥un+1rem ∥∥2Hs+1 dt +
T∫
0
∥∥θn+1rem ∥∥2Hs+1 dt  M2,
(3.46)
sup
0tT
(
λ2
∥∥∂tρn+1rem (t)∥∥2Hs−1 + λ2∥∥∂tun+1rem (t)∥∥2Hs−2 + ∥∥∂tθn+1rem (t)∥∥2Hs−1 + λ2∥∥∂t∇φn+1rem (t)∥∥2Hs ) M˜2.
(3.47)
It is standard to verify that the difference
(
ρ¯n+1rem , u¯n+1rem , θ¯n+1rem , φ¯n+1rem
)= (ρn+1rem − ρnrem,un+1rem − unrem, θn+1rem − θnrem, φn+1rem − φnrem)
satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t ρ¯
n+1
rem + unλ∇ρ¯n+1rem +
1
λ
ρnλ div u¯
n+1
rem
= −λu¯nrem∇ρnrem − λρ¯nrem divunrem + h0
(
x, t,un+1rem ,ρn+1rem
)− h0(x, t,unrem,ρnrem),
∂t u¯
n+1
rem +
(
unλ · ∇
)
u¯n+1rem + λ
θnλ
ρnλ
∇ρ¯n+1rem + ∇ θ¯n+1rem − μu¯n+1rem − (μ + ν)∇ div u¯n+1rem
= 1
λ
∇φn+1rem − λ
(
u¯nrem · ∇
)
unrem − λ
(
θnλ
ρnλ
− θ
n−1
λ
ρn−1λ
)
∇ρnrem
+ f0
(
x, t,un+1rem ,ρn+1rem
)− f0(x, t,unrem,ρnrem),
∂t θ¯
n+1
rem + unλ · ∇ θ¯n+1rem + θnλ div u¯n+1rem
= λν( J˜ n − J˜ n−1)+ 2λμ(G˜n − G˜n−1)− (θnλ − θn−1λ )divunrem
− λu¯nrem∇θnrem + g0
(
x, t,un+1rem ,ρn+1rem
)− g0(x, t,unrem,ρnrem).
(3.48)
Observing that, for |α| s,
∣∣Dα( J˜ n − J˜ n−1)∣∣+ ∣∣Dα(G˜n − G˜n−1)∣∣
 M0
∑
|α|−1=|β|+|γ |s−1
[(∣∣Dβ+1unrem∣∣+ ∣∣Dβ+1unrem∣∣)∣∣Dγ+1u¯nrem∣∣]. (3.49)
Then repeating the previous analysis used in the proof of Lemma 3.2 and using the interpolation
inequalities, we can show that there is a δT > 0 such that, for any λ ∈ (0, δT ] and s′ < s,
sup
0tT
(∥∥(λρ¯n+1rem , u¯n+1rem , θ¯n+1rem )(t)∥∥2Hs′ + ∥∥∇φ¯n+1rem (t)∥∥2Hs′+1)+
T∫
0
∥∥u¯n+1rem ∥∥2Hs′+1 dr +
T∫
0
∥∥θ¯n+1rem ∥∥2Hs′+1  C,
sup
0tT
(
λ2
∥∥∂t ρ¯n+1rem (t)∥∥2Hs′−1 + λ2∥∥∂t u¯n+1rem (t)∥∥2Hs′−2 + ∥∥∂t θ¯n+1rem (t)∥∥2Hs′−2 + λ2∥∥∂t∇φ¯n+1rem (t)∥∥2Hs′ ) C
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function
(ρrem,urem, θrem,∇φrem)T ∈ L∞
(
0, T ; Hs′)∩ Lip([0, T ]; Hs′−1)
satisfying (3.2)–(3.3) such that
sup
0tT
∥∥(ρn+1rem − ρrem,un+1rem − urem, θn+1rem − θrem,∇φn+1rem − ∇φrem)(t)∥∥Hs′−2 → 0
as n → +∞ for any λ ∈ (0, δT ]. Furthermore, for N/2− [N/2] < σ < 1, we have the convergence
(
ρn+1rem ,un+1rem , θn+1rem ,∇φn+1rem
)T → (ρrem,urem, θrem,∇φrem)T
in C([0, T ]; Hs−σ ) by the standard interpolation inequality. Moreover, by Sobolev’s embedding theo-
rem, we have
(ρrem,urem, θrem, φrem)
T ∈ C([0, T ]; Hs′)∩ C1([0, T ]; Hs′−2)
↪→ C1([0, T ] × TN)∩ C([0, T ];C2(TN))
for any λ ∈ (0, δT ], where we have used the fact s′ > N/2 + 2. Then the existence of classical solu-
tions to the initial value problem (2.15), (2.11) is proved. The uniqueness of the classical solutions
can be proved easily by energy estimates for the difference of any two solutions. Thus the proof of
Theorem 3.1 is ﬁnished. 
4. Proofs of Theorems 1.2 and 1.3
Proof of Theorem 1.2. By the asymptotic expansion (2.9), Propositions 1.1 and 2.1, the existence and
uniqueness of classical solutions to the initial value problem of Navier–Stokes–Poisson system (1.6)–
(1.9) is proved and the solution satisﬁes
sup
0tT
∥∥(ρλ,uλ, θλ)(t)∥∥Hs + sup
0tT
∥∥∇φλ(t)∥∥Hs+1 + ‖uλ‖L2(0,T ;Hs+1) + ‖θλ‖L2(0,T ;Hs+1)  C(T ),
sup
0tT
(∥∥∂t(ρλ,uλ, θλ)(t)∥∥Hs + ∥∥∂t∇φλ(t)∥∥Hs+1) C(T , λ),
where C(T ) > 0 is a constant independent of λ and C(T , λ) > 0 is a constant dependent on λ. More-
over, it is easy to see that, for λ ∈ (0, δT ],
sup
0tT
∥∥(ρλ − 1,uλ − v− uosc, θλ − θ)(t)∥∥Hs + sup
0tT
∥∥(∇φλ − ∇φosc)(t)∥∥Hs+1  C(T )λ.
Thus the proof of Theorem 1.2 is ﬁnished. 
As far as the combined quasineutral, vanishing viscosity and vanishing heat conductivity limit is
concerned, we can follow the same lines as the proof of Theorem 1.2. Recalling the uniformly bounded
estimates obtained in Lemma 3.2, we are able to get the uniform bound with respect to λ,μ,ν and κ
for the solutions. Thus Theorem 1.3 can be proved similarly with minor modiﬁcations of our previous
arguments. We omit the details here for conciseness.
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