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1. INTRODUCTION
Let A be an abelian group, let F be an arbitrary field of characteristic
 .0, let a g Hom A, F , and let w : A = A ª F be a skew-symmetric
 .biadditive map such that w s a n b holds for some b g Hom A, F . We
note that such b is not unique since we can replace b with b q ca for
 .any c g F. Then we can construct the Lie algebra L s L A, a , w by
taking a vector space over F with a basis consisting of all symbols e ,x
x g A, and by defining the Lie algebra structure on this space by
w xe , e s f x , y e , .x y xqy
where
f x , y s w x , y q a x y y . .  .  .
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 .  . 2We assume throughout that w / 0 and ker a l ker b s 0. Let L s
w xL, L be the derived algebra of L and let Z be the center of L. Then we
2  2 .have Z ; L , dim Z F 1, and dim LrL F 1. Furthermore the Lie alge-
bra
L s L A , a , w s L2rZ .
is simple.
In the case when L2 s L and Z s 0, these algebras were studied by
w xBlock 2 . In the general case we shall refer to the simple Lie algebras L
as the generalized Block algebras. They were studied in detail in our pa-
w xper 3 .
In the present paper we make an additional hypothesis. We assume that
 .b g Hom A, F can be chosen not only to satisfy w s a n b , but also
 .such that b A s Z. Then we can define the subalgebra L of L as theb
 . 2span of all vectors e with b x G y1. We have Z ; L ; L , and wex b
 .denote by L s L A, a , w the quotient algebra L rZ. Hence L is ab b b b
 .subalgebra of L . Some of the algebras L appear in different form inb
w x4, 5 .
Our hypotheses imply that A is a torsion-free abelian group of rank at
least 2. If A is not a free abelian group of rank 2, then the map b with the
properties stated above is unique, and so, in that case, we have at most one
such subalgebra L . In the case when A , Z2, the required b may not beb
unique.
In Sect. 2 we prove that the subalgebras L are simple. In Sect. 3 web
construct all derivations of L .b
In Sect. 4 we describe all isomorphisms between two simple algebras
 . X  .L s L A, a , w and L s L A9, a 9, w9 . As a consequence, we obtainb b b 9 b 9
that every isomorphism L ª L X extends uniquely to an isomorphismb b 9
L ª L 9 of the ambient generalized Block algebras.
In Sect. 5 we apply the isomorphism theorem to describe the structure
 .of the automorphism group of L . It turns out that Aut L is solvable ofb b
length at most 3.
In Sect. 6 we determine the central extensions of L , i.e., we computeb
2 .the second cohomology group H L , F . In particular, we show that theb
2 .dimension of H L , F is 0, 1, or 2.b
Finally in Sect. 7 we study the exceptional case A s Z2. More precisely,
we determine all generalized Block algebras L that possess at least two
simple subalgebras L . Up to isomorphism, these algebras are preciselyb
the algebras L , n G 1, defined byn
L s L Z2 , p , np n p .n 1 1 2
where p , p : Z2 ª Z are the projection maps. We also classify all the1 2
simple subalgebras L of L .n, b n
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The algebras L first appeared in the recent Ph.D. thesis of Warrenn
w xKoepp 4 in the course of classification of simple homogeneous subalge-
bras of the generalized Witt algebra W . W is the derivation algebra of2 2
w y1 y1 x .the Laurent polynomial ring F t , t , t , t .1 2 1 2
We would like to thank the referee for a thorough reading of the
original manuscript and for pointing out several inaccuracies.
2. THE LIE ALGEBRAS L AND Lb b
Let A be an abelian group written additively, and let F be a field of
 .characteristic 0. We shall denote by Hom A, F the F-vector space of all
 .additive i.e., Z-linear maps A ª F. We now fix an additive map a :
A ª F and a skew-symmetric biadditive map w : A = A ª F. We assume
throughout that both a and w are nonzero.
 .Let L s L A, a , w be the vector space over F having a basis consisting
 .of all symbols e , x g A. We make L into a nonassociative algebra overx
F by defining F-bilinear multiplication L = L ª L by
e ? e s f x , y e , x , y g A , 2.1 .  .x y xqy
where
f x , y s w x , y q a x y y . 2.2 .  .  .  .
w xIt was shown by Albert and Frank 1 that L is a Lie algebra if and only if
there exists another additive map b : A ª F such that w s a n b , i.e.,
w x , y s a x b y y b x a y . 2.3 .  .  .  .  .  .
We shall assume throughout that such a b exists, i.e., that L is a Lie
w xalgebra. Consequently we shall write u, ¨ instead of u¨ for the product of
two elements u, ¨ g L.
For any additive map m: A ª F we shall denote by K the kernel of m.m
 .In general, the Lie algebra L A, a , w is far from being simple. In order
to make it almost simple we introduce another condition:
K l K s 0. 2.4 .a b
The Lie algebras L satisfying this condition were studied in our paper
w x3 . We now recall some structural features of these algebras. For i g Z let
A s x g K : b x s yi . 2.5 4 .  .i a
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 .  4It follows from 2.4 that A s 0 , and for i / 0 each A is either empty0 i
or a singleton set. If A / B, we denote its unique element by a . Leti i
2 w xL s L, L be the derived subalgebra of L and Z the center of L. If
A s B, then L2 s L. If A / B, then L2 has codimension 1 in L; its2 2
basis consists of all e with x / a . If A s B, then Z s 0. If A / B,x 2 1 1
2 wthen Z s Fe . In all cases the Lie algebra L s L rZ is simple 3,a1x  .Theorem 2.5 , and we shall also write L A, a , w for L .
We refer to the Lie algebras L as generalized Block algebras.
Note that if A s B, then also A s B, and we have L2 s L, Z s 0,2 1
and L s L. Thus L is a simple Lie algebra if and only if A s B. These2
 . w xsimple Lie algebras with A s B were studied by R. E. Block in 2 . In2
our paper quoted above we have proved the isomorphism theorem for
generalized Block algebras, and also computed their derivation algebras,
2 .automorphism groups, and the second cohomology groups H L , F .
In the present paper we are interested in certain subalgebras of L s
 .L A, a , w . In order to introduce these subalgebras we shall make an
 .additional hypothesis. Namely, we assume that b g Hom A, F can be
 .chosen so that 2.3 holds and
b A s Z. 2.6 .  .
 .  .  .LEMMA 2.1. If b g Hom A, F satisfies 2.3 and 2.6 , then K / 0.b
 .Proof. Assume that K s 0. Then 2.6 implies that A is an infiniteb
 .cyclic group. Consequently 2.3 implies that w s 0, which contradicts one
of our basic hypotheses.
 .From now on we shall assume that b has been chosen so that 2.3 and
 .2.6 hold.
We now define the subset A ; A byb
A s x g A: b x G y1 2.7 4 .  .b
and denote by L the subspace of L with a basis consisting of all e withb x
 .  .  .  .x g A . If x, y g A and b x s b y s y1, then 2.2 and 2.3 implyb
 . w x  .that f x, y s 0, and so e , e s 0 by 2.1 . It follows that L is ax y b
subalgebra of L.
 .It follows from 2.1 that the Lie algebra L is A-graded. The homoge-
neous subspace of degree x g A is the one-dimensional subspace Fe . Thex
subalgebra L of L is a graded subspace, and so it inherits A-gradingb
from L. The homogeneous subspace of L of degree x g A R A is 0.b b
2 w xPROPOSITION 2.2. The deri¨ ed subalgebra L s L , L of L coincidesb b b b
with L , and the center Z of L is also the center of L .b b
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 .Proof. Let x g A and note that 0 g A , i.e., e g L . If a x / 0,b b 0 b
w x  . 2  .then e , e s a x e implies that e g L . Now assume that a x s 0.x 0 x x b
By Lemma 2.1, we can choose a nonzero y g K . Hence y, x y y g Ab b
 .  .and, by 2.4 , a y / 0. Since
w xe , e s a y 2 q b x e , .  . .y xyy x
we infer that e g L2 . Hence the first assertion of the proposition isx b
proved.
Since A ; A , we have Z ; Z , where Z denotes the center of L . If1 b b b b
 .x g A R A , then there exists y g A such that f x, y / 0, and sob 1 b
e f Z . Hence we have Z s Z .x b b
 .We shall denote by L or L A, a , w the quotient algebra L rZ. Ifb b b
A s B, then L s L .1 b b
THEOREM 2.3. The Lie algebra L is simple.b
Proof. Let I be an ideal of L containing Z properly. We have tob
show that I s L .b
An arbitrary element u g L can be written uniquely as u s c e ,b x x
where the summation is over all x g A and c g F is 0 for almost all x.b x
 .The support of u is the set S u ; A consisting of all x g A such thatb b
c / 0.x
<  . <We start by choosing an element u g I R Z such that n s S u is
 .minimal. Each e is an eigenvector of ad e , belonging to the eigenvaluex 0
 .ya x . The minimality of n implies that u must be contained in one of
 .  .the eigenspaces of ad e . This means that a x s c is constant over all0
 .  .x g S u . Since Z ; I and n is minimal, we also have S u l A s B.1
 .Assume that c s 0. We choose y g A such that a y / 0. By replacing
 .y with yy, if necessary, we may assume that y g A . For x g S u , web
 .  .  .have a x s c s 0. As x f A , we have b x / y1, and so b x G 0.1
w x  .  .  .  ..Since e , e s f x, y e and f x, y s ya y 1 q b x / 0, it fol-x y xqy
 . w x  .  .lows that x q y g S ¨ , where ¨ s u, e g I. As a x q y s a y / 0,y
 .  .we have x q y f A . Hence the obvious inclusion S ¨ ; S u q y and the1
 .  .minimality of n imply that S ¨ s S u q y. By replacing u with ¨ , we may
assume that c / 0.
 .Assume that n ) 1 and choose distinct elements x, y g S u . For w s
w x <  . <e , u , we have S w - n and w g I.x
 .  .  .  .  .Since a x s a y s c, we have f x, y s w x, y s cb y y x . As
 .x / y and y y x g K , we have b y y x / 0. Since also c / 0, we havea
 .  .  .f x, y / 0. Hence x q y g S w . As a x q y s 2c / 0, we have x q y
f A . This contradicts with our choice of u.1
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Hence we can conclude that n s 1, i.e., there exists an x g A R Ab 1
 .such that e g I. Assume that we have chosen such x with b x s kx
minimal. We claim that k s y1.
We prove this claim by contradiction. Assume k G 0. Since A is
 .torsion-free, 2.6 and Lemma 2.1 imply that there are infinitely many
 .y g A such that b y s y1. Hence we can choose y g A such that
 .  .b y s y1 and y, x q y f A . Then a y / 0 and1
w xe , e s y k q 1 a y e g I .  .x y xqy
 .implies that e g I. As b x q y s k y 1 and x q y f A , we have axqy 1
contradiction with the choice of x.
 .  .Hence b x s y1. As x f A , we have a x / 0. As yx g A and1 b
w x  .e ,e s 2a x e , we infer that e g I.x yx 0 0
 . w x  .Let y g A be arbitrary. If a y / 0, then e , e s a y e impliesb y 0 y
 .  .that e g I. Now assume that a y s 0. Choose z g A such that b z sy
 .y1 and a z / 0. Then y y z g A andb
f z , y y z s a z 2 q b y / 0. .  .  .
w x  .Since e g I and e , e s f z, y y z e , we conclude that e g I. Thusx z yyz y y
I s L .b
 .We shall see later Lemma 4.2 that L has nonzero locally nilpotentb
elements, and so it is not isomorphic to any generalized Block algebra.
w xAs in 3 , we define
A* s A R A , Aa s A* R A .2 1
We also set
AU s A l Aa s A R A .b b b 1
The elements e with x g A* form a basis of L2. For x g A*, we denotex
2by e the image of e under the canonical map L ª L . Hence thex x
aelements e with x g A form a basis of L . The elements e , withx x
x g AU , form a basis of the subalgebra L of L .b b
The following lemma will be useful in the sequel.
 .LEMMAS 2.4. Let x g A be such that b x s 1. Then e and the0 0 x 0
 .elements e with b y s 0 or y1 generate the algebra L .y b
 .Proof. We claim that each e with b x s 1 belongs to the subalgebrax
 .  .L x generated by the elements mentioned in the lemma. If 2a x /0
 . w x  .  .  .3a x , this follows from e , e s a 3 x y 2 x e . If 2a x s 3a x ,0 x xyx 0 x 00 0
 .  .  .  .  .then we choose x such that a x / a x , 3a x / 2a x , and b x1 0 1 0 1 1
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 .  .  .s 1. It follows that e g L x ; L x and so our claim holds. If b x sx 1 0
 .  .m ) 1, then we can choose y such that b y s 1 and f y, x y y / 0. By
 .induction on m it follows that e g L x .x 0
It is natural to raise the question whether or not b is unique. It turns
out that it is, with one exception.
 .LEMMA 2.5. There exists b9 g Hom A, F such that b9 / b , w s a n
 .  .b9, and b9 A s Z if and only if a A , Z.
 .Proof. Necessity. Since w s a n b s a n b9, we have a n b9 y b
s 0, and so b9 s b q ca for some constant c g F. As b9 / b , we have
 .  .  .c / 0. Since b A s b9 A s Z, it follows that ca A ; Z. Consequently
 .a A , Z.
 .Sufficiency. By hypothesis, a A s cZ for some c g F*. Choose x g A0
 .  .such that a x s c. Choose e s "1 such that m s e y b x is not 0.0 0
y1  .Then b9 s b q mc a has all the required properties. Indeed b9 A ; Z
 .  .and since b9 x s e , it follows that b9 A s Z.0
 . 2We remark that if a A s Zc, then A , Z . This follows from the fact
  .  ..that the map A ª Zc = Z sending x ª a x , b x is an injective homo-
morphism.
3. DERIVATIONS OF Lb
w x  .We recall from 3 the description of the derivation algebra Der L . If
 .m g Hom A, F , then the linear map D of L defined bym
aD e s m x e , x g A , . .m x x
is a derivation. We refer to derivations of this type as degree deri¨ ations. If
A / B, then we have an additional derivation D defined by2 2
aD e s a x e , x g A . . .2 x xqa2
If also A / B, then we have two more derivations D and DX defined by1 1 1
aD e s a x e , x g A , . .1 x xqa1
and
X aD e s 1 q b x e , x g A . . .  .1 x xqa1
 w  .x.  .THEOREM 3.1 see 3, Theorem 3.5 a . Der L is spanned by the inner
X deri¨ ations, degree deri¨ ations, and the deri¨ ations D , D , and D when1 1 2
.they are defined .
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In this section we shall prove that
<Der L s D : D g Der L , D L ; L . . .  . 4Lb b bb
 . .If u g L , then ad u L ; L if and only if u g L . All degree deriva-b b b
tions stabilize L . Among the three exceptional derivations D , DX , D ,b 1 1 2
only DX stabilizes L . Hence our goal is to prove the following theorem.1 b
 .THEOREM 3.2. Der L is spanned by inner deri¨ ations, degree deri¨ a-b
 . X <tions restricted to L , and D if A / B.Lb 1 1b
The following result, which we were not able to prove directly, follows
immediately from Theorem 3.2.
COROLLARY 3.3. E¨ery deri¨ ation of L has a unique extension to ab
deri¨ ation of L .
Let D be a derivation of L and writeb
D e s c x , y e , x g A . 3.1 .  . . x xqy b
y/a yx1
 .  .Since D e g L , we have c x, y s 0 if x q y f A . If A / B andx b b 2
x q y s a , then e is not defined, and we should interpret the term2 a2
 .c x, a y x e as 0. If A / B, then e s 0 and so we have2 a 1 a2 1
c a , y s 0, y / 0. 3.2 .  .1
w x  .By applying D to e , e s f x, y e and by equating the coefficientsx y xqy
of e , we obtain thatz
f x , y c x q y , z y x y y s f z y y , y c x , z y x y y .  .  .  .
q f x , z y x c y , z y x y y .  .
holds for x, y g A and z / a . By setting u s z y x y y, we obtain thatb 1
f x , y c x q y , u s f x q u , y c x , u q f x , y q u c y , u 3.3 .  .  .  .  .  .  .
holds when x, y g A and x q y q u / a .b 1
For u g K , this can be rewritten asa
f x , y c x q y y c x y c y s w u , y c x q w x , u c y , .  .  .  .  .  .  .  .u u u u u
3.4 .
 .  .where c x s c x, u .u
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 .We say that D is normalized if D e s 0, i.e.,0
c 0, y s 0, y g AU . 3.5 .  .b
 .  .  .LEMMA 3.4. Let D g Der L be gi¨ en by 3.1 . If c 0, y s 0 forb
 .  . Ua y / 0, then c 0, y s 0 for all y g A , i.e., D is normalized.b
U  .Proof. Let u g A l K and choose x g A R K . Since f x q u, 0b a b a
 .  .  .  .s f x, 0 , by setting y s 0 in 3.3 , we obtain that f x, u c 0, u s 0. As
 .  .  ..  .f x, u s a x 1 q b u / 0, we infer that c 0, u s 0.
 .LEMMA 3.5. If D g Der L , then there exists u g L such that D yb b
 .ad u is normalized.
 .Proof. By 3.1 we have
D e s c 0, x e . . . 0 x
UxgAb
If
y1u s a x c 0, x e , .  . x
xgA RKb a
then
ad u e s c 0, x e . .  . . 0 x
xgA RKb a
 .By Lemma 3.4, D y ad u is normalized.
We shall need one more lemma.
 .LEMMA 3.6. Let m be a nonnegati¨ e integer and denote by L m the
 .subalgebra of L spanned by all e with b x G m. Thenb x
 .  .a the centralizer of L m in L is 0;
 .  .  .b if D g Der L ¨anishes on L m , then D s 0.b
 .  .Proof. a This follows from the observation that if f x, y s 0 for a
 .fixed x and all y g A with b y G m, then x g A .1
U .  . w x  .b Let x g A be arbitrary. If b y ) m, then e , e g L m andb x y
w xso D e , e s 0 by hypothesis. Since also De s 0, we conclude thatx y y
w x  .  .De ,e s 0. Hence De centralizes L m q 1 , and so it is 0 by part a .x y x
After these preliminaries we shall now prove the theorem itself.
Proof of Theorem 3.2. Let D be an arbitrary derivation of L . We mayb
 .assume that D is given by 3.1 . By Lemma 3.5, we may assume that D is
 .  . w xnormalized, i.e,. 3.5 holds. Since D e s 0, by applying D to e , e s0 0 x
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 .  . .  .ya x e , we conclude that ad e De s ya x De . Hence De lies inx 0 x x x
 .  .the eigenspace of ad e belonging to the eigenvalue ya x . Consequently0
De is a linear combination of the vectors e with u g K and x q u gx xqu a
AU . It follows thatb
c x , u s 0, x g A , u f K . 3.6 .  .b a
For each y g A, let us define the linear map D : L ª L byy b b
UD e s c x , y e , x g A . . .y x xqy b
Then
D s D , 3.7 . y
ygA
U  .in the sense that for each x g A only finitely many terms D e areb y x
nonzero and
D e s D e . .  .x y x
ygA
 .  .  .It follows from 3.3 that D g Der L for all y g A. From 3.6 wey b
 .  .deduce that D s 0 if a y / 0. Hence we can rewrite 3.7 asy
D s D . 3.8 . u
ugKa
U  .We consider first the case u s 0. For x g A we shall write m x forb
 .  .  .  .c x, 0 , and so D e s m x e . By setting u s 0 in 3.4 , we deduce that0 x x
f x , y ? m x q y y m x y m y s 0 3.9 .  .  .  .  .
holds for x, y g A such that x q y g AU .b b
 .  .  .  .By 3.5 , m 0 s 0. If f x, y / 0, it follows from 3.9 that
m x q y s m x q m y . 3.10 .  .  .  .
 . USuppose f x, y s 0. Since x, y, x q y g A , then at least one of x and y,b
 .  .say x, is such that b x G 0. By invoking 2.6 and Lemma 2.1, we can
U  . Uchoose a z g A with b z s 1, x y z, y q z g A such that all ofb b
 .  .  .  .f x, yz , f y, z , f x y z, y q z are nonzero. By using 3.10 in the proven
cases, we deduce
m x q y s m x y z q y q z .  .  . .
s m x y z q m y q z .  .
s m x q m yz q m y q m z .  .  .  .
s m x q m y . .  .
 . UThus 3.10 holds for x, y, x q y g A .b
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 .  .  .  .If we now define m x or b x - y1 or x s a if A / B by m x s1 1
 .  .ym yx , then 3.11 implies that m: A ª F is an additive map. Conse-
quently we have D s D , i.e., D is a degree derivation.0 m 0
 .  .  .We now consider other terms D in 3.8 . If b u F y3, then D e s 0u u x
 .for b x s y1, 0, 1, and Lemma 2.4 implies that D s 0. We claim thatu
 .  .D s 0 also when b u s y2, i.e., u s a . If A / B, then D e s 0u 2 1 a ya2 1
and Lemma 2.4, with x s ya , implies that D s 0. Otherwise we fix an0 1 a2
 .  .x such that a x / 0 and b x s 1.0 0 0
 .  .  .For brevity, we set m x s c x, a if b x G 1. Choose y such that2
 .  .b y s 0 and a y / 0. By applying D toa2
f x , y e s e , e .0 x qy x y0 0
we obtain
a x y 2 y m x q y s a x m x . 3.11 .  .  .  .  .0 0 0 0
 .By replacing x with x q y in 3.11 , we obtain0 0
a x y y m x q 2 y s a x q y m x q y , .  .  .  .0 0 0 0
 .and by replacing y with 2 y in 3.11 , we obtain
a x y 4 y m x q 2 y s a x m x . .  .  .  .0 0 0 0
 .  .By eliminating the terms m x q y and m x q 2 y from the last three0 0
equations, we obtain that
a x y 2 y a x y y m x s a x q y a x y 4 y m x . .  .  .  .  .  .0 0 0 0 0 0
By using the additivity of a , and by expanding both sides, the above
 .2  .equation reduces to 6a y m x s 0, from which it follows immediately0
 .  .that m x s 0. Since D e s 0 for x s x and for all x satisfying0 a x 02
 .y1 F b x F 0, Lemma 2.4 implies that D s 0.a2
 .  .  .Next let b u s y1, i.e., u s a . If b x G 0 and x / 0, we set m x s1
 .  .c x, a . By setting u s a in 3.4 , we obtain that1 1
f x , y ? m x q y y m x y m y s a y m x y a x m y .  .  .  .  .  .  .  .
3.12 .
 .  .holds when b x , b y G 0 and x, y, x q y / 0.
 .  .Fix an x such that a x / 0 and b x G 0. By substituting x and y in
 .3.12 with kx and lx, respectively, we obtain that
k y l m k q l x s km kx y lm lx 3.13 .  .  .  .  . .
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holds for k, l ) 0. Setting l s 1, it follows by induction on k that
m kx s m 2 x y m x k q 2m x y m 2 x 3.14 .  .  .  .  .  . .  .
is valid for k ) 0.
 . w  .xEquation 3.13 is the same as 3, eq. 3.24 except that now we have the
restrictions k, l ) 0 instead of k, l / 0. By using the same method as in
 .  .  .  .that paper, one can show that 2m x y m 2 x s 2m y y m 2 y whenever
 .  .  .b x , b y G 0; x, y, x q y f K ; and w x, y / 0. Next assume that all ofa
 . wthese restrictions are satisfied except that w x, y s 0. By using 3, Lemma
x  .2.3 , we can choose an element z g A such that b z G 0 and all numbers
 .  .  .  .  .a z , a x q z , a y q z , w x, z , and w y, z are nonzero. It follows that
 .  .  .  .  .  .  .  .2m x y m 2 x s 2m z y m 2 z and 2m y y m 2 y s 2m z y m 2 z .
 .  .Consequently the function 2m x y m 2 x is a constant, say c9, for all x
 .  .satisfying a x / 0 and b x G 0. By replacing D with the differencea1
X <D y c9D ,La 1 b1
 .we may assume that c9 s 0. Then 3.14 implies that
m kx s km x 3.15 .  .  .
 .  .holds if a x / 0, b x G 0, and k ) 0.
We claim that
a x m y s a y m x 3.16 .  .  .  .  .
 .  .holds if x, y f K and b x , b y G 0.a
 .  .Assume also that a x q y / 0 and w x, y / 0. By replacing x and y
 .in 3.12 with kx and ky, respectively, and by comparing the coefficients of
k 3, we obtain that
m x q y s m x q m y . .  .  .
 .  .Hence 3.12 implies that 3.16 holds under these restrictions.
 .  .Let us now assume that a x q y s 0 or w x, y s 0. Then we choose
 .  .  .  .z g A such that b z G 0 and the numbers a z , a x q z , a y q z ,
 .  .  .  .  .  .w x, z , and w y, z are all nonzero. Then a x m z s a z m x and
 .  .  .  .  .a y m z s a z m y . These equations imply that 3.16 holds. Hence our
claim is proved.
 .  .Consequently there is a constant, say c, such that m x s ca x holds
 .  .whenever a x / 0 and b x G 0.
 .  .We choose x, y g A such that y / yx, b x s 1, b y s y1, and all
 .  .  .  .the numbers a x , a y , a x q y , and a x q 2 y are nonzero.
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w x  .By applying D to e , e s f x, y e , and by using the fact thata x y xqy1
 .D e s 0, we obtain thata y1
m x f x q a , y e s m x q y f x , y e . .  .  .  .1 xqyqa xqyqa1 1
Since x q y / 0, we have
m x f x q a , y s m x q y f x , y . .  .  .  .1
 .  .  .  .As a x and a x q y are nonzero, we know that m x s ca x and
 .  .  . m x q y s ca x q y . Hence the above equality gives that ca y a x q
.  .  .2 y s 0. Consequently c s 0, and so D e s 0 whenever a x / 0 anda x1
 .b x G 0.
 .  .Given y g A with b y G 1, we can choose x g A such that b x s 0
 .  .  .and all numbers a x , a y y x , and f x, y y x are nonzero. Since
e , e s f x , y y x e .x yyx y
 .  .  .and D e s d e s 0, it follows that also D e s 0. Hence Da x a yyx a y a1 1 1 1
 .vanishes on L 1 . By Lemma 3.6, D s 0.a1
 .  .Finally we have to consider the terms D in 3.8 with b u G 1. We fixu
 .  .one such u and let m s b u , i.e., u s a . For brevity, we set m x sym
 .  .  .c x s c x, u . Equation 3.4 can be rewritten asu
f x , y ? m x q y y m x y m y s m a x m y y a y m x . .  .  .  .  .  .  .  .
3.17 .
This equation is valid for all x, y g A except when m s 1 and x q y s a .b 2
 .  .By 3.5 , we have m 0 s 0.
 .  .  .We claim that 3.15 holds when a x / 0, b x G 0, and k G 0. By
 .replacing x and y in 3.17 with kx and lx, respectively, we obtain the
equation
k y l m k q l x y m kx y m lx s m km lx y lm kx . .  .  .  .  .  . .
3.18 .
For l s 1 we obtain the equation
k y 1 d k q 1 s k y m y 1 d k .  .  .  .
 .  .  .  .  .  .where d k s m kx y km x . It follows that d k s 0, i.e., m kx s km x
 .  .holds for k G m q 2. By using 3.18 , it is now easy to see that m kx s
 .km x for all k G 0. Hence our claim is proven.
We now claim that
a x m y s a y m x 3.19 .  .  .  .  .
 .  .  .  .holds when a x , a y / 0 and b x , b y G 0.
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 .By replacing y with 2 y, if necessary, we may assume that also a x q y
/ 0.
 .  .Let us first assume that w x, y / 0. By replacing x and y in 3.17 with
 .kx and ky, respectively, then applying 3.15 , and finally equating the
3  .  .  .coefficients of k on both sides, we conclude that m x q y s m x q m y .
 .  .Hence 3.17 shows that 3.19 is valid. Since we can choose z such that
 .  .  .  .  .a z / 0, b z G 0, w x, z / 0, and w y, z / 0, the restriction w x, y
/ 0 can be dropped. Hence our claim is proven.
 .  .It follows from 3.19 that there exists a constant c such that m x s
 .  .  .ca x whenever a x / 0 and b x G 0. It follows that the derivation
c
D q ad e .u um q 1
 .  .vanishes on e when a x / 0 and b x G 0. By using Lemma 3.6, it isx
 .easy to show that this derivation is 0. Thus D s l ad e for someu u u
U  .l g F. If x g A is chosen so that a x / 0, thenu b
D e s m x e y a x l 1 q b u e .  .  . .  .x x u xqu
ugKa
 .b u G1
shows that only finitely many l s are nonzero. Henceu
D u
ugKa
 .b u G1
is an inner derivation of L , and the proof of the theorem is completed.b
4. THE ISOMORPHISM THEOREM
 .  .Let L s L A, a , w and L 9 s L A9, a 9, w9 be two generalized Block
 .  .algebras and b g Hom A, F , b9 g Hom A9, F such that w s a n b ,
 .  .w9 s a 9 n b9, and b A s b9 A9 s Z. In this section we shall deter-
 .  .mine all isomorphisms if any between the algebras L s L A, a , w andb b
X  .L s L A9, a 9, w9 .b9 b 9
We say that an element X g L is locally finite, locally nilpotent, orb
 .semisimple if ad X as a linear operator on L has the correspondingb
property.
w xFor each m g Z let L m be the subspace of L spanned by all vectors
 .e with b x s m.x
w xLEMMA 4.1. The subspace F s L y1 q Fe of L is the set of all0 b
locally finite elements of L .b
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Proof. It is obvious that every X g F is locally finite.
Assume now that X f F and let S be the support of X. Let m G 0 be
 .   . 4the maximum of b x as x runs over S. Set S s x g S: b x s m .m
We now choose a total ordering ``F '' on K compatible with its groupb
.  4structure . Since X f F, it follows that, if m s 0, then S s S / 0 . Inm 0
 .that case, by reversing the ordering ``F '' if necessary , we may assume
that the largest element of S is larger than 0.0
Next we extend ordering ``F '' to obtain the total ordering ``F '' on A
 .  .  .as follows: for x, y g A we have x F y if either b x - b y or b x s
 .b y and x y y F 0 in K . If x F y and x / y, then we shall write x - y.b
Let x be the largest element of S with respect to ``F ''. Clearly0
x g S . If m ) 0, then 0 - x . If m s 0, then 0 - x by the choice of the0 m 0 0
ordering ``F '' on K .b
 .We choose y g A such that f x , y / 0. We haveb 0
f x , y q ix s f x , y y ia x .  .  .0 0 0 0
 .for all i g Z. Hence f x , y q ix s 0 for at most one value of i.0 0
 .Consequently we can choose m g Z such that f x , y q ix / 0 for all0 0
i G m. Now set z s y q mx . Then0
ky1
k
ad e e s f x , z q ix ? e . . . x z 0 0 zqk x0 0
is0
is not 0 for all k G 0.
k .  .Hence z q kx is the largest element in the support of ad X e for0 x
each k G 0. So X is not locally finite.
w xLEMMA 4.2. The subspace L y1 of L is the set of all locally nilpotentb
elements of L .b
w xProof. Obviously each X g L y1 is locally nilpotent. In order to
prove the converse, let X g L be locally nilpotent. In particular, X isb
locally finite and so Lemma 4.1 implies that X s Y q ae for some a g F0
w x  .  .and Y g L y1 . Choose x g A such that a x / 0 and b x s y1. Then
kkad X e s yaa x e , k G 0. .  . .  .x x
 . w xAs a x / 0 and X is locally nilpotent, we must have a s 0, x g L y1 .
We shall also need the following characterization of semisimple ele-
ments of L .b
w xLEMMA 4.3. If X g L is semisimple, then there exists Y g L y1 suchb
that
exp ad Y X g Fe . .  . 0
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Proof. Clearly we may assume that X / 0. Since semisimple elements
are locally finite, Lemma 4.1 implies that X s Z q ae , where a g F and0
w xZ g L y1 . As X is semisimple and nonzero, it cannot be locally nilpo-
tent. Hence a / 0. We have
Z s c e , x x
 .b x sy1
 .a x /0
where almost all c g F are 0. Then the elementx
y1Y s y a x c e . x x
 .b x sy1
 .a x /0
has all the required properties.
LEMMA 4.4. For each integer m G 0 we ha¨e
my1
mq 1 w x w xX g L : ad Y X s 0, ;Y g L y1 s L i . .  5b
isy1
 .  .Proof. Let V resp. W be the subspace on the left resp. right side of
this equality. It is obvious that V > W. Now let X g L R W and choose xb
 .in the support of X such that b x s k G m. Let y g A be chosen so that
 .  . w xa y / 0 and b y s y1. Then Y s e g L y1 and for each integer iy
we have
f y , x y iy s a y i q 1 q b x . .  .  . .
mq 1 .  .It follows that ad Y X / 0, and so X f V.
 .  . XLet us denote L A, a , w and L A9, a 9, w9 by L and L , respec-b b 9 b b 9
tively. A character of A is a group homomorphism A ª F*. The group of
 .characters of A will be denoted by X A . It is straightforward to verify the
following fact.
 .  .LEMMA 4.5. If x g X A and s g Hom A, A9 satisfies a 9(s s aa
and b9(s s b , where a g F* is a constant, then the linear map u : L ª LXb b 9
defined by
u e s ay1x x e , x g A , .  .x s  x . b
 . Xis a homomorphism of Lie algebras. Furthermore s A ; A for all i g Zi i
Xand u induces a homomorphism u : L ª L .b b 9
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We remark that u is an isomorphism if s is an isomorphism.
The main result of this section is the following isomorphism theorem.
THEOREM 4.6. Let u: L ª L X be an isomorphism of Lie algebras. Thenb b 9
u s u (exp ad Y . .
Xw xfor some Y g L y1 and some isomorphism u : L ª L of the typeb b 9
 .described in Lemma 4.5 with s an isomorphism .
y1 .Proof. The element X s u e of L is semisimple. By Lemma 4.3,0 b
w xthere exists Y g L y1 such that
exp ad Y X s ae .  . . 0
Xfor some a g F*. We define the isomorphism u : L ª L byb b 9
u s u(exp ad yY . 4.1 .  . .
It remains to show that u has the form described by Lemma 4.5.
 .  .Let x g A be such that a x / 0 and b x s y1. Since e is locallyx
X .nilpotent in L , it follows that u e is locally nilpotent in L . By Lemmab x b 9
4.2, we have
w xu e g L 9 y1 . 4.2 . .x
w x  .  .By applying u to e , e s ya x e and by using 4.1 , we obtain that0 x x
y1a ? ad e u e s ya x u e . 4.3 .  . .  .  .0 x x
 . w xThe eigenspaces of ad e in L 9 y1 are all one-dimensional, namely,0
 .  .  .they are the subspaces Fe with a 9 y / 0 and b9 y s y1. Hence 4.2y
 .  .and 4.3 imply that there exists unique s x g A9 and c g F* such thatx
a 9 s x s aa x , b9 s x s b x s y1 4.4 .  .  .  .  . .  .
and
u e s c e . 4.5 . .x x s  x .
In particular we have
w x w xu L y1 s L 9 y1 . 4.6 . .
 .From 4.6 and Lemma 4.4 we infer that
m m
w x w xu L i s L 9 i 4.7 .  /
isy1 isy1
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holds for all integers m G y1. By considering the dimensions of the




y1  .for various m, and of the eigenspaces of a ad e on0
m
w xL 9 i ,
isy1
we conclude that A s B if and only if AX s B.i i
 .  .Let z g A be such that a z / 0 and b z s 1. By applying u to
w x  .  .e , e s ya z e and by using 4.1 , we obtain that0 z z
ad e u e s yaa z u e . . .  .  .0 z z
 .Since 4.7 implies that
w x w x w xu e g L 9 y1 q L 9 0 q L 9 1 , .z
 .  .  .we conclude that there exists z9 g A9 such that a 9 z9 s aa z , b9 z9 s
1, and
X Xu e s le q me q n e 4.8 . .z z 9 z 9qa z 9qa1 2
 .holds for some l, m, n g F. The term containing m resp. n should be
 .omitted if A resp. A is empty.1 2
 .By 4.5 we have
u e s c e . 4.9 . .yz yz s yz .
w x  .  .  .  .As e , e s 2a z e , it follows from 4.1 , 4.8 , and 4.9 thatz yz 0
y1
X Xle q me q n e , c e s 2 a a z e . .z 9 z 9qa z 9qa yz s yz . 01 2
 . 2This equation implies that z9 s ys yz , m s 0, and a lc s 1.yz
 .  .Now let x g A be such that a x / 0 and b x s 0. If A s B, then1
 . w x w xthe eigenspaces of ad e in L 9 y1 q L 9 0 are all one-dimensional, and0
 .  .  .so there exist s x g A9 and c g F* such that 4.4 and 4.5 hold.x
 .If A / B, then we choose z g A such that z, x y z f K and b z s 1.1 a
By applying u to
e , e s a x y z e , .xyz z x
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 .  .and by using 4.8 recall that m s 0 , we obtain that
Xc e , le q n e s a x y z u e , .  .xyz s  xyz . z z 9qa x2
 .  .  .  .and so u e g Fe , where x9 s s x y z q z9. We have a 9 x9 s aa xx x 9
 .and b9 x9 s 0.
 .  .Hence we have shown that for x g A, with a x / 0 and b x s 0,
 .  .  .there exist s x g A9 and c g F* such that 4.4 and 4.5 hold. In viewx
 .  .  .of 4.1 , this assertion also holds when a x s b x s 0, i.e., x s 0. In
particular
w x w xu L 0 s L 9 0 . .
 .We claim that n s 0 in 4.8 if A / B. We choose y g A such that2
 .  .  .  .b y s 0 and all the numbers a y , a z q 2 y , and a z y 3 y are
w x  .  .nonzero. By applying u to e , e s 2a y e and by applying 4.5 to yy yy 0
 .  . 2and yy, we conclude that s yy s ys y and a c c s 1. By applyingy yy
u to
e , e , e s a z q 2 y a z y 3 y e , .  .y yy z z
we obtain that
Xc e , c e , le q n ey s  y . yy ys  y . z 9 z 9qa2
Xs a z q 2 y a z y 3 y le q n e . .  .  .z 9 z 9qa2
Since a2lc s 1, we have l / 0. Assume that also n / 0. Then theyz
above equality implies that
f 9 s y , z9 y s y f 9 ys y , z9 .  .  . .  .
s f 9 s y , z9 y s y q aX f 9 ys y , z9 q aX , .  .  . .  .2 2
 .  .  .  .where f 9 z9, y9 s w9 z9, x9 q a 9 z9 y y9 . By using 4.4 , we find that
f 9 s y , z9 y s y s aa 3 y y z , .  .  . .
f 9 ys y , z9 s yaa 2 y q z , .  . .
f 9 s y , z9 y s y q aX s aa y y z , .  .  . .2
f 9 ys y , z9 q aX s yaa z , .  . .2
and so the previous equation reduces to
a 3 y y z a 2 y q z s a z a y y z , .  .  .  .
 .2i.e., 6a y s 0. This is a contradiction, and so we must have n s 0.
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 .  .  .  .If we now define s z s z9 s ys yz and c s l, then 4.4 and 4.5x 0
will be satisfied by this z.
Lemma 2.4 now implies that the map s extends to a bijection s :
U XU  .  .A ª A such that 4.4 and 4.5 hold, where c g F* are some con-b b 9 x
 .stants. It follows from 4.5 that
f 9 s x , s y s af x , y 4.10 .  .  .  . .
holds for all x, y g AU .b
 .  .  .It can be easily shown that s satisfies s x q y s s x q s y when-
ever x, y, x q y g AU . Consequently s extends to an isomorphism s :b
A ª A9.
w x  .By applying u to e e s f x, y e , we obtain thatx y xqy
ac c s c 4.11 .x y xqy
U  .holds if x, y, x q y g A and f x, y / 0.b
U  .Suppose now that x, y, x q y g A while f x, y s 0. By interchangingb
 .x and y, if necessary, we may assume that b x G 0. Then we can choose
 .z g A such that b z s y1 and the following numbers
f x , z s ya z 1 q b x , .  .  .
f y , yz s 2a y q a z 1 q b y , .  .  .  .
f x q z , y y z s a x q y q a z 2 q b x q y , .  .  .  .
 .  .and a x q z are all nonzero. Then we can apply 4.11 to each of the
 .  .  .  .pairs x, z , y, yz , and x q z, y y z instead of x, y . By taking into
account that a2c c s 1, we then obtain thatz yz
c s ac c s a3c c c c s ac c .xqy xqz yyz x z y yz x y
 . UThus 4.11 holds whenever x, y, x q y g A .b
 . U  .We now define x : A ª F* by x x s ac if x g A and x x sx b
y1 .  .  .x yx otherwise. Then 4.11 implies that x g X A , and so u has the
required form.
COROLLARY 4.7. The Lie algebras L and L X are isomorphic if and onlyb b 9
if there exists an isomorphism s : A ª A9 such that
f 9 s x , s y s af x , y 4.12 .  .  .  . .
for some constant a g F*, and
s A s AX . 4.13 . .b b 9
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Proof. In the proof of the theorem it was shown that these two
 .  .conditions are necessary. Conversely assume that 4.12 and 4.13 hold. By
 .  .recalling the definition of f and f 9 , it is clear that 4.12 implies that
w9 s x , s y s aw x , y 4.14 .  .  .  . .
and
a 9(s s aa 4.15 .
 .  .  .hold. By using 4.15 , we can rewrite 4.14 as a n b9(s y b s 0, and
so we must have
b9(s s b q ca 4.16 .
for some constant c g F.
 .The elements x g A such that b x s y1 can be characterized by two
 .conditions: x g A and 2 x f A . Hence 4.13 implies thatb b
b x s 1 « b9 s x s 1. .  . .
 .It follows that the constant c in 4.16 is 0. Hence b9(s s b , and Lemma
X4.5 implies that L and L are isomorphic.b b 9
COROLLARY 4.8. If L , L X , then also L , L 9.b b 9
Proof. This follows immediately from the previous corollary.
COROLLARY 4.9. If A is not a free abelian group of rank 2, then L , L 9
implies that L , L X .b b 9
w xProof. Since L , L 9, 3, Theorem 4.2 implies that there exists an
automorphism s of A such that a 9s s aa and b9s s b q ba for some
 .  .constants a g F* and b g F. As b A s b9 A9 s Z, it follows that
 . 2  .ba A ; Z. As A is not isomorphic to Z , a A is not isomorphic to Z
 .see Lemma 2.5 . Hence we must have b s 0. Consequently b9s s b and
X X .so s A s A . Then L , L by Corollary 4.7.b b 9 b b 9
5. AUTOMORPHISMS OF Lb
In this section we shall describe the structure of the automorphism
group of the simple Lie algebra L .b
w xThe subspace L y1 of L is in fact an abelian subalgebra. Forb
w x  .X g L y1 we know that ad X is a locally nilpotent operator on L , andb
 .so exp ad X is a locally unipotent automorphism of L . We shall denoteb
 . w xby E the set of all automorphisms exp ad X of L with X g L y1 . Inb
 . w xfact E is a subgroup of Aut L and the exponential map exp: L y1 ª Eb
is an isomorphism.
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 . w xIf u g Aut L and X g L y1 , then we haveb
u (exp ad X (uy1 s exp ad u X , .  . .
 .and so E is a normal subgroup of Aut L .b
 .For x g X A , there is an automorphism u of L defined byx b
Uu e s x x e , x g A . . .x x x b
 .  .The homomorphism X A ª Aut L sending x ª u is injective, andb x
we shall identify x with u .x
 .Let A be the subgroup of Aut A consisting of automorphisms s suchb
that bs s b and as s a a for some constant a g F*. If s g A , thens s b
s defines an automorphism u of L bys b
Uy1u e s a e , x g A . .s x s s  x . b
 .The homomorphism A ª Aut L sending s ª u is also injective andb b s
we shall identify s with u .s
By Theorem 4.6, every automorphism u of L can be written asb
u s u u exp ad X .s x
 . w xfor some s g A , x g X A , and X g L y1 .b
y1  .  .y1Since u u u s u and X A l A s 1, X A A is a semidirects x s xs b b
 .product. It is easy to verify that E l X A A s 1, and so the followingb
theorem is valid.
 .THEOREM 5.1. With the abo¨e identifications, we ha¨e Aut L s E ib
  . .X A i A .b
Since the homomorphism A ª F* sending s ª a is injective, A isb s b
abelian. In the next proposition we give a description of the image of this
homomorphism.
PROPOSITION 5.2. For a g F*, the following are equi¨ alent:
 .i a s a for some s g A ;s b
 .  .  .  .  .  .ii aa A s a A and a y 1 a A ; a K .b
w xProof. This follows from 3, Proposition 5.5 and its proof.
2 .6. COMPUTATION OF H L , Fb
 .Let c be a 2-cocycle of L with values in F , i.e., a skew-symmetricb
bilinear form c : L = L ª F such thatb b
w x w x w xc u , ¨ , w q c ¨ , w , u q c w , u , ¨ s 0 .  .  .
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holds for all u, ¨ , w g L . We associate with c the function l: A =b b
A ª F, whereb
l x , y s c e , e . 6.1 .  . .x y
The two 2-cocycle conditions, expressed in terms of l, are
l y , x s yl x , y 6.2 .  .  .
and
f x , y l x q y , z q f y , z l y q z , x q f z , x l z q x , y s 0, .  .  .  .  .  .
6.3 .
where x, y, z g A are arbitrary.b
 .  .If A / B, then e s 0 and 6.1 shows that l x, y s 0 if x s a or1 a 11
 .  .  .y s a . If, say, x q y f A in 6.3 , then necessarily b x s b y s y11 b
 .and consequently f x, y s 0. Hence in that case, although the term
 .  .  .l x q y, z is not defined, one should interpret f x, y l x q y, z as 0.
 .We say that c is normalized if l x, 0 s 0 for all x g A .b
 .LEMMA 6.1. If l x, 0 s 0 for all x g A R K , then c is normalized.b a
 .  .Proof. Let u g A be such that a u s 0 and b u G 0. We have to
 .show that l u, 0 s 0.
 .  .  .We choose x such that a x / 0 and b x s y1. Then f x, u y x s
 .  ..  .a x 2 q b u / 0. By setting y s u y x in 6.3 , we obtain
f x , u y x l u , 0 q f u y x , 0 l u y x , x q f 0, x l x , u y x s 0. .  .  .  .  .  .
 .  .  .  .  .Since f u y x, 0 s f 0, x s ya x and l u y x, x s yl x, u y x ,
 .  .  .we conclude that f x, u y x l u, 0 s 0. As f x, u y x / 0, we have
 .l u, 0 s 0.
w xFor any 2-cocycle c of L , we denote by c its cohomology class inb
2 .H L , F .b
LEMMA 6.2. For any 2-cocycle c of L , there exists a normalizedb
Ä Äw x w x2-cocycle c such that c s c .
 .Proof. Define the linear function l: L ª F by setting l e s 0 ifb x
y1 Ä .  .  .  .a x s 0 and l e s a x l x, 0 otherwise. Define the 2-cocycle c byx
UÄc e , e s l x , y y l e , e , x , y g A . . .  .x y x y b
Ä Ä Äw x w xClearly c s c . If l is the associated function of c , then
Äl x , 0 s l x , 0 y f x , 0 l e . .  .  .  .x
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Ä Ä .  .  .  .If a x / 0, then f x, 0 s a x and so l x, 0 s 0.Hence c is normal-
ized by Lemma 6.1.
If A / B, then the function2
l x , y s a x d , x , y g A , .  .2 xqy , a b2
 .  .satisfies 6.2 and 6.3 . Hence we obtain a 2-cocycle c whose associated2
function is l .2
If also A / B, then1
l x , y s a x d , x , y g A , .  .1 xqy , a b1
is the associated function of another 2-cocycle c .1
w x w x  .It is easy to show that the cohomology classes c and c if defined1 2
w xare linearly independent. For a similar proof see 3, Lemma 6.4 .
2 .THEOREM 6.3. The second cohomology group H L , Fb
 .a ¨anishes if A s B;2
 . w xb has dimension 1 and is spanned by c if A / B and A s B;2 2 1
 . w x w xc has dimension 2 and is spanned by c and c if A / B.1 2 1
Proof. Let c be an arbitrary 2-cocycle of L . In view of Lemma 6.2,b
without any loss of generality, we may assume that c is normalized, i.e., its
 .associated function l satisfies l x, 0 s 0 for all x g A .b
 .For any u g A with b u G y2 we set
l x , y s d l x , y . 6.4 .  .  .u xqy , u
 .  .The function l satisfies 6.2 and 6.3 and so there is a 2-cocycle c ofu u
L whose associated function is l .b u
When u is fixed, for the sake of simplicity, we shall write
m x s l x , u y x 6.5 .  .  .
for x g A such that
y1 F b x F b u q 1. 6.6 .  .  .
 .From 6.2 we obtain that
m x s ym u y x . 6.7 .  .  .
 .By setting z s u y x y y in 6.3 we obtain that
f x , y m x q y s f y , u y x y y m x q f u y x y y , x m y 6.8 .  .  .  .  .  .  .
holds for x, y, u y x y y g A .b
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 .  .When u g K , then by using 2.2 we can rewrite 6.8 as follows:a
f x , y m x q y y m x y m y .  .  .  .
s 3 q b u a y m x y a x m y . 6.9 .  .  .  .  .  .
 .  .  .We set z s 0 in 6.3 . Then the term f x, y l x q y, 0 is 0. Indeed if
 .  .  .b x s b y s y1, then f x, y s 0. Otherwise, since x, y g A and c isb
 .  .  .normalized, we have x q y g A and l x q y, 0 s 0. Since f y, 0 s a y ,b
 .  .  .  .  .f 0, x s ya x , and l y, x s yl x, y , the other two terms of 6.3 can
 .  .be combined and we obtain that a x q y l x, y s 0. Hence we have
shown that
l x , y s 0 6.10 .  .
 .holds if x, y g A and a x q y / 0.b
 .  .Let us now fix u g A such that a u s 0 and b u G 0. By taking
 .  .  .x, y g A such that b x s b y s y1, we deduce from 6.9 that there is
a constant c g F such that
m x s ca x 6.11 .  .  .
 .holds whenever b x s y1.
 .  .  .  .By setting y s yx in 6.9 , we infer that m yx s ym x if a x / 0
 .  .  .and b x s "1. Consequently 6.11 also holds when a x / 0 and
 .b x s 1.
 .  .  .Suppose that b x s 0. Choose y such that a y / 0, b y s 1, and
 .  .  .  .  . f x y y, y / 0. By 6.11 we have m y s ca y and m x y y s ca x y
.  .  .y . Hence by replacing x in 6.9 by x y y, we conclude that 6.11 holds
 .when b x s 0.
 .Suppose that A / B and choose x / 0 such that b x s 0 and1
 .  .  .  .  .f x, ya y x / 0. Then by 6.11 we have m x s ca x and m ya y x1 1
 .  .  .s yca x . By setting y s ya y x in 6.9 , we obtain that m ya s 0,1 1
 .  .  .and so 6.11 holds also when a x s 0 and b x s 1.
 .  .Hence we have shown that 6.11 holds whenever y1 F b x F 1. By
 .  .induction on b x , it is now easy to show that 6.11 holds for all x such
that
y1 F b x F 1 q b u . .  .
We shall now write c instead of c. Let l: L ª F be the linear functionu b
 .  .such that l e s 0 for a x / 0 andx
y1 Ul e s c 2 q b x , x g A l K . . .  .x x b a
ÄWe now replace c with the 2-cocycle c defined by
UÄc e , e s l x , y y l e , e , x , y g A . . .  .x y x y b
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 .After this replacement c remains normalized, 6.10 remains valid for
 .  .x, y g A and a x q y / 0, and moreover 6.10 is now also valid whenb
 .  .a x q y s 0 and b x q y G 0.
Hence c s 0 if A s B. It remains to consider the case A / B. Then2 2
we have
c s c q c ,a a1 2
where the term c should be omitted if A s B.a 11
 .Let us now consider the case u s a . By setting u s a in 6.9 , we2 2
 .  .  .  .  .  .obtain that a y m x s a x m y holds if b x s b y s y1. Hence
 .  .  .there is a constant c such that m x s c a x for all x with b x s y1.2 2
This means that c s c c .a 2 22
 .Finally let u s a . As in the case u s a , we can show that m y s1 2
 .  .c a y if b y s y1, c being some constant.1 1
 .  .  .  .Suppose that b x s 0, b y s y1, and a y / 0. Then f x, y s
 .  .  .  .  .  .ya y , m y s c a y , m x q y s c a x q y , and so 6.9 implies that1 1
 .  .m x s c a x .1
 .  .Hence we have shown that m x s c a x holds for all x such that1
 .y1 F b x F 0. This means that c s c c , and the proof is completed.a 1 11
7. THE CASE A s Z2
In this section we assume that A s Z2 and we study the generalized
 .  .Block algebras L A, a , w which admit a b g Hom A, F such that
 .  .w s a n b and b A s Z. Furthermore we shall assume that a A , Z,
 .which means that b is not unique see Lemma 2.5 .
 .  .  y1 y1 .Say, a A s Zc for some c g F*. Since L A, a , w , L A, c a , c w ,
we may assume, without any loss of generality, that c s 1, i.e.,
a A s b A s Z. 7.1 .  .  .
Since K and K are nonzero and K l K s 0, it follows that K q Ka b a b a b
has finite index in A. If this index is n, then
b K s nZ. 7.2 .  .a
For brevity, let us denote by L the generalized Block algebran
 .  .  .L A, p , np n p , where p i, j s i and p i, j s j.1 1 2 1 2
 .PROPOSITION 7.1. If a generalized Block algebra L s L A, a , w satis-
 .  .fies 7.1 and 7.2 , then L , L .n
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Proof. We have a s a p q a p and b s b p q b p for some1 1 2 2 1 1 2 2
 .  .  .integers a , a , b , b . It follows from 7.1 that a , a s b , b s 1, and1 2 1 2 1 2 1 2
 .from 7.2 that a b y a b s "n. Hence by performing elementary col-1 2 2 1
 .umn transformations, we conclude that there exists s g GL Z such that2
a a1 2 1 0
? s s  / /b b k n1 2
for some integer k. Hence, by viewing s as an automorphism of A s Z2,
we have as s p and bs s kp q np . Since as n bs s np n p , we1 1 2 1 2
w xhave L , L by 3, Lemma 4.1 .n
 .All solutions of p n b s np n p for b g Hom A, Z are given by1 1 2
b s kp q np , k g Z.k 1 2
We shall denote by L the subalgebra of L spanned by all vectors ek , n n x
 .  .  .with b x G y1. Note that b A s Z holds if and only if k, n s 1.k k
 .Hence if k, n s 1, then L is the simple subalgebrak , n
L A , p , np n p .b 1 1 2k
of L . Otherwise L is clearly not simple.n k , n
LEMMA 7.2. If k ' r mod n then L , L .k , n r , n
 .  .Proof. Let r y k s nt and let s g Aut A be defined by s i, j s
 .i, j q ti . Denote by u the automorphism of L defined by e ªn x
a  .e , x g A . As b s s b , we have u L s L .s  x . k r r , n k , n
LEMMA 7.3. For each k g Z we ha¨e L , L .yk , n k , n
 .  .  .Proof. Let s g Aut A be defined by s i, j s yi, j , and let u g
a .Aut L be defined by e ª ye , x g A . As b s s b , we haven x s  x . yk k
 .u L s L .yk , n k , n
The above two lemmas give sufficient conditions for isomorphism of
algebras L and L . In the case when these algebras are simple, wek , n r , n
can show that these conditions are also necessary.
PROPOSITION 7.4. Let k and r be integers relati¨ ely prime to n. Then
 .L , L if and only if r ' "k mod n .k , n r , n
Proof. The sufficiency follows from Lemmas 7.2 and 7.3. Assume that
 .the algebras are isomorphic. By Corollary 4.7, there exists s g GL Z2
such that
1 0 a 0s s  / / r nk n
 .for some a g F*. We have a s det s s "1. This matrix equation im-
 .plies that r ' ak mod n .
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 .Hence if n G 3 is fixed, then there are exactly f n r2 simple algebras
 .  .L up to isomorphism , where f n is the Euler function. When n s 1k , n
or 2, there is only one.
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