Introduction
When faced with the need to test simultaneously several hypotheses, many statisticians believe it is desirable to control not only the individual Type I errors but also the probability of rejecting at least one of those hypotheses being tested that are in fact true. One of the most widely applicable and easily implemented procedures for handling this problem is what has come to be known as the Bonferroni method. Based on the elementary probability inequality We denote the k hypotheses H, . . . , Hk and assume they are a minimal set of hypotheses in the sense that no hypothesis can be expressed as the intersection of other hypotheses in the set. Let I 5 Ak be the set of those t indices for which the hypotheses are actually true. The generalized Type I error probability, a, is the probability of rejecting at least one Hi for i E L (This coincides with what is known as experimentwise, or familywise, Type I error probability when all k hypotheses are true.) For each i E Ak, let Xi be the test statistic and Pi be the P-value, or observed level of significance, of the test of Hi. That is, Pi is the probability, in repeated sampling, of obtaining a test statistic more extreme than that attained by the observed random sample(s) used to construct the statistic to test Hi. The marginal distribution of Pi is uniform on (0, 1) (see Cox and Hinkley, 1979 , p. 66).
The "Sequentially Rejective Multiple Test Procedures" of Shaffer and Holm
Holm (1979) presented a simple modification of the Bonferroni method that provides a nonnegligible increase in power of the tests while retaining all of the properties of Bonferroni. However, this modification cannot shorten Bonferroni's confidence intervals for individual (scalar) parameters.
For situations where there are logical implications among the k hypotheses (e.g., the truth of some of the hypotheses necessarily implies the truth of some others), Shaffer ( 1986) shows that it is possible to modify Holm's procedure to provide a further increase in power at the cost of greater complexity.
Denote by P(1) < * --P(k) the ordered P-values and let H(l), . . . , H(k) be the corresponding hypotheses. Shaffer's procedure is as follows. For i E Ak, define t1 to be the maximum number of possibly true hypotheses given that the specific hypotheses H(l), . . ., H(i-1) are false, and let i* be the smallest index in Ak Table 1 we present for K = 3, 4, ..., 10 the required t1 values for use in this situation. Note that in this particular example the t1 do not depend on which specific hypotheses are true or false or on the order in which the hypotheses are tested.
Holm's (1979) procedure does not consider the logical interrelationships among the k hypotheses, and differs from Shaffer's in that the right-hand side of (2.1) is replaced by a/(k -i* + 1), a quantity at least as small. The Bonferroni method consists of using a still smaller quantity not depending on i in (2.1): a/k. Therefore, any hypothesis rejected by Bonferroni is also rejected by Holm's procedure and any hypothesis rejected by Holm's procedure is also rejected by Shaffer's. Hence, Shaffer's procedure is at least as powerful as Holm's and Holm's is at least as powerful as Bonferroni. Both authors prove that their procedures guarantee control of generalized Type I error probability to be at most a. Holm claims that in actual practice the gain in power with his procedure, as compared to Bonferroni, is nonnegligible because a/(k -i + 1) is much larger than a/k for many values of i. When there are no logical implications among the hypotheses, the Shaffer and Holm procedures coincide. Test   419   Table 1 ti values for testing hypotheses Qj = 6j for all (j, j'), 1 s j < j' s K K i  3  4  5  6  7  8  9  10  1  3  6  10  15  21  28  36  45  2  1  3  6  10  15  21  28  36  3  1  3  6  10  15  21  28  36  4  3  6  10  15  21  28  36  5  2  6  10  15  21  28 3  10  18  24  20  2  9  16  24  21  1  8  16  24  22  7  15  24  23  6  13  22  24  5  13  22  25  4  12  21  26  3  11  20  27  2  10  18  28  1  9  18  29  8  17  30  7  16  31  6  15  32  5  14  33  4  13  34  3  12  35  2  11  36  1  10  37  9  38  8  39  7  40  6  41  5  42  4  43  3  44  2  45  1 The increased complexity of Shaffer's procedure as compared with Holm's arises from the need to determine the series of ti values. This requires some effort in nonstandard settings and/or when k is large. For instance, suppose in the above situation one does not wish to test some proper subset of size kL of the k hypotheses. Then the ItjI cannot be read from The following theorem gives our improved procedure. We have successfully used the new procedure in the following situation. Let Yi1 be independent N(,gij, a2) random variables, u = 1,..., nij; i = I r; j= I c.
An Improved Sequentially Rejective
Interest is in simultaneously testing only all hypotheses of the form gij = gij, I'a Here k = rc(c -1)/2 is often substantially less than all rc(rc -1)/2 possible pairs of means and so most competitors to the Bonferroni method are inefficient because they protect against errors in a far larger family of hypotheses than is desired. A detailed comparative investigation of the new procedure vs competitors in this setting is underway.
It may be noted that the gain in power of the new procedure over the Shaffer and Holm originals is slight because C(x) -alx is small for most a and x > 1. However, the improved procedure detailed herein requires only one or two additional statements of program code to implement and so seems worthwhile.
Example
We illustrate the use of the procedure in Theorem 3.1 with the Rhizobium data of Erdman (1946), which was selected by both Steel and Torrie (1980) and the ANOVA procedure of the Statistical Analysis System (1985) to illustrate various multiple comparisons procedures.
The ordered means of samples of size 5 from each of the six populations are shown in Table 2 along with the estimated standard deviation of the difference between any two means. As in the references we will assume that all k = (6) = 15 possible comparisons of means are of interest, but we emphasize that our procedure (i) permits the family of hypotheses under consideration to include fewer than all possible comparisons; and (ii) does not require equal sample sizes. We also assume a = .05.
Observe in Table 2 that column 4 exceeds column 5 for the first seven rows, while the reverse is true in the last eight rows. Therefore, we reject only those hypotheses corresponding to the first seven rows. It may be noted that the conclusion of the usual Bonferroni multiple comparisons procedure for these data differs from Table 2 in not finding a significant difference between , and A4
Conclusion
The improvement to the Bonferroni multiple comparisons procedure discussed here is very easy to implement now that P-values are available or readily obtainable for many popular tests. Since the improvement in terms of power is uniform and appreciable, we recommend use of the new procedure described in Theorem 3.1 in all circumstances where Bonferroni is now preferred provided the positive orthant dependence condition holds. We are investigating the use of the new procedure in some situations where the Bonferroni method is not customarily used.
