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1CHAPTER 1. BACKGROUND MATERIAL
1.1 Introduction
In a 1915 paper, Leopold Lo¨wenheim first conjectured that “all important questions of mathematics”
may be reducible to equations of the Peirce-Schro¨der calculus of binary relations [Lo¨w15]. Taking up
this task, in 1942-1943 Alfred Tarski proved that almost all axiomatized set theories can be formalized as
sets of relation algebraic (RA) equations [Tar43, Theorem 5.22]. He developed the Translation Mapping
from first-order logic (FOL) to the equational theory of RA which preserves meaning and provability
for sufficiently strong theories (including most axiomatized set theories). The Translation Mapping
theorem was first announced in the abstract [Tar53a], and eventually published in the monograph
[TG87, 4.4(xxxiv)] (the original manuscript [Tar43] was never published in its original form).
Tarski also showed that the equational theory of RA is, in fact, rich enough to capture the whole of
first-order logic, and not just set theories formalized therein [Tar43, Theorem 5.31]. This theorem was
not included in [TG87] as its primary consequence (the undecidability of RA) is obtained there by other
means. Consequently, it was published independently by Maddux as [Mad89a, Theorem 23]. For every
first-order sentence ϕ (in symbols, every ϕ ∈ Σ [L]), Tarski and Maddux give a recursive construction
of an RA equation E(ϕ) such that ϕ is logically valid iff RA |= E(ϕ).
Tarski’s proofs in [Tar43, TG87] are syntactical and metamathematical. From an algebraic point of
view, the proof of the Translation Mapping theorem can roughly be described as showing that every
RA with quasi-projections is representable (more concisely stated QRA ⊂ RRA). Indeed, this purely
algebraic result (known as the QRA theorem) can be derived from the Translation Mapping theorem,
and vice versa [TG87, p. 242]. Tarski thus posed the problem of finding a purely algebraic proof of the
QRA theorem which does not rely upon the Translation Mapping theorem. Roger Maddux subsequently
accomplished this in [Mad78b].
Tarski’s formalization of set theory has some remarkable properties, effectively eliminating many of
the idiosyncrasies associated with traditional first-order logic. First and foremost, it uses no variables
(thus the title of the monograph, A formalization of set theory without variables). This is remarkable in
2and of itself, especially considering that all of the variable-free formalizations (also called propositional
logics) which had been previously known were proven to be decidable (therefore insufficient for the
study of set theory and arithmetic). It also circumvents the need to distinguish between free and bound
variables in a formula, and the (somewhat tediously defined) process of respelling bound variables.
Equally remarkable from our point of view, is that the only rule of inference employed in Tarski’s
formalization is the “high school algebra” rule of replacing equals with equals (as opposed to the typical
first-order rules, modus ponens and generalization). This second property is common to the target
formalization of the present work. Indeed this is true of all algebraizations of logical formalisms, owing
to the replacement of logical connectives and quantifiers with algebraic operations, which allows us to
speak of equality between terms in place of the equivalence of sentences.
Relation algebras are closely related to cylindric algebras of finite dimension (CAα for α ∈ ω) and
thus to the corresponding finite-variable logics. Of the ten equational axioms which define RA, all but
two can be stated and proved in restricted 3-variable first-order logic (L3). The problematic axioms (R1
and R4 from Definition 12 below) assert that the relative product of binary relations is associative and
that the inverse of the inverse of a relation is the same relation, both requiring 4 variables to prove. The
necessity of a 4th variable for proof is algebraically reflected in the fact that when α ≥ 4, the natural
RA reduct (in symbols, Ra− [HMT85, 5.3.7]) of any CAα is indeed a relation algebra [HMT85, 5.3.8],
however there are algebras A ∈ CA3 for which RaA 6|= R1 [HT61, p. 103], and for which RaA 6|= R4. Such
algebras are illustrated in [HMT85] as Constructions 3.2.71 and 3.2.69 respectively. We summarize
these results by saying that CA3 is weaker than RA, which is in turn weaker than CA4.
In 1985 Istva´n Ne´meti constructed an RA reduct, Ora (which we call the Ne´meti reduct) of the
formula algebra of L3, by making use of projection functions which satisfy a finite set of assumptions
(similar to, but stronger than Tarski’s quasi-projections) [Ne´m85, Proposition 2.10]. Utilizing the fact
that CA3 is an algebraization of L3, he also showed the existence of an RA reduct of any A ∈ CA3 having
sufficiently strong projection parameters [Ne´m85, Remark 3.13]. Ne´meti’s idea was to use projections
to store information from the first two dimensions (where binary relations of the natural RA reduct
are stored) in the first dimension only. Effectively, he coded binary relations as a sets (of “ordered
pairs”). In this manner, he gave himself two spare variables for quantification instead of one, which
turned out to be sufficient to recover both R1 and R4 (as it is in RaA for A ∈ CA4). Ne´meti’s technique
did create a new issue with the identity law (R3), however he was able to get around this by adding
the assumption that the “ordered pairs” induced by the projections were unique. Later, in [Ne´m86,
Theorem 9], he abandoned this assumption in favor of another technique for recovering the identity law
(c.f. Remark 33).
3Using his reduct, Ne´meti constructed a recursively defined translation function from Lω to L3 which
preserved meaning and provability (relative to theories proving the existence of such projection param-
eters) [Ne´m85, Proposition 3.3], thus solving a problem posed in [TG87, p. 143]. He also conjectured
that these results could be extended to restricted 3-variable first-order logic without equality (L6=3 ), a
problem which also appears in [SA04, p. 12], [SA05, p. 476], and [Sim07, p. 300]. Just as CA3 is an
algebraization of L3, diagonal-free cylindric algebras of dimension 3 (Df3) constitute an algebraization
of L6=3 . In Theorem 34, we show that every Df3 with an equality parameter and projection parameter
satisfying a finite set of assumptions has an RA reduct, thus generalizing Ne´meti’s construction from
CA3 to the weaker class Df3, and confirming his conjecture.
In Theorem 56 we employ some algebraic properties of the variety Df3, along with the Ne´meti reduct,
to construct an analog of the Tarski-Maddux function translating the sentences of first-order logic to the
equational theory of Df3 which: (1) preserves validity, and (2) is not relative to any particular theory.
This strengthens aforementioned Tarski-Maddux result since, as we have previously mentioned and shall
illustrate quite thoroughly, Df3 is a strictly weaker variety than RA.
Remark 1 Hajnal Andre´ka and Ne´meti have independently described modifications to [Ne´m86, p. 41-
64] (in Hungarian) which yield an RA reduct of the formula algebra of L6=3 [AN11, Theorem 4.3] and a
formalization of set theory in L6=3 [AN11, Theorem 2.1]. Somewhat similar to our own, their construction
uses 4 parameters (2 for equality and 2 for projection functions), and is carried out entirely in L6=3 as
opposed to Df3. 
Remark 2 (Notational conventions) We use Frakture typeface (such as A) to denote an algebra or
an operator which outputs an algebra, and sans-serif typeface (such as BA) to denote a class of algebras
or an operator which outputs a class of algebras. The Greek letters α, β, κ, λ, µ, ω denote ordinals (with
ω being the first infinite ordinal); and ρ is a rank function or sequence of ranks. We frequently use the
fact that each ordinal may be defined as the set of all lesser ordinals (0 being identified with the empty
set in this manner). When A and B are sets, we write BA to denote the set of all functions from B to
A. In particular for any ordinal α and set A, αA denotes the set of A-sequences of length α. If x ∈ αA
and β ∈ α, then we understand xβ to be the image of β under the function x. 
41.2 First-order logic
Let L be a first-order language with a countable set of relation symbols {Rκ : κ ∈ β ∈ ω + 1}, but
no function symbols or constants1. Let ρ ∈ β(ω + 1) such that for every κ ∈ β, the relation symbol Rκ
has rank ρκ. The variables of L are the countable set {vκ : κ ∈ α ∈ ω + 1}. The connectives of L are
disjunction (∨) and negation (¬). The only quantifier of L is existential (∃), and there is an equality
symbol (=). All other logical connectives, and the universal quantifier are introduced as abbreviations
(for example, ∀vκϕ ..= ¬∃vκ¬ϕ and ϕ→ ψ ..= ¬ϕ∨ψ). If α ≥ ω then we say L is an ordinary language.
When ρκ = α for each κ ∈ β we say L is a full language.
The atomic formulas of L are those of the form vκ = vλ for κ, λ ∈ α (an equation) and
Rµ(vκ0 , . . . , vκη , . . . )η∈ρµ (called a relational atomic formula), where µ ∈ β and κ ∈ (ρµ)α. We
denote by Φ [L] the set of all formulas of L—the closure of the set of atomic formulas under the
connectives and quantifiers of L. For ϕ ∈ Φ [L] let Var(ϕ), In(ϕ), and Rel(ϕ) be the set of indices of
variables, free variables, and relation symbols occurring in ϕ respectively—recursively defined according
to Table 1.1.
ϕ Var(ϕ) In(ϕ) Rel(ϕ)
Rµ(vκ0 , . . . , vκη , . . . )η∈ρµ {κη : η ∈ ρµ} {κη : η ∈ ρµ} {µ}
vκ = vλ {κ, λ} {κ, λ} 0
¬ϕ Var(ϕ) In(ϕ) Rel(ϕ)
∃vκϕ Var(ϕ) In(ϕ) \ {κ} Rel(ϕ)
ϕ ∨ ψ Var(ϕ) ∪Var(ψ) In(ϕ) ∪ In(ψ) Rel(ϕ) ∪ Rel(ψ)
Table 1.1 Definitions of Var(ϕ), In(ϕ), and Rel(ϕ)
The set of sentences of L is Σ [L] = {ϕ ∈ Φ [L] : In(ϕ) = ∅}. The set of subformulas of ϕ ∈ Φ[L] is
defined to be the smallest set Γ ⊂ Φ[L] such that ϕ ∈ Γ, and ψ ∈ Γ whenever: ∃vκψ ∈ Γ, or ¬ψ ∈ Γ,
or ψ ∨ χ ∈ Γ for some χ ∈ Φ[L]. We say ϕ is a restricted formula when all of the relational atomic
subformulas have the form Rµ(v0, . . . , vη, . . . )η∈ρµ , and set Φr[L] to be the set of all such formulas. We
say ϕ ∈ Φ[L] is an equality-free formula when all of the atomic subformulas of ϕ are relational and
set Φe[L] to be the set of all such formulas. The sets Φr,e[L], Σr[L], Σe[L], and Σr,e[L] are named and
defined analogously.
1The elimination of function symbols and constants does not really restrict our choice of language since every n-ary
function can be equivalently looked upon as an (n + 1)-ary relation, and similarly every constant as a unary relation
containing only a single element.
5Definition 3 A realization for L is a structure of the form U = 〈U,R〉 where U is a nonempty set and
R = 〈Rµ : µ ∈ β〉 is a sequence of relations on U with Rµ ⊆ (ρµ)U for each µ ∈ β. RE[L] is the class of
all realizations for L. Given a ∈ ωU , and ϕ,ψ ∈ Φ[L], we say:
1. U |= vκ = vλ[a] if and only if aκ = aλ,
2. U |= Rµvκ0 . . . vκρµ−1 [a] if and only if 〈aκ0 , . . . , aκρµ−1〉 ∈ Rµ,
3. U |= ϕ ∨ ψ[a] if and only if U |= ϕ[a] or U |= ψ[a]
4. U |= ¬ϕ[a] if and only if it is not the case that U |= ϕ[a],
5. U |= ∃vκϕ[a] if and only if there is some b ∈ ωU such that bλ = aλ for each λ ∈ In(∃vκϕ) and
U |= ϕ[b].
This recursively defines U |= ϕ[a] for every formula ϕ. We say U |= ϕ when U |= ϕ[a] for every a ∈ ωU .
In particular, for every ϕ ∈ Σ[L] and a ∈ ωU , U |= ϕ[a] iff U |= ϕ. When U |= ϕ for every U ∈ RE[L]
we write |= ϕ, and say that ϕ is logically valid. For a set of formulas Γ ⊂ Φ[L] we say Γ |= ϕ if and
only if U |= ϕ whenever U |= ψ for each ψ ∈ Γ. When |= ϕ ↔ ψ, we say that ϕ and ψ are logically
equivalent. 
In an ordinary language, every formula ϕ is logically equivalent to some restricted formula ϕr
[HMT85, 4.3.6]. Similarly, if Γ ⊆ Φ[L] then there is some Γr ∈ Φr[L] such that Γ |= ϕ if and
only if Γr |= ϕr [HMT85, 4.3.15].
Next we introduce a proof system suitable for L and several of its subformalisms. A set of formulas Γ
is said to be closed under detachment (also called modus ponens) iff ψ ∈ Γ whenever {ϕ→ ψ,ϕ} ⊂ Γ.
The set Γ is said to be closed under generalization if ∀vκϕ ∈ Γ whenever ϕ ∈ Γ.
Definition 4 The set of logical axioms for L is denoted by Λ[L]. The sets Λr[L], Λe[L], and Λr,e[L]
are the corresponding restricted, equality-free, and restricted equality-free logical axioms. Λ[L] consists
of all formulas of the following kind, where ϕ,ψ ∈ Φ[L] and κ, λ, µ ∈ α are arbitrary:
(1) ϕ, a propositional tautology,
(2) ∀vκ(ϕ→ ψ)→ (∀vκϕ→ ∀vκψ),
(3) ∀vκϕ→ ϕ,
(4) ϕ→ ∀vκϕ, if vκ does not occur free in ϕ,
(5) vκ = vκ,
6(6) ∃vκ(vκ = vλ),
(7) vκ = vλ → (vκ = vµ → vλ = vµ),
(8) vκ = vλ → [ϕ→ ∀vκ(vκ = vλ → ϕ)] if κ 6= λ.
For Γ ∪ {ϕ} ⊆ Φ[L], define Γ ` ϕ if ϕ ∈ Ω whenever Ω ⊃ Γ ∪ Λ is closed under detachment and
generalization. Analogously define r , e , and r,e for Γ∪{ϕ} contained in Φr, Φe, and Φr,e respectively.
Restrictions of L which use these proof systems are summarized in Table 1.2. 
Language Variables Formulas Proof system
Lα {vκ : κ ∈ α} Φ[Lα] = Φr[L] r
L6=α {vκ : κ ∈ α} Φ[L6=α ] = Φr,e[L] r,e
Table 1.2 Restrictions of L
By Go¨del’s completeness theorem, we have |= ϕ if and only if ` ϕ when α ≥ ω. As we shall see, this
is not the case for α < ω.
Remark 5 As a historical note, we mention that the formalism which might best be described in our
notation as L3 is also of interest in the field of algebraic logic. It uses only 3 variables, but admits
relational atomic formulas which are not restricted. As a consequence of this, the identity law (R4)
becomes L3-provable, leaving only R1 without proof. It was this that motivated Maddux’s invention
of so-called semi-associative relation algebras (SA). In this broader class, the axiom R1 asserting the
associativity of relative product is replaced with the special case:
(x;1);1 = x;(1;1),
which is provable using only 3 variables [Mad78b]. Since L3 is strictly weaker than L3, we are justified
in concluding that the corresponding variety of algebras, CA3 is strictly weaker than SA. As with CA3,
however, the QRA theorem does not extend to SA. While representable SA’s coincide with representable
RA’s, Ne´meti has shown in [Ne´m85] that there are quasi-projectional SA’s which are not even relation
algebras. 
1.3 General algebra and Boolean algebras with operators
We begin our investigation by defining some general algebra (also called universal algebra) notions.
These provide the framework upon which our target formalism shall be built. For a more detailed and
7comprehensive exposition of results and definitions concerning general algebra, we refer the reader to
e.g. [HMT71, §0].
Definition 6 A sequence A = 〈A, σi〉i∈I is an algebra if and only if A is a set and for each i ∈ I, σi is
an operation on A to A of rank ρi. In case ρi = 0 we call σi a distinguished element of A. We call
the sequence 〈ρi : i ∈ I〉 the similarity type of A, and the set A the universe of A. Now let K be a
class of similar algebras and A = 〈A, σi〉i∈I ∈ K.
1. A subalgebra of A is an algebra B = 〈B, σi〉i∈I such that B ⊂ A. Symbolically, we write B ≤ A.
That B is an algebra with the same operations as A entails that each distinguished element of A
is also an element of B, and that B is closed under all of the operations of A. The class of all
subalgebras of algebras in K is SK.
2. A homomorphic image of A is an algebra B = 〈B, τi〉i∈I of the same similarity type as A such
that there is a function f from A onto B which respects the operations of A (such an f is called a
homomorphism). That is to say, for each i ∈ I and x ∈ ρiA, fσix = τifx (where fx denotes the
sequence 〈fx0, . . . , fxρi−1〉 ∈ ρiB). The class of all homomorphic images of algebras in K is HK.
The operator I (the class of all isomorphic images) is defined just as H, but with the additional
requirement that f be bijective.
3. A direct product of an indexed system of algebras A ∈ JK is the algebra B = ∏A = ∏j∈J Aj
(with, say Aj = 〈Aj , σAji 〉i∈I for each j ∈ J) whose universe is the (not necessarily finite) Cartesian
product B =
∏
j∈J Aj and whose operations σ
B
i are defined component-wise. That is to say,
if x ∈ ρiB (so that for λ ∈ ρi and κ ∈ α, we have xλ ∈ B and (xλ)κ or simply xλ,κ is an
element of Aκ), then σ
B
i x
..= 〈σAκi x0,κ . . . xρi−1,κ : j ∈ J〉 ∈ B. We define PK to be the class
I{∏j∈J Aj : J is a set and A ∈ JK}.
We say A is a subdirect product of algebras in K when A ∈ SPK, i.e. A is a subalgebra of a direct
product of algebras in K (up to isomorphism). We say that K is a variety just in case HSPK = K.
HSPK is called the variety generated by K. 
The reason for closing the set of direct products under I in the definition of P is that this ensures
that if K is closed under isomorphisms, then PK will be as well. It is easy to see that SK inherits
this closure from K and that HK is such for every K. If K is a variety then it is not difficult to show
that K = HK = SK = PK [HMT71, 0.3.13]. Garret Birkhoff’s famous theorem [Bir35, Theorem 10]
(sometimes called Birkhoff’s HSP theorem) says that a class of similar algebras K is a variety iff K is
an equational class, i.e. K is precisely the class of all algebras satisfying a certain set of equations.
8Definition 7 An algebra A is said to be simple if and only if the only homomorphic images of A are
itself and the trivial 1-element algebra. The simplicity of A can be symbolically expressed as: B ∈ H{A}
implies either A ∼= B or |B| = 1. We say A is semisimple if it is isomorphic to a subdirect product of
simple algebras. 
Simple algebras often have more convenient properties than the varieties that they generate. More-
over they form a sufficiently large class to generate the varieties we are concerned with. These facts will
be stated more precisely after we introduce CA and RA (c.f. Theorems 22-24 and 29-31). We do note
here, however, that the algebraic systems first used by Tarski (beginning with [Tar41]) coincide with
what we now call simple relation algebras [Mad06, p. ix]. A definition equivalent to the modern variety
RA was first published in the abstract [JT48].
Definition 8 Fix any similarity type ρ = 〈ρi : i ∈ I〉 and let 〈σi : i ∈ I〉 be an arbitrary sequence of
operation symbols. Let A =
〈
AA, σAi
〉
i∈I be an algebra and K be a class of similar algebras, both having
similarity type ρ.
1. The set of A terms (in symbols Tm[A]), is the closure of the variables {wκ : κ ∈ ω} under the
operation symbols {σi}i∈I . Thus {wκ : κ ∈ ω} ⊂ Tm[A] and σit0 · · · tρi−1 ∈ Tm[A] whenever i ∈ I
and t0, . . . , tρi−1 ∈ Tm[A]. For each t0, t1 ∈ Tm[A], we call t0 =˙ t1 an A equation and let Eq[A]
be the set of all A equations. Neither Tm[A] nor Eq[A] depend on anything about A except its
similarity type, ρ. Thus we analogously define Tm[K] and Eq[K], or even Tm[ρ] and Eq[ρ].
2. By an assignment to AA we mean a sequence s ∈ ω(AA). If t ∈ Tm[A] and s is an assignment
to AA, then the interpretation of t under s is defined to be the element t[s] ∈ AA obtained
by replacing each variable wκ with sκ ∈ AA and each operation symbol σi with the function
σAi :
(ρi)(AA)→ AA.
3. Let E = t0 =˙ t1 ∈ Eq[ρ] and s be an assignment to AA.
(a) A |= E[s] (in words A models E under s) if and only if t0[s] = t1[s].
(b) A |= E if and only if A |= E[s] for every s ∈ ωA.
(c) K |= E if and only if A |= E for every A ∈ K. 
It is easy to see that whenever K |= E, HSPK |= E as well.
Next we turn our attention to a special class of algebras which contains all three of RA, CA, and
Df; namely Boolean algebras with operators. Named for George Boole, who pioneered their study in
the mid-nineteenth century, Boolean algebras are an algebraization of propositional (truth table) logic.
9As suggested by the name, Boolean algebras with operators extend Boolean algebras. Thus we can
extend all Boolean definitions, notations, and abbreviations to this much larger class. For more results
concerning Boolean algebras with operators, we refer the reader to [JT51, JT52].
Definition 9 The algebra A = 〈A,+,−〉 of similarity type 〈2, 1〉 is a Boolean algebra whenever it
satisfies all of the identities in Table 1.3 for each x, y, z ∈ A.
1. If A is a Boolean algebra and σ : ρA → A, then we say that σ is additive if and only if σ
distributes over Boolean addition. Precisely, when x,y ∈ ρA and x + y ..= 〈xκ + yκ : κ ∈ ρ〉 ∈ ρA,
we have σ(x + y) = σx + σy.
2. A = 〈A,+,−, σi〉i∈I is called a Boolean algebra with operators when A is an algebra, the
Boolean reduct BlA ..= 〈A,+,−〉 is a Boolean algebra, and each σi is additive.
We let BA and Bo be the classes of all Boolean algebras and algebras with operators, respectively. 
B1 x+ y = y + x + - commutativity
B2 x+ (y + z) = (x+ y) + z + - associativity
B3 (x+ y)
−
+ (x+ y)
−
= x Huntington’s axiom
Table 1.3 BA axioms
We use any of −x, x, and x− interchangeably for the Boolean complement of x. Since x+ x = y+ y
holds for every A ∈ BA and x, y ∈ A, we may unambiguously define 1 ..= x + x and 0 ..= 1. We also
make use of the defined operations x · y ..= (x+ y)− and x⊕ y ..= x · y + y · x. As one last abbreviation
we let x ≤ y indicate x+ y = y.
Remark 10 The axiomatization given here is due to Edward V. Huntington [Hun33b, Hun33a]2. A
beautiful feature of Huntington’s axiomatization is that axioms B1-B2 together with the Boolean dual
of B3:
((x+ y)− + (x+ y)−)− = x,
also axiomatize BA—a surprisingly non-trivial fact. Soon after Huntington’s axiomatization was pub-
lished, Herbert Robbins conjectured that this was the case. The dual of B3 became known as the
Robbins axiom, and the class of algebras satisfying B1-B2 plus Robbins axiom were called Robbins
algebras. The problem gained much notoriety over the years, and remained open until 1996 when W.
2The idempotence axiom x+ x = x was included in the axiomatization appearing in [Hun33b], along with an incorrect
proof of its independence of the remaining three. This was corrected in [Hun33a].
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McCune was able to construct a proof of B3 from B1, B2, and Robbins’s axiom using his automated
theorem prover, EQP [McC97] (for a simplified derivation, see [Dah98]). It turns out that it is even
possible to axiomatize BA using only one operation (the Sheffer stroke, x ↑ y = x+ y, from which x+ y
and x can both be defined) and a single axiom (also found with computer assistance, this is known to
be the shortest possible axiomatization) [Wol02]. 
In addition to the three operators described in Definition 6, Boolean algebras with operators yield
a fourth way of creating new algebras from old ones (which may or may not lead out of the variety
generated by the parent algebra).
Definition 11 Let A = 〈A,+,−, σi〉i∈I be a Boolean algebra with operators and a ∈ A. We define
RlaA ..= {x · a : x ∈ A}, xa ..= a · x, and for each i ∈ I, x ∈ ρiRlaA we let σai (x) ..= a · σi(x). Then
RlaA ..= 〈RlaA,+,−a, σai 〉i∈I is the relativization to a of A. 
It is well known and easy to show that RlaA ∈ BA when A ∈ BA and a ∈ A. This does not generally
extend to other varieties contained in the class Bo. If K ⊂ Bo is a variety and A ∈ K with a ∈ A,
then it is possible that RlaA /∈ K (though the structure is, by definition, guaranteed to be an algebra
with the same similarity type as K). Examples of such algebras (for K = RA) can be found in [Mad06,
p. 379] (along with some sufficient conditions for RlaA ∈ RA). Relativizations of CAα’s are discussed in
[HMT71, §2.2].
When studying the algebraization of a particular logic, those algebras which correspond to models
of the logic are especially interesting. We call these algebras representable. The class of representable
Boolean algebras consists of those which are isomorphic to an algebra A = 〈A,+,−〉 is such that A is
a family of subsets of some largest set 1A, + is union, and − is complementation with respect to 1A.
Since propositional logic is complete, every BA is representable. Conversely, by Stone’s representation
theorem for Boolean algebras [Sto36], every BA is representable, and thus propositional logic is seen to
be complete. Just as Bo extends BA, the notion of representability for the Boolean operations extends,
for example, to RA. Thus a representable relation algebra will be isomorphic to some algebra where the
interpretations of + and − are union and complementation. Of course, we shall impose requirements on
the additional operators of RA as well, making the problem of classifying representable algebras much
more difficult.
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1.4 Relation algebras
Next we investigate relation algebras. There is a natural correspondence between the equations
which hold in every RA and the formulas of Tarski’s L× which are provable. We shall not discuss L× in
any detail here, but mention in passing that: (1) the works [Tar43, Tar53a, Tar53b, TG87] are primarily
formulated in L× rather than what we would call relation algebras, (2) the formulas of L× involve no
variables and are generated from a single binary predicate symbol, and (2) the provability relation in L×
falls somewhere between that of L3 and L4 (which is reflected in our discussion of RaCAα for 3 ≤ α ≤ 4
on page 2).
Definition 12 A relation algebra is any algebra
A =
〈
A,+,−, ; , ,˘ 1’
〉
with similarity type 〈2, 1, 2, 1, 0〉 which satisfies axioms R0-R7 in Table 1.4 (due to Tarski). The binary
operation ; is called relative product and the unary ˘ is called converse. The variety consisting of all
relation algebras is denoted RA. [Mad06, 6.0.1] 
R0 〈A,+,−〉 ∈ BA
R1 x;(y ;z) = (x;y) ;z ; - associativity
R2 (x+ y);z = x;z + y ;z ; - distributivity
R3 x;1’ = x identity law
R4 ˘˘x = x ˘ - involution
R5 (x+ y)˘ = x˘+ y˘ ˘ - distributivity
R6 (x;y)˘ = y˘ ;x˘ ˘ - involutive distributivity
R7 x˘;(x;y)
− ≤ y Tarski’s formulation of De Morgan’s Theorem K
Table 1.4 RA axioms
We also define the additional relational constant 0’ ..= 1’, called the diversity relation. Similarly
to the unary −, we use x˘ and x˘ interchangeably (dissimilarly, we do not use any prefix notation for
the operation). In everything to follow, we let unary operations bind closer than binary operations and
relational operations bind closer than Boolean operations. For example, we unambiguously read x;y · z
as (x;y) · z. When A ∈ RA and x, y, z ∈ A, all of the theorems in Table 1.5 hold. For reference, we have
included theorem numbers from [Mad06] where proofs of each can be found.
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x ≤ y ⇔ x˘ ≤ y˘ 240 x;(y + z) = x;y + x;z 261
0˘ = 0 242 x ≤ y ⇒ z ;x ≤ z ;y 262
1˘ = 1 243 1˘’ = 1’ 269
x˘ = x˘ 246 1’;x = x = x;1’ 270
(x · y)˘ = x˘ · y˘ 247 0˘’ = 0’ 272
(x+ y)˘ = x˘+ y˘ 249 x;0 = 0 = 0;x 287
x ≤ y ⇒ x;z ≤ y ;z 253 1;x = x⇒ 1;x = x 305(ii)
Table 1.5 Important RA theorems
Definition 13 When U is any set and R,S ⊆ U × U , we let:
R ∪ S ..= {〈x, y〉 : 〈x, y〉 ∈ R or 〈x, y〉 ∈ S}, R|S ..= {〈x, y〉 : ∃z[〈x, z〉 ∈ R and 〈z, y〉 ∈ S]},
∼R ..= {〈x, y〉 : 〈x, y〉 /∈ R}, R−1 ..= {〈x, y〉 : 〈y, x〉 ∈ R},
ReU ..= Sb(U × U), IdU ..= {〈x, x〉 : 〈x, x〉 ∈ 1},
ReU ..=
〈
Re(U),∪,∼, |,−1 , IdU
〉
.
We call ReU the full relation algebra on U and any subalgebra of ReU is called a proper relation
algebra. We denote the class of all full relation algebras by Rs. A representable relation algebra
is an algebra which is isomorphic to a subdirect product of algebras of the form ReU . The class of
representable relation algebras is denoted RRA. [Mad06, 6.0.3] 
Every representable relation algebra is indeed a relation algebra [Mad06, 229 ]. The containment
RRA ⊂ RA was first shown to be proper by Roger Lyndon [Lyn50]. Lyndon’s non-representable relation
algebra is discussed in [Mad06, p. 358-62] (along with several other constructions). It turns out that
RRA is a variety, but is not finitely based. Tarski first showed that RRA is closed under homomorphic
images in [Tar55], thereby establishing that RRA is an equational class via Birkhoff’s theorem (this is
also proved as [Mad06, 120 ]). J. Donald Monk first showed that RRA has no finite axiomatization in
[Mon64] (he also gave an infinite axiomatization in [Mon69], where he also established that RCAα is not
finitely axiomatizable for 3 ≤ α ∈ ω).
The provable sentences of L× correspond to those equations which are true in the free relation algebra
on one generator. The existence of non-representable relation algebras which are generated by a single
element establishes that L× is incomplete. Maddux has given a construction of an infinite sequence
of one-generated non-representable relation algebras with a representable ultraproduct [Mad89b]. This
shows that L× is essentially incomplete in the sense that the addition of finitely many logical axiom
schemes will not suffice for completion of the provability relation. Despite this inherit deficiency of RA,
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we can impose some simple (though obviously not equational) conditions on a relation algebra which
are sufficient to guarantee representability.
Definition 14 A quasi-projectional relation algebra is an algebra A ∈ RA which has a pair of
(conjugated) quasi-projections p0, p1 ∈ A satisfying the following equations.
p˘0 ;p0 + p˘1 ;p1 ≤ 1’ (1.1)
p˘0 ;p1 = 1 (1.2)
The class of all quasi-projectional relation algebras is denoted by QRA. 
Theorem 15 If A ∈ QRA then A is representable. Equivalently, QRA ⊆ RRA. 
The above is famously known as Tarski’s QRA theorem. It was first announced in the abstract
[Tar53b, VII], and it appears as Theorem 8.4(iii) in [TG87] with a metamathematical proof. In [Mad78b]
Maddux generalized the theorem to the broader class of relation algebras satisfying:
∑
p,q∈FnA
p˘;q = 1,
where FnA is defined to be the set of all p ∈ A such that p˘;p ≤ 1’ (the functional elements). Algebras
satisfying this condition are called tabular relation algebras. It is quite easy to see that every QRA is
tabular since the quasi-projections p0 and p1 are functional by (1.1). Maddux’s purely algebraic proof
of this generalization (and respectively the QRA corollary) can also be found as [Mad78a, Theorem 7,
Corollary 8] and [Mad06, 423, 427 ].
Condition (1.2) of Definition 14 asserts that for each x, y there is some z such that p0z = x and
p1z = y, and thus p0 and p1 act as projection functions on an abstract pairing. In case A = ReU ,
this “pairing” consists of a one-to-one correspondence between U × U and U . The existence of such
a correspondence implies that the cardinality of U is either 0 or infinite. Therein lies the reason that
the formalization of [TG87] is restricted to set theory. Since RRA corresponds to the models of L× and
every nontrivial A ∈ QRA ⊂ RRA is infinite, the class QRA is naturally suited for those theories whose
models are infinite. However, as Tarski was aware, Maddux later rediscovered, and we shall soon see;
QRA is not exclusively suited for such theories.
A slight idiosyncrasy associated with QRA is that the quasi-projections are not included in the
similarity type of the algebra, i.e. any given QRA has multiple choices of conjugated quasi-projections.
It is easy to see, for example, that interchanging the roles of p0 and p1 yields another pair of quasi-
projections. The reason for this convention is that the inclusion of the quasi-projections would mean
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that the natural representation of a QRA would be a TPA (see Definition 19 below) instead of an RRA.
This would be especially disadvantageous from a general algebra perspective in light of the fact that
HSPTPA is not a axiomatizable by any decidable system of equations [MSS92, Theorem 2].
We can actually use this minor quirk to our advantage by strengthening the conditions on quasi-
projections in various ways. It is not generally necessary to do this (c.f. Remark 33), but we find it more
convenient and as long as we keep the number of assumptions finite, we find that it creates no difficulties
(c.f. commentary following Theorem 31). Our first such assumption (which can be made without loss
of generality) is that the domains of p0 and p1 coincide (see e.g. [Sim07, Lemma 2.6] for proof).
Proposition 16 Let A ∈ QRA with conjugated quasi-projections p0 and p1. Then p′0 = p0 · p1 ;1 and
p′1 = p1 · p0 ;1 also satisfy (1.1)-(1.2), and additionally satisfy:
p′0 ;1 = p
′
1 ;1. (1.3)
In other words, p′0 and p
′
1 are conjugated quasi-projections which have a common domain. 
Next we introduce the assumption that “pairs” formed by p0 and p1 are unique. This becomes
particularly useful in proving that the Ne´meti reduct of a CAα or Dfα obeys the identity law. In
contrast to (1.3), we cannot assume that every QRA has such quasi-projections, and so are forced to
define a proper subclass.
Definition 17 Q+RA is the subclass of QRA where the conjugated quasi-projections p0 and p1 addi-
tionally satisfy the following equation.
(p0 ; p˘0) · (p1 ; p˘1) ≤ 1’ (1.4)
In words, the pairs formed by p0 and p1 are unique. 
If p0 and p1 satisfy (1.4), then p
′
0 and p
′
1 from Proposition 16 must as well. This follows immediately
from the monotonicity of conversion and relative product [Mad06, 240, 253, 262 ]. In view of this we
can equivalently define Q+RA as the class of all relation algebras having elements p0 and p1 satisfying
(1.1)-(1.4); and similarly QRA satisfying (1.1)-(1.3). We note that it can also be assumed without loss
of generality that the functions p0 and p1 are entire by simply defining pi(x) = x for each x outside the
domain of pi. However, from our point of view this would be quite disadvantageous (c.f. Proposition 20
and the commentary following).
We have not yet addressed the question of whether or not QRA and Q+RA are varieties. It turns out
that neither are closed under subalgebras, for whenever U is infinite, ReU ∈ Q+RA, but the subalgebra
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of ReU with universe {0, 1, 0’, 1’} is clearly not a QRA. It is straightforward to see that QRA and Q+RA
(indeed, every class defined by extending the conditions on quasi-projections by equations without
variables) are closed under H and P. By a result of Maddux the operators H and S commute on RA and
classes contained in RA, so SQRA and SQ+RA can be seen to be varieties [Mad78a, Lemma 10] (also
found as [Mad06, 112 ]). Partially because of this observation, but more so because we wish to be able
to discuss Q+RA equations which involve the projection functions, we have the following definition.
Definition 18 An algebra A = 〈A,+,−, ; , ,˘ 1’, p0, p1〉 is called a pairing relation algebra whenever
〈A,+,−, ; , ,˘ 1’〉 ∈ RA and p0, p1 satisfy Equations (1.1)-(1.3). We call the class of all such algebras PRA.
The class P+RA consists of those PRA’s which also satisfy (1.4). 
Clearly every QRA can be extended to a PRA and every PRA has a QRA reduct; and similarly for
Q+RA and P+RA. Since PRA and P+RA are equationally defined, they form varieties by Birkhoff’s
theorem. The difference here is that since the quasi-projections are included in the similarity type, they
must be preserved by subalgebras. Thus in the counterexample we gave previously, {0, 1, 0’, 1’} fails to
be the universe of a subalgebra.
Definition 19 Let U be any set.
1. U¨ =
⋂{W : U ∪ (W ×W ) ⊂W}
2. pU0 = {〈〈x, y〉, x〉 : x, y ∈ U¨}
3. pU1 = {〈〈x, y〉, y〉 : x, y ∈ U¨}
4. B(U) = 〈ReU¨ ,∪,∼, | ,−1 , IdU¨ , pU0 , pU1 〉
B(U) is the true pairing algebra on U . The class of true pairing algebras is denoted TPA ..=
{B(U) : U¨ × U¨ = U¨ \ U 6= ∅}. 
In the previous definition (taken from [Mad89a, Definitions 18, 20]), U¨ is seen to be the closure of
U under ordered pairs. The requirement U¨ × U¨ = U¨ \ U for membership of B(U) in TPA ensures that
U is free of ordered pairs of its own elements. Whenever U is nonempty, U¨ is necessarily infinite. Next
we shall see that U (IdU to be precise) can be expressed in terms of the projection functions in TPA.
This is the key to expressing theories with finite models. Even though U¨ is infinite (as it must be, since
every TPA has a natural Q+RA reduct), we can refer back to the original set U which does not have
such a restriction. For more results concerning TPA, see [Sai00, MSS92].
Proposition 20 If B(U) ∈ TPA then u ..= 1’ · (p0 ;1 · p1 ;1)− denotes IdU . 
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Proof By definition, pUk ;1 =
{
〈〈x, y〉 , z〉 : x, y, z ∈ U¨
}
. Since B(U) ∈ TPA we have U¨ × U¨ = U¨ \ U ,
so we may write pUk ;1 =
{
〈x, y〉 ∈ U¨ × U¨ : x /∈ U
}
. Then the interpretation of u is seen to be IdU¨ ∩{
〈x, y〉 ∈ U¨ × U¨ : x ∈ U
}
= IdU . 
Remark 21 In [Mad89a], Maddux originally used the simpler condition U ∩ (U × U) = ∅ to define
TPA. This does guarantee that U is free of ordered pairs of its own elements, however it was pointed out
in [Mad93] that this condition is insufficient for our purposes. In particular, Proposition 20 fails when
U = {x, 〈〈x, x〉 , x〉} because while U ∩ (U × U) = ∅, the interpretation of u becomes {〈x, x〉} 6= IdU . 
We conclude this section with some useful general algebraic results concerning RA. That each of the
next three theorems has a counterpart for (diagonal-free) cylindric algebras (Theorems 29-31) further
illustrates the connections between these varieties. Theorems 22-23 are found as Theorems 4.10,11,15
of [JT52]. Theorem 24 is a corollary which was originally observed by Ernst Schro¨der in 1895 [Mad91,
Theorem 24].
Theorem 22 Every RA is semisimple. 
Theorem 23 For every A ∈ RA, the following are equivalent:
(i) A is simple,
(ii) every subalgebra of A is simple,
(iii) for every x ∈ A, x 6= 0 iff 1;x;1 = 1. 
Theorem 24 For every Boolean combination ϕ of relation algebraic equations, there is a correlated
term ϕ∗ such that ϕ and ϕ∗ =˙ 0 are equivalent in every simple RA. The mapping ∗ is defined thusly:
(i) (t0 =˙ t1)
∗ = t0 ⊕ t1,
(ii) (ϕ ∧ ψ)∗ = ϕ∗ + ψ∗,
(iii) (¬ϕ)∗ = (1;ϕ∗ ;1)−. 
In order to apply Theorems 23 and 24 to PRA and P+RA, we require the following lemma.
Lemma 25 Every PRA is semisimple. 
Proof Let A ∈ PRA and A′ be the RA reduct of A. Clearly since the universes of A and A′ coincide,
any homomorphism on A is also a homomorphism on A′ and vice versa. Thus A is simple iff A′ is
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simple. We have that A′ is simple iff A′ is subdirectly indecomposable iff A′ is directly indecomposable
by [TG87, Theorem 8.2(v)]. We show that if A′ is directly decomposable, then so is A. Then if A is
subdirectly indecomposable (hence also directly), A′ must be as well so that A′ is simple and we may
conclude that A is simple. This is sufficient because every general algebra can be written as a subdirect
product of subdirectly indecomposable algebras by [Bir44].
We use p and q instead of p0 and p1 to avoid confusion with subscripts. Suppose A
′ ∼= B × C by a
homomorphism h. Let h(p) = 〈pB , pC〉 and h(q) = 〈qB , qC〉. We claim that A ∼= 〈B, pB , qB〉×〈C, pC , qC〉
and that 〈B, pB , qB〉 , 〈C, pC , qC〉 ∈ PRA. Again, since the universes of A and A′ are identical, h is an
isomorphism satisfying the first condition. By symmetry we only need show that 〈B, pB , qB〉 ∈ PRA.
First, note that since p˘;q = 1 in A′ we have h(p)˘ ;h(q) = 〈1B , 1C〉, so:
〈1B , 1C〉 = 〈pB , pC〉˘ ;〈qB , qC〉
= 〈p˘B , p˘C〉 ;〈qB , qC〉
= 〈(p˘B ;qB), (p˘C ;qC)〉 .
Thus p˘B ;qB = 1B as required. Similarly h(p)
˘ ;h(p) = 〈1’B , 1’C〉, so:
〈1’B , 1’C〉 = 〈pB , pC〉˘ ;〈pB , pC〉
= 〈p˘B , p˘C〉 ;〈pB , pC〉
= 〈(p˘B ;pB), (p˘C ;pC)〉 .
Thus p˘B ;pB = 1’B as required. A symmetric argument establishes the same for qB so B ∈ QRA implying
〈B, pB , qB〉 ∈ PRA. In fact, if p and q satisfy the uniqueness of pairs (1.4), then pB and qB must as well.
We conclude that every A ∈ PRA is isomorphic to a subdirect product of subdirectly indecomposable
(hence simple) algebras in PRA, as desired. 
1.5 Cylindric algebras
We now turn our attention to the classes of cylindric and diagonal-free cylindric algebras. Included
throughout this section in typewriter font, are references to [HMT71, HMT85]3 where definitions and
proofs of theorems can be found. We maintain this practice for annotating proofs in the chapters to
come.
Definition 26 (1.1.1, 1.1.2) Let α be any ordinal.
3The chapters in [HMT71] and [HMT85] are respectively numbered 0-2 and 3-5, so we do not risk ambiguity with this
referencing system.
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1. A cylindric algebra of dimension α is any algebra,
A =
〈
A,+,−, cκ, dκλ
〉
κ,λ∈α
with similarity type 〈2, 1,1,0〉 which satisfies axioms C0-C7 in Table 1.6.
2. A diagonal-free cylindric algebra of dimension α is any algebra,
A =
〈
A,+,−, cκ
〉
κ∈α
with similarity type 〈2, 1,1〉 which satisfies axioms C0-C4 in Table 1.6.
CAα and Dfα respectively denote the classes of all such algebras. CA and Df are the classes of cylin-
dric and diagonal-free cylindric algebras of arbitrary dimension. The unary operations cκ are called
cylindrifications and the distinguished elements dκλ are called diagonal elements. 
C0 〈A,+,−〉 ∈ BA
C1 cκ0 = 0
C2 x ≤ cκx
C3 cκ (x · cκy) = cκx · cκy
C4 cκcλx = cλcκx
C5 dκκ = 1
C6 dλµ = cκ (dλκ · dκµ) κ 6= λ, µ
C7 cκ (dκλ · x) · cκ (dκλ · x)=0 κ 6= λ
Table 1.6 CAα and Dfα axioms
Although C0 and C2 are not equations, C0 could be replaced by B1-B3 and C2 abbreviates x+cκx =
cκx by definition. Thus Birkhoff’s theorem applies to CAα and Dfα, so that both can be seen to be
varieties. If A = 〈A,+,−, cκ, dκλ〉κ,λ∈α ∈ CAα then clearly
DfA ..=
〈
A,+,−, cκ
〉
κ∈α ∈ Dfα
[HMT71, 1.1.3]. One might ask whether every A ∈ Dfα is equal to (or at least isomorphic to) DfB
for some B ∈ CAα, and whether DfB ∼= DfC implies B ∼= C (i.e. whether the function Df is surjective
and injective, respectively). Except in the somewhat trivial case α ≤ 1, the answer to both is negative
[HMT85, 5.1.4, 5.1.9]. Moreover, when α ≥ 4 there is an equation not involving diagonal elements
which hold in every CAα but not in every Dfα [HMT85, 5.1.6] (originally appearing with a metalogical
formulation in [Hen67]). Whether or not there is such an equation for α = 3 is an open question. Next
we turn to defining the notion of representability for cylindric algebras.
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Definition 27 (1.1.5, 5.1.33) The full cylindric set algebra of dimension α with base U , in
symbols CsαU , is the algebra 〈Sb αU,∪,∼, cκ,dκλ〉κ∈α where U is any set and:
Sb αU ..= {X : X ⊂ αU},
cκX ..= {y ∈ αU : ∃x ∈ X [xλ = yλ for each λ 6= κ]},
dκλ ..= {x ∈ αU : xκ = xλ} ,
and ∪ and ∼ are union and complementation with respect to αU . The class of all such algebras is Cs.
An algebra A is called a representable cylindric algebra of dimension α if it is isomorphic to a
subdirect product of algebras in Cs. RCAα denotes the class of all representable cylindric algebras of
dimension α. A representable diagonal-free cylindric algebra (and the corresponding class RDfα)
are defined analogously by omitting any reference to dκλ.4 
As we would expect, for any set U we have that CsαU ∈ CAα [HMT71, 1.1.6]. Since CAα is a variety,
this also implies that RCAα ⊆ CAα; and similarly RDfα ⊆ Dfα. The proper containment of representable
algebras greatly on the value of α. We briefly summarize results concerning the different cases—what
follows reflects comments from [HMT71, p. 171-3] as well as items 3.1.108, 3.2.65, 4.1.3-7, and
5.1.57,62,63 from [HMT71, HMT85].5 Firstly, for every α all four classes are axiomatizable. When
α ≥ ω, none of the four are finitely axiomatizable. When α ≤ 1 all four varieties coincide, and when
α = 0 they coincide with BA. When α = 2, RDfα = Dfα 6= CAα 6= RCAα, and RCAα is finitely
axiomatizable. When 3 ≤ α < ω, neither of RCAα and RDfα are finitely axiomatizable, while CAα and
Dfα are so by definition.
Theorem 28 (4.3.57, 4.3.59) Let Lα be a full language and f : Tm[CAα] → Φ[Lα] be recursively
defined as follows, where s, t ∈ Tm[CAα] are arbitrary:
f(wκ) ..= Rκv0 . . . vα−1, f(dκλ) ..= vκ = vλ, f(s+ t) ..= f(s) ∨ f(t),
f(cκs) ..= ∃vκf(s), f(s) ..= ¬f(s).
Then for any s, t ∈ Tm[CAα] we have:
|=f(s)↔ f(t) ⇔ RCAα |= s =˙ t,
r f(s)↔ f(t) ⇔ CAα |= s =˙ t.
4Note: The classes RCAα and RDfα are called IGsα and IGsdfα respectively in [HMT71, HMT85]. Our definition is
closer in character to the description on p. 172 of [HMT71]. Definition 5.1.33 is more precise (and consequently more
complex) than necessary for our discussion.
5Especially important here, is Theorem 4.1.3 which establishes the nonfinite axiomatizability of RCAα for 3 ≤ α ∈ ω.
This originally appeared in [Mon69] and the corresponding proof for RDfα (5.1.57) is analogous.
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If s, t ∈ Tm[Dfα] ⊂ Tm[CAα] then f(s), f(t) ∈ Φ[L6=α ] and:
|= f(s)↔ f(t) ⇔ RDfα |= s =˙ t,
r,e f(s)↔ f(t) ⇔ Dfα |= s =˙ t. 
Theorem 28 provides a good indication6 of the relationship between the algebras CAα and Dfα, and
the languages Lα and L
6=
α . In light of the preceding paragraph, it also establishes the incompleteness
of the latter because for α ≥ 3 there are equations holding in the representable algebras which don’t
hold in their respective abstractions. From now on we shall concern ourselves primarily with Df3. We
conclude this section with the promised cylindric counterparts to Theorems 22-24. The first of these is
due to Don Pigozzi.
Theorem 29 (2.4.53) Every A ∈ CAα ∪ Dfα is semisimple. 
Theorem 30 (2.3.14,16) For every A ∈ CAα ∪ Dfα, the following are equivalent:
(i) A is simple,
(ii) every subalgebra of A is simple,
(iii) for every x ∈ A, x 6= 0 iff c(α)x = 1. 
As they appear in [HMT71], the above are actually a theorems about CAα only, but as noted in
[HMT85, p. 187-8] the proofs carry through for Dfα without changes. As a corollary of Theorem 30, we
obtain the following marvelous result.
Theorem 31 For every Boolean combination ϕ of (diagonal-free) cylindric algebraic equations, there
is a correlated term ϕ∗ such that ϕ and ϕ∗ =˙ 0 are equivalent in every simple CAα (or Dfα). The
mapping ∗ is defined thusly:
(i) (t0 =˙ t1)
∗ = t0 ⊕ t1,
(ii) (ϕ ∧ ψ)∗ = ϕ∗ + ψ∗,
(iii) (¬ϕ)∗ = −c(α)ϕ∗. 
Theorem 29 allows us to work exclusively with simple algebras (since they generate their parent
varieties, and HSP preserves equational satisfaction). Theorems 30-31 then allow us to code finitely
many assumptions into a single equation. This is exemplified in Proposition 55 below.
6For a thorough and formal exposition of the connections between these formalisms and their corresponding algebras,
we refer the reader to [HMT85, §4.3 and p. 203]
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CHAPTER 2. RELATION ALGEBRAIC REDUCTS
2.1 Definitions
Throughout this chapter we fix A = 〈A,+,−, cκ〉κ∈3 ∈ Df3 and e, q ∈ A. The parameter e simulates
{x : x0 = x1 = x2} and q simulates {x : P0(x0) = x1, P1(x0) = x2} where P0 and P1 are some conjugated
quasi-projections. Occasionally, we shall informally refer to these “functions” in order to clarify certain
concepts and definitions, but we emphasize that they need not actually exist. We frequently use finite
sequences of 0’s and 1’s and let Sn be the set of such sequences having length less than n + 1 and
2∗ = ∪n∈ωSn. Concatenation of sequences shall be denoted by juxtaposition. All definitions pertinent
to this chapter follow immediately. We recommend that the reader bookmark this page.
Definition 32 For {κ, λ, µ} = 3 define the diagonal elements:
dκλ ..= cµe
dκκ ..= cλcµe.
For κ, λ ∈ 3 and x ∈ A define the λ-for-κ substitution [HMT71, 1.5.1]:
sκλx
..=
 x κ = λcκ (dκλ · x) κ 6= λ.
Define the quasi-projections to be p0 = c2q and p1 = s
2
1c1q, and for n ∈ 2, let
pn(κ, λ) ..=
 s0κs1λpn κ ≤ λs2κs1λs02pn κ > λ.
Let {κ, λ, µ} = 3; i, j ∈ 2∗; n ∈ 2; and κ′ = κ +3 1 (where +3 denotes addition modulo 3). Then the
projectional diagonal elements are defined as follows.
dκ〈〉λ〈〉 ..= dκλ (2.1)
dκ〈n〉λ〈〉 ..= dλ〈〉κ〈n〉 ..= pn(κ, λ) (2.2)
dκ〈in〉λ〈〉 ..= dλ〈〉κ〈in〉 ..= cµ(dκ〈i〉µ〈〉 · dµ〈n〉λ〈〉) |i| 6= 0 (2.3)
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dκ〈i〉λ〈j〉 ..= cµ(dµ〈〉κ〈i〉 · dµ〈〉λ〈j〉) |i| 6= 0 6= |j| (2.4)
dκ〈i〉κ〈j〉 ..= cκ′(dκ′〈〉κ〈i〉 · dκ′〈〉κ〈j〉). (2.5)
Let Ax to be the union of the following sets of equations.
Ax0 ..= {dκκ = 1 : κ ∈ 3}
Ax1 ..=
{
dκ〈i〉λ〈j〉 · dλ〈jl〉µ〈k〉 ≤ dκ〈il〉µ〈k〉 : κ, λ, µ ∈ 3; i, jl, kl ∈ S3
}
Ax2 ..=
{
dκ〈i〉κ〈i〉 · dλ〈j〉λ〈j〉 ≤ cµ
(
dµ〈0〉κ〈i〉 · dµ〈1〉λ〈j〉
)
: µ 6= κ, λ ∈ 3; i, j ∈ S3
}
Ax3 ..=
{
dκ〈i0〉λ〈j0〉 · dκ〈i1〉λ〈j1〉 ≤ dκ〈i〉λ〈j〉 : κ, λ ∈ 3; i, j ∈ S2
}
For κ, λ ∈ 3 and i ∈ 2∗, define the projectional substitution:
sκλ〈i〉x ..=
 x κ = λ, i = 〈〉cκ (dκλ〈i〉 · x) else.
Finally, let κ, λ, µ ∈ 3 with µ 6= κ.
δκ〈i〉λ〈j〉 ..= dκ〈i0〉λ〈j00〉 · dκ〈i1〉λ〈j11〉 · dλ〈j01〉λ〈j10〉 κ〈i〉λ〈j〉 ..= dκ〈i0〉λ〈j1〉 · dκ〈i1〉λ〈j0〉
1˙ ..= d0〈0〉0〈0〉 −˙x ..= 1˙ · x
Jκ ..=
{
x ∈ Nr{κ}A : sµκsκµx = x
}
J ..=
{
x · 1˙ : x ∈ J0
}
x ◦ y ..= c1
(
s01〈0〉x · s01〈1〉y · δ01
)
x˘ ..= c1
(
s01x · 01
)
1˙’ ..= d0〈0〉0〈1〉
We call JA ..=
〈
J,+, −˙, ◦, ,˘ 1˙’〉 the Ne´meti reduct of A. 
The diagonal element dκλ simulates {x : xκ = xλ}. The λ-for-κ substitution “moves” the κ-coordinate
of x to the λ-coordinate and cylindrifies the κ-coordinate. This mimics the process of substituting free
occurrences of vκ with vλ in L3.
The quasi-projection pn simulates {x : Pn(x0) = x1}. We note that this manner of defining p0 and p1
requires that our quasi-projections have the same domain. We use pn(κ, λ) to simulate {x : Pn(xκ) = xλ}.
We require the rather complicated definition above because CAα 6|= s20s01s12x = s21s10s02x. Thus we must
make some choice regarding the order of substitution (our definition is modified from Ne´meti’s substi-
tution convention [Ne´m85, p. 23]).
The projectional diagonal elements, dκ〈i〉λ〈j〉 are the algebraic counterparts to Ne´meti’s L3 formulas
xi =˙ yj for {x, y} ⊂ {v0, v1, v2} [Ne´m85, p. 38]. They are intended to simulate the set of sequences x,
such that Pi(xκ) = Pj(xλ)—where Pi0...in = Pin ◦ . . . ◦Pi0 and P〈〉 represents the identity function. For
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B BB
1 20
Figure 2.1 An illustration of 1˙ (more precisely, a subset of 1˙ in a full cylindric set algebra on B).
Vertical lines are copies of B, dotted arrows indicate that the endpoints are the first two
coordinates of an element of p0, and solid arrows indicate that the endpoints are the first
two coordinates of an element of p1. Our 1˙ consists of all elements whose first coordinate
is a closed circle, i.e. all ordered triples enclosed entirely in gray.
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Figure 2.2 An illustration of x ◦ y
example, the element d0〈1〉1〈100〉 could be thought of as the set {x : P1(x0) = P0P0P1(x1)}. We typically
write e.g. dκ〈i〉λ in place of dκ〈i〉λ〈〉.
Ax1 and Ax2 are modified slightly from [Ne´m86, p. 42]. Ax1 says roughly that “equality” is a
congruence with respect to the “projection functions”. When l is the empty sequence, Ax1 says that
“Pi(xκ) = Pj(xλ) and Pj(xλ) = Pk(xµ) imply that Pi(xκ) = Pk(xµ).” When l ∈ S1 is nonempty,
Ax1 could be read as “Pi(xκ) = Pj(xλ) and PlPj(xλ) = Pk(xµ) imply that PlPi(xκ) = Pk(xµ).” Ax2
expresses that any two generalized projections can be “coded” into a single element. In other words, “the
existence of Pi(xκ) and Pj(xλ) imply there is some xµ such that P0(xµ) = Pi(xκ) and P1(xµ) = Pj(xλ).”
Finally, Ax3 expresses that “pairs” are unique—“P0Pi(xκ) = P0Pj(xλ) and P1Pi(xκ) = P1Pj(xλ) imply
Pi(xκ) = Pj(xλ).”
The axioms Ax are more powerful than we actually need. If we so desired, it would be a straight-
forward but time consuming task to read through all of the proofs and record which instances of the
axioms we actually use. This would substantially reduce the number of assumptions, but drastically
increase the length of their enumeration. Finiteness is required so that images under our translation
function from Σ [L] to Df3 will be finite in length. That Ax be finite (which it clearly is) and true for
actual projection functions and equality relations are the only requirements we must satisfy.
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Remark 33 As demonstrated in [Ne´m86] and [AN11], Ax3 can be eliminated from our set of assump-
tions. Indeed the only places it will be used are in the proofs of (2.11), (2.17), (2.18), and in showing that
our projection functions satisfy the uniqueness of pairs (so that JA ∈ Q+RA ⊂ QRA). If we eliminated
Ax3 from Ax and chose J
′ ..= {x : x ◦ 1˙’ = x} as the universe of our reduct, then we would not require
Ax3 in the proof of Theorem 34.
In fact, the only necessary changes to the proof follow: condition i can be shown to be a consequence
of Equation (2.8); condition ii follows from the observation that J ′ ⊂ J ; condition iii would be satisfied
trivially; and the proof of condition iv from [Ne´m85, p. 51-4] could be easily replicated in JA. We could
then show that JA ∈ QRA and that for each ReV ∈ QRA there is some B ∈ Df3 so that the Ne´meti
reduct JB is isomorphic to ReV . 
Theorem 34 If e and q satisfy the equations in Ax, then JA ∈ RA. Moreover, JA ∈ Q+RA with
conjugated quasi-projections P0 = d0〈00〉0〈1〉 and P1 = d0〈01〉0〈1〉. 
We reserve our proof for §2.3 as it is quite long and requires several technical lemmas.
Theorem 35 Let A = ReV ∈ Q+RA with quasi-projections functions p0 and p1. Then there is some
B ∈ Df3 with elements e and q such that the Ne´meti reduct JB is isomorphic to A. 
Proof Since p0 and p1 are functions (by the representability of A), we use standard functional notation,
writing pk(x) = y in place of 〈x, y〉 ∈ pk. We may assume that p0 and p1 have the same domain. Let
B′ be the full cylindric set algebra of dimension 3 on V and B be its Df3 reduct. Choose parameters:
e =
{
x ∈ 3V : x0 = x1 = x2
}
and
q =
{
x ∈ 3V : p0(x0) = x1, p1(x0) = x2
}
.
For i = i0 · · · in ∈ 2∗ and x ∈ V we define pi(x) = pin · · · pi0(x), so that according to Definition 32 we
have:
dκ〈i〉λ〈j〉 = {x : pi(xκ) = pj(xλ)} ,
1˙ = {x : x0 ∈ Dom p0} ,
and J is the powerset of 1˙ (since B′ ∈ RCA3 |= s10s01c1c2x = c1c2x).
Let h : J → A be defined by:
h(X) ..= {〈p0(x0), p1(x0)〉 : x ∈ X} .
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Note that h is well defined since for x ∈ X ∈ J , we must also have x ∈ 1˙, so x0 ∈ Dom pi. For any
R ∈ A the element
h−1(R) ..=
{
x ∈ 1˙ : 〈p0(x0), p1(x0)〉 ∈ R
}
maps to R under h, so h is onto. We note that h−1(R) is guaranteed to exist since (1.2) and (1.4)
guarantee that for each 〈u, v〉 ∈ 2V there is some unique x ∈ V such that p0(x) = u and p1(x) = v. Now
suppose that h(X) = h(Y ) for some X,Y ∈ J . Then observe:
x ∈ X ⇔ 〈p0(x0), p1(x0)〉 ∈ h(X)
⇔ 〈p0(x0), p1(x0)〉 ∈ h(Y )
⇔ x ∈ Y.
Thus h is also injective and hence bijective, as required.
All that remains is to show that h respects the operations of JB. In what follows we sometimes
write X0 ..= {x0 : x ∈ X}, so that x0 ∈ X0 iff x ∈ X (since J ⊆ Nr1A by definition). For every X,Y ∈ J
we have:
h(X + Y ) = {〈p0(x0), p1(x0)〉 : x ∈ X + Y }
= {〈p0(x0), p1(x0)〉 : x ∈ X} ∪ {〈p0(x0), p1(x0)〉 : x ∈ Y }
= h(X) ∪ h(Y ),
and:
h(−˙X) = {〈p0(x0), p1(x0)〉 : x ∈ −˙X}
= {〈p0(x0), p1(x0)〉 : x ∈ 1˙ · −X}
= {〈p0(x0), p1(x0)〉 : x0 ∈ Dom p0, x0 /∈ X0}
= {〈p0(x0), p1(x0)〉 : x0 ∈ Dom p0} \ {〈p0(x0), p1(x0) : x0 ∈ X0}
= 2V \ h(X)
= ∼h(X).
The second to last equality again follows from Equations (1.2) and (1.4). Then we have that h respects
the Boolean substructure of JB. We now turn our attention to the relational operations. Observe that
for every X ∈ J we have x ∈ X0 iff 〈p0(x), p1(x)〉 ∈ h(X), and that s0λ〈i〉X =
{
x ∈ 3V : pi(xλ) ∈ X0
}
.
For every X,Y ∈ J we have:
h(X˘) = h
(
c1
(
s01X · 01
))
= h (c1{x : x1 ∈ X0, p0(x0) = p1(x1), p1(x0) = p0(x1)})
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= h (c1 {x : 〈p0(x1), p1(x1)〉 ∈ h(X), p0(x0) = p1(x1), p1(x0) = p0(x1)})
= h ({x : 〈p1(x0), p0(x0)〉 ∈ h(X)})
= h
({
x : 〈p0(x0), p1(x0)〉 ∈ h(X)−1
})
= h(X)−1,
and:
h(X ◦ Y )
= h
(
c1
(
s01〈0〉X · s01〈1〉Y · δ01
))
= h (c1 {x : p0(x1) ∈ X0, p1(x1) ∈ Y0, p0(x0) = p0p0(x1), p1(x0) = p1p1(x1), p0p1(x1) = p1p0(x1)})
= h (c1 {x : 〈p0p0(x1), p1p0(x1)〉 ∈ h(X), 〈p0p1(x1), p1p1(x1)〉 ∈ h(Y ),
p0(x0) = p0p0(x1), p1(x0) = p1p1(x1), p0p1(x1) = p1p0(x1) })
= h (c1 {x : 〈p0(x0), p1p0(x1)〉 ∈ h(X), 〈p0p1(x1), p1(x0)〉 ∈ h(Y ),
p0(x0) = p0p0(x1), p1(x0) = p1p1(x1), p0p1(x1) = p1p0(x1) })
= h ({x : ∃y ∈ V [〈p0(x0), y〉 ∈ h(X), 〈y, p1(x0)〉 ∈ h(Y )]})
= h ({x : 〈p0(x0), p1(x0)〉 ∈ h(X) | h(Y )})
= h(X) | h(Y )
Thus h respects the relational operations of JB as desired. Finally, we verify that h maps the identity
of JB to the identity of ReV , i.e. that h(1˙’) = IdV .
h(1˙’) = h ({x : p0(x0) = p1(x0)})
= h ({x : 〈p0(x0), p1(x0)〉 ∈ IdV })
= IdV
Thus h is an isomorphism from JA to A, as was to be shown. 
Next we turn to proving several lemmas which will make the proof of Theorem 34 much shorter and
much more readable.
2.2 Preliminary lemmas
For convenience we maintain the numbering system of [HMT71], but emphasize that the structure
〈A,+,−, cκ, dκλ〉κ,λ∈3 is not necessarily a CA3. Although Ax and the definitions of dκλ do a good enough
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job at simulating diagonal elements to establish that JA ∈ RA, we have not fully recovered all of the
axioms of CA3. In particular, the axiom C7 would require an infinite number of assumptions on our
parameters because each element of the algebra would require a separate assumption.
Observe that by Definition 32, when κ, λ ∈ 3 and i, j ∈ 2∗ we have dκ〈i〉λ〈j〉 = dλ〈j〉κ〈i〉 (similar to
1.3.1). We shall use this fact throughout the remainder of this work without annotation. We begin by
establishing some well-known CA3 identities.
Lemma 36 All of the identities from Table 2.1 hold in A. 
Table 2.1 Important CAα identities which hold in A.
cκx = 0⇔ x = 0 1.2.1
cκcκx = cκx 1.2.3
cκ(x+ y) = cκx+ cκy 1.2.6(ii)
x ≤ y ⇒ cκx ≤ cκy 1.2.7
cκx = x⇔ cκx = x 1.2.12(i)
dκλ = dλκ 1.3.1
cκdκλ = 1 1.3.2
sκλ(x+ y) = s
κ
λx+ s
κ
λy 1.5.3(i)
sκλcκx = cκx 1.5.8(i)
sµλs
κ
µcµx = s
κ
λcµx κ 6= λ 1.5.11(i)
sλκs
κ
λcλcµx = s
µ
κs
κ
µcλcµx κ 6= λ, µ 1.5.11(ii)
Proof Axioms C0 through C4 must hold since A ∈ Df3. Thus the proofs of 1.2.1 through 1.2.12(i)
found in [HMT71] remain valid for A (indeed, for every algebra in Df3). Theorem 1.3.1 holds by
definition of dκλ. Axiom C5 is guaranteed by Ax0 and C6 holds by the following argument.
dλµ = cκe D32
≤ cκ (cµe · cλe) C2, 1.2.7
≤ cκ (dκλ · dκµ) D32
cκ (dκλ · dκµ) ≤ cκdλµ Ax1, 1.2.7
= cκcκe = cκe = dλµ 1.2.3,D32
The proof of 1.5.3(i) found in [HMT71] depends only on the axioms C0 through C6, so it remains
valid in A as well. We offer alternative proofs for those identities which require axiom C7: namely
1.3.2, 1.5.8(i), and 1.5.11. As to 1.3.2, we have that cκdκλ = dλλ = 1 by definition (32) and Ax0.
The proof of 1.5.8(i) in [HMT71] does not depend directly on C7, but rather on 1.3.2, so it remains
valid in A as well.
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To see 1.5.11(i), suppose that κ 6= λ. If µ = κ or µ = λ then the result is obvious by definition (32),
so assume κ, λ, µ are distinct.
sµλs
κ
µcµx = cµ (dµλ · cκ (dκµ · cµx)) D32
= cµcκ (dµλ · dκµ · cµx) C3
= cκ (cµ (dµλ · dκµ) · cµx) C4,C3
= cκ (dκλ · cµx) C6
= sκλcµx D32
As to 1.5.11(ii), suppose κ 6= λ, µ. If λ = µ then the result is trivial, so again we assume that
κ, λ, µ are distinct.
sλκs
κ
λcλcµx = s
λ
κs
µ
λs
κ
µcλcµx C4, 1.5.11(i)
= sλκs
µ
λcλs
κ
µcµx C3,C4,D32
= sµκcλs
κ
µcµx 1.5.11(i)
= sµκs
κ
µcλcµx C3,C4,D32 
Next we investigate some further properties of the substitution operations. As suggested by the
notation, the operations sλκ and s
κ
λ are natural inverses of one another. Indeed using axiom C7 one can
prove that sλκs
κ
λx = s
λ
κx [HMT71, 1.5.10(v)] and further, that if λ /∈ ∆(x) then sλκsκλx = x by 1.5.8(i).
Remarkably, this is the only use of axiom C7 which is required in the proof of [Ne´m85, Proposition 2.10]
(on p. 49). The definition of Jκ is the key to recovering this identity and avoiding the use of axiom C7.
If {κ, λ, µ} = 3 and ∆(x) ⊆ {κ}, then by 1.5.11(ii) we have that sλκsκλx = sµκsκµx, thus the
definition of Jκ is unambiguous. We can generally make use of the inequality x ≤ sλκsκλx for x ∈ Nr{κ}A.
Remarkably, when x = sλκu for some u ∈ Nr{λ}A, we have x = sλκsκλx (thus x ∈ Jκ). In other words,
once we perform a single substitution on a 1-dimensional element “the damage is done” and subsequent
substitutions cease to create more difficulties. This is particularly advantageous due to the definitions
of x ◦ y and x˘, which we shall see to be the images of a substitution in §2.3.
Lemma 37 Let κ 6= λ. If ∆(x) ⊆ {κ} then x ≤ sλκsκλx. Moreover, if x = sλκu for some u ∈ Nr{λ}A, we
have sλκs
κ
λx = x ∈ Jκ. 
Proof Suppose first that ∆(x) ⊆ {κ}.
x = sκλx 1.5.8(i)
= sκλ (dκλ · x) BA
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≤ sκλcλ (dκλ · x) C2, 1.2.7
= sκλs
λ
κx D32
Now suppose further that x = sλκu for some u with ∆(u) ⊆ {λ} and let {κ, λ, µ} = 3.
sλκs
κ
λx = s
µ
κs
κ
µx 1.5.11(ii)
= sµκs
κ
µs
λ
κu Def
= sµκs
λ
µu 1.5.11(i)
= sλκu = x 1.5.11(i),Def 
As an immediate consequence we can observe that if x ∈ Jκ then sκλx ∈ Jλ.
Our recovery of identity 1.5.10(v) via the definition of Jκ comes at a price. In [Ne´m85], the
universe of the Ne´meti reduct is {1˙ ·x : c1c2x = x} which is quite easily seen to be closed under Boolean
operations. That this is also true of Jκ is not a trivial fact. In fact, it was the realization and proof
of Equation (2.8) below which first convinced me beyond a doubt that Theorem 34 was an attainable
result. Once again, using axiom C7 it is straightforward to (equivalently) show that s
κ
λx = (s
κ
λx)
−
[HMT71, 1.5.3(ii)]. An alternative proof follows.
Lemma 38 The structure 〈Jκ,+,−〉 is a Boolean algebra. 
Proof We only need establish closure under the Boolean operations. Closure of Jκ under + follows
immediately from 1.5.3(i). For closure under complementation, we prove the following identities. Let
{κ, λ, µ} = 3 and x ∈ Jκ.
(dκµ)
−
+ dλκ = (dκµ)
−
+ dλµ (2.6)
(sκλx)
−
= sµλ
(
sκµx
)−
(2.7)
(sκλx)
−
= sκλx (2.8)
Equation (2.6) follows quickly from C6 and the Boolean structure of Nr{κ}A. We prove inequality in
one direction, however, as κ, λ, µ are arbitrary this is sufficient to establish equality.
(dκµ)
−
+ dλκ ≥ (dκµ)− + dκµ · dλµ C6
=
(
(dκµ)
−
+ dκµ
)
·
(
(dκµ)
−
+ dλµ
)
BA
= (dκµ)
−
+ dλµ BA
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Equation (2.7) is a technical consequence of (2.6) which is quite useful in the proof of (2.8). It bears
some resemblance to 1.5.11(i), but owing to the negations involved the proof is much more complex.
(sκλx)
−
= (cκ (dκλ · x))− D32
= cµ
(
dλµ · (cκ (dκλ · x))−
)
1.5.8(i), 1.2.12(i)
= cµ
(
(dλµ)
−
+ cκ (dκλ · x)
)−
BA
= cµ
(
cκ
(
(dλµ)
−
+ dκλ · x
))−
1.2.12(i), 1.2.6(ii)
= cµ
(
cκ
((
(dλµ)
−
+ dκλ
)
·
(
(dλµ)
−
+ x
)))−
BA
= cµ
(
cκ
((
(dλµ)
−
+ dκµ
)
·
(
(dλµ)
−
+ x
)))−
(2.6)
= cµ
(
cκ
(
(dλµ)
−
+ dκµ · x
))−
BA
= cµ
(
(dλµ)
−
+ cκ (dκµ · x)
)−
1.2.12(i), 1.2.6(ii)
= cµ
(
dλµ · (cκ (dκµ · x))−
)
BA
= sµλ
(
sκµx
)−
D32
Finally, we are prepared to prove (2.8). Let u = sκλx, so that s
λ
κu = x (by definition of Jκ).
(sκλx)
−
= sµλ
(
sκµx
)−
(2.7)
= sµλ
(
sκµs
λ
κu
)−
Def
= sµλ
(
sλµu
)−
1.5.11(i)
= sµλs
κ
µ
(
sλκu
)−
(2.7)
= sµλs
κ
µx Def
= sκλx 1.5.11(i)
Applying Equation (2.8) twice (along with the definition of Jκ) is sufficient to show closure under
complementation.
x =
(
sλκs
κ
λx
)−
D32
= sλκ(s
κ
λx)
−
(2.8)
= sλκs
κ
λx (2.8)
Thus x ∈ Jκ by definition. 
Remark 39 Equation (2.6) is (a dual version of) an algebraization of the logically valid “x = y and
x 6= z iff x = y and y 6= z”. Equation (2.8) is a weaker formulation of axiom C7, holding only for
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x ∈ Jκ. Rewriting axiom C7 using substitutions yields sκλx · sκλx = 0, which follows immediately from
Equation (2.8) when x ∈ Jκ. Conversely, (2.8) can be easily derived (for all x ∈ A as opposed to x ∈ Jκ)
using C7 by [HMT71, 1.5.3(ii)]. 
Next, we establish that the dimension sets of dκ〈i〉λ〈j〉, δκ〈i〉λ〈j〉, κ〈i〉λ〈j〉, and sκλ〈i〉x are as suggested
by the notation. When we invoke the following lemma, we simply use ∆ as our annotation.
Lemma 40 (∆) If x ∈ {dκ〈i〉λ〈j〉, κ〈i〉λ〈j〉, δκ〈i〉λ〈j〉} then ∆(x) ⊆ {κ, λ}. For x ∈ Nr{κ}A, ∆(sκλ〈i〉x) ⊆
{λ}. 
Proof For the first part, it suffices to show that ∆
(
dκ〈i〉λ〈j〉
) ⊆ {κ, λ} since ∆(x · y) ⊆ ∆(x) ∪∆(y)
(by C3). We proceed by case analysis on the definition of dκ〈i〉λ〈j〉, examining each of (2.1) through
(2.5) from Definition 32. In case (2.5), we note that dκ〈i〉κ〈j〉 = cκ+31
(
dκ+31〈〉κ〈j〉 · dκ+31〈〉κ〈j〉
)
, so
κ +3 1 /∈ ∆
(
dκ〈i〉κ〈j〉
)
by 1.2.3. This reduces the proof to the case where κ 6= λ (by C3 and C4). In
this case dκ〈i〉λ〈j〉 is defined by one of (2.1)-(2.4). We have already established for {κ, λ, µ} = 3 that
cµdκλ = dκλ (by Definition 32) so the result holds for (2.1). In the case of (2.3) or (2.4), we have
µ /∈ ∆ (dκ〈i〉λ〈j〉) by 1.2.3. Finally in the case of (2.2). Note that ∆(pk) ⊆ {0, 1} by Definition 32.
Now we must use a case analysis for each possible choice of κ and λ—this can be found in Table 2.2.
Finally, we note that when κ 6= λ, κ /∈ ∆ (sκλx) by 1.2.3 and Definition 32. Applying this principle to
each of the possibilities for κ and λ concludes the proof that ∆(dκ〈i〉λ〈j〉) ⊆ {κ, λ}.
Now suppose ∆(u) ⊆ {κ}. Then sκλ〈i〉u = cκ
(
dκλ〈i〉 · u
)
by Definition 32, so κ /∈ sκλ〈i〉u by 1.2.3.
Further, if µ 6= κ, λ
cµs
κ
λ〈i〉u = cµcκ
(
dκλ〈i〉 · u
)
D32
= cκcµ
(
dκλ〈i〉 · u
)
C4
= cκ
(
dκλ〈i〉 · u
)
C3,∆.
Thus µ /∈ ∆
(
sκλ〈i〉u
)
either, concluding the proof. 
Now we show that the auxiliary dimension in the definition of dκ〈i〉κ〈j〉 need not be κ +3 1. This
is hardly surprising, indeed we chose it quite arbitrarily. We require this fact in order to fully exploit
the symmetry between dimensions. It won’t be used directly during the course of our main proof, but
rather the consequences which follow.
Proposition 41 For µ 6= κ ∈ 3 and i, j ∈ S3, dκ〈i〉κ〈j〉 = cµ
(
dµκ〈i〉 · dµκ〈j〉
)
. 
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κ λ pk(κ, λ)
0 1 s00s
1
1pk = pk
0 2 s00s
1
2pk = s
1
2pk
1 0 s21s
1
0s
0
2pk
1 2 s01s
1
2pk
2 0 s22s
1
0s
0
2pk = s
1
0s
0
2pk
2 1 s22s
1
1s
0
2pk = s
0
2pk
Table 2.2 Case analysis for the substitution convention
Proof Let {κ, λ, µ} = 3. Then depending on the choice of λ and µ, dκ〈i〉κ〈j〉 must be the left or right
hand side of the following inequality. That is, κ+3 1 ∈ {λ, µ}.
cλ
(
dλκ〈i〉 · dλκ〈j〉
)
= cλcµ
(
dµλ · dλκ〈i〉 · dλκ〈j〉
)
1.5.8(i)
≤ cλcµ
(
dµκ〈i〉 · dµκ〈j〉
)
Ax1, 1.2.7
= cµ
(
dµκ〈i〉 · dµκ〈j〉
)
∆
The inequality in the opposite direction follows from a symmetric argument, so equality holds. 
The following is a generalization of 1.5.8(i) to our projectional substitutions. Specifically, we give
conditions under which the operation sκλ〈i〉 fixes an element of A.
Proposition 42 If κ 6= λ, κ /∈ ∆(x), and x ≤ dλ〈i〉λ〈i〉, then sκλ〈i〉x = x. 
Proof Suppose x satisfies the above hypotheses.
x = x · dλ〈i〉λ〈i〉 BA
= x · cκ
(
dκλ〈i〉
)
41
= cκ
(
dκλ〈i〉 · x
)
C3, κ /∈ ∆(x)
= sκλ〈i〉x D32 
Remark 43 The hypothesis x ≤ dλ〈i〉λ〈i〉 from Proposition 42 may seem overly restrictive at first glance,
but recall that dλ〈i〉λ〈i〉 is meant to simulate {x : Pi(xλ) = Pi(xλ)}. In other words, the hypothesis only
guarantees that projection Pi is defined on the λ-coordinates of x. 
The following Proposition 44 will mostly be used in conjunction with Ax2. The reason it is required
is that the left hand side of equations in Ax2 will not show up frequently in our calculations. As we shall
see however, they are upper bounds for the projectional diagonal elements which we do use frequently.
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Proposition 44 For κ, λ ∈ 3 and il, j ∈ S3, dκ〈il〉λ〈j〉 ≤ dκ〈i〉κ〈i〉. 
Proof Choose any µ 6= κ, λ.
dκ〈i〉λ〈j〉 = cµ
(
dµκ〈i〉 · dµλ〈j〉
)
D32, 41
≤ cµ
(
dµκ〈i〉
)
BA, 1.2.7
= dκ〈i〉κ〈i〉 41
Now, let k ∈ 2 and ik ∈ S3.
dκ〈ik〉κ〈ik〉 = cµ
(
dµκ〈ik〉
)
41
= cµcλ
(
dκ〈i〉λ · dλ〈k〉µ
)
D32
≤ cµcλ
(
dκ〈i〉λ
)
BA, 1.2.7
= cλ
(
dκ〈i〉λ
)
∆
= dκ〈i〉κ〈i〉 41
Applying these recursively yields the desired inequality. 
Remark 45 As regarding the previous proof: informally the first argument says “if Pi(xκ) = Pj(xλ)
then Pi(xκ) = Pi(xκ).” Intuitively “Pi(xκ) = Pi(xκ)” simply expresses that Pi is defined on xκ. This
is not necessarily true of all elements as the functions Pi are not necessarily (or desirably) entire. The
second argument could be read as “if PinPin−1 . . . Pi0(xκ) exists then Pin−1 . . . Pi0(xκ) exists as well.”
Next, Proposition 46 establishes an identity similar to those in Ax1 for the terms κ〈i〉λ〈j〉 and
δκ〈i〉λ〈j〉. This is not surprising, as these terms are simply Boolean combinations of the projectional
diagonal elements. Proposition 47 is a similar result relating to projectional substitutions.
Proposition 46 When κ, λ, µ ∈ 3 and i ∈ S2, j ∈ S1; we have the following:
dµκ〈i〉 · δµλ〈j〉 ≤ δκ〈i〉λ〈j〉
dµλ〈j〉 · δκ〈i〉µ ≤ δκ〈i〉λ〈j〉
dµκ〈i〉 · µλ〈j〉 ≤ κ〈i〉λ〈j〉 
Proof These follow quickly by applying Ax1 to the definitions of the terms.
dµκ〈i〉 · δµλ〈j〉 = dµκ〈i〉 · dµ〈0〉λ〈j00〉 · dµ〈1〉λ〈j11〉 · dλ〈j01〉λ〈j10〉 D32
≤ dκ〈i0〉λ〈j00〉 · dκ〈i1〉λ〈j11〉 · dλ〈j01〉λ〈j10〉 Ax1
= δκ〈i〉λ〈j〉 D32
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dµλ〈j〉δκ〈i〉µ = dµλ〈j〉 · dκ〈i0〉µ〈00〉 · dκ〈i1〉µ〈11〉 · dµ〈01〉µ〈10〉 D32
≤ dκ〈i0〉λ〈j00〉 · dκ〈i1〉λ〈j11〉 · dλ〈j10〉λ〈j01〉 Ax1
= δκ〈i〉λ〈j〉 D32
dµκ〈i〉 · µλ〈j〉 = dµκ〈i〉 · dµ〈0〉λ〈j1〉 · dµ〈1〉λ〈j0〉 D32
≤ dκ〈i0〉λ〈j1〉 · dκ〈i1〉λ〈j0〉 Ax1
= κ〈i〉λ〈j〉 D32 
Proposition 47 Let {κ, λ, µ} = 3; x ∈ Jκ; and i, j ∈ S3. Then sκλ〈i〉x · dλ〈i〉µ〈j〉 ≤ sκµ〈i〉x. Further, if
ji ∈ S3 then sκλ〈i〉x · dλµ〈j〉 ≤ sκµ〈ji〉x. 
Proof Assume i, j ∈ S3 for the first inequality, and further that ji ∈ S3 for the second inequality.
sκλ〈i〉x · dλ〈i〉µ〈j〉 = cκ
(
dκλ〈i〉 · x
) · dλ〈i〉µ〈j〉 D32
= cκ
(
dκλ〈i〉 · x · dλ〈i〉µ〈j〉
)
∆,C3
≤ cκ
(
dκµ〈j〉 · x
)
Ax1, 1.2.7
= sκµ〈j〉x D32
sκλ〈i〉x · dλµ〈j〉 = cκ
(
dκλ〈i〉 · x
) · dλµ〈j〉 Def
= cκ
(
dκλ〈i〉 · x · dλµ〈j〉
)
∆,C3
≤ cκ
(
dκµ〈ji〉 · x
)
Ax1, 1.2.7
= sκµ〈ji〉x D32 
There is quite a bit of symmetry between cylindrified dimensions. In fact, we can cylindrify di-
mensions interchangeably provided we are careful not to change the dimension sets of the respective
terms.
Lemma 48 Let {κ, λ, µ} = 3 and let X(λ) be a combination (via the · operation) of some elements:
dκ〈i〉λ〈j〉, δκ〈i〉λ〈j〉, κ〈i〉λ〈j〉, and sκλ〈i〉x (where x ∈ Jκ)—then cλ(X(λ)) = cµ(X(µ)). 
Proof A simple inductive argument using Ax1 along with 46 and 47 shows that ∆(X(λ)) ⊆ {λ, κ} and
dλµ ·X(λ) ≤ X(µ).
cλX(λ) = cλcµ(dλµ ·X(λ)) 1.5.8(i)
≤ cλcµ(X(µ)) Induction
≤ cµ(X(µ)) ∆
The two possible choices of {λ, µ} yield opposite inequalities, so equality must hold. 
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Finally, we establish that x can be “recovered” from sκλ〈i〉x when x ∈ Jκ. This is a generalized and
algebraic version of (6) from [Ne´m85, Proposition 2.10]. The proof there invokes C7 to obtain s
2
0s
0
2x = x,
which we have by the definition of J0.
Lemma 49 Let κ 6= λ, x ∈ Jκ, and i ∈ S3. Then sκλ〈i〉x · dκλ〈i〉 ≤ x. 
Proof Let {κ, λ, µ} = 3.
sκλ〈i〉x · dκλ〈i〉 = cµ
(
dκµ · sκλ〈i〉x · dκλ〈i〉
)
1.5.8(i)
≤ cµ
(
dκµ · dµλ〈i〉 · sκλ〈i〉x
)
Ax1,BA, 1.2.7
≤ cµ
(
dκµ · dµλ〈i〉 · cκ
(
dκλ〈i〉 · x
))
D32
≤ cµ
(
dκµ · cκ
(
dµλ〈i〉 · dκλ〈i〉 · x
))
C3
≤ cµ (dκµ · cκ (dκµ · x)) Ax1
≤ sµκsκµx ≤ x D32 
We are now fully prepared for the proof of our main theorem.
2.3 Q+RA reducts in Df3
We first prove that J is closed under all the operations of JA, and thusly that JA is an algebra.
By Ax1 and Lemma 37 we have that 1˙ ∈ J , and since 〈J0,+,−〉 ∈ BA, we have that 〈J,+, −˙〉 ∈ BA
as well (since it is a relativization to 1˙). As to closure under the relational operations we note that by
Definition 32, x ∈ J if and only if s20s02x = x and x ≤ 1˙. Let x, y ∈ J be arbitrary.
x ◦ y ≤ s20s02(x ◦ y) 37
≤ s20c0
(
d02 · c1
(
s01〈0〉x · s01〈1〉y · δ01
))
D32
≤ s20c0c1
(
d02 · s01〈0〉x · s01〈1〉y · δ01
)
∆,C3
≤ c2
(
d02 · c0c1
(
s01〈0〉x · s01〈1〉y · δ21
))
46, 1.2.7,D32
≤ c2c1
(
d02 · s01〈0〉x · s01〈1〉y · δ21
)
C4,∆,C3
≤ c1
(
s01〈0〉x · s01〈1〉y · δ01
)
46,C2,C4,∆
≤ x ◦ y D32
≤ d0〈0〉0〈0〉 · d0〈1〉0〈1〉 = 1˙ BA, 44,∆
37
x˘ ≤ s20s02x˘ 37
≤ s20c0
(
d02 · c1
(
s01x · 01
))
D32
≤ s20c0c1
(
d02 · s01x · 01
)
∆,C3
≤ c2
(
d02 · c0c1
(
s01x · 21
))
46, 1.2.7,D32
≤ c2c1
(
d02 · s01x · 21
)
C4,∆,C3
≤ c1
(
s01x · 01
)
46,C4,∆
≤ x˘ D32
≤ d0〈0〉0〈0〉 · d0〈1〉0〈1〉 = 1˙ BA, 44,∆
We shall prove conditions i-iv from [JT51, Definition 4.1] to show that JA ∈ RA. These conditions
are well-known to be equivalent to the RA axioms. For proof, we refer the reader to [CT51, Theorem 2.2]
or [Mad06, 314 ].
(i) 〈J,+, −˙〉 ∈ BA.
(ii) (x ◦ y) ◦ z = x ◦ (y ◦ z) for any x, y, z ∈ J .
(iii) 1˙’ ◦ x = x = x ◦ 1˙’ for every x ∈ J .
(iv) (x ◦ y) · z = 0⇔ (x˘ ◦ z) · y = 0⇔ (z ◦ y˘) · x = 0 for any x, y, z ∈ J .
Condition (i) has already been established (by Lemma 38), so we begin with condition (ii).
Proof (Condition ii) To begin, we require some technical lemmas. These employ symmetry in the
definitions in order to shorten the proof. Both are taken from [Ne´m85] and [Ne´m86], but are formulated
there in logical terms. To begin, we work with terms of the form s01〈i〉(x ◦ y) where i, j = {0, 1}. The
following is proved as (4) in [Ne´m85, p. 45] and as (5) in [Ne´m86, p. 56].
c0
(
d01〈i〉 · c1
(
s01〈i〉x · s01〈j〉y · δ01
))
≤ c2
(
d2〈j〉1〈j〉 · s02〈i0〉x · s02〈i1〉y · δ1〈i〉2〈i〉
)
(2.9)
c0
(
d01〈i〉 · c1
(
s01〈i〉x · s01〈j〉y · δ01
))
≤ c0
(
d01〈i〉 · c2
(
s02〈i〉x · s02〈j〉y · δ02
))
48
≤ c0c2
(
d01〈i〉 · s02〈i〉x · s02〈j〉y · δ02
)
C3,∆
≤ c2
(
s02〈i〉x · s02〈j〉y · δ1〈i〉2
)
46, 1.2.7,∆
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1
c2
x ◦ y
Figure 2.3 An illustration of (2.9) with i = 0. Circles containing a cylindrification operation represent
cylindrified dimensions. Thus we can see the dimension set of the terms involved is {1}.
Lines emanating from the left side of a point indicate the projection p0 and similarly p1 on
the right. Dotted lines indicate the right hand side of the inequality.
≤ c2c0
(
d02 · s02〈i〉x · s02〈j〉y · δ1〈i〉2
)
1.5.8(i)
≤ c2c0
(
d02 · s02〈i〉x · s02〈j〉y · δ1〈i〉0
)
46, 1.2.7
≤ c0
(
c2
(
d02 · s02〈i〉x · s02〈j〉y
)
· δ1〈i〉0
)
C4,C3,∆
≤ c0
(
c1
(
d01 · s01〈i〉x · s01〈j〉y
)
· δ1〈i〉0
)
48
≤ c0c2
(
d2〈i〉0 · d2〈j〉1〈j〉 · c1
(
d01 · s01〈i〉x · s01〈j〉y
)
· δ1〈i〉0
)
Ax2,C3
≤ c2
(
d1〈j〉2〈j〉 · c1
(
d02〈i〉 · d01 · s01〈i〉x · s01〈j〉y
)
· δ1〈i〉2〈i〉
)
46,C3
≤ c2
(
d1〈j〉2〈j〉 · c0c1
(
s02〈ii〉x · s02〈ij〉y
)
· δ1〈i〉2〈i〉
)
Ax1, 47
≤ c2
(
d1〈j〉2〈j〉 · s02〈ii〉x · s02〈ij〉y · δ1〈i〉2〈i〉
)
∆
The next lemma enables us to recover the term δ01 after invoking Equation (2.9). The following is
assumed as (Ax8) in [Ne´m85, p. 48] and proved as (S13) in [Ne´m86, p. 53].
d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d2〈ijj〉2〈ji〉 ≤
c1
(
d1〈i〉2〈ii〉 · c0
(
d01〈j〉 · c1
(
d1〈i〉2〈ij〉 · d1〈j〉2〈j〉 · δ01
)) · δ01) (2.10)
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c1
c0
c1
2
0
Figure 2.4 An illustration of (2.10) with i = 0. When we employ this lemma, x, y, z will be represented
by the second row from the bottom. The corresponding figure for i = 1 would be a mirrored
reflection of this one.
d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d2〈ijj〉2〈ji〉
≤ d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d2〈ijj〉2〈ji〉
c0
(
d0〈i〉2〈iji〉 · d0〈j〉2〈jj〉 · c1
(
d1〈i〉2〈ii〉 · d1〈j〉0
) · c1 (d1〈i〉2〈ij〉 · d1〈j〉2〈j〉)) Ax2
≤ d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d2〈ijj〉2〈ji〉 ·
c0
(
d0〈i〉2〈iji〉 · d0〈j〉2〈jj〉 · c1
(
d1〈i〉2〈ii〉 · d1〈j〉0 · c1
(
d1〈i〉2〈ij〉 · d1〈j〉2〈j〉
)))
C3
≤ d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d2〈ijj〉2〈ji〉 ·
c1c0
(
d0〈i〉2〈iji〉 · d0〈j〉2〈jj〉 · d1〈i〉2〈ii〉 · d1〈j〉0 · c1
(
d1〈i〉2〈ij〉 · d1〈j〉2〈j〉
))
C3,C4
≤ c1
(
d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d2〈ijj〉2〈ji〉 ·
c0
(
d0〈i〉2〈iji〉 · d0〈j〉2〈jj〉 · d1〈i〉2〈ii〉 · d1〈j〉0 · c1
(
d1〈i〉2〈ij〉 · d1〈j〉2〈j〉
)))
∆
≤ c1
(
d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d1〈i〉2〈ii〉 ·
c0
(
d0〈i〉2〈iji〉 · d0〈j〉2〈jj〉 · d1〈j〉0 · c1
(
d2〈ijj〉2〈ji〉 · d1〈i〉2〈ij〉 · d1〈j〉2〈j〉
)))
C3
40
≤ c1
(
d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d1〈i〉2〈ii〉 ·
c0
(
d1〈j〉0 · d1〈ji〉2〈iji〉 · d1〈jj〉2〈jj〉 ·
c1
(
d0〈i〉2〈iji〉 · d0〈j〉2〈jj〉 · d2〈ijj〉2〈ji〉 · d1〈i〉2〈ij〉 · d1〈j〉2〈j〉
)))
Ax1
≤ c1
(
d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d1〈i〉2〈ii〉 · d1〈ji〉2〈iji〉 · d1〈jj〉2〈jj〉 ·
c0
(
d1〈j〉0 · c1
(
d0〈i〉2〈iji〉 · d0〈j〉2〈jj〉 · d2〈ijj〉2〈ji〉 · d1〈i〉2〈ij〉 · d1〈j〉2〈j〉
)))
C3
≤ c1
(
d1〈i〉2〈ii〉 · c0
(
d01〈j〉 · c1
(
d1〈i〉2〈ij〉 · d1〈j〉2〈j〉 · δ01
)) · δ01) Ax1
We are now prepared to prove that ◦ is associative in JA. Let x, y, z ∈ J be arbitrary.
c1
(
s01〈i〉c1
(
s01〈i〉x · s01〈j〉y · δ01
)
· s01〈j〉z · δ01
)
≤ c1
(
c2
(
d1〈j〉2〈j〉 · s02〈ii〉x · s02〈ij〉y · δ1〈i〉2〈i〉
)
· s01〈j〉z · δ01
)
(2.9)
≤ c1c2
(
s02〈ii〉x · s02〈ij〉y · s01〈j〉z · d1〈j〉2〈j〉 · δ1〈i〉2〈i〉 · δ01
)
C3
≤ c1c2
(
s02〈ii〉x · s02〈ij〉y · s02〈j〉z · d1〈j〉2〈j〉 · δ1〈i〉2〈i〉 · δ01
)
47
≤ c1c2
(
s02〈ii〉x · s02〈ij〉y · s02〈j〉z · d1〈j〉2〈j〉 · d1〈ii〉2〈iii〉 · d1〈ij〉2〈ijj〉 · d2〈iij〉2〈iji〉 ·
d0〈i〉1〈ii〉 · d0〈j〉1〈jj〉 · d1〈ij〉1〈ji〉
)
Ax1,D32
≤ c2
(
s02〈ii〉x · s02〈ij〉y · s02〈j〉z · d0〈i〉2〈iii〉 · d0〈j〉2〈jj〉 · d2〈iij〉2〈iji〉 · d2〈ijj〉2〈ji〉
)
Ax1,∆
≤ c2
(
s02〈ii〉x · s02〈ij〉y · s02〈j〉z ·
c1
(
d1〈i〉2〈ii〉 · c0
(
d01〈j〉 · c1
(
d1〈i〉2〈ij〉 · d1〈j〉2〈j〉 · δ01
)) · δ01) ) (2.10)
≤ c2c1
(
s02〈ii〉x · d1〈i〉2〈ii〉 ·
c0
(
d01〈j〉 · c1
(
s02〈ij〉y · d1〈i〉2〈ij〉 · s02〈j〉z · d1〈j〉2〈j〉 · δ01
) )
· δ01
)
C3
≤ c2c1
(
s01〈i〉x · c0
(
d01〈j〉 · c1
(
s01〈i〉y · s01〈j〉z · δ01
))
· δ01
)
47
≤ c1
(
s01〈i〉x · s01〈j〉c1
(
s01〈i〉y · s01〈j〉z · δ01
)
· δ01
)
D32,∆
Now, if i = 0 and j = 1 this inequality would read (x ◦ y) ◦ z ≤ x ◦ (y ◦ z). On the other hand, if i = 1
and j = 0 it would read z ◦ (y ◦ x) ≤ (z ◦ y) ◦ x. As x, y, z are arbitrary, this is sufficient to establish
that (x ◦ y) ◦ z = x ◦ (y ◦ z). 
Proof (Condition iii) We begin with two technical lemmas in order to exploit some symmetry in
the argument. The following are assumed as (Ax9) and (Ax10) respectively in [Ne´m85, p. 50]. Let
{i, j} = {0, 1}.
s01〈i〉1˙’ · δ01 ≤ d01〈j〉 (2.11)
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s01〈i〉1˙’ · δ01 ≤ c0
(
d01〈i〉 · d0〈i〉0〈j〉
) · d0〈i〉1〈ii〉 · d0〈j〉1〈jj〉 · d1〈ij〉1〈ji〉 Def
≤ d1〈ii〉1〈ij〉 · d0〈i〉1〈ii〉 · d0〈j〉1〈jj〉 · d1〈ij〉1〈ji〉 Ax1,∆
≤ d0〈i〉1〈ij〉 · d0〈j〉1〈jj〉 · d1〈ij〉1〈ji〉 Ax1
≤ d0〈i〉1〈ji〉 · d0〈j〉1〈jj〉 Ax1
≤ d01〈j〉 Ax3
Next we provide a useful upper bound for 1˙. Since x ≤ 1˙ for all x ∈ J , we will have this as an upper
bound for all elements of our universe as well. Let {i, j} = {0, 1}.
1˙ ≤ c1
(
d01〈j〉 · 1˙’1〈i〉 · δ01
)
(2.12)
1˙ = d0〈i〉0〈i〉 · d0〈j〉0〈j〉
≤ c2
(
d2〈i〉0〈i〉 · d2〈j〉0〈i〉
)
Ax2
≤ c2c1
(
d1〈i〉2 · d1〈j〉0 · d2〈i〉0〈i〉 · d2〈j〉0〈i〉
)
Ax2,C3
≤ c2c1
(
d01〈j〉 · d1〈i〉2 · d1〈ji〉0〈i〉 · d1〈jj〉0〈j〉 · d2〈i〉0〈i〉 · d2〈j〉0〈i〉
)
44,Ax1
≤ c1
(
d01〈j〉 · d1〈ji〉0〈i〉 · d1〈jj〉0〈j〉 · d1〈ii〉0〈i〉 · d1〈ij〉0〈i〉
)
Ax1,∆
≤ c1
(
d01〈j〉 · d1〈ii〉1〈ij〉 · δ01
)
Ax1,D32
≤ c1
(
d01〈j〉 · c0
(
d01〈i〉 · d1〈ii〉1〈ij〉
) · δ01) 44,∆, 42
≤ c1
(
d01〈j〉 · c0
(
d01〈i〉 · d0〈i〉0〈j〉
) · δ01) Ax1
≤ c1
(
d01〈j〉 · s01〈i〉1˙’ · δ01
)
D32
The proof that 1˙’ is an identity for ◦ is now very short. Once again, let x ∈ J and {i, j} = {0, 1}.
x ≤ x · c1
(
d01〈j〉 · s01〈i〉1˙’ · δ01
)
(2.12)
≤ c1
(
d01〈j〉 · x · s01〈i〉1˙’ · δ01
)
C3
≤ c1
(
c0
(
d01〈j〉 · x
) · s01〈i〉1˙’ · δ01) C2
≤ c1
(
s01〈j〉x · s01〈i〉1˙’ · δ01
)
D32
≤ c1
(
s01〈j〉x · d01〈j〉
)
(2.11)
≤ c1x = x 49,∆
The above simultaneously establishes that x = 1˙’ ◦ x (when i = 0 and j = 1) and that x = x ◦ 1˙’
(when i = 1 and j = 0). 
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Proof (Condition iv) We begin with a lemma from [Ne´m85], stated and proved therein as (10) on
page 51. Roughly, we generalize the definition of x˘ to elements of the form s0λ〈i〉x. Let κ, λ = {1, 2} and
i, j ∈ S2.
s0κ〈i〉x · κ〈i〉λ〈j〉 ≤ s0λ〈j〉x˘ (2.13)
s0κ〈i〉x · κ〈i〉λ〈j〉 = c0
(
d0λ〈j〉 · x
) · κ〈i〉λ〈j〉 D32
≤ c0
(
d0λ〈j〉 · x · κ〈i〉λ〈j〉
)
C3
≤ s0λ〈j〉
(
x · κ〈i〉0
)
D32, 46
≤ s0λ〈j〉cλ
(
dλκ〈i〉 · x · κ〈i〉0
)
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≤ s0λ〈j〉cλ (x · λ0) 46
= s0λ〈j〉c1 (x · 10) 48
= s0λ〈j〉x˘ D32
We also prove a lemma (not found in [Ne´m85] or [Ne´m86]) which allows us to recover the term δ01
at one point in our proof.
d02〈1j〉 · d1〈j〉2〈0〉 · 1〈i〉2〈1i〉 · δ2〈0〉2〈1〉 ≤ δ01 (2.14)
d02〈1j〉 · d1〈j〉2〈0〉 · 1〈i〉2〈1i〉 · δ2〈0〉2〈1〉
= d02〈1j〉 · d1〈j〉2〈0〉 ·
(
d1〈ii〉2〈1ij〉 · d1〈ij〉2〈1ii〉
) · (d2〈0i〉2〈1ii〉 · d2〈0j〉2〈1jj〉 · d2〈1ij〉2〈1ji〉) D32
≤ (d0〈i〉2〈1ji〉 · d0〈j〉2〈1jj〉) · (d1〈ji〉2〈0i〉 · d1〈jj〉2〈0j〉) ·(
d1〈ii〉2〈1ij〉 · d1〈ij〉2〈1ii〉
) · (d2〈0i〉2〈1ii〉 · d2〈0j〉2〈1jj〉 · d2〈1ij〉2〈1ji〉) 44,Ax1
=
(
d0〈i〉2〈1ji〉 · d2〈1ij〉2〈1ji〉 · d1〈ii〉2〈1ij〉
) ·(
d0〈j〉2〈1jj〉 · d2〈0j〉2〈1jj〉 · d1〈jj〉2〈0j〉
) · (d1〈ij〉2〈1ii〉 · d2〈0i〉2〈1ii〉 · d1〈ji〉2〈0i〉) BA
≤ d0〈i〉1〈ii〉 · d0〈j〉1〈jj〉 · d1〈ij〉1〈ji〉 Ax1
= δ01 D32
By 1.2.1, it is sufficient to show that c0 ((x ◦ y) · z) = c0 ((z ◦ y˘) · x) = c0 ((x˘ ◦ z) · y) (since c0t = 0
iff t = 0). To that end, we establish the following inequalities.
c0 ((x ◦ y) · z) ≤ c0 ((x˘ ◦ z) · y) (2.15)
c0 ((x ◦ y) · z) ≤ c0 ((z ◦ y˘) · x) (2.16)
˘˘x ≤ x (2.17)
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The proofs of (2.15) and (2.16) are quite similar in character. Let {i, j} = {0, 1}.
c0 ((x ◦ y) · z)
= c0
(
c1
(
s01〈0〉x · s01〈1〉y · δ01
)
· z
)
D32
≤ c0c1
(
s01〈0〉x · s01〈1〉y · z · δ01
)
C3
≤ c0c1c2
(
s01〈0〉x · s01〈1〉y · z · d2〈0〉0 · d2〈1〉1 · δ01
)
Ax2,C3
≤ c2
(
s02〈10〉x · s02〈11〉y · s02〈0〉z · δ2〈0〉2〈1〉
)
47,C2, 46,∆
≤ c2c0
(
s02〈10〉x · s02〈11〉y · s02〈0〉z · 02〈1i〉 · δ2〈0〉2〈1〉
)
Ax2,C3
≤ c2c0c1
(
s02〈10〉x · s02〈11〉y · s02〈0〉z · d1〈j〉2〈0〉 · d1〈i〉0 · 02〈1i〉 · δ2〈0〉2〈1〉
)
Ax2,C3
≤ c2c1
(
s02〈10〉x · s02〈11〉y · s02〈0〉z · d1〈j〉2〈0〉 · 1〈i〉2〈1i〉 · δ2〈0〉2〈1〉
)
46,∆
≤ c2c1c0
(
s02〈10〉x · s02〈11〉y · s02〈0〉z · d02〈1j〉 · d1〈j〉2〈0〉 · 1〈i〉2〈1i〉 · δ2〈0〉2〈1〉
)
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≤ c2c1c0
(
s02〈10〉x · s02〈11〉y · s01〈j〉z · d02〈1j〉 · 1〈i〉2〈1i〉 · δ01
)
47, (2.14)
Now if i = 0 and j = 1 we have:
c0 ((x ◦ y) · z) ≤ c2c1c0
(
s02〈10〉x · s02〈11〉y · s01〈1〉z · d02〈11〉 · 1〈0〉2〈10〉 · δ01
)
≤ c2c1c0
(
s02〈10〉x · y · s01〈1〉z · 1〈0〉2〈10〉 · δ01
)
49
≤ c1c0
(
s01〈0〉x˘ · y · s01〈1〉z · δ01
)
(2.13),∆
≤ c0
(
c1
(
s01〈0〉x˘ · s01〈1〉z · δ01
)
· y
)
C4,C3
≤ c0 ((x˘ ◦ z) · y) Def
which concludes the proof of Equation (2.15). If instead i = 1 and j = 0 then we see:
c0 ((x ◦ y) · z) ≤ c2c1c0
(
s02〈10〉x · s02〈11〉y · s01〈0〉z · d02〈10〉 · 1〈1〉2〈11〉 · δ01
)
≤ c2c1c0
(
x · s02〈11〉y · s01〈0〉z · 1〈1〉2〈11〉 · δ01
)
49
≤ c1c0
(
x · s01〈1〉y˘ · s01〈0〉z · δ01
)
(2.13),∆
≤ c0
(
c1
(
s01〈0〉z · s01〈1〉y˘ · δ01
)
· x
)
C4,C3
≤ c0 ((z ◦ y˘) · x) D32
concluding the proof of Equation (2.16). Next we turn our attention to Equation (2.17). From Ax1 and
Ax3 we see that:
01 · 20 = d0〈0〉1〈1〉 · d0〈1〉1〈0〉 · d2〈0〉0〈1〉 · d2〈1〉0〈0〉 ≤ d1〈0〉2〈0〉d1〈1〉2〈1〉 ≤ d12. (2.18)
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Now let x ∈ J .
˘˘x ≤ c1
(
s01c1
(
s01x · 01
) · 01) D32
≤ c2
(
d02 · c1
(
s01c1
(
s01x · 01
) · 01)) 1.5.8(i)
≤ c2c1
(
d02 · s01c1
(
s01x · 01
) · 01) C3
≤ c2c1
(
d02 · c0
(
d01 · c1
(
s01x · 01
)) · 21) 46,D32
≤ c2c1
(
d02 · c0
(
d01 · c1
(
s01x · 01
) · 21)) C3
≤ c2c1
(
d02 · c0
(
d01 · c1
(
s01x · 01
) · 20)) 46
≤ c2c1
(
d02 · c0
(
d01 · c1
(
s01x · 01 · 20
)))
C3
≤ c2c1
(
d02 · c0
(
d01 · c1
(
d12 · s01x
)))
(2.18)
≤ c1s20s01s12s01x C4,Def
≤ c1s20s01s02x 1.5.11(i)
≤ c1s20s02x 1.5.8(i)
= c1x = x D32,∆
With the aid of these inequalities, we see that:
c0 ((x ◦ y) · z) ≤ c0 ((x˘ ◦ z) · y) (2.15)
≤ c0
((
˘˘x ◦ y
)
· z
)
(2.15)
≤ c0 ((x ◦ y) · z) (2.17)
≤ c0 ((z ◦ y˘) · x) (2.16)
≤ c0
((
x ◦ ˘˘y
)
· z
)
(2.16)
≤ c0 ((x ◦ y) · z) (2.17)
concluding the proof of condition iv. 
Conditions i through iv have been proved, thus JA ∈ RA as desired. We begin our proof of Equations
(1.1)–(1.3) by examining the elements P˘0 and P˘1. Note that by definition we may write Pk = d0〈0k〉0〈1〉.
P˘k = c1
(
c0
(
d01 · d0〈0k〉0〈1〉
) · 01) D32
≤ c1
(
d1〈0k〉1〈1〉 · d0〈0〉1〈1〉 · d0〈1〉1〈0〉
)
Ax1,D32
≤ d0〈1k〉0〈0〉 Ax1,∆
≤ c1
(
d1〈0〉0〈1〉 · d1〈1〉0〈0〉 · d0〈1k〉0〈0〉
)
Ax2
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≤ c1
(
01 · d1〈0k〉1〈1〉
)
Ax1,D32
≤ c1
(
c0
(
d01 · d1〈0k〉1〈1〉
) · 01) 1.5.8(i)
≤ c1
(
s01d0〈0k〉0〈1〉 · 01
)
= P˘k D32,Ax1,D32
Thus P˘k = d0〈1k〉0〈0〉.
Proof (Equation (1.1))
P˘k ◦ Pk = c1
(
s01〈0〉d0〈1k〉0〈0〉 · s01〈1〉d0〈0k〉0〈1〉 · δ01
)
D32
≤ c1
(
d1〈01k〉1〈00〉 · d1〈10k〉1〈11〉 · d0〈0〉1〈00〉 · d0〈1〉1〈11〉 · d1〈01〉1〈10〉
)
Ax1,∆
≤ c1
(
d1〈01k〉1〈00〉 · d1〈10k〉1〈11〉 · d0〈0〉1〈00〉 · d0〈1〉1〈11〉 · d1〈01k〉1〈10k〉
)
44,Ax1
≤ c1
(
d1〈11〉1〈00〉 · d0〈0〉1〈00〉 · d0〈1〉1〈11〉
)
Ax1
≤ d0〈0〉0〈1〉 Ax1,∆
Thus (Pk )˘ ◦ Pk ≤ 1˙’ as required, (1˙’ = d0〈0〉0〈1〉 by Definition 32). 
Proof (Equation (1.2))
1˙ ≤ c1c2
(
d1〈0〉0〈0〉 · d1〈1〉0 · d2〈0〉0 · d2〈1〉0〈1〉
)
Ax2,C3
≤ c1c2
(
d02〈0〉 · d1〈1〉2〈0〉 · d1〈0〉2〈00〉 · d2〈1〉1〈11〉
)
Ax1
≤ c1c2
(
d02〈0〉 · c0
(
d0〈0〉1 · d0〈1〉2 · d1〈1〉2〈0〉 · d1〈0〉2〈00〉 · d2〈1〉1〈11〉
))
Ax2,C3
≤ c2
(
d02〈0〉 · c0
(
d0〈1〉2 · d0〈01〉2〈0〉 · d0〈00〉2〈00〉 · d2〈1〉0〈011〉
))
Ax1,∆
≤ c2
(
d02〈0〉 · c1
(
d1〈1〉2 · d1〈01〉2〈0〉 · d1〈00〉2〈00〉 · d2〈1〉1〈011〉
))
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≤ c1c2
(
d02〈0〉 · d1〈1〉2 · d1〈01〉2〈0〉 · d1〈00〉2〈00〉 · d2〈1〉1〈011〉
)
C3
≤ c1
(
d01〈10〉 · d1〈01〉1〈10〉 · d1〈00〉1〈100〉 · d1〈11〉1〈011〉
)
Ax1,∆
≤ c1
(
d01〈10〉 · δ01
)
Ax1,Def
≤ c1
(
c0
(
d01〈0〉
) · c0 (d01〈1〉) · d01〈10〉 · δ01) 44, 41
≤ c1
(
c0
(
d01〈0〉 · d1〈00〉1〈010〉
) · c0 (d01〈1〉 · d1〈11〉1〈101〉) · δ01) Ax1,C3
≤ c1
(
c0
(
d01〈0〉 · d0〈0〉0〈10〉
) · c0 (d01〈1〉 · d0〈1〉0〈01〉) · δ01) Ax1
= P˘0 ◦ P1 Def
The opposite inequality follows from the fact that RA |= P˘0 ◦ P1 ≤ 1˙, therefore we conclude P˘0 ◦ P1 = 1˙
as desired. 
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Proof (Equation (1.3))
Pk ◦ P˘k ≤ c1
(
s01〈0〉d0〈0k〉0〈1〉 · s01〈1〉d0〈1k〉0〈0〉 · δ01
)
Def
≤ c1
(
d1〈00k〉1〈01〉 · d1〈11k〉1〈10〉 · δ01
)
Ax1,∆
≤ d0〈0k〉0〈1k〉 Ax1,∆
Thus
(
P0 ◦ P˘0
)
·
(
P1 ◦ P˘1
)
≤ d0〈00〉0〈10〉 · d0〈01〉0〈11〉, and by Ax3 this is bounded by d0〈0〉0〈1〉 = 1˙’. 
As JA ∈ RA and Equations (1.1)–(1.3) have been verified, we conclude that JA ∈ Q+RA, as desired.
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CHAPTER 3. FIRST-ORDER LOGIC
3.1 First-order logic in Q+RA
Definition 50 For 〈A, P0, P1〉 ∈ P+RA and κ ∈ ω, define:
P0 ..= P0, Pκ+1 ..= P1 ;Pκ, u ..= 1’ · (P0 ;1 · P1 ;1)−.
Let X,Y ∈ Φ[L], µ < α, and κ, λ, κ0, . . . , κρ(µ)−1 < ω.
Dr(X) ..=
 1 In(X) = ∅Pκ0 ;u;1 · . . . · Pκλ ;u;1 In(X) = {κ0, . . . , κλ}
Tr(vκ = vλ) ..= (Pκ ;u · Pλ ;u);1
Tr(Rµvκ0 · · · vκρ(µ)−1) ..=
(
Pκ0 ;u;P˘0 · . . . · Pκρ(µ)−1 ;u;P˘ρ(µ)−1
)
;wµ+1 ;1
Tr(¬X) ..= (Tr(X))− ·Dr(X)
Tr(X ∨ Y ) ..= (Tr(X) + Tr(Y )) ·Dr(X ∨ Y )
Tr(∃vκX) ..=
(
Pλ0 ;P˘λ0 · . . . · Pλµ ;P˘λµ
)
;Tr(X) In(∃vκX) = {λ0, . . . , λµ}
Tr(∃vκX) ..= 1;Tr(X) In(∃vκX) = ∅ 
Theorem 51 ([Mad89a, Theorem 21]) Let U be a set with B(U) ∈ TPA. Suppose R = 〈Rµ : µ ∈ β〉
is a countable sequence of relations on U with Rµ having rank ρµ, U = 〈U,R〉 ∈ RE[L], X ∈ Φ[L], and
a ∈ ωU . Define S = 〈Sκ : κ ∈ ω〉 thusly:
1. S0 =
{
〈v, v′〉 ∈ U¨ × U¨ : Pκ(v) = aκ for every κ ∈ In(X)
}
,
2. Sµ+1 =
{
〈v, v′〉 ∈ U¨ × U¨ : 〈P0(v), . . . ,Pρ(µ)−1(v)〉 ∈ Rµ} for µ < α, and
3. Sµ+1 = ∅ whenever α ≤ µ < ω.
Then U |= X[a] if and only if B(U) |= w0 ≤ Tr(X)[S]. In particular, if X ∈ Σ[L], then S0 = U¨ × U¨ and
U |= X if and only if B(U) |= 1 = Tr(X)[S]. 
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Proof Fix any a ∈ ωU . Define b : U¨ → ωU by (b(v))κ = Pκ(v) if Pκ(v) ∈ U and (b(v))κ = a0
otherwise. For each X ∈ Φ[L] define S(X) = {v ∈ U¨ : Pκ(v) = aκ for κ ∈ In(X)}. Then U |= X[a] if
and only if U |= X[b(v)] for each v ∈ S(X), since the assignment of variables only matters for those
variables which are free in X. Finally, define D,T : Φ[L]→ Sb U¨ by
D(X) ..= {v : Pκ(v) ∈ U for κ ∈ In(X)}
T (X) ..= {v ∈ D(X) : U |= X[b(v)]} .
Then S(X) ⊆ D(X), and U |= X[a] if and only if S(X) ⊆ T (X).
By definition, we have that S0 = S(X) × U¨ and Dr(X) = D(X) × U¨ . We proceed by proving that
Tr(X)[S] = T (X)× U¨ . We use induction on the construction of the formula X, supposing first that X
is atomic.
Proof (Case X = vκ = vλ) In this case we have U |= X[b(v)] if and only if Pκ(v) = Pλ(v). Thus
T (X) = {v : Pκ(v) = Pλ(v) ∈ U} .
We also have in this case that Tr(X) does not depend on S. Indeed:
Tr(X) = {〈v, v′〉 : Pκ(v) = Pλ(v) ∈ U} .
Then clearly Tr(X)[S] = T (X)× U¨ as desired. 
Proof (Case X = Rµvκ0 · · · vκρ(µ)−1) In this case U |= X[b(v)] iff
〈
Pκ0(v), . . . ,Pκρ(µ)−1(v)
〉 ∈ Rµ.
Then
T (X) =
{
v :
〈
Pκ0(v), . . . ,Pκρ(µ)−1(v)
〉 ∈ Rµ} .
On the other hand,
Tr(X)[S] =
(
Pκ0 ;u;P˘0 · . . . · Pκρ(µ)−1 ;u;P˘ρ(µ)−1
)
;Sµ+1 ;1
=
(
Pκ0 ;u;P˘0 · . . . · Pκρ(µ)−1 ;u;P˘ρ(µ)−1
)
;Sµ+1
= {〈v, u〉 : Pκi(v) = Pi(u) ∈ U for i ∈ ρµ} |
{〈u, v′〉 : 〈P0(u), . . . ,Pρ(µ)−1(u)〉 ∈ Rµ}
=
{〈v, v′〉 : 〈Pκ0(v), . . . ,Pκρ(µ)−1(v)〉 ∈ Rµ} .
Again, this is the same as T (X)× U¨ as desired. 
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With Tr(X)[S] = T (X) × U¨ established for atomic formulas, we proceed assuming that for some
formulas X and Y we have Tr(X)[S] = T (X)× U¨ and Tr(Y )[S] = T (Y )× U¨ . Then we must prove that:
Tr(¬X)[S] = T (¬X)× U¨
Tr(X ∨ Y )[S] = T (X ∨ Y )× U¨
Tr(∃vκX)[S] = T (∃vκX)× U¨ .
Proof (Case ¬X) Notice that for v ∈ D(X), U |= ¬X[b(v)] if and only if U 6|= X[b(v)] if and only if
v /∈ T (X). We conclude:
T (¬X) = {v ∈ D(X) : v /∈ T (X)}
= (T (X))
− ∩D(X).
Turning our attention to Tr(X) we see:
Tr(¬X)[S] = (Tr(X))− ∩Dr(X)[S]
= (Tr(X)[S])
− ∩ (Dr(X)[S])
=
(
T (X)× U¨
)−
∩
(
D(X)× U¨
)
=
(
(T (X))
− ∩D(X)
)
× U¨ ,
as desired. We note that the operation − is used in two different ways. Since Tr(X) and T (X)× U¨ are
understood to be subsets of U¨ × U¨ we mean the same interpretation for their complements. Similarly,
since T (X) is a subset of U¨ , we mean (T (X))
−
to denote U¨ \ T (X). 
Proof (Case X ∨ Y ) Now U |= X ∨ Y [b(v)] if and only if either U |= X[b(v)] or U |= Y [b(v)] if and
only if v ∈ T (X) ∪ T (Y ). Then:
T (X ∨ Y ) = {v ∈ D(X ∨ Y ) : v ∈ T (X) ∪ T (Y )}
= (T (X) ∪ T (Y )) ∩D(X ∨ Y )
By definition Tr(X ∨ Y )[S] = (Tr(X) + Tr(Y )) ·Dr(X ∨ Y )[S]. This simplifies to:
Tr(X ∨ Y )[S] = (Tr(X)[S] ∪ Tr(Y )[S]) ∩Dr(X ∨ Y )[S]
=
((
T (X)× U¨
)
∪
(
T (Y )× U¨
))
∩D(X ∨ Y )× U¨
= ((T (X) ∪ T (Y )) ∩D(X ∨ Y ))× U¨ .
Thus Tr(X ∨ Y ) = T (X ∨ Y )× U¨ as well. 
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Proof (Case ∃vκX) For the final case we have U |= ∃vκX[b(v)] if and only if there is some c ∈ ωU
such that cλ = Pλ(v) for each λ ∈ In(∃vκX) and U |= X[c]. The latter condition holds if and only if
there is some u ∈ U¨ such that Pλ(u) = Pλ(v) for each λ ∈ In(∃vκX) such that U |= X[b(u)]. This
in turn holds if and only if there is some u ∈ U¨ such that Pλ(u) = Pλ(v) for each λ ∈ In(∃vκX) and
u ∈ T (X).
In case In(∃vκX) = ∅, the condition Pλ(u) = Pλ(v) for each λ ∈ In(∃vκX) is vacuously satisfied so
the set of all 〈v, u〉 which satisfy the condition is 1 = U¨ × U¨ . Otherwise the set of all such 〈v, u〉 is
denoted by
∏
λ∈In(∃vκX) Pλ ;P˘λ. Thus Tr(∃vκX) is the set of all 〈v, v′〉 such that for some u ∈ U¨ we
have: Pλ(u) = Pλ(v) for each λ ∈ In(∃vκX) and 〈u, v′〉 ∈ Tr(X). But by the inductive hypothesis
〈u, v′〉 ∈ Tr(X) if and only if u ∈ T (X). We therefore conclude that Tr(∃vλX) = T (∃vλX) × U¨ as
required. 
We have therefore established that for any X ∈ Φ[L], Tr(X)[S] = T (X) × U¨ . As we have already
observed, S0 = S(X) × U¨ and U |= X[a] if and only if S(X) ⊆ T (X). The theorem therefore follows
from the fact that S0 ⊆ Tr(X)[S] if and only if S(X) ⊆ T (X). The theorem’s second assertion clearly
follows from the first. 
The next theorem is also taken from [Mad89a, Theorem 22]. We have modified it slightly (formulated
here for P+RA instead of PRA) and corrected an error in the proof.
Theorem 52 For X ∈ Σ[L] the following are equivalent:
1. X is logically valid,
2. TPA |= 1 = Tr(X), and
3. P+RA |= 1;u;1 = Tr(X). 
Proof Recall that in P+RA, the conjugated quasi-projections satisfy (1.3) (thus their domains are
identical).
Proof (1⇒2) Suppose X is logically valid, and let U be a nonempty set such that U¨ × U¨ = U¨ \ U
(that is to say, let B(U) ∈ TPA). Let S′ ∈ ωReU¨ . For every µ < ω define the relation Rµ as follows.
Rµ ..=
{〈
P0(v), . . . ,Pρ(µ)−1(v)
〉
: v ∈ Dom(S′µ+1),P0(v), . . . ,Pρ(µ)−1(v) ∈ U
}
Let S be as in Theorem 51 (thus S0 = 1 since X ∈ Σ[L]). The variable wµ+1 only occurs in Tr(X) as
part of a subterm of the form:
(Pκ0 ;u;P˘0 · . . . · Pκρ(µ)−1 ;u;P˘ρ(µ)−1);wµ+1 ;1.
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This subterm denotes the same relation in B(U) whether wµ+1 is assigned to S
′
µ+1 or Sµ+1. Recall from
the proof of Theorem 51 that in the latter case this subterm denotes:{〈v, v′〉 : 〈Pκ0(v), . . . ,Pκρ(µ)−1(v)〉 ∈ Rµ+1} .
In case wµ+1 is mapped to S
′
µ+1 the same subterm is mapped to:
{〈v, u〉 : Pκi(v) = Pi(u) ∈ U for i < ρ(µ)} |
{〈u, v′〉 : u ∈ Dom(S′µ+1)}
=
{
〈v, v′〉 : for some u ∈ U¨ , Pκi(v) = Pi(u) ∈ U for i < ρ(µ) and u ∈ Dom(S′µ+1)
}
=
{
〈v, v′〉 : for some u ∈ U¨ , Pκi(v) = Pi(u) for i < ρ(µ) and
〈
P0(u), . . . ,Pρ(µ)−1(u)
〉 ∈ Rµ+1}
=
{〈v, v′〉 : 〈Pκ0(v), . . . ,Pκρ(µ)−1(v)〉 ∈ Rµ+1} .
Therefore Tr(X)[S] = Tr(X)[S′], so we conclude B(U) |= 1 = Tr(X)[S′] if and only if B(U) |= 1 =
Tr(X)[S]. By Theorem 51, the latter condition is equivalent to U |= X (where U = 〈U,R〉), which holds
since X is assumed to be logically valid. 
Proof (2⇒1) Suppose that TPA |= 1 = Tr(X). Let U = 〈U,R〉 ∈ RE[L]. We may assume that
U satisfies U¨ × U¨ = U¨ \ U , because every U ∈ RE[L] is isomorphic to some U′ ∈ RE[L] where U ′
is such. Let S = 〈Sκ : κ < ω〉 be as in Theorem 51, so in particular S0 = U¨ × U¨ . By hypothesis
B(U) |= 1 = Tr(X)[S], which implies U |= X by Theorem 51. 
Proof (2⇒3) We prove the contrapositive. Suppose 1;u;1 = Tr(X) fails in some B ∈ P+RA (with
quasi-projections P0, P1). We will construct B(U) ∈ TPA such that B(U) 6|= 1 = Tr(X). We may assume
that B is simple by Lemma 25. By Tarski’s QRA theorem, B is representable. Then B ∼= C ≤ ReV
for some set V by [JT52, Theorem 4.28], so we assume without loss of generality that B ≤ ReV . We
may further assume that V¨ × V¨ = V¨ \ V since the structure of ReV does not depend on the structure
of V , but rather only on its cardinality. Let U = V \ DomP0 so that U¨ × U¨ = U¨ \ U (this property
is easily seen to be inherited by subsets). If U = ∅ then Tr(X)[S] = ∅ = 1;u;1, a contradiction, so we
additionally assume that U 6= ∅ and conclude B |= 1;u;1 = 1.
Define a binary operation f on V by f(x, y) = z where P0(z) = x and P1(z) = y. Such a z exists
uniquely, since A ∈ P+RA. Let W be the closure of U under f . Define P ′0 = P0 ∩ (W × W ) and
P ′1 = P1∩ (W ×W ). Then 〈W,P ′0, P ′1〉 is isomorphic to 〈U¨ , pU0 , pU1 〉 by a recursively defined isomorphism
h such that h(u) = u for each u ∈ U and h(f(x, y)) = 〈h(x), h(y)〉 for x, y ∈ W . Then we assume
without loss of generality that W = U¨ and P ′i = p
U
i for i ∈ 2, so that B(U) = RlU¨×U¨ReV .
Let S ∈ ωB such that B 6|= 1;u;1 = Tr(X)[S]. For κ < ω let S′κ = Sκ ∩ (U¨ × U¨) so that S′ may
be viewed as an assignment to B or to B(U). Let R be the interpretation of Tr(X) in B(U) under
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assignment S′ and S be the interpretation of Tr(X) in B under assignment S. By monotonicity of the
operations of B, we have R ⊆ S.
A simple inductive argument shows that S ;1 = S (in fact, that RA |= Tr(X);1 = Tr(X)). Further,
since In(X) = ∅ it must be that 1;S = S. If X = Y ∨ Z for Y,Z ∈ Σ[L] then this follows from the
distributivity of relative product over union [Mad06, 261 ]. If X = ¬Y for Y ∈ Σ[L] then it follows
from the fact that RA |= 1;(1;w0)− = (1;w0)− [Mad06, 305 ]. Finally, if X = ∃vκY for some Y with
In(Y ) ⊆ {κ} then it follows from RA |= 1;1;w0 = 1;w0. We conclude then, that 1;S ;1 = S. But recall
that S 6= 1 by construction, so since B is simple it must be that R = S = ∅ and B(U) 6|= 1 = Tr(X)[S′]
as desired. 
Proof (3⇒2) Suppose that P+RA |= 1;u;1 = Tr(X). Every algebra in TPA is a P+RA in which
1;u;1 = 1 holds, so every such algebra satisfies 1 = Tr(X). 
Thus we have 1⇔ 2⇔ 3, as desired. 
Remark 53 The error in the proof given in [Mad89a] occurs during the proof that 2⇒3. In particular,
the assignment S ∈ ωB under which P+RA |= 1;u;1 =˙ Tr(X)[S] fails, is there identified to be S ∈ ωU¨ .
The existence of such an assignment is equivalent to the desired conclusion and cannot be assumed.
Simply changing U¨ to B is insufficient to fix the proof, since then the statement B(U) |= 1 =˙ Tr(X)[S]
occurring later in the proof ceases to make sense. 
3.2 First-order logic in Df3
Definition 54 Define dκ〈i〉λ〈j〉, 1˙, −˙, ◦, ,˘ and 1˙’ be as in Definition 32—replacing every instance of e
with w0 and every instance of q with w1. Note that these are Df3-terms with variables contained in
{w0,w1} rather than elements and operations on a particular algebra, A ∈ Df3.
Ω0 ..=
∑{
(dκκ)
−
: κ ∈ 3
}
Ω1 ..=
∑{
dκ〈i〉λ〈j〉 · dλ〈jl〉µ〈k〉 ·
(
dκ〈il〉µ〈k〉
)−
: κ, λ, µ ∈ 3; i, j, k, l ∈ 2∗; i, jl, kl ∈ S3
}
Ω2 ..=
∑{
dκ〈i〉κ〈i〉 · dλ〈j〉λ〈j〉 ·
(
cµ
(
dµ〈0〉κ〈i〉 · dµ〈1〉λ〈j〉
))−
: µ 6= κ, λ ∈ 3; i, j ∈ S3
}
Ω3 ..=
∑{
dκ〈i0〉λ〈j0〉 · dκ〈i1〉λ〈j1〉 ·
(
dκ〈i〉λ〈j〉
)−
: κ, λ ∈ 3; i, j ∈ S2
}
Let X ∈ Φ[L] and let {κi : i < λ} = RelX (the indices of relation symbols appearing in X). Then
define Ψ(X) ∈ Tm[Df3] as follows.
Ψ(X) ..= c0c1c2
(
3∑
i=0
Ωi +
λ−1∑
i=0
((
s10s
0
1c1c2wκi+2
)⊕ wκi+2 + (1˙ · wκi+2)⊕ wκi+2)
)
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Let u = 1˙’ · (p0 ◦ 1˙ + p1 ◦ 1˙)−, P0 = p0, and Pκ+1 = p1 ◦Pκ. Finally, let Tr′ and Dr′ be as Tr and Dr are
in Definition 50—replacing the relational operations and constants with our Df3 term operations and
constants. 
Proposition 55 For every simple A ∈ Df3 and s ∈ ωA, the following are equivalent:
(i) A |= Ψ(X) = 0[s].
(ii) both of the following conditions hold:
(a) sκi+2 ∈ J for each κi ∈ RelX.
(b) e = s0 and q = s1 satisfy the equations in Ax.
(iii) A 6|= Ψ(X) = 1[s]. 
Proof The equivalence of (i) and (iii) is a direct consequence of Theorem 30 since A is assumed to be
simple. By Theorem 30 we have (i) if and only if Ωi = 0 for i ≤ 3; and
(
s10s
0
1c1c2sκi+2
)⊕ sκi+2 = 0; and
1˙ · sκi+1 ⊕ sκi+1 = 0 for each i ∈ RelX. By Theorem 31:
1˙ · sκi+2 ⊕ sκi+2 = 0⇔ 1˙ · sκi+2 = sκi+2
⇔ sκi+2 ≤ 1˙(
s10s
0
1c1c2sκi+2
)⊕ sκi+2 = 0⇔ s10s01c1c2sκi+2 = sκi+2
⇔ sκi+2 ∈ J0.
The above are equivalent to item (a) of condition (ii). We similarly deduce that Ωi = 0 if and only if
e = s0 and q = s1 satisfy all of the equations in Axi which is item (b) of condition (ii). Thus (ii) is
equivalent to (i) as desired. 
Theorem 56 X ∈ Σ[L] is logically valid if and only if Df3 |= L(X) where L(X) is the equation
1 ◦ u ◦ 1 + Ψ(X) =˙ Tr′(X) + Ψ(X).
Proof By Theorem 52 it suffices to show that Df3 |= L(X) if and only if P+RA |= 1;u;1 = Tr(X).
Suppose first that Df3 6|= L(X) for some X. Then since Df3 is generated by its simple algebras
(Theorem 29) there is some simple A ∈ Df3 and s ∈ ωA such that A 6|= L(X)[s]. It must be that
A |= Ψ(X) =˙ 0[s] (otherwise A |= Ψ(X) =˙ 1[s], hence A |= L(X)[s] trivially). So we conclude that s0
and s1 are diagonal and quasi-projection parameters (respectively) satisfying the equations in Ax and
further that sκ+2 ∈ J for every Rκ appearing in X by Proposition 55. By Theorem 34 we have that
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JA =
〈
A,+, −˙, ◦, ,˘ 1˙’〉 ∈ Q+RA so that 〈JA, P0, P1〉 ∈ P+RA. Since A 6|= L(X)[s] and A |= Ψ(X) =˙ 0,
it follows that A 6|= 1 ◦ u ◦ 1 =˙ Tr′(X)[s]. If we define s′ ∈ ωJ by s′κ = sκ+2 for κ ∈ ω, then this is
equivalent to 〈JA, P0, P1〉 6|= 1 ◦ u ◦ 1 =˙ Tr(X)[s′]. We conclude that P+RA 6|= 1;u;1 =˙ Tr(X).
On the other hand, suppose Df3 |= L(X). Choose any A ∈ P+RA. We may assume A is simple
because P+RA is generated by its simple algebras by Lemma 25. Then by [JT52, Theorem 4.28] we
have that the Q+RA reduct of A is isomorphic to a subalgebra of ReV which is in turn isomorphic
to the Ne´meti reduct of some B ∈ Df3 with diagonal and quasi-projection parameters e and q by
Theorem 35. Let f : A → JB be such an isomorphism. Choose any S ∈ ωA. Define T ∈ ωJ by
Tκ = f(Sκ), and T
′ by T ′κ+2 = Tκ, T
′
0 = e, and T
′
1 = q. Then A |= 1;u;1 = Tr(X)[S] if and only if
JB |= 1 ◦ u ◦ 1 = Tr(X)[T] if and only if B |= L(X)[T′]. The last condition is true by assumption, so
we conclude that A |= 1;u;1 = Tr(X)[S] as was to be shown. 
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