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Abstract
We propose a novel class of temporo-spatial Ornstein-Uhlenbeck processes as solutions to
Lévy-driven Volterra equations with additive noise and multiplicative drift. After formulating
conditions for the existence and uniqueness of solutions, we derive an explicit solution formula
and discuss distributional properties such as stationarity, second-order structure and short
versus long memory. Furthermore, we analyze in detail the path properties of the solution
process. In particular, we introduce different notions of càdlàg paths in space and time
and establish conditions for the existence of versions with these regularity properties. The
theoretical results are accompanied by illustrative examples.
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1 Introduction
In 1908 Langevin [20] introduced the following equation as a model for the movement of a
particle in a surrounding medium:
m
dv(t)
dt
= −λv(t) + W˙ (t). (1.1)
Here v(t) denotes the velocity of the considered particle at time t, m its mass, λ a friction
parameter that accounts for the friction forces acting on the particle, and W˙ (t) the formal
derivative of a Brownian motion that governs the random movement of the particle. The solution
to the Langevin equation (1.1) is nowadays called Ornstein-Uhlenbeck (OU) process, named after
the 1930 paper [30]. Employing Itô’s calculus, it is well known that the stochastic differential
equation (1.1) has a unique solution given by
v(t) = e−λtv(0) +
∫ t
0
e−λ(t−s) dW (s), t ≥ 0, (1.2)
where v(0) is the initial velocity. Meanwhile, OU processes have found many applications beyond
molecular physics, so for example, in stochastic volatility modeling [5]. Moreover, the relatively
simple model (1.2) has been extended in several directions, for instance, to supOU processes [3],
generalized OU processes [8] or CARMA processes [9]. For all these models, the noise W in (1.2)
no longer needs to be Gaussian, but can also be a Lévy process with jumps.
The goal of this article is to extend the class of OU processes to space and time and obtain
a temporo-spatial statistical model that is both flexible for modeling purposes and analytically
tractable. In fact, extensions of OU processes to several parameters already exist: see [4, 10,
15, 23] and the first chapter of [32] for various approaches. They all have in common that
they start from (1.2) and generalize this formula to several parameters. In this way the main
stochastic properties of the one-parameter OU process are preserved because the structure of
the exponential kernel is kept. However, in these multi-parameter generalizations, the relation
to the original differential equation (1.1) is no longer clear. And this is exactly the starting
point of our present work: we consider temporo-spatial extensions of OU processes based on the
differential equation (1.1). As we shall see, we recover some of the aforementioned extensions as
particular cases of our approach.
The rationale behind our approach is based on two properties of Equation (1.1) which are
characteristic to the Langevin equation and which we want to maintain in our generalization.
First, the noise W is additive, that is, its effect on the process v is independent of the latter.
Second, the drift term of v is a scalar multiple of its current value. Based on these observations,
we propose the following model as a first step towards a temporo-spatial version of (1.1):
dX(t, x) = −λX(t, x) dt+
∫
Rd
g(x− y)Λ(dt,dy), t ≥ 0, x ∈ Rd, (1.3)
subjected to some initial condition X(0, x) for x ∈ Rd. Here Λ is a homogeneous Lévy basis on
[0,∞)×Rd (also called an infinitely divisible independently scattered random measure or a Lévy
sheet in the literature), which can be thought of as a multi-parameter analogue of a Lévy process.
The function g is such that the integral in (1.3) makes sense, and the differential operation d on
the left-hand side of (1.3) is taken with respect to time t. It is immediate to see that for each
fixed x, the process t 7→ ∫
Rd
g(x − y)Λ([0, t],dy) is a Lévy process and, as a result, the process
t 7→ X(t, x) an OU process in time. Therefore, (1.3) defines a system (X(·, x))x∈Rd of dependent
OU processes. Furthermore, if g is strictly positive, every jump of Λ induces simultaneous jumps
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of all OU processes X(·, x), so innovations of Λ propagate with an infinite speed through the
system. In order to include the case of finite propagation speed, we modify (1.3) by allowing g
to depend on time as well:
X(t, x) = X(0, x) − λ
∫ t
0
X(s, x) ds+
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy), t ≥ 0, x ∈ Rd. (1.4)
The integral form here is preferable because the kernel is time-dependent. Even more, we can
allow the drift term to depend on different neighboring sites, if required, with time delay:
X(t, x) = X(0, x)−
∫ t
0
∫
Rd
µ(t− s, x− y)X(s, y) d(s, y) +
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy), (1.5)
where µ is another kernel function. Unfortunately, model (1.5) no longer contains (1.4) as a
special case, but we can remedy this problem by taking a measure µ instead of a function. So
the final class of processes we consider in this article is
X(t, x) = X(0, x) −
∫ t
0
∫
Rd
X(t− s, x− y)µ(ds,dy) +
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy). (1.6)
If µ has a density with respect to the Lebesgue measure on R+ × Rd, the last model reduces
to (1.5); if µ = −λLebR+ ⊗ δ0,Rd (where LebR+ is the Lebesgue measure on R+ and δ0,Rd the
Dirac measure in the origin of Rd), then it reduces to (1.4). Henceforth, we refer to (1.6) as the
Volterra-type Ornstein-Uhlenbeck (VOU) equation and any solution to it as a VOU process. We
call µ the drift measure and g the noise propagation function.
VOU processes have connections to other classes of space–time processes. They are submod-
els of the general class of ambit fields (we refer to the recent survey [7]), which have applications
in several areas such as turbulence, finance and biological growth modeling. Furthermore, VOU
processes are, as we shall show, generalizations of the OU∧ process considered in [4, 23], which
has been applied to data of radiation anomalies in the latter reference. In contrast to the OU∧
process, the autocorrelation of a VOU process may exhibit long-range dependence and jumps
may occur simultaneously for all space locations. In addition to that, VOU processes are solu-
tions to stochastic Volterra equations [11, 12] with multiplicative drift and additive noise. The
VOU model that we investigate in Example 3.7 below is a generalization of the stochastic wave
equation in dimension 1, see [13].
The remaining paper is devoted to a probabilistic analysis of the VOU model and is orga-
nized as follows. In Section 2 we recall the necessary background on Lévy bases and present
some results on deterministic Volterra equations that we need throughout the paper. The main
theorems of Section 3, Theorems 3.1 and 3.3, give sufficient conditions on Λ, g and µ to ensure
the existence and uniqueness of solutions to the VOU equation (1.6) and their convergence in
distribution as time tends to infinity, respectively. The solution to (1.6) can be expressed as
an explicit stochastic convolution integral, revealing the interplay between the theory of de-
terministic Volterra equations and stochastic convolutions. Section 3 concludes with a detailed
investigation of two Examples 3.6 and 3.7. In Section 4 we first summarize key distributional
properties of the VOU process in Proposition 4.1 and Corollary 4.2 before we discuss conditions
for the VOU model to exhibit temporo-spatial short- or long-range dependence. As Examples 4.6
and 4.7 demonstrate, long memory in (1.6) can arise both through a drift measure with slow
decay in time and a measure with slow decay in space. Section 5 examines the path regularity
of the VOU model. If the noise Λ is Gaussian, Hölder continuous sample paths can be obtained
under mild assumptions, see Theorem 5.1. When the noise exhibits jumps, the path properties
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of the VOU process are basically dictated by the noise propagation function g. If it is sufficiently
smooth, we show in Theorem 5.3 that the VOU process has a t-càdlàg version, see Definition 5.2.
If g is discontinuous, we only have results if the spatial dimension is 1 and g = 1−Ah, where A is
a “triangular” ambit set in space–time and h is smooth enough. In this case, by Theorem 5.5, the
VOU process has a version which is càdlàg with respect to the triangular shape of A, see Defini-
tion 5.4 for a precise statement. Section 6 contains the proofs of the main results. Appendix A
proves Proposition 2.2 regarding deterministic Volterra equations, Appendix B gives several
examples for resolvent measures, and Appendix C lists some of their integrability properties.
2 Preliminaries
2.1 Lévy bases
We consider a complete probability space (Ω,F ,P) that supports a homogeneous Lévy basis Λ
on I × Rd where, depending on the context, I = R+ = [0,∞) or I = R. That is, we assume
that (Λ(A))A∈Bb(I×Rd) is a collection of random variables indexed by bounded Borel subsets of
I × Rd such that for all such A we have
Λ(A) = bLebI×Rd(A) + σW (A) +
∫
I
∫
Rd
∫
R
1A(t, x)z1{|z|≤1} (p− q)(dt,dx,dz)
+
∫
I
∫
Rd
∫
R
1A(t, x)z1{|z|>1} p(dt,dx,dz), (2.1)
where
• b ∈ R and σ ∈ R+ are constants,
• W is Gaussian white noise on I × Rd such that W (A) has variance LebI×Rd(A) (see e.g.
Chapter I of [32]),
• p is a Poisson random measure on I × Rd × R with intensity measure q(dt,dx,dz) =
LebI×Rd ⊗ ν, where ν is a Lévy measure on R (see e.g. Definition II.1.20 in [17]).
The triplet (b, σ2, ν) is referred to as the characteristics of Λ. Analogously to the Lévy-Itô
decomposition of Lévy processes, a Lévy basis is the sum of a deterministic part, a Gaussian
part, a compensated sum of small jumps, and a large jumps part. For more information about
the meaning of the integrals with respect to p or p − q, we refer to Chapter II of [17]. If∫
R
|z|1{|z|>1} ν(dz) < ∞, we define b1 := b +
∫
R
z1{|z|>1} ν(dz) as the mean of Λ. Similarly, if∫
R
|z|1{|z|≤1} ν(dz) < ∞, we say that Λ has jumps of finite variation and define the drift of Λ
as b0 := b−
∫
R
z1{|z|≤1} ν(dz). Finally, Λ is said to be symmetric if b = 0 and ν is a symmetric
measure on R.
In this paper we only need Wiener-type stochastic integrals with respect to Lévy bases since
only deterministic integrands will appear. This theory is classic [26] and we only summarize the
most important results we need.
Proposition 2.1. Suppose that g : I×Rd → R is a measurable function. The stochastic integral
of g with respect to Λ, denoted by∫
I×Rd
g dΛ =
∫
I×Rd
g(t, x)Λ(dt,dx) =
∫
I
∫
Rd
g(t, x)Λ(dt,dx)
either way, is well defined as a limit in probability of approximating simple integrals in the sense
of [26] if and only if
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(1)
∫
I×Rd
∣∣∣∣bg(t, x) + ∫
R
(zg(t, x)1{|zg(t,x)|≤1} − g(t, x)z1{|z|≤1}) ν(dz)
∣∣∣∣ d(t, x) <∞,
(2)
∫
I×Rd
σ2|g(t, x)|2 d(t, x) <∞,
(3)
∫
I×Rd
∫
R
(1 ∧ |zg(t, x)|2) ν(dz) d(t, x) <∞.
In this case, the stochastic integral
∫
I×Rd g dΛ has an infinitely divisible distribution with char-
acteristic triplet (bg, σ2g , νg) given by
• bg =
∫
I×Rd
(bg(t, x) +
∫
R
(zg(t, x)1{|zg(t,x)|≤1} − g(t, x)z1{|z|≤1}) ν(dz)) d(t, x),
• σ2g =
∫
I×Rd
σ2|g(t, x)|2 d(t, x),
• νg(B) =
∫
I×Rd
∫
R
1{g(t,x)z∈B} ν(dz) d(t, x) for any Borel set B ∈ B(R).
A set of sufficient conditions for the integrability of g with respect to Λ, which are typically
easier to check in practice, is given in Lemma 6.1.
2.2 Deterministic Volterra equations
We summarize those results on deterministic convolutional Volterra equations that will be useful
in the following sections. The monograph [16] is an excellent reference for single parameter
Volterra equations. In our temporo-spatial setting, the equation of interest is given by
X(t, x) = F (t, x) +
∫ t
0
∫
Rd
X(t− s, x− y)µ(ds,dy), (t, x) ∈ R+ × Rd, (2.2)
where X is the unknown function, µ is a signed Borel measure on R+×Rd and F : R+×Rd → R
is a measurable forcing function. Actually, the VOU equation (1.6) is exactly of the form (2.2),
except that the forcing function F is stochastic. Therefore, understanding the solution theory
to the deterministic problem (2.2) is crucial to solving the VOU equation (1.6).
Before we proceed to Equation (2.2), let us fix some terminology. For any Borel subset
S ⊆ Rd+1 we denote by M(S) the space of all signed complete Borel measures on S with finite
total variation. As a matter of fact,M(S) becomes a Banach space when equipped with the total
variation norm ‖µ‖ := |µ|(S), where |µ| is the total variation measure of µ. We also introduce
the notation Mloc(R+ × Rd) for signed measures on R+ × Rd which belong to M([0, T ] × Rd)
when restricted to [0, T ]× Rd for all positive T .
Similarly, for p ∈ (0,∞], the space Lploc(R+ × Rd) denotes the collection of all functions
R+×Rd → R whose restrictions to [0, T ]×Rd belong to Lp([0, T ]×Rd) := Lp([0, T ]×Rd,B([0, T ]×
R
d),Leb[0,T ]×Rd) for all T ∈ R+.
Next, for two measures µ, η ∈M(Rd+1) the convolution µ∗η is the completion of the measure
that assigns to each Borel set B ⊆ Rd+1 the value
(µ ∗ η)(B) =
∫
Rd+1
η(B − z)µ(dz), (2.3)
where B−z = {s−z : s ∈ B}. Since the function z 7→ η(B−z) is Borel measurable and bounded,
the integral (2.3) is always well-defined. If µ and η belong to M(S) for some S ∈ B(Rd+1), we
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first extend µ and η to Rd+1 by setting µ¯(B) = µ(B∩S) and η¯(B) = η(B∩S), then obtain µ¯∗ η¯
as above and finally define the convolution µ ∗ η as the restriction of µ¯ ∗ η¯ to S. It is customary
to write µ∗0 = δ0,Rd+1 and µ∗j = µ ∗ µ∗(j−1) for j ∈ N. In a similar way, if µ ∈M(R+ ×Rd) and
h : R+ × Rd → R is a measurable function, we define the convolution of h with respect to µ as
the function h ∗ µ = µ ∗ h that is given by
(h ∗ µ)(t, x) = (µ ∗ h)(t, x) :=
∫ t
0
∫
Rd
h(t− s, x− y)µ(ds,dy),
which is defined for those (t, x) ∈ R+×Rd for which the integral exists. Note that the measures
considered in this paper may have atoms. Hence we use the convention that integrals over an
interval always include the endpoints.
The next theorem is the key result from the theory of convolutional Volterra equations that
we need in Section 3. It determines conditions under which (2.2) has a unique solution. By a
solution to (2.2) we understand a measurable function X : R+ × Rd → R such that (2.2) holds
for (Lebesgue-)almost all (t, x) ∈ R+ × Rd. Two solutions are identified if they agree almost
everywhere on R+ × Rd.
Proposition 2.2. Let µ ∈Mloc(R+ × Rd) be such that µ({0} × Rd) = 0.
(1) There exists a unique measure ρ ∈Mloc(R+ × Rd), called the resolvent of µ, such that
ρ+ µ = µ ∗ ρ.
(2) If F ∈ Lploc(R+×Rd) for some p ∈ [1,∞], then there exists a unique solution X ∈ Lploc(R+×
R
d) to (2.2). This solution is given by
X(t, x) = F (t, x)−
∫ t
0
∫
Rd
F (t− s, x− y) ρ(ds,dy), (t, x) ∈ R+ × Rd, (2.4)
or in short X = F − ρ ∗ F , where ρ is the resolvent of µ.
(3) For every F ∈ F(µ), where
F(µ) := {F measurable : |µ| ∗ |F |, |ρ| ∗ |F |, (|µ| ∗ |ρ|) ∗ |F |, (|µ| ∗ |ρ|∗2) ∗ |F | <∞ a.e.},
the function X in (2.4) is the unique solution to (2.2) in the space
L(µ) := {L measurable : |µ| ∗ |L|, |ρ| ∗ |L|, (|µ| ∗ |ρ|) ∗ |L| <∞ a.e.}. (2.5)
A proof of this theorem, together with some properties and examples of convolutions and
resolvents, is given in the Appendix. Note that in a Banach algebra framework the resolvent is
also called quasi-inverse (cf. Section 2.1 of [24]).
3 Solution to the VOU equation
In this section we prove existence and uniqueness of solutions to the VOU equation under general
assumptions. In fact, we consider a slightly more general equation than (1.6), namely
X(t, x) = V (t, x) +
∫ t
0
∫
Rd
X(t− s, x− y)µ(ds,dy) +
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy) (3.1)
for (t, x) ∈ R+ × Rd, where µ is the drift measure, g is the noise propagation function, V is
a measurable stochastic process and Λ is a homogeneous Lévy basis. As usual, we say that a
process X˜ is a version of the process X on R+ × Rd if for every (t, x) ∈ R+ × Rd we have
X˜(t, x) = X(t, x) almost surely.
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Theorem 3.1. Let µ be a measure in Mloc(R+ × Rd) with µ({0} × Rd) = 0 and resolvent ρ,
g : R+ ×Rd → R be a measurable function and Λ be a homogeneous Lévy basis on R+ ×Rd with
characteristics (b, σ2, ν). We assume that∫
R
(
|z|α1{|z|>1} + |z|β1{|z|≤1}
)
ν(dz) <∞ (3.2)
and g ∈ Lαloc(R+ × Rd) ∩ Lβloc(R+ × Rd) for some α ∈ (0, 1], and some β ∈ [1, 2] if σ = 0, and
β = 2 if σ 6= 0.
If α < 1, we further suppose that there exists a submultiplicative weight function ϕ : Rd → R+
(that is, a measurable function with ϕ(0) = 1 and ϕ(x + y) ≤ ϕ(x)ϕ(y) for x, y ∈ Rd, such that
ϕ is locally bounded and locally bounded away from zero) satisfying ϕ−α ∈ L1(Rd), ϕ(|µ| ∗ |g|) ∈
L∞loc(R+ × Rd) and ϕµ ∈Mloc(R+ × Rd) (where (ϕµ)(dt,dx) := ϕ(x)µ(dt,dx)).
Then there exists a measurable version of the process∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy), (t, x) ∈ R+ × Rd,
in F(µ), and for this version and every measurable process V with almost all paths in F(µ),
Equation (3.1) has a solution with almost all paths in L(µ) as in (2.5). A version of this solution
is given by
X(t, x) = V (t, x)−(ρ∗V )(t, x)+
∫ t
0
∫
Rd
(g−ρ∗g)(t−s, x−y)Λ(ds,dy), (t, x) ∈ R+×Rd, (3.3)
or in short X = V − ρ ∗ V + (g − ρ ∗ g) ∗ Λ.
Moreover, this solution is unique in the sense that for any other solution X˜ with almost all
paths in L(µ), we have that almost surely, the paths of X and X˜ are equal almost everywhere
on R+ × Rd.
Remark 3.2 (1) A simple sufficient condition for V to have paths in F(µ) is, for example,
when the function (t, x) 7→ E[|V (t, x)|] belongs to L∞loc(R+×Rd). Another would be that the
paths of V almost surely belong to Lploc(R+ × Rd) for some p ∈ [1,∞].
(2) Regarding the case α ∈ (0, 1), typical examples for submultiplicative weight functions include
ϕ(x) = (1+ |x|)η(log(e∨|x|))γ and ϕ(x) = exp(|x|γ) for η, γ ≥ 0. The reason why we impose
additional conditions when α is smaller than one is that in our proof we have to ensure
(|ρ|∗ |g|)α ∈ L1loc(R+×Rd). Instead of formulating conditions on ρ, which may not be known
explicitly, the assumptions in Theorem 3.1 are solely on µ.
✷
We also remark that the condition in (3.2) on the Lévy measure ν are not necessary in
general. For instance, it is well known that the OU process is defined for all Lévy processes
without any restrictions on ν. But this is different to our case because the spatial coordinate is
in the non-compact space Rd and the noise propagation function g is not necessarily bounded.
For given classes of g and µ it may be possible to relax the assumptions of Theorem 3.1. But
given that these are already general enough to cover most practical cases, we refrain from doing
so.
Having clarified the local existence of solutions to (3.1), our next aim is to investigate their
long-term behavior and the existence of stationary solutions. A stochastic process X on R+×Rd
is called strictly stationary if for every n ∈ N and (τ, ξ), (t1, x1), . . . , (tn, xn) ∈ R+ × Rd the
distributions of (X(t1, x1), ...,X(tn, xn)) and (X(t1 + τ, x1 + ξ), ...,X(tn + τ, xn + ξ)) are equal.
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Theorem 3.3. Let Λ be a homogeneous Lévy basis on R × Rd, the conditions of Theorem 3.1
be valid with α, β ∈ (0, 2] and additionally g ∈ L1loc(R+ × Rd) such that the process X as given
in (3.3) is the solution to (3.1). Moreover, we assume the following hypotheses:
(1) For all x1, . . . , xn ∈ Rd we have that(
V (t, x1)− (ρ ∗ V )(t, x1), . . . , V (t, xn)− (ρ ∗ V )(t, xn)
) d−→ (F∞(x1), . . . , F∞(xn))
as t→∞ for some deterministic measurable function F∞ : Rd → R.
(2) We have g − ρ ∗ g ∈ Lα(R+ × Rd) ∩ Lβ(R+ × Rd).
(3) Conditions (6.1) and (6.2) are satisfied with K(A) := A1−α and k(a) := a1−β.
Then we have for all n ∈ N and x1, . . . , xn ∈ Rd that(
X(t, x1), . . . ,X(t, xn)
) d−→ (X∞(x1), . . . ,X∞(xn)), t→∞,
where X∞ is the spatial process
X∞(x) := F∞(x) +
∫ ∞
0
∫
Rd
(g − ρ ∗ g)(s, x− y)Λ(ds,dy), x ∈ Rd.
Furthermore, if g is integrable with respect to Λ and V is independent of Λ with the same
finite-dimensional distributions as∫ 0
−∞
∫
Rd
g(t− s, x− y)Λ(ds,dy), (t, x) ∈ R+ × Rd, (3.4)
then X is a strictly stationary process on R+×Rd. In particular, if V equals the process in (3.4),
X can be written as the two-sided strictly stationary process
X(t, x) =
∫ t
−∞
∫
Rd
(g − ρ ∗ g)(t − s, x− y)Λ(ds,dy), (t, x) ∈ R× Rd. (3.5)
We give various possibilities of how to ensure the requirements in Theorem 3.3.
Lemma 3.4. In the following cases, condition (6.1) with K(A) := A1−α (resp. (6.2) with
k(a) := a1−β) is already implied by (3.2):
(1) α ∈ (0, 1] (resp. β ∈ [1, 2]).
(2) α ∈ (1, 2] and b1 = 0 (resp. β ∈ (0, 1) and b0 = 0).
(3) Λ is symmetric.
Lemma 3.5. For p ∈ [1,∞] we have g − ρ ∗ g ∈ Lp(R+ × Rd) under each of the following
assumptions:
(1) ρ ∈M(R+ × Rd) and g ∈ Lp(R+ × Rd).
(2) ρ ∈ M(R+ × Rd) satisfies ρ(R+ × Rd) = 1 and there exists a constant g∞ ∈ R such that
g − g∞ ∈ Lp(R+ × Rd).
(3) For some q, s ∈ [1,∞] satisfying s−1+q−1 = 1+p−1 we have g ∈ Lp(R+×Rd)∩Ls(R+×Rd)
and ρ(dt,dx) = r(t, x) d(t, x) with r ∈ Lq(R+ × Rd).
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In contrast to Theorem 3.1, the conditions imposed in Theorem 3.3 (and also in Lemma 3.5)
explicitly depend on the behavior of the resolvent measure ρ, instead merely on µ. In fact, there
are no general necessary and sufficient conditions for a measure µ to have a resolvent with certain
integrability properties. In Appendix C we present several results in this respect.
We conclude this section by investigating two variants of a VOU process sharing the same
drift measure as in the classical Ornstein-Uhlenbeck process, namely
µ = −λLebR+ ⊗ δ0,Rd , (3.6)
and different choices for the noise propagation function g.
Example 3.6 (VOU process with infinite speed propagation of noise)
As a first example we investigate the equation
X(t, x) = −λ
∫ t
0
X(s, x) ds +
∫ t
0
∫
Rd
e−λ
′|x−y|Λ(ds,dy), (t, x) ∈ R+ × Rd, (3.7)
where λ ∈ R and λ′ > 0 and |·| denotes the Euclidean norm in Rd. A closer inspection reveals two
characteristic features of this model: first, the parameter λ leads to a mean-reverting behavior
in time like in the classical OU case if λ > 0; second, since the noise propagation function
g(t, x) = e−λ′|x| does not depend on t and is strictly positive, each innovation of Λ (and jump
if the Lévy measure is not zero) affects X(·, x) for all x simultaneously. However, as controlled
by λ′, the impact of an innovation decreases exponentially in the distance between the current
location x and the point of origin y. For fixed x, we further observe that the second summand
on the right-hand side of (3.7) is a Lévy process, so the solution of (3.7) is in fact a system
(X(·, x) : x ∈ Rd) of dependent classical OU processes.
Since the resolvent measure of (3.6) is ρ(dt,dx) = λe−λt dt δ0,Rd(dx) (see Lemma B.1), a
simple calculation yields (g − ρ ∗ g)(t, x) = e−λt−λ′|x|. Therefore, as soon as the Lévy measure ν
of Λ satisfies ∫
R
|z|α1{|z|>1} ν(dz) <∞ (3.8)
for some α > 0, we derive from Theorem 3.1 that the unique solution to (3.7) is given by
X(t, x) =
∫ t
0
∫
Rd
e−λ(t−s)−λ
′|x−y|Λ(ds,dy), (t, x) ∈ R+ × Rd. (3.9)
Indeed, we can choose α as above and β = 2 in (3.2) because g ∈ Lploc(R+×Rd) for all p ∈ (0,∞].
If α < 1, we can take ϕ(x) := (1 + |x|)(d+1)/α.
Against the background that X(·, x) is an OU process for fixed x, it is not surprising that
also Theorem 3.3 applies if λ > 0 (then g − ρ ∗ g ∈ Lp(R+ ×Rd) for all p ∈ (0,∞]). In this case
the strictly stationary process (3.5) is given by
X(t, x) =
∫ t
−∞
∫
Rd
e−λ(t−s)+λ
′|x−y|Λ(ds,dy), (t, x) ∈ R× Rd. (3.10)
✷
In the previous example innovations of Λ at a given site have an instantaneous effect on all
other sites. In contrast to this, the next model incorporates a traveling waves mechanism such
that a certain amount of time is needed for the propagation of innovations from one to another
point in space.
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Example 3.7 (VOU process with finite speed propagation of noise)
We consider
X(t, x) = −λ
∫ t
0
X(s, x) ds+
∫ t
0
∫
Rd
1{|x−y|≤c(t−s)}e−λ
′|x−y| Λ(ds,dy), (t, x) ∈ R+×Rd, (3.11)
with parameters c > 0 and λ, λ′ ∈ R. As a result, the time until an innovation of Λ at a site
y arrives at another site x amounts to |x − y|/c. With g(t, x) = 1{|x|≤ct}e−λ′|x|, an elementary
computation shows that
(g − ρ ∗ g)(t, x) = 1{|x|≤ct}e−λt−(λ
′−λ/c)|x|, (t, x) ∈ R+ × Rd.
Consequently, under assumption (3.8), Equation (3.11) has the unique solution
X(t, x) =
∫ t
0
∫
Rd
1{|x−y|≤c(t−s)}e−λ(t−s)−(λ
′−λ/c)|x−y| Λ(ds,dy), (t, x) ∈ R+ × Rd. (3.12)
In order to determine the long-term behavior of (3.12), we can use Fubini’s theorem to verify
that only for λ > 0 and λ′ > 0 the integral∫ ∞
0
∫
Rd
(g − ρ ∗ g)p(t, x) d(t, x) = 2pi
d/2
Γ(d2 )
∫ ∞
0
e−λpt
∫ ct
0
e−(λ
′−λ/c)prrd−1 dr dt
=
2pid/2
Γ(d2 )
∫ ∞
0
e−rλp/c
λp
e−(λ
′−λ/c)prrd−1 dr
=
2pid/2
Γ(d2 )λp
∫ ∞
0
e−λ
′prrd−1 dr
is finite for p ∈ (0,∞). So only in this case, the finite-dimensional distributions of (3.12) converge
to that of the process
X(t, x) =
∫ t
−∞
∫
Rd
1{|x−y|≤c(t−s)}e−λ(t−s)−(λ
′−λ/c)|x−y| Λ(ds,dy), (t, x) ∈ R× Rd. (3.13)
We notice that if λ′ = λ/c, the process X in (3.12) is exactly the so-called OU∧ model investi-
gated in [4, 23]. ✷
Remark 3.8 At the end of this section we want to highlight a connection to stochastic partial
differential equations as studied in [25]. For this purpose assume in addition to the conditions of
Theorem 3.1 that Λ has mean zero and a finite second moment. Let U be a Hilbert space such
that the embedding of H := L2(Rd) into U is dense and Hilbert-Schmidt (see Example 14.25 of
[25] for an example of U). Then the process W : [0,∞) ×H → L2(Ω) defined by
W (t, φ) :=
∫ t
0
∫
Rd
φ(y)Λ(ds,dy)
is the sum of a cylindrical Wiener process and an impulsive cylindrical process on H (cf. Defi-
nitions 7.11 and 7.23 of [25]). Combining Theorems 7.13 and 7.22 of [25] we obtain a U -valued
square-integrable Lévy martingale L satisfying
L(t) =
∑
n∈N
W (t, en)en
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for any fixed orthonormal basis (en)n∈N in H (cf. Remark 7.14 of [25]).
If we extend the convolution operators
S(t) : H → H, φ(x) 7→
∫
Rd
g(t, x− y)φ(y) dy
onto U , we may rewrite∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy) =
∫ t
0
∫
Rd
∑
n∈N
∫
Rd
g(t− s, x− z)en(z) dz en(y)Λ(ds,dy)
=
∑
n∈N
∫ t
0
∫
Rd
g(t− s, x− z)en(z) dz
∫
Rd
en(y)Λ(ds,dy)
=
∑
n∈N
∫ t
0
S(t− s)en dW (s, en) =
∫ t
0
S(t− s) dL(s).
From the solution formula (3.3) (with V ≡ 0) we see that X(t, x) belongs to L2(Rd, (1+ |x|r)−1)
for fixed t and r > d/2, where a function φ is an element of L2(Rd, η) if and only if ηφ ∈ L2(Rd).
Further assuming that µ(dt,dx) = νt(dx) dt for a transition kernel ν (as in Examples 3.6
and 3.7) and that the mapping
Q(t) : g(x) 7→
∫
Rd
g(x− y) νt(dy)
is a linear convolution operator from L2(Rd, (1 + |x|r)−1) into itself, we obtain∫ t
0
∫
Rd
X(t− s, x− y)µ(ds,dy) =
∫ t
0
∫
Rd
X(s, x− y) νt−s(dy) ds =
∫ t
0
Q(t− s)X(s) ds, (3.14)
where X(t) := X(t, ·). In short, under the conditions above, the VOU equation
X(t, x) = X(0, x) +
∫ t
0
∫
Rd
X(t− s, x− y)µ(ds,dy) +
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy)
is equivalent to the infinite-dimensional equation
X(t) = X(0) +
∫ t
0
Q(t− s)X(s) ds+
∫ t
0
S(t− s) dL(s).
In the literature for stochastic partial differential equations several criteria are known for t 7→
X(t), viewed as a process with values in a Hilbert space, to have continuous or càdlàg sample
paths (see for instance Theorem 11.8 of [25] or Theorem 4.5 and Remark 4.6 of [29]). By contrast,
the random field approach to the VOU equation allows for a detailed analysis of the temporo-
spatial path properties of (t, x) 7→ X(t, x) as in Section 5. ✷
4 Distributional properties
A convenient tool for characterizing the distribution of temporo-spatial processes is the gener-
alized cumulant functional introduced in [6]. For the solution process X in (3.3), we obtain the
following result.
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Proposition 4.1. Suppose that the conditions of Theorem 3.1 are satisfied with V ≡ 0 and that
X is the solution to (3.1) given in (3.3). If m ∈M(R+ × Rd) is supported on a compact subset
of R+ × Rd, the integral m[X] :=
∫
R+
∫
Rd
X(t, x)m(dt,dx) is well defined and the generalized
cumulant functional of X with respect to m is given by
logE
[
eium[X]
]
= ibGu− 1
2
σ2Gu
2 +
∫
R
(
eiuz − 1− iuz1{|z|≤1}
)
νG(dz), u ∈ R,
where (bG, σ2G, νG) are the characteristics as given in Proposition 2.1 for the function
G(s, y) =
∫ ∞
s
∫
Rd
(g − ρ ∗ g)(t− s, x− y)m(dt,dx), (s, y) ∈ R+ × Rd.
For example, if one takes m(dt,dx) = θ1δ(t1,x1) + · · ·+ θnδ(tn,xn), one obtains the cumulant-
generating function of (X(t1, x1), . . . ,X(tn, xn)). Based on this, it is also possible to derive the
second-order structure for X, see Proposition 2 in [6] for a proof.
Corollary 4.2. Suppose that the assumptions of Theorem 3.1 are satisfied with V ≡ 0 and that
X is the solution process (3.3).
(1) If the assumptions of Theorem 3.1 hold with α = 1, X(t, x) has a finite first moment for all
(t, x) ∈ R+ × Rd given by
E[X(t, x)] = b1
∫ t
0
∫
Rd
(g − ρ ∗ g)(s, y) d(s, y). (4.1)
(2) If the assumptions of Theorem 3.1 are additionally satisfied with α = 2, X(t, x) has a finite
second moment for all (t, x) ∈ R+ × Rd and
Var[X(t, x)] =
(
σ2 +
∫
R
z2 ν(dz)
)∫ t
0
∫
Rd
(g − ρ ∗ g)2(s, y) d(s, y). (4.2)
Moreover, for (t, x), (τ, ξ) ∈ R+ × Rd we have
Cov[X(t, x),X(t + τ, x+ ξ)]
=
(
σ2 +
∫
R
z2 ν(dz)
)∫ t
0
∫
Rd
(g − ρ ∗ g)(s, y)(g − ρ ∗ g)(s + τ, y + ξ) d(s, y). (4.3)
Furthermore, in the setting of Theorem 3.3, if X is the strictly stationary process (3.5), then the
formulae (4.1), (4.2) and (4.3) remain valid if we replace t by ∞ on the right-hand sides.
For illustration we calculate the autocorrelation functions for the models in Examples 3.6
and 3.7.
Example 4.3 (Second-order structure for Example 3.6)
Under the moment assumptions of Corollary 4.2, the mean and the autocovariance function of
the stationary process X in (3.10) are given by
E[X(t, x)] = b1
∫
R+
∫
Rd
e−λs−λ
′|y| d(s, y) =
2b1pi
d/2Γ(d)
λ(λ′)dΓ(d2 )
, (t, x) ∈ R× Rd, (4.4)
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and, denoting m2 := σ
2 +
∫
R
z2 ν(dz),
Cov[X(t, x),X(t + τ, x+ ξ)] = m2
∫
R+
∫
Rd
e−λs−λ
′|y|e−λ(s+τ)−λ
′|y+ξ| d(s, y)
=
m2e
−λτ
2λ
∫
Rd
e−λ
′|y|−λ′|y+ξ| dy =:
m2e
−λτ
2λ
E(ξ).
The integral E(ξ) is the convolution of the function f(ξ) = e−λ
′|ξ| with itself in Rd. Since the
Fourier transform of f is known (see Theorem I.1.14 in [28]), E(ξ) is the inverse Fourier transform
of the function
c2da
2
(a2 + |x|2)d+1 ,
where a := λ′/(2pi) and cd := Γ((d + 1)/2)pi−(d+1)/2 . Hence, using Theorem IV.3.3 of [28] and
denoting by Jα and Kα the Bessel functions of the first kind and the modified Bessel functions
of the second kind, respectively, we obtain
E(ξ) = 2pi|ξ|1−d/2c2da2
∫ ∞
0
Jd/2−1(2pi|ξ|r)rd/2
(a2 + |r|2)d+1 dr =
2Γ(d+12 )
2
Γ(d+ 1)
(
λ′
2pi
)1−d/2
|ξ|1+d/2K1+d/2(λ′|ξ|).
This yields for (t, x) ∈ R× Rd and (τ, ξ) ∈ R+ × Rd
Cov[X(t, x),X(t + τ, x+ ξ)] =
m2Γ(
d+1
2 )
2
λΓ(d+ 1)
(
λ′
2pi
)1−d/2
e−λτ |ξ|1+d/2K1+d/2(λ′|ξ|).
Since limx↓0 xαKα(x) = 2α−1Γ(α) for α ≥ 0, the autocorrelation function reads as
Corr[X(t, x),X(t + τ, x+ ξ)] =
(λ′)1+d/2
2d/2Γ(1 + d2)
e−λτ |ξ|1+d/2K1+d/2(λ′|ξ|).
If d = 1, d = 2 or d = 3, this formula reduces to
Corr[X(t, x),X(t + τ, x+ ξ)] = e−λτ (λ′|ξ|+ 1)e−λ′|ξ|, (τ, ξ) ∈ R+ × R,
Corr[X(t, x),X(t + τ, x+ ξ)] = (λ
′)2
2 e
−λτ |ξ|2K2(λ′|ξ|), (τ, ξ) ∈ R+ × R2,
Corr[X(t, x),X(t + τ, x+ ξ)] = e−λτ
(
(λ′)2
3 |ξ|2 + λ′|ξ|+ 1
)
e−λ
′|ξ|, (τ, ξ) ∈ R+ × R3,
respectively. ✷
Example 4.4 (Second-order structure for Example 3.7)
We obtain the same value as in (4.4) for the expectation of (3.13):
E[X(t, x)] = b1
∫
R+
∫
Rd
1{|y|≤cs}e−λs−(λ
′−λ/c)|y| d(s, y) =
2b1pi
d/2Γ(d)
λ(λ′)dΓ(d2 )
, (t, x) ∈ R× Rd.
Regarding the autocovariance function, a straightforward calculation for d = 1 shows that
Cov[X(t, x),X(t + τ, x+ ξ)]
=
m2
4λ
e−λτ e(λ/c−λ
′)|ξ|
(
c
λ
(
e−λ(|ξ|/c−τ)+ + e−2λ(|ξ|/c−τ)eλ(|ξ|/c−τ)+ − e−2λ(|ξ|/c−τ)
)
+
1
λ′
e−2λ(|ξ|/c−τ)+
)
+
m2
4λ
e−λτe−(λ/c+λ
′)|ξ|
(
1
λ′
− c
λ
)
for all (t, x) ∈ R× R and (τ, ξ) ∈ R+ × R. ✷
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The autocovariance function in the last example exhibits an exponential decay in both t and
x, so the corresponding process X has a short-range dependence structure. However, as we shall
see, under suitable choices of g and µ, it may happen that the autocovariance function is not
integrable, i.e. ∫ ∞
0
∫
Rd
|Cov[X(t, x),X(t + τ, x+ ξ)]|d(τ, ξ) =∞, (4.5)
hence giving rise to models with long-range dependence. A first result concerning short- versus
long-range dependence is the following.
Proposition 4.5. Let ρ ∈Mloc(R+ ×Rd) be the resolvent measure associated to some measure
µ ∈Mloc(R+ × Rd) with µ({0} × Rd) = 0 and suppose that the Lévy basis Λ has a finite second
moment, that is
∫
{|z|>1} |z|2 ν(dz) <∞.
(1) If in addition g − ρ ∗ g ∈ L1(R+ × Rd) ∩ L2(R+ × Rd), then the process X in (3.5) is well
defined, has a finite second moment and∫ ∞
0
∫
Rd
|Cov[X(t, x),X(t + τ, x+ ξ)]|d(τ, ξ) <∞.
(2) If Λ has zero mean, g − ρ ∗ g ∈ L1loc(R+ × Rd) ∩ L2(R+ × Rd) but g − ρ ∗ g /∈ L1(R+ ×Rd),
and g− ρ ∗ g is non-negative or non-positive for all (t, x) ∈ R+ ×Rd, then the process X in
(3.5) is well defined, has a finite second moment and is long-range dependent in the sense
of (4.5).
Example 4.6 (Long-range dependence by temporal regular variation)
We consider a measure µ of the form µ(dt,dx) = k(t) dt δ0,Rd(dx) with some k ∈ L1loc(R+). By
Lemma B.1, the resolvent of µ has the form ρ(dt,dx) = r(t) dt δ0,Rd(dx) for some r ∈ L1loc(R+),
which is the temporal resolvent of the function k (i.e., we have r + k = r ∗ k where ∗ stands for
convolution on R+). Now suppose that the function k satisfies the following assumptions:
• k(t) = −t−αL(t) for all t ∈ R+, some α ∈ (0, 1/2) and some function L : R+ → (0,∞) that
is slowly varying at infinity.
• k is differentiable with a continuous strictly positive derivative that belongs to L1(R+).
• The function t 7→ log(−k(t)) is convex in t.
Then, by Theorem 3.2 of [2],
lim
t→∞
(
1−
∫ t
0
r(s) ds
)
t1−αL(t) =
sin(αpi)
pi
. (4.6)
If now g(t, x) = g0(x) for some non-negative (or non-positive) g0 ∈ L1(Rd) ∩ L2(Rd), then
(g − ρ ∗ g)(t, x) = g0(x)
(
1−
∫ t
0
r(s) ds
)
, (t, x) ∈ R+ × Rd,
is, because of (4.6) and Corollary 8.8 of Chapter 9 in [16], non-negative (or non-positive), belongs
to L1loc(R+×Rd)∩L2(R+×Rd), but not to L1(R+×Rd). Hence we conclude from Proposition 4.5
that the resulting stationary process in (3.5) has long-range dependence. One possible choice of
k is k(t) = −1/(α(1 + t)α) with α ∈ (0, 1/2), cf. Example 3.5 in [2]. ✷
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In the previous example, the non-integrability of the resolvent measure is essentially due
to the regular variation of the function k. In the next example, long-range dependence arises
through a drift measure of the form µ = −λLebR+ ⊗m with some λ > 0 and m ∈M(Rd).
Example 4.7 (Long-range dependence by spatial regular variation)
Consider the measure µ(dt,dx) = −dt f(x) dx with f(x) = 1/(pi(1+x2)). In Example B.2(2) the
resolvent measure is found to have the Lebesgue density r(t, x) = (2pix)−1G(t, x) where G is the
function given in (B.2). We use the software package Mathematica to check that r /∈ L1(R+×R).
However, we do have that r ∈ L2(R+ ×R). Indeed, if
f˜(x) :=
1√
2pi
∫
R
e−ixzf(z) dz, x ∈ R,
denotes the Fourier transform of a function f ∈ L2(R), we can use the fact that f˜∗n = f˜n and
f˜(x) = (2pi)−1/2e−|x| for f(x) = 1/(pi(1 + x2)) to calculate the Fourier transform of r(t, ·) for
fixed t ∈ R+:
r˜(t, x) =
∞∑
n=1
(−t)n−1
(n − 1)! (f˜(x))
n =
1√
2pi
e−|x|e−t(2pi)
−1/2e−|x| , (t, x) ∈ R+ × R.
Since Fourier transformation is unitary on L2(R), by Plancherel’s theorem, we have
∫
R+
∫
R
r(t, x)2 d(t, x) =
∫
R+
∫
R
r˜(t, x)2 d(t, x) =
1
2pi
∫
R+
pi − e−
√
2/pit(pi +
√
2pit)
t2
dt =
1√
2pi
.
✷
5 Path properties
The classical OU process (1.2) has nice path properties: if W is Gaussian, the process has a
continuous version; if W has jumps, the solution has a càdlàg version. In contrast, the notion of
solution in Theorem 3.1 basically says nothing about the paths of a VOU process (apart from
being measurable and elements of the set L(µ) in (2.5)). The goal of this section is to fill in this
gap, at least partially, and to prove the existence of versions with nice regularity for the VOU
process. In the presence of jumps, it turns out that temporo-spatial path properties are much
harder to establish than for processes indexed by time. But before discussing this in detail, we
first consider the case where the driving noise is Gaussian and mild conditions already ensure
the existence of a Hölder continuous version.
Theorem 5.1. Suppose that the conditions of Theorem 3.1 are satisfied with V ≡ 0, ν ≡ 0 and
that X is the solution to (3.1) given in (3.3). Further assume:
• There exists an exponent u > 0 such that for every T > 0 there is a non-negative constant
CT and we have ∫ T
0
∫
Rd
|g(s, y)− g(s + τ, y + ξ)|2 d(s, y) ≤ CT |(τ, ξ)|u (5.1)
whenever |(τ, ξ)| is sufficiently small.
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• For some p > 1 we have for every T > 0 that∫ T
0
(∫
Rd
g(s, y)2 dy
)p
ds <∞. (5.2)
Then the process X has a version which is locally Hölder continuous with any exponent in
(0, p−14p ∧ u4 ).
As usual for Gaussian processes, continuity of sample paths can be established under weaker
conditions than those formulated in Theorem 5.1. Given that g ∈ L2loc(R+×Rd) already implies
that the left-hand side of (5.1) converges to 0 as |(τ, ξ)| → 0 and (5.2) holds with p = 1, the
assumptions of Theorem 5.1 are reasonably general for practical purposes, so we do not pursue
this direction further and only refer to [1]
If the noise does feature jumps, we are not able to construct path properties in general.
Informally speaking, if the noise propagation function g is too irregular, it is unclear how a
jump at a certain time and location affects the process at other times and locations. However,
the situation is different if g is smooth enough. In this case, we are able to establish versions
with the following regularity property.
Definition 5.2 A function Ψ: R+ × Rd → R is t-càdlàg if for every (t, x) ∈ R+ × Rd,
lim
(t˜,x˜)→(t,x)
t˜≥t
Ψ(t˜, x˜) = Ψ(t, x) and lim
(t˜,x˜)→(t,x)
t˜<t
Ψ(t˜, x˜) exists.
✷
In the following ∂γg denotes the partial derivative ∂γ0t ∂
γ1
x1 · · · ∂γdxdg for a function g : R+×Rd →
R and a multi-index γ = (γ0, . . . , γd) ∈ Nd+10 .
Theorem 5.3. Suppose that the conditions of Theorem 3.1 are satisfied with V ≡ 0 and that X is
the solution to (3.1) given in (3.3). We assume that g is (d+1)-times continuously differentiable
on R+ × Rd such that for all multi-indices γ ∈ {0, 1}d+1 the partial derivative ∂γg belongs to
L1loc(R+ × Rd).
If α < 1, we further assume that there is a non-negative decreasing function G : R+ → R+
such that G(|x|) belongs to Lα(Rd) and we have |g(t, x)| ≤ CTG(|x|) for all T ≥ 0 and (t, x) ∈
[0, T ] × Rd, where CT is a non-negative constant depending on T .
Then the process X has a t-càdlàg version. This version is continuous if g additionally
satisfies g(0, x) = 0 for all x ∈ Rd.
The solution may display a fundamentally different path behavior if the underlying noise
propagation function is not smooth. Here we only have results for the spatial dimension 1 and
g(t, x) = 1{|x|≤ct}h(t, x) with some c > 0 and some smooth function h. This choice for g is
motivated by Example 3.7 and, as we shall see in the proofs, enables us to utilize maximal
inequalities of multi-parameter martingales as in [31].
In order to state our result, we introduce a partial order  on R+×R by setting (t, x)  (t˜, x˜)
if t ≤ t˜ and |x˜ − x| ≤ c(t˜ − t). As usual, we write (t, x) ≺ (t˜, x˜) if (t, x)  (t˜, x˜) and (t, x) 6=
(t˜, x˜). The following temporo-spatial càdlàg property is weaker than the t-càdlàg property of
Definition 5.2.
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Definition 5.4 A function Ψ: R+ × Rd → R is -càdlàg if for every (t, x) ∈ R+ × Rd,
lim
(t˜,x˜)→(t,x)
(t,x)(t˜,x˜)
Ψ(t˜, x˜) = Ψ(t, x) and lim
(t˜,x˜)→(t,x)
(t,x)≻(t˜,x˜)
Ψ(t˜, x˜) exists.
✷
Theorem 5.5. Suppose that the conditions of Theorem 3.1 are satisfied with d = 1, V ≡ 0
and that X is the solution to (3.1) given in (3.3). Further let h ∈ Lαloc(R+ × R) ∩ Lβloc(R+ × R)
be twice continuously differentiable with partial derivatives ∂th(t, x), ∂xh(t, x) and ∂t∂xh(t, x) in
L1loc(R+×R). If the noise propagation function takes the form g(t, x) = 1{|x|≤ct}h(t, x) for some
c > 0, then the process X has a -càdlàg version.
Remark 5.6 (1) The conditions of Theorem 5.3 and Theorem 5.5 imply in particular that g
is bounded. It is important to notice that the assertions of these theorems are false when g
has a singularity at, for example, the origin.
(2) Under the assumptions of Theorem 5.5 and with virtually no change of its proof, we even
have a version of the process X which is not only -càdlàg but also has limits from the
flanks, that is, both limits
lim
(t˜,x˜)→(t,x)
x˜>x, c|t−t˜|≤x˜−x
X(t˜, x˜) and lim
(t˜,x˜)→(t,x)
x˜<x, c|t−t˜|≤x−x˜
X(t˜, x˜) exist.
(3) There exist other notions of càdlàg sample paths for multi-parameter stochastic processes,
see e.g. [22]. In contrast to the definition in that reference, our Definitions 5.2 and 5.4 take
into account that time has a natural direction, while space has none.
(4) It suffices for Theorem 5.3 (resp. Theorem 5.5) in dimension d = 1 that, instead of being
twice continuously differentiable, g (resp. h) is continuous on R+ × R and that there exist
β ∈ [1, 2] (resp. β ∈ (1, 2]) and functions g1, g2, g12 ∈ Lβloc(R+ × R) (resp. h1, h2, h12 ∈
Lβloc(R+ × R)) such that
∫
R
|z|β1{|z|≤1} ν(dz) < ∞, Equation (6.8) (resp. Equation (6.12))
holds and, if α = 1 in Theorem 5.3, that also g1, g2, g12 ∈ L1loc(R+×R). For higher dimensions
in Theorem 5.3, this comment applies analogously.
✷
We apply the derived theorems to the VOU model considered in Examples 3.6 and 3.7.
Example 5.7 (Path properties for Examples 3.6 and 3.7)
(1) By induction we can show that the partial derivatives of the noise propagation function
g(t, x) = e−λ′|x| can be written as
∂x1 . . . ∂xng(t, x) =
2n−1∑
j=n
cje
−λ′|x|x1 . . . xn
|x|j ,
for all n ≤ d and constants cj independent of (t, x). As a consequence, every partial derivative
∂γg, where γ is some multi-index in {0, 1}d+1, belongs to Lploc(R+×Rd) for every 0 < p < dd−1 .
For α < 1 we may choose the function G from Theorem 5.3 as G(u) = e−λ′u. Therefore, as
soon as the Lévy measure ν of Λ satisfies (3.2) for some α > 0 and β ∈ (0, dd−1), Theorem 5.3
and Remark 5.6 imply that the unique solution X in (3.9) has a t-càdlàg version.
Volterra-type Ornstein-Uhlenbeck processes in space and time 18
(2) Since the partial derivatives ∂th(t, x), ∂xh(t, x) and ∂t∂xh(t, x) of the function h(t, x) =
e−λ′|x| satisfy ∂th(t, x) = 0, ∂xh(t, x) = −λ′e−λ′|x| x|x| and ∂t∂xh(t, x) = 0 and lie in Lploc(R+×
R
d) for every p > 0, Theorem 5.5 and Remark 5.6 apply to Example 3.7. Hence, we obtain
a -càdlàg version for the process X in (3.12). ✷
6 Proofs
For the rest of this paper, CT denotes a real constant which may depend on T ≥ 0 and change
its value from line to line.
6.1 Proofs for Section 3
For the proofs of Theorems 3.1 and 3.3 we must guarantee that the stochastic convolution of g
with Λ is well defined on [0, T ]×Rd or on the whole R+×Rd, respectively. The conditions listed
in Proposition 2.1 are necessary and sufficient, but may be too complicated to verify in general.
The following lemma provides some simpler sufficient criteria.
Lemma 6.1. Suppose that Λ is a homogeneous Lévy basis on I×Rd with characteristics (b, σ2, ν)
and that g : I × Rd → R is a measurable function.
(1) Condition (1) of Proposition 2.1 is satisfied if there exist measurable functions k,K : R+ →
R+ such that ∣∣∣∣b+ ∫
R
z1{|z|∈(1,A]} ν(dz)
∣∣∣∣ = O(K(A)), A→∞, (6.1)∣∣∣∣b− ∫
R
z1{|z|∈(a,1]} ν(dz)
∣∣∣∣ = O(k(a)), a→ 0, and (6.2)∫
I
∫
Rd
|g(t, x)|
(
k(|g(t, x)|−1)1{|g(t,x)|>1} +K(|g(t, x)|−1)1{|g(t,x)|≤1}
)
d(t, x) <∞. (6.3)
(2) Condition (3) of Proposition 2.1 is satisfied if there is an increasing function h : R+ → R+
such that for some constant C ∈ R+ we have u2h(|x|) ≤ Ch(u|x|) for all u ∈ [0, 1] and
x ∈ R, and ∫
I
∫
Rd
h(|g(t, x)|) d(t, x) <∞ and
∫
R
h(|z|−1)−1 ν(dz) <∞.
Proof. (1) The left-hand side of condition (1) of Proposition 2.1 is bounded by∫
I
∫
Rd
|g(t, x)|
∣∣∣∣b− ∫
R
z1{|z|∈(|g(t,x)|−1,1]} ν(dz)
∣∣∣∣1{|g(t,x)|>1} d(t, x)
+
∫
I
∫
Rd
|g(t, x)|
∣∣∣∣b+ ∫
R
z1{|z|∈(1,|g(t,x)|−1]} ν(dz)
∣∣∣∣1{|g(t,x)|≤1} d(t, x),
which, because of (6.1) and (6.2), is in turn bounded by (6.3).
(2) We divide the integral term in condition (3) of Proposition 2.1 into
J1 + J2 := (LebI×Rd ⊗ ν)({|zg(t, x)| > 1}) +
∫
I
∫
Rd
∫
R
|zg(t, x)|21{|zg(t,x)|≤1} ν(dz) d(t, x).
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For J1 we can now use Markov’s inequality to obtain
J1 ≤
∫
R
h(|z|−1)−1 ν(dz)
∫
I
∫
Rd
h(|g(t, x)|) d(t, x) <∞,
while for J2 the assumption that |zg(t, x)|2 ≤ Ch(|g(t, x)|)h−1(|z|−1) on {|zg(t, x)| ≤ 1} implies
J2 ≤ C
∫
I
∫
Rd
h(|g(t, x)|) d(t, x)
∫
R
h(|z|−1)−1 ν(dz) <∞.
✷
Possible choices for the functions h, k and K are h(x) := xq1[0,1](x) + x
p
1(1,∞)(x), k(a) :=
a1−p and K(A) := A1−q with some 0 < p, q ≤ 2.
Proof of Theorem 3.1. We wish to apply part (3) of Proposition 2.2 to the stochastic forcing
function defined by
F (t, x) := V (t, x) +
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy), (t, x) ∈ R+ × Rd.
This would yield the existence and uniqueness statement of Theorem 3.1. Since V has paths in
F(µ) by hypotheses, it suffices to prove that
Y (t, x) :=
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy)
is well defined for all (t, x) ∈ R+×Rd and that Y has a version with paths in F(µ). The existence
of the stochastic convolution is equivalent to the integrability of g with respect to Λ. But this
follows from Lemma 6.1 with h(x) := xα1[0,1](x)+x
β
1(1,∞)(x), k(a) := a1−β and K(A) := A1−α
because we have g ∈ Lαloc(R+ × Rd) ∩ Lβloc(R+ × Rd) on the one hand, and (3.2) on the other
hand. Note that the latter also implies (6.1) and (6.2) with our choices of k and K. Furthermore,
from the well-definedness of Y we can already deduce the existence of a measurable version, see
Theorem 1 of [21].
Next, we prove that this measurable version of Y belongs to F(µ) almost surely. We begin
with the case α = 1 and notice that applying the Jensen and the Burkholder-Davis-Gundy
inequalities yields
E[|Y (t, x)|] ≤ |b|
∫ t
0
∫
Rd
|g(s, y)|d(s, y) +
(∫ t
0
∫
Rd
σ2|g(s, y)|2 d(s, y)
)1/2
+ CTE
[(∫ t
0
∫
Rd
∫
R
|g(t− s, x− y)z|21{|z|≤1} p(ds,dy,dz)
)β/2]1/β
+ E
[∫ t
0
∫
Rd
∫
R
|g(t− s, x− y)z|1{|z|>1} p(ds,dy,dz)
]
≤ |b|
∫ t
0
∫
Rd
|g(s, y)|d(s, y) +
(∫ t
0
∫
Rd
σ2|g(s, y)|2 d(s, y)
)1/2
+ CT
(∫ t
0
∫
Rd
|g(s, y)|β d(s, y)
∫
R
|z|β1{|z|≤1} ν(dz)
)1/β
+
∫ t
0
∫
Rd
|g(s, y)|d(s, y)
∫
R
|z|1{|z|>1} ν(dz). (6.4)
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Therefore, the function (t, x) 7→ E[|Y (t, x)|] belongs to L∞loc(R+×Rd), so Lemma A.2 and Fubini’s
theorem imply that Y has paths in F(µ) almost surely.
If α ∈ (0, 1), it is enough to prove Y 1 ∈ F(µ) almost surely where Y 1 is defined in the same
way as Y but with Λ replaced by its large jumps part Λ1(dt,dx) :=
∫
R
z1{|z|>1} p(dt,dx,dz).
For the convolution of g with Λ− Λ1 the arguments as in the case α = 1 would apply. Letting
η ∈ {|µ|, |ρ|, |µ| ∗ |ρ|, |µ| ∗ |ρ|∗2}, we prove that η ∗ |Y 1| exists almost everywhere. Since the
realizations of Λ1 are measures on R+ × Rd, Fubini’s theorem yields
(η ∗ |Y 1|)(t, x) =
∫ t
0
∫
Rd
|Y 1(t− s, x− y)| η(ds,dy)
≤
∫ t
0
∫
Rd
∫ t−s
0
∫
Rd
∫
R
|g(t − s− r, x− y − w)z|1{|z|>1} p(dr,dw,dz) η(ds,dy)
=
∫ t
0
∫
Rd
∫
R
(η ∗ |g|)(t − s, x− y)|z|1{|z|>1} p(ds,dy,dz).
Now raising the last inequality to the power α, moving the exponent into the integral and taking
expectation result in
E
[(
(η ∗ |Y 1|)(t, x))α] ≤ ∫ t
0
∫
Rd
(η ∗ |g|)α(s, y) d(s, y)
∫
R
|z|α1{|z|>1} ν(dz)
=
∫ t
0
∫
Rd
(
ϕ(y)(η ∗ |g|)(s, y))αϕ−α(y) d(s, y) ∫
R
|z|α1{|z|>1} ν(dz).
Since ϕ−α ∈ L1(Rd), the assertion that Y 1 ∈ F(µ) almost surely is proved once we can show
that ϕ(η ∗ |g|) ∈ L∞loc(R+ × Rd). For η = |µ| this holds by assumption. For η = |ρ| we use the
fact that ρ = ρ ∗ µ− µ, so we only need to prove ϕ(|ρ| ∗ (|µ| ∗ |g|)) ∈ L∞loc(R+ ×Rd). Notice that
ϕµ ∈Mloc(R+ ×Rd) implies ϕρ ∈Mloc(R+ ×Rd) by the same arguments as in Proposition 2.2.
More precisely, one has to work in the weighted measure spacesM([0, T ]×Rd;ϕ), T ∈ R+, which
consist of all signed complete Borel measures µ such that ϕµ ∈M([0, T ]×Rd) and are complete
with the weighted total variation norm ‖ · ‖ϕ := ‖ϕ · ‖ (the proof of the temporal analogue,
Theorem 4.3.4 of [16], can be extended to the temporo-spatial setting in a straightforward
manner). Thus, the hypothesis that ϕ(|µ| ∗ |g|) ∈ L∞loc(R+ × Rd) yields ϕ(|ρ| ∗ (|µ| ∗ |g|)) ∈
L∞loc(R+×Rd) as well (like before, one can extend Theorem 4.3.5 in [16]). Finally, for η = |µ|∗|ρ|∗2
the same arguments apply because we have already established ϕ(|ρ|∗(|µ|∗|g|)) ∈ L∞loc(R+×Rd).
It remains to demonstrate that (3.3) defines a version of the solution to (3.1). To this end,
we first observe that the solution in Proposition 2.2 takes the form
X(t, x) = V (t, x)− (ρ ∗ V )(t, x) +
∫ t
0
∫
Rd
g(t− s, x− y)Λ(ds,dy)
−
∫ t
0
∫
Rd
∫ t−s
0
∫
Rd
g(t− s− r, x − y − w)Λ(dr,dw) ρ(ds,dy).
Formula (3.3) immediately follows if we can interchange the integrals with respect to Λ and ρ,
that is, if we can apply a stochastic Fubini theorem. For the large jumps part Λ1 of Λ the ordinary
Fubini theorem is sufficient because the realizations of Λ1 are true measures and integrability
has already been shown in the proof for |ρ| ∗ |Y 1| above. For the remaining part Y 2 := Y − Y 1
Theorem 2 in [21] is applicable because, by the same reasoning as in (6.4), we have∫ t
0
∫
Rd
E
[(∫ t−s
0
∫
Rd
∫
R
|g(t− s− r, x− y − w)z|21{|z|≤1} p(dr,dw,dz)
)1/2]
|ρ|(ds,dy) <∞.
✷
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Proof of Theorem 3.3. Our first observation is that X∞ is well defined because g − ρ ∗ g is
integrable with respect to Λ on R+×Rd. This in turn is a consequence of assumptions (2) and (3)
together with Lemma 6.1 (and of course, that β = 2 if σ2 6= 0). Next, regarding the convergence
statement, it suffices by Slutsky’s theorem and hypothesis (1) to prove the convergence of the
finite-dimensional distributions of the stochastic convolution in (3.3) when time tends to infinity.
For one spatial point x ∈ Rd, the claim readily follows from∫ t
0
∫
Rd
(g − ρ ∗ g)(t− s, x− y)Λ(ds,dy) d=
∫ t
0
∫
Rd
(g − ρ ∗ g)(s, x− y)Λ(t− ds,dy)
d
=
∫ t
0
∫
Rd
(g − ρ ∗ g)(s, x− y)Λ(ds,dy)
d−→
∫ ∞
0
∫
Rd
(g − ρ ∗ g)(s, x− y)Λ(ds,dy).
The n-dimensional case can be treated completely analogously. For the second part of the theo-
rem, we suppose that also g is integrable with respect to Λ and that V is a process independent
of Λ and with the same finite-dimensional distributions as the process given in (3.4). Then by
the stochastic Fubini theorem (cf. the proof of Theorem 3.1) we obtain
V (t, x)− (ρ ∗ V )(t, x)
d
=
∫ 0
−∞
∫
Rd
g(t− s, x− y)Λ(ds,dy)
−
∫ t
0
∫
Rd
∫ 0
−∞
∫
Rd
g(t− s− r, x− y − w)Λ(dr,dw) ρ(ds,dy)
d
=
∫ 0
−∞
∫
Rd
g(t− s, x− y)Λ(ds,dy)−
∫ 0
−∞
∫
Rd
(ρ ∗ g)(t− s, x− y)Λ(ds,dy).
Again, the reader can convince herself that the previous calculations also apply to n time and
space points. The strict stationarity of X is now a consequence of that of the process (3.5). ✷
Proof of Lemma 3.4. (1) We have already used this tacitly in the proof of Theorem 3.1. In
fact, if α ∈ (0, 1], then∣∣∣∣b+ ∫
R
z1{|z|∈(1,A]} ν(dz)
∣∣∣∣ ≤ |b|+∫
R
|z|α|z|1−α1{|z|∈(1,A]} ν(dz) ≤ |b|+A1−α
∫
R
|z|α1{|z|>1} ν(dz),
while for β ∈ [1, 2] we have∣∣∣∣b− ∫
R
z1{|z|∈(a,1]} ν(dz)
∣∣∣∣ ≤ |b|+ ∫
R
|z|β |z|1−β1{|z|∈(a,1]} ν(dz) ≤ |b|+ a1−β
∫
R
|z|β1{|z|≤1} ν(dz).
(2) If α ∈ (1, 2] and b1 = 0, then we have for A ≥ 1 that∣∣∣∣b+ ∫
R
z1{|z|∈(1,A]} ν(dz)
∣∣∣∣ ≤ ∫
R
|z|1{|z|∈(A,∞)} ν(dz) =
∫
R
|z|α|z|1−α1{|z|∈(A,∞)} ν(dz)
≤ A1−α
∫
R
|z|α1{|z|>1} ν(dz).
If β ∈ (0, 1) and b0 = 0, then∣∣∣∣b− ∫
R
z1{|z|∈(a,1]} ν(dz)
∣∣∣∣ ≤ ∫
R
|z|1{|z|∈(0,a]} ν(dz) =
∫
R
|z|β |z|1−β1{|z|∈(0,a]} ν(dz)
≤ a1−β
∫
R
|z|β1{|z|≤1} ν(dz).
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(3) If Λ is symmetric, then the left-hand sides of (6.1) and (6.2) are identically zero. ✷
Proof of Lemma 3.5. (1) follows from Lemma A.2, (2) holds because ρ(R+×Rd) = 1 implies
that g − ρ ∗ g = (g − g∞)− ρ ∗ (g − g∞), and (3) is simply Young’s inequality. ✷
6.2 Proofs for Section 4
Proof of Proposition 4.1. That m[X] <∞ almost surely can be verified in a similar way to
Theorem 3.1. Also by essentially the same arguments given there, the stochastic Fubini theorem
is applicable for m[X] and the result follows from Proposition 2.1. ✷
Proof of Proposition 4.5. (1) By assumption the function h : R × Rd → R defined by
h(t, x) = (g−ρ∗g)(t, x)1R+ (t) belongs to L1(R×Rd). Therefore, the claim follows from Young’s
inequality and the observation that, up to a multiplicative constant, Cov[X(t, x),X(t+τ, x+ξ)]
equals the convolution of h with h− where h−(t, x) = h(−t,−x).
(2) That X is well defined and has a finite second moment, follows from b1 = 0 and g − ρ ∗ g ∈
L2(R+ ×Rd). Moreover, as g − ρ ∗ g does not change signs, we have∫ ∞
0
∫
Rd
∣∣∣∣∫ ∞
0
∫
Rd
(g − ρ ∗ g)(s, y)(g − ρ ∗ g)(s + τ, y + ξ) d(s, y)
∣∣∣∣ d(τ, ξ)
=
∫ ∞
0
∫
Rd
∫ ∞
0
∫
Rd
|g − ρ ∗ g|(s, y)|g − ρ ∗ g|(s + τ, y + ξ) d(s, y) d(τ, ξ)
=
∫ ∞
0
∫
Rd
|g − ρ ∗ g|(s, y)
(∫ ∞
0
∫
Rd
|g − ρ ∗ g|(s + τ, y + ξ) d(τ, ξ)
)
d(s, y).
Since g − ρ ∗ g /∈ L1(R+ × Rd), the inner integral is infinite for all (s, y), so the whole integral
is infinite as well. This shows that (τ, ξ) 7→ |Cov[X(t, x),X(t + τ, x + ξ)]| is not an element of
L1(R+ ×Rd). ✷
6.3 Proofs for Section 5
Proof of Theorem 5.1. For g˜ := g − ρ ∗ g we have that∫ t
0
∫
Rd
g˜(t− s, x− y) d(s, y) =
∫ t
0
∫
Rd
g˜(s, y) d(s, y)
is continuous in (t, x). Hence, we may assume without loss of generality that b = 0. The additional
conditions on g in Theorem 5.1, together with Hölder’s inequality and Fubini’s theorem, imply
for ρ ∗ g (we extend g on the negative half space (−∞, 0) ×Rd by zero):∫ T
0
∫
Rd
|(ρ ∗ g)(s, y)− (ρ ∗ g)(s + τ, y + ξ)|2 d(s, y)
=
∫ T
0
∫
Rd
∣∣∣∣ ∫ s
0
∫
Rd
g(s − r, y − z) ρ(dr,dz)
−
∫ s+τ
0
∫
Rd
g(s + τ − r, y + ξ − z) ρ(dr,dz)
∣∣∣∣2 d(s, y)
≤ CT
∫ T
0
∫
Rd
∫ T
0
∫
Rd
|g(s − r, y − z)− g(s + τ − r, y + ξ − z)|2 d(s, y) |ρ|(dr,dz)
+ CT
∫ T
0
∫
Rd
∫ T
0
∫
Rd
∣∣∣1[s,s+τ ](r)g(s + τ − r, y + ξ − z)∣∣∣2 d(s, y) |ρ|(dr,dz)
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≤ CT
∫ T
0
∫
Rd
|(τ, ξ)|u |ρ|(dr,dz) + CT
∫ τ
0
∫
Rd
|g(s, y)|2 d(s, y)
≤ CT |(τ, ξ)|u + CT
(∫ τ
0
1 ds
) p−1
p
(∫ τ
0
(∫
Rd
g(s, y)2 dy
)p
ds
) 1
p
≤ CT |(τ, ξ)|u + CT |(τ, ξ)|
p−1
p , (6.5)
where |(τ, ξ)| is small enough. Furthermore, we have by another application of Hölder’s inequality
and Fubini’s theorem∫ T
0
(∫
Rd
(ρ ∗ g)(s, y)2 dy
)p
ds ≤ CT
∫ T
0
(∫
Rd
∫ s
0
∫
Rd
g(s − r, y − z)2 |ρ|(dr,dz) dy
)p
ds
≤ CT
∫ T
0
∫ s
0
∫
Rd
(∫
Rd
g(s − r, y)2 dy
)p
|ρ|(dr,dz) ds
≤ CT
∫ T
0
∫
Rd
∫ T
0
(∫
Rd
g(s, y)2 dy
)p
ds |ρ|(dr,dz) <∞. (6.6)
Next, by Corollary 4.2 we have for all (t, x), (τ, ξ) ∈ R+ × Rd that
E
[
|X(t, x) −X(t+ τ, x+ ξ)|2
]
= σ2
∫ t
0
∫
Rd
g˜2(s, y) d(s, y)− 2σ2
∫ t
0
∫
Rd
g˜(s, y)g˜(s+ τ, y + ξ) d(s, y)
+ σ2
∫ t+τ
0
∫
Rd
g˜2(s, y) d(s, y)
= 2σ2
∫ t
0
∫
Rd
g˜(s, y)[g˜(s, y)− g˜(s+ τ, y + ξ)] d(s, y) + σ2
∫ t+τ
t
∫
Rd
g˜2(s, y) d(s, y).
The assumptions on g and the inequalities (6.5) and (6.6) yield∫ t
0
∫
Rd
g˜(s, y)[g˜(s, y)− g˜(s+ τ, y + ξ)] d(s, y) ≤ CT |(τ, ξ)|u/2 + CT |(τ, ξ)|
p−1
2p
for small |(τ, ξ)| and
∫ t+τ
t
∫
Rd
g˜2(s, y) d(s, y) ≤
(∫ t+τ
t
1 ds
) p−1
p
(∫ t+τ
t
(∫
Rd
g˜(s, y)2 dy
)p
ds
) 1
p
≤ CT |(τ, ξ)|
p−1
p ,
where we have used the Cauchy-Schwarz inequality in the first and Hölder’s inequality in the
second step. Adding both inequalities together and using the fact that X is a Gaussian process,
Kolmogorov’s continuity theorem (see e.g. Theorem 3.23 of [18]) finishes the proof. ✷
Proof of Theorem 5.3. We prove the case when space is one-dimensional, i.e. d = 1. For
higher dimensions the proof is similar. Clearly, it suffices to show the path property separately
for the drift and Gaussian part, the compensated small jumps part, and the large jumps part.
Case 1: Λ(dt,dx) = bd(t, x) + σW (dt,dx).
The assumptions on g imply that g|[0,T ]×Rd belongs to the Sobolev space W 1,2([0, T ] × Rd) for
all T ∈ R+ if σ 6= 0. Therefore, Theorem 3 in Section 5.8 of [14], a characterization of the
Sobolev space W 1,2([0, T ] × Rd), ensures the first condition in Theorem 5.1. Moreover, since
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g, ∂tg ∈ L2loc(R+ × R), the fundamental theorem of calculus yields that s 7→
∫
Rd
g2(s, y) dy is
continuous in s. Hence, by Theorem 5.1, X has a continuous version.
Case 2: Λ(dt,dx) =
∫
R
z1{|z|≤1} (p− q)(dt,dx,dz).
We define Λn(dt,dx) :=
∫
R
z1{1/n≤|z|≤1}1{|x|≤n} (p − q)(dt,dx,dz). Since Λn has only finitely
many jumps on [0, T ] × R almost surely, it is easy to see that the paths of Fn := g ∗ Λn are
almost surely t-càdlàg and in L∞loc(R+ × Rd) due to the boundedness of g. Hence, also the
process ρ ∗ Fn has almost surely t-càdlàg realizations by dominated convergence. We now show
that ρ ∗ Fn := ρ ∗ F − ρ ∗ Fn converges uniformly on compacts in probability to 0. To this end,
consider for any T > 0 and U = [−K,K] ⊆ R
E
[
sup
(t,x)∈[0,T ]×U
|(ρ ∗ Fn)(t, x)|
]
= E
[
sup
(t,x)∈[0,T ]×U
∣∣∣∣∫ t
0
∫
R
Fn(t− s, x− y) ρ(ds,dy)
∣∣∣∣
]
≤
∫ T
0
∫
R
E
[
sup
(t,x)∈[0,T ]×U
|Fn(t− s, x− y)|
]
|ρ|(ds,dy)
=
∫ T
0
∫
R
E
[
sup
(t,x)∈[0,T ]×U
|Fn(t, x− y)|
]
|ρ|(ds,dy). (6.7)
Now use the fundamental theorem of calculus to decompose g as
g(t− s, x− η − y) = g(0, x − η − y) +
∫ t
s
g1(r − s, x− η − y) dr
= g(0,−η − y) +
∫ x−η
−η
g2(0, z − y) dz +
∫ t
s
g1(r − s,−η − y) dr
+
∫ t
s
∫ x−η
−η
g12(r − s, z − y) dz dr, (6.8)
where η ∈ R, g1(t, x) = ∂tg(t, x), g2(t, x) = ∂xg(t, x) and g12(t, x) = ∂t∂xg(t, x). With the same
reasoning as in the proof of Theorem 3.1, the assumptions imply that the stochastic Fubini
theorem is applicable and this gives us
Fn(t, x− η) :=
∫ t
0
∫
R
g(t− s, x− η − y)Λn(ds,dy)
=
∫ t
0
∫
R
g(0,−η − y)Λn(ds,dy) +
∫ t
0
∫
R
∫ x−η
−η
g2(0, z − y) dzΛn(ds,dy)
+
∫ t
0
∫
R
∫ t
s
g1(r − s,−η − y) drΛn(ds,dy)
+
∫ t
0
∫
R
∫ t
s
∫ x−η
−η
g12(r − s, z − y) dz drΛn(ds,dy)
=
∫ t
0
∫
R
g(0,−η − y)Λn(ds,dy) +
∫ x−η
−η
∫ t
0
∫
R
g2(0, z − y)Λn(ds,dy) dz
+
∫ t
0
∫ r
0
∫
R
g1(r − s,−η − y)Λn(ds,dy) dr
+
∫ t
0
∫ x−η
−η
∫ r
0
∫
R
g12(r − s, z − y)Λn(ds,dy) dz dr
=: I1,n(t, x, η) + I2,n(t, x, η) + I3,n(t, x, η) + I4,n(t, x, η),
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where Λn := Λ− Λn. Therefore, we have for fixed η ∈ R
E
[
sup
(t,x)∈[0,T ]×U
|Fn(t, x− η)|
]
≤
4∑
j=1
E
[
sup
(t,x)∈[0,T ]×U
|Ij,n(t, x, η)|
]
.
Since I1,n(t, x) does not depend on x and is a martingale in t, we have by the Burkholder-Davis-
Gundy inequalities that
E
[
sup
(t,x)∈[0,T ]×U
|I1,n(t, x, η)|2
]
= E
[
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
∫
R
∫
R
g(0,−η − y)z
(
1{|y|>n}1{|z|≤1}
+ 1{|y|≤n}1{|z|<1/n}
)
(p− q)(ds,dy,dz)
∣∣∣∣2
]
≤ CTE
[∫ T
0
∫
R
∫
R
|g|2(0,−η − y)|z|2
(
1{|y|>n}1{|z|≤1} + 1{|y|≤n}1{|z|<1/n}
)
p(ds,dy,dz)
]
= CT
∫ T
0
∫
R
|g|2(0,−η − y)1{|y|>n} d(s, y)
∫
R
|z|21{|z|≤1} ν(dz)
+ CT
∫ T
0
∫
R
|g|2(0,−η − y)1{|y|≤n} d(s, y)
∫
R
|z|21{|z|<1/n} ν(dz)→ 0 (6.9)
as n→∞ and that E
[
sup(t,x)∈[0,T ]×U |I1,n(t, x, η)|2
]
is bounded in n and η. Here we have used
that g ∈ L2loc(R+×R) since it is continuous on R+×R and belongs to Lαloc(R+×R). By similar
arguments, we have that
E
[
sup
(t,x)∈[0,T ]×U
|I2,n(t, x, η)|2
]
= E
[
sup
(t,x)∈[0,T ]×U
∣∣∣∣∫ x−η−η
∫ t
0
∫
R
g2(0, z − y)Λn(ds,dy) dz
∣∣∣∣2
]
≤ CT
∫ K−η
−K−η
E
[
sup
(t,x)∈[0,T ]×U
∣∣∣∣∫ t
0
∫
R
g2(0, z − y)Λn(ds,dy)
∣∣∣∣2
]
dz
≤ CT
∫ K−η
−K−η
∫ T
0
∫
R
|g2|2(0, z − y)1{|y|>n} d(s, y)
∫
R
|ζ|21{|ζ|≤1} ν(dζ) dz
+ CT
∫ K−η
−K−η
∫ T
0
∫
R
|g2|2(0, z − y)1{|y|≤n} d(s, y)
∫
R
|ζ|21{|ζ|<1/n} ν(dζ) dz
≤ CT
∫ T
0
∫
R
|g2|2(0, y)1{|y|>n−K−|η|} d(s, y)
∫
R
|ζ|21{|ζ|≤1} ν(dζ)
+ CT
∫ T
0
∫
R
|g2|2(0, y) d(s, y)
∫
R
|ζ|21{|ζ|<1/n} ν(dζ)→ 0
as n → 0 and that E
[
sup(t,x)∈[0,T ]×U |I2,n(t, x, η)|2
]
is bounded in n and η. Because I3,n and
I4,n can be treated analogously to I2,n, ρ ∗ Fn converges uniformly on compacts in probability
to ρ ∗ F due to (6.7) and dominated convergence. This gives us a t-càdlàg version of ρ ∗ F . By
setting η = 0, we also obtain that Fn converges uniformly on compacts in probability to F . As
a consequence, X has a t-càdlàg version.
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Case 3: Λ(dt,dx) =
∫
R
z1{|z|>1} p(dt,dx,dz).
Here we assume α < 1 because in the situation α = 1 we can split the Lévy basis according to
Λ(dt,dx) =
∫
R
z1{|z|>1} (p− q)(dt,dx,dz) +
∫
R
z1{|z|>1} q(dt,dx,dz),
treating the first summand as in Case 2 and the second summand as in Case 1. We consider
the truncated Lévy basis Λn(dt,dx) :=
∫
R
z1{|z|≥1}1{|x|≤n} p(dt,dx,dz), which almost surely
has finitely many jumps on [0, T ] × R. As in Case 2, the processes Fn = g ∗ Λn and ρ ∗ Fn
have t-càdlàg paths almost surely. It suffices therefore to prove that they converge uniformly
on compacts in probability to F and ρ ∗ F , respectively. We can estimate (note that we can
interchange convolution with Λ and convolution with ρ as shown in Theorem 3.1)
E
[
sup
(t,x)∈[0,T ]×U
|(ρ ∗ F − ρ ∗ Fn)(t, x)|α
]
= E
[
sup
(t,x)∈[0,T ]×U
∣∣∣∣∫ t
0
∫
R
(ρ ∗ g)(t− s, x− y) (Λ− Λn)(ds,dy)
∣∣∣∣α
]
≤
∫ T
0
∫
R
sup
(t,x)∈[0,T ]×U
|(ρ ∗ g)|α (t− s, x− y)1{|y|>n} d(s, y)
∫
R
|z|α1{|z|≥1} ν(dz)
≤ CT
∫
R
sup
(t,x)∈[0,T ]×U
|(ρ ∗ g)|α (t, x− y)1{|y|>n} dy
= CT
∫
R
sup
(t,x)∈[0,T ]×U
|ϕ(−y)(ρ ∗ g)(t, x− y)|α 1{|y|>n}ϕ(−y)−α dy,
where ϕ is the function from Theorem 3.1. Since ϕ−α ∈ L1(R), the right-hand side of the last
inequality tends to zero by dominated convergence if we can show that
sup
(t,x)∈[0,T ]×U
ϕ(−y)|ρ ∗ g|(t, x − y)
is bounded in y. But this follows because for every y ∈ R we have
sup
(t,x)∈[0,T ]×U
ϕ(−y)|ρ ∗ g|(t, x− y) ≤ sup
(t,x)∈[0,T ]×U
ϕ(x− y)|ρ ∗ g|(t, x − y)ϕ(−x)
≤ CT sup
x∈U
ϕ(−x) <∞,
where we have used that ϕ(|ρ| ∗ |g|) ∈ L∞loc(R+ × R) as shown in the proof of Theorem 3.1 and
that ϕ is submultiplicative and locally bounded. Similar arguments applied to the pair Fn and
F yield
E
[
sup
(t,x)∈[0,T ]×U
|(F − Fn)(t, x)|α
]
≤ CT
∫
R
sup
(t,x)∈[0,T ]×U
|g|α (t, x− y)1{|y|>n} dy
≤ CT
∫
R
sup
x∈U
Gα(|x− y|)1{|y|>n} dy
≤ CT
∫
R
Gα((|y| −K) ∨ 0)1{|y|>n} dy, (6.10)
where we used the monotonicity of G. Now the last line goes to 0 by dominated convergence
because G(|x|) ∈ Lα(R). Altogether we obtain a t-càdlàg version of X. ✷
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For the proof of Theorem 5.5 we need to resort to maximal inequalities for multi-parameter
martingales in line with [19, 31]. To this end, let ≤ denote the partial order on R2 such
that v = (v1, v2) ≤ w = (w1, w2) if and only if v1 ≤ w1 and v2 ≤ w2. For two subsets
I1 and I2 of R set I = I1 × I2. Now a family of sub-σ-algebras G = (G(v))v∈I is called
a filtration if G(v) ⊆ G(w) for all v ≤ w in I. A stochastic process X indexed by I is
called a martingale with respect G if X is adapted to G, X(v) is integrable for all v ∈ I
and E[X(w) | G(v)] = X(v) for all v ≤ w in I. Furthermore, we define the marginal fil-
trations G1 = (G1(v1))v1∈I1 and G2 = (G2(v2))v2∈I2 through G1(v1) :=
∨
ξ∈I2 G(v1, ξ) and
G2(v2) :=
∨
ξ∈I1 G(ξ, v2) and set G∗(v1, v2) := G1(v1) ∨ G2(v2). Then a martingale X is called an
orthomartingale if for each (i, j) ∈ {(1, 2), (2, 1)} and each fixed vi ∈ Ii, vj 7→ X(v) is a one-
parameter martingale with respect to Gj. Moreover, a martingale X is called a strong martingale
if it satisfies the condition E[X((v1, v2), (w1, w2)] | G∗(v1, v2)] = 0 for all (v1, v2) ≤ (w1, w2) in
I, where X((v1, v2), (w1, w2)] := X(w1, w2) − X(w1, v2) − X(v1, w2) + X(v1, v2) is the two-
dimensional increment. Further notation includes [v,w]≤ := {u ∈ R2 : v ≤ u ≤ w} for the closed
interval from v to w with respect to the partial order ≤. Similarly, for (t, x), (t˜, x˜) ∈ R+ × R,
[(t, x), (t˜, x˜)] := {(s, y) ∈ R+×R : (t, x)  (s, y)  (t˜, x˜)} denotes the closed interval from (t, x)
to (t˜, x˜) with respect to the partial order  as defined in Section 5. Also, we use the abbreviations
A := −{(t, x) ∈ R+ × R : |x| ≤ ct}, A(t, x) := A+ (t, x) and A+(t, x) := A(t, x) ∩ (R+ ×R).
The following lemma extends the previously known maximal inequalities for multi-parameter
martingales [19, 31] to processes that are not martingales themselves but can be seen as “ro-
tated martingales”. For later purposes, we also need the situation where Λ is a not necessarily
homogeneous Lévy basis (i.e., the coefficients b, σ and ν in (2.1) may depend on (t, x) in such a
way that Λ(A) is well defined for all A ∈ Bb(R+ ×Rd)).
Lemma 6.2. (1) If Λ is a (not necessarily homogeneous) Lévy basis with mean 0, the process
X(t, x) =
∫ t
0
∫
R
1A(t,x)(s, y)Λ(ds,dy) = Λ(A
+(t, x)), (t, x) ∈ R+ × R,
satisfies the maximal inequality
λP
 sup
(s,y)∈[(t˜,x˜),(t,x)]
|X(s, y)| ≥ λ
 ≤ 13E [|X(t, x)|]
for every λ > 0 and (t˜, x˜)  (t, x) in R+ × R.
(2) If Λ further has a finite p’th moment with some p > 1, then X satisfies
E
 sup
(s,y)∈[(t˜,x˜),(t,x)]
|X(s, y)|p
 ≤ ( p
p− 1
)2p
E[|X(t, x)|p]
for every (t˜, x˜)  (t, x) in R+ × R.
Proof. Without loss of generality we assume (t˜, x˜) = (0, 0) and define a family of sub-σ-
algebras F = (F(s, y))(s,y)∈[(0,0),(t,x)] by
F(s, y) := σ(X(τ, ξ) : (τ, ξ) ∈ R+ × R, (τ, ξ)  (s, y)).
Then we have F(s˜, y˜) ⊆ F(s, y) for every (s˜, y˜)  (s, y) and the process X is integrable and
adapted to F on [(0, 0), (t, x)] . Next, we define for any (s˜, y˜)  (s, y) in [(0, 0), (t, x)]
M(s˜, y˜) := {{X(s1, y1) ∈ B1, ...,X(sn, yn) ∈ Bn} : n ∈ N, (si, yi)  (s˜, y˜), Bi ∈ B(R)}.
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Then the properties of a Lévy basis imply X(s, y) − X(s˜, y˜) ⊥ M(s˜, y˜). Since M(s˜, y˜) is
intersection-stable, we get X(s, y)−X(s˜, y˜) ⊥ σ(M(s˜, y˜)) = F(s˜, y˜) and therefore
E[X(s, y) | F(s˜, y˜)] = E[Λ(A+(s˜, y˜)) + Λ(A+(s, y)\A+(s˜, y˜)) | F(s˜, y˜)]
= Λ(A+(s˜, y˜)) + E[Λ(A+(s, y)\A+(s˜, y˜)) | F(s˜, y˜)]
= Λ(A+(s˜, y˜)) = X(s˜, y˜). (6.11)
We now transform X into a strong martingale by considering the function H : [(0, 0), (t, x)] →
[(0, 0),H(t, x)]≤ given by
H(s, y) =
(
1√
2
− 1√
2
1√
2
1√
2
)(
1 0
0 1c
)(
s
y
)
.
Note that the first matrix is the rotation matrix about 45 degrees counter-clockwise and the
second matrix is a rescaling in the space coordinate. It is easy to see that H is in fact order-
preserving and bijective. Now let X˜ be the push-forward process ofX throughH, i.e. X˜(v1, v2) :=
X(H−1(v1, v2)), and F˜ be the push-forward of F through H, i.e. F˜(v1, v2) := F(H−1(v1, v2)) for
every (v1, v2) ∈ [(0, 0),H(t, x)]≤ . Then F˜ is a filtration on [(0, 0),H(t, x)]≤ and X˜ is a martingale
with respect to F˜ since the property in (6.11) of X is inherited through H. In fact, X˜ is even a
strong martingale because we have for (v1, v2) ≤ (w1, w2) in [(0, 0),H(t, x)]≤ that
X˜((v1, v2), (w1, w2)] = X˜(w1, w2)− X˜(v1, w2)− X˜(w1, v2) + X˜(v1, v2)
= X(H−1(w1, w2))−X(H−1(v1, w2))−X(H−1(w1, v2)) +X(H−1(w1, w2))
= Λ(A+(H−1(w1, w2)))− Λ(A+(H−1(v1, w2))) − Λ(A+(H−1(w1, v2)))
+ Λ(A+(H−1(w1, w2)))
= Λ([H−1(v1, v2),H−1(w1, w2)]),
where the last inequality follows from the triangular shape of A+. Moreover, letting (u1, u2) :=
H(t, x), we have
F˜∗(v1, v2) = F˜1(v1) ∨ F˜2(v2) = F˜(v1, u2) ∨ F˜(u1, v2) = F(H−1(v1, u2)) ∨ F(H−1(u1, v2))
= σ
(
X(s, y) : (s, y) ∈ A+(H−1(v1, u2)) ∪A+(H−1(u1, v2))
)
.
With the same argument as in (6.11), we can show that Λ([H−1(v1, v2),H−1(w1, w2)]) is inde-
pendent of σ(X(s, y) : (s, y) ∈ A+(H−1(v1, u2)) ∪A+(H−1(u1, v2))), which implies
E[X˜((v1, v2), (w1, w2)] | F˜∗(v1, v2)] = 0.
Therefore X˜ is a strong martingale with respect to F˜. This allows us to use Walsh’s maximal
inequality for strong martingales: by Corollary 3.4 in [31] we get
λP
[
sup
(s,y)∈[(0,0),H(t,x)]≤
|X˜(u1, u2)| ≥ λ
]
≤ 13 sup
(s,y)∈[(0,0),H(t,x)]≤
E[|X˜(u1, u2)|] = 13E[|X˜(H(t, x))|]
for all λ > 0. By the definition of X˜ this is equivalent to
λP
[
sup
(s,y)∈[(0,0),(t,x)]
|X(s, y)| ≥ λ
]
≤ 13E[|X(t, x)|].
The second part of the lemma can be proved similarly, using Cairoli’s maximal inequality for
orthomartingales (see e.g. Corollary 2.3.1 in [19]) and the fact that a strong martingale is always
an orthomartingale (see e.g. Proposition 1.1 in [31]). ✷
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Proof of Theorem 5.5. The cases where Λ is equal to the drift and Gaussian part, the
compensated small jumps part, or the large jumps part are considered separately.
Case 1: Λ(dt,dx) = bd(t, x) + σW (dt,dx).
Our assertion is proved once we can show both conditions of Theorem 5.1. The second condi-
tion is obviously satisfied and the first condition follows similarly as in Case 1 of the proof of
Theorem 5.3 in conjunction with the boundedness of h. We omit the details here.
Case 2: Λ(dt,dx) =
∫
R
z1{|z|≤1} (p− q)(dt,dx,dz).
The argument is similar to Case 2 of the proof of Theorem 5.3. Therefore, we only highlight
the major differences. Again, we take advantage of the fact that the Lévy basis Λn(dt,dx) :=∫
R
z1{1/n≤|z|≤1}1{|x|≤n} (p − q)(dt,dx,dz) has only finitely many jumps on [0, T ] × R almost
surely. Therefore, both Fn := g ∗Λn and ρ ∗Fn have -càdlàg paths almost surely. Our claim is
proved if we show that Fn := F −Fn and ρ ∗Fn = ρ ∗F − ρ ∗ Fn both converge to 0, uniformly
on compacts in probability. To this end, we estimate for (t1, x1)  (t2, x2) in R+ × R and a
sufficiently big T > 0
E
[
sup
(t,x)∈[(t1,x1),(t2,x2)]
|(ρ ∗ Fn)(t, x)|
]
≤
∫ T
0
∫
R
E
[
sup
(t,x)∈[(t1,x1),(t2,x2)]
|Fn(t− s, x− y)|
]
|ρ|(ds, dy)
and use the fundamental theorem of calculus and the stochastic Fubini theorem to split the last
integrand into four parts according to
Fn(t− u, x− η) =
∫ t−u
0
∫
R
1A(t−u,x−η)(s, y)h(t − u− s, x− η − y)Λn(ds,dy)
=
∫ t−u
0
∫
R
1A(t−u,x−η)(s, y)h(0,−η − y)Λn(ds,dy)
+
∫ x−η
−η
∫ t−u
0
∫
R
1A(t−u,x−η)(s, y)h2(0, z − y)Λn(ds,dy) dz
+
∫ t−u
0
∫ r
0
∫
R
1A(t−u,x−η)(s, y)h1(r − s,−η − y)Λn(ds,dy) dr
+
∫ t−u
0
∫ x−η
−η
∫ r
0
∫
R
1A(t−u,x−η)(s, y)h12(r − s, z − y)Λn(ds,dy) dz dr,
(6.12)
where (u, η) ∈ [0, t] × R, h1(t, x) = ∂th(t, x), h2(t, x) = ∂xh(t, x), h12(t, x) = ∂t∂xh(t, x) and
Λn = Λ−Λn. For the first summand, we have by Lemma 6.2 and a similar reasoning as in (6.9)
that
E
[
sup
(t,x)∈[(t1,x1),(t2,x2)]
∣∣∣∣∫ t−u
0
∫
R
1A(t−u,x−η)(s, y)h(0,−η − y)Λn(ds,dy)
∣∣∣∣2
]
≤ CTE
[∣∣∣∣∫ t2−u
0
∫
R
1A(t2−u,x2−η)(s, y)h(0,−η − y)Λn(ds,dy)
∣∣∣∣2
]
converges to 0 as n→∞ and is bounded in (u, η) and n. Note that we have used that h belongs
to L2loc(R+×R) since it is a bounded function in Lαloc(R+×R). Regarding the second summand
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we have for sufficiently big ξ > 0 that
E
[
sup
(t,x)∈[(t1,x1),(t2,x2)]
∣∣∣∣∫ x−η−η
∫ t−u
0
∫
R
1A(t−u,x−η)(s, y)h2(0, z − y)Λn(ds,dy) dz
∣∣∣∣2
]
≤ CT
∫ ξ−η
−ξ−η
E
[
sup
(t,x)∈[(t1,x1),(t2,x2)]
∣∣∣∣∫ t−u
0
∫
R
1A(t−u,x−η)(s, y)h2(0, z − y)Λn(ds,dy)
∣∣∣∣2
]
dz
≤ CT
∫ ξ−η
−ξ−η
E
[∣∣∣∣∫ t2−u
0
∫
R
1A(t2−u,x2−η)(s, y)h2(0, z − y)Λn(ds,dy)
∣∣∣∣2
]
dz → 0,
where we have used Lemma 6.2 and that h2 also belongs to L
2
loc(R+×R). Analogous calculations
hold for the third and fourth summand. As a consequence, both Fn and ρ∗Fn converge uniformly
on compacts in probability to 0 by dominated convergence.
Case 3: Λ(dt,dx) =
∫
R
z1{|z|>1} p(dt,dx,dz).
In this case the same argument as in Case 3 of the proof of Theorem 5.3 applies with 1−Ah
instead of g. Notice that, under the current setting, the first integral in (6.10) is actually taken
for a bounded function on a compact subset of R (due to the indicator 1−A), is therefore finite
and tends to zero as n → ∞. The only difference appears in the case α = 1, where we cannot
copy the proof of Theorem 5.3 since Lemma 6.2(2) requires p > 1. Instead, we observe for any
T > 0 and U = [−K,K] ⊆ R that
E
[
sup
(t,x)∈[0,T ]×U
|(ρ ∗ F − ρ ∗ Fn)(t, x)|
]
= E
[
sup
(t,x)∈[0,T ]×U
∣∣∣∣∫ t
0
∫
R
(ρ ∗ g)(t− s, x− y) (Λ− Λn)(ds,dy)
∣∣∣∣
]
≤
∫ T
0
∫
R
sup
(t,x)∈[0,T ]×U
|(ρ ∗ g)| (t− s, x− y)1{|y|>n} d(s, y)
∫
R
|z|1{|z|≥1} ν(dz)
≤ CT
∫
R
sup
(t,x)∈[0,T ]×U
|(ρ ∗ g)| (t, x− y)1{|y|>n} dy
≤ CT
∫
R
sup
(t,x)∈[0,T ]×U
∫ t
0
∫
R
|g(t− u, x− y − v)| |ρ|(du,dv)1{|y|>n} dy
≤ CT
∫ T
0
∫
R
∫
R
sup
(t,x)∈[0,T ]×U
|g(t− u, x− y − v)|1{|y|>n} dy |ρ|(du,dv), (6.13)
and that
∫
R
sup(t,x)∈[0,T ]×U |g(t − u, x − y − v)|1{|y|>n} dy is bounded in (n, u, v) and goes to 0
by dominated convergence since g = 1−Ah. Consequently also (6.13) tends to 0 by dominated
convergence. The pair F and Fn can be treated analogously. ✷
A Proof of Proposition 2.2
We first collect some useful properties of convolutions. The proof of the following two lemmata
is analogous to the one-parameter case (see Section 4.1 of [16] or Example 10.3 of [27] for the
first result, and Section 3.6 of [16] for the second result).
Lemma A.1. Let S be Rd+1, R+ × Rd or [0, T ] × Rd and µ, η and pi be measures in M(S).
Then
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(1) µ ∗ η ∈M(S) and ‖µ ∗ η‖ ≤ ‖µ‖‖η‖,
(2) (µ ∗ η) ∗ pi = µ ∗ (η ∗ pi),
(3) µ ∗ η = η ∗ µ.
The statement is still valid if M(S) is replaced by Mloc(R+ ×Rd) and ‖ · ‖ in (1) is replaced by
the total variation norm on [0, T ] × Rd for some arbitrary T ∈ R+.
Lemma A.2. Let µ and η be measures in Mloc(R+ × Rd) and h ∈ Lploc(R+ × Rd). Then the
following statements hold for all p ∈ [1,∞].
(1) h ∗ µ ∈ Lploc(R+ × Rd).
(2) (h ∗ µ) ∗ η = h ∗ (µ ∗ η) and (µ ∗ h) ∗ η = µ ∗ (h ∗ η).
(3) If additionally µ ∈M(R+×Rd) and h ∈ Lp(R+×Rd), then h∗µ also belongs to Lp(R+×Rd).
Proof of Proposition 2.2. (1) Our proof extends Theorem 4.1.5 of [16], and for the reader’s
convenience we present the details in short. Note that this part can alternatively be proven in
a more abstract framework using Theorem 4.3.6(b) of [24] involving the Jacobson radical of the
commutative Banachalgebra (M([0, T ]×Rd),+, ∗). First we show that for each positive T there
is a unique ρT in M([0, T ] × Rd) such that
ρT + µT = µT ∗ ρT .
Here µT is the restriction of µ on [0, T ] × Rd. To show the existence of ρT we construct a
geometric series and use a Banach space argument. We first consider the special case ‖µT ‖ =
|µT |([0, T ] × Rd) < 1. Defining
ρm := −
m∑
j=1
µ∗jT , m ∈ N,
we obtain
ρm + µT = −
m∑
j=1
µ∗jT + µT = −
m∑
j=2
µ∗jT = µT ∗
−m−1∑
j=1
µ∗jT
 = µT ∗ ρm−1, m ∈ N\{1}.
By Lemma A.1, we have ‖µ∗jT ‖ ≤ ‖µT ‖j , so (ρm) is a Cauchy sequence and converges to some
ρT ∈M([0, T ]×Rd) because M([0, T ]×Rd) is a Banach space. In addition, µT ∗ ρm → µT ∗ ρT
in M([0, T ] × Rd) by Lemma A.1, so that we get ρT + µT = µT ∗ ρT .
In the general case where ‖µT ‖ is not necessarily smaller than one, we consider the measure
λm(ds,dy) := e
−ms µT (ds,dy) and note that for sufficiently large m we have ‖λm‖ < 1 because
µ({0} × Rd) = 0. In this case, by what we have already proved, there exists a measure ηm
satisfying ηm + λm = λm ∗ ηm. But then ρT (ds,dy) := ems ηm(ds,dy) satisfies
(ρT + µT )(ds,dy) = e
ms ηm(ds,dy) + e
mse−ms µT (ds,dy) = ems ηm(ds,dy) + ems λm(ds,dy)
= ems (ηm(ds,dy) + λm(ds,dy)) = e
ms (λm ∗ ηm)(ds,dy)
= ([ems λm(ds,dy)] ∗ [ems ηm(ds,dy)])(ds,dy) = (µT ∗ ρT )(ds,dy),
where the fifth equation follows from the definition of the convolution. Thus ρT +µT = µT ∗ ρT .
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In order to show the uniqueness of ρT , we assume that there are ρT and ηT in M([0, T ]×Rd)
with ρT + µT = µT ∗ ρT and ηT + µT = µT ∗ ηT . Then
ρT = µT ∗ ρt − µT = (µT ∗ ηT − ηT ) ∗ ρT − µT = ηT ∗ (µT ∗ ρT − ρT )− µT = ηT ∗ µT − µT
= ηT .
Now, having constructed ρT for every positive T and noting that for every j ∈ N the restric-
tion of ρj+1 to [0, j]×Rd must be equal to ρj by uniqueness, we define ρ to be the unique measure
on R+ × Rd with ρ = ρT on [0, T ] × Rd. We still have ρ ∈Mloc(R+ × Rd) and ρ+ µ = µ ∗ ρ, so
the proof of (1) is complete.
(2) Let ρ be the resolvent of µ as in part (1). Then for F ∈ Lploc(R+ × Rd) define X by (2.4),
which is well defined by Lemma A.2. Also by Lemma A.2, we obtain X ∈ Lploc(R+ × Rd) and
X − µ ∗X = X − µ ∗ (F − ρ ∗ F ) = X − (µ− µ ∗ ρ) ∗ F = X + ρ ∗ F = F,
thus X is a solution of (2.2). To show uniqueness let X˜ be an arbitrary solution of (2.2) in
Lploc(R+ × Rd). Then
X˜ = F + µ ∗ X˜ = F + (ρ ∗ µ− ρ) ∗ X˜ = F − ρ ∗ (X˜ − µ ∗ X˜) = F − ρ ∗ F,
hence X˜ = X.
(3) The assumptions on F guarantee that X belongs to L(µ) and that all calculations in the
previous part remain valid. ✷
B Examples of resolvents
In this section we derive formulae for temporo-spatial resolvents in various examples. They are
based on the following lemma whose proof follows directly from the definition of the resolvent
measure.
Lemma B.1. Suppose that µ ∈Mloc(R+ × Rd) has a resolvent measure ρ ∈Mloc(R+ × Rd).
(1) If µ = m ⊗ δ0,Rd with some m ∈ Mloc(R+) satisfying m({0}) = 0 and r is the temporal
resolvent measure of m (i.e., the unique r ∈Mloc(R+) with r∗m = r+m), then ρ = r⊗δ0,Rd .
(2) If µ has a Lebesgue density k ∈ L1loc(R+ × Rd), then also ρ has a Lebesgue density r ∈
L1loc(R+ × Rd), which is given by
r(t, x) = −
∞∑
n=1
k∗n(t, x), (B.1)
where the series converges absolutely for almost every (t, x) ∈ R+ × Rd.
(3) If in the situation of (2) we have that k(t, x) = −λf(x) with some f ∈ L1(Rd) λ ∈ R, then
(B.1) takes the form
r(t, x) = λ
∞∑
n=1
(−λt)n−1
(n − 1)! f
∗n(x), (t, x) ∈ R+ × Rd.
Example B.2 We present some applications of Lemma B.1.
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(1) If µ = −λLebR+ ⊗ δ0,Rd is the measure considered in Examples 3.6 and 3.7, the resolvent
measure is given by ρ(dt,dx) = λe−λt dt δ0,Rd(dx).
(2) Let f(x) = 1/(pi(1 + x2)) be the density of the one-dimensional Cauchy(0, 1)-distribution.
Then f∗n(x) = n/(pi(x2 + n2)) is the density of the Cauchy(0, n)-distribution and
r(t, x) = λ
∞∑
n=1
(−λt)n−1
(n− 1)!
n
pi(x2 + n2)
=
λ
2pix
G(λt, x), (t, x) ∈ R+ × R,
where G is the (real-valued) function given by
G(t, x) := i
(
t−(1+ix)
(
Γ(1 + ix)− Γ(1 + ix, t)− Γ(2 + ix) + Γ(2 + ix, t))
− t−(1−ix)(Γ(1− ix)− Γ(1− ix, t)− Γ(2− ix) + Γ(2− ix, t))) (B.2)
and Γ(·, ·) is the upper incomplete gamma function.
(3) If f(x) = e−x1R+(x), then f∗n(x) = e−xxn−1((n − 1)!)−11R+(x) and hence
r(t, x) = λ
∞∑
n=1
(−λt)n−1
(n− 1)!
xn−1e−x
(n− 1)! 1R+(x) =
{
λe−xJ0(
√
2λtx)1R+(x) if λ ≥ 0,
λe−xI0(
√|2λtx|)1R+(x) if λ < 0,
where J0 (I0) is the (modified) zeroth order Bessel function of the first kind.
(4) If k is a multiple of the heat kernel, that is, k(t, x) = λ(4pit)−d/2 exp(−|x|2/(4t))1(0,∞)(t) for
some λ ∈ R, we have k∗n(t, x) = (λt)n−1/(n − 1)!k(t, x) and therefore
r(t, x) = −
∞∑
n=1
(λt)n−1
(n− 1)!k(t, x) = −e
λtk(t, x), (t, x) ∈ R+ ×Rd.
✷
C Integrability properties of resolvents
In many cases integrability properties of resolvents are of interest, see for example Theorem 3.3.
In this section we present criteria for the resolvent ρ to lie in M(R+ × Rd). The conditions of
the lemmata below are given in terms of the Laplace transform of the drift measure µ which is
defined as follows: for a measure µ in M(Rd) the Laplace transform µˆ(z) is the function
µˆ(z) =
∫
Rd
e−z·u µ(du),
defined for those z ∈ Cd for which the integral exists and where z ·u denotes the standard scalar
product in Cd. Every µ ∈M(Rd) can be split into three parts, namely the absolutely continuous
part µc, the discrete part µd and the singular continuous part µs. The next lemma can be proved
analogously to the one-parameter case (see Theorem 4.4.3 of [16]). We use the notation Re(z)
for the real part of a complex number z and iRd for the subspace of Cd consisting of all vectors
whose entries have all real part zero.
Lemma C.1. Let µ ∈M(R+ × Rd) satisfy
• µ({0} × Rd) = 0,
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• µˆ(τ, ξ) 6= 1 for all Re(τ) ≥ 0, ξ ∈ iRd and
• infRe(τ)≥0,ξ∈iRd |µ̂d(τ, ξ) − 1| > ‖µs‖.
Then the resolvent ρ of µ belongs to M(R+ × Rd).
In the special case where µ is absolutely continuous we can give a condition which is both
sufficient and necessary. Once again, the proof is analogous to the one-parameter case, cf. The-
orem 2.4.1 of [16].
Lemma C.2. Let µ ∈M(R+ ×Rd) be absolutely continuous. Then the resolvent ρ of µ belongs
to M(R+ ×Rd) if and only if µˆ(τ, ξ) 6= 1 for all Re(τ) ≥ 0 and ξ ∈ iRd.
Integrability of ρ is sufficient, but not necessary for the convolution operator g 7→ ρ ∗ g to
map L2loc(R+×Rd) into L2loc(R+×Rd). The following lemma is analogous to the one-parameter
case in Theorem 2.6.2 of [16] and provides a criterion in this respect.
Lemma C.3. Let µ ∈M(R+ × Rd) be absolutely continuous and satisfy the conditions
• supσ>0,(τ,ξ)∈Rd
∣∣∣ µˆ(σ+iτ,iξ)µˆ(σ+iτ,iξ)−1 ∣∣∣ <∞,
• ∫
R+×Rd e
−σt |µ|(dt,dx) <∞ for all σ > 0.
Then the convolution operator g 7→ ρ ∗ g maps L2loc(R+ × Rd) continuously into L2loc(R+ × Rd),
where ρ is the resolvent of µ.
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