Abstract. Let µ n and λ n be the eigenvalues of the mixed Steklov problem with Neumann and Dirichlet boundary conditions, respectively, in a domain of Euclidean space
Introduction
For d ≥ 2, we denote by R d the d-dimensional Euclidean space. By a domain in R d we shall always mean an open connected nonempty set. By a Lipschitz domain we shall mean a domain whose boundary is represented locally by the graph of a Lipschitz function. We consider a domain W ⊂ R d and its boundary defined as follows and satisfying the stated assumptions. In this paper we will consider the following two eigenvalue problems in the domain W .
(1) The mixed Steklov problem with Neumann boundary conditions
∆v n (x, y) = 0, (x, y) ∈ W, ∂v n ∂y (x, 0) = µ n v n (x, 0), (x, 0) ∈ F, ∂v n ∂ν (x, y) = 0 (x, y) ∈ B (1.1)
(2) and the mixed Steklov problem with Dirichlet boundary conditions
∆u n (x, y) = 0, (x, y) ∈ W, ∂u n ∂y (x, 0) = λ n u n (x, 0), (x, 0) ∈ F, u n (x, y) = 0 (x, y) ∈ B.
(1.2)
We note that because of the Lipschitz boundary, the (d−1)-dimensional Lebesgue measure (surface area measure) σ is well defined on ∂W and that the outward unit normal vector field ν is well defined at almost all points of B with respect to σ. We understand that the equality ∂v n /∂ν = 0 in (1.1) is satisfied for all points (x, y) ∈ B for which ν is defined.
It 
Similarly, it follows from [4] and [1] that the Dirichlet eigenvalue problem (1.2) has a discrete spectrum with {λ n }
The main result of this paper is the following theorem. where |F ′ | is the (d − 1)-dimensional Lebesgue measure of F ′ . Then for any n ∈ N we have For d = 3, the mixed Steklov Neumann eigenvalue problem (1.1) describes a 3-dimensional sloshing problem which is a classical problem in hydrodynamics. It models free fluid oscillations in a container W with bottom B and a free surface of a steady fluid F (see Figure 1 ). This problem was first studied by Euler [5] as early as 1761 and has since been topic of a great number of papers. We refer to [8] for a historical review of this subject. Earlier results on this problem are described by Lamb [16] in his book Hydrodynamics. For more recent work on this topic, we refer the reader to the book [9] by Kopachevsky and Krein, and the papers [10] , [11] , and [13] . Since the sloshing problem is the main motivation for studying these boundary value problems, it justifies, and motivates, our assumptions on the domains W , F and B.
When d = 2 the mixed Steklov Neumann eigenvalue problem (1.1) describes a 2-dimensional free fluid oscillations in a channel with uniform cross-section W ; this problem is called a 2-dimensional sloshing problem. B is the uniform cross-section of the bottom of the channel and F is the uniform cross section of the free-surface of steady fluid. Free fluid oscillations are assumed here to be 2-dimensional and the same for all cross-sections of the channel. In [12] , some properties of a first nontrivial eigenfunction for the 2-dimensional sloshing problem were established. To obtain these properties, the inequality µ 2 ≤ λ 1 was proved there for the case d = 2. It was conjectured in [12, Conjecture 4.3] that the inequality µ n+1 ≤ λ n should hold for d = 2. Theorem 1.1 for d = 2 is a positive answer to this open conjecture. We have to point out here that in [12] (and in some other papers concerning the sloshing problem), different notation is used. Namely the notation ν n = µ n+1 , n ∈ N, is often used. Given the history of the these problems, it seems reasonable to speculate that the validity of Theorem 1.1 for d = 3 may lead to new results for the 3-dimensional sloshing problem. In particular, it may help to prove [12, Conjecture 4.1], the so called, "wine glass conjecture".
We should mention here that there are also interesting probabilistic interpretations of the boundary value problems (1.1) and (1.2) in terms of jump processes on F which arise as traces of Brownian motion in W . Roughly speaking, µ n and v n | F are the eigenvalues and eigenfunctions of the generator of the jump process which is the trace on F of the Brownian motion in W with reflection on ∂W . Similarly, λ n and u n | F are the eigenvalues and eigenfunctions of the generator of the jump process which is the trace on F of the Brownian motion in W with killing on B and reflection on F . The connection between the mixed Steklov problem (1.2) and the eigenvalues and eigenfunctions of the generator of the d-dimensional Cauchy process (which is the trace of the (d+1)-dimensional Brownian motion) in some domains is described in detail in [2] .
Finally, it is worth pointing out here that Steklov eigenvalue problems have attracted considerable attention in recent years. See for example [3] , [4] , [1] , [10] , [11] , [13] .
Before we proceed with the proof of Theorem 1.1, we present two examples to shed more light on our assumptions on the sets W , F and B. F , B) satisfies the assumptions of the Theorem 1.1. By separation of variables it is easy to see that v n (x, y) =ṽ n (x) cosh( μ n (y + l)), µ n = μ n tanh( μ n l) and u n (x, y) =ũ n (x) sinh( λ n (y + l)), λ n = λ n coth( λ n l), where the {ṽ n } and {μ n } are the eigenfunctions and eigenvalues for the Neumann problem for the Laplacian on F ′ and {ũ n } and {λ n } are the eigenfunctions and eigenvalues for the Dirichlet problem for the Laplacian on F ′ .
This example shows that Theorem 1.1 is a generalization of the classical Pólya inequality (see [7] , [6] , [18] , [19] ) between the Neumann and Dirichlet eigenvalues for the Laplacian. Indeed, Theorem 1.1 gives µ n+1 λn ≤ 1. If we let l → ∞ then we obtain √μ n+1 √λ n ≤ 1, which gives µ n+1 ≤λ n and this is the classical Pólya inequality for the domain F ′ . On the other hand, the classical Pólya inequalityμ n+1 ≤λ n for the domain F ′ gives automatically the assertion of Theorem 1.1 for cylindrical domains described in Example 1.3 (one should only note that tanh(x) < 1 < coth(y) for any x, y > 0). We note that the results in [6] (proved for domains with C 1 boundaries) answered a question posed by L. Payne in [17] .
As mentioned above, for d = 3 this example describes free fluid oscillations in a glass-like container W = F ′ × (−l, 0) with free fluid surface F . Example 1.4 (The "ice fishing problem"). For d = 3, let F ′ = {x ∈ R 2 : |x| < 1} be the unit ball and set F = F ′ × {0}, W = {(x, y) : x ∈ R 2 , y < 0} and B = ∂W \ F . Of course this time the triple (W , F , B) does not satisfy assumption (1.3) in Theorem 1.1. Nevertheless, it is well known (see [14] or [10] ) that for such W , F and B the eigenvalue problem (1.1) considered in the function space
has discrete spectrum satisfying
A similar statement holds for problem (1.2). However, numerical calculations show that the assertion of Theorem 1.1 does not hold. In fact, by [14, We note that for such triple, (1.1) describes the so called "ice fishing problem" (see [10] ). That is, a free-fluid oscillations in the lower halfspace W = {(x, y) : x ∈ R 2 , y < 0} covered from above by ice with an ice hole F . Now we come to the proof of our result. The proof is based on the proof of the classical Pólya inequality from N. Filonov paper [6] .
Proof of Theorem 1.1
Let us first recall that the eigenfunctions {v n } ∞ n=1 of the Neumann problem (1.1) belong to the Sobolev space H 1 (W ) and they may be chosen so that {v n (x, 0)} ∞ n=1 forms an orthonormal set in L 2 (F ′ ). Moreover, if we define the Neumann counting function by Λ N (µ) = #{µ n : µ n ≤ µ} 6 RODRIGO BAÑUELOS, TADEUSZ KULCZYCKI, AND BART LOMIEJ SIUDEJA we have
where the maximum is taken over all linear subspaces L of H 1 (W ). In addition, integration by parts gives that for any v n W ∇v n (x, y)∇ψ(x, y) dx dy
The eigenfunctions of the Dirichlet problem (1.2) {u n } ∞ n=1 also belong to H 1 (W ) and similarly u n may be chosen so that {u n (x, 0)}
For the rest of the paper we will use the following notation.
For any µ in the spectrum of the mixed Steklov Neumann problem (1.1), we let K N (µ) be the linear space of all eigenfunctions of (1.1) corresponding to the eigenvalue µ. If µ is not an eigenvalue of (1.1), we understand that K N (µ) = {0} and this defines K N (µ) for any real number µ. The lower half-space of R d is denoted by
We first need the following Lemma.
Lemma 2.1. Under the assumptions of Theorem 1.1, for any µ > 0 we have This implies ∆w ≡ 0 in H. Since W e ay dx dy < ∞, a > 0, it follows that H \ W has a nonempty interior. Thus w is a harmonic function in H with w ≡ 0 on H \ W . This gives that w ≡ 0 on H and completes the proof of the Lemma.
We now fix an arbitrary k ∈ N and let µ = λ k . Take U = span {u 1 , . . . , u k }, where the u n are eigenfunctions of the mixed Steklov Dirichlet problem (1.2). We have 
By Lemma 2.1 we get that U+K N (µ) is direct. For µ > 0, consider the family of exponential functions
These functions are linearly independent. Thus there exists ω ∈ R d−1 , |ω| = µ such that e iωx e µy does not belong to U+K N (µ). Set
Using assumption (1.3)
be an element of G, where u ∈ U, v ∈ K N (µ 
Note that on W , ∆u ≡ 0, ∆v ≡ 0 and ∆(e iωx e µy ) ≡ 0. Furthermore, u ≡ 0 and ∂v/∂ν ≡ 0 on B. Therefore II = 2Re Hence from our definition (2.1)
Since µ = λ k , we get #{µ n : µ n < µ} = Λ N (µ) − dimK N (µ) ≥ k + 1, which gives µ k+1 < λ k .
Case (ii), d = 2.
Consider a function e iµx e µy , (x, y) ∈ R × (−∞, 0]. Note that this function does not belong to U because it does not vanish on B. Put G = U+ ce iµx e µy : c ∈ C . Hence, Λ N (µ) ≥ dim{G} = k + 1. Since µ = λ k , we get #{µ n : µ n ≤ µ} = Λ N (µ) ≥ k + 1, which gives that µ k+1 ≤ λ k . This completes the proof of Theorem 1.1.
