There are many successful applications of Backpropagation (BP) for training multilayer neural networks. However, it has many shortcomings. Learning often takes long time to converge, and it may fall into local minima. One of the possible remedies to escape from local minima is by using a very small learning rate, which slows down the learning process. The proposed algorithm presented in this study used for training depends on a multilayer neural network with a very small learning rate, especially when using a large training set size. It can be applied in a generic manner for any network size that uses a backpropgation algorithm through an optical time (seen time). The paper describes the proposed algorithm, and how it can improve the performance of backpropagation (BP). The feasibility of proposed algorithm is shown through out number of experiments on different network architectures.
Introduction
The Backpropagation (BP) algorithm (Rumelhart, Hinton, & Williams, 1986; Rumelhart, Durbin, Golden, & Chauvin, 1992) is perhaps the most widely used supervised training algorithm for multi-layered feedforward neural networks. However, in some cases, the standard Backpropagation takes unendurable time to adapt the weights between the units in the network to minimize the mean squared errors between the desired outputs and the actual network outputs (Callan, 1999; Carling, 1992; Freeman, &, Skapura, 1992; Hakin, 1999; Maureen, 1993) .
There has been much research proposed to improve this algorithm; some of this research was based on the adaptive learning parameters, e.g. the Quickprop (Fahlman, 1988) , the RPROP (Riedmiller, & Braun, 1993) , delta-bar-delta rule (Jacobs, 1988) , and Extended delta-bar-delta rule (Minai, 1990) . Combinations of different techniques can often lead to an improvement in global optimization methods (Hagan, 1996; Lee, 1991) . This paper presents an optical backpropagation (OBP) algorithm, with analysis of its benefits. An OBP algorithm is designed to overcome some of the problems associated with standard BP training using nonlinear function, which applied on the output units. One of the important aspects of the proposed algorithm is its ability to escape from local minima with high speed of convergence during the training period. In order to
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This paper is divided into four sections. In section 2, we will introduce the standard Backpropagation (BP). In section 3, our extension of the non-linear function of the BP is declared. In section 4, a comparative study will be done over different network architectures. Finally, the conclusions are presented in section 5.
Standard Backpropagation (BP)
The Backpropagation BP learns a predefined set of output example pairs by using a two-phase propagate adapts cycle. As seen in Figure 1 , after an input pattern has been applied as a stimulus to first layer of network units, it is propagated through each upper layer until an output is generated. This output pattern is then compared to the desired output, and an error signal is computed for each output unit.
The signals are then transmitted backward from the output layer to each unit in the intermediate layer that contributes directly to the output. However, each unit in the intermediate layer receives only a portion of the total error signal, based roughly on the relative contribution the unit made to the original output. This process repeats, layer by layer, until each unit in the network has received an error signal that describes its relative contribution to the total error.
We follow Freeman and Skapura's book (1992) to describe the procedure of training feedforward neural networks using the backpropagation algorithm. The detailed formulas are described in the Appendix.
Optical Backpropagation (OBP)
In this section, the adjustment of the new algorithm OBP (Otair & Salameh, 2004) will be described at which it would improve the performance of the BP algorithm. The convergence speed of the learning process can be improved significantly by OBP through adjusting the error, which will be transmitted backward from the output layer to each unit in the intermediate layer.
In BP, the error at a single output unit is defined as:
Where the subscript "P "refers to the p th training vector, and "K "refers to the k th output unit. In this case, Y pk is the desired output value, and O pk is the actual output from k th unit, then δ pk will propagate backward to update the output-layer weights and the hidden-layer weights.
While the error at a single output unit in adjusted OBP will be as:
Where Newδ˚p k is considered as the new proposed in the OBP algorithm.
An OBP uses two forms of Newδ˚p k , because the exp function always returns zero or positive values (and the adapts operation for many output units need to decrease the actual outputs rather than increasing it). This Newδ˚p k will minimize the errors of each output unit more quickly than the old δ˚p k , and the weights on certain units change very large from their starting values.
The steps of an OBP:
1. Apply the input example to the input units.
2. Calculate the net-input values to the hidden layer units.
3. Calculate the outputs from the hidden layer.
4. Calculate the net-input values to the output layer units.
5. Calculate the outputs from the output units.
6. Calculate the error term for the output units, but replace Newδ˚pk with δ˚pk (in all equations in appendix).
7. Calculate the error term for the output units, using Newδ˚pk, also.
8. Update weights on the output layer.
9. Update weights on the hidden layer.
10. Repeat steps from step 1 to step 9 until the error (Y pk -O pk ) is acceptably small for each training vector pairs.
Proof:
The output of BP and OBP for any output unit must be equal, if the BP output units multiply it by Factor (A), where (A) is defined as follows:
The sigmoid function for each output unit in BP must be equal to the Newδ˚p k in OBP through multiplying it by this Factor.
There is another way to find the factor (A) using the following assumptions: An OBP assumes that if the sigmoid function -which is applied on the error of output units -is multiplied by (A2), then it must be equal to Newδ˚p k:
From equations (7) and (9), OBP assumed that:
Comparative Study
The OBP will be tested using the following real example that consider neural network with 6 units for input layer, 4 units for hidden layer, and 3 units for output layer. This example will train the network using OBP, and then it trains it using standard BP, and it compares the final results from OBP and BP.
After the MSE (Mean Square Error) reached to 0.001 the training process discontinued. The initial weights selected randomly from -0.5 to +0.5, and the same initial weights have been used for the two algorithms. Learning rate equals to 0.01 has been taken in the training process Figure 2 , shows the differences between the final weights from input layer to the hidden layer using an OBP, and BP are very small. Also, there are no huge differences between the two algorithms to adapt the weights from the hidden to the output layer. Figure (3) shows that:
The surprising results in the previous figure are the number of epochs using the two algorithms, which proves that the OBP is an optical algorithm if it is compared with the standard BP.
This network was tested using the two algorithms using different learning rate, Table 1 , shows the results.
From Table1, it is observed that the results of OBP are much better and faster than the BP for all training processes with different learning rate.
Conclusion
This paper introduced a new algorithm OBP, which has been proposed for the training of multilayer neural networks, and it enhanced the version of the Backpropagation BP algorithm. The study shows that OBP is beneficial in speeding up the learning process. The simulation results confirmed these observations. Training process defined as adapting weights for each unit in neural network, so the OBP is a good algorithm, because it can adapt all weights with optical time. The simulation results show that when a very small value is used for learning rate (η) with OBP makes the adapted final weights very closed become to the final weights that introduced from BP. So, it can escape from local minim.
Future Work
Future work will test the proposed algorithm across a wide range of important problems and applications. 
