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1. INTRODUCTION
La conjecture de Novikov énonce l’invariance rationnelle par homotopie de l’image,
dans le groupe de K-homologie de l’espace classifiant du groupe fondamental d’une va-
riété, et par l’application classifiante, de l’élément déterminé par l’opérateur de signa-
ture dans le groupe de K-homologie de cette variété.
Par analogie, J. Rosenberg a formulé une conjecture analogue pour les variétés
complexes, en remplaçant l’équivalence d’homotopie par l’équivalence birationnelle, et
l’opérateur de signature par l’opérateur de Dolbeault (voir théorème ci-dessous).
Cette conjecture a été résolue par J. Rosenberg sous l’hypothèse que le groupe
fondamental de la variété vérifie la conjecture de Novikov forte, et par J. Block et
S. Weinberger [5] dans le cas général. La démonstration de [5] utilise le théorème
de Grothendieck-Riemann-Roch à valeurs dans la K-homologie démontré par Baum-
Fulton-McPherson [3]. Ici la K-homologie est la K-homologie "topologique" c’est à
dire le dual d’Alexander de la K-théorie.
La K-homologie topologique est isomorphe à la K-homologie analytique de G.G.
Kasparov, au moins pour les complexe cellulaire localement finis, et donc cette propriété
d’invariance birationnelle reste vraie en K-homologie analytique. Toutefois, il reste in-
téressant de donner une preuve directe de cette propriété, sans recours à la tranformation
fonctorielle de [3].
La K-homologie analytique a été définie par G.G. Kasparov [14], et permet une
grande souplesse aux calculs. Rappelons que si V est une variété analytique complexe
hermitienne, l’opérateur de Dolbeault-Dirac DV agit sur les formes différentielles de
type (0,∗) et détermine une classe fondamentale notée TV ∈ K0(V ). L’énoncé principal
de ce travail est le :
Théorème 1.1. Soit ϕ : V →W une équivalence birationnelle de variétés analytiques
complexes projectives , et f : V → B, g : W → B des applications continues telles que f
est égale à g◦ϕ sur un ouvert Zariski dense où ϕ est défini. Il y a alors égalité dans le
groupe de K-homologie analytique K∗(B) : f∗(TV ) = g∗(TW ).
Soit W une variété algébrique projective complexe : la K-homologie de W n’est
pas connue. Une conséquence de ce théorème est l’existence naturelle d’une classe
quasi-fondamentale dans K0(W ) qui généralise la notion de classe fondamentale définie
pas l’opérateur de Dolbeault sur une variété complexe. Toutefois, cette classe quasi-
fondamentale ne donne pas en général un générateur de K0(W ) comme module sur la
K-théorie.
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Pour démontrer ces résultats, il sera établi une généralisation du théorème d’in-
dice relatif de Gromov-Lawson [9] pour les familles. Le théorème de Gromov-Lawson
calcule la différence d’indice de deux opérateurs de Dirac agissant sur des variétés dis-
tinctes, mais qui coïncident sur des ouverts isomorphes et co-compacts. Dans le cas de
familles d’opérateurs indéxées par un espace de paramètres T , l’analoque de la quantité
calculée par Gromov-Lawson est alors dans le groupe de K-théorie K∗(T ).
Notons qu’une généralisation du théorème de Gromov-Lawson à valeurs dans la
K-théorie de la C*-algèbre d’un certain groupe discret a été obtenue par U. Bunke [?]
et Z.Xie et G.Yu [?].
Une variante d’un résultat classique est également établie ici : Boos et Wojcies-
zowsky ont démontré que le double de l’opérateur de Dirac sur une variété à bord est
inversible [6]. Ici il est établi un résultat en K-théorie bivariante : le double d’un mo-
dule Hilbert à bord sur un couple de C*-algèbres (A,B) donne une classe nulle dans
KK(A,B).
Pour démontrer le résultat principal, il faut regarder d’abord le cas particulier d’une
équivalence birationnelle donné par un éclatement à centre lisse : dans ce cas, ce sont
les résultats mentionnés plus haut qui s’appliquent (corollaire .
Dans le cas général, nous utilisons le théorème de factorisation faible de Wlo-
darczik [24, 23], qui apparait déjà dans les démonstrations de Rosenberg. et Block-
Weinberger, qui permet de se ramener au cas d’un éclatement à centre lisse.
2. RAPPELS ET NOTATIONS
Etant données deux C*-algèbres A et B, on note KK∗(A,B) (∗ = 0,1) le groupe
de K-théorie bivariante G.G. Kasparov [14, 4]. Le groupe de K-homologie analytique
de A est par définition K∗(A) = KK∗(A,C), et si A=C0(V ) est commutative, alors on
notera K∗(V ) = K∗(C0(V )).
Le groupe K0(A) est engendré par les classes des modules de Fredhom sur A,
c’est à dire les triplets (H,F,τ) où H est un espace de Hilbert, F ∈ L(H) un opérateur
autoadjoint tel que les opérateurs F2− 1, [F,a], a ∈ A soient compacts, et τ est une
involution unitaire qui anticommute à F . Ce groupe est aussi généré par les classes
modules de Fredholm non bornés, c’est à dire les triplets (H,D,τ) où cette fois D est
un opérateur autoadjoint densément défini tel que les opérateurs a(i+D)−1, pour a ∈A
soient compacts et tel que la sous-algèbre involutive L(D) ⊂ A, formée des a ∈ A tels
que les commutateurs [D,a] soient définis sur dom D et bornés [12, section 2], soit dense
dans A [2, 4].
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Une variété complexe est une variété topologique munie d’une structure analytique
complexe. L’espace projectif complexe de dimension N est noté PN(C).
Etant donné W,V deux variétés analytiques complexes compactes, une équivalence
birationnelle ϕ : W →V est la donnée d’ouverts de Zariski V⊂V et W⊂W et ϕ : W→
V un difféomorphisme biméromorphe. Une équivalence birationnelle est déterminée à
équivalence près au choix des V,W ; un morphisme birationnel de V dans W est un
morphisme qui est en même temps équivalence birationnelle
Etant donné une structure hermitienne h sur la variété complexe V , l’espace de
Hilbert obtenu en complétant C∞c (V,Λ
p,q(V )) au moyen de la norme donnée par la mé-
trique hermitienne h est noté Ωp,q(V,h) (ou Ωp,q(V ) lorsqu’aucune confusion n’est à
craindre) . Cet espace s’identifie à l’espace des (classes de) sections mesurables pour la
classe de Lebesgue, et de carré intégrable de formes différentielles de type p,q, modulo
les sections négligeables [22].
Soit ∂̄µ la fermeture dans Ωp,q(V ) de l’opérateur différentiel de Dolbeault ∂̄ :
C∞c (V,Λ
p,q(V ))→C∞c (V,Λp,q+1(V )) et soit ∂̄M l’opérateur transposé de ∂̄µ pour la dua-
lité :
(α,β )→
∫
V
α ∧ β̄
En général l’inclusion ∂̄µ ⊂ ∂̄M est stricte et si V est complète, alors ∂̄µ = ∂̄M. L’opéra-
teur de Dirac-Dolbeault est l’opérateur autoadjoint D= ∂̄µ +∗∂̄µ∗, agissant sur Ω0,∗(V )=
∑q Ω
0,q(V ) avec dom D = dom ∂̄µ ∩∗dom ∂̄M.
Si V est sans bord le triplet (Ω(V ),D,ε), où ε est la Z2-graduation donnée par
le degré des formes, est un triplet spectral non borné sur C0(V ) [8] qui détermine une
classe notée TV dans le groupe de K-homologie analytique de V . Si en plus V est com-
pacte, alors TV est un générateur de K0(V ) vu comme module sur K0(V ) et est appelée
habituellement la classe fondamentale de V [15, 7].
Si V est compacte sans bord, le noyau de D s’identifie à la ∂̄ -cohomologie de V .
Si ϕ : W → V est un morphisme birationnel de variétés compactes hermitiennes, alors
ϕ∗ : C∞(V,Λn,∗)→C∞(W,Λn,∗) s’étend par continuité en ϕ∗ : Ωn,∗(V )→ Ωn,∗(W ) qui
commute à l’opérateur de Dolbeault, et induit un morphisme naturel des groupes de ∂̄ -
cohomologie [19, 20]. Comme Ω0,p est le dual de Ωn,n−p, on a par dualité la transposée
de ϕ∗ : ϕ∗ : Ω0,p(W )→Ω0,p(V ) et comme les noyaux et image de ∂̄ sont préservés, les
flêches suivantes sont des isomorphismes [19, 20] :
ϕ
∗ : Hn,p(V )→ Hn,p(W )(2.1)
ϕ∗ : H0,p(W )→ H0,p(V )(2.2)
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Soit Z le bord non vide d’une variété analytique complexe hermitienne : on a sur
Z une structure de contact qui détermine une structure spinc sur Z et l’opérateur de
Dirac associé à cette structure spinc est l’opérateur de Cauchy-Riemann « ramassé »
[21]. On notera encore TZ ∈ K1(Z) la classe de K-homologie associée ; c’est une classe
fondamentale, c’est à dire un générateur de K1(Z) comme module du K0(Z).
3. FIBRÉS ANALYTIQUES
Nous rappelons la définition selon Kodaira-Spencer d’une famille différentiable de
variétés complexes [16, chapter 4].
Définition 3.1. Soit B,U des variétés analytiques complexes compactes et f : U→ B
une submersion. La submersion f est une famille différentiable de variétés complexes
si, pour tout y ∈ B, Ly = f−1(y) est une sous-variété complexe de U, et s’il existe un
recouvrement localement fini U j, j ∈ N, de U et des fonctions C∞ : z j,1(p), · · · ,z j,n(p)
définies sur U j, tel que pour tout y ∈ B le recouvrement ouvert de Ly donné par U j ∩Ly
forme un système de coordonnées complexes locales, avec l’homéomorphisme local
donné par p→ (z j,1(p), · · · ,z j,n(p)) lorsque U j ∩Ly n’est pas vide.
Une famille différentiable de variétés complexes (resp. de variétés de Cauchy-
Riemmann) à bord est définie de façon analogue.
Notons qu’une famille différentiable de variétés complexes compactes est une
fibration différentiable localement triviale (toutes les variétés Ly sont difféomorphes)
[16]. L’espace total d’un fibré vectoriel complexe de rang N sur B est une famille diffé-
rentiable de variétés complexes, la fibre étant isomorphe à CN .
Par exemple, soit V une variété analytique complexe et B ⊂ V une sous-variété
complexe. Il n’existe pas en général de voisinage tubulaire holomorphe de B, c’est à
dire un voisinage ouvert de B holomorphiquement équivalent à l’espace total du fibré
vectoriel complexe normal à B dans V . On a cependant un résultat plus faible consé-
quence immédiate d’un résultat de M. Atiyah et F. Hirzebruch [1] qui établit l’existence
d’un voisinage tubulaire analytique réel verticalement holomorphe :
Proposition 3.2. Soit V,B des variétés analytiques complexes et j : B→ V un plonge-
ment holomorphe. Il existe un voisinage V de j(B) qui est l’espace total d’une famille
différentiable de variétés complexes à bord, isomorphe à l’espace total du fibré (com-
plexe) normal à j(B) dans V .
Démonstration. Soit N = j∗(TV )/T B le fibré vectoriel complexe normal de rang p. Par
[1, prop 2.2], il existe un voisinage V de j(B), un voisinage O de la section nulle de
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N et un homéomorphisme analytique réel ψ : O→ V, qui est holomorphe sur Ny ∩O
pour tout y ∈ B. On peut supposer que O est un fibré en boules, donc analytiquement
isomorphe à l’espace total de N.

Soit π : U→ B une famille différentiable de variétés complexes et considérons la
K-orientation de π provenant de la structure complexe sur les fibres de π .
Dans [7], A. Connes et G. Skandalis ont construit un élément π! ∈KK(U,B) qui est
représenté par la famille des opérateurs de Dirac-Dolbeault sur les fibres de π . Comme
les K-orientations sur T ∗U, π∗(T ∗B)⊕π∗(N∗) associées aux structures complexes coïn-
cident, il se déduit alors de [7, theorem 2.6] l’égalité dans KK(U,C) :
(3.1) TU = π!⊗B TB
L’égalité analogue subsiste dans le cas où U est une famille différentiable de va-
riétés de contact.
4. L’INDICE DU DOUBLE D’UN MODULE DE HILBERT À BORD
Nous rappelons ici la notion de module de Hilbert à bord telle qu’introduite dans
[11, Definition 6.1]. Soit B une C*-algèbre, A un opérateur autoadjoint régulier sur
un B-module de Hilbert Eb. Le cylindre de (Eb,A) (cf. [11, Section 4]) est le couple
(Ec,Ψ(A)) où Ec = L2([0,+∞[)⊗Eb⊗C
2, muni de la graduation naturelle
τ
c = 1⊗1⊗ τ0
où τ0 est l’involution de C2 donnée par la matrice :(
1 0
0 −1
)
.
L’opérateur Ψ(A) est la fermeture sur Ec de l’opérateur :
∂
∂u
⊗1⊗
(
0 −1
1 0
)
+1⊗A⊗
(
0 1
1 0
)
avec domaine essentiel C∞c (]0,+∞[)⊗Eb⊗C2. Donc, pour ξ ,η ∈C∞c (]0,+∞[)⊗Eb :
(4.1) Ψ(A)
(
ξ
η
)
(u) =
(
− ∂η
∂u +A(η(u))
∂ξ
∂u +A(ξ (u))
)
.
Soit alors E un module de Hilbert sur B, τ ∈ L(E) une involution unitaire et D :
E→ E un opérateur symétrique anticommutant à τ (resp. autoadjoint) régulier. On dit
que (Eb,A) est le bord du module symétrique (E,D,τ) s’il existe un projecteur r ∈L(E)
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et un unitaire θ ∈ L(imr,Eb⊗ L2([0,1])⊗C2 tels que, en notant pour ϕ ∈ C([0,1]),
b(ϕ) ∈ L(E) l’opérateur donné par b(ϕ) = θ ∗(1⊗ϕ)r+ϕ(1)(1− r) :
(1) Si ϕ ∈C∞c (]0,1]) et ξ ∈ dom T ∗, alors b(ϕ)dom T ∗ ⊂ dom T and T ∗b(ϕ)ξ =
T b(ϕ)ξ .
(2) Si ϕ,ψ ∈C∞([0,1]) avec supportψ ∩ supportϕ = /0, alors b(ϕ)T ∗b(ψ) = 0.
(3) Si ϕ ∈ C∞c (]0,1[), alors 1⊗ ϕ(dom Ψ(A)) = θ ◦ b(ϕ)(dom T ), et pour ξ ∈
b(ϕ)dom T , on a θT ξ = Ψ(A)θξ
Etant donné un module fermé (Eb,A), la grassmannienne χ+0 (A) joue schémati-
quement le rôle de l’ensemble des projecteurs autoadjoints p tels que p−χA([0,+∞[)∈
K(E), où χA([0,+∞[) serait le projecteur spectral de A sur le demi-axe réel positif. Il
peut arriver aussi que χ+0 (A) soit vide, et c’est pourquoi la notion de grassmannienne
stabilisée χ+(A) est introduite dans [11]. La grassmannienne stabilisée n’est jamais vide
dès que [Eb,A] = 0 dans K1(B) et réciproquement, si χ+(A) 6= /0, alors [Eb,A] = 0 dans
K1(B).
Soit (E,D,τ) un module de Hilbert symétrique sur B à bord (Eb,A). Un des ré-
sultats principaux de [11] est que les extensions autoadjointes graduées de D sont en
correspondance biunivoque avec χ+(A). Etant donné p ∈ χ+(A), on note Dp l’exten-
sion autoadjointe associée.
Le module symétrique opposé de Z = (E,D,τ) est le triplet Ž = (E,D,−τ) et a
pour bord (Eb,−A) ; si Z1,Z2 sont deux modules de Hilbert à bord avec le même bord,
on peut alors former le module fermé Ž1#Z2 obtenue par recollement. Le double de Z
est le module fermé N(Z) = Ž#Z obtenu en recollant Z avec son opposé. Notons que la
somme directe de Z = (E,D,τ) et de son opposé a pour bord (Eb⊗C2,A⊕−A) et que
le double N(Z) est une extension autodjointe de cette somme directe, et il est déterminé
par un projecteur autoadjoint Q ∈ χ+0 (A⊕−A). Une conséquence est alors que la classe
dans K0(B) du double de Z est nulle [11, corollary 7.5] :
(4.2) [N(Z)] = 0
Cette notion de double et d’opposé apparait déjà dans le travail de B. Booß-
Bavnbek et K. Wojciechowski[6], dans le cas de l’opérateur de Dirac classique sur une
variété V , c’est à dire A = C(V ) et B = C. Dans ce cas, il est démontré une propriété
plus forte que (4.2) : en effet l’opérateur sur le double est alors inversible [6, ch. 5].
Toutefois, la relation (4.2) n’est valable dans le groupe K0(B). Qu’en est-il s’il est
supposé en outre que les modules de Hilbert sont aussi des modules à gauche sur une
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C*-algèbre A? Dans le cas où A=C(V ), où V est une variété spinc à bord, la réponse
est affirmative. Rappelons que si W est le bord d’une variété V , on dit que W est colleté
s’il existe un voisinage U de W dans V et un difféomorphisme U ' [0,1]×W . Dans
ce cas, si V est spinc, alors il y a sur W une structure spinc induite de celle sur V [10,
Definition 11.2.14].
Lemme 4.1. Soit V une variété spinc à bord ∂V = W, et B une C*-algèbre. L’homo-
morphisme d’excision KK(C(V ),B)→ KK(C(V̇ ),B) est injectif.
Démonstration. Soit V̇ = V −W l’intérieur de V . Par la suite hexagonale associée à la
suite exacte
{0}→C0(V̇ )→C(V )→C(W )→{0}
il suffit de montrer que la flêche de bord ∂ : KK1(C0(V̇ ),B)→ KK0(C(W ),B) est sur-
jective. Soit NV̇ ∈ K0(V̇ ) l’élément donné par l’opérateur de Dirac associé à la structure
spinc : par [10, Proposition 11.2.15], on a l’égalité ∂ (NV̇ ) = NW où NW est la classe
fondamentale associée à la structure spinc induite sur W .
La surjectivité de ∂ résulte alors de la dualité de Poincaré en K-théorie bivariante
démontrée dans [7, Corollaries 3.7 & 3.8].

Soit alors Z = (E,D,τ) un module de Hilbert sur B à bord (Eb,A) et supposons
donc que A = C(V ) agisse à gauche sur E, et que C = C(∂V ) agisse sur Eb . Avec les
notations de 4, supposons que l’action de A sur E commute à r, et, avec J le noyau de
rC(V ), que A/J =C([0,1])⊗C et que la représentation induite de C([0,1])⊗C soit la
représentation naturelle sur L2([0,1])⊗Eb⊗C2. Soit L(D) [12, p. 74] la sous-algèbre
involutive formée des a ∈A tels que [a,D] soit défini sur dom D et borné, et supposons
que L(D) est dense dans A. Dans ce cas le module double N(Z) détermine une classe
dans le groupe bivariant KK(A,B).
Proposition 4.2. Avec ces notations, on a l’égalité N(Z) = 0 dans KK(A,B).
Démonstration. Soit Zc = (Ec,Ψ(A),τc), le cylindre de (E,A) (cf. (4.1)), qui est un
module à bord, et Z∞ le bimodule obtenu en recollant Z avec l’opposé de Zc. Soit Ã
l’algèbre obtenue en recollant C0(]−∞,0])⊗ C avec A, c’est à dire la sous-algèbre
de C0(]−∞,0],C)⊕A, déterminée par les couples f ⊕ a tels que f (0) soit égal à la
projection de a . On a une suite exacte :
{0}→ J→ Ã→C0(]−∞,0]⊗C)→{0}
9
On a d’une part [Z]+ [Ž] = 0, et d’autre part [Z∞]+ [Ž∞] = [N(Z)]− [Žc#Zc], par
[12, Proposition 10.1]. Or l’élément [Žc#Zc] provient du groupe KK(C0(]−∞,0]⊗C,B)
et est donc nul car l’algèbre C0(]−∞,0]) est K-contractile, et donc N(Z) = 0 dans le
groupe KK(Ã,B). Mais, comme le morphisme naturel KK(Ã,B)→ KK(C0(V̇ ),B) est
bijectif (encore par K-contractilité), l’application KK(A,B)→ KK(Ã,B) est injective
par le lemme 4.1, d’où le résultat.

Exemple 4.3. Fibration localement triviale en variétés à bord.
Soit M un espace localement compact p : Ū→ M une famille différentiable de
variétés complexes à bord. C’est en particulier une fibration localement triviale ; fixons
une famille différentiable de structures hermitiennes sur les fibrezs. Le bord topologique
Z = ∂ Ū est aussi une fibration localement triviale sur M dont la fibre est une variété de
Cauchy-Riemann, ou variété CR en abrégé, et on fait l’hypothèse qu’il est colleté fibre
à fibre et que la structure riemannienne est un produit dans le collet. La famille D des
opérateurs de Dirac-Dolbeault est alors un module de Hilbert à bord sur C0(M), et le
bord est (EZ,A). Par le théorème du cobordisme [11], [EZ,A] = 0 dans K1(Z), et donc
χ+(A) est non vide. Mais en fait on peut montrer que déjà χ0+(A) est non vide. En effet
R. Melrose et P. Piazza ont montré l’existence de sections spectrales [17, Proposition 1,
p.107] et une section spectrale est un projecteur de la grassmannienne de A.
5. INDICE ANALYTIQUE RELATIF AVEC PARAMÈTRES
Soit M une variété complexe, et Ū j pour j = 1,2 une variété complexe compacte
à bord, U j son intérieur, Z j son bord . Supposons que pour j = 1,2, π j : Ū j → M soit
famille différentiable de variétés complexes à bord (Definition 3.1). Soit Yj ⊂⊂ U j un
ouvert propre et ϕ : Ū1−Ȳ1→ Ū2−Ȳ2 un difféomorphisme réel, holomorphe sur chaque
fibre, tel que π2 = π1 ◦ϕ sur Ū2−Y2 ; autrement dit ϕ envoie exactement et holomorphi-
quement les fibres de la fibration restreinte à Ū1− Ȳ1→M sur celles de Ū2− Ȳ2→M.
La restriction de π j à Z j = ∂ Ū j est une famille différentiable de variétés de Cauchy-
Riemman et on suppose que Z j a un voisinage colleté dans Ū j pour j = 1,2, compatible
avec la fibration. Soit h j une structure hermitienne sur chaque fibre de π j qui varie lisse-
ment, qui est un produit au voisinage colleté de Z j, ℜh j = dt2⊕h0j , où h0j est une famille
lisse de métriques riemanniennes sur les fibres de Z j et telle que ϕ restreint à chaque
fibre de Ū1− Ȳ1 est une isométrie.
La famille D j des opérateurs de Dirac sur les fibres de U j détermine un module
de Hilbert à bord sur C0(M) au sens la section 4, dont le bord est le module fermé
(E,D(Z j)) défini par la famille des opérateurs de Dirac sur les fibres de Z.
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Soit enfin W→ M une famille différentiable de variétés complexes (Definition
3.1). On suppose le bord Z = ∂W est isomorphe à Z j en préservant fibre à fibre la
structure CR, et DWj la famille d’opérateurs obtenue par recollement de W avec Ū j, ce
qui détermine encore une classe dans K0(C0(M)). Comme mentionné ci-dessus, on a
χ0+(A) 6= /0 et tout projecteur p ∈ χ0+(A) détermine une extension autoadjointe graduée
D
p
1 de D1 et une extension autadjointe graduée Ď
1−p
2 de l’opposé Ď2.
Proposition 5.1. Soit p un projecteur autoadjoint dans la grassmannienne de Z. Il y a
égalité dans K0(C0(M)) :
[D1]Ď2] = [D
W
1 ⊕ ĎW2 ] = [D
p
1 ⊕ Ď
1−p
2 ]
Démonstration. L’égalité
[D1]Ď2]− [Dp1 ⊕ Ď
1−p
2 ]
résulte du fait que [D1]Ď2] est une extension autoadjointe de D1 ⊕ Ď2 associée au
projecteur de recollement Q∈ χ(D1⊕Ď2) défini dans [11, section 5]. Par [11, Corollary
7.6], on a alors [D1]Ď2]− [Dp1 ⊕ Ď
1−p
2 ] = [Q−P⊕ 1−P] et par [11, Proposition 5.2]
cette classe est nulle.
Par , on a [ DW1 ⊕ ĎW2 ] = [D1]Ď2]− [D(W )]D(W )], et le dernier terme est nul en
K-théorie car c’est le double d’un module à bord (équation (4.2)).

Définition 5.2. Avec les notations précédentes, on définit l’indice analytique relatif
comme étant l’image dans K0(M), par le morphisme trivial C→ B, de la classe de
K-théorie donnée par la proposition précédente et on le note Ind(D1,D2,ϕ).
6. EXEMPLE DE CALCUL D’UN INDICE RELATIF
Un exemple important pour la suite provient de l’éclatement à centre lisse. Avec
les notations précédentes, supposons en outre que j1 : M ↪→ U1 est un plongement ho-
lomorphe, que U1 un voisinage tubulaire analytique réel de M1 = j1(M) et que U2 est
obtenu en éclatant U1 le long de M1. Le morphisme ϕ : U2→ U1 est alors un isomor-
phisme en dehors de M1.
Soit D j la famille des opérateurs de Dirac-Dolbeault sur les fibres de U j → M.
Notons que pour tout x ∈M, la fibre U2,x est l’éclaté en x de la fibre U1,x.
Proposition 6.1. Avec ces notations, on l’égalité :
Ind(D1,D2,ϕ) = 0
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Démonstration. Soit pW : W →M une variété analytique complexe à bord fibré sur M
et telle que ∂W = Z ' ∂ Ū1 ' ∂ Ū2, et Wj la variété obtenue en recollant Ū j et W selon
leur bord. Supposons que Wj est une variété analytique complexe qui induit sur U j et W
les structures complexes initiales. Une telle variété existe : il suffit de prendre Ū2.
Supposons d’abord que M est connexe de dimension 0, c’est à dire un point xi0 ∈V
et soit M2 = ζ−1({x0})'PN(C). Alors ϕ∗W induit un isomorphisme en ∂̄ - cohomologie.
Cela résulte du thérorème de Dolbeault qui permet d’identifier la ∂̄ - cohomologie avec
la cohomologie du faisceau des formes différentielles holomorphes.
Les suites exactes : {0}→C0(Wj \M)→C(Wj)→ Fj induisent des suites exactes
de groupe de ∂̄ -cohomologie et on a un diagramme commutatif :
H0,k−1(M2) H0,k(W2 \M2) H0,k(W2) H0,k(M2) H0,k+1(W2 \M2)
H0,k−1(M1) H0,k(W1 \M1) H0,k(W1) H0,k(M1) H0,k+1(W1 \M1)

//

//

//

//

// // // //
Comme les groupes de ∂̄ -cohomologie de l’espace projectif complexe sont nuls
sauf en degré 0, la projection M2 → M induit un isomorphisme des groupes de ∂̄ -
cohomologie. L’isomorphisme H0,k(W2)→ H0,k(W1) est alors une conséquence du «
lemme des cinq » .
Dans le cas général dimM≥ 1, notons que W2 n’est autre que l’éclatée de W1 selon
l’image canonique de M dans W1, et on a un morphisme birationnel ζ : W2 →W1. La
famille des noyaux des opérateurs de Dirac-Dolbeault sur les fibres de Wj est donnée
par x→H0,pair(Wj,x) et la famille des conoyaux par H0,impair(Wj,x), et ce sont des fibrés
vectoriels. Soit D(Wj) la famille des opérateurs de Dolbeault - Dirac gradués sur les
fibres de Wj→M. Comme les noyaux et conoyaux s’identifient à la ∂̄ -cohomologie des
fibres, ils forment tous les deux un fibré vectoriel, et par ce qui précède p∗W induit des
isomorphismes de ces fibrés.
Donc Ind(D(W1)) = Ind(D(W2)) dans K0(M), d’où le résultat par la proposition
qui précède.

6.1. Opérateurs inversibles à l’infini. Un autre exemple important est la version fa-
mille du théorème de Gromov-Lawson dans le cas de métrique riemanniennes à cour-
bure scalaire positive. Bien qu’il est seulement envisagé ici le cas complexe, les ré-
sultats qui suivent s’appliquent au cas des variétés spin considéré dans [9]. Soit pour
i = 1,2, fi : Ui→ V une famille différentiable de variétés complexes et supposons que
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les fibres de fi soient munies d’une structure hermitienne dont la courbure scalaire véri-
fie la condition de [13, Theorem 1.1, page 6]. Pour chaque ϕ ∈V , l’opérateur de Dirac-
Dolbeault Di,v sur la fibre f−1i ({v}) est alors un opérateur de Fredholm. La famille Di
de ces opérateurs, avec la Z2-graduation paire-impaire donne un élément de K0(V ).
Supposons que en dehors d’ensembles compacts K j ⊂ Ui, il y ait un isomophisme des
variétés spinc (U1−K1 et U2−K2 et soit D3 la famille des opérateurs de Dirac obtenus
en recollant convenablement des voisinages compacts de Ki. Il y a alors égalité dans
K∗(V ) IndD3 = IndD1− IndD2.
7. ECLATEMENT À CENTRE LISSE
Soit Vj pour i = 1,2 une variété complexe hermitienne, D j l’opérateur de Dirac-
Dolbeault et soit ϕ : V2→V1 un morphisme de classe C∞. Soit M une variété complexe
et j j : M⊂Vj une plongement holomorphe et π j : Ū j→M un voisinage tubulaire comme
dans la proposition 3.2. On suppose que π1 ◦ϕ = π2 et que la restriction de ϕ à V2−
ϕ−1(M) est un isomorphisme holomorphe avec V1−M.
Proposition 7.1. Avec ces notations, et j : M → V1 le plongement canonique. On a
l’égalité dans K0(V ) :
ϕ∗(T2)−T1 = j∗(Ind(D1,D2,ϕ)⊗TM)
Démonstration. Soit U = Ū1∪∂ Ū1 Ū2), et V = (V1−U1)∪∂ Ū1 (V2−U2). Soit D l’opé-
rateur de Dirac sur U et D̃ l’opérateur de Dirac sur V. La classe de D dans K0(U) =
KK(C(U),C) est égale au produit intersection de DM avec la classe de D. Il y a des
homomorphismes canoniques u et v de C(V1) dans C(U) et dans C(V).
On a alors l’égalité D1−ϕ∗(D2) = u∗(D)+ v∗(D̃) par [12, Corollary 10.2]. Or D̃
est le double d’un opérateur de Dirac comme défini par B. Booß-Bavnbek et K. Wojcie-
chowski, edonc v∗(D̃) représente la classe nulle dans K0(V ) par la proposition 4.2. L’in-
dice relatif Ind(D1,D2,ϕ) est représenté D. La classe de D dans K0(U) =KK(C(U),C)
est égale au produit intersection de DM avec la classe de D, d’où le résultat.

Une conséquence immédiate est le :
Corollaire 7.2. Soit V une variété analytique complexe, et W la variété obtenue par
éclatement de V le long d’une sous-variété complexe M⊂V et ϕ : W →V le morphisme
associé. On a l’égalité dans K0(V ) :
φ∗(TW ) = TV
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Démonstration. C’est une conséquence à présent de la proposition précédente et de la
proposition 7.1.

8. INVARIANCE BIRATIONNELLE EN GÉNÉRAL
Soit V,W deux variétés analytiques complexes. Rappelons qu’une équivalence bi-
rationnelle ϕ entre V et W est la donnée d’ouverts au sens de Zariski V⊂V , W⊂W et
d’un difféomorphisme holomorphe ϕ : V→W. Si f : V → Z, g : W → Z sont deux fonc-
tions à valeurs dans un ensemble Z, la notation g◦ϕ ≈ f signifiera conventionnellement
g◦ϕ(x) = f (x) pour tout x ∈ V.
Théorème 8.1. Soit V,W deux variétés analytiques complexes et ϕ une équivalence
birationnelle entre V et W, B un espace localement compact et f : V → B et g : W → B
des applications continues et g◦φ ≈ f au sens précédent.
Il y a égalité dans K0(B) :
f∗(TV ) = g∗(TW )
Démonstration. Il existe une variété analytique complexe Z et deux morphismes bira-
tionnels φ : Z → V , ψ : Z →W tels que ϕ soit l’équivalence birationnelle déterminée
par l’inverse de ψ composé avec φ . En effet, soit Z̃ l’espace complexe obtenu en pre-
nant l’adhérence du graphe de ϕ dans W ×V . Par le théorème d’Hironaka, il existe une
variété analytique complexe Z et un morphisme birationnel de Z → Z̃. On peut donc
supposer que ϕ est un morphisme, et il suffit alors de montrer l’énoncé dans le cas
T =V et f = IdV ,g = ϕ .
Par le théorème de factorisation faible énoncé dans [24, Theorem 0.1.1 ] ou [23,
Theroem 1], il existe une suite :
Z0
s0
99K Z1
s1
99K Z2 · · ·
sk−1
99K Zk
sk
99K Zk+1
où Z j est une variété analytique complexe, Z0 =V,Zk+1 =W et où chaque symbole
s j
99K
désigne une équivalence birationnelle qui est égale soit à la projection canonique d’un
éclatement avec centre lisse Z j+1→ Z j, soit à l’inverse de la projection d’un éclatement
avec centre lisse Z j → Z j+1 et tels qu’il existe t j : Z j → V avec t0 = IdV , tk = ϕ et, ou
t j ◦ s j = t j+1, ou bien t j = t j+1 ◦ s j selon le cas. Par la proposition précédente,en notant
T j la classe fondamentale de Z j, on a alors soit s j,∗(T j) = T j+1, ou alors T j = s j,∗(T j+1)
pour 0≤ j ≤ k, et donc TV = t0,∗(TV ) = t1,∗(T1) = · · · tk,∗(Tk+1) = ϕ∗(TW ).

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9. LA CLASSE QUASI-FONDAMENTALE D’UN ESPACE COMPLEXE
Les résultats précédents permettent de définir la classe fondamentale d’un espace
complexe :
Définition 9.1. Soit V un espace complexe. On définit la classe fondamentale TV ∈
K0(V ) comme égale à ψ∗(TW ) où W est une variété analytique complexe tel qu’il existe
un morphisme birationnel ψ : W →V .
Cette définition a bien un sens et est non vide. En effet l’image de la classe fonda-
mentale ne dépend pas du choix de W . Soit W̃ une autre variété analytique complexe et
ψ̃ : W̃ →V un morphisme birationnel. On a alors une équivalence birationnelle ϕ telle
que ϕ̃ ◦ψ ≈ ϕ , et donc ψ∗(TW ) = ψ̃∗(TW̃ ) par le théorème 8.1.
De plus, le théorème de désingularisation d’Hironaka établit l’existence d’une va-
riété analytique complexe avec un morphisme birationnel sur V , ce qui montre que la
classe fondamentale est bien définie et non triviale. En effet, si V est une variété com-
plexe, alors sa classe fondamentale est égale à la classe fondamentale de sa structure
complexe.
Soit s : V̂ → V et t : Ŵ →W des résolutions respectivement de V et W . Il existe
alors une équivalence birationnelle ψ qui relève φ par s et t. Par le théorème 8.1, on
alors :
f∗(TV ) = f∗ ◦ s∗(TV̂ ) = g∗ ◦ t∗(TŴ ) = g∗(TW )
Enfin, notons que la classe fondamentale ici définie ne coïncide pas en général
avec la classe d’orientation de Baum-Fulton-McPherson [3], sauf dans le cas de lisse.
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