In this paper we show that problem of computing perfect matchings in planar graphs is in NC.
Introduction
In this paper we show that problem of computing perfect matchings in planar graphs is in NC. This problem is, in a sense, open since publication of the paper by [2] . At this moment of time it was realized that joining this result with result of Kasteleyn [7] one should be able to compute the number of perfect matching in a planar graph. This allows to test whether a planar graph contains a perfect matching. In his paper [13] was able to extend this result to K 3,3 -free graphs. Nevertheless, counting does not allot to constrict a perfect matching in a planar graph in NC.
Up to now this problem has been solved twice but only for bipartite graphs. The first solution was given by Miller and Naor [11] , who reduce the problem to shortest path computations. Another solution was given by Mahajan and Varadarajan [10] who used the ability to count matching to construct a fractional matching, which is latter rounded in NC to an integral solution.
The non-bipartite case remained open until now. A partial solution was given in [8] where an algorithm for computing half integral solution was shown. In this paper we build upon the result from [10] and [8] . In particular, we show a rounding procedure that either removes constant factor of vertices from the graph, or finds a set of tight odd cuts with many incident edges. These tight odd cuts can be used for recursion guaranteeing progress in each recursion level.
Preliminaries
In the following, G = (V, E) denotes an n-vertex m-edge plane, straight-line embedded, undirected graph. This embedding partitions the plane into maximal open connected sets and we refer to the closure of these sets as the faces of G. The number of faces is denoted by f .
The dual G * of G is a multigraph having a vertex for each face of G. For each edge e in G, there is an edge e * in G * between the vertices corresponding to the two faces of G adjacent to e. The weight of e * in G * is equal to the weight of e in G. We identify faces of G with vertices of G * and since there is a one-to-one correspondence between edges of G and edges of G * , we identify an edge of G with the corresponding edge in G * .
For a subset of vertices U ⊆ V , δ(U ) denotes all edges uv ∈ E having |{u, v} ∩ U | = 1. We write δ(u) for δ({u}) and x(F ) for e∈F x e .
Useful NC Algorithms
Let us present a set of NC algorithms that will be useful for us.
Lemma 1 ([12]
). There exists an NC algorithm for computing connected components in a graph.
Lemma 2 ([6]
). There exists an NC algorithm for computing a minimum s, t-cut in a planar graph.
Lemma 3 ([9]
). There exists an NC algorithm for computing a maximal independent set in a graph.
Lemma 4 ( [11, 10] ). There exists an NC algorithm for computing a perfect matching in a bipartite planar graph.
We will apply the last lemma only to bipartite trees, where the problem can be solved in a more straight forward way. However, for simplicity we do not introduce a new algorithm for this restricted problem.
Laminar Families
An important notion in all non-bipartite matching problems is the notion of laminar families.
, then we say that C 1 and C 2 do not cross. Otherwise, we say that C 1 and C 2 cross. Definition 6. A laminar family or non-crossing family C of subsets of V , is a family such that any two elements C 1 , C 2 ∈ C do not cross.
When a laminar family is equipped with parent-child relation we call it a laminar tree.
Definition 7.
A laminar tree C is a laminar family of subsets of V such that V ∈ C. Moreover, for each set C ∈ C we are given a list of maximal sets of C that are contained in C. These sets are called children of C, where C is called their parent. The resulting tree is rooted in V .
We will need a rather technical lemma that allows us to efficiently deduce laminar tree out of laminar family. The following two lemmas will be useful to deduce child-parent structure when we will use one in our algorithms.
Lemma 8. Given a set C in a laminar family C we can compute in NC the minimal set in C that does contain C as well as all maximal sets in C that are contained in C.
Proof. Each pair of cuts in C C = {C ′ : C ′ ∈ C and C ⊂ C ′ } can be easily compared whether they do not intersect, or one is contained in another -this can be done in parallel for each pair. The minimal set in C C is the one that does not contain any other set. Similarly, maximal sets in C C = {C ′ : C ′ ∈ C and C ′ ⊂ C} are the ones that are not contained in any other set.
The next lemma can be proven in analogous way.
Lemma 9. Given a vertex u ∈ V and a laminar family C we can compute in NC the minimal set in C that does contain u as well as all maximal sets in C that do not contain u.
Proof. Each pair of cuts in C u = {C : C ∈ C and u ∈ C} can be easily compared whether they do not intersect, or one is contained in another -this can be done in parallel for each pair. The minimal set in C u is the one that does not contain any other set. Similarly, maximal sets in C u = {C : C ∈ C and u ∈ C} are the ones that are not contained in any other set.
Finally the following is stated without a proof as the prove is the same as in the above two lemmas.
Lemma 10. Given a set C ∈ V and a laminar family C we can compute in NC all minimal set in C that cross C as well as all maximal sets in C that cross C.
We note that given any C ∈ C the minimal set containing C is the parent of C, whereas the maximal sets contained in C are the children of C. Using this observation in parallel for each C ∈ C we can compute the laminar tree out of a laminar family C.
Corollary 11. Given a laminar family C of subsets of V we can compute the child and parent relations in NC, i.e., laminar family can be turned into a laminar tree. The following observation is straight forward as it is easy to compute number of vertices in each subtree of T in NC.
Corollary 13. A vertex separator of a tree T can be found in NC.
Computing Number of Matchings
Consider a planar graph G = (V, E) and a sign function s : E → {−1, 1} for edges. Let us define a signed adjacency matrix of graph G to be the n × n matrix A(G, s) such that:
Theorem 14 (Kasteleyn [7] ). There exists a function s :
is equal to the number of perfect matchings in a planar graph G. Such function s is called Pfaffian orientation.
Let us explain shortly the idea behind this theorem. Consider the definition det(A(G,
, where Π n is the set of all n element permutations and σ denotes a sign of a permutation. Each term σ(π)
This term will contribute non-zero to the determinant only if all cycles in M 2 have even length. If M 2 contains an odd cycle we can reverse signs s on this cycle obtaining a term that will cancel out. As shown in [5] , there is a bijection between ordered pairs of perfect matchings and all possible sets M 2 that contain cycles of even length, i.e., non-zero terms in the determinant. The above theorem holds because in Pfaffian orientation all these terms have the same sign.
Let us now extend this idea to computing the number of minimum weight perfect matching. Let w : E → Z + be an integer value and non-negative edge weight function. We define a signed weighted adjacency matrix of graph G to be the n × n polynomial matrix A(G, s, w) such that:
where y is the variable of the polynomial. The terms of det(A(G, s, w)) correspond to pairs of perfect matching and in each term the power of y will correspond to the sum of their weights. Hence, the terms in det(A(G, s, w)) of minimum degree will correspond to pairs of minimum weight perfect matchings. Hence, we obtain the following.
Corollary 15. For a Pfaffian orientation s, let ay d be the minimum degree term of det(A(G, s, w)) in y. Then:
• a is equal to square of the number of minimum weight perfect matchings in G,
• d is equal to twice the weight of minimum weight perfect matching in G.
The determinant of polynomial matrix of degree n can be computed in NC as shown in [1] . Hence, we obtain the following.
Corollary 16. Given a planar graph G = (E, V ) and a weight function w : E → {0, . . . , n} the weight w(M * ) and the number #M * of minimum weight perfect matchings in G can be computed in NC.
We will use another quantity as well. We will need to compute for given edge e ∈ E the number #M * e of minimum weight perfect matchings that use edge e ∈ E. This can be done by considering graph G−e. Let w(M * e ) be the weight of minimum weight perfect matching in G−e. First, we need to check whether w(M * e ) + w(e) = w(M * e ). If this equality holds e is part of some minimum weight perfect matching in G, and #M * e is equal to the number of minimum weight perfect matchings in G − e. And this can be computed using the above corollary.
The Main Routine
The main artifacts that will be used in the algorithm are double faces defined in the following way.
Definition 17. Double face is a pair of two faces F 1 and F 2 connected by a simple path P possibly of length 0. The faces can be incident and even share edges. In such case, P contains a single vertex that is shared by both faces.
A double face gives us a way to perturb a fractional matching in such a way that the weight of the matching can be reduced. For more details on how this perturbation works see Section 5. We note that similar concept was used in [8] to find a vertex of a matching polytope in NC. Another notion that we will use is a notion of 1-odd cuts.
Definition 18. Let x : E → R be a edge weight function. A cut C is said to be 1-odd cut if x(C) = 1, |C| ≥ 3 and |C| is odd.
We will define x e = #M * e #M * for all e ∈ E. Intuitively, 1-odd cuts C with respect to x can be used to split the graph into inside and outsize of C, because only one edge of a perfect matching can belong to δ(C). This follows by the fact that |C| is odd so each perfect matching must contain at least one edge in δ(C). However, because x(C) = 1 no matching can contain more than one edge in δ(C). Now, we are read to give the algorithm.
Algorithm 1 Extends an allowed matching M to a perfect matching in a graph G.
1: Remove degree 1 and degree 2 vertices using Algorithm 3. 2: Find a set F of Ω(n) vertex disjoint double faces using Algorithm 5.
3: Set w(e) = 0 for all e ∈ E.
if one of the faces F i is of even length then
6:
For arbitrary edge e i ∈ F i set w(e i ) = 1.
7:
For arbitrary edge e i ∈ F 1 \ F 2 set w(e i ) = 1.
9:
end if 10: end for 11: For all edges e ∈ E compute x e = #M * e #M * using Corollary 16. 12: Remove all edges from G with x e = 0. 13: Remove from F all double faces that lost some edge. 14: For all edges x e = 1 add them to M and remove their endpoints from G. 15: if M is not a perfect matching then 16:
For (F 1 , F 2 , P ) find 1-odd cut C u,v such that uv ∈ δ(C) and uv ∈ E(F 1 ) ∪ E(F 2 ) ∪ E(P ) using Algorithm 6.
19:
Add C u,v to C.
20:
end for
21:
Uncross the family of 1-odd cuts C using Algorithm 10.
22:
Convert C into a laminar tree using Corollary 11.
23:
Extend a matching M such for each 1-odd cut B ∈ C we have |M ∩ δ(B)| = 1 using Algorithm 2. 24: end if 25: Expand degree 2 vertices using Algorithm 4. 26: Return M .
In the next algorithm, that is being called from Algorithm 1 we will explicitly consider C as a tree T C , i.e., the vertices of T C are sets in C whereas edges in T C represent child parent relationship.
Algorithm 2 Extends an allowed matching M to a perfect matching inside all 1-odd cuts in a laminar tree C.
1: Find a vertex separator B for the tree structure of T C of C. 2: Let T P be the part of T C containing parent P of B.
Recourse using Algorithm 1 on G B to obtain matching M B . 7: Let M be the edges of G corresponding to the edges of M B . 8: Remove from G all edges of M together with their endpoints. 9: For all edges e ∈ E compute x e = #M * e #M * using Corollary 16. 10: Remove all edges from G with x e = 0. 11: Recourse using Algorithm 2 on G \ B with cuts C P represented by T P obtaining M P . 12: for all Children B ′ of B do
13:
Recourse using Algorithm 2 on G ∩ B ′ with cuts C B ′ represented by T B ′ obtaining M B ′ . 14: end for
The next theorem argues for the correctness of the above algorithms.
Theorem 19. Algorithm 1 finds a perfect matching in graph G.
Proof. In order to prove this we need to argue that the matching M in each step of the algorithm remains allowed, i.e., can be extended to a perfect matching. This is clear for all the choices made by Algorithm 1, as we take only edges that belong to some minimum weight perfect matching, i.e., x e = 1. What is left is to argue that M computed from M B in line 7 of Algorithm 2 can be extended to a perfect matching in the whole graph. Consider a child cut B ′ of B. We know that there can be only one edge of M in δ(B ′ ). Hence, if we chose allowed edge from δ(B ′ ) into the matching, then it will be possible to extend matching M to a perfect matching inside B ′ . Similar argument holds for the parent cut P . We note, however, that choices we make in M could render some other allowed edges to become not allowed. In particular, by fixing a single edge in δ(B ′ ) into M all other edges in δ(B ′ ) become not allowed. Hence, before recursing further in the algorithm we need to remove all not allowed edges from the graph to guarantee that all remaining edges will be allowed. Finally, we note that during this operation 1-odd cuts remain to be 1-odd cuts, so we can continue recursing on subtrees of T C .
Assuring that Minimum Degree is 3
Algorithm 3 Removes degree 1 and degree 2 vertices from the graph G and extends M appropriately.
1: while G contains vertices of degree 1 or 2 do
2:
Find an independent set V ′ of degree 2 vertices in G.
3:
for all v ∈ V ′ do ⊲ In parallel
5:
Let uv and vw be edges incident to v.
6:
Remove v from G with incident edges.
7:
Add uv and vw to E M .
8:
Add v to C 2 .
9:
end for 10:
for all connected components
remove all vertices of C from the graph G and match C internally using Lemma 4.
13:
contract C to a single vertex v C . 
Let uv be the edge incident to v.
19:
Add uv to M and remove edges incident to u from E.
20:
end for 21: end while Note that G = (V, E M ) is a bipartite graph where one side of the bipartition is given by C 2 .
Lemma 20. A connected component C of G = (V, E M ) is a tree, or a tree plus one edge.
Proof. First of all by our assumption C is connected so it has at least |C| − 1 edges and each edge is incident to a vertex in C 2 of degree 2. Each of these vertices in C 2 needs to be matched to it's incident vertex. Hence, the number of vertices of C not in C 2 is less equal to the number vertices of C 2 in C, i.e., |C ∩ C 2 | ≤ |C \ C 2 |. Moreover, by the construction we have
The following observation is a direct consequence of the above lemma as all degree 2 vertices need to be matched internally within C.
is a tree plus one edge it needs to be matched internally, i.e., there is no edge of perfect matching that leaves C.
Similarly, we obtain the following.
Lemma 22. If a component C of G = (V, E M ) is a tree then only one edge of M is incident to C, and it can be incident to any vertex of C \ C 2 .
Proof. Lemma 20 implies that at most one edge of M can leave C. Now consider any subset C ′ 2 ⊂ C 2 ∩ C. We know that C is a tree, so C ′ 2 has at least |C ′ 2 | + 1 neighbours in C. In other words, in C Hall's condition holds with surplus of 1. Hence, we know that it will hold even if we remove one vertex from C \ C 2 .
Lemma 23. Algorithm 3 works in O(log n) parallel rounds, i.e., while loop in line 1 is executed O(log n) times.
Proof. Degree 2 vertices can form a non-constant length paths in G, and this is the case when the algorithm requires more then constant number of rounds. However, on a path of length k the maximal independent set of degree 2 vertices is of size at least ⌈ k 3 ⌉. Hence, the length of all paths that contain some degree 2 vertex reduces by a constant factor in each round.
Expanding Trees
In the final step of the algorithm we need to expand all tress that were contracted during the execution of Algorithm 3.
Algorithm 4 Expands tress C in the graph G and extends M appropriately.
1: for all trees C that were contracted to v C do ⊲ In parallel and in the reversed order the components C were considered in Algorithm 3.
2:
Expand v C to tree C.
3:
Remove from C vertex matched by M .
4:
Match components of C using Lemma 4.
5: end for
We note that the above algorithm reverses the contractions done by Algorithm 3 so it can be implemented in O(log n) parallel rounds.
Corollary 24. By Lemma 23 the above algorithm can be implemented in O(log n) rounds.
Double Cycles and 1-Odd Cuts
We move on to the linear programming formulation of the minimum weight perfect matching problem as given in [3] . An odd set has odd cardinality; Ω denotes the collection of odd subsets of V of cardinality ≥ 3.
x e ≥ 0, for e ∈ E
The variables x e indicate when an edge is included in the solution.
Lemma 25. Let F i be even length cycle of G as in line 6 of Algorithm 1 in the graph G and let E * be the set of allowed edges with respect to minimum weight perfect matchings. Then, either some edge of F i is not in E * or some edge of F i is in δ(B) for some 1-odd cut B.
Proof. Consider x e = #M * e (G) #M * . Let us assume that 0 < x e < 1 for all e ∈ C. Otherwise, if x e = 0 for some edge e ∈ E(F i ) than e ∈ E * . Or, if x e = 1 then by (1) the incident edge f to e on F i needs to have x f = 0 and now f ∈ E * . Hence, (3) is not tight for all edges in F i .
By construction x is fractional minimum weight perfect matching, i.e., it satisfies (1)-(3). Consider slightly perturbed fractional matching x ′ defined as:
x e + σ e ∈ F i and is in odd distance from e i , x e − σ e ∈ F i and is in even distance from e i , x e otherwise, for some σ ≥ 0. First, we note that independently of the value of σ the matching x ′ satisfies (1). Second,we observe that if x ′ is feasible for some σ > 0 then x ′ has lower weight than x. Hence, x ′ needs to be infeasible for all σ > 0. This means that (2) is tight for some set B and F i needs to contain an edge in δ(B). (We have already shown that (3) is not tight.) This finishes the proof.
Lemma 26. Let (F 1 , F 2 , P ) be double face of G as in line 8 of Algorithm 1 in the graph G and let E * be the set of allowed edges with respect to minimum weight perfect matching. Then, either some edge of F 1 ∪ F 2 ∪ P is not in E * or some edge of
Proof. Consider x e = #M * e (G) #M * . Similarly, as in the proof of previous lemma we can assume that 0 < x e < 1 for all e ∈ E(F 1 ) ∪ E(F 2 ) ∪ E(P ). We note that both faces F 1 and F 2 need to have odd length in this step of the algorithm.
First of all let us consider the case when F 1 and F 2 share an edge. Staring from e i walk F 1 in both direction till you encounter vertices u and v that belong to both F 1 and [v, u] gives odd cycle. In any case this cycle contains edge e, so we are in the case considered in the pervious lemma.
Let us now consider the the case when F 1 and F 2 do not share any edge. By construction x is fractional minimum weight perfect matching. Consider slightly perturbed fractional matching x ′ defined as:
e ∈ F i and is in odd distance from e i , x e − σ e ∈ F i and is in even distance from e i , x e + 2σ e ∈ P and is in odd distance from e i , x e − 2σ e ∈ P and is in even distance from e i , x e otherwise, for some σ ≥ 0. First, we note that independently of the value of σ the matching x ′ satisfies (1). Second,we observe that if x ′ is feasible for some σ > 0 then x ′ has lower weight than x. Hence, x ′ needs to be infeasible for all σ > 0. This means that (2) is tight for some set B and F 1 ∪ F 2 ∪ P needs to contain an edge in δ(B). This finishes the proof.
By Lemma 31 the number of edge disjoint double cycles is Ω(n). Now, the above two lemmas imply that for each of double face either an edge disappears or it is incident to a blossom.
Combining all of the above lemmas together with Lemma 31 we obtain the following.
Corollary 27. In step 11 of Algorithm 1 there are: (i) either Ω(n) edges that are not in E * , (ii) or there are Ω(n) edges E B such that for each e ∈ E B there exists a 1-odd cut B e such that e ∈ δ(B e ).
In order to assure that our recursion actually makes progres we need to make sure that the size of the graph on each side of a given 1-odd cut B decreases. This is assured by the following lemma.
Lemma 28. Let (F 1 , F 2 , P ) be a double face such that it contains an edge e ∈ δ(B) for some 1-odd cut B. Then there exist edges e 1 , e 2 ∈ E(F 1 )∪E(F 2 )∪E(P ), such that e 1 ∈ E(G\B) and e 2 ∈ E(B).
Proof. We observe that σ δ(B) = x ′ (δ(B)) − x(δ(B)) = 0 as otherwise x ′ would not violate (2) for B. Moreover, the total change of x to x ′ in E(B), i.e., σ E(B) = x ′ (E(B)) − x(E(B)) as well as the total change of x to x ′ in E(G \ B), i.e., σ E(G\B) = x ′ (E(G \ B)) − x(E(G \ B)) needs to be equal to 1 2 σ δ(B) . The change of weight on each edge in δ(B) contributes the same amount on both sides of the cut. Hence, σ E(B) = 0 as well as σ E(G\B) = 0. This in turn means that one of the edges in E(F 1 ) ∪ E(F 2 ) ∪ E(P ) needs to be fully contained inside E(B) as well as E(G \ B) as otherwise σ E(B) or σ E(G\B) would be zero.
Finding Ω(n) Edge Disjoint Double Cycles
We start with the following straight forward observation that in graphs with minimum degree 3 there need to be many faces.
Lemma 29. In a planar graph G with minimum degree 3 we have that number of faces f is ≥ n 2 +2.
Proof. By Euler's formula n − m + f = 2. In a graph of minimum degree 3 we have 3n ≤ 2m, because each edge has two endpoints. Plugging this inequality into Euler's formula we obtain the statement of the lemma. Let c f := {c ∈ T D : c is a child of f and n(c) is odd}.
5:
if |c f | is odd then
6:
Let c be any child in c f .
7:
Mark (c, f, {v}) as a double face where v is any vertex shared by c and f .
8:
c f := c f − c.
9:
end if
10:
Order c f according to the order around f .
11:
Mark pairs of consecutive children c 1 , c 2 together with part p f of f that connects them as a double face (c 1 , c 2 , p f ). 12: end for 13: Construct a graph G DF where vertices are marked double faces and edges denote which double faces share an edge. 14: Find maximal independent set of vertices in G DF and return it.
Lemma 30 (Lemma 3 from [10] ). A planar graph with f faces contains a set of Ω(f ) edge disjoint faces.
Lemma 31. The maximal independent set of vertices in G DF is of size Ω(n), i.e., Algorithm 5 finds Ω(n) edge disjoint double cycles.
Proof. Consider the graph G and all the marked double faces. Let us construct a new graph G ′ by converting double faces (c 1 , c 2 , P f ) into faces in the following way. If c 1 and c 2 share some edges we remove these edges. Otherwise, we cut the graph open along P f joining c 1 and c 2 into single face. By the construction this graph has at least f −1 2 = Ω(f ) faces that correspond to double faces in G. The face f r might have remained not assigned to any double face. By Lemma 30 we know that G ′ contains Ω(f ) edge disjoint faces. Finally, by Lemma 29 we know that f = Ω(n) what finishes the proof.
Finding 1-Odd Cuts
In this section we will show how to find a set of 1-odd cuts -Algorithm 6. An important property we will be using here is that min-cuts correspond to cycles in the dual graph [6] . In the following by C u,v we will denote some minimum u, v-cut under the assumption that u ∈ C u,v . Moreover, for a u, v-cut C u,v we will denote its dual cycle as C * u,v and call it min-cut cycle. We note that when two cuts cross according to Definition 5 then their Jordan curves cross in any planar drawing of G. In other words, Definition 5 extends naturally to min-cut cycles.
Algorithm 6 For (F 1 , F 2 , P ) finds 1-odd cut C u,v such that uv ∈ δ(C) and uv ∈ E(F 1 ) ∪ E(F 2 ) ∪ E(P ). Let x ′ be the fraction matching as defined in Lemma 25 for σ. 4 
Compute minimum u, v-cut C u,v with respect to x ′ in G using Lemma 2.
10:
Add C u,v to C. 11: end for 12: Using Algorithm 7 uncross cuts in C. 13 : Convert C into a laminar tree using Corollary 11. ⊲ Observe that C is a Gomory-Hu tree for x ′ . 14: Find the minimum weight cut C of odd size in C.
Algorithm 7 Finds a non-crossing set of cuts C ′ that cuts the same edges as C.
Recourse Algorithm 7 on C 1 and C 2 to obtain non-crossing family of cuts. 3: Uncross C 1 with respect to C 2 using Algorithm 8.
Algorithm 8 Finds a set of cuts C ′ 1 that cuts the same edges as C 1 by does not cross
Find the inclusion-wise minimal cut C y,z ∈ C 2 that contains u using Lemma 9.
3:
Find the subset of inclusion-wise maximal cuts C ′ 2 ∈ C 2 that do not contain u using Lemma 9.
4:
For all the cuts C u,v , C y,z and cycles in C ′ 2 consider their dual min-cut cycles and denote them by C * u,v , C * y,z and C * 2 respectively.
5:
Shortcut C * u,v with C * y,z using Algorithm 9.
6:
for all cycles D * w,x ∈ C * 2 do ⊲ In parallel
7:
Shortcut C * u,v with D * w,x using Algorithm 9. Let C u,v be the set of faces enclosed by C * u,v .
10:
Add C u,v to C ′ 1 and remove C u,v . 11: end for Algorithm 9 Shortcuts a min-cut cycle C * u,v to a min-cut cycle C * u,v of the same length such that it does not cross C * y,z but still contains edge uv. 1: Starting from uv and going in both direction on C * u,v find the first vertices that belong to C * y,z such that they are incident to an edge of C * u,v that is not on the same side of C * y,z as u, denote them by a, b. 2: Let C * y,z [b, a] be the part of C * y,z between a and b that does not contain yz.
be the part of C * u,v between a and b that contains uv.
We will first prove the correctness of Algorithm 6 by proving the correctness of the internal procedures and then we will argue about the running time of this algorithm.
Lemma 32. The cycle C * u,v constructed in Algorithm 9:
• has the same weight as C * u,v , • does not cross C * y,z , • contains the edge uv.
Proof. Only the first point in the above requires and argument. The other two follow by construction of C * u,v . As for the first part we introduce the notation for the other parts of the cycles. Let C * y,z [a, b] be the part of C * y,z between a and b that contains yz, whereas let C * u,v [b, a] be the part of C * u,v between a and b that does not contains uv. We know that C * u,v was corresponding to a minimum u, v-cut, so length of C * u,v cannot be smaller as it is corresponds to an u, v cut by construction. Assume by contradiction that C * u,v is strictly longer than C * u,v . This means that
is shorter than C * y,z . This contradicts the fact that C * y,z was corresponding to minimum y, z-cut.
Lemma 33. The cut C u,v constructed in Algorithm 8:
• has the same weight as C u,v , • does not cross any cuts in C 2 ,
• contains the edge uv.
Proof. The first and last item follow directly by Lemma 32. What remains is to show that C u,v does not cross any of the cuts in C 2 . This, however, follows directly from the construction in the algorithm. Cut C u,v contains u, so we need to uncross it with all the cuts that contain u, and all cuts that do not contain u, i.e., all the cuts. However, by laminarity of C 2 if C u,v does not cross the inclusion-wise minimal cut that contains u, it does not cross any cut in C 2 . Similarly, it is enough to uncross C u,v only with all inclusion-wise maximal cuts that do not contain u.
Lemma 34. Given a family of minimum cuts Algorithm 7 computes a non-crossing set of minimum cuts C ′ , such that each edge of graph G cut by some cut C is cut but at least one cut in C ′ .
Proof. The shortcut procedure -Algorithm 9 assures that the new cut C ′ u,v in Algorithm 8 contains the edge uv for which we have constructed the cut C u,v . Hence, if an initial set of cuts cut some edge, so will do the final set of cuts.
As for laminarity of C ′ we observe the following. If two cuts from C 1 where not crossing then they cannot cross after shortcutting, because we shortcut using parts of C 2 which are guaranteed not to cross. Finally, observe that Algorithm 7 assures that the union of C 1 and C 2 is a non-crossing family of cuts. If C 1 does not contain cuts that cross cuts in C 2 then as well C 2 does not contain cuts that cross C 1 .
Lemma 35. Algorithm 7 can be implemented in NC.
Proof. First, we observe that the recursion depth in Algorithm 7 is O(log n) as each time the size of C decreases by a constant factor.
Let us now consider Algorithm 8. The first forall loop in line 0 can be executed independently on separate machines for each cut C u,v .
It might seem that the problematic case is the second forall loop in line 5. However, we recall that all the cuts C ′ 2 considered in C * 2 are non-crossing and inclusion-wise maximal. That is why each shortcut we actually compute needs to shortcut different part of the cycle. Hence, when cycles are represented as doubly linked list, each shortcut can be applied independently, as affected pointers to next and previous nodes will be different.
Uncrossing a Family of 1-Odd Cuts
Now we are ready to show a way how to uncross a family C of 1-odd cuts in such a way that each region of graph G that C divides indices will be present as interior of some 1-odd cut, where, by interior we mean vertices and edges contained in a 1-odd cut, but not its children.
Algorithm 10
Computes a non-crossing set C ′ of 1-odd cuts that cuts the same edges as C.
1: Split C into two sets C 1 and C 2 such that |C 1 |, |C 2 | ≥ 1 3 |C|. 2: Recourse Algorithm 10 on C 1 and C 2 to obtain non-crossing family of cuts. 3: Uncross C 1 with respect to C 2 using Algorithm 11.
Algorithm 11 Finds a set of cuts C ′ 1 that cuts the same edges as C 1 by does not cross C 2 . 1: C ′ 1 = ∅ 2: for all 1-odd cuts C ∈ C 1 do ⊲ In parallel 3:
Find the subset of inclusion-wise minimal cuts C i 2 ∈ C 2 that intersect C using Lemma 10.
5:
Find the subset of inclusion-wise maximal cuts C a 2 ∈ C 2 that intersect C using Lemma 10.
6:
if C ∩ D and C ∪ D are 1-odd cuts then 8:
else ⊲ C \ D and D \ C are 1-odd cuts 10: 
Uncross cuts in C ∈ C ′ C with respect to a cut in D by taking only one set out of C ∩ D and C ∪ D or C \ D and D \ C.
15:
end for 16:
In the above algorithm we use standard uncrossing technique for 1-odd cuts, e.g., see [4] .
Lemma 36. Algorithm 11 finds a set of cuts C ′ 1 that cuts the same edges as C 1 by does not cross C 2 .
Proof. The fact that C ′ 1 cuts the same edges as C 1 is impled by the construction, as for cuts C and D we either take C ∩ D, C ∪ D and D or C \ D, D \ C and D. Hence, these cuts do not intersect D. Moreover, we observe that in these two ceses, each of the three regions of the plane induces by C and D is present as interior in the constructed family. Finally, the second nested forall loop guarantees that the constructed cuts do not cross any of the cut in C i 2 ∪ C a 2 .
The next observation follows directly by the above lemma and the recursion implemented in Algorithm 10.
Corollary 37. Algorithm 10 computes a non-crossing set C ′ of 1-odd cuts that cuts the same edges as C.
Lemma 38. Algorithm 11 can be implemented in NC.
Proof. The outer forall loop can be executed independently in parallel on separate machines. Similarly the first out of the two nested forloops. As for the case of the second nested forloop it can be implemented by finding a region of a plane containing odd number of vertices that is induced by C and cuts in C i 2 and C a 2 .
Hence, we are ready to prove the following.
Lemma 39. Algorithm 10 can be implemented in NC. Moreover, |C ′ | ≤ |C| O(1) .
Proof. The depth of the recursion is bounded by O(log |C|) as the size of the set C decreases by a constant factor in each recursion level. After the recursion we call Algorithm 11 that potentially can increase the size of C 1 by a factor of 2. Hence, the final size of C ′ is bounded by |C| ·
2
O(log |C|) = |C| O(1) .
Running Time of the Algorithm 1
The following observation follows from the fact that Algorithm 2 recourses on a vertex separator of a tree T C .
Corollary 40. The size of the tree T C decreases by a constant factor in each direct recursion of Algorithm 2, so the number of recursive calls is bounded by O(log n).
Lemma 41. The number of edges m in the graph G decreases by a constant factor in each recursion to Algorithm 1.
Proof. By Corollary 27 either we have (i) and in such case we remove Ω(n) edges from the graph. Otherwise, (ii) in Corollary 27 holds, i.e., E B contains Ω(n) edges. By the construction, for each edge e ∈ E B we will have at least one 1-odd cut B e ∈ C that cuts this edge. Now, by Lemma 28 there exists an edge e 1 inside cut B e and an edge e 2 outside cut B e . Consider a plane embedding of G together with embedding of G * . For all 1-odd-cuts in C ∈ C drawn their dual cycles C * onto the plane. The cycles C * divide the plane into regions R. We observe that for each region R ∈ R it outside has to contain at least |E B | edges, because both edges from each pair e 1 and e 2 cannot belong to the same region.
Now consider the moment when we recourse using Algorithm 1 on G B in Algorithm 2 G B . Graph G B is obtaining by contracting parent cut P to a single vertex and by contracting all child cuts to single vertices. We observe that our uncrossing procedure -Algorithm 10 added all the cuts necessary to constrict G B to edges contained in some region R. As there are |E B | = Ω(n) edges outside M B , the number of edges in G B decreases by a constant factor.
Joining Corollary 40 and Lemma 41 we obtain the following.
Corollary 42. The depth of the recursion in Algorithm 1 is O(log 2 n).
