Abstract. In this paper we propose an age-structured malaria within-host model taking into account multi-strains interaction. We provide a global analysis of the model depending upon some threshold T 0 . When T 0 ≤ 1, then the disease free equilibrium is globally asymptotically stable and the parasites are cleared. On the contrary if T 0 > 1, the model exhibits the competition exclusion principle. Roughly speaking, only the strongest strain, according to a suitable order, survives while the other strains go to extinct. Under some additional parameter conditions we prove that the endemic equilibrium corresponding to the strongest strain is globally asymptotically stable.
of about 48 hours (for P. falciparum) the rupture of the parasitized red bood cells (pRBC) occurs releasing 8 to 32 free merozoites into the bloodstream ready to repeat the invasion scheme. The blood stage of the parasites is mainly responsible for the clinical symptoms of the infection. The rupture of pRBC causes clinical fever. Moreover P. falciparum infection is the most frequent acquired RBC disorders in the world ( see Buffet et al [3] and the references therein), that may also lead to severe symptoms such as anaemia or cerebral malaria.
In this paper we consider an age-structured intra-host model for P. falciparum infection with n different strains for the parasites. The age-structure will allow us to have a good description of the pRBC rupture and of the merozoites release phenomenon. These parameters play an important role to describe the strength of a strain and thus have important consequences on spread of the infection. The model we shall consider is an extension of the model proposed by Iggidr et al in [27] by taking into account a continuous age structure. It reads as w j (t, 0) = β j x(t)m j (t); j ∈ {1, 2, · · · , n}.
(1.1)
In (1.1), the RBC population is split into two classes, x(t) denotes the concentration of uRBC at time t, while w j (t, a) denotes the age-specific concentration of pRBC at time t and parasitized since a time a by a specific j-strain. Finally m j (t) denotes the concentration of free specific j-merozoites in the blood stream. We briefly sketch the interpretation of the parameters arising in (1.1). Parameters µ x , µ m,j respectively denotes the natural death rates for uRBC and for free specific j-merozoites. Function µ j (a) denotes the additional death rate of pRBC due to the j-parasites at age a and leading to the rupture. The rupture of pRBC at age a results in the release of an average number r j (a) of specific j-merozoites into the blood stream; so that pRBC infected by a specific j-strain then produce, at age a, j-merozoites with the rate r j (a)µ j (a). Together with this description, the quantity ∞ 0 r j (a)µ j (a)w j (t, a)da corresponds to the number of specific j-merozoites produced by pRBC at time t. Finally the parameter β j describes the contact rate between uRBC and free specific j-merozoites while Λ denotes the recruitment rate of uRBC from the bone marrow. In the literature the parameter δ j takes the values δ j = 0 when the loss of merozoites when they enter a RBC is ignored or takes the value δ j = 1 when this loss is not ignored. System (1.1) is supplemented together with initial data those properties will described below.
There has been numerous works on pathogen within-host dynamics describing P. falciparum infection. The pioneer work of Anderson et al [2] , focused on describing parasitaemia, has been further developed in several direction including in particular immune response and oscillations [14, 21-23, 31, 39] . We also refer to the survey paper of Molineaux and Dietz in [41] and the references therein. However all these works do not take into account an important characteristic of P. falciparum which is sequestration of merozoites within the pRBC and their ruptures. Such an issue has been considered using discrete age-structured systems of equations (see for instance [15] [16] [17] 38] ) with constant RBC population assumption. We finally refer to Iggidr et al. [27] for a mathematical study of a discrete age-structured model with varying RBC concentration. Note that in this latter work multi-strain competitive interaction is also considered and the authors derived the so-called competitive exclusion principle. In an other context, let us mention that the one-strain System (1.1) (namely with n = 1) has been rigorously and recently studied by Huang et al [24] in the context HIV infection model (and with δ = 0).
Here we will extend these results to (1.1) by proving that this problem exhibits the competitive exclusion principle. This work is organized as follows. In Section 2, we describe the main results that will be proved in this work. Section 3 is devoted to deriving preliminary results and remarks that will be used to study the long term behaviour of the problem. Section 4 is concerned with the proof of the first part of Theorem 2.2 below, that roughly speaking states that when some threshold (explicitly expressed using the parameters of the system) T 0 ≤ 1, then all the strains asymptotically die out and the parasites cannot survive. Finally Section 5 deals with the proof of the second part of Theorem 2.2, that roughly speaking say that when T 0 > 1 and under some additional assumptions on the different strains, then the competitive exclusion principle holds true, that is that only the strongest strain (using a suitable order) is asymptotically surviving.
Main results.
In this section we will state the main results of this work. In order to deal with system (1.1) we first provide a parameter reduction by introducing the following unknown functions y j (t, a) = w j (t, a)e a 0 µj (l)dl . Therefore, by introducing the vector valued functions y(t, a) = (y 1 (t, a), ..,
T as well as the matrices
supplemented together with initial data
and wherein we have set
In what follow we shall discuss the asymptotic behaviour of System (2.1)-(2.2) and we will make use the following assumption.
Assumption 2.1. We assume that, for each j ∈ {1, 2,
As mentioned in the introduction we shall focus on the competitive exclusion principle generated by (2.1). Roughly speaking, to achieve such a goal we will provide an order to separate the different strains of the parasite. Hence let us introduce, for each strain, the quantity T i 0 defined by As it will be seen below (see Theorem 2.2) the situation when T 0 ≤ 1 is rather simple because the infection asymptotically dies out. When T 0 > 1 the situation is much more involved. We expect that System (2.1)-(2.2) exhibits the competition exclusion principle, that, roughly speaking, say that in presence of multiple strains only the strongest can asymptotically survive. The parameters T i 0 i=1,..,n (see (2. 3)) will be used to quantify the strength of the different strain-specific infection. We will now introduce some definitions. Let us first of all define the set of strains that can potentially survive S defined by
On the set of index {1, .., n} we define an order relation by
We would like to emphasize that when parameter δ j are non-zero, the set of threshold
is different from the set of the different strain specific basic reproduction numbers. Indeed the strain i−specific basic reproduction number reads as (see Appendix A for the computation):
Hence, when δ = 0, the above described order may be different from the one induced by the strain specific basic reproduction numbers. We also denote by max the maximum operator associated to the order . Note that in general the operator max is multi-valued and is defined by
., n} := N n is said to be strictly ordered if there exists a permutation σ of {1, .., p} such that i σ (1) .. i σ(p) . Let us notice that on a strictly ordered set, the operator max becomes a single-valued map. Let us also mention that for biological reason, since we aim to deal with competitive exclusion principle for our multi-strain model, it is relevant to assume that the different strain is distinguishable. Hence we shall assume in most parts of this work that, the species that can potentially survive are distinguishable, that is re-formulated by assuming the set {i ∈ N n : T i 0 > 1} is strictly ordered.
Before stating our main result let us introduce further notations that correspond to the stationary states of (2.1) (see Proposition 3.4): x f = Λ µx and for each k ∈ S (when S = ∅) :
wherein δ i,j denotes the usual Kronecker symbol. For technical reason in relation to some computations we shall assume some relation between the parameters. The set S (when S = ∅) satisfies condition (Q) if
(2.8)
Let us first notice that the above condition is always satisfied when δ i = 0. When δ i > 0 then the above parameter condition can re-written in term of a limitation of the strain specific basic reproduction numbers (see (2.6)). Indeed, if one sets γ i = δiβix f µmi then condition (Q) re-writes as
Using the above notations the main result of this work reads as 
wherein the above convergence holds for the topology of 
. The first part of this result applies in particular when S = ∅, namely T 0 ≤ 1. In that case all the strains asymptotically die out and the parasites cannot persist. Let us notice that the condition T 0 ≤ 1 can be re-written in term of basic reproduction We now provided some numerical simulations to illustrate the dynamics of System (1.1) in the case of two strains interactions (n = 2) and using the parameter set described in Table 2 .1. They highlight the principle of competitive exclusion. According to [7] Using contact rate β 1 = β 2 = 0.02/24, Fig. 1 (left) represents the super-imposition of the time evolution of two strains alone, that is without interaction while Fig.1 (right) corresponds to the time evolution of competitive interactions between the two strains. Since the sequestration period for strain 1 is smaller then strain 1 becomes the strongest and it competitively suppresses strain 2. Let us also notice that the shape of these curves are qualitatively close to the experimental situations recently obtained by Wacker et al in [51] . Let us finally emphasis that using the parameter set described in Table 2 .1 and 2.2, the weakest strain, namely strain 2, is quickly suppressed after 20 days. This duration plays an important role on the transmission of gametocytes to mosquitoes. Note that such a conclusion has been reached without taking into account the interactions of the different strains during the liver stage of the disease. This could have an influence on the time needed to suppress the weakest strain during the blood stage and thus on the spread of the different strains. This will be studied in a forthcoming work. On the left hand-side super-imposed time evolution of the density of merozoites for strain 1 and 2 alone; on the right hand-side competitive suppression of strain 2 when the two strains are mixed. Parameter set for (1.1) is described in Table  2 .1 while initial distributions are given in Table 2 [1, 4, 22, 38] 3. Preliminaries. The aim of this section is to derive preliminary remarks on (2.1)-(2.2). These results include the existence of the unique maximal semiflow bounded dissipative associated to this system. The second part of this section relies on technical material that will be used to prove our stability results.
Existence of semiflow and basic properties.
In this section we shall deal with (2.1)-(2.2) using an integrated semigroup approach. This approach has been introduced by Thieme in [46] in the context of age-structured equations. We also refer to [12, 29, 33, 35, 36] and [47, 49] (see also the references cited therein).
Let us introduce the Banach space
Next consider the Banach space X and its positive cone X + defined by
endowed with the usual product norm. Let A : D(A) ⊂ X → X be the linear operator defined by
Note that the domain of operator A is not dense in X because of the identity
Finally let us introduce the nonlinear map F :
By identifying u(t) together with (x(t), m(t), 0 R n , y(t, .)) T and by setting u 0 = (x 0 , m 0 , 0 R n , y 0 (.)) T , one obtains that System (2.1)-(2.2) re-writes as the following non-densely defined Cauchy problem:
We first derive that the above abstract Cauchy problem generates a unique globally defined and positive semiflow. We set X 0 = D(A) and X 0+ = X 0 ∩ X + and the precise result is the following: Theorem 3.1. Let Assumption 2.1 be satisfied. Then there exists a unique strongly continuous semiflow {U (t) :
Furthermore {U (t)} t≥0 satisfies the following properties:
T , then the following Voletrra integral formulation holds true
coupled with the x(t) and m(t) equations of (2.1). (ii) For each u 0 ∈ X 0+ one has for all t ≥ 0:
wherein we have set µ
(iii) The semiflow {U (t)} t≥0 is bounded dissipative and asymptotically smooth. Proof. The proof of this result is rather standard. Indeed it is easy to check that operator A satisfies the Hille-Yosida property. Then standard methodologies apply to provide the existence and uniqueness of mild solution for System (2.1)-(2.2). (see for instance [33, 35, 36, 47, 49] ).
Next the Voletrra integral formulation is also standard in the context of agestructured equation and we refer to [26, 53] and the references cited therein for more details.
Estimates stated in (ii) directly follow from the system of equations. Let us assume for a moment that y 0 ∈ W 1,1 (0, ∞; R n ) then adding-up the x-equation together with the y i −equations yields
from where one deduces the first estimate of (ii) when y 0 is smooth enough. Then a usual density argument coupled with the continuity of the semiflow with respect to the initial data yields to the conclusion for y 0 ∈ L 1 (0, ∞; R n + ). Then the second estimate directly follows from the first one applied to the m i −equations.
It remains to prove (iii) and let us notice that the bounded dissipativity of the semiflow {U (t)} t≥0 is a direct consequence of (ii). To prove the asymptotically smoothness, let B be a forward invariant bounded subset of X 0+ . According to the results in [43] it is sufficient to show that the semiflow is asymptotically compact on B.
Let us consider a sequence of solutions
that is equibounded in X 0+ and let consider a sequence {t p } p≥0 such that t p → +∞. Let us show that the sequence {u p (t p )} p≥0 is relatively compact in X 0+ . To do so, we consider the sequence of map {w p (t) = u p (t + t p )} p≥0 . Since x p and m p are uniformly bounded in the Lipschitz norm, Arzela-Ascoli theorem implies that, possibly along a sub-sequence, one may assume that x p (t + t p ) → x and m p (t + t p ) → m(t) locally uniformly for t ∈ R. It remains to deal with the sequence {y p (t p , .)} p≥0 . Let us denote by y p (t, .) = y p (t + t p , .). Using the Volterra integral formulation one gets For each i ∈ N n we also consider
Then the following lemma holds true 
Proof. To prove the above result, let i ∈ N n be given. Let u 0 := (x 0 ; m 0 ; 0 R n ; y 0 ) ∈ M i 0 be given and let us denote for each t ≥ 0, U (t)u 0 := (x(t); m(t); 0 R n , y(t, .)) T the orbit passing through u 0 . Let us set
This complete the fact that
Using the Volterra formulation we easily find that m i (t) = 0 for all t ≥ 0 and
This ends the proof of the lemma. Then coupling Theorem 3.1 together with the results of Hale [18, 19] , Hale et al. [20] , one obtains the following proposition: Proposition 3.3. Let J ⊂ N n be given. There exists a non-empty compact set 
is an equilibrium of U and it is the only one when S = ∅. (ii) When S = ∅ the semiflow U has exactly card S endemic stationary states defined for each k ∈ S by
wherein the above quantities are defined in (2.7). The proof of this result follows from straightforward algebra. The details are left to the reader.
Technical materials.
In this subsection we establish some properties of the entire solutions of System (2.1). These properties will be useful later to derive the asymptotic behaviour of (2.1) especially when S = ∅.
Our first result is concerned with spectral properties of the linearized semiflow
for some given subset J ⊂ N n at an given stationary point u
0+ be a given stationary state of the semiflow U J . The associated linearized equation at the point u * reads as
where A J is the linear operator defined in (3.
is the bounded linear operator defined by:
consists in point spectrum and one has
while for each i ∈ N n and each x ∈ R, function χ i (., x) : Ω → C is defined by
Proof. Let J ⊂ N n be given. Let us denote by A 0J the part of A J in X J 0 . Then it is the infinitesimal generator of a C 0 −semigroup on X J 0 denoted by {T A0J (t)} t≥0 . Next it is easy to check that the essential growth rate of this semigroup satisfies ω 0,ess (A 0J ) ≤ −µ x . Then since operator B u * is compact, the results in [11, 49] apply and provided that the essential growth rate of T (AJ +B u * ) 0 (t) t≥0 , the C 0 −semigroup generated by the part of (
Applying the result in [36] (see also [13] and [54] ), the latter inequality ensures that Ω ∩ σ (A J + B u * ) is only composed of point spectrum of (A J + B u * ).
It remains to derive the characteristic equation. However this part is also standard and we refer for instance to [5, 32, 37] .
Our next result relies on properties of the entire solutions of System (2.1) 
Furthermore the following properties holds true: (i) If there exist i ∈ N n and t
0 ∈ R such that u(t 0 ) ∈ M i 0 then m i (t) > 0
, ∀t ∈ R and y i (t, a) > 0 for any (t, a) ∈ R × [0, ∞). (ii) Assume that S = ∅ and assume there exist i ∈ S and t
wherein we have set m − i (t) = inf s≤t m i (s). Proof. Let us first notice that since u is an entire solution then
This expression directly follows from the Volterra integral formulation in Theorem 3.1.
From the estimates provided in Theorem 3.1 and the x-equation there exists some constant C > 0 such that for each s ∈ R and t ≥ 0 one has
This implies that inf t∈R x(t) > 0 and complete the proof of (3.7). We now turn to the proof of (i). Let us argue by contradiction by assuming that there exists t 1 ∈ R such that m i (t 1 ) = 0. Then from the m i −equation we deduce that m i (t) = 0 for all t ≤ t 1 . Next we infer from (3.8) that 
Using this computation we will obtain a contradiction by assuming that u(t) → u * j as t → ∞ for some j i. 
the same arguments apply. This completes the proof of (ii). Finally note that (iii) directly follows from (3.7) and (3.8) . This ends the proof of Lemma 3.6.
Our next lemma is a computation result will be used in the sequel to perform Lyapunov arguments. 
Then; (i) For each t ∈ R one has
wherein we have set W i0 (t) = V x (t) + V yi 0 (t) + V mi 0 (t) and
and
is of the class C 1 on R and we havė
with
Proof. (i) Let us first remark that (3.13) follows from the estimate provided by Lemma 3.6 (iii) as well as (3.12
(ii) Next note that function t → V i0 [u](t) is also well defined for each t ∈ R because of (3.7), Lemma 3.6 (i) and finally because of f j ∈ L ∞ (0, ∞) (see Definition (3.16)). It now remains to compute the derivation of t → V i0 [u](t) (that is obviously of the class C 1 on R since u is an entire solution). Firstly one haṡ
Secondly using the y i0 −equation and integration by parts, simple algebra leads tȯ
Moreover we infer from the definition of α i0 (see (3.16) )
Next one can also check thaṫ
(3.20)
Using the fact that
we infer from (3.18)-(3.20) thaṫ
Since EE i0 is an equilibrium of system (2.1) one getṡ
This ends the proof of the lemma.
Proof of Theorem 2.2 (i).
The aim of this section is to prove the first part of Theorem 2.2. By using all the above introduced definitions and notations, this result can be reformulated as follows:
Proposition 4.1. Let Assumption 2.1 be satisfied. Then the following holds true:
for each x ∈ X S 0+ and where U S denotes the restriction semiflow U at X S 0+ . Remember that if S = ∅, namely T 0 ≤ 1 then X S 0+ = X 0+ and U S ≡ U . This remark means that when T 0 ≤ 1 then the disease free equilibrium is globally attractive.
The proof of this result relies on the construction of a suitable Lyapunov functional on the entire solution of U S .
Proof. Let us consider A S ⊂ X S 0+ the global compact attractor of U S provided by Proposition 3.3. Let x ∈ A S be given and let {u(t)} t∈R ⊂ A S be an entire solution of U S such that u(0) = x. Recalling that from Lemma 3.6 (iii), inf t∈R x(t) > 0, one may consider the functional V defined for each entire solutions by
where the positives constants d j and the functions f j are defined respectively by (3.15) and (3.16) while function h is given in (3.11). Next using System (2.1) we obtain
Integrating by part the last integral of the previous equality, using the y j −boundary condition of (2.1) together with
Hence we infer from the definition of S that t → V [u](t) is decreasing along the entire solutions of U S . To conclude our proof let {t n } n≥0 be an increasing sequence tending to −∞ as n → ∞ and consider the sequence of map u n (t) = u(t + t n ). Note that one has
Up to a subsequence one may assume that u n (t) → u(t) as n → ∞ locally uniformly for t ∈ R where { u(t)} t∈R ⊂ A S is an entire solution of U S . Since V is decreasing, one obtains that
This completes the proof of Proposition 4.1.
Proof of Theorem 2.2 (ii)
. The aim of this section is to prove Theorem 2.2 (ii). For this reason, we will assume throughout this section that S = ∅. The proof of this result will follow an induction argument. To be more specific we will study the behaviour of the semiflow U S\J for each subset J ⊂ S using card J ∈ {1, .., card S} as the induction parameter.
The precise result we will prove in the following: 
(ii) If J (x) = ∅ we set i = max J (x) and one has
Let us first notice that point (i) in the above theorem is a direct consequence of Theorem 2.2 (i) (see Proposition 4.1). As a consequence, it is sufficient to prove (ii) and let us notice that Theorem 2.2 (ii) corresponds to Theorem 5.1 with J = S. As mentioned above, the proof of this result relies on an induction argument on card J. In the sequel we shall investigate the case where card J = 1 and we will then show how such a property is inherited. and let us denote by V (t) := U S\{i} (t) t≥0 . We also consider the sets
Before constructing a suitable Lyapunov function to study the asymptotic behaviour of V (t)x for some x ∈ N 0 let us first collect in the following lemma some properties of the semiflow {V (t)} t≥0 :
Lemma 5. 
Proof. Note that (i) directly follows from Theorem 3.1 (ii), (iii) and Lemma 3.2 while (ii) directly follows from Theorem 5.1 (i). It remains to prove (iii). To do so we will apply Theorem 4.2 in [20] . Let us first notice that u * 0 is an unstable stationary state with respect to the semiflow V . Indeed as an application of Lemma 3. 
da. 
Recalling condition (Q) one obtains that Θ
Let us first notice that to prove Theorem 5.1 (ii) for J, it is sufficient to show that
with J = J \ {i}. Since J ⊂ S and card J < card J then V (t)x = U S\J (t)x and the asymptotic behaviour follows from the induction hypothesis.
The proof of this section is rather similar to the one provided in the preceding section. The only difference relies on the proof of the uniform persistence of the semiflow V with respect to the pair (N 0 , ∂N 0 ) because of the dynamics of the semiflow on the boundary ∂N 0 . Hence to complete the proof of Theorem 5.1 (ii) for J we will only prove the following lemma. The details are left to the reader. 
Here for each x ∈ Y 0+ , ω(x) denotes the omega-limit set of the point x with respect to the semiflow V . The application of Theorem 4.2 in [20] relies on some properties of the set A ∂ defined by
Let us first claim:
Claim 5.5. For each j ∈ J ∪ {0} the stationary point u * j is unstable with respect to the semiflow V .
Proof. [Proof of Claim 5.5] The proof of the above claim relies on Lemma 3.5. Let us notice that for each j ∈ J ∪ {0}, function χ i (., u * j (see (3.6)) satisfies Appendix A. Basic reproduction rate of system (1.1). Here we follow the methodology of Diekmann and Heesterbeek [8, 9] and Inaba [25] (see also the references cited therein). Let b j (t) be the density of newly produced j− merozoites at time t. Then from (1.1) one has b j (t) = ∞ 0 r(a)µ j (a)w j (t, a)da.
Since w j is given by the resolution of the linearized system (1.1) at the disease free equilibrium, the Volterra formulation of the transport equation yields 
