. Improvement of image matching by using subspace clustering: the first line shows normal matching where the query (first left image) is matched with the 209 th (last image) returned database image. After our method, at the second line, query image (first left image) is recognized as the 2 nd (third image) returned database image.
I. INTRODUCTION
This work is concerned with the improvement of visual local features in large databases by using unsupervised learning to remove low-quality samples. More specifically, we use subspace clustering techniques to separate discriminating local features from non-discriminating ones in the applicative context of visual recognition in urban databases [1] .
Visual recognition is an important task in computer vision and artificial intelligence, which aims at the automatic identification of objects and scenes [2] . This has been an active area of research for the last few decades, with many important breakthroughs, notably the development of discriminant local features [3] and the availability of a powerful theory of statistical learning [4] with practical algorithms to perform classification tasks [5] .
However, plenty of challenges remain, many of which related to the ability of the visual feature extractors to provide relevant information to the retrieval and classification engines. Valle [6] and Picard [7] identify the presence of many low discriminating local features as one of the main difficulties for highly accurate recognition of urban scenes. They perform an experiment to match images which are stored in a urban scene database of Paris. Both database and query images are described using Scale-Invariant Feature Transform (SIFT) [8] .
Then, data set points nearby query points are found using the Multicurves [9] index and the matching of images is made by: a) a database image containing the greatest number of points which are the nearest from a query image is suggested as its most similar image. The subsequent images are arranged in decreasing order of the number of correspondent points and they are suggested as options for the correct match; and b) the previous matches are filtered by their geometric consistency, which is obtained with the RANSAC algorithm [10] , and similar resulting images are ranked as it was seen at the item a). The advantages of the method are its robustness regarding techniques that use global descriptors, because there are many local descriptors, and its efficiency, since individual descriptor matching is performed independently, rather than pairwise image comparison. On the other hand, the multiplicity of descriptors penalizes the performance and matches made incorrectly might cause troubles [6] .
A. Related work
The use of the Bag-of-Visual-Features (BoVF) [11] is another way to match or classify images and videos where each image is represented through the occurrence of its visual words. A multilevel BoVF, named Spatial Pyramid [12] , has been used in order to reach better results in classification tasks. Its idea is to represent an image by a vector which includes computed histograms of its features over hierarchical divisions of such image. Then, by using Spatial Pooling, a training set is created and submitted to a supervised learning technique and used to classify a set of test images.
In [13] , boosting in recognition of human actions is measured by incorporating knowledge about actor localization in the BoVF representation. In addition, they used randomly chosen points as centroids to the codebook instead of applying a clustering algorithm. By using this strategy, the cost is smaller than employing clustering techniques. The choice of how many random points shall be used as centroids is approached experimentally.
Selection of features is proposed in [14] as an additional step for BoVF in order to save memory. Useful features are detected by comparing each database image against the full feature set and applying geometric constraints as well as the concept of image adjacency.
An image representation for natural scenes using local semantic description is proposed in [15] . The main idea behind that work is to perform a semantic modeling in order to classify local image regions into semantic concepts such as water, sky, rocks and foliage. They achieve the best classification of image regions using SVM and nine concept classes.
Contributions: The goal of our work is to show that subspace clustering algorithms can be used to improve classification and recognition tasks, mainly those which are concerned with very large databases.
As practical application, we will explore the results obtained in [6] and [7] . Their authors claim that the presence of trees and shadows on the images causes mismatches between query and database images. Therefore, subspace clustering algorithms are employed as an attempt to separate points that are responsible for mismatches from the ones that are not. Then, a different urban data set is used in order to confirm the results.
In Section 2, two subspace clustering algorithms are discussed and evaluated. The experiments concerning the image matcher and its behavior after the data clustering are presented in Section 3. Work remarks, drawbacks and future work are posed in Section 4.
II. SUBSPACE CLUSTERING ALGORITHMS
Clustering algorithms aim to group data according to a similarity measure function. Depending on the similarity function and the nature of the data, group formation can vary substantially. Nevertheless, traditional clustering algorithms, such as k-means, are not suitable to deal with high dimensional data. In that case, we can adopt subspace clustering algorithms, which analyze the similarity among data points at sets of specific dimensions rather than all possible ones. Those analyzed dimension sets, in turn, conceive subspaces.
Parsons, in [16] , establishes a comprehensive study of subspace clustering algorithms and the Fast and Intelligent Subspace Clustering Algorithm using Dimension Voting (FINDIT) [17] is indicated as the most appropriated for large multidimensional sets. Besides, FINDIT algorithm reaches the best performance, it is a method that uses a voting scheme and it is able to explicitly define what are the key dimensions of each cluster found. Therefore, this algorithm was the first choice to be tested in this work.
The second algorithm analyzed here was proposed in [18] and employs fuzzy techniques to separate data in clusters. It is named Mean-Shift for Subspace Clustering (MSSC) and it works selecting random data points as estimated cluster centroids, which are iteratively refined until convergence.
In the following sections, both algorithms are detailed and compared through the use of a synthetic database which was generated according to [19] and parametrized in agreement with the tests made in [17] . More details about that synthetic database generation are given in Section III.
A. FINDIT
The FINDIT algorithm [17] promises to be fast and accurate for the discovery of clusters and their dimensions.
In order to achieve this performance, there are eight steps that FINDIT performs from the initial analysis of data to the final assignment of each database point to its cluster. It receives as initial parameters C minsize , which is the minimum size of each cluster, and D mindist , the maximum distance between two clusters that implies in their merging. These steps are: 1) Sampling -data points are sampled in two sets for the initial discovery of clusters: a sample set (S) and a medoid set (M ). Through the use of the Chernoff bounds, it is granted that such samples are representative. Hence, this algorithm is able to perform clustering just using a sample from original database which means memory and execution time saving.
2) Dimension Voting -here, we need to select the key dimensions for each medoid. Therefore, to each medoid in M , the V nearest neighbors are sought in S. Those V neighbors are voters to determine the key dimensions and the distance among the points in V and every medoid is evaluated by:
where p(d) is the dth-dimensional value of a point p, |D| is the number of data dimensions and is the greatest distance accepted between each medoid and a point for a dimension d. 3) Member Assignment -every sampled point is assigned to a medoid by observing its key dimensions evaluated in the previous step. 4) Medoid Clustering -medoids or a set of medoids are merged if they have, at most, D mindist dimensions where their distance is higher than . 5) Medoid Cluster Tuning -the new key dimensions for medoid clusters are found. 6) Refinement -those clusters having few members are removed. 7) Evaluation -the quality of clusters is evaluated through the soundness criteria which means the summation of the key dimensions by the number of members of each cluster product. Steps two to seven are repeated with the variation of , so the best soundness is chosen and its clusters are used to the final assignment of data. variation is calculated taking in account data value range. 8) Data Assignment -every database point is assigned to a cluster in the set with the best soundness, observing key dimensions in order to perform that association. An important remark of this algorithm is the selective use of the data that makes it suitable for a set with many points. The FINDIT algorithm was programmed in C and compared with the MSSC. Results of the test are shown at the beginning of Section III.
B. MSSC
The MSSC algorithm is an extension of the MaximumEntropy Clustering (MEC) algorithm which is based on the physical concept of free energy in the course of an annealing process. Therefore, MEC aims to minimize the free energy during clustering and that is assimilated into the MSSC [18] , in which the free energy is given by [18] :
where β is the Lagrange multiplier and is related to the quantity of clusters that are found after clustering process. That means, if β is zero, exactly one cluster will be found. As higher is the value of β, it is more likely that the number of clusters found is near to the real division of data.
Besides the β parameter, another asked parameter is α which is the fuzzy controller of the dimensional weights. In a different way, α has as range (1, ∞) and it is responsible to isolate the subspace cluster dimensions during the algorithm iterations (it is used in Steps 2 and 4 below). Also, there is the k parameter which defines the maximum number of clusters to be found.
The operation of this algorithm can be summarized in few steps:
1) Initially, k points from the database are chosen randomly and are stored in a Z k×dimensions matrix to be considered as the initial centroids; a W k×dimensions matrix is created to keep the weights for each centroid dimension. This last matrix is initialized with (1/quantity of dimensions) for all cells. 2) A fuzzy matrix U k×N is calculated by using Z and W , and it stores for every data set point its proximity likelihood to each centroid.
3) The Z matrix is updated using U and stored in Z . 4) The W matrix is updated using U and Z . 5) Steps two to four are repeated until |Z − Z | ≤ , where can be, for instance, 10 −5 . If iteration continues, Z receives Z values. 6) Matrix Z is searched in order to find identical centroids, if any exists, and the quantity of clusters can be encountered. 7) Every point of the database is assigned to a found centroid. Basically, the main concern about the MSSC algorithm is its execution time cost. Cost is high because this algorithm loads all data on the primary memory and the update of the matrices is very costly. Also, this algorithm was implemented using C language.
III. EXPERIMENTS
The experiments were based on the image search algorithm provided in [6] and [7] which aims to search for an image, taken by a mobile phone, in a urban scene database. Roughly speaking, the algorithm uses feature vectors extracted by the SIFT algorithm [8] :
1) Initially, it searches for interest points of the database, that are the nearest neighbors to the query points, using the Multicurves [9] index. 2) A simple image matching is realized, just counting the quantity of a database image interest points that are related to the points of each query image. 3) Database images are sorted by descending order in accord to the previous item counting, i.e., the database image containing the greatest amount of points similar to a specific image query is placed in the first similarity rank for that query and so on. Hence, every query image has assigned to it a list containing similar database images sorted from the most similar, lower rank, to the less similar, higher rank. Such matching method is referred in [6] as Brute Vote. 
4)
Step two is repeated using the RANSAC algorithm to inspect the geometric consistency among points. 5) Again, a ranked list for each query image containing the correspondent database images in ascending order of similarity is generated. This matching method is referred in [6] as RANSAC.
Two databases were analyzed in [6] and [7] , although only the database with the worst reported results is employed in this work. This database contains 300 images and an amount of 3,476,087 feature vectors. In order to test the matching algorithm, a set of ten query images described by 101,480 feature vectors is used. Matching results contain a rank for each query, which expresses where is the first correct returned image to that query, when ground-truth is observed. Note that we aim, as individual rank for each query matching, a value near from one, i.e., the first correct image is on the beginning of the query similarity list. For that database and queries, the average rank of matching was 98.8 using Brute Vote and 34.4 using RANSAC ( [6] , [7] ). However, the values to be achieved and enhanced were defined by the best results reached in our experiments, which can be viewed in Table I . A rank zero valued indicates that there is no corresponding answer to a specific image, as it happens for Image Query 9. In that case, the average rank is evaluated discarding this input.
Following, the FINDIT and MSSC algorithms are compared before their use with image matcher and we can see that both algorithms have similar behaviors when they are evaluated using a synthetic database.
A. FINDIT versus MSSC
In order to evaluate the two previous algorithms, a synthetic database is used. It is generated employing the established criteria found in [19] and the parameters defined in [17] . We obeyed several criteria found in literature to create synthetic database, among them: a) it has 100,000 points that are 20-dimensional and split in 5 clusters; b) data is generated with no outliers; c) minimum cluster size is set as 5,000 points and the number of points assigned to each cluster follows an exponential distribution, with a mean of 1; d) the number of average correlated dimensions is 7 (which follows a Poisson distribution); and e) range for distribution of points in clusters was [2, 4] (which follows a Normal distribution). The final distribution of data is shown in Table II . For the FINDIT algorithm, the parameters C minsize = 5000, D mindist = 0, ξ = 30 and the quantity of voters as 20 were used. Clusters found can be viewed in Figure 2a and the misclassification matrix in Figure 2c .
In Figures 2a and 2c , it is possible to perceive that FINDIT algorithm classifies some points as outliers and we can find an error in the classification of 1.852% for cluster 1, 0.005% for cluster 2 and 0.001% for cluster 4.
MSSC, in turn, does not detect outliers and its performance can be accomplished through Figure 2b , which presents the clusters encountered, and its mismatch matrix, in Figure 2d . The parameters used were α = 4.1, β = 43.9364 and k = 10.
The error in the MSSC classification is negligible, i.e., it is less than 0.001% in clusters 1 and 4. However, its execution time, for a database containing millions of points is degraded rapidly. In that case, the FINDIT algorithm is indicated to be used. Another remark of both is the correct identification of cluster dimensions.
In the next subsection, subspace clustering algorithms are incorporated to the match algorithm used in [6] and [7] . After, the gain with the use of clustering is analyzed in the results.
B. Subspace Clustering before Matching Task
The basic goal of this work is to investigate the benefits of subspace clustering on recognition tasks, which is done by trying to enhance the rank obtained from the original articles, given by the first relevant image retrieved (averaged over the query set). Therefore, one wants to achieve lower ranks to the matches, as it was explained before, and subspace clustering algorithms are used on database in an attempting to clean it.
The MSSC is used with the parameters α = 3.1, β = 188.2861 and k = 25. An amount of 24 clusters were found and they were submitted to the search algorithm, where the average quantity of members in clusters was 144,836 points. After each cluster found had been submitted to the algorithm, the best result was achieved for the cluster 23, which has 37,129 points, i.e., 1.06% of original points (Table III) .
The original database was also clustered by the FINDIT algorithm and the quantity of clusters found for specific parameter variations was higher than 200. For C minsize = 5000 and D mindist = 26, which impose that each cluster has at least 5,000 points and we can ignore up to 26 dimensions when evaluating point distances, three clusters and 14.48% of outliers were found. However, the search results were not improved to any cluster, what can be explained for the D mindist value, i.e., if one permits 26 dimensions to be ignored for the distance evaluation, it is likely to happen the mixture of descriptors from interest regions with those regions that cause the confusion of the matching. Another attempt using C minsize = 1000 and D mindist = 13 was done. At this time, 256 clusters and 52.71% of outliers were found. The matching result was analyzed for every cluster and the best result was evaluated for the cluster 232, which has 6,214 points, i.e., 0.18% of original database (Table  IV) .
By inspecting the results, we can see that it is possible to find at least one cluster that may ameliorate the rank, both in MSSC and FINDIT clusters. Unfortunately, it is not achieved a rank lower than 10.0, what can be explained if the points that cause the mismatches are not easily separable. In other words, it seems that tree and shadow points absolutely confuse the matching task, but they are not the only ones. In order to investigate this hypothesis, the query vectors were clustered by the MSSC. The cluster 0 was used to match the whole database and returned good results (Table  V) . As in the query images there are neither trees nor complex shadows we can infer the existence of other points which cause mismatches.
In Tables III and IV, we can see significant improvement of the rank using MSSC and FINDIT on the original database.
In the course of this work, some researches that have employed dimensionality reduction as preprocessing step to perform the matching task were seen in the literature. One of them was The Locality Preserving Projections (LPP) [20] algorithm which has as advantage the neighborhood preservation. Hence, it was applied to the database, before its clustering, as we can see in the next subsection.
C. Dimensionality Reduction
As an additional attempt to the discovery of points which may contribute to the enhancement of the image matching, it was sampled 10% of the original database and applied the LPP algorithm to it. After that, the MSSC was employed and two clusters were found, used to train the Support Vector Machine (SVM) classifier and the resulting model was employed to classify the entire database.
However, as the results were not good, a detailed study of SIFT descriptor [8] was done and showed that scale difference among query and database images might difficult the matching task. Hence original query images were resized and the experiments were repeated for the original database and the cleaned database after SVM classification.
In Table VI , we can verify the influence of object sizes for the image matching.
Despite of the rank improvement encountered in the results after dimensionality reduction (Table VI) we can notice an undesirable effect: the presence of query images which were not classified, i.e., their rank is denoted as zero. Thus, we will compare the improvement achieved in the previous results with those obtained through the employment of a novel database, however the dimensionality reduction will not be used.
D. Another Urban Scene Database
A new database was gathered in Ouro Preto 1 , a Brazilian historical city.
For the new database 618 images were employed and, in order to generate the query image set, 38 images were captured by a different device. After described by SIFT [8] , those sets presented 1,839,545 and 747,250 feature vectors, respectively. The latter set was divided in three groups of queries and those four image group were matched against complete database and every cluster found. Results were compared and we have verified that clustering indeed improves image matching. It is noteworthy that the ground-truth for the complete query set makes reference to 83 database images, i.e., 13.43% of the original data set and each subset of the original query refers respectively to 74, 52 and 83 database image.
In Table VII , we can see the original classification of all the 38 query images where four of them were not classified.
After applying FINDIT subspace clustering algorithm to this database and matching each cluster found against image queries, the best improvement for 150 clusters was given by the 37 th cluster, as we can see in Table VIII . Finally, we got some cues about the clusters which improve the image matching by analyzing this second set of experiments. For the clusters found by FINDIT we observed the presence of a great number of key dimensions and members around 3,000. We must remember that key dimensions are those dimensions which characterize the relationship between each point and its cluster, introduced by the FINDIT algorithm [17] .
Again, we clustered the database by the MSSC algorithm in order to compare its results with those generated by FINDIT. Since we have incorporated the key dimensions concept to MSSC, we can observe that the cluster which presented the best improvement to the matches contains a lower number of key dimensions (about two or three), differently of FINDIT. However, the quantity of members continues around 3,000. Hence, an improvement of 26.72% was achieved with the use of cluster 26 (Table VIII) .
After, Table VII was divided in three distinct queries in order to evaluate clusters behavior. The first one, containing 12 images, had all images ranked by the classifier. The last two query sets contain 13 images and they present three and two misclassified images, respectively. For all query subdivision, we achieved significantly improvement of matching.
For the first group, using FINDIT clusters, the cluster 88 improved in 61.52% the average rank. In respect to the other two groups we experienced an interesting effect. Other than the enhancement in the average rank for both groups, we observed that the clustering solved the problem of non-encountered images, i.e., those images ranked previously as zero were correctly matched in the cluster. An improvement of 60.85% was obtained for the second subset when it was used cluster 73 to match images. For the third group, cluster 37 was responsible for 25.24% of gain in image matching. Again, we used clusters generated by MSSC algorithm in order to compare its results with those generated by FINDIT. For the first query set which has 12 images, a gain higher than that obtained by FINDIT was observed. However, for the other two query subsets, results of MSSC were inferior, if compared with FINDIT clusters. Results can be viewed in Table IX. As can be seen in Figure 1 , the presented method improves the image matching task by classifying individual image in a more precise way and using just a small sample of the original data.
IV. DISCUSSION
We can observe that, in both tested databases, the employment of subspace clustering algorithms cause a significantly improvement of average rank, if compared with the results obtained without clustering. For the Paris database we expe- rienced the amelioration on the matching task with rates up to 40.00%. Regarding the second data set, we reached about 62.00% of enhancement on query subsets and about 32.00% on the complete query. However, it is not clear which features collaborate to the correct match and which ones do not. While in the first database we have the occurrence of shadows and trees as obstacles to a good image matching, on the Ouro Preto data set the confusion may be caused by the architectonic style which is the same for the various buildings present on the images. The best results were reached through exhaustive inspection of clusters and those results should reinforce that the task is indeed a challenging one. Although we did not use dimensionality reduction on the second database experiments due the effect of non-encountered images, it is another way to separate database points and has the advantage of accelerating the clustering process. It is noteworthy that the best results obtained were those where the queries were resized in order to approximately match the database. This stresses that even when scale-invariant features, like SIFT, are employed, there are limits on how much this invariance can be stretched.
Moreover, when applying subspace clustering algorithms to databases we experienced an interesting effect inside SIFT space, since some clusters containing selected samples of data performed matching tasks better than whole database.
An interesting future step would be the identification of most discriminant clusters, i.e., which ones that enhance the image matching, without the use of exhaustive inspection of them. The employment of alternative matching algorithms such as Hough Transform, as referred in [8] , is also a possibility, as well the selection of useful descriptors [14] .
Besides, the MSSC algorithm can be easily enhanced in respect to time consuming performance. That can be done by incorporating sampling techniques used in FINDIT. Thus, our priority is to implement such modifications and to analyze the new MSSC actions.
