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Abstract
Collective behavior of the complex socio-economic systems is heavily influenced by the
herding, group, behavior of individuals. The importance of the herding behavior may
enable the control of the collective behavior of the individuals. In this contribution we
consider a simple agent-based herding model modified to include agents with controlled
state. We show that in certain case even the smallest fixed number of the controlled
agents might be enough to control the behavior of a very large system.
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1 Introduction
Collective behavior observed in many complex systems cannot be understood as a simple sum
or average over the behavior of the individual interacting parts [1]. When considering complex
socio-economic systems it is irresistible to see the endogenous interactions behind the spon-
taneous emergence of trends, norms or even mass panic. Such phenomena, especially panic,
cannot simply emerge from the rational representative agent framework as the agent is assumed
to act completely rationally [2–4]. Thus the contemporary socio-economic research needs to
use a different framework to understand these phenomena better [5–10].
One of the suitable alternative frameworks is heterogeneous agent-based modeling [7–9].
This framework uses a generalized concept of the agent to represent the interacting parts of the
modeled complex system. Interactions between them usually follow very simple rules, by the
virtue of the agents’ zero-intelligence or bounded rationality assumption. Such assumptions can
be viewed just as a result of statistical irrelevance of a more detailed consideration. Despite the
underlying simplicity, the complex collective behavior emerges as a result of the interactions
[3, 4, 8, 11–20]. One of the main ingredients of these simple rules and emergence of complex
collective behavior is imitation, peer pressure and strong coupling [3, 4, 8, 20].
Imitation, peer pressure and strong coupling between the agents may allow a possibility
for a small fraction of the agents to make a significant impact on the collective behavior. The
influence of the small number of individuals on the collective behavior of a crowd was studied
in a series of experiments by Dyer et al. [21]. People participating in these experiments were
asked to move randomly, but to stay with a crowd. Some of the people in a crowd, a small
number of them, were asked to move in a certain direction. It was expected that they will
be able to lead the whole crowd in that direction. The results of the experiment have shown
that 4 − 10 directed individuals were enough to lead the crowds of up to 200 people. It is
interesting to note that the necessary number of directed individuals grows slower than the
total number of people in the crowd. Consequently the movement of even larger crowds could
be also controlled in a similar fashion without a further significant increase in a total number,
not percentage, of the directed individuals. In the context of this contribution we could see the
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directed individuals in the aforementioned experiment as the controlled individuals. Similar
experiments were preformed with animals by using controlled robots [22].
From a point of view of mathematical modeling a similar idea was previously tested in the
well-known Prisonner’s dilemma setup by Schweitzer et al. [23]. The model was setup in a
way to show that the herding behavior may enhance cooperative behavior instead of a more
self-interested behavior.
We approach the modeling of the collective behavior control slightly differently. In this
contribution we consider Kirman’s agent-based model [24]. This simple model describes the
two state system dynamics, where agents make decisions based on the individual preferences
and herding. In the recent years an interplay of a different types of social behavior were broadly
studied by the researchers from very different fields [25], yet we feel that Kirman’s model is
one of the simplest mathematical models for the social behavior. Consequently we will use
Kirman’s model to demonstrate the influence of the individuals with a fixed opinion, which
does not change due to the endogenous activity, but does change only due to the exogenous
factors. We will show that this influence may be used to control the behavior of a social system.
In the Section 2 we will present a more detailed discussion on the Kirman’s agent-based
herding model and its macroscopic treatment, which was previously done in [17,26,27]. In the
following section, Section 3, we will deal with the introduction of the controlled agents and
discuss their effect on the collective behavior of the system. And finally in the last section of
this contribution we will provide a brief summary and discussion.
2 Kirman’s agent-based herding model
In [24] Kirman pointed out that a group of entomologists and numerous economists have ob-
served a very similar phenomena in rather different systems. The group led by Pasteels observed
an ant colony with two identical food sources available [28,29]. At any given time the majority
of ants used only one of the available food sources, though naturally one would expect that the
both food sources would be exploited equally. It was also observed that from time to time the
preferred food source was switched. Interestingly enough these switches were triggered not by
the exogenous forces, but by the system itself. Similarly Becker [30] noted that some of the
decisions in economical scenarios might also have a similar nature - humans also tend to act
asymmetrically in apparently symmetrical setups.
Having taken the aforementioned, and other (see references of [24]), observations into ac-
count Kirman proposed a simple one-step transition model. Which in general case can be
expressed via the following one-step transition probabilities [31]:
p(X → X + 1) = (N −X)µ1(N,X)∆t, p(X → X − 1) = Xµ2(N,X)∆t, (1)
here N is a fixed number of agents in the system (one of the available states is occupied by X
agents and the other by N − X agents), while µi(N,X) are the transition rates. The overall
transition rates in the Kirman’s model are composed of the idiosyncratic transition rate, σi, and
herding behavior, h, terms. One can define the overall transition rates to be given by [17,26,27]
µ1(N,X) = σ1 + hX, µ2(N,X) = σ2 + h(N −X), (2)
or by
µ1(N,X) = σ1 +
h
N
X, µ2(N,X) = σ2 +
h
N
(N −X). (3)
Which form of the transition rates is more appropriate depends on the interpretation of the
Kirman’s model. In the first, Eq. (2), case it is assumed that all agents may interact with all
other agents, or namely on a global scale. While in the second case, Eq. (3), the agents are
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assumed to interact only with the fixed number of other agents, or their local neighborhood. The
main difference between the two forms is a different scaling of the herding induced transition
rates. In the first case they grow linearly together with the system size, N , while in the second
case they remain constant. The differences between these forms can be well understood from
the point of view of network theory [32].
Note that the one-step transition probabilities, Eq. (1), scale similarly - as N2 and N
correspondingly. Thus we will further refer to these interpretations as the non-extensive and
extensive. Identical reasoning and terminology is also used in the previous works by Alfarano
et al. [26, 27,32].
The different scaling of the one-step transition probabilities implies the essential difference in
the macroscopic behavior of these two interpretations of Kirman’s model. In the non-extensive
case the macroscopic dynamics, for x = X/N , (in the limit N →∞) are well described by the
stochastic differential equation [17,26]:
dx = [σ1(1− x)− σ2x]dt+
√
2hx(1− x)dW, (4)
where W stands for a standard one dimensional Brownian motion (or alternatively for a Wiener
process). While in the extensive case the fixed transition rates imply that the diffusion term
disappears in the limit of large system sizes, N →∞. In such case the macroscopic dynamics
are well described by the ordinary differential equation:
dx = [σ1(1− x)− σ2x]dt+
√
2hx(1− x)
N
dW ≈ [σ1(1− x)− σ2x]dt. (5)
Similar macroscopic model was obtained from a point of view of game theory and studied in
the large but finite system size limit [33]. It should be evident that in the case of large but
finite system size one would have a Gaussian-like fluctuations around the deterministic solution
of Eq. (5).
3 The control of the collective behavior
Let us now additionally introduce M agents, whose choice of the state is controlled externally,
into the herding model. Namely unlike the other agents, the controlled agents do not switch
their state due to endogenous interactions, though they are able to trigger endogenous switches
of the other agents.
As we have discussed in the previous section the agents may interact either locally or
globally. If the interaction is local, then the herding terms disappear or become negligible in
the limit of large system sizes. In order for the controlled agents to make a significant impact
on a whole macroscopic system they have to interact on a global scale. In such case we have
two sets of the one-step transition probabilities (analogous to Eqs. (2) and (3)):
µ1(N,X) = σ1 + h(M1 +X), µ2(N,X) = σ2 + h(N −X +M −M1), (6)
µ1(N,X) = σ1 +
h
N
X + hM1, µ2(N,X) = σ2 +
h
N
(N −X) + h(M −M1). (7)
In the above M1 is a number of the controlled agents (M1 ≤M) in the state which is occupied
by X other agents.
From a purely mathematical point of view the influence of the controlled agents can be
included into the individual behavior parameters, σi. Namely, one can set σ˜1 = σ1 + hM1 and
σ˜2 = σ2+h(M−M1) to return to the original form of the herding model with shifted individual
preferences, σ˜i. Similar approaches may be found in [34, 35]. In [35] the external forces are
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Figure 1: A comparison of a numerically calculated stationary PDF with no controlled agents,
M = M1 = 0 (red squares), and stationary PDF with controlled agents, M = M1 = 20 (green
circles) and M = 20 and M1 = 0 (blue triangles), in the non-extensive (a) and extensive (b)
case. Model parameters were set as follows: σ1 = σ2 = 2, h = 1. A stochastic model, Eq. (8),
was used for (a) and agent-based model, Eq. (7), with N = 104 was used for (b).
assumed to drive the periodic fluctuations of the herding behavior parameter, while in our
case the controlled agents act upon individual behavior parameters. In [34] a case where small
number of core agents influence behavior of large number of periphery agents is considered,
while our approach lacks strict hierarchy.
The macroscopic dynamics influenced by the controlled agents, in the limit N → ∞, are
given by, for the non-extensive case,
dx = [(σ1 + hM1)(1− x)− (σ2 + h{M −M1})x]dt+
√
2hx(1− x)dW, (8)
and, for the extensive case,
dx = [(σ1 + hM1)(1− x)− (σ2 + h{M −M1})x]dt. (9)
It should be straightforward to determine the stationary mean of Eq. (8), x¯, (the recipe is
given in most stochastic calculus handbooks (e.g., [36])) and the fixed point of Eq. (9), xf ,
x¯ = xf =
hM1 + σ1
hM + σ1 + σ2
. (10)
Note that the long term impact of the controlled agents depends only on their number and
the strength of individual preferences of the other agents. So, in this case, one can use a fixed
number of the controlled agents to influence the behavior of an infinitely large system.
In Fig. 1 we numerically confirm that a fixed small number of the controlled agents (M =
20) enables us to significantly shift the stationary probability density function (abbr. PDF)
of the macroscopic variable to the desired end despite the fact that the agents have strong
individualistic tendencies, σi > h. If the agents have stronger herding behavior tendencies,
σi < h, then the impact of the controlled agents is even stronger. In Fig. 2 we show that as few
as two controlled agents are enough to significantly influence the stationary PDF of the model
if herding behavior is prevalent.
An important question in this context is how fast the controlled agents are able to make the
desired impact. Or namely, how fast the statistical properties of the system, PDF and mean,
converge to the stationary ones. In case the other agents interact extensively the answer can
be obtained analytically by solving corresponding ordinary differential equation, Eq. (9). Its
solution is given by:
x(t) = xf + [x(0)− xf ] exp(−[hM + σ1 + σ2]t), (11)
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Figure 2: A comparison of a numerically calculated stationary PDF with no controlled agents,
M = M1 = 0 (red squares), and stationary PDF with controlled agents, M = M1 = 2 (green
circles) and M = 2 and M1 = 0 (blue triangles), in the non-extensive (a) and extensive (b) case.
Model parameters were set as follows: σ1 = σ2 = 0.5, h = 1. A stochastic model, Eq. (8), was
used for (a) and agent-based model, Eq. (7), with N = 104 was used for (b).
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Figure 3: Time evolution of the mean (a) and the PDF (b) of 1000 time series obtained by
numerically solving the non-extensive stochastic model, Eq. (8). Subfigure (a): red squares
represent the mean trajectory (average over ensemble of 1000 realizations), blue curve is a plot
of Eq. (11), while black curve represents the expected mean. Subfigure (b): different types of
points represent PDF snapshots at distinct times (red squares - t = 0.05, green circles - t = 0.1,
blue trinagles - t = 0.15), gray curve represents the initial condition (the PDF at t = 0), while
black curve represents the expected PDF. Model parameters were set as follows: σ1 = σ2 = 2,
h = 1, M = M1 = 20.
here x(0) is the initial condition and xf is a fixed point of Eq. (9), which is given by Eq. (10).
It is a more complex task to solve the non-extensive case, Eq. (8). One has to find the
eigenvalues of the Fokker-Planck equation [37]. The problem is that the corresponding Fokker-
Planck equation appears to be too complex to be dealt with analytically. A viable alternative, of
course, is a numerical simulation. In Fig. 3 we plot the results of a numerical simulation, which
show that the convergence times are finite for both mean and stationary PDF. Furthermore
the obtained results show that the convergence of the mean is well described by the Eq. (11),
and thus the convergence in both cases happen exponentially fast.
4 Conclusions
In this contribution we have approached modeling of the control of collective behavior in com-
plex socio-economic systems. Namely, we have modified a well-known agent-based herding
model (originally introduced in [24]) to include agents, whose state is controlled exogenously.
The control over a small number of the agents enabled us to significantly influence the behavior
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of the other agents, who act based on the rules of the original agent-based herding model. We
found that even an infinitely large systems would be strongly affected, if the controlled agents
interact with the other agents on the global scale (non-extensively). We find this to be in
agreement with the related experiments [21,22].
The control is even more effective if the other agents interact among themselves on the local
scale (extensively). This may correspond to the actual dynamics of real societies, where most of
the people interact in their “neighborhood“ (i.e. friends, coworkers and other acquaintances),
while there are also some prominent individuals, leaders, who are able to influence the society
on a global scale. Thus the mathematical model presented in this contribution may be also
considered as a microscopic explanation of the leadership phenomenon in the contemporary
society. The leadership, in this sense, can be seen as an exogenous information field in the
similar way as parameters σi can.
The ability to control the macroscopic dynamics of the agent-based herding model may
allow future developments of the tools for preventing financial bubbles or crashes. It is thought
that these extreme events may be caused by the herding behavior [38, 39], which is also the
main ingredient of the model allowing control of the macroscopic dynamics. Furthermore the
considered agent-based herding model was previously used to construct a simple agent-based
models for the financial markets [17,26,27,40]. In these models some of the states available to
agents increase the market volatility (these states are related to the chartist trading strategies),
while the others decrease (these states are related to the fundamentalist trading strategies).
By using the results obtained in this contribution one could attract more agents to the lower
volatility state thus decreasing volatility of the whole market.
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