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Key Points:7
• Simultaneous summit inflation and deflation constrain the location and geome-8
try of Halema‘uma‘u (HMM) and South Caldera (SC) reservoirs.9
• A model with time dependent magma flux between reservoirs explains the post-10
collapse spatial-temporal deformation pattern.11
• Time dependent deformations require a HMM-East Rift Zone (ERZ) pathway and12
a significantly less hydraulically conductive SC-ERZ pathway.13
1 Abstract14
From August 2018 to May 2019, Kı̄lauea’s summit exhibited unique, simultaneous,15
inflation and deflation, apparent in both GPS time series and cumulative InSAR displace-16
ment maps. This deformation pattern provides clear evidence that the Halema‘uma‘u17
(HMM) and South Caldera (SC) reservoirs are distinct. Post-collapse inflation of the East18
Rift Zone (ERZ), as captured by InSAR, indicates concurrent magma transfer from the19
summit reservoirs to the ERZ. We present a physics-based model that couples pressure-20
driven flow between these magma reservoirs to simulate time dependent summit defor-21
mation. We take a two-step approach to quantitatively constrain Kı̄lauea’s magmatic22
plumbing system. First, we jointly invert the InSAR displacement maps and GPS off-23
sets for the location and geometry of the summit reservoirs, approximated as spheroidal24
chambers. We find that HMM reservoir has an aspect ratio of ∼ 1.8 (prolate) and a depth25
of ∼ 2.2 km (below surface). The SC reservoir has an aspect ratio of ∼ 0.14 (oblate)26
and a depth of ∼ 3.6 km. Second, we utilize the flux model to invert GPS time series27
from 8 summit stations. Results favor a shallow HMM-ERZ pathway an order of mag-28
nitude more hydraulically conductive than the deep SC-ERZ pathway. Further analy-29
sis shows that the HMM-ERZ pathway is required to explain the deformation time se-30
ries. Given high-quality geodetic data, such an approach promises to quantify the con-31
nectivity of magmatic pathways between reservoirs in other similar volcanic systems.32
2 Introduction33
The supply, storage, and subsurface transport of magma are some of the most fun-34
damental, yet least understood volcanic processes (Poland et al., 2014). These processes,35
along with eruptive dynamics, are modulated by the geometry and nature of the path-36
ways connecting magmatic reservoirs (Keating et al., 2008). The geometry and dimen-37
sions of individual pathways can be constrained by inverting surface deformation with38
continuum mechanics based models (e.g. Owen et al., 2000; Montagna & Gonnermann,39
2013). However, with multiple reservoirs and a network of magmatic pathways, estimat-40
ing the dimensions of each pathway directly from deformation can be challenging. Be-41
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cause magma flux is proportional to the hydraulic conductivity of the pathway, and pres-42
sure change in a reservoir depends on magma flux, time dependent deformation associ-43
ated with each reservoir may reveal the connectivity of a multi-reservoir system (e.g. Re-44
verso et al., 2014; Le Mével et al., 2016; Bato et al., 2018). Here we demonstrate that,45
physics-based models, coupled with Bayesian inversion, can synthesize multi-reservoir46
conceptual models with geodetic measurements to quantitatively constrain the hydraulic47
connectivity of magmatic systems.48
Despite decades of research, the nature of Kı̄lauea’s summit reservoirs and their49
connectivity to the East Rift Zone remains enigmatic (we reserve “East Rift Zone” for50
the geographic location and “ERZ” for the reservoir active in the observation period)51
. Efforts to interpret summit deformation in terms of simple reservoir models yielded di-52
verse reservoir locations and geometries (e.g. Fiske & Kinoshita, 1969; Baker & Amelung,53
2012). Although modeled reservoirs cluster into two groups - a shallow Halema‘uma‘u54
(HMM) and a deeper South Caldera (SC) reservoir (e.g. Cervelli & Miklius, 2003; Poland55
et al., 2014), it has been suggested that the summit system represents a single irregu-56
larly shaped reservoir (Dieterich & Decker, 1975; Ryan, 1988). This ambiguity arises be-57
cause deformation signals associated with these reservoirs are almost always of the same58
sign. The configuration of magmatic pathways connecting Kı̄lauea’s summit reservoirs59
and ERZ is also elusive. Cervelli and Miklius (2003) argue that an “L” shaped pathway60
connecting the deeper SC reservoir to the shallower HMM reservoir, and then to ERZ,61
is required to explain the drainage of magma from HMM during the deflationary stage62
of Deflation-Inflation (DI) events. Poland et al. (2014) suggest that ERZ is connected63
to the summit directly via SC, informed by depths of seismicity associated with dike in-64
trusions in the East Rift Zone. Therefore, a robust constraint on the location and ge-65
ometry of the summit reservoirs, as well as quantitative estimates on the conductivity66
of magma pathways address these unresolved questions.67
The largest caldera collapse at Kı̄lauea in at least 200 years, the 2018 event pro-68
vides a rich data set to investigate its magmatic plumbing system (Anderson et al., 2019;69
Neal et al., 2019; Tepp et al., 2020). After the collapse of the Puu Ōō vent on April 30,70
a down-rift intrusion resulted in three months of fissure eruptions in the Lower East Rift71
Zone (LERZ) and 62 discrete collapse events in the summit. Flow volume estimates in-72
dicate up to 1.4 km3 dense rock equivalent of magma was erupted from the LERZ over73
the period (Dietterich et al., 2021), a rate orders of magnitude higher than the estimated74
average magma supply from mantle, 0.06 - 0.18 km3/yr (Dzurisin & Poland, 2018). The75
high eruption rate resulted in substantial pressure perturbations within Kı̄lauea’s sum-76
mit magma system, which would be expected to result in a period of post eruption in-77
flation.78
We report here on post caldera collapse simultaneous inflationary and deflation-79
ary deformation northwest and southeast of the caldera, respectively (Fig. 1 c, d). Dur-80
ing this period, there was concurrent inflationary deformation in the mid-East Rift Zone81
near Puu Ōō (Fig. 1 a, b, e, f). These observations suggest a volume increase in the in-82
ferred HMM reservoir, a volume decrease in the inferred SC reservoir, and a volume in-83
crease in the ERZ. Global Positioning System (GPS) stations in the summit region reg-84
istered continued deflation (Fig. 2 c) after the eruption ended in August 2018. By Novem-85
ber 2018, GPS stations on the northwestern side of the caldera (e.g. UWEV) started to86
register inflation, while stations on the southeastern side of the caldera (e.g. PUHI) ex-87
perienced continued deflation. By mid-May 2019, all of the GPS stations in the summit88
area exhibited a gradual inflationary signal. The delayed inflation from the southeast-89
ern side of the caldera suggests that the SC reservoir supplied magma to the ERZ and/or90
HMM. Modeling the spatial-temporal summit deformation could lead to quantitative con-91
straints not only on the location and geometry of the summit reservoirs, but also the con-92
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We present our findings in the following order: in section 3, we introduce the rel-94
evant GPS and Interferometric Synthetic Aperture Radar (InSAR) data sets. Details on95
time series analyses and covariance matrices can be found in appendices A and B. We96
then perform a “static” inversion, where GPS offsets and InSAR Line of Sight (LoS) cu-97
mulative displacement maps are used to estimate the location and geometry of the HMM98
and SC reservoirs (section 4). Because approximate, semi-analytical, spheroidal source99
models are used in this inversion, we examine their accuracy by comparing predicted sur-100
face deformation with that of a 3D finite element model, given the same set of model pa-101
rameters. In addition, we perform an inversion with the finite element model to ensure102
that the estimated parameters are not biased by limitations of the semi-analytical mod-103
els. In section 4, we also estimate the aspect ratio and depth of the ERZ reservoir by104
inverting InSAR LoS displacements. In section 5, we introduce a model to relate flux-105
controlled reservoir pressure with time dependent surface deformation. Finally, we per-106
form a “dynamic” inversion using GPS time series to estimate the effective hydraulic con-107
ductivity of various pathways in Kı̄lauea’s magmatic plumbing system. In section 7, we108
discuss the implications of the inversion results.109
3 Geodetic data110
3.1 Global Positioning System (GPS)111
Three-component, daily GPS solutions were retrieved for the period between Aug.112
9, 2018 and Dec. 1, 2019 from 8 USGS operated GPS stations at Kı̄lauea’s summit (Fig.113
2 a, b). GPS processing techniques are described in Miklius et al. (2005). We do not cor-114
rect for south flank motion or deformation of Mauna Loa. In the vicinity of the caldera,115
long term south flank motion is relatively small (< 2 cm/yr in the horizontal compo-116
nent at AHUP (Poland et al., 2017)) compared to the summit deformation signals (∼117
10 cm/yr). Inflationary deformation associated with Mauna Loa at Kilauea summit is118
also judged to have been small during the study period. Detailed discussion of the noise119
covariance matrix of GPS time series data can be found in Appendix A.120
3.2 Interferometric Synthetic Aperture Radar (InSAR)121
We utilize InSAR data to gain better spatial constraints on post-collapse deforma-122
tion. For the summit area, we retrieved 44 ascending (path 124, frame 55-60) and 48 de-123
scending (path 524-529, frame 76) Sentinel-1 scenes (Aug. 6, 2018 - May 27, 2019) from124
Alaska Satellite Facility’s data repository. SAR images were produced in geocoded co-125
ordinates (Zebker, 2017; Zheng & Zebker, 2017). Quality of interferograms was tested126
by reversing the order of re-sampling (geocoding from radar to lat-lon coordinates) and127
interferometry (creating interferogram and time-series), which produced < 2 mm dif-128
ference in standard deviation. To increase the signal to noise ratio, we perform a Small129
Baseline Subset (SBAS) time series analysis (Berardino et al., 2002). The SBAS derived130
time series displacements (Fig. S1) for each pixel is used to compute cumulative displace-131
ment maps in the Line of Sight (LoS) directions (Fig. 1 c, d). Detailed procedures on132
SBAS and noise covariance matrices are presented in Appendix B. For the ERZ, we formed133
two interferograms from a pair of ascending acquisitions (Nov. 4, 2018 - Mar. 16, 2019)134
and a pair of descending acquisitions (Nov. 1, 2018 - Mar. 19, 2019) from Sentinel-1.135
4 Static inversion for the geometry and location of reservoirs136
4.1 Summit reservoirs137
4.1.1 Bayesian inversion using the Yang-Cervelli model138
We use GPS offsets and SBAS derived cumulative displacement maps to estimate139
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Figure 1: Post-collapse simultaneous inflation and deflation at Kı̄lauea summit and inflation in the East
Rift Zone. (a), (b) : ascending (Nov. 22, 2018 - May 27, 2019) and descending (Nov. 13, 2018 - May
30, 2019) wrapped interferograms of the summit region and the East Rift Zone. Each color cycle (red-
yellow-blue) corresponds to 28 mm of displacement towards the satellite. Dashed boxes in (b) centered on
Kı̄lauea summit and Puu Ōō correspond to displacement maps in (c)-(d), and (e)-(f), respectively. (c),
(d): SBAS derived ascending (Nov. 4, 2018 - Mar. 16, 2019) and descending (Nov. 1, 2018 - Mar. 19,
2019) cumulative displacement maps, respectively. Filled circles correspond to GPS station locations, with
color indicating LoS projected GPS displacements. Areas with low coherence or large phase unwrapping
errors are masked out. Color bar indicates range change in meters, with positive numbers indicating de-
creasing distance between satellite and ground. Black lines overlying the DEM demarcate the outline of
the caldera prior to the 2018 collapse. (e), (f): ascending (Nov 4, 2018 - Mar. 16, 2019) and descending
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Figure 2: (a): Comparison of GPS offsets with predictions from the maximum a posteriori (MAP) model
of the static inversion. Arrows and circles indicate radial and vertical displacements, respectively. Data
is in black and predictions in red. Downward vertical displacement is indicated by dashed circles. Also
included is the map view of the two best-fit spheroidal models from the static inversion. The spheroid to
the northwest represents the HMM reservoir; the spheroid to the southeast represents the SC reservoir.
Note the volume of SC is assumed to be 2.5 km3. (b): Perspective view of the best fit spheroidal magma
chamber models. (c) Comparison of summit GPS time series with predictions from the MAP model of the
dynamic inversion. Green and orange lines indicate the approximate dates when HMM and SC start to



















manuscript submitted to Journal of Geophysical Research: Solid Earth
pect ratio, and orientation. A semi-analytical, approximate model originally proposed141
by Yang et al. (1988) to compute surface displacements due to a pressurized prolate spheroidal142
cavity in a homogeneous half space, later extended by Cervelli (2013) to include oblate143
cavities, is used to relate pressure change to surface displacements. We refer to this as144
the Yang-Cervelli model. The assumption of a homogeneous elastic half space is further145
discussed in Appendix C.146
We first invert the cumulative displacements and thus refer to it as the “static in-
version”. We employ a Bayesian framework to estimate the posterior probability den-
sity function (PDF) of the model parameters:
P (m|d) ∝ P (d|m)P (m) (1)
where m denotes model parameters and d the data. Eqn. 1 states that the probability
of a model conditioned on data, P (m|d) (posterior), is proportional to the product of
the likelihood, P (d|m), and the prior distribution of the model parameters, P (m). In
practice, the posterior PDF is estimated by a Markov Chain Monte Carlo (MCMC) pro-
cedure. We assume that the data errors are normally distributed, such that:
P (d|m) = (2π)−N/2det(C)−1/2 × exp[−1
2
(d−G(m))TC−1(d−G(m))] (2)
Here, N is the total number of data points (GPS and InSAR), C is the data covariance147
matrix, G is the forward model operator. The accuracy of Eqn. 2 is predicated on hav-148
ing the correct covariance matrices for each data set. Three-component GPS offsets (Fig.149
1 c) and SBAS-derived, quadtree down-sampled LoS cumulative displacement maps (Fig.150
4 a, d) are used in the inversion.151
To account for the disparity in the number of data points among GPS and InSAR152
data sets, we weighted the log likelihood of the GPS data by a factor of 1000. This fac-153
tor was obtained by inverting for the best-fit model with weight factors between 1 and154
1500, and computing the residual norms for both the GPS and InSAR data. With a weight155
factor of 1000 (Fig. S3), the prediction minimizes the L2 norm of covariance weighted156
residuals to each data set without compromising goodness-of-fit for either (Simons et al.,157
2002).158
We assume Gaussian-tailed uniform distributions for the priors (Anderson & Poland,159
2016), where the standard deviation of the tail is 10% the width of the uniform part. The160
choice of the prior, P (m), is informed by previous studies at Kı̄lauea. We use the ap-161
proximate range of Anderson et al. (2019)’s posterior distribution as priors for the hor-162
izontal location, depth, and aspect ratio for HMM (Table 1). Preliminary inversions in-163
dicate that prior constraints on the N-S location, depth, and aspect ratio of HMM may164
be overly restrictive for the post-collapse period. In particular, the inverted aspect ra-165
tio was consistently higher than the 95 % upper bound of 1.4 found by Anderson et al.166
(2019). Due to the caldera collapse and the slumping of crustal material into the reser-167
voir, it is plausible that the geometry of the hydraulically active part of the HMM reser-168
voir evolved during the 2018 eruption. To allow for complete sampling of the model space,169
we extend the upper bounds on the N-S location, depth, and aspect ratio of HMM for170
the final inversion. We use previously inferred locations associated with SC as bounds171
on the prior (Baker & Amelung, 2012; Poland et al., 2014). The inferred SC volume gen-172
erally falls between 2 and 20 km3 (Poland et al., 2014). As expected, the goodness of173
fit is not sensitive to the volume of SC, due to trade-off between volume and pressure174
change. Here we use the estimated volume of 2.5 km3 from Pietruszka and Garcia (1999)175
to compute the semi-major and -minor axes lengths of the SC reservoir.176
Parameter PDFs are shown in Fig. 3. For HMM, the best-fit value of ∆xHMM is177
well within its prior bounds. ∆yHMM is near its upper bound, which means the estimated178
centroid location of the HMM is further north than previous estimates. The best fit val-179
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Figure 3: Posterior PDFs from the static inversion (1 × 105 MCMC iterations). Prior distributions
are blue dashed lines; posterior distributions are in green; MAP model is in red dotted line. ∆x, ∆y:
East-West and North-South coordinates relative to GPS station NPIT; d: depth relative to surface; α:
aspect ratio; ∆p: pressure change; φ, ψ: plunge and trend of the semi-major axis. Gaussian tailed uniform
distributions are used as priors, where the standard deviation of the tail is one tenth the width of the uni-
form part. Note the inverted pressure changes are inversely correlated with prior constraints on reservoir
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HMM E-W location ∆xHMM km [0.3 0.5]
1 0.46 [0.33 0.46]
HMM N-S location ∆yHMM km [-0.5 0.5]
1 0.35 [0.28 0.43]
HMM centroid depth dHMM km [-2.2 -1.5]
1 -2.18 [-2.19 -2.12]
HMM aspect ratio αHMM unit-less [0.8 1.4]
1 1.78 [1.68 1.79]
HMM pressure change ∆p
HMM
MPa [1.5 2] 1.55 [1.52 1.63]
HMM volume V
HMM
km3 3.9 2 Fixed
SC E-W location ∆xSC km [-2.5 2.5]
3 1.89 [1.75 1.97]
SC N-S location ∆ySC km [-3.4 -1]
3 -3.03 [-3.11 -2.88]
SC depth dSC km [-4.7 -2.7]
4 -3.63 [-3.91 -3.48]
SC volume V2 km
3 2.5 5 Fixed
SC aspect ratio αSC unit-less [0.1 1] 0.14 [0.11 0.22]
SC pressure change ∆p
SC
MPa [-1.99 -0.001] -0.88 [-1.47 -0.70]
SC semi-major axis plunge φSC unit-less [45 90] 63 [61 66]
SC semi-major axis trend ψSC unit-less [0 360] 136 [127 142]
1 Anderson et al., 2019; approximate posterior range
2 Anderson et al., 2019; median estimate
3 Poland et al., 2014; approximate locations of distributed sill opening
4 Baker and Amelung, 2012; 95% confidence interval for the depth of “source 3”
5 Pietruszka and Garcia, 1999; magma mixing volume of SC inferred from residence time analysis
Table 1: Static inversion parameters, bounds on prior, MAP model, and 90% confidence
interval. Horizontal locations are referenced to GPS station NPIT. The RMS misfit for
the MAP model is 1.1 cm.
constraints on dHMM and αHMM established by previous studies (e.g. Anderson et al.,181
2019), we do not further extend the bounds on these parameters. The posterior distri-182
butions of SC’s parameters are well resolved within the prior bounds. The best-fit as-183
pect ratio of SC is ∼ 0.18, which is close to its lower bound and indicates a sill-like body.184
This is consistent with previous studies that modeled the SC reservoir as a penny-shaped185
crack (Baker & Amelung, 2012) or with distributed crack opening (Poland et al., 2014).186
Because the inversion allows SC to deviate from a vertical orientation, we observe that,187
in the maximum a posteriori (MAP) model, the semi-major axis plunges ∼ 65◦ towards188
the SSW; the posterior PDF of the plunge excludes a vertical orientation of the reser-189
voir. The dip is a result of fitting the imbalanced eastward and westward displacements190
associated with SC deflation (Fig. 5). This feature is discussed further in Section 7.1.191
The inflation northwest of the caldera and the deflation southeast of the caldera192
are captured by the prediction of the MAP model (Fig. 4). The RMS misfit for the com-193
bined GPS and InSAR measurements is 1.1 cm. Notable misfits in GPS include the ra-194
dial displacement at UWEV and the vertical displacement at CALS. Large misfit at UWEV195
may result from the asymmetry of the reservoir (Segall et al., 2020). Because CALS is196
situated on the 2018 collapse block, the assumption of homogeneous elastic half space197
may be violated (Fig. 2 a). The MAP model also under-predicts the ascending LoS range198
decrease and over-predicts the descending LoS range increase (Fig. 4), which could re-199
sult from geometrical simplicity of spheroidal source models. However, to ensure that200
the misfit is not due to boundary condition approximations inherent in the Yang-Cervelli201
model, we input the MAP model from the static inversion into a finite element (FEM)202











































Figure 4: (a)-(c): Cumulative displacement derived from ascending track interferograms, prediction from
MAP model of the static inversion, and residuals. (d)-(f): Cumulative displacement derived from descend-
ing track interferograms, prediction from MAP model of the static inversion, and residuals. The inflation
to the northwest and deflation to the southeast are well captured by the prediction of the MAP model.
Residuals in (f) are likely due to the geometric simplicity of the Yang-Cervelli model.
4.1.2 Comparison against FEM model prediction204
Given a homogeneous elastic half space, the accuracy of using the Yang-Cervelli205
model to predict surface deformation hinges on two conditions: 1. the depth to effective206
radius ratio of the spheroid cavity is large, so that the boundary conditions on the cav-207
ity/solid boundary (which ignores the free surface) are reasonably satisfied; 2. elastic in-208
teractions between the two cavities are negligible. To test the accuracy of the Yang-Cervelli209
model, we construct a FEM model in COMSOL based on the MAP model from the static210
inversion. Mesh sensitivity tests are performed to ensure the adequacy of the mesh res-211
olution. We compare the observed east and vertical component displacements to the Yang-212
Cervelli predictions, and the FEM predictions (Fig. 5). East and vertical component dis-213
placements are computed from the ascending and descending LoS cumulative displace-214
ment maps (Fialko et al., 2001). The north component of displacement is negligible be-215
cause the near east-west SAR viewing angle is not sensitive to north-south displacements.216
The Yang-Cervelli MAP model under-predicts the westward displacement west of217
HMM by more than 1 cm (Fig. 5), whereas the FEM model under-predicts the westward218
displacement by a lesser degree. In the vertical component, the Yang-Cervelli model over-219
predicts the deflation to the southeast of the caldera, whereas the FEM model over-predicts220
both the inflation and the deflation. In both east and vertical components, the defor-221
mation pattern predicted by the FEM model is broader than predicted by the Yang-Cervelli222
model, which suggests that the depth of the HMM and SC reservoirs could be shallower223
than inferred from the Yang-Cervelli model. This raises the possibility that inversion with224
the FEM model could yield a more accurate location and geometry of the two reservoirs.225
In the next section, we demonstrate that inversion results from the Yang-Cervelli model226









































Figure 5: Comparison of SBAS derived cumulative displacement (between Nov. 4, 2018 and Mar. 16,
2019) with model predictions. (a)-(c): East component of measured deformation, prediction of MAP
model, and prediction of MAP parameters as input into the FEM model, respectively. (d)-(e): vertical
component of measured deformation, prediction of MAP model, and prediction of MAP parameters as
input into the FEM model. Deformation within the caldera is masked due to potential unwrapping errors.
The FEM predicted deformation pattern is broader than that from the MAP prediction and the data,
indicating that the static inversion may overestimate the depths of both reservoirs.
4.1.3 Nelder Mead inversion using FEM model228
To test the accuracy of inversion results based on the Yang-Cervelli model, we per-229
form an inversion with the FEM model and search within the ∼ ±2σ of the static in-230
version’s posterior PDFs. We use the Nelder Mead method for the inversion. In doing231
so, we recognize that differences in inversion results could come from either the differ-232
ence in inversion schemes (MCMC vs. Nelder Mead) or difference in forward model (Yang-233
Cervelli vs. FEM). In this section, we demonstrate that differences in inversion meth-234
ods do not influence inversion results appreciably, and using the FEM model in lieu of235
the Yang-Cervelli model has a small effect on the inverted parameters.236
Due to COMSOL’s inability to include a non-diagonal covariance matrix, we opt237
to use a reduced data set for this inversion. The reduced data set is comprised of LoS238
displacements for 10 spatially separated InSAR pixel points (Fig. S6) and 3-component239
GPS offsets during the same period. The 10 pixel points are chosen based on the ration-240
ale that the spatial correlation of atmospheric noise decreases exponentially with distance.241
For the same forward model and inversion scheme, the inverted model parameters are242
insensitive to full vs. reduced data set (Table S1).243
We use the MAP model from the static inversion (MCMC + Yang-Cervelli) as the244
starting model, and run the Nelder Mead + FEM inversion for 100 iterations, upon which245
the objective function converged to a constant value. The normalized difference between246
the best fit model parameters of the Nelder Mead inversion and the MAP model param-247
eters is < 10%. Because Nelder Mead is a downhill simplex algorithm, the inversion re-248
sults may be sensitive to the initial model. To ensure that Nelder Mead inversion searched249
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Variable Unit Generalized pat-








































Table 2: Best fit models from generalized pattern search + Yang Cervelli (RMS misfit
= 1.06 cm) and Nelder Mead + FEM (RMS misfit = 1.10 cm). ∆x, ∆y: East-West and
North-South coordinates relative to GPS station NPIT; d: depth relative to surface; α:
aspect ratio; ∆p: pressure change; φ, ψ: plunge and trend of the semi-major axis. Note
that, the small difference between the two best-fit models is not resolvable from data,
supporting the use of Yang-Cervelli model for inversions.
pattern search algorithm (Audet & Dennis Jr, 2002) with the same bounds, and the Yang-251
Cervelli model. This inversion yields a best-fit model (Table 2) and a prediction (Fig.252
6) very similar to those obtained by Nelder Mead + FEM. The generalized pattern search253
algorithm has been demonstrated to be able to search over multiple local minima (Audet254
& Dennis Jr, 2002). Therefore, the similarity between the model found by generalized255
pattern search + Yang-Cervelli and the model found by Nelder Mead + FEM demon-256
strates the robustness of the Nelder Mead inversion. The similarity of the inverted pa-257
rameters from both Nelder Mead + FEM and generalized pattern search + Yang-Cervelli258
to those from the MAP model demonstrates that inversions using the approximate Yang-259
Cervelli model yields accurate results, as compared to those from the computationally260
expensive FEM model. This justifies our use of the Yang-Cervelli model for subsequent261
dynamic inversions (Section 6).262
4.2 ERZ reservoir263
Inflationary deformation in the East Rift Zone provides important constraints on264
the geometry and depth of reservoir(s) in this region. In particular, the inverted depth265
range is used as prior information (Appendix D) for the dynamic inversion. Since the266
focus of this study is on summit deformation, we jointly invert the quadtree down-sampled267
ascending and descending interferograms of the East Rift Zone using surrogate optimiza-268
tion (Gutmann, 2001), instead of sampling the full PDFs using MCMC. A single Yang-269
Cervelli spheroid is used as the source model (crack-like model may also fit the data but270
was not attempted). We use the L2 norm of misfit weighed by spatial covariance ma-271
trices (obtained using the same method as detailed in Appendix B) as the objective func-272
tion. The best fit model is a spheroid with an aspect ratio of 15.3, with a nearly hori-273
zontal semi-major axis striking sub-parallel to the East Rift Zone. The centroid is ∼ 2.3274
km below the surface. The aspect ratio and centroid depths are not sensitive to the in-275



































Figure 6: Nelder-Mead+ FEM inversion results compared to generalized pattern search + Yang Cervelli
inversion results. All displacements are computed for the period between Nov. 4, 2018 and Mar. 16,
2019. (a): mesh of the FEM model constructed in COMSOL. (b) - (d): Comparison of displacement
data (black) with Nelder Mead+FEM best prediction (green) and Generalized Pattern Search+Yang-
Cervelli best prediction (red). (b),(c),(d) are for GPS, ascending LoS, and descending LoS, respectively.
All predictions are computed in the FEM model. The best-fit predictions from inversions using FEM vs.
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is ∼ 5200 m, and the semi-minor axis is ∼ 340 m. The RMS misfit is 2 cm (See Fig.277
S5 for data-prediction-residual comparison).278
5 Physics based magma flux model279
Conceptual models of basaltic magma reservoirs typically involve an inner, molten280
region (liquid), a lower “mush” region (mixture of solid and liquid), and an elastic crust281
(solid) that bounds the reservoir. Flow between reservoirs can be through dikes, conduits,282
or porous media (Wilson & Head III, 1981; Papale et al., 1998; Mastin & Ghiorso, 2000;283
Delaney & Gartner, 1997; Diez et al., 2005; Pollard & Delaney, 1978). We seek to model284
a multi-reservoir system by correctly representing the physics without overly-complicating285
the model. In this study, we view the magma reservoirs as magma-filled cavities embed-286
ded in elastic crust. Although a simple representation of the complex system in nature,287
such an approach has been proven to be useful in geodetic modeling, if the time constants288
for stress relaxation are long compared to the time period under consideration. We use289
effective hydraulic conductivity to linearly relate pressure differences to magma flux and290
to parameterize the resistance to flow. We acknowledge that magmatic pathways can take291
the form of porous flow or conduits. The effective hydraulic conductivity provides a uni-292
versal measure of how easily magma can flow through certain region under given pres-293
sure. For simplicity, we assume constant magma density in space and time.294
To quantitatively assess the connectivity between the HMM, SC, and ERZ reser-
voirs, we propose a physics-based flux model in the form of a system of ordinary differ-
ential equations (ODEs). These ODEs describe the time evolution of both magma flux
and reservoir pressure in a multi-reservoir system (Fig. 7). We neglect momentum bal-
ance, which dictates the short-term dynamics of pressure variations within reservoirs.
The volume flux between reservoirs is dictated by two fundamental relationships:








where k is the effective hydraulic conductivity, q is volumetric flux, p is reservoir pres-296
sure, ∆p is the pressure difference between the two connected reservoirs, V is the magma297
chamber volume, and β the total compressibility (combined compressibility of the magma298
chamber and the magma therein) of the reservoir. Eq. 3a states that magma flow rate299
is proportional to the pressure difference between the two magma reservoirs and the path-300
way’s effective hydraulic conductivity (Mastin et al., 2008). Spatially uniform pressure301
gradient along a magma pathway connecting reservoirs is assumed. Eq. 3b (Segall et al.,302
2001) states that the rate of change of pressure inside a magma chamber varies as a func-303
tion of total mass flux into the magma chamber, and is inversely proportional to both304
the volume and the total compressibility of the reservoir. This equation is derived from305
mass balance and assumed constant magma and chamber compressibility.306
Our conceptual model accommodates both the “L shaped” (e.g. Cervelli & Mik-
lius, 2003) and the “Y shaped” (e.g. Poland et al., 2014) configurations between HMM,
SC, and the ERZ (Fig. 7). By maximizing the number of potential magmatic pathways
in the model, we allow the geodetic data to constrain the required pathways and asso-
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Kīlauea summit
























Figure 7: Schematic of the magma system model. pHMM , pSC , and pERZ indicate the pressure at the
centroid of the HMM, the SC and ERZ reservoirs. k indicates the effective hydraulic conductivity of
pathways that connect magma reservoirs and the eruptions site. h indicates elevation difference between
reservoirs. q indicates volume flux. L indicates the elevation difference between the summit and the
eruption site, which is set to 1000 m.
each pathway:




































q4 = kMS (p∞ − pSC − ρghMS ) = kMS (pin − pSC ) (4e)
pin = p∞ − ρghMS (4f)
307
where ρ is bulk magma density, h is height of the relevant magma column, and g is the308
gravitational acceleration. Variable definitions can be found in Table 3. We use two ini-309
tial letters of the two reservoirs connected by a pathway as subscripts to denote flux and310
conductivity. Pressure is denoted by the acronym of associated reservoir. Superscript311
of i indicates initial condition. The depth differences between reservoirs are accounted312
for by including magma-static pressures. Note that the elevation at which magma en-313
ters/exits a reservoir does not influence the magma flux between reservoirs due to the314
magma static term. We assume atmospheric pressure at the eruption site. Next, mass315






















































































































































Eqn. 6 represents a system of three coupled, first order, inhomogeneous, linear ODEs.317
Analytical solutions in principle exist. However, given the number of coefficients involved,318
the eigen-values and eigen-vectors are overwhelmingly complex and the solution is not319
very insightful.320
Given initial pressures inside HMM, SC, and ERZ reservoirs and values for the con-321
stants, the pressure evolution in the three reservoirs can be solved numerically. By con-322
volving pressure histories deduced from the dynamical model with the displacements caused323
by unit pressure changes, based on the Yang-Cervelli model, we obtain predicted sur-324
face deformations as functions of time.325
6 Dynamic inversion for the effective hydraulic conductivity of path-326
ways327
328
We aim to estimate the pressure history, volume flux, and effective conductivity329
of various magmatic pathways (Fig. 7) using post-collapse GPS time series at the sum-330
mit. Here we explain the feasibility of constraining parameters of interest from time de-331
pendent surface displacements and the setup for the dynamic inversion.332
The characteristic scales of the system constrain the dynamics of pressure evolu-
tion and the observed displacement time history. The dynamic inversion heavily weights








where ν is Poisson’s ratio and µ the crustal shear modulus. Therefore, the characteris-333
tic time, t∗, and pressure, p∗, dictate the rate and magnitude of surface displacement,334
respectively. For a single chamber, single pathway system, the characteristic time is t∗ =335
V β/k. In the multi-reservoir case (Eqn. 6), each reservoir has multiple characteristic time336
scales, each corresponding to one magmatic pathway that connects to that reservoir.337
The characteristic pressure for a reservoir is the difference between its initial pres-
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m3s−1Pa−1 [10−13.2 10−6.8] 10−7.95 [10−8.14 10−7.68]
























MPa [41 123] 50 [46 70]
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km [1.4 4.6] 4.0 [3.7 4.4]
Table 3: Dynamic inversion parameters, bounds on the uniform part of prior distribu-
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voir is obtained by solving Eqn. 4 while setting the left hand side to zero:
p1e = pin − ρghSH (8a)
p2e = pin (8b)
p3e = −ρghHS + ρghERZ − ρghHMM + pin (8c)
338
Therefore, the time dependent surface displacements depend on the characteristic quan-339
tities t∗ and p∗. To constrain the model parameters such as k, V β, and h, we minimize340
the degrees of freedom by leveraging prior constraints on other parameters. The loca-341
tion, geometry, and orientation of the magma reservoirs are fixed to that of the MAP342
model from the static inversion. In addition, we fix the volume of HMM to 3.9 km3 due343
to the unique constraint obtained by Anderson et al. (2019). We also fix the volume of344
the SC reservoir as it is unconstrained by geodetic observations. Gaussian-tailed priors345
based on scaling arguments and empirical evidence are employed (Appendix D). The flux346
of each magmatic pathway is constrained to be non-negative, corresponding to the flow347
directions indicated in Figure 7.348
In each MCMC iteration, the flux model is used to predict time dependent displace-349
ments at the GPS sites for a period of 480 days after the end of the eruption. Surrogate350
optimization (Gutmann, 2001) is used to search for a model close to the global minimum351
of the objective function. We then use this model as the starting point for the MCMC352
inversion. We do not model time dependent displacement in the East Rift Zone due to353
the lack of GPS coverage in the area. Results are presented for ∼ 3×106 iterations (Fig.354






are on the order of 10−7−10−8 m3s−1Pa−1,355
while k
SE
is on the order of 10−9 m3s−1Pa−1.356
Approximately 80% of the variance in the time series data can be explained by the357
prediction of the MAP model (Fig. 2). Notable deviations from the data exists in the358
east component of CALS, CRIM, and UWEV, the north component of UWEV, as well359
as the vertical component of CALS. We used the MAP model from the static inversion360
for the geometry, location, and orientation of the two summit reservoirs, which yielded361
relatively large residual in GPS offsets at near-caldera stations (due to potentially in-362
elastic effects at CALS and asymmetry of reservoir at UWEV). Therefore, relatively large363
misfits in temporal deformation at these stations are not surprising (Fig. 2).364
7 Discussion365
7.1 Location and geometry of reservoirs366
The estimated east-west coordinates of HMM are in agreement with recent inver-367
sions from Anderson et al. (2019). However, our estimated location of HMM is farther368
north than previous estimates. The weak, positive correlation between the north-south369
coordinates of HMM and the west-east coordinates of SC may partially account for this370
discrepancy (Fig. S4). The estimated centroid depth of HMM from the static inversion,371
2.18 km below the surface, is consistent with previous geodetic estimates of 1 − 2 km372
below the margin of the Halema‘uma‘u crater (Poland et al., 2009; Montgomery-Brown373
et al., 2010; Lundgren et al., 2013; Anderson et al., 2019). Our estimate is deeper than374
estimates of ∼ 1 km from seismic studies of the source of VLP tremor (Ohminato et al.,375
1998), VLP events (Almendros et al., 2002), and high resolution tomography (Dawson376
et al., 1999). The static inversion yielded a tightly constrained centroid depth for the377
SC reservoir. The MAP model indicates a centroid depth of ∼ 3.63 km, with a 90% con-378
fidence interval between 3.5 and 3.9 km below the surface (defined by the elevation of379
GPS station NPIT, 1132 m above sea level). Decades of geodetic modeling constrained380
the depth of SC to be ∼ 3 − 4 km (Eaton, 1962; Dvorak et al., 1983; Cervelli & Mik-381
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Figure 8: Posterior PDFs from the dynamic inversion (3 × 106 MCMC iterations). Prior distributions
are in blue dashed line; posterior distributions are in dark red; MAP model is in red dotted line. Gaussian
tailed uniform distributions are used as priors, where the standard deviation of the tail is one tenth the
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Figure 9: Pressure, volume flux and displacement comparisons. (a) Predicted pressure evolution within
the HMM, SC, and ERZ reservoirs for three different cases. Case A (solid red): both HMM-ERZ and
SC-ERZ are open. Case B (dashed blue): SC-ERZ is closed. Case C (dotted green): HMM-ERZ is closed.
(b) Predicted volumetric fluxes over time. Inset shows the flux and effective conductivity pairs. (c), (d)
Best-fit predictions from Case A, B, C versus GPS time series displacements for BYRL East and OUTL
North, respectively. Without HMM-ERZ pathway, pressure inside HMM rises monotonically, producing
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1976) and low P-wave velocity zone (Ryan, 1988). As far as the authors are aware of,383
this is the best resolved depth of the SC reservoir. The estimated depths of HMM and384
SC are consistent with recent studies based on syn-eruptive melt inclusion entrapment385
pressures, which reveal a ∼ 2 km and a ∼ 3 − 5 km cluster believed to correspond to386
the HMM and SC reservoirs, respectively (Wieser et al., 2020).387
The estimated geometry and orientation of the HMM and SC (Fig. 3) reservoirs388
are required by specific features in the deformation data. Both vertical and horizontal389
components of the SBAS cumulative displacement maps exhibit opposite-signed displace-390
ments caused by the HMM and SC reservoirs (Fig. 5). The magnitudes of the east-west391
displacements associated with HMM are comparable, indicating a relatively symmetri-392
cal and vertically oriented magma body. The large vertical to horizontal displacement393
ratio south of the caldera requires the SC reservoir to be oblate. The displacements south394
of the caldera exhibit larger eastward than westward displacements, which favors a north-395
west dipping SC reservoir.396
The dynamic inversion yielded an ERZ reservoir centroid depths of 3.7−4.4 km397
below the surface (Fig. 8), deeper than the 2.3 km inverted from InSAR LoS offset. The398
true centroid depth of ERZ is likely in between. The static inversion, based on kinematic399
modeling of InSAR data, is sensitive to the shallower, active part of the reservoir. The400
dynamic inversion, constrained by the time-dependent flux model, favors an ERZ deeper401
than the SC reservoir to maintain a favorable pressure gradient driving magma into the402
ERZ even when ERZ’s pressure approaches that of the SC reservoir (Fig. 9). The in-403
ferred centroid depth indicates that this ERZ reservoir is distinct from previously mod-404
eled shallow reservoirs in the East Rift Zone (Poland et al., 2014), and is consistent with405
the notion of a “deep rift zone” fed by downward draining of magma from the summit406
reservoirs (Ryan, 1988; Poland et al., 2014). Similar depths have been inferred from geode-407
tic modeling of dike opening along the East Rift Zone (Owen et al., 2000). Our inferred408
ERZ reservoir depth is compatible with geochemical evidence that the Mg-rich olivine409
crystals were sourced from the deep rift zone during the 2018 LERZ eruption (Gansecki410
et al., 2019).411
7.2 Hydraulic connection between summit reservoirs and ERZ412
One of the central questions this study seeks to address is whether the ERZ is con-413
nected to the summit system via the HMM or SC reservoirs, or both. The two end mem-414
ber scenarios are of interest because the former indicates that magma supply at Kı̄lauea415
inevitably goes through the shallow HMM reservoir before flowing towards the ERZ. The416
later would suggest that magma can bypass the HMM reservoir before reaching the ERZ.417
The posterior PDFs indicate that, k
SE
(SC-ERZ pathway) is more than an order of mag-418








We investigate the correlations among the dynamic inversion parameters. Notably,421




, although the corre-422
lation is weak (Fig. S8). This is because, for a higher magmastatic pressure within the423
ERZ, magma flux towards the ERZ is maintained by requiring the HMM-ERZ and SC-424
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the dynamic inversion parameters, the conclusion that the HMM-ERZ pathway is much432
more conductive than the SC-ERZ pathway is robust.433
7.2.2 End member cases434
To better assess the two end member cases of summit - ERZ connections, HMM435
to ERZ only versus SC to ERZ only, we use MATLAB optimization algorithms (Gutmann,436
2001; Audet & Dennis Jr, 2002) to search for the best fit models that satisfy each case437
(Fig. 9). If the best prediction from one configuration cannot fit the data acceptably well,438
we reject that as a plausible configuration for the summit-ERZ connections. We search439
over the same model space (Table 3) as used in the dynamic inversion (Case A), except440
that in one case we close off the SC-ERZ pathway (Case B), and in the other we close441
off the HMM-ERZ pathway (Case C). When the SC-ERZ pathway is closed the curva-442
tures of pressure history in all reservoirs have the same sign as those in the MAP model443
of Case A (Fig. 9). However, when the HMM-ERZ pathway is closed, the curvature of444
the predicted HMM pressure history has the wrong sign compared to the data. In other445
words, p
HMM
from Case A decreases slightly before increasing (Fig. 9), whereas p
HMM
446
in Case C increases monotonically.447
Because surface displacement is linear in pressure change, we do not expect the best448
prediction without a HMM-ERZ connection (Case C) to fit the displacements near HMM449
well. That is indeed the case. For example, at BYRL, the east component of GPS first450
moved west before moving east (Fig. 9 c). In the best-fit prediction for Case C, the east451
component moves monotonically eastward. OUTL first moved north, reversed direction452
and then accelerated to the south. The best-fit model under Case C, however, predicts453
decelerating southward displacement (Fig. 9 d), contradicting the data. The non-monotonic454
displacement trends in the radial components of BYRL and OUTL cannot be due to SC,455
which contributes very small radial displacements, as required by its oblate geometry.456
Our observation that only Case A and B can fit the time varying displacements near457
HMM can be understood as follows: when the HMM-ERZ pathway is closed, HMM has458
a net influx of magma due to the higher overpressure in SC, resulting in monotonically459
increasing pressure within the HMM reservoir. Monotonic pressurization of HMM is not460
consistent with deformation time series. Therefore, the shallow connection between HMM461
and ERZ must exist. This is in agreement with Cervelli and Miklius (2003), who argued462
for a direct connection between HMM and the ERZ based on: 1. A shallower pathway463
is more likely to remain open when magma pressure inside the pathway is low; 2. with-464
out a shallow pathway between HMM and the ERZ, HMM’s deflation during DI events465
implies magma draining back into the SC reservoir.466
7.2.3 Possibility of HMM draining into SC467
The prolonged and pronounced deflation at SC in the post-collapse period indicates468
a significant reduction in reservoir pressure for at least 300 days after the end of caldera469
collapse on Aug. 4th, 2018 (Fig. 2). If HMM drained into SC immediately after the end470
of the collapse, the re-inflation of HMM (∼ 100 days after the end of the collapse) would471
require an increase in SC pressure, contradicting the observations. To test whether magma472
could drain from HMM into SC immediately after the eruption we ran an optimization473
without forcing magma to flow from SC to HMM, keeping all pathways open. We found474
a best-fit model virtually the same as the MAP model, with magma flowing from SC to475
HMM. Therefore, it is not plausible that the deflation of HMM immediately after the476
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7.2.4 Comparison with previous studies478
Previous estimates of the effective radius of an idealized circular conduit connect-479
ing HMM to Pu’u ’Ō’ō ranged from 1.7 to 2.5 m (Cervelli & Miklius, 2003; Patrick et480
al., 2015, 2019). Assuming the pathway connecting HMM and Pu’u ’Ō’ō vent is ∼ 20481
km long, the magma viscosity is 150 Pa · s, the MAP conductivity of the HMM-ERZ path-482
way translates to a radius of 0.63 m. If the ERZ is connected to the summit system through483
only HMM (Case B), the best-fit conductivity translates to an effective radius of 0.91484
m. Both values are lower than previous estimates, although of the same order of mag-485
nitude. Caution needs to be taken in comparing effective radii with hydraulic conduc-486
tivity of magma pathways during various periods, because magma viscosity is generally487






may at least par-488
tially account for the discrepancy with previous estimates.489
A shallow HMM-ERZ pathway dominating magma supply to the ERZ in the post-490
collapse period is not inconsistent with recent findings by Wieser et al. (2020). They find491
that olivine crystals that grew at depths corresponding to HMM and ERZ were subse-492
quently mixed into the erupted magmas. The scenario in which magma follows the SC-493
HMM-ERZ trajectory to produce mixed melt cannot be excluded based on their data494
(Wieser et al., 2020).495
7.2.5 Summary496
Although we cannot preclude that the ERZ is directly connected to SC from the497
available GPS time series, our analysis strongly suggests that the deeper SC-ERZ path-498
way is much more resistant to flow, at least during the post-collapse period (Fig. 10).499
If connectivity in the co-collapse period is similar to that of the post-collapse period, the500
shallow connection between HMM and the East Rift Zone likely played a dominant role501
in supplying magma to the eruption site in 2018.502
7.3 Pressure and magma flux503
The initial pressures in HMM, SC, and ERZ reservoirs are estimated to be 26, 130,504
and 50 MPa, respectively (Fig. 8). The HMM initial pressure is consistent with the ex-505
pected range based on pre-collapse and co-collapse pressure loss (Appendix D). The SC506
initial pressure, pi
SC
, is at the higher end of the expected range, and could partially be507
explained by its positive correlation with mantle overpressure, pin. As noted in Eqn. 8508
b, the characteristic pressure of the SC reservoir is the difference between the mantle over-509
pressure and its initial pressure, resulting in a strong correlation between these quan-510
tities. The ERZ initial pressure, pi
ERZ
, is less than expected for an estimated ERZ reser-511
voir depth of 4.0 km. This could result from trade-offs between the initial pressure in512




increase by the same amount,513
the flux between HMM and ERZ, q
HE












change the value of q
SE
. However, because q
SE
is small compared to other fluxes (k
SE
516






), the overall dynamics of the system does517





can fit the data as well as the MAP model does.519
The magma supply rates from SC to HMM and from the summit reservoirs to ERZ520
decrease monotonically (Fig. 9 b). Such trends are consistent with rising pressure inside521
HMM and ERZ, which lowers the driving pressure of magma flow into these two reser-522
voirs. The increasing flux from the mantle, q
MS
, results from a gradual decrease in pres-523
sure within the SC reservoir. Our estimated mantle flux reaches 0.9 m3s−1 towards the524
end of modeling period, below the 3.2-6.3 m3s−1 long-term supply rate at Kı̄lauea (Dzurisin525
















































Figure 10: Schematic interpretation of the magmatic system that connects Kı̄lauea’s summit reservoirs
with the East Rift Zone and the 2018 Lower East Rift Zone eruption site (Fissure 8). Static inversion
indicates that HMM reservoir is a vertically oriented, prolate spheroidal reservoir. The SC reservoir is
approximated as an oblate spheroidal body tilting towards the northwest. The ERZ reservoir is a highly
elongated body sub-parallel to the strike of the East Rift Zone. The dynamic inversion indicates that
HMM-ERZ pathway is significantly more conductive than the SC-ERZ pathway. Overall, this study favors
the L-shaped connection from SC to HMM to the ERZ. While the geometry of the SC and ERZ reservoirs
are relatively well constrained, their volumes are not. Depths to the centroid of reservoirs (red) are ap-
proximately to scale. Background geology adopted from Baker and Amelung (2015). Pink indicates the
likely presence of mush outside of the hotter, fluid dominated core that geodetic data is sensitive to on
short time scales.
poor resolution of mantle overpressure in the dynamic inversion. Higher mantle overpres-527
sure would result in higher mantle flux into the system.528
8 Conclusions529
Through analysis of GPS and InSAR data, we report unique post-collapse simul-530
taneous inflation and deflation at Kı̄lauea’s summit, as well as inflation in the East Rift531
Zone. We constrain the location and geometry of two distinct summit reservoirs via Bayesian532
inversion of cumulative GPS and InSAR derived displacements. We check the accuracy533
of the semi-analytical forward models using a fully 3D finite element model of the two534
reservoirs. The centroid depths and geometry of the ERZ reservoir are estimated using535
similar methods. A physics-based flux model is devised to simulate the post-collapse, time-536
dependent deformation at Kı̄lauea’s summit. By inverting the time series displacements537
with the flux model, we quantitatively constrain the effective conductivity of Kı̄lauea’s538
various magmatic pathways. Our main findings are:539
1. Simultaneous inflation and deflation at Kı̄lauea’s summit clearly indicates that540
HMM and SC are hydraulically distinct magma reservoirs, rather than different com-541
partments of the same reservoir.542
2. Inversion of GPS and InSAR displacement offsets, assuming homogeneous half-543
space spheroidal magma chamber models, indicates that the centroid of the oblate SC544
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3. A multi-reservoir flux model (Fig. 10) is proposed to explain the observed time547
dependent surface deformation. Constraints on the characteristic pressure and time from548
time dependent deformation lead to estimates of pathway hydraulic conductivity.549
4. A magmatic pathway between the HMM reservoir and the ERZ reservoir is re-550
quired to explain the post 2018 caldera collapse GPS time series. The effective hydraulic551
conductivity of the inferred SC-ERZ pathway is an order of magnitude lower and could552
be zero.553
Future work incorporating time dependent deformation from the pre-/co- collapse554
periods would enhance constraints on the hydraulic connectivity of the plumbing sys-555
tem and lend insight on whether these quantities evolve over time.556
Appendix A Estimating covariance matrices for GPS noise557
Estimating the amplitude of time dependent noise for GPS stations is challenging558
due to the persistent inflation-deflation cycles in the summit region. Assuming that ran-559
dom walk noise dominates time-dependent noise, we estimate the amplitude of white and560
random walk noise by fitting BYRL’s vertical component time series with a third-order561
polynomial function. Optimization is done by maximizing the likelihood function (Eqn.562
2) with a noise covariance that combines white and random walk noise. For the dura-563
tion of the time series used in the dynamic inversion (480 days), the estimated random564
walk noise amplitude is consistently small (< 1mm/
√
year ) compared to that of the white565
noise. Therefore, in the dynamic inversion we assume only white noise during the ob-566
servation period. We also assume that the white noise amplitude for the same compo-567
nent of different summit GPS stations is the same, based on the fact that summit GPS568
stations have identical instrumentation and are located in a relatively small geographic569
region. The resulted white noise amplitude for east, north, and vertical component of570
GPS time series are: σE = 0.0032 m, σN = 0.0027 m, σU = 0.0089 m.571
Appendix B InSAR time series analysis and noise covariance matri-572
ces573
To explain our workflow, we highlight the most essential components of the SBAS
algorithm (Berardino et al., 2002). Consider M interferograms formed from N co-registered
SAR images. On a pixel-by-pixel basis, we have a vector of N unknown phase values and
a vector of M known phase differences:
~φT = [φ(t1), ..., φ(tN )] (B1a)
δ ~φT = [δφ1, ..., δφM ] (B1b)
To obtain a physically sound solution, Berardino et al. (2002) replace the unknowns with










where t1,..., tN are the acquisition times of the N SAR images, and t0 the reference time
when deformation is assumed to be 0. Therefore, the relationship between phase veloc-
ity and phase differences is:
B~v = δ~φ (B3)
B is a M×N matrix, the entries of which are the differences between acquisition times574
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B1 Phase noise577
The above formulation ignores phase noises in the data. In reality, the differential
phase δ~φ is the sum of at least the following differential phase components:







where ~δφtopo is the residual topographic differential phase;
~δφdefo is the phase difference578
attributed to surface displacement between acquisition times; ~δφtropo is the differential579
phase due to the differences in propagation delay through the troposphere between SAR580
acquisitions; ~δφorb is due to uncertainties in satellite orbits;
~δφdecorr represents the phase581
noise resulted from change in scattering properties of the resolution element over time;582
~δφunwrap is unwrapping error;
~δφiono is introduced by dispersion in the ionosphere. Phase583
unwrapping errors are accounted for by masking the SBAS derived cumulative displace-584
ment maps based on the number of integer mis-closures, and specifically masking the caldera585
region for the purpose of inversion. Topographic phase is likely minor except inside the586
caldera, where the topographic relief is substantial and much of the signal is masked out.587
Sentinel 1 operates in C-band, which is minimally affected by ionospheric effects. In ad-588
dition, ionospheric effects are usually at much longer wavelengths than the scale of our589
study area (Liang et al., 2019). Assuming orbital errors are small, temporal decorrela-590
tion and atmospheric delays are the major sources of noise in the differential phase.591
B2 Temporal covariance matrix for weighting SBAS592
We employ SBAS to reduce decorrelation noise. Methods for propagating tempo-593
ral decorrelation and atmospheric noise from individual interferograms to time series dis-594
placements have been developed (Agram & Simons, 2015), but incorporating the full spatial-595
temporal covariance matrix into SBAS remains computationally challenging. Given M596
interferograms formed from N SAR images, and each interferogram has P pixels, the to-597
tal covariance matrix is of size MP×MP . For computational tractability, we employ598
a standard pixel-by-pixel approach in our SBAS procedure. This approach is based on599
two assumptions: 1. both the atmospheric and temporal decorrelation phase noise are600
normally distributed with zero mean; 2. there is no spatial correlation between phase601
noises. Therefore here, we treat the atmospheric phase as signal and the decorrelation602
phase as noise in the SBAS inversion, as reflected in the weighting scheme (Eqn. B7).603
We use a temporal decorrelation covariance matrix, Σtp, to weight the SBAS inver-
sion (Tough et al., 1995; Guarnieri & Tebaldini, 2008). This weighting scheme favors pixel
pairs with shorter temporal baselines and thus higher temporal correlation over tempo-
rally decorrelated pixel pairs. To get Σtp, we first compute the coherence ρp,m for each














where x, y are indices of the pixels over a k×l pixel region; s1 and s2 denote the com-
plex values from two SAR acquisitions; superscript “∗” indicates complex conjugate. The
temporal decorrelation variance can then be related to the coherence by the following





where ρp,m is the coherence of pixel p in interferogram m and L is the number of looks


























p,M ], to weight the SBAS inversion. We note that a more ac-
curate form of temporal covariance model accounting for off-diagonal components has
been recently proposed by Zheng et al. (2021). The more accurate form would result in
higher uncertainty estimates for the SBAS time series, but would not change the static
inversion results, as discussed in the next section. This is because only spatial covari-
ance matrices were used to weight the inversion. Let P = (Σtp)
−1 be the weight ma-
trix, we estimate a vector of average LOS velocity between the time of SAR acquisitions
via:
~v = (BTPB)−1BTP ~δφ (B7)
By integrating ~v over time intervals between SAR acquisitions, we obtain the cumula-604
tive displacement over time ~dp(t):605
~dp = τ · ~vp (B8a)
τ =







∆t01 ∆t12 . . . ∆tN−1N
 (B8b)
Differential phase measurements are defined relative to a spatial reference point and606
need to be calibrated. We choose the pixel co-located with GPS station CNPK as the607
reference point for the entire stack of interferograms. Post SBAS analysis, we calibrated608
the displacement time series of this pixel, so that ~dCNPK is consistent with LOS pro-609
jected GPS time series displacement from CNPK. A comparison between LoS-projected610
GPS and SBAS LoS displacements at co-located pixels (Fig. S1) demonstrates the over-611
all agreement between inverted SBAS time series displacement with GPS. To compute612
the average velocity for each pixel, we fit a liner model to the sub-period between Nov.613
4, 2018 and Mar. 16, 2019 (day 88-220 in Fig. S1), during which the temporal displace-614
ments are approximately linear in time. We then multiply the average deformation ve-615
locity by the duration of the sub-period (133 days) to obtain cumulative displacements616
for each pixel (Fig. 1). This approach of computing cumulative displacement minimizes617
(temporally uncorrelated) decorrelation noise at each epoch.618
B3 Spatial covariance matrix for weighting static inversion619
Two major sources of atmospheric phase delays are the stratified lower troposphere620
and turbulent mixing. Empirical methods evaluating phase dependence on elevation (e.g.621
Lin et al., 2010) and predictive methods based on Global Atmospheric Models (e.g. Jo-622
livet et al., 2014) have been utilized to correct for stratified tropospheric delays. Unfor-623
tunately, empirical methods are difficult to implement due to the correlation of our sig-624
nal with topography, whereas Global Atmospheric Models are not applicable in our case625
because their typical resolution (> 30 km) is larger than our scenes. The summit re-626
gion has relatively low topographic relief. Thus, we expect minimal error due to strat-627
ified atmosphere and do not correct for the associated delays. We compute the spatial628
covariance of turbulent atmospheric delay empirically and mitigate the effect of noise on629
the static inversion by weighting the data using the covariance.630
We estimate the spatial covariance matrix, Σsp (p = 1,2,...,P) by applying a semi-631
variogram to the cumulative displacement map, similar to the application of a semivar-632
iogram to individual interferograms (Emardson et al., 2003; Lohman & Simons, 2005).633
This approach assumes that the noise is spatially isotropic: the covariance between two634
points separated by a scalar distance is only dependent on the distance, not on the lo-635
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to deformation, which preclude direct sampling of this map to calculate the variance-637
covariance matrix. Therefore, we filter the cumulative displacement map with a high-638
pass Gaussian filter, the kernel of which is a 310 by 310 pixel square matrix with a stan-639
dard deviation of 50 pixels (each pixel is 30 m × 30 m). This procedure effectively re-640
moves deformation signals of comparable size to the filter kernel. A side effect of the high641
pass filtering is that atmospheric effect on the same length scale as the deformation (∼642
10 km) is removed from the cumulative displacement map.643
We then compute the structure function (Emardson et al., 2003; Lohman & Simons,644
2005) by randomly selecting 1× 106 pixel pairs from the filtered cumulative displace-645
ment map, excluding pixels within 4 km of the approximate center of deformation (to646




[δφ(~x)− δφ(~x+ ~r)]2 (B9)
where r is the binned distance between pixel pairs and N is the number of pixel pairs in648
each bin. The empirical structure function can be fit with S(r) = s[1 − exp(−r/∆)],649
where r is the variable distance between pixel pairs, s is the variance, and ∆ is the char-650
acteristic distance that controls the change in variance with r. With this relationship,651
we can compute the covariance for each pixel with regard to a reference pixel using C(r) =652
s[exp(−r/∆)].653
We down-sampled the cumulative displacement map using a quadtree algorithm
based on a threshold variance. Following Lohman and Simons (2005), we compute the
spatial covariance Σ between quadtree leaves with indices i and j using (following the









where ni and nj are the number of pixels in quadtree leaves i and j; ∇i,j,k.l is the Eu-654
clidean distance between the k th and l th pixels in the quadtree leaves i and j, respec-655
tively. The resulting spatial covariance matrices for ascending and descending cumula-656
tive displacement maps are shown in Fig. S2.657
Appendix C Assumption of homogeneous elastic half space658
For simplicity, we assume a homogeneous elastic half space throughout this study.659
Here we briefly discuss the rationale to neglect effects of viscoelasticity (Dragoni & Mag-660
nanensi, 1989; Segall, 2019), poroelasticity (Liao et al., 2018), caldera bounding faults,661
and elastic heterogeneity due to damage (Got et al., 2017), which have been shown to662
be important processes in other cases.663
For viscoelasticity, consider the case of a spherical magma chamber (radius R1) sur-
rounded by a spherical shell of Maxwell rheology (radius R2) (Dragoni & Magnanensi,









where η is the viscosity of the shell, ν the Poisson’s ratio, and µ the crustal shear mod-664
ulus. For an order of magnitude estimate of tR, we use a shear modulus of 3×109 Pa665
(Anderson et al., 2019), a viscosity of 5×1018 Pa · s (estimated for lower crust in Ice-666
land (Sigmundsson et al., 2020)), R2/R1 of 2, and a Poisson’s ratio of 0.25. The estimate667
tR is of order 10
2 years. Even given the elevated geothermal temperature Kı̄lauea, we668
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For poroelasticity, the post-injection time scale is a function of both the geometry671
of the system and the physical properties of magma and mush (Liao et al., 2018), the672
later of which are especially poorly constrained. As such, exploring the time scale of poroe-673
lasticity in the context of the 2018 event is beyond the scope of this study. The effect674
of the cliff around the caldera bounding ring fault can be pronounced in tiltmeter data,675
which are sensitive to the horizontal gradient of vertical displacement, but likely minor676
if not undetectable in the GPS and InSAR data (Johnson et al., 2019). We also note that,677
models based on elastic, homogeneous half space captures co-collapse deformation out-678
side of the caldera rim reasonably well (Segall et al., 2020), and seismicity was largely679
absent after the cessation of the eruption in August, 2020. These observations suggest680
that inelastic effects are likely minor in the post-collapse period, with possible exception681
of CALS, which situated on top of the caldera block.682
Appendix D Prior constraints on temporal inversion parameters683
Here we develop prior constraints on the flux model parameters (Table. 3). To ac-684
count for the uncertainties in the analyses, we use the bounds deduced in this section685
as the limits on the uniform part of the Gaussian-tailed prior distribution. The “tail”686
of either end of the distribution is assigned a standard deviation equivalent to 10% the687
width of the uniform part.688
D1 Effective hydraulic conductivity689
Dikes, cylindrical conduits, and porous media all exhibit pressure dependent flows
(Section 5). However, by assuming flow through cylindrical conduits, we can derive a range
of physically plausible effective hydraulic conductivity, k, through the scaling relation-





where R is the radius of the conduit, η is magma dynamic viscosity, and L is the length690
of the conduit. For a thermo-dynamically stable conduit to exist, the run-away effects691
of magma solidification and melt-back need to be averted by balancing advective heat692
transport and conductive heat loss. In general, the heat transfer between a cylindrical693
conduit and its surroundings depends on the following dimensionless numbers: the Ste-694
fan number of the magma, the Stefan number of the surrounding crust, the Brinkman695
number, and the ratio between advective heat transport and conductive heat transfer,696
Π (Bruce & Huppert, 1989). Here we only consider the effect of Π to develop a first or-697
der estimate of plausible radii for the pathways. The bounds on the conductivities are698
shown not to impact the dynamic inversion results.699
For Π  1, advective heat transfer dominates, and the conduit will widen due to
melt-back. For Π  1, conductive dissipation of heat results in magma solidification and
narrowing conduit (Gonnermann & Taisne, 2015). As such, the conduit radius must al-
low the Π to be of order 1 so that its diameter can be maintained. For a cylindrical con-





Assuming the dynamic viscosity of basalt is 150 Pa · s , the magmatic over-pressure, ∆p,700
for HMM, SC, and ERZ are ∼ 10 MPa, and the thermal diffusivity of basaltic lava is701
5×10−6 m2s−1 (Hartlieb et al., 2016). For k
SH
, L is 3 km at its maximum (given the702





, L is ∼ 20 km. Therefore, D ∼ 1.7 ∼ O(0). Given that our esti-704
mated pathway diameters are of order -1 or 0, the range of radii we consider for these705
pathways are 0.1 - 1 meters for k
SH
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of radii correspond to the effective conductivity of O(−12) < k
SH






D2 Compressibility of summit reservoirs709
The total compressibility of each magma reservoir is β = βm + βch, where βm is710
the bulk magma compressibility and βch is the magma chamber compressibility. The com-711
pressibility of bulk magma is a function of pressure and temperature, which dictates the712
solubility of volatile species in the magma. The compressibility of the magma chamber713
is a function of the bulk modulus of host rock, the geometry of the chamber, and the depth714
to the top of the chamber. Qualitatively, magma reservoirs with large or small aspect715
ratios are more compressible than those with aspect ratios close to 1 (Amoruso & Cres-716
centini, 2009).717
D21 Magma chamber compressibility718




∂p , where V719
is the volume of the magma chamber, and p is pressure. Analytical approximations for720
the pressure derivative in the above equation exist (Amoruso & Crescentini, 2009; Cervelli,721
2013). However, Anderson and Segall (2011) demonstrated that, analytical approxima-722
tion of the compressibility of a spheroidal magma chamber deviates significantly from723
the numerical solution for a depth to effective radius ratio larger than 0.75, where the724
effective radius is that of a volume-equivalent sphere. For robustness, we adopt the nu-725
merical emulator of Anderson et al. (2019). The numerical emulator takes as input the726
aspect ratio and depth to the top of a spheroid and compute the corresponding cham-727
ber compressibility, assuming a crustal shear modulus of 3× 109 Pa (Anderson et al.,728
2019). To compute the chamber compressibility of HMM, we take an aspect ratio of 1.1,729
a depth to centroid of 1.9 km, and a volume of 3.5 km3 (Anderson et al., 2019), which730
yield a chamber compressibility of 2.63×10−10 Pa−1. For aspect ratios between 1 and731
2, variation in chamber compressibility is fairly small. Assuming a volume of 2.5×109732
km3 for SC source (Pietruszka & Garcia, 1999), an aspect ratio of 0.1748, and a depth733
of ∼ 3.5 km, we obtain a magma chamber compressibility of 8.3×10−10 Pa−1 for SC.734
Given fixed aspect ratio for SC, for a volume between 2.5 and 13 km3, SC’s chamber com-735
pressibility does not change significantly.736
D22 Magma compressibility737




∂p , where ρm is bulk magma den-738
sity, and is a function of pressure-dependent mass concentrations of dissolved volatiles,739
exsolved volatiles, and phenocrysts (Anderson & Segall, 2011). We use the “degassing740
path” feature of VolatileCalc (Newman & Lowenstern, 2002) to compute the pressure-741
dependent mass concentration of dissolved H2O and CO2. For the upper bound of bulk742
magma compressibility, we assume closed-system degassing, and find the compressibil-743
ity of bulk magma at SC’s depth. Gerlach and Graeber (1985) estimated the mass con-744
centration of water dissolved in chamber-equilibriated magma as 0.27 wt %, which is in-745
sensitive to depth below the top 50 m of the magma storage system. Due to magma over-746
saturation with CO2 except near surface, the mass concentration of dissolved CO2 can747
be computed from its solubility as a function of depth (Gerlach & Graeber, 1985). For748
a SC depth of ∼ 5 km, the magma contains 0.058 wt % of dissolved CO2. Assuming closed749
system degassing, we calculate the mass concentration of exsolved volatiles in the magma750
chamber as the difference in that of parental magma and that of chamber-depth equi-751
libriated magma (Gerlach & Graeber, 1985), which yields (0.3 - 0.27 wt % = ) 0.03 wt752
% for H2O and (0.65 - 0.058 wt % =) 0.59 wt % for CO2. The mass fraction of exsolved753
volatiles with regard to bulk magma can be approximated as the sum of the calculated754
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centage of the bulk magma. We input mass concentration of dissolved H2O and CO2 in756
magma equilibriated at SC’s depth, magma temperature, and mass fraction of exsolved757
volatiles inside SC chamber into VolatileCalc to compute the dissolved volatile mass con-758
centrations as a function of pressure (Newman & Lowenstern, 2002). We then compute759
bulk magma compressibility as a function of pressure through the derivative of bulk magma760
density with respect to pressure. SC approximate depth at ∼ 3.5 km corresponds to a761
magma-static pressure of 93 MPa. The true magmatic pressure inside SC must be at least762
a few MPa above the magma-static in order to drive magma flow into the shallower HMM763
and ERZ. For simplicity, we take 100 MPa for pressure in SC, which yields a bulk magma764
compressibility of 4.24×10−10 Pa−1. HMM’s centroid is approximately 1.9 km below765
the surface, corresponding to a magma-static pressure of ∼ 50 MPa. At this pressure,766
the degassing curve yields a compressibility of 1.46× 10−9 Pa−1.767
D23 Total compressibility768
The upper bound on SC total compressibility is 12.54×10−10 Pa−1. The lower769
bound on SC’s magma compressibility is obtained by adding the experimentally deter-770
mined basaltic melt compressibilty, 1×10−10 Pa−1 (Murase & McBirney, 1973), to the771
chamber compressibilty, which yields 9.3×10−10 Pa−1. The total compressibility of HMM772
is between 3.63 × 10−10 and 15.6 × 10−10 Pa−1. Estimates for HMM correspond well773
with the 2− 15× 10−10 Pa−1 range estimated by Segall et al. (2020).774
D3 Depth, volume, compressibility of the ERZ reservoir775
Inversion of LoS displacements from the ERZ using a Yang-Cervelli spheroid pro-776
duced a centroid depth of ∼ 2.3 km, with a semi-minor axis (sub-vertically oriented)777
length of ∼ 340 m. Given that geodetic observations are most sensitive to the top, ac-778
tive parts of reservoirs, we use a depth range of 2-4 km below sea level for the ERZ reser-779
voir. Because of the volume-pressure change trade-off, inversion of surface deformation780
does not uniquely determine the volume of the ERZ reservoir. One of the few volume781
estimates of reservoirs in the East Rift Zone is that of Pu’u ’Ō’ō, at ∼ 1×107 m3 (Poland782
et al., 2014). Using this volume as the lower bound, we search for a volume between 1×783
107 m3 and 5× 109 m3.784
ERZ’s total compressibility depends on reservoir geometry and magma volatile con-785
tent. Assuming that much of the ERZ magma had undergone some degassing in the sum-786
mit area, the exsolved volatile content of magma in ERZ should be lower than that of787
HMM. Therefore, we infer an upper bound on magma compressibility of 1.46 × 10−9788
Pa−1. The lower bound is that of bubble free magma, 1×10−10 Pa−1 (Murase & McBir-789
ney, 1973). For a wide range of depths and chamber aspect ratios, the chamber compress-790
ibility is of order 10−10 Pa−1, in which case the contribution of chamber compressibil-791
ity to the total compressibility is minor. Therefore, we infer a total compressibility be-792
tween 1×10−10 and 1.5×10−9 Pa−1. The product of ERZ volume and total compress-793
ibility is between 1×10−3 and 7.5 m3Pa−1. One caveat is that, the ERZ reservoirs as794
a whole may behave as a dike-like feature. In that case the chamber will contribute sig-795
nificantly to the total compressibility, which requires higher upper bound on the volume-796
compressibility product. In our preliminary search over the parameter space, the best-797
fit model did not approach the upper bound, so we leave the inferred priors unchanged.798
D4 Initial pressure799
Prior to the caldera collapse, HMM’s centroid pressure was approximately magma-800
static, 50 MPa, which likely is an underestimate by 1 to 10 MPa due to increasing magma801
density at depth. Anderson et al. (2019) estimated a pressure drop within HMM of ∼802
25 MPa from the beginning to the end of May. Starting on May 29, broad collapse events803
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ual pressure drop. Segall et al. (2020) inferred that co-collapse pressure increase is be-805
tween 1 and 3 MPa. On average, inter-collapse pressure drop may have been slightly larger806
than co-collapse pressure increase, to produce a net deflation over three months. The807
cumulative co-collapse pressure change is likely a fraction of that prior to the onset of808
collapse, as reflected in the gradual decline of radial tilt measurements since the begin-809
ning of broad caldera collapse (Anderson et al., 2019). Assuming that the cumulative810
pressure drop due to the collapse events amounted to 5 to 10 MPa, a first order estimate811
of the initial pressure within HMM (at the end of collapse in August, 2018) is ∼ 14−812
28 MPa. We estimate SC’s initial pressure to be a magma-static: ∼ 93 MPa. For the813
dynamic inversion, we use a wide range of 60 to 120 MPa to account for the ambiguity814
of this estimation. InSAR data indicates that in early May the MERZ deflated while the815
LERZ inflated (Neal et al., 2019), indicating magma transfer from the MERZ to the erup-816
tion site in the LERZ. However, given the lack of independent constraint on the ERZ’s817
pressure in late August, we assume that ERZ’s initial pressure post-collapse was close818
to magmastatic. With a depth to centroid between 2 and 4 km below sea level, the ini-819
tial ERZ pressure is pms
ERZ
= ρmghERZ ≈ 50− 100 MPa.820
D5 Mantle overpressure821
In Hawaii, it has been suggested that diffuse seismicity as deep as ∼ 60 km reflects822
the maximum depth of melt extraction (Nicolas, 1986). Assuming an overpressure of ∼823
5 MPa/km is generated due to the density contrast between melt and surrounding rock,824
pin is on the order of a few hundred MPa. Due to the generality of this estimate, we set825
the bounds on the prior as between 100 and 300 MPa.826
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