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Quadratic Functionals of Brownian Motion 
TAKEYUKI HIDA 
Mathematical Institute, Nagoya University, Nagoya, Japan 
Functionals of Brownian motion can be dealt with by realizing them as 
functionals of white noise. Specifically, for quadratic functionals of Brownian 
motion, such a realization is a powerful tool to investigate them. There is a one- 
to-one correspondence between a quadratic functional of white noise and 
a symmetric Le(R*)-function which is considered as an integral kernel. By 
using well-known results on the integral operator we can study probabilistic 
properties of quadratic or certain exponential functionals of white noise. Two 
examples will illustrate their significance. 
INTRODUCTION 
The purpose of this note is to investigate quadratic functionals of Brownian 
motion. Any functional of Brownian motion may be realized by that of white noise 
which is, roughly speaking, the derivative of Brownian motion. We shall, there- 
fore, start with the measure p of white noise. A quick review of the known 
results on the Hilbert space (L2) = LB(p) and the analysis on it will be given in 
Section 1. Specifically, the representation of (L2)-functionals in terms of symme- 
tric L2(Rn)-functions n > 1 is the main technique for the discussion of the 
present note. 
In Section 2, we shall deal with quadratic functionals of white noise, by 
using the representation by symmetric Ls(Rs)-functions. These functions can be 
regarded as integral operators, and, therefore, we are able to appeal to the 
classical theory of integral operators. Then we shall proceed to exponential 
functionals whose powers are quadratic functionals (Section 3). The idea 
behind the computation is similar to the case in Section 2. 
Two applications of our theory will be noted in Section 4. The first one is the 
stochastic area defined by P. L&y. Formally speaking, it denotes the area 
enclosed by the curve of the two-dimensional Brownian motion and its chord 
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within a finite time interval. Such a stochastic area can be realized as a quadratic 
functional of white noise. As a second application, we shall take up Radon- 
Nikodym density of a Gaussian measure equivalent to Wiener measure, where 
the result in Section 3 can be applied. 
1. PRELIMINARIES 
This section is a short exposition of some known results on white noise and 
square integrable functionals with respect to the measure of white noise. 
Let E be a nuclear space such that 
E CL2(R’) C E*, 
where E* is the dual space for E, and let p on E* be the measure of white noise 
with the characteristic functional C(t): 
C(s) = exp{- 4 jj 5 /12>, (11 1 : the L2(R1)-norm). 
We denote by (x, 0, x E E*, [ E E, the continuous bilinear form which links E 
and E*. 
For fixed f, (x, I) is a Gaussian random variable on the probability space 
(E*, CL) with mean 0 and variance 11 E jj2. The linear functional (x, 5) extends to 
a random variable (x, 7) with 77 ELM although it is no longer a continuous 
functional on L2(R1) for fixed x E E*. 
If {&} is a complete orthonormal system in L2(R1), then ((x, 4,)) is a system 
of mutually independent, standard Gaussian random variables. These (x, tra)‘s 
span a subspace X1 of the Hilbert space (L2) = L2(E*, p). Further, finite 
products of the form 
n. K&> &a da, H,, : Hermite polynomial 
k 
with Ck nk = n span a subspace Xn of (L2). A member of 2% is called a multiple 
Wiener integral of degree 71. The entire space (L2) itself admits the direct sum 
decomposition 
(L2)= f- o%l, z. = c. (1) 
n=o 
We are interested in a representation of functionals in each 2%. In fact, there 
is a one-to-one correspondence between ~9’~ and the space F- (RN) of symmetric 
L2(R”)-functions: 
& 3 cp(x) 4-3 F&4, ) 242 )..., 24,) E6$) (2) 
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This correspondence (2) can be established by the transformation 7 given by 
For norms of ‘p and F, , we have 
Further detailed discussions may be found in [l, Part III]. 
We now briefly mention about the flow {Tt} of the Brownian motion defined 
on (E*, p). The T, is the adjoint of the shift S, acting on E: 
(&E)(~) = E(u - t), 5 E E. 
For each V,(X) E (L2), we are given a stationary stochastic process {X(t, x)} on 
the probability space (E*, p) in such a way that 
x(t, .4 = &“P). 
If F,(u, , us ,..., u,) EL@*) corresponds to v(x) E Z?* , then the formula (3) 
proves the correspondence 
y( T,x) ts Fn(ul - t, u2 - t ,..., u, - t). 
The above formulas and the results will be directly used in later sections. 
2. QUADRATIC FUNCTIONALS 
We first restrict our attention to random variables in Z2 . To each real-valued 
random variable y(x) E s2 , we are given one and only one real 632 ( )-function 
F(u, V) by the relation (2). Since F(u, V) can be thought of as an integral operator 
which is symmetric and is of Hilbert-Schmidt type, it is expressed in the form 
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with Ch;’ < cc, where {X, ,71n; n > l}, h, real, is the eigensystem of the 
operator F such that rln ELM with 117~~ 11 = 1 and that 
Noting that the transformation T is one-to-one, expression (4) shows that 
dx> = -c CKx, $J2 - l), (5) 12 
where the sum in (5) should converge in Zs . Here the eigenvalues h, are arranged 
in order of increasing absolute value and taking multiplicities into account. 
As a consequence of the expansion (5), we can easily prove that the charac- 
teristic function x(z) of the random variable p(x) is given by 
xc4 = j, exp[izv(x)] dp(x) = n {( 1 + 2i,~h;~)-~‘~ exp[a&‘]}, 
n 
x: real. (6) 
If we denote the modified Fredholm determinant ofF by S(h) = S(X; F) (see, e.g., 
[4, Chap. VI]), the product in (6) turns out to be 6(--2&z; F)-lj2. Thus we have 
generalized the Varberg’s result [5] : 
THEOREM 1. The characteristic function x(z) of a random variable p)(x) in 
S2 is expressed in the form 
x(z) = S(-2iz; F)-lj2, 
where F is the L-)-function uniquely determined by (2) with n = 2. 
0) 
Each F(X) in #s has the moment of every order, which guarantees the existence 
of the semiinvariants ym of all orders. We prefer the semiinvariant to the moment 
since the former is easily obtained as is expressed below: 
PROPOSITION 1. Let p(x) be a real-valued random variable in ZS with the 
characteristic function (6). Then the n-th order semiinvariant yn of p(x) is given by 
I 
Yl = 0, 
yn = (--2)“-i (n - l)! c h,“, n > 2. 
k 
(8) 
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Proof. Let P) be the n-times iterated kernel of F and let a, be the trace of 
F(“). Then the following formula [4, Chap. VI] 
$ log S(h) = - 2 a,+#, 
n-l 
1 h 1 sufficiently small, 
proves that 
log x(x) = - ; log 6( -23 
= ; g2 : (-2i.z)” 
= ; -f2 (-2)73 u&z - l)! (iz)“/?z! . 
On the other hand, it is known that 
Thus we have proved (8). 
It is interesting to observe the particular case, where F(u, o) satisfies the con- 
dition 
F(--u, -w) = -F(u, v) (= -F(v, u)). (9) 
The following assertion is straightforward, and the proof is omitted. 
PROPOSITION 2. Suppose that F(u, v) satisfies the condition (9). 
(i) If X is an eigenvabe of F, so is -A. 
(ii) If v(x) E X2 is the random variable to which the F(u, v) corresponds, 
then the distribution of p(x) is symmetric and the characteristic function is expressible 
as 
x(4 = 8(-2&q F)-l12 = In (1 + 4aaX,q-1’e, w 
ra 
where &An’s are the eigenvalues of F. Furthermore, the semiinvariants have the forms 
Y27nil = 0 
Y2m = 22m(2m - l)! c qam. (11) 
k 
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Another interesting case appears in the next section, where all the negative 
eigenvalues of F are bounded from above by -4 : h, > 0, or h, < -4. 
We now come to a stationary stochastic process (X(t, x), --CO < t < cc} 
defined in such a way that 
X(4 4 = dTt4, VE=%, (13) 
where { Tt} is the flow of the Brownian motion. In order to investigate the process 
{X(t, x)}, we wish to know the characteristic functional C,(t) given by 
To be lucky, the intee X(5, x) = j?‘m X(t, z) E(t) dt is still in #a, and, 
assuming that F(u, V) E L2(K”) corresponds to v(x), we can see thatF(u - t, TJ - t) 
corresponds to v(T,x). Therefore, we conclude that 
F&u, v) = Irn F(ZJ - t, v - t) f(t) dt 
--m (15) 
corresponds to X(6, x). Thus our problem has been reduced to obtain a charac- 
teristic function of a single random variable in xz , which we have discussed 
before. 
3. EXPONENTIAL FUNCTIONALS 
Let v(x) be a real random variable in #a and let F(u, V) be the 6@)-function 
corresponding to p(x) by (2). Set 
f(x) = expPd41. (16) 
Obviously, f(x) belongs to (L2) and admits the transformation 7 defined by (3). 
PROPOSITION 3. With the notations established above, we have 
(I.> = ~(6) 6(-2i; FF2 exp [; & (rl, , u], (17) 
where X,,‘S and 7,‘s are the eigavalues and eigenfunctions, respectively, of F(u, v). 
Proof. Since F(u, v) has the expression of the form (5), f(x) can be written 
in the form 
f (4 = exp [--i C&3(x, q,Y - I)]. 
8 
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We note that the rln’s form an orthonormal system in L2(R1), so any l E E may 
be expanded as 
where [’ is orthogonal to the span of the qn’s. Thus // [ II2 = En aG2 + I/ gl II2 
has to hold, With the expansion (18) we now obtain the transformation (of) 
as follows: 
(05) = j, exPW, 01 f(x) 4-44 
= j,. exp [ix a&, 77d - i C &3(x, 77J2 - 12 n 4 
Since (x, vn)‘s and (x, .$‘) are mutually independent, the last integral is equal to 
jE* exp[i(h 5’>1444 IJ j,* expPa&, rl,> - i&3x, 71,)~ + Cl 444 
exp[ia,t - (iA,’ + +)t2] dt . exp[i&‘] 
I 
= C(S) n [(I + 2iA;1)-1’2 exp[iA;l] * exp [- i 1 +$..-i]\ 
n n 
= C(f) S( -2i; F)-l12 exp [r 1 ‘$r,$r] . exp [ - i C an21 
12 n 
= C(t) S( -2i; F)-li2 exp [T I i$2At1], 
12 
which was to be proved. 
We define a transformation of F to fl in the following manner: If F = 
Cn &‘qn @ yn , then P is given by 
(19) 
fl is no longer real, but it is a symmetric L2-kernel which shares the eigenfunc- 
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tions q% with F. As an integral operator, P may be characterized by the following 
relations: 
(i) As integral operators, F and E are commutative and have the same 
range. (20) 
(ii) p(1+ 2iF) = iF. 
Now we have the main theorem. 
THEOREM 2. Let f($~== exp[+(x)] with v(x), real random variable, in Sz , 
and let F(u, w) be the L2(Ra)-f uric ion t corresponding to v(x). Denote by f@(x) the 
projection off(x) on the space fin . Then 
(i) (of) = C(f) S( -2i; F)+ exp [I/&, v) f(u) f(u) du dv], 
(ii) fo(x) = 6(-2i; F)-l12, fin+l(~) = 0, n 2 0, 
and 
(7fin)(f) = C(f) 6(-2i; F)-112(n!)-1(r;‘n@, f2”@)LqR2n~ , n > 1. 
Remark. The superscript n@ stands for the nzmes tensor product. By the 
formula for (&,,) we can easily see that the La(Ran)-function corresponding 
to f2* is the symmetrization of 8( -2i; F)-1/2(~!)-~fl@. 
Proof of Theorem 2. The asserson (i) is a rephrase of Proposition 3 by the use 
of the notation given by (19). For the proof of (ii), we expand the exponential 
part of (of) like a power series expansion: 
kf )(t) = C(t) a( -26 F)+ : 
?l=O 
[ j j &‘(u, v) t(u) t(s) du da] n,/n! . 
Each term is a homogeneous functional of 4. The term of degree 2n has to be 
(rfin)(f) (for detailed discussion, see [I, Section 61). The rest of the proof is now 
obvious. 
We then consider the case where 
g(x) = exc+&4, T(X) E X2 and real, (21) 
is in (L,). It is easy to prove that a functional of the form (21) is square integrable 
if F(u, V) corresponding to q(x) has no negative eigenvalues X, with / h, 1 < 4. 
In such a case, we can find an explicit form of the transform (Tg)(f) in a similar 
manner to Proposition 3. 
PROPOSITION 4. Let g(x) be given by (21) and assume that F(u, v) = 
Cn 4hd4 T&) h as no negative eigenvalues An such that A, 3 -4, (AR f -2). 
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Then g(x) belongs to (L2), and we hawe 
(d(6) = c(6) SC-2 &1’2 exp [II G(u, w) f(u) 5(o) du dv], (22) 
n 
where G is a real L2(R’-)-function given by 
w4 4 = C@?l + W1?n(4 %W. (23) 
The proof is, formally, quite similar to that of Proposition 3. A crucial differ- 
ence is the fact that we always have to be careful about the integrability of the 
integrand and the convergence of the product. 
As a consequence of this result, we obtain the projection g,(x) of g(x) on .X,, 
in terms of (Tg,)(f). In detail, 
go(x) = 6( -2; F)-l/2, g27a+1@) = 0, n >, 0, 
(T&)(f) = c(f) 6(-2; F)-1/2(n!)-1(@@, [2n@)&R2”) . 
(24) 
4. APPLICATIONS 
4.1. Stochastic Area Due to P. L&y 
With Levy’s notation we first give an intuitive meaning of the stochastic area 
defined by the standard two-dimensional Brownian motion. Let (X(t), Y(t)), 
t 3 0, be the ordinary plane Brownian motion. Similar to a smooth plane curve, 
P. Levy has defined S(t) by 
S(t) = 4 /:(X(s) dY(s) - Y(s) dX(s)). (25) 
(see, e.g., [3]). The integral can not be defined for an individual sample curve, 
but it is defined as a stochastic integral. We may, therefore, consider S(t) as a 
stochastically defined area enclosed by a Brownian curve up to moment t and 
its chord. 
In our set-up, S(t) can be realized as a quadratic functional on the space E*. 
Indeed, we realize X(t) and Y(t) by (x, x[,,& and (x, x[-~,~]>, respectively. 
Thus the integral S(t) based on them is now a functional, call it y(t, x), in ti2 . 
For simplicity, we set t = 1. It is easy to see that the following F(u, U) E a) 
corresponds to ~(1, x) by the relation (2). 
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FIGURE 1 
t9 if uv<O, u,v<l, -V <U, 
F(% v) = -i 7 if uv<O, u,v>--1, -v>u, (26) 
0, elsewhere. 
Now we prove 
THJSOREM 3. The cha~ucteristic function of ~(1, x) (i.e., of S(1)) and its 
semiinvariants are given by 
E(exp[izcp( 1, x)]) = (cosh(z/2))-l, (27) 
1 
Y2n+1 = 0, 
Y2n = (22n - 1) B,l(4n), 
(39 
where the B,‘s are the Bernoulli numbers. 
Proof. The kernel F given by (26) satisfies the condition (9) and it has 
eigenvalues 2(2n - I)rr, n = f 1, &2 ,..., the multiplicities of which are all 2. 
By using the formula (10) for the characteristic function, we have 
x(z) = /v (1 + 4z2/(4(2n - l)2~2~)2/-1P = l/cosh(z/2). 
The formula (11) easily leads us to the result (28). 
Remark. The stochastic process {S(t), t 3 0} can also be discussed. We note 
that the L@?)-function F(t; u, v) corresponding to y(t, x) is expressed as 
F(t; u, v) = F(ult, v/t), 
where F(u, v) is the kernel given by (26). The system {F(t; u, v); t > 0) of 
kernels gives us full information about (S(t); t > O}. For example, dS(t) in 
terms of F(t; U, w) illustrates interesting properties of the stochastic area, 
although the expression is intuitive. 
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4.2. Gaussian Measure Equivalent to Wiener Measure 
Let X(t), 0 < t < 1, be the standard Brownian, and consider a Gaussian 
process Y(t), 0 < t < 1, given by 
Y(t) = X(t) - j” 1 jsFl(s, u) dX(u)j ds, (29) 
0 0 
where Fl is an L2-kernel of Volterra type (i.e., Fl(s, u) = 0 if u > s). It is well 
known that Y(t) defines a probability measure on C([O, 11) equivalent to Wiener 
measure and the density can be expressed in the form 
exp 1 j’ jSFl(s, u) dX(u) dX(s) - $ j’ (j’F,(s, u) dX(u))’ ds/ (30) 
0 0 0 0 
(cf., PI). 
We are now ready to discuss the functional (30) as an application of Section 3. 
As before, we can realize X(t) and Y(t) as functionals on E*. In fact, we may set 
X(t) = (x, X[,,& and Y(t) = (x, X[o,t~) - $, (x, Fl(s, a)) ds, respectively. Define 
F(u, v) (&$?2)) by 
F(u, v) = 1;:; “;;; 
if 0 < v < u, 
if v > u > 0. 
Then, the density (30) has an expression of the form 
where lcIo = s: (siF,(s, u)” du) ds = 11 Fl I(&) and #a(x) is an Zs-functional 
to which the @?2)-kernel 
G(u, v) = - ; /F(u, v) - jt,, F(u, s) F(s, v) ds/ (32) 
corresponds (u V v means max{u, v}). 
To anal&e the density g(x), it suffices to discuss the kernel G(u, v) given by 
(32). We note that F itself may be expressed as the sum 
F =Fl +F,* (* denotes the adjoint). 
Since jtvn F(u, s) F(s, v) ds = s,’ Fl*(u, s) Fl(s, v) ds holds, we can express the 
kernel G as follows: 
G = - &(F, + F,* - F,*F,}. (33) 
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Each kernel arising in this equation is of Hilbert-Schmidt type. As in Hitsuda 
[2, Section 51, we see that (I - F,*)(I - FJ is strictly positive definite. There- 
fore, it is proved that the eigenvalues of the kernel G are either positive or 
bounded above by -2. 
Now we conclude the following result: I f  the kernel G(u, v) given by (32) 
has no eigenvalue X such that -4 < h < -2, then the density g(x) belongs to 
(L2) and the projections of g(x) on &$ are obtained by the formulas (24) with the 
kernel e given by (23), w h ere the vn’s should be replaced by the eigenfunctions 
of G. 
Such a consideration seems to be useful for the integration of functionals 
of a Gaussian process Y(t) equivalent to the standard Brownian motion. 
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