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A.5. Hiperparámetros en las redes neuronales artificiales . . . . . . . . . . 59
A.5.1. Epochs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A.5.2. Dropout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A.5.3. Tamaño del batch . . . . . . . . . . . . . . . . . . . . . . . . . 60
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“Nunca se puede predecir un acontecimiento f́ısico con una precisión absoluta.”
MAX PLANCK
El ser humano tiene la necesidad de saber ciertos acontecimientos con antelación,
como el clima que habrá ciertos d́ıas feriados para saber si irán a la playa o verán
peĺıculas con chocolate caliente. Saber ciertos acontecimientos con un grado contro-
lado de error cobra una papel importante en las organizaciones ya que puede costar
millones de pesos.
Predecir la demanda de un producto para alguna temporada permite a la em-
presa productora enfocar sus costos, inventarios y recursos humanos en satisfacer
dicha demanda de la mejor manera posible. Un ejemplo puede ser el crecimiento
de clientes en un restaurante durante el súper bowl, no conocer o tener cierta esti-
mación del crecimiento de clientes puede provocar que no haya suficientes cervezas
fŕıas para todos los comensales causando que las cervezas calientes sean metidas a
los congeladores o en baños con hielo, agua y sal para bajar la temperatura de esos
productos y satisfacer la demanda lo más rápido posible. Los riesgos de una predic-
ción errónea bajo este contexto es tener a un comensal insatisfecho durante algunos
minutos, incurriendo en el costo de un producto gratis con la finalidad de complacer
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a un cliente que probablemente haya perdido su lealtad. Sin embargo, existen ries-
gos más altos por no predecir bien una demanda, por ejemplo, en la producción de
fármacos o la distribución de agua donde se pone en juego las vidas de las personas.
Una buena predicción bajo estimaciones controladas que permitan mediante la
visualización de distintos escenarios tomar decisiones, genera una planeación efectiva
de los recursos de una organización, impactando de forma positiva en la loǵıstica de
la misma. Entendiendo a la loǵıstica como el conjunto de conocimientos, acciones y
medios destinados a proveer y prever los recursos necesarios que posibiliten realizar
una actividad principal en tiempo, forma y al costo más oportuno en un marco
de productividad y calidad. La loǵıstica es un proceso de la cadena de suministro;
Handfield y Nichols Jr (1999) mencionan que la administración de la cadena de
suministro abarca todas las actividades relacionadas con el flujo y transformación
de bienes, desde la etapa de materia prima hasta el usuario final, aśı como los flujos
de información relacionados.
Existen distintos tipos de cadenas de suministros, dependiendo del giro de la
empresa. El sistema de suministro eléctrico es el encargado de estudiar todos los
elementos existentes entre la generación de la enerǵıa hasta el consumidor final.
Una vez que la enerǵıa es generada, se tienen las actividades de transmisión y
distribución de enerǵıa eléctrica. Para la primer actividad se utilizan subestaciones
elevadoras de enerǵıa, esto es porque a mayor tensión se pierde menos enerǵıa por
efecto de la impedancia y el fin de esta actividad es la distribución de enerǵıa a
zonas cercanas a donde va a ser utilizada por los usuarios. Después que ha llegado
a las subestaciones reductoras, que es donde se reduce la tensión, la distribución de
enerǵıa se realiza a través de las Redes Generales de Distribución (RGD) la cual, con
la infraestructura disponible en 2017, se daba servicio a 42.2 millones de usuarios.
Las RGD están compuestas por circuitos que a su vez están conformados por
transformadores, ĺıneas, cuchillas, fusibles, switches, restauradores que cada uno ope-
ra con distintos niveles de carga, y a diario se hacen modificaciones en la manera
en que se conectan éstos componentes con fines de mantenimiento o expansión del
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circuito. La decisión de configurar la RGD, es tomada por personal que tiene ex-
periencia, con ayuda de herramientas que permite visualizar la manera en que se
conecta la RGD.
Tomar la decisión de qué componente se tiene que configurar para dar un
mejor servicio, teniendo en cuenta las reglas de seguridad, es una tarea complicada
por lo extenso de sus datos y la variabilidad del consumo. Para tener un ejemplo de
lo antes mencionado, se toma como referencia el área metropolitana de Monterrey,
dado que Monterrey es una ciudad industrial, hay altos consumos de enerǵıa en
zonas industriales a lo largo del d́ıa, mientras que el consumo fuerte en las zonas
residenciales se presenta en las horas nocturnas. Diariamente la empresa encargada
de suministrar la enerǵıa en Nuevo León se ve en la necesidad de hacer adecuaciones
en la red eléctrica por distintos motivos, ya sea por mantenimientos, fallas en los
componentes de la red o porque se requiere seguir incrementando las ĺıneas, por lo
tanto se tiene que realizar ciertas maniobras para cambiar la forma en que la red
está conectada.
1.1 Definición del problema
Al momento de reconfigurar la RGD, los tomadores de decisiones no cuentan
con herramientas cuantitativas para realizar predicciones acerca de la demanda de
enerǵıa eléctrica, lo que aumenta la dificultad de encontrar una buena configuración.
Adicionalmente, existen dificultades en la capacitación del nuevo personal ya que los
expertos conocen el comportamiento de las demandas de manera emṕırica, por la
experiencia de desempeñar esa labor por años.
1.2 Objetivo
Elaborar una herramienta que permita predecir la demanda de enerǵıa eléctrica
en un intervalo de tiempo suficientemente amplio y con errores cuantificables.
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1.3 Hipótesis
Mediante una arquitectura de red neuronal se puede predecir la demanda de
enerǵıa eléctrica en alimentadores de la zona metropolitana de Monterrey.
1.4 Justificación
Según cifras del Programa de Desarrollo del Sistema Eléctrico Nacional (PRO-
DESEN) la longitud de las ĺıneas de distribución ascienden a más de 800 mil kilóme-
tros en toda la república Mexicana, convirtiéndola en un sistema complejo para
manejarla. En la RGD y por motivos de seguridad, se tienen ciertos componentes
que ayudan a proteger la red y a cambiar su topoloǵıa, es decir, la forma en que están
conectados los componentes. Una peculiaridad de la red es que se puede abastecer
de enerǵıa eléctrica por diferentes puntos, esto se hace porque si algún componente
llega a presentar una falla, no se tiene que privar de electricidad a los usuarios.
El ciclo completo para realizar una reconfiguración en la RGD empieza cuando
se tiene la necesidad de hacer una modificación en un circuito, llega el requerimiento
al departamento encargado de analizar la topoloǵıa de la RGD y ellos analizan los
posibles escenarios de como se puede configurar la RGD para aislar el componente
a cambiar. El tiempo aproximado para realizar el análisis de la RGD y obtener una
solución puede tardar semanas, ya que se tiene que considerar diversos factores como
¿Cuál será la carga del (los) circuitos involucrados después de la reconfiguración?,
¿Qué componentes se tienen que modificar para obtener la nueva configuración?,
¿Cuál es una manera eficiente de balancear las cargas entre los alimentadores de
manera que se protejan los componentes del circuito?. Para responder éstas pre-
guntas se necesita estimar la demanda que habrá en los alimentadores durante los
d́ıas en que se realizará la maniobra de configuración, por lo que es necesario una
herramienta que permita tener esa información.
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1.5 Metodoloǵıa
Para llevar a cabo el proyecto de tesis, se siguió la siguiente metodoloǵıa: revi-
samos la literatura para observar qué es lo que sé ha hecho para predecir demandas,
cuáles son los modelos que permiten realizar predicciones y cuantificar el error, ver
las particularidades de los datos y entender las distintas metodoloǵıas. Posterior-
mente, se obtienen los datos que están distribuidos en diferentes bases de datos. Se
hace un análisis exploratorio de datos para visualizar la serie de tiempo asociada
con las demandas y posteriormente se lleva a cabo la limpieza de los datos.
Una vez que los datos están preparados para la predicción, se hace un diseño
de experimentos para ver qué factores ofrecen mejor desempeño en la predicción
de las demandas. Después de haber obtenido una arquitectura de red neuronal que
satisfaga las restricciones de dicha predicción, se implementa la predicción con datos
actuales y se evalúa el desempeño con datos recientes, actualizados.
1.6 Estructura de la tesis
El presente documento está compuesto por cinco caṕıtulos. En el caṕıtulo dos
se presenta la revisión de literatura, donde se define qué es una serie de tiempo,
el trabajo relacionado a las predicciones de series de tiempo y algunos elementos
que se encuentran en los diferentes modelos de redes neuronales. La metodoloǵıa se
aborda en el caṕıtulo tres, se proveen detalles de las fuentes de recolección de los
datos, el acomodo que se hace y algunos análisis y resultados preliminares. En el
caṕıtulo cuarto se muestran los resultados obtenidos con diferentes modelos de redes
neuronales sobre el conjunto de datos disponible. Por último, en el capitulo cinco se
muestran las conclusiones de esta tesis, aśı como el trabajo a futuro.
Caṕıtulo 2
Revisión de literatura
La predicción de demanda energética es un tema ampliamente estudiado en la
literatura porque representa una herramienta útil en las empresas aśı como por la
información que aporta acerca del consumo de electricidad en las zonas estudiadas.
Existen diferentes algoritmos que se utilizan para predecir las demandas eléctricas,
van desde los que utilizan series de tiempo como en Reikard (2009), Despotovic
et al. (2016), distintos modelos de machine learning tradicionales como en Chia
et al. (2015), Deo et al. (2016) donde se usan máquinas de soporte vectorial o en
Voyant et al. (2017) y Benali et al. (2019) en los cuales el enfoque es a través de
árboles de decisión hasta modelos más complejos donde se usan diferentes algoritmos
juntos como en Halabi et al. (2018), donde el autor combina un modelo ANFIS con
optimización por enjambre de part́ıculas, optimización por evolución diferencial y
algoritmos genéticos.
Partiendo de estos enfoques ha sido posible estudiar las demandas eléctricas
y obtener ciertas pistas o gúıas para facilitar la construcción de modelos que per-
mitan realizar predicciones de datos futuros con éxito. En esta sección, se analizan
los casos de estudio que se relacionan con dicha problemática y algunos resultados
obtenidos que permiten tener una visión general de la metodoloǵıa que se debe tener
al momento de abordar los modelos del consumo de enerǵıa eléctrica.
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2.1 Series de tiempo
Las demandas de electricidad son observaciones del consumo de enerǵıa eléctri-
ca en un determinado periodo de tiempo. En el municipio de Monterrey, en el estado
de Nuevo León, se sabe que el consumo de electricidad es más alto en los meses donde
hace calor con respecto a los meses donde la temperatura es más baja.
Un conjunto de observaciones medidas secuencialmente a través del tiempo es
llamado serie de tiempo Chatfield (2000). Las series de tiempo han sido estudiadas
por diferentes autores con distintos motivos, tales como, detectar anomaĺıas en vi-
deovigilancia Teng (2010), en el contexto de sistemas financieros Kim (2003) o en
en el diagnostico de incidentes de servicios en ĺınea Luo et al. (2014).
2.2 Métodos estad́ısticos autorregresivos
Los modelos autorregresivos integrados de medias móviles (ARIMA, por sus
siglas en inglés) se han utilizado con objetivos tales como pronosticar cuando un
equipo va a dejar de funcionar Ho y Xie (1998), predecir los precios de las acciones
en la ciudad de Nueva York Ariyo et al. (2014), predecir la producción de enerǵıa
eléctrica de la ciudad de Nysted en Dinamarca Chen et al. (2009), esta variante del
método ARIMA (LARIMA) es capaz de predecir mejor la producción de electricidad
en comparación con un modelo Markoviano discreto.
Otro ejemplo se presenta en Calheiros et al. (2014) donde se utiliza, modelos
ARIMA con el fin de mejorar la calidad de servicios de software en la nube al utilizar
un modelo que pueda predecir cuando una máquina virtual va a tardar demasiado
tiempo en procesar la información de cierta aplicación. Una aplicación que permite
predecir el flujo de tráfico que habrá por hora y por d́ıa en una red GSM en China
con el fin de adaptar las bandas para las horas con alto tráfico es propuesto en Shu
et al. (2005) donde hacen uso de dos tipos de modelos ARIMA.
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Para mejorar la predicción se han implementado otras técnicas que aportan
información al modelo ARIMA como en Lee y Ko (2011) donde además del modelo
se utiliza un esquema de elevación con el fin de descomponer la serie de tiempo de
la demanda y aplicando diferentes modelos ARIMA ajustados a esas sub-series, o
en Ong et al. (2005) donde se utiliza un modelo ARIMA para predecir el precio de
art́ıculos en el sector de semiconductores industriales, aunado a esto se hace uso de
modelos genéticos para encontrar el modelo que mejor se ajusta a los datos.
En el ámbito energético se tienen numerosos ejemplos como en Mbamalu y El-
Hawary (1993) donde se propone una metodoloǵıa distinta, la Box Jenkins, con el
objetivo de encontrar un modelo ARIMA para predecir el consumo de electricidad de
una empresa en Nueva Escocia. Otro ejemplo de una empresa en Taiwan se encuentra
en Cho et al. (1995) en donde se propone un modelo ARIMA y un modelo de función
de transferencia para predecir la demanda de una semana en Taipower. También se
han hecho mezclas de diferentes modelos con ARIMA, por ejemplo con suavización
exponencial, tal es el caso de Taylor (2003) en el que predice la demanda que habrá
desde treinta minutos después hasta un d́ıa, los datos que se usan son las demandas
de enerǵıa de Inglaterra y Gales medidas cada 30 minutos. Los modelos ARIMA son
utilizados debido a que modelan las series de tiempo mediante técnicas estad́ısticas
en las que, para encontrar los parámetros de la fórmula que modela la demanda se
suelen seguir distintas metodoloǵıas.
Por lo general, se usa la metodoloǵıa Box Jenkins Box et al. (1967) para de-
terminar los parámetros (p) que representa al modelo autorregresivo (AR) y (q) del
modelo de medias movibles (MA). Esta metodoloǵıa consiste en tres fases, la pri-
mera es la de analizar la serie de tiempo buscando si cumple el supuesto de que los
datos sean estacionarios, observando los datos y su autorrecursividad para identifi-
car el modelo a emplear AR, MA, ARMA, ARIMA, después hay que investigar los
parámetros que se puedan ajustar a los datos y por último, probar el modelo con los
datos buscando que los residuos (errores) sigan una distribución normal (media 0,
varianza sigma2), éstas fases son iterativas por lo que al no cumplir que los errores
distribuyan normal se vuelve al paso uno.
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En la literatura se encuentran ejemplos de otras metodoloǵıas en las cuales
se busca mejorar la calidad del modelo, un ejemplo de esto se da en Wang et al.
(2012) donde se estudian las demandas del norte de China usando el método de
Box-Jenkins y para reducir el error, introducen tres maneras distintas de agregar
parámetros al modelo que dependen del error en las predicciones, una optimización
por enjambre de part́ıculas aplicadas a series de Fourier, un modelo S-ARIMA para
modelar los residuos y una combinación de los residuos de ambos, obteniendo en los
tres modelos mejores predicciones que el modelo S-ARIMA implementado.
2.3 Redes neuronales artificiales
Las redes neuronales artificiales son modelos computacionales inspirados biológi-
camente que consisten en elementos de procesamiento llamados neuronas y conexio-
nes entre ellos con coeficientes ligados a las conexiones Shanmuganathan (2016).
Este tipo de modelos se utilizan principalmente para predecir o clasificar.
En el articulo Xu et al. (2020) se utilizan las redes neuronales junto con un
sistema de lógica difusa para clasificar fallas en equipos, al analizar las vibraciones
de los equipos, y se establece que si se logra reducir la tasa de apagado planificado
y la del apagado forzado por fallas en un generador de turbina de vapor de 400Mw
de capacidad en 1% se puede ahorrar $17 millones al año.
En Pang et al. (2020) predicen el precio de las acciones por medio de una red
neuronal con capas LSTM, se inspiraron en el vector de palabras usado en modelos
de aprendizaje profundo para procesar texto, donde cada palabra tiene un vector de
ceros y unos, la desventaja de esta representación es que cada elemento tiene una
dimensión igual al diccionario que se esté utilizando, aparte que no se ve la relación
existente entre las palabras.
En Hannun et al. (2019) se utilizan electrocardiogramas para clasificar 12 tipos
diferentes de ritmos cardiacos usando aprendizaje profundo, la razón de usar apren-
dizaje profundo en lugar de una red neuronal que tenga arquitectura más simple es
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porque los datos de entrenamiento consisten en 91,232 registros lo que proporcio-
na una gran cantidad de datos para ajustar los parámetros existentes en las redes
neuronales de aprendizaje profundo.
En Maiti et al. (2020) construyen una arquitectura de red neuronal que tiene
la capacidad de predecir el ı́ndice de Sharp que es la relación entre la recompensa
y la variabilidad de una inversión; el modelo generado puede entender la posición
en la que se encuentra el inversor y le genera una prima de riesgo adicional con
inversiones del mismo nivel de riesgo. La arquitectura desarrollada tiene una capa
de entrada de ocho neuronas, dos capas ocultas de diez neuronas cada una cuyas
funciones de activación son sigmoide y una capa de salida. Se construyeron dos
redes neuronales para dar paso a una red neuronal de ensamble, cada una de las
redes neuronales predice una serie de tiempo y al final se evalúa con un método
llamado Delphi donde se tiene en cuenta las predicciones de las redes para decidir
cual será la predicción final.
Para predecir cargas a nivel residencial en Kong et al. (2017) hacen uso de una
red LSTM , estas predicciones son más complejas en el sentido en que al predecir una
subestación le suman las cargas individuales de los usuarios, lo que la vuelve más
estable en comparación a las cargas por usuario que dependen del comportamiento
humano, se utilizaron los datos de cargas de Australia considerando 69 usuarios que
fueron elegidos bajo el criterio de que todos teńıan un sistema de agua caliente. En
la fase de limpieza de datos usaron el algoritmo DBSCAN donde cada punto en el
espacio de 48 dimensiones representa un d́ıa de carga eléctrica medidas en intervalos
de media hora, el optimizador ADAM da mejores resultados que otros optimizadores
como SDG, Adagrad, Adadelta y RMSProp.
Utilizando los datos provenientes de 370 subestaciones en Portugal, desde ini-
cios del 2011 hasta el final del 2014, registrados en el repositorio de la Universidad
de California en Ertugrul (2016) se hace una validación cruzada de Monte Carlo
para la arquitectura de red neuronal con una capa oculta, se comparan dos métodos
de entrenamiento: extreme learning machine y recurrent extreme learning machine.
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En Houimli et al. (2020) se crea una red neuronal cuyo algoritmo de optimi-
zacion es el de Levenberg-Marquardt, los datos fueron proveidos por una compañ́ıa
de Túnez que ofrece servicios eléctricos y de gas. Los datos de entrada se clasifican
en tres categoŕıas, primero están las cargas del d́ıa anterior, luego las condiciones
climáticas tales como la temperatura mı́nima y máxima por d́ıa, se realiza un análi-
sis donde se obtiene información acerca del tipo del d́ıa, tipo de la semana, tipo del
mes y tipo del año. Lo que se quiere predecir, es la carga de media hora durante un
cierto tiempo en el d́ıa.
Existen muchas combinaciones de factores que pueden cambiar de una red
neuronal a otra, desde la función de activación de las neuronas hasta la función
que calcula los errores y actualiza los pesos de los parámetros. Al definir una red
neuronal también estamos definiendo parámetros que deben ser entrenados, estos
parámetros pueden variar según el tipo de neurona que se escoja, las conexiones entre
las neuronas y el número de capas. Aśı mismo, éstos parámetros guardan relación
con la cantidad de datos de entrada disponibles, ya que estos datos se utilizarán
para actualizar dichos parámetros. A esta búsqueda de los mejores parámetros se le
llama hiperparametrización.
2.4 Tipos de neuronas
Una neurona artificial es la unidad de la que están compuestas las redes neu-
ronales artificiales. Una neurona es un modelo que contiene distintos parámetros y
dependiendo del tipo de neurona es el modelo que se encuentra en ella y por ende
la cantidad de parámetros que deben de ser ajustados durante el entrenamiento de
los modelos.
El funcionamiento general de una neurona artificial es bastante sencillo; para
ciertos datos de entrada los cuales son pasados por una función de activación se ob-
tiene un valor de salida. La función de activación se escoge dependiendo del objetivo
al momento del entrenamiento de la red neuronal.
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Las neuronas artificiales se pueden clasificar con respecto a sus valores de
salida. Pueden ser reales o binarias; también llamadas lineales o no lineales. Las
salidas de las neuronas binarias solo toman dos valores, puede ser -1, 1 o 0, 1. En
el caso de las neuronas reales pueden tomar valores dentro de un intervalo, lo más
común es que esos intervalos sean [-1, 1] o [-1, 1] aunque también las hay en cualquier
otro rango dentro de los reales (Acevedo et al., 2017).
Existen otros tipos de neuronas que no solo son lineales o no lineales y tienen
que ver con las conexiones que se permiten en las neuronas. La forma clásica es que
las neuronas se conecten con la capa posterior, pero esto se ve limitado cuando se
intentan aprender patrones del tiempo (Pose, 2009). A las redes neuronales cuyas
neuronas permiten bucles se les llama redes neuronales recurrentes.
Existen diferentes arquitecturas de redes neuronales recurrentes como en (Kat-
te, 2018) donde presenta hasta 16 tipos diferentes. La forma más básica es la RNN
(red neuronal recurrente). Las neuronas LSTM (long short term memory) o neuro-
nas de corto y largo plazo son un tipo de neuronas utilizadas en redes neuronales
recurrentes, su nombre proviene de que tiene distintos parámetros que permiten a la
neurona utilizar datos del pasado en datos a corto o largo plazo. Existen diferentes
experimentos que confirman que las redes neuronales LSTM presentan superioridad
sobre otros métodos al predecir las demandas eléctricas como en (Abbasimehr et al.,
2020).
2.5 Limpieza de datos
El proceso de limpieza de datos es importante porque los datos usualmente
están sucios (Dasu y Johnson, 2003) esto puede ser por que provienen de distintos
archivos, por diferencias en las mediciones, por algún problema cuando se estaban
capturando los datos etc. Debido a que los datos se van a ingresar a un modelo
de redes neuronales es recomendable que se ingresen lo más limpios posibles con el
fin de que el modelo entienda de una mejor manera las relaciones existentes en los
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datos. Por lo que, además de usar las visualizaciones de los datos se hacen ciertos
análisis para obtener los registros que presentan cierta incongruencia.
Para poder limpiar los datos con éxito hay que definir la manera en que se
encontrarán los datos que se consideran sucios. Se usan distintos algoritmos para
encontrar estos datos sucios o comunmente llamados datos atipicos, los algoritmos
para encontrarlos son diversos y desde distintos alcances. Por ejemplo, se pueden
encontrar algoritmos que detectan datos at́ıpicos en una sola variable, considerando
los cuartiles o percentiles aśı como si los datos provienen de una serie de tiempo
entonces se puede trabajar con los percentiles pero por ventanas de tiempo. Tam-
bién existen algoritmos para datos multivariados los cuales consideran vecindades
para interpretar si el dato tiene un comportamiento similar al resto o se aleja del
comportamiento habitual por lo cual seŕıa un dato at́ıpico. En esta sección se habla
de los algoritmos utilizados para detectar los datos at́ıpicos, sus propiedades y su
utilidad en los datos con los que se cuentan.
2.5.1 Univariados
El boxplot es de los métodos más usuales para visualizar datos univariados
y identificar datos at́ıpicos (Verardi y Vermandele, 2018). El algoritmo por rango
intercuartil permite un mejor ajuste los datos ya que en este algoritmo no requiere
que los datos provengan de una distribución normal. Lo que hace es obtener cuartiles
y se le llama rango intercuart́ılico a la resta del cuartil tres menos el cuartil uno.
Este análisis se suele hacer sobre variables aleatorias que no siguen una distribución
normal.
2.5.2 Multivariados
El algoritmo del factor de valor at́ıpico local propuesto en el 2000 por Markus
Breunig (Breunig et al., 2000) está basado en el concepto de densidad local. Supon-
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gamos que se tiene un punto en el espacio, se observa la distancia que tiene con
respecto a sus tres vecinos más cercanos luego a cada uno de sus vecinos se observa
la distancia de los tres vecinos más cercanos a cada uno de ellos; usando estas dis-
tancias se puede estimar la densidad de dicho punto. Comparando la densidad local
de un punto con respecto a la densidad local de sus vecinos se pueden encontrar los
puntos con densidad muy baja los cuales son los datos at́ıpicos.
De las ventajas que se pueden encontrar en este algoritmo es que se basa en las
propiedades del espacio en el que se encuentre, al utilizar un concepto de densidad
se puede detectar datos alejados de los demás sin necesidad de decidir si pertenece
a un subconjuntos de datos o pertenece a otro. Parte de las desventajas que tiene
es que la densidad no dice si un punto es at́ıpico o no.
El análisis de componentes principales o PCA, por sus siglas en inglés. El enfo-
que realizado por este análisis es el de reducir las dimensiones de los datos originales,
es decir, representar el conjunto de datos originales creando nuevas variables no co-
rrelacionadas. Esta técnica es muy utilizada en los modelos de aprendizaje máquina
como fase previa, antes de ingresar los datos a los modelos, se utiliza para poder




Una vez que se conocen los beneficios y bondades que proporcionan los mo-
delos de redes neuronales y teniendo claras las métricas más utilizadas al predecir
cuantitativamente la demanda energética, se procede a trabajar con los datos del
caso de estudio. Con el objetivo de utilizar una red neuronal como herramienta para
predecir la demanda eléctrica se debe analizar información histórica con el fin de
identificar patrones y tendencias.
Ingresar solo los datos de la demanda eléctrica diaria no ofrece la información
suficiente para que una arquitectura de red neuronal sea capaz de entender el patrón
existente en los datos, esto es porque la demanda de enerǵıa está relacionada con
las costumbres de los habitantes que se están abasteciendo.
En este caṕıtulo se describe el tratamiento que se le da a los datos, se presenta
el análisis de los mismos, aśı como se concluye con los datos que se van a ingresar a
los modelos de redes neuronales.
3.1 Caso de estudio
El caso de estudio es la empresa encargada de suministrar enerǵıa eléctrica
en Nuevo León, la Comisión Federal de Electricidad (CFE), la cual cuenta con 103
subestaciones y 182 transformadores, dando un total de 744 circuitos a donde están
15
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conectados los usuarios. Cada subestación tiene un alimentador principal que provee
enerǵıa a todo el circuito. Se analizan los datos de la subestación llamada “Canadá”,
que está en el municipio de Monterrey. La base de datos contiene las demandas de
enerǵıa eléctrica, medidas cada 10 minutos, en el periodo que comprende de Mayo
del 2018 a Junio del 2019.
Una subestación está formada por varios tipos de alimentadores que se pue-
den clasificar en “alimentadores padre” y “alimentadores hijo”. A los alimentadores
padre, les llega la enerǵıa en grandes cantidades de voltaje, para transportar la elec-
tricidad con el menor desperdicio posible, al llegar a estos alimentadores se baja
el voltaje para ser distribuido hacia los alimentadores hijo los cuales abastecen de
electricidad a los usuarios finales.
Un alimentador padre abastece entre tres y cinco alimentadores hijo y cada
uno de esos alimentadores tiene la capacidad de mandar los datos de la electricidad
que está pasando a través de ellos. Como cada alimentador es independiente, algunos
env́ıan los datos cada diez minutos, otros cada quince minutos. En la base de datos
se guarda el dato de la fecha y hora, la carga eléctrica en ese instante de tiempo y
el nombre del alimentador.
3.2 Análisis
Primero observamos, la cantidad de datos faltantes que existen por mediciones
de cada alimentador. Como se puede apreciar en las Figuras 3.1 y 3.2 donde el
total de los datos organizados por mediciones de cada 10 minutos en el intervalo de
tiempo seleccionado debeŕıa ser de 61889 mediciones, teniendo el alimentador con
mayor cantidad de datos nulos el alimentador ECN4235 con 583 datos nulos que
representa 0.94% de los registros.
Con el fin de visualizar estos datos, se hacen unas gráficas de ĺınea ver Figura
3.3. Como se puede apreciar cada una cuenta con su propia demanda y su propia
escala, por ejemplo, “ECN4155” solo llega hasta 80 kw/h mientras que “ECN4145”
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Figura 3.1: Gráficas de posición de datos nulos de alimentadores
Figura 3.2: Gráficas de cantidad de registros de alimentadores.























































































Figura 3.3: Gráficas de alimentadores a través del tiempo.
alcanza los 400 kw/h. Se sabe que el alimentador “ECN45015” es el alimentador
padre de los cinco alimentadores hijo que se muestran en la Figura 3.3.
3.2.1 Gráficas de área
Las gráficas de área se usan para representar los totales acumulados a lo largo
del tiempo, ver Figura 3.4. En la parte de abajo se grafica cada una de las series
de tiempo, una encima de la otra. Se aprecia que el acumulado total es de 1600
kw/h y se presenta al rededor de Junio y Julio que son los meses de mayor calor
en la ciudad de Monterrey, mientras que el mı́nimo acumulado es de 800 kw/h y
se presenta en los meses de Enero y Febrero que es donde el clima en Monterrey
es más fŕıo. En la misma figura pero en la parte de arriba, se tienen las gráficas de
área vistas en porcentajes. El cien por ciento está representado por el alimentador
padre “ECN45015” que es el que alimenta a los demás alimentadores hijos; se puede
ver que desde mayo del 2018 hasta enero del 2019 los porcentajes permanecieron sin
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cambios, es decir, el alimentador “ECN4115” representó un veinticinco por ciento del
total, mientras que el alimentador “ECN4145” representó un cincuenta por ciento
del alimentador padre. Cuando la RGD cambia la forma en que se conecta, esto
cambia los porcentajes de cada alimentador, algunos usuarios son cambiados de un
alimentador a otro y es por eso que el alimentador “ECN4145” representado en color
rojo presentó una disminución, en su porcentaje a partir de enero del 2019 al mismo
tiempo que “ECN4125”presentó mayor carga en esas mismas fechas.
Viendo estos comportamientos de las demandas de los alimentadores se decide
trabajar con la serie de tiempo del alimentador padre. Un motivo es para acotar este
trabajo y el segundo es porque las demandas de los alimentadores hijo representan
un porcentaje del alimentador padre, aśı que teniendo una predicción de este se
puede tener información acerca de la demanda de los alimentadores hijo y esto
puede ayudar a tomar la decisión de cómo reconfigurar la RGD.
3.2.2 Análisis de correlación
La corriente en cada alimentador es “trifásica” lo que quiere decir que está
formado por tres corrientes alternas monofásicas, por lo que en realidad se tienen tres
demandas, una para cada fase. Se hace un análisis de correlación de Pearson que es
una medida de dependencia lineal entre distintas variables aleatorias, estas son cada
una de las tres fases, el coeficiente de correlación de Pearson se muestra en la Figura
3.5 donde se ve que el coeficiente mı́nimo es de 0.995 lo que se traduce en que las
tres fases tienen una alta dependencia lineal. En la Figura 3.6 se presenta un cluster
jerárquico de las tres fases donde se aprecia que la variable más “independiente” es
la de la fase A; nótese que la palabra independiente se pone entre comillas ya que
por el coeficiente de correlación de Pearson se sabe que las tres fases tienen una
dependencia lineal muy fuerte.
Esto se explica fácilmente desde el punto de vista eléctrico ya que un sistema
trifásico de tensiones es equilibrado cuando sus corrientes tienen magnitudes iguales.
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Figura 3.4: Gráficas de área de alimentadores
Caṕıtulo 3. Metodoloǵıa 21
Figura 3.5: Correlaciones de las tres fases
Por lo tanto, es entendible y normal que haya una correlación fuerte entre ellas. Por
este motivo se escoge únicamente los datos pertenecientes a la fase A para predecir
su demanda.
3.2.3 Prueba de Dickey-Fuller
La prueba estad́ıstica de Dickey-Fuller sirve para saber si una serie de tiempo
presenta tendencia o no. Al aplicar la prueba sobre el conjunto de datos se obtiene
un p-valor de 1.88e-7 lo que rechaza la hipótesis nula y se observa que no muestra
alguna tendencia, por lo que la serie de tiempo se denomina estacional.
Según datos del INEGI, la población del estado de Nuevo León se ha visto
incrementada en 20% durante los últimos 10 años, hecho que se ve reflejado en el
crecimiento de las infraestructuras necesarias para mantener en orden un estado de
tal magnitud. El resultado de la prueba Dickey-Fuller sugiere que no existe tendencia
en el consumo de electricidad, una posible explicación de este fenómeno es que el
intervalo de tiempo es de un año, con lo cual no se puede apreciar dicha tendencia.
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Figura 3.6: Cluster jerárquico de las tres fases
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3.3 Gráfica por intervalo de tiempo
Para poder observar mejor los comportamientos en ciertos momentos de la serie
de tiempo, es necesario graficar intervalos de tiempo más cortos, que no sean gráficas
sobre todo el conjunto de datos. En la Figura 3.7 se pueden observar las demandas
de los alimentadores en el mes de diciembre donde se ve que hay ciertas mediciones
que llegan a ser cero. Al analizar las gráficas por semana, Figura 3.8, se observa
un comportamiento at́ıpico entre los d́ıas trece y catorce del mes de diciembre, este
comportamiento se ve que es at́ıpico porque mientras en algunos alimentadores la
demanda llega a cero, en otros alimentadores se ve que la demanda tiene subidas
y bajadas más abruptas que los demás d́ıas de la semana. Viendo un intervalo de
tiempo aún mas corto que la semana, el d́ıa, se tiene la Figura 3.9 donde igual se ve
que en ciertas horas la demanda es cero.
Estas gráficas sirven de referencia para entender que los datos presentan com-
portamientos at́ıpicos, que de entrenar los modelos de redes neuronales con estos
datos se está forzando a que los modelos encuentren relaciones en datos sucios, por
lo que es necesario realizar una limpieza de datos.
3.4 Limpieza de datos
La limpieza de datos es un proceso en el cual se aplican distintas técnicas
estad́ısticas con el fin de detectar comportamientos en los datos que son de una
manera distinta a lo que se presenta en la mayoŕıa de los datos registrados. Para
detectar estos comportamientos se pueden hacer análisis de manera univariada, es
decir, detectar comportamientos anómalos entre la misma variable que se observa
o de forma multivariada, lo que significa que se buscan las anomaĺıas considerando
todo el conjunto de datos.
Ya que el algoritmo de entrenamiento de redes neuronales consiste en minimi-
Caṕıtulo 3. Metodoloǵıa 24
Figura 3.7: Demandas eléctricas en el mes de diciembre.
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Figura 3.8: Demandas eléctricas en la segunda semana de diciembre.
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Figura 3.9: Demanda eléctrica el d́ıa trece de diciembre.
zar el error entre las predicciones y los datos reales, resulta conveniente hacer una
limpieza de datos previas a introducir los datos en los modelos de redes neuronales,
de esta manera se ayuda a que el algoritmo de entrenamiento identifique patrones
en datos que tienen un comportamiento más estable.
3.4.1 Rango intercuartil
El primer método que se aplica a los datos es el de rango intercuartil, este
método es univariado, se aplica a cada alimentador y lo que se busca es encontrar
los datos que presentan un comportamiento por debajo o por encima de lo que
comúnmente sucede. En la Figura 3.10 se muestran las series de tiempo de cada uno
de los alimentadores y los datos at́ıpicos se presentan con una franja de distintos
colores. Se puede ver que a pesar que hay datos extremos, ya sean superiores o
inferiores no en todos los casos son considerados como datos at́ıpicos, y esto es debido
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a que el algoritmo está corriendo el rango intercuartil por ventana de tiempo, lo que
causa que aunque a simple vista parezcan valores por debajo o por arriba de lo
normal el algoritmo no detecta esos datos como at́ıpicos.
3.4.2 Local Outlier Factor
Este algoritmo permite utilizar datos en múltiples dimensiones por lo que se
usa la información de todos los alimentadores simultáneamente. Se analizan los datos
at́ıpicos en su conjunto, es decir, en N dimensiones donde N representa la cantidad
de los alimentadores que se tienen. Este algoritmo observa la densidad de cada
registro con respecto a sus vecinos más cercanos, logrando obtener el 5% de los
datos que menos densidad tienen con respecto a sus vecinos, aislando a los registros
que presentan más irregularidades con respecto a los demás. Tal y como se muestra
en la Figura 3.11 donde se grafican las series de tiempo y con un color rosa se
muestran los datos at́ıpicos, nótese que estos datos ocurren en el mismo instante de
tiempo para todos los alimentadores.
3.4.3 PCA
Este algoritmo para detectar datos at́ıpicos es multivariado; se aplica una re-
ducción de dimensiones, PCA o análisis de componentes principales por sus siglas
en inglés, donde se busca encontrar nuevas variables que sean ortogonales entre śı,
que tengan la mayor información (mayor varianza) con respecto a las dimensiones
originales y que además la dimensión de estas nuevas variables sea menor que la di-
mensión original. Una vez encontrada esta función que está en términos de las nuevas
variables, los datos originales pasan a la reducción de dimensiones y luego de regreso
al espacio original pero solo a una dimensión del espacio original, comúnmente se
devuelve a la dimensión con mayor varianza; ah́ı se encuentra la distancia de los
datos originales con respecto a los datos que están reconstruidos, a esto se le llama
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Figura 3.10: Datos at́ıpicos por rango intercuartil.
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Figura 3.11: Datos at́ıpicos por local outlier factor.
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error de reconstrucción, los datos que estén por encima de un ĺımite se consideran
datos at́ıpicos. Ya que es un método multivariado, se puede observar en la Figura
3.12 donde los datos at́ıpicos son los mismos para todos los alimentadores.
3.5 Análisis posterior a la limpieza de datos
Una vez que se han detectado los datos at́ıpicos es posible removerlos y sus-
tituirlos con una interpolación lineal. De esta manera, se pueden relajar algunos
comportamientos extraños o con muchos picos en la serie de tiempo convirtiendo los
datos originales en una serie más estable. Esto funciona en la práctica porque los
valores mı́nimos y máximos por dia o por hora siguen estando ah́ı.
En la Figura 3.13 se ve la serie de tiempo de la misma semana que en la Figura
3.8 con la diferencia que ya no se tienen los picos inferiores de demanda cero. Aśı
como en la Figura 3.14 donde se ven los datos graficados en el mismo periodo de
tiempo que en la Figura 3.9 pero se observa que tiene menos picos.
3.6 Descomposición de series de tiempo
Una serie de tiempo se puede descomponer en tres componentes distintos para
conocer su tendencia, su componente estacional y su residual, la finalidad de hacer
esta descomposición es permitir a los modelos de redes neuronales conocer estos
datos y que encuentren patrones en ellos. Se realizan diferentes descomposiciones
considerando ventanas de tiempo distintas, esto es para identificar que ventana de
tiempo es la ideal para obtener un error residual que se distribuya normal.
En la gráfica de descomposiciones, Figura figura3.15 se ve apreciar que la
ventana de tiempo en que los residuos se comportan como normales con mayor
significancia, es de 3353 datos hacia atrás, lo cual son 69 d́ıas y 20 horas. Además
de mandarle los datos de observaciones pasadas a las redes neuronales también
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Figura 3.12: Datos at́ıpicos por pca.
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Figura 3.13: Demanda eléctrica por semana con datos reconstruidos.
Figura 3.14: Demanda eléctrica por d́ıa con datos reconstruidos.
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Figura 3.15: Descomposición de la serie de tiempo.




Una vez que se tienen los datos de las demandas eléctricas limpios se procede
a diseñar la experimentación para obtener un modelo de redes neuronales que sea
capaz de predecir dicha demanda. Hay que mencionar que las demandas que se van
a predecir son las de un alimentador padre, esto con el objetivo de delimitar este
trabajo. Los experimentos se corrieron en un cluster de Azure Databricks el cual es
de un único nodo con 14 gb de memoria ram, 4 núcleos; el tipo de nodo se llama
“Standard DS3 v2” y es de propósito general.
Además de los datos de las demandas se ingresan otro tipo de datos propuestos
en la literatura que han probado ser útiles al momento de dar una predicción de
demandas eléctricas. En esta sección, se hará la elección de los parámetros fijos y
variables escogidos durante los experimentos a la vez que se explican como influyen
estos parámetros en los ajustes de los modelos.
4.1 Preparación de los datos
Con el fin de hacer el entrenamiento de diferentes modelos de redes neuronales
es necesario definir los datos que se van a enviar a entrenar, tanto el conjunto de
los datos de entrada como el conjunto de los datos de salida. Comúnmente las redes
neuronales necesitan conocer la forma de los datos de entrada y de salida ya que
34
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Tabla 4.1: Ejemplo de los datos utilizados en los modelos.
al compilar cierta arquitectura de redes neuronales también se están inicializando
distintas matrices de datos que es realmente la esencia de las redes neuronales.
Se ha hablado de los datos de demandas eléctricas y su utilidad para ajustar
un modelo capaz de predecir demandas eléctricas futuras; en la literatura se han
propuesto distintos datos asociados a las demandas que permiten a los modelos
tener información extra que permite disminuir el error de las predicciones. Los datos
que se usaron en este trabajo fueron las demandas de uno y tres meses anteriores a la
medición que se observa, también se utilizó la descomposición de la serie de tiempo
en tendencia, estacionalidad y residual. Los datos de salida son las demandas futuras.
Con el objetivo de no solo contar con datos de demandas sino datos que permi-
tan encontrar patrones en el tiempo, se generan columnas binarias que representan
a los d́ıas de la semana, se tienen siete columnas binarias, además se cuenta con dos
columnas adicionales que muestran la hora y los minutos de la medición. Por último,
se tiene el número de la semana a la que corresponde la observación. Por lo tanto
los registros con los que se entrenan los modelos son como los que se aprecian en la
Tabla 4.1.
Es una buena práctica al momento de entrenar modelos de aprendizaje máqui-
na el generar dos conjuntos distintos, el conjunto de entrenamiento y el conjunto de
prueba para poder observar si el modelo en verdad está encontrando un patrón en
los datos o solo está memorizando ciertos datos que disminuyen el error. El conjunto
de entrenamiento se fijó en 70% de los datos, el conjunto de prueba es del 20% y
un tercer conjunto de validación es del 10% restante.
La necesidad de predecir la demanda eléctrica es para organizar de una manera
más eficiente ciertas reconfiguraciones de la Red General de Distribución, en este
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caso de estudio, se requiere que las demandas a predecir sean de al menos siete d́ıas
en el futuro. En este trabajo, se utilizan las mediciones de ocho d́ıas en el pasado
para predecir ocho d́ıas en el futuro, esto porque en las redes de tipo LSTM se ha
demostrado que no tienen buenos desempeños con cantidades de datos mayores de
400 observaciones.
4.2 Modelos preliminares
Con los datos de entrada y salida definidos se generan los primeros modelos
de redes neuronales. Los modelos de redes neuronales tienen al menos una capa
de entrada y una de salida. En este trabajo se exploran dos tipos de modelos, los
primeros con una capa intermedia y otros solamente con la capa de entrada y la
de salida. Ambos modelos se les aplicó dos escalas distintas a los datos, la escala
MinMax y la escala Robusta.
Los experimentos son puestos a prueba variando distintos parámetros de mane-
ra aleatoria. Los modelos sin capa intermedia se llevan a cabo cambiando el tamaño
del batch, variando el porcentaje del dropout y el número de epochs en que los mo-
delos son entrenados. En la Figura 4.1 se muestran las distribuciones que se siguieron
para el experimento sin capa intermedia. Se puede ver la forma aleatoria en la que
se eligieron los parámetros.
De la misma manera se ve en la Figura 4.2 la distribución de los parámetros
utilizados en el entrenamiento de los modelos con capa intermedia. Además de los
parámetros utilizados en los modelos sin capa intermedia, se añaden parámetros
del número de neuronas en la capa intermedia y un segundo parámetro de dropout
aplicado en la capa intermedia.
De los resultados obtenidos podemos observar en la Figura 4.3 donde se aprecia
que no existe diferencia en las escalas utilizadas al entrenar los modelos con respecto
al error cuadrado medio, tanto en los modelos con capa intermedia como en los
modelos sin capa intermedia. Donde resulta haber una mejoŕıa es en el tiempo de
Caṕıtulo 4. Experimentos y resultados 37
Figura 4.1: Distribuciones de parámetros en modelos sin capa intermedia.
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Figura 4.2: Distribuciones de parámetros en modelos con capa intermedia.
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(a) Modelos sin capa intermedia
(b) Modelos con capa intermedia
Figura 4.3: Boxplot de error cuadrado medio.
entrenamiento, los modelos entrenados con la escala robusta tienen un menor tiempo
de entrenamiento en los dos diferentes modelos, tal como se muestra en la Figura
4.4.
En la Figura 4.5 se muestra el error cuadrado medio de los modelos con las
mismas escalas, con capa y sin capa intermedia, donde parece haber una ligera
mejoŕıa en los modelos sin capa intermedia. Mientras que hay una clara diferencia
en el tiempo de entrenamiento de los modelos sin capa intermedia sobre los modelos
con capa intermedia, esto se puede apreciar en la Figura 4.6, donde se entiende
que los modelos sin capa intermedia, al tener menos parámetros que entrenar, son
modelos más sencillos por lo tanto toman menos tiempo para ser entrenados.
Para analizar los efectos de los parámetros que cambian entre los modelos sin
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(a) Modelos sin capa intermedia
(b) Modelos con capa intermedia
Figura 4.4: Boxplot de tiempos de entrenamiento.
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(a) Modelos con escala MinMax
(b) Modelos con escala Robusta
Figura 4.5: Boxplot de error cuadrado medio entre modelos con y sin capa intermedia.
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(a) Modelos sin capa intermedia
(b) Modelos con capa intermedia
Figura 4.6: Boxplot de tiempos de entrenamiento entre modelos con y sin capa
intermedia.
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Figura 4.7: Coeficientes de correlación de Spearman en parámetros de modelos sin
capa intermedia.
capa intermedia, se elaboró la Figura 4.7 donde se ve la correlación de Spearman
existente entre los parámetros y el tiempo de entrenamiento y el error cuadrado
medio. Se ve que entre menor tamaño del batch el modelo tarda más en entrenar,
lo cual es comprensible porque a menor tamaño del batch se entrena más veces por
epoch. También se ve que a menor batch el error cuadrado medio disminuye. La
Figura 4.7 presenta las correlaciones de los modelos sin capa que fueron escalados
con la técnica minmax, los modelos de escala robusta presentan resultados bastante
similares.
Las mismas conclusiones se pueden obtener de la Figura 4.8 donde se encuen-
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Figura 4.8: Coeficientes de correlación de Spearman en parámetros de modelos sin
capa intermedia.
tran las correlaciones de los parámetros con capa intermedia y escala minmax. Otro
aspecto a mencionar en estos experimentos es que el parámetro de las neuronas
parece no tener relación con el error cuadrado medio.
4.3 Modelos finales
De los resultados obtenidos con los modelos preliminares observó que a menor
batch size se obtiene menor error, que la escala robusta presenta ligeras mejoras en
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el tiempo de entrenamiento y que los modelos sin capa intermedia tienen tan buenos
resultados como los de capa intermedia con la ventaja de que se tarda menos en el
tiempo de entrenamiento. Teniendo esto en cuenta, se ajustaron los parámetros del
batch con que los modelos son entrenados; los modelos preliminares se entrenaron
con tamaños del batch de 16, 32, 64 y 128 mientras que en estos modelos finales
se entrenan escogiendo un número de batch al azar entre tres y quince batch por
epoch. Otra diferencia entre los modelos preliminares y los modelos finales es que se
extendieron los experimentos hechos por cada modelo teniendo mayor aumento de
experimentos en los modelos sin capa intermedia.
En la Figura 4.9 es posible ver que no hay diferencia en el tipo de escala, uti-
lizado en los modelos con capa y sin capa intermedia, con respecto al error absoluto
medio. Aunque al igual que en los modelos preliminares se sigue presentando una
ligera mejoŕıa en el tiempo de entrenamiento de los modelos que utilizan una escala
robusta, ver Figura 4.10.
Con respecto a utilizar las mismas escalas en los dos distintos modelos, en la
Figura 4.11 se puede notar que no existe diferencia significativa en el error absoluto
medio con respecto a los modelos y los dos diferentes tipos de escalas utilizados.
En cuanto al tiempo utilizado al momento del entrenamiento sigue habiendo una
mejoŕıa en los modelos sin capa intermedia, esto se ve en la Figura 4.12.
Similar a los resultados en los modelos previos se puede observar en la Figura
4.13 que el número del batch tiene una fuerte correlación tanto con el error absoluto
medio y el ajuste r2 en los modelos sin capa intermedia. En los modelos con capa
intermedia se observa que el número de neuronas en la capa intermedia influye en
una mejora en el desempeño de los modelos con respecto al ajuste r2 y el error
absoluto medio, junto con el parámetro del tamaño del batch como se muestra en la
Figura 4.14.
Analizando los resultados se ve que el modelo que genera un menor error
absoluto promedio es el que se le aplica una escala MinMax, el que no contiene capa
intermedia, es decir, solo tiene la capa de entrada y la capa de salida, que tiene
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(a) Modelos sin capa intermedia
(b) Modelos con capa intermedia
Figura 4.9: Boxplot de error absoluto medio.
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(a) Modelos sin capa intermedia
(b) Modelos con capa intermedia
Figura 4.10: Boxplot de tiempo de entrenamientos.
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(a) Modelos con escala MinMax
(b) Modelos con escala Robusta
Figura 4.11: Boxplot de error absoluto medio entre modelos con y sin capa interme-
dia.
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(a) Modelos sin capa intermedia
(b) Modelos con capa intermedia
Figura 4.12: Boxplot de tiempos de entrenamiento entre modelos con y sin capa
intermedia.
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Figura 4.13: Coeficientes de correlación de Spearman en parámetros de modelos sin
capa intermedia.
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Figura 4.14: Coeficientes de correlación de Spearman en parámetros de modelos sin
capa intermedia.
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un tamaño de batch en el entrenamiento de 9, con 54 epochs. En la Figura 4.15 se
muestran algunos ejemplos de las predicciones hechas por el modelo que presenta
mejor desempeño.




Figura 4.15: Ejemplos de predicciones del modelo ganador.
Caṕıtulo 5
Conclusiones y recomendaciones
En los experimentos realizados se ve que no existe una diferencia significativa
entre los modelos con capa intermedia y sin capa intermedia, por lo que se toma
como mejor modelo el que no tiene capa intermedia ya que es más rápido en el tiempo
de entrenamiento. Los experimentos con los modelos preliminares sugieren que los
modelos con escala robusta tienen una ligera ventaja en el tiempo de entrenamiento,
sin embargo el menor error absoluto medio presentado en los modelos sin capa
intermedia se presenta al utilizar el tipo de escala MinMax.
Los experimentos han demostrado que es posible obtener un error absoluto
medio de 100 Kw/h en los modelos con una sola capa de entrada, quitando el 10%
de la información de las neuronas en cada batch, lo cual es el parámetro de dropout,
y entrenando el modelo con un tamaño de batch de nueve.
5.1 Recomendaciones
Una recomendación es contar con un mayor rango de tiempo en los datos, en
lugar de tener un año que se tenga la información de varios años. Esto porque al
aplicar ciertas transformaciones se quitaron cierto volumen de los datos.
En la literatura se ha visto que un dato que resulta de utilidad al predecir la
demanda eléctrica es el de la temperatura. Una manera de mejorar los resultados
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obtenidos es tener las demandas mı́nimas y máximas por d́ıa para dar más informa-
ción de calidad y que los modelos sean capaces de encontrar relaciones entre estos
datos.
5.2 Trabajo a futuro
Este trabajo puede presentar una mejora en las métricas si en lugar de seguir
la recomendación de predecir por lo menos siete d́ıas futuros, se realice un estudio
para determinar cuál es la ventana de tiempo mas adecuada para la predicción. El
mismo concepto se puede utilizar para los datos que se utilizan en el pasado para
predecir, también es posible realizar un estudio para determinar la cantidad de datos
históricos que se deben considerar para realizar la predicción.
Para dar continuidad a este trabajo, se podŕıan tomar como base los modelos
con mejor desempeño, en todos los alimentadores. Incluso cambiar la periodicidad




La prueba Dickey-Fuller sirve para determinar si la serie de tiempo presenta
tendencia o no. Ajusta un modelo autorregresivo y examina la hipótesis nula de que
la serie presenta tendencia contra la alternativa de que el modelo autorregresivo sea
estacionario Cheung y Lai (1995).
A.2 Descomposición de serie de tiempo
Una serie de tiempo es una variable aleatoria cuyas mediciones están enlazadas
entre si por un factor de tiempo. Muchos fenómenos de la vida cotidiana pueden ser
vistos como series temporales, por ejemplo el incremento en la venta de los supermer-
cados cada quincena o el alza de los precios año tras año. Se han encontrado distintas
metodoloǵıas para analizar este tipo de datos permitiendo conocerlos de manera tal
que se pueden encontrar relaciones entre las observaciones, hecho importante para
poder predecirlos.
Supóngase que se está midiendo la cantidad de clientes que asisten a un centro
comercial de una ciudad, es probable que los fines de semana haya más afluencia
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que entre semana; este es un patrón de estacionalidad. La tendencia es la variable
de clientes si se registra un promedio por mes a través de los años. El residuo o
componente aleatorio es como los registros altos en los centros comerciales en d́ıas
de partido o en d́ıas festivos.




A.3 Número de capas en las redes neuronales
Cada capa de una red neuronal está compuesta por neuronas y la neurona
por dentro tiene distintos parámetros por lo que es lógico que al incrementar el
número de capas es probable que también se aumenten la cantidad de parámetros
que hay que ajustar. Después del procesamiento de datos quedan poco más de 13
mil registros por lo que no se pueden implementar redes neuronales que tengan más
parámetros que esa cantidad de datos por lo tanto se considera hacer técnicas de
Machine Learning en lugar de técnicas de Deep Learning. Lo anterior también está
motivado por distintos autores que obtuvieron buenos resultados con modelos de
una sola capa oculta aparte de tener la ventaja que éstos necesitan menos cantidad
de datos para su entrenamiento.
Esto da lugar a que se utilicen dos tipos de arquitecturas diferentes:
Capa de entrada, capa oculta y capa de salida
Capa de entrada y capa de salida
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A.4 Tipo de escala
Las redes neuronales son sensibles a las escalas esto por las funciones de ac-
tivación que se utilizan como la tangencial y sigmoide. Existen distintos métodos
para cambiar de escala, en lo que consisten estos métodos es en aplicar una función
a los datos para que cambien el rango original, por lo que hay que ser cuidadosos al
utilizar ciertas transformaciones ya que pueden depender de ciertos supuestos que de
no cumplirlos hacen que los datos pueden alterar su distribución. Para transformar
los datos se usaron dos métodos distintos:
Escala MinMax: Esta es un tipo de escala en la cual no es necesario que
los datos tengan cierta distribución. La fórmula matemática de esta escala es
x scaled = (x − min(x))/(max(x) − min(x)) dejando de esta manera a los
datos escalados en el rango [0, 1] pero los datos se comportan exactamente
igual a los originales solo que en un espacio distinto.
Escala Robusta: Al aplicar este tipo de escala si se puede ver afectada la
distribución de los datos. En la fórmula de la escala minmax se puede ver
que depende de los valores máximos y mı́nimos de los datos, por lo cual en
presencia de datos at́ıpicos puede hacer que la mayoŕıa de los datos pasen a
un espacio muy pequeño, por ejemplo [0.2, 0.6] y aunque se sabe que entre
dos números reales siempre existe otro número real por lo cual cada datos
estaŕıa bien representado con algún valor real, la realidad es que se trabaja en
ambientes computacionales por lo que si muchos datos entran en ese conjunto
tan pequeño se corre el riesgo de que no se pueda representar bien cada dato
con respecto a la cercańıa o lejańıa de sus vecinos.
La fórmula de la escala robusta es x scaled = (x − q1(x))/(q3(x) − q1(x))
donde q1(x) es el dato más pequeño del primer intercuartil y q3(x) es el dato
mas grande del tercer intercuartil. De esta manera se acercan los datos at́ıpicos
al grueso de la población.
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A.5 Hiperparámetros en las redes neuronales
artificiales
A.5.1 Epochs
Al entrenar redes neuronales es necesario mostrar todo el conjunto de datos
varias veces con el objetivo de que el algoritmo que se esté utilizando para minimizar
el error ajuste los pesos necesarios para modelar el conjunto de datos en cuestión.
Una epoca consiste en mostrar el conjunto de datos a la red neuronal, por lo que el
número de epocas es el número de veces que se utilizan todos los datos para entrenar
el modelo.
Mostrando pocas veces el conjunto de datos es posible que los pesos no se
ajusten de una manera eficiente lo que provoca el problema del poco entrenamiento,
creando un mal desempeño en las predicciones de las redes neuronales. Por otra
parte, al mostrar muchas veces el conjunto de datos al modelo de red neuronal puede
causar que el modelo tenga un sobreajuste y por lo tanto se ”aprenda”los datos.
Este parámetro es importante porque influye de manera directa en el resultado del
modelo.
A.5.2 Dropout
La técnica dropout es una técnica que ayuda a prevenir el sobreajuste de las
redes neuronales Baldi y Sadowski (2013). Esta técnica consiste en que durante el
entrenamiento ciertas neuronas se dejan fuera de la actualización de los pesos, esto
obliga a las neuronas a ser robustas al no depender de la actividad de otras neuronas
en espećıfico.
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A.5.3 Tamaño del batch
En el entrenamiento de las redes neuronales los datos son pasados un determi-
nado número de epochs y durante cada epoch se ajustan los pesos cada que pasan
ciertos números de observaciones o muestras, a este número se le llama tamaño del
batch.
A.6 Funciones de pérdida
Una definición sencilla de una función de pérdida puede ser de la siguiente
manera: Dada una predicción y un valor real, la función de pérdida mide la diferencia
entre el valor reportado por el algoritmo o modelo de predicción y la salida deseada.
La estimación de los parámetros del modelo depende en gran medida de la uti-
lización de diferentes funciones de pérdida. Cada una de estas funciones se soportan
en un estad́ıstico por ejemplo la media, la media al cuadrado o la mediana, el cual se
convierte en un criterio importante para la decisión del modelo de estimación. Son
precisamente las medidas las que condicionan el cálculo matemático de la función
misma para la evaluación de modelo de pronóstico. Se utilizan diferentes métricas
que se describen a continuación.
A.6.1 Error porcentual absoluto medio
El error porcentual absoluto medio mide el tamaño del error en términos por-
centuales lo cual lo hace no dependiente de la escala. Se calcula como el promedio
de los errores porcentuales sin tener en cuenta el signo.
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A.6.2 Error absoluto medio
Se define el error absoluto medio como la magnitud promedio de los errores de
un ejercicio de pronóstico sin tener en cuenta su signo, es decir, el promedio de los
valores absolutos de los errores calculados.
Algunas de las caracteŕısticas del error medio absoluto es que el peso asignado
a cada uno de los errores calculados es el mismo; el uso de esta medida es aconsejable
para describir errores uniformemente distribuidos; el hecho mismo de ser una medida
absoluta podŕıa convertirse en una desventaja, sin embargo, por no ser de naturaleza
cuadrática, recibe menos influencia de valores at́ıpicos.
En las deventajas se encuentran que la mayoŕıa de modelos tienen un supuesto
de que los errores se encuentran distribuidos como una normal y no como una función
uniforme, es posible encontrar métricas que se ajustan de una mejor manera a los
datos.
Un importante aspecto en las métricas de error es su capacidad de discrimi-
nar entre los resultados del modelo. Con esta métrica los resultados podŕıan estar
afectados por una gran cantidad de valores de error promedio sin necesariamente
reflejar errores de gran tamaño.
A.6.3 Error cuadrado medio
Esta medida es dependiente de la escala en la que se encuentren los datos,
siendo solamente útil para comprobar la precisión de predicción entre modelos en
una misma serie. En el análisis de regresión, la fórmula de error cuadrado medio
generalmente se ajusta para dar una medida de estimacion imparcial.
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A.6.4 Criterio de R2
Se denominan también coeficientes de determinación. El criterio está definido
por: R2 = SCE/SCT = 1 − SCR/SCT donde SCE es la Suma de Cuadrados Ex-
plicados (calculado con la regresión), SCR es la Suma de Cuadrados de los Residuos
y SCT es la Suma de los Cuadrados Total.
La cantidad R2 se conoce como coeficiente de determinación muestral múltiple
y es la medida más común de la bondad del ajuste de una ĺınea de regresión. Igual-
mente es una estad́ıstica descriptiva que calcula la proporción de la varianza de la
variable dependiente explicada por las variables regresoras.
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