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1 はじめに
逆問題とは，結果から原因を推定する問題のことである [4]．
逆問題を解析的に解くことは一般的に困難なため，数値計算に
より近似解を求めることが多い．
逆問題は一般的に Hadamard の意味で非適切 [1] である．
Hadamardの意味で非適切とは，「解に一意性がない」，「解が存
在しない」，「与えられたデータに対して，解が連続的に依存しな
い」のうち少なくとも一つを満たす場合を指す．非適切問題を離
散化して得られる連立一次方程式の係数行列は，悪条件 [8]とな
ることが多い．悪条件連立一次方程式に対する解法の一つとし
ては，Tikhonov正則化法 [1]が存在する．また，近年では精度
保証付き数値計算法を用いた手法 [2]も盛んに研究されている．
精度保証付き数値計算法 [3] とは，「与えられた問題の解の存
在範囲もしくは一意存在の範囲を，丸め誤差の厳密評価を含め
て特定する算法」である．計算により得られた近似解は，一般に
誤差をもつ．誤差としては，モデル化誤差，観測誤差，離散化誤
差，丸め誤差がある．丸め誤差および離散化誤差については，精
度保証付き数値計算法により解決することが可能である．
しかし，離散化により得られた連立一次方程式には，観測誤差
に起因したものも含まれている．精度保証付き数値計算法では
観測誤差は考慮されておらず，対処することが困難である．観
測誤差などの誤差を含む場合の非適切問題に対する代表的な手
法が，Tikhonov正則化法である．ただし Tikhonov正則化法の
みを用いると，安定な近似解は得られるものの，真の解の存在範
囲を知ることは困難となる．
本研究の目的は，観測誤差に起因する誤差を含んだ右辺ベク
トルをもつ悪条件連立一次方程式に対する品質保証法，すなわ
ち安定性とともに解の存在を保証する手法を，精度保証付き数
値計算法と Tikhonov 正則化法を利用して構築するための基礎
研究である．また，本研究で対象とする問題は，非適切問題を離
散化して得られる連立一次方程式 Ax = b (A : 正方行列) に対
して，誤差を考慮した Axδ = bδ である．ここで，bδ = b+ δb
(‖δb‖∞ ≤ δ) であり，Aは悪条件とする．
2 精度保証付き数値計算法
精度保証付き数値計算法を実現するための基盤となるのが区
間演算である．区間演算 [3]とは，実数値を [下限, 上限]という
2 つの数で挟まれた区間で表現し，その区間同士の加減乗除の
演算を演算結果としてありうる集合を包含するように定義する
ことにより行われるものである．そのため，精度保証付き数値
計算法により得られた連立一次方程式の解は，各要素が区間と
して表現される区間ベクトルなる．その区間ベクトルの集合を，
IRn と表す．また，行列についても同様に区間行列を定義する
ことができ，その集合は IRn×n のように表される．
連立一次方程式に対する精度保証付き数値計算法として，
Krawczyk法 [7]が存在する．また，Krawczyk法を実装した精
度保証付き数値計算ツールとしては，Rump 教授により開発さ
れた [6]がある．INTLABで実装されたツールは，Krawczyk法
における近似逆行列 R を反復的に改良することで，さらに解の
精度を向上させている．近似逆行列の改良では，次の結果が利
用されている．
定理 2.1（[5]） 連立一次方程式 Ax = bの近似解 x˜ ∈ Rn と A
の近似逆行列 R ∈ Rn×n，u ∈ Rn，u > 0 とし対角要素が u
である対角行列 D ∈ Rn×n を定める．ここで，E := I − RA，
∆ = R(Ax˜− b)，‖D−1|E|u‖∞ < 1とする．Aが正則行列のと
き，以下が成り立つ．
|x˜−A−1b| ≤ |∆|+ ‖D
−1∆‖∞
1− ‖D−1|E|u‖∞ · |E|u (1)
INTLAB では，(1)の右辺を小さくする R を反復的に求めるこ
とで，精度の高い近似解 x˜ を求め，それらを Krawczyk 法で用
いることで，存在保証がされた高精度区間解を得ている．本研
究では，精度保証付き数値計算ツールとしてこの INTLAB を用
いることにする．
Krawczyk法の基礎となる定理と，Krawczyk 法による連立一
次方程式に対する精度保証付き数値計算アルゴリズムは，次の
とおりである:
定理 2.2（[3]） A ∈ IRn×n, b ∈ IRn に対して，Ax = b の近
似解 x˜ ∈ Rn と A の近似逆行列 R ∈ Rn×n が与えられている
とする．X ∈ IRn に対して式 (2)が成立すれば，Aに含まれる
すべての行列は正則であり，Aに含まれる任意の Aˆ ∈ Rn×n と
bに含まれる任意の bˆ ∈ Rn に対して，Aˆxˆ = bˆとなる唯一の元
xˆ ∈ Rn が x˜+ Y に存在する．
Y := R(b−Ax˜) + (I −RA)X ⊂ int(X) (2)
Algorithm 1 Krawczyk法による解の検証アルゴリズム [3]
1: Ax = bの近似解 x˜と Aの近似逆行列 Rを計算する．
2: Z := R · (b−Ax˜)を精度保証付きで計算し，X = Z, k := 0
とする．
3: (a) 定数 ε > 0に対して区間拡大 Xˆ := (1 + [−ε, ε])X を行
い，Xˆ と 0 を含む最小の区間ベクトルをあらためて X と
おく．
(b) Y := Z + (I −RA)X を精度保証付きで計算する．
4: Y ⊂ int(X) ならば検証完了とする．そうでなければ，
k := k + 1,X = Y として 3.に戻る．
Y ⊂ int(X) となったとき x˜ + Y 内に解が局所一意に存在す
る．k があらかじめ定めた最大反復回数に到達した場合や設定
した閾値を超えた場合は反復終了し，検証失敗とする．
3 Tikhonov正則化法
Tikhonov正則化法とは，右辺ベクトルに誤差を持つ悪条件方
程式 Axδ = bδ に対して
Jα(x) = ‖Ax− bδ‖22 + α‖x‖22 (α > 0)
を最小にする xδα により Axδ = bδ の安定な解を得る方法であ
る．ここで与えられた αを正則化パラメータと呼ぶ．Tikhonov
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正則化法の解 xδα は，与えられた α に対して，次の連立一次方
程式を解くことにより得られる．
(αEn +A
TA)xδα = A
Tbδ . (3)
正則化解 xδα は，α を適切にとることにより安定かつ一定精
度を持ったものとして得られるが，真の解に対する保証を付け
ることはできない．本研究では，この 2 つの方法を組み合わせ
て使うことで，悪条件連立一次方程式に対して品質保証された
数値解法の構築を試みる．2 つの方法を組み合わせた際に得ら
れる解を，本論文では正則化区間解と呼ぶ．ここで述べる品質
保証とは，「誤差を小さくしつつ，正則化区間解が真の解を含む
ことをある程度保証する」ことである．本研究では，Tikhonov
正則化法による連立一次方程式 (3) を精度保証付きツールで解
くことにより，安定かつ一定の精度保証がされた正則化区間を
得ることを試みる．
4 数値実験
本論文における実験環境は次の通りである．
• Intel Xeon CPU E5-1603 2.80GHz (メモリ 8.00GB)
• Windows 10 Pro 64bit
• INTLAB - INTerval LABoratory Version 9
• Octave (4.0.0)
実験は以下の条件で実施する．
n = 1000, δ = 10−5, xtrue = (1, · · · , 1)T, cond(A) = 1012
Axδ = bˆ
δ
(A ∈ Rn×n, bδ,xδ ∈ Rn)
bˆ
δ
= ([bδi − δ, bδi + δ]), bδ = b+ δb, (‖bδ − b‖∞ < δ)
なお，A は Matlab の randsvd 関数により生成した．また b
は多倍長計算により Axtrue を計算することにより得ている．
図 1は，Tikhonov正則化法を使用せずに求めた区間解と真の
解を，可視化のため n = 1から n = 100までプロットしたもの
である．赤線が区間解の各要素の上限と下限を結んだものであ
り，青線が真の解である．この結果より，悪条件連立一次方程式
に対して精度保証付き数値計算法のみを用いると，真の解を含
むものの非常に幅が大きい不安定な区間解が得られてしまう．
10 20 30 40 50 60 70 80 90 100
n
-3
-2
-1
0
1
2
3
So
lu
tio
n 
ve
ct
or
×107 Plot about solution vector, cond=1e+12, delta=1.0e-5 (not use Tikhonov)
図 1 区間解と真の解（Tikhonov正則化法不使用）
Tikhonov正則化法を併用した場合の数値実験結果を示す．表
1は，正則化パラメータごとの誤差および真の解が区間解に入っ
ている割合を表している．ここで誤差は，
√∑ |ei|2
‖xtrue‖2 であり，
ei = max{(xtrue)i − (XXi)inf , (xtrue)i − (XXi)sup} .
表 1 における※の結果は，Tikhonov 正則化法を用いず精度保
証付き数値計算法のみを用いた場合の結果である．図 2 は正則
化パラメータと誤差，図 3は誤差と割合の両対数グラフである．
図内の青丸は誤差最小点を示している．
表 1 誤差および真の解が区間解に入っている割合)
α 二乗誤差 割合
※ 8.09× 106 100
10−14 1.58× 1010 100
10−6 1.33× 102 100
10−3 6.43× 10−1 100
1.80× 10−3 4.70× 10−1 90.8
4.50× 10−3 3.57× 10−1 51.2
5.40× 10−3 3.49× 10−1 42.6
6.50× 10−3 3.45× 10−1 35.4
8.50× 10−3 3.43× 10−1 27.2
1.20× 10−2 3.49× 10−1 20.9
2.00× 10−2 3.69× 10−1 10.4
10−1 5.03× 10−1 1.2
1.00 8.02× 10−1 0
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図 2 α(横軸)と誤差 (縦軸)
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図 3 誤差 (横軸)と割合 (縦軸)
これらの数値実験結果より，真の解をすべて含む正則化区間
解が必ずしも誤差を最小にしないこと，一方，正則化パラメータ
の選択により誤差を最小にしかつ一定の割合で真の解を含む正
則化区間解が得られる可能性があること，すなわち，一定の品質
保証がされた正則化区間解が得られる可能性を示すことができ
た．今後は，正則化区間解の数学解析および一定の品質保証解
を得るための αの選択法について検討する必要がある．
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