Abstract-The problem of random number generation from an uncorrelated random source (of unknown probability distribution) dates back to von Neumann's 1951 work. Elias (1972 generalized von Neumann's scheme and showed how to achieve optimal efficiency in unbiased random bits generation. Hence, a natural question is what if the sources are correlated? Both Elias and Samueleson proposed methods for generating unbiased random bits in the case of correlated sources (of unknown probability distribution), specifically, they considered finite Markov chains. However, their proposed methods are not efficient (Samueleson) or have implementation difficulties (Elias). Blum (1986) devised an algorithm for efficiently generating random bits from degree-2 finite Markov chains in expected linear time, however, his beautiful method is still far from optimality. In this paper, we generalize Blum's algorithm to arbitrary degree finite Markov chains and combine it with Elias's method for efficient generation of unbiased bits. As a result, we provide the first known algorithm that generates unbiased random bits from an arbitrary finite Markov chain, operates in expected linear time and achieves the information-theoretic upper bound on efficiency.
I. INTRODUCTION
The problem of random number generation dates back to von Neumman [1] who considered the problem of simulating an unbiased coin by using a biased coin with unknown probability. He observed that when one focuses on a pair of coin tosses, the events and have the same probability; hence, produces the output symbol 0 and produces the output symbol 1. The other two possible events, namely, and , are ignored, namely, they do not produce any output symbols. More efficient algorithms to generate random bits from a biased coin were proposed by Hoeffding and Simons [2] , Stout and Warren [3] and Peres [4] . Elias [5] gave an optimal procedure such that the expected number of unbiased random bits generated per coin toss is asymptotically equal to the entropy of the biased coin. On the other hand, Knuth and Yao [6] gave a simple procedure to generate arbitrary distribution from an unbiased coin. Han and Hoshi [7] generalized this problem to consider the case that the given coin is biased with a known distribution.
In this paper, we study the problem of generating random bits from an arbitrary and unknown finite Markov chain. The input to our problem is a sequence of symbols that represent a random trajectory through the states of the Markov chain -given this input sequence our algorithm generates an independent unbiased binary sequence called the output sequence. This problem was first studied by Samueleson [8] .
His approach was to focus on a single state (ignoring the other states) treat the transitions out of this state as the input process, hence, reducing the problem of correlated sources to the problem of a single random source; obviously, this method is not efficient. Elias [5] suggested that for each state, we produce an independent output sequence, then the output sequence can be generated by pasting (concatenating) the collection of output sequences. Although this method is much more efficient than Samueleson's, we will show that it is not always correct to paste the output sequences directly. In fact, Blum [9] probably realized it, as he mentioned that: (i) "Elias's algorithm is excellent, but certain difficulties arise in trying to use it (or the original von Neumman scheme) to generate bits in expected linear time from a Markov chain", and (ii)"Elias has suggested a way to use all the symbols produced by a MC (Markov Chain). His algorithm approaches the maximum possible efficiency for a one-state MC. For a multi-state MC, his algorithm produces arbitrarily long finite sequences. He does not, however, show how to paste these finite sequences together to produce infinitely long independent unbiased sequences." Blum [9] worked on this problem and derived a beautiful algorithm to generate random bits from a degree-2 Markov chain in expected linear time by extending the single coin von Neumann scheme. While his approach can be extended to arbitrary out-degrees (the general Markov chain model used in this paper), the information-efficiency is still far from optimality due to the limitation (compared to Elias's algorithm) of von Neumman scheme.
In this paper, we generalize Blum's algorithm to arbitrary degree finite Markov chains and combine it with Elias's method for efficient generation of unbiased bits. As a result, we provide the first known algorithm that generates unbiased random bits from arbitrary finite Markov chains, operates in expected linear time and achieves the information-theoretic upper bound on efficiency. Specifically, we propose Algorithm , which is a simple modification of Elias's suggestion to generate random bits, it operates on finite sequences and its efficiency can reach the information-theoretic upper bound in the limit of long input sequences. In addition, we propose Algorithm , it is a combination of Blum's and Elias's algorithms, it generates infinitely long sequences of random bits in expected linear time.
The remainder of this paper is organized as follows. Section II introduces Elias's schemes to generate random bits from any biased coin. Section III presents our main lemma that allows the generalization to arbitrary Markov chains. Algorithm is presented and analyzed in Section IV, it is a simple modification of Elias's suggestion for Markov chain. Algorithm is presented in Section V, it is a generalization of Blum's algorithm.
II. ELIAS'S SCHEME GENERATION OF RANDOM BITS
Consider a length sequence generated by a biased n-face coin
.., } * such that the probability to get is , with ∑ =1 = 1. While we are given a sequence the probabilities 1 , 2 , ..., are unknown, the question is: How can we generate an independent and unbiased sequence of 0's and 1's from ? The efficiency of a generation algorithm is defined as the ratio between the expected length of the output sequence and the length of the input sequence.
Elias [5] proposed an optimal (in terms of efficiency) generation algorithm; for the sake of completeness we describe it here. His method is based on the following idea: The possible input sequences of length can be partitioned into classes such that all the sequences in the same class have the same number of 's with 1 ≤ ≤ . Note that for every class, the members of the class have the same probability to be generated. Now, our goal is to assign a string of bits (the output) to each possible input sequence, such that any two output sequences and ′ with the same length (say ), have the same probability to be generated. In general, for a class with members that were not assigned yet, assign 2 possible output binary sequences of length to 2 distinct unassigned members, where 2 ≤ < 2 +1 . Repeat the procedure above for the rest of the members that were not assigned. Note that when a class has odd number of members, there will be one and only one member assigned to (the empty string).
The foregoing assignment algorithm is not efficient as it is using a lookup table, however, efficient assignment can be achieved by using the lexicographic order. Given input sequence of length , the output sequence can be written as a function of , denoted by ( ), called Elias's function. Pae and Loui [10] showed that Elias's function is computable in polynomial time. In the rest of this paper, we assume that ( ) is computed using the procedure in [10] . For this ( ), it has the following property. 
Lemma 1 (Property of
( ′ ) = ′ .
III. MAIN LEMMA: EQUIVALENCE OF EXIT SEQUENCES
Our goal is to efficiently generate random bits from a Markov chain with unknown transition probabilities. The paradigm we study is that a Markov chain generates the sequence of states that it is visiting and this sequence of states is the input sequence to our algorithm for generating random bits. Specifically, we express an input sequence as = sequence with length = 4 is generated from this Markov chain and the starting state is 1 , then the probabilities of the possible input sequences and their corresponding output sequences (based on direct concatenation) are given in Table  I . We can see that when the input sequence length = 4, the probability to produce a bit 0 is 1 (1 − 1 )(2 − 1 ) while the probability to produce a bit 1 is 1 2 (2 − 1 − 2 ). They are different for some 1 , 2 . So we can conclude if use the direct concatenation approach we might generate an output sequence which is not independent or unbiased.
Let's try to intuitively understand why the direct concatenation of the output sequences of 1 ( ), 2 ( ), ... does not work. The reason is that while the elements belonging to the same exit sequence ( ) are independent, the exit sequences 
The proof of this lemma can be found in [11] . Now, we can demonstrate our results on the equivalence of exit sequences by considering the following example. Let 
IV. ALGORITHM A : MODIFICATION OF ELIAS'S SUGGESTION
In the section above, we see that Elias suggested to paste the outputs of different exit sequences together, as the final output, but the simple direct concatenation cannot always work. By modifying the method to paste these outputs, we get Algorithm to generate unbiased random bits from any Markov chain. The only difference between Algorithm and direct concatenation is that: Algorithm ignores the last symbols of some exit sequences. Let's go back to the example of a twostate Markov chain in the last section and apply Algorithm . We can see that when the input length = 4, a bit 0 and a bit 1 have the same probability to be generated and no longer sequences can be generated, see Table I . In this case, the output sequence is independent and unbiased. 
. It is not hard to check that ′ satisfies all the requirements in the lemma. Next, we prove that there are at most one sequence satisfying the requirements in the lemma. Assume there are two (or more) sequences , satisfying the requirements. According to Lemma 2, we know that they have different exit sequences. Then there exists a state , such that ( ) ∕ = ( ). If = , we also have ( ) ≡ ( ), so we have ( ( )) ∕ = ( ( )), that means different ′ are produced, which contradicts with our assumption. If ∕ = , we will have ( ) . = ( ), so we have
, which also lead to contradictions.
Theorem 6 (Algorithm A). Let the sequence generated by a Markov chain be used as input to algorithm , then the output of Algorithm is an independent unbiased sequence.
Proof: Assume the length of input sequence is , then we want to show that for any , ′ ∈ {0, 1} , and ′ have the same probability to be generated. Let ( ) and ( ′ ) denote the sets of input sequences underlying output sequences and ′ . According to Lemma 5 above, there is a one-to-one mapping between the elements in ( ) and ( ′ ). Based on Lemma 3, we know that this mapping does not change the probability for sequences to be generated. As a result, from a Markov chain, the probability to generate a sequence in ( ) is equal to that to generate a sequence in ( ′ ). So and ′ have the same probability to be generated. It means that any sequence of the same length will be generated with the same probability. The result in the theorem is immediate from this conclusion.
Theorem 7 (Efficiency). Let be a sequence of length generated by a Markov chain, which is used as input to algorithm . Suppose the length of its output sequence is , then the limiting efficiency
The proof of this theorem can be found in [11] .
V. ALGORITHM B : GENERALIZATION OF BLUM'S ALGORITHM
Given an input sequence, it is efficient to generate independent unbiased sequences using Algorithm . However, it still has some limitations: (1) The whole input sequence has to be stored. (2) The input cannot be a stream or infinitely long, that is because no bits can be generated until the whole input sequence is provided. (3) It is not computable in expected linear time. In [9] , Blum showed how to extend von Neumann scheme to generate an independent unbiased sequence of 0's and 1's from any Markov chain in expected linear time. As a generalization of Blum's algorithm, we propose Algorithm by applying Elias scheme instead of von Neumann scheme. = (empty) for all 1 ≤ ≤ . = 1 for all 1 ≤ ≤ . : the index of current state, namely, 
For all , , we have
Proof: Let's construct such a sequence ′ satisfying all the requirements in the lemma:
be the number of segments generated from . 2) Construct a sequence with
otherwise According to the main lemma, we know that such sequence exists and it is unique. 3) Let be the input sequence, and 1 1 , 2 2 , ..., be the ordered segments used to produce outputs, i.e., when the input sequence is , the output sequence is
5) Repeat step 2-4) until becomes empty ( ). 6) Repeat step 2) and 3) and let ′ = .
We want to prove that the ′ constructed using the procedure above satisfies all the requirements in Lemma 6. It is obvious that ′ satisfies the conditions 1) to 3) in Lemma 6, the only thing that we need to prove is that ′ underlies ′ . Note that we have to repeat step 2) and 3) for + 1 times. We want to prove that after the ℎ iteration of step 3), the following conclusion is true:
= {( , )|1 ≤ ≤ − + 1} Let's prove the conclusion above by induction. First, after the first iteration, we can get that = , so the conclusion is true. Now, let's assume that this conclusion is true after the ℎ iteration, we will prove that this conclusion is also true after the +1 ℎ iteration when ≤ . In the following proof, all the symbols are for the ℎ iteration. In order to distinguish with the ℎ iteration, we use * to mark the symbols for the + 1 ℎ iteration. According to our assumption, when input sequence is , the output is
where {( , )|1 ≤ ≤ − + 1} = and is a suffix of ′ . According to step 4), we know that * is constructed from by replacing
. In the following, we prove that * satisfies the properties in the conclusion. Let be the ℎ symbol in such that once is provided to the algorithm, it outputs ( − −1 − −1 ). When the input sequence is , a subsequence of , the output sequence will be
According to Lemma 4, we know that if
is replaced with
, we can get a new sequence with length such that when the input sequence is , the algorithm will output ( 1 1 ), ..., ( − − ) in some order and output (
) at the end (after reading the last symbol). Note that, after processing , all the values of the variables stored in the memory are the same as those after processing
. For this sequence * , it has the following properties:
1) Its output sequence ends with
So far, it is not hard to see that
is a suffix of ′ and ( * , * ) = ( , ) for all − + 1 ≤ ≤ . As a result, the conclusion above is true for the +1 ℎ iteration. By induction, we know that the conclusion is true for all 1 ≤ ≤ + 1. Let = + 1, we can get that ≡ ′ ′ . We also know that ( ) = ( ′ ′ ), so = ′ ′ . Finally, the conclusion is true for = . Assume the conclusion is true for all < ≤ , using the same argument as above, we can also get that the conclusion is true for . As a result, the conclusion is true for all 1 ≤ ≤ . Based on Lemma 2 for uniqueness, we can say that the two sequences are the same, i.e, the sequence ′ is unique.
Theorem 9 (Algorithm ). Let the sequence generated by a Markov chain be used as input to algorithm , then Algorithm
can generate an independent unbiased sequence in expected linear time.
