Runtime reconfiguration is a promising solution for reducing hardware cost in embedded systems, without compromising on performance. We present a framework that aims to increase the performance benefits of reconfigurable processors that support full or partial runtime reconfiguration. The proposed framework achieves this by: (1) providing a means for choosing suitable custom instruction selection heuristics, (2) leveraging FPGA-aware merging of custom instructions to maximize the reconfigurable logic block utilization in each configuration, and (3) incorporating a hierarchical loop partitioning strategy to reduce runtime reconfiguration overhead. We show that the performance gain can be improved by employing suitable custom instruction selection heuristics that, in turn, depend on the reconfigurable resource constraints and the merging factor (extent to which the selected custom instructions can be merged). The hierarchical loop partitioning strategy leads to an average performance gain of over 31% and 46% for full and partial runtime reconfiguration, respectively. Performance gain can be further increased to over 52% and 70% for full and partial runtime reconfiguration, respectively, by exploiting FPGA-aware merging of custom instructions. 
INTRODUCTION
The computing systems market is increasingly dominated by embedded systems. NonRecurring Engineering (NRE) costs and Time-To-Market (TTM) will become key factors to market success and future embedded systems will be compelled to reuse off-the-shelf components instead of employing custom chips. At the same time, they need to maintain product differentiation, posing major challenges to small companies. In light of this, Field Programmable Gate Arrays (FPGAs) are fast becoming the preferred computing platform dominating the integrated circuit market, particularly when concerns over market uncertainties as well as shorter product life cycles of embedded systems cannot be ignored. Today, commercially available FPGAs incorporate reconfigurable processors to provide for high instruction-set programmability, while leveraging the computational power of configurable hardware. These reconfigurable processors enable the basic instruction set of the microprocessor to be extended by implementing custom instructions.
Runtime reconfiguration enables the realization of low-cost systems without compromising performance by allowing the configuration of the hardware to change dynamically during program execution. Although runtime reconfiguration is possible in commercial FPGAs, the fine-grained programmable structure of commercially available reconfigurable architectures results in large reconfiguration overhead. In addition, there is a lack of tools and methodologies to support runtime reconfiguration in commercial FPGAs.
In Lam et al. [2012] , we presented a framework to generate efficient custom instructions for reconfigurable processors that support full or partial runtime reconfiguration. The proposed framework identifies a suitable set of runtime configurations or temporal partitions from a given application. Rapid area-time estimation of the custom instructions in the temporal partitions is undertaken to evaluate the benefits of runtime reconfiguration early in the design cycle. The proposed framework incorporates a hierarchical loop partitioning strategy that reduces the search-space complexity for determining full and partially reconfigurable custom instructions. The framework leverages the cluster merging technique that we previously proposed in Lam et al. [2011] to increase the benefits of runtime reconfiguration on reconfigurable processors. We target area-constrained FPGAs with multibit logic blocks and bus-based architecture that facilitate configuration memory sharing, similar to Ye and Rose [2006] . Experiment results for the Cjpeg application show that both the full and partial reconfiguration models of the target FPGA can benefit notably from the proposed cluster-merging-based hierarchical loop partitioning strategy.
In this article, we extend our work in Lam et al. [2012] to investigate the effects of different custom instruction selection strategies on runtime reconfiguration. We employed a graph covering algorithm with two widely used heuristics for custom instruction selection and show that the suitability of the heuristics not only depends on the reconfigurable resource constraints but also on the merging factor (i.e., the extent to which the resulting custom instructions can be merged). Specifically, the custom instruction selection heuristic that leads to a higher merging factor will result in higher performance gain. For comparisons with the proposed framework, we implemented a knapsack algorithm for custom instruction selection. In addition to the Cjpeg application, we provide experimental results for two other well-known applications (i.e., Sha and BlowfishEnc) to demonstrate the advantages of the proposed framework over the knapsack-based custom instruction selection approach.
RELATED WORK
Custom instruction selection aims to select a set of nonoverlapping custom instruction instances that best meets the objectives of the design (in terms of area, speed, and/or power consumption). We have previously shown in Li et al. [2010] that exact algorithms for custom instruction selection are prohibitive for large-sized problems. Hence, approximate solutions such as heuristic-and knapsack-based approaches are often used. The work in Atasu et al. [2008] and Cong et al. [2004] formulated the custom instruction selection process as a knapsack problem. The work in Bonzini and Pazzi [2008] proposed a hybrid algorithm for recurrence-aware custom instruction selection that combines a greedy covering algorithm and an exact branch-and-bound algorithm. The method in Guo et al. [2003] employs a graph covering algorithm to maximize the number of covered nodes using a minimum number of custom instructions. Our recent work in Prakash et al. [2013] demonstrated that results of custom instruction selection can be improved by incorporating FPGA architecture characteristics in the selection heuristics.
The work in Bauer et al. [2007] has demonstrated runtime reconfiguration for a JPEG and H.264 encoder/decoder on Xilinx Virtex FPGA-based reconfigurable processors. However, the fine-grained programmable structure in commercial FPGAs necessitates high reconfiguration overhead that may nullify the speedup obtained through hardware acceleration. This overhead is significant. For example, partial reconfiguration on the Xilinx Virtex FPGA and the Stretch processor [Stretch 2014 ] is on the order of milliseconds. Hence, FPGA architectures with multibit logic blocks and bus-based architecture that facilitate configuration memory sharing (e.g., Ye and Rose [2006] ) are an attractive proposition.
Temporal partitioning is required to partition the application into mutually exclusive configurations such that the area requirement of each configuration is within the reconfigurable resource capacity. Integer Linear Programming (ILP) has been used for temporal partitioning of an application task graph in Kaul et al. [1999] . This is accompanied by a loop transformation strategy that aims to increase the throughput while minimizing the reconfiguration overhead. The framework in Li et al. [2000] presented a strategy that traverses the loop graph in a hierarchical top-down fashion while recursively combining nested loops. The work in Mehdipour et al. [2006] presented a method that partitions and modifies custom instructions so that they can be mapped onto coarse-grained functional units. The authors in Huynh et al. [2009] presented a framework that performs temporal partitioning of frequently executed application loops. The framework assumes that custom instruction versions and their corresponding hardware area-time measures are available prior to the partitioning process. Recently, we proposed a hierarchical partitioning strategy that heuristically determines whether the application loops can be merged with existing configurations or unfolded for further evaluation in order to obtain a set of runtime configurations that contain profitable custom instructions . Figure 1 shows an overview of the proposed framework. The framework relies on the Trimaran compiler infrastructure [Trimaran 2014 ] to generate the Intermediate Representation (IR) of a C application in the form of a DataFlow Graph (DFG). The IR serves as input to the custom instruction identification and selection stage to determine a set of custom instructions. We have employed a graph covering algorithm that can adopt different objective functions for custom instruction selection. This will be described in Section 4.
Cluster merging is then performed on the selected custom instructions to determine the merged clusters. As discussed in Section 5, cluster merging provides an indication of the area costs and critical-path delays of the custom instructions when they are implemented on the reconfigurable multibit logic blocks. A configuration graph is then generated to enable temporal partitioning of loops using the proposed hierarchical loop partitioning strategy. We will discuss the generation of the configuration graph and the hierarchical loop partitioning strategy in Section 6. Note that the partitioning strategy relies on the hardware estimation results from the cluster merging process in order to obtain a set of custom instruction configurations. In addition, the partitioning strategy also utilizes the results from cluster merging to increase the performance gain of the configurations and to reduce reconfiguration cost. The target FPGA model, which is described in detail in Lam et al. [2008] , consists of a set of multibit logic blocks that is organized around an interconnection network. Each multibit logic block incorporates programmable fine-grained logic elements similar to those found in commercial FPGA architectures. In particular, these logic elements consist of 4-input LUTs that are accompanied by a fast carry propagation structure. It is noteworthy that, in our framework, the use of the variable to indicate the number of direct inputs to the logic block makes the approach applicable in situations where the number of inputs is different. Unlike commercial architectures, the logic elements within each multibit block share the same configuration memory, thus reducing runtime reconfiguration overhead. We assume that the smallest possible configuration unit is a multibit logic block. If the computation resource requirement of the custom instructions exceeds the number of available logic blocks in the reconfigurable logic, then the custom instructions are mapped to different configurations. At runtime, a reconfiguration manager automatically loads the required configurations onto the logic blocks for computing the custom instructions.
CLUSTER INSTRUCTION SELECTION
We have used the exhaustive custom instruction enumeration proposed in Pozzi et al. [2006] to identify custom instruction instances from the preregister-allocated IR. The same constraint set described in Lam and Srikanthan [2009] is used in the enumeration process. In particular, only connected integer operations are allowed in the custom instruction instances and the maximum number of input/output ports is 5/2. Previous work has shown that input-output ports more than this range result in little performance gain. Finally, only convex subgraphs are allowed in the instances.
The custom instruction selection problem can be formulated as follows: Given an application DFG G, a unique set of custom instructions T = {T 1 , T 2 , . . . , T i }, and the instances of each custom instruction T i , I i = {I i,1 , I i,2 , . . . , I i, j }, find a subset of the set I that covers G.
We have adopted the graph covering algorithm presented in Guo et al. [2003] to find a set of nonoverlapping nodes from the conflict graph based on some objective function. A conflict graph is an undirected graph G u (V u ,E u ). Each vertex represents a custom instruction instance I i, j that is associated with a unique custom instruction T i . An edge e E u between two instances signifies that the instances have at least one overlapping node. The number of nodes in an instance I i, j is denoted as size (I i, j ). The covering algorithm starts by taking all the custom instruction instances and constructing a conflict graph with them. For each unique template T i , the Maximum Independent Set (MIS) (referred to hereinafter as MIS i ) is the largest subset of instances in T i that do not share any common edges (they are mutually nonadjacent). This is established using an iterative approach. The term size(MIS i ) is used in this article to indicate the number of instances contained within MIS i . The MIS i with the largest objective function (w(MIS i )) is then selected. All instances that match the selected MIS then become selected instances and, after selection, these instances and their neighbors can be removed from the conflict graph. This algorithm is repeated until the conflict graph is empty. The computation of the MIS can be implemented in time linear in the number of vertices and edges of G u Halldórsson and Radhakrishna [1994] .
The choice of objective function (i.e., w(MIS i )) will have significant impact on the custom instruction selection process. In this article, we have evaluated two commonly used objective functions: (1) Most-Frequent-Largest-Fit-First (MLFF) and (2) LargestFit-First (LFF). The objective function for MLFF is w (MSIi) = size (vx) × size (MSIi), which takes into account both the frequency of custom instruction occurrence and the size of the custom instructions. The objective function for the LFF heuristic is w (MSIi) = size (vx). The LFF approach attempts to select the MIS with the largest instances first. The selected custom instructions using the objective function MLFF or LFF will then undergo the cluster merging process described in the next section.
CLUSTER MERGING
In Lam et al. [2011] , we proposed the cluster merging technique to generate area-timeefficient custom instructions. Figure 2 illustrates an example of cluster merging of two custom instructions G 1 and G 2 , with the assumption that there is only one available output port. Each custom instruction consists of a set of primitive integer arithmetic (e.g., addition, subtraction, multiplication), logical (and, or, xor) , and relational (e.g., logical and arithmetic shift) operations.
The cluster merging method first partitions the custom instructions into a set of clusters such that each cluster can be mapped onto a single FPGA logic block. This resembles the technology mapping process, where a set of clusters that effectively cover each custom instruction is identified. In Figure 2 Next, clusters from different custom instructions are merged if the resulting merged cluster can still be mapped onto a single FPGA logic block. This process takes into account the architectural constraints of the FPGA device for generating area-time-efficient custom instructions. It can be observed that the merged datapath in Figure 2 (b) is capable of performing the functionality of the original custom instructions (x ⊕ y denotes x and y have been merged). A heuristic is used to select a unique set of merged clusters with the aim to maximize the area utilization of the FPGA resources. As discussed in Lam et. al. [2011] , the time complexity of cluster merging is O(|V u | 2 ), where |V u | is the number of clusters evaluated in each iteration.
The results of cluster merging also provide area-time estimation of FPGA realization due to the architecture-aware nature of the cluster merging process. For example, the merged datapath in Figure 2 (b) utilizes three FPGA logic blocks and has a criticalpath delay equivalent to the latency of three FPGA logic blocks. In the next section, we describe how the cluster merging technique can lead to performance benefits for runtime reconfiguration.
TEMPORAL PARTITIONING

Generating the Configuration Graph
The configuration graph is intended to provide visibility of sections of the application that run together and hence would be considered as a group for custom instruction reconfiguration. Figure 3 shows an example of configuration graph generation from the basic block trace of an application obtained from Trimaran. The basic block trace lists the actual execution sequence of the basic blocks for a given input dataset.
We first convert the basic block trace into a weighted Control-Flow Graph (CFG) that encapsulates the control flow between unique basic blocks and the corresponding frequency. This is achieved with a simple program that parses the basic block trace and constructs an adjacency matrix which records the control edges of each basic block. In particular, the weighted CFG is a directed graph G (V,E,w) , where V is a set of vertices that represent the unique basic blocks in the basic block trace. An edge e ∈ E is an ordered pair (u,v) , where u, v ∈ V , that represents the control flow between basic blocks u and v. Each edge (u,v) is associated with a weight w that represents the frequency of the control flow between u and v.
The configuration graph is a directed graph G c (V c ,E c ,w c ) generated from the weighted CFG. Each vertex u c ∈ V c in the configuration graph, denoted as a configuration, is a set of basic blocks (i.e., u c = {u 1 , u 2 , . . . , u k } ∈ V) that are reachable from one another. In other words, a cycle can be found between any pair of basic blocks in a configuration. configuration graph consists of basic blocks BB8, BB9, . . . BB13, and configuration C2 in the configuration graph consists of basic blocks BB14, BB15, . . . BB18. It is noteworthy that the basic blocks in each configuration belong to application loops, which are the most frequently executed segments of embedded applications.
We have used transitive closure to identify the existence of cycles between each pair of basic blocks in the weighted CFG. The acyclic graph is then generated by collapsing the basic blocks into the corresponding configurations. It can be observed that the edges of the configuration graph are associated with a weight that is the sum of edge weights between basic blocks in different configurations. Note that weights of the edges in the configuration graph are typically very small, as these edges represent the less occurring control flow between disjoint loops in the application. Each configuration in the initial configuration graph is a potential runtime configuration candidate. Hence, the weight of an edge in the configuration graph w c (u c , v c ), where u c , v c ∈ V c , represents the number of times that configuration u c is reconfigured to v c .
Hierarchical Loop Partitioning
The proposed hierarchical loop partitioning temporally partitions the application loops, in a top-down fashion starting from the initial acyclic configuration graph, into one or more configurations such that the overall performance gain of runtime reconfiguration is maximized. The final output of the partitioning process is a set of configurations and the selected custom instructions in each configuration. Figure 4 shows an example of the proposed method. In the initial step, the performance gain of the custom instructions in each configuration C1, C2, and C3 of the configuration graph (see Figure 3(c) ) is calculated. The performance gain is computed by selecting the set of custom instructions in each configuration that leads to the highest software-cycle savings while meeting the FPGA area constraint using Eq. (1). Details of the performance gain computation will be discussed later.
In the subsequent iterations of the partitioning process, each configuration is partitioned into two new configurations. For example, in Figure 4 , C1 is partitioned to C1.1 and C1.2; C2 is partitioned to C2.1 and C2.2; and C3 is partitioned to C3.1 and C3.2.
We have used the multilevel two-way partitioning algorithm in Karypis and Kumar [1998a] to partition each configuration into two parts with the objective of minimizing the edge-cut. The edge-cut is defined as the sum of the weights of the straddling edges between the partitions. Each new partition can be represented by a new vertex in G c that represents a possible runtime configuration candidate. Note that the partitioning also introduces additional edges in the configuration graph that represent the straddling edges between the basic blocks in the various partitions.
For each partition solution, the total performance gain (calculated using Eq. (1)) of the resulting partitions is compared to the performance gain of the initial configuration. If the postpartition performance is less than the initial performance, then the new partitions are discarded and the initial configuration is restored. This can be observed in Iteration 2 of Figure 4 where some of the configurations in Iteration 1 do not lead to any further partitions. In particular, C1.2, C2.1, C2.2, and C3.2 do not undergo further partitions, as so doing will not lead to improved performance gain. For example, consider that C1.2 is further partitioned into two configurations (e.g., C1.2.1 that consists of BB5 and C1.2.2 that consists of BB6 and BB7). The partitioning process will now result in additional overhead that is required to reconfigure C1.2.1 to C1.2.2. In particular, we need to take into account the time required for the additional 500 reconfigurations. Assuming that this overhead obviates the benefits of the partitioning process, we have to discard the configurations C1.2.1 to C1.2.2 and retain the original partition C1.2.
The partition process is repeated until no new partitions are formed in a particular iteration. Karypis and Kumar [1998b] have shown that the k-way graph partitioning can be achieved in O(|E|) time, where |E| is the number of edges in the graph. Since each configuration may be partitioned into two in an iteration, the total number of partitions evaluated is at most twice the number of resulting partitions. Note that the proposed hierarchical partitioning strategy reduces the search space by avoiding further partitioning if the resulting partitions do not lead to higher performance. The final set of partitions comprises the runtime configurations.
Algorithm 1 shows the pseudocode for the proposed hierarchical loop partitioning strategy. In each iteration (lines 4-14), the performance gain of each existing configuration in the configuration graph G c is first evaluated (line 5) using the function CAL-GAIN and temporarily removed from G c (line 6). The existing configuration is then partitioned into two smaller configurations using the 2-Way-Partition function (line 7) and the new configurations are inserted into G c along with the corresponding edges (line 8). The performance gain of the two new configurations is evaluated (lines 9 and 10) and compared to the performance gain of the initial configuration (line 11). In the event that the partitioning has led to a less favorable performance gain, the initial partition is restored (line 12) in the configuration graph and the new configurations are removed (line 13). When no new partitions are generated in an iteration (evaluated in line 2), the algorithm returns the configuration graph consisting of the final set of configurations (line 15).
The effective performance gain for each new configuration x ∈ V c (in terms of softwarecycle savings) is computed as shown in Eq. 
SC S(x) =
The reconfiguration cost of configuration x is computed differently for the full and partial reconfiguration model, as shown in Eq. (3). w c (uc, x) is the sum of weights of the incoming edges of x in the configuration graph. In other words, w c (uc, x) represents the number of times configuration x will be reconfigured on the FPGA at runtime. T lb RTR is the reconfiguration cost of a single multibit logic block and measured in terms of software clock cycles. Finally, n c is the number of common clusters/merged clusters in configuration x and the previous configuration u c , namely, (u c , x) ∈ E c . For partial reconfiguration, we can avoid reconfiguring logic blocks with common clusters/merged clusters in two consecutive configurations.
EXPERIMENTAL RESULTS
Runtime reconfiguration on reconfigurable processors is only feasible for applications where the performance of the custom instructions can mitigate the high reconfiguration overhead of the FPGA architecture. The proposed framework employs cluster merging to increase the utilization of each configuration by packing a larger number of profitable custom instructions in each configuration. Hence, the proposed strategy can lead to high performance benefits if most of the profitable custom instructions in the application have common clusters. Table I reports the cluster statistics from BlowfishEnc, Sha Guthaus et al. [2001] , and Cjpeg applications [EEMBC 2014] . The second and third columns list the number of selected custom instructions, the fourth and fifth columns list the average size of the selected custom instructions (in terms of number of operations), the sixth and seventh columns list the number of basic clusters that are obtained using the clustering technique, the eighth and ninth columns list the number of unique basic clusters, and the final two columns report the number of unique basic/merged clusters after cluster merging. Results for the MLFF and LFF approaches are reported. The unique clusters in the last four columns of Table I are the set of nonisomorphic clusters (i.e., each of the clusters is unique in its operations and interconnectivity between operations) before and after cluster merging. In the last two columns (i.e., unique cluster after merging), the merging factor (calculated as the ratio of basic clusters and unique clusters) is reported in brackets. The merging factor signifies the extent to which the custom instructions can be merged. It can be observed that the merging factor of Cjpeg is the highest among the three applications. In addition, the merging factor of the LFF approach in Cjpeg is significantly higher than that of the MLFF approach. It can also be observed that, on average, over 34% and 49% of the basic clusters in the three applications are isomorphic for MLFF and LFF approaches, respectively. The number of unique clusters can be further reduced by an average of over 45% and 39% through cluster merging for MLFF and LFF approaches, respectively. The notable number of isomorphic clusters found in these applications provides a strong justification for adopting the cluster-based runtime reconfiguration approach.
In the following sections, we will evaluate the proposed hierarchical loop partitioning strategy for both full reconfiguration and partial reconfiguration models. In addition, we will also investigate the impact of cluster merging on the different custom instruction selection approaches for increasing the performance gain of runtime reconfigurable processors. In the experiments we have chosen r = 3 in Eq. (1) based on the area-optimized configuration of the MicroBlaze soft-core processor [Mattson and Christensson 2004] .
Full Reconfiguration
The full reconfiguration model requires the complete reprogramming of the entire configuration memory during runtime reconfiguration. The charts on the left of Figure 5 compare the performance between the hierarchical loop partitioning without cluster merging (No Merging) and hierarchical loop partitioning with cluster merging (Merging) for the full reconfiguration model. The results for MLFF and LFF approaches are shown. The performance is calculated by summing up the software-cycle savings of all the configurations (calculated using Eq. (1)), while, in addition, the performance without runtime reconfiguration (No RTR) is also shown. In order to obtain the performance of No RTR, a custom instruction selection algorithm based on the knapsack approach is used to select a set of custom instructions that lead to the highest performance while meeting the area constraint. It is noteworthy that No RTR outperforms the baseline processor (where no custom instructions are deployed) by 20.6%, 35.8%, and 14.8% for BlowfishEnc, Sha, and Cjpeg, respectively. Hierarchical loop partitioning is not employed for No RTR. These values are obtained for varying FPGA area constraints in terms of the percentage of the maximum FPGA logic blocks that is required to implement all the selected custom instructions for each application. Larger area constraints are not shown, as they will not lead to notable performance gains in the approaches considered.
It can be observed, that for the LFF approach, No Merging either does not outperform No RTR (i.e., BlowfishEnc) or only outperforms No RTR for a few cases when the area constraint is less than or equal to 6% (i.e., Sha and Cjpeg). Thereafter, there is no significant difference between the performance of No Merging and No RTR. On the other hand, Cluster Merging (denoted as Merging) outperforms both No RTR and No Merging for: (1) BlowfishEnc when the area constraint is 14%, (2) Sha when the area constraint is 36% and 42%, and (3) Cjpeg when the area constraint is less than 30%.
The MLFF approach performs significantly better than the LFF in BlowfishEnc and Sha when the area constraint is small. For example, in BlowfishEnc, MLFF outperforms No RTR for an area constraint up to 27%, while in Sha, MLFF outperforms No RTR for an area constraint up 53%. Cluster Merging provides additional performance gains in certain cases for these applications, however, for Cjpeg, the LFF approach is more favorable across all area constraints. These results clearly demonstrate that the choice of custom instruction selection approach is essential to obtain high performance gain in runtime reconfiguration. MLFF usually produces smaller custom instructions compared to LFF (that has a preference for selecting larger custom instructions first) and hence the MLFF approach is typically more favorable when the area constraint is tight. This is evident in BlowfishEnc and Sha, where MLFF performs better than LFF for small area constraints but becomes less favorable when the area constraints are relaxed. However, for Cjpeg, LFF is preferred even when the area constraints are small due to its high merging factor (see Table I ). The high merging factor enables higher utilization of the FPGA space, which in turn results in higher performance per unit area for the LFF approach.
We define performance threshold as the point at which the hierarchical loop partitioning strategy (using the best custom instruction selection approach) is no longer feasible when the area constraint is further increased. For area constraints higher than the performance threshold, runtime reconfiguration does not lead to any benefits. The performance threshold for BlowfishEnc, Sha, and Cjpeg occurs when the area constraint is 27%, 53%, and 28%, respectively. Note that, beyond these performance thresholds, No RTR gives comparable performance to the hierarchical loop partitioning approach. Hence, one of the benefits of the framework is that it provides a means for identifying the minimal area required for achieving maximal performance through custom instructions. The experimental results clearly demonstrate this, as the performance gain of runtime reconfiguration exceeds the performance gain of No RTR in many cases where the area constraint is less than the performance threshold. The average performance gain can then be calculated for all the area constraints up to (and including) the performance threshold. As shown in Figure 5 , when compared to No RTR, the proposed hierarchical loop partitioning strategy (No Merging) leads to an average performance gain of 20.8% for BlowfishEnc (using the MLFF approach), 59% for Sha (using the MLFF approach), and 13.1% for Cjpeg (using the LFF approach). When cluster merging is employed (Merging), the average performance gain over No RTR increases to 50.5% for BlowfishEnc, 62.9% for Sha, and 42.8% for Cjpeg.
The charts on the left of Figure 6 show the total runtime reconfiguration cost (represented with lines) calculated using Eq. (3), as well as the number of configurations (represented by columns) for the full reconfiguration model. It can be observed that, when the area constraint is relaxed, the number of configurations generally reduces to a point where it will no longer change. In BlowfishEnc and Sha, the number of configurations reduces to 1 for all the methods considered when the area constraint is 20% and 48%, respectively. When the area constraint is further relaxed, runtime reconfiguration no longer leads to any performance gain. It can also be observed that the number of configurations in No Merging is always equal to or less than Merging for both the LFF and MLFF approaches. This is due to the fact that, when cluster merging is taken into account during hierarchical loop partitioning, more configurations could be generated as the overall performance gain compensates for the runtime reconfiguration cost. The reconfiguration cost for LFF (Merging) in Cjpeg gradually increases due to the increase in the number of logic blocks that undergo runtime reconfiguration. This shows the LFF (Merging) approach for Cjpeg can effectively increase the utilization of the configurations, in turn leading, to the generation of more configurations.
Partial Reconfiguration
Partial reconfiguration enables a portion of the configuration memory to be programmed during runtime reconfiguration, hence can lead to higher savings in the runtime reconfiguration cost. The charts on the right of Figure 5 compare the Compared to full reconfiguration, partial reconfiguration leads to higher performance gain in No Merging. This is evident for BlowfishEnc and Cjpeg where No Merging outperforms No RTR for area constraints up to 14% and 12%, respectively. Similar to the full reconfiguration model, the MLFF approach is generally more favorable for BlowfishEnc and Sha when the area constraints are tight, while the LFF approach is preferred for Cjpeg. This is explained in the previous section whereby custom instruction selection approaches that lead to a higher merging factor result in better performance. However, partial reconfiguration results in performance advantage for a larger number of design points when compared to full reconfiguration. In particular, the performance threshold of the partial reconfiguration model increases to 34%, 59%, and 30% for BlowfishEnc, Sha, and Cjpeg, respectively. Based on the performance threshold of the full reconfiguration model, the proposed hierarchical loop partitioning strategy (No Merging) outperforms No RTR by an average of 60.1% for BlowfishEnc (using MLFF the approach), 61.1% for Sha (using the MLFF approach), and 16.8% for Cjpeg (using the LFF approach). With cluster merging (Merging), the average performance gain over No RTR increases to 97.6% for BlowfishEnc, 69.1% for Sha, and 45.5% for Cjpeg.
The charts on the right of Figure 6 show the total runtime reconfiguration cost (represented with lines) calculated using Eq.(3), as well as the number of configurations (represented by columns) for the partial reconfiguration model. Similar to the full reconfiguration method, the number of configurations obtained with No Merging is always lower than or equal to the number of configurations obtained with Merging. An exception to this phenomenon lies in a few cases in the LFF method for Cjpeg when the area constraints are 8%-12%. The number of configurations generated is also generally higher than for the full reconfiguration model. For example, in BlowfishEnc and Sha, the area constraint at which the number of configurations reduces to 1 for all the methods considered increases to 40% and 65%, respectively. In addition, the runtime reconfiguration cost of the LFF (Merging) approach for Cjpeg is evidently smaller than the full reconfiguration model as the area constraint is relaxed. This is due to the fact that, unlike full reconfiguration, the partial runtime reconfiguration cost is not dependent on the area constraint but rather on the common clusters/merged clusters in consecutive configurations. These results show that cluster merging can lead to higher performance benefits for the partial reconfiguration model in two ways: (1) increasing the utilization of the configurations and (2) reducing the runtime reconfiguration cost.
CONCLUSION
A framework that aims to maximize the performance of custom instructions through runtime reconfiguration while minimizing the reconfiguration overhead has been presented. The proposed framework incorporates a hierarchical loop partitioning strategy that employs cluster merging to enable a larger number of profitable custom instructions to be implemented in each configuration. In particular, cluster merging can effectively increase the utilization of the configurations, resulting in higher performance per unit area. Cluster merging also plays an important role in determining the best custom instruction selection strategy for runtime reconfiguration. Our analysis reveals that performance gain can be improved by employing a custom instruction selection heuristic that results in a higher merging factor. Experiment results show that both the full and partial runtime reconfiguration can benefit notably from the proposed clustermerging-based hierarchical loop partitioning strategy when an appropriate cluster selection strategy is adopted.
