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In this paper the use of normal bases for multlphcatlon m the fmlte fields GF(p”) IS exammed 
We introduce the concept of an optimal normal basrs m order to reduce the hardware complexity 
of multlplymg field elements ConstructIons for these bases m GF(2”) and extensions of the 
results to GF(p”) are presented This work has apphcatlons m cryptography and codmg theory 
smce a reduction m the complexity of multlplymg and exponentlatmg elements of GF(2”) IS 
achieved for many values of n, some prime 
1. Introduction 
Recently, there has been much interest in the design of fast GF(2”) multipliers. 
Work in this area has resulted in several hardware [5,9,11,12] and software [ 1,8] 
designs or implementations, including a single-chrp exponentiator for GF(2’*‘) 
[ 131. This research is motivated by important applications of finite field arithmetic 
which include: cryptography (multiplication and discrete xponentration) and error 
correction coding. Due to hardware complexity, GF(2”) arithmetic processors have 
been constrained to fields with n < 300, impractical for the implementation of secure 
cryptosystems based on the discrete logarithm problem. This paper addresses the 
computational difficulty of multiplication in GF(pn) using a normal basis 
representation of field elements. The result is that by using an optimal normal basis 
in GF(2”) and new system architectures [7], a processor for n> 1000 may be 
realized. 
A normal basis m GF(p”) is a basis N of the form N= { /3,jP, pP2, .. . , /3P”-‘}. It 
is well known that a normal basis exists m every finite field [4]. Every BE GF(p”) 
may be uniquely expressed in terms of N as 
n -1 
B = tl: b,jY”, b, E GF(p). 
r=O 
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Further, let 
n-l 
A = C a,@, 
r=O 
and let 
n-l 
C=AB= c c,pp’ 
r=O 
where c, is referred to as a product digit. Now 
The expressions @BP’ are referred to as cross-product terms. Since N is a basis 
for the vector space, we can write 
n-l 
~P$P’ = 1 AUOpp” 
k=O ’ 
, Atk’ E GF(p) ‘J . 
Substrtuton yields 
n-l n-l 
ck= c c Ar)a,b,. 
I=0 J=o 
(1) 
(2) 
Define a matrix TN as follows: index the rows of TN by the ordered pairs (i,j), 
Orr,~sn--1. In row (i,~), column k put A:‘, the coefficient of ppk m the expan- 
sion of /3p’j3pJ. 
For XE GF(p”), let X= (xo,x,, .. . , x, _ ,) denote the coordinate vector for X in 
the basrs N. Since N is normal, we have 
Ap”’ = (a_,, a_ m+l,..-,a-m-l) 
where the subscripts are taken modulo n. Also 
AP”-‘?‘BP”+ =(co(AP”-‘n,BP”-m), c,(AP”-‘n,BP”-‘n), ~~~,cn_,(~P”-‘“,~P”-‘n)), 
so equating coefficients yields 
c&A, B) = co(AP”-“, BP”-‘“). (3) 
Therefore viewing c,,, as a bilinear form, the form c,,, is obtained from co by an m- 
fold cychc shift of the variables involved. Let C, denote the number of nonzero 
terms in the form co, and therefore c,,, in the basis N. 
As an example, consider the prime field GF(25) as generated by the irreducible 
polynomial f(x) =x5 +x2 + 1. If we choose a to be a zero of f(x) and set /_I = (r3, 
then N={p,P2,p4,f18,pt63 is a normal basis. The matrix TN for this basis 1s given 
in Table 1. The value of C, in this example 1s 15. If p= CY’, then N= {p, /3*, p4, /3*, 
p16} IS again a normal basis. Its matrix is given in Table 2, and C,=9 for this 
basis. 
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Table 1 TN for a normal basis N m GF(25) with C,= 15 
2k 
2’ 2J 1 2 4 8 16 
1 1 0 1 0 0 0 
1 2 0 1 1 1 0 
1 4 1 1 1 0 1 
1 8 1 0 1 1 1 
1 16 1 1 1 0 0 
2 1 0 1 1 1 0 
2 2 0 0 1 0 0 
2 4 0 0 1 1 1 
2 8 1 1 1 1 0 
2 16 1 1 0 1 1 
4 1 1 1 1 0 1 
4 2 0 0 1 1 1 
4 4 0 0 0 1 0 
4 8 1 0 0 1 1 
4 16 0 1 1 1 1 
8 1 1 0 1 1 1 
8 2 1 1 1 1 0 
8 4 1 0 0 1 1 
8 8 0 0 0 0 1 
8 16 1 1 0 0 1 
16 1 1 1 1 0 0 
16 2 1 1 0 1 1 
16 4 0 1 1 1 1 
16 8 1 1 0 0 1 
16 16 1 0 0 0 0 
We define N to be an optimal normal basis of GF(p”) if and only if C,,, = 2n - 1. 
In Section 2, we prove that C,+ 2n - 1 for all N. Constructions for optimal normal 
bases and extensions to fields GF(p”) are presented in Section 3. We then sum- 
marize results of normal basis searches and give a conjecture on the existence of op- 
timal normal bases in GF(2”) for all n. Lastly, we comment on the cryptographrc 
significance of the results. 
2. The minimum number of terms 
We prove that 2n - 1 is the minimum possible number of terms in (2). The proof 
of the following theorem is based on an examination of n rows of a submatrix 
of TN. 
Theorem 2.1. If N is a normal basrs for GF(p”) wrth matrix TN, then C,,z 2n - 1. 
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Table 2 TN for an optlmal N m GF(2’) 
2k 
2’ 2J 1 2 4 8 16 
1 1 0 1 0 0 0 
1 2 1 0 0 1 0 
1 4 0 0 0 1 1 
1 8 0 1 1 0 0 
1 16 0 0 1 0 1 
2 1 1 0 cl 1 0 
2 2 0 0 1 0 0 
2 4 0 1 0 0 1 
2 8 1 0 0 0 1 
2 16 0 0 1 1 0 
4 1 0 0 0 1 1 
4 2 0 1 0 0 1 
4 4 0 0 0 1 0 
4 8 1 0 1 0 0 
4 16 1 1 0 0 0 
8 1 0 1 1 0 0 
8 2 1 0 0 0 1 
8 4 1 0 1 0 0 
8 8 0 0 0 0 1 
8 16 0 1 0 1 0 
16 1 0 0 1 0 1 
16 2 0 0 1 1 0 
16 4 1 1 0 0 0 
16 8 0 1 0 1 0 
16 16 1 0 0 0 0 
Proof. Let N= {p, BP, pP2 , . . . , BP”-‘} and, for simplicity, denote flP’ by @, . Since N 
is a normal basis, 
n-1 
Jto P, = trace P.
Let b denote trace /3. Consider the n xn submatrix To of TN consisting of the n 
rows of TN corresponding to the elements flop,, 0 I 15 n - 1. Now 
n-i n-l 
bBo = PO ,Fo P, = ,go Pop,. 
Therefore, the sum of the rows of To is an n-tuple with a b in position 1 and 
zeros elsewhere. Hence, each column of To contains at least two nonzero elements 
with the possible exception of column 1 because ach column of To must contain 
at least one nonzero element since the rows of To are linearly independent or equi- 
valently, {pop,: Olirn-1) is a basis for GF($). 
Therefore, the total number of nonzero elements in To is at least 2n - 1. If we 
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define TJ to be the matrix obtained from To by raising each element (associated 
with a row) of To to the p’th power, then /3,-J3, in To becomes &+J/3~,+J)modn in q
for Olc,jln-1. 
From the definition of a normal basis, q must also contain a total of at least 
2n - 1 nonzero elements. Thus, the total number of nonzero elements in TN is at 
least n(2n - 1) and since each column has C’ nonzero elements, C,+ 2n - 1. El 
Corollary 2.2. Gwen an optrmal normal basis m GF(p”), for every 0~ kin - 1, 
equatton (2) will contam two occurrences of subscrpt i for every 0 5 is n - 1, and 
one occurrence of subscript k. This ts also true for the subscrrpts J.
3. Constructions for optimal normal bases 
By appropriately choosing /I, we can generate an optimal normal basis N= 
V, P4 P” , . . . . /3pn-‘} in GF(p”), for certain values of n. 
Theorem 3.1. Suppose that K= GF(p”) contains (n + 1)st roots of unity. If the n 
nonunrt roots of unity are lmearly independent, hen K contains an optimal normal 
basts. 
Proof. Let fl denote a primitive (n + 1)st root of unity in k. Then the conjugates of 
fi are fip, ap2, .. . . fip”-‘. Since N= {&BP , . . . , fip”-‘} is linearly independent, it is a 
normal basis for K. But N is the set of zeros of p(x) = (x”+~ - 1)/(x- 1); that is, N 
is the set of n nonunit roots of unity in K. Let &,=/I, and &=pp’, i= 1,2, . . . , n - 1. 
Recall that the number of nonzero terms in the bilinear form for co is also the 
number of nonzero terms in the expansion of the set (/?o/3, : i = 0, 1, . . . , n - l} in the 
basis N. But if &z&l, then PO/?, =pJ for some exponent j (depending on i) 
whereas 
‘l-1 
BoPi’ = c Pt. 
r=O 
Hence there are 2n - 1 nonzero terms in the expansion, and N is optimal. Cl 
The above can be restated as below. 
Theorem 3.1’. The fteid K=GF(p”) contarns an optimal normal basis consrstmg 
of the nonunit (n + 1)st roots of unity if and only tf n + 1 IS a prime andp tsprimrtive 
in Zn+l. 
Proof. If n + 1 is prime, then n + 1 divides p” - 1 and K contains a primitive 
(n + 1)st root of unity fi. Since p is primitive in ;2, + , , the minimal polynomial of p 
is (x”+’ - 1)/(x- 1) and the nonunit (n + 1)st roots are linearly independent. Con- 
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versely if these roots are independent in K then p has order n modulo n + 1 and n + 1 
is prime. 17 
The above theorem cannot produce optimal normal bases in GF(p”) for prime 
n unless n = 2. This liability can be overcome in extensions of GF(2”) in some in- 
stances by the following theorem. 
Theorem 3.2. If 
(1) 2 is primitive in Hz”+ ,, or 
(2) 2n + 1 is a prrme congruent o 3 modulo 4 and 2 generates the quadratic 
residues in Zlln + ,, 
then there exists an optimal normal basis m GF(2”). 
Proof. Since 2n + 1 12 2n- 1 , there exists a primitive (2n + 1)st root of unity, /? in 
GF(2*“). Let 
y = p+p-‘. 
Smce 2n~ f 1 mod(2n + l), either p-’ =/3*” or p=fl*“. Now 
Y 2” = (p+p-I)*” = p*“+p-2” = fl+p-’ = y. 
Hence, y is an element of the subfield GF(2”). We claim that N= (y,y*, y4, . . . . 
y”-‘} is an optimal normal basis of the subfield. If 
then 
n-1 
IO 4Y2' = 09 
n-l 
E. W2’+P-*‘) = 0. 
Now since either 2 is a generator of the multiplicative group of GF(2n + 1) or 2 
generates the quadratic residues of GF(2n + 1) with 2n + 1~ 3 mod 4 then 
n-l n-i II-I 
,$ W2’+P-*‘I =,x& u*‘+ ,z& w*’ =,j, u,P’¶ 
where each A, occurs in {ut, u2, . . . , 4,). Therefore p is a zero of the polynomial 
*n-1 
ftx) = c uJ+,x’- 
1=O 
Since f(/3) = 0, the minimal polynomial of 8, ms(X), dividesf(X). If hypothesis (1) 
holds then 
ms(X) = 1+X+X*+ . ..+Xz”. 
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Since ma(X) If(X) we conclude that f(X) = 0 and all A, = 0. If hypothesis (2) holds 
&en m&X) has degree n as does ma-r(X) and 
X2”+‘-1 =(X-l)m~(X)m/j-r(X). 
But m@(X) 1 f(X) since f(p) = 0 and Q- I(X) 1 f(X) since f(p-‘) = 0 and, hence, 
1+x+x’+*.. +X2” 1 f(X) implying that f(X) = 0 and that all A, = 0. Therefore, 
we conclude that N is a normal basis for GF(2”). The cross-product terms are 
y2’y2J = (/32’+j3-2’)(/32J+p-2J) 
= (@2’+2J’+p-(2’+2’9+(/3(2’-2’) +p-‘2’-2”). 
Now if 2 is primitive modulo 2n + 1 then each nonzero residue has the form 2k for 
some integer k satisfying 0 I kr 2n - 1, whereas if 2 generates the quadratic residues 
modulo 2n + 1 and 2n + 1 is congruent o 3 modulo 4, then each nonzero residue has 
the form of either 2k or -2k for some integer k satisfying 01 kr n - 1. Therefore 
if 2’+2J mod(2n+ l), then there exist integers k and k’ such that 
for at least one choice of the + or - sign m each case. In this event, 
y2’y2J = Y2k + y2y 
On the other hand, if 2’= +2J, then one of 2’+ 2J is not zero modulo 2n + 1, and 
so there exists a k such that at least one of the equations 
2’+ 2’ = 2&, 2’+2’ = -2&, 
2’- 2’ = zk, 2’-2J= _2k 
is satisfied. 
In this case, since we are in a field of characteristic 2, 
Let y,= y”, l,& . . . , n - 1. Then, since yi = yl, there are at most 2n - 1 terms in the 
expansion of the set (ye, y,} in terms of the basis N, and therefore there are precise- 
ly 2n - 1 such terms and n is an optimal normal basis. U 
The result, of course, will hold for any field of characteristic 2. 
The minimal polynomial M,(X) as defined in Theorem 3.2 can be easily deter- 
mined recursively. Over GF(2), define the sequence of polynomials A(X), i= 
0, 1,Z . . . as follows. Let 
and 
&J(X)= 1, A(X) =X+ 1, 
A(X) =JLW)+fi-2Wh t12. 
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If n is such that the hypotheses of Theorem 3.2 are satrsfied, then f,(X) is the 
mimmal polynomtal of y. Indeed, it is easily shown by induction that 
J;(Y+ Y-r) = l,,ii (Y’+ Y-‘). 
Therefore 
smce j3 is a primitive (2n + 1)st root of unity. 
Let N={y,y2,..., y2”-‘) be a normal basis over GF(2”). Let y”=y,, r=O, l,...,n. 
The basis N will be said to be of type I if with the exception of one value of I, 
0 ,( I in - 1, there exists an integer k, satisfying 0 % k, 9 n - 1 such that yoyl = vk,. 
Clearly every optimal basrs constructed by the method of Theorem 3.1 is a type-1 
basis. The basis Nis said to be of type II if, for every I satisfying 1 clln - 1, there 
exists integers k, and m, such that 
Clearly every opttmal basis constructed by the methods of Theorem 3.2 is a type-II 
basis. 
It is easily shown that every type-1 basis can be obtained by the constructron of 
Theorem 3.1. It will be shown that every type-II basis can be obtained by the con- 
structron of Theorem 3.2. 
Lemma 3.3. Let p be any element m F=GF(2”). Let So= 1 and 6,=p’+/Y, 
I-1,2,.... Let 6 = 6,. Then, viewing F as a vector space over GF(2), the relatron 
span{60,61,a2 ,..., 6,}=span{1,6,62 ,..., P} 
holds for m=l,2,.... 
Proof. The bmomial theorem yields the equations 
rff - ~21 
a’= C 
s=o ( > 
Zr, &2s, r=O,1,2 ,.... 
Since the coefficient matrix is triangular, havmg l’s on its main diagonal, it 1s inver- 
table, and the result follows. Cl 
Corollary 3.4. The relatron 
dim span{61,62, . . .. S,) =dim span{6,62,...,6m) 
holds for m = 1,2,3, .. . . 
Theorem 3.5. Let N={y, y2, y4, .. . . y2”-’ > be a type-II normal basrs in GF(2”). 
Then there exists a prmutlve (2n + 1)th root of umty /? (in GF(22”), viewed as an ex- 
tenaon of GF(2”) (If necessary) such that y=p+fl-‘. 
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Proof. Let /3 be a root of the quadratic equation x2 + yx+ 1 = 0 where, if neces- 
sary, we extend GF(2”) to GF(22”) to have the root defined. Then y =p+p-‘. 
Define6,by6,=/?+/3-‘,r=0,1,2 ,.... No~&,=0,6,=y.LetS,=@i,~~ ,..., a,>. By 
Corollary 3.4, the relation 
dim span S,=dim span{y,y’,...,y”) 
holds. Since Nconsists of y and its algebraic onjugates, its minimal polynomial has 
degree n, so {y, y2, .. . , y”} is a linearly independent set. Therefore 6r, S,, . . . , ~3, are 
all distinct. 
The next step is to show that S,=N. We proceed by induction to show that 
S,CN, for z-1,2, . . . ,2n. As noted S, = {y} c N. Let k be the least value greater 
than one such that SkZ N, and assume that kc2n. 
Suppose first that k is even, that is, k = 2s for some integers SC k. So 6, EN. But 
S, = (/31+fl-2”) = (p”+/?-“)2 = (S,)2~N. 
This implies that 
S, = Sk-, U {S,} s N, 
so the only possibility is that k is an odd number, say k = 2s + 1, where again s< n. 
As a notational convenience, let y, = y2’, i= 0, 1, _.. , n - 1. 
Since S, = /3’+/3-‘, for irjz0, the identity 
d,dJ = a,+,+&, 
is valid. Applying this yields 
6 2.s+1=44+1+4. 
Sinces+1<2s+l=k,wehave{6,,6,+,}~N.Furthersincekr2nandkisodd,we 
haveks2n-l,sos+lrnandtherefore6,#6,+r. Therefore there exist distinct in- 
tegers r and u satisfying Or r, u in - 1 such that 
&%+I = Yr+Yu9 
since N is of type II. Therefore 
&.s+1= Yr+YU+yo* 
On the other hand 
44s+1 = &s+2+& = @s+,)2+@s)2 = I$+70 
for some integers t and o satisfying 0 I t, u 5 n - 1. Since 6r S,+ r + 0, this quantity 
is written uniquely in the basis N as a sum of exactly two nonzero terms. However 
4bs+l = YYr+YYu+Y;9 
which has an odd number of terms unless one of r or U, is zero. Therefore 
6 ~S+I=Y~+IJO+YO’OY~~~ 
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This again implies that &k~ N, which contradicts the definition of k. This con- 
tradiction arises from the assumption that kl2n. Therefore Sk C N for kl2n, and 
S,, c N. Smce both S,, and N contain n distinct elements, it follows that S,, = N. It 
remains to show that p2n+1 =1, and that p’# 1 for 1 I tr2n. 
Note that /3’ = 1 implies that S, = 0. Since S, c N for tzs 2n, and 0 $ N, then fir # 1 
for 15 ts 2n. Moreover since S,,, 1 contains only n distinct elements, we have 
6 n+, =S, for some s satisfying 1 ~srn. If &+r =S,, then 
pn+l+ps=p-n-l+p-s=(~+l+~)/pn~1+s, 
Thus /?“+I =ps or JP+‘+s= 1. Therefore either pn+i-s= 1, which 1s impossible by 
the above, or /3n+‘+s= 1, which implies s=n, and p2”+’ = 1. Cl 
Corollary 3.6. Suppose there exists a type-II normal basis N in GF(2”). Then 
2n + 1 IS a prime p and either 
(1) 2 generates the nonzero elements of ZZn+, , or 
(2) p = 3 mod 4 and 2 generates the quadratlc residues m ZIZn +,. 
Proof. (A sketch is given here. We use the notation developed in the proof of 
Theorem 3.5.) Note that for each YEN, there exists a pair of distinct primitive 
(2n + 1)st roots of unity, p and p-‘. Thus there are 2n primitive (2n i- 1)st roots of 
unity, the number 2n + t is a prime. Now suppose neither (1) nor (2) holds. Then 
n-l n-l 
trace(p+p-‘) = C fi2’+ C p-” = C (/32’+p-2J) 
r=l r=O 
(where J can be taken to run through a proper subset of {0,1,2, .. . , n - 1)) 
Smce trace(p+/3-‘) E GF(2) we have either a proper subset of N summing to zero, 
which IS impossible since N is a linearly independent set over GF(2), or a proper 
subset of N sums to one, which is again impossrble, since 1 has the unique represen- 
tation in the basis N given by the sum of all elements of N. Therefore either (1) or 
(2) must hold. Cl 
Constderation of the above shows that all type-II normal bases are obtainable by 
the methods of Theorem 3.2. 
If A={a*,a ,,..., a,_,) and B={/30,~l,...,~n_1} are two bases of an extension 
field F’ over a finite field F, the A and B are called dual bases or complementary 
bases if trace&/$) = S,, where S, is, as usual, the Kronecker 6. It is clear that any 
type-II optimal normal basis is selfdual. Lempel and Weinberger [2] have shown 
that GF(q”) admits a selfdual normal basis over GF(q) for even q if and only if n 
is not divisible by 4. Therefore, in light of Theorem 3.2, 2 cannot be primitive 
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modulo p where p is a prime congruent o 1 module 8, which is also true since 2 
is a quadratic residue modulo p in this case (by the law of quadratic reciprocity). 
It is also known (see [3, p.681) that 
(a) 2 is primitive in iz, for a prime p if p = 4q + 1 and q is an odd prime, 
(b) 2 is primitive in ZP for a prime p if p = 21+ 1 where q is a prime congruent 
to 1 modulo 4, and 
(c) -2 is primitive in ZP for a ;-rime p rf p = Lq+ 1 where q is a prime congruent 
to 3 modulo 4. (In this case, then, 2 is a generator of the quadratic residues in ZP.) 
In view of these results, the testing of the hypotheses in Theorems 3.1 and 3.2 
becomes easier in certain cases. 
Table 3 Normal basis search results (* means CN=2n - 1, N 1s optrmal) 
n Number of normal bases mm CN ma CN 
2 1 3* 3 
3 1 5’ 5 
4 2 7* 9 
5 3 9* 1s 
6 4 11* 17 
7 7 19 27 
8 16 21 3s 
9 21 17* 4s 
10 48 19* 61 
11 93 21* 71 
12 128 23* 83 
13 315 4s 101 
14 448 27* 135 
15 675 4s 137 
16 2048 85 157 
17 3825 81 177 
18 5376 35* 243 
19 13797 117 229 
20 24576 63 251 
21 27783 9s 277 
22 95232 63 363 
23 182183 45* 325 
24 262144 105 375 
2s 629145 93 383 
26 1290240 51* 555 
27 1835001 141 443 
28 3670016 55* 9515 
29 9256395 s7* 2 SOS 
30 11059200 s9* 2 587 
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Table 4 Values of n for which an optlmal normal basis can be constructed 
m GF(2”) 
2 3 4 5 6 9 10 11 12 14 18 23 
26 28 29 30 33 35 36 39 41 50 51 52 
53 58 60 65 66 69 74 81 82 83 86 89 
90 95 98 99 100 105 106 113 119 130 131 134 
135 138 146 148 155 158 162 172 173 174 178 179 
180 183 186 189 191 194 196 209 210 221 226 230 
231 233 239 243 245 251 254 261 268 270 273 278 
281 292 293 299 303 306 309 316 323 326 329 330 
338 346 348 350 354 359 371 372 375 378 386 388 
393 398 410 411 413 414 418 419 420 426 429 431 
438 441 442 443 453 460 466 470 473 483 490 491 
495 508 509 515 519 522 530 531 540 543 545 546 
554 556 558 561 562 575 585 586 593 606 611 612 
614 615 618 629 638 639 641 645 650 651 652 653 
658 659 660 676 683 686 690 700 708 713 719 723 
725 726 741 743 746 749 755 756 761 765 771 772 
774 779 783 785 786 791 796 803 809 810 818 820 
826 828 831 833 834 846 852 858 866 870 873 876 
879 882 891 893 906 911 923 930 933 935 938 939 
940 946 950 953 965 974 975 986 989 993 998 1013 
1014 1018 1019 1026 1031 1034 1041 1043 1049 1055 1060 1065 
1070 1090 1103 1106 1108 1110 1116 1118 1119 1121 1122 1133 
1134 1146 1154 1155 1166 1169 1170 1178 1185 1186 1194 1199 
4. Existence of optimal normal bases 
Complete computer searches for optimal normal bases in GF(2”), 2 s n I 30 were 
performed (Table 3). Of course, for those values of n that satisfy the criteria of 
either Theorem 3.1 or Theorem 3.2, an optimal normal basis N in GF(2”) was 
found (indicated by a * in Table 3). No other optimal normal bases were found for 
n530. 
We observed that the upper bound on the number of terms in (2), tabulated in 
the rightmost column of Table 3, appears to increase quadratically with n. In fact, 
we performed thousand; of runs for n = 127 and n = 1279 by randomly generating 
normal bases N, only to fmd that C, was approximately 4,000 and 800,000 respec- 
tively. These results illustrate the necessity of using optimal normal bases in the im- 
plementations of GF(2”) normal basis multipliers for n> 100. 
A complete list of n< 1200 for which we can construct an optimal normal basis 
in GF(2”) (Table 4) has 23% of all possible values of n. The results of this section 
lead to the following: 
Conjecture. If n does not satrsfy the crrterla for Theorem 3.1 or Theorem 3.2, then 
GF(2”) does not contain an optimal normal basis. 
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5. Conclusions 
The complexity of multiplication in GF(p”) using a normal basis representation 
of the field elements is critrcally dependent upon the particular basis chosen. The 
results presented in this paper, along with new architectures [6] for custom m- 
tegrated circuits rmplementmg GF(2”) arrthmetrc [7], indicate that the construction 
of an arithmetic processor for n- 1000 is feasible. 
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