I. INTRODUCTION
Digital processing of information requires nonlinear devices and circuits for logical functions and storage, and also interconnections to carry the information from one place to another. The continuing exponential reduction in feature sizes on electronic chips, known as Moore's law [1] , leads to ever larger numbers of faster devices at lower cost per device. This evolution is shifting the balance between devices and interconnection in digital processing systems;
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Publisher Item Identifier S 0018-9219(00) 05247-6. electrical interconnections, at least as we know them today, do not scale to keep up with the devices. Problems with scaling electrical interconnections have been known for some time, at least implicitly. For example, essentially all telecommunications has moved away from electrical lines for long-distance traffic because the loss at high frequencies in electrical wires is too high. Also, inside computer systems, the buses that carry information from one part of the system to another run at rates much slower than the clock rate on the chips because of a variety of problems with electrical interconnects, including wave reflections on the lines. The existence of interconnect scaling problems has been highlighted recently because of the roadmaps created by the Semiconductor Industry Association (SIA) [1] . These roadmaps show that even on semiconductor chips themselves, where interconnects are short, plentiful, and inexpensive by any absolute measure, the global interconnects will become very difficult. It is already the case for electrical interconnections between chips that the performance is dominated by the interconnection medium rather than the devices at either end; sometime in the next decade, this will also be the case for many connections on chips.
There are several possible approaches to such interconnection scaling problems, and likely all of these will be used to some degree. Architectures could be changed to minimize interconnection. Design approaches could put increasing emphasis on the interconnection layout. Signaling on wires could be significantly improved though the use of a variety of techniques, such as equalization [2] - [4] . Most important for this discussion is a fourth approach-changing the physical means of interconnection. Optics is arguably a very interesting and different physical approach to interconnection that can in principle address most, if not all, of the problems encountered in electrical interconnections.
It should be emphasized here that the difficulties of electrical interconnections are not simply ones of scaling of the raw capacity of the interconnection system. There are a variety of other difficulties that are not so readily quantified 0018-9219/00$10.00 © 2000 IEEE but that in the end could be dominant reasons for changing to a radical solution like optics. This includes issues such as voltage isolation, timing accuracy, and overall ease of design. The design issue might turn out to be an important one; for example, an electrical bus designed for 500 MHz may well not work at 600 MHz because of different loss, inductance, crosstalk, and wave reflection phenomena. By contrast, an optical system designed for 500 MHz might continue to work equally well up to 500 GHz (if we had the devices to drive and receive the optical signals) because the frequency of modulation has essentially no effect on the propagation of the light signals.
There are other possible physical approaches to improving electrical interconnections, including cooling the chips and/or circuits (to get lower resistance in lines), e.g., to 77 K, or using superconducting lines. Cooling to low room temperatures is already implemented in some computers. Cryogenic cooling would be physically possible with current technology. Superconducting materials are still not available for room temperature, and so the use of superconductors would also require significant cooling; unless temperatures 77 K are used, relatively novel, practical, high-temperature superconductor materials would have to be developed. The number of metal levels can be increased, with seven levels apparently currently in production, and larger numbers of levels under development. There is significant cost to developing further levels, and it is not clear that this is a scalable solution to interconnect problems in the long run. It is also possible to consider using off-chip wiring layers attached to the chip to augment the on-chip wiring. There is, however, an underlying scaling difficulty with electrical interconnections (as discussed below in Section II-B1), which limits both on-chip and off-chip wiring even if we have the ability to make many layers. One interesting approach is to stack chips in a three-dimensional (3-D) structure with appropriate vertical connections. This approach may well help, though power dissipation can become a problem in such approaches because the surface area is not increasing significantly as chips are stacked. This power dissipation increase may to some extent be offset by the opportunity to use shorter interconnections in such a 3-D structure. Even such 3-D structures do not avoid some of the underlying scaling limits of electrical interconnections. In addition, all of these electrical approaches do not address the other qualitative problems like voltage isolation, timing accuracy, and ease of design. Thus, in general, though there are other approaches to electrical interconnects that may well help, there are underlying scaling issues and other physical problems that remain.
Implementing optical interconnects to chips would also face many technical challenges. If we wish seriously to impact interconnections on-chip or chip-to-chip, we need to be considering technologies that can allow "dense" optical interconnects at the chip level, by which we mean at least hundreds or more likely thousands or more of optical interconnects for each chip. Without such numbers, most off-chip interconnects and long on-chip interconnects would have to remain electrical. Much sophisticated optical and optoelectronic technology has been developed for long-distance communications, but the requirements of dense interconnects are substantially different. Low power dissipation, small latency, small physical size, and the ability to integrate with mainstream silicon electronics in large numbers are all required for dense interconnects at the chip-to-chip or on-chip level. Existing optical telecommunications applications do not require any of these constraints, and the technologies developed do not satisfy them. Additionally, the discrete approaches used for long distances are likely not to be viable for dense interconnects. There are, however, other opportunities in optical and optoelectronic technology that have been researched over the last several years that are apparently capable of operating at the densities needed, though the technologies are often quite different from those of long-distance communications and are much less mature.
In this paper, we discuss first, in Section II, the potential benefits of optical interconnects, grouping these under scaling, timing, design simplification, architectural, and other benefits. Then in Section III we discuss some of the challenges for optics, and finish in Section IV with conclusions. An Appendix extends some scaling models for on-chip electrical interconnections to allow some conclusions about future on-chip electrical wiring.
II. POTENTIAL BENEFITS OF OPTICS

A. Historical Background
Optical interconnects to electronic chips have been the subject of research for at least the last 15 years, starting with the seminal paper of Goodman et al. [5] . Since that time, a body of work (see, for example, [4] and [6] - [33] ) has addressed potential benefits and limits of optics for interconnection [4] , [7] , [8] , [12] , [14] - [16] , [20] , [23] , [24] , [28] , analysis of the relative benefits of optics versus electronics [4] , [6] , [9] - [11] , [13] , [21] , [22] , [26] , [27] , [30] , [31] , [33] , and comparison of different kinds of optical approaches against one another [17] - [19] , [25] , [29] . Several of these papers review parts of this work (e.g., [20] , [22] , [27] , and [28] ).
In parallel with much of the work on optical interconnects, there was effort on optoelectronic digital computing. This evolved from work on optical switching devices toward optoelectronic switching device arrays, which in turn evolved into "smart pixels"-arrays of optoelectronic units with significant electronic processing between optical inputs and outputs [34] , [35] . The emergence of electrically controlled optical modulators based on novel effects in quantum-well structures [36] , including the family of devices known as self-electrooptic-effect devices (SEED's) [37] , [38] and the development of vertical-cavity surface-emitting lasers (VCSEL's) (see, e.g., [39] and [40] for recent representative examples), were particularly important because they offered viable optoelectronic output devices for fabrication in large numbers in arrays. The optoelectronic device arrays and smart pixels stimulated significant work on array optical systems (see, e.g., [41] ), leading to some large system demonstrations based on the SEED technology with, e.g., tens of thousands of light beams in a functioning digital system [42] .
With the emergence of solder-bonding and related hybrid integration techniques for attaching optoelectronic input and output devices to silicon circuits [43] - [46] , the smart pixel technologies evolved into dense optical interconnects to integrated circuits. With the hybrid integration of optoelectronic input and output devices directly over active silicon logic circuits [47] , the distinction between smart pixels and optical interconnects is essentially lost since there is then no need to have the underlying silicon circuit formed as individual units associated with each input and output. The demonstration of the integration of thousands of quantum-well modulators and photodetectors to silicon logic chips shows that optics might be a feasible approach to dense interconnection to chips [48] . With large numbers of high-speed, low-power devices attached in this way, many benefits become possible for optical interconnects, including several that were not significantly exploited in long-distance communications.
A broad range of novel optical technologies has also been investigated to support possible optical interconnects to silicon chips. Systems have been demonstrated using relatively conventional lenses for imaging whole arrays of optical beams from one chip to another. Various microoptical techniques, such as lenslet arrays and diffractive optics, have also been investigated. Many of these techniques have been recently reviewed in [49] . References [28] , [42] , and [50] - [59] give examples of free-space systems investigated for optical interconnect applications. Waveguides on silicon chips have been investigated [60] - [62] , though complete systems using these are not yet demonstrated.
In addition to interconnections involving both optical outputs and optical inputs, there has also been significant work in use of optics for clock distribution, where a centralized laser feeds an optical distribution network to drive optoelectronic clock receivers [63] - [83] .
With this body of research work, it is now relatively well understood what many of the benefits of optics could be for interconnects, and there are technologies, at least in the laboratory, that can perform large numbers of high-speed optical interconnects between silicon chips. With this background, we will now look at some of the potential benefits that have emerged from this work. We can categorize the benefits of optics to some extent, though obviously this categorization is arbitrary, and some items could also appear in multiple categories.
B. Scaling of Interconnects
To start the discussion of benefits of optics, it is important to understand some of the physical limitations to the scaling of electrical interconnections. Since these limitations are significant, and optics largely avoids them, they are a relatively compelling reason for considering optics.
1) "Aspect Ratio" Limits to Electrical Interconnects: Conventional electrical lines all possess resistance. This resistance limits the rise time of signals. We can think of a simple electrical interconnect (or "simple line") as being one where we drive the line with a voltage step and detect the signal by measuring a simple voltage rise at the other end. In such a simple line, the rise time limits the rate at which we can send signals down the line. If we try to send bits of information too close together down the line, because of this finite rise (and fall) time, the bits will overlap (or, in communications terms, the "eye" will close in an eye diagram).
This rise-time scaling problem is easy to understand for the case of a "resistive-capacitive" ( ) line-one in which the capacitance of the line is charged through the bulk resistance of the line. A simple line is shown in Fig. 1 . There are two conductors, here shown as a rectangular cross-section wire and a ground plane (the details of the line structure make no difference to this scaling argument). The wire has some effective cross-sectional area ; this area extends beyond the actual size of the wire, because we can only put adjacent wires so close together. The wire has a capacitance per unit length and a resistance per unit length . The total time constant of the wire is therefore . Suppose now we were to shrink the line in all three dimensions by some factor , as might happen in a simple scaling down of a technology. The cross-sectional area would shrink by , increasing the resistance per unit length accordingly to . The capacitance of the line per unit length does not change in such a shrinking-it depends only on the geometry of the line, not its size. (The capacitance of all well-designed lines is approximately a few picofarads per centimeter [4] .) The length of the line has been shrunk to , and so the total time constant of the line is -in other words, this shrinkage of the whole system by a factor makes no change in the time constant of the line. Almost all lines on-chip are of this -limited type. In general, lines with small cross-sectional areas tend to be lines. This leads to at least three problems: i) the transistors on a chip in general get faster as the technology dimension shrinks, so the wires are not keeping up with the transistors; ii) the chip itself likely is at least the same size in future smaller linewidth technologies, so we will tend to have actually longer delays to get from one side of the chip to the other; and iii) if we are running into a problem with interconnect delay in a given architecture, it is not solved by miniaturizing the system (we discuss this point in more detail below).
It is important to understand that this underlying scaling problem cannot be solved by redesigning the form of the line; the optimum design of line for minimum delay and optimum use of cross-sectional area is approximately one in which the separation of the conductors is comparable to the lateral size of the smaller conductor [4] . (Making the conductors closer than this leads to too much capacitance. Making the separation larger than this leads to lines with too high a resistance for their cross-sectional area.)
We can generalize this argument [4] . This is straightforward for the case of the line. The total resistance of a length of the line is ; total capacitance is simply proportional to length (i.e., ), independent of cross-sectional area (for a given geometry). Hence the time constant of the line scales . Since the number of bits per second that can be sent down the line without excessive overlap of the voltage pulses corresponding to successive bits is , we find that . This limit on the bit-rate capacity , of a simple line therefore depends only on the (architectural) "aspect ratio" of the line, by which we mean the ratio of the length of the line to its cross-sectional dimension 1 (or more strictly, for a line with cross-sectional area , the quantity ). The existence of this limit has been understood independently by several authors [4] , [2] , [84] and is described in this "aspect ratio" form in [4] .
Note that it would not matter whether we used one large cross-section line at a high clock speed or multiple smaller cross-section lines in parallel at lower clock speed; the total number of bits per second we could send this way would be the same (if all the lines were of the type), so this limit applies to the total cross-sectional area of the wiring system.
If we use the conductivities of copper or aluminum at room temperature, assume lines that are well designed for best use of cross-sectional area, and require reasonably open "eyes" on eye diagrams, we obtain a limit for this kind of simple signaling on a simple line [4] bits/s ( lines)
We can also analyze the situation for inductive-capacitive (" ") lines. The rise times on such lines are limited by skin-effect resistance, which becomes worse at high frequencies. (Note that the transition from lines limited by bulk resistance to those limited by skin-effect resistance occurs at approximately the same frequency at which the line changes from being an line to being an line, so lines that are truly transmission lines are limited by skin-effect resistance, not bulk resistance.) The analysis of rise times on skin-effect lines is less intuitive than the case; by an accident of the algebra, however, the form of the scaling is the same as for the case, though with a slightly smaller prefactor, being [4] bits/s ( lines)
This result is also counterintuitive in that we might expect lines to have better performance than lines. A key problem with lines is that the form of the rise time has a much longer "tail" than the case, leading to worse problems with overlapping of successive bits. This particular form of tail arises from the frequency dependence of the effective resistance that results from the skin effect. For high-speed systems, nearly all lines, other than on-chip lines, will be lines. Essentially, only lines on the chip are lines in such systems. (Long lines on high-performance chips are now crossing the boundary between and lines.) Note in particular that if we use simple signalling on the lines, there is a drop by as much as a factor of 10 in the number of bits per second we can get through a given cross-sectional area of line as we move from using to lines with increasing frequency.
Note that these "limits" are scale-invariant. The ratio does not depend on the physical size of the system. This ratio is essentially an attribute of the architecture. Once we have drawn a block diagram of the architecture, we have essentially determined the ratio with which we must work-it is a property of the number of wires that must come in and out of the walls of the "boxes" in our architecture, and how many "boxes" away we have to make the interconnections. Hence, for a given architecture, if we stay with the "simple" electrical wiring described here and try to increase the clock speed of the architecture, we will reach a limit on that speed at which we run into this "aspect ratio" limit. Then we cannot solve the problem either by miniaturizing the system or by making it bigger. Hence, we find wiring problems on chips, even though they are very small and have short wires.
We already routinely run into these aspect ratio limits when we have to make long connections between parts of the system. By these expressions, a 30-m-long unequalized coax line with cross-sectional area of 1 cm could carry 100 Mb/s of simple digital data. [Equalizing (see below) might push this rate up to 10 Gb/s.] We are likely increasingly to run into the aspect ratio limit at any length scale as the aggregate data rates being communicated move into the terabit/second range.
One reason for mentioning the aspect ratio limit in connection with optical interconnections is that optical interconnections do not suffer from this aspect ratio limit. The physics of loss and signal distortion in optical interconnection is completely different, and there is essentially no distance-dependent optical loss or distortion over the scale of a machine (or even a computer room) with optical interconnects. (There are, however, losses in optical systems, though they are usually associated with components and connections, not with distance of propagation.) Hence, in an optical interconnect, if we can make optical connections to a chip, we can take those connections over essentially any distance without degradation. With electrical connections, even if we make an electrical connection off of a chip, to connect over any substantial distance is increasingly difficult, likely requiring wires much thicker than those used to connect to the chip itself. Hence with optics, we can contemplate kinds of architectures that are physically very difficult with electrical interconnects, or we can take existing architectures and continue to scale them to higher clock speeds without having to deal with the problem of the architectural aspect ratio.
Of course, there are good electronic engineering approaches that can get past these limits. For example, we can equalize the lines [2] - [4] , we could use multilevel signaling methods, and we can put repeater amplifiers in the lines.
Equalized lines likely obey the same form of scaling [4] , though with a somewhat larger prefactor, leading to bits/s (equalized lines)
where the prefactor is limited by the signal level we can reliably detect in the receivers. Sophisticated signaling methods, such as multilevel signaling, and coding of data on the line could be used, as is done in modems, in which case we could approach a Shannon limit for interconnection. This would require yet further complexity, however, and likely substantial latency in the signaling.
We can also divide a long line up into multiple short parts, joining the parts with repeater amplifiers. Such an approach is viable on chips because it is relatively easy to build the necessary amplifiers and connect them to the lines, and we will discuss this in the next section for on-chip interconnect. For off-chip interconnects, such repeatering would require coming on and off repeater chips, which makes it much less desirable.
The general conclusion here is that there is a relatively well-defined point at which we have to start bringing in further techniques if we stay with electrical interconnects, increasing the cost of electrical interconnection in terms of power, chip area, and complexity. Optics, at least in principle, can solve many of the problems seen in scaling electrical interconnects.
2) On-Chip Electrical Interconnects: The scaling problems discussed in the previous section make a strong argument for the use of optics for off-chip interconnects, where lengths are long and repeater amplifiers are awkward (if we had the optical technology at sufficiently low cost). These same scaling problems also exist on the chip, though there are some additional aspects (see also [26] ). The potential reasons for using optics on the chip need a more detailed analysis than the off-chip case, and, with future scaling of the technology, require a more extensive analysis than current published ones (e.g., [26] ). We will examine specifically only global interconnect lines, i.e., lines designed to communicate over sizes comparable to the chip size, to see if there is significant opportunity for optics at such size scales.
The scaling of microprocessors and their wiring structures has been discussed by several authors [85] - [90] . There has been considerable recent work, for example, by Deutsch et al. [91] - [96] and others [97] , examining the effects of inductance, skin effect, and transmission-line effects in wiring on chips. The analysis of on-chip repeatered electrical interconnects was discussed extensively by Bakoglu [98] for the case of lines. A central conclusion of the recent work [91] - [97] is that inductance and transmission-line effects are becoming quite significant for long lines on CMOS chips, where previously such lines could be effectively modeled as lines. Other electrical options for long lines on chips include adding layers of external lines by solder bonding an interposer of copper lines and polymer dielectric onto the chip, with these lines also typically being lines [99] . The issue of the scaling of electrical lines including such inductive and transmission-line effects is particularly important for understanding whether optical interconnects have a significant role on the chip; we give a simplified scaling analysis in the Appendix and present some conclusions here.
We have deliberately chosen simple analytical models in this analysis. Such models will not give as accurate results simulations for any particular case, and the particular numerical results from the models are only approximate. The use of the models does, however, give a sense of how performance will scale, and why the system behaves as it does.
There are several important special aspects about on-chip interconnects.
i) Repeater amplifiers are viable on chips. They will consume significant power and will require vias through multiple metal levels to connect from the signal lines down to the amplifier circuits and back. iii) The effective signal propagation velocity in repeatered lines will likely not get substantially faster than that in current technology generations, and will be limited to a relatively small fraction of the velocity of light (e.g., 10-20%). iv) To carry clock-rate signals electrically across the chip at the local light velocity requires lines larger than the upper metal lines in current technologies. v) To carry clock-rate signals electrically across the chip at the local light velocity in future technologies would require very large wires (e.g., as much as 4000 m cross-sectional area at 10 GHz) or equalization of on-chip interconnects. vi) For 0.25-m technology, the delay of either repeatered or global lines is still less than a clock cycle, but for future technologies both lines will have delays longer than the clock cycle.
vii) Communications at an effective velocity that is a substantial fraction of the free-space velocity of light (e.g., 0.3 ) would allow global communications within less than one clock cycle even up to the 0.1-m technology generation. As mentioned before, the numbers deduced here are based on simple models. It is possible (and, indeed, likely) that good electrical design and use of thick metals in additional upper wiring levels can lead to electrical performance somewhat better than predicted here, but the underlying trends remain.
The conclusions about both the relative impracticality of lines and the relatively low limits to propagation velocity in global lines for future generations of chips may not to be widely appreciated in the community.
As far as optics is concerned, the relative difficulty of communicating across chip at a substantial fraction of the velocity of light with electrical interconnects may give an opportunity for optics in on-chip interconnects. The arguments here are, however, less clear than in the off-chip case. The optical technology would also have to be fast, with low latencies in the drivers and receiver circuits on the order of only a very few gate delays altogether. Optics could, however, be the only practical way to keep large chips synchronous as we advance to future technology generations.
3) Scaling of Optical Interconnect Driver and Receiver Circuits: As discussed above, as the transistors get faster, the wiring does not scale to keep pace. It is important to understand whether the necessary electronic driver and receiver circuits for optical interconnects could keep up with the clock rates of the logic transistors.
The design of the electronic circuits that should be used for the receiver amplifiers and the transmitter drivers for optical interconnects is still an open issue. This has been considered by various authors as part of their analyses [8] - [11] , [19] - [21] , [26] , [29] , [30] , [47] , [58] , [101] - [104] . We discuss some of the challenges in receiver design in Section III-A1. It is certainly true that if we design receivers a) with large input photodetectors (e.g., with capacitances 1 pF) and b) for minimum detectable power, both of which are common criteria for telecommunications receivers, the receivers are far too large and consume too much power for use in dense optical interconnects. It is also true that the optical output devices, such as quantum-well modulators or VCSEL's, must operate at relatively low power so that the transmitter circuits do not consume too much power. With integration of relatively small photodetectors (e.g., solder-bonded photodiodes with areas 20 20 m or less) and with use of received optical powers 1-10 W, relatively low power dissipation and small size are possible in interconnect receiver circuits (e.g., in the range of a few milliwatts). At least with quantum-well modulators, and likely in the future with VCSEL's, total power dissipations in the range of a few milliwatts or less are also possible for transmitter circuits. (For example, a total electrical power dissipation on-chip of 6 mW was demonstrated with 0.8 m CMOS at 375 Mb/s and 11 W received optical power [47] .) Given that optical interconnects may be possible with power dissipations low enough for dense interconnects, it is important to understand what would happen [21] . Despite the many different assumptions that go into these two calculations, the optical interconnects appear to be able to track the ability of the chip to perform logic operations.
in future generations of silicon technology. As the clock rates get faster, will the circuits for optical interconnects be able to keep up and achieve acceptable power dissipation?
This situation was analyzed [21] for the case of optical interconnects based on quantum-well modulators. Optical interconnect circuits do get better as the underlying transistors get smaller because the transistor transimpedances and other parameters of the CMOS transistors important for analog amplifiers improve with the scaling of the transistors. One of the key results is shown in Fig. 4 . Here, the product of the number of gates on a chip and the chip clock rate is used to parameterize the increase in the ability of the chip to perform logic operations (though this is not intended to imply that all logic circuits are operated all the time). This product is compared with the calculated limit on optical interconnection on and off the chip. This result shows that optical interconnects may be able to keep pace with the ability of silicon chips to perform logic operations.
The calculation is based on predictions from SIA roadmaps, on scaling of silicon transistor performance, and on scaling of optoelectronic devices and integration. For example, the calculation for the 0.1-m generation presumes 1 GHz interconnect rate (which may be conservative given more recent technological projections) and a total capacitance of the bonded photodetector of 20 fF. It estimates a received optical energy per bit of 10 fJ and a total power dissipation of transmitter and receiver circuits 1 mW. There are many assumptions that have to go into such a calculation, and one open question is whether the required density of receiver circuits can be built without suffering excessively from crosstalk. The calculation does, however, include power dissipation limits. One of the stronger limitations, if quantum-well modulators are used for the optical output devices, is that the power dissipation is limited by the receiver circuits, not the driver circuits. Other output devices, such as lasers or light-emitting diodes, could result in larger power dissipations limited by the driver circuits, though very-low-threshold lasers in principle could have similar power dissipations to modulator systems.
C. Clocking and Synchronization
1) Predictability of Timing:
The delay on optical signal or clock paths is not strongly dependent on temperature, and signal or clock edges do not degrade substantially over the scale of a computer room. It is likely possible to retain absolute timing accuracy in the delivery of optical clock signals of 10-100 ps over a computer room (tens of meters) without any special technology. Ordinary optical fiber could be used. Optics cannot avoid the propagation delay from the velocity of light, and in fact propagation on optical fiber is somewhat slower than that on coaxial cable because of the refractive index of glass ( 1.5), but the arrival time of optical signals is likely to be reliable and predictable. Such predictability could also likely apply to systems in which multiple beams have to be delivered to different places, such as in clock distribution. By contrast, the effective delay on electrical lines depends on temperature because the resistivity of copper depends on temperature. For example, copper's resistance changes by 40% over 100 C. The rise time on electrical lines typically is proportional to the resistance of the line [this applies both to lines and lines (transmission lines)], and the signal delay on lines is proportional to the resistance. In addition, gate delay varies with fabrication and temperature.
There is also variability in delay from the driver and receiver circuits in both the electrical and optical cases. With the use of small optoelectronic devices integrated well with their electrical drive circuits, the optical circuits should have the same or fewer numbers of stages than their electrical counterparts, and hence comparable or better delay variation.
Additionally, because of the predictability of timing of optical signals, it could be physically possible to eliminate synchronizing circuits in interconnect links. We could, for example, imagine a system in which the clock is delivered optically in essentially perfect synchronism throughout the system. If an optical interconnect link from one part of the system to another is being driven by an optical modulator, the modulator itself can be read out by a short optical pulse synchronized to the optical clock; such a readout process resynchronizes the data to the timing of the short optical pulse. This resynchronization could actually remove any delay variation from the transmitter circuit. The removal of jitter and signal skew in an interconnect link has recently been demonstrated using an optical modulator and short pulse optical readout [100] . (We discuss this and other aspects of the use of short optical pulses in Section II-E7.) That data can then be sent over the optical link with a predictable arrival time, which could be set to be an integer number of clock cycles. There is therefore then no physical need for resynchronization at the receiving end-the data are arriving exactly synchronous with the local clock timing. This might be an important benefit for systems that need to process very large amounts of data, such as switching systems. Of course, system designers are used to including synchronizing circuits and may wish to retain them to allow systems that are not necessarily globally synchronous, but optics offers the physical opportunity of eliminating them.
2) Reduction of Power and Area for Clock Distribution:
In general, in optics, the power consumption does not depend on the distance of signal propagation. By contrast, at least on chips, the power required to distribute signals or clock will depend on the total length of the distribution lines. Optics could likely eliminate the need for high-power clock drive circuits on chip.
D. Design Simplification
One of the more subtle potential benefits of optical interconnects is that it may in the end make design of interconnect systems simpler. Optics avoids various issues that become increasingly troublesome in electrical interconnects as clock speeds and interconnect densities increase. In general, the design of an optical system itself (though not the optoelectronic devices) need not change as the clock speed of the system is increased, except that the delay in clock cycles will increase at higher clock rates.
1) Absence of Electromagnetic Wave Phenomena (Impedance Matching, Crosstalk, and Inductance Difficulties):
Most of the difficulties of impedance matching and wave reflections can be avoided in optics, compared to the many problems encountered in electrical interconnect buses, for example. The impedance matching in optics is handled by antireflection coatings, which match impedance by zero-dissipation, "resonant" techniques that nonetheless have very broad effective bandwidths. Optical buses could use beam splitters that do not result in impedance discontinuities (in contrast with electrical buses where plugging in a new card can upset the impedance matching in the system). A common problem with electrical interconnects is reflection from capacitive loads. If the rise times of the signals have to be fast, then termination of the lines at one or both ends is generally necessary. Termination tends to increase power dissipation. Though capacitances of electrical circuits in optical interconnects are important, and may degrade performance, they do not result in reflection of the optical signal, and electrical termination can be avoided.
This ability of optoelectronic devices simultaneously to have matched impedance for wave absorption while still matching to the high (typically capacitive) impedance of the electronic devices is because of the phenomenon of quantum impedance conversion [11] that is intrinsic to all optoelectronic devices. Optical sources and detectors (and also some optical modulators such as quantum-well absorption modulators) are quantum devices. An electron of current in the device is associated with a photon emitted or absorbed by the device. The electrical impedance in the circuit connected to the device is irrelevant when considering the propagation and wave impedance matching of the emitted or absorbed photon. Thus such quantum devices separate the issues of the electrical circuit impedance and the propagating wave impedance. Effectively, this means that optoelectronic devices can be used as efficient and small impedance transformers to match the naturally high impedance of small electronic devices to the low impedance of wave propagation. Another way of expressing this advantage compared to the electrical case is to say that in the optical case we only have to provide enough charge to (dis)charge the capacitance of the photodetector, not the wiring.
Electrical connections to chips usually have to deal with the finite inductance of the connections to the chip, which means that changes in current can lead to substantial voltage errors; there is no analogous phenomenon in optics. For example, a short electrical wire (e.g., 5 mm) will have an inductance of 1 nH. Changing the current by 10 mA in 100 ps on such a wire results in an inductive voltage of 100 mV. Additionally, on medium and long lines, inductive crosstalk between lines can be important (see, e.g., [96] ). There is also, of course, significant capacitive coupling and consequent crosstalk between adjacent lines on chips.
By contrast with electrical interconnects, optical interconnects do not generate or detect radio-frequency signals or interference. This is fundamentally because they do not measure classical voltages but rather count photons, and the only photons they can detect are those with sufficient photon energy (e.g., 1 eV).
2) Distance Independence of Performance of Optical Interconnects: As mentioned already, long optical interconnects perform just as well as short ones. The signals essentially do not degrade with distance, crosstalk does not increase with clock speed or with distance, and the power required to send signals optically is essentially independent of distance. Electrical interconnects between chips are usually significantly more difficult than those on-chip, for a variety of reasons including the capacitance of bond pads and wires, and the inductance of pins. Especially with free-space optics, interconnects between chips could be equal in performance to interconnects on-chip. Hence, with optics, we could avoid the need to design a hierarchy of different interconnects at different length scales, at least for off-chip interconnects. It is quite feasible in optics to make high-speed connections directly from a chip to another chip tens of meters away with drivers and receivers that are no different from those used for short optical interconnects.
An open issue in optical interconnects is how the optics itself would be made for dense interconnections between chips, and this issue will affect the practical distance dependence of optical interconnects. As mentioned in Section II-A, there are many possible approaches to the optics. We might expect some hierarchy of optical solutions. One approach might be to use rigid waveguides on the chip and on the backplane or board to which the chips were connected, followed by connection to flexible optical fibers for longer distances. If we only use such guided-wave channels, their numbers may be relatively limited. Consequently, it is more likely we would consider time-multiplexing the optical channels to make best use of them, which would result in more complex driving and receiving circuits, removing the simplicity of retaining similar driver and receiver circuits independent of distance. We could, however, imagine using free-space optics with large arrays of beams operating perpendicular to the surface of the chip. In this case, the many beams can be handled at once with substantial economy of scale (e.g., with imaging optics). In this case, multiplexing the data is likely not necessary, and the optical interconnects could be run as simple digital lines, with transmitter and receiver circuitry no different for different distances. Free-space optics is only likely feasible within relatively rigid modules, but at least for signals sent within a module, it might be possible to keep the same simple driver and receiver circuits.
3) Frequency Independence of Optical Interconnects: The carrier frequency of optics is so high ( 10 Hz) that there is essentially no degradation or change in the propagation of the signals as the modulation frequency is increased, because the modulation frequency is negligible compared to the carrier frequency. (Only over long distances is the dispersion of propagation in optics important.) Hence the optics itself does not have to be redesigned as the clock speed is increased. The only change is that the delay in the optics will be a larger fraction of a clock cycle (or a larger number of clock cycles) as the clock frequency is increased.
E. Other Performance Benefits
Optics offers a number of other potential benefits to the performance of systems.
1) Architectural Advantages:
There are various features of optical interconnect that could substantially alter the kinds of architectures that could be built.
Optics may allow larger synchronous zones in systems, not only on one chip (as mentioned above) but also possibly extending to multiple chips, even at gigahertz clock rates. (By synchronous zones, we mean ones in which the time delay is predictable, though not necessarily less than one clock cycle.) The limitations in the performance of electrical interconnects at high speeds are making it increasingly difficult to retain large synchronous zones in systems. Optics helps because the timing of the arrival and interconnection of signals is likely more predictable, and because effective signal velocities may be higher (compared to lines and/or repeatered lines).
As discussed above, an optical architecture is not constrained by "aspect ratio" limits-large numbers of long, high-speed wires are possible in optics. In particular, optics allows "fire-hose" architectures [105] -architectures in which very large amounts of information flow through the system. Such systems have problems that cannot generally be solved by the "system-on-a-chip" approach because the data may not be generated on the chip, or the sheer volume may rule out local memory. Examples include switching systems, special data-base systems where a given input must be compared with a very large amount of complex data, and bus-style architectures where large amounts of data flow over a bus between processors or between processors and memory.
Finally, it is worth noting that optics can be very good at regular interconnects of long connections-very large "perfect shuffles" could be made relatively easily with "freespace" optics. [9] , [26] , [29] . An additional source of saving in power dissipation may be that we can avoid building resynchronization circuits (e.g., phase-locked loops, buffers), see Section II-C1.
2) Reducing Power Dissipation in
Taking full advantage of quantum impedance conversion to reduce power dissipation does require that the optoelectronic devices are well integrated with the electronic driver and receiver circuits (otherwise the total capacitance associated with the devices may be too large) and efficient optical output devices (in practice, either quantum-well modulators or very low threshold lasers).
Analyses of the relative power dissipation of optical and electrical interconnects typically can deduce a "break-even length" beyond which optical interconnects are energetically favorable. This length can vary from about 100 m to tens of centimeters depending on the technological assumptions that are made.
There is an interesting debate on the fundamental limits of power dissipation in electrical and optical interconnects. Berglind et al. [30] have argued that electrical systems will have lower dissipation than optical ones if the system is limited by fundamental signal-to-noise constraints and the power dissipation of the receiver is ignored, and comparable dissipation if receiver power dissipation is included. It is not clear, however, that these arguments apply to practical interconnects [106] . 2 3) Voltage Isolation: Optical interconnects intrinsically provide voltage isolation between different parts of the system. This is another consequence of the quantum nature of optical sourcing and detection. Optical detectors essentially count photons, not measure classical voltage, and provide perfect voltage isolation as a result. This benefit of optics is already exploited in optical isolators (combinations of light-emitting diodes and photodetectors). This could 2 Berglind et al.'s [30] fundamental argument is based on the practical reality that optical systems must work with relatively large quanta of energy that are much larger than k T (where k is Boltzmann's constant), whereas electrical systems can detect a bit of information with k T of received energy. This fundamental argument is largely correct, though it is interesting to note that it is also possible (though apparently highly impractical) to transmit information with k T of energy per bit optically, even when k T is much less than the photon energy. The trick to communicating multiple bits with one photon is to put the photon into only one of a large number N of possible time slots (or spatial or wavelength channels, or some combination of all of these). When we measure which slot the photon is in, we recover multiple bits of information ( log N). The limitation to the number of slots we can use is given by the random thermal excitation of other photons into the slots. In [106] , calculations are performed for 1.5-m wavelength photons at room temperature, which gives a limit of 42 bits per photon and requires the use of N = 2 time slots. Such a system also uses k T energy per bit. The argument of comparable dissipation for electrical and optical systems if receiver power dissipation is included is correct if we can send pulses down 50-lines without loss; it is not correct if we consider that we send signals in electrical systems, at least over short distances, by fully charging the line, in which case we need to compare the line capacitance to the photodetector capacitance, and it is also not correct if we consider sending signals over longer distances where loss in the electrical line is important. It is also not likely in a digital environment that we would work with very low signal voltages because of all of the digital noise. Hence it is not clear if there is a substantial region in which Berglind et al.'s analysis [30] is correct for practical interconnects.
Voltage isolation may become even more important in future generations of electrical chips because supply voltages are reducing, thereby reducing tolerance to voltage variations, and supply currents are increasing, thereby increasing both resistive variations in dc voltage levels and ground bounce effects due to line inductance.
4) Density of Interconnects:
There is little question that electrical interconnects offer the highest densities for very short interconnects, such as those found locally on-chip. For the foreseeable future, optics does not offer any competition to such interconnects. The situation changes as we look at off-chip interconnects, and possibly at longer distances on-chip.
Optics can offer large overall densities of interconnects, especially for longer distances (i.e., cross-chip, off-chip, and interchip). For example, an experimental chip has been demonstrated that has over 4000 optical I/O's in a 7 7 mm area [107] . Electrical chips can have large numbers of pins (though usually not at densities as high as this example), but there will be multiple pins for each interconnect because of the necessity of having signal grounds, and in addition it will likely be necessary to use multiple pins for power and ground because of the pin inductance.
The limit on the density of optical interconnects to chips is likely power dissipation in the receiver and transmitter circuits [21] , at least for the case of quantum-well modulators as output devices. The receiver dissipation results primarily because the front end is a small signal amplifier, and thus requires steady bias current to keep the devices in the middle of their amplifier region. Nonetheless, it does appear that power dissipations in the low milliwatt or submilliwatt range may be possible for these circuits [21] , which would allow thousands on a chip without special heat sinking.
There is also the simple geometrical effect in optics that we can exploit the third spatial dimension relatively effectively for interconnects. In a conventional electrical interconnect, we may have two-dimensional parallel interconnection from the chip to the circuit board by use of area solder bonding, for example, but we then have to "squeeze" the information back into "one-dimensional" propagation in a plane. In optics, when we connect in parallel in two-dimensional arrays perpendicular to the surface of the chip, we can continue to exploit the third dimension relatively effectively, for example, through the use of imaging lenses or even fiber bundles. Only if we can effectively implement three-dimensional electrical interconnects or 3-D VLSI can electrical interconnects have a similar advantage. Note too that we often use the third dimension in electrical interconnect just to allow crossing wires (e.g., by going up to a higher wiring layer). In free-space optics (and even in some waveguide optics), we can instead exploit the fact that light beams can pass through one another without degradation.
It is worth emphasizing that, in optics, it may not be necessary to go through a hierarchy of interconnects in order to connect to distant points. Every one of the interconnects off of a chip could be a long-distance interconnect if required, without further repeaters or drivers. By contrast, in electrical systems, if we are considering thousands of interconnects off of a chip, it is likely to be difficult or impossible for many of the interconnects that come off a chip to be propagated very far.
Though optical fibers may be subject to similar limitations in density as short-distance electrical interconnects, free-space (e.g., imaging) optics allows a substantial economy of scale in handling regular interconnects of very large numbers of inputs and outputs with its ability to handle thousands of light beams with only a few optical elements, and could retain very high interconnect densities.
We have also argued above that as clock frequencies increase, it becomes increasingly difficult to send signals across chip with low signal delays. If we try to send signals across the chip at near to light velocities, the resulting transmission lines will have to be relatively large (e.g., 63 63 m cross-section for 10-GHz signals). There may even therefore be an argument for the use of optical interconnects to enable relatively dense global connections on the chip. Waveguides can be contemplated on chip with cross-sectional dimensions of the order of several micrometers [60] - [62] (though devices to drive optical signals efficiently into such waveguides are still problematic), and free-space devices with areas 10 10 m appear quite feasible. Though a 10 10 m optical device is large compared to the micrometer widths of a wire, it is small compared to the total area (length width) of a global wire on a chip.
5) Fabrication Benefits:
If we decide to use optics for longer distance interconnects on-chip, then we may eliminate the need to develop the technology for yet more wiring layers [33] , though of course we would have to develop the optical technology and the associated electronic receiver and transmitter technology instead.
6) Testing:
With optoelectronic input and output devices on chip, it is possible that the chip could be tested in a noncontact optical test set. Because optics can communicate high-speed signals without degradation over substantial distances, the test equipment can be remote from the testing, and high-speed electrical probes can be avoided. The numbers of optical beams could be large, and the parallelism possible with optics might be able to accelerate the testing of chips. For example, there is no basic reason why in an optical system we could not test thousands of points on chip at once. In such a test set, it would only be necessary to make the electrical power supply and low-speed control connections by conventional electrical probing, while providing all other high-speed and large-number test abilities optically. Note too that the optics need not physically touch the surface of the chip in order to do the testing.
7) Benefits of Short Optical Pulses:
One radical opportunity in optics is the use of short optical pulses to power interconnects. In optics, it is relatively straightforward to make trains of very short light pulses (e.g., 10 ps-100 fs) through the technique of laser mode-locking. (Even shorter pulses can be made with somewhat more effort.) There is a variety of ways of performing such mode-locking, and the repetition rate of the pulses can be set from tens of megahertz up to hundreds of gigahertz (see, e.g., [108] ). Such sources would require some development for use in computing systems, but they are routine in the research laboratory.
Hence we could imagine using a centralized mode-locked laser as a clock source and/or a synchronized optical power source for driving modulator-based interconnects. The use of such a mode-locked source raises the possibility not normally available in electrical systems, which is that we have pulses that are much shorter than the rising or falling edges available from the electrical circuits. This has several possible benefits.
Perhaps the most obvious benefit of such short pulses is in the precise delivery of clock signals. Note that with optics, we can deliver such short pulses even over long distances without substantial degradation. We can certainly imagine a centralized mode-locked clock source distributed quite precisely over an entire system. Note too that the signal delivered has very fast rising edges, which means that the clock phase could be very well defined.
The use of short pulses may also allow improved receiver performance. With a short pulse input, we can obtain the impulse response of a receiver, which, for a given optical energy, will give a larger transient peak voltage output than we would obtain if we drove a receiver with the usual relatively slow rising edge [109] .
If we use short optical pulses to read out optical modulators, we can intrinsically resynchronize the data. We could imagine, for example, that we have optical modulators connected to each of several different electrical outputs from system. Because of the usual skew that exists in the electrical system, the different electrical signals would have slightly different timings. If, however, we wait until all of the electrical signals are valid, and then read out all of the modulators with the synchronized set of short optical pulses, we will have removed the skew from the signals and will have consequently resynchronized all of the data without the need for electrical buffer circuits. Such resynchronization has recently been demonstrated [100] . As mentioned in Section II-C1, such resynchronization might allow large synchronous systems.
Short optical pulses also offer a radical method for making wavelength-division multiplexed interconnects. A short pulse (for example, 100 fs) intrinsically possesses a large optical bandwidth (for example, 10 nm wavelength range). By dispersing the different wavelengths over different modulators, we can modulate each channel of information in a different wavelength band, put all the wavelength bands back together into a single light beam by passing them back through the dispersing system, and hence send a multiple channel interconnect over one optical beam or optical fiber to another chip (on the other chip, we would have a similar dispersing system that would separate the wavelengths out again onto different detectors) [110] .
III. CHALLENGES FOR OPTICAL INTERCONNECT
Though optics is very attractive for interconnects for a variety of reasons given above, there are many practical challenges.
Stated simply, the main problems for optical interconnect are that: i) the technology is still immature and costly; ii) the systems that could take most advantage of optics likely have architectures different from the current architectures that are optimized around the strengths and weaknesses of electrical interconnects. There is also a significant issue that the problems and benefits of optical interconnects are often substantially misperceived by those not involved in recent research work. This kind of situation is a common one for a new technology, but it represents a significant barrier for the successful introduction of optical interconnects. We also briefly discuss some of the misconceptions below.
A. Specific Technical Challenges
There are many technical challenges in implementing dense optical interconnects to silicon CMOS chips. These include circuit issues, especially for receiver circuits, necessary evolutionary improvements in optoelectronic devices, integration technologies, and, especially, the development of appropriate optical technology to allow low-cost optical modules.
1) Receiver Circuits and Low Capacitance Integration of Photodetectors:
Integration of detectors is very important for receiver performance because low input capacitance is essential if receiver circuits are to be kept small and their power dissipation is not to be too large. Receiver power dissipation may well turn out to be the largest power dissipation in optical interconnects [analyses (see, e.g., [21] and [25] ) vary in their conclusions here, depending on the specific assumptions made about optoelectronic devices, though receiver and transmitter dissipations are expected by most authors to be roughly of comparable magnitude].
Large detectors and/or large associated capacitances mean that more sensitive amplifiers have to be used. Large input capacitance can also mean that the Johnson/Nyquist noise of the transistor channel is more troublesome and can tend to require the use of larger transistors with associated larger power dissipation in the receiver. A standard optimization for telecommunications receivers [111] , for example, is to set the transistor capacitance approximately equal to the total detector capacitance, an optimization that approximately minimizes the effect of Johnson/Nyquist noise, but that leads to very large input transistors with high power dissipations. More sensitive amplifiers require more stages, increasing latency and power dissipation. Very sensitive amplifiers will also be more sensitive to electrical noise, such as powersupply line noise and other digital noise in the system.
A better approach for optical interconnect receivers is to make the physical capacitance of the photodetector and its connection to the receiver circuit as small as possible. Small capacitance leads to larger voltage swings for a given optical energy, which leads to better noise immunity and fewer gain stages. Smaller capacitance also allows the use of small, low-power-dissipation transistors in the input stage. There is no particular need to make receivers with the kinds of sensitivities used for telecommunications [e.g., 150 photons (20 aJ) per bit]. Received energies of 1-10 fJ are more likely a better optimum choice for interconnect systems.
A design goal should be to keep the receiver power dissipation in the low milliwatt range or below so as to keep the overall power dissipation of the chip sufficiently low when using large numbers of optical interconnects. As mentioned above, systems with 3.5 and 2.0 mW for receiver and transmitter power dissipations, respectively, have been demonstrated at 375 Mb/s [47] , with circuits that can be surprisingly small (e.g., 17 18 m area), and require relatively little optical received power (11.5 W per channel) or received energy per bit ( 30 fJ/bit), so milliwatt dissipation seems an attainable goal with future CMOS. Even with the 50 fF capacitance of current solder-bonded p-i-n diodes [47] , received optical energies 10 fJ can allow input voltage swings 100 mV, which may be sufficient for noise immunity, and allow receivers with small transistors and only a few (1-3) stages of amplification to recover a logic level. For other recent examples of optical interconnect receiver design, see, e.g., [100] - [103] .
A speculative possibility for optical interconnect receivers is to run "receiverless"-that is, have the detector capacitance so low that the input optical signal directly drives a logic-level voltage swing in the input photodetector. Such an approach has many advantages, though will require good integration of the photodetector, and small photodetectors. For example, with 10 fJ optical energy per bit and an input detector capacitance of 3 fF, voltage swings of 1 V or larger could readily be attained directly in the photodetector. Three femtofarads is not an unphysical level of capacitance to be achieved in a small photodetector (this is about the capacitance of a 5 5 m p-i-n III-V photodiode or a somewhat larger M-S-M photodetector), though monolithic integration would be required to keep the stray capacitance at comparable levels. Such "receiverless" systems would have very low latency.
In all concepts for dense optical interconnects directly to silicon, the practical issues of receiver crosstalk and noise immunity have not yet been addressed sufficiently.
2) Evolutionary Improvement in Optoelectronic Devices: Quantum-well modulators and VCSEL's are strong candidates for viable output devices for dense optical interconnects to silicon. No major breakthrough is required for use of these devices, at least with hybrid integration. In the case of quantum-well modulators, the same devices can also be used effectively as input photodetectors, giving a potentially viable complete solution. In the case of VCSEL's, different photodetectors are required, though there is no basic problem in making efficient photodetectors in III-V technology; recent work has also shown how lasers and photodetectors can be fabricated using the same structure, for example, [112] .
Light-emitting diodes (LED's) are advocated by some as output devices. They have the advantage that they may be relatively easier to make than VCSEL's and might avoid some of the problems of lasers, such as mode and polarization stability. They have disadvantages of limited speed of response and overall optical efficiency, which we discuss below. Silicon-based output devices (light emitters and modulators) do not appear viable at the present time. Below, we summarize some of the areas that will need evolutionary improvement in optoelectronics.
c) Quantum-well modulators: Quantum-well modulators have so far been the devices most extensively used in demonstrating actual dense interconnects to and from silicon CMOS chips. They have successfully been made in large arrays that have also been solder bonded to the circuits. Their performance has been good enough to allow demonstration of large optically interconnected laboratory systems (see, e.g., [42] , [48] , [58] , and [113] ). When integrated with CMOS, the quantum-well technology is sometimes described as CMOS-SEED or optoelectronic VLSI.
Modulators require that an external beam be brought onto the modulator. This requirement can be considered a disadvantage or an advantage depending upon the overall requirements of the system. Obviously, to bring in external beams requires more optics to generate beam arrays and to handle the separation of incident and reflected light beams. (Most systems with modulators operate in reflection, so that it is not necessary to make the chip and its mounting transparent.) If, however, the optics is set up to handle these beams, it is only necessary to generate and control one master laser beam, for example, in wavelength, amplitude, and mode quality. Such a master beam can be split up by diffractive optics into the necessary arrays of equal beams. Additionally, the use of a single master laser allows centralized clocking of the entire system, and the use of modulators, as described above, allows the retiming of signals, especially if the master laser operates with relatively short optical pulses. This ability to synchronize the system may turn out to be a significant advantage for modulator systems. In addition, the optics required to power modulator arrays is essentially similar to the optics required for clock distribution to a chip. Modulators avoid many of the problems of mode quality, wavelength stability, turn-on delay, and, arguably, power dissipation that remain significant issues for VCSEL's at least with present VCSEL technology.
To be compatible with the lower voltages of future generations of silicon, and to have the larger contrast ratios and wider wavelength and temperature tolerances that may be required in practical systems, it will be necessary to investigate concepts such as stacked [114] or interleaved [115] diode structures or modulators with resonators (see, e.g., [116] ) that can likely address these requirements.
d) Vertical-cavity surface-emitting lasers: VCSEL's have made substantial progress in recent years, especially with the advent of oxide-confined structures that promise lower threshold currents [117] . Various improvements are desirable for practical use in dense interconnects on or between chips. Compared to quantum-well modulators, VCSEL's have also seen less use yet in systems with large arrays operating with silicon circuits, and so the practical issues for use in large dense interconnect systems are less well understood. Possible issues include the following. i) Threshold currents. For large-scale dense use, it is likely necessary to achieve threshold currents in the range of tens of microamps. Such thresholds would allow output powers of 100 W while still avoiding problems of "turn-on" delay [118] . Turn-on delay is a phenomenon in which there is a delay in the emission of light from the laser that depends on the previous data pattern. It can be avoided by careful biasing of the VCSEL, though this requires more complex drive circuitry. The other method of avoiding the timing variability of VCSEL turn-on is to arrange always to drive the VCSEL substantially above threshold. Such low thresholds likely require the use of "oxide-confined" VCSEL's, and large arrays will be required with predictable wavelengths and thresholds. Dense arrays of VCSEL's with higher current densities can also run into thermal problems. ii) Mode and polarization control. VCSEL's are prone to having different spatial optical modes at different currents. This is highly undesirable for use in interconnects, since it can cause variation in the detected power, generating spurious signals. For use in dense systems, the VCSEL should retain single-spatial-mode operation likely up to ten times the threshold. This may be possible with oxide-confined VCSEL's, though work remains to be done to make this a predictable property. Some optical systems can be sensitive to optical polarization, and it is desirable to control this. Control of VCSEL polarization properties is still a subject of research (see, e.g., [119] and [120] ). iii) Wavelength control. VCSEL's run at specific wavelengths set by the physical dimensions of the laser cavity. It is difficult to control this wavelength to better than a few percent, which may not be good enough to allow the use of diffractive optics in the optical system. The wavelength of operation also varies with temperature because of the change of refractive index with temperature in the cavity. (The properties of diffractive optics usually change in proportion to wavelength.) iv) Beam size. Low-threshold VCSEL's necessarily have very small output beams (e.g., micrometers), which can create a difficulty in lining them up with optics for predictable beam directions. v) Power-supply voltage. VCSEL's may have difficulty reaching the very low power supply voltages (e.g., 1 V) that are expected in future silicon CMOS. Since they will require voltages comparable to or larger than the bandgap energy in electron-volts to forward bias the devices, separate bias supplies may be required, which are generally considered undesirable. e) Light-emitting diodes: Light-emitting diodes are still possible candidates for output devices in optical interconnects, but they suffer from at least two substantial problems that would have to be weighed carefully in any serious application in dense interconnects.
One major problem is that the speed of response of lightemitting diodes tends to be limited by carrier recombination times. To make efficient diodes, these times should not be artificially shortened, and this makes the idea of devices running at gigahertz speeds difficult though not impossible. One approach is simply to drive the devices with relatively high current densities to create relatively high carrier densities so that the spontaneous emission lifetime is relatively short.
A second major difficulty with light-emitting diodes is that it can be very difficult or impossible to collect all of the light from such an incoherent emitter and focus it efficiently onto a small detector. Light-emitting diodes generally emit over a very broad range of angles, and there are fundamental physical problems (the second law of thermodynamics, in the form of the constant brightness theorem) that can prevent such light being focused efficiently to a small spot. Hence the use of light-emitting diodes could lead to excessive power dissipation in the system. It is not clear how these problems with light-emitting diodes can be solved effectively, though there are serious attempts to deal with the efficiency and angular spread issues [121] , [122] through the use of microcavities. The use of LED's is likely viable at least for moderate numbers of interconnects (e.g., tens) and at speeds up to a few gigahertz.
f) Silicon-based optoelectronic devices: Photodetectors made in silicon are in principle usable, though, at least when fabricated in the silicon CMOS process, they are not ideally suited to the wavelengths where the currently viable optical output devices like to operate (in the near infrared from 850 to 980 nm). One key problem is that the absorption length is quite large ( 7 m at 850 nm), much larger than the typical depletion thicknesses in the CMOS process. This length leads to two difficulties: i) the efficiency of the detector is low and ii) carriers created deep in the structure can diffuse over relatively long times into the depletion region of the detector, where they give rise to long tails in the detector time response. There has recently been some innovative work [102] in trying to exploit silicon CMOS for detection, however, that can avoid at least the problem of the long tails.
Using silicon-based materials systems for light emission for optical interconnects still would require major breakthroughs. Though several schemes have been investigated (see, e.g., [123] - [130] , and a review of some of these techniques [131] ), these techniques all apparently still have very low efficiencies of light emission (e.g., 10 -10 ) even as incoherent emitters. Silicon can be used to make optical modulators [132] , but these devices tend to be large because the optical effect used is relatively weak, and may also be too slow and have too large a required current drive for practical dense interconnections; they also only work in a waveguide configuration. Hence silicon optoelectronic devices, other than possibly photodetectors, do not appear viable for dense optical interconnect at the present time.
g) Centralized clocked lasers: As mentioned above, centralized lasers for use in optical clock distribution or for powering modulator-based interconnect systems have several advantages, including centralized wavelength and mode control, and mode-locking to produce short pulses. There does not appear to be any basic problem to prevent the development of practical mode-locked laser sources, such as diode-pumped solid-state mode-locked lasers [133] , or even directly mode-locked diode lasers (see, e.g., [134] ). There would be significant development effort required, however.
3) Absence of Appropriate Practical Optomechanical
Technology: Undoubtedly, one of the more serious issues in implementing dense optical interconnects is the absence of low-cost practical optomechanical technologies that would allow us to make inexpensive optics modules to connect chips. It is relatively obvious that the kinds of optical technologies familiar to most people, such as camera lenses, are not suitable for optics to connect to chips. Such optics is too bulky for any serious system.
As mentioned above, in addition to the optical fibers with which most of us are now familiar, there are several other microoptical technologies that are feasible. Examples include lenslet arrays, both refractive and diffractive, that allow very large numbers of very small lenses to be made relatively inexpensively and with lithographic precision, diffractive optical elements that allow relatively complex interconnect and beam array generation patterns to be made with lithographic techniques, gradient index optics, imaging fiber bundles, fiber arrays, various waveguide technologies (including waveguides on silicon), and micromachining and plastic molding techniques that could allow relatively complex microoptical assemblies. There is not space here to discuss all of these techniques; many of these have been recently reviewed in [49] .
For free-space systems (that is, those relying on imaging optics techniques), there does not appear to be any need for a physical breakthrough to implement relatively practical optical systems. The need is primarily in developing practical low-cost schemes from the various available technological ideas.
For waveguides on silicon chips, there still appear to be some basic technological and fundamental challenges. There are promising ways [60] , [61] to make waveguides using processes that are compatible with silicon processing, though there are still some issues with waveguide loss, and it is not clear what optical emitter or modulator devices could be used if dense interconnects are required. As discussed above, there is little current prospect of small modulators or coherent emitters in a silicon-based technology, so overall efficiency remains an issue. It is also not clear how to couple waveguided light on the chip in a simple and efficient way to optics that is off the chip. It is encouraging that at least the waveguides themselves appear viable in a silicon process, and these may be interesting at least for optical clock distribution, for example, where on-chip sources are not required.
4) Integration Technologies:
It is clearly necessary to be able to integrate the optoelectronic devices with the silicon integrated circuits. For the foreseeable future, it appears that we will need to use III-V optoelectronic devices at least for optical outputs in dense interconnects. It is currently very difficult to integrate lasers monolithically on silicon substrates. The dislocations that are formed in the lattice-mismatched interface apparently tend to propagate and degrade the laser performance over time. This does not appear to be a major problem for the case of quantum-well modulators, which have been successfully integrated with silicon substrates without apparently lifetime degradation [135] . There is, nonetheless, continuing encouraging work toward successful monolithic growth of III-V light-emitting devices on silicon substrates (see, e.g., [136] ).
Even with such successful growth on silicon substrates, however, significant issues remain for growth on silicon CMOS circuits. For example, it is unlikely that a manufacturer would want to allow Ga in a silicon production line, since it tends to make the silicon oxides conducting. The standard metallization processes for III-V devices are more usually gold-based, which has compatibility difficulties with the aluminum-based metallizations of silicon CMOS. The present successful growth of modulator devices on silicon substrates [135] uses substrates slightly tilted from the usual on-axis direction. Growth of III-V materials on silicon substrates also typically requires a cleaning process that is likely at too high a temperature for the metallization on the chip. It is likely that these various compatibility issues could be resolved, at least for modulator and photodetector devices, but having to resolve such issues just to introduce optical interconnects would impose a significant barrier; there would be significant resistance to changing basic parts of the CMOS processing just to accommodate optics.
A more viable approach, especially for introduction of optics, is to use hybrid integration technologies such as solder-bonding. Such techniques require no modification of the basic CMOS process, using instead only a few simple additional metallizations that can be done on the finished wafer. This allows the separation of the growth and processing of the optoelectronic devices from that of the silicon circuits, and allows a great deal of flexibility in the types of optoelectronic devices used. There are several variants of such techniques, and these have been reviewed recently [45] , [46] , [137] . These techniques will require continued work, but they appear to offer a practical solution to integration for dense optical interconnects to chips.
B. Misperceptions
There are also some perceived problems with optics that are not in fact basic problems. These misperceptions are a significant problem for the introduction of optics.
1) "The wavelength of light is large and hence optics will never compete with electronics": It is true that optical devices themselves are not likely to be made as small as electronic devices for precisely the reason that the wavelength of light used (and likely to be used for the foreseeable future) is significantly larger than the size of the smallest fabricable electronic devices and interconnect wiring widths. However, for interconnects, the same logic does not apply. The true comparison is the total size of the interconnect circuit (and also possibly bonding pads) in the electrical case compared to the total size of the optical interconnect circuit and optical "output pad." Because long electrical connections require substantial driver circuits, the optics can "win" here to the extent that its driver and receiver circuits can be smaller, and its devices can be smaller than electrical bonding pads.
2) "Optical interconnects have substantial latency" and "the conversion from optics to electronics or vice versa is inefficient and requires too much power, area, and time": Both of these statements can be valid when discussing the current generation of long-distance optical communications technology. In such applications, there is no particular requirement for efficiency or low latency. It is, however, important to emphasize that the conversion between optics and electronics can be extremely efficient. Most semiconductor photodetectors, for example, operate at essentially 100% quantum efficiency, and modern quantum-well modulators and very-low-threshold lasers are also highly efficient. The key technological requirement to keeping the overall power efficiency high is to perform very effective integration of small devices with the electronic circuitry. Examples quoted above (for example, [47] ) show that efficient circuits are possible for complete optical interconnects. There is also no reason why well-integrated optical interconnects should have high latency. The circuit latency would essentially reduce to the delay through the total number of stages involved in driving and receiving the optical interconnect. Since optical interconnects likely require less drive than long electrical interconnects, fewer stages should be required at the driving end. With good integration, it should be possible to keep the receiver circuits to somewhere between one and three stages of amplification. Hence the circuit latency in an optical interconnect should only be a small number of gate delays. Note also that the same circuit latency would apply to long optical interconnects. The propagation latency of optical interconnects could conceivably be slightly longer than that of good coaxial lines, but the latency in propagating over shorter distances may well be much less than the effective propagation latency on repeatered electrical lines.
IV. CONCLUSIONS
The use of optics to make connections within and between chips could solve many of the problems experienced in current electrical systems. Many of the physical reasons for the use of optics are well understood and indicate many potential quantitative and qualitative benefits. Though there are, and will continue to be, electrical solutions that stretch the capabilities of electrical interconnects, optics is arguably the only physical solution available to solve the underlying problems of interconnects, and has the potential to continue to scale with future generations of silicon integrated circuits. Optics may also solve the growing problems of system synchronization, allowing, for example, individual silicon chips to remain synchronous domains even as the chips grow. These synchronization advantages apply both to optical clock distribution and to optical interconnects themselves. Optics may reduce on-chip power dissipation in clock distribution, global on-chip interconnects, and off-chip interconnects. Optics also may relieve a broad range of design problems; for example, optics itself does not have to be redesigned as system speed is increased, optical interconnects provide voltage isolation, and problems of wave reflection, impedance matching, and pin inductance are essentially absent.
The basic devices and laboratory demonstrations of the key elements of technology exist for dense optical interconnects to silicon IC's. No physical breakthrough is required to implement optical interconnects (though there are possibilities for revolutionary advances). Substantial technological work remains, however. a) Optoelectronic devices require continued development to meet the yield, tolerance, and drive voltage requirements for practical systems with future generations of silicon CMOS. b) Work will be required in the interface circuits between optics and electronics. Though there appears to be no current fundamental difficulty in making such circuits in CMOS, research is needed in circuits that i) avoid issues such as crosstalk and susceptibility to digital noise, ii) have appropriately low power dissipation and latency, and iii) are tolerant to process variations. c) The technology for integrating optoelectronics with silicon integrated circuits is still at an early stage, though there have been key demonstrations of substantial working integrations. Likely first introductions of optical interconnect to chips will use hybrid approaches, such as solder bonding; such hybrid approaches require no modifications to the current process for fabricating silicon integrated circuits except to add processes to fabricated silicon integrated circuit wafers. Solder bump hybrid integration also simplifies design since the optoelectronics is then attached only to the top-level metal, allowing complete freedom of placement of electronic circuits underneath. Longer term approaches will likely examine monolithic integration, though such integration is still at a basic research level. d) Novel approaches will be required for the optics and the mechanics for such optical interconnections, though there are several opportunities for appropriate optomechanical technologies. e) It will be important to research the systems and architectural benefits of optics for interconnects. Optics can likely enable kinds of architectures that are not well suited to electrical interconnect systems (e.g., architectures with many long connections, architectures with large "aspect ratios," architectures requiring synchronous operation over large domains), and can likely also allow continued use of current architectures that otherwise would have to be abandoned in the future because of the limitations of wired interconnects. There are also significant opportunities for optics in the somewhat simpler application of clock distribution. f) Undoubtedly, the issue of cost is a major one for optical interconnects. Nearly all the work on optical interconnects discussed in this article is laboratory research on possibilities. It largely does not enable even rough estimates of cost. Certainly, none of the optical research discussed here shows interconnects that cost less than current electrical interconnects used in any high-volume product. To some extent, it is not fair to ask for cost estimates based on such "one-off" laboratory work. Cost depends crucially on volume. If a laboratory researcher was asked to make a compact disk player without using any of the actual components and assemblies produced in volume for current commercial players, it is likely the player would cost 1000-10 000 times as much as the current consumer price. A valid question is whether the ideas being researched could result in low enough cost if they were to be commercialized at reasonably large volume. It is debatable whether any approach that is based on evolutionary improvement of technologies developed for long-distance optical telecommunications can ever offer low enough cost; a pessimist might argue that is like asking vacuum tubes to evolve to make microprocessors. There are, however, revolutionary technologies that might offer sufficient economies of scale and could be manufacturable at low cost. An optimist would point to large two-dimensional arrays of optoelectronic devices hybridized to silicon CMOS, to the possibility of sophisticated molded plastic free-space optical assemblies handling thousands of light beams, and to the fact that optical fiber is already comparable in cost to electrical cables. A fair assessment might be that any estimate of final cost is currently highly speculative, and achieving low cost will require both considerable ingenuity and the promise of volume markets.
In conclusion, optics is a very promising technology for dense interconnects to silicon chips. It needs substantial technological work, and there are barriers, psychological, technological, and financial, to its introduction. Optics offers so many advantages, both qualitative and quantitative, that, if it were introduced, it could substantially alter information processing systems, and perhaps could become as indispensable on and between chips as it is today in long-distance communications.
APPENDIX BANDWIDTH AND DELAY OF GLOBAL ON-CHIP ELECTRICAL INTERCONNECTS
Here we summarize the models used to calculate the performance of on-chip lines as shown in Figs. 2 and 3 . For these calculations, we start from standard approaches and introduce necessary extensions to those models. The extensions include 1) the effects of line inductance in limiting the performance of lines on chips and 2) consequences of the skin effect in limiting the prospects for lines on chips. We consider explicitly the existing 0.25-m and the projected 0.1-m technology generations, which show the clear trends in the behavior. These trends continue in future projected generations. According to the SIA Roadmap [1] , on-chip clock rates are 750 MHz for the 0.25-m linewidth technology generation, and will rise to 3.5 GHz for the 0.1-m generation. Chip size will rise only modestly from about 1.7 cm across to about 2.2 cm (hence we can presume 2 2 cm chips for simplicity).
The global interconnect metal lines on the 0.25-m generation chips are 1 m wide, and for simplicity we take them to be 1 1 m in cross-section (actual lines are somewhat taller than this, e.g., 1.8 m high, though this makes little difference to this calculation). We presume such a line takes up 8 square micrometers of cross-sectional area altogether because of the spacing between adjacent lines and metal levels, and the line bandwidth shown in Fig. 2 is the bandwidth deduced from (1). The bandwidth for an line (with the same dimensions) is similarly deduced from (2). The skin depth (the effective depth in which conduction can occur) is , where is the frequency, is the relative permeability, is the permeability of free space, and is the resistivity of the conducting material. For copper at 1 GHz, 2.1 m. The crossover from -like to -like behavior (and also the crossover from bulk resistance to skin-effect resistance behavior) occurs near a frequency given by [4] GHz (4) for copper lines, where is the cross-sectional dimension of the (smaller or inner) conductor in the line (in micrometers).
(Simulation results can suggest a somewhat lower frequency for the transition from to behavior, and a somewhat higher frequency for the onset of skin-effect resistance behavior. ) We start by following the modeling approach of Bakoglu [98] for repeatered lines. Such modeling presumes inductive effects are negligible, and assumes bulk line resistance (i.e., no skin effect); it also simply linearly adds the delays or rise times from different parts of a repeatered line segment-the internal time of the driver transistor, the effective time of the distributed line segment between the driver and receiver, and the time from charging the receiver transistor input capacitance through the distributed line resistance. Such a linear addition can underestimate actual delay and rise times by as much as a factor of two compared to exact simulations for the case, though adding inductive effects can somewhat speed up the rise time of the signal compared to this analysis.
The repeatered line is presumed to be designed for maximum velocity of propagation. The optimum properties are deduced by minimizing the total delay with respect to the driver size and the length of the repeatered line segment. For such lines, the propagation delay (50% rise time) on each segment of the line is set approximately equal to the delay (50% rise time) in each amplifier stage [98] . The repeater is made from transistors with a characteristic internal time constant ; this time constant is approximately independent of the width of the transistor since resistance and capacitance scale oppositely as the transistor is made wider, and it is a characteristic of a given technology generation. The 50% rise time of the repeater alone is therefore . For a line segment with total (distributed) resistance and capacitance and , respectively, the 50% rise time is [98] , so for the maximum velocity line, . (Note that the rise time of a distributed line is shorter than that of a lumped circuit because the "near" capacitance in the line is charged through a resistance .) There are additional delay terms for the charging of the transistor input capacitance through the line resistance ( , on the simple assumption that the receiver transistor input capacitance is equal to the driver transistor output capacitance, though in fact it will likely be less because the receiver transistor will likely be smaller), and the charging of the line capacitance through the transistor resistance (
). The optimum choice of the size of the transistor is one in which the actual output resistance is and the actual output capacitance is , so each of these additional delay terms is . Hence, the total delay for a repeatered line segment is . The length of a repeatered line segment is one such that , where and are the resistance and capacitance per unit length of the interconnect, respectively. Hence . The resulting effective signal velocity is , i.e.,
This effective velocity is, of course, an average quantity; the actual progress of the signal is not a smooth propagation down a line, but is more like a discrete set of steps in and out of repeater amplifiers and line segments. This effective velocity is useful for broad scaling arguments, however, and we use it to draw the repeatered line delay in Fig. 3 .
Such a line is ready for another signal pulse when the whole repeater stage has settled. The repeatered line therefore behaves more like an line in that multiple pulses can be propagating down the entire line at once. (Note, though, that the entire length of the repeatered line is actively charged and discharged by the amplifier circuits for every pulse propagated, whereas in a true line a pulse of energy propagates down the line, so the power dissipation in a repeatered line is in general much higher.) The driver transistor 90% rise time is , and the 90% rise time of a distributed line is . As above, there are two other delay terms, which each are , so the total 90% rise time on this simple model is . Hence the bandwidth of such a line is (6) Note, incidentally, that this bandwidth is independent of the cross-sectional size of the line. A thicker line will have longer segments and a faster effective signal velocity, and a thinner line will have shorter segments and a slower effective signal velocity, but both will have the same bandwidth because this is set by the transistor parameters. This means, incidentally, that it is possible to get larger overall bandwidths by using more, thinner lines, though the propagation velocity suffers.
For our illustrative calculations here, we use an that is twice the "gate delay metric" quoted by SIA [1] for the different technology generations. This is a compromise between an optimistic view that might neglect all additional capacitances in a real gate and assume that the peak current flows at all voltages, and a more pessimistic heuristic that gives about four times the gate delay metric [3] . Here, therefore, we have ps for the 0.25-m technology generation, and we would have ps for the 0.1-m technology generation. This gives a bandwidth GHz for the 0.25-m technology generation, as plotted in Fig. 2 .
For the 1-m copper conductor, taking the bulk copper resistivity (an optimistic assumption for a thin line), we have cm, and we take pf/cm (somewhat lower values might be possible for future low dielectric constant materials). Using ps for the 0.25-m technology, the velocity is , where is the velocity of light in free space. This velocity is plotted as the delay of the 1-m repeatered line in Fig. 3 . (Slightly faster velocities may be possible in an optimized line design.) The delay in an individual repeatered line segment is 109 ps, which gives mm for the 1 1 m conductor cross-section we are considering.
An interesting question is how the propagation velocity of a repeatered line will change with technology generation. Suppose, first of all, that the above arguments remain valid as we go to future technology generations. Then there are two simple extremes. i) We could suppose that we retain the same cross-section of upper interconnect line, which means we are likely substantially increasing the number of metal levels if we retain scaling ratios between metal line levels. In this case, since, semiempirically, [1] , where is the technology generation size parameter (e.g., 0.25 or 0.1 m), we should expect from (5) that . This would give, for the 0.1-m generation, . ii) We could alternatively suppose that the size of the upper interconnect metal scales down with the technology generation, so because of the decrease in line cross-sectional area. Taken together with , we arrive at , which represents an decrease of velocity with advancing technology generations.
Hence a compromise scaling would be halfway between these extremes, which would give a constant velocity in repeatered lines independent of technology generation, in which case the "1-m repeatered line" delay would remain the delay in future technology generations.
A more subtle issue is the fact that the physical propagation velocity on the actual line segments themselves must be limited by the velocity of light; to understand these effects, we must move beyond the simple model of Bakoglu [98] . The propagation delay on the line itself is, on a simple distributed model, , corresponding to an effective velocity on the line itself of . This velocity will equal for a length Presuming we make , this point is reached for a line length of our 1-m line of 3.5 mm. In other words, we are very close already with the 0.25-m technology to the limit of a simple repeatered line analysis and performance. To model the lines properly so that such "velocity of light" effects are automatically included requires adding in the effects of line inductance. The inclusion of inductance and consequent transmission line effects is discussed in [91] - [97] , where simulations show more detailed behavior of the cross-over from to (a mixture of and ) and behavior. Here we take a relatively simplistic analytic approach to expose the trends and underlying physical regimes. If we neglect the skin effect for the moment (which only makes line resistance effects even worse), the line can be modeled by the "telegraphers equation" for the voltage (7) where is the inductance per unit length (and where we presume no parallel conductance across the line). This equation can be changed into a dimensionless, universal form by choosing the unit of time as and the unit of length as , where is the impedance of the "lossless" line.
If we drive such a line with a step function, a relatively sharp step does propagate down the line at approximately the velocity of light in the medium, . The amplitude of the propagating rising step does, however, attenuate, and a long rising tail follows behind the step. Numerical simulations show that the delay to 50% rise in the line is up to distances , (characteristic of propagation at ), but for longer distances, the propagating rising step is 50% of the drive voltage, and the delay changes to . The inductance of most lines is -nH/cm (it is difficult to move far below this range because of the logarithmic dependence of inductance on the separation and size of conductors in lines). We use 2 nH/cm here for calculations. For the 1-m line, we have been considering, therefore, we calculate mm, so the lower limit of the simple charging model of line delay for this line is 3.7 mm, similar to our heuristic estimate above. For line segments shorter than this distance, the line delay is longer than the charging model predicts, and so, for the 1-m line, we cannot continue scaling with the simple charging model as technology generations advance.
To push to faster repeatered lines, we can see that we are also transitioning into the regime of transmission lines, where reflections and impedance matching become important. This could mean substantial changes in the drivers and receivers on the line and necessitate more sophisticated signaling (and likely larger latency in the line drivers and/or receivers).
These arguments taken together suggest that it will be difficult with repeatered lines to have delays much less than the 1-m line/ 0.25-m technology calculation shown in Fig. 3 .
One could argue, of course, that if the delay of global interconnects is such a problem, then one will simply build thicker upper metal interconnect lines and connect without repeaters across the chip. This, however, requires quite large lines. For example, to get the rising step to propagate at 50% height across the chip requires cm, which requires /cm; this, in turn, requires a cross-sectional area of copper conductor of 6 m (assuming essentially all the resistance comes from only one conductor, i.e., no ground resistance), which corresponds to a 2. 4 2.4 m conductor. To make a transmission line will require a total cross-sectional area at least ten times as large (to allow sufficient space between neighboring conductors), for a total cross-sectional area of 60 m . These dimensions are significantly larger than current interconnect lines on silicon chips.
Furthermore, this global line will start to behave as a skin-effect limited line once the skin depth becomes significantly smaller than the thickness of the conductor. We might just expect to see such effects when the skin depth is about half the conductor thickness since there is penetration from both sides. At a frequency of 3 GHz, which is about the clock frequency for the 0.1-m generation, the skin depth is 1.2 m. Hence, the above hypothetical line with a 2. 4 2.4 m (center) conductor should be able to carry a signal at the clock frequency across the chip (without equalization). If we consider the technology generations beyond 0.1 m, with higher clock frequencies, the problem becomes worse. Low frequencies that are not limited by skin effect have less attentuation than high frequencies, and long tails can develop on the step response of such skin-effect limited lines. When the skin depth is much less than the line dimension, this effect can reduce the bandwidth of an unequalized line by 10 compared to the bandwidth of an line of the same dimensions [4] . For example, at 10-GHz clock, as envisaged for the 0.05-m generation, skin depth is 0.7 m. The 2. 4 2.4 m conductor in the hypothetical line would then be strongly into the skin effect limited regime and, according to (2) , could have to have a total cross-sectional area as large as 4000 m ( 63 63 m ) to carry a 10-GHz bandwidth across the chip. The detailed consequences of the skin effect should be analyzed by more detailed simulations, but this calculation illustrates that the skin effect could substantially increase the required size of lines for unequalized propagation across chips at future high clock speeds.
Hence we see that the consequences of line inductance and the skin effect provide substantial additional limits to the continued scaling of on-chip global electrical interconnect lines in future generations of silicon chips.
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