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HIGHER DIMENSIONAL VORTEX STANDING WAVES FOR
NONLINEAR SCHRO¨DINGER EQUATIONS
JEREMY L. MARZUOLA AND MICHAEL E. TAYLOR
Abstract. We study standing wave solutions to nonlinear Schro¨dinger equa-
tions, on a manifold with a rotational symmetry, which transform in a natural
fashion under the group of rotations. We call these vortex solutions. They are
higher dimensional versions of vortex standing waves that have been studied
on the Euclidean plane. We focus on two types of vortex solutions, which we
call spherical vortices and axial vortices.
1. Introduction
A standing wave solution to the nonlinear Schro¨dinger equation
(1.0.1) ivt +∆v + |v|
p−1v = 0
is a solution of the form
(1.0.2) v(t, x) = eiλtu(x),
where u solves the nonlinear elliptic partial differential equation
(1.0.3) −∆u+ λu − |u|p−1u = 0.
Here u is defined on a complete Riemannian manifoldM (possibly with boundary),
and ∆ is the Laplace-Beltrami operator on M . If ∂M 6= 0, we might impose
Dirichlet or Neumann boundary conditions. Similarly, a standing wave solution to
the nonlinear Klein-Gordon equation
(1.0.4) vtt −∆v + σ
2v − |v|p−1v = 0, v(t, x) = eiµtu(x),
leads to (1.0.3) with λ = σ2 − µ2.
There is a large literature on (1.0.3) when M is a Euclidean space Rn or a
bounded domain. More recent papers have dealt with hyperbolic space Hn and
“weakly homogeneous spaces.” See [27, 9, 10]. One way to get solutions to (1.0.3)
is to minimize the functional
(1.0.5) Fλ(u) = ‖∇u‖
2
L2 + λ‖u‖
2
L2 ,
subject to the constraint
(1.0.6) Jp(u) =
∫
M
|u|p+1 dVol = β,
with β ∈ (0,∞) fixed. This works for the spaces M mentioned above if n > 2 and
(1.0.7) 1 < p <
n+ 2
n− 2
,
2000 Mathematics Subject Classification. 35J61.
Key words and phrases. Nonlinear Schro¨dinger equation, standing waves, vortices, symmetry.
1
2 J.L. MARZUOLA AND M. TAYLOR
provided
(1.0.8) Spec(−∆) ⊂ [δ,∞), λ > −δ.
However, as pointed out in [10], there are many examples of innocent looking M ,
such as
(1.0.9) M = Rn \B,
where B ⊂ Rn is a smoothly bounded compact domain, for which such Fλ mini-
mizers (with Dirichlet boundary conditions) do not exist.
On the other hand, we can sometimes find Fλ-minimizers on manifolds with
some symmetry, if we add an extra constraint. For example, suppose M is as in
(1.0.9), and
(1.0.10) B = {x ∈ Rn : |x| 6 1} .
Then, we can minimize Fλ over
(1.0.11) H1r (M) = {u ∈ H
1(M) : u is radial},
subject to the constraint (1.0.6), as long as (1.0.7)–(1.0.8) hold (by an argument we
will generalize in Section 2). The resulting minimizer will then be a radial solution
to (1.0.3).
Here is a variant. Take n = 2 and let M = R2 or M = R2 \ B, with B as in
(1.0.10). Take ℓ ∈ Z and consider
(1.0.12) H1(ℓ)(M) = {u ∈ H
1(M) : u(Rθx) = e
iℓθu(x), ∀ θ ∈ [0, 2π]},
where Rθ : R
2 → R2 is a rotation:
(1.0.13) Rθ =
(
cos θ − sin θ
sin θ cos θ
)
.
If ℓ = 0, we get (1.0.11), and other values of ℓ yield other spaces. We can minimize
Fλ over H
1
(ℓ)(M), subject to the constraint (1.0.6), as long as (1.0.7)–(1.0.8) hold,
and get a solution in H1(ℓ)(M) to (1.0.3). Such a solution is called a vortex solution.
Works on this include [15], [28], and [29].
Here, we extend the scope of the search for solutions to (1.0.3) with symmetry,
in several ways. First, we let V be a k-dimensional complex inner-product space,
and consider functions u with values in V . We say u ∈ Hs(M,V ) if the components
of u belong to the Sobolev space Hs(M). We then set
(1.0.14) Hsπ(M) = {u ∈ H
s(M,V ) : u(gx) = π(g)u(x), ∀x ∈M, g ∈ G},
where G is a compact Lie group that acts on M by isometries and π is a unitary
representation of G on V .
In caseM is given by (1.0.9)–(1.0.10), we could take G = SO(n). More generally,
G can be any compact subgroup of SO(n) that acts transitively on the unit sphere
S
n−1 ⊂ Rn. Examples include
(1.0.15)
G = SO(n),
G = SU(m) (n = 2m),
G = U(m) (n = 2m),
G = Sp(m) (n = 4m).
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We will also consider more general complete, n-dimensional, Riemannian manifolds
on which such groups act in Section 2. The manifolds we treat have the form
(1.0.16) M = I × Sn−1, I = [0,∞), [1,∞), (−∞,∞),
where, in the first case, all points {(0, ω) : ω ∈ Sn−1} are identified. The metric
tensor will have the form
(1.0.17) g = dr2 + h(r)
with r ∈ I and h(r) an r-dependent family of metric tensors on Sn−1, invariant
under the action of G. See Section 2 for details. We say such manifolds have
rotational symmetry, and we say that elements of H1π(M) are spherical vortices
(and solutions to (1.0.3) with u ∈ H1π(M) are spherical vortex standing waves) in
this setting.
In Section 3, we consider further variants of (1.0.12). Here, we take M = Rn+k,
with G = SO(n) acting on the first n coordinates, and acting transitively on Sn−1,
as in (1.0.15). Again, we define H1π(M) as in (1.0.14). One example is
(1.0.18)
M = R3, G = SO(2),
H1(ℓ)(R
3) = {u ∈ H1(R3) : u(Rθx) = e
iℓθu(x), ∀θ ∈ [0, 2π]},
where, in place of (1.0.13), we have
(1.0.19) Rθ =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1
 .
In this setting, we say that the elements of H1π(R
n+k) are axial vortices.
In the settings of both Section 2 and Section 3, in order to have nontrivial
solutions of (1.0.3) in H1π(M), we need to have H
1
π(M) 6= 0. We have the following
criterion, valid when M is as considered in either of these settings. Pick a point
p0 ∈ Sn−1, and let
(1.0.20) K = {g ∈ G : g · p0 = p0}.
Then, H1π(M) 6= 0 if and only if
(1.0.21) V0 = {ϕ ∈ V : π(k)ϕ = ϕ, ∀k ∈ K}
has the property
(1.0.22) V0 6= 0.
When (1.0.22) holds, we have elements of H1π(M) of the form
(1.0.23) u(r, g · p0) = ψ(r)π(g)ϕ, ψ : I → C, ϕ ∈ V0,
given M as is (1.0.16)–(1.0.17). If M = Rn+k = Rn × Rk, we can take
(1.0.24) u(rg · p0, y) = ψ(r, y)π(g)ϕ, ψ : [0,∞)× R
k → C, ϕ ∈ V0.
We complement (1.0.15) with the list of pairs (G,K):
(1.0.25)
G = SO(n), K = SO(n− 1),
G = SU(m), K = SU(m− 1),
G = U(m), K = U(m− 1).
Here are some examples of representations of SO(n) that satisfy (1.0.22). Ob-
viously the “standard” representation of SO(n) on Rn (complexified to V = Cn)
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enjoys the property (1.0.22). Others arise as follows. The action of SO(n) on Sn−1
gives a unitary action of SO(n) on L2(Sn−1), which commutes with the Laplacian
on Sn−1. Hence, we get a unitary representation of SO(n) on each eigenspace Eℓ
of this Laplacian. Each such eigenspace contains a zonal function ϕ, unique up to
a multiple, and this satisfies (1.0.22). This result has a converse. If π is an irre-
ducible unitary representation of SO(n) on V and (1.0.22) holds, π is equivalent to
a representation on some Eℓ described above, via
(1.0.26) Φ : V → C∞(Sn−1), Φ(ψ)(g · p0) = (π(g)ϕ, ψ)L2 ,
with ϕ ∈ V0. For n = 2, the eigenspaces Eℓ break up into Span(eiℓθ) and
Span(e−iℓθ), and we get the spaces (1.0.12). All the irreducible unitary repre-
sentations of SO(3) arise from decomposing L2(S2) as described above. For n > 4
there are irreducible unitary representations of SO(n) that do not arise from such
a decomposition of L2(Sn−1), and for such representations (1.0.22) fails.
See Appendix A.1 for further material on the validity of (1.0.22), applicable to
more general pairs (G,K), including the second and third cases in (1.0.25).
The rest of this paper is structured as follows. Section 2 treats spherical vortices,
with the goal of constructing spherical vortex standing wave solutions to (1.0.3).
We treat Fλ-minimizers in Section 2.1, for a class of n-dimensional Riemannian
manifolds with rotational symmetry. In Section 2.2 we treat energy minimizers,
i.e., minimizers of the energy
(1.0.27) E(u) =
1
2
‖∇u‖2L2(M) −
1
p+ 1
∫
M
|u|p+1dVol
over H1π(M), subject to the constraint
(1.0.28) Q(u) = ‖u‖2L2 = β
with β given in (0,∞). In these sections, λ and p satisfy appropriate hypotheses,
which are stricter for p in Section 2.2 than in Section 2.1. In Section 2.3, we treat
maximizers of the Weinstein functional
(1.0.29) W (u) =
‖u‖p+1Lp+1
‖u‖αL2‖∇u‖
β
L2
,
over nonzero u ∈ H1π(R
n), with
(1.0.30) α = 2−
(n− 2)(p− 1)
2
, β =
n(p− 1)
2
,
assuming p satisfies (1.0.7). Section 2.4 derives ordinary differential equations as-
sociated to spherical vortices, and uses these to obtain further results about the
behavior of such solutions.
Section 3 treats axial vortices on Rn+k. We construct Fλ-minimizers, under
appropriate hypotheses on p, in Section 3.1. Variants of this analysis, coupled
with arguments from Sections 2.2 and 2.3, can be brought to bear to produce axial
vortices that either minimize energy or maximize the Weinstein functional, within
appropriate function classes, though we do not pursue the details here. In rough
parallel to the ODE study done in Section 2.4, Section 3.2 derives reduced variable
PDE for axial standing waves. Harnack estimates on solutions to these reduced
PDE provide some valuable information on axial vortices.
In Section 4, we discuss solutions to the mass critical NLS with vortex initial
data. Thus we take p = 1+4/n in (1.0.1). We show in §4.1 that if such initial data
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u0 ∈ H1π(R
n) has mass ‖u0‖L2 less than that of the corresponding Weinstein func-
tional maximizer (call it Qπ), then the solution to (1.0.1) exists for all t, extending
previous results established in [35] for u ∈ H1(Rn) with mass less than the radial
Weinstein functional maximizer and in [15] for u0 ∈ H1(ℓ)(R
2). We also treat some
more general Riemannian manifolds with rotational symmetry. In §4.2, we obtain
some “monotonicity ” results, on how the Weinstein functional supremum depends
on the representation π. In Section 4.3, we address the scattering of solutions with
mass below the vortex mass. We adapt results presented in [8] to show that if
(1.0.31) v0 ∈ H
1
π(R
n) ∩H0,1(Rn),
where H0,1(Rn) = {v0 ∈ L2(Rn) : |x|v0 ∈ L2(Rn)}, and if
(1.0.32) ‖v0‖L2 < ‖Qπ‖L2 ,
then the global solution to (1.0.1), with initial data v0, guaranteed by Section 4.1,
exhibits scattering.
We end with some appendices. The first goes further into which representations
π of G on V satisfy (1.0.22). The second discusses important irreducible repre-
sentations of G = SO(n), SU(n/2), and U(n/2), when n = 4, as they relate to
the description of V0. The third introduces a more general geometrical setting,
unifying the treatment of axial vortices in Section 3 with work done on “weakly
homogeneous spaces” in [10].
Remark. When ∂M 6= ∅ and we want to use the Dirichlet boundary condition, of
course we replace the s = 1 case of (1.0.14) by
(1.0.33) H1π(M) = {u ∈ H
1
0 (M,V ) : u(gx) = π(g)u(x), ∀x ∈M, g ∈ G}.
2. Spherical Vortices
In this section, we work with the following class of complete Riemannian man-
ifolds M (possibly with boundary). Let n = dimM . Assume n > 2. We assume
M has a compact group G of isometries whose orbits foliate M into hypersurfaces
diffeomorphic to Sn−1 (plus perhaps one point o, fixed by the action of G). Also,
assumeM is connected, and noncompact. Such a Riemannian manifold will be said
to have rotational symmetry. Topologically, M takes one of the following forms:
M = [0,∞)× Sn−1/ ∼,(2.0.1)
[1,∞)× Sn−1,(2.0.2)
(−∞,∞)× Sn−1.(2.0.3)
For short, we say
(2.0.4) M = I × Sn−1, I = [0,∞), [1,∞), or (−∞,∞).
In the first case, all points {(0, ω) : ω ∈ Sn−1} are identified with o. In the second
case, M has a boundary, diffeomorphic to Sn−1. In the third case, M has neither
a boundary nor a point fixed by G.
Examples of spaces with rotational symmetry of the first type include Rn and
Hn, and all other noncompact rank-one symmetric spaces, as well as vastly more
cases. Examples of the second type can be obtained by excising a ball centered at
o from examples of the first type. Examples of the third type can be obtained by
gluing together two examples of the second type.
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The metric tensor on M takes the form
(2.0.5) g = dr2 + h(r),
where r parametrizes the interval I and h(r) is an r-dependent family of metric
tensors on Sn−1, invariant under the action of G. Since G acts transitively on
S
n−1, the area element on Sn−1 induced by h(r) is an r-dependent multiple of the
standard area element dS on Sn−1 ⊂ Rn, and the volume element on M has the
form
(2.0.6) dVol = A(r) dr dS(ω), ω ∈ Sn−1.
As is well-known,
M = Rn ⇒ A(r) = Anr
n−1,(2.0.7)
M = Hn ⇒ A(r) = An(sinh r)
n−1.(2.0.8)
In Section 2.1, we show that Fλ-minimizers exist in H
1
π(M) on manifolds with
rotational symmetry, under appropriate hypotheses. Recall from Section 1 that
(2.0.9) Fλ(u) = ‖∇u‖
2
L2 + λ‖u‖
2
L2 .
We fix β ∈ (0,∞) and desire to minimize Fλ(u) over u ∈ H
1
π(M), subject to the
constraint
(2.0.10) Jp =
∫
M
|u|p+1 dVol = β.
We assume
(2.0.11) Spec(−∆) ⊂ [δ,∞), λ > −δ,
and
(2.0.12)
1 < p <
n+ 2
n− 2
if I = [0,∞),
1 < p <∞ if I = [1,∞) or (−∞,∞).
We will also impose a certain condition on the function A(r) arising in (2.0.6). See
Lemma 2.1.1. This result guarantees, among other things, that
(2.0.13) H1π(M) ⊂ L
p+1(M), ∀ p ∈
(
1,
n+ 2
n− 2
)
.
If u and ψ belong to H1π(M), standard calculations yield
(2.0.14)
d
dτ
Fλ(u+ τψ)
∣∣∣
τ=0
= 2Re (−∆u+ λu, ψ),
d
dτ
Jp(u+ τψ)
∣∣∣
τ=0
= (p+ 1)Re
∫
|u|p−1(u, ψ)V dVol.
If u ∈ H1π(M) is an Fλ- minimizer, subject to the constraint (2.0.10), then
(2.0.15)
ψ ∈ H1π(M) and Re
∫
|u|p−1(u, ψ)V dVol = 0
=⇒ Re (−∆u+ λu, ψ) = 0.
Note that from (2.0.13), we have
(2.0.16) u ∈ H1π(M) =⇒ |u|
p−1u ∈ H−1π (M).
The space H−1π (M) is canonically dual to H
1
π(M). (This requires slightly more
elaborate wording if ∂M 6= 0, but the appropriate duality theory is standard.) It
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follows from (2.0.15) that the two elements of H−1(M) given by −∆u + λu and
|u|p−1u are linearly dependent over R. Hence, there exists a K ∈ R such that
(2.0.17) −∆u+ λu = K|u|p−1u,
with equality holding in H−1π (M). Pairing both sides of (2.0.17) with u gives
(2.0.18) K = β−1I(β, π) > 0
where
(2.0.19) I(β, π) = inf{Fλ(u) : u ∈ H
1
π(M), Jp(u) = β}.
If u solves (2.0.19), then ua = au solves
(2.0.20) −∆ua + λua = |a|
−(p−1)K|ua|
p−1ua,
so taking a = K1/(p−1) yields a solution in H1π(M) to (1.0.3).
In Section 2.2, we discuss the existence of energy minimizers in H1π(M). Recall
from Section 1 that
(2.0.21) E(u) =
1
2
‖∇u‖2L2 −
1
p+ 1
∫
M
|u|p+1 dVol.
We fix β ∈ (1,∞) and desire to minimize E(u) over H1π(M), subject to the con-
straint
(2.0.22) Q(u) = ‖u‖2L2 = β.
In place of (2.0.12), we assume
(2.0.23)
1 < p < 1 +
4
n
, if I = [0,∞),
1 < p <∞, if I = [1,∞) or (−∞,∞).
We also impose conditions on A(r) as in Lemma 2.1.1, and further conditions
satisfied in Section 2.2. The argument here is less elementary than that of Section
2.1; it involves the concentration-compactness method of [25]. See Section 2.2 for
further details.
In Section 2.3 we obtain Weinstein functional maximizers. Here M = Rn and
W (u) is as in (1.0.29). We obtain a maximizer u ∈ H1π(R
n) under hypotheses as in
the setting of finding Fλ-minimizers.
Section 2.4 derives ordinary differential equations associated to vortex standing
waves obtained in Sections 2.1–2.3. Results here also lead to “positivity” results
for the standing waves, restricted to a ray in M , upon multiplying by a constant,
at least under certain conditions on the space V0.
2.1. Fλ-minimizers. We take M to be a complete, n-dimensional, Riemannian
manifold (possibly with boundary), with rotational symmetry, as defined above.
We make the hypotheses (2.0.11)–(2.0.12) and define Fλ(u) and Jp(u) as in (2.0.9)-
(2.0.10). Hypothesis (2.0.11) implies
(2.1.1) Fλ(u) ≈ ‖u‖
2
H1(M).
The Sobolev embedding theorem together with the Rellich theorem implies
(2.1.2) H1(M) →֒ Lq(Ω), compactly, ∀ q ∈
[
2,
2n
n− 2
)
,
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given Ω ⊂ M relatively compact. If M is as in (2.0.4)-(2.0.5) and I is [1,∞) or
(−∞,∞), then, just as in the familiar case of radial functions,
(2.1.3) H1π(M) →֒ L
q(Ω), compactly, ∀ q ∈ [2,∞) ,
for such Ω. Note that if p satisfies (2.0.12), then q = p+1 satisfies (2.1.2) or (2.1.3).
We fix β and the representations π of G on V , and set
(2.1.4) I(β, π) = inf{Fλ(u) : u ∈ H
1
π(M), Jp(u) = β}.
In order to know that I(β, π) > 0, we need to supplement (2.1.2) with a global
estimate in Lq(M). We need this, not for all u ∈ H1(M,V ), just for all u ∈ H1π(M).
The following observation will prove useful.
Given u ∈ H1(M,V ), set w = |u|, using the V -norm. There is the classical
(elementary) inequality:
(2.1.5) w = |u| =⇒ |∇w| 6 |∇u|,
valid for any inner product space V . Now,
(2.1.6) u ∈ H1π(M) =⇒ w = |u| ∈ H
1
r (M), ‖w‖H1 6 ‖u‖H1 ,
where H1r (M) consists of radial functions on M (the case H
1
π where π is the trivial
representation). In light of this, the following is the key to success. Recalling
(2.0.1)–(2.0.6), let us set
(2.1.7) MR = {x ∈M : |r| > R}.
Lemma 2.1.1. Assume that A(r) in (2.0.6) satisfies either
(2.1.8)
∫
|r|>1
dr
A(r)
<∞,
or
(2.1.9) lim
|r|→∞
A(r) =∞, and sup
|r|>1
∣∣∣∣A′(r)A(r)
∣∣∣∣ <∞.
Then,
(2.1.10)
w ∈ H1r (M) =⇒ w|M1 ∈ C(M1), and
lim
|r|→∞
|w(r)| = 0.
Remark 2.1.2. By (2.0.7) and (2.0.8), (2.1.8) holds for Rn whenever n > 3 and
for Hn whenever n > 2, and (2.1.9) holds for both Rn and Hn whenever n > 2.
The implication (2.1.10) was proven for M = Rn in [31] (see also [4]) and it was
proven for M = Hn in [10]. The proof here for Lemma 2.1.1 is a variation of these
arguments.
To prove Lemma 2.1.1, it suffices to establish (2.1.10) assuming w is smooth, non-
negative, and that w = 0 for |r| 6 1. For simplicity, we assume r runs over [0,∞)
as in (2.0.1).
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Set B(r) = (A(r))1/2 . Then,
d
dr
(
A(r)w2
)
= 2
d
dr
(
B(r)w
)
B(r)w
6
[
d
dr
(B(r)w)
]2
+ (B(r)w)
2
(2.1.11)
=
[
B(r)
dw
dr
+B′(r)w
]2
+ (B(r)w)2
6 2A(r)
(
dw
dr
)2
+ 2B′(r)2w2 +A(r)w2 ,
the last inequality by (a+ b)2 6 2a2 + 2b2. Now,
(2.1.12)
B(r) = A(r)1/2 ⇒ B′(r) =
1
2
A(r)−1/2A′(r)
⇒ 2B′(r)2 =
1
2
A(r)−1A′(r)2,
so
(2.1.13)
d
dr
(
A(r)w2
)
6 2A(r)
(
dw
dr
)2
+A(r)
[
1 +
(
A′(r)
A(r)
)2]
w2.
Hence, given w(1) = 0, we have for r > 1
(2.1.14) A(r)w(r)2 6 2
∫
M1
|∇w|2Vol +
∫
M1
[
1 +
(
A′(r)
A(r)
)2]
|w|2dVol.
This shows that (2.1.9) implies (2.1.10).
Whether or not (2.1.8) and (2.1.9) hold, A(r) is smooth and positive for r 6= 0,
so w ∈ H1r (M) ⇒ w|M1 ∈ C(M1). We now seek to prove the estimate (2.1.10)
under the hypothesis (2.1.8). Let us assume R > 2 and set
(2.1.15) wR(r) = χR(r)w(r),
where χR(r) = 0 for |r| 6 R − 1, 1 for |r| > R, and χR has Lipschitz constant 1.
Then,
(2.1.16)
‖w‖L∞(MR) 6
∫ ∞
R−1
|w′R(r)|dr,
=
∫ ∞
R−1
|w′R(r)|A(r)
1/2A(r)−1/2dr
6 η(R)‖w‖H1(M),
by Cauchy’s inequality, where
(2.1.17) η(R) =
(∫ ∞
R−1
dr
A(r)
)1/2
.
Hypothesis (2.1.8) implies η(R) → 0 as R → ∞, again yielding (2.1.10). This
proves Lemma 2.1.1.
Let us write the estimate (2.1.14) as
(2.1.18) ‖w‖L∞(MR) 6 η(R)‖w‖H1(M),
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for w ∈ H1r (M), under hypothesis (2.1.9), where now
(2.1.19) η(R) = sup
|r|>R
CA(r)−1/2.
Putting together what we have observed, we see that if (2.1.8) or (2.1.9) holds,
then
u ∈ H1π(M)⇒ u|M1 ∈ L
2(M1) ∩ L
∞(M1)(2.1.20)
⇒ u|M1 ∈ L
q(M1), ∀q ∈ [2,∞],
the latter implication by interpolation. Also, if 2 < q <∞,∫
MR
|u|q dVol 6 ‖u‖q−2L∞(MR)
∫
MR
|u|2 dVol(2.1.21)
6 η(R)q−2‖u‖qH1 ,
where η(R) is given by (2.1.17) if (2.1.8) holds and (2.1.19) if (2.1.9) holds. Also,
recalling (2.1.2), we have
u ∈ H1π(M)⇒ u ∈ L
q(M), ∀q ∈
[
2,
2n
n− 2
)
(2.1.22)
⇒ u ∈ Lp+1(M), ∀p ∈
(
1,
n+ 2
n− 2
)
.
Consequently, I(β, π), defined in (2.0.19), is positive.
Let us now take a sequence (uν),
(2.1.23) uν ∈ H
1
π(M), ‖uν‖
p+1
Lp+1 = β, Fλ 6 I(β, π) +
1
ν
.
Passing to a subsequence, which we continue to denote (uν), we have
(2.1.24) uν → u ∈ H
1
π(M), converging weakly.
By (2.1.13),
(2.1.25) uν → u in L
p+1(M \MR)-norm, ∀R <∞,
as long as p satisfies (2.0.12). If (2.1.8) or (2.1.9) holds, we have from this and
(2.1.21) that
(2.1.26) uν → u in L
p+1(M)-norm,
hence
(2.1.27) Jp(u) = β.
It follows that
(2.1.28) Fλ(u) > I(β, π).
On the other hand, (2.1.24) and (2.1.1) imply
(2.1.29) Fλ(u) 6 I(β, π).
Hence, u is the desired minimizer and we have the following result.
Proposition 2.1.3. To the hypotheses made at the beginning of this section, add
that either (2.1.8) or (2.1.9) hold. Then the sequence (uν) in (2.1.23) has a subse-
quence that converges in H1-norm to a limit u ∈ H1π(M) that achieves the minimum
in (2.0.19).
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2.2. Energy Minimizers. As in Section 2.1, we take M to be a complete, n-
dimensional, Riemannian manifold, possibly with boundary, with rotational sym-
metry. We desire to minimize the energy
(2.2.1) E(u) =
1
2
‖∇u‖2L2 −
1
p+ 1
∫
M
|u|p+1 dVol
over H1π(M), subject to the constraint
(2.2.2) Q(u) = ‖u‖2L2 = β,
with β ∈ (0,∞). That is, we seek u achieving
(2.2.3) E(β, π) = inf{E(u) : u ∈ H1π(M), Q(u) = β}.
As for the constraint on p, instead of (2.0.12), we assume the following depending
upon the nature of M , given as in (2.0.1)–(2.0.3):
(2.2.4)
1 < p < 1 +
4
n
, if I = [0,∞),
1 < p <∞, if I = [1,∞) or (−∞,∞).
We also assume
(2.2.5) A(r) in (2.0.6) satisfies either (2.1.8) or (2.1.9).
Since the constraints on p here are at least as strict as in Section 2.1, Lemma 2.1.1
applies, and in concert with (2.1.5) and the arguments involving (2.1.20)–(2.1.22),
we have
(2.2.6) H1π(M) →֒ L
p+1(M) is compact,
as long as (2.2.4) holds. Also, in the case I = [0,∞), we have the Gagliardo-
Nirenberg inequality
(2.2.7) ‖u‖Lp+1 6 Cπ‖u‖
1−γ
L2 ‖u‖
γ
H1π
, ∀u ∈ H1π(M),
where
(2.2.8) γ =
n
2
−
n
p+ 1
.
Note that (2.2.7) is a consequence of
(2.2.9) H1π(M) ⊂ L
2+4/(n−2)(M),
if n > 3. Given the constraint on p in the first part of (2.2.4), where I = [0,∞),
(2.2.10) γ(p+ 1) < 2.
In case I = [1,∞) or (−∞,∞), we have H1π(M) ⊂ L
∞(M), and hence (2.2.7) holds
for all γ ∈ (0, 1), so for every p ∈ (1,∞), we can pick γ ∈ (0, 1) such that (2.2.7)
and (2.2.10) hold. As a result, we have
‖u‖2H1 = E(u) +
1
p+ 1
‖u‖p+1Lp+1 +Q(u)(2.2.11)
6 E(u) + C˜Q(u)(p+1)(1−γ)/2‖u‖
γ(p+1)
H1 +Q(u)
for all u ∈ H1π(M), which gives a priori bounds on ‖u‖H1 in terms of bounds on
E(u) and Q(u), thanks to (2.2.10). For E(β, π) as in (2.2.3), the a priori bounds in
(2.2.11) show that for each β ∈ (0, 1),
(2.2.12) E(β, π) > −∞.
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Having (2.2.12), we choose a minimizing sequence (uν) such that
(2.2.13) uν ∈ H
1
π(M), ‖uν‖
2
L2 ≡ β, E(uν) 6 E(β, π) +
1
ν
.
In addition, we have the uniform upper bound
(2.2.14) ‖uν‖H1 6 K <∞.
Hence, passing to a subsequence, which we continue to denote (uν), we have
(2.2.15) uν → u weak
∗ in H1π(M).
Hence, by (2.2.6) we have
(2.2.16) uν → u in L
p+1(M).
We can actually say a bit more. Namely, (2.2.6) extends to
(2.2.17) H1π(M) →֒ L
q(M) is compact, ∀ q ∈ (2, p+ 1].
Hence, (2.2.15) gives
(2.2.18) uν → u in L
q(M), ∀ q ∈ (2, p+ 1].
We also want to complement this with the following result:
(2.2.19) uν → u in norm, in L
2(M).
Desirable consequences of (2.2.19) arise as follows. First, (2.2.15) implies
(2.2.20) ‖∇u‖L2 6 lim inf
ν→∞
‖∇uν‖L2,
hence, by (2.2.16), (2.2.1) and (2.2.13),
(2.2.21) E(u) 6 lim inf
ν→∞
E(uν) = E(β, π).
Hence, given (2.2.19), we have ‖u‖2L2 = β, so by definition (2.2.3), E(u) > E(β, π).
Comparison with (2.2.21) gives
(2.2.22) E(u) = E(β, π), u ∈ H1π(M), Q(u) = β,
and hence we have the desired energy minimizer. The result (2.2.22) also gives
(2.2.23) ‖u‖H1 = lim
ν→∞
‖uν‖H1 ,
which in conjunction with (2.2.15) gives
(2.2.24) uν → u in H
1
π(M).
Thus, we are left with establishing (2.2.19). To do this, we use the concentration-
compactness method of P.-L. Lions [25]. As we are working on spaces that are not
necessarily Euclidean, we use the formulation from [10], Appendix A.1, which we
recall here for convenience.
Lemma 2.2.1. Let X be a metric space and {µν} a sequence of positive measures
on X, each with fixed mass β > 0. Then, possibly passing to a subsequence, one of
the following three cases holds:
(1) Vanishing: If BR(y) = {x ∈ X : dist(x, y) 6 R}, then for all R ∈ (0,∞),
(2.2.25) lim
ν→∞
sup
y∈M
µν(BR(y)) = 0.
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(2) Concentration: There is a sequence {yν} ⊂ X with the property that for
each ǫ > 0, there exists R(ǫ) <∞ such that
(2.2.26) µν(BR(ǫ)(yν)) > β − ǫ.
(3) Splitting: There exists α ∈ (0, β) with the following properties. For each
ǫ > 0, there exists ν0 > 1 and sets E
♯
ν , E
b
ν ⊂ X such that
(2.2.27) dist(E♯ν , E
b
ν)→∞ as ν →∞,
and
(2.2.28)
∣∣µν(E♯ν)− α∣∣ < ǫ, ∣∣µν(Ebν)− (β − α)∣∣ < ǫ, ∀ ν > ν0.
Remark 2.2.2. In (2.2.26), R(ǫ) is independent of ν and {yν} is independent of ǫ.
We apply this lemma to the setting where X = M is a complete, Riemannian
manifold with rotational symmetry as defined above, and the measures (µν) are
given by
(2.2.29) µν(E) =
∫
E
|uν |
2dVol.
We will impose one additional condition on M , namely that
(2.2.30) M has bounded geometry.
In such a case, we have the following
Lemma 2.2.3. Assuming {uν} is a bounded sequence in H1(M) and
(2.2.31) lim
ν→∞
sup
y∈M
∫
BR(y)
|uν|
2 dVol = 0, for some R > 0.
Then,
(2.2.32) 2 < r <
2n
n− 2
=⇒ ‖uν‖Lr(M) → 0.
As noted in [10], this is a special case of Lemma I.1 on page 231 of [26]. In [26]
this lemma was established for M = Rn, but the only two geometrical properties
used in the proof there are the existence of Sobolev embeddings on balls of radius
R > 0 and the fact that there exists m > 0 such that Rn has a covering by balls of
radius R in such a way that each point is contained in at most m balls. These two
properties hold on every Riemannian manifold with C∞ bounded geometry. See
[10] for details.
Our next goal is to rule out the property of Alternative (1) (Vanishing) from
Lemma 2.2.1. To achieve this, we require one further hypothesis:
(2.2.33) E(β, π) < 0,
or equivalently, we assume there exists ϕ ∈ H1π(M) such that Q(ϕ) = β and
E(ϕ) < 0. Note that if we pick ϕ1 ∈ H1π(M) such that Q(ϕ1) = 1 and set
ϕβ = β
1/2ϕ1, then Q(ϕβ) = β and
(2.2.34) E(ϕβ) =
β
2
‖∇ϕ1‖
2
L2 −
β(p+1)/2
p+ 1
∫
M
|ϕ1|
p+1 dVol,
which tends to −∞ as β →∞. Hence,
(2.2.35) lim
β→∞
E(β, π) = −∞,
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so (2.2.33) holds when β is sufficiently large. Now, we are prepared to rule out
vanishing.
Lemma 2.2.4. Under the assumptions on M and E(β, π) above, if {uν} ⊂ H
1
π(M)
is an energy minimizing sequence, as in (2.2.13), then vanishing as in (2.2.25)
cannot occur.
Proof. Assume (2.2.25) does not occur. Then, Lemma 2.2.3 gives
(2.2.36) ‖uν‖Lr → 0, ∀ r ∈
(
2,
2n
n− 2
)
.
Then, (2.2.18) implies u = 0, which implies
(2.2.37) ‖uν‖Lp+1 → 0
by (2.2.16). However, (2.2.37) and (2.2.13) imply
(2.2.38)
1
2
‖∇u‖2L2 → E(β, π),
which is impossible given assumption (2.2.33). 
Next, we wish to rule out alternative (3) (splitting) in Lemma 2.2.1. Following
the methods in [25, 26], we proceed via the following subadditivity result.
Lemma 2.2.5. Under the assumptions of Lemma 2.2.4, if 0 < η < β, then
(2.2.39) E(β, π) < E(β − η, π) + E(η, π).
Proof. The proof here is identical to that in [10], Proposition 3.1.3.

We mention parenthetically that the proof of Lemma 2.2.5 does not need either
E(β − η, π) < 0 or E(η, π) < 0.
Lemma 2.2.6. In the setting of Lemma 2.2.5, if {uν} ⊂ H1π(M) is an energy
minimizing sequence as in (2.2.13), then splitting as in (2.2.27)-(2.2.28) with µν as
in (2.2.29) cannot occur.
Proof. Assume splitting does occur, in other words (2.2.27)-(2.2.28) hold, with µν
as in (2.2.29). We can assume that E♯ν and E
b
ν are invariant under the action of G.
Choose ǫ > 0 sufficiently small such that
(2.2.40) E(β, π) < E(α, π) + E(β − α, π)− C1ǫ,
where C1 > 0 is a sufficiently large constant to be fixed later. Since ‖uν‖H1(M)
and ‖uν‖Lp+1(M) are uniformly bounded, it follows from (2.2.27) that there exists
ν1 such that ν > ν1 implies
(2.2.41)
∫
Sν
|uν |
2 dVol +
∫
Sν
|∇u|2 dVol +
∫
Sν
|uν |
p+1 dVol < ǫ,
where Sν is a set of the form
(2.2.42) Sν = {x ∈M : dν < dist(x,E
♯
ν ) 6 dν + 2} ⊂M \ (E
♯
ν ∪E
b
ν),
for some dν > 0. In other words,
(2.2.43) Sν = E˜ν(dν + 2) \ E˜ν(dν),
where
(2.2.44) E˜ν(r) = {x ∈M : dist(x,E
♯
ν) 6 r}.
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Now, define functions χ♯ν and χ
b
ν by
χ♯ν = 1, if x ∈ E˜ν(dν),
= 1− dist(x, E˜ν(dν)), if x ∈ E˜ν(dν + 1),(2.2.45)
= 0, if x /∈ E˜ν(dν + 2),
and
χbν = 0, if x ∈ E˜ν(dν + 1),
= dist(x, E˜ν(dν + 1)), if x ∈ E˜ν(dν + 2),(2.2.46)
= 1, if x /∈ E˜ν(dν + 2).
These functions are both Lipschitz with Lipschitz constant 1 and almost disjoint
supports. Also, they are invariant under the action of G. Set
(2.2.47) u♯ν = χ
♯
νuν , u
b
ν = χ
b
νuν ∈ H
1
π(M).
Note that
(2.2.48) Q(u♯ν) = αν , Q(u
b
ν) = βν − αν ,
with
(2.2.49) |α− αν | < 2ǫ, |(β − α)− (βν − αν)| < 2ǫ.
Also,
(2.2.50) E(u♯ν + u
b
ν) = E(u
♯
ν) + E(u
b
ν).
Meanwhile,
(2.2.51)
∫
M
(
|uν |
p+1 − (|u♯ν |
p+1 + |ubν |
p+1)
)
dVol 6
∫
Sν
|uν |
p+1 dVol < ǫ,
and, since ∇u♯ν = χ
♯
ν∇uν + (∇χ
♯
ν)uν , with a similar identity for ∇u
b
ν , we have
(2.2.52)
∫
M
(
|∇uν |
2 − (|∇u♯ν |
2 + |∇ubν |
2
)
dVol
6
∫
Sν
|∇uν |
2dVol +
∫
Sν
|uν |
2dVol < 2ǫ.
Hence,
(2.2.53) |E(uν)− E(u
♯
ν + u
b
ν)| < 3ǫ.
These estimates given, in the limit ν →∞,
(2.2.54) E(β, π) > E(α, π) + E(β − α, π)− C1ǫ.
This leads to a contradiction of (2.2.40) and proves Lemma 2.2.6.

Then, we have the following concentration result
Corollary 2.2.7. In the setting of Lemma 2.2.4, there is a sequence {yν} ⊂ M
with the property that for each ǫ > 0, there exists R(ǫ) <∞ such that
(2.2.55)
∫
M\BR(ǫ)(yν)
|uν |
2 dVol < ǫ.
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Again, we emphasize that {yν} is independent of ǫ, and R(ǫ) is independent of
ν.
To proceed from concentration to compactness, we use the symmetry condition
uν ∈ H1π(M)⇒ |uν | ∈ H
1
r (M), and we bring in the following hypothesis:
(2.2.56) diamSρ →∞ as |ρ| → ∞,
where Sρ denotes the set of points x ∈ M of the form x = (ρ, ω), given M of the
form (2.0.1)–(2.0.3). (We will say r(x) = ρ). Note that (2.2.56) follows from (2.1.9),
but not necessarily from (2.1.8) (though it might follow from (2.1.8) together with
(2.2.30)).
Lemma 2.2.8. In the setting of Corollary 2.2.7, add hypothesis (2.2.56). Then
there exists R0 <∞ such that
(2.2.57) |r(yν)| 6 R0, ∀ν.
Proof. Take ǫ0 < β/2 and then take R0 so large that
(2.2.58) ρ > R0 ⇒ diamSρ > 2R(ǫ0).
If |r(yν)| > R0, take g ∈ G such that y′ν = g · yν satisfies dist(y
′
ν) > 2R(ǫ0), so
(2.2.59) BR(ǫ0)(y
′
ν) ∩BR(ǫ0)(yν) = ∅.
Now, the identity
(2.2.60)
∫
BR(ǫ0)(yν)
|uν |
2 dVol =
∫
BR(ǫ0)(y
′
ν)
|uν|
2 dVol
contradicts (2.2.55). Thus, (2.2.58) must hold. 
Corollary 2.2.9. In the setting of Lemma 2.2.8, for each ǫ > 0 there exists a
compact K(ǫ) ⊂M such that
(2.2.61)
∫
M\K(ǫ)
|uν |
2 dVol < ǫ, ∀ ν.
Now, we can state the main result of this section.
Proposition 2.2.10. Under the hypotheses of Lemma 2.2.8, the sequence {uν} ⊂
H1π(M) in (2.2.13) has a subsequence that converges in H
1
π norm to u ∈ H
1
π(M)
satisfying Q(u) = β and E(u) = E(β, π).
Proof. It suffices at this point to show that (uν) has a subsequence (continued to
be called (uν)) that converges in L
2-norm. In view of (2.2.15)-(2.2.18), the desired
L2 convergence is a simple consequence of Corollary 2.2.9. 
Such a minimizer satisfies the PDE (1.0.3). In fact, complementing (1.0.3), we
have for u ∈ H1π(M),
d
dτ
E(u+ τψ)
∣∣∣
τ=0
= Re (−∆u− |u|p−1u, ψ),(2.2.62)
d
dτ
Q(u+ τψ)
∣∣∣
τ=0
= 2Re (u, ψ).(2.2.63)
Hence, given a constrained minimizer u ∈ H1π(M) produced by Proposition 2.2.10,
then
(2.2.64) ψ ∈ H1π(M), Re (u, ψ) = 0⇒ Re (∆u + |u|
p−1u, ψ) = 0,
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and it follows that there exists λ ∈ R such that ∆u+ |u|p−1u = λu, or equivalently
(2.2.65) −∆u+ λu = |u|p−1u.
2.3. Weinstein Functional Maximizers. Here we takeM = Rn and G ⊂ SO(n)
a group acting transitively on the unit sphere Sn−1. Given a unitary representation
π of G on V , we define H1π(R
n) as in (1.0.14). We seek to maximize
(2.3.1) W (u) =
‖u‖p+1Lp+1
‖u‖αL2‖∇u‖
β
L2
,
over non-zero u ∈ H1π(R
n), given
(2.3.2) α = 2−
(n− 2)(p− 1)
2
, β =
n(p− 1)
2
,
assuming p satisfies
(2.3.3) 1 < p <
n+ 2
n− 2
.
Note that in such a case,
(2.3.4) α, β > 0, α+ β = p+ 1.
The supremum
(2.3.5) W(π) = sup{W (u) : 0 6= u ∈ H1π(R
n)}
is the best constant in the Gagliardo-Nirenberg inequality
(2.3.6) ‖u‖p+1Lp+1 6W(π)‖u‖
α
L2‖∇u‖
β
L2, u ∈ H
1
π(R
n).
That there exists W˜ < ∞ such that ‖u‖p+1Lp+1 6 W˜‖u‖
α
L2‖∇u‖
β
L2 follows from the
classical Gagliardo-Nirenberg inequality. It follows that (2.3.5) exists and is finite,
for each finite-dimensional unitary representation π of G. We aim to show that
such a supremum is obtained.
To proceed, take uν ∈ H1π(R
n) such that W (uν) → W(π). We follow the stan-
dard argument in the radial case and use the fact that W (u) is invariant under
u→ au and u(x)→ u(bx) to impose the normalization
(2.3.7) ‖uν‖L2 = 1, ‖∇uν‖L2 = 1,
so
(2.3.8) ‖uν‖Lp+1 →W(π)
1/(p+1).
If we pass to a subsequence such that uν → u, weak
∗ in H1π(R
n), results from
Section 2.1 yield uν → u in norm in Lp+1(Rn). Also, ‖u‖L2 6 1 and ‖∇u‖L2 6 1,
so
(2.3.9) W (u) >W(π).
This yields W (u) = W(π) (hence ‖u‖L2 = ‖∇u‖L2 = 1, and therefore uν → u in
norm in H1π(R
n)). We have the desired maximizer. We summarize.
Proposition 2.3.1. Given (2.3.3), there exists a nonzero u ∈ H1π(R
n) maximizing
W (u) in (2.3.5), so
(2.3.10) W (u) =W(π).
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A computation of
(2.3.11)
d
dτ
W (u+ τv)
∣∣∣
τ=0
=
(N(u), v)
‖u‖2αL2‖∇u‖
2β
L2
shows that such a maximizer u solves the equation
(2.3.12) ∆u− λu +K|u|p−1u = 0,
with
(2.3.13) λ =
α
β
‖∇u‖2L2
‖u‖2L2
, K =
p+ 1
β
‖∇u‖2L2
‖u‖p+1Lp+1
,
hence, with the normalization (2.3.7),
(2.3.14) λ =
α
β
, K =
p+ 1
βW(π)
.
We next examine the dependence of W(π) on the representation π of G on V ,
and establish a certain monotonicity property. Let us assume that
(2.3.15) π is irreducible and dim V0 = 1.
See Appendices A.1–A.2 for results on when (2.3.15) holds. In such a case, pick a
unit spanning vector π ∈ V0. Then
(2.3.16) u(rg · p0) = ψ(r)π(g)ϕ, ψ : R
+ → C.
We have
(2.3.17) u0(x) = ϕ(r), r = |x| =⇒ u0 ∈ H
1
r (R
n),
and
(2.3.18) ‖u‖L2 = ‖u0‖L2 , ‖u‖Lp+1 = ‖u0‖Lp+1.
To compare ‖∇u‖L2 with ‖∇u0‖L2 , note that
(2.3.19) ‖∇u0‖
2
L2 = −(∆u, u)
and
(2.3.20) ∆u = ∂2ru+
n− 1
r
∂ru+
1
r2
∆Su.
We preview a result that will be discussed in more detail in Section 2.4, namely
that under the hypotheses (2.3.15)–(2.3.16),
(2.3.21) ∆Su = −µ
2
πu, µ
2
π ∈ R
+.
Hence,
(2.3.22)
‖∇u‖2L2 = −(∆u, u)
= ‖∇u0‖
2
L2 + µ
2
π
∥∥∥∥u0|x|
∥∥∥∥2
L2
.
It follows that
(2.3.23)
1
W(π)
= inf
{
‖u‖αL2‖∇u‖
β
L2
‖u‖p+1Lp+1
: 0 6= u ∈ H1π(R
n)
}
= inf
{
‖u0‖αL2(‖∇u0‖
2
L2 + µ
2
π‖u0/|x|‖
2
L2)
β/2
‖u0‖
p+1
Lp+1
: u0 ∈ H
1
r (R
n)
}
.
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The right side of (2.3.23) is clearly a monotone increasing function of µ2π. We have
the following conclusion.
Proposition 2.3.2. Given p as in (2.3.3), W(π) as in (2.3.5), if π1 and π2 are
two representations of G satisfying (2.3.15), then
(2.3.24) µ2π2 > µ
2
π1 =⇒W(π2) <W(π1).
This extends Corollary 16 of [15], which deals with 2D vortices. We note paren-
thetically the π-dependence in
(2.3.25)
I(β, π) = inf
{
Fλ(u) : u ∈ H
1
π(R
n), Jp(u) = β
}
= inf
{
Fλ(u0) + µ
2
π
∥∥∥ u0
|x|
∥∥∥2
L2
: u0 ∈ H
1
r (R
n), Jp(u0) = β
}
,
and
(2.3.26)
E(β, π) = inf
{
E(u) : u ∈ H1π(R
n), ‖u‖2L2 = β
}
= inf
{
E(u0) +
µ2π
2
∥∥∥ u0
|x|
∥∥∥2
L2
: u0 ∈ H
1
r (R
n), ‖u0‖
2
L2 = β
}
.
It follows that, for fixed β, λ, and appropriate bounds on p,
(2.3.27) µ2π2 > µ
2
π1 =⇒ I(β, π2) > I(β, π1) and E(β, π2) > E(β, π1).
For more on this, in a more general context, see Section 4.2.
2.4. ODE for vortex standing waves. We start with
(2.4.1) M = Rn, with the standard flat metric,
and as in (1.0.14), take
(2.4.2) H1π(M) = {u ∈ H
1(M,V ) : u(gx) = π(g)u(x), ∀x ∈M, g ∈ G},
where G ⊂ SO(n) is a Lie group acting transitively on Sn−1 as a group of isometries
and π is a unitary representation of G on a finite-dimensional inner-product space
V . Later in this subsection we consider more general M . The Laplace operator on
Rn has the form
(2.4.3) ∆u = ∂2ru+
n− 1
r
∂ru+
1
r2
∆Su,
where ∆S is the Laplace-Beltrami operator on the sphere S
n−1, with its standard
metric. Thus the PDE
(2.4.4) −∆u+ λu − |u|p−1u = 0,
solved by an Fλ-minimizer, an energy minimizer, or a Weinstein functional maxi-
mizer, takes the form
(2.4.5) ∂2ru+
n− 1
r
∂ru+
1
r2
∆Su− λu+ |u|
p−1u = 0.
We want to reduce this to an ODE and make some observations.
We proceed as follows. An element u ∈ H1π(M) is uniquely specified as
(2.4.6) u(r, g · p0) = π(g)v(r),
with
(2.4.7) v : R+ → V0 = {ϕ ∈ V : π(k)ϕ = ϕ, ∀k ∈ K},
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where p0 ∈ Sn−1 is chosen, and K is the subgroup of G fixing p0. Let us assume
(2.4.8) π acts irreducibly on V, and V0 6= 0.
We know that (up to unitary equivalence), V is a linear subspace of L2(Sn−1) and
π acts as the regular representation
(2.4.9) R(g)f(x) = f(g−1x), g ∈ G.
In particular, π commutes with the action of the Laplace-Beltrami operator ∆S, so
(2.4.10) f ∈ V =⇒ ∆Sf = −µ
2
πf, µ
2
π ∈ R
+.
Thus, (2.4.3) yields the ODE
(2.4.11) v′′(r) +
n− 1
r
v′(r)−
µ2π
r2
v(r) + |v(r)|p−1v(r) = 0.
This is a second order, nonlinear, k × k system, with k = dimV0.
Let us now assume
(2.4.12) dim V0 = 1,
which is frequently (but not always) the case. Then, (2.4.11) is a scalar equation.
That is, we can pick a unit vector ϕ ∈ V0, spanning V0, and write
(2.4.13) v(r) = ψ(r)ϕ, ψ : R+ → C,
and (2.4.11) becomes
(2.4.14) ψ′′(r) +
n− 1
r
ψ′ −
µ2π
r2
ψ − λψ + |ψ|p−1ψ = 0.
Note that if ψ(r) satisfies (2.4.14) and θ ∈ R, then eiθψ(r) also solves (2.4.14).
Hence, ψ(1) can be taken to be real. If ψ′(1) is also real, then the solution is
real by ODE uniqueness theory. If ψ′(1) is not real (and ψ(0) ∈ R \ {0}) then
the solution cannot be so modified to be real. We show that if u solves (2.4.4) by
virtue of being a Fλ-minimizer (or an energy minimizer or a Weinstein functional
maximizer) then ψ can be arranged to be real. To see this, use (2.4.6) and (2.4.13),
i.e.,
(2.4.15) u(r, g · p0) = ψ(r)π(g)ϕ,
to define the map u→ u♯ on H1π(M):
(2.4.16) u♯(r, g · p0) = |ψ(r)|π(g)ϕ.
It is apparent that, for a.e. x ∈M ,
(2.4.17) |u♯(x)| = |u(x)|, |∇u♯(x)| 6 |∇u(x)|.
Hence,
(2.4.18) ‖u♯‖L2 = ‖u‖L2, ‖u
♯‖Lp+1 = ‖u‖Lp+1, ‖∇u
♯‖L2 6 ‖∇u‖L2,
so if u ∈ H1π(M) is an Fλ-minimizer (resp., energy minimizer, etc.) so is u
♯. Hence,
u♯ solves (2.4.4) and is real valued, in fact > 0. More precisely,
(2.4.19) ψ♯ > 0 on (0,∞).
In fact, if r0 ∈ (0,∞) and ψ♯(r0) = 0, then ψ♯ achieves a minimum at r0, so
∂rψ
♯(r0) = 0. Then, uniqueness for solutions to (2.4.14) would force ψ
♯ ≡ 0. Of
VORTICES 21
course, when u ∈ H1π(M) is continuous and π satisfies (2.4.8) and is not the trivial
representation, u♯(0) = 0 and hence
(2.4.20) ψ♯(0) = 0.
As noted above, after multiplying u by a constant eiθ, we can arrange that
(2.4.15) holds with ψ(1) > 0 (now that we know that ψ(1) 6= 0). With ψ♯ and u♯
as above, we see that if ψ is not real for all r ∈ R+, then
(2.4.21)
∫
M
|∂ru|
2 dVol >
∫
M
|∂ru
♯|2 dVol,
hence
‖∇u‖2L2 > ‖∇u
♯‖2L2.
Since this contradicts the minimizing property of u, we have the following.
Proposition 2.4.1. Take M = Rn and assume (2.4.8) and (2.4.12) hold. Let
u ∈ H1π(M) be an Fλ-minimizer solving (2.4.4) (or an energy minimizer, etc.)
under appropriate hypotheses on p. Take a unit ϕ ∈ V0, so (2.4.15) holds. Then
there exists a constant eiθ such that if u is replaced by eiθu (relabeled u), we have
ψ > 0 on (0,∞).
Moving on, let us replace the irreducibility hypothesis (2.4.8) by
π = π1 ⊕ · · · ⊕ πk, πj irreducible on Vj ⊂ V,(2.4.22)
Vj0 6= 0, ∀j, µπ1 = · · · = µπk =: µπ.
Then we continue to get the ODE (2.4.14), with u and v related by (2.4.15). Next,
we replace (2.4.12) by
(2.4.23) v(r0) and v
′(r0) ∈ V0 are linearly dependent,
for some r0 ∈ (0,∞). Note that V0 = V10 ⊕ · · · ⊕ Vk0; we are not assuming
dimVj0 = 1. It follows from (2.4.23) that there exists a unit ϕ ∈ V0 such that v(r0)
and v′(r0) are scalar multiples of ϕ. The scalar nature of (2.4.11) then implies that
v(r) has the form (2.4.13) for all r ∈ R+, with ψ satisfying (2.4.14). From here,
the rest of the argument yielding Proposition 2.4.1 applies. We have the following.
Proposition 2.4.2. Take M = Rn and assume (2.4.22) and (2.4.23) hold. Let
u ∈ H1π(M) be an Fλ-minimizer solving (2.4.4) (or an energy minimizer, etc.)
under appropriate hypotheses on p. Then there exists ϕ ∈ V0 such that (2.4.15)
holds, and there exists a constant eiθ such that if u is replaced by eiθu (relabeled u),
we have ψ > 0 on (0,∞).
Corollary 2.4.3. Take M = Rn and assume (2.4.22) holds. Let u ∈ H1π(M) be
an Fλ-minimizer solving (2.4.4) (or an energy minimizer, etc.), under appropriate
hypotheses on p. Then u cannot vanish anywhere on Rn \ {0}.
Proof. If x 6= 0 and u(x) = 0, then v(r0) = 0 for r0 = |x|, so (2.4.23) holds. Hence,
Proposition 2.4.2 applies, yielding a contradiction.

Open Question 2.4.4. With or without hypothesis (2.4.8) or (2.4.22), for a solu-
tion u ∈ H1π(R
n) to (2.4.4), obtained as an Fλ-minimizer(or an energy minimizer,
etc.) under appropriate hypotheses on p, and with v as in (2.4.6), is it possible for
v(r0) and v
′(r0) to be linearly independent?
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We move on to more general Riemannian manifolds with rotational symmetry,
as in (2.0.1)–(2.0.3), with metric tensor as in (2.0.5), i.e.,
(2.4.24) g =
(
1
h(r)
)
.
We have, in place of (2.4.3),
(2.4.25) ∆u = γ−1/2∂j(γ
1/2gjk∂ku),
with
(2.4.26) γ = det g = deth.
Consequently,
(2.4.27) ∆u = ∂2ru+ γ
−1/2(∂rγ
1/2)∂ru+∆h(r)u.
Note that if M = Rn with its standard metric, then h(r) = r2h(1), so γ =
r2(n−1) det h(1), and hence γ−1/2(∂rγ
1/2) = (n − 1)/r, as in (2.4.3). More gen-
erally, since (det h(r))1/2 is the area density of Sn−1 with metric tensor h(r), we
have
(2.4.28) γ−1/2(∂rγ
1/2) =
A′(r)
A(r)
,
where A(r) is the (n − 1)-dimensional area of Sn−1 with metric tensor h(r), as in
(2.0.6). Thus, we have
(2.4.29) ∆u = ∂2ru+
A′(r)
A(r)
∂ru+∆h(r)u.
By (2.1.8),
(2.4.30)
A′(r)
A(r)
= (n− 1)
cosh r
sinh r
, if M = Hn.
The sphere Sn−1 has only one metric tensor invariant under SO(n), up to a
constant factor, so if G = SO(n), we must have
(2.4.31) h(r) = σ(r)2hS, σ : I → (0,∞),
where I is (0,∞), [1,∞) or (−∞,∞), and hS is the standard metric on the unit
sphere in Rn. Note that
(2.4.32) A(r) = σ(r)n−1An,
so A′(r)/A(r) = (n− 1)σ′(r)/σ(r). Also,
(2.4.33) ∆h(r) =
1
σ(r)2
∆S,
with ∆S as in (2.4.3). Consequently, when G = SO(n), we have
(2.4.34) ∆u = ∂2ru+ (n− 1)
σ′(r)
σ(r)
∂ru+
1
σ(r)2
∆Su.
Let u ∈ H1π(M) solve (2.4.4), and take v as in (2.4.7). Under hypothesis (2.4.8)
on the representation π, which implies (2.4.10), or more generally under hypothesis
(2.4.22), we get from (2.4.34) the ODE
(2.4.35) v′′(r) + (n− 1)
σ′(r)
σ(r)
v′(r) −
µ2π
σ(r)2
v(r) − λv(r) + |v(r)|p−1v(r) = 0,
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in place of (2.4.11), as long as (2.4.33) holds.
We now turn to the case where G is a proper subgroup of SO(n), acting tran-
sitively on Sn−1, such as SU(m) or U(m), when n = 2m. In such a case, (2.4.31)
need not hold, and the various operators ∆h(r) need not be multiples of each other.
We still have the following. Assume the irreducibility condition (2.4.8). Then, we
can assume V ⊂ L2(Sn−1) and π is given by (2.4.9). In such a case, π commutes
with ∆h for each G-invariant metric tensor h on S
n−1. Hence π commutes with
∆h(r) for each r, so extending (2.4.10), we have
(2.4.36) f ∈ V ⇒ ∆h(r)f = −µπ(r)
2f, µπ(r)
2 ∈ R+.
Hence, (2.4.29) gives
(2.4.37) ∆u = ∂2ru+
A′(r)
A(r)
∂ru− µπ(r)
2u,
so if u ∈ H1π(M) solves (2.4.4) and we take v as in (2.4.7), then under hypothesis
(2.4.8) we get the ODE
(2.4.38) v′′(r) +
A′(r)
A(r)
v′(r) − µπ(r)
2v(r) − λv(r) + |v(r)|p−1v = 0.
3. Axial Vortices
Here we take G ⊂ SO(n), acting transitively on Sn−1, then acting on Rn+k by
(3.0.1)
(
g
I
)
,
where I is the k × k identity matrix. Given a unitary representation π of G on V ,
we define H1π(R
n+k) as in (1.0.14). We call elements of such a space axial vortices.
In Section 3.1, we seek to minimize
Fλ(u) = ‖∇u‖
2
L2 + λ‖u‖
2
L2
over u ∈ H1π(R
n+k), subject to the constraint Jp(u) = ‖u‖
p+1
Lp+1 = β, with β ∈ (0,∞)
given. We assume
(3.0.2) 1 < p <
n+ k + 2
n+ k − 2
, λ > 0.
This guarantees that Fλ ≡ ‖u‖2H1 and note that
(3.0.3) H1(Rn+k) ⊂ Lp+1(Rn+k), ∀ p ∈
(
1,
n+ k + 2
n+ k − 2
)
.
Calculations parallel to (2.0.14)–(2.0.18) show that, if u ∈ H1π(R
n+k) achieves the
minimum of I(β, π) defined by
(3.0.4) I(β, π) = inf{Fλ(u) : u ∈ H
1
π(R
n+k), Jp(u) = β},
then
(3.0.5) −∆u+ λu = K|u|p−1u,
with
(3.0.6) K = β−1I(β, π).
Note that
(3.0.7) I(β, π) > I(β),
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where
(3.0.8) I(β) = {Fλ(u) : u ∈ H
1(Rn+k), Jp(u) = β}.
It follows from (3.0.3) that ‖u‖2Lp+1 6 CFλ(u) for some C ∈ (0,∞), which in turn
implies I(β) > 0, so also is I(β, π) > 0. Parallel to (2.0.20), we can multiply (3.0.5)
by a constant to obtain a solution to
(3.0.9) ∆u− λu + |u|p−1u = 0.
In Section 3.1 we establish the existence of Fλ-minimizers, producing axial vortex
solutions to (3.0.9), given natural hypotheses on p and λ (cf. (3.0.2)). Analogous
arguments can be brought to bear to produce axial vortices that are energy mini-
mizers or Weinstein functional maximizers, but we do not pursue the details here.
Parallel to the ODE study in Section 2.4, Section 3.2 derives reduced variable
PDE for axial standing waves, and uses these equations to derive further information
about these solutions.
3.1. Fλ-minimizers. Here we tackle minimization of Fλ(u) over u ∈ H1π(R
n+k),
subject to the constraint Jp(u) = β under hypotheses (3.0.2) on p and λ. Our
argument follows one given in Section 2.1 of [10], with some necessary differences
in detail. Thus, with I(β, π) as in (3.0.4), take uν ∈ H1π(R
n+k) such that
(3.1.1) Jp(uν) = β, Fλ(uν) 6 I(β, π) +
1
ν
.
Passing to a subsequence if necessary, we have
(3.1.2) uν → u ∈ H
1
π(R
n+k),
converging in the weak topology. Rellich’s theorem implies
(3.1.3) H1(Rn+k) →֒ Lp+1(Ω)
is compact provided Ω ⊂ Rn+k is relatively compact. Thus, for such Ω,
(3.1.4) uν → u in L
p+1(Ω)-norm.
To proceed, we use the concentration-compactness method, previewed in Section
2.2. In particular, we will use Lemma 2.2.1 with
(3.1.5) µν(E) =
∫
E
|uν |
p+1 dVol.
This lemma provides a vanishing-concentration-splitting trichotomy, and we must
show that concentration is the only possibility. First we show that vanishing cannot
occur. One tool will be Lemma 2.2.3, which we restate here in a slightly different
form, since the dimension count has changed.
Lemma 3.1.1. Assume {uν} is bounded in H1(Rn+k) and
(3.1.6) lim
ν→∞
sup
z∈Rn+k
∫
BR(z)
|uν |
2dVol = 0, for some R > 0.
Then,
(3.1.7) 2 < r <
2(n+ k)
n+ k − 2
=⇒ ‖uν‖Lr(Rn+k) → 0.
Corollary 3.1.2. Suppose {uν} satisfies (3.1.1). Then, no subsequence can satisfy
the vanishing condition (2.2.25), with µν as in (3.1.5).
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Proof. Assume vanishing as in (2.2.25) does not occur. Then, by Ho¨lder’s inequality
on finite measure balls, (3.1.6) holds. Then (3.1.7) holds with r = p + 1. This
contradicts the assumption Jp(u) = β > 0. 
To show splitting is impossible, we note that I(β, π) has the following property.
For all β > 0,
(3.1.8) I(β, π) < I(η, π) + I(β − η, π), ∀ η ∈ (0, β).
This follows immediately from
(3.1.9) I(β, π) = I(1, π)β2/(p+1).
The identity (3.1.9) follows via a computation identical to (2.1.8)–(2.1.12) in [10].
We now show that the splitting cannot occur.
Lemma 3.1.3. In the setting of (3.1.8), if {uν} ⊂ H1π(R
n+k) is an Fλ minimizing
sequence as in (3.1.1), then splitting as in (2.2.27)–(2.2.28) with µν as in (3.1.5)
cannot occur.
Proof. Assume splitting does occur. In other words, there exists α ∈ (0, β) and
for each ǫ > 0, sets E♯ν , E
b
ν ⊂ R
n+k such that (2.2.27)–(2.2.28) occur, with µν as
in (3.1.5). We can assume that E♯ν and E
b
ν are invariant under the action of G.
Choose ǫ > 0 sufficiently small such that
(3.1.10) I(β, π) < I(α, π) + I(β − α, π)− C1ǫ,
where C1 > 0 is a sufficiently large constant to be fixed later. Since ‖uν‖H1(M)
and ‖uν‖Lp+1(M) are uniformly bounded, it follows from (2.2.27) that there exists
ν1 such that ν > ν1 implies
(3.1.11)
∫
Sν
|uν |
2 dVol < ǫ,
where Sν is a set of the form
(3.1.12) Sν = {z ∈ R
n+k : dν < dist(z, E
♯
ν) 6 dν + 2} ⊂ R
n+k \ (E♯ν ∪E
b
ν),
for some dν > 0. In other words, for r > 0, ν > ν1 we have
(3.1.13) Sν = E˜ν(dν + 2) \ E˜ν(dν),
where
(3.1.14) E˜ν(r) = {z ∈ R
n+k : dist(z, E♯ν) 6 r}.
Now, define functions χ♯ν and χ
b
ν by
χ♯ν = 1, if x ∈ E˜ν(dν),
= 1− dist(x, E˜ν(dν)), if x ∈ E˜ν(dν + 1),(3.1.15)
= 0, if x /∈ E˜ν(dν + 2),
and
χbν = 0, if x ∈ E˜ν(dν + 1),
= dist(x, E˜ν(dν + 1)), if x ∈ E˜ν(dν + 2),(3.1.16)
= 1, if x /∈ E˜ν(dν + 2).
26 J.L. MARZUOLA AND M. TAYLOR
These functions are both Lipschitz with Lipschitz constant 1 and almost disjoint
supports. Also, they are invariant under the action of G. Set
(3.1.17) u♯ν = χ
♯
νuν , u
b
ν = χ
b
νuν ∈ H
1
π(R
n+k).
Note that since 0 6 χ♯ν + χ
b
ν 6 1, we have
(3.1.18) Jp(u
♯
ν) + Jp(u
b
ν) =
∫
(χ♯ν + χ
b
ν)|uν |
p+1dVol 6 Jp(uν) = β.
Also, given λ > 0,
(3.1.19) λ‖u♯ν‖
2
L2 + λ‖u
b
ν‖
2
L2 6 λ‖uν‖
2
L2.
We have ∇u♯ν = χ
♯
ν∇uν + (∇χ
♯
ν)uν , and similarly for u
b
ν , and |∇χ
♯
ν | 6 1 except for
a set of measure 0, so
(3.1.20) ‖∇u♯ν‖
2
L2 + ‖∇u
b
ν‖
2
L2 6 ‖∇uν‖
2
L2 +
∫
Sν
|uν |
2dVol.
Hence,
(3.1.21) Fλ(u
♯
ν) + Fλ(u
b
ν) 6 Fλ(uν) + ǫ.
Using the support properties of u♯ν, u
b
ν , together with (2.2.27)–(2.2.28) yields
(3.1.22) |Jp(u
♯
ν)− α|, |Jp(u
b
ν)− (β − α)| 6 3ǫ.
Combining (3.1.21) and (3.1.22) and letting ν →∞,
(3.1.23) I(α, π) + I(β − α, π) 6 I(β, π) + C0ǫ.
Hence, if C1 is chosen sufficiently large in (3.1.10) (which simply amounts to pro-
ducing ǫ > 0 sufficiently small), we contradict (3.1.10). This contradiction proves
Lemma 3.1.3.

Using Lemmas 3.1.1 and 3.1.3, we have the following proposition, which states
that for a minimizing sequence (uν), only the concentration phenomenon can occur.
Proposition 3.1.4. Let {uν} ⊂ H1π(R
n+k) be a minimizing sequence, as in (3.1.1).
Then, every subsequence of {uν} has a further subsequence (which we continue to
denote {uν}) with the following property. There exists a subsequence {zν} ⊂ Rn+k
and a function R˜(ǫ) such that for all ν,
(3.1.24)
∫
BR˜(ǫ)(zν)
|uν |
p+1 dVol > β − ǫ, ∀ǫ > 0.
Remark 3.1.5. The sequence {zν} is independent of ǫ > 0 and the function R˜(ǫ)
is independent of ǫ.
Proposition 3.1.4 is about concentration along subsequences of a minimizing
sequence. We use the group ofRk-translations to proceed from there to compactness
result. In more detail, we have a sequence {uν} ⊂ H1π(R
n+k) satisfying (3.1.1).
After passing to a subsequence if necessary, Proposition 3.1.4 shows that we have
points zν ∈ Rn+k and a function R˜(ǫ) such that (3.1.24) holds. Now zν = (xν , yν)
with xν ∈ Rn, yν ∈ Rk, and y-translation preserves H1π(R
n+k), so we can assume
each yν = 0. On the other hand, since uν ∈ H1π(R
n+k), (3.1.24) implies a bound
|xν | 6 K <∞, for all ν.
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With these adjustments made, we now have
(3.1.25)
∫
BR˜(ǫ)+K(0)
|uν |
p+1 dVol > β − ǫ, ∀ ǫ > 0.
as well as (3.1.2) and (3.1.4). Hence,
(3.1.26) uν → u in L
p+1(Rn+k)-norm, and Jp(u) = β.
Since Fλ is comparable to the H
1-norm squared, we have
(3.1.27) Fλ(u) 6 lim inf
ν→∞
Fλ(uν) = I(β, π).
Given (3.1.26), we have
(3.1.28) Fλ(u) = I(β, π).
As a result, the following conclusion holds.
Proposition 3.1.6. In the setting of Proposition 3.1.4, {uν} has a subsequence
satisfying (3.1.26) with limit u ∈ H1π(R
n+k), the desired Fλ minimizer.
Remark 3.1.7. It follows from (3.1.28) that convergence uν → u in (3.1.2) holds
in norm in H1π(R
n+k).
Existence of energy minimizers and of Weinstein functional maximizers, under
appropriate constraints on the exponent p, can also be derived, using a mixture
of techniques developed in this section and techniques from Sections 2.2–2.3. We
leave the details to the interested reader.
3.2. Reduced PDE for axial standing waves. Here we assume π is an irre-
ducible representation of G on V and V0 has the property
(3.2.1) dim V0 = 1.
Then, an axial vortex u ∈ H1π(R
n+k) has the form
(3.2.2) u(rg · p0, y) = ψ(r, y)π(g)ϕ,
with ϕ ∈ V0 a unit spanning vector and ψ : R+ ×Rk → C. If u solves (3.0.9), then
parallel to calculations in Section 2.4, we obtain for ψ the PDE
(3.2.3) ∂2rψ +∆yψ +
n− 1
r
∂rψ −
µ2π
r2
ψ − λψ + |ψ|p−1ψ = 0,
with µ2π ∈ R
+ as in (2.4.10). We can write (3.2.2) as
(3.2.4) u(x, y) = u0(x, y)π(g)ϕ, x = rg · p0,
with
(3.2.5) u0(x, y) = ψ(|x|, y),
and hence (3.2.3) is also equivalent to
(3.2.6) ∆u0 − λu0 −
µ2π
|x|2
u0 + |u0|
p−1u0 = 0,
for the scalar function u0.
Parallel to (2.4.16), we can define a map u→ u♯ on H1π(R
n+k):
(3.2.7) u♯(rg · p0, y) = |ψ(r, y)|π(g)ϕ,
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for u as in (3.2.2). We have for a.e. z ∈ Rn+k,
(3.2.8) |u♯(z)| = |u(z)|, |∇u♯(z)| 6 |∇u(z)|.
Hence,
(3.2.9) ‖u♯‖L2 = ‖u‖L2, ‖u
♯‖Lp+1 = ‖u‖Lp+1, ‖∇u
♯‖L2 6 ‖∇u‖L2.
Consequently, if u is an Fλ-minimizer within H
1
π(R
n+k), or an energy minimizer or
Weinstein maximizer, so is u♯. This forces ‖∇u♯‖L2 = ‖∇u‖L2, and hence
(3.2.10) |∇u♯(z)| = |∇u(z)|,
for a.e. z ∈ Rn+k. We also have for
(3.2.11) u♯0(x, y) = |ψ(|x|, y)| = |u0(x, y)| = |u(x, y)|
that
(3.2.12) ∆u♯0 − λu
♯
0 −
µ2π
|x|2
u♯0 + (u
♯
0)
p = 0,
and u♯0 > 0 on R
n+k \ {x = 0}. Harnack’s inequality (see [16], Theorem 8.20) then
implies
(3.2.13) u♯0(x, y) > 0, if x 6= 0.
Consequently,
(3.2.14) u(x, y) 6= 0, if x 6= 0.
Returning to (3.2.13), note that parallel to (2.3.22),
(3.2.15) ‖∇u‖2L2 = ‖∇u0‖
2
L2 + µ
2
π
∥∥∥u0
|x|
∥∥∥2
L2
.
Similarly, we have
(3.2.16) ‖∇u♯‖2L2 = ‖∇u
♯
0‖
2
L2 + µ
2
π
∥∥∥ u♯0
|x|
∥∥∥2
L2
.
Since |u♯0(z)| = |u0(z)|, and the left sides of (3.2.15) and (3.2.16) have been seen
to be equal, we deduce that ‖∇u0‖2L2 = ‖∇u
♯
0‖
2
L2 , and since |∇u0| 6 |∇u
♯
0| a.e. on
R
n+k, we hence have
(3.2.17) |∇u0(x, y)| = |∇u
♯
0(x, y)|, a.e. on R
n+k,
or equivalently
(3.2.18) |∇ψ(r, y)| = |∇|ψ|(r, y)|, a.e. on R+ × Rk.
Writing
(3.2.19) ψ = ω|ψ|, ω : Rn+k \ {x = 0} → S1 ⊂ C,
we see from (3.2.18) that ω is constant. We hence have the following extension of
Proposition 2.4.1.
Proposition 3.2.1. Let u ∈ H1π(R
n+k) be an Fλ-minimizer (or an energy mini-
mizer or a Weinstein functional maximizer). Assume (3.2.1) holds. Then, after
multiplication by a complex constant, u has the form (3.2.2) with
(3.2.20) ψ : Rn+k \ {x = 0} → (0,∞).
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4. Mass Critical NLS with vortex initial data
Here we discuss solutions to the mass critical NLS (see (4.1.1) below), with
vortex initial data (sometimes, with initial data of a more general nature). One
result is that if the initial data v0 belongs to H
1
π(R
n) and has mass ‖v0‖2L2 less
than that of the corresponding Weinstein functional maximizer, then the solution
exists for all t. This extends results of [15], which deal with v0 ∈ H1ℓ (R
2). In
fact, in Section 4.1, we treat more general n-dimensional Riemannian manifolds
M , in cases where there is no Weinstein functional maximizer. Then the results
have a more subtle formulation. See Propositions 4.1.2 and 4.1.6. Section 4.2
gives some monotonicity results, regarding how the Weinstein functional supremum
W(π) depends on π, expanding on some special cases from Section 2.3. Section 4.3
investigates scattering of solutions to mass critical NLS with vortex initial data.
4.1. General global existence result. We begin with a general global existence
result. Let us consider the mass-critical, focusing, nonlinear Schro¨dinger equation
(4.1.1) i∂tv +∆v + |v|
p−1v = 0, p = 1 +
4
n
,
on I×M , whereM is an n-dimensional Riemannian manifold, possibly with bound-
ary. We take initial data
(4.1.2) v(0) = v0 ∈ H
1(M) (or H10 (M)).
We make the following
Hypothesis. The initial value problem (4.1.1)–(4.1.2) is locally well posed. In
particular, it has a unique solution in C(I,H1(M)) on a time interval I that is a
function of ‖v0‖H1 .
Remark 4.1.1. We pause to mention some cases in which this hypothesis is known
to hold. First is the classical case M = Rn, where local well posedness for v0 ∈ H1
was established by [17] for the NLS (1.0.1) whenever 1 < p < 1+4/(n−2). A proof
of this can be found on pp. 93–98 of [8]. (Further work treated also the energy-
critical exponent p = 1 + 4/(n − 2), for n ≥ 3.) As noted by [2] (p. 1647), the
classical Strichartz estimates used in this proof apply also to M = Hn, hyperbolic
space, and one also has such local well posedness of (1.0.1) with v0 ∈ H
1(Hn). See
also [1]. Results in case
(4.1.3) M = Rn \K,
when K is a compact, smoothly bounded, strongly convex obstacle, and the Dirich-
let boundary condition is given on ∂K, are obtained in [18]. It is shown that all
the classical Strichartz estimates, except for the endpoint case, continue to hold.
Again, the arguments given on pp. 93–98 of [8] can be used to establish well posed-
ness of (1.0.1) for initial data in H10 (M), whenever 1 < p < 1 + 4/(n − 2). For
application to our vortex setting, note that we can take K = B, a ball in Rn. (In
[18], the energy critical case n = 3, p = 5 is also treated; see [23] for a treatment
in higher dimensions.) Going further, [7] considers M as in (4.1.3) for smoothly
bounded, nontrapping obstacles K ⊂ Rn. These authors derived Strichartz esti-
mates, with a loss. This led to local well posedness for initial data in H10 (M), for
a more restricted class of NLS equations. However, as shown on pp. 309–312 of
[7], their main Strichartz estimate does yield well posedness, with initial data in
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H10 (M), for such M , for a class of equations that contains (4.1.1) in dimensions
n = 2 and n = 3.
Returning to our main line of inquiry, we have, for the local solution to (4.1.1)–
(4.1.2), conservation of mass
(4.1.4) Q(v(t)) = ‖v(t)‖2L2 ,
and of energy
(4.1.5) E(v(t)) =
1
2
‖∇v(t)‖2L2 −
1
p+ 1
∫
M
|v(t)|p+1 dVol.
We will assume there is a Gagliardo-Nirenberg estimate
(4.1.6) ‖u‖Lp+1 6 CM‖u‖
1−γ
L2 ‖∇u‖
γ
L2, ∀u ∈ H
1(M),
where, with p as in (4.1.1),
(4.1.7) γ =
n
2
−
n
p+ 1
=
2
p+ 1
=
n
n+ 2
.
It is classical that (4.1.6) holds ifM = Rn. It also holds forM = Hn and whenM is
a compact and connected, with non-empty boundary (and one insists u ∈ H10 (M)).
The classic paper [35] shows that for M = Rn if
(4.1.8) v0 ∈ H
1(M) and ‖v0‖L2 <
(
p+ 1
2Cp+1M
)1/(p−1)
,
then (4.1.1)–(4.1.2) has a global solution. Here we note a related result, generalizing
both the global existence result just mentioned and that for planar vortex initial
data in [15].
Here is our setting. Take
(4.1.9) H ⊂ H1(M,V ), a closed linear subspace,
where V is a finite dimensional inner product space. Assume that if v0 ∈ H, then
the short time solution to (4.1.1)–(4.1.2) has the property that v(t) ∈ H. We move
from (4.1.6) to the hypothesis
(4.1.10) ‖u‖Lp+1 6 CH‖u‖
1−γ
L2 ‖∇u‖
γ
L2, ∀u ∈ H,
with p as in (4.1.1) and γ as in (4.1.7), noting that we might well have
(4.1.11) CH < CM .
Here is the global existence result.
Proposition 4.1.2. With p, γ and H as above, assume (4.1.10) holds. If v0 ∈ H
satisfies
(4.1.12) ‖v0‖L2 <
(
p+ 1
2Cp+1H
)1/(p−1)
,
then (4.1.1)–(4.1.2) has a solution for all t ∈ R.
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Proof. We follow Weinstein’s classic argument from [35]. If v ∈ C(I,H1(M,V ))
solves (4.1.1), it suffices to control ‖∇v‖2L2. The stated hypotheses give v ∈ C(I,H),
and then (4.1.5) and (4.1.10) give
(4.1.13)
1
2
‖∇v(t)‖2L2 = E(v(t)) +
1
p+ 1
‖v(t)‖p+1Lp+1
6 E(v(t)) +
Cp+1H
p+ 1
‖v(t)‖p−1L2 ‖∇v(t)‖
2
L2
= E(v0) +
Cp+1H
p+ 1
‖v0‖
p−1
L2 ‖∇v(t)‖
2
L2 .
Now, (4.1.12) is equivalent to
(4.1.14)
Cp+1H
p+ 1
‖v0‖
p−1
L2 = σ <
1
2
,
which gives
(4.1.15)
(
1
2
− σ
)
‖∇v(t)‖2L2 6 E(v0),
and hence the desired upper bound holds on ‖∇v(t)‖2L2 . 
Still following [35], we relate the material above to the behavior of the Weinstein
functional
(4.1.16) W (u) =
‖u‖p+1Lp+1
‖u‖αL2‖∇u‖
β
L2
, α = p− 1, β = 2,
with p as in (4.1.1). Note that (4.1.10) holds with
(4.1.17) Cp+1H = sup{W (u) : 0 6= u ∈ H}.
As shown in [35], when H = H1(Rn), and in this paper for certain cases H =
H1π(R
n), there are cases when W (u) can achieve a maximum. As in (2.3.11)–
(2.3.13), such a maximizer solves
(4.1.18) ∆u− λu +K|u|p−1u = 0,
with
(4.1.19) K =
p+ 1
β
‖∇u‖2L2
‖u‖p+1Lp+1
.
Multiplying u by a constant achieves K = 1, and as a result v(t, x) = eiλtu(x) is a
standing wave solution to (4.1.1). We call such a u a ground state. In such a case,
we have
(4.1.20) ‖u‖p+1Lp+1 =
p+ 1
2
‖∇u‖2L2.
Comparison with W (u) = Cp+1H , or equivalently
(4.1.21) ‖u‖p+1Lp+1 = C
p+1
H ‖u‖
p−1
L2 ‖∇u‖
2
L2,
gives
(4.1.22) ‖u‖L2 =
(
p+ 1
2Cp+1H
)1/(p−1)
.
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Thus, we have the following consequence of Proposition 4.1.2.
Proposition 4.1.3. In the setting of Proposition 4.1.2, assume uH ∈ H maximizes
W (u) in (4.1.17) and normalize uH to solve (4.1.18) with K = 1. If v0 ∈ H satisfies
(4.1.23) ‖v0‖L2 < ‖uH‖L2 ,
then (4.1.1)–(4.1.2) has a solution for all t ∈ R.
Remark 4.1.4. As noted in Section 4.3 of [10], for many manifoldsM there are no
Weinstein functional maximizers. Hence, there are many settings where Proposition
4.1.2 applies but Proposition 4.1.3 does not.
Remark 4.1.5. We set
(4.1.24) uH = Qπ if H = H
1
π(R
n).
Note that
(4.1.25) H = H1π(R
n) =⇒ Cp+1H =W(π),
so
(4.1.26) ‖Qπ‖L2 =
( p+ 1
2W(π)
)1/(p−1)
.
It is perhaps illuminating to complement Propositions 4.1.2–4.1.3 with the fol-
lowing result. Assume H ⊂ H1(M) and uH ∈ H satisfy the conditions of Propo-
sition 4.1.3. Let M˜ be another complete n-dimensional Riemannian manifold and
H˜ ⊂ H1(M˜) a closed linear subspace such that if v˜0 ∈ H˜ then (4.1.1) has a solution
on I × M˜ , satisfying
(4.1.27) v(0) = v˜0,
on an interval whose length depends on ‖v˜0‖H1 , and with v(t) ∈ H˜ for t ∈ I. We
continue to take p = 1+ 4/n, and define W (u) as in (4.1.16). We define CH˜ by
(4.1.28) Cp+1
H˜
= sup{W (u) : 0 6= u ∈ H˜}.
Proposition 4.1.6. Take H, uH ∈ H as in Proposition 4.1.3. Take M˜ and H˜ ⊂
H1(M˜) as above. Assume
(4.1.29) CH˜ = CH.
If v˜0 ∈ H˜ satisfies
(4.1.30) ‖v˜0‖L2(M˜) < ‖uH‖L2(M),
then (4.1.1), (4.1.27) has a solution in H˜ for all t ∈ R.
Proof. Proposition 4.1.2 implies (4.1.1), (4.1.27) has a global solution provided
(4.1.31) ‖v˜0‖L2(M˜) <
( p+ 1
2Cp+1
H˜
)1/(p−1)
.
Given (4.1.29), the conclusion follows from the identity (4.1.22). 
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Example. If B ⊂ Rn is a smoothly bounded set, take
(4.1.32) M = Rn, M˜ = Rn \B, H = H1(Rn), H˜ = H10 (R
n \B).
It is shown in §4.3 of [10] that (4.1.29) holds, but there is no W -maximizer in H˜.
Hence the condition (4.1.30) for global solvability applies, but this is not a corollary
of Proposition 4.1.3.
Remark 4.1.7. Stimulated by [13], one might consider extending Proposition 4.1.6
as follows. Take v˜0 in the L
2-closure of H˜, satisfying (4.1.30), and ask for global
solvability. We do not tackle this here.
4.2. Further monotonicity results. Here we extend the monotonicity results
(2.3.24) and (2.3.27) from the setting of M = Rn (and spherical vortices) to more
general settings. We begin by extending (2.3.22), working in the setting of spher-
ical vortices. Thus, we assume M is as in (1.0.16)–(1.0.17), and has rotational
symmetry. We also assume
(4.2.1) π is irreducible on V .
In such a case, (2.4.37) gives
(4.2.2) u ∈ H1π(M)⇒ ∆u = ∂
2
ru+
A′(R)
A(r)
∂ru− µπ(r)
2u.
We also assume
(4.2.3) dim V0 = 1,
with V0 as in (1.0.21). Then there exists a unit ϕ, spanning V0, such that
(4.2.4) u(r, g · p0) = ψ(r)π(g)ϕ, ψ : R
+ → C,
and
(4.2.5) u0(r, g · p0) = ψ(r) =⇒ u0 ∈ H
1
r (M),
with
(4.2.6) ‖u‖2L2 = ‖u0‖
2
L2 ,
and
(4.2.7)
‖∇u‖2L2 = ‖∇u0‖
2
L2 −
∫ ∞
0
(∆h(r)u, u)A(r) dr
= ‖∇u0‖
2
L2 +
∫ ∞
0
∫
Sn−1
|u0|
2 dS(ω)µπ(r)
2A(r) dr
= ‖∇u0‖
2
L2 +
∫
M
|u0|
2µπ(r)
2 dV.
As noted in (2.4.31)–(2.4.35), if G = SO(n) (n = dimM), then
(4.2.8) h(r) = σ(r)hS ,
where hS is the standard metric on S
n−1 and σ : I → (0,∞), hence
(4.2.9) µπ(r) =
µπ
σ(r)
,
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and we get
(4.2.10) ‖∇u‖2L2 = ‖∇u0‖
2
L2 + µ
2
π
∥∥∥u0
σ
∥∥∥2
L2
,
which specializes to (2.3.22) when M = Rn, in light of (2.4.31). In such a case,
parallel to (2.3.23), (2.3.25), and (2.3.26), we have
(4.2.11)
1
W(π)
= inf
{‖u0‖α(‖∇u0‖2L2 + µ2π‖u0/σ‖2L2)β/2
‖u0‖
p+1
Lp+1
: 0 6= u0 ∈ H
1
r (M)
}
,
(4.2.12) I(β, π) = inf
{
Fλ(u0) + µ
2
π
∥∥∥u0
σ
∥∥∥2
L2
: u0 ∈ H
1
r (M), Jp(u0) = β
}
,
and
(4.2.13) E(β, π) = inf
{
E(u0) +
µ2π
2
∥∥∥u0
σ
∥∥∥2
L2
: u0 ∈ H
1
r (M), ‖u0‖
2
L2 = β
}
,
under appropriate hypotheses on p. We then have the following.
Proposition 4.2.1. Let M be as in (1.0.16)–(1.0.17), with rotational symmetry,
and assume (4.2.8) holds. Let π1 and π2 be two unitary representations of G,
satisfying (4.2.1) and (4.2.3). Then, under appropriate hypotheses on p,
(4.2.14)
µ2π2 > µ
2
π1 =⇒ W(π2) <W(π1),
I(β, π2) > I(β, π1),
E(β, π2) > E(β, π1).
One could tackle analogous results for axial vortices, but we omit this.
4.3. Mass critical scattering below the vortex mass. We derive a result on
scattering to a linear solution as t → ±∞ to the L2-critical NLS equation (4.1.1)
when M = Rn, with initial data
(4.3.1) v0 ∈ Σπ = H
1
π(R
n) ∩H0,1(Rn),
where
‖u‖H0,1(Rn) = ‖〈x〉u‖L2(Rn),
assuming the L2-norm of v0 is below that of Qπ.
Proposition 4.3.1. Let us take v0 ∈ Σπ such that ‖v0‖L2(Rn) < ‖Qπ‖L2(Rn),
with Qπ defined as in Proposition 4.1.3 and (4.1.24), so that (4.1.1) has a global
solution in H1π(R
n). Then, the solution satisfies v(t) ∈ Σπ for all time, and there
exist v± ∈ Σπ such that
(4.3.2) lim
t→±∞
e−it∆v(t) = v±.
In outline, our argument follows the pattern presented in Chapter 7 of [8], but
with some necessary modifications.
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4.3.1. First H0,1 estimates. We recall Proposition 6.5.1 from [8].
Proposition 4.3.2. Let v0 ∈ H1(Rn) ∩ H0,1(Rn) be the initial data for (4.1.1).
Given solution v(x, t) ∈ C((−Tmin, Tmax), H
1(Rn)), we have
|x|v(x, t) ∈ C((−Tmin, Tmax), L
2(Rn)).
In addition, the map
(4.3.3) t→ f(t) =
∫
Rn
|x|2|v|2(x, t)dx ∈ C2(−Tmin, Tmax)
with
(4.3.4) f ′(t) = 4 Im
∫
Rn
v¯x · ∇vdx
and
(4.3.5) f ′′(t) = 16E(v0),
for E(v0) defined as in (1.0.27).
The proof follows from proving uniform bounds in the ǫ → 0 limit carefully for
the regularized function
fǫ,m(t) = ‖e
−ǫ|x|2|x|vm‖
2
L2(Rn)
assuming that v
(m)
0 ∈ H
2, then taking a suitable limiting argument for {vm0 } ∈ H
2
converging to v0 ∈ H1.
4.3.2. The pseudoconformal transformation and conservation law for mass critical
NLS. The scaling invariance in the mass critical NLS equation leads to the conser-
vation law
(4.3.6) ‖(x+ 2it∇)v(t)‖2L2 − 4t
2 1
1 + 2/n
∫
|v|2+4/ndx = ‖xv0‖
2
L2 .
This is essentially stated in Theorem 7.2.1 from [8]. An equivalent form given in
(7.2.8) of [8], is that, for
(4.3.7) u(t, x) = e−i|x|
2/4tv(t, x),
we have that u ∈ H1 is well defined and indeed
(4.3.8) 8t2E(u(t)) = ‖xv0‖
2
L2 .
Another useful variant is
(4.3.9) ‖xe−it∆v(t)‖2L2(Rn) − t
2 1
2 + 4/n
∫
|v(t, x)|2+4/n dx = ‖xv0‖
2
L2 .
Furthermore, there is the following pseudoconformal transformation
(4.3.10) v˜(x, t) = t−n/2ei|x|
2/4tv
(
−
1
t
,
x
t
)
,
which leaves Σπ invariant. In the case of the L
2 critical NLS, (4.3.10) is also a
solution to (4.1.1). Also, ‖v˜‖L2 = ‖v0‖L2 . Hence, since v˜(t) ∈ H
1
π, we are still
guaranteed global existence via Section 4.1.
Local well-posedness for v solving (4.1.1) in H1, on a time interval [t1, t2] gives
the Strichartz estimates
(4.3.11) ‖v‖LpLq([t1,t2]×Rn) . ‖u0‖L2
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for 2/p+ n/q = n/2, 2 6 p 6 ∞, 2 6 q 6 2 + 4/(n− 2) for n > 3 and 2 6 q < ∞
for n = 2. The Strichartz pair p = q = 2(n+ 2)/n plays a special role in scattering
theory. It is of vital importance that the pseudoconformal transform is also an
isometry on the Strichartz spaces, namely we have
‖v‖LpLq([−t−11 ,−t
−1
2 ]×R
n) = ‖v˜‖LpLq([t1,t2]×Rn).(4.3.12)
4.3.3. Lr(Rn) decay rates and bounds in Σπ. We want to prove L
r decay estimates
in time for solutions of (4.1.1) parallel to Theorem 7.3.1 in [8], but here in the case
of the focusing, mass critical nonlinearity. We have the following result.
Proposition 4.3.3. Let v be a solution of (4.1.1), with initial data v0 ∈ Σπ,
satisfying ‖v0‖L2 < ‖Qπ‖L2 . Let u be defined as in (4.3.7). For 2 6 r 6 2n/(n− 2)
for n > 3 and 2 6 r <∞ for n 6 2, we have
(4.3.13) ‖u(t)‖Lr(Rn) = ‖v(t)‖Lr(Rn) 6 C〈t〉
−n(1/2−1/r),
for all t ∈ R.
Proof. Note that u(t) ∈ Σπ for each t. Hence, parallel to (4.1.13), we have (with
p = 1 + 4/n)
(4.3.14)
1
2
‖∇u(t)‖2L2 = E(u(t)) +
1
p+ 1
‖u(t)‖p+1Lp+1
≤ E(u(t)) +
Cp+1H
p+ 1
‖u(t)‖p−1L2 ‖∇u(t)‖
2
L2,
and ‖u(t)‖L2 = ‖v(t)‖L2 = ‖v0‖L2 , so, under our current hypotheses, we have,
parallel to (4.1.15),
(4.3.15) ‖∇u(t)‖2L2 ≤ CE(u(t)),
with C < ∞. Then the Gagliardo-Nirenberg inequality plus the conservation law
(4.3.8) give
(4.3.16)
‖v(t)‖Lr = ‖u(t)‖Lr ≤ Cr‖∇u(t)‖
n(1/2−1/r)
L2 ‖u(t)‖
1−n(1/2−1/r)
L2
≤ C′rE(u(t))
n(1/2−1/r)/2‖u(t)‖
1−n(1/2−r/2)
L2
= C′′r t
−n(1/2−1/r)‖v0‖
1−n(1/2−1/r)
L2 ,
as desired. 
We next establish bounds in Σπ.
Proposition 4.3.4. For v as in Proposition 4.3.3, we have the Σπ bound
(4.3.17) ‖e−it∆v(t)‖H1 + ‖xe
−it∆v(t)‖L2 ≤ C <∞,
for all t ∈ R.
Proof. The H1-bound on v(t) has been discussed, and {e−it∆ : t ∈ R} is uniformly
bounded on H1(Rn). By (4.3.5), xv(t) is not bounded in L2(Rn). However, (4.3.8)
says
(4.3.18) ‖xe−it∆v(t)‖2L2 = ‖xv0‖
2
L2 +
t2
2 + 4/n
‖v(t)‖rLr , r = 2 +
4
n
,
and taking r = 2 + 4/n in (4.3.13) gives
rn
(1
2
−
1
r
)
= 2,
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and hence provides the desired bound. 
4.3.4. Proof of Proposition 4.3.1. We will examine the behavior of e−it∆v(t) as
t→ +∞. The behavior as t→ −∞ has a parallel treatment.
Under the hypotheses of Proposition 4.3.1, v solves (4.1.1) for t > 0 and v˜
solves (4.1.1) for t < 0. Furthermore, v˜(t) ∈ Σπ for each t < 0, and ‖v˜(t)‖L2 =
‖v(−1/t)‖L2 = ‖v0‖L2 < ‖Qπ‖L2 . Thus v˜ continues past t = 0 as a global solution
to (4.1.1). It follows that
(4.3.19) ‖v˜‖LqLr([−1,0]×Rn) <∞,
and hence that
(4.3.20) ‖v‖LqLr([1,∞)×Rn) <∞,
for each Strichartz-admissible pair (q, r), in particular for
(4.3.21) q = r =
2(n+ 2)
n
.
Now the solution v(t) satisfies the integral equation
(4.3.22) v(t) = eit∆v0 + i
∫ t
0
ei(t−s)∆ϕ(v(s)) ds,
with
(4.3.23) ϕ(v) = |v|4/nv.
Hence, for 0 ≤ t1 < t2 <∞,
(4.3.24)
e−it2∆v(t2)− e
−it1∆v(t1) = i
∫ t2
t1
e−is∆ϕ(v(s)) ds
= T ∗Ht1t2 ,
where
(4.3.25) Ht1,t2(s, x) = iχ[t1,t2](s)ϕ(v(s, x)),
and
(4.3.26) T ∗H(x) =
∫ ∞
−∞
e−is∆H(s, x) ds
defines T ∗ as the adjoint of T , given by
(4.3.27) Tv0(t, x) = e
it∆v0(x).
Strichartz estimates yield T : L2(Rn)→ LqLr(R× Rn) and
(4.3.28) T ∗ : Lq
′
(R, Lr
′
(Rn)) −→ L2(Rn),
for Strichartz admissible pairs, including (4.3.21). Hence
(4.3.29) ‖e−it2∆v(t2)− e
−it1∆v(t1)‖L2 ≤ C‖ϕ(v)‖Lq′ ([t1,t2]×Rn),
with
(4.3.30) q =
2(n+ 2)
n
, q′ =
2(n+ 2)
n+ 4
,
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hence
(4.3.31)
‖ϕ(v)‖q
′
Lq′ (I×Rn)
=
∫
I
∫
Rn
|v(s, x)|q
′(1+4/n) dx ds
= ‖v‖qLq(I×Rn).
Thus (4.3.20) guarantees that
(4.3.32) ‖e−it2∆v(t2)− e
−it1∆v(t1)‖L2 −→ 0, as t1, t2 → +∞.
We hence have a limit
(4.3.33) e−it∆v(t) −→ v+
in L2(Rn). Then the uniform bounds in Σπ given in Proposition 4.3.4 imply that
v+ ∈ Σπ, and convergence in (4.3.33) holds weak
∗ in Σπ. Further arguments,
parallel to those on pp. 220–221 of [8], yield norm convergence.
Remark 4.3.5. We note that scattering arguments for (4.1.1) also exist in spaces
with fewer regularity restrictions in Rn. In particular, there is the following propo-
sition from [6]. Here, Q1 denotes the Weinstein functional maximizer Qπ when
π = 1 is the trivial representation of SO(n) on C. We say v0 ∈ H
0,s(Rn) if and
only if 〈x〉sv0 ∈ L2(Rn), and set
‖v0‖H0,s = ‖〈x〉
sv0‖L2.
Proposition 4.3.6 (Blue-Colliander). Let s ∈ (0, 1]. Assume (4.1.1) is globally
well posed on that subset of u0 ∈ H
s(Rn) satisfying ‖u0‖L2 < ‖Q1‖L2 . Then, if
v0 ∈ H0,s(Rn) satisfies ‖v0‖L2 < ‖Q1‖L2, there is a solution v(t, x) to (4.1.1) for
all t. Furthermore, there are v± ∈ H0,s(Rn) such that
lim
t→±∞
‖e−it∆v(t)− v±‖H0,s = 0.
In addition, both [17] and [34] give an early treatment of scattering theory in
weighted spaces for repulsive nonlinearities. In more recent developments, con-
centration compactness and frequency growth bounds via a refined interaction
Morawetz estimate have been applied in the work of Visan et al in [21, 22, 33]
and in the very recent works of Dodson [13, 14] to prove scattering purely in the
space L2 to handle both cases of defocusing mass critical NLS as well as the fo-
cusing mass critical NLS with initial data mass below the ground state. One is
certainly tempted to speculate that such techniques can be applied to the present
vortex situation, but we do not pursue this here.
4.3.5. Existence of wave operators. Here we show that material in Chapter 7 of [8]
can also be adapted to prove the following result on existence of wave operators.
Proposition 4.3.7. Take v+ ∈ Σπ such that ‖v+‖L2 < ‖Qπ‖L2 . Then there exists
a unique solution v ∈ C(R,Σπ) to (4.1.1), satisfying (4.3.35) below, such that
(4.3.34) lim
t→+∞
e−it∆v(t) = v+.
There is a corresponding result for t→ −∞.
Proof. The argument on pp. 221–223 of [8] yields S <∞ and v(t), defined initially
for t ∈ [S,∞) = I, satisfying
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(4.3.35)
v ∈ Lq(I,H1,q(Rn)),
(x+ it∇)v ∈ Lq(I × Rn),
‖v(t)‖Lq ≤ C|t|
−2/q,
with q = 2(n+ 2)/n, as in (4.3.30), such that
(4.3.36) v(t) = eit∆v+ + i
∫ ∞
t
ei(t−s)∆ϕ(v(s)) ds, t ≥ S,
with ϕ(v) = |v|4/nv, as in (4.3.23). The solution is produced as the fixed point of
a contraction mapping, and is unique. This argument works equally well for the
focusing equation (4.1.1) as for its defocusing counterpart, which was the main focus
of Theorem 7.4.4 of [8]. It does not require our hypothesized bound on ‖v+‖L2. As
further noted in [8], such v has the properties
(4.3.37) v ∈ C(I,H1(Rn)), (x + it∇)v ∈ C(I, L2(Rn)),
hence v(t) ∈ H1(Rn)∩H0,1(Rn) for each t ≥ S. Symmetry considerations guarantee
that, in our setting, where v+ ∈ Σπ,
(4.3.38) v(t) ∈ Σπ, ∀ t ≥ S.
Furthermore, as observed in [8], one has
(4.3.39) ‖e−it∆v(t)− v+‖H1∩H0,1 −→ 0, as t→ +∞.
A fortiori, convergence holds in L2(Rn), and conservation of mass implies
(4.3.40) ‖v(t)‖L2 = ‖v+‖L2 , ∀ t ≥ S.
Given that ‖v+‖L2 < ‖Qπ‖L2 , the global existence results of §4.1 finish off the proof
of Proposition 4.3.7. Uniqueness for v for all t follows from its uniqueness for t ≥ S
large, via well posedness of the backward Cauchy problem. 
Appendix A. Auxiliary results
As advertised in the Introduction, we have three appendices. The first gives some
concrete criteria for the nonvanishing of V0 (cf. (A.1.1)), hence for H
1
π(M) 6= 0.
The second takes an explicit look at V0 for some important representations of
SO(4), SU(2), and U(2). The third introduces a more general geometrical setting,
with an eye to unifying the work on axial vortices in Section 3 of this paper and
that on weakly homogeneous spaces in [10].
A.1. Criterion that H1π(M) 6= 0. As we have seen in Section 1, the space H
1
π(M),
defined by (1.0.14) is nonzero, for the class of spaces M and groups G ⊂ SO(n)
considered in Sections 2-3, if and only if
(A.1.1) V0 = {ϕ ∈ V : π(k)ϕ = ϕ, ∀k ∈ K} 6= 0,
with K defined as in (1.0.20). Here, we consider when this holds, in a somewhat
more general setting.
Let G be a compact Lie group, K ⊂ G a closed subgroup. Then X = G/K
has a Riemannian metric for which G is a group of isometries, acting transitively
on X , and there is a p0 ∈ X such that K is the subgroup of G fixing p0. In
Section 1, X is diffeomorphic to Sn−1, but we do not require this here. We want
to find unitary representations π of G on a finite dimensional inner product space
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V with the property (A.1.1). Note that if π is reducible and Pj are orthogonal
projections onto irreducible components Vj (
∑
Pj = I), then ϕ ∈ V0 implies ϕj =
Pjϕ satisfies π(k)ϕj = ϕj , ∀ k ∈ K, for each j, so it suffices to consider irreducible
representations.
To formulate our criterion, it is useful to bring in the regular representation R
of G on L2(X), defined by
(A.1.2) R(g)f(x) = f(g−1x).
This splits into an infinite sequence of irreducible unitary representations ρj of G
on Vj ⊂ C∞(X) ⊂ L2(X) (each finite dimensional). If G = SO(n), K = SO(n−1),
these are all mutually inequivalent, but that is not always the case. The following
characterizes which irreducible representations have the property (A.1.1) (compare
to for instance [36], page 80).
Proposition A.1.1. An irreducible unitary representation π of G on V satisfies
(A.1.1) if and only if it is equivalent to one of the following unitary representations
ρj described above, i.e., π is contained in L
2(X).
Proof. First, we note that each representation ρj of G on Vj has the property
(A.1.1). Take a nonzero ψ ∈ Vj . Pick p1 ∈ X such that ψ(p1) 6= 0. Then take
g1 ∈ G such that g1p1 = p0 and set ψ˜ = ρj(g1)ψ, i.e., ψ˜(x) = ψ(g
−1
1 x), so ψ˜(p0) 6= 0.
Now take ϕ =
∫
K
ρj(k)ψ˜ dk. We have
(A.1.3) ϕ(p0) = ψ˜(p0) 6= 0, ρj(k)ϕ = ϕ, ∀ k ∈ K.
For the converse, if π is an irreducible unitary representation on V and (A.1.1)
holds, then π is equivalent to the restriction of R to the linear subspace of C∞(X)
that is the range of
(A.1.4) Φ : V → C∞(X), Φ(ψ)(g · p0) = (π(g)ϕ, ψ).
In fact, given h ∈ G, ψ ∈ V
(A.1.5)
R(h)Φ(ψ)(g · p0) = (π(h
−1g)ϕ, ψ)
= (π(g)ϕ, π(h)ψ)
= Φ(π(h)ψ)(g · p0).

Remark A.1.2. Using the Weyl orthogonality relations, [36] shows that the mul-
tiplicity with which an irreducible (π, V ) is contained in L2(X) is equal to dim V0,
where V0 is as in (A.1.1). In fact, if we set
(A.1.6) Ψπ : V0 ⊗ V → L
2(X), Ψπ(ϕ⊗ ψ)(g · p0) = (π(g)ϕ, ψ),
then the range Lπ of Ψπ is the subspace of L
2(X) on which the regular represen-
tation R acts like the copies of π, and Ψπ : V0 ⊗ V → Lπ is an isomorphism.
A.2. Examples of (π, V ) when n = 4. Here we record examples of irreducible
representations π of G on V , for which
(A.2.1) V0 = {ϕ ∈ V : π(k)ϕ = ϕ, ∀k ∈ K} 6= 0,
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in the following cases:
G = SO(4), K = SO(3),(A.2.2)
G = SU(2), K = {I},(A.2.3)
G = U(2), K = U(1).(A.2.4)
In all cases, G acts transitively on S3, the unit sphere in R4. Also, in all cases, these
representations will be contained in the regular representation of G on L2(S3), and
in fact L2(S3) breaks into direct sums of such representations (sometimes with
multiplicity).
As we have seen, the eigenspaces of the Laplace operator on L2(S3) are irreducible
for the SO(4) action, and in each case, dim V0 = 1. We give an alternative descrip-
tion of these representations. For this, it is convenient to note that S3 is isometric
to SU(2), with a natural bi-invariant metric tensor. In particular, SU(2)× SU(2)
acts on SU(2) as a group of isometries, via
(A.2.5) (g, h) · x = gxh−1, g, h, x ∈ SU(2),
and (g, h) acts as the identity precisely for g = h = I and g = h = −I, so we have
a 2-fold covering
(A.2.6) SU(2)× SU(2)→ SO(4).
Irreducible representations of SO(4) compose with (A.2.6) to give irreducible rep-
resentations of SU(2) × SU(2). All the irreducible of SU(2) × SU(2) are of the
form
(A.2.7) πjk(g, h) = πj(g)⊗ πk(h),
where {πj} are the irreducible representations of SU(2). It is the standard to
classify the irreducible representations of SU(2) as
(A.2.8) Dj/2, acting on C
j+1, j ∈ {0, 1, 2, . . .},
so the irreducible representations of SU(2)× SU(2) are
(A.2.9) πjk(g, h) = Dj/2(g)⊗Dk/2(h), on Pjk = C
j+1 ⊗ Ck+1.
Such a representation descends to SO(4) if and only if j/2− k/2 is an integer, i.e.
if and only if j and k have the same parity.
Now, the injection SO(3) →֒ SO(4) lifts to
(A.2.10) SU(2) →֒ SU(2)× SU(2), g → (g, g).
Hence, for V = Pjk, we have V0 6= 0 if and only if the representation Dj/2 ⊗Dk/2
of SU(2) contains the trivial representation D0. Now, we have the Clebsch-Gordan
series
(A.2.11) Dj/2 ⊗Dk/2 ≈ D|j−k|/2 ⊕ · · · ⊕D(j+k)/2,
so this contains D0 if and only if j = k. Hence, the irreducible representations of
SO(4) for which V0 6= 0 (hence, those occuring in L2(S3)) are precisely
(A.2.12) πjj(g, h) = Dj/2(g)⊗Dj/2(h), j ∈ {0, 1, 2, . . .},
pushed from SU(2)× SU(2) down to SO(4).
The regular representation of SO(4) on the j-th eigenspace of ∆ (starting with
j = 0) is equivalent to πjj . Let us also recall that the j-th eigenspace is equal
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to the set of restrictions to S3 of the space Hj of harmonic polynomials on R4,
homogeneous of degree j.
The injection SU(2) →֒ SO(4) lifts to
(A.2.13) SU(2) →֒ SU(2)× SU(2), g → (I, g).
When the representation πjj of SO(4) on Pjj ≈ Hj is restricted to SU(2), it breaks
up into j + 1 copies of the representation Dj/2 of SU(2). For j = 0, H0 ≈ C and
π00 is trivial. For j = 1, we have the following decomposition. Write the linear
functions on R4 as x1, y1, x2, y2 and set z1 = x1 + iy1, z2 = x2 + iy2. Then,
(A.2.14) H1 = H1,1 ⊕H1,−1,
with
H1,1 = Span{z1, z2},(A.2.15)
H1,−1 = Span{z¯1, z¯2}.(A.2.16)
For j = 2, we have
(A.2.17) H2 = H2,0 ⊕H2,2 ⊕H2,−2,
with
H2,0 = Span{|z1|
2 − |z2|
2, z1z¯2, z¯1z2},(A.2.18)
H2,2 = Span{z
2
1 , z
2
2 , z1z2},(A.2.19)
H2,−2 = Span{z¯
2
1 , z¯
2
2 , z¯1z¯2}.(A.2.20)
The groups SU(2) and U(2) both act, irreducibly, on each space Hj,m listed above.
The actions of SU(2) on H1,m (m = 1,−1) are equivalent, as are the actions of
SU(2) on H2,m (m = 2, 0,−2) and for G = SU(2), V = Hj,m ⇒ V0 = V .
On the other hand, the actions of U(2) on the two spacesH1,m are not equivalent,
nor are those of U(2) on the three spaces H2,m. In each case,
(A.2.21) p ∈ Hj,m ⇐⇒ p ∈ Hj and p(e
iθz) = eimθp(z).
Also, for G = U(2), V = Hj,m, the space V0 is one dimensional, and is the span of
the first element in the spanning set of Hj,m, as listed in (A.2.15)–(A.2.20), given
the U(1) action on R4 = C2 is
(A.2.22) (z1, z2)→ (z1, e
iθz2).
The results (A.2.14) and (A.2.17) are special cases of the following.
Proposition A.2.1. For j > 1,
Hj = Hj,−j ⊕Hj,−j+2 ⊕ · · · ⊕ Hj,j(A.2.23)
=
j⊕
ℓ=0
Hj,2ℓ−j,
with Hj,m given by (A.2.21). The group SU(2) acts on each factor Hj,2ℓ−j as Dj/2.
For V = Hj,2ℓ−j, 0 6 ℓ 6 j, we have dimV0 = 1, if G = U(2), and V0 = Hj,2ℓ−j if
G = SU(2).
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Proof. All the claims follow from the observations above, provided we show that
Hj,2ℓ−j 6= 0 for each ℓ ∈ {0, . . . , j}. To show this, it is useful to see how the
one-parameter group
(A.2.24) E(t) ⊂ U(2) ⊂ SO(4), E(t)z = eitz,
lifts to a one-parameter group E˜(t) in SU(2)× SU(2), whose action on R4 is given
by left and right quaternionic multiplication:
(A.2.25) (g, h) · x = gxh−1.
Recall that the SU(2) action is given by the right quaternionic multiplication. In
this case, a calculation shows that
(A.2.26) E˜(t) = (e(t), I), e(t) =
(
cos t − sin t
sin t cos t
)
.
Given that SU(2) × SU(2) acts on Hj by (A.2.12), the fact that Hj decomposes
under the E˜(t) action according to (A.2.23), with each factor having dimension
j + 1, follows from the standard results on the representation Dj/2 on C
j+1. 
We remark that
(A.2.27) Hj,j = Span{z
a
1z
b
2 : a, b ∈ Z
+, a+ b = j}
and
(A.2.28) Hj,−m = {f¯ : f ∈ Hj,m}.
If V ∈ Hj,j , then V0 = Span{z
j
1}. Generally, if 0 6 m 6 j, a U(1)-invariant element
of Hj,m is a linear combination of monomials
(A.2.29) pjmab(z) = z
m
1 |z1|
2a|z2|
2b, a, b ∈ Z+, a+ b =
j −m
2
,
with the property that such a linear combination is a harmonic polynomial. A
calculation yields
(A.2.30) zj−21
(
|z1|
2 − (j − 1)|z2|
2
)
∈ Hj,j−2, j > 2.
A.3. Other geometrical settings. Here we generalize the geometrical settings of
Section 3, in which we considered axial vortices. Let M be a smooth Riemannian
manifold, possibly with boundary, and two groups G and H both acting on M as
groups of isometries. We assume
(A.3.1) G is compact, and the actions of G,H commute.
We take a base point q0 ∈M and assume the following.
(A.3.2)
For each R ∈ (0,∞), there exists K ∈ (0,∞) such that
if Ω ⊂M is G-invariant and diam (Ω) 6 R,
then there exists h ∈ H such that h · Ω ⊂ BK(q0).
ForM = Rn+k, we can take G = SO(n) and H ≈ Rk. If G is trivial, the hypothesis
(A.3.2) is that H makes M a “weakly homogeneous space” as defined in [10]. At
the other extreme, if H is trivial, (A.3.2) says that for each R ∈ (0,∞), there exists
K ∈ (0,∞) such that if Ω ⊂M is G-invariant and diam (Ω) 6 R, then Ω ⊂ BK(q0).
Compare hypothesis (2.2.56).
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Here is another family of examples satisfying (A.3.1)–(A.3.2). Let Hn+1 be the
(n + 1)-dimensional hyperbolic space, e.g. {x ∈ Rn+1 : xn+1 > 0} with metric
tensor
(A.3.3) ds2 = x−2n+1
n+1∑
k=1
dx2k.
Take G = SO(n) acting on (x1, . . . , xn) ∈ Rn (or G could be a subgroup of SO(n)
acting transitively on Sn−1). Then, we take H to be the group of dilations
(A.3.4) δr(x) = rx, r ∈ (0,∞).
We make one further hypothesis, satisfied by Hn+1 and by weakly homogeneous
spaces:
(A.3.5) M has bounded geometry.
Given a unitary reresentation π of G on a finite dimensional inner product space
V we have the space H1π(M) as defined in (1.0.14). We have the following criterion
implying that H1π(M) 6= 0. Take p0 ∈M (not necessarily the same as q0). Let
(A.3.6) K = {k ∈ G : kp0 = p0},
and
(A.3.7) V0 = {ϕ ∈ V : π(k)ϕ = ϕ, ∀k ∈ K}.
Then, assume
(A.3.8) π irreducible, V0 6= 0.
Lemma A.3.1. If (A.3.8) holds, then H1π(M) 6= 0.
Proof. Given a nonzero ϕ ∈ V0, v(g · p0) = π(g)ϕ gives a well-defined C∞ func-
tion (with values in V ) on Op0 , the G-orbit of p0, which is a smooth, compact
submanifold of M . Extend this function to v ∈ C∞0 (M,V ). Then, set
(A.3.9) u(x) = (dim V )
∫
G
v(g−1x)Tr π(g) dg.
We have u ∈ C∞0 (M) ∩H
1
π(M) and u = v on Op0 . 
Under the hypotheses (A.3.1), (A.3.2) and (A.3.5), given H1π(M) 6= 0, one can
use concentration compactness arguments similar to those in Sections 2.2 and 3.1
to establish the following. If
(A.3.10) 1 < p <
m+ 2
m− 2
, m = dimM,
and
(A.3.11) Spec(−∆) ⊂ [δ,∞), λ > −δ,
then, given β > 0, Fλ and Jp as in (1.0.5)–(1.0.6), one can find u ∈ H
1
π(M) achieving
(A.3.12) I(β, π) = inf{Fλ(u) : u ∈ H
1
π(M), Jp(u) = β}.
On the other hand, if
(A.3.13) 1 < p < 1 +
4
m
,
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β > 0, and E(u) and Q(u) are as in (1.0.27) and (1.0.28), one can find u ∈ H1π(M)
achieving
(A.3.14) E(β, π) = inf{E(u) : u ∈ H1π(M), Q(u) = β},
provided
(A.3.15) E(β, π) < 0.
Modifications of arguments of Sections 2.2 and 3.1 to prove these results are left to
the reader.
References
[1] J. Ph. Anker and V. Pierfelice, Nonlinear Schro¨dinger equations on real hyperbolic space,
Ann. Inst. H. Poincare´ Anal. Non Line´aire 26 (2009), 1853–1869.
[2] V. Banica, The nonlinear Schro¨dinger equation on hyperbolic space, Commun. PDE 32
(2007), 1643–1677.
[3] W. Bao and Y. Zhang, Dynamics of the ground state and central vortex states in Bose-
Einstein condensation, Math. Models and Methods in Applied Sciences 15 (2005), 1863–1896
[4] H. Berestycki and P.-L. Lions, Nonlinear field equations, I, existence of a ground state, Arch.
Rat. Mech. Anal. 17 (1983), 313–345.
[5] M. Blair, H. Smith and C. Sogge, Strichartz estimates and the nonlinear Schro¨dinger equa-
tion on manifolds with boundary, Math. Ann. 354 (2012), 1397–1430.
[6] P. Blue and J. Colliander, Global well-posedness in Sobolev space implies global existence for
weighted L2 initial data for L2 critical NLS. Commun. Pure Appl. Anal. 5 (2006), 691–708.
Revision: arXiv:math/0508001v2[math.AP] 9 Jan 2010.
[7] N. Burq, P. Ge´rard and N. Tzvetkov, On nonlinear Schro¨dinger equations in exterior do-
mains. Ann. I. H. Poincare´ 21 (2004), 295–318.
[8] T. Cazenave, Semilinear Schro¨dinger Equations, Vol. 10 of Courant Lecture Notes in Math.,
New York Univ., CIMS, New York, 2003.
[9] H. Christianson and J. Marzuola, Existence and stability of solitons for the nonlinear
Schro¨dinger equation on hyperbolic space, Nonlinearity 23 (2010), 89–106.
[10] H. Christianson, J. Marzuola, J. Metcalfe, and M. Taylor, Nonlinear bound states on weakly
homogeneous spaces, Comm. PDE, to appear.
[11] C.B. Clemons and C.K.R.T. Jones, A geometric proof of the Kwong-McLeod uniqueness
result, SIAM J. Math. Anal. 24, No. 2 (1993), 436–443.
[12] T. Colin and M. Weinstein, On the ground states of vector nonlinear Schro¨dinger equations,
Annales de l’Inst. Henri Poincare´ Sect. A 65 (1996), 57–79.
[13] B. Dodson, Global well posedness and scattering for the mass critical nonlinear Schro¨dinger
equation with mass below the mass of the ground state, Preprint, 2011.
[14] B. Dodson, Global well-posedness and scattering for the defocusing, L2-critical nonlinear
Schro¨dinger equation when d > 3, J. Amer. Math. Soc. 25, No. 2 (2012), 429–463.
[15] G. Fibich and N. Gavish, Theory of singular vortex solutions of the nonlinear Schro¨dinger
equation, Physica D 237 (2008), 2696–2730.
[16] D. Gilbarg and N. Trudinger, Elliptic Partial Differential Equations of Second Order,
Springer-Verlag, New york, 1983.
[17] J. Ginibre and G. Velo, On a class of nonlinear Schro¨dinger equations, II. Scattering theory,
J. Funct. Anal. 32 (1979), 33–71.
[18] O. Ivanovici, On the Schro¨dinger equation outside strictly convex obstacles, Anal. & PDE
3, No. 3 (2010), 261–293.
[19] O. Ivanovici and F. Planchon, On the energy critical Schro¨dinger equation in 3D non-
trapping domians, Ann. Inst. H. Poincare´ Anal. Non Line´aire 27, No. 5 (2010), 1153–1177.
[20] J. Iaia and H. Warschall, Nonradial solutions of a semilinear elliptic equation in 2 dimensions,
J. Diff. Eq. 119 (1995), 533–558.
[21] R. Killip, T. Tao and M. Visan, The cubic nonlinear Schrdinger equation in two dimensions
with radial data, J. Eur. Math. Soc. 11, No. 6 (2009), 1203–1258.
[22] R. Killip, M. Visan and X. Zhang, The mass-critical nonlinear Schrdinger equation with
radial data in dimensions three and higher, Anal. PDE 1, No. 2 (2008), 229–266.
46 J.L. MARZUOLA AND M. TAYLOR
[23] R. Killip, M. Visan and X. Zhang, Harmonic analysis outside a convex obstacle. preprint
(2012).
[24] M.K. Kwong and Y. Li, Uniqueness of radial solutions of semilinear elliptic equations, Trans.
Amer. Math. Soc. 333 (1992), 339–363.
[25] P.-L. Lions, The concentration-compactness principle in the calculus of variations. The lo-
cally compact case I. Ann. Scient. H. Poincare´ Anal. Non Line´aire 1 (1984), 109–145.
[26] P.-L. Lions, The concentration-compactness principle in the calculus of variations. The lo-
cally compact case II. Ann. Scient. H. Poincare´ Anal. Non Line´aire 1 (1984), 223–283.
[27] G. Mancini and K. Sandeep, On a semilinear equation in Hn, Ann. Scuola Norm. Sup. Pisa
7 (2008), 635–671.
[28] T. Mizumachi, Vortex solitons for 2D focusing nonlinear Schro¨dinger equations, Diff. Integral
Eq. 18 (2005), 431–450.
[29] G. Simpson and I. Zwiers, Vortex collapse for the L2-critical nonlinear Schro¨dinger equation,
J. Math. Phys. 52 (2011).
[30] H. Smith and C. Sogge, On the Lp norm of spectral clusters for compact manifolds with
boundary, Acta Math. 198 (2007), 107-153.
[31] W. Strauss, Existence of solitary waves in higher dimensions, Comm. Math. Phys. 55 (1977),
149–162.
[32] T. Tao, Nonlinear Dispersive Equations, CBMS Reg. Conf. Ser. Math. #106, Amer. Math.
soc., Providence RI, 2006.
[33] T. Tao, M. Visan and X. Zhang, Global well-posedness and scattering for the defocusing
mass-critical nonlinear Schrdinger equation for radial data in high dimensions, Duke Math.
J. 140, No. 1 (2007), 165–202.
[34] Y. Tsutsumi, Scattering problem for nonlinear Schro¨dinger equations, Ann. Inst. H. Poincare´
Phys. The´or., 43 (1985), 947–960.
[35] M. Weinstein, Nonlinear Schro¨dinger equations and sharp interpolation estimates, Comm.
Math. Phys. 87 (1983), 567–575.
[36] D. Zelobenko, Compact Lie Groups and Their Representations, Transl. Math. Monogr. #40,
AMS, Providence, RI, 1973.
E-mail address: marzuola@math.unc.edu
Department of Mathematics, UNC-Chapel Hill, CB#3250 Phillips Hall, Chapel Hill,
NC 27599
E-mail address: met@math.unc.edu
Department of Mathematics, UNC-Chapel Hill, CB#3250 Phillips Hall, Chapel Hill,
NC 27599
