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Abstract
Rough Sets Theory is often applied to the task of classication and prediction, in
which objects are assigned to some pre-dened decision classes. When the classes
are preference-ordered, the process of classication is referred to as sorting. To
deal with the specicity of sorting problems an extension of the Classic Rough Sets
Approach, called the Dominance-based Rough Sets Approach, was introduced. The
nal result of the analysis is a set of decision rules induced from what is called
rough approximations of decision classes. The main role of the induced decision
rules is to discover regularities in the analyzed data set, but the same rules, when
combined with a particular classication method, may also be used to classify/sort
new objects (i.e. to assign the objects to appropriate classes). There exist many
dierent rule induction strategies, including induction of an exhaustive set of rules.
This strategy produces the most comprehensive knowledge base on the analyzed
data set, but it requires a considerable amount of computing time, as the complexity
of the process is exponential. In this paper we present a shortcut that allows
classifying new objects without generating the rules. The presented approach bears
some resemblance to the idea of lazy learning.
Key words: Dominance-based Rough Set Approach,
Multiple-criteria decision support, Knowledge Discovery, decision
rules
1 Introduction
The classication of new objects is one of the typical tasks in Machine Learn-
ing. Its aim is to assign each new object a decision class, utilizing knowledge
acquired earlier from the analysis of already classied objects and stored for
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example in form of a set of decision rules. Accuracy of these assignments
allo wsv erifying the usefulness of the chosen knowledge acquisition and rep-
resentation method. In practice, the process is usually implemented in two
steps { discov ery of the knowledge and classication of new objects based on
this knowledge.
Many dierent methods serve to obtain useful knowledge from data, includ-
ing statistical, Knowledge Discov ery or Machine Leaning approaches. Repre-
sentation of the generated knowledge may also take dierent forms, including
decision trees, graphs or rules. Especially useful is the third representation,
in which the knowledge is represented in form of comprehensible \if . . . then
. . . " expressions, i.e. the decision rules. This particular representation was
implemented and tested in many applications. It also was employed as the
main knowledge representation method in the Classic Rough Sets Approach
(CRSA) [12]. This theory, conceived as a new mathematical instrument to an-
alyze inconsistency in data, worked under the closed-world assumption. The
assumption allowed the theory to treat the relation of indiscernibility between
objects as the main mathematical structure to order objects. Proper exploita-
tion of the discernibility relation led to the discovery of class approximations,
the application of which allowed av oiding serious problems that occurred when
the data set contained inconsistency.
The modeling of the decision maker's preference was introduced into the
CRSA in [5,6,7,8] b y employing dominance and outranking as the main re-
lations for ordering objects. In result, this enhanced the CRSA to include
identication and proper treatment of all kinds of data inconsistency. The re-
sulting approach has been named the Dominance-based Rough Sets Approach
(DRSA).
As it was the case with CRSA the knowledge representation in DRSA also
takes the form of decision rules. Again, the rule generation strategy may vary
from application to application, despite the fact that all of them use the induc-
tiv elearning principle. Dierent procedures may serve to generate a minimal
set of rules, a satisfactory set of rules or an exhaustive set of rules (which is
also referred to as generating all rules). The rst category of algorithms is
focused on nding minimal sets of rules necessary to cov er all objects from
the decision table. The second category of algorithms produces the set of
decision rules that satisfy some pre-dened user's requirements and the third
group tries to generate all possible decision rules. P articularalgorithms for
rule generation that work in the context of CRSA/DRSA may be found e.g.
in [9,15,16,8,13].
In this paper we describe an improv ed method of sorting new objects in a
way that is compatible with the all-rules classier in the DRSA context. This
improv ed method creates a shortcut that allows classifying new objects but
actually does not require generating the rules. In this aspect it resembles the
lazy learning philosophy [1,10] { the approach also practiced b y researchers
working in the CRSA-related en vironments [2,11,17]. The key idea of the
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presented method is to discov er how many rules would match a new object,
without actually generating them (more exactly, we need information on how
many objects from the learning data set will be co vered b y these rules). Ef-
fectiveness of this proposal is additionally increased b y applying an eÆcient
coding of the relations as binary vectors [13], in which it technically resembles
approaches based on dominance matrix [4].
The rest of the paper is structured as follows. In section 2 we introduce
the basic elements of the DRSA. Section 3 presents the new methodology of
classication of new examples. The nal section summarizes the presentation
and outlines the future research.
2 Rough Sets Theory for preference-ordered data
Data considered in this analysis are assumed to form a table, in which columns
are labeled b y criteria, ro wsb yobjects, and en triesof the table are criterion
values. F ormally, a de cision table is the 4-tuple S = hU;Q; V; fi, where U is a
nite set of objects, Q is a niteset of criteria, V =
S
q2Q
V
q
, where V
q
is the
domain of the criterion q, and f : UQ! V is the information function such
that f(x; q) 2 V
q
for every (x; q) 2 U  Q. One of the elements of Q is the
pre-dened de cisioncriterion d, while the others plays the role of condition
criteria C (C 6= ;).
It is assumed that the domain of each criterion q 2 Q is completely pre-
ordered by an outranking relation 
q
. The interpretation of x
q
y is as follows:
the object x is at least so good as the objects y with respect to the criterion
q[14]. F or simplicity reasons, in the following we assume that the domains V
q
of the all condition criteria are real-valued, i.e. V
q
 < (where < denotes the
set of real numbers), and that their character is `gain', i.e.: x
q
y , f(x; q) >
f(y; q), where q 2 C, x; y 2 U . In general, howev er, also other types of
domains, e.g. discrete ones, are allowed in the condition criteria, provided
the preference order between all their values is dened (either explicitly or
implicitly).
The decision criterion d, the discrete domain of which will be denoted as
V
d
= fv
t
d
; t 2 Tg, T = f1; :::; ng, produces a partition Cl(d)=fCl
t
, t 2 Tg of
U into a nite number of classes Cl
t
= fx 2 U : f(x; d) = v
t
d
g. This kind
of partitioning is called sorting. Each object x 2 U is assigned one and only
one class Cl
t
2Cl(d). The classes from Cl(d) are preference-ordered according
to an increasing order of class indices, i.e. for all r, s 2 T , such that r > s,
the objects from Cl
r
are strictly preferred to the objects from Cl
s
. For this
reason, we can consider the upward and the downward unions of classes, which
are dened as: Cl
>
t
=
S
s>t
Cl
s
; Cl
6
t
=
S
s6t
Cl
s
; t 2 T . The statement
x 2 Cl
>
t
means \x belongs to at least class Cl
t
", while x 2 Cl
6
t
means \x
belongs to at most class Cl
t
".
The dominance relation between objects is dened as follows. For a giv en
decision table S, the object x is said to dominate the object y with respect to
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a set of criteria P  C, denotation xD
P
y, if x
q
y; 8q 2 P .
Given a P  C, the set of objects that dominate x, called P-dominating
set, is dened as follows: D
+
P
(x) = fy 2 U : yD
P
xg, and the set of objects that
are dominated b y x, called P-dominated set, is dened as follows: D
 
P
(x) =
fy 2 U : xD
P
yg. The P -lower and the P -upper approximation of Cl
>
t
,
t 2 T , with respect to P  C, are dened, respectively, as: P (Cl
>
t
) = fx 2
U : D
+
P
(x)  Cl
>
t
g, P (Cl
>
t
) = fx 2 U : D
 
P
(x) \ Cl
>
t
6= ;g. Analogously,
the P -lower and the P -upper approximation of Cl
6
t
, t 2 T , with respect to
P  C, are dened, respectively, as: P (Cl
6
t
) = fx 2 U : D
 
P
(x)  Cl
6
t
g,
P (Cl
6
t
) = fx 2 U : D
+
P
(x)\Cl
6
t
6= ;g. Finally, the P -boundaries (P -doubtful
regions) of Cl
>
t
and Cl
6
t
are dened as: Bn(Cl
>
t
) = P (Cl
>
t
)   P (Cl
>
t
) and
Bn(Cl
6
t
) = P (Cl
6
t
)  P (Cl
6
t
).
We consider only the certain decision rules, generated from lower approx-
imations of class unions. The syntax of certain rules is as follows:

\at least" rule:
if f(x; q
1
) > r
q
1
and f(x; q
2
) > r
q
2
and ::: and f(x; q
k
) > r
q
k
then x 2 Cl
>
t

\at most" rule:
if f(x; q
1
) 6 r
q
1
and f(x; q
2
) 6 r
q
2
and ::: and f(x; q
k
) 6 r
q
k
then x 2 Cl
6
t
where P = fq
1
; :::; q
k
g  C, (r
q
1
; :::; r
q
k
) 2 V
q
1
 V
q
2
 ::: V
q
k
and t 2 T .
If there exists an object y 2 U , such that f(y; q
1
) = r
q
1
and f(y; q
2
) =
r
q
2
and ::: and f(y; q
k
) = r
q
k
, then y is called the basis of the rule. Each
decision rule that has a basis is called robust, because it is \founded" on
an existing object. This denition of \robustness" holds for rules of all types
(certain, possible and approximate).
An additional condition imposed on each rule is its minimality. Since a
decision rule represents an implication, by a minimal decision rule we under-
stand such an implication that there is no other implication with an antecedent
of at least the same weakness and a consequent of at least the same strength.
3 Classication of new objects
3.1 Classication strategies
In DRSA the knowledge is represented as the set of decision rules, which can
be used in the process of assigning classes to new objects. This process, re-
ferred to as classication, could be implemented in many dierent ways. Many
classication strategies based on decision rules were introduced in the last two
decades [16]. They may be roughly categorized into two classes: classifying
with lists of rules (rules applied successively, ordering of rules signicant), and
sets of rules (rules applied simultaneously, ordering of rules insignicant) (e.g.
[3 ]). The approach described in this paper is based on the second approach.
Let e be a new object that belongs to the set of new objects E (the testing
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set), and let R denote a set of rules. Additionally, let R
Cl
>
t
e
 R and R
Cl
6
t
e
 R
be subsets of the set of rules cov ering e and corresponding to single unions of
classes, e.g. Cl
>
t
and Cl
6
t
.
In its basic form classifying objects by rulesresolv es itself into nding the
rule that matches the object e, and assigning the object the class indicated by
the rule. In our approach we consider only what is called a complete matching
of e. This means that values of e must test positively on all conditions ofthe
rule.
In practice, however, the situation becomes more complicated, because
there are usually many rules that match a single object. If all these rules
indicate the same class then the situation is straightforward, otherwise the
situation is referred to as a conict. Probably the most popular method to
handle this kind of conicts is using the so called weighted classier (described
below). Still another possibility is that no rules match the object, in which
case the object remains `unclassied'.
In general, within DRSA, multi-class classication should be considered.
The scheme of such classication may be found in [7]. Nevertheless, in this
algorithm solving the conicting situations is not taken into account. If a
conicting situation occurs, the object is assigned to a subsets of classes.
In this paper we consider, for simplicity, constructing a classier that as-
signs new objects to two classes, sa yCl
2
and Cl
1
. We assume that objects
from Cl
2
are preferred ov erobjects from Cl
1
. In this case we consider only
two unions of classes, Cl
>
2
and Cl
6
1
, as the unions Cl
>
1
and Cl
6
2
(both being
equal to U) are too general to be of any interest. Assigning of a new object
to one of these unions is equivalent to assigning to the adequate class.
The weighted classier is simple in use and has been proved to achieve good
results in many applications. When there are two or more conicting assign-
ments, the conict in the weighted classier is usually solved b y calculating
the follo wing ratio foreach of the class unions:
SUPP
Cl
>
2
weithed
(e) =
P
r2R
Cl
>
2
e
jsupp(r)j
j
Cl
>
2
j
, SUPP
Cl
6
1
weithed
(e) =
P
r2R
Cl
6
1
e
jsupp(r)j
j
Cl
6
1
j
,
where supp(r) is the set of objects matching the rule r and the ratios are
computed for e. The union of classes, for which SUPP(e) is maximal, is
nally assigned to the new object.
Unfortunately, the weighted classier sums the supports of rules that are
cov eredmainly b y the same objects. In result the denominator of the abov e
ratio is often greater than the actual number of objects covered by the rules. In
our approach we employ a dierent classication method { the union classier,
in which the ratios are dened as follows:
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SUPP
Cl
>
2
union
(e) =








S
r2R
Cl
>
2
e
supp(r)








j
Cl
>
2
j
, SUPP
Cl
6
1
union
(e) =








S
r2R
Cl
6
1
e
supp(r)








j
Cl
6
1
j
.
where supp(r) is dened as abov e.
3.2 Pre-processing
Our proposal utilizes the ideas of discernibility matrix [15 ]and dominance
matrix [4]. Thus the problem is signicantly simplied b y conv erting the
initial S to a set of binary tables (BT ). The operation is performed as follows.
Each binary table b(x) 2 BT is dened as a comparison of a single object
x 2 U with every other object y 2 U , for all criteria. Given a referent object
x, each b(x) is composed of a set of elements b(x,y) that are dened as follows:
for x 2 Cl
>
t
: b(x; y) = fb
q
(x; y) : y 2 U; q 2 Cg,
where b
q
(x; y) =
8
<
:
1 if f(y; q) > f(x; q)
0 if f(y; q) < f(x; q)
, q 2 C; y 2 U ,
if x 2 Cl
6
t
, then b
q
(x; y) =
8
<
:
1 if f(y; q) 6 f(x; q)
0 if f(y; q) > f(x; q)
, q 2 C; y 2 U .
We can describe a column in the binary table b(x), related with criterion
q, as b
q
(x) = [b
q
(x; y)];
8
y2U
; q 2 C. On the other hand, any binary table b(x)
is a vector such as b(x) = [b
q
1
(x); b
q
2
(x); :::; b
q
n
(x)]; n = jCj.
In our methodology it is necessary to split the v ectors b
q
(x) in totwo sub-
sets. The rst subset contains the results of comparisons between pairs of
objects x and y, belonging to the same union of classes, i.e. either x; y 2 Cl
>
t
or x; y 2 Cl
6
t
. This subset is called positive and denoted as b
Pos
q
. The second
subset includes the results of comparisons between pairs of objects belong-
ing to dierent union of classes { if x 2 Cl
6
t
then y 2 Cl
>
t+1
(or if x 2 Cl
>
t
then y 2 Cl
6
t+1
). The respective subset of elements is called negative and
denoted as b
Neg
q
(x). The described meaning of v ectors b
q
(x) implies that
b
q
(x) = b
Pos
q
(x) [ b
Neg
q
(x).
In this analysis we focus on certain rules which, from the technical point
of view, means that the binary tables b(x) are generated only for objects from
the lower approximations of the considered unions of classes.
Example:
Let us consider articial data set described b ythe decision tableS (Table 1).
Comparison of the valuef(x; q
3
) = 3 for criterion q
3
and object x = x
2
is the
v ector b
q
3
(x) which looks as follows:
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objects q
1
q
2
q
3
q
4
d union of classes
x
1
7 2 3 7 4 Cl
>
2
x
2
1 3 5 1 4 Cl
>
2
x
3
5 2 5 2 2 Cl
6
1
x
4
7 2 2 2 2 Cl
6
1
Table 1
The decision tableS
b
q
3
(x
2
) =
2
6
6
6
6
6
6
4
0
1
1
0
3
7
7
7
7
7
7
5
! x
1
2 Cl
>
2
^ f(x
2
; q
3
) = 5 > f(x
1
; q
3
) = 3
! x
2
2 Cl
>
2
^ f(x
2
; q
3
) = 5 6 f(x
2
; q
3
) = 5
! x
3
2 Cl
6
1
^ f(x
2
; q
3
) = 5 6 f(x
3
; q
3
) = 5
! x
4
2 Cl
6
1
^ f(x
2
; q
3
) = 5 > f(x
4
; q
3
) = 2
Vector b
q
3
(x) can be denoted in alternative way as b
Pos
q
3
(x
2
)=
2
4
0
1
3
5
and
b
Neg
q
3
(x
2
)=
2
4
1
0
3
5
.
The outcome of comparison of all objects with decision table S are four
binary tables b(x
1
), b(x
2
), b(x
3
) and b(x
4
).
b(x
1
) =
2
6
6
6
6
6
6
4
1
0
0
1
1
1
1
1
1
1
1
0
1
0
0
0
3
7
7
7
7
7
7
5
; b(x
2
) =
2
6
6
6
6
6
6
4
1
1
1
1
0
1
0
0
0
1
1
0
1
1
1
1
3
7
7
7
7
7
7
5
;
b(x
3
) =
2
6
6
6
6
6
6
4
0
1
1
0
1
0
1
1
1
1
1
1
0
1
1
1
3
7
7
7
7
7
7
5
; b(x
4
) =
2
6
6
6
6
6
6
4
1
1
1
1
1
0
1
1
0
0
0
1
0
1
1
1
3
7
7
7
7
7
7
5
3.3 The classication algorithm
As it as already mentioned in the previous section, the union classier has
some properties that prov e v eryuseful in constructing a new approach to the
classication problem. From the point of view of construction of this classier
it is important to test if it is possible to induce any robust rule on object
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x 2 U , or if the object would be co vered b y any of such rules. F urthermore,
it is necessary to notice another property of the classication process { if
the object xdominates the object e on some criterion then it is possible that
an x-based robust \at least" rule would be constructed (analogously, if the
object xis dominated by e on some criterion then an x-based robust \at most"
rule would emerge). This reduces the number of criteria which hav e to be
considered in the process of v erifying if object x contributes to classify the
object e to a considered union of classes. These both properties are the k ey
concept of this approach.
Again, we consider two classes: Cl
1
and Cl
2
, where objects from Cl
2
are
preferred over objects from Cl
1
. First, we test a h ypothesis that new object
e 2 E belongs to the upward union Cl
>
2
. The object x 2 Cl
>
2
would be covered
b y a rule that also co vers the object e(such a rule will be called hidden), if
9q 2 Æ(e; x) : :y
q
x; 8y 2 Cl
6
1
, where Æ(e; x) = fq 2 C : e
q
xg. This
condition guarantees that there exists a rule cov ering the objectx. Moreov er,
the set Æ(e; x) is a superset of criteria involved in elementary conditions of this
rule.
The abov emeans that the object x supports the decision Cl
>
2
, i.e. it be-
longs to the appropriate set
S
r2R
Cl
>
A
e
supp(r) from formula of the union classier.
Let us clarify it closer. R
Cl
>
A
e
would be a set of generated rules in the classic
induction procedure that cov ers the objecteand that corresponds to Cl
>
2
. No-
tice that in our approach to obtain this set we do not actually hav e to induce
any rule.
T otest the abov e we can use the notion of BT. We hav e to examine if
there exists any rule using the matrix b(x) (x 2 Cl
>
2
). The formula is dened
as follows:
1)
T
b
q
(x)2b(x);q2Æ
>
(e;x)
b
Neg
q
(x) =
2
6
6
6
4
0
.
.
.
0
3
7
7
7
5
 0.
Howev er, the operations described previously are not enough to actually
generate the whole set
S
r2R
Cl
>
A
e
supp(r). Another possible situation that must
be veried is the following: if object x is a basis of some robust rules covering
object e;then there may exist an object y, covered b yone of those rules, but
such that it is not the basis of any rule that cov ers e. In the consequence we
hav e to test if y 2 Cl
>
2
is co vered b y any hidden rule based on other object.
It means that we hav e to v erify the following formula: 9p 2 P : :z
p
x; 8z 2
Cl
6
1
, where P  Æ(e; x) such that yD
P
x and Æ(e; x) is dened as above.
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The same can be expressed as follows:
2)
T
b
q
(x)2b(x);q2P
b
Neg
q
(x) =
2
6
6
6
4
0
.
.
.
0
3
7
7
7
5
 0.
This formula means that object y supports the decision Cl
>
2
. The verication
of the h ypothesis that a new object e 2 E belongs to the upward union Cl
6
1
is carried out analogously.
It must be stressed that the presented method bears much resemblance to
the original method of generating all rules. In particular, a formula similar to
the one abov e has also to be tested when generating all rules. This is certainly
the consequence of the fact that both algorithms are supposed to generate the
same results and that they work under the same assumptions, including both
theoretical (preference ordered domains of all condition attributes { i.e. cri-
teria, outranking between objects) and practical (moderately sized data sets,
as they hav e to t in memory) aspects. This also implies that both classica-
tion schemes work in similar contexts, and that the most important dierence
between them is that the proposed algorithm is muc hquick er, as it does not
actually generate all rules { instead, it merely examines the implications of
these rules.
Continuation of Example:
Our task is to classify a new object e = f8; 2; 4; 2g to a proper class.
Starting from object x
1
we hav e to compute the set Æ(e; x
1
) = fq
1
; q
2
; q
3
g.
Now, we hav e to verify if there exists a rule based on q
1
,q
2
and q
3
, i.e. we test
the follo wingformula: b
Neg
q
1
(x
1
) \ b
Neg
q
2
(x
1
) \ b
Neg
q
3
(x
1
) = 0. Because the test
is satised, we can accept that x
1
supports the decision Cl
>
2
. Moreov er, we
hav e to see if the object x
2
dominates the object x
1
on the subset of criteria
P (x
2
D
P
x
1
where P  Æ(e; x
1
)). Notice, that x
1
is dominated b y the object
x
2
with respect to P = fq
2
; q
3
g. F or the given set P the follo wingholds:
b
Neg
q
2
(x
1
) \ b
Neg
q
3
(x
1
) 6= 0, which means that (according to the above) x
2
does
not support Cl
>
2
.
A similar process can be carried out for the binary table b(x
2
). The compu-
tation shows that also in this case x
2
does not support Cl
>
2
(Æ(e; x
2
) = fq
1
; q
4
g,
b
Neg
q
1
(x
2
)\b
Neg
q
4
(x
2
) 6= 0). In result, checking the second formula is superuous.
Concluding, the decision class Cl
>
2
is supported only b ythe object x
2
.
T ocheck the support of the decision Cl
6
1
, we hav e to test objects x
3
and
x
4
. See that for x
3
we obtain Æ(e; x
3
) = fq
2
; q
3
; q
4
g and b
Neg
q
2
(x
3
) \ b
Neg
q
3
(x
3
) \
b
Neg
q
4
(x
3
) = 0. It means that there exists a rule co v eringx
3
. In consequence,
we have to check the second formula (the object x
4
is dominated by x
3
on the
subset of criteria P = fq
1
; q
2
; q
4
g). The abov e is fullled, what was already
tested in previous step. The conclusion of the analysis around the object x
3
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is that both x
3
and x
4
support the decision Cl
6
1
. The same analysis should be
carried out for x
4
. In this case the result is as abov e, i.e. x
3
and x
4
support
the decision Cl
6
1
. It has to be stressed that the obtained sets of supporting
objects could be dierent and does not hav e to include each other.
The last step of the method, in case the previous steps assign the new ob-
ject to dierent unions of classes, is selecting the proper one. In our example
we hav e such a situation. to this end, we can use the formula for the union
classier and solve the conict:
SUPP
Cl
>
2
union
(e) =
jfx
1
gj
j
Cl
>
2
j
=
1
2
, SUPP
Cl
6
1
union
(e) =
jfx
3
;x
4
g[fx
3
;x
4
gj
j
Cl
6
1
j
= 1.
Because the value of SUPP
Cl
6
1
union
(e) is higher then that object e should be
assigned to the union Cl
6
1
.
Let us show that the same result would be obtained when using the rules
induced in classic way and the same union classier. The result of inducing
all certain robust rules from S is as follows:
r
1
: if f(x; q
1
) > 7 and f(x; q
3
) > 3 then x 2 Cl
>
2
co v eringx
1
,
r
2
: if f(x; q
2
) > 3 then x 2 Cl
>
2
co v eringx
2
,
r
3
: if f(x; q
4
) > 7 then x 2 Cl
>
2
co v eringx
1
,
r
4
: if f(x; q
1
) 6 5 and f(x; q
2
) 6 2 then x 2 Cl
6
1
co v eringx
3
,
r
5
: if f(x; q
3
) 6 2 then x 2 Cl
6
1
co v eringx
4
,
r
6
: if f(x; q
2
) 6 2 and f(x; q
4
) 6 2 then x 2 Cl
6
1
co v eringx
3
,x
4:
The object e is co vered b y r
1
and r
6
. It is easy to see that result is the
same, i.e.
SUPP
Cl
>
2
union
(e) =
jfx
1
gj


Cl
>
2


=
1
2
; SUPP
Cl
6
1
union
(e) =
jfx
3
; x
4
gj


Cl
6
1


= 1:
4 Conclusions
The task of rule induction and classication based on those rules is a v ery
complex computational job. In this paper we presented an algorithm that al-
lows to classify new objects in a way that is compatible with the DRSA-based
rule induction method but which does not actually require the rule genera-
tion phase. The benet is a considerable simplication of the process and
much faster execution. F uture goals include rst of all extensive experimental
evaluation of the presented methodology with real-life data sets.
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