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Abstract—A key assumption of distributed data fusion is
that individual nodes have no knowledge of the global network
topology and use only information which is available locally.
This paper considers the weighted exponential product (WEP)
rule as a methodology for conservatively fusing estimates with
an unknown degree of correlation between them. We provide a
preliminary investigation into how the methodology for selecting
the mixing parameter can be used to minimize the information
loss in the fused covariance as opposed to reducing the Shannon
entropy, and hence maximize the information of the fused
covariance. Our results suggest that selecting a mixing parameter
which minimizes the information loss ensures that information
which is exclusive to the estimates from one source is not lost
during the fusion process. These results indicate that minimizing
the information loss provides a robust technique for selecting the
mixing parameter in WEP fusion.
I. INTRODUCTION
In a number of applications ranging from military surveil-
lance through to autonomous robotics, distributed platforms
integrated within an ad-hoc network topology are used to sense
and estimate the physical state of an unknown number of
objects. As such, individual nodes remain naive about global
knowledge of the topology or state of the network, having
only visibility and access to local information. This provides
many benefits, including improved privacy and security of
nodes, and a reduced requirement for communications band-
width. Distributed Data Fusion (DDF) provides a framework
for decentralized information sharing and perception within
an ad-hoc network topology, where individual nodes utilize
only local information [4]. As a result, DDF ensures fast
and efficient information sharing between nodes and ensures
scalability and flexibility within the network. [14], [3].
Although DDF is theoretically equivalent to a centralized
Bayesian fusion, there are a number of practical challenges
within its implementation. Estimates obtained from different
nodes may have an unknown degree of correlation, and when
shared within an ad-hoc network topology, cannot be assumed
to be independent. In order to maintain consistent belief,
nodes within the network must avoid rumor propagation and
subsequent double counting of previously shared information.
Integrating redundant information as though it were condition-
ally independent will result in overconfident estimates of the
state uncertainty. While it is possible to track the correlation
or common information between measurements, producing
theoretically optimal fused estimates as shown in [9] and [10],
this can be prohibitively expensive from both a bandwidth and
computational perspective.
Covariance Intersection (CI) [15], [13] provides a sub-
optimal algorithm for fusing estimates with an unknown
degree of correlation between them, avoiding the independence
assumptions required by traditional Bayesian filters. Within CI,
a mixing parameter is used to provide a linear combination of
the two composite probability density functions (pdfs). This
has the effect of inflating the estimates and then applying
the Bayes Fusion rule. As a result, the method by which
the mixing parameter is selected greatly affects how much
information from each composite pdf is used within the fusion
process. The original developers selected this parameter by
minimizing either the determinant or the trace of the fused
covariance, which was shown in [5] to be equivalent to
minimizing the Shannon information of the fused density
function.
There are many applications which feature distributed net-
works of sensing nodes observing an unknown number of
targets. Within the DDF framework, estimates are shared and
fused without knowledge of the common information between
them. Furthermore, there are many applications where the
sensing nodes have different capabilities, or with different
levels of trust (e.g. from false alarm rate). The mixing pa-
rameter ω used in covariance intersection offers a framework
for weighting the contribution an estimate from any node
during the fusion process. While some investigations such as
[11] and [12] have focused on methodologies for estimating
and exploiting the correlations between estimates stored in
different nodes. The primary aim of this paper is to consider
the method for optimizing the mixing parameter to ensure the
information lost during fusion is minimized.
In this paper, we present preliminary work for understanding
how the mixing parameter of CI can be optimally selected.
We are specifically interested in the degree of information
loss realized by using covariance intersection, and how the
mixing parameter can be selected to minimize the information
loss from either estimate. This paper is organized as follows:
Section II will outline the problem statement, section III
will outline the metric for measuring information loss and
section IV will investigate the relation between the CI mixing
parameter and information loss.
II. GENERALIZED DESCRIPTION OF THE PROBLEM
In this paper we consider the generalized problem of two
sensing nodes observing a single target, fusing shared state
estimates using the CI framework. We assume sensor i to
be a relatively inaccurate sensor generating many estimates
of the target state. We assume sensor j to be a relatively
accurate sensor, albeit generating fewer estimates of the target
state. These sensors are networked together, where due to the
disparate nature of the sensors there is unknown correlation
between the measurements.
Traditional centralized fusion frameworks are able to fully
recover new information, but are vulnerable to node failures
and scale poorly as the number of nodes increases. Further-
more, traditional Bayesian fusion requires that the correlation
between estimates is fully known. Distributed Data Fusion
(DDF), provides a decentralized framework for information
sharing and perception using interconnected sensor systems.
Distributed Data Fusion offers a degree of scalability and
robustness which is not realized within centralized archi-
tectures, overcoming many of the bottlenecks of centralized
systems. Furthermore, DDF provides a powerful framework
under which estimates can be fused without prior knowledge
of the correlation between them [3]. As such, DDF provides
an excellent framework with which to approach this problem.
A. Distributed Data Fusion
Consider a distributed system of N independent and het-
erogeneous sensing platforms observing a target with state
xk ∈ Rnx , connected within a distributed data fusion ar-
chitecture. Each sensing platform i ∈ 1, ..., N obtains ny
measurements of the target state xk, in vector yk at time step
k. This produces the likelihood function pi(yki |xk). The set
of all information is given as Zki = {Zk−1i , yk−1i }, giving
the posterior probability density function of pi(xk|Zki ) for
platform i, prior to new information Zkj arriving from platform
j. Thus, the local fusion of yki is given by the posterior pdf
of Bayes rule:
pi(x
k|Zki ) ∝ pi(xk−1|Zk−1i )pi(yki |xk) (1)
Within a DDF framework, the centralized Bayesian fusion
for a pair of platforms (i and j) is given as [6]:
p(xk|Zki ∪ Zkj ) ∝
pi(x
k|Zki )pj(xk|Zkj )
p(xk|Zki ∩ Zkj )
(2)
The denominator in equation 2 is the common information
pdf for the local platform. This term can be calculated by
maintaining the probability density between the states of all
nodes within the network. However, this is a burden from both
a bandwidth and computational perspective. If this term is
ignored, it would be double counted, a process often known
as rumor propagation and cause the system to become over-
certain [6].
Covariance intersection [7] was introduced as a technique
which made no assumptions about the independence of the
estimates to be combined. It was shown in [8] and [5] that
if the estimates are assumed to be Gaussian distributed, the
exponential mixture of the two densities is equivalent to the the
covariance intersection. Therefore, the weighted exponential
product (WEP) rule is given as:
pw(x
k|Zki ∪ Zkj ) =
1
ηc
pωi (x
k|Zki )p1−ωj (xk|Zkj ) (3)
where parameter ηc is a normalizing constant. The mixing
parameter ω ∈ [0, 1] has the effect of first inflating the
component covariances and then applying the standard Bayes
fusion rule. The WEP rule is well suited to DDF problems as
it is applicable to arbitrary, non-exponential family pdfs and
it is guaranteed not to double count the common information
(p
(
xk|Zki ∩ Zkj
)
). Unfortunately, the conservative nature of
the WEP also means that information which is exclusive to the
local platform may be discarded. Therefore, the WEP fusion
weight ω must be chosen to ensure that the correct amount of
information from the composite pdfs is exchanged.
B. WEP Fusion Metrics
Within the context of equation 3, the optimization of the
mixing parameter ω ensures consistency, but has the effect of
inflating the component pdfs. It was shown in [5] that min-
imizing the determinant of the fused covariance is equivalent
to minimizing the Shannon entropy of the fused covariance.
Effectively, this suggests that minimizing the Shannon entropy
effectively finds the fused pdf that contains the most informa-
tion. However, it was demonstrated in [2] that for a general-
ized case of the Covariance Intersection fusion rule, Shannon
entropy is not a sufficient condition for conservativeness. If
we consider that Bayesian data fusion is a methodology for
combining information, minimizing the Shannon entropy of
the fused pdf will maximize the total information, but may
exclude exclusive information contained within one of the
other estimates.
Within the scope of this paper, we are specifically interested
in minimizing the information loss when state estimates from
sources with disparate capabilities are fused. Therefore, we
are specifically interested in the derivation of metrics which
will minimize the information loss between two estimates, as
opposed to maximizing the information.
III. MINIMUM INFORMATION LOSS WEIGHT FUSION
Within CI, minimizing the determinant of the fused covari-
ance maximizes has the effect of summarizing the whole of the
relevant information provided by the two samples, essentially
maximizing the amount of information. From a similar per-
spective, we can define the information loss to be a measure
of the statistical divergence between the two samples. Thus,
within the scope of this paper which seeks to integrate sensors
with disparate capabilities where an individual node may not
trust the information provided by another node, minimizing the
information loss provides an excellent framework for selecting
the mixing parameter ω.
The minimum information loss cost function was introduced
as a means for optimizing the CI mixing parameter ω, was
introduced in [1]. The information loss was defined as the
Kullback-Leibler divergence between the theoretically optimal
pdf and the one provided by WEP fusion. Essentially, this
selects the value of ω which minimizes how the optimal and
WEP fusion can be discriminated from the ideal fusion result.
Within a distributed framework it is not practicable to
compute the optimal fusion as this would require maintaining
the pdf between the estimates of all nodes within the system.
However, within the WEP framework, it is possible to state
that if there is no common information, then the optimal fusion
pdf simplifies to Naive Bayes (NB) fusion. Therefore, the
information of the fusion between estimates of nodes i and
j can be defined as the Kullback-Leibler divergence between
the naive Bayes fusion pNB and the WEP fusion pwep:
L(ω) = DKL[pNB(x|Zi ∪ Zj)||pwep(x|Zi ∪ Zj)] (4)
where the parameter ω can be computed by minimizing the
function L(ω) for ω ∈ [0, 1] such that:
ω∗ = argminL(ω) (5)
The principal advantage of this methodology is that the
resultant parameter ω∗ will be selected to minimize the
information loss between the optimal and WEP fusion pdfs.
As the Kullback-Leibler divergence measures the statistical
difference between two functions, L(ω) should be a smooth
function without any local minima, therefore any numerical
optimization technique should be suitable. It should be noted
that in the case where the two distributions do not share a
significant amount of common information, the solution will
tend towards an inflated version of the naive Bayes solution.
IV. SIMULATION RESULTS
The simulated results in this section were implemented
using a scenario consisting of two sensors (i and j) observing
the location of a single target. We investigate various scenarios
which test the information loss rule. In each scenario, we
consider how the information loss as defined in equation 4
varies as a function of the mixing parameter ω, the difference
between the value of ω selected by minimizing the determinant
of the fused covariance; and by minimizing the information
loss.
The scenario is set up using two range-bearing sensors
observing the target orthogonally. The noise is assumed to be
Gaussian such that a sensor measurement for sensor i is given
by yi = y¯i+ y˜i. For simplicity when we present values in this
section, we do so in the x-y space, with the target centered at
the origin.
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Fig. 1: The fusion of two sensors with similar capabilities.
Shown are the input covariances (black), the covariance from
naive Bayes Fusion (blue) and covariance from MIL fusion
(green). On the right hand side is Information Loss as a
function of ω.
A. Ideal Case
In the first case, we show that the minimum information
loss fusion will select the mixing parameter ω which is the
same as that of the minimizing the determinant of the fused
covariance. Each sensor makes a single estimate of the target
location which is equal to the target truth location (i.e. no
offset). The covariance for sensor i is given as diag[1 4] and
diag[4 1] for sensor j.
In the ideal example shown in figure 1. Both the CI and
minimum information loss fusion rules provide a value of
ω = 0.5 for the mixing parameter. Furthermore, there is no
difference in information loss between the CI and MIL fusion.
This result is fully to be expected; as each covariance is exactly
the same (albeit rotated), each will add the same amount of
information. Thus, a value of ω = 0.5 will both maximize the
amount of information in the fused covariance and similarly
minimize the information lost in comparison to a naive Bayes
fusion.
B. Offset Covariances
We now consider the same test, but with one of the sensor
measurements offset. The offset value is small enough such
that it could be considered noise on the sensor measurement.
The results, including the ellipses are presented in figure 2.
Similar to the previous scenario, both the CI and MIL fusion
rules provide a value of ω = 0.5 for the mixing parameter.
Furthermore, there is no difference in the information loss
between either rule. Again, these results are as expected as
the fused pdf is a composite of two similar covariances, with
the results indicating that ω = 0.5 both maximizes total
information and minimizes the information lost during the
WEP fusion.
C. Sensors with dissimilar capabilities
For this example we attempt to show the utility of this
fusion rule for fusing sensors with disparate capabilities. We
use the same scenario as before, however one sensor i uses a
covariance of diag[1 4], while sensor j uses a covariance
of diag[4 0.2]. The results shown in figure 3 show the
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Fig. 2: The fusion of two sensors with similar capabilities,
but with one sensor measurement offset. Shown are the input
covariances (black), the covariance from naive Bayes Fusion
(blue) and covariance from MIL fusion (green). On the right
hand side is Information Loss as a function of ω.
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Fig. 3: The fusion of two sensors with dissimilar capabilities.
Shown are the input covariances (black), the covariance from
naive Bayes Fusion (blue) and covariance from MIL fusion
(green). On the right hand side is Information Loss as a
function of ω.
covariance ellipses and the relation between information loss
and the mixing parameter ω.
Within this example, the two mixing parameters are given
as ωCI = 0.36 and ωMIL = 0.43 (i.e. both weighted more
towards sensor j). This provides interesting insight into the
use of the minimum information loss rule. We observe that in
the case of estimates with dissimilar covariances, minimizing
the determinant (and thus maximizing the information) of
the fused covariance has the effect of discarding some of
the information from the estimate with the larger covariance.
That is, selecting mixing parameter ω by minimizing the
information loss, incorporates more information from both
sensors as opposed to favoring one single sensor. While
providing a less optimal result, it does highlight the robustness
of this technique.
D. Disparate and Offset Measurements
In this next example, we consider a scenario similar to the
one presented above. Sensor i uses a covariance of diag[1 4],
while sensor j uses a covariance of diag[4 0.2]. However,
in this case, we bias the measurement from sensor j from
the center of the measurement, as shown in figure 4a. The
method of selecting ωMIL by minimizing the determinant of
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Fig. 4: The fusion of two sensors with dissimilar capabilities
and with one measurement biased. Shown are the input covari-
ances (black), the covariance from naive Bayes Fusion (blue)
and covariance from MIL fusion (green). On the right hand
side is Information Loss as a function of ω.
the fused covariance, uses only the composite covariances,
giving a value equal to the previous example (ωCI = 0.36).
However, the method which minimizes the information loss
generates a result which weights the two estimates almost
equally (ω = 0.49). This highlights that the fused produced
using the minimum information loss rule tends towards an
inflated version of the covariance produced by naive Bayes
fusion.
E. Representative Scenarios
The results presented above provide an insight into how
the minimum information loss fusion rule provides a ro-
bust method for selecting the mixing parameter ω. In this
subsection, we evaluate this method further within a more
operationally relevant scenario. The scenario consists of two
sensors: One considered to be a stand-in sensor with relatively
low capability continually observing the target; the second
sensor is considered a stand-off sensor of high capability pro-
viding single measurements against the target. This scenario
can be realized in a number of real world applications ranging
from car-to-car or car-to-X applications, through to military
surveillance.
From a technical perspective, the simulation is set up as
follows. Sensor i will measure the location of a target n
times, fusing each new result with its prior estimate using
naive Bayes fusion. Each measurement from sensor i will be
varied around the truth value using a normal random number
generator, using the measurement covariance of diag[4 4].
After n measurements, sensor j will observe the target once
using a covariance of diag[1 0.2]), sharing this measurement
with sensor i for local fusion. For each test of n measurements,
we perform a monte-carlo analysis using 1000 iterations.
Figure 5 shows the information loss curves as a function
of the mixing parameter ω, for different numbers of sensor
measurements (n). Figure 6 shows the values of mixing
parameter ω derived using by minimizing the information loss,
and minimizing the determinant of the covariance matrix.
These results suggest that by choosing ω to maximize the
total information in the fused covariance discards information
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Fig. 5: The information loss for fusing the n measurements
low-quality measurements from sensor i, with a single high
quality measurement from sensor j as a function of mixing
parameter ω. Each information loss curve represents a different
value of n, with red starting at n = 2 and finishing with Blue
at n = 50
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Fig. 6: The values of mixing parameter ω derived by min-
imizing the determinant of the fused covariance (red), and
minimum information loss (black) techniques. The error bars
for the minimum information loss values show the variance
over the monte-carlo iterations.
from the estimates produced by one sensor. In the case where
sensor j has the smaller covariance, its estimate dominates
the fused result, whereas in the case where the locally fused
estimates of i have a smaller covariance, its estimates dominate
the fusion. It is expected that the exact values of n which form
this relation will be dependent upon the numerical values given
for the covariances of each sensor.
Selecting ω by minimizing the information loss helps to
ensure information which is exclusive to any specific node
will remain present in the fusion process. This is an important
realization as it shows that even when n becomes very large
and sensor i becomes very certain about the target location
given its own sensors; the measurement contributed by sensor
j will still add information to the fused result.
V. CONCLUSIONS
In this paper we have presented preliminary work to develop
an algorithm for fusing sensor measurements from sources
with disparate characteristics using the distributed data fusion
framework. Specifically, we have investigated a method for
selecting the mixing parameter within the weighted expo-
nential product fusion rule which minimizes the information
loss between sensor measurements. In cases where the sensor
measurement covariances are broadly similar, the value of ω
which maximizes the information of the fused covariance, and
minimizes the information lost in comparison to naive Bayes
is approximately the same. However, our results highlight that
for scenarios where sensors have disparate capabilities this rule
provides a robust method for selecting the mixing parameter.
Furthermore, in scenarios where a single low capability sensor
recording many measurements is fused with a single highly
capable sensor recording fewer measurements, our results
indicate that the minimum information loss fusion rule ensures
that information which is exclusive to a particular estimate is
guaranteed to be counted.
There are a number of areas which remain unclear with the
use of this technique and further research is required. While it
is known that the robustness of the minimum information loss
rule comes at an expense in terms of optimality, further inves-
tigation is required to understand extent and effect distributed
data fusion topologies of more than two nodes. Secondly,
though it is not investigated here, the minimum information
loss rule may provide an interesting framework for fusing
sensor measurements with different ’trust’ characteristics (i.e.
one sensor is known to have a higher false alarm rate). This
may provide an interesting baseline from which to consider
scenario derived metrics for minimizing the information loss.
Finally, experiments should be conducted using physical hard-
ware and multiple (N > 2) nodes; thus far the technique has
only been tested using statistically well behaved simulated data
between two nodes.
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