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Abstract
The problem of estimating the precision matrix of a multivariate normal distribution model is considered
with respect to a quadratic loss function.A number of covariance estimators originally intended for a variety
of loss functions are adapted so as to obtain alternative estimators of the precision matrix. It is shown that
the alternative estimators have analytically smaller risks than the unbiased estimator of the precision matrix.
Through numerical studies of risk values, it is shown that the new estimators have substantial reduction in
risk. In addition, we consider the problem of the estimation of discriminant coefﬁcients, which arises in linear
discriminant analysis when Fisher’s linear discriminant function is viewed as the posterior log-odds under
the assumption that two classes differ in mean but have a common covariance matrix. The above method is
also adapted for this problem in order to obtain improved estimators of the discriminant coefﬁcients under
the quadratic loss function. Furthermore, a numerical study is undertaken to compare the properties of a
collection of alternatives to the “unbiased” estimator of the discriminant coefﬁcients.
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1. Introduction
Let S be ap×p randommatrix distributed as theWishart distributionwith n degrees of freedom
and mean n, and also let X be a p × 1 random vector distributed as the multivariate normal
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distribution with mean vector  and covariance matrix , i.e.,
S ∼ Wp(, n), X ∼ Np(, ). (1.1)
Assume that S andX are independent and that  and are unknown.Also, suppose that n−p−1 >
0.Wehere consider two estimation problems:One is the problemof estimating the precisionmatrix
−1 under the loss function
L(̂−1, −1) = tr(̂−1 − −1)2, (1.2)
where ̂−1 is an estimator of −1, and the other is the problem of estimating  = −1 under the
quadratic loss function
L1(̂, ) = (̂− )′(̂− ), (1.3)
where ̂ is an estimator of .
Early studies in the estimation problem for the precision matrix can be found in Efron and
Morris [5] and Haff [7,8]. They proposed several types of alternative estimators to the unbiased
estimator under a variety of loss functions. Dey [1] also treated an improvement upon the unbiased
estimator of −1 under the loss function (1.2) and proposed orthogonal invariant estimators that
improve upon the unbiased estimator of −1. For estimation of the precision matrix −1, see also
Krishnamoorthy and Gupta [12], Dey et al. [2], and Zhou et al. [17].
On the other hand, Haff [11] considered the problem of estimating the linear discriminant
coefﬁcients by viewing the coefﬁcients as the gradient of the posterior log-odds that a subject
belongs to one population versus the other given the corresponding data vector. The gradient of the
posterior log-odds has a practical meaning and is useful, for example, when we want to measure
the change in log-odds. Haff [11] pointed out that the problem is reduced to that of estimating
 = −1 in the model (1.1). Therefore, if we use the estimator of the form ̂ = ̂−1(S)X, where
̂−1(S) is a matrix-valued function of S, then the estimation of  with respect to the quadratic
loss function (1.3) is closely connected to that of the precision matrix −1. Taking account of this
fact and using the result of Haff [9] for the estimation of , Haff [11] gave alternative estimators
to the unbiased estimator of . For estimation of the discriminant coefﬁcients, see also Dey and
Srinivasan [4].
In Section 2, we consider the problem of estimating the precision matrix −1 under the loss
function (1.2). Using the methods of Dey and Srinivasan [3] and Perron [14], we propose new
types of estimators in a class of orthogonally invariant estimators and show that the risks of the
proposed estimators are analytically smaller than the risk of the unbiased estimator of −1. In
addition, by an approximate minimization of the unbiased estimate of risk of Stein [16], we derive
another type of orthogonally invariant estimator. Next, we justify the estimators due to Efron and
Morris [5] andHaff [11] from the standpoint of the Bayes and empirical Bayes theories.Moreover,
we present further improvements upon shrinkage type improved estimators. Furthermore, we use
a Monte Carlo simulation to investigate the risk performances of the estimators.
In Section 3, we examine the problem of estimating the discriminant coefﬁcients  under the
quadratic loss function (1.3). Using techniques similar to those discussed in Section 2, we derive
alternative estimators of  and show analytically that they have smaller risks to the unbiased
estimator of . Furthermore, a Monte Carlo simulation indicates that both Dey’s estimator and
the proposed estimators have better risk performances than the unbiased estimator.
In Section 4, we present technical lemmas and the proofs for the results reported in Sections 2
and 3.
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2. Alternative estimators of the precision matrix
2.1. A class of orthogonally invariant estimators
In this subsectionwe consider a class of orthogonally invariant estimators of the precisionmatrix
−1. We write the risk function as R(̂−1, −1) = E[L(̂−1, −1)] where the expectation is
taken with respect to (1.1).We now proceed to construct an alternative estimator having a smaller
risk than that of the unbiased estimator
̂−1UB = (n − p − 1)S−1.
The proofs of the theorems presented in this subsection are given in Section 4.2.
2.1.1. Adjusted unbiased estimator
Denote by diag(d1, . . . , dp) a p ×p diagonal matrix with diagonal elements (d1, . . . , dp). Let
S = RLR′ such that R is an orthogonal matrix and L = diag(1, . . . , p) with 1 > 2 > · · · >
p > 0. In this subsection, we consider a class of orthogonally invariant estimators of the form
̂−1 = R(L)R′, (2.1)
where (L) = diag(1(L), . . . ,p(L)) and i (L) = i (L)/i . Here, i (L)’s are functions of L
for i = 1, 2, . . . , p.
It is well known that the eigenvalues of S−1, i.e., the diagonal elements of L−1, are spread
more than those of the expectation of S−1. Thus, we look for alternative estimators of −1 by
correcting the eigenvalues of S−1. The following result is to provide sufﬁcient conditions for the
estimators of the form (2.1) in order to improve upon the unbiased estimator ̂−1UB.
Theorem 2.1. Suppose that
(i) i (L)/i0 for i = 1, . . . , p,
(ii) n − p − 5p(L) · · · 1(L)n − p − 1, a.s.
Then, ̂−1 is better than ̂
−1
UB under the loss function (1.2).
Remark 2.1. (i) If we set AU(L) = diag(AU1 (L)/1, . . . , AUp (L)/p) with AUi (L) = n−p −
1 − 4(i − 1)/(p − 1) for i = 1, . . . , p, then an estimator
̂−1AU = RAU(L)R′, (2.2)
satisﬁes the conditions of Theorem 2.1.
(ii) We can ﬁnd another example of {i (L)}pi=1 satisfying the conditions of Theorem 2.1 as
follows: i (L) = n − p − 5 + 4i/(i + 1) for i = 1, . . . , p.
2.1.2. Perron-type estimators
Next, let (1, . . . , p) with 1 · · · p be the eigenvalues of −1. For the class (2.1) of
estimators of−1,we should have the ordering property1(L) · · · p(L) since1 · · · p.
Therefore, we construct such an orthogonally invariant estimator on the basis of Perron [14].
Let h(t) be a nondecreasing function in t and h(t) > 0. For i = 1, . . . , p, let hi = h(1/p+1−i )
and di = n−p−5+4(i −1)/(p−1). Also, letH = diag(h1, . . . , hp). Note that h1 > · · · > hp
and d1 < · · · < dp.
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Let W(H) be a p × p matrix, the (i, k)th element of which is given by
wik(H) = trk−1(Hi )trk−1(H) −
trk(Hi )
trk(H)
,
where Hi = diag(h1, . . . , hi−1, 0, hi+1, . . . , hp) and
trk(H) =
⎧⎨⎩
1 if k = 0,∑
1 i1<···<ikp
∏k
j=1 hij if k = 1, . . . , p,
0 otherwise.
Furthermore, let PRp+1−i =
∑p
k=1 wik(H)dk for i = 1, . . . , p.
Here, we deﬁne the Perron-type [14] estimator as
̂−1PR = RPR(L)R′, (2.3)
where PR(L) = diag(PR1 (L), . . . ,PRp (L)) with PRi (L) = PRi /i .
Theorem 2.2. The Perron-type estimator (2.3) is better than ̂−1UB under the loss function (1.2).
Remark 2.2. If xh(x) and x/h(x) are nondecreasing in x, then the elements of PR(L) have the
natural ordering property
PR1 (L) · · · PRp (L),
which follows from Theorem 4.3 of Perron [14].
2.1.3. Stein-type estimators
We next give an alternative estimator for −1 by means of an approximate minimization of the
unbiased estimate of the risk of ̂−1 . This idea was reported by Stein [16].
We deﬁne the Stein-type estimator as
̂−1ST = RST(L)R′, (2.4)
where ST(L) = diag(¯ST1 (L), ¯ST2 (L), . . . , ¯STp (L)) and {¯STi (L)}pi=1 is made from isotonic
regression on
STi (L) =
1
i
⎛⎝n − p − 3 +∑
j =i
i
i − j
⎞⎠ , i = 1, . . . , p.
For a detailed derivation of the Stein-type estimator, see Section 4.6, and for an algorithm to solve
isotonic regression, see Lin and Perlman [13].
2.2. Another class of estimators and Bayesian estimation
In this subsection, we consider another class of estimators, which can be derived in the context
of Bayes and empirical Bayes estimations. Consider a class of estimators of the form
̂−1G = aS−1 + G, (2.5)
where a is a positive constant and G is a p × p symmetric matrix, the elements of which are
functions of S.
H. Tsukuma, Y. Konno / Journal of Multivariate Analysis 97 (2006) 1477–1500 1481
With respect to the loss function (1.2), we obtain the following result:
Theorem 2.3. Let DS be the differential operator with respect to S, such that DS = ((1/2)(1 +
ij )/Sij ), where S = (Sij ) and ij is the Kronecker delta. Assume that
(i) n − p − 5an − p − 1,
(ii) ̂(̂−1G ) = tr(G2 − 2(n − p − 1 − a)S−1G − 4DSG)0, a.s.
Then, ̂−1G is better than ̂
−1
UB under the loss function (1.2).
Consequently, we give alternative estimators to the unbiased estimator ̂−1UB and state the dom-
inance results based on Theorem 2.3. The proofs of the results obtained in this subsection are
given in Section 4.3.
2.2.1. The usual estimators
For a prior of −1, we consider a uniform prior p(−1) ∝ 1/|−1|(n+p+1−a)/2, where a is a
constant. Then, the posterior density of −1 is given by
p(−1|S) ∝ |−1|{a−p−1}/2 exp(−tr(−1S)/2).
Since a Bayes estimator with respect to the loss function (1.2) is the posterior mean, the Bayes
estimator is given by
E[−1|S] = aS−1 ≡ ̂−1US. (2.6)
From Theorem 2.3 we obtain the following result:
Corollary 2.1. If n−p − 5an−p − 1, then ̂−1US is better than ̂−1UB under the loss function
(1.2).
2.2.2. Efron–Morris-type estimators
Let
−1 = Ip + ′, (2.7)
where  is an unknown parameter and  is a p × a random matrix with a < n. Deﬁne the prior
density of  as
p(|) ∝ −pa/2|Ip + ′/|−n/2.
Then, since the likelihood with parameter structure (2.7) can be written as
p(S|−1) ∝ |Ip + ′|n/2|S|(n−p−1)/2 exp(−tr((Ip + ′)S)/2),
the posterior density of  and the marginal density of S become, respectively,
p(|S, ) ∝ exp(−tr(′S)/2)
and
p(S|) ∝ (n−a)p/2|S|n−a−p−1 exp(− tr(S)/2).
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Thus, the posterior mean (the Bayes estimator) is
E[−1|S, ] = E[Ip + ′|S, ] = Ip + aS−1. (2.8)
Since  is unknown, we shall replace it with an estimator derived from the marginal distribution
of S. The marginal distribution of S is Wp(−1Ip, n − a) and hence tr(S) has the chi-square
distribution 2(n−a)p/. From the fact that E[1/tr(S)] = /{(n−a)p−2}, we obtain the unbiased
estimator
ˆ = (n − a)p − 2
tr(S)
.
We substitute ˆ for  in the posterior mean (2.8) to obtain the empirical Bayes estimator
̂−1 = aS−1 + (n − a)p − 2
tr(S)
Ip ≡ ̂−1em .
This is the Efron–Morris [5] type estimator (a = n − p − 1).
Next, we give the sufﬁcient conditions for the Efron–Morris estimator to improve upon ̂−1UB
under the loss function (1.2). Here, we deﬁne an extension of the Efron–Morris estimator ̂−1em as
̂−1EM = aS−1 +
b(t)
t
Q(Q′Q)−1Q′. (2.9)
Here, a is a positive constant, b(t) is a differentiable function of t , t = tr(S), and Q is a p × q
matrix of constants with rank q. Note that when q = p and Q = Ip the estimators (2.9) come
into the class of orthogonally invariant estimators (2.1).
For the estimators ̂−1EM we have the following two dominance results:
Corollary 2.2. Assume that
(i) b(t)0 and b′(t)0 where b′(t) = db(t)/dt ,
(ii) n − p − 5a < n − p − 3, 0b(t)2(n − p − 3 − a).
Then, ̂−1EM is better than ̂
−1
UB under the loss function (1.2).
Corollary 2.3. Assume that
(i) a = n − p − 1,
(ii) b2(t) + 4b(t) − 4tb′(t) < 0.
Then, ̂−1EM is better than ̂
−1
UB under the loss function (1.2).
2.2.3. Haff-type estimators
Let the prior distribution of −1 be the Wishart distribution Wp(Ip,m − p − 1), i.e.,
p(−1|) ∝ −p(m−p−1)/2|−1|{(m−p−1)−p−1}/2 exp(−tr(−1)/(2)).
Since the posterior density of −1 is given by
p(−1|S, ) ∝ |−1|{(n+m−p−1)−p−1}/2 exp(−tr(−1(S + (1/)Ip)/2),
we obtain the posterior mean
E[−1|S, ] = a∗(S + (1/)Ip)−1, a∗ = n + m − p − 1.
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Moreover, the marginal density of S is
p(S|) ∝ −(m−p−1)/2|S|(n−p−1)/2|S + (1/)Ip|−(n+m−p−1)/2
which yields E[S−1] = (m−p−1)Ip/(n−p−1) fromTheorem 5.3.20 of Gupta and Nagar [6].
Thus, an estimator of  is
ˆ = (n − p − 1) tr(S−1)/{p(m − p − 1)}.
Finally, we obtain an empirical Bayes estimator of −1,
a∗(S + (t∗/tr(S−1))Ip)−1, a∗ = n + m − p − 1, t∗ = p(m − p − 1)
n − p − 1 .
This estimator is similar to that of the Haff estimator [11] (See also Haff [9]).
We next consider the extended Haff-type estimators of the form
̂−1HF = a0(S + ub(u)Ip)−1
= ̂−1UB − a0ub(u)(S2 + ub(u)S)−1. (2.10)
Here, a0 = n − p − 1, b(u) is a differentiable function of u, and u = 1/tr(S−1). Note that the
Haff-type estimator (2.10) belongs to the class of orthogonally invariant estimators given in (2.1).
Corollary 2.4. Let b′(u) = db(u)/du. Assume that
(n − p − 5)b2(u) − 4b(u) + 4ub′(u) < 0.
Then, ̂−1HF is better than ̂
−1
UB under the loss function (1.2).
We now consider another variant of the estimators proposed by Haff [11]. Let b(w) be a
differentiable function of w, and let w = tr(Q′S−1Q), where Q is given by (2.9). We deﬁne
estimators of −1 as
̂−1H2 = a0(S + b(w)Q(Q′S−1Q)−1Q′)−1
= ̂−1UB −
a0b(w)
1 + b(w)S
−1Q(Q′S−1Q)−1Q′S−1,
where a0 = n − p − 1.
Corollary 2.5. Assume that
(i) b′(w)0,
(ii) 0 < b(w)4/(n − p − 5).
Then, ̂−1H2 is better than ̂
−1
UB under the loss function (1.2).
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2.3. Further improvements on shrinkage type estimators
We denote a class of estimators by S, the element ̂−1SH of which satisﬁes a condition that
̂−1UB − ̂−1SH is positive semi-deﬁnite. Note that the estimators ̂−1AU, ̂−1PR, ̂−1US, ̂−1EM, ̂−1HF, and
̂−1H2 belong to the class S. Next, we consider an improvement on an estimator ̂−1SH that belongs
to S with respect to the loss function (1.2). Consider estimators of the form
̂−1M = ̂−1SH + M,
where M is a positive semi-deﬁnite matrix having elements that are functions of S.
Theorem 2.4. Assume that an estimator ̂−1SH belongs to S and that ̂−1M = ̂−1SH + M satisﬁes
tr(M2 − 4DSM)0, a.s., (2.11)
where DS is deﬁned as Theorem 2.3. Then, under the loss function (1.2), the estimator ̂−1M
dominates ̂−1SH.
We next give an example of ̂−1M . Deﬁne a class of estimators for 
−1 as
̂−1MSH = ̂−1SH +
b(v)
v
Q(Q′S−1Q)−1Q′. (2.12)
Here, b(v) is a differentiable function of v, where v = tr(QF−1Q′)2, F = Q′S−1Q, and Q is
given by (2.9).
Corollary 2.6. Under the loss function (1.2), ̂−1MSH dominates ̂−1SH if
(i) b(v) is nondecreasing,
(ii) 0b(v)2q2 + 2q − 8.
Applying Corollary 2.6 to ̂−1AU, we observe that if ̂
−1
SH = ̂−1AU and Q = Ip, then ̂−1MAU =
̂−1AU +b(s)S/s, s = tr(S2), dominates ̂−1AU if b(s) is nondecreasing and 0b(s)2p2 +2p−8.
Furthermore, applying the same modiﬁcation method to ̂−1PR and ̂
−1
HF, we obtain the dominance
results of the resulting, modiﬁed estimators ̂−1MPR and ̂
−1
MHF over ̂
−1
PR and ̂
−1
HF, respectively.
Note that if ̂−1SH = aS−1 andQ = Ip, then the estimators (2.12) are similar to those of Dey [1],
i.e.,
̂−1DY = aS−1 +
b(s)
tr(S2)
S, (2.13)
where s = tr(S2).
2.4. Numerical study
In this subsection,we investigate the risk performances of alternative estimators for the precision
matrix via a Monte Carlo simulation. In Dey [1], it is shown that ̂−1DY is better than the unbiased
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Fig. 1. PRIAL relative to ̂−1UB, in estimation of 
−1 for (n, p) = (12, 5) and  = diag(c5, c4, c3, c2, c).
estimator ̂−1UB = (n − p − 1)S−1. From Remark 2.1 and Theorem 2.3, we can see that ̂−1AU and
̂−1PR outperform ̂
−1
UB, while Corollaries 2.1, 2.2, and 2.4 guarantee that ̂
−1
US, ̂
−1
EM, and ̂
−1
HF are
improvements upon ̂−1UB. From Corollary 2.6, ̂
−1
AU, ̂
−1
PR, and ̂HF are further improved upon by
their modiﬁed estimators, ̂−1MAU, ̂
−1
MPR, and ̂MHF, respectively. It is also worthwhile to use the
method described in Corollary 2.6 to modify the Stein estimator ̂ST, although we do not show
the dominance of the resulting, modiﬁed Stein estimator ̂−1MST over ̂ST. Here, we compare the
risk performances of the above estimators and the unbiased estimator ̂−1UB = (n − p − 1)S−1.
Our simulation is based on 10,000 independent replications that are generated from (1.1) with
parameters for a special case. The simulation results are given in Fig. 1 and Table 1. We compare
the risks of ̂−1UB and seven alternative estimators as follows:
(1) ̂−1MAU = ̂−1AU + cS/tr(S2), where c = p2 + p − 4 and ̂−1AU is given by (2.2);
(2) ̂−1MPR = ̂−1PR +cS/tr(S2), where c = p2+p−4 and ̂−1PR is given by (2.3) with h(x) =
√
x;
(3) ̂−1MST = ̂−1ST + cS/tr(S2), where c = p2 + p − 4 and ̂−1ST is given by (2.4);
(4) ̂−1US, given by (2.6) with a = n − p − 3;
(5) ̂−1EM, given by (2.9) with a = n − p − 4, q = p, Q = Ip, and b(t) = 1;
(6) ̂−1DY, given by (2.13) with a = n − p − 3 and b(s) = p2 + p − 4;
(7) ̂−1MHF = ̂−1HF + cS/tr(S2), where c = p2 + p − 4 and ̂−1HF is given by (2.10) with
b = 2/(n − p − 5).
In Fig. 1, “PRIAL” is the percentage reduction in average loss relative to ̂−1UB. For example,
PRIAL of the estimator ̂−1MAU is calculated as 100× (R̂∗(̂−1UB)− R̂∗(̂−1MAU))/R̂∗(̂−1UB), where
R̂∗(̂−1UB) and R̂∗(̂−1MAU) are the estimated risk values by simulations, respectively. The PRIALs
of the estimators ̂−1MAU, ̂
−1
MPR, ̂
−1
MST, ̂
−1
US, ̂
−1
EM, ̂
−1
DY, and ̂
−1
MHF are denoted byMAU,MPR,
MST, US, EM, DY, and MHF, respectively.
We summarize the numerical results in Fig. 1 and Table 1 as follows:
(1) When the diagonal elements of  are close together, MAU and MST are favorable, but US
and EM are not favorable.
(2) When the diagonal elements of  are widely dispersed, MPR and MHF are favorable, but
MAU and MST are not. For the cases of n = 30 and 50, MPR is slightly better than the other
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Table 1
PRIAL in estimation of the precision matrix (%)
MAU MPR MST US EM MHF DY
 = diag(1, 1, 1, 1, 1)
n = 12 90.2 81.3 86.9 46.9 56.9 75.2 66.6
n = 30 51.3 35.2 68.2 13.4 18.1 20.4 31.0
n = 50 35.5 22.3 61.2 7.3 10.1 12.6 20.1
 = diag(45, 44, 43, 42, 4)
n = 12 21.9 37.0 31.4 38.1 35.9 44.4 38.1
n = 30 9.4 12.9 8.4 10.6 11.2 12.4 10.7
n = 50 4.7 6.7 4.0 5.6 5.8 6.4 5.6
PRIALs. Fig. 1 indicates that MHF and MST are the best and worst, respectively, among the
seven PRIALs for small sample size.
(3) If the sample size n is larger, then the PRIALs are smaller. However, MST is larger for the
case in which the diagonal elements of  are close together.
(4) In all cases, the values of MPR,MHF and DY are greater than the smallest or second-smallest
values. MHF is uniformly better than US and EM, and DY is better than US.
From the results of Monte Carlo simulations, we conclude that there is no estimator that has
the best risk in the entire parameter space. However, we also conclude that ̂−1MHF, ̂
−1
DY and ̂
−1
MPR
are favorable because their PRIALs do not have the smallest or the secondly smaller values.
Therefore, we recommend using ̂−1MHF, ̂
−1
DY and ̂
−1
MPR to estimate the precision matrix 
−1
.
3. Estimation of discriminant coefﬁcients
3.1. Alternative estimators
In this section, we treat the problem of estimating the discriminant coefﬁcients  = −1 in
(1.1) under the quadratic loss function (1.3).
The unbiased estimator of  is given by
̂UB = (n − p − 1)S−1X. (3.1)
The unbiased estimator ̂UB belongs to the usual class of estimators for , which is a constant
multiplier of S−1X, i.e.,
̂US = aS−1X, (3.2)
where a is a positive constant. Haff [11] showed that ̂US dominates ̂UB under the loss function
(1.3) if n − p − 5a < n − p − 1. Haff [11] also considered another class of estimators of the
form
̂HF = (n − p − 1)(S + ub(u)Ip)−1X, (3.3)
where b(u) is a function of u = 1/tr(S−1), and Haff [11] showed that ̂HF is better than ̂UB
under the loss function (1.3) if (n − p − 5)b2(u) − 4b(u) + 4b′(u) < 0. Dey and Srinivasan [4]
H. Tsukuma, Y. Konno / Journal of Multivariate Analysis 97 (2006) 1477–1500 1487
proposed the class of estimators of the form
̂DS = (aS−1 + bIp/t)X, (3.4)
where a and b are constants and t = tr(S), and proved that ̂DS is better than ̂UB under the loss
function (1.3) if n − p − 5an − p − 3 and 0b2(n − p − 3 − a).
Next, we give alternative estimators that differ from (3.2)–(3.4). Let
̂ = R(L, Z)R′X. (3.5)
Here, S = RLR′, where R is an orthogonal matrix and L = diag(1, . . . , p) with 1 > 2 >
· · · > p > 0, (L) = diag(1(L, Z)/1, . . . , p(L, Z)/p), and Z = (Zi) = R′X.
Theorem 3.1. Suppose that
(i) i (L, Z)/i0 for i = 1, . . . , p,
(ii) i (L, Z)/Zi0 for i = 1, . . . , p,
(iii) n − p − 5p(L, Z) · · · 1(L, Z)n − p − 1.
Then, ̂ is better than ̂UB under the loss function (1.3).
The proof of Theorem 3.1 is given in Section 4.5. From Theorems 2.1 and 2.2, the examples
that satisfy the conditions of Theorem 3.1, are easily given as follows:
̂AU = RAU(L)R′X, (3.6)
where AU(L) is given by (2.2), and
̂PR = RPR(L)R′X, (3.7)
where PR(L) is given by (2.3).
With respect to the class of estimator (3.5), we can apply approximate minimization of risk as
in Section 2.1. We deﬁne the Stein-type estimator of  as
̂ST = RST(L)R′X, (3.8)
where ST(L) is given by (2.4). For a detailed derivation, see Section 4.6.
The sufﬁcient conditions in Theorem 3.1 are simple yet rather restrictive. We now give an
estimator that improves upon the estimator ̂UB, but does not meet the sufﬁcient conditions in
Theorem 3.1.
Using the estimators (2.5) for the precision matrix, we can consider another class of estimators
for :
̂G = (aS−1 + G)X,
where a is a positive constant and G is a p × p symmetric matrix, the elements of which are
functions of S. Here, we look only at the Dey-type [1] estimator of the form
̂DY = (aS−1 + b(v)S/v)X, (3.9)
where b(v)0 is a differentiable function of v and v = tr(S2). The Dey-type estimator belongs
to the class (3.5), and we obtain the following result:
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Fig. 2. PRIAL in estimation of −1 for (n, p) = (12, 5),  = diag(1, 1, 1, 1, 1) and c = ‖‖.
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Fig. 3. PRIAL in estimation of −1 for (n, p) = (12, 5),  = diag(45, 44, 43, 42, 4) and c = ‖‖.
Theorem 3.2. The Dey-type estimator (3.9) is better than ̂UB under the loss function (1.3) if
(i) n − p − 5a < n − p − 1,
(ii) b′(v)0 and 0b(v) min{n − p − 1 − a, 2(n − 4 − a)}.
The proof of Theorem 3.2 is given in Section 4.5.
3.2. Numerical study
Wenowexamine the risk performances of alternative estimators for the discriminant coefﬁcients
through a Monte Carlo simulation based on 10,000 independent replications. These replications
are generated from (1.1) with special cases of parameter values, and the simulation results are
given in Figs. 2, 3, and Table 2. The estimators compared with ̂UB = (n−p − 1)S−1X given by
(3.1) are as follows:
(1) ̂US, given by (3.2) with a = n − p − 3;
(2) ̂HF, given by (3.3) with u = 1/tr(S−1) and b(u) = 2/(n − p − 5);
(3) ̂DS, given by (3.4) with a = n − p − 4, t = tr(S), and b(t) = 1;
(4) ̂AU, given by (3.6);
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Table 2
PRIAL in estimation of the discriminant coefﬁcients (%)
AU PR ST US HF DS DY
 = diag(1, 1, 1, 1, 1), ‖‖ = 0
n = 12 84.7 69.2 64.4 55.6 56.1 74.2 55.2
n = 30 24.4 17.6 23.0 16.0 5.6 22.5 15.3
n = 50 12.6 9.4 13.4 8.9 2.5 12.5 8.3
 = diag(1, 1, 1, 1, 1), ‖‖ = 17
n = 12 70.0 61.0 67.3 46.7 59.3 56.6 47.9
n = 30 33.0 17.6 49.9 13.5 8.5 18.4 14.5
n = 50 21.6 9.7 45.3 7.6 3.9 10.5 8.2
 = diag(45, 44, 43, 42, 4), ‖‖ = 0
n = 12 87.1 79.7 56.2 55.6 66.3 75.0 55.5
n = 30 28.6 24.0 15.9 16.0 11.8 23.4 16.0
n = 50 16.1 13.3 8.9 8.9 6.0 13.1 8.9
 = diag(45, 44, 43, 42, 4), ‖‖ = 17
n = 12 36.3 46.4 40.4 42.3 49.4 44.8 42.3
n = 30 18.6 18.2 12.1 13.1 12.1 17.0 13.1
n = 50 11.7 10.8 7.1 7.6 6.2 10.3 7.6
(5) ̂PR, given by (3.7) with h(x) = √x;
(6) ̂ST, given by (3.8);
(7) ̂DY, given by (3.9) with a = n − p − 3, v = tr(S2), and b(v) = 1.
As in the previous section, we calculate the PRIALs of the above estimators relative to the unbiased
estimator ̂UB and we write the PRIALs of the estimators ̂US, ̂HF, ̂DS, ̂AU, ̂PR, ̂ST, and ̂DY
as US, HF, DS, AU, PR, ST, and DY, respectively.
Figs. 2 and 3 and Table 2 indicate that
(1) when the diagonal elements of the covariance matrix are close together,AU and ST are better
than the other ﬁve estimators; in particular, when ‖‖ is large, ̂AU and ̂ST have a substantial
reduction in risk;
(2) AU and ST are small when the diagonal elements of the covariance matrix are spread widely
and ‖‖ is large with small sample size;
(3) for wide range of c and n, ̂PR generally has good risk performance.
4. Proofs
4.1. Preliminaries
To prove the results of Sections 2 and 3.1, we state the Stein identity for a multivariate normal
distribution and the Haff identity for the Wishart distribution, and we present formulae relating
to differential operators in order to evaluate the risks of alternative estimators.
Let ∇X be a p × 1 differential operator with respect to X = (Xi) such that ∇X = (/Xi).
First we state the Stein identity and calculation formula of ∇X:
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Lemma 4.1 (Stein [15]). Let X ∼ Np(, ). Also, let V be a p×1 vector, the elements of which
are differentiable functions of X. Then, we have E[(X − )′−1V] = E[tr(∇XV′)] provided that
the expectations exist.
Lemma 4.2. Let V be a p ×p symmetric matrix, the elements of which are functions of X. Then,
we have tr(∇XX′V) = tr(V) + tr(X∇′XV).
Recall thatDS = (2−1(1+ij )/Sij ), where S = (Sij ) and ij is Kronecker’s delta.We state
the Haff identity in the following lemma:
Lemma 4.3 (Haff [8]). Let S ∼ Wp(, n). Also, let U be a p ×p matrix, the elements of which
are differentiable functions of S. Then, we have
E[tr(−1U)] = E[(n − p − 1) tr(S−1U) + 2 tr(DSU)],
provided suitable conditions are satisﬁed.
We now give some results for the differential operator DS . The following lemma can immedi-
ately be derived from (i) and (ii) of Eq. (5.5) in Haff [11].
Lemma 4.4 (Haff [11]). Let b(u) be a differentiable function of u, where u = 1/tr(S−1), and set
W = S2 + ub(u)S. Then, we have
DS[ub(u)W−1] = −ub(u)[tr(W−1)]SW−1/2 − ub(u)[tr(SW−1)]W−1/2
− ub(u)SW−2 + u2b(u)(ub′(u) + b(u))W−2
− u2b2(u)W−2/2 − u2b2(u)[tr(W−1)]W−1/2,
where b′(u) = db(u)/du.
LetU and T be p×p matrices, the elements of which are functions of S = (Sij ). The following
lemma is given by Haff [8,10].
Lemma 4.5 (Haff [8,10]). Deﬁne D˜S as a p × p matrix, the elements of which are linear com-
binations of /Sij . Let ei be the p × 1 vector such that the i-th element is one and the other
elements are zero. Then, the following holds:
(i) D˜SUT = {D˜SU}T + (U′D˜′S)′T,
(ii) tr((UDS)′T) = tr(UDST′),
(iii) (1 + ij )S−1/Sij = −S−1(eie′j + ej e′i )S−1,
(iv) (UDS)′S−1 = −[{tr(US−1)}S−1 + S−1U′S−1]/2.
Next, let Q be a p × q matrix of constants with rank q. Deﬁne F = Q′S−1Q and denote by DF
the corresponding differential operator, i.e., DF = (2−1(1 + ij )/Fij ) with F = (Fij ).
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Lemma 4.6. LetG be a q×q symmetric matrix, the elements of which are differentiable functions
ofF. Let b(v) be a function of v = tr(F−1Q′QF−1Q′Q).Also, let(w) be a scalar valued function
of w = tr(F). Then, the following holds:
(i) (UDS)′QGQ′ = −S−1Q{(Q′US−1QDF )′G}Q′,
(ii) DF tr(F−1Q′QF−1Q′Q) = −2F−1Q′QF−1Q′QF−1,
(iii) tr(DS(b(v)/v)QF−1Q′) = 2b′(v) − 2b(v)/v + q(q + 1)b(v)/(2v),
(iv) tr(DS(w)S−1QF−1Q′S−1) = −′(w) tr((Q′S−2Q)2F−1)
−(w) tr(S−1) tr(Q′S−2QF−1)
−(w) tr(Q′S−3QF−1)
+(w){tr(Q′S−2QF−1)}2/2
+(w) tr(Q′S−2QF−1Q′S−2QF−1)/2,
where b′(v) = db(v)/dv and ′(w) = d(w)/dw.
Proof. (i) For U = (Uab), G = (Gab) and Q = (Qab), the (i, j)-element of (UDS)′QGQ′ can
be written as
[(UDS)′QGQ′]ij =
∑
a,b,c,d
Uba
1 + ia
2

Sia
QbcGcdQjd
=
∑
a,b,c,d,e,f
UbaQbcQjd
{
1 + ia
2
Fef
Sia
}{
1 + ef
2
Gcd
Fef
}
, (4.1)
where the last equality follows from the chain rule. From the fact that F = Q′S−1Q and
Lemma 4.5(iii), we see that
1 + ia
2
Fef
Sia
=
∑
g,h
QgeQhf
1 + ia
2
Sgh
Sia
= −1
2
∑
f,g
QgeQhf (S
igSha + SihSga),
whereS−1 = (Sij ). Thus, substituting the quantity furthest to right-hand side of the above equation
into (4.1), we obtain (i).
(ii) Let F−1 = (F ij ). Then, the (i, j)-element of DF v can be written as
[DF v]ij =
∑
a,b,c,d
[Q′Q]bc[Q′Q]da 1 + ij2

Fij
F abF cd .
Hence, from Lemma 4.5(iii) and a few computations, we obtain (ii).
(iii) Set G0 = (b(v)/v)F−1. Note that G0 is a matrix, the elements of which are functions of
F. Hence, using Lemma 4.6(i) with U = Ip, we can see that
tr(DSQG0Q′) = −tr(F(FDF )′G0)
= −tr(FDF (b(v)/v)) − (b(v)/v) tr(F(FDF )′F−1)
= 2b′(v) − 2b(v)
v
+ q(q + 1)b(v)
2v
,
where the last equality follows from Lemmas 4.6(ii) and 4.5(iv).
(iv) Set G1 = (w)F−1, where w = tr(F). From Lemma 4.5(i) and (ii), we have
tr(DSS−1QG1Q′S−1)
= 2 tr(QG1Q′S−1DSS−1) + tr(S−1(S−1DS)′QG1Q′). (4.2)
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Next, we apply Lemma4.6(i) andLemma4.5(iv) (replacingS andDS withF andDF , respectively,
and setting U = Q′S−2Q) to the second term to obtain
tr(S−1(S−1DS)′QG1Q′) = −tr(U{UDF }′G1)
= −tr(F−1U{UDF(w)I}′) − (w) tr(U{UDF }′F−1)
= −′(w) tr(F−1U2) + (w)
2
(
{tr(UF−1)}2 + tr(UF−1)2
)
.
Similar application of Lemma 4.5(iv) to the ﬁrst term of the right-hand side of (4.2) completes
the proof. 
The next lemma is a slight extension of Haff [11] and is needed in order to evaluate the risks
of orthogonally invariant estimators.
Lemma 4.7 (Haff [11]). Let S=RLR′, such that R is an orthogonal matrix and L=diag(1, . . . ,
p). Also, let (L, Z) = diag(1, . . . ,p), where i’s are differentiable functions of L, and
Z = R′X, where X is a p × 1 vector and is independent of S. Then, we have
DSR(L, Z)R′ = R∗(L, Z)R′,
where ∗(L, Z) = diag(∗1(L, Z), . . . ,∗p(L, Z)) and
∗i (L, Z) =
i
i
+ 1
2
∑
j =i
i − j
i − j .
We use the following lemma to assess the risk of the Perron-type estimator (2.3). The notation
scheme is as described in Section 2.1.2.
Lemma 4.8 (Perron [14]). Let h′i = dh(t)/dt |t=1/p+1−i , and let Hij = Hi +Hj −H. Then, we
have that
(i) trk(H)/p+1−i = −h′i trk−1(Hi )/2p+1−i ,
(ii) trk(Hi ) − trk(Hj ) = (hj − hi) trk−1(Hij ),
(iii) W(H) is doubly stochastic.
4.2. Proofs of theorems in Section 2.1
For proof of Theorem 2.1, we use the next lemma of Dey [1].
Lemma 4.9 (Dey [1]). Let S = RLR′, such thatR is an orthogonal matrix and L = diag(1, . . . ,
p).Also, let the estimators of −1 be deﬁned as ̂−1 = R(L)R′,where(L) is ap×p diagonal
matrix, the diagonal elements,i (i = 1, . . . , p), of which are differentiable functions of L. Then,
the risk of ̂−1 is represented as
R(̂−1 , −1) = E
⎡⎣ p∑
i=1
⎧⎨⎩2i − 2a0ii − 4ii − 2∑
j =i
i − j
i − j
⎫⎬⎭
⎤⎦+ tr(−2), (4.3)
where a0 = n − p − 1.
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Proof of Theorem 2.1. Set i = i (L) for i = 1, . . . , p and let a0 = n − p − 1. Set i =
i/i, i = 1, 2, . . . , p, in Lemma 4.9 to obtain
R(̂−1 , −1) = E
⎡⎣ p∑
i=1
⎧⎨⎩2i2i − 2(a0 − 2) i2i − 4i ii − 2
∑
j =i
i/i − j /j
i − j
⎫⎬⎭
⎤⎦
+ tr(−2). (4.4)
The last term in large braces of (4.4) is written as
p∑
i=1
∑
j =i
i/i − j /j
i − j =
p∑
i=1
∑
j =i
i (j − i) + i(i − j )
(i − j )ij
=
p∑
i=1
⎧⎨⎩−∑
j =i
i
ij
+
∑
j =i
i − j
(i − j )j
⎫⎬⎭
=
p∑
i=1
⎧⎨⎩−ii ∑
j =i
1
j
+
∑
j>i
i − j
i − j
(
1
j
+ 1
i
)⎫⎬⎭ . (4.5)
Since a01 · · · p and 1 > · · · > p > 0, the second and last terms of (4.5) can be
expressed, respectively, as
i
i
 a0
i
(i = 1, . . . , p),
∑
j>i
i − j
i − j
(
1
j
+ 1
i
)
> 0.
Therefore, we obtain
R(̂−1 , −1)E
⎡⎣ p∑
i=1
⎧⎨⎩2i2i − 2(a0 − 2) i2i − 4i ii + 2a0i
∑
j =i
1
j
⎫⎬⎭
⎤⎦+ tr(−2).
(4.6)
On the other hand, from (4.4), we can write the risk function of the unbiased estimator as
R(̂−1UB, −1) = E
⎡⎣ p∑
i=1
⎧⎨⎩−a202i + 4a02i + 2a0i
∑
j =i
1
j
⎫⎬⎭
⎤⎦+ tr(−2). (4.7)
Combining (4.6) and (4.7), we can see that the difference in risks between ̂−1 and ̂−1UB is
R(̂−1 , −1) − R(̂−1UB, −1)
E
[
p∑
i=1
{
1
2i
(i − a0 + 4)(i − a0) − 4 1
i
i
i
}]
.
This completes the proof. 
Proof of Theorem 2.2. We check that the Perron-type estimator satisﬁes the conditions of
Theorem 2.1, i.e., n − p − 1PR1  · · · PRp n − p − 5 and PRi /i0 for i = 1, . . . , p.
Note that
PRp+1−i = d1 +
p−1∑
k=1
trk(Hi )
trk(H)
(dk+1 − dk) (4.8)
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and that trk(Hi ) is independent of p+1−i . Also, recall that h1 > · · · > hp and d1 < · · · < dp.
From the fact that h is a nondecreasing function and Lemma 4.8(i), we can see that
PRp+1−i
p+1−i
=
p−1∑
k=1
trk(Hi ) × h′i trk−1(Hi )/2p+1−i
tr2k(H)
(dk+1 − dk) > 0.
Furthermore, it follows from Lemma 4.8(iii) that
d1 = d1
p∑
k=1
wik(H)PRi dp
p∑
k=1
wik(H) = dp
and from (4.8) and Lemma 4.8(ii) that
PRp+1−j − PRp+1−i =
p−1∑
k=1
trk−1(Hij )
trk(H)
(hi − hj )(dk+1 − dk) > 0
for i < j , i.e., PRi > 
PR
j for i < j . This completes the proof. 
4.3. Proofs of theorems and corollaries in Section 2.2
Proof of Theorem 2.3. Using Lemma 4.3, we can see that
R(̂−1G , −1) − R(̂−1UB, −1)
= R(̂−1a , −1) − R(̂−1UB, −1)
+ E[tr(G2) − 2(n − p − 1 − a) tr(S−1G) − 4 tr(DSG)], (4.9)
where ̂−1a = aS−1. From Theorem 2.1 we can see that R(̂−1a , −1)R(̂−1UB, −1) for n −
p − 5an − p − 1. This completes the proof. 
Proof of Corollary 2.1. The proof immediately follows from Theorem 2.3 and so is
omitted. 
Proof of Corollary 2.2. Let b = b(t) and b′ = b′(t) and set Q0 = Q(Q′Q)−1Q′. Note that
tr(Q20) = tr(Q0) = q. Substituting bQ0/tr(S) for G of Theorem 2.3, we can represent Theo-
rem 2.3(ii) as
̂(̂−1EM) =
b2q
t2
− 2(a0 − a)b
t
tr(S−1Q0) − 4 tr
(
Q0DS
b
t
)
, (4.10)
where a0 = n − p − 1 and t = tr(S). We apply the fact that DS tr(S) = Ip to the last term in
large brackets of the right-hand side of (4.10) to obtain
tr
(
Q0DS
b
t
)
= q(b
′t − b)
t2
. (4.11)
Using the fact that −S−1 − Ip/tr(S), we can evaluate the second term in large brackets of the
right-hand side of (4.10) as
−2(a0 − a)b
t
tr(Q′S−1Q(Q′Q)−1)−2q(a0 − a)b
t2
. (4.12)
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Thus, combining (4.10)–(4.12), we get
̂(̂−1EM)
bq
t2
{b − 2(a0 − a − 2)} − 4qb
′
t
.
Hence, the right-hand side of the above inequality is negative if a < a0−2, 0b2(a0−2−a),
and b′ > 0. 
Proof of Corollary 2.3. Setting a = n−p−1 in (4.10), and using (4.11), we see that ̂(̂−1EM) =[q{b(b + 4) − 4tb′}]/t2, which completes the proof. 
Proof of Corollary 2.4. Set b = b(u) and b′ = db(u)/du. Using Lemma 4.4, we can write
Theorem 2.3(ii) as
̂(̂−1HF) = E[a20u2b2 tr(W−2) − 4a0ub tr(W−1) tr(SW−1)
− 4a0ub tr(SW−2) + 4a0u2(ub′ + b) tr(W−2)
− 2a0u2b2 tr(W−2) − 2a0u2b2(tr(W−1))2], (4.13)
where W=S2+ubS. Here, we apply the fact that W−1[tr(W−1)]Ip and the fact that S
(1/tr(S−1))Ip=uIp to the second and sixth terms of the right-hand side of (4.13) to obtain
̂(̂−1HF)  E[a20u2b2 tr(W−2) − 8a0u2b tr(W−2)
+ 4a0u2(ub′ + b) tr(W−2) − 4a0u2b2 tr(W−2)]
= E[a0u2{(a0 − 4)b2 − 4b + 4ub′} tr(W−2)].
This completes the proof. 
Proof of Corollary 2.5. Let a0 = n − p − 1. The right-hand side of Theorem 2.3(ii) can be
represented as
̂(̂−1H2) = E
[
a20b
2
(1 + b)2 tr(F2F
−1F2F−1)
+ 4a0 tr
(
DS b1 + bS
−1Q(Q′S−1Q)−1Q′S−1
)]
, (4.14)
where F = Q′S−1Q and F2 = Q′S−2Q. From Lemma 4.6(iv), we have
̂(̂−1H2) = E
[
a20b
2
(1 + b)2 tr(F2F
−1F2F−1) − 4a0b
′
(1 + b)2 tr(F2F
−1F2)
− 4a0b
1 + b tr(S
−1) tr(F2F−1) − 4a0b1 + b tr(Q
′S−3QF−1)
+ 2a0b
1 + b {tr(F2F
−1)}2 + 2a0b
1 + b tr(F2F
−1F2F−1)
]
. (4.15)
Here, note that
{tr(S−1)} tr(F2F−1), Q′S−3QF2F−1F2,
from which it follows that S−1Q(Q′S−1Q)−1Q′S−1S−1. Thus, the third and the fourth terms
of the right-hand side of (4.15) can be evaluated, respectively, as
−tr(S−1) tr(F2F−1)−{tr(F2F−1)}2, (4.16)
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−tr(Q′S−3QF−1)−tr(F2F−1F2F−1). (4.17)
Moreover, from the fact that tr(F2F−1F2F−1){tr(F2F−1)}2, we can see that the ﬁfth and the
sixth terms of the right-hand side of (4.15) are evaluated as
2a0b
1 + b {tr(F2F
−1)}2 + 2a0b
1 + b tr(F2F
−1F2F−1)
4a0b
1 + b {tr(F2F
−1)}2. (4.18)
Thus, combining (4.15)–(4.18) gives
̂(̂−1H2)E
[
a0b{(a0 − 4)b − 4}
(1 + b)2 tr(F2F
−1F2F−1) − 4a0b
′
(1 + b)2 tr(F2F
−1F2)
]
,
which completes the proof. 
4.4. Proofs of Theorem 2.4 and Corollary 2.6 in Section 2.3
Proof of Theorem 2.4. Application of Lemma 4.3 to the difference in risk similar to that in the
proof of Theorem 2.3 shows that
R(̂−1M , −1) − R(̂−1SH, −1)
= E[tr(M2 − 2(n − p − 1)S−1M + 2̂−1SHM − 4DSM)].
Combining the above equation with the fact that tr(M̂−1SH) tr(M̂
−1
UB) gives the desired
result. 
Proof of Corollary 2.6. Let b = b(v) and b′ = b′(v). Replacing M in (2.11) by bQF−1Q′/v,
we can write the inequality (2.11) as
b2
v
− 4 tr
(
DSQF−1Q′ b
v
)
0, (4.19)
where a0 = n−p − 1 and v = tr(QF−1Q′)2. Applying Lemma 4.6(iii) to the last term in (4.19),
we can see that (4.19) becomes
b2 − 2q(q + 1)b + 8b
v
− 8b′0,
which gives the result of the theorem. 
4.5. Proofs of theorems in Section 3.1
Let ̂ = ̂−1X be an estimator of  = −1, where ̂−1 is a p × p matrix-valued function of
S and X. The risk of the estimator ̂ can be written as
R1(̂, ) = E[X′(̂−1 − −1)2X] + 2E[(X − )′−1̂−1X]
− E[(X − )′−2(X + )]. (4.20)
Applying Lemma 4.1 to the second term of the quantity furthest to right-hand side of (4.20), we
can see that E[(X− )′−1̂−1X] = E[tr(∇XX′̂−1)]. Furthermore, from Lemma 4.2, we obtain
R1(̂, ) = E[X′(̂−1 − −1)2X] + 2E[tr(̂−1) + tr(X∇′X̂−1)]
− E[(X − )′−2(X + )]. (4.21)
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Note that the third term of the right-hand side of (4.21) has no effect on comparison between
estimators.
Proof of Theorem 3.1. Set  = (L, Z) = diag(1/1, . . . , p/p). From (4.21), we can write
R1(̂, ) as
R1(̂, ) = E[X′(RR′ − −1)2X] + 2E[tr() + tr(X∇′XRR′)]
− E[(X − )′−2(X + )]. (4.22)
Using the fact that Z = R′X and ∇Z = R′∇X, we can see that the second expectation of the
right-hand side of (4.22) is
E[tr() + tr{(Z∇′Z)′}] = E
[
p∑
i=1
{
i
i
+ Zi
i
i
Zi
}]
. (4.23)
Moreover, we evaluate the ﬁrst term of the right-hand side of (4.22) in a manner similar to that of
(4.4) to obtain
E[X′(RR′ − −1)2X]
= E
⎡⎣ p∑
i=1
Z2i
⎧⎨⎩2i2i − 2(a0 − 2) i2i − 4i ii − 2
∑
j =i
i/i − j /j
i − j
⎫⎬⎭
⎤⎦
+ E[X′−2X]. (4.24)
Thus, combining (4.22)–(4.24), we observe that the difference in the risks between ̂ and ̂UB is
R1(̂, ) − R1(̂UB, )
E
[
p∑
i=1
Z2i
{
1
2i
(i − a0 + 4)(i − a0) − 4 1
i
i
i
}]
+ 2E
[
p∑
i=1
{
i
i
+ Zi
i
i
Zi
− n − p − 1
i
}]
,
which completes the proof. 
Proof of Theorem 3.2. Set b = b(v) and b′ = b′(v). From (4.21), we can write the difference
in the risks between ̂DY and ̂UB as
R1(̂DY, ) − R1(̂UB, )
= E[X′(̂−1DY − −1)2X] − E[X′(̂−1UB − −1)2X]
+ E[tr(̂−1DY) − tr(̂−1UB)], (4.25)
where ̂−1DY = aS−1+bS/v and ̂−1UB = (n−p−1)S−1. Here, using the fact that Ip{tr(S2)}S−2
and b(v)0, we see that the last expectation of the right-hand side of (4.25) can be evaluated as
E[tr(̂−1DY) − tr(̂−1UB)]E[(a + b − n + p + 1) tr(S−1)],
which implies that
E[tr(̂−1DY)]E[tr(̂−1UB)] (4.26)
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if bn − p − 1 − a. We use Lemma 4.3 to ﬁnd that the ﬁrst and second expectations of the
right-hand side of (4.25) become
E[X′(̂−1DY − −1)2X] − E[X′(̂−1UB − −1)2X]
= E[X′(̂−1a − −1)2X] − E[X′(̂−1UB − −1)2X]
+ E
[
X′
(
b2
v2
S2 − 2(a0 − a)b
v
Ip − 4DS b
v
S
)
X
]
, (4.27)
where ̂−1a = aS−1 and a0 = n − p − 1. From Lemma 4.4 of Haff [11], the following holds:
E[X′(̂−1a − −1)2X]E[X′(̂−1UB − −1)2X] (4.28)
if n − p − 5a < n − p − 1. Finally, we evaluate the last expectation of the right-hand side of
(4.27). Noting that DS tr(S2) = 2S and that S2{tr(S2)}Ip, we get
E
[
X′
(
b2
v2
S2 − 2(a0 − a)b
v
Ip − 4DS b
v
S
)
X
]
= E
[
X′
(
b2
v2
S2 − 2(a0 − a)b
v
Ip − 8vb
′ − b
v2
S2 − 2(p + 1)b
v
Ip
)
X
]
E
[
X′S2X
v2
tr(b2 − 2{n − 4 − a}b − 8vb′)
]
, (4.29)
i.e., the last expectation of the right-hand side of (4.27) is negative if b2−2{n−4−a}b−8vb′0.
Thus, combining the conditions of (4.26)–(4.29), we obtain the desired result. 
4.6. Derivations of Stein-type estimators
First, we derive the Stein-type estimator (2.4) of the precision matrix.
Denote R̂ by the terms inside large square brackets of the right-hand side of (4.3). Assume
that i (L)’s, i = 1, 2, . . . , p, are nonincreasing functions of i . Thus, replacing the differential
terms i/i in R̂ by −i/i , we can write R̂ as
R̂ ≈
p∑
i=1
⎧⎨⎩2i − 2(a0 − 2)ii − 2∑
j =i
i − j
i − j
⎫⎬⎭ ≡ R˜,
say.
Differentiating R˜ with respect to i , we obtain
R˜
i
= 2i − 2(a0 − 2)
1
i
− 2
∑
j =i
1
i − j = 0,
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which yields the following:
STi =
1
i
⎛⎝a0 − 2 +∑
j =i
i
i − j
⎞⎠ = 1
i
⎛⎝n − p − 3 +∑
j =i
i
i − j
⎞⎠ . (4.30)
Here, STi ’s, i = 1, 2, . . . , p, do not usually satisfy the ordering property. To correct this, we
apply Stein’s isotonic regression on {STi }pi=1 to arrive at a new set {¯
ST
i }pi=1, which satisﬁes the
natural ordering property. For a detailed description of Stein’s isotonic regression, see Lin and
Perlman [13].
Next, we give an outline of the derivation of the Stein-type estimator (3.8) of .As is clear from
(4.22)–(4.24), we have
R1(̂, ) = E
⎡⎣ p∑
i=1
Z2i
⎧⎨⎩2i2i − 2(a0 − 2) i2i − 4i ii − 2
∑
j =i
i/i − j /j
i − j
⎫⎬⎭
⎤⎦
+ E
[
p∑
i=1
{
i
i
+ Zi
i
i
Zi
}]
+ ′−2. (4.31)
Here, we ignore the second expectation and the last term of the right-hand side of (4.31), and we
denote by R̂ the terms inside the large square brackets of the ﬁrst expectation in the right-hand
side of (4.31). Furthermore, we ignore the differential terms of R̂ and differentiate R̂ with i to
obtain the Stein-type estimator (3.8).
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