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Abstract— This paper presents a flexible method of achieving 
either fixed or self-adaptive antenna beamforming. It involves the 
use of an array image factor 'dA , which interfaces an RLS and 
LMS sections in cascade to form the RLMS beamforming 
algorithm. It is shown that an accurate fixed beam can be 
obtained by prior setting the elements of 'dA  with prescribed 
values for the required direction. Moreover, the beam direction 
can also be made adaptive to automatically track the target 
signal. In this case, a convenient and effective method is 
described for computing the element values of 'dA  based on the 
estimated RLS output signal and tap weights. Analytical and 
computer simulation results verify these two modes of operation 
of the RLMS beamforming algorithm. Furthermore, the 
convergence of RLMS is shown to be quite insensitive to 
variations in SNR of the input signal as well as the step sizes 
associated with the RLS and LMS sections. 
Keywords-component; Adaptive beamforming; smart antenna; 
LMS; RLS; RLMS algorithms. 
I.  INTRODUCTION 
Modern wireless communication systems are becoming 
progressively more complex, in an attempt to meet growing 
demand for higher data rates, wider coverage and greater 
capacity. Recently, adaptive or smart antennas have been 
introduced to exploit the spatial domain for minimizing 
interferences thereby enhancing system coverage and capacity. 
These antennas automatically direct their beam patterns to the 
desired signals with nulls in the directions of interfering 
signals. The ability of these antennas to track their target 
signals quickly and accurately depends largely on the 
performance of the beamforming algorithm employed. 
Furthermore, the use of electronically steerable antenna arrays 
lessens the burden of skill shortage for installing fixed wireless 
communication backhaul in remote rural areas. 
A steerable antenna array which uses the simultaneous 
perturbation stochastic approximation algorithm to tune 
electronically the reactances of individual parasitic elements is 
described in [1]. In [2], dual orthogonal polarization diversity 
antenna elements are used in the front-end of a discrete 
cylindrical lens array to produce a fan shaped fixed beam. 
Various adaptive algorithms, including LMS and RLS, have 
also been introduced for adaptive beamforming [3]. Recently, 
variants of LMS and RLS have been investigated to enhance 
the convergence and tracking ability in time varying 
environments. This includes the use of a variable step size 
LMS algorithm (VSSLMS) in the presence of nonstationary 
noise [4]; a constrained constant modulus RLS algorithm for 
blind adaptive beamforming [4], and a hybrid scheme 
involving sample matrix inversion for initializing the LMS 
algorithm for fast convergence [5]. 
In [6], the authors proposed and analyzed a novel 
configuration, called RLMS, by cascading RLS and LMS 
algorithms through an array image factor 'dA , as shown in Fig. 
1. Computer simulations presented in [6, 7] show that the new 
RLMS algorithm converges faster than either the RLS or LMS 
algorithm operating on its own. 
This paper examines two different ways of using the array 
image factor 'dA  to provide a flexible mean of achieving either 
fixed or self-adaptive antenna beamforming. In one case, the 
elements of 'dA  are prescribed with values that correspond to 
the desired direction.  For clarity, this way of operation of 
RLMS is referred to in this paper as RLMS1. 
For the case of a moving target, it is necessary that 'dA  is 
made adaptive in order to follow the angle of arrival (AoA) of 
the desired signal. A simple yet effective method of estimating 
'
dA  is presented in this paper. To differentiate from RLMS1, 
this new approach will from here on be simply referred to as 
RLMS.  
The rest of the paper is organized as follows. In section II, 
the use of the prescribed element values of 'dA  for fixed 
beamforming is analyzed. Section III describes a simple 
method for deriving 'dA  from the estimated RLS output 
signal .RLSy An analysis on the convergence of RLMS is 
presented in section IV. Computer simulation results, obtained 
for an eight-element linear array, are presented in Section V for 
both fixed and self-adaptive beamforming. Finally, Section VI 
concludes the paper. 
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Figure 1.  A configuration of the RLMS algorithm 
II. FIXED BEAMFORMING USING THE RLMS ALGORITHM 
Let the desired signal ( )ds t and a cochannel interference 
( )is t , both originated from a distance, to impinge on an N-
isotropic element linear array at an angle and d iθ θ , 
respectively, as shown in Fig. 1. The resulting outputs of the 
individual antenna elements in the presence of AWGN, ( )tn  of 
variance 2σ can be expressed as [8] 
    1 2
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d d i i
t x t x t x t
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    where  and d iA A are the array factors for the desired signal 
and the cochannel interference, respectively. ( )H⋅ denotes the 
complex conjugate transpose. 
With reference to the first antenna element, and d iA A are 
given by  
 2 ( 1)[1, , ,..., ]d d dj j N j Hd e e e
ψ ψ ψ− − − −=A                     (2) 
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    where ( )2 sin( )d ddψ π θ λ= , and ( )2 sin( )i idψ π θ λ= . 
The antenna element spacing is d , and λ  is the carrier 
wavelength. 
According to Fig. 1, the input stage of the RLMS scheme is 
based on the RLS algorithm with its weight vector ( RLSW ) at 
the ( )1 thj + iteration updated according to [9]  
 ( 1) ( ) ( 1) ( ) ( )RLS RLS RLSj j j j e j
∗+ = + +W W p X            (4) 
    where ( )jX is the input signal vector, and ( 1)j +p is an 
arbitrary symmetric positive definite matrix given by 
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H
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               (5) 
( )jp  is initialized as 1δ − I , with δ  being a small positive 
constant, α  is the forgetting factor, and I  is an N N×  
identity matrix. In this paper, α  is assumed unity.  
Now, the RLS output at the thj  iteration is given by 
( ) ( ) ( )HRLS RLSy j j j= W X                                (6) 
From this estimated RLS output signal, the input signal 
vector for the subsequent LMS section can be obtained, such 
that  
 LMS RLSy′= dX A                                       (7) 
The LMS weight vector is updated according to 
 0( 1) ( ) ( ) ( ) , 0LMS LMS LMS LMSj j j e jμ μ μ+ = + < <W W X    (8) 
    where 0μ  is a positive constant with its value dependent on 
the input signal statistics. 














                                    (9) 
Equation (9) indicates the central role played by the image 
array factor 'dA  in beamforming using the RLMS algorithm. 
Now, by prescribing the individual elements of 'dA  with values 
corresponding to the required AoA, the resulting output will 
contain only those signal components “selected” by 'dA . For 
example, by setting ='d dA A , a fixed beam pointing in the 
direction of dθ  is thus obtained. With this scheme, variations in 
operating condition and component tolerance are compensated 
for through adaptive adjustments of the RLS and LMS tap 
weights. 
III. ESTIMATION OF ARRAY IMAGE FACTOR 'dA  
For self-adaptive beamforming, it requires that 'dA  be 
adjusted automatically to always track the AoA of the desired 
signal. A simple method for estimating 'dA  is now described. 
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In the following derivation, the tap weights are assumed 
randomly initialized. 
 Now, rearranging (1) in element form gives 
 , ,( ) ( ) ( ) ( )k d k d i k ix t A s t A s t n t= + +                     (10) 
   where ,d kA  is the 
thk  element of dA  with 1,2,..., .k N=  
The outputs of the individual RLS taps ( )iw  are given by 
 ( ) ( )k k kx t w x t′ =                                      (11) 
When RLS converges, the output RLSy  tends to approach 
( )ds t with both the interference ( )is t and noise n(t) being 
suppressed. Thus, let ( ) ( )RLS dy t s t , and using the estimation 
on both sides of (10) yields  
 , ,[ ( )] [ ( )] ( )k d k d d k RLSE x t A E s t A y t=                  (12) 
   where [ ]E ⋅  denotes expectation. 
By assuming that both the input signal ( X ) and the RLS 
weights (W ) are independent, the expectation of (11) can be 
written as 
 [ ( )] [ ] [ ( )]k k kE x t E w E x t′ =                            (13) 
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It follows that the instantaneous values of the elements of 










w t y t
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   Thus, (15) provides a mean of calculating the array image 
factor d′A  for use in the RLMS algorithm. 
IV. CONVERGENCE OF THE RLMS ALGORITHM 
In [6], it is shown that the mean-square error ξ  converges 
to the minimum MSE, minξ . ξ  is defined here as the expected 
value of 2RLMSe , such that  
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   where HLMSW  and 
H
RLSW  are the complex conjugate transpose 
of the weight vectors for the LMS and RLS algorithms, 
respectively, and 
( ) ( ) ( 1)
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Also, the correlation matrix of the input signals is given by 
1
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The input signal cross-correlation vector is  
1




j j d jα − ∗
=
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   where ( )d j  and * ( )d j  are the reference signal and its 
conjugate, respectively. 
Now, let d dβ′ =A A , where β  is a complex number which 
indicates the ratio of the estimated output RLSy  and the desired 
signal ( )ds t . For example, when ( )RLS dy s t= ,  1β = , i.e., the 
estimated array factor d′A  is the same as the actual array factor 
dA . Replacing dA  with the estimated d′A  and following the 
same analysis as described in [6], it can be shown that the mean 
square error ξ , as specified by (16), can be expressed as 
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By differentiating (22) with respect to the weight vector 
( )HRLS jW  and equating the result to zero, we obtain the optimal 
vector weight ( )
RLSopt
jW  given by 
1( ) ( ) ( )
RLSopt
j j j−=W Q Z                                 (23) 
This represents the Wiener-Hopf equation in matrix form. 
Therefore, the minimum MSE, minξ  can be obtained from (23) 
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V. SIMULATION RESULTS 
The performance of RLMS and its ability to realize either 
fixed or self-adaptive beamforming has been investigated by 
means of MATLAB simulations. For comparison purposes, 
results have also been obtained for RLMS1 (i.e., RLMS with 
fixed d′A ), LMS and RLS algorithms. For the simulations, the 
following parameters are used: 
• A linear array of 8 isotropic antenna elements spaced 
half a carrier wavelength apart. 
• The desired BPSK signal arrives at 0dθ = . 
• The channel is AWGN of zero mean and variance 2σ . 
• All weight vectors are initially set to zero. 
• Each simulation run involves 100 iterations. 
A. RLMS performance 
1) Performance with external reference: The convergence 
performances of the RLMS, RLMS1, RLS and LMS schemes 
achieved through the use of an external reference signal have 
been studied based on the ensemble average square error ( )2e  
obtained from 100 individual simulation runs. Simulations 
have been carried out for three different values of input SNR  
(i.e., 5, 10 and 15 dB ) with different combinations of the RLS 
step size, δ , and LMS step size, μ . 
The effects of input SNR on the convergence of RLS 
( 0.05δ = ) and RLMS and RLMS1 ( 0.05δ = , 0.075μ = ) 
algorithms are shown in Fig. 2. It is observed that all the three 
algorithms achieved similar convergence speed but RLS has 
higher error floors particularly at lower SNR values. Now, for 
SNR ≥ 10 dB, RLMS1 and RLMS converge slightly faster than 
RLS with all the three schemes converge within 10 iterations. 
Moreover, both the RLMS1 and RLMS have almost identical 
convergence performance for all the three SNR values 
considered. This validates the method of estimating 'dA  for 
RLMS presented in section III. 
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Figure 2.  The convergence of RLS, RLMS1 and RLMS with 0.05δ =   and 
0.075μ =  for three different values of input SNR . 
Furthermore, simulations have also been carried out using 
different combinations of δ  (0.05, 0.5, and 1) and μ   (0.001, 
0.01 and 0.1). The results obtained (not shown here) verify that 
the operations of RLMS and RLMS1 are quite insensitive to the 
choice of the step sizes used. 
2) Performance with self-referencing: As shown in Fig. 2, the 
RLS section within the RLMS scheme converges rapidly in 
less than ten iterations to produce an output RLSy , which 
closely resembles the input desired signal ( )ds t . This output is 
then used as the reference signal for the next iteration of the 
LMS section in RLMS1 and RLMS. As the LMS section 
converges, its output RLMSy becomes the estimated ( )ds t .  This 
suggests that RLMSy  may be used as the reference for the RLS 
section. This feedforward and feedback arrangement enables 
the provision of self-referencing in RLMS1 and RLMS, and 
allows the external referencing to be discontinued after an 
initial few iterations. The ability of the RLMS1 and RLMS 
algorithms to maintain operation with the internally generated 
reference signals is demonstrated in Fig. 3, whereas both the 
LMS and RLS algorithms operating on their own failed to 
converge without the use of a correct reference signal. 





































Figure 3.  The convergence of RLMS and RLMS1 with self-referencing for 
the case of 0.075,μ =  0.05δ =  and 10SNR dB= . For comparison, no 
external reference is used for the two separate tests involving the LMS and 
RLS algorithms. 
 
3) Performance in the presence of multiple interfering 
signals: Consider the desired signal that arrives at 0dθ =  is 
corrupted by cochannel interference and AWGN. In this study, 
the rms noise level σ  is set at 0.05 giving rise to an SNR  of 
10 dB . On the other hand, the interference is made up of up to 
four equal-amplitude cochannel interfering signals with angles 
of arrival (AoA) of 20 ,45 , 30−  and 50− . The effects of 
these extraneous factors on the resulting beam patterns and 
output signal-to-interference plus noise ratios, oSINR , obtained 
using the RLMS1 and RLMS algorithms are examined. 
Fig. 4 shows that the beam patterns obtained with RLMS 
and RLMS1 are almost identical except for a gain difference of 
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about 2 dB  dB between them. Also, it is observed that these 
algorithms are effective in suppressing close-in interference, 
say 20iθ = , with a rejection ratio of 22 dB  dB. Furthermore, 
the other three interfering signals with larger AoAs are being 
suppressed by a greater degree. Note that the interference 
suppression of RLS is similar to that of RLMS while LMS has 
the poorest performance. 
Next, the resultant values of oSINR , computed according to 
[4], achieved by RLMS, RLMS1, RLS and LMS in the 
presence of different number of interfering signals are tabulated 
in Table I. As to be expected, in each case, the oSINR  deceases 
as the amount of interference increases. However, RLMS and 
RLMS1 suffer less than 1 dB decrease in oSINR  when the 
number of interfering signals is increased from one to four. 
Among the four schemes, LMS achieves the smallest oSINR .  

























Figure 4.  The beam patterns obtained with RLMS, RLMS1, RLS and LMS 
algorithms in the presence of four equal-amplitude interfering signals arriving 
at 
1 2 3 4
45 3 520 , 0 and 0,i i i iθ θ θ θ= = = − = −  
TABLE I.  SINRO (DB) ACHIEVED WITH DIFFERENT NUMBER OF 
INTERFERING  SIGNALS 
Algorithm  
No. of Interfering Signals 
1 2 3 4 
LMS  13.46 11.45 9.70 8.86 
RLS 14.6 12.83 11.64 11.02 
RLMS1  15.06 14.63 14.31 14.27 
RLMS 15.51 15.13 14.94 14.85 
 
4) Performance with a noisy reference signal: The 
performances of RLMS, RLMS1, RLS and LMS have also 
been investigated when the reference signal used is corrupted 
by AWGN. This is done by examining the mean square error 
ξ  resulting from the presence of different noise level in the 
reference signal. Fig. 5 shows the ensemble average of the 
mean square error, ξ , obtained from 100 individual simulation 
runs, as a function of the ratio of the rms noise level σ  to the 
amplitude of the reference signal.  





































Figure 5.  The influence of noise in the reference signal on the mean square  
error ξ . 
It is interesting to note that both the LMS and RLS 
algorithms on their own are quite sensitive to the presence of 
noise in the reference signal. However, when they are 
incorporated to form the RLMS algorithm, the resulting 
scheme becomes very tolerant to noisy reference signal. As 
shown in Fig. 5, the values of ξ  associated with RLMS remain 
very small even when the rms noise level becomes as large as 
the reference signal. 
B. Fixed beamforming 
For fixed beamforming, individual elements of 'dA  are 
being assigned values pre-calculated using (2) according to the 
required direction. Fig. 6 and Fig. 7 show the fixed beam 
patterns obtained for an input SNR of 10 dB when the desired 
direction is set to either o o20  or 20− , and o0 or  o o40 or 60 , 
respectively. Except for the case of o60dθ = , the beam 
patterns obtained are almost identical with a worst case side 
lobe gain of 13dB− . 
Next, the beam resolution that could be achieved with the 
proposed scheme is investigated. The resulting beam patterns 
achieved for direction set at either o o o o2 ,  0 ,  1  or 5− are shown 
in Fig. 8. These results indicate that it is possible to 
differentiate very small difference in beam direction.  























Figure 6.  The beam patterns of RLMS1 obtained at 20 and 20dθ = − . 
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Figure 7.  The beam patterns of RLMS1 obtained at 0 , 40 and 60dθ = . 
 





























Figure 8.  Beam patterns of RLMS1 obtained at four small angles of dθ  
( 2 ,0 ,1 and 5− ). 
VI. CONCLUSIONS 
A new and effective array beamforming algorithm, called 
RLMS, has been investigated analytically as well as by 
computer simulation. As discussed in section I, the proposed 
algorithm makes use of the array image factor 'dA  to interface 
between RLS and LMS algorithms. In this way, an accurate 
fixed beam can be obtained by prior setting the elements of 'dA  
with prescribed values for the required direction. Alternatively, 
'
dA  may be made adaptive to automatically track the target 
signal. A simple and effective method has been proposed for 
calculating the element values of 'dA  based on the estimated 
RLS output signal and tap weights. The convergence of RLMS 
has been verified analytically. 
Extensive computer simulations have yielded results on 
the rates of convergence of RLMS (adaptive 'dA ) and RLMS1 
(fixed 'dA ) in comparison with RLS and LMS operating 
individually. Simulation results indicated that both RLMS and 
RLMS1 performed better than either RLS or LMS in the 
presence of AWGN and cochannel interference. Furthermore, 
both the proposed schemes are robust to noisy reference signal 
and may also operate with self-referencing. Unlike RLS and 
LMS, both RLMS and RLMS1 are quite insensitive to the 
choice of the step sizes, δ  and μ  used. 
The performance enhancements of both RLMS and RLMS1 
have been achieved at the expense of a slight increase in 
computational complexity over the traditional RLS algorithm. 
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