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Abstract
This paper is concerned with the design of vibration absorbers for the reduction of the transient vibration in systems.
The classical absorber setup is considered first where the absorber is attached to the primary system. Then, a modified
setup is proposed where the primary system is attached to the absorber and the latter is attached to the ground. The
objective is to reduce the transient vibration of the system, which can be achieved by minimizing its time constant. First,
the problem is solved numerically and several observations are made to facilitate the analytical derivation of the optimal
parameters. Then, the analytical expressions of the optimal parameters are written in terms of the system damping and
mass ratios. It is shown that for both setups, an optimal mass ratio exists for which the absorbers reach their utmost
performances. However, the optimal mass ratio of the classical setup is too large to be considered a feasible solution and
therefore it is ignored. For highly damped systems, both absorbers proved to have low performances. The two setups
are compared and it is shown that the proposed absorber can achieve time constants lower than those attained with the
classical setup. Numerical examples are considered to illustrate the effectiveness of the designs.
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1. Introduction
Vibration absorbers have been extensively used for
vibration attenuation and reduction in systems sub-
jected to excitations. This clever device was ﬁrst
patented a long time ago by Frahm (1911). In its sim-
plest form, the passive absorber comprises a mass,
spring, and damper. When attached to a system, the
absorber is carefully tuned and exerts forces on its
host to suppress its vibration. The tuning of the absor-
ber is closely dependent on both the excitation type and
form. There are three main excitation types – namely,
harmonic, random, and short-term. Furthermore, the
same excitation type can come in the form of a force
excitation or ground motion. For harmonic excitations,
the objective is the minimization of the primary system
steady-state response. As for well-behaved random
excitations, i.e. with known mean square spectral den-
sities, the objective function is the root mean square of
the steady-state response. Finally, when the system is
prone to abrupt or short-term excitations, the objective
becomes the minimization of the time needed to bring
back the system to its initial stable position.
The ﬁrst analytical study of a dynamic system
coupled with an absorber under a harmonic excitation
was conducted by Ormondroyd and Den Hartog
(1928). Then, the approximate optimal absorber par-
ameters were obtained analytically for undamped pri-
mary systems by Den Hartog (1940) and Brock (1946)
using the well-known invariant points method. The
exact optimal parameters were derived analytically by
Nishihara and Asami (2002). When damping is present
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in the primary system, the objective function becomes
too complicated and an exact analytical solution is not
possible except when hysteretic damping is present in
both the absorber and the host system, as in Asami and
Nishihara (2003). An approximate analytical solution
to the problem was obtained by Asami et al. (2002)
using a perturbation method when the host system is
viscously damped. The exact optimal parameters were
calculated numerically by Randall et al. (1981), Soom
and Lee (1983), and Pennestri (1998). For random exci-
tations, the ﬁrst step is to obtain a correct mean square
spectral density function which closely describes the
excitation function. The objective function in this
case, which was ﬁrst proposed by Crandall and Mark
(1963) is the area under a function deﬁned as the norm
squared of the steady-state response function. White
noise is an ideal random signal with constant spectral
density for all frequencies. Warburton (1982) obtained
the optimal absorber parameters analytically for
undamped primary systems subjected to white noise
excitations, and Asami et al. (2002) completed the
study and determined the optimal parameters in an
analytical closed form for damped primary systems.
When the system is expected to experience short-term
excitations, the absorber parameters should be carefully
chosen so that the system transient response decays to
zero as fast as possible. The primary system coupled
with an absorber is a stable two degree of freedom
(d.f.) dynamic system and hence, the transfer function
relating the excitation and the primary system response
is expected to have four poles with negative real parts.
The real parts of the poles dictate the exponential decay
of the system. Maximizing the absolute value of the
poles’ real parts will speed up the decay to zero of the
primary system transient response. Yamaguchi (1988)
obtained the optimal absorber parameters analytically
for undamped primary systems and Nishihara and
Matsuhisa (1997) studied the damped primary case.
This concludes the brief overview of the research on
vibration absorbers attached to single d.f. systems.
When attached to a multi-d.f. system, the tuning of
the absorber becomes more complicated unless a spe-
ciﬁc d.f. or mode is targeted. For example, the vibration
of beams has been successfully attenuated using vibra-
tion absorbers, e.g. in Cheung and Wong (2008), Ouled
Chtiba et al. (2010), Bonsel et al. (2004), and Fey et al.
(2010). The viscoelastic vibration absorber was also
studied and several optimal absorber designs were pro-
posed, e.g. in De Espı´ndola et al. (2008) and Doubrawa
Filho et al. (2011). When nonlinearities are present in
the main system or absorber, the analysis becomes
more complicated. Designs of nonlinear absorbers
were proposed by Oueini and Nayfeh (2000), and
Ashour and Nayfeh (2003). The reader is referred to
the references therein for a more exhaustive coverage
of this aspect of the research.
In recent work, Issa (2012, in press) proposed a new
vibration absorber setup, in which the positions of the
primary system and absorber are swapped as shown in
Figure 1. In Issa (2012) the author investigated the use
of such setup for vibration reduction in systems sub-
jected to harmonic ground motion. A detailed design
procedure is presented for undamped primary systems.
In Issa (in press) the case of a primary system subjected
to random white noise force excitation is considered.
The optimal absorber parameters are obtained in an
analytical closed form for undamped systems and
numerically for damped systems. It is shown that an
optimal mass ratio exists and is calculated for a range
of the system damping ratio. In this work, the use of
both the classical and new setups is proposed for the
reduction of the transient vibration of damped systems.
The optimal absorbers’ parameters are obtained
and the performances of the two setups are compared.
In the next section, the equations of motion and the
objective functions of the classical and proposed
m2
x2
x1{
Absorber {
Primary
System
k2
k1c1
c2
m1
m1
x2
x1
{Absorber
{PrimarySystem
k1
k2c2
m2
c1
(a) (b)
Figure 1. (a) Classical absorber setup; (b) proposed absorber setup.
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setups are derived. In the third section, the problem is
solved numerically, and several observations are made
to facilitate the analytical derivation of the optimal par-
ameters, which is done in Section 4 for the classical
setup and in Section 5 for the proposed setup. In the
sixth section, a performance index is proposed to meas-
ure the eﬀectiveness of the absorbers and several exam-
ples are considered for demonstration purposes.
Concluding remarks and directions for future research
are given in the last section.
2. Problem formulation
A single d.f. damped system coupled with a damped
vibration absorber is shown in the classical and pro-
posed setups in Figure 1. Where, m1, c1, and k1
denote the primary mass, damping, and stiﬀness con-
stants, respectively, and m2, c2, and k2 denote the absor-
ber parameters. x1 and x2 are the primary system and
absorber displacements, respectively. The equations of
free vibration of both setups can be written as:
m1 €x1þ c1þc2ð Þ _x1þ k1þk2ð Þx1c2 _x2k2x2¼0
m2 €x2þc2 _x2þk2x2c2 _x1k2x1¼0
9=
;
ClassicalAbsorber,
m2 €x2þ c2þc1ð Þ _x2þ k2þk1ð Þx2c1 _x1k1x1¼0
m1 €x1þc1 _x1þk1x1c1 _x2k1x2¼0
9=
;
ProposedAbsorber:
ð1Þ
When either setup is given an initial condition or
excited with an abrupt force, the behavior of the tran-
sient response of the primary system and absorber will
be dictated by the roots of the system characteristic
polynomial. The real parts of the roots are directly
related to the exponential decay of the system and the
imaginary parts describe its vibratory motion. These
roots will always be real negative or have negative
real parts irrespective of the system parameters, since
dynamic systems made up of passive resilient elements
have exponentially stable origins. A two d.f. dynamic
system has a fourth order characteristic polynomial
yielding four roots. Its transient response will take the
form:
x1ðtÞ ¼ A1er1t þ A2er2t þ A3er3t þ A4er4t, ð2Þ
where A1, A2, A3, and A4 are constants depending on
the system initial conditions, and, r1, r2, r3, and r4 are
the roots of the characteristic polynomial which is
derived for each setup and given below:
k1k2þ c2k1þc1k2ð Þrþ c1c2þk1m2þk2 m1þm2ð Þð Þr2þ
þ c1m2þc2 m1þm2ð Þð Þr3þm1m2r4¼0
)
ClassicalAbsorber,
k1k2þ c2k1þc1k2ð Þrþ c1c2þk2m1þk1 m1þm2ð Þð Þr2þ
þ c2m1þc1 m1þm2ð Þð Þr3þm1m2r4¼0
)
ProposedAbsorber:
ð3Þ
Let T ¼ !1t denote the dimensionless time and i ¼
ri=!1 the i
th dimensionless root, where !1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k1=m1
p
is
the natural frequency of the primary system. Using the
new parameters, the transient response in equation (2)
is rewritten as:
x1 tð Þ ¼ A1e1T þ A2e2T þ A3e3T þ A4e4T: ð4Þ
Let i denote the dimensionless time constant of the
exponential term Aie
iT. It is calculated from the real
part of i as follows, i ¼ 1=ReðiÞ. The time constant
i describes the exponential decay of Aie
iT and hence
the lower the i the faster Aie
iT will decay to zero.
Therefore, if xðtÞ is to be brought back to zero the
fastest way possible, the absorber parameters should
be determined such that the maximum of 1, 2, 3,
and 4 is minimized. At this stage, solving the problem
analytically is impossible because it requires obtaining
the polynomial roots of equation (3) in a closed form.
This can be achieved using Ferrari’s formula but will
lead to very complicated expressions of the roots in
terms of the system parameters. Furthermore, solving
a minimax problem analytically without binding rela-
tionships on the peaks to be minimized is almost impos-
sible. Therefore, the problem is solved numerically ﬁrst
in the next section and several observations are made
before obtaining the optimal parameters in closed ana-
lytical form.
3. Numerical solution
To generalize the solution, the following dimensionless
parameters are introduced and used instead of
the physical parameters. Let  ¼ m2=m1 and
 ¼ c1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1k1
p
be the mass ratio and the primary
system damping ratio, respectively. Let f ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2=k1
p
and  ¼ c2=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1k1
p
denote the absorber dimensionless
parameters, which will be referred to as the absorber
stiﬀness and damping ratios, respectively. Using the
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dimensionless parameters, the polynomials in equa-
tion (3) are rewritten as follows:
For both setups, for a given mass ratio  and damp-
ing ratio , the optimal absorber stiﬀness and damping
ratios, namely fopt and opt are calculated such that the
function  ¼Maxð1, 2, 3, 4Þ is minimized. The prob-
lem is solved using two diﬀerent numerical optimiza-
tion schemes. The ﬁrst is the genetic algorithm
(Goldberg,1989) method and the second is the downhill
simplex method which is based on the Nelder and
Mead (1965) algorithm. During the problem resolution,
and for both algorithms, the objective function needs to
be evaluated numerically at given potential solutions
ð f, Þ. This is easily done as follows: ﬁrst the polyno-
mials coeﬃcients in equation (5) are evaluated and their
roots are calculated. Then, the time constants, namely,
1, 2, 3, and 4 are determined and the objective func-
tion  is obtained. The problem is solved for the fol-
lowing range of mass ratios ½0:01 0:4 for the classical
setup and ½0:0 1:0 for the proposed setup. For both
setups, four values of the damping ratio , namely, 0.0,
0.1, 0.2, and 0.3 are considered and the corresponding
numerical solutions are plotted in Figures 2 and 3 for
the classical and proposed setups, respectively. At this
point, it is imperative to carefully observe the behavior
of the polynomial roots of equation (5) when the opti-
mal parameters are used, as this will facilitate obtaining
closed form expressions for fopt and opt.
For the classical setup, the optimal absorber stiﬀness
and damping ratios are shown in Figure 2(a) and (b),
and the corresponding values of the objective function
are depicted in Figure 2(c). In these ﬁgures, each of the
four curves corresponds to a value of the primary
system damping ratio. For a given , Figure 2(c)
shows that as the mass ratio is increased, the function
opt decreases and hence as expected the eﬃciency of the
classical absorber increases with the increase in its
mass. Furthermore, it is noticed that for large , for
example ¼ 0:3, the eﬀect of increasing  on opt is
small. Hence, it is concluded that the higher the pri-
mary system damping, the lower the absorber eﬃ-
ciency. Finally, and after carefully analyzing the
optimal results, it is noticed that the polynomial roots
assume the form of a double pair of complex conju-
gates. Hence, when f ¼ fopt and  ¼ opt, the following
binding conditions hold 1 ¼ 2 ¼ 3 ¼ 4, where 
denotes the complex conjugate of . These conditions
will be used in obtaining analytical expressions for fopt
and opt in the next section.
As for the proposed setup, the optimal stiﬀness and
damping ratios are shown in Figure 3(a) and (b),
respectively, and the objective function in Figure 3(c).
These curves are plotted for the same values of the
damping ratio  used in Figure 2, namely, 0.0, 0.1,
0.2, and 0.3. Starting from  ¼ 0, Figure 3(c) clearly
shows that the objective function opt decreases, reaches
f 2 þ 2ð f 2 þ Þþ ðþ f 2ð1þ Þ þ 4Þ2 þ 2ð þ  þ Þ3 þ 4 ¼ 0 Classical Absorber,
f 2 þ 2ð f 2 þ Þþ ð1þ f 2 þ þ 4Þ2 þ 2ð þ  þ Þ3 þ 4 ¼ 0 Proposed Absorber:
ð5Þ
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Figure 2. Plots of (a) the optimal stiffness ratio fopt (b) the optimal damping ratio opt and (c) the system time constant opt for the
classical absorber setup.
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a minimum value and then increases again with increas-
ing . When  ¼ 0, the proposed absorber reduces to a
resilient element comprising a spring and damper in
parallel. The optimal parameters of the resilient elem-
ent absorber are obtained from the intercepts of the
curves with the fopt and opt axes in Figure 3(a) and
(b), respectively. On the limit, when  reaches inﬁnity,
the primary system becomes as if it is directly attached
to the ground. Between these two extreme values, i.e.
 ¼ 0 and  ¼ 1, an optimal mass ratio opt exists
and corresponds to the minima of the opt curves in
Figure 3(c). After closely inspecting the numerical
results, it is observed that for 4opt, the roots of
the characteristic polynomial take the form of a
double pair of complex conjugates. The parts of the
curves in Figure 3 associated with this range of , i.e.
4opt, are drawn with solid lines. At  ¼ opt the
polynomial will experience a quadruple real root. As
for the range 0  5opt, the polynomial roots do
not follow a speciﬁc shape that will ease the analytical
determination of the optimal parameters. The parts of
the curves associated with the range 0  5opt are
depicted by the dashed lines. In Section 5, the optimal
parameters will be obtained in a closed analytical form
for the range   opt only.
4. Optimal parameters: classical
absorber
Based on the observations made in the previous section,
the optimal solution is attained when the polynomial
roots of equation (5) take the form of a double pair of
complex conjugates. Let 1, 2, 3, and 4 be the four
roots which take the form, 1 ¼ 3 ¼  þ i and
2 ¼ 4 ¼   i, where  and  are real constants.
The polynomial in equation (5) can be written in
terms of the roots as follows:
ð 1Þð 2Þð 3Þð 4Þ ¼ 0: ð6Þ
Let 	 ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 þ 2p denote the roots norm, after sim-
pliﬁcation the above equation can be written in terms of
 and 	 as follows:
	4  4	2þ 2ð	2 þ 22Þ2  43 þ 4 ¼ 0: ð7Þ
Comparing the polynomial coeﬃcients in equa-
tions (5) and (7) yields the four equations below:
	4 ¼ f 2=, ð8aÞ
4	2 ¼ 2ð f 2þÞ=, ð8bÞ
2ð	2 þ 22Þ ¼ ðþ f 2ð1þ Þ þ 4Þ=, ð8cÞ
4 ¼ 2ð þ  þ Þ=, ð8dÞ
Solving equations (8a) and (8d) for 	 and  yields:
v ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f=
ﬃﬃﬃ

pq
, ð9Þ
 ¼ ð þ þ Þ=2: ð10Þ
Substituting the expressions of 	 and  into equa-
tion (8b) and solving for  yields:
 ¼ f
2
ﬃﬃﬃ

p  f
f ﬃﬃﬃp þ f : ð11Þ
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Figure 3. Plots of (a) the optimal stiffness ratio fopt (b) the optimal damping ratio opt and (c) the system time constant opt for the
proposed absorber setup.
Issa 5
 at Lebanese American University on June 7, 2016jvc.sagepub.comDownloaded from 
Now, substituting the expressions in equations, (9),
(10), and (11) into equation (8c) and solving the latter
for f, results in two distinct solutions:
f1 ¼
ﬃﬃﬃ

p
1þ  1

ﬃﬃﬃ

pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p
 !
,
f2 ¼
ﬃﬃﬃ

p
1þ  1þ

ﬃﬃﬃ

pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p
 !
: ð12Þ
Back substituting f1 and f2 into equation (11) and
after simpliﬁcation, results in two expressions for the
absorber damping ratios:
1 ¼
 1 ð Þ
1þ ð Þ2 þ

ﬃﬃﬃ

p
1þ  22 
1þ ð Þ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p ,
2 ¼
 1 ð Þ
1þ ð Þ2 

ﬃﬃﬃ

p
1þ  22 
1þ ð Þ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p : ð13Þ
Similarly, two values of  are obtained using equa-
tions (10) and (13):
1 ¼  
1þ 
1þ  22
2 1þ ð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

1þ  2
r
,
2 ¼  
1þ þ
1þ  22
2 1þ ð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

1þ  2
r
: ð14Þ
In summary, the polynomial will experience a double
pair of complex conjugates when ( f ¼ f1 and  ¼ 1) or
(f ¼ f2 and  ¼ 2). It is important to note that the
results obtained will not have physical meaning except
if f1, 1, f2, and 2 are real positive. Furthermore, the
addition of the absorber should be beneﬁcial to the
primary system in a sense that it should decay the tran-
sient response to zero with a time smaller than that
achieved without the absorber. The addition of an
absorber to an undamped primary system is always
beneﬁcial because the latter will theoretically vibrate
indeﬁnitely without an absorber. The transient response
of a damped single d.f. system will decay exponentially
to zero with time. Using the dimensionless parameters,
the decay of an underdamped dynamic system, i.e.
0  5 1, is dictated by the roots a second order poly-
nomial, which take the form,  
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p
, yielding a
time constant of 1=. Therefore, after the absorber add-
ition, the real part of the roots, i.e. , should be lower
than  otherwise the absorber becomes detrimental.
In this work, the primary system damping ratio is con-
sidered to range from 0    1=2 only since systems
with 4 1=2 are considered to be heavily damped and
hence are in no need of an absorber. Furthermore, in
the case of the classical setup, the mass ratio is assumed
to be restricted to   1=2 for reasons of feasibility.
Finally, in order to achieve a passive beneﬁcial absorber
the following inequalities f1  0 & 1  0 & 15  ð Þ
or f2  0 & 2  0 & 25  ð Þ should be satisﬁed in
the range 0    1=2 and 05  1=2. The domains
of deﬁnition of these inequalities are derived and given
below without going through the derivation details to
reduce verbosity.
f1  0 8 0   1=2 8 05 1=2,
1  0 8 0   1=2 8 05 1=2,
15   8 0   1=2 8 05 1=2,
f2  0 8 0   1=2 8 05 1=2,
2  0 8 0   1=2 8 05 2,
24   8 0   1=2 8 05 1=2:
ð15Þ
It is concluded from equation (15) that the system
of inequalities f1  0 & 1  0 & 15  ð Þ is deﬁned
in the range 0    1=2 and 05  1=2. The second
system of inequalities, i.e. f2  0 & 2  0ð
& 25  Þ, is not deﬁned in this domain for the fol-
lowing reasons. First, 2  0 in part of this domain
which corresponds to   2 and even in this subdo-
main, 24  hence the resultant absorber is detri-
mental. Therefore, f2 and 2 are ignored and the
optimal parameters are fopt ¼ f1 and opt ¼ 1. The
optimal results derived analytically are plotted and
perfectly match those calculated numerically and
shown in Figure 2. It is interesting to note that
beyond the considered acceptable range of mass
ratios, i.e. 05  1=2, an optimal mass ratio exists
for the classical setup. The solutions associated with
opt are not shown in Figure 2. It is observed that,
for a given  and as  is increased, each of the opt
curves in Figure 2 will pass through a minimum value
which corresponds to opt. Furthermore, at  ¼ opt,
the polynomial in equation (5) will exhibit a quadruple
root. Therefore, opt can be calculated analytically
from the equation 	2  2 ¼ 0. This leads to a very
complex expression of opt in terms of , which is not
written here for the sake of conciseness, instead it is
plotted in Figure 4(a) and the optimal time constants
associated with opt are plotted in Figure 4(b). The
values of the optimal mass ratios are too large to be
considered as feasible mass ratios and therefore they
are ignored. For example, when  ¼ 0, opt ¼ 4 result-
ing in opt ¼ 2:22. This concludes the study of the opti-
mal design of the classical absorber for reduction of the
transient vibration in damped systems. The analytical
expressions of the optimal absorber parameters derived
in this section are summarized in Table 1.
6 Journal of Vibration and Control 0(0)
 at Lebanese American University on June 7, 2016jvc.sagepub.comDownloaded from 
5. Optimal parameters: proposed
absorber
In this section, the optimal parameters for the
proposed setup will be obtained analytically for the
range   opt only, since in this range the roots
have the form of a double pair of complex conjugates
as 1 ¼ 3 ¼  þ i and 2 ¼ 4 ¼   i. The
characteristic polynomial will take the form given in
equation (7). Comparing the polynomials coeﬃcients
Table 1. Analytical expressions of the optimal parameters of the classical and proposed absorbers
Classical setup Proposed setup
Optimal parameters
fopt ¼
ﬃﬃﬃ

p
1þ  1

ﬃﬃﬃ

pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p
 !
opt ¼
 1 ð Þ
1þ ð Þ2 þ

ﬃﬃﬃ

p
1þ  22 
1þ ð Þ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p
opt ¼ 2ð1þ Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ  2
p
þ ﬃﬃﬃp 1þ  22 
fopt ¼ ﬃﬃﬃp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p
opt ¼   1ð Þ 
ﬃﬃﬃ

p
22  1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p
opt ¼
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 1 2 q
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 1 2 q  22  1 
Utmost optimal parameters Plotted in Figure 4(a)
opt¼ 1þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p
2 22
 !2
fopt ¼ 1
2 1 2 
opt ¼
 þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p
4 1 2 2
opt ¼
 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p 2
  þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p 2
 22  1  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 2p
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1.0
1.5
2.0
2.5
3.0
3.5
4.0
1.8
1.9
2.0
2.1
2.2
2.3
ξ
μopt τopt
0.0 0.1 0.2 0.3 0.4 0.5ξ
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Figure 4. Plots of the optimal (a) mass ratio opt and (b) corresponding time constant opt.
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in equations (5) and (7) yields the four equations
below:
	4 ¼ f 2=, ð16aÞ
4	2 ¼ 2ð f 2þÞ=, ð16bÞ
2ð	2 þ 22Þ ¼ ð1þ f 2 þ þ 4Þ=, ð16cÞ
4 ¼ 2ð þ  þ Þ=: ð16dÞ
First, 	 and  are obtained from equation (16a)
and (16d) as:
v ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f=
ﬃﬃﬃ

pq
, ð17Þ
 ¼ ð þ  þ Þ=2: ð18Þ
Then, the expressions of 	 and  are substituted into
equation (16b) which is solved for  yielding:
 ¼ f  f
ﬃﬃﬃ

p   1 
f ﬃﬃﬃp : ð19Þ
Now, substituting the expressions of 	,  and  from
equations (17) to (19) into equation (16c) and solving
the latter for f results in the two expressions of the
stiﬀness ratio given below:
f3 ¼ ﬃﬃﬃp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p , f4 ¼ ﬃﬃﬃp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p : ð20Þ
Finally, two expressions of each  and  are obtained
using equations (18) to (20) as:
3¼  1ð Þ
ﬃﬃﬃ

p
221 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
12
p , 4¼  1ð Þþ
ﬃﬃﬃ

p
221 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
12
p :
ð21Þ
3 ¼  þ 2
2  1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 1 2 q , 4 ¼  
22  1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 1 2 q :
ð22Þ
The same binding conditions on the optimal param-
eters of the classical setup, i.e. f3  0 & 3  0ð
& 35  Þ or f4  0 & 4  0 & 45  ð Þ, hold
for the proposed setup. The system damping ratio is
assumed to be in the range 0    1=2, but in this
case, the mass ratio can assume any positive value
due to the nature of the setup. The domains of deﬁn-
ition of these inequalities in the range 0    1=2 and
  0 can be easily obtained analytically. The details
are omitted to reduce verbosity and the results are
simply given below:
f3  0 8 0   1=2 8  2=ð1 2Þ,
3  0 8 0   1=2 8  2=ð1 2Þ,
35   8 0   1=2 8  0,
f4  0 8 0   1=2 8  0,
4  0 8 0   1=2 8  ð1 2Þ=2,
44  8 0   1=2 8  0:
ð23Þ
Equation (23) clearly shows that f4 and 4 are not the
optimal parameters since 44  in the deﬁned range
and hence will result in a detrimental absorber in the
sub-domain   ð1 2Þ=2 where 4  0. The optimal
parameters are fopt ¼ f3 and opt ¼ 3, which are
deﬁned for   2=ð1 2Þ. Furthermore, it was
observed that these optimal results are only valid for
the range   opt depicted by the solid parts of the
curves in Figure 3. When the optimal mass ratio opt is
used, the characteristic polynomial will experience a
quadruple real root. Hence, opt can be calculated
from the equation 	2  2 ¼ 0 which yields:
opt¼ 1þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
p
2 22
 !2
: ð24Þ
It can be shown that opt4 2=ð1 2Þ in the range
0    1=2 and hence the optimal parameters are
deﬁned 8   opt. The domains of deﬁnition of the
analytically derived and numerically calculated optimal
parameters are depicted in Figure 5(a). The ﬁgure illus-
trates a shaded and an unshaded region separated by
the opt curve. The shaded region corresponds to
4opt where the analytically derived optimal param-
eters are valid. The unshaded region corresponds to the
domain where the solution is calculated numerically
since an analytical solution is not possible. The solid
and dashed parts of the curves of Figure 3 correspond
to solutions of ,ð Þ pairs lying in the shaded and
unshaded regions, respectively. For a given  and as
 is increased from 0, the absorber parameters are cal-
culated numerically until opt is reached, then and as 
is further increased, the optimal parameters can be
obtained using the analytical expressions of f3 and 3.
For example, when  ¼ 0:0, opt ¼ 0:25, and the range
0  5 0:25 lies in the unshaded region of Figure 5.
In this range, the optimal parameters which are plotted
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in Figure 3 using dashed lines can only be calculated
numerically. At opt ¼ 0:25, the utmost optimal solu-
tion is attained and corresponds to the minimum of the
opt curve, which is equal to 1. As  is further increased,
i.e. 4opt, the shaded region is reached and the
resultant optimal solutions correspond to the solid
parts of the curves in Figure 3. In this range, the opti-
mal parameters can be calculated from the analytical
expressions of f3 and 3 in equations (20) and (21),
respectively. Similarly, when  ¼ 0:2, and as  is
increased from 0 till opt ¼ 0:525, the absorber param-
eters are obtained numerically and plotted using dashed
lines in Figure 3. At opt ¼ 0:525, the absorber reaches
its utmost performance resulting in opt ¼ 1:18. As  is
further increased, the shaded region is reached and the
optimal solution can be obtained from the analytical
expressions of f3 and 3.
In Figure 5(b), a region plot is generated depicting a
domain where the absorber is detrimental. The ﬁgure
shows that the detrimental region is completely
enclosed in the unshaded region of Figure 5(a) and is
deﬁned in the range 0:383    0:5. In this domain
that is determined numerically, the optimal parameters
become inﬁnitely large; this physically means that the
primary system is better oﬀ without an absorber. For
example, when  ¼ 0:4, the absorber is detrimental in
the range 0    0:106, the parameters are computed
numerically in range 0:106  5opt ¼ 1:06 and can
be obtained from the analytical expressions for
  1:06. This case is plotted in Figure 6, where the
fopt and opt curves are only plotted for   0:106
since when 0    0:106, the absorber is detrimental
and the resultant optimal parameters are inﬁnitely
large. Similar to Figure 2 and 3, the dashed and solid
parts of the curves are associated with solutions of
,ð Þ pairs lying in the unshaded and shaded regions
of Figure 5(a). The ﬂat part of the opt curve corres-
ponds to the range 0    0:106 where the absorber is
useless. Similarly, the  ¼ 0:45 case is shown in Figure 6
where the absorber is useless in the range 0    0:46.
This concludes the design of the proposed absorber
setup and the analytical expressions of the optimal
parameters derived in this section are summarized in
Table 1.
6. Performance index and discussions
After determining the optimal parameters of the pro-
posed and classical setups, it is imperative to properly
assess their eﬀectiveness. The absolute value of the time
constant resulting from a given design cannot be used
as the measurement index of performance. Instead, the
degree to which this time constant is decreased from its
original value prior to adding the absorber is an appro-
priate performance index. Using the dimensionless par-
ameters, the time constant of a damped single d.f.
system is equal to 0 ¼ 1=. The performance index is
obtained as follows: PI ¼ ð0  Þ=0100 for both
setups and is plotted in Figure 7 for several values of
the damping ratio . For both setups, when  ¼ 0, the
performance index reaches its maximum value, i.e.
100% since before the absorber addition, the time con-
stant is very large and theoretically reaches inﬁnity.
For the classical setup, Figure 7(a) clearly shows that
the absorber performance increases with the increasing
of the absorber mass. Furthermore, the ﬁgure shows
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Figure 5. (a) Plot illustrating the region where the analytically determined optimal parameters are valid and (b) plot illustrating
regions where the absorber is detrimental and beneficial.
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that the absorber performance decreases with the
increasing of , for example PI is relatively low for
 ¼ 0:4 and  ¼ 0:45. As for the proposed setup, as 
is increased, the PI reaches a maximum value associated
with opt and depicted by the peak of each PI curve.
Similar to the classical setup case, the absorber per-
formance decreases with increasing damping ratio .
It is important to note that the PI curves associated
with  ¼ 0:4 and  ¼ 0:45 have a zero stretch corres-
ponding to the range of  in which the absorber is
detrimental.
The equations of motion of the classical and pro-
posed setups, which are given in equation (1) can be
rewritten in terms of the dimensionless parameters as
follows:
€x1 þ 2  þ ð Þ _x1 þ 1þ f 2
 
x1  2 _x2  f 2x2 ¼ 0
 €x2 þ 2 _x2 þ f 2x2  2 _x1  f 2x1 ¼ 0
)
Classical Absorber,
 €x2 þ 2  þ ð Þ _x2 þ f 2 þ 1
 
x2  2 _x1  x1 ¼ 0
€x1 þ 2 _x1 þ x1  2 _x2  x2 ¼ 0
)
Proposed Absorber:
ð25Þ
fopt τoptζopt
μ μ
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Figure 6. Plots of (a) the optimal stiffness ratio fopt, (b) the optimal damping ratio opt and (c) the system time constant opt, for the
proposed absorber setup with  ¼ 0:4 and 0.45.
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Figure 7. Plots of the Performance Index of (a) the classical setup and (b) the proposed setup.
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In equation (25), _x denotes the derivative of x with
respect to the dimensionless time T. Given the system’s
initial conditions, x1ð0Þ, _x1ð0Þ, x2ð0Þ, and _x2ð0Þ, the
transient response of the system can be obtained by
numerically solving the system of ordinary diﬀerential
equations in equation (25). Several examples are
considered and the resultant transient responses of the
primary system are calculated and plotted in Figure 8.
The initial conditions considered are x1ð0Þ ¼ 0:1,
_x1ð0Þ ¼ 0:1, x2ð0Þ ¼ 0, and _x2ð0Þ ¼ 0. In Figure 8(a)
and 8(b), the case of a weakly damped ( ¼ 0:01) pri-
mary system is considered using the classical and pro-
posed setups, respectively. In both cases the addition of
the absorber is clearly for the beneﬁt of the primary
system as it decays the transient response to zero in a
ﬁnite time. Two mass ratios are considered in each case,
where in Figure 8(a),  ¼ 0:05 and  ¼ 0:15 are used
and as expected, the transient response associated with
the larger mass ratio  ¼ 0:15 decays to zero faster
than that corresponding to  ¼ 0:05. In Figure 8(b),
the utmost solution associated with opt ¼ 0:25 is
plotted along with the case corresponding to  ¼ 1:0.
Similarly, in Figure 8(c) and (d), the case  ¼ 0:1 is
considered using the classical and proposed setups,
respectively. In this case, the transient response of the
bare system decays to zero in a ﬁnite time but the add-
ition of the absorber enhances this decay as shown
in the ﬁgure. Finally, the case  ¼ 0:45 is shown in
Figure 8(e) and (f) where the addition of the absorber
barely enhances the decay to zero of the system transi-
ent response. This stems from the fact that for large
damping ratios, the absorber performance decreases
in both the classical and proposed setups.
The classical and proposed setups are compared in
terms of their mass ratios. For example, when  ¼ 0:0,
the classical absorber reaches its maximum perform-
ance for opt ¼ 4 as shown in Figure 4(a). This mass
ratio which is considered as an unfeasible solution
results in opt ¼ 2:22. If  ¼ 0:5 is the highest accept-
able mass ratio, the resultant time constant is
opt ¼ 3:46. As for the proposed setup, it reaches its
utmost performance when opt ¼ 0:25, which results
in opt ¼ 1. The time constant achieved using the pro-
posed setup is 55% lower than that obtained using the
classical setup with the unfeasible mass ratio opt ¼ 4
and 71.1% lower than that using  ¼ 0:5. When
 ¼ 0:1, the classical setup yields opt ¼ 2:17 for
opt ¼ 3:31 (not acceptable) and opt ¼ 2:83 for
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Figure 8. Plots of the primary system transient response using the classical and proposed setups. In (a) and (b)  ¼ 0:01, in (c) and
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 ¼ 0:5. Using the proposed absorber, the time con-
stant is lowered to opt ¼ 1:09 for opt ¼ 0:367, which
is 50% lower than that of the classical absorber with
opt ¼ 3:31. This shows that the proposed absorber
yields lower time constants even when the unacceptable
optimal mass ratio of the classical absorber is used.
Finally, it is concluded that the proposed absorber
can achieve higher performances compared with the
classical one.
7. Conclusion
The design of absorbers for the reduction of the tran-
sient vibration in damped systems is presented using
two absorber setups. The goal is to reduce the time
constant of the system in order to speed up its decay
to zero. After solving the problem numerically several
observations are made to help derive the optimal par-
ameters in an analytical closed form. It is shown that
for both setups, an optimal mass ratio exists where the
absorber reaches its utmost performance. However, the
optimal mass ratio of the absorber in the classical setup
is too large and is considered to be an unfeasible solu-
tion. The optimal absorber parameters are obtained
analytically in the range of acceptable mass ratios. As
for the proposed absorber, analytical expressions of the
optimal parameters are obtained for mass ratios higher
than the optimal value, and calculated numerically for
mass ratios lower than the optimal value. It is shown
that within the acceptable range of mass ratios, the
classical absorber is always beneﬁcial whereas the pro-
posed absorber becomes detrimental in a region which
is calculated numerically and plotted. For both setups,
the performance decreases with increasing damping
ratios of the primary system. The two absorbers are
compared and it is shown that the proposed absorber
can yield lower time constants.
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