Abstract. We establish upper bounds for the convolution operator acting between interpolation spaces. This will provide several examples of Young Inequalities in different families of function spaces. We use this result to prove a bilinear interpolation theorem and we show applications to the study of bilinear multipliers.
measure. Given f and g, measurable functions on (Ω, µ), the convolution of f and g, f * g, is defined as (f * g)(x) = Ω f (x − y)g(y)dµ.
The classical Young inequality estimates the norm of the convolution f * g in L r when f ∈ L p and g ∈ L q with
This inequality was extended by O'Neil to the context of Lorentz spaces in [41] and to Orlicz spaces in [42] . Further generalizations of Young inequality were carried out in the following years. See the papers by Hunt [30] , Yap [51] , and Blozinski [7] , [8] . More recent contributions studying Young Inequality in the context of weighted Lebesgue spaces are due to Kerman [32] , and Bui [10] . The inequality in Lebesgue spaces with variable exponent was studied by Samko in [45] and [46] .
The study of the boundedness of the convolution operator uses a variety of different techniques. Here we obtain estimates for the norm of the convolution operator acting among r.i. spaces by using a simple interpolation argument that already appears in [5] for L p spaces. The inmediate applications of this result recover most of the known estimates for the convolution operator. For example, if we consider the convolution operator acting between Lebesgue spaces we recover the classical Young inequality, but we also obtain Young inequalities for Lorentz spaces or the inequalities for Orlicz spaces established by O'Neil in [42] . We can also recover some of the recently established inequalities for weighted Lorentz spaces, see the papers by Krepela in [35] , [36] and [37] .
Once we have made a convolution inequality available, we are in a position to tackle the problem of establishing bilinear interpolation theorems for the interpolation methods defined by means of slowly varying functions and r.i. spaces. This is done in §3. We close the paper with §4 where we show some applications of these results to the study Fourier multipliers. In the appropiate context, the use of our bilinear interpolation theorems improves some of the results published by Blasco in [6] .
Throughout the paper, we use the notation f g to indicate that there exist a constant c > 0 such that the functions (or any other quantities depending on some parameters) f and g satisfy f ≤ cg. We write f ∼ g if f g and g f .
Young Inequality
Let E be a function space over the measure space (Ω, µ), let f ∈ E while g belongs to the associate space E ′ . The norm of the convolution f * g satisfies the inequalities
This enable us to establish the following theorem. 
Proof. Fix f ∈ E and consider the operator
Equations (2.1) and (2.2) show that the operators
are bounded with norms no greater than f E . Now, by using the interpolation functor F we obtain that
with norm no greater than f E . In particular, for any g 
This simple interpolation argument, together with appropiate choices of the interpolation functor F and the space E, provides other forms of Young's inequality. Let us show some examples. 
where Proof. Consider the complex interpolation method [·, ·] θ , with 0 < θ < 1. Theorem 1.14 of [34] together with Theorems 7.3 and 9.1 of [29] yield, with equality of norms, that
Last equality holds with the same norm if we endowed L ψ with its Orlicz norm. Now apply (2.3) to obtain the result.
We may obtain a more general inequality if we use Gustavsson-Peetre method to interpolate Orlicz spaces. In order to do that we need to recall some concepts and facts from [29] . Given a function ϕ : (0, ∞) −→ (0, ∞), the dilation function of ϕ is defined as s ϕ (t) = sup s>0 ϕ(ts) ϕ(s) for t > 0. The function s ϕ is submultiplicative, therefore we can define the lower and upper dilation indices of ϕ as:
Consider the Orlicz space L ϕ 0 , where the indices of the function ϕ 0 satisfy 0 < π ϕ 0 ≤ ρ ϕ 0 < ∞, and let ρ : (0, ∞) −→ (0, ∞) be a pseudo-concave function. Then, if s ρ (t) = •(max{1, t}) for t → 0 or t → ∞ and we interpolate the couple (L 1 , L ϕ 0 ) using the Gustavsson-Peetre method with parameter ρ, we obtain
Now, combining equations (2.3), (2.4) and (2.5) we establish the following corollary. 
We can also convolve periodic functions defined on the one-dimensional torus T with the usual measure. In this case the convolution is defined as
Next result establishes a Young inequality for Lorentz-Zygmund spaces on the torus.
Corollary 2.5. Let f and g be continuous functions on
Proof. As before, the same arguments apply here with the complex interpolation method. We also have to take into account that (L log L) ′ = L exp with equivalence of norms, so we need to introduce in our inequality.
Our next result involves Lorentz-Karamata spaces. We begin with a definition that we take from [22] . Let (Ω, µ) denote a σ-finite measure space with a non-atomic measure µ.
Here E stands for the r.i. space E with respect to the homogeneous measure on (0, ∞)
See [21] [22] and [24] for a detailed description of E. When p = ∞, L p,b,E is different from the trivial space if, and only if, b E(0,1) < ∞. These spaces are particular examples of ultrasymmetric spaces studied by Pustylnik (see [44] ). For the choice E = L q , the space L p,b,E coincides with the Lorentz-Karamata spaces L p,q;b . See [16] , [40] or [27] for more information on Lorentz-Karamata spaces.
The family L p,b,Lq contains also well-known spaces for particular choices of b. If m ∈ N, α = (α 1 , . . . , α m ) and
then, the space L p,b α ,Lq coincides with the generalized Lorentz-Zygmund space L p,q;α introduced by Edmunds, Gurka and Opic in [17] and studied in [43] . Moreover, the space L p,b,Lq when b(t) = ℓ α (t) is the Lorentz-Zygmund space L p,q (log L) α introduced by Bennett and Rudnick (see [3] , [4] ). 
where
Corollary 2.8. For the case θ = 0 the following inequality holds,
Corollary 2.9. For the case θ = 1 the following inequality holds 
Bilinear interpolation theorems
In this section we use the estimate for the convolution operator (2.3) to establish bilinear interpolation theorems for the interpolation methods defined by means of slowly varying functions and rearrangement invariant spaces. We will work with K and J-interpolation methods. Before we introduce them, let us recall the definitions of the K and the J functionals.
We say X = (X 0 , X 1 ) is a compatible couple of Banach spaces if X 0 and X 1 are Banach spaces continuously embedded in the same Hausdorff topological vector space. We equip X 0 + X 1 with the norm K(1, ·), where for t > 0
is the Peetre K-functional. We also consider the intersection and the family of norms on X 0 ∩ X 1 defined by the J functional
We refer to [4] , [5] or [9] for more information on interpolation theory.
The following definition describes the K-interpolation method defined with an slowly varying function and an r.i. espace. In particular, this extends the well known K-interpolation method with a function parameter introduced by Gustavsson, see [28] . 
This family of K-spaces comprises many other classes of interpolation spaces studied by different authors. Let us mention some of them. When E = L q and b ∼ 1, the space (X 0 , X 1 ) θ,b,E coincides with the classical real interpolation spaces (X 0 , X 1 ) θ,q . Moreover, since for 0 < θ < 1 the function t θ /b(t) is equivalent to a function of the Kalugina class B K , the spaces (X 0 , X 1 ) θ,b,Lq are special cases of the interpolation spaces with a function parameter studied by Gustavsson in [28] . Interpolation spaces (X 0 , X 1 ) θ,b,Lq , including limiting cases θ = 0 and θ = 1, have been studied by Gogatisvili, Opic and Trebels in [27] , while (X 0 , X 1 ) θ,ℓ A (t),Lq were thoroughly studied by Evans, Opic and Pick in [19] and by Evans and Opic in [18] . For ordered couples, X 0 ֒→ X 1 and α ∈ R, the interpolation spaces (X 0 , X 1 ) θ,(1+| log t|) α ,Lq were defined and studied by Doktorskii in [15] . More recently, and also for ordered couples, Cobos, Fernández-Cabrera, Khün and Ullrich have studied the spaces (X 0 , X 1 ) 0, 1 log t ,Lq and have identified them with a new class of Jinterpolation spaces denoted by (X 0 , X 1 ) 0,q;J when 1 < q ≤ ∞ (see Theorem 4.2 in [12] ).
The following result from [21] describes the conditions under which X
is an interpolation space for the couple (X 0 , X 1 ). Next we introduce the J-interpolation method. See [21] , [22] and [24] for more information on K and J spaces. where u is a strongly measurable function with values in A 0 ∩ A 1 , satisfying that e −θt b(e t )J(e t , u(e t ))
The norm of the element a in the space
where the infimum is taken over all representations of a satisfying (3.5) and (3.6).
The space (A 0 , A 1 ) J θ,b,E , 0 < θ < 1 is an interpolation space for the couple (A 0 , A 1 ). The limit spaces (
b(e t ) , t ∈ R, is in E ′ (R) respectively. We refer to [9] for more details on this question.
In what follows A = (A 0 , A 1 ), B = (B 0 , B 1 ) and C = (C 0 , C 1 ) will be interpolation couples and T will stand for a bounded bilinear operator acting between the couples A , B and C. More precisely, there exist constants k i , i = 0, 1 such that the operators
T :
In these conditions we have the following result.
Theorem 3.4. Let 0 ≤ θ ≤ 1, ϕ and slowly varying function and E and r.i. space. Then
is a bounded bilinear operator with norm no greater than T = max{ T 0 , T 1 }.
e θy J e x , u(e x ) (1 + ε)K e y−x , b dx
Hence, taking infimum in ε > 0 
we claim that w(e y ) = R T u(e x ), v(e y−x ) dx ∈ C 0 ∩ C 1 and that we may
. In fact, the J-functional of w(e y ), y ∈ R, satisfies the inequalities
where the last integral can be estimated by a convolution as follows
.
(3.11) This puts us in a position to apply (2.3) to obtain that
Therefore, the function y e −θy ϕ(e y )J(e y , w(e y )), y ∈ R, belongs to F (E, L ∞ ) and so J(e y , w(e y )), y ∈ R, is finite a.e. in R. This not only proves that
This completes the proof.
Aplications to bilinear multipliers
We ilustrate the usefulness of our results by applying them in the context of bilinear multipliers. More precisely, we work on a result by O. Blasco on spaces of bilinear multipliers in [6] .
Let f and g be periodic functions defined on the torus T. The operator P m is defined as
An easy duality argument shows that
if and only if there exists C > 0 such that
for all h ∈ L p ′ 3 (T). In this case we say that m = (m k,k ′ ) Z 2 belongs to BM (p 1 ,p 2 ,p 3 ) , the space of bilinear multipliers of type (p 1 , p 2 , p 3 ).
Following Thm. 2.8 of [6] , it is easy to establish that for m = (m k,k ′ ) Z 2 ∈ ℓp(Z 2 ), the operators
are bounded. In this position, we can apply Thm. 3.4 to obtain that
,L ∞ . Now we proceed to identify these spaces.
The space (L p , L 1 ) 0,ℓ −1/p (t),L ∞ is the grand-Lebesgue space L p) introduced by Iwaniec and Sbordone in [31] in connection with the study of the integrability properties of the jacobian determinant. It is defined by the norm f L p) = ℓ −1/p (t) f * * (s) Lp(t,2π) L∞(0,2π) < ∞.
See [26] for additionally information of the norm of L p) (Ω). On the other hand, the space (
This shows that
which improves the domain of the original operator out of the L p scale and restrict the range.
