Economic value calculations are increasingly used to compare the predictive performance of competing models of asset returns. However, they lack a rigorous way to validate their evidence. This paper proposes a new methodology to test whether utility gains accruing to investors using competing predictive models are equal to zero. Monte Carlo evidence indicates that our testing procedure, that can account for estimation error in the asymptotic variance of the test statistic, provides accurately sized and powerful tests in empirically relevant sample sizes. We apply the test statistics proposed in the paper to revisit the predictability of the US equity premium by means of various predictors.
Introduction
The out-of-sample predictability of asset returns is a topic of particular interest among academics and market practitioners. In past decades, various studies have debated whether asset returns are or should be predictable by information available to investors. Although a large body of literature accepts that asset returns are predictable (see, inter alia, Barberis, 2000; Lettau and Ludvigson, 2001; Campbell and Thompson, 2008; Cochrane, 2008; Ferreira and Santa Clara; the references therein) and de…nes this as a "new fact in …nance" (Cochrane, 1999) , others remain skeptical (see, Goyal and Welch, 2008 and the references therein). Even with the bene…t of almost a century of hindsight, this issue has not been convincingly settled: evidence that asset returns predictions from empirical models are better than forecasts from naive benchmarks, such as an historical mean or a random walk model, is not conclusive.
Most of the existing research on the ability of empirical models to predict asset returns relies on statistical measures of out-of-sample predictive accuracy, mostly under the assumption of mean squared forecast error loss function. 1 However, in the past decade, some attention has been directed to assessing whether there is any economic value to asset return predictability. Leitch and Tanner (1991) are among the …rst to show that the use of di¤erent metrics of evaluation based on utility calculations provides an alternative way to analyze the predictability of asset returns. This may shed light on aspects of the relationship (or lack of it) between returns and predictors which cannot be captured by standard statistical criteria. Following the same line of reasoning, various studies have proposed the analysis of performance fees ( henceforth) in order to understand how much risk-averse investors would be willing to pay to switch from static benchmarks to predictive dynamic models (West et al., 1993; Fleming et al., 2001; 2003; Han, 2006; Della Corte et al., 2008; 2009; 2010; Thornton and Valente, 2012) . 1 Although such assumption is routinely adopted because the resulting properties of the optimal forecasts, it also imposes a set of limiting restrictions on the assessment of the out-of-sample predictions of competing models of asset returns. On the properties of optimal forecasts under asymmetric or unknown loss functions see Patton and Timmermann (2007a, 2007b) . See also Patton (2004) on the e¤ect of higher moments of returns for asset allocation decisions in out-of-sample settings.
A cursory reading of the papers published in …ve premier outlets 2 over the period 2000-2012, lead us to identify more than 40 studies that report economic value assessments of asset returns in various contexts. One common feature of these economic value calculations is that, in contrast to statistical assessments of predictability, they lack a rigorous way to validate their evidence. Put di¤erently, in virtually all cases, economic value calculations are never accompanied by a p-value associated with the null hypothesis that those numbers are genuinely zero. An illuminating example is represented by the assessment of the out-of-sample predictability of the US equity risk premium.
Some recent in ‡uential studies show that across di¤erent sample periods, data frequencies and for a large menu of predictive variables, the average (median) utility gain of using the predictive model against a simple historical average equals a meager 0.38 (0.34) percent per annum inclusive of transaction costs. 3 Nonetheless, the …ndings are often interpreted as supportive of the predictive models only on the basis of the sign of the realized utility gains. This state of things begs the question as to whether those small utility gains are genuinely di¤erent from zero if we take into account the fact that economic value calculations are a¤ected by the estimation risk associated with the parameters in the predictive models.
This paper provides a …rst answer to this important question. In fact, we propose an asymptotically valid approach to constructing p-values associated with the null hypothesis that is zero against the alternative that it is positive. 4 Using arguments in line with West (1996) and West and McCracken (1998) , we show that the estimated performance fees^ are asymptotically normal with variances that account for the e¤ects of estimated parameters. Since the variances are often di¢ cult to estimate we advocate the use of the bootstrap of Calhoun (2011) 4 While we focus on a point null hypothesis in which = 0, and test it against a composite alternative in which > 0, it is possible for their to be data-generating processes in which < 0: In this environment it might be more appropriate to test the composite null hypothesis 0 against the composite alternative in which > 0: Doing so is signi…cantly more complicated than the approach we take and is left to future research. See Section 5 for a detailed discussion of this issue. well suited to this context. Monte Carlo results suggest that our testing procedure has satisfactory size and power properties for parameterizations and sample sizes that are consistent with those recorded in existing empirical studies.
The rest of the paper is organized as follows. Section 2 provides a simple framework that highlights the main features of economic value calculations, while in Sections 3 and 4 we describe the asymptotic results for our testing procedure and the bootstrap approach required to implement it. Next, in Section 5, we describe the setup of the Monte Carlo experiments and investigate the size and power properties of the test statistics. In Section 6 we discuss the drawbacks associated with economic value calculations and the potential limitations of the proposed testing procedure.
In section 7 we apply the test statistics proposed in the paper to revisit the predictability of the equity premium by means of various predictors (as in Goyal and Welch, 2008 ) and a …nal section concludes.
A Simple Illustrative Example
In this section, we discuss a simple example of a economic value calculations based on a portfolio of assets that comprise a risk-free asset and a single risky asset (e.g. a stock index) that is predictable by means of a single variable. This simple case is chosen because of its simplicity and intuitiveness, and also since it is consistent with a very large literature on utility-based comparisons and asset returns predictability. However, it is important to emphasize that the testing procedure proposed in this paper applies to, but it is not limited to, this case. In fact it can be easily applied to portfolios where multiple predictive variables and multiple risky assets are included in the relevant computations.
Let r t denote the return on the risky asset and r f t the rate of return on the risk-free asset.
De…ne ep t+ = r t+ r f t+ the excess stock index return, or equity premium, in period t + and let z t denote a variable observed at time t that is believed to predict ep at a future time t + . The investor can use the predictive regression ep t+ = 1;0 + 1;1 z t + e 1;t+ ;
to make conditional mean forecasts of future stock index excess returns. The variable z t is said to have predictive power for ep t+ if 1;1 6 = 0. e 1;t+ is an unpredictable error term given information available at time t. If the variable z t has no predictive content then 1;1 = 0 and Equation (1) collapses to
where stock index excess returns are equal to their historical mean plus an unpredictable error term. Throughout the paper we denote the competing model as 1 and the baseline model as 0.
In addition, the investor also uses a model to estimate the conditional variance of the excess returns. De…ne 2 i;t+ (# i ) as the excess return conditional variance implied by model i = 0; 1 that is a function of a vector of some parameter estimates b
The investor can use the conditional mean predictions ep t+ (b i;t ) from Equations ( If the investor is endowed with mean-variance preferences, the optimal allocation to the risky asset w i;t at any time t from model i = 0; 1, is given by the conventional formula:
where
and is the investor's coe¢ cient of relative risk aversion (RRA).
Once the asset allocation is decided at time t = T; :::; T + P , the resulting portfolio's actual returns at time t + are equal to:
The additional predictive ability in the competing model can be assessed against the baseline model by carrying out utility-based comparisons. More speci…cally, the average realized utility for the investor with a given initial wealth W 0 = 1 is denoted by
whereR port i;t+ = 1 + b r port i;t+ is the gross return on the portfolio constructed using the forecast from model i andP = P + 1. 5
As in Fleming et al. (2001) the measure of the economic value of alternative predictive models is obtained by equating average utilities in Equation (5) from selected pairs of portfolios. More speci…cally, the performance fee is the value of^ that satis…es
Put di¤erently, can be interpreted as the maximum fraction of wealth the investor would be willing to pay per period to switch from model 0 to model 1. If the two conditional variance models are identical, this criterion measures how much a risk-averse investor is willing to pay for conditioning on the information in the predictive variable z t . It follows that, if there is no predictive power embedded in the variable z t , then = 0; whereas, if z t helps to predict stock excess returns, one expects > 0.
We can better understand the behavior of when 1;1 6 = 0 if a few more assumptions are made.
In particular, let the forecast horizon be = 1 and assume that z t follows a stationary AR (1) process of the form
where (e t ; v t ) are i. 
Equation (8) In Figure 1 we plot as a function of 1;1 on the basis of parameter values calibrated using the return on the NYSE value weighted index as our risky asset, its dividend yield as our predictor, and the yield on the 3-month T-bill as our return on the risk-free asset. 7 Given these parameter 6 While this may seem odd given our framework, rolling window estimates of the unconditional variance of ept+1 are often used as estimates of the conditional variance of excess returns in the empirical literature (Goyal and Welch, 2008; Campbell and Thompson, 2008 and Ferreira and Santa Clara, 2011 and the negative values are reported for the sake of completeness. As expected, is increasing in
The plot is symmetric about zero. The plot also highlights that for an empirical value of 1;1 = 1%, the implied value of ' 0:4% on a monthly basis (or 4.8% annualized). Note that while a population value of = 0:4% is economically large, it does not imply that an empirical value of = 0:4% is also statistically signi…cant from zero at, say, a …ve percent level of signi…cance. In the following two sections we provide a method to assess the statistical signi…cance of empirical estimates of .
Theoretical Results
This section provides the null asymptotic distribution of per-period performance fee measureŝ constructed using pseudo-out-of-sample methods. 8 In addition to stating the theorem, we also provide informal discussions to clarify the various assumptions and their implications. The performance fee is estimated as a function of two sequences of pseudo-out-of-sample forecasts;
one each for models 0 and 1. In the context of the example from section 2 these forecasts consist of both conditional mean and conditional variance forecasts. In order to calculate the performance fee, we assume that the investor has access to the necessary observables over the time frame s = 1; :::; T + P . This sample is split into an in-sample period s = 1; :::; T and an out-of-sample period t = T + 1; :::; T + P . At each forecast origin t = T; :::; T + P , both of the parametric -period ahead investing models are estimated and used to construct a forecast that is then used to construct portfolio weights. The assumptions used to derive the asymptotic results are presented is used to parameterize 1;0 as 1;0 = E(ept+1) 1;1 . The coe¢ cient of relative risk aversion is set to = 5: Full details of the DGP are provided in Section 5 where Monte Carlo evidence on the size and power of our testing procedure is discussed. 8 It is important to reiterate that while we sometimes refer to the simple case of two assets discussed in Section 2, our analytical results are more general and can be applied to instances where the investor's asset allocation is made over several assets.
below and closely follow those in West (1996) with some modest deviations.
1. There exists a function f (X t+ ; ) = f t+ ( ), with f t+ ( ) = f t+ , that is twice continuously di¤erentiable in and satis…esP
2. The parameters are estimated using one of three sampling schemes: the recursive, the rolling, or the …xed. The recursive parameter estimates satisfy^ i;t i = B i (t)H i (t) where B i (t) ! a:s:
B i a non-stochastic matrix, H i (t) = t 1 P t s=1 h i;s+ with Eh i;s+ = 0 and i denote the population counterparts of the parameter estimates^ i;t .The rolling and …xed parameter estimateŝ i;t are de…ned similarly but are constructed using data over the ranges s = t T ; :::; t and s = 1; :::; T respectively. De…ne^ t = (^ 0 0;t ;^ 0 1;t ) 0 , h t+ = (h 0 0;t+ ; h 0 1;t+ ) 0 , and
All parameter estimates are constructed using the same sampling scheme. 9
3. De…ne f t+ ; = @f t+ ( )=@ : (a) (f 0 t+ ; ; f t+ ; h 0 t+ ) 0 satis…es the mixing and moment conditions in Assumption 3 of West (1996) and (b) for some open neighborhood N of ;
4. The number of in-sample observations associated with the initial forecast origin T , and the number of predictionsP = P + 1, are arbitrarily large and in particular, they satisfy the restriction that lim P;T !1
. If the models are nested then F B 6 = 0.
9 In many applications (Barberis, 2000; Fleming et al., 2001; 2003; Della Corte et al., 2010; Valente and Thornton, 2012 and the references therein) the conditional mean parameters are estimated under the recursive scheme while the predictions of the conditional variance are estimated using a simple rolling scheme. Speci…cally, for both models i = 0; 1 the conditional variance is estimated nonparametrically using a rolling window estimator of the form
+1 eps+ and M << T denotes the number of observations in the rolling window. Note that the conditional variance speci…cations are the same for both models and hence^
2 as a parameter estimate that is consistent for some underlying moment (such as the unconditional variance of eps+ ), then the following theorem is not directly applicable since the conditional mean and conditional variance parameters are estimated using di¤erent sampling schemes. However, if we interpret
2 as an inconsistent estimate of some underlying moment, as suggested in Giacomini and White (2006) , then the theoretical results can be applicable with a suitable reinterpretation of what the "parameters" are.
Before deriving the main result, it is important to explain some of the key assumptions and their implications for the validity of our testing procedure. Assumption 1 maps the problem of inference on^ into a framework in which the theoretical results in West (1996) can be applied. While the assumption is stated at a very high level it is actually very simple to verify. For example, in the context of the mean-variance example from section 2, Assumption 1 is satis…ed for the function
if R i ! p ER i;t+ . As another example suppose that power utility is used and hence U (R i;t+ ) =
Since^ is de…ned as a root and U (:) is continuously di¤erentiable in its'argument
The requirement that f t+ ( ) is twice continuously di¤erentiable in is non-trivial for our results. In the vast majority of studies on economic value calculations, the utility function U ( ) itself is continuously di¤erentiable in the gross return. Even so, there are cases where the assumption might fail becauseR i;t+ is not twice continuously di¤erentiable in . For example, in some applications the estimated portfolio weights can be bounded (or winsorized) in order to limit the maximal amount of leverage in the constructed portfolio (Ferreira and Santa Clara, 2011 and the references therein). 11
Given Assumption 1, Assumptions 2, 3, and 4 are very closely related to those in West (1996) .
The predictive models must be parametric and estimated using a framework that can be mapped into GMM. The observables must have su¢ cient moments and mixing conditions to satisfy a Central Limit Theorem, 12 and the number of in-sample and out-of-sample observations must be of the same 1 0 Under the null hypothesis that = 0. 1 1 We explore the e¤ect of portfolio weights'winsorization in Section 5. 1 2 West uses the central limit theorem of Wooldridge and White (1998). order. 13 Assumption 5 states that if the two models are nested under the null hypothesis, and hence R 1;t+ = R 0;t+ , it must be the case that a certain product of two moments is nonzero. We do so since, as shown below, there is the potential for the asymptotic variance of^ to be zero. To avoid this problem we state a relatively high level assumption that will insure that the asymptotic variance is non-zero. As a practical matter, the condition is likely to hold as long as the model parameters are not estimated using the utility function U ( ) as the objective function. 14 Given the assumptions, our main result follows immediately from Theorem 4:1 of West (1996) .
. The Theorem shows that the per-period performance fee is asymptotically normal with an asymptotic variance that re ‡ects not only variation in the di¤erence in utilities, via S f f ; but also the in ‡uence of estimation error via the remaining components of the variance, F BS f h and F BS hh B 0 F 0 ; respectively. As stated, the Theorem permits both non-nested and nested model comparisons. But as a practical matter, the vast majority of applications involve the comparison of two nested models -as was the case of our simple illustrative example in section 2.
When the models are nested there are two distinct cases in which the Theorem applies. The leading case is when = 0 because the models are identical under the null hypothesis and hence 1 3 This could be weakened to permit = 0 or 1 in some cases if we distinguish between nested and non-nested models. 1 4 This assumption precludes a few isolated applications including Cenesizoglu and Timmermann (2011) .
the "competing" and "baseline" models are better thought of as "unrestricted" and "restricted."
In this situation, 1 ( 
The asymptotic variance simpli…es because in this speci…c case, R 1;t+ = R 0;t+ for all t and hence S f f and S f h are both trivially zero. In addition, the fact that the models are nested implies J 0 h 1;t+ = h 0;t+ and J 0 @U 1;t+
and thus the asymptotic variance can be simpli…ed even further. While not immediately obvious in the original Theorem, it is for this case that we have Assumption 5. To achieve asymptotic normality in any useful sense we need to be positive.
When predictability exists and hence 1;1 is not zero, S f f is non-zero and hence is non-zero so long as S f f does not happen to cancel with the remaining terms. By imposing Assumption 5 we insure that is positive for the case in which the unrestricted model perfectly nests the restricted model -a possibility that we must allow for under the null hypothesis.
A less intuitive case arises when the models are ostensibly nested and = 0; despite the fact that 1;1 is non-zero. In this case, as stated in the Theorem,^ is asymptotically normal with mean zero but with an asymptotic variance that does not simplify as it does when 1;1 = 0.
A Bootstrap Approach to Inference
The Theorem from the previous section provides a means of assessing the statistical signi…cance of performance fees for a given utility function. Speci…cally, if^ is a consistent estimate of it immediately follows thatP 1=2^ =^ 1=2 ! d N (0; 1); and therefore one can use standard normal critical values to test the null that = 0 against an alternative in which > 0.
In our simple illustrative example discussed in Section 2, forming a consistent estimate of is not too di¢ cult. However, the standard errors become increasingly complicated to estimate as the number of risky assets increases and we move from mean-variance utility to other utility functions. 15
1 5 See Appendix for a detailed discussion of the implications of our testing procedure for three commonly used
In order to provide a methodology that can be applied to the relevant cases reported in the literature, we consider a bootstrap approach to inference. The bootstrap used in this paper is consistent with the one recently developed by Calhoun (2011; Section 2). We have chosen this speci…c bootstrap since it is explicitly designed to be applicable in cases when out-of-sample methods are used to conduct inference and the relevant test statistic is asymptotically normal.
Furthermore, the bootstrap is designed to allow for estimation error in the standard errors. This …nal feature is non-trivial for our results. To see this, recall that the Theorem implies that^ is asymptotically normal with an asymptotic variance that is a linear combination of three elements: the constant^ (^ T +P ) which is constructed exactly as was^ but where^ t =^ T +P for all t = T:::; T + P . Given the recentering constant^ (^ T +P ) and the bootstrapped performance fees^ j , critical values are then estimated based upon the empirical distribution of^ j ^ (^ T +P ).
Monte Carlo Evidence
In the previous section we show that^ is asymptotically normal and delineate a bootstrap procedure to conducting inference: In this section we provide Monte Carlo evidence on the …nite sample properties of the asymptotic results. Speci…cally we provide simulation evidence on the e¢ cacy of the bootstrap procedure for testing the null hypothesis H 0 : = 0 against the alternative
Experiment design
In our experiments we consider the problem of a US investor who faces the problem of choosing how to optimally allocate her wealth between the value-weighted index of stocks traded on the NYSE and the 3-month T-bill. We assume that the investor is endowed with mean-variance preferences and the performance fees are computed using a mean-variance utility function, as outlined in Section 2.
The experiments are conducted as follows. For all cases, we generate data using the following data generating process (DGP henceforth) calibrated on the monthly estimates reported in Barberis (2000) relative to the empirical properties of excess returns to the NYSE value-weighted index and its dividend yield z t : We consider sample splits between the observations used to estimate the model and the out-ofsample period, P=T = 1=3; 1; and 3 for overall sample sizes T + P = 512 and 1024. 16 Note that we have introduced the term t in the equation for excess returns. By doing so we allow for the presence of conditionally heteroskedastic errors in the equity premium equation. For reasons discussed later in section 6, we set t = ja 0 + a 1 z t j with a 0 = 0:73 and a 1 = 2:5 such that E 2 t = 1:
The risk aversion parameter is set to 5.
In the experiments aiming at assessing the empirical size of the test statistics, we …x b = 0 while in the experiments aiming at assessing the power properties of the test we allow b to range from 0 to 2. In order to assess the role of persistence in the predictor z t on the asymptotic distribution, for both the size and power experiments results are provided when the persistence is a modest = 0:5 and a much higher = 0:9848:
As in much of the empirical literature (see, inter alia, Goyal and Welch, 2008 and the references therein) we assume that the two competing conditional mean speci…cations are recursive OLS estimated models taking the form ep t+1 = 0;0 + " 0;t+1 ; and ep t+1 = 1;0 + 1;1 z t + " 1;t+1 ;
where z t is the dividend yield on the stock index. In order to understand the magnitude of size distortions associated with using a small rolling window estimate of the conditional variance we conduct each of our simulations once using a 5 year rolling window estimate of the conditional variance 60 1 P t 1 s=t 60 (ep s+1 d t ) 2 and once using the known unconditional variance 0:00172 + 0:000063b 2 . In addition, in order to understand the potential size distortions associated with winsorizing the portfolio weights, each simulation is conducted allowing i) a free estimation of the 1 6 We use a burnout period of 500 observations to remove the e¤ects of initial conditions. portfolio weights and ii) bounded weights such that
1 ifŵ i;t 1 w i;t if 1 <ŵ i;t < 2 2 ifŵ i;t 2 whereŵ b i;t andŵ i;t denote the winsorized and unconstrained weights, respectively. All results are based on 2; 000 Monte Carlo replications with 499 bootstrap replications of the block bootstrap.
Simulation Results
In Tables 1 and 2 we report the actual rejection frequencies of nominally 5 and 10 percent tests of the null hypothesis that = 0. Figures in Table 1 are computed using a rolling window to estimate 2 t while …gures in Table 2 are computed by estimating 2 t by means of the known unconditional variance. The results across the two tables are fairly similar. In fact, for both sample sizes, both degrees of correlation in the predictor (Panels A and B), and regardless of whether or not we winsorize the portfolio weights, the actual rejection frequencies are satisfactorily close to their nominal 5 and 10 percent values, especially when the sample split takes the value P=T = 1=3:
When the sample split parameter P=T increases deteriorates. More speci…cally, as P=T increases the actual rejection frequencies become smaller than their nominal values. This results is likely to be due to a …nite sample problem since as the overall sample size increases, from T = 512
to T = 1024, the actual rejection frequencies improve holding the sample split P=T constant.
It is worthwhile emphasizing that since both tables give similar results, it appears that the test is generally una¤ected by whether or not we use the rolling window estimate of the conditional variance.
In Figures 2 and 3 we provide plots of actual power of the test. Figure 2 provides rejection frequencies when the portfolio weights are estimated without any boundaries, while those in Figure   3 are calculated with winsorized weights. In each …gure, there are four panels: two associated with the sample sizes T + P = 512; 1; 024 and two associated with the correlation in the dividend yield set to = 0:5; 0:9848: For each of these four panels there are 2 sets of three power functions.
Each of these three functions correspond to a distinct sample split parameter P=T = 1=3; 1; or 3:
The 2 sets of power functions are the same values but de…ned on distinct scales. The black lines correspond to the upper scale while the red lines correspond to the lower scale. In the upper scale we show actual power as we increase the parameter b from 0 to 2. In the lower scale we show the same values of power but plotted as a function of the value of the implied as we increase b from 0 to 2. 17 For both …gures all simulations correspond to the experiment design used to compute the rejection frequencies in Table 1 , for which the conditional variance is estimated using a 5-year rolling window.
In Figure 2 ; the red and black sets of three power functions tend to increase as and b increase, and to a large extent, power is increasing in the sample split parameter P=T: This latter …nding is consistent with the argument suggested by Hansen and Timmermann (2011) Tables 2 and 3 . In fact, in the tables have recorded that for larger values of the sample split parameter, actual rejection frequencies were signi…cantly smaller than the nominal size of the test. In Figure 3 ; we provide the same set of simulations as in Figure 2 but with the portfolio weights now winsorized: In almost all cases the empirical power of the test statistics is uniformly higher than the one plotted in Figure 2 , where the portfolio weights are not winsorized. And as was the case in Figure 2 , power tends to be higher for larger sample sizes, larger values of ; and larger values of the sample split parameter P=T:
6 Discussion and Caveats
In the previous sections we have provided both analytical and simulation-based evidence on the e¢ cacy of a test of the null that performance fees are zero against the alternative that they are positive. In particular we show that for empirically relevant sample sizes and data-generating processes, a suitable bootstrap approach to inference exhibits satisfactory empirical size and power properties. That said, there are important caveats to our results.
First, in the context of the example we have used throughout as a foil for our results, Assumption 5 requires that F B = E(
) is non-zero. If this condition fails, our theoretical results do not hold and in particular, since^ need not be asymptotically normal and our bootstrap approach to inference may not be valid. In fact, straightforward algebra reveals that Assumption 5 fails if ep t+1 and ep 2 t+1 are both mean independent of (1; z t ) and, as a consequence, the equity premium is the realization of a conditionally homoskedastic martingale process around some constant unconditional mean. It is for this reason that we model the conditional variance of the equity premium as 2 t = (a 0 + a 1 z t ) 2 in our simulations. In unreported simulation results in which we set 2 t = 1; we …nd that the bootstrap does not fare well and in particular leads to rejection frequencies of less than 1 percent for nominally 5 and 10 percent tests.
Second, in Figure 1 we show that for empirically relevant values of 1;1 2 [ 2; 2], is an increasing function of 1;1 : As such, we expect power to increase monotonically in both and 1;1 :
This is the result we …nd in Figures 2 and 3 . While this result is intuitive, it need not hold in general for all values of 1;1 . To see this, in Figure 4 we plot Equation (8) as a function of 1;1 for a much broader, but implausible, range of values. As in Figure 1 , is an increasing function of j 1;1 j for all empirically relevant values of 1;1 but is not uniformly so. Speci…cally, is a hump-shaped function of j 1;1 j achieving a maximum at 1;1 near 5 and then converges to zero for larger values of j 1;1 j: Since larger values of j 1;1 j imply greater statistical predictability, we …nd that it is theoretically possible that statistical signi…cance of predictability is associated with no economic value. This …nding is line with the theoretical evidence provided in Sentana (2005) who shows that predictive improvements do not necessarily generate economic improvements. In fact, he shows that the unconditional Sharpe ratio of a dynamic asset allocation strategy, where a mean-variance investors uses the forecasts of linear models with multiple predictors, could be beaten by a simple buy-and-hold strategy (Sentana, 2005 p. 63) . 18 Third, in all of our results we have taken care to parameterize our DGP using …rst and second 1 8 See also the example provided in Section 3.4 of Sentana (1999) .
moments calibrated on data series routinely employed in various existing studies on asset returns predictability. However, it is important to emphasize that our simulation results may not apply in all contexts.
For example, we have parameterized the DGP in Section 5 so that the equity premium has a constant unconditional mean across all values of 1;1 : If we bring this assumption back to Equation (8), we …nd that
Once again = 0 if 1;1 = 0. However if 1;1 6 = 0, the sign of depends on the sign of 2 e 3(Eep t+1 ) 2 . In our data-based simulation it is always the case that 2 e 3(Eep t+1 ) 2 is positive.
However, we cannot rule out the case that 2 e 3(Eep t+1 ) 2 is negative, and hence the plot of as a function of 1;1 ; would be the mirror image of the one reported in Figure 4 . This implies that while would be still equal to zero when 1;1 = 0; 0 for all other values of 1;1 : Under these circumstances, the simple point null hypothesis presented in Section 3 becomes inappropriate.
This problem could be solved by setting the null hypothesis as a composite hypothesis of the form 0 with composite alternative > 0: However, constructing an asymptotically valid test of this composite null hypothesis is signi…cantly harder than the simple conservative approach we take (see Hansen, 2005 and the references therein) and we leave it as avenue for future research.
The Economic Value of the Predictions of the US Equity Premium
In this section we employ the testing procedure discussed in the previous sections to revisit the …ndings of the recent literature on the predictability of the US equity premium. The framework we use is identical to the one highlighted in Section 2. We use monthly, quarterly and annual value-weighted returns from the S&P 500 index from January 1927 to December 2011 from the Centre for Research in Security Prices (CRSP) and Robert Shiller's website. Stock returns are continuously compounded including dividends and the predictive variables z t are a selection of 14 variables from the ones used in Goyal and Welch (2008, and additional appendix) . 19 We compute the weightsŵ i;t b i;t using a rolling variance of excess returns, b 2 i;t=j ; estimated, as in Ferreira and Santa-Clara (2011), using the past j observations of the sample and we estimate the performance fee assuming a RRA coe¢ cient of 3 as in existing studies (see, inter alia, Goyal and Welch, 2008; Campbell and Thompson, 2008 and Ferreira and Santa Clara, 2011) . We compute the portfolio weights both unconstrained and winsorized by imposing a maximum value of the investment in the risky asset to 150% (i.e. 0:5 ŵ i;t b i;t 1:5).
The results of our empirical exercise are reported in Table 3 . When the performance fees are estimated using monthly data (Panel A) with a rolling variance computed over the past 5 or 10 years and the weights are left unconstrained, the vast majority of the predictive variables is unable to generate signi…cant results. In fact only 3 variables, namely the term spread (tms), default return spread (dfr) and default yield spread (dfy), exhibit small and positive performance fees.
However, only the term spread is closer to signi…cance at the 10% level across both rolling variance windows. The results are substantially di¤erent if the portfolio weights are winsorized. In fact, in this case, the number of predictive variables that are able to deliver positive performance fees that are statistically signi…cant at 10 percent level increases to 8, and 5 of those are statistically signi…cant at the same statistical level using both rolling variance windows. Nonetheless, the size of the performance fees is small in value and does not exceed 0.14 percent per month.
When the data frequency decreases from monthly to annual, the number of statistically signi…cant positive performance fees decreases. The reduction is more pronounced when portfolio weights are not winsorized and they are computed using a rolling window volatility based on the past 10 years of observations. It is important to emphasize that the term spread is the only predictive variable that generates positive performance fees that are consistently statistically signi…cant across di¤erent speci…cations and data frequencies. This result is particularly interesting and it 1 9 For further details on data construction, refer to Goyal and Welch (2008 and additional appendix) . The full dataset used in this empirical exercise can be downloaded from Amit Goyal's website http://www.bus.emory.edu/agoyal/Research.html.
corroborates the early …ndings documented in Campbell (1987) and Fama and French (1989) on the predictive power of the term spread for equity returns.
Overall the results of this exercise suggest two important prescriptions for any study interested in estimating and assessing the economic value of predictability: First, the mere evidence of positive performance fees does not provide conclusive evidence of superiority of a given predictive model against a given (no predictability) benchmark. In fact our results show that di¤erent windows used to estimate rolling conditional variances, constraints imposed on portfolio weights and, more importantly, di¤erent data frequencies can substantially a¤ect the size and the sign of the performance fees over the very same sample period. Second, it is important to accompany any estimate of positive performance fees with a formal test for their statistical signi…cance. This would bring the evidence of economic values from various predictive models at par with the context where statistical criteria (such as MSE or RMSE) are employed and for which the asymptotic theory is already fully developed.
Conclusion
In this paper we attempt to provide a …rst answer to the issue of testing the economic value of asset return predictability. Although several recent studies have begun to investigate the economic value associated with the predictions of asset returns from empirical models, they lack a rigorous assessment of the null hypothesis that the utility gains originated from competing predictive models are equal or smaller than zero. This is surprising since economic value calculations stem from predictions from empirical models, which in turn are associated with the uncertainty due to the fact that models parameters are to be estimated.
We propose a formal test of the null hypothesis that economic value gains equal to zero against the alternative that they are positive. Using asymptotic arguments we show that, under modest assumptions, the test statistics are normally distributed. Monte Carlo evidence indicates that our testing procedure, which can account for estimation error in the asymptotic variance of the test statistic, can provide accurately sized and powerful tests in empirically relevant sample sizes. We apply the test statistics proposed in the paper to revisit the predictability of the US equity premium by means of various predictors.
Appendix A
To understand the results reported in Section 3, it is instructive to consider the forms of^ and f t+ (^ t ) for three commonly used functional forms for utility: mean-variance, quadratic, and power.
In addition, we also characterize the moment F when the two models are nested under the null hypothesis and hence 1;1 = 0:
1. When utility is mean-variance the average utility obtained using model i = 0; 1 is
where R i =P 1 P T +P t=TR i;t+ and is a known preference parameter. For this functional form we trivially obtain^
As stated in the text, for this utility function Assumption 1 is satis…ed for the function
if R i ! p ER i;t+ . When the models are nested straightforward algebra implies
2. When utility is quadratic, the average utility obtained using models i = 0; 1 takes the similar but distinct form
For this utility function there are actually two roots that satisfy the de…nition of : If we use the larger of the two as our estimate of we obtain the following closed form for the performance feê
For this utility function Assumption 1 is satis…ed for the function
if 1 + 2 R 1 ! p 1 + 2 E(R 1;t+ ) 6 = 0. When the models are nested straightforward algebra implies
3. When utility is power the average utility obtained using model i = 0; 1 is
For this functional form of utility we do not obtain a closed form for the performance fee^ :
Estimating^ is done numerically using the de…nition and hence we havê
When the models are nested straightforward algebra implies Table 3 .
US Equity Premium Predictability
The Table reports performance fees, based on out-of-sample forecasts of the conditional mean of stock index excess returns from predictive models with alternative predictive variables (Variables) against the benchmark represented by the historical mean of excess returns. Performance fees denote the amount investors with a mean-variance utility function and a coe¢ cient of Relative Risk Aversion (RRA) = 3 would be willing to pay to switch from each one of the predictive models to the historical average benchmark. b 2 t=j indicates that the allocation to the risky asset is computed using a variance of excess returns equal to the historical variance estimated using the past j observations of the sample. The predictive variables are a sample of the ones used in Goyal and Welch (2008) Notes: Figure 1 provides F as a function of 1,1 a using the function in equation (11) of the text. The remaining moments in the formula are calibrated to the return on the NYSE value weighted index as our risky asset, its dividend yield as our predictor, and the yield on the 3-month T-bill as our return on the risk-free asset. See Section 5 for more details on this calibration. 
