Sur deux théorémes concernant un ensemble partiellement ordonné by Inagaki, Takeshi
Mathematical Journal of Okayama
University
Volume 1, Issue 1 1952 Article 9
MARCH 1952




Copyright c©1952 by the authors. Mathematical Journal of Okayama University is produced by
The Berkeley Electronic Press (bepress). http://escholarship.lib.okayama-u.ac.jp/mjou
SUR DEUX THÉORÊMES CONCERNANT UN ENSEMBLE
PARTIELLEMENT ORDONNÉ
T AKESHI INAGAKI
Dans son ouvrage illustre" Was sind und was sollen die Zahlen?",
en utilisant la notion dite chaîne, R. Dedekind a extrait d'un ensemble
infini un ensemble bien ordonné du type (Il. Il me semble que cette
notion chaîne est· très importante sous le rapport de l'ensemble bien
ordonné; donc, en nous appuyant sur l'idée due à R. Dedekind, dans
cet article nous voudrons d'abord montrer un théorème qui extrait un
ensemble bien ordonné d'un enselnble partiellement ordonné inductif
au sens faible sous certaines conditions nécessaires, et puis nous
donnerons de ce théorème l'un qui se rattache à celui de M. Zorn et
à l'axiome du choix dû à E. Zermelo.
Nous insérons tout d'abord les définitions nécessaires:
Un ensemble partiellement ordonné E est dit inductif au, sens
faible lorsque, quel que soit un sous·ensemble ordonné A de E, il
existe alors la borne supérieure de A, désignée par Sup. A, s'il existe
au moins un 111ajorantI) de A.
Un ensemble partiellement ordonné E est dit inductif, lorsque,
quel que soit un sous-ensemble ordonné A de E, il existe toujours
Sup. A.
Ceci étant posé, nous commencerons par la considération géné-
raIe: Soit E un ensemble non-vide et soit ~~ une propriété qu'un
ensemble peut posséder. Désignons par ~ la famille de tous les sous-
ensembles de E jouissant de la propriété ~, et un élément de ~ est
appelé ensemble-~. Si ~ remplit les deux conditions suivantes:
1° E E 'a,
20 La partie COllUl1une aux éléments du nombre arbitraire de ~
appartient à ~,
nous dirons que ~ est lnultiplicatij: Dans ce cas, il existe, quel que
soit x E E, au moins un élément de ~ contenant x selon 10 • Donc, la
partie commune à tous les éléments de cette sorte est le plus petit
ensernble-i3 contenant x, et nous la désignerons par st(x) dans ce qui
suit.
1) S'il existe pour tout a f A Un point e f E tel que e~ a, le point e est nppelé
ml majorat'i de A et de plllS A est dit 11lajorè par e.
}G7
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D'après cette notation, on a facilement le
Lemme 1. (1) X E ~(x).
(2) Si Y E ~(x), alors ~(y) ~ .~(x).
(3) j'è(y) c ~(x) équivaut à rinclusion
St(y) ~ Sl:(x) - {x}l).
Supposons maintenant qu'il existe une fonction f de E dans E
lui-même telle que, quel que soit XE E, on a fégalité
~~(x) = {x} + St(f(x».
Nous pouvons alors vérifier le
Lemme 2. Si l'égalité (*) se trouve, on a
(1) f(.~(x» ~ Si(x),
(2) f(.~(x» ~ St(f(x».
Défllonstration. (1): Soit y un point quelconque de ~(x). Alors
on a selon le lemme i St(y) ~ St(x) et f(y) E ~(f(y»; et en vertu de
l'égalité (*) on a à. nouveau Sl(f(y» ~ Sf'(y). Donc on a immédiate-
ment f(y) E .~(x).
(2): En rapprochant (1), Yégalité (*) et le lemme 1, on a
f($r(x» = f({x} + St(f(x») = f(x) + f(St(f(x») ~ f(x) + ~(f(x»
= St(f(x».
Ce qui nous donne l'inclusion (2) que nous avions en vue, c.q.f.d.
Des lemmes 1 et 2, on peut déduire le
Lemme 3. Pour que l'égalité (*) se trouve, il faut et il suffit
que les conditions suivantes soient remplies:
(1) {x} + St(f(x» est un ensemble-'l.~,
(2) f(~(x» ~ SI(x).
DénlOnstration. Il est évident du lemme 2 que ces conditions sont
n §cessaires..
Réciproquement, si l'on suppose que l'ensemble {x} + St(/(x» soit
un ensemble-~~, on a évidemment sr(x) ~ {x} + St(/(x» selon la défini-
tion de st (x). D'autre part, St(x) contient le point x selon le· lemme 1,
et donc f(x) E st(x) selon l'hypothèse (2). Par suite, en vertu du
le.nme 1 on a ~(f(x» ~ S't(x), donc {x} + Ste/ex»~ ~ St(x).
1) {.1:} désigne l'ensemble formé d'uu ~eul point x.
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Des résultats obtenus plus haut, on a immédiatement l'égalité (*),
c.q.f.d.
Ces préliminaires étant posés, nous allons maintenant prouver le
théorème intéressant qui suit:
Théorème 1. (Théorème à extraire un ensemble bien ordonné).
Soit E un ensemble partiellement ordonné inductif au sens faible.
S'il existe une fonction f de E dans E /ui-mêlne telle que, pour tout
XE E, elle satisfait à la condition
x ~ f(x),
alors nous jJoUZ,'01ZS extraire, pour chaque a E E, un sous-ensemble bien
ordonné ~(a) remplissant les trais conditions suivantes:
( a) a E ~(a).
( p) f(~(a» ~ ~(a).
( 7) Quel que soit un sous-ensemhle ordonné A de .~(a), s'il existe
Sup. A, alors il appartient aussi à St(a). .
Démo'ltStratioll. Si un sous-ensemble ~ de E jouit des propriétés
suivantes:
(~\) f(Sè) ~ st,
(~::) Quel que soit un sous-eJzselnble ordonné A de .~, s'il existe
Sup. A, alors il appartient aussi à ~,
nous dirons alors que l'ensemble se possède la propriété ~.
D'après cette définition, comme on peut sans Peine le vérifier, la
p:ropriété ~ est multiplicative, et E lui-même est un ensemble>l-t
Par conséquent, pour chaque pOint .a de E, il existe le plus petit
ensemble S"t(a) jouissant de la propriété ~ et contenant a.
Ceci étant posé, nous voudrons démontrer maintenant que 5C'(a)
vérifie les conditions citées plus haut, en divisant la démonstration
en plusieurs lemmes:
Lemme 4. Si XE st(a), alors a ~ x.
Démonstration. Il est évident Que l'ensemble st' de tous les points
x de E tels que a ~ x vérifie les conditions (œ), (;3) et (7); donc, selon
la définition de St(a), sr contient Sf(a) comme un sous-ensemble. Par
suite, si XE st(a), alors a ~ x, c.q.f.d.
Lemme 5. L'égalité suivante se trouve:
~(a) = {a} + Sf:(f(a».
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DéJnoJlstratioll. On a d'abord f(Sl(a» ~ St(a) , selon la définition de
S{(a). Par suite, en tenant compte du lemme 3, il nous reste seule-
ment à démontrer que {a} + st(f(a» est un ensemb1e-~.
Or, en tenant compte du lemme 3 et du lemme 1, on a
f({a} -+ .R(j(a») = f(a) + f(st(f(a») ~ f(a) -1- 51(f(a»
= ~'(f(a» ~ {a} + Sl'(f(a»,
donc {a} + SHf(a» vérifie la condition (~\).
De plus, soit A un sous-ensemble ordonné de {a} + S-e(f(a» et
supposons que sa borne supérieure Sup. A se trouve. Dans ce cas,
les deux cas suivants sont POssibl~s:
Premier cas où A s~ compose du point a seul: Dans ce cas, il
est évident que Sup. A = il E {a} +. st(f(a».
Deuxième cas où A contient un pOint x distinct de a: Dans ce cas,
H est évident selon le lemme 4 que f(a) ~x, et par suite on a a < x,
puisque a ~ [(a). Il en résulte clairement que Sup. A = Sup. (A - {a}).
En outre, étant A - {a} ~ S~(f(a» et Sf(f(a)) un ensemble-~, il vient
Sup. (A -{a}) E Sî(f(a»; on a donc Sup. A E {a} + ~î'(f(a»,·et ce qui
montre que Yensemble {a} + Sè(f(a)) vérifie la condition .(~2)•. Par
conséquent, l'ensemble {a} + Sf(f(a» est un ensemble-~ selon le lemme
4, c.q.f.d.
Définition. Un point 'Il de Sf(a) est dit normal, s'il vérifie les
conditions suivantes:
(nt) 1l est comparable à tout point x de St(a) , c'est-à-dire que, quel
{lue soit XE .n'(a), l'un et l'un seul des trois cas suivants se trouve:
'Il < x, 11. = x, 11, > x.
(nt) Si x E 5t(a) et x <n, alors f(x) ~ n.
Par exemple, a et f(a) etc. sont normaux. De plus, en tenant
compte de la propriété de la fonction f, il se trouve que:
si XE Sf(a) et x ~ n, alors f(x) ~/(n).
Lemme 6. Soit 1Z un point normal de .\l(a). On a alors, quel que
$(Ji! XE Sf(a),
x ~ n Olt f(n) ~ x.
Démonstration. En désignant par st l'ensemble de tous les points
de Sl(a) qui satisfont à la condition citée plus haut, il est claire que
4
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a E St et St ~ S1(a). Par suite, pour démontrer ce lemme il suffit de
montrer que ~ est un ensemble-~~.
Or, d'une part si XE Sf', on a naturellement XE Sf(a), et par suite~
il vient f(x) E .\ï'(a) puisque Sf(a) est un ensemble-~~. En outre, selon
la définition de Sf, 'on a ou bien x ~ 1l ou bien f(n) ~ x. D'autre part,
si x<n, on a évidemment f(x) ~ n selon la condition (11:l), et si x = n'~
on a f(x) = f(n), et enfin si f(n) ~ x, on a clairement f(n) ~ f(x). Par
conséquent, on peut dire que six E~, alorsf(x) E~, à savoir que .~
vérifie la condition (~l)' De plus, soit A = {x.\} un sous-ensemble
ordonné de St et supposons que Sup. A existe. Alors, d'une part si
x À ~ 11 pour tout xÀ' on a évidemment Sup. A ~ n, et d'autre part
s'il existe un x).. tel que n<x).., on a f(n) ~ XÀ en tenant compte de
la définition de St; donc on a j(n) ~ Sup. A. Or, en tenant compte
du fait que Sup. A E Sf(a), il en résulte dans les deux cas considérés
que Sup. A E Sr, à savoir ~ vérifie la condition (~\). Par conséquent,
SI est un ensemble-'l-~, c.q.f.d.
Lemme 7. Si Il est 1W1'mal de ~(a), alors f(n) l'est aussi.
Démonstration. D'abord, étant 1l E ~(a" on a f(n) E Sf'(a). D'ail-
leurs, 11 étant normal de St(a); si XE st(a), on a selon le lemme 6 ou
bien x ~ n ou bien {(n) ~ x. Dans le premier cas, on a x -.:; f(n)
selon la propriété de la fonction f. Par suite, quel que soit x E sr(a)~
x est comparable à {(n), donc f(n) vérifie la condition (nt). De plus,
si XE S't(a) et x<f(n), on a x ~ n selon le lemme 6, donc on a
f(x) ~f(u) en tenant compte de la condition (~). Donc f(l1) est nor-
mal de ~(à), c.q.f.d.
Lemme 8. Soit A = {n)..} un sous-ensemble ordonné et formé de
points 1wrmaux de S'Ha). S'il existe Sup. A, il est aussi un point nor-
mal de st(a;.
Démonstration. D'après la définition de .\1(a) , il est évident que
Sttp. A E ~(a,\ Or, ?'lÀ étant normal, il est comparable à x, quel que
soit x E ~(a). Far suite, si n),. ~ x pour tout nA' on a évidemment
Sup. A ~ x, et s'il existe un 11).. tel que x<llA , on a clairement
x <Sup. A. Il en rtsulte que Sup. A est comparable à x, c'est·à-dire
Que Sup. A vérifie la condition (nI)'
Ensuite, soient XE St(a) et X <Sup. A. Dans ce cas, si nA ~ x
pour tout n,\, on a Sup. A ~ x; ce qui contredit à la supposition
x<Sup. A, donc il existe un ll)..o tel -que x <n.\r, • Puisque le 1lJl.o est
normal, on a f(x) ~ nAu selon la propriété (n2), et donc f(x} ~ Sup. A.
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n en résulte que Sup. A véri fie la condition (1l~), c. q. f. d.
Lemme 9. Tout point de St(a) est 1wrmal.
Démonstration. En désignant par .fi rensemble de tous les pOints
normaux de Sf(a), il est évident que a ES{ et St ~·.R(a), et de plus se
est un ensemble-~~ selon les lemmes 7 et 8. Donc on a Sf(a) ~ Sè;
·ce qui montre que le lemme est vrai, c.q.f.d.
Lemme 10. ,Q:(a) est un ensemble bien ordonné contenant a c01ntne
Je premier point.
Délnonstratioll. Il est évident que a est le premier point de se(a).
Ceci étant posé, pour démontrer Que ~(a) est bien ordonné, comme on
le sait, il suffit de démontrer que, pour chaque coupe de Sf(a) :
Sf(a) = st l + ,Sf'l!,
Slll possède le premier point, où ~I et S1'2 ne sont pas vides, et de plus
si x"t E St, et X2 E ft;!, alors Xl<X2 •
Or, st l étant ordonné selon le lemme 9, Sup. S'fl existe et il ap-
partient à st (a), car Sel est majoré et ~(a) un ensemble-~~. Par suite,
si Sup. ~I EST'!, il esté vident qu'il est le premier point de .st. D'autre
part, si Sup. Sl't ESl'2' il appartient manliestement à .fi:1 et il est de
plus le dernier point de S1'1. Dans ce cas, on aura Sup. Sti <f(SuP. ~l)
et f(SuP. Sf!) sera le premier point de Sfj!. En effet, par contre •si
Sup. 51'1 = f(SuP. stl ), alors ~l se compose de tous les points x de Sl(a)
inférieurs à Sup. st'l. Cependant, on a f(x) ~f(SuP.StJ ) = Sup. se] , puis-
que Sup. .fi'l est normal; donc f(x) E ~l' c'est-à-dire qu'on a f(St'I) ~ srl •
En outre, si A est un sous-ensemble ordonné de stl , A possède mani-
.festement le point Sup. sr! comme un majorant, et par suite, en vertu
de l'hypothèse que E est inductif au sens faible, Sup. A se trouve
dans st(a) puisque St(a) est un ensemble-~~, et de plus Sup. A ~ Sup. Jf1
selon la définition de Sè(a). Ce qui nous montre que srI est un en·
sen1ble-t~ contenant a, c'est-à-dire que srI doit être identique avec
st (a). Nous aboutissons donc à une contradiction que st! est vide.
Par conséquent, on a Sup. .SII <f(SuP. Sf1) et f~Sup. ~I) E ~2 • De plus,
tout point de Sî'(a) étant normal, il n'existe d'après la condition (nJ
aucun point x de .fi(a) tel que Sup. .fi l <x<j(Sup. st1). Donc f(SuP. sel)
est Je pren1ier point de ~~, c.q.f.d.
Lemme Il. S1'(a) est un ensemble bien ordonné qui vérifie les
conditions énoncées dans le théorème 1.
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Démonstration. En rapprochant le lemme 10 de la définition de
$f(a), la démonstration sera complètement établie, c. q. f. d.
On peut déduire immédiatement du théorème précédent le
Corollaire. Soit E un ensemble ordonné iJuJuctif. S'il existe une
jonction f de E dans E lui-même telle que, quel que soit x E E,
-< .f.'-)X -.~ J{X ,
alors il Y a dans E au 1110ins un point x invariable par rapport à f, à
.'wooir qu'il y a au moins un point x tel que x = f(x).
Dé1nonstration. E étant inductif, il. est encore inductif au sens
faible; donc selon le théorème, il y a, pour chaque point a E E, un
ensemble bien ordonné ~(a) et il vérifie les conditions (a), (J) et (r)
dans le théorème. li existe alors Sup..\f(a) et qui appartient à .~i'(a),
puisque E est inductif et ~(a) vérifie la condition (r). De plus, selon la
condition (S), on a f(Sup. ST(a» E Sf(a); donc on a f(SuP. .st(a» ~ Sup..S~(a).
D'autre part, étant évidemment Sup. Sf(lt) ~ f(Sup. St(a», on a Sup..~~(a)
= f(SuP. .ft(a». Il en résulte qu'il existe dans E un point invariable
par rapport à f, c.q.f.d.
Comme une application du théorème 1, nous en démontrerons
que, en utilisant l'axiome du choix, un ensemble non-vide peut être
bien ordonné.
Soit E un ensemble non.vide et soit cr la famille de tous les sous-
ensembles de E. Si l'on ordonne la famille ct par l'inclusion inverse,
à savoir par la règle telle que, soient P et Q deux éléments de cr,
P~Q équivaut à P> Q.
Comme on peut sans peine le vérifier, Cf devient par cet ordre un
ensemble partiellement ordonné et inductif.
Ceci étant posé, selon l'axiome du choix, il existe une fonction (f'
définie sur Œ telle que, quel que soit un élément non-vide P de cr, sa
valeur (f'(P) est un seul point de P : rp(P) E P.




P - (f'(P), si P n'est pas vide,
= ,p, où ,p désigne l'ensemble vide.
Alors, f(P) est manifestement une fonction de Œ dans cr lui-même
telle que, que] que soit P E Cf,
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p ~ f(P).
Par conséquent, selon le théorème précédent, il existe un ensemble
bien ordonné .~(E).
Or, x étant un point quelconque de E, il existe des élements de
Sf.{E) tels qu'ils contiennent x, soit E un tel élément. Si l'on désigne
par P:n la partie commune à tous les éléments de Sf(E) possédant
cette propriété, elle jouit des conditions suivantes:
P~ E Sf(E), x E P~ et
Comme on peut. en le voir, si l'on fait corre~pondre à chaque
point XE Etel élémeIit P:r: de .S1(.E), aux points distincts x et x' cor-
respondent les éléments distincts p~ et P~,. De plus, l'ensemblê {P,,}
des P3/, x parcourant E tout entier, est bien ordonné comme un
sous-ensemble de Sf(E), On peut en dire, comme on le sait, que
l'ensemble E peut être bien ordonné, c.q.f.d.
Ensuite, par rapport au théorème 1 nous allons démontrer le
Théorème 2. Les deux propositions suivantes sont équivalentes:
( 1) Soit!E un ensemble partïellelJ1ellt ordonné. Il existe alors une
fOl1çtion f de E dansE lui-même telle que, quel que soit XE E, on a
Olt bien x = f(x) ou bien x<f(x) suivant que x est maxi-mum de E ou
non.
( 2) Soit E un ensemble partiellement ordonné inductif au sens
faible. Il efiste alors, quel que soit a E E, un ensemble bien ordoJlné
St (a), conteJlallt a et satisfaissallt aux conditions suivantes:
( r) Soit A un sous·ensemble quelconque de st(a). S'il existe
Sup. A, alors il appartient aussi à st(a).
( (3)- Un point de E n'appartenant pas à '\1'(a), n'est pas un majo-
rant rk St(a).
DémonstratioJl. (1) -+ (2). E étant partiellement ordonné, il existe
selon l'hypothèse (1) une fonction f de E dans E lui·même telle que,
quel que soit XE E, on a ou bien x = f(x) ou bien x <f(x) suivant
que x est maximum de E ou non. Par suite, selon le théorème 1, il
existe pour tout a E E un ensemble bien ordonné Sî(a) vérifiant les
conditions (cr), (jj) et (7) dans le théorème l.
Ensuite, supposons maintenant qu'il existe un majorant Xu de st'(a).
Alors, puisque E est inductif au sens faible, il existe Slip. Sf(a) et qui
est le dernier point de 5tl(a) et vérifie la condition Sup. St(a) ~ XII.
D'autre part, le point Sup. ~(a) est invariabl epar rapport à f selon la
8
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condition ({1) et la propriété de la fonction f, et par conséquent il est
maximum de E selon rhypothèse (1). Cependant, (tant Sup. S"t(a) ~ XII'
on a immédiatement Sup. Sl'(a) = 1"0 et Sup. St(a) E Sl(a). Ce qui nous
montre que ,tt:(a) vériiie assurément la condition (a).
(2) -... (1). Soit x un point quelconque de E, et désignons par E~
l'ensemble formé du seul point X ou Yensen1ble de tous les points y
tels que x <y, suivant que x est maximum de E ou non. Ceci posé,
considérons la famille ~ de tous les ensembles E;,;, x parcourant E
tout entier, et désignons par ~ la famille des fonctions de cr dans E
telle que ses valeurs appartiennent toujours à ses arguments. Dans
ce cas, comme on le sait, B' n'est pas vide si E n'est pas vide. Soient
maintenant f et g deux fonctions de % et nous les orcionnerons tel
Q.ue f > g équivaudra à la relation li f est un prolongement de g".
Alors, comme on peut sans peine le voir, ~ devient un ensemble
ordonné inductif. Par conséquent, selon l'hypothèse (2), il existe pour
gE ~ un ensemble bien ordonné .\1(g), vérifiant les conditions (7) et (0).
Puisque iJ est inductif, Sf(g) possède sa borne supérieure, soit h.
Alors, comme on peut le voir, Il est définie sur cr tout entier et vérifie
la condition h(E,,) E E:f' quel que soit E". Donc, en posant f(1'" = h(E,.)
pour tout x E E, f(x) vérifie la condition x~· j~x) selon la définition de
E,,, et l'égalité se trouve dans le cas et le seul cas oll x est maximulu
de E. On a donc la proposition (1), c. q. f. d.
Du théorème 2 nous pouvons aisément déduire le
Corollaire. Les trois propositiQl'ls suivantes sont équivalentes:
( 1 ) La proposition (1) du théorè:me 2.
( 2) Le t/1éorèlne de Zorn, à savoir que tout ensemble partiellement
ordonné inductif possède au 'moins un point maximum.
( 3 ) L'axiome du choix.
Démonstration. (1) -... (2). Soit E un ensemble ordonné inductif.
~t\lors le cas (2) du théorème 2 se trouve d'après le théorèlne 2. De
plus, dans ce cas l'ensemble SC(a) possède sa borne supérieure et elle
est maximum de E.
(2) -... (3). Soit Œ = {P} une famille des ensembles P non-vides.
Comme on le sait, il existe une fonction définie sur Ci de sorte que
ses valeurs appartiennent à ses arguments. Cela posé, d~signons par
· ~ la famille de toutes les fonctions possédant cette propriété. Si ron
ordonne la famille ~ par la relation "f est un prolongement de g",
~ devient alors un ensen1b1e partiellement ordonné inductif, et par
9
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suite il existe, en vertu de rhypothèse (2), une fonction t qui est
maximum dans~. Comme on peut sans peine le voir, cette fonction
est définie sur Ci tout entier et sa valeur appartient à son argument.
Ce qui montre que l'axiome du choix est bien vérifié.
(3) -+ (1). Soit E un ensemble ordonné et soit x un point Quel-
conque de E. Désignons, quel que soit XE E, par EIlJ l'ensemble des
points y de E tels que y = x ou )' > x suivant que x est maximum
de E ou non. Il est alors évident que E:s n.'est pas vide; donc selon
l'axion1e du choix, il existe pour la famille {E;lt}' x parcourant E, une
fonction <p définie sur {E;n} de façon que sa valeur soit un point de
son argument: <P(E.71) EE;r,. Par conséquent, en posant f(x) = tp(E~),
on a évidemment, selon la définition de E""
x -:; tex),
et de plus l'égalité a lieu dans le cas et le seul cas où Je est maxi-
mum de E, c.q.f.d.
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