Although investigations into the functional and anatomical organization of language within the human brain began centuries ago, it is recent advanced imaging techniques including functional magnetic resonance imaging and diffusion tensor imaging that have helped propel our understanding forward at an unprecedented rate. Important cortical brain regions and white matter tracts in language processing subsystems including semantic, phonological, and orthographic functions have been identified. An understanding of functional and dysfunctional language anatomy is critical for practicing radiologists. This knowledge can be applied to routine neuroimaging examinations as well as to more advanced examinations such as presurgical brain mapping. Semin Ultrasound CT MRI 36:249-259 C 2015 Elsevier Inc. All rights reserved.
Introduction
T he functional and anatomical relationships for language in the human brain have been widely studied using anatomical dissections, lesion localization studies, intraoperative stimulations, high-resolution imaging, and now functional imaging techniques including functional magnetic resonance imaging (fMRI), diffusion tensor imaging (DTI), and magnetoencephalography. Unlike more elementary brain functional systems such as vision and sensorimotor, both of which have very similar anatomico-functional organization between human and nonhuman species, understanding the complex and uniquely human language system has been more elusive. From the beginning, models of language organization in the human brain have been proposed, accommodating data from the various methods of investigation. These language models are continuously modified as findings from cutting-edge research methods are added to our conceptualization. Although there is no doubt that our conceptualization of human language is incomplete and is subject to more modifications, it is important as radiologists to understand where we are. Radiologic practice is now more than ever integrated with the clinical neurosciences through instant access to the electronic health record. Being able to use anatomical, functional, and radiologic expertise in addition to clinical symptomatology and other nonimaging diagnostic parameters enables radiologists to provide accurate imaging interpretations and optimally influence patient management in scenarios ranging from routine stroke imaging to advanced applications such as presurgical brain mapping. The following is a discussion of important language cortical brain regions and white matter tracts in the context of functional language processing.
Functional Neuroanatomy of Language Processing
The scientific study of aphasia began in the early 19th century with Paul Broca's description of a patient who lost the ability to express but not comprehend speech following damage to the posterior portion of the inferior frontal lobe. Shortly after Broca's discovery, Carl Wernicke described a different form of aphasia in which language comprehension was disrupted but not speech expression following damage to the posterior superior temporal gyrus (STG). Based on these clinicalanatomical observations, Wernicke proposed the first brain behavioral model in which language was localized to two main regions: (1) an area in the left inferior frontal lobe (now known as Broca's area) that contains the motor memories responsible for speech production and (2) an area in the left posterior temporal lobe (now known as Wernicke's area) that contains http://dx.doi.org/10.1053/j.sult.2015.05.011 the auditory images of words responsible for speech perception. These two regions communicate with each other through a bundle of fibers later identified as the arcuate fasciculus (AF). This model was the first to associate specific language deficits with discrete anatomical regions.
Although the basic principles and predictions of Wernicke's classical localization model still hold true, mainly that the inferior frontal lobe plays an important role in speech production and the posterior temporal region is important for speech comprehension, the advent of modern structural and functional imaging has expanded our knowledge of the neuroanatomical underpinnings and functional components of language processing. It is now accepted that language involves a number of conceptually distinct but interacting linguistic subsystems located in a widely distributed network, including several regions outside the classic language areas. What follows is a brief review of the organization and neuroanatomy of language processing.
Orthographic Processing
Orthography refers to information concerning written letter combinations and is important for reading and writing. Clinical and functional neuroimaging studies have identified an area in the left ventral occipitotemporal cortex, now referred to as the visual word form area (VWFA), as a putative region for orthographic processing (Fig. 1 , area colored in light blue). This area is reliably activated during reading, and the focus of this activation is often within a few millimeters across studies and across languages. It has also been shown that neurons in this region become tuned to processing orthographic content, as this region shows greater activation in literate than in illiterate individuals. 1 This region activates more strongly to words or wordlike nonwords than to consonant strings or false font characters, [2] [3] [4] [5] and the activation in this area is not modulated by letter case or other basic visual characteristics of the stimuli. 6, 7 It has also been demonstrated that activation in the VWFA is specific to written stimuli when compared with spoken stimuli, independent of the stimuli's semantic content. 7 These findings have led to the belief that the VWFA extracts an abstract representation of the letter identity. Additionally, in an fMRI study by Binder et al, 8 the VWFA demonstrated a unique graded response to the orthographic regularity or letter sequence probability of meaningless letter strings. The more the letter strings approximated English orthography, the greater the activation. This response was specific to the VWFA. Lesion studies further support the role of this region in orthographic processing. Damage to the VWFA results in a pure alexia, a condition where language functions are normal (including speaking and comprehension), and patients can often identify single letters without much difficulty but reading letter strings is extremely slow and effortful and limited to a letter-by-letter reading strategy.
Phonological Processing
Phonology refers to the articulatory and perceptual characteristics of speech sounds and is important for speech perception and the selection of speech sounds during production of spoken speech. There is evidence from lesion and functional imaging studies suggesting the existence of separable input and output phonological pathways. Listening to speech sounds (eg, syllables, words, pseudowords, and reversed speech) when compared with silence activates large areas in the STG bilaterally. Within the STG, symmetric activation is seen in Heschl's gyrus and the dorsal areas surrounding Heschl's gyrus. However, this activation is not specific to speech sounds, as it is also activated by nonspeech sounds (eg, frequency-modulated tones), suggesting that low-level auditory processing and not phoneme-level processing occurs in these areas. 9 However, preferential activation has been reported to be more anterior and ventral in the superior temporal sulcus (left greater than right) in response to speech sounds when compared with nonspeech sounds that attempt to control for the acoustic complexity of the stimuli [9] [10] [11] (Fig. 1 , area colored in yellow). Activation in this area is also seen when spectrally rotated speech that preserves the overall spectrotemporal complexity of the stimuli but renders phonemes unintelligible is used as a control 12, 13 and when speechlike sounds that have no phoneme identity are used as control stimuli.
14 Bilateral lesions to the STG can result in pure word deafness where there is a marked impairment in speech sound recognition, but basic hearing, speech production, and reading and writing are preserved. Patients with this condition have impaired phoneme discrimination but relatively normal auditory acuity. These findings suggest that this region may be involved in processing input phonemes, in particular, mapping acoustic waveforms onto abstract speech sound codes (auditory word form processing). The selection and processing of output phonemes has been linked to the posterior STG (Fig. 1 , area colored in blue). Lesions to the posterior STG can produce selective impairments in selecting and ordering phonemes during speech production, resulting in frequent phonemic paraphasic errors, while leaving phoneme perception and auditory comprehension intact (ie, features seen in conduction aphasia). Electrical stimulation of the posterior STG has been shown to produce phoneme sequencing and selection errors, 15 and functional imaging studies have shown activation in this region in response to tasks requiring word production and phoneme retrieval (eg, making decisions about pronounceable vs unpronounceable consonant strings, silent-word generation, and picture naming; see Ref. 16 for a meta-analysis of word production experiments). The inferior frontal lobe (in particular pars opercularis) and the supramarginal gyrus are also often activated during tasks requiring maintenance and manipulation of phonological information and consequently have been implicated in phonological buffering and segmentation.
Semantic Processing
Semantics refers to information about word meanings and other declarative and factual knowledge acquired through experience. Storage and retrieval of semantic knowledge is thought to be widely distributed throughout the dominant and to a lesser extent, in the nondominant hemisphere ( Fig. 1 , areas colored in red and green). A meta-analysis of 120 functional neuroimaging studies focusing on semantic processing revealed a left lateralized network consisting of the posterior inferior parietal lobe (angular gyrus), lateral and ventral temporal cortex, posterior cingulate cortex, and areas in the frontal cortex including the dorsomedial and ventromedial prefrontal and inferior frontal cortices. 17 The angular gyrus was the most frequently reported site of activation in this metaanalysis. Although the precise contribution of the angular gyrus to semantic processing is unclear, its heteromodal nature suggests that it may serve as a convergence zone for bringing together and integrating information across sensory modalities for semantic processing. The lateral and ventral temporal cortex, including the middle temporal lobe and portions of the inferior temporal lobe and fusiform gyrus, has also been implicated in semantic processing and is frequently activated in response to a wide range of semantic tasks. 17 Semantic dementia, a neurodegenerative condition characterized by progressive loss of semantic-and word-level knowledge with relative sparing of phonological processing during the early stages of the disease, has been associated with anterior temporal atrophy. 18, 19 Structural lesions to the temporal lobe areas can also cause impairments in semantic processing, and in some cases, the impairments can be highly circumscribed and category specific. 20, 21 The presence of category-specific deficits suggests possible category-or modality-specific semantic representations in the temporal lobe. The dorsal and medial frontal lobe is also frequently activated in functional neuroimaging studies during semantic tasks. Lesions to this region can cause a transcortical motor aphasia where speech production is slow and effortful, with greater impairment in accessing semantic knowledge in the absence of constraining cues (fluency tasks often impaired while confrontation naming grossly preserved), perhaps suggesting that this region may be involved in initiating and directing semantic information retrieval. Lastly, activation is commonly reported in the anterior portion of the inferior frontal gyrus (pars orbitalis) in response to semantic tasks. However, its contribution to semantics is unclear, as it has been implicated in phonological, working memory, and syntactical processing as well.
Syntactical Processing
Syntax refers to the rules and principles that govern sentencelevel word ordering that connote relationships between words. For example, the phrase "the boy's mother" has a different meaning than "the mother's boy" because of differences in word ordering. The inferior frontal operculum and anterior temporal lobe have both been identified as possible regions involved in sentence-level or syntactical processing. Damage to the inferior frontal operculum, otherwise known as Broca's area, results in nonfluent or effortful speech with auditory comprehension largely preserved. On closer examination, these patients often reveal deficits in comprehension of complex syntax. Additionally, patients with Broca's aphasia often produce agrammatical or telegraphic speech whereby function words are omitted (eg, get milk store). A number of functional imaging studies have shown activation in this region during processing of syntactically complex sentences when compared with less complex sentences [22] [23] [24] as well as in studies contrasting syntactically correct vs incorrect sentences. 25 The lateral portion of the anterior temporal lobe is also activated in functional imaging studies examining syntactical processing. For example, several studies showed activation in the anterior temporal lobe in response to paradigms that compared listening to sentences vs random words lacking coherent sentence structure. [26] [27] [28] Humphries et al 29 conducted an fMRI study in which word order and combinatorial word meaning were independently manipulated during an auditory comprehension task to better isolate syntactic vs semantic-level processing. This showed greater activation in the left anterior superior temporal sulcus for sentences when compared with random words, with no significant difference in this area in response to semantically congruent and semantically random stimuli. These findings suggest that this region was not simply processing the increased semantic information presented in the sentences, but rather the presence of syntactical structure.
Language White Matter
Recently, there have been major advances in our understanding of white matter organization, thanks to innovations in anatomical dissection, noninvasive neuroimaging, and neurosurgical techniques. Application of autoradiographic tract-tracing techniques using radioactive isotopes in nonhuman primates has yielded important details of major white matter tracts, including trajectories, origins, and terminations. 30 Although there are obvious differences between humans and nonhuman primates in language ability and higher cognitive function, anatomical organization of white matter between the two groups is remarkably similar. Language white matter differences between the two groups have been described and discussed.
On the imaging front, DTI with fiber tracking has had a profound effect on our understanding of white matter. [31] [32] [33] [34] [35] No longer are we limited to thinking about lobar or regional white matter on MRI. Color-coded fractional anisotropy (FA) maps reveal individual association, projection, and commissural white tracts, 36 some with known and some with incompletely understood functions. Neuroscience in general and neuroradiology in particular are in the midst of an important discovery phase, as we build an understanding of white matter functional and dysfunctional anatomy. 37, 38 DTI fiber tracking has been used in concert with fMRI to apply and establish language models, 39 incorporating findings of active cortical regions and visualized white matter tracts subserving these areas, based on white matter origins and terminations. However, current limitations in the DTI technique, including spatial resolution and intravoxel analysis of crossing fibers, remain a barrier in the complete characterization of white matter tracts. 40, 41 Interestingly, much of the DTI fiber-tracking work on cortical origins and terminations of white matter tracts in the human uses a priori hypotheses derived from the nonhuman primate autoradiographic data, if not the data as the de facto gold standard. However, caution must be used in categorical application of the nonhuman primate white matter data, especially as they pertain to the language system.
Although electrical cortical stimulation mapping has provided insight into, and verification of, eloquent cortex, 42, 43 direct electrical white matter stimulation mapping, a highly specialized technique, has provided a unique opportunity to investigate the white matter functional anatomy. [44] [45] [46] [47] [48] [49] During an awake procedure (usually brain tumor resections), the patient performs a specific cognitive task while the neurosurgeon stimulates a specific white matter tract. If the stimulation is accompanied by impaired function, that tract is assumed to play a role in that function. A major advantage of this technique is that it produces a transient virtual lesion by inhibiting a functional network as opposed to permanent lesions found on neuroimaging. Limitations for this technique are invasiveness, possibility of distorted anatomical relationships from the pathologic process, and operator dependence. Additionally, agreement between intraoperative tract stimulation and tract identification on preoperative DTI fiber tracking is not perfect. 50 Presently, there is controversy and debate regarding the anatomical connections and functions of most of the putative language white matter tracts. Discrepant findings and proposed concepts derived from the various techniques of blunt dissection of human white matter, autoradiographic tract tracing in the nonhuman primate, in vivo human DTI fiber tracking, and intraoperative electrical stimulation result in a complex and uncertain language white matter framework. Much of this is beyond the scope of this article. An excellent review of these controversies and the evolving historical understanding of the putative language white matter tracts is available. 51 The following discussion of language white matter is designed as a practical and useful guide for interpreting radiologists, highlighting anatomical and functional relationships of these tracts. Color-coded FA DTI maps are presented for anatomical localization (Fig. 2) .
Dual-Stream Language Processing
Many human language models have been proposed, and even more modifications to these models have been proposed. If one thing is clear, the human brain is complex. If a language model is to stand the test of time, it has to be consistent with lesion localization studies, clinical aphasias, as well as intraoperative evaluations. Much like the dual-stream model of visual information processing with a dorsal component dedicated to spatial processing (the "where" stream) and a ventral component dedicated to object recognition (the "what" stream), most current models for auditory language processing are based on a dual-stream model. [52] [53] [54] [55] [56] [57] In this model, a dorsal phonological stream maps sound to articulation and a ventral semantic stream maps sound to meaning. The superior longitudinal fasciculus (SLF) is widely regarded as the most important, if not the entire dorsal phonological stream. Much more debate and uncertainty surrounds the ventral semantic stream. Various white matter tracts have been implicated in the ventral stream including the extreme capsule, inferior frontooccipital fasciculus (IFOF), inferior longitudinal fasciculus (ILF), middle longitudinal fasciculus (MdLF), and uncinate fasciculus (UF). Furthermore, direct and indirect pathways for the ventral language stream have recently been proposed with the direct pathway represented by the IFOF and the indirect pathway represented by the anterior part of the ILF and the UF.
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Dorsal Pathway
The SLF is the largest of the paired major association tracts with the cerebrum. Each SLF is located lateral to the corona radiata and connects the hemisphere's frontal lobe cortical regions with temporal and parietal cortical regions. It connects prefrontal and premotor areas with posterior language areas. Recently, a number of conflicting descriptions of the SLF have emerged, each containing a different method of parcellation. 30, 39, [60] [61] [62] The dominant theory derived from nonhuman primate dissections and verified by DTI fiber-tracking studies on humans asserts that the SLF has 4 subcomponents: SLF I, SLF II, SLF III, and SLF IV (AF) 30, 62, 63 (Fig. 3) . It should be noted that although early anatomists considered the SLF and AF to be synonymous, recent data from these nonhuman primate dissections and fiber-tracking studies have shown that the AF is merely a subcomponent, namely SLF IV. Therefore, results from lesion localization studies throughout the 19th century and most of the 20th century could be confusing if this is not taken into consideration. Additionally, comparison of old and new lesion localization study results on the SLF and the AF should be done with caution.
SLF I is located in the white matter of the superior parietal and superior frontal lobes and extends to the dorsal premotor and dorsolateral prefrontal regions (Fig. 3A) . On color-coded FA maps, SLF I is green and located more superiorly than the other subcomponents, occupying a pericallosal and supracallosal position ( Fig. 2A and E) . The superior parietal lobule encodes and integrates information about the location of body parts in space, whereas the supplementary motor area and premotor areas are important in planning, initiation, and execution of higher motor behavior. Based on the cortical connections, injury to SLF I is expected to cause executive dysfunction and perseveration errors.
SLF II occupies the central core of the white matter above the insula. It extends from the angular gyrus to the caudallateral prefrontal and premotor regions (Fig. 3B) . SLF II is also green on color-coded FA maps, with fibers running in the anteroposterior and posteroanterior directions. Together with SLF III and the horizontal portion of SLF IV, SLF II forms the SLF body ( Fig. 2B and E) . The angular gyrus is important in visuospatial function, and injury to this subcomponent would be expected to cause deficits of spatial attention and spatial working memory. SLF III is the most laterally positioned of the subcomponents, situated in the parietal and frontal opercula, extending from the supramarginal gyrus to the ventral premotor, Broca's and prefrontal areas (Fig. 3C) . Green SLF III fibers on DTI are located lateral to horizontal SLF II and SLF IV fibers. The inferior parietal lobule provides the ventral premotor and Broca's area with complex somatosensory information, important in the articulatory component of language. Based on the cortical connections, injury to SLF III would be expected to cause ideomotor apraxia and orofacial apraxia.
SLF IV, the AF, extends from the posterior part of the STG, arches around the posterior end of the sylvian fissure, and projects to the lateral prefrontal and premotor cortices along with SLF II fibers (Fig. 3D) . On color-coded FA maps, this subcomponent has both anterior horizontal (green) and posterior vertical (blue) portions (Fig. 2B and D-F) . Auditory spatial information from the superior temporal lobe is conveyed to the caudal dorsolateral prefrontal cortex. Injury to SLF IV would be expected to cause impaired auditory discrimination.
Segmentation of the SLF into these subcomponents reveals some interesting findings. First, according to these studies, the AF may not actually connect to the pars opercularis (Broca's area) as commonly believed. In fact, it is SLF III that is thought to be important in the articulatory component of language that connects to pars opercularis. Perhaps SLF III is a major language pathway. The AF does, however, have posterior connections to Wernicke's area, Brodmann area 22. Maybe all of this is less surprising given that the terms SLF and AF were used interchangeably for so many years. What has been described in previous studies as connecting the Broca's to Wernicke's areas is the SLF as a whole, not the AF (SLF IV).
Another interesting result of the SLF segmentation is the difference between projected neurologic impairments for each subcomponent based on cortical connections and the actual deficits in the literature from lesion localization studies. Although conduction aphasia is the classic language deficit associated with left SLF injury, 64, 65 observed language deficits for the SLF have also included primary progressive aphasia, 66 impaired repetition and impaired comprehension, 67 anomia, and speech arrest. 68 These are far different from the proposed deficits as discussed earlier. The exact reason for this is unclear. A possible explanation is that the occurrence of isolated SLF subcomponent injury is likely rare, and recognizing it as such would be difficult. DTI is not a routine brain MRI sequence. Compensatory and network redundancy factors could potentially confound this as well by masking or mitigating the deficit. Another plausible explanation for the differences between proposed and observed deficits may be the relative difficulty in recognizing or testing for the proposed deficits. Unlike conduction aphasia, which has such a distinctive and conspicuous presentation (see the document from Snow White and the Seven Dwarfs), diagnoses of perseveration errors, compromised spatial working memory, impaired auditory discrimination, etc are more difficult. Additionally, statistically speaking, isolated presentation of one of these proposed deficits in the real world would likely be the exception rather than the rule.
So how should this information about the SLF be used clinically? Well, regardless of the debate surrounding the exact cortical connections, tract parcellation, and discrepant functions or dysfunctions, it is clear that there is an association between SLF damage and language impairment based on multiple reports of actual patients throughout the literature. The weight of the evidence from these lesion localization studies, as well as combined fMRI and DTI and intraoperative electrical stimulation studies, suggests that the dominant SLF plays a crucial role in the dorsal phonological system, and injury to this major association tract puts the patient at risk for significant language impairment. In neurosurgical procedures, neuroradiology practice, and otherwise, the dominant SLF is treated as a critical and eloquent structure.
Case Example
A 72-year-old woman with a 2-week history of transient wordfinding difficulties, paraphasic errors, confusion, and rightsided face weakness presents to her neurologist. A brain MRI was performed demonstrating a large rim-enhancing cystic mass centered within the left anterior subcentral gyrus region ( Fig. 4A and B) .
Presurgical fMRI was performed, demonstrating left hemispheric dominance for language (not shown). DTI demonstrates a ball-in-glove configuration of the mass with the SLF and corticobulbar motor fibers. The horizontal fibers of the SLF are displaced by the mass and have asymmetrically decreased FA (yellow arrows, Fig. 4C-E) . These horizontal fibers of the SLF have immediate proximity to the medial and the superior margins of the lesion. Transversely oriented corticobulbar fibers (red fiber tracts labeled with dashed white arrow, Fig. 4F ), which are known to extend through the horizontal SLF (green fiber tracts labeled with solid white arrows, Fig. 4F ), are also expected to have proximity to the posterosuperior and superior margins of the lesion.
The neurosurgeon performed an awake craniotomy and resection with intraoperative mapping and functional dissection testing. Ultrasonic stimulation along the medial and superomedial borders induced transient speech disruption, presumably related to SLF stimulation. Additionally, stimulation along the posterosuperior border induced right body corticobulbar dysfunction. Following surgical resection of the cystic lesion, precontrast (Fig. 4G) and postcontrast (Fig. 4H) images indicated a small amount of residual enhancement along the medial and posterior margins of the resection cavity (green arrows). The neurosurgeon opted to be nonaggressive along these borders to avoid both language and corticobulbar deficits. The patient did well postoperatively. The final diagnosis was Glioblastoma.
Ventral Pathway
The IFOF is purported to be a long association tract connecting the ventrolateral and dorsolateral prefrontal cortices with occipital, parietal, and posterior temporal cortices, verified by numerous DTI studies. 61, 63, 69, 70 The IFOF passes through the anterior floor of the external capsule, extending along the superior margin of the UF within frontal region. 71, 72 Recently, human anatomical dissections have revealed 2 subcomponents for the IFOF. The superficial and dorsal subcomponent connects the frontal lobe with the superior parietal lobe and the posterior portion of the superior and middle occipital gyri. The deep and ventral subcomponent connects the frontal lobe with the posterior portion of the inferior occipital gyrus and the posterior temporobasal area. 73 On color-coded DTI, the IFOF appears green and its posterior extent is inseparable from the ILF and optic radiations (Fig. 2C-F) . It is noteworthy that nonhuman primate studies have not demonstrated an equivalent pathway and others have argued that the IFOF and ILF are not distinct, but actually part of the same tract. 30 Given its occipital connections, the IFOF is thought to play a role in visual spatial processing (dorsal visual processing stream) and visual recognition (ventral visual processing stream). 74, 75 Additionally, intraoperative electrical stimulation of the IFOF in humans has reportedly caused semantic paraphasias (word substitution with related meaning to the intended word, eg, car for van), 45 possibly implicating this tract as an essential component of the ventral semantic language stream.
The ILF is an association tract connecting the temporal lobe with the occipital lobe. White matter fibers of the superior, middle, and inferior temporal gyri and the fusiform gyrus project to the lingual, cuneus, and lateral occipital lobes. Fibers also connect occipital areas with the hippocampus and the uncus, and parahippocampal gyri. 71, 76 On color-coded FA maps, the ILF is green and best identified as a distinct tract within the temporal lobe. At its posterior extent, it is inseparable from the IFOF and optic radiations (Fig. 2C-F) . It is thought to be involved in visual associative memory, analysis of visual motion, visual spatial analysis, and attention. 37, 38 Lesions disrupting the ILF pathway would interrupt the transfer of information among visual, limbic, and memory areas, causing visual agnosias (disorder of recognition), visual memory errors, and visual hypoemotionality. 77, 78 Additionally, it may play a cooperative role in the ventral semantic language stream. 79, 80 The UF is an association tract that connects the anterior and medial temporal lobe (including amygdala) with the inferior frontal lobe. 72 On color-coded FA maps, the UF has both green horizontal and blue vertical components ( Fig. 2C and D) .
Although it runs for a short length along the inferior margin of IFOF, these green tracts are difficult to differentiate on DTI. Because of its temporal connections, proposed functions include auditory working memory, sound recognition, and attachment of emotional significance to auditory stimuli. Specifically, the right UF engages multimodal imagery necessary for retrieval of autobiographical or event memories, whereas the left UF is important for storage of and access to remote semantic and lexical memories. 81, 82 Consequently, injury to the right UF may result in impaired memory of episodic or personal experiences and injury to the left UF may result in impaired memory of learned concepts and facts. 81, 82 The UF has been proposed to work cooperatively with the ILF, contributing to the indirect pathway for the ventral semantic stream. 58, 59 The extreme capsule is a relatively small and thin white matter tract located between the claustrum and the insula, running parallel to and often confused with the external capsule. Although identified in nonhuman primate studies, it is often absent or not identified in DTI studies, possibly owing to limitations in spatial resolution. A combined DTI and fMRI study suggested that the extreme capsule connects cortical areas active during auditory comprehension of meaningful stimuli as opposed to nonmeaningful stimuli. 79, 83 However, some have questioned whether this was misrepresented, and whether this was in fact the external capsule. 84 A role in semantic language processing for the extreme capsule is possible, though controversial. A DTI study evaluating FA has recently suggested a role in phonological working memory as well. 85 Another association pathway that has been described in nonhuman primates is the MdLF. 30 Its existence is absent in many human DTI studies. However, a recent DTI study does identify this tract as it runs within the STG from the temporal pole, extending caudally in the upper part of the sagittal stratum and the posterior corona radiata, reaching the angular gyrus. 86 It is positioned lateral and superior to the IFOF and perhaps previously assumed to be a part of the IFOF on color-coded FA maps (Fig. 2E) . Given the functional importance of angular gyrus, the MdLF may have a role in spatial attention, attention processing, and episodic memory in the nondominant hemisphere 87 and semantic language in the dominant hemisphere. 46 However, a combined DTI and fMRI study suggested MdLF roles in both dorsal and ventral language processing routes. 79 To date, there have been few studies regarding the MLF. In light of its recent identification in humans, investigations into its functional significance would be forthcoming.
Conclusion
Although human language models continue to evolve based on evidence from cutting-edge research techniques such as fMRI and DTI, an understanding of important cortical brain regions and major white matter tracts for linguistic processing would empower radiologists in everyday clinical practice. Our neuroscience clinical partners from neurology, neurosurgery, and neuropsychology are closer to us than ever before. Through instant access to the electronic health record, the radiology domain increasingly overlaps with these other specialties.
Using clinical examination and nonimaging diagnostic data with a firm grasp of the anatomico-functional correlation in language processing makes imaging more powerful than ever.
