A note on a generalization of the Luo's uncertainty relation  by Ko, Chul Ki
J. Math. Anal. Appl. 372 (2010) 237–243Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
A note on a generalization of the Luo’s uncertainty relation
Chul Ki Ko
Department of Computational Science and Engineering, Yonsei University, 134 Sinchon-dong, Seodaemun-gu, Seoul 120-749, Republic of Korea
a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 December 2009
Available online 19 June 2010
Submitted by S. Fulling
Keywords:
Trace inequality
Wigner–Yanase skew information
Wigner–Yanase–Dyson skew information
Uncertainty relation
We give the trace inequalities as a generalization of the uncertainty relation improved by
S. Luo. These inequalities are reﬁnements of the trace inequality conjectured by Furuichi
et al.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The Heisenberg’s uncertainty relation for any pair of observables A and B and a density matrix ρ is expressed as
Vρ(A)Vρ(B)
1
4
∣∣Tr(ρ[A, B])∣∣2. (1.1)
Here Vρ(A) ≡ Tr(ρA2) − Tr(ρA)2 is the variance of the observable A for ρ and the commutator [A, B] := AB − B A. The
uncertainty relation states the fundamental limitation on quantum measurement for non-commuting observables.
The uncertainty relation (1.1) was improved by many mathematicians and physicists. Wigner and Yanase introduced the
quantity
Iρ(A) ≡ 1
2
Tr
((
i
[
ρ1/2, A
])2)= Tr(ρA2)− Tr(ρ1/2Aρ1/2A) (1.2)
which is called the Wigner–Yanase skew information [5]. This quantity can be considered as a kind of measurement for
non-commutativity between a quantum state ρ and an observable A. But for any observables A and B , the uncertainty
relation on the Wigner–Yanase skew information
Iρ(A)Iρ(B)
1
4
∣∣Tr(ρ[A, B])∣∣2 (1.3)
failed. See [3,7]. S. Luo introduced the quantity Uρ(A)
Uρ(A) ≡
√
Vρ(A)2 −
(
Vρ(A) − Iρ(A)
)2
,
and derived the uncertainty relation on Uρ(A) in [2]:
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1
4
∣∣Tr(ρ[A, B])∣∣2 (1.4)
for any observables A, B . This inequality is a reﬁnement of the Heisenberg’s uncertainty relation (1.1) in the sense of
Uρ(A) Vρ(A).
The Wigner–Yanase skew information was generalized by Dyson
Iρ,α(A) ≡ Tr
(
ρA2
)− Tr(ρα Aρ1−α A), α ∈ [0,1], (1.5)
which is well known as the Wigner–Yanase–Dyson skew information. For any observable A and α ∈ [0,1], we deﬁne
Uρ,α(A) ≡
√
Vρ(A)2 −
(
Vρ(A) − Iρ,α(A)
)2
.
Notice that Iρ(A) = Iρ,1/2(A) and Uρ(A) = Uρ,1/2(A). A generalization of the Luo’s trace inequality (1.4)
Uρ,α(A)Uρ,α(B)
1
4
∣∣Tr(ρ[A, B])∣∣2 (1.6)
was conjectured by Furuichi et al. (Conjecture 2.3 of [1]). But in [6] one of the authors gave a counterexample that does not
satisfy (1.6) and a trace inequality
Uρ,α(A)Uρ,α(B) α(1− α)
∣∣Tr(ρ[A, B])∣∣2, α ∈ [0,1], (1.7)
for any observable A, B .
The aim of this paper is to give another trace inequalities as a generalization of the Luo’s inequality (1.4).
2. A generalization of the Luo’s uncertainty relation
Let Mn (resp. Mn,sa) be the set of all n × n complex matrices (resp. n × n self-adjoint matrices). Let Dn be the set of
strictly positive elements of Mn while D1n ⊂ Dn is the set of strictly positive density matrices, that is,
D1n =
{
ρ ∈ Mn
∣∣ Tr(ρ) = 1, ρ > 0}.
Let ρ ∈ D1n be ﬁxed and α ∈ [0,1]. We deﬁne A0 ≡ A − Tr(ρA)I for A ∈ Mn,sa , where I is the identity matrix. Then the
variance for the observable A and ρ is Vρ(A) = Tr(ρA2) − Tr(ρA)2 = Tr(ρA20). We deﬁne the covariance Covρ(A, B) and
the correlation Corrρ,α(A, B) for ρ and A, B ∈ Mn,sa:
Covρ(A, B) ≡ Tr(ρAB) − Tr(ρA)Tr(ρB) = Tr(ρA0B0),
Corrρ,α(A, B) ≡ Tr(ρAB) − Tr
(
ρα Aρ1−αB
)
= Tr(ρA0B0) − Tr
(
ρα A0ρ
1−αB0
)
.
Then we have the relations:
Re
[
Covρ(A, B)
]= 1
2
Tr
(
ρ{A0, B0}
)
,
Re
[
Tr
(
ρα A0ρ
1−αB0
)]= Re[Covρ(A, B)]− Re[Corrρ,α(A, B)].
Here {A0, B0} ≡ A0B0 + B0A0.
The Heisenberg’s uncertainty relation (1.1) was improved by Schrödinger
Vρ(A)Vρ(B) −
∣∣Re[Covρ(A, B)]∣∣2  1
4
∣∣Tr(ρ[A, B])∣∣2 (2.1)
for A, B ∈ Mn,sa . In [7], Furuichi, Yanagi and Kuriyama gave another version of (2.1):
Vρ(A)Vρ(B) −
∣∣Re[Covρ(A, B)]∣∣2  Iρ,α(A)Iρ,α(B) − ∣∣Re[Corrρ,α(A, B)]∣∣2.
But in general the inequality
Iρ(A)Iρ(B) −
∣∣Re[Corrρ,1/2(A, B)]∣∣2  1
4
∣∣Tr(ρ[A, B])∣∣2
is not true [7].
As mentioned in the Introduction, the uncertainty relation (1.3) for the Wigner–Yanase skew information Iρ(A) failed. As
a reﬁnement of (1.1) in the sense of Uρ(A) Vρ(A), Luo derived the uncertainty relation (1.4) on Uρ(A) in [2]. Since, for
A ∈ Mn,sa and α ∈ [0,1], Uρ,α(A) Uρ(A), a generalization (1.6) of (1.4) was conjectured by Furuichi et al. [1]. But in [6]
the author gave a counterexample that does not satisfy (1.6) and a trace inequality (1.7).
We give another trace inequalities as a generalization of the Luo’s trace inequality (1.4). Now we state the main results.
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∣∣Tr(ρ[B, A])∣∣2 − (Im[Tr(ραBρ1−α A)])2
∣∣∣∣
√(
Uρ,α(A)2 + M1
(
A0,ρ,α′
))(
Uρ,α(B)2 + M2
(
B0,ρ,α′
))
(2.2)
holds, where M1(A0,ρ,α′) and M2(B0,ρ,α′) are given by
M1
(
A0,ρ,α
′)= Tr((ρ2α′ − ρ)A20)Tr((ρ2α′ + ρ)A20),
M2
(
B0,ρ,α
′)= Tr((ρα′ − ρ1−α′)B0ρ1−α′ B0)Tr((ρα′ + ρ1−α′)B0ρ1−α′ B0).
Here α′ = α if α ∈ [0,1/2] and α′ = 1− α if α ∈ [1/2,1].
Theorem 2.2. Let ρ ∈ D1n and A, B ∈ Mn,sa. For any α ∈ [0,1], the inequality∣∣∣∣14
∣∣Tr(ρ[B, A])∣∣2 − M(A0, B0,ρ,α)
∣∣∣∣ Uρ,α(A)Uρ,α(B) (2.3)
holds, where M(A0, B0,ρ,α) = |Tr(ρA0B0)|2 − (Re[Tr(ρα A0ρ1−αB0)])2 .
The proofs are given in Section 3.
Remark 2.1. (i) Let α = 1/2. The constants M1(A0,ρ,1/2), M2(B0,ρ,1/2) and Im[Tr(ρ1/2Bρ1/2A)] are zero and the in-
equality (2.2) is reduced to the uncertainty relation (1.4). Therefore (2.2) is a revision of (1.6) and a generalization of (1.4).
(ii) In Theorem 2.1, we can replace M1(A0,ρ,α′) and M2(B0,ρ,α′) by
M1
(
A0,ρ,α
′)= Tr((ρα′ − ρ1−α′)A0ρ1−α′ A0)Tr((ρα′ + ρ1−α′)A0ρ1−α′ A0),
M2
(
B0,ρ,α
′)= Tr((ρ2α′ − ρ)B20)Tr((ρ2α′ + ρ)B20)
where α′ = α if α ∈ [0,1/2] and α′ = 1− α if α ∈ [1/2,1].
(iii) The inequality (2.3) can be written as
∣∣(Re[Covρ(A, B)])2 − (Re[Tr(ρα A0ρ1−αB0)])2∣∣ Uρ,α(A)Uρ,α(B).
Remark 2.2. We remark on relations between (2.3) in Theorem 2.2 and (1.7) (trace inequality if Yanagi [6]). Let
α = 1
3
, ρ =
( 3
4 0
0 14
)
, A =
(
0 i
−i 0
)
, B =
(
0 1
1 0
)
, C =
(
0 1+ i
1− i 0
)
.
Note that A0 = A, B0 = B and C0 = C . We have
Iρ,α(A) = Iρ,α(B) = 0.119416 . . . , Jρ,α(A) = Jρ,α(B) = 1.880583 . . . ,
Tr(ρA0B0) = 0.5i,
∣∣Tr(ρ[A, B])∣∣= 1, Re[Tr(ρα A0ρ1−αB0)]= 0
and
Uρ,α(A) = Uρ,α(B) = 0.473891 . . . , M(A0, B0,ρ,α) = 0.25.
These relations imply
Uρ,α(A)Uρ,α(B) = 0.224572 . . . > α(1− α)
∣∣Tr(ρ[A, B])∣∣2 = 0.222222 . . .
>
∣∣∣∣14
∣∣Tr(ρ[A, B])∣∣2 − M(A0, B0,ρ,α)
∣∣∣∣= 0.
We mention that the constant α and three matrices ρ , A, B are introduced in Remark 3.2 of [6].
On the other hand, we have
Iρ,α(C) = 0.238833 . . . , Jρ,α(C) = 3.761166 . . . ,
Tr(ρC0B0) = 1+ 0.5i,
∣∣Tr(ρ[C, B])∣∣= 1, Re[Tr(ραC0ρ1−αB0)]= 0.880583 . . .
and
Uρ,α(C) = 0.947782 . . . , M(C0, B0,ρ,α) = 0.474572 . . . .
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Uρ,α(C)Uρ,α(B) = 0.449145 . . . >
∣∣∣∣14
∣∣Tr(ρ[C, B])∣∣2 − M(C0, B0,ρ,α)
∣∣∣∣= 0.224572 . . .
> α(1− α)∣∣Tr(ρ[C, B])∣∣2 = 0.222222 . . . .
Therefore we do not have any weak–strong relation between the inequality (2.3) and the inequality (1.7); and so the in-
equality (2.3) is a meaningful revision of (1.6) and a generalization of (1.4).
3. Proofs of Theorems 2.1 and 2.2
In this section we produce the proofs of Theorems 2.1 and 2.2. We modify the similar method used to obtain the Luo’s
trace inequality (1.4) in [2].
Let ρ ∈ D1n be a ﬁxed density matrix and α ∈ [0,1]. Recall that for A ∈ Mn,sa , A0 = A − Tr(ρA)I and
Iρ(A) = Tr
(
ρA2
)− Tr(ρ1/2Aρ1/2A),
Iρ,α(A) = Tr
(
ρA2
)− Tr(ρα Aρ1−α A).
Notice that
Iρ(A) = Tr
(
ρA20
)− Tr(ρ1/2A0ρ1/2A0),
Iρ,α(A) = Tr
(
ρA20
)− Tr(ρα A0ρ1−α A0).
For an observable A ∈ Mn,sa , we introduce two quantities corresponding to the Wigner–Yanase skew information Iρ(A)
and the Wigner–Yanase–Dyson skew information Iρ,α(A)
Jρ(A) ≡ Tr
(
ρA20
)+ Tr(ρ1/2A0ρ1/2A0),
Jρ,α(A) ≡ Tr
(
ρA20
)+ Tr(ρα A0ρ1−α A0).
Note Jρ(A) = Jρ,1/2(A) and Jρ,α(A) Iρ,α(A) 0. By the deﬁnitions of Uρ(A) and Uρ,α(A), we have
Uρ(A) =
√
Iρ(A) Jρ(A) and Uρ,α(A) =
√
Iρ,α(A) Jρ,α(A).
For any A, B ∈ Mn,sa and α ∈ [0,1], we denote
Aα,+ ≡ 1√
2
{
ρα, A0
}
, Aα,− ≡ i√
2
[
ρα, A0
]
,
Bα,+ ≡ 1√
2
{
ρα, B0
}
, Bα,− ≡ i√
2
[
ρα, B0
]
.
Clearly Aα,±, Bα,± ∈ Mn,sa . With direct calculation one has the following:
Tr(Aα,+B1−α,+) = Tr(Bα,+A1−α,+)
= 1
2
Tr
(
ρ{A0, B0}
)+ Re[Tr(ρα A0ρ1−αB0)], (3.1)
Tr(Aα,−B1−α,−) = Tr(Bα,−A1−α,−)
= 1
2
Tr
(
ρ{A0, B0}
)− Re[Tr(ρα A0ρ1−αB0)], (3.2)
Tr(Aα,+B1−α,−) = −Tr(Bα,+A1−α,−)
= i
2
Tr
(
ρ[B, A])+ Im[Tr(ραBρ1−α A)], (3.3)
Tr(Aα,−B1−α,+) = −Tr(Bα,−A1−α,+)
= −i
2
Tr
(
ρ[B, A])+ Im[Tr(ραBρ1−α A)], (3.4)
where we have used [B0, A0] = [B, A] and Im[Tr(ραB0ρ1−α A0)] = Im[Tr(ραBρ1−α A)], and also
C.K. Ko / J. Math. Anal. Appl. 372 (2010) 237–243 241Tr(Aα,+A1−α,+) = Tr
(
ρA20
)+ Tr(ρα A0ρ1−α A0)
= Jρ,α(A), (3.5)
Tr(Aα,−A1−α,−) = Tr
(
ρA20
)− Tr(ρα A0ρ1−α A0)
= Iρ,α(A), (3.6)
Tr(Aα,+A1−α,−) = Tr(Aα,−A1−α,+) = 0.
We ﬁrst introduce a simple lemma.
Lemma 3.1. Let 0 β  α. For any ρ ∈ D1n and a positive element C ∈ Dn, the inequality
Tr
(
ραC
)
 Tr
(
ρβC
)
holds.
Proof. The proof follows from the deﬁnition of D1n . 
Next, we introduce the method used to obtain the Luo’s trace inequality (1.4) in [2]. See also the proofs of Theorem 2.1
of [4] and Theorem 2.6 of [1].
Remark 3.1. Let A, B ∈ Mn.sa and put
Mα ≡ Aα,+t + Bα,−, α ∈ [0,1],
for any real t ∈R. By (3.3), (3.5) and (3.6) we have
0 Tr
(
M∗1/2M1/2
)= Jρ(A)t2 + iTr(ρ[B, A])t + Iρ(B).
Since the quadratic expression has real coeﬃcients and is nonnegative for any t ∈R, we have
1
4
∣∣Tr(ρ[B, A])∣∣2  Jρ(A)Iρ(B).
Interchanging A and B in the above, we obtain
1
4
∣∣Tr(ρ[B, A])∣∣2  Jρ(B)Iρ(A).
Multiplying the above two inequalities, we have the Luo’s trace inequality (1.4)
1
4
∣∣Tr(ρ[A, B])∣∣2 √ Jρ(A) Jρ(B)Iρ(A)Iρ(B)
= Uρ(A)Uρ(B).
But for any α ∈ [0,1/2) ∪ (1/2,1],
Tr
(
M∗αM1−α
)= Jρ,α(A)t2 + iTr(ρ[B, A])t + Iρ,α(B) 0
does not hold in general. Therefore we need a modiﬁed method.
Now we turn to the proofs of Theorems 2.1 and 2.2.
Proof of Theorem 2.1. Let A, B ∈ Mn.sa and put
NA,B,α ≡ Aα,+t + B1−α,−, α ∈ [0,1],
for any real t ∈R. Using (3.3) and (3.4), we get
0 Tr
(
N∗A,B,αNA,B,α
)
= Tr((Aα,+)2)t2 + Tr((B1−α,−)2)+ 2
(
i
2
Tr
(
ρ[B, A])+ Im[Tr(ραBρ1−α A)]
)
t,
0 Tr
(
N∗B,A,1−αNB,A,1−α
)
= Tr((B1−α,+)2)t2 + Tr((Aα,−)2)+ 2
(
− i Tr(ρ[B, A])+ Im[Tr(ραBρ1−α A)]
)
t.2
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∣∣∣∣ i2Tr
(
ρ[B, A])+ Im[Tr(ραBρ1−α A)]
∣∣∣∣
2
 Tr
(
(Aα,+)2
)
Tr
(
(B1−α,−)2
)
, (3.7)
∣∣∣∣− i2Tr
(
ρ[B, A])+ Im[Tr(ραBρ1−α A)]
∣∣∣∣
2
 Tr
(
(B1−α,+)2
)
Tr
(
(Aα,−)2
)
. (3.8)
By the above two inequalities, we have∣∣∣∣−14
∣∣Tr(ρ[B, A])∣∣2 + (Im[Tr(ραBρ1−α A)])2
∣∣∣∣

√
Tr
(
(Aα,+)2
)
Tr
(
(B1−α,−)2
)
Tr
(
(Aα,−)2
)
Tr
(
(B1−α,+)2
)
. (3.9)
Here we have used that iTr(ρ[B, A]) is real. By simple calculations, we get
Tr
(
(Aα,+)2
)
Tr
(
(Aα,−)2
)= Tr(ρ2α A20 + ρα A0ρα A0)Tr(ρ2α A20 − ρα A0ρα A0)
= (Tr(ρ2α A20))2 − (Tr(ρα A0ρα A0))2,
Tr
(
(B1−α,+)2
)
Tr
(
(B1−α,−)2
)= Tr(ρ2(1−α)B20 + ρ1−αB0ρ1−αB0)Tr(ρ2(1−α)B20 − ρ1−αB0ρ1−αB0).
Let α ∈ [0,1/2]. By Lemma 3.1, we have
Tr
(
ρ1−α A0ρα A0
)
 Tr
(
ρα A0ρ
α A0
)
and Tr
(
ρ2(1−α)B20
)
 Tr
(
ρB20
)
.
Notice that Tr(ρ1−α A0ρα A0) and Tr(ρ2(1−α)B20) are positive. It follows from the above relations that
Tr
(
(Aα,+)2
)
Tr
(
(Aα,−)2
)

(
Tr
(
ρ2α A20
))2 − (Tr(ρ1−α A0ρα A0))2
= Tr(ρ2α A20 + ρ1−α A0ρα A0)Tr(ρ2α A20 − ρ1−α A0ρα A0)
= ( Jρ,α(A) + Tr((ρ2α − ρ)A20))(Iρ,α(A) + Tr((ρ2α − ρ)A20))
= Jρ,α(A)Iρ,α(A) + Tr
((
ρ2α − ρ)A20)Tr((ρ2α + ρ)A20)
= Uρ,α(A)2 + M1(A0,ρ,α),
and
Tr
(
(B1−α,+)2
)
Tr
(
(B1−α,−)2
)
 Tr
(
ρB20 + ρ1−αB0ρ1−αB0
)
Tr
(
ρB20 − ρ1−αB0ρ1−αB0
)
= ( Jρ,α(B) − Tr((ρα − ρ1−α)B0ρ1−αB0))(Iρ,α(B) + Tr((ρα − ρ1−α)B0ρ1−αB0))
= Jρ,α(B)Iρ,α(B) + Tr
((
ρα − ρ1−α)B0ρ1−αB0)Tr((ρα + ρ1−α)B0ρ1−αB0)
= Uρ,α(B)2 + M2(B0,ρ,α),
where
M1(A0,ρ,α) = Tr
((
ρ2α − ρ)A20)Tr((ρ2α + ρ)A20),
M2(B0,ρ,α) = Tr
((
ρα − ρ1−α)B0ρ1−αB0)Tr((ρα + ρ1−α)B0ρ1−αB0).
Applying the above two inequalities to (3.9), we obtain∣∣∣∣14
∣∣Tr(ρ[B, A])∣∣2 − (Im[Tr(ραBρ1−α A)])2
∣∣∣∣

√(
Uρ,α(A)2 + M1(A0,ρ,α)
)(
Uρ,α(B)2 + M2(B0,ρ,α)
)
. (3.10)
Let α ∈ [1/2,1]. Notice that
Uρ,1−α(C) = Uρ,α(C), C ∈ Mn,sa,
Im
[
Tr
(
ρ1−αBρα A
)]= −Im[Tr(ραBρ1−α A)].
Replacing α by 1− α in (3.10), and using the above two relations, we have (2.2). The proof is completed. 
C.K. Ko / J. Math. Anal. Appl. 372 (2010) 237–243 243Remark 3.2. In (3.7) and (3.8), let α = 1/2. Note that Im[Tr(ρ1/2Bρ1/2A)] = 0. Summing (3.7) and (3.8), and by (3.5) and
(3.6), we have
1
4
∣∣Tr(ρ[B, A])∣∣2  Tr(ρA20)Tr(ρB20)− Tr(ρ1/2A0ρ1/2A0)Tr(ρ1/2B0ρ1/2B0).
Replacing A0 and B0 in the above by A and B , respectively, and using [A0, B0] = [A, B], we have the inequality (2.1) in
Theorem 2.1 of [4]. That is,
1
4
∣∣Tr(ρ[B, A])∣∣2  Tr(ρA2)Tr(ρB2)− Tr(ρ1/2Aρ1/2A)Tr(ρ1/2Bρ1/2B).
Proof of Theorem 2.2. Let A, B ∈ Mn,sa and α ∈ [0,1]. Notice that
(At + B)α,+ = Aα,+t + Bα,+, (At + B)α,− = Aα,−t + Bα,−, t ∈R.
We get from (3.1), (3.2), (3.5) and (3.6) that
0 Jρ,α(At + B) = Tr
(
(At + B)α,+(At + B)1−α,+
)
= Jρ,α(A)t2 + 2Tr(Aα,+B1−α,+)t + Jρ,α(B),
0 Iρ,α(At + B) = Tr
(
(At + B)α,−(At + B)1−α,−
)
= Iρ,α(A)t2 + 2Tr(Aα,−B1−α,−)t + Iρ,α(B).
Since the quadratic expressions have real coeﬃcients and are nonnegative for any t ∈R, we obtain
Tr(Aα,+B1−α,+)2  Jρ,α(A) Jρ,α(B),
Tr(Aα,−B1−α,−)2  Iρ,α(A)Iρ,α(B).
Multiplying the above two inequalities, we have
∣∣Tr(Aα,+B1−α,+)Tr(Aα,−B1−α,−)∣∣
√
Jρ,α(A) Jρ,α(B)Iρ,α(A)Iρ,α(B)
= Uρ,α(A)Uρ,α(B). (3.11)
Notice that
∣∣Tr(ρA0B0)∣∣2 = (Re[Covρ(A, B)])2 + 1
4
∣∣Tr(ρ[A, B])∣∣2.
From (3.1), (3.2) and the above relation, we get
Tr(Aα,+B1−α,+)Tr(Aα,−B1−α,−) =
(
Re
[
Covρ(A, B)
])2 − (Re[Tr(ρα A0ρ1−αB0)])2
= M(A0, B0,ρ,α) − 1
4
∣∣Tr(ρ[A, B])∣∣2
where M(A0, B0,ρ,α) = |Tr(ρA0B0)|2 − (Re[Tr(ρα A0ρ1−αB0)])2. Substituting the above equation into (3.11), we have the
inequality (2.3). The proof is completed. 
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