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Zusammenfassung
In der Bildverarbeitung wird die beobachtende Kamera meist als Lochkamera
modelliert: ein Modell, das zahlreiche theoretische Vorteile bietet. So kann et-
wa das Abbildungsverhalten als projektive Abbildung aufgefasst werden. In ei-
nem Stereokamerasystem dieses Modells stehen korrespondierende Punkte – das
sind Bildpunkte desselben 3D-Punktes – in einem linearen Zusammenhang, der
auch ohne Kenntnis der Kameraparameter aus beobachteten Korrespondenzen
gescha¨tzt werden kann.
Fu¨r die meisten Kameras, insbesondere fu¨r solche mit Weitwinkelobjektiven, ist
die Modellannahme einer Lochkamera allerdings sichtbar unzureichend. Deshalb
mu¨ssen zusa¨tzlich zur Lochkamera noch Verzeichnungsabbildungen ins Modell in-
tegriert werden. In dieser Arbeit wird gezeigt, dass bei polynomialer radialer Ver-
zeichnung die Parameter der Projektionsabbildung die Verzeichnungsparameter
bestimmen. Dieses theoretische Ergebnis fließt in Algorithmen zur Kamerakali-
brierung, d.h. zur Bestimmung der Parameter eines Kameramodells, ein. Diese
wurden experimentell getestet und mit bestehenden Verfahren verglichen.
Weiterhin wird die radiale essentielle Matrix eingefu¨hrt, die die Beziehung von
korrespondierenden Punkten im Stereokamerafall bei radialer Verzeichnung be-
schreibt. Es werden vier Algorithmen vorgestellt, die diese theoretische Beziehung
verwerten. Sie geben an, wie aus korrespondierenden Punkten die radiale essentiel-
le Matrix gescha¨tzt werden kann und welche Kameraparameter daraus gewonnen
werden ko¨nnen. Damit ist beispielsweise eine Nachkalibrierung mo¨glich. Auch die-
se Verfahren wurden implementiert und evaluiert. Umgekehrt ist bei bekannter
radialer essentieller Matrix eine Einschra¨nkung des Suchraums fu¨r korrespondie-
rende Punkte mo¨glich, die fu¨r die Rekonstruktion beno¨tigt werden.
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Einleitung
1.1 Motivation und Einfu¨hrung
Kameras spielen eine zentrale Rolle in der Qualita¨tsicherung und Prozessu¨ber-
wachung: optische Messverfahren unterstu¨tzen oder u¨bernehmen die Qualita¨ts-
kontrolle (Abbildung 1.1(a)), Roboter fu¨hren selbsta¨ndig Montagearbeiten durch
(Abbildung 1.1(b)), Fahrerassistenzsysteme weisen auf Sicherheitsrisiken hin oder
steuern das Fahrzeug in Extremsituationen (Abbildung 1.1(c)). In all diesen Fa¨l-
len werden aus digitalen Bildern Informationen u¨ber die Umgebung oder die be-
obachteten Objekte gewonnen. In der Qualita¨tskontrolle wird die Maßhaltigkeit
der Objekte u¨berpru¨ft, d.h. die Istmaße des beobachteten Objekts mu¨ssen er-
mittelt werden; bei der Roboter- oder Fahrzeugnavigation steht die Ermittlung
der aktuellen Position und der Bewegung der mobilen Gera¨te im Vordergrund.
Die Bestimmung dieser Werte, also der Istmaße einerseits und der Position an-
dererseits, ist jedoch nur mo¨glich, wenn der Abbildungsprozess der verwendeten
Kamera bekannt ist. Dazu werden Modelle fu¨r die Kameraabbildung erstellt und
die zugeho¨rigen Parameter ermittelt, indem eine Fehlerfunktion, die die Gu¨te der
Modellparameter bezu¨glich der realen Beobachtungen misst, minimiert wird. Die-
ses Vorgehen wird als Kamerakalibrierung bezeichnet. Erst die Parameter einer
Kameraabbildung ermo¨glichen es, aus den Bildern Gro¨ßen der beobachteten Szene
oder der Objekte zu bestimmen.
Das Lochkameramodell stellt ein Basismodell fu¨r die Kameraabbildung dar,
das theoretische Vorteile bietet: beispielsweise kann die Projektion der 3D-Szene
auf das 2D-Bild als projektive Abbildung gesehen werden, die in der projektiven
Erweiterung der beteiligten Ra¨ume als Matrix dargestellt werden kann. Dadurch
ergeben sich lineare Zusammenha¨nge, die es ermo¨glichen eine Startlo¨sung fu¨r die
Parameter der Kameraabbildung im Kalibrierprozess zu erzeugen.
Fu¨r 3D-Rekonstruktionen werden Stereokamerasysteme eingesetzt. Diese beste-
hen entweder aus zwei Kameras, die eine Szene beobachten, oder einer Kamera
auf einem mobilen Roboter oder Fahrzeug, die nacheinander Bilder aufnimmt.
Aus Beobachtungen desselben 3D-Punktes in verschiedenen Bildern, so genannten
Korrespondenzen, ko¨nnen die tatsa¨chlichen 3D-Koordinaten und daraus Gro¨ßen
der beobachteten Objekte ermittelt werden. Im Lochkameramodell beschreibt ei-
ne Matrix den Zusammenhang von Korrespondenzen. Diese kann umgekehrt auch
aus den Korrespondenzen ohne Kenntnis der Kameraparameter ermittelt werden.
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(a) Optische Vermessung (b) Roboter
(c) Autofahrt
Abbildung 1.1: Kameras im industriellen Einsatz
Damit kann sogar eine projektive Rekonstruktion – eine 3D-Rekonstruktion, die
nicht la¨ngen- und winkeltreu ist, aber Ebenen und Geraden erha¨lt – der Korre-
spondenzen erreicht werden. Dies stellt erhebliche Vorteile bei der groben Naviga-
tion dar: ist eine Kalibrierung vorab nicht mo¨glich bzw. a¨ndern sich die Parameter
im Einsatz sta¨ndig, z.B. bei mobilen Fahrzeugen, so ko¨nnen trotzdem Hindernisse,
die nicht in der Untergrundebene liegen, erkannt werden.
Das Modell der Lochkamera ist in der Praxis allerdings unzureichend: fu¨r viele
Situationen ist es notwendig Weitwinkelobjektive zu verwenden, weil ein großes
Sichtfeld, wie z.B. bei der Autofahrt, erfasst werden soll. Auch in der Qualita¨ts-
kontrolle erlauben es die ra¨umlichen Gegebenheiten oft nicht, die Kamera in so
großem Abstand zu montieren, dass auch ein Teleobjektiv die zu beobachtenden
Objekte erfassen ko¨nnte; darum kommen auch hier Weitwinkelobjektive zum Ein-
satz. Der Vorteil des großen Sichtfeldes zieht jedoch den Nachteil einer deutlichen
Verzeichnung im Bild nach sich. Geraden am Bildrand erscheinen stark gekru¨mmt.
Dieses Verhalten kann das Lochkameramodell nicht wiedergeben, da hier Geraden
stets auf Geraden abgebildet werden. Eine Erweiterung des Modells um radiale
Verzeichnungsfunktionen behebt diesen Nachteil. Ein Objektiv besteht in der Re-
gel aus mehreren Linsen, die radialsymmetrisch gefertigt sind. Daher ist es sinnvoll
Verzeichnungen zuna¨chst radial zu modellieren. Sie gelten in der Literatur als die
signifikantesten Verzeichnungsarten, obwohl durchaus noch weitere auftreten.
Die radiale Verzeichnung muss sowohl in die Algorithmen zur Kalibrierung als
auch in den Zusammenhang von Korrespondenzen integriert werden. In der Lite-
ratur geschieht dies auf dreierlei Art: entweder die aufgenommenen Bilder werden
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in einem Vorverarbeitungsschritt entzerrt oder es werden Startparameter fu¨r die
Verzeichnung angegeben und diese dann als zusa¨tzliche Parameter in das nichtli-
neare Optimierungsverfahren fu¨r die Kalibrierung eingefu¨gt oder die radiale Ver-
zeichnungsfunktion wird so vera¨ndert, dass eine U¨bertragung der Methoden aus
dem Lochkameramodell mo¨glich wird.
Die Entzerrung der Bilder vorab hat den Vorteil, dass anschließend wieder das
Lochkameramodell verwendet werden kann: die vorhandenen Algorithmen und die
bekannten Zusammenha¨nge ko¨nnen eingesetzt werden. Ein Nachteil dieser Vor-
gehensweise ist allerdings, dass jedes einzelne Bild vorab entzerrt werden muss,
was sehr zeitaufwendig werden kann. Zudem wird die Kameraabbildung als Hin-
tereinanderausfu¨hrung verschiedener Abbildung dargestellt. Dabei bildet die Ver-
zeichnung jedoch nicht die letzte Abbildung in dieser Reihenfolge und damit nicht
die erste Abbildung in der Umkehrrelation. Wird ein Bild zuerst entzerrt, so wird
eine Vertauschung der Abbildungen, die die Kameraabbildung beschreiben, vor-
genommen. Dies ist nicht ohne Weiteres mo¨glich.
Die Hinzunahme der Verzeichnungsparameter in die nichtlineare Optimierung
des Kalibrieralgorithmus bedeutet eine Vergro¨ßerung des Suchraumes, in dem
optimiert wird.
Die Aba¨nderung der radialen Verzeichnungsfunktion ist nur fu¨r bestimmte An-
wendungen mo¨glich. Zudem wird auch hier manchmal zusa¨tzlich die Abbildungs-
reihenfolge in der Kameraabbildung gea¨ndert.
In dieser Arbeit wird untersucht, inwieweit die Kalibrieralgorithmen des Loch-
kameramodells und die darin geltenden Zusammenha¨nge fu¨r Korrespondenzen
auf das um radiale Verzeichnungsfunktionen erweiterte Modell u¨bertragen werden
ko¨nnen, ohne dabei die klassische radiale Verzeichnungsfunktion und die Reihen-
folge der Abbildungen in der Kameraabbildung zu a¨ndern.
Im Fall einer einzelnen Kamera wird gezeigt, dass die radialen Verzeichnungspa-
rameter durch die Parameter des Lochkameramodells bestimmt sind. Diese theo-
retischen Ergebnisse werden in Algorithmen umgesetzt, die die Parameteranzahl
der nichtlinearen Optimierung verkleinern. In experimentellen Tests wird gezeigt,
dass die Algorithmen mit Parameterreduktion auch einen Gewinn in der Kali-
brierung liefern: es werden kleinere Fehlerwerte oder identische Fehlerwerte bei
geringer Anzahl von Iterationen in der nichtlinearen Optimierung erreicht.
Fu¨r ein Stereokamerasystem wird gezeigt, dass u¨ber die neu eingefu¨hrte radiale
essentielle Matrix ein linearer Zusammenhang von Korrespondenzen in erweiter-
ten Koordinaten gegeben ist. Durch die radiale essentielle Matrix wird zudem eine
Beschreibung der Menge der mo¨glichen Korrespondenzen, die so genannte epipo-
lare Kurve, als Nullstellenmenge eines Polynoms in zwei Vera¨nderlichen mo¨glich.
Die theoretischen Eigenschaften dieser Matrix werden aufgezeigt, und es werden
Algorithmen angegeben, die die radiale essentielle Matrix und weitere Kamera-
parameter aus gegebenen Korrespondenzen scha¨tzen. Experimentelle Ergebnisse
belegen die Gu¨te dieser Algorithmen.
1.2 Aufbau der Arbeit
Diese Arbeit u¨bertra¨gt die bestehenden Zusammenha¨nge und Algorithmen aus
dem Lochkameramodell auf das um radiale Verzeichnungen erweiterte Modell,
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ohne dabei die Verzeichnungsfunktion abzua¨ndern oder die Reihenfolge der Ab-
bildungen im Kameraabbildungsprozess zu vertauschen. Dies geschieht einerseits
fu¨r die Kalibrierung im Fall einer einzelnen Kamera und andererseits fu¨r den
Zusammenhang von Korrespondenzen im Fall eines Stereokamerasystems.
Dazu werden in Kapitel 2 allgemeine mathematische Grundlagen und Verfahren,
insbesondere fu¨r Koordinatensysteme und Transformationen, genannt.
Die speziellen Grundlagen zum Themengebiet Kameramodellierung und Kame-
rasysteme werden in Kapitel 3 aufgefu¨hrt. Wichtige theoretische Zusammenha¨nge
und Definitionen werden dargestellt. Dabei wird besonderes Augenmerk darauf ge-
legt, die bekannten Eigenschaften und Zusammenha¨nge, insbesondere im Hinblick
auf Randfa¨lle und Definiertheit, die dann fu¨r die praktische Umsetzung wichtig
werden, mit Beweisen anzureichern.
Kapitel 4 widmet sich den bestehenden Verfahren der Kamerakalibrierung und
dem aktuellen Stand der Technik. Die aus der Literatur bekannten Algorithmen
werden vorgestellt und explizit in ihrer jeweiligen Ablaufreihenfolge dargestellt.
Hier werden Vorgehensweisen, die notwendig werden, weil in der Praxis der mo-
dellierte Idealfall in der Regel nicht vorliegt, theoretisch untermauert. Es wird
zudem gezeigt, dass bei der Bestimmung der Position zweier Kameras zueinander
aus Bildern im Idealfall die Auswahl aus vier Mo¨glichkeiten eindeutig ermittelt
werden kann. Dies wurde bisher in der Literatur nur anhand von exemplarischen
Zeichnungen anstatt eines Beweises belegt. Es wird ein Beispiel aufgefu¨hrt, in
dem eine Rekonstruktionsmethode in Mehrdeutigkeiten resultiert und es wird ei-
ne Mo¨glichkeit genannt, wie dieses vermieden werden kann. Weiterhin werden
Methoden und Vorgehensweisen angegeben, die bisher eingesetzt wurden, um ra-
diale Verzeichnungen in die Kalibrierung zu integrieren. Der direkte Weg, d.h.
die unvera¨nderte Verzeichnungsfunktion und Kameraabbildung, wurde bisher in
einem Stereosystem nicht beru¨cksichtigt.
Aber auch im Fall einer einzelnen Kamera ko¨nnen auf diesem direkten Weg
Neuerungen fu¨r die Bestimmung der Verzeichnung erzielt werden, wie in Kapitel 5
beschrieben wird. Theoretische Ergebnisse bei der Minimierung unterschiedlicher
Fehlerfunktionen im Kalibrierprozess mit Beru¨cksichtigung von Verzeichnungen
und experimentelle Auswertungen hierzu werden vorgestellt. Fu¨r diese Experimen-
te wurden verschiedene Linsen, Startwerte und Optimierungsverfahren verwendet,
um die Verbesserung unabha¨ngig von diesen Einflussgro¨ßen zu dokumentieren.
Bei unvera¨nderter Verzeichnungsfunktion und Kameraabbildung kann im Ste-
reokamerafall erstmals ein Zusammenhang von Korrespondenzen bei radialer Ver-
zeichnung u¨ber die neu definierte radiale essentielle Matrix hergestellt werden, wie
in Kapitel 6 gezeigt wird. Zudem wird die algorithmische Bestimmung dieser und
weiterer Kameraparameter aus Korrespondenzen dargestellt. Eine experimentelle
Auswertung der vorgestellten Verfahren bildet den Abschluss.
Kapitel 7 fasst die Ergebnisse der Arbeit zusammen und gibt einen Ausblick
auf offene Fragen.
2
Grundlagen Koordinatensysteme und
Transformationen
In diesem Kapitel werden die Grundlagen von Koordinatensystemen, deren Trans-
formationen sowie weitere verwendete grundlegende mathematische Verfahren und
Methoden dargestellt.
2.1 Affine Ra¨ume und Koordinatensysteme
Zuna¨chst werden die Begriffe fu¨r die verwendeten Koordinatensysteme gekla¨rt.
Definition 2.1 Ein affiner Raum ist ein Tripel (E,
−→
E ,+) bestehend aus einer nicht- affiner Raum
leeren Menge E (von Punkten) und einem Vektorraum
−→
E und einer Verknu¨pfung
+ : E ×−→E −→ E, die folgende Bedingungen erfu¨llt:
∀a ∈ E : a+ 0 = a ,
∀a ∈ E ∀u, v ∈ −→E : (a+ u) + v = a+ (u+ v) und
∀a, b ∈ E : ∃!u ∈ −→E : a+ u = b .
Der eindeutige Vektor1 u ∈ −→E mit a+ u = b aus der letzten Eigenschaft wird als −→ab
oder b− a geschrieben.
Definition 2.2 Sei (E,
−→
E ,+) ein affiner Raum, ein affines Koordinatensystem mit affines Koordi-
natensystemUrsprung a0 ist eine Familie (a0, . . . , am) von m + 1 Punkten aus E, so dass die
Vektoren (−−→a0a1, . . . ,−−−→a0am) eine Basis von −→E bilden. Es heißt rechtwinklig, falls die
Basisvektoren paarweise orthogonal zueinander sind. Das Paar (a0, (
−−→a0a1, . . . ,−−−→a0am))
heißt affines Koordinatensystem mit Ursprung a0. Jedes x ∈ E hat dann eine eindeu-
tige Darstellung
x = a0 + x1
−−→a0a1 + . . .+ xm−−−→a0am
fu¨r eine Familie (x1, . . . , xm) von Skalaren, die Koordinaten von x bezu¨glich dieses
affinen Koordinatensystems (siehe z.B. Gallier (2001)).
Im Folgenden ist meist E = Rn und
−→
E der durch Rn definierte Vektorraum.
1∃! heißt
”
es exisitiert genau ein“
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2.2 Wechsel von Koordinatensystemen
Affine Koordinaten beschreiben Positionen bezu¨glich eines Referenzsystems. Der
Wechsel zu einem anderen Referenzsystem, dessen Einheiten erhalten bleiben,
wird u¨ber Bewegungen erreicht. Bewegungen bestehen aus Translationen und Ro-
tationen.
2.2.1 Translationen
Definition 2.3 Eine Abbildung t : Rn −→ Rn fu¨r n ∈ N heißt Translation im Rn,Translation, Tn
falls es ein z ∈ Rn gibt mit
t : Rn −→ Rn : x 7→ x+ z .
Tn := {t : Rn −→ Rn|t ist Translation}
bezeichne die Menge aller Translationen von Rn in sich.
Lemma 2.4
Die Abbildung
τ : Rn −→ Tn : z 7→ tz : Rn −→ Rn : x 7→ x+ z
ist eine Bijektion.
Beweis. Seien z und z′ aus Rn mit τ(z) = τ(z′), dann gilt fu¨r alle x ∈ Rn :
x+ z = x+ z′. Damit folgt insbesondere fu¨r x = 0, z = z′. Also ist τ injektiv.
Sei t aus Tn, dann existiert nach Definition ein z aus Rn, so dass fu¨r alle x ∈ Rn
gilt t(x) = x+ z, d.h., dass t = tz und τ(z) = t ist. Also ist τ surjektiv. 
2.2.2 Rotationen
Definition 2.5 Eine Matrix A ∈ Rn×n mit n ∈ N heißt orthogonal , wennorthogonale
Matrix
A−1 = At
gilt.
Definition 2.6 Eine orthogonale Matrix R ∈ Rn×n fu¨r n ∈ N heißt Rotationsmatrix ,Rotationsmatrix,
R genau dann wenn det(R) = 1 ist. Rn bezeichne die Menge aller Rotationsmatrizen.
Eine Rotationsmatrix R ist nach Definition eine orthogonale Matrix, d.h., dass
R−1 = Rt ist. Insbesondere ist ‖Rx‖ = ‖x‖ fu¨r alle x ∈ Rn, d.h., dass Rotationen
Isometrien2 sind. Die durch R definierte lineare Abbildung wird auch als Drehung
bezeichnet.
2‖.‖ bezeichne stets die euklidische Norm im Rn
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2.2.3 Parametrisierung von Rotationen im R3
Fu¨r Rotationen im R3 gibt es mehrere Mo¨glichkeiten der Parametrisierung.
Lemma 2.7 (Darstellung Drehung)
Jede Drehung im R3 kann bezu¨glich einer geeigneten Orthonormalbasis durch eine
Matrix der Form
R =
1 0 00 cosα sinα
0 − sinα cosα

dargestellt werden.
Beweis. siehe z.B. Kowalsky (1974).
Definition 2.8 Sei A = (aij)1≤i,j≤n ∈ Rn×n, dann heißt Spur einer
Matrix
spur(A) :=
n∑
i=1
aii
die Spur der Matrix A.
Lemma 2.9
Seien A,B,C ∈ Rn×n mit C invertierbar und α ∈ R, dann gilt
spur(At) = spur(A) ,
spur(A+B) = spur(A) + spur(B) ,
spur(αA) = αspur(A) und
spur(CAC−1) = spur(A) .
Beweis. siehe z.B. Lang (1987) 
Lemma 2.10 (Drehwinkel, Drehachse)
Eine Drehung im R3, verschieden von der Identita¨t, die bezu¨glich einer beliebigen
Orthonormalbasis durch die Rotationsmatrix R dargestellt wird, bestimmt eindeutig
eine Drehachse, die vom Eigenvektor zum Eigenwert Eins erzeugt wird und bis auf
das Vorzeichen eindeutig einen Drehwinkel α mit
cosα =
1
2
(spur(R)− 1)
hat.
Beweis. siehe z.B. Kowalsky (1974).
Lemma 2.11 (Rodrigues)
Eine Drehachse ω = (ωx, ωy, ωz)
t ∈ R3 mit ‖ω‖ = 1 und ein Drehwinkel θ bestimmen
eine Rotationsmatrix R ∈ R3×3 durch
R = I + ωˆ sin θ + ωˆ2(1− cos θ)
=
(
cos θ + ω2x(1− cos θ) ωxωy(1− cos θ)− ωz sin θ ωy sin θ + ωxωz(1− cos θ)
ωz sin θ + ωxωy(1− cos θ) cos θ + ω
2
y(1− cos θ) ωx sin θ + ωyωz(1− cos θ)
−ωy sin θ + ωxωz(1− cos θ) ωx sin θ + ωyωz(1− cos θ) cos θ + ω
2
z(1− cos θ)
)
mit ωˆ :=
 0 −ωz ωyωz 0 −ωx
−ωy ωx 0
 und Einheitsmatrix I ∈ R3×3.
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Ist ‖ω‖ 6= 1, dann gilt:
R = I +
ωˆ
‖ω‖ sin(‖ω‖θ) +
ωˆ2
‖ω‖2 (1− cos(‖ω‖θ))
Beweis. siehe z.B. Murray u. a. (1994)
Wird der Drehwinkel noch als La¨nge der Drehachse kodiert, so bestimmen die
drei Parameter der Drehachse eine Drehung durch Lemma 2.11. Umgekehrt kann
aus jeder Rotationsmatrix nach Lemma 2.10 eine Drehachse und ein Drehwinkel
ermittelt werden, also wieder drei Parameter, weil die La¨nge der Drehachse nicht
festgelegt ist. Die Darstellung ist allerdings nicht eindeutig, weil fu¨r ω und θ und
fu¨r −ω und 2pi − θ dieselben Rotationen erreicht werden.
Lemma 2.12 (Eulersche Winkel)
Eine 3-dimensionale Rotation sei bezu¨glich einer Orthonormalbasis {b1, b2, b3} durch
die Rotationsmatrix R ∈ R3×3 gegeben. Dann gilt:
R =
 cos γ sin γ 0− sin γ cos γ 0
0 0 1
1 0 00 cosβ sinβ
0 − sinβ cosβ
 cosα sinα 0− sinα cosα 0
0 0 1
 .
α, β, γ sind die Eulerschen Winkel der Drehung. Daraus folgt, dass die Abbildung
E : R3 −→ R, die den Eulerschen Winkeln die Rotationsmatrix zuordnet, surjektiv
ist.
Beweis. siehe z.B. Kowalsky (1974). 
Die Eulerschen Winkel sind nicht eindeutig. Ist beispielsweise der zweite Euler
Winkel gleich Null, so findet die Drehung nur in der xy-Ebene statt. Diese kann
als Hintereinanderausfu¨hrungen von zwei Drehungen in der xy-Ebene beschrieben
werden, dazu gibt es unendlich viele Mo¨glichkeiten.
Quaternionen liefern eine weitere Darstellungsmo¨glichkeit von Drehungen:
Definition 2.13 Quaternionen sind Matrizen aus der MengeQuaternionen
H := {a1+ bi+ cj+ dk|(a, b, c, d) ∈ R4} , wobei
1 :=
(
1 0
0 1
)
, i :=
(
i 0
0 −i
)
, j :=
(
0 1
−1 0
)
, k :=
(
0 i
i 0
)
ist.
Hp := {bi+ cj+ dk|(b, c, d) ∈ R3}
heißt die Menge der reinen Quaternionen. i bezeichne dabei die komplexe Einheit.
Lemma 2.14 (Vektorraum der Quaternionen)
Die Menge der Quaternionen H formen einen Vektorraum der Dimension 4 mit Basis
{1, i, j,k}. Damit kann ein Quaternion auch durch Koordinaten aus R4 bezu¨glich
dieser Basis dargestellt werden. Reine Quaternionen ko¨nnen mit ihren Koordinaten
aus R3 identifiziert werden.
Beweis. siehe z.B. Gallier (2001). 
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Definition 2.15 Fu¨r Q ∈ H mit Q = (a, b, c, d) definiert konjugiertes
Quaternion,
NormQ := (a,−b,−c,−d) das zu Q konjugierte Quaternion,
‖Q‖2 := QQ = a2 + b2 + c2 + d2 die quadrierte Norm von Q und
H1 := {Q ∈ H|‖Q‖ = 1} die Menge der Einheitsquaternionen.
Lemma 2.16 (Quaternionen und Drehungen im R3)
Ein Einheitsquaternion Q = (a, b, c, d)t ∈ H1 definiert eine Drehung in R3 und um-
gekehrt definiert eine Drehung einen Einheitsquaternion: Sei Q ∈ H1, dann ist mit
θ := 2 cos−1(a) und
ω :=

1
sin(θ/2)
bc
d
 , θ 6= 0
0 , sonst
der Drehwinkel und die Drehachse einer Drehung gegeben, da −1 ≤ a ≤ 1 gilt. Fu¨r
die zugeho¨rige Rotationsmatrix R gilt:
R =
a2 + b2 − c2 − d2 2bc− 2ad 2ac+ 2ad2bc+ 2ad a2 − b2 + c2 − d2 −2ab+ 2cd
−2ac+ 2bd 2ab+ 2cd a2 − b2 − c2 + d2
 .
Umgekehrt ist fu¨r einen gegebenen Drehwinkel θ und normierte Drehachse ω durch
Q := (cos(θ/2), sin(θ/2)ω)
ein Einheitsquaternion gegeben.
Beweis. vgl. z.B. Gallier (2001). 
Die Parametrisierung von Rotationen mittels Quaternionen liefert wiederum
keine eindeutige Darstellung: fu¨r ω′ := −ω und θ′ := −θ wird derselbe Einheits-
quaternion wie fu¨r ω und θ festgelegt.
Fu¨r die Berechnung der Hintereinanderausfu¨hrung zweier Rotationen bietet sich
die Quaternionenmultiplikation an. Sie ist einfacher zu berechnen als eine Matrix-
multiplikation, weil sie weniger Operationen beno¨tigt. Wa¨hrend andererseits die
Berechnung eines rotierten Punktes schneller u¨ber die Multiplikation mit der Ro-
tationsmatrix als u¨ber Quaternionen ermittelt wird.
Insgesamt kann aber eine Rotation mit drei Parametern – wenn auch nicht
eindeutig – beschrieben werden.
2.2.4 Bewegungen
Definition 2.17 Eine Abbildung g : Rn −→ Rn heißt Bewegung oder Transformati- Bewegung,
Transformation,
G
on, falls es ein R ∈ R und t ∈ T existiert, so dass fu¨r alle x ∈ Rn gilt g(x) = t(Rx).
G bezeichne die Menge aller Bewegungen.
Wa¨hlt man statt t = τ(z) mit z ∈ Rn und Abbildung τ aus Lemma 2.4 t′ := τ(z′)
mit z′ = Rtz, so ist g(x) = t(Rx) = Rx+ z = Rx+RRtz = R(x+ z′) = Rt′(x) fu¨r
alle x ∈ Rn, d.h., dass eine Bewegung auch als Translation gefolgt von einer Rotation
dargestellt werden kann.
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Da eine Translation durch drei Parameter (Lemma 2.4) und eine Rotation eben-
falls durch drei Parameter beschrieben werden kann, wird eine Bewegung durch
sechs Parameter beschrieben, d.h., dass die Abbildung
Γ : [0; 2pi[3×R3 −→ G : (α, z) 7→ gα,z : R3 −→ R3 : x 7→ Rαx+ z
6 Parametern, beispielsweise den drei Eulerschen Winkeln und den drei Koordi-
naten eines Translationsvektors, eine Bewegung zuordnet. Hierbei beizeichne Rα
die zu den Eulerschen Winkeln α := (α1, α2, α3) geho¨rige Rotationsmatrix aus
Lemma 2.12 und z einen Vektor aus R3.
2.2.5 Projektive Ra¨ume und Abbildungen
Lemma 2.18 (projektive A¨quivalenzrelation)
Sei V eine reeller Vektorraum. Die Relation
A = {(x, y) ∈ V \ {0} × V \ {0}|∃λ ∈ R \ {0} : x = λy}
definiert eine A¨quivalenzrelation auf V \ {0}.
Beweis. Seien x, y, z ∈ V \{0} mit (x, y) ∈ A und (y, z) ∈ A, dann ist x = λy fu¨r
ein λ ∈ R \ {0} und y = µz fu¨r ein µ ∈ R \ {0}. Dann gilt x = 1 · x⇒ (x, x) ∈ A.
Also ist A reflexiv. Es ist y = 1λx, also ist (y, x) ∈ A. Damit ist A symmetrisch.
Weiter ist x = λy = λµz, d.h., dass (x, z) ∈ A ist. Dadurch ist A transitiv. 
Definition 2.19 Sei V ein reeller Vektorraum. Zwei Vektoren x, y ∈ V \ {0} heißenprojektiv
a¨quivalent,
projektiver
Raum, x̂
projektiv a¨quivalent, wenn (x, y) ∈ A ist. Die Menge der projektiven A¨quivalenzklas-
sen
P(V ) :=(V \ {0})/A
heißt projektiver Raum u¨ber V . Die A¨quivalenzklassen von P(V ) heißen auch projekti-
ve Punkte und sind genau die Geraden in V durch den Ursprung, ohne den Nullvektor.
Fu¨r x ∈ V bezeichne x̂ die zu x geho¨rige A¨quivalenzklasse.
Definition 2.20 Sei V ein reeller Vektorraum der Dimension n ∈ N mit n > 0. Dieprojektive
Dimension (projektive) Dimension von P(V ) ist
dim(P(V )) = dim(V )− 1 = n− 1 .
Eine projektive Gerade bzw. eine projektive Ebene ist ein projektiver Raum der Di-
mension 1 bzw. 2.
Definition 2.21 Sei V ein reeller Vektorraum der Dimension n ∈ N mit n > 0 undhomogene
Koordinaten, x˜ Basis B = {b1, . . . , bn}. Sei a ∈ P(V ). Zu jedem x ∈ V \ {0} mit x̂ = a heißt die zu
x geho¨rige Familie (λi)1≤i≤n von Koordinaten auch Familie homogener Koordinaten
von a. Homogene Koordinaten unterscheiden sich um einen skalaren Faktor ungleich
Null. Das heißt: Sind x, y ∈ V \ {0} mit x̂ = a = ŷ mit zugeho¨rigen Koordinaten
(λi)1≤i≤n bzw. (µi)1≤i≤n, dann gibt es ein s ∈ R \ {0} mitλ1...
λn
 = s
µ1...
µn
 .
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x
yz
g
a
(a) projektiver Punkt und Punkt auf Ebene
x
yz
unendlich ferne Hyperebene
(b) Unendlich ferne Punkte
Abbildung 2.1: Projektive Ebene
Ist λn 6= 0, d.h., dass die letzte Koordinate ungleich Null ist, so kann ein eindeutiger
Repra¨sentant mit letzter Koordinate 1 gewa¨hlt werden. Die Koordinaten ko¨nnen daher
durch λn dividiert werden. Der Repra¨sentant wird mit x˜ bezeichnet:
x˜ :=

λ1
λn
...
λn−1
λn
1
 .
Definition 2.22 Sei V ein endlich dimensionaler reeller Vektorraum. projektive Ver-
vollsta¨ndigung,
unendlich ferne
Punkte
• P˜ := P(V × R) heißt projektive Vervollsta¨ndigung von V .
• H˜ := P(V × {0}) heißt die unendlich ferne Hyperebene in P˜ . Die Punkte von
H˜ heißen unendlich ferne Punkte.
• Die Abbildung
j : V −→ P˜ : x 7→ (̂x, 1)
heißt kanonische Einbettung von V in P˜ .
Die projektive Vervollsta¨ndigung des Rn entspricht also dem Rn vereinigt mit
unendlich fernen Punkten in jeder Richtung des Rn. Insbesondere ist R vereinigt
mit dem unendlich fernem Punkt die projektive Vervollsta¨ndigung von R.
Abbildung 2.1 veranschaulicht die projektive Vervollsta¨ndigung des R2, eine
projektive Ebene. Die Elemente sind Geraden durch den Ursprung im R3. Repra¨-
sentiert werden ko¨nnen sie z.B. durch einen Schnittpunkt mit einer festen Ebene,
parallel zur xy-Ebene (siehe Abbildung 2.1(a)). Geraden, die keinen Schnittpunkt
mit dieser Ebene haben, liegen in der xy-Ebene, der unendlich fernen Hyperebene.
Sie repra¨sentieren die unendlich fernen Punkte (siehe Abbildung 2.1(b)). Es gibt
pro Richtung im R2 einen unendlich fernen Punkt.
Definition 2.23 Sei V ein reeller Vektorraum und U linearer Teilraum von V . Sei projektiver
Teilraum
p : V \ {0} −→ P(V ) : x 7→ x̂
die kanonische Surjektion. Dann heißt das Bild von U \ {0} unter p, p(U \ {0})
projektiver Teilraum von P(V ).
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Lemma 2.24 (projektiver Teilraum)
Sei V ein reeller Vektorraum und U linearer Teilraum von V . Dann ist der projektive
Teilraum
p(U \ {0}) = P(U) ,
wobei p wieder die kanonische Surjektion von V \ {0} in P(V ) bezeichne.
Beweis. Bezeichne fu¨r u ∈ U \ {0} u⋆ die A¨quivalenzklasse von u bezu¨glich des
Raumes U . Dann ist fu¨r alle u ∈ U \ {0}, da U ein linearer Teilraum von V ist
u⋆ = {v ∈ U |∃λ ∈ R \ {0} : v = λu} = {v ∈ V |∃λ ∈ R \ {0} : v = λu} = p(u)
⇒ P(U) = {u⋆|u ∈ U \ {0}} = {p(u)|u ∈ U \ {0}} = p(U \ {0}) . 
Definition 2.25 Seien V , V ′ reelle Vektora¨ume und X˜ ein projektiver Teilraum vonprojektive
Abbildung P(V ), dann ist
f˜ : P(V ) \ X˜ −→ P(V ′)
eine projektive Abbildung , falls es einen Vektorraumhomomorphismus f : V −→ V ′
gibt, so dass P(ker(f)) = X˜ und f˜(x) = f({x}) fu¨r alle x ∈ P(V ) \ X˜ gilt.
X˜ heißt das Zentrum von f˜ .
Lemma 2.26 (Darstellung projektiver Abbildungen durch Matrizen)
Seien m,n ∈ N und (bi)1≤i≤n bzw. (b′i)1≤i≤m Basen von Rm bzw. Rn. Dann gibt es
zu jeder projektiven Abbildung f˜ : P(Rm) \ X˜ −→ P(Rn) eine Matrix A ∈ Rn×m,
so dass fu¨r homogene Koordinaten x = (x1, . . . , xm)
t von x̂ ∈ P(Rm) \ X˜ bezu¨glich
(bi)1≤i≤m y = Ax homogene Koordinaten von f˜(x̂) sind.
Beweis. Sei A ∈ Rn×m die darstellende Matrix von f : Rm −→ Rn bezu¨glich
der beiden Basen, dann ist fu¨r x ∈ Rm f(x) = Ax und f(λx) = λAx fu¨r alle
λ ∈ R \ {0}, d.h., dass f(x̂) = Âx ist. Damit ist f˜(x̂) = Âx. 
Lemma 2.27 (Bewegungen als projektive Abbildungen)
Sei g : Rn −→ Rn : x 7→ Rx + t eine Bewegung im Rn. Dann kann g als projektive
Abbildung in der projektiven Vervollsta¨ndigung P(Rn+1) des Rn interpretiert werden:
Seien fu¨r alle x = (x1, . . . , xn)
t ∈ Rn x˜ := (x1, . . . , xn, 1)t ∈ Rn+1 und
A :=
(
R t
0 1
)
∈ R(n+1)×(n+1) ,
dann ist mit
f : P(Rn+1) −→ P(Rn+1) : ŷ 7→ Ây
eine projektive Abbildung definiert und es gilt fu¨r alle x = (x1, . . . , xn)
t ∈ Rn mit
x˜ := (x1, . . . , xn, 1)
t ∈ Rn+1:
̂˜
g(x) = Âx˜ = f(̂˜x) .
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Beweis. Es gilt fu¨r alle x = (x1, . . . , xn)
t ∈ Rn:
(
g(x)
1
)
=
(
R t
0 1
)
x1
...
xn
1
 = A

x1
...
xn
1

und damit folgt die Behauptung. 
Mit Hilfe von projektiven Abbildungen in der projektiven Vervollsta¨ndigung lassen
sich Bewegungen als Matrizen darstellen. Dies vereinfacht in manchen Fa¨llen die
Berechnungen.
Wird die Rotationsmatrix in obigem Lemma durch eine beliebige Matrix ersetzt,
so wird eine Matrixdarstellung fu¨r affin lineare Abbildungen in der projektiven
Vervollsta¨ndigung des Ausgangsraumes gewonnen.
2.3 Weitere mathematische Grundlagen
Fu¨r diese Arbeit wurden noch weitere mathematische Grundlagen verwendet, die
hier kurz erla¨utert werden sollen.
Definition 2.28 Sei A = (aij)1≤i≤m, 1≤j≤n ∈ Rm×n, dann bezeichne Frobenius Norm
‖A‖F :=
√√√√ m∑
i=1
n∑
j=1
|aij |2
die Frobenius Norm der Matrix A. Sie erfu¨llt die Eigenschaft einer Norm (siehe z.B.
Schwarz (1988)).
Lemma 2.29 (Frobenius Norm und Spur)
Sei A = (aij)1≤i≤m, 1≤j≤n ∈ Rm×n, dann gilt
‖A‖2F = spur(AtA) .
Beweis.
spur(AtA) =
n∑
i=1
(AtA)ii =
n∑
i=1
m∑
l=1
aliali =
n∑
i=1
m∑
l=1
a2li = ‖A‖2F 
Satz 2.30 (Singula¨rwertzerlegung)
Sei A ∈ Rm×n, dann existieren orthogonale Matrizen
U =
(
u1 . . . um
) ∈ Rm×m und V = (v1 . . . vm) ∈ Rn×n
sowie eine Matrix
D = diag(σ1, . . . , σp) ∈ Rm×n
mit Eintra¨gen σ1 ≥ . . . ≥ σp ≥ 0 in den Diagonalelementen und p := min{m,n} fu¨r
die gilt
A = UDV t .
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Beweis. siehe z.B. Golub und Loan (1996) 
Wenn im Folgenden die Singula¨rwertzerlegung A = UDV t einer Matrix A ge-
nannt wird, sollen U und V orthogonale Matrizen und D eine Diagonalmatrix
mit Eintra¨gen gro¨ßer oder gleich Null bezeichnen.
Lemma 2.31 (Punkt ku¨rzesten Abstands)
Seien a, b, c, d ∈ R3 und g := {λa+ c|λ ∈ R}, h := {µb+ d|µ ∈ R} zwei Geraden im
Raum. Seien
λ0 :=
〈(d− c)× b, a× b〉
‖a× b‖2 und µ0 :=
〈(d− c)× a, a× b〉
‖a× b‖2 ,
dann gibt
λ0a+ c− µ0b− d
die ku¨rzeste Verbindung von g und h an. Das heißt insbesondere, falls sich g und h
in P ∈ R3 schneiden, ist P = λ0a+ c = µ0b+ d.
Verlaufen g und h parallel, d.h., dass a und b parallel sind, so existiert keine ein-
deutige ku¨rzeste Verbindung. Genau dann ist a × b = 0 und der Nenner in den
Geradenparametern λ0 und µ0 gleich Null.
Beweis. Beweis zum Schnittpunkt von zwei Geraden siehe z.B. Goldman (1990),
Beweis zum Punkt ku¨rzesten Abstands zweier windschiefer Geraden siehe z.B.
Fischer (1986), Seite 198. 
2.4 Nichtlineare Optimierung
Fu¨r die Kamerakalibrierung (siehe Kapitel 4) wird es no¨tig sein, eine nichtlineare
Fehlerfunktion zu minimieren, d.h., dass ein nichtlineares Optimierungsproblem
zu lo¨sen ist:
Gegeben: D ⊂ Rn, f : D −→ R stetig differenzierbar, nach unten beschra¨nkt und
nicht linear
Gesucht: x∗ := argmin
x∈D
f(x)
Eine notwendige Bedingung dafu¨r ist, dass der Gradient von f an der Stelle x∗
grad(f)(x∗) = 0 ist.
Als Spezialfall eines nichtlinearen Optimierungsproblems la¨sst sich die Methode
der kleinsten Fehlerquadrate beschreiben. Dabei sollen oft die Parameter x ∈ D so
gewa¨hlt werden, dass daraus berechnete Werte zu beobachteten bzw. gemessenen
Werten yi (i ∈ {1, . . . ,m}) mo¨glichst kleinen Abstand haben:
Gegeben: D ⊂ Rn, f(x) := ‖F (x)‖2 fu¨r alle x ∈ D stetig differenzierbar mit
F : D −→ Rm nicht linear, wobei F := (F1, . . . , Fm)t und fu¨r i ∈ {1, . . . ,m}
– Messwerte yi ∈ Rk
– gi : D −→ Rk
– Fi : D −→ R mit Fi(x) := ‖gi(x)− yi‖
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Gesucht: x∗ := argmin
x∈D
f(x), wobei f(x) =
m∑
i=1
Fi(x)
2 =
m∑
i=1
‖gi(x)− yi‖2
Hierbei sollten die Anzahl der Messwerte (viel) gro¨ßer sein als die Anzahl der ge-
suchten Parameter. Das Levenberg-Marquardt Verfahren und Gauss-Newton Ver-
fahren, z.B. unterstu¨tzen diese spezielle Form der Fehlerfunktion und operieren
mit der Funktion F anstatt mit f . Wa¨hrend z.B. die Verfahren nach Broyden-
Fletcher-Goldfarb-Shanno (BFGS) sowie Nelder-Mead von einer allgemeinen Feh-
lerfunktion ausgehen.
Ein nichtlineares Optimierungsproblem ist im Allgemeinen nicht analytisch lo¨s-
bar, d.h. ein numerisches Verfahren, ein nichtlineares Optimierungsverfahren ist
notwendig. Ausgehend von einem Startparametersatz x0 werden sukzessive neue
Parametersa¨tze xl generiert, die kleinere Fehlerwerte produzieren. Dazu werden
die Informationen des Gradienten (steilster Abstieg) von f bzw. die Jakobima-
trix von F verwendet. Diese ko¨nnen explizit angegeben werden oder numerisch
bestimmt werden, falls deren Berechnung zu komplex wird. Jedes Verfahren hat
dazu eigene Methoden neue Parameter zu berechnen (Schrittweitenregelung) und
hierbei oft noch verschiedene Varianten.
Die iterative Berechnung von Parametern wird abgebrochen, wenn der Fehler-
wert sich nicht bzw. kaum mehr a¨ndert, wenn der Gradient (fast) Null wird oder
wenn eine vorgegebene Maximalzahl von Iterationen erfolgt ist.
Da die Verfahren meist versuchen, die notwendige Bedingung einer Minimalstel-
le, der Gradient wird Null, zu erreichen, gibt es keine Garantie, dass das globale
Minimum gefunden wird. Das heißt, dass die Verfahren oft auch nur lokale Mi-
nima liefern. Dies ist zwar ein erheblicher Nachteil, jedoch ist es oft die einzige
Mo¨glichkeit eine Verbesserung der Startlo¨sung zu erreichen, wenn die Fehlerfunk-
tion zu komplex ist und keine Eigenschaften ersichtlich sind, die das Finden des
Minimums analytisch ermo¨glichen. Um diesen Nachteil etwas aufzuheben wer-
den oft verschiedene Verfahren angewandt und/oder verschiedene Startlo¨sungen
verwendet. Die Parameter mit dem kleinsten Fehlerwert werden dann gewa¨hlt.
Eine ausfu¨hrliche Beschreibung nichtlinearer Optimierung und verschiedener
Verfahren findet sich z.B. in Spellucci (1993) und Alt (2002).
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3
Grundlagen Kameramodelle und
Kamerasysteme
Dieses Kapitel dient dazu die Grundlagen verschiedener Kameramodelle und die
Zusammenha¨nge in einem Stereokamerasystem darzustellen. Dabei werden die be-
kannten Eigenschaften und Zusammenha¨nge, insbesondere im Hinblick auf Rand-
fa¨lle und Definiertheit, die dann fu¨r die praktische Umsetzung wichtig werden,
mit Beweisen erga¨nzt.
3.1 Kameramodelle und zugeho¨rige Kameraabbildungen
In diesem Abschnitt werden verschiedene Kameramodelle und die resultierenden
Kameraabbildungen erla¨utert: beginnend beim einfachen Lochkameramodell bis
hin zur Modellierung von Verzeichnungen.
3.1.1 Lochkameramodell
Eine Lochkamera, auch Camera Obscura genannt, ist eine dunkle Schachtel mit
einem kleinem Loch, durch das Licht eindringen kann, das ein auf dem Kopf
stehendes seitenverkehrtes Bild auf die gegenu¨berliegende Seite projiziert. Dieser
einfache Apparat war die erste Kamera, dessen Funktionsweise schon Aristote-
les bekannt war (Hecht (1999)). Abbildung 3.1(a) veranschaulicht die Abbildung
eines Objektes mittels einer Lochkamera und Abbildung 3.1(b) verdeutlicht die
Funktionsweise: ein Bildpunkt entsteht, indem man einen Punkt des Objektes mit
dem optischen Zentrum (dem Loch) verbindet und mit der Bildebene (Projekti-
onsfla¨che) schneidet.
Aus dieser Funktionsweise leitet sich das Lochkameramodell ab: dabei wird an-
genommen, dass das Loch, das Zentrum, infinitesimal klein ist, so dass es ma-
thematisch einem Punkt entspricht. In der Praxis wird dies nie erreicht, was zur
Folge hat, dass das Abbildungsverhalten einer realen Lochkamera nicht ganz dem
Lochkameramodell entspricht, aber von diesem doch gut modelliert wird, falls das
Loch nicht allzu groß wird.
Um das Lochkameramodell auch fu¨r Bilder, die mit herko¨mmlichen, Linsenka-
meras erzeugt wurden, anwenden zu ko¨nnen, also um die Seitenverkehrung vermei-
den zu ko¨nnen, wird die Bildebene, die Projektionsfla¨che zwischen Zentrum und
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Kamera
Objekt
(a) Bild eines Objektes
Bildebene
Zentrum
(b) Abbildungsfunktion
Zentrum
(c) angepasste Funktion
Abbildung 3.1: Abbilden eines Objektes mit einer Lochkamera
Objekt geschoben, wie in Abbildung 3.1(c) zu sehen ist. Mit dieser verschobenen
Projektionsfla¨che, wird nun die Lochkamera definiert.
Definition 3.1 Eine Lochkamera besteht aus einem Punkt, dem optischen Zentrum,Lochkamera
und einer Ebene im 3-dimensionalen Raum, auf die das Bild projiziert wird. Diese
Ebene wird als Bildebene bezeichnet. Wenn Bezug auf die Position des optischen
Zentrums genommen wird, wird es nachfolgend auch als Kamerazentrum oder als
Zentrum der Kamera bezeichnet.
Definition 3.2 Die orthogonale Projektion des optischen Zentrums auf die BildebeneHauptpunkt
heißt Hauptpunkt.
Definition 3.3 Der Strahl ausgehend vom optischen Zentrum durch den Hauptpunktoptische Achse
heißt optische Achse.
Definition 3.4 Die abku¨rzenden Schreibweisen fu¨r die Ebenen{z = 1},
{z = 0},
xy-Ebene {z = 1} := {(x, y, z)t ∈ R3|z = 1} und
{z = 0} := {(x, y, z)t ∈ R3|z = 0}
werden im Folgenden verwendet. {z = 0} entspricht der xy-Ebene.
Nun kann der Abbildungsprozess mittels einer Lochkamera mathematisch be-
schrieben werden.
Der erste Schritt jeder Kameraabbildung ist die Umrechnung von Referenzko-
ordinaten in Kamerakoordinaten: Abbildung 3.2(a) veranschaulicht dies schema-
tisch.
Definition 3.5 Ein Referenzkoordinatensystem ist ein rechtwinkliges affines Koordi-Referenz-
koordinaten-
system
natensystem im R3, bezu¨glich dessen die Koordinaten aller Objekte im 3-dimensionalen
Raum gegeben sind.
Das Referenzkoordinatensystem ist einmal eindeutig festzulegen. Es kann etwa
durch ein Objekt bestimmt werden. Punkte darauf sind in Koordinaten bezu¨glich
des Objekts gegeben.
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Definition 3.6 Ein Kamerakoordinatensystem ist ein rechtwinkliges affines Koor- Kamera-
koordinaten-
system
dinatensystem, das durch eine Bewegung aus dem Referenzkoordinatensystem her-
vorgeht. Dabei sei der Ursprung im optischen Zentrum, die xy-Ebene parallel zur
Bildebene und die positive z-Richtung die optische Achse. Als Einheit wird die Einheit
des Referenzkoordinatensystems, eine metrische Einheit, beibehalten.
Definition 3.7 Sei R ∈ R3×3 ein Rotationsmatrix und t ∈ R3 ein Translationsvektor, T
Transformation
Referenz- nach
Kamerakoordi-
naten
so dass die Transformation T ∈ G, definiert durch
T : R3 −→ R3 : x 7→ Rx+ t ,
die Bewegung der Koordinaten des Referenzkoordinatensystems in die Koordinaten
des Kamerakoordinatensystems beschreibt.
Die Einheit eines Koordinatensystems wird durch eine Rotation und eine Trans-
lation nicht gea¨ndert. Darum hat das Kamerakoordinatensystem dieselbe Einheit
wie das Referenzkoordinatensystem.
Definition 3.8 Die Transformation T la¨sst sich mit 6 Parametern beschreiben: 3 extrinsische
ParameterParameter fu¨r die Rotation, 3 Parameter fu¨r die Translation (siehe Definition 2.17).
Diese 6 Parameter heißen extrinsische Parameter.
Der na¨chste Schritt jeder Kameraabbildung ist eine Projektion auf die Ebene
{z = 1} des Kamerakoordinatensystems. Hier werden 3D-Daten auf 2D-Daten
projiziert (vgl. Abbildung 3.2(b)).
Definition 3.9 Die Abbildung Pz Projektion
auf {z = 1}
Pz :R
2 × R \ {0} −→ R2 :
xy
z
 7→ (xzy
z
)
heißt die Projektion auf die {z = 1}-Ebene.
Pz ist im projektiven Sinn nur die Auswahl des Repra¨sentanten in der A¨quiva-
lenzklasse.
Lemma 3.10
Die Abbildung Pz ist nicht injektiv, das Urbild eines Punktes (u, v)
t unter Pz ist ein
Gerade durch den Ursprung ohne den Ursprung selbst. Genauer gilt:
P−1z
({(
u
v
)})
=
s
uv
1
 |s ∈ R \ {0}
 .
Der Abschluss des Urbilds eines Punktes (u, v)t unter Pz ist dann eine Gerade durch
den Ursprung:
P−1z
({(
u
v
)})
=
s
uv
1
 |s ∈ R
 .
XY
Z
x
y z
T
Referenzkoordinaten
Kamerakoordinaten
(a) T
x
y z
{z = 1}
1
Pz
(b) Pz
x
y z
{z = 1}
f
u = fxdu
v
P
c0
Pixelkoordinatensystem
(c) P
Abbildung 3.2: Abbildung nach dem Lochkameramodell
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Beweis. Sei (u, v)t ∈ R2, dann ist
P−1z ({(u, v)t}) = {(x, y, z)t ∈ R3|z 6= 0 ∧
x
z
= u ∧ y
z
= v}
= {s(u, v, 1)t|s ∈ R \ {0}} .
Zum Abschluss dieser Menge kommt dann noch der Ursprung dazu. 
P−1z liefert im projektiven Sinn zu einem speziellen Repra¨sentanten wieder die
A¨quivalenzklasse.
Der Ursprung ist im Urbild nicht enthalten, er kommt erst im Abschluss dazu.
Damit die allgemeine Form des Urbilds, eine Gerade, beschrieben werden kann
wird dieser Punkt oft zum Urbild dazu genommen, ohne vom Abschluss zu spre-
chen. Im Folgenden wird dies, wenn es um die Form von Urbildern geht, auch
verwendet, allerdings bei Fragen nach den Defintionsbereichen wird das Urbild
vom Abschluss unterschieden.
Anschließend erfolgt die Umrechnung des metrischen Kamerakoordinatensy-
stems in das Pixelkoordinatensystem. Abbildung 3.2(c) veranschaulicht dieses
Vorgehen.
Definition 3.11 Unter Brennweite versteht man den Abstand (> 0) des optischen Brennweite
Zentrums von der Bildebene, der xy-Ebene des Kamerakoordinatensystems. Oft wird
sie in der Literatur mit f bezeichnet. Sie legt u.a. fest, wie groß das Objekt im Bild
im Kamerakoordinatensystem erscheint.
Physikalisch gesehen ist ein Pixel ein Bildelement des Sensors, der das Bild erfasst.
Fu¨r die Modellierung hier ist ein Pixel lediglich ein Punkt im Pixelkoordinatensy-
stems, das nicht ganzzahlig sein muss und dessen Gro¨ße sich von der physikalischen
Gegebenheit des Sensorelements ableitet, wie im Folgenden dargestellt wird.
Definition 3.12 Die Sensorelementbreite du > 0 bzw. die Sensorelementho¨he dv > 0 Sensorelement-
breite und
-ho¨he
seien die Breite bzw. die Ho¨he eines Sensorelements, einer Einheit im Pixelkoordina-
tensystem, gemessen in der metrischen Einheit des Kamerakoordinatensystems.
Definition 3.13 Ein Pixelkoordinatensystem ist ein nicht notwendigerweise recht- Pixelkoor-
dinatensystemwinkliges affines Koordinatensystem in R2. Die Einheiten sind Sensorelementbreite
bzw. Sensorelementho¨he. Pixelkoordinaten mu¨ssen nicht notwendigerweise ganzzah-
lig sein.
Definition 3.14 Die orthogonale Projektion des optischen Zentrums auf die Bilde- c0 Hauptpunkt
bene, der Hauptpunkt, in Pixelkoordinaten sei c0 ∈ R2 mit
c0 :=
(
u0
v0
)
.
Abbildung 3.3 skizziert den U¨bergang zu Pixelkoordinaten, auch unter Beru¨ck-
sichtigung von Scherungseffekten: eine lineare Verzerrung in einer, hier der ersten,
Koordinate. Diese Verzerrungen entstehen, wenn z.B. die Achsen des Pixelko-
ordinatensystems nicht ganz senkrecht aufeinander stehen. Dies passiert, wenn
beispielsweise die Elemente eines CCD-Arrays durch Fertigungstoleranzen nicht
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x{z = 1}
f
u′ 1
u0
du
0
0
Zentrum
Pixelebene
(a) ohne Scherung
u
u′
v′
ϕ ϕ
(u′, v′) (u, v)
(b) mit Scherung
Abbildung 3.3: Von metrischen Koordinaten zu Pixelkoordinaten
absolut rechtwinklig sind. Eine Verkippung der Linsen kann auch zu diesem Effekt
fu¨hren.
In Abbildung 3.3(a) wird schematisch die Umrechnung der ersten Koordinate x
eines Punktes (x, y) von der {z = 1}-Ebene in die erste Koordinate u′ der Pixele-
bene dargestellt. Aufgrund des Strahlensatzes ergibt sich fu¨r beide Koordinaten:
u′du
x
=
f
1
⇒ u′ = fx
du
und
v′dv
y
=
f
1
⇒ v′ = fy
dv
.
Beru¨cksichtigt man den Scherungseffekt bei einemWinkel ϕ (vgl. Abbildung 3.3(b)),
so werden die eben errechneten Pixelkoordinaten (u′, v′) noch wie folgt zu (u, v)
transformiert. Aufgrund der Eigenschaften eines rechtwinkligen Dreiecks bei (u, v)
ergibt sich insbesondere fu¨r u:
v = v′ =
f
dv
y und
cot(ϕ) =
cos(ϕ)
sin(ϕ)
=
u− u′
v′
⇒ u = cot(ϕ)v + u′ = f
du
x+ cot(ϕ)
f
dv
y .
Verschiebt man die so erhaltenen Koordinaten noch um den Hauptpunkt c0 =
(u0, v0), so erha¨lt man die endgu¨ltigen Pixelkoordinaten.
Die Brennweite f tritt nur in Verbindung mit Sensorelementbreite und Senso-
relementho¨he auf, also werden sie zu einer Variablen zusammengefasst.
Definition 3.15 Die Skalierungsfaktoren α und β sowie der Scherungsparameter γα, β, γ
seien wie folgt definiert:
α :=
f
du
> 0
β :=
f
dv
> 0
γ :=
f cot(ϕ)
dv
.
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In der Literatur sind beide Versionen, die zusammengefasste mit Skalierungs-
faktoren und Scherungsparameter (z.B. Zhang (1998)) und die ausfu¨hrliche (z.B.
Tsai (1987)) mit Brennweite und Gro¨ße des Sensorelements, vorzufinden.
Damit la¨sst sich die Transformation von der {z = 1}-Ebene in die gescherte
Pixelebene wie folgt zusammenfassen:
Definition 3.16 Seien α, β ∈ R+ und γ ∈ R, dann heißt Transformation
nach Pixel, P
P :R2 −→ R2 :
(
u
v
)
7→ L
(
u
v
)
+ c0 =
(
α γ
0 β
)(
u
v
)
+
(
u0
v0
)
,
wobei L :=
(
α γ
0 β
)
∈ R2×2 ist,
Transformation in Pixelkoordinaten oder kurz: Transformation nach Pixel.
Lemma 3.17 (Invertierung P )
P ist invertierbar, weil α > 0 und β > 0 sind. Es gilt fu¨r (u, v)t ∈ R2
P−1((u, v)t) = L−1
(
(u, v)t − c0)
)
=
(
1
α(u− u0)− γαβ (v − v0)
1
β (v − v0)
)
.
Insbesondere ist
L−1 =
1
αβ
(
β −γ
0 α
)
=
(
1
α
−γ
αβ
0 1β
)
.
Beweis.
L
(
1
α
−γ
αβ
0 1β
)
=
(
α γ
0 β
)( 1
α
−γ
αβ
0 1β
)
=
(
1 0
0 1
)
=
(
1
α
−γ
αβ
0 1β
)
L
⇔ L−1 =
(
1
α
−γ
αβ
0 1β
)
P−1((u, v)t) = L−1((u, v)t − c0) =
(
1
α(u− u0)− γαβ (v − v0)
1
β (v − v0)
)

Definition 3.18 Die Teilabbildungen der Kameraabbildung, die nur innerhalb des intrinsische
Parameter, ΠKamerasystems stattfinden, werden mit Π, der intrinsischen Abbildung, zusammen-
gefasst:
Π : R2 × R \ {0} −→ R2 : x 7→ P ◦ Pz(x) .
Die Parameter, die diese Abbildung festlegen, α, β, γ, u0 und v0, heißen intrinsische
Parameter der Lochkameraabbildung. IL bezeichne die Menge aller intrinsischen Ab-
bildungen. Die Abbildung
Λ : R+ × R+ × R× R2 −→ IL : (α, β, γ, u0, v0) 7→ Π ,
wobei Π wie oben definiert ist, ordnet intrinsischen Parameter die zugeho¨rige intrin-
sische Abbildung zu.
Nun kann die vollsta¨ndige Lochkameraabbildung definiert werden:
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Definition 3.19 Eine (Kamera)-Abbildung gema¨ß dem Lochkameramodell ist eineLochkamera-
modell Abbildung
K : R3 \ T−1({z = 0}) −→ R2 : x 7→ Π ◦ T (x) = P ◦ Pz ◦ T (x) .
Sie ist definiert fu¨r alle x ∈ R3 mit T (x) ∈ R2 × R \ {0}.
Das optische Zentrum in Referenzkoordinaten ist −Rtt, weil T (−Rtt) = −RRtt+t =
0 ist.
K bezeichne die Menge aller Kameraabbildungen. Die Abbildung
F : [0; 2pi[3×R3 × (R+)2 × R3 −→ K :
(λ1, λ2, λ3, t1, t2, t3, α, β, γ, u0, v0) 7→ Λ(α, β, γ, u0, v0)︸ ︷︷ ︸
Π
◦Γ(λ1, λ2, λ3, t1, t2, t3)︸ ︷︷ ︸
T
ordnet den extrinsischen und intrinsischen Parametern die zugeho¨rige Kameraabbil-
dung zu.
Manchmal wird der Definitionsbereich der Kameraabbildung auch weiter einge-
schra¨nkt: Es sollen nur Objekte vor (und nicht hinter) der Kamera abgebildet
werden, d.h., dass K definiert ist fu¨r alle x ∈ R3 mit T (x) ∈ R2 × R+
Die Begriffe intrinsische Abbildung und intrinsische Parameter werden fu¨r meh-
rere Kameramodelle verwendet, obwohl die Abbildung und die Parameter je nach
Modell variieren. Aus dem Zusammenhang wird aber klar, welche gemeint sind.
Oft wird die Kameraabbildung des Lochkameramodells mittels homogenen Ko-
ordinaten dargestellt (siehe z.B. Faugeras (1993)):
Definition 3.20 Sei T die Transformation von Referenz- zu KamerakoordinatenT˜ , P˜ , K˜
durch die Rotationsmatrix R und den Translationsvektor t gegeben. P bezeichne
die Umrechnung in Pixelkoordinaten, dann werden T˜ , P˜ und K˜ durch
T˜ :=
(
R t
) ∈ R3×4, P˜ :=
α γ u00 β v0
0 0 1
 ∈ R3×3 und K˜ := P˜ T˜
definiert.
Lemma 3.21 (A¨quivalenz K und K˜)
Sei m := (x, y, z)t ∈ R3 mit T (m) ∈ R2 × R \ {0}, dann gilt:
K
xy
z
 = (u
v
)
⇔ ∃s ∈ R \ {0} : K˜

x
y
z
1
 = s
uv
1
 .
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Beweis. Seien m ∈ R3, p ∈ R2 und T (m) = m′ := (m′1,m′2,m′3)t mit m′3 6= 0
sowie m˜ := (x, y, z, 1)t, dann gilt:
K˜

x
y
z
1
 = K˜m˜ = P˜ T˜ m˜ = P˜ (R t)

x
y
z
1
 = P˜ (Rm+ t) = P˜ T (m)
= P˜m′ =
α γ u00 β v0
0 0 1
m′1m′2
m′3
 =
L(m′1m′2
)
0
+m′3
u0v0
1

= m′3

L
m′1m′3
m′2
m′3

0
+
u0v0
1

 = m′3(P ◦ Pz(m′)1
)
= m′3
(
P ◦ Pz ◦ T (m)
1
)
= m′3︸︷︷︸
=:s
(K(m)
1
)
= s
K
xy
z

1
 . 
Definition 3.22 Die beschreibende Gleichung der Kameraabbildung mittels homoge- Lochkamera-
gleichungner Koordinaten,
∃s ∈ R \ {0} : K˜

x
y
z
1
 = s
uv
1
 ,
heißt Lochkameragleichung (engl. pinhole equation).
In der projektiven Vervollsta¨ndigung von R3 bzw. R2 ist die Kameraabbildung
damit eine projektive Abbildung und la¨sst sich als Matrix darstellen. Im Folgenden
wird daher fu¨r einen 3D-Punkt M := (x, y, z)t der Repra¨sentant mit letzter Ko-
ordinate Eins aus der projektiven Vervollsta¨ndigung des R3 mit M˜ := (x, y, z, 1)t
bezeichnet. Diese Benennung wird auch bei Punkten in Pixelkoordinaten bzw. in
der {z = 1}-Ebene m := (u, v)t verwendet: m˜ := (u, v, 1)t.
Lemma 3.23 (Invertierung P˜ )
P˜ ist invertierbar, weil α > 0 und β > 0 sind. Es gilt
P˜−1 =M :=
 1α − γαβ γv0−βu0αβ0 1β −v0β
0 0 1
 = 1
αβ
β −γ γv0 − βu00 α −αv0
0 0 αβ
 .
Beweis. Es gilt P˜M =MP˜ = I 
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Lemma 3.24 (Urbild eines Pixels)
Das Urbild eines Pixels, eines Punktes (u, v)t in Pixelkoordinaten, unter der Lochka-
meraabbildung K ist eine Gerade im Raum durch (u, v)t in 3D-Koordinaten des Re-
ferenzkoordinatensystems und das Kamerazentrum ohne das Kamerazentrum selbst.
Der Abschluss des Urbilds ist dann diese Gerade im Raum inklusive des Kamerazen-
trums. Genauer gilt:
K−1({(u, v)t}) =
 sαβRt
β(u− u0)− γ(v − v0)α(v − v0)
αβ
−Rtt|s ∈ R \ {0}

bzw. K−1({(u, v)t}) =
 sαβRt
β(u− u0)− γ(v − v0)α(v − v0)
αβ
−Rtt|s ∈ R
 .
Beweis.
K−1({(u, v)t}) = (P ◦ Pz ◦ T )−1 ({(u, v)t}) = T−1 ◦ P−1z ◦ P−1({(u, v)t})
= T−1 ◦ P−1z ({L−1((u, v)t − c0)})
= T−1
s 1αβ
β(u− u0)− γ(v − v0)α(v − v0)
αβ
 |s ∈ R \ {0}


= Rt
 sαβ
β(u− u0)− γ(v − v0)α(v − v0)
αβ
− t|s ∈ R \ {0}


=
 sαβRt
β(u− u0)− γ(v − v0)α(v − v0)
αβ
−Rtt|s ∈ R \ {0}

Das Kamerazentrum bzgl. des Referenzkoordinatensystems, −Rtt, ist darin nicht
enthalten, da s 6= 0 und der Richtungsvektor der Geraden nicht der Nullvektor
ist. Zum Abschluss kommt dann noch das Kamerazentrum, der Punkt fu¨r s = 0,
hinzu. Der Punkt (u, v)t hat folgende 3D-Koordinaten im Referenzkoordinaten-
systems: T−1
((
P−1((u, v)t)
1
))
und liegt somit auch auf der Geraden. 
Lemma 3.25 (Urbild einer Gerade)
Sei g := {λ(u, v)t+(a, b)t|λ ∈ R} eine Gerade im Bild einer Lochkamera, dann ist der
Abschluss des Urbilds dieser Geraden unter der Lochkameraabbildung K eine Ebene,
die das Kamerazentrum und die Gerade (in 3D-Koordinaten des Referenzkoordinaten-
systems) selbst entha¨lt.
Beweis. Sei λ ∈ R. Nach Lemma 3.24 ist
K−1({λ(u, v)t + (a, b)t})
=
 sαβRt
β(λu+ a− u0)− γ(λv + b− v0)α(λv + b− v0)
αβ
−Rtt|s ∈ R

⇒K−1({g})
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=
 sαβRt
β(a− u0)− γ(b− v0)α(b− vo)
αβ
+ λs
αβ
Rt
βu− γvαv
0
−Rtt|λ, s ∈ R

=
 sαβRt
β(a− u0)− γ(b− v0)α(b− v0)
αβ
+ µ
αβ
Rt
βu− γvαv
0
−Rtt|µ, s ∈ R
 .
Dies beschreibt eine Ebene im R3. Das Kamerazentrum bzgl. des Referenzko-
ordinatensystems, −Rtt, liegt darauf (setze s = µ = 0). Da jeder Punkt der
Geraden auf der Urbildgeraden liegt (nach Lemma 3.25), ist die Gerade g in 3D-
Koordinaten des Referenzkoordinatensystems in dieser Ebene enthalten. 
Lemma 3.26 (Bild einer Geraden)
Sei g eine Gerade im Raum bzgl. des Referenzkoordinatensystems mit T (g) ∩ {z =
0} 6= T (g). Das Bild der Geraden g unter der Lochkameraabbildung ist
• ein Punkt im Bild, falls die Gerade g durch das Kamerazentrum geht
• oder eine Gerade im Bild, falls g das Zentrum nicht entha¨lt.
Ist T (g) ∩ {z = 0} einelementig, so ist fu¨r diesen Schnittpunkt die Abbildung nicht
definiert. Dieser Punkt muss aus der Geraden ausgenommen werden.
Beweis. T (g) ∩ {z = 0} 6= T (g) heißt, dass g nicht in der xy-Ebene des Kame-
rakoordinatensystems ist, denn fu¨r diese Punkte ist die Kameraabbildung nicht
definiert. Fu¨r die beiden Fa¨lle werden verschiedene Darstellungen einer Geraden
im R3 genutzt:
1. Fall: g entha¨lt das Kamerazentrum, den Ursprung des Kamerakoordinatensy-
stems:
Seien x := (x1, x2, x3)
t, a := (a1, a2, a3)
t ∈ R3 und g = {sx + a|s ∈ R} die
Gerade im Raum, dann ∃s ∈ R : T (sx+ a) = 0. Sei s′ ∈ R mit T (s′x+ a) =
s′Rx+Ra+ t = 0.
Die transformierte Gerade T (g) ist wieder eine Gerade im Raum:
T (g) = {T (sx+ a)|s ∈ R} = {sRx+Ra+ t|s ∈ R} .
Die Teilmenge dieser Geraden fu¨r die die Kameraabbildung definiert ist, sei
T (g)′ := {T (sx+ a)|s ∈ R \ {s′}} .
Dann gilt
K(g) = P ◦ Pz(T (g)′) = P ◦ Pz
({sRx+Ra+ t|s ∈ R \ {s′}})
= P ◦ Pz
({sRx− s′Rx|s ∈ R \ {s′}})
= P ◦ Pz
({(s− s′)Rx|s ∈ R \ {s′}})
= P ◦ Pz
({λy|λ ∈ R \ {0} ∧ y := (y1, y2, y3)t := Rx})
= P
((
y1
y3
,
y2
y3
)t)
.
Dabei ist y3 6= 0, weil T (g)′ nicht in der {z = 0} Ebene liegen soll. Das Bild
der Geraden ist ein einziger Punkt.
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2. Fall: g entha¨lt das Kamerazentrum nicht:
In diesem Fall wird die Darstellung der Geraden g als Schnitt zweier Ebenen
genutzt: seien n := (n1, n2, n3)
t, m := (m1,m2,m3)
t ∈ R3 die Normalen-
vektoren dieser Ebenen und seien d1, d2 ∈ R die orientierten Absta¨nde der
Ebenen zum Nullpunkt, dann ist g = {x ∈ R3|ntx+ d1 = 0∧mtx+ d2 = 0}
Wiederum ist die transformierte Gerade eine Gerade im Raum:
T (g) = {Rx+ t|x ∈ R3 ∧ ntx+ d1 = 0 ∧mtx+ d2 = 0}
= {y ∈ R3|ntRt(y − t) + d1 = 0 ∧mtRt(y − t) + d2 = 0}
= {y ∈ R3|(Rn︸︷︷︸
=:n′
)ty−(Rn)tt+ d1︸ ︷︷ ︸
=:d′1
= 0 ∧ (Rm︸︷︷︸
=:m′
)ty−(Rm)tt+ d2︸ ︷︷ ︸
=:d′2
= 0} .
Nach Voraussetzung ist 0 /∈ T (g), d.h. o.B.d.A. d′2 6= 0.
Die Menge der Punkte fu¨r die die Kameraabbildung definiert ist, sei
T (g)′ := {y ∈ R2 × R \ {0}|n′ty + d′1 = 0 ∧m′ty + d′2 = 0} .
Dann gilt
K(g) = P ◦ Pz(T (g)′)
= P ({(y1
y3
,
y2
y3
)t ∈ R2|n′1y1 + n′2y2 + n′3y3 + d′1 = 0∧
m′1y1 +m
′
2y2 +m
′
3y3 + d
′
2 = 0 ∧ y3 6= 0})
= P ({(z1, z2)t ∈ R2|n′1z1 + n′2z2 + n′3 +
d′1
y3
= 0∧
m′1z1 +m
′
2z2 +m
′
3 +
d′2
y3
= 0 fu¨r y3 6= 0})
= P ({(z1, z2)t ∈ R2|n′1z1 + n′2z2 + n′3 +
d′1
y3
= 0∧
y3 =
d′2
−m′1z1 −m′2z2 −m′3
})
= P ({(z1, z2)t ∈ R2|n′1z1 + n′2z2 + n′3+
+
d′1
d′2
(−m′1z1 −m′2z2 −m′3) = 0})
= P ({(z1, z2)t ∈ R2| (n′1 −
d′1
d′2
m′1)︸ ︷︷ ︸
=:l′1
z1 + (n
′
2 −
d′1
d′2
m′2)︸ ︷︷ ︸
=:l′2
z2+
+ n′3 −
d′1
d′2
m′3︸ ︷︷ ︸
=:e1
= 0})
= P ({z ∈ R2|ltz + e = 0} = {Lz + c0 ∈ R2|l′tz + e = 0}
= {u ∈ R2|l′tL−1u−l′tL−1c0 + e︸ ︷︷ ︸
=:e2
= 0}
= {u ∈ R2|((L−1)tl′︸ ︷︷ ︸
=:l
)tu+ e2} .
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Die Menge stellt eine Gerade dar. Denn wa¨re l = 0, so wa¨re l′ = 0, da
l = (L−1)tl′ ist und L vollen Rang hat, d.h. l′ = (l′1, l
′
2) = 0. Da l
′
1 =
n′1 − d
′
1
d′2
m′1 = 0 und l
′
2 = n
′
2 − d
′
1
d′2
m′2 = 0 sind, folgt damit d
′
2n
′
1 = d
′
1m
′
1 und
d′2n
′
2 = d
′
1m2. Die Gerade g wurde als Schnitt zweier Ebenen dargestellt,
somit sollen die Ebenen nicht parallel liegen, d.h. n = Rtn′ und m = Rtm′
mu¨ssen linear unabha¨ngig sein. D.h., dass n′ und m′ linear unabha¨ngig sein
mu¨ssen. Insgesamt muss damit d′2n
′
3 6= d′1m′3 sein. Dann ist aber
T (g)′ = {(y1, y2, y3)|y3 6= 0 ∧ n′1y1 + n′2y2 + n′3y3 + d′1 = 0∧
d′2
d′1
(n′1y1 + n
′
2y2 +
d′1
d′2
m′3y3 + d
′
1) = 0}
⇒ T (g)′ = {(y1, y2, y3)|y3 6= 0∧
d′2
d′1
(−n′3y3 − d′1 +
d′1
d′2
m′3y3 + d
′
1) =
d′2
d′1
y3(−n′3 +
d′1
d′2
m′3) = 0}
⇒ T (g)′ = {(y1, y2, y3)|y3 6= 0 ∧ y3(−d
′
2
d′1
n′3 +m
′
3) = 0}
⇒ T (g)′ = {(y1, y2, y3)|y3 6= 0 ∧m′3 =
d′2
d′1
n′3}
⇒ T (g)′ = {(y1, y2, y3)|y3 6= 0 ∧ d′2n′3 = d′1m′3}
⇒ T (g)′ ist damit die leere Menge.
Dann ist auch T (g) und somit auch g die leere Menge, was im Widerspruch
zur Annahme, eine Gerade zu sein, steht. Somit war die Annahme l = 0
falsch und die dargestellte Menge bildete eine Gerade. 
Die Tatsache, dass Geraden wieder auf Geraden abgebildet werden ist eine cha-
rakteristische Eigenschaft des Lochkameramodells, die bei Beru¨cksichtigung von
Verzeichnungen verloren geht, wie in Abschnitt 3.1.2 gezeigt wird.
3.1.2 Kameramodelle mit Verzeichnung
Reale Linsenkameras zeigen Verzerrungen der Geometrie in den Bildern. Diese
Eigenschaften kann das Lochkameramodell nicht wiedergeben, so dass es um die
Modellierung von Verzeichnungen erweitert wurde.
3.1.2.1 Radiale Verzeichnungen
Die Verzeichnung mit dem gro¨ßtem Einfluss ist die radiale Verzeichnung (vgl. z.B.
Devernay und Faugeras (2001) oder Tsai (1987)). Sie ru¨hrt von der Kru¨mmung der
Linsen her, die radialsymmetrisch gefertigt werden, und ist oft mit bloßem Auge
erkennbar sind: Geraden werden besonders am Bildrand gekru¨mmt. Je nachdem,
ob die Kru¨mmung zur Bildmitte oder weg davon verla¨uft, spricht man von kis-
senfo¨rmiger oder tonnenfo¨rmiger Verzeichnung. Abbildung 3.4(a) stellt ein recht-
winkliges Gitter dar, wa¨hrend die Abbildungen 3.4(b) und 3.4(c) das Gitter mit
kissenfo¨rmiger und tonnenfo¨rmiger Verzeichnung veranschaulichen.
Die radiale Verzeichnung ist deutlich bei Weitwinkelobjektiven zu beobachten.
Die Kru¨mmung wird sta¨rker, je weiter der Bildpunkt vom Hauptpunkt (bzw.
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(a) Gitter (b) kissenfo¨rmig (c) tonnenfo¨rmig
Abbildung 3.4: Gitter, kissenfo¨rmig und tonnenfo¨rmig verzeichnet
Abbildung 3.5: Beispiel tonnenfo¨rmig verzeichnetes Bild
dem Verzeichnungszentrum) entfernt ist. Bildpunkte, die gleichen Abstand zum
Verzeichnungszentrum haben, werden gleich stark verzeichnet. Die Verzerrungs-
funktion ist also eine Funktion, die vom Abstand des Bildpunktes vom Verzeich-
nungszentrum, dem Radius, und der Position des Bildpunktes abha¨ngt.
In Abbildung 3.5 ist ein reale Aufnahme einer Szene mit einem Weitwinkelob-
jektiv dargestellt. Die tonnenfo¨rmige Verzeichnung ist deutlich in der gekru¨mmten
Linie zu sehen, die die Wand mit der Decke bildet.
3.1.2.1.1 Klassische radiale Verzeichnungsfunktion Die (klassische) radiale Ver-
zeichnungsfunktion ist eine Funktion abha¨ngig vom Abstand eines Bildpunktes
zum Verzeichnungszentrum, dem Radius, die Punkte la¨ngs deren radialen Rich-
tungen verschiebt. Die additive A¨nderung des Radius durch diese Verschiebung
ist eine Potenzreihe
∞∑
i=1
kir
2i+1 ,
wobei ki ∈ R die (radialen) Verzeichnungskoeffizienten sind (Atkinson (1996) und
Slama (1980)). Diese Reihendarstellung wird von den sog. Seidel Aberrationen
und der Konvergenz der Potenzreihendarstellung der trigonometrischen Funktio-
nen hergeleitet (Atkinson (1996)). Sie kodiert den Tangens des Ausfallwinkels
eines Lichtstrahls, der auf die Linse trifft und nicht gleich dem Einfallswinkel sein
muss (Luhmann (2003)). In der geometrischen Optik wird angenommen, dass die
Potenzreihe fu¨r die realen Beobachtungen des Radius konvergiert und umkehrbar
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ist, da der Weg des Lichtstrahl umkehrbar ist. Die Funktion
ρ∞ : R −→ R : r 7→ r +
∞∑
i=1
kir
2i+1 = r
(
1 +
∞∑
i=1
kir
2i
)
(3.1)
bildet den Radius eines unverzeichneten Bildpunktes auf den Radius eines ver-
zeichneten Bildpunktes ab.
Ein Bildpunkt in Polarkoordinaten (ϕ, r) wird abgebildet durch
(
ϕ
r
)
7→
 ϕ
r
(
1 +
∞∑
i=1
kir
2i
) , (3.2)
diese Polarkoordinaten entsprechen folgenden kartesischen Koordinaten:
r
(
cos(ϕ)
sin(ϕ)
)
7→ r
(
1 +
∞∑
i=1
kir
2i
)(
cos(ϕ)
sin(ϕ)
)
.
Die radiale Verzeichnungsfunktion la¨sst sich damit in kartesischen Koordinaten
schreiben:
δr,∞ : R
2 −→ R2 :
(
x
y
)
7→
(
1 +
∞∑
i=1
ki(x
2 + y2)i
)(
x
y
)
(3.3)
In der Praxis ist eine (unendliche) Potenzreihe nicht handhabbar, daher wird die
Potenzreihe an einer bestimmten Stelle abgebrochen.
Die Verzeichnungsfunktion wird in der {z = 1}-Ebene modelliert, deren Koor-
dinatenursprung auch das Verzeichnungszentrum ist:
Definition 3.27 Fu¨r D ∈ N und k1, . . . , kD ∈ R definieren radiale
Verzeichnungs-
funktion δr und
ρρD : R
2 −→ R :
(
u
v
)
7→
D∑
i=1
ki(u
2 + v2)i =
D∑
i=1
kir
2i mit r2 := u2 + v2 und
δr,D : R
2 −→ R2 :
(
u
v
)
7→
(
1 + ρ
(
u
v
))(
u
v
)
=

u+ u
D∑
i=1
ki(u
2 + v2)i
v + v
D∑
i=1
ki(u
2 + v2)i

die radiale Verzeichnungsfunktion. Ist D aus dem Zusammenhang bekannt, werden
ρD und δr,D kurz mit ρ und δr bezeichnet. D bezeichne die Menge aller radialen
Verzeichnungsfunktionen und die Funktion
∆r : R
D → D : (k1, . . . , kD) 7→ δr
ordne den Verzeichnungsparametern die zugeho¨rige radiale Verzeichnungsfunktion
zu.
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{z = 1}
(u, v)r(u
′, v′)
rρ((u, v)t)
δr((u, v)
t)δr((u
′, v′)t)
(a) Verzerrung Punkte
{z = 1}
(b) Verzerrung Gerade
Abbildung 3.6: Radiale Verzerrung eines Punktes und einer Geraden
Definition 3.28 Die Abbildungintrinsische
Parameter, Π
bei radialer
Verzeichnung Π : R
2 × R \ {0} −→ R2 : x 7→ P ◦ δr ◦ Pz(x)
heißt intrinsische Abbildung. Die Parameter α, β, γ, u0, v0, k1, . . . , kD, die diese Abbil-
dung festlegen, heißen intrinsische Parameter der Lochkameraabbildung mit radialen
Verzeichnungen. I bezeichne die Menge aller intrinsischen Abbildungen und
Λ : R+ × R+ × R× R2 × RD −→ I : (α, β, γ, u0, v0, k1, . . . , kD) 7→ Π ,
wobei Π wie oben definiert ist, ordnet intrinsischen Parameter die zugeho¨rige intrin-
sische Abbildung zu.
In Abbildung 3.6 ist dargestellt, wie die Verzerrungsfunktion auf einzelne Punk-
te (Abbildung 3.6(a)) und auf Geraden (Abbildung 3.6(b)) wirkt: die Punkte
werden entlang ihrer Richtungsvektoren verschoben. So bleiben Geraden im All-
gemeinen auch keine Geraden mehr. Geraden durch den Ursprung des Kamera-
koordinatensystems werden aber wieder auf sich selbst abgebildet.
Lemma 3.29 (Verzerrung Geraden durch den Ursprung)
Sei g = {λ(x, y)t|λ ∈ R} eine Gerade durch den Ursprung, dann bleibt diese unter
der Verzerrungsfunktion invariant, d.h.
δr(g) = g .
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Beweis.
δr(g) =
{
(1 +
D∑
i=1
ki(λ
2x2 + λ2y2)i)(λx, λy)t|λ ∈ R
}
=
{
λ(1 +
D∑
i=1
ki(λ
2x2 + λ2y2)i)(x, y)t|λ ∈ R
}
=
(λ+
D∑
i=1
λ2i+1 ki(x
2 + y2)i︸ ︷︷ ︸
=:ai,x,y
)(x, y)t|λ ∈ R

a0,x,y=:1
=
(
D∑
i=0
λ2i+1ai,x,y)︸ ︷︷ ︸
p(λ)
(x, y)t|λ ∈ R

=
{
µ(x, y)t|µ ∈ R}
= g ,
da p(λ) ein reelles Polynom von ungeradem Grad ist und somit surjektiv auf R
ist. 
Zudem werden Kreisen um den Ursprung wieder auf Kreise um den Ursprung
abgebildet werden:
Lemma 3.30 (Verzerrung von Kreisen um den Ursprung)
Sei r > 0, dann gilt:
{δr((u, v)t)|u2 + v2 = r2} = {(x, y)|x2 + y2 = (1 +
D∑
i=1
kir
2i)2r2} .
Beweis. Seien r > 0 und u, v ∈ R, dann ist
‖δr((u, v)t)‖2 = ‖(1 + ρ((u, v)t))(u, v)t‖2 =
(
1 +
D∑
i=1
ki(u
2 + v2)i
)2
(u2 + v2)
=
(
1 +
D∑
i=1
kir
2i
)2
r2 . 
Die Verzeichnung wird in der {z = 1}-Ebene durchgefu¨hrt, d.h. nach der Projek-
tion und vor der Transformation in Pixelkoordinaten:
Definition 3.31 Die Abbildung Kameramodell
mit radialer
VerzeichnungK : R3 \ T−1({z = 0}) −→ R2 : x 7→ Π ◦ T (x) = P ◦ δr ◦ Pz ◦ T (x)
heißt die Kameraabbildung mit (klassischer) radialer Verzeichnung. Sie ist nur fu¨r
x ∈ R mit T (x) ∈ R2 × R \ {0} definiert.
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K bezeichne die Menge aller Kameraabbildungen. Die Abbildung
F :[0; 2pi[3×R3 × (R+)2 × R3 × RD −→ K :
(λ1, λ2, λ3, t1, t2, t3, α, β, γ, u0, v0, k1, . . . , kD) 7→
Λ(α, β, γ, u0, v0, k1, . . . , kD)︸ ︷︷ ︸
Π
◦Γ(λ1, λ2, λ3, t1, t2, t3)︸ ︷︷ ︸
T
ordnet den extrinsischen und intrinsischen Parametern die zugeho¨rige Kameraabbil-
dung zu.
3.1.2.1.2 Abgea¨nderte radiale Verzeichnungsfunktionen Obwohl sich diese Ar-
beit auf die (klassische) radiale Verzeichnungsfunktion konzentriert, seien zur Er-
ga¨nzung noch einige abweichende radiale Verzeichnungsfunktionen genannt. Die
radiale Verzeichnungsfunktion wurde abgea¨ndert, um extreme Linsen zu model-
lieren oder um bessere Algorithmen zur Kalibrierung oder zur Umkehrung der
Verzeichnungsabbildung zu erhalten.
Das Fisheye-Modell: In Shah und Aggarwal (1996) wurde gezeigt, dass die klas-
sische radiale Verzeichnungsfunktion eine Fisheye-Linse nur unzureichend
modelliert, selbst wenn die Anzahl der Koeffizienten auf drei erho¨ht wird.
Basu und Licardie (1995) stellten zwei Funktionenarten vor, die diesen Feh-
ler beheben sollten: ein logarithmisches Modell, die Fisheye-Transformation
(FET) mit Koeffizienten s, λ ∈ R und ein polynomiales Modell, die poly-
nomiale Fisheye-Transformation (PFET) mit Koeffizienten ai, 1 ≤ i ≤ n.
Dabei wird der Radius rd eines verzeichneten Punktes aus dem Radius ru
des unverzeichneten Punktes , wie folgt bestimmt:
(FET): rd = s log(1 + λru) und ru =
1
λ
(
e
rd
s − 1
)
(PFET): rd =
n∑
i=1
air
i
u .
Bei der FET kann sogar die Umkehrabbildung angegeben werden, jedoch
lieferte die PFET genauere Ergebnisse fu¨r die Approximation des Kame-
ramodells an Beobachtungen. Devernay und Faugeras (2001) stellten eine
weitere Mo¨glichkeit der Modellierung vor, das FOV-Modell (field of view)
mit Koeffizient ω:
rd =
1
ω
arctan
(
2ru tan
ω
2
)
und
ru =
tan(rdω)
2 tan ω2
.
Das FET-Modell beru¨cksichtigt den Aspekt, dass bei Bildern von Fisheye-
Linsen in der Mitte eine große Auflo¨sung vorliegt, die zu den Ra¨ndern hin
abnimmt. Das PFET-Modell bietet mehr Freiheitsgrade als die klassische
radiale Verzeichnungsfunktion, da es ein Polynom vom Radius und nicht
vom quadrierten Radius verwendet. Das FOV-Modell verwendet die Beob-
achtung, dass der Abstand eines Bildpunktes zum Hauptpunkt ungefa¨hr
proportional ist zu dem Winkel, den der zugeho¨rige 3D-Punkt und das Zen-
trum mit der optischen Achse bilden.
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Das Divisionsmodell: Fitzgibbon (2001) betrachtet die klassische radiale Ver-
zeichnungsfunktion mit einem Parameter k1: rd = (1 + k1r
3
u) und nimmt
fu¨r die umgekehrte Transformation von unverzeichnetem Radius ru zu ver-
zeichnetem Radius rd mit Koeffizient l1 die Funktion
ru =
rd
|1 + l1r2d|
,
die keine Approximation der Umkehrabbildung der klassischen radialen Ver-
zeichnungsfunktion sein soll, sondern eine Approximation der Umkehrung
des kompletten Kameraabbildungsprozesses mit Verzeichnungsmodellierung
ist. Allerdings ist dieses Modell nicht gedacht zur genauen Kalibrierung einer
Einzelkamera, sondern findet vielmehr seinen Einsatz im Stereokamerafall
zur schnellen und einfachen Scha¨tzung des Verzeichnungsparameters. Zu-
dem wurde die Reihenfolge der Einzelabbildungen in der Kameraabbildung
vertauscht: die Verzeichnung erfolgt hier erst nach der Transformation in
Pixelkoordinaten.
Das rationale Funktionenmodell: Claus und Fitzgibbon (2005b) benutzen eine
rationale Funktion (ein Quotient aus quadratischen Polynomen) um die
Abbildung von verzeichneten zu unverzeichneten Bildkoordinaten zu be-
schreiben. Wiederum wird dieses Modell hauptsa¨chlich zur Entzerrung von
Bildern und im Stereofall benutzt, da nicht die Kameraabbildung, sondern
deren Umkehrrelation und darin enthaltende Entzerrung, die Umkehrung
der Verzeichnung, spezifiziert wird.
Das bikubische Modell verwendet ein Polynom vom Grad drei um die Abbildung
von verzeichneten zu unverzeichneten Bildkoordinaten zu modellieren (siehe
z.B. Kilpela¨ (1980)).
3.1.2.2 Weitere Verzeichnungen
Das Augenmerk dieser Arbeit wird auf den radialen Verzeichnungen liegen, weil
sie zum einen am ha¨ufigsten verwendet und beobachtet werden und zum zweiten
auch eine gut handhabbare Erweiterung des Lochkameramodells darstellen, die
in der Praxis die realen Kameras gut modellieren. Viele Autoren besta¨tigen, dass
die radiale die schwerwiegendste Verzeichnungsart ist (vgl. z.B. Devernay und
Faugeras (2001), Tsai (1987)). Es gibt jedoch weitere Verzeichnungsarten, die im
Folgenden kurz vorgestellt werden:
Die tangentiale oder dezentrierende Verzeichnung (engl. decentering ): Die
Elemente in einem Linsensystem sollten idealerweise kollinear mit der opti-
schen Achse ausgerichtet sein. Bei der Fertigung passieren allerdings kleine
Abweichungen (Rotationen und Translationen) der Linsenelemente. Dies hat
eine Verschiebung der Bilder zur Folge, die als tangentiale Verzeichnung be-
zeichnet wird. Repra¨sentiert wird diese Verzeichnung u¨ber eine Potenzreihe,
die abgebrochen folgende Form besitzt:
δdec((u, v)
t) =
(
P1
(
3u2 + v2
)
+ 2P2uv
P2
(
u2 + 3v2
)
+ 2P1uv
)
,
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wobei P1 und P2 die tangentialen Verzeichnungsparameter sind. (vgl. z.B.
Atkinson (1996), Weng u. a. (1992) oder Bradski (2002)).
Die elliptische Verzeichnung ist eine Erweiterung der radialen Verzeichnung. Die
radialen Verzeichnungsparameter werden hier abha¨ngig von u- oder v-Ko-
ordinate gewa¨hlt:
δell((u, v)
t) =

u
∞∑
i=1
ki,u(u
2 + v2)
v
∞∑
i=1
ki,v(u
2 + v2)
 ,
dabei sind die ki,u und ki,v die elliptischen Verzeichnungsparameter. Durch
diese Verzeichnungsfunktion sollen Deformationen auf der Linse und Ver-
kippungen der Linse gegenu¨ber dem Sensorarray modelliert werden.
Die Verzeichnung des du¨nnen Prismas(engl. thin prism distortion) modelliert
ein du¨nnes Prisma vor einer einfachen Linse. Dadurch soll der Effekt, den
Verkippungen einzelner Linsenelemente gegenu¨ber der optischen Achse be-
wirken, wiedergeben werden. Die Verzeichnungsfunktion wird wieder durch
eine Potenzreihe dargestellt, die abgebrochen folgende Form besitzt:
δthp((u, v)
t) =
(
s1(u
2 + v2)
s2(u
2 + v2)
)
,
wobei s1 und s2 die Verzeichnungsparameter sind (vgl. dazu z.B. Weng u. a.
(1992)).
Gesamtverzeichnung: Die Gesamtverzeichnungsfunktion δ ergibt sich als Addi-
tion der einzelnen Verzeichnungsfunktionen (siehe z.B. Luhmann (2003)),
d.h. δ = δr + δdec + δell + δthp. Sie kann in das Kameramodell anstatt
δr in Definition 3.31 eingesetzt werden. Es kann auch nur eine Auswahl
der genannten Verzeichnungen betrachtet werden. Allerdings ist bei der Ge-
samtverzeichnung anzumerken, dass manche Verzeichnungen in mehreren
Verzeichnungsfunktionen beru¨cksichtigt werden. Die radiale Verzeichnung,
z.B., ist ein Spezialfall der elliptischen Verzeichnung. Dadurch werden zu
viele Parameter fu¨r eine Verzeichnungsart bestimmt, was in der Praxis pro-
blematisch werden kann.
3.1.3 Vor- und Nachteile dieser Modelle
Das Lochkameramodell ist ein erstes einfaches Modell fu¨r eine Kameraabbildung.
Durch die Darstellung in homogenen Koordinaten (Lemma 3.21) la¨sst sich die Ka-
meraabbildung mit einer Matrix darstellen. Dies erleichtert und vereinfacht einige
Berechnungen. Wie aber schon in Abschnitt 3.1.2 erwa¨hnt wurde, beru¨cksichtigt
das reine Lochkameramodell keine Verzeichnungen.
Die Erweiterung zu Modellen mit Verzeichnung bieten zwar eine genauere Mo-
dellierung der optischen Abbildung, haben aber den Verlust der Matrixdarstellung
der Abbildung zur Folge.
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Bildebene
Parallelstrahl
Hauptstrahl
Brennstrahl
optische Achse
Bildweite bGegenstandsweite g
ff
FF ′
P
P ′
(a) Bedingung fu¨r Scha¨rfe
Scha¨rfeebene
ff
FF ′
R
Q
(b) Unscha¨rfe
Abbildung 3.7: Abbildungsmodell fu¨r du¨nne Linsen
Einen wichtigen Aspekt realer Linsenkameras beru¨cksichtigt aber keines der
vorgestellten Modelle: die Unscha¨rfe. In realen Bildaufnahmen ist stets nur ein
Bereich scharf abgebildet, wa¨hrend andere Bereiche unscharf und verschwommen
wiedergegeben werden. Diese Eigenschaft kann selbst ein um Verzeichnungen er-
weitertes Lochkameramodell nicht umsetzen, weil ein Punkt stets auf einen Bild-
punkt und nicht auf einen Bereich abgebildet wird. Das Modell der du¨nnen Linse
behebt diesen Nachteil (siehe Abbildung 3.7(a)):
Definition 3.32 Ein Bildpunkt im Modell der du¨nnen Linse berechnet sich aus drei
Strahlen:
• der Parallelstrahl verla¨uft vor der Linse parallel zur optischen Achse, hinter der
Linse durch den Brennpunkt F ,
• der Brennstrahl geht durch den vor der Linse liegenden Brennpunkt F ′ und
verla¨uft dahinter parallel zur optischen Achse,
• der Hauptstrahl verla¨uft durch den Mittelpunkt der Linse und vera¨ndert seine
Richtung nicht.
Treffen alle drei Strahlen auf einen Punkt in der Bildebenen, so wird der Punkt scharf
abgebildet. Dies ist genau dann der Fall, wenn der Abstand des Punktes zur Linse,
die Gegenstandsweite g, der Abstand des Bildpunktes zur Linse, die Bildweite b und
die Brennweite f folgende Bedingung erfu¨llen:
1
f
=
1
g
+
1
b
.
Punkte, deren Gegenstandsweite nicht diesem g entspricht, d.h., dass Punkte, die
nicht auf der Ebene parallel zur Bildebene im Abstand g zur Linse liegen, werden als
unscharfe Bereiche abgebildet (vgl. z.B. Demant u. a. (1998)).
Abbildung 3.7(b) stellt zwei Punkte R und Q dar, die hinter bzw. vor der
Scha¨rfeebene liegen, und die Unscha¨rfebereiche, auf die sie abgebildet werden.
Die vorgestellten (erweiterten) Lochkameramodelle verwenden fu¨r die Abbil-
dung nur den Hauptstrahl aus dem Modell der du¨nnen Linse.
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Obwohl das Modell der du¨nnen Linse ebenfalls ein idealisiertes Modell ist –
reale Kameras bestehen aus einer Vielzahl von verschieden angeordneten Linsen-
systemen – ist es in der Praxis kaum handhabbar und wird daher kaum verwendet,
weil die Abbildungsbestimmung viel zu komplex wird.
Dennoch kann es verwendet werden, um Scha¨rfebereiche zu bestimmen: Alle 3D-
Punkte, deren Bildpunkte einen Unscha¨rfebereich kleiner als ein Sensorelement
haben, erscheinen scharf im Bild.
3.2 Stereokamerasystem
Zwei Kameras – nicht notwendigerweise identisch –, die dieselbe Szene beobachten,
bilden ein Stereokamerasystem. Wie die einzelne Kamera modelliert werden kann,
wurde bereits in Abschnitt 3.1 beschrieben, welche Zusammenha¨nge aber fu¨r ein
Stereokamerasystem fu¨r die einzelnen Modelle gelten, wird in diesem Abschnitt
dargestellt.
Wichtig ist dabei der Zusammenhang korrespondierender Punkte:
Definition 3.33 Die Bildpunkte eines 3D-Punktes in zwei Bildern heißen korrespon-korrespon-
dierende
Punkte
dierende Punkte. Die Pixel (u, v)t im Bild der ersten Kamera K und (u′, v′)t im Bild
der zweiten Kamera K′ mit Transformation T und T ′ in die jeweiligen Kamerako-
ordinatensysteme heißen korrespondierend, wenn es ein (x, y, z)t ∈ R3 \ (T−1{z =
0} ∪ T ′−1({z = 0})) im Definitionsbereich von K und K′ gibt, so dass(
u
v
)
= K
xy
z
 und (u′
v′
)
= K′
xy
z

ist.
La¨sst sich zudem eindeutig ein 3D-Punkt bestimmen, der auf beiden Urbildern
der zugeho¨rigen korrespondierenden Bildpunkte unter den Kameraabbildungen
liegt, gibt dieser eine Rekonstruktion des 3D-Punktes zu den Korrespondenzen
wieder.
3.2.1 Lochkamerastereosystem
Ein Lochkamerastereosystem besteht aus zwei Kameras nach dem Lochkamera-
modell. Es wird zur Vereinfachung angenommen, dass das Referenzkoordinaten-
system gleich dem Kamerakoordinatensystem der ersten (linken) Kamera ist:
Definition 3.34 Seien K und K′ zwei Kameraabbildungen gema¨ß dem Lochkame-Lochkamera-
stereosystem ramodell mit
K = P ◦ Pz und
K′ = P ′ ◦ Pz ◦ T .
Der Ursprung ist das Zentrum der ersten Kamera, −Rtt ist das Zentrum der zweiten
Kamera in Referenzkoordinaten. P und P ′ beinhalten die intrinsischen Kamerapa-
rameter der jeweiligen Kamera und T beschreibt die Rotation und Translation von
der ersten (linken) Kamera zur zweiten (rechten) Kamera. Dann heißt (K,K′) ein
Lochkamerastereosystem.
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Kamera 1 Kamera 2
(a) Stereoaufnahme eines Objekts
(u, v)
(u′, v′)
(b) korrespondierende Pixel (u, v) und (u′, v′)
Abbildung 3.8: Abbildungen eines Stereosystems und korrespondierende Pixel
Diese beiden Abbildungen ko¨nnen auch wieder mittels homogener Koordinaten
dargestellt werden:
Definition 3.35 Die Kameraabbildungen (K˜, K˜′)
K˜ = P˜ (I 0) = (P˜ 0) und
K˜′ = P˜ ′T˜
definieren ein Lochkamerastereosystem in homogenen Koordinaten. Dabei bezeichne
I die Einheitsmatrix im R3×3.
Abbildung 3.8(a) veranschaulicht wie ein Lochkamerastereosystem ein Objekt ab-
bildet. Zu Pixel (u, v)t im Bild der ersten (linken) Kamera veranschaulicht Ab-
bildung 3.8(b) den korrespondierenden Punkt (Pixel) (u′, v′)t im Bild der zweiten
(rechten) Kamera.
Im Lochkameramodell erfu¨llen korrespondierende Punkte eine besondere Be-
dingung:
Lemma 3.36 (Epipolare Einschra¨nkung)
Sei p ein Pixel im Bild der ersten Kamera. Fu¨r die Menge g aller korrespondierenden
Punkte im Bild der zweiten Kamera gilt
g = K′(K−1({p})) .
Sei G := K−1({p}), dann ist g
• eine Gerade ohne K′(0), falls G das Zentrum der zweiten Kamera nicht entha¨lt.
• ein Punkt, falls G das Zentrum der zweiten Kamera entha¨lt.
Im ersten Fall heißt g die zu p geho¨rige epipolare Gerade im zweiten Bild. Im zweiten
Fall heißt g der korrespondierende Punkt.
Sei weiter p′ ein Pixel im Bild der zweiten Kamera. Fu¨r die Menge g′ aller korre-
spondierenden Punkte im Bild der ersten Kamera gilt
g′ = K(K′−1({p′})) .
Sei G′ := K′−1({p′}), dann ist g′
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• eine Gerade ohne K(−Rtt), falls G′ das Zentrum der ersten Kamera nicht
entha¨lt.
• ein Punkt, falls G′ das Zentrum der ersten Kamera entha¨lt.
Im ersten Fall heißt g′ die zu p′ geho¨rige epipolare Gerade im ersten Bild. Im zweiten
Fall ist die epipolare Gerade ein Punkt, na¨mlich der korrespondierende Punkt.
Beweis. Sei I ′ die Menge aller Pixelkoordinaten im zweiten Bild, dann gilt nach
Definition 3.33 fu¨r die Menge g der zu p korrespondierenden Punkte
g = {p′ ∈ I ′|∃M ∈ R3 : K(M) = p ∧ K′(M) = p′}
= {p′ ∈ I ′|∃M ∈ R3 :M ∈ K−1({p}) ∧M ∈ K′−1({p′})}
= {p′ ∈ I ′|∃M ∈ R3 :M ∈ G ∩ K′−1({p′})}
= {p′ ∈ I ′|∃M ∈ G :M ∈ K′−1({p′})}
= {p′ ∈ I ′|∃M ∈ G : K′(M) = p′}
= K′(G)
= K′(K−1({p})) .
Nach Lemma 3.24 ist G eine Gerade im Raum ohne das Zentrum der ersten
Kamera, den Ursprung.
1. Fall: G entha¨lt das Zentrum der zweiten Kamera nicht, dann gilt nach Lem-
ma 3.26, dass g = K′(G) eine Gerade im zweiten Bild ist, bei der der Punkt
K′(0) ausgenommen ist.
2. Fall: G entha¨lt das Zentrum der zweiten Kamera, dann gilt nach Lemma 3.26,
dass g = K′(G) ein Punkt im zweiten Bild ist.
Sei weiter I die Menge aller Pixelkoordinaten im ersten Bild, dann gilt nach
Definition 3.33 fu¨r die Menge g′ der zu p′ korrespondierenden Punkte
g′ = {p ∈ I|∃M ∈ R3 : K(M) = p ∧ K′(M) = p′}
= {p ∈ I|∃M ∈ R3 :M ∈ K−1({p}) ∧M ∈ K′−1({p′})}
= {p ∈ I|∃M ∈ R3 :M ∈ G′ ∩ K−1({p})}
= {p ∈ I|∃M ∈ G′ :M ∈ K−1({p})}
= {p ∈ I|∃M ∈ G′ : K(M) = p}
= K(G′)
= K(K′−1({p′})) .
Nach Lemma 3.24 ist G′ eine Gerade im Raum ohne das Zentrum der zweiten
Kamera −Rtt.
1. Fall: G′ entha¨lt das Zentrum der ersten Kamera nicht, dann gilt nach Lem-
ma 3.26, dass g′ = K(G′) eine Gerade im ersten Bild ist, bei der der Punkt
K(−Rtt) ausgenommen ist.
2. Fall: G′ entha¨lt das Zentrum der ersten Kamera, dann gilt nach Lemma 3.26,
dass g′ = K(G′) ein Punkt im ersten Bild ist. 
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K−1({p})
(a) Urbild eines Pixels
K−1({p})
epipolare Gerade
(b) Projektions des Urbilds
K−1({p})
(c) gemeinsame Ebene
Abbildung 3.9: Epipolare Gerade
Die Tatsache, dass Korrespondenzen auf den zugeho¨rigen epipolaren Geraden
liegen mu¨ssen, wird als epipolare Einschra¨nkung (engl. epipolar constraint) be-
zeichnet. Sie kann ausgenutzt werden, um Korrespondenzen im Bild zu finden: es
muss entlang oder, bei Fehlerbehaftung, in der Na¨he der epipolaren Geraden ge-
sucht werden. Die epipolare Gerade ist damit die Projektion einer Geraden, dem
Urbild eines Pixels im ersten Bild, bezu¨glich der zweiten Kamera. Abbildung 3.9
stellt das Urbild des Pixels p und die zu p geho¨rige epipolare Gerade im zwei-
ten Bild dar, die mit dem Urbild und den Kamerazentren auf einer gemeinsamen
Ebene liegen.
Lemma 3.37 (Epipole)
Alle epipolaren Geraden im zweiten Bild
• verlaufen parallel bzw. sind Punkte, falls t3 = 0, d.h. t = (t1, t2, 0)t bzw. t = 0
ist oder
• haben einen Punkt, das Bild (bezu¨glich der zweiten Kamera) des Kamerazen-
trums der ersten Kamera gemeinsam, d.h.⋂
p∈R
2
K′(K−1({p})) = {K′(0)} ,
falls t3 6= 0 ist. K′(0) heißt der Epipol im zweiten Bild.
Alle epipolaren Geraden im ersten Bild
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• verlaufen parallel bzw. sind Punkte, falls −Rtt ∈ {z = 0}, bzw. −Rtt = 0 ist
oder
• haben einen Punkt, das Bild (bezu¨glich der ersten Kamera) des Kamerazentrums
der zweiten Kamera gemeinsam, d.h.⋂
p′∈R
2
K(K′−1({p′})) = {K(−Rtt)} ,
falls −Rtt /∈ {z = 0} ist. K(−Rtt) heißt der Epipol im ersten Bild.
Beweis. Sei fu¨r p ∈ R2, ein Punkt in Pixelkoordinaten, die MengeGp := K−1({p}).
Nach Lemma 3.24 ist Gp eine Gerade, die p in Referenzkoordinaten
(
P−1(p) 1
)t
entha¨lt. Das Kamerakoordinatensystem der ersten Kamera stimmt mit dem Re-
ferenzkoordinatensystem u¨berein. Dann folgt mit Lemma 3.24, dass 0 ∈ Gp und
damit la¨sst sich Gp schreiben als Gp = {λvp|λ ∈ R} mit vp =
(
P−1(p) 1
)t 6= 0
fu¨r alle p ∈ R2.
1. Fall: Sei t3 = 0 und bezeichne r1, r2, r3 die Zeilenvektoren der Rotationsmatrix
R, dann ist fu¨r p ∈ R2 und λvp ∈ Gp mit λ 6= 0 und rt3vp 6= 0 (da Rvp + t /∈
{z = 0})
K′(λvp) = Π′ ◦ T (λvp) = P ′ ◦ Pz(λRvp + t) = L′
λrt1vp+t1λrt3vp
λrt2vp+t2
λrt3vp
+ c′0
=
1
λrt3vp
L′
(
t1
t2
)
︸ ︷︷ ︸
y
+L′
 rt1vprt3vp
rt2vp
rt3vp
+ c′0︸ ︷︷ ︸
xp
⇒ K′(Gp) =
{
1
λrt3vp
y + xp|λ ∈ R \ {0}
}
= {µy + xp|µ ∈ R \ {0}} .
Damit haben zwei epipolare Geraden denselben Richtungsvektor y und sind
parallel. Ist t = 0, ist dieser Richtungsvektor der Nullvektor und die Geraden
reduzieren sich zu Punkten.
2. Fall: Sei t3 6= 0, dann ist
K′(0) = Π′ ◦ T (0) = Π′(R0 + t) = P ′ ◦ Pz(t) = P ′
(
1
t3
(t1, t2)
t
)
definiert und K′(0) ∈ K′(Gp) fu¨r alle p ∈ R2. Damit haben alle Geraden
K′(Gp) fu¨r p ∈ R2 einen Punkt gemeinsam. Bei mehr gemeinsamen Punkten
wa¨ren sie identisch, d.h., dass alle K′(Gp) auf einer GeradeG = K−1({p}) fu¨r
alle p ∈ R2 la¨gen. Damit wa¨ren alle Punkte p auf einer Geraden gelegen. Da
p ∈ R2 aber diese Einschra¨nkung nicht hat, ist K′(0) der einzige gemeinsame
Punkt.
Sei weiter fu¨r p′ ∈ R2 die Menge Gp′ := K′−1({p′}). Nach Lemma 3.24 ist Gp′
eine Gerade, die p′ in Referenzkoordinaten
(
P ′−1(p′) 1
)t
entha¨lt. Dann folgt mit
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Lemma 3.24, dass −Rtt ∈ Gp′ und damit la¨sst sich Gp′ schreiben als Gp′ =
{λvp′ − Rtt|λ ∈ R} mit vp′ 6= 0 und λvp′ − Rtt =
(
P ′−1(p′) 1
)t
fu¨r ein λ ∈ R.
Dies gilt fu¨r alle p′ ∈ R2. Bezeichnen r1, r2, r3 die Spalten der Rotationsmatrix R,
dann ist −Rtt = (−rt1t,−rt2t,−rt3t)t
1. Fall: Sei −Rtt ∈ {z = 0}, dann ist −rt3t = 0. Sei p′ ∈ R2. Die Koordinaten von
vp′ 6= 0 seien vp′ := (u1(p′), u2(p′), u3(p′))t. Fu¨r λ 6= 0 ist λvp′ − Rtt ∈ Gp′
und λvp′ −Rtt /∈ {z = 0}, d.h. λvp′ /∈ {z = 0} und
K(λvp′ −Rtt) = Π(λvp′ −Rtt) = P ◦ Pz(λvp′ −Rtt) = L
λu1(p′)−rt1tλu3(p′)
λu2(p′)−rt2t
λu3(p′)
+ c0
=
1
λu3(p′)
L
(−rt1t
−rt2t
)
︸ ︷︷ ︸
y′
+L
(
u1(p′)
u3(p′)
u2(p′)
u3(p′)
)
+ c0︸ ︷︷ ︸
xp′
⇒ K(Gp′) =
{
1
λu3(p′)
y′ + xp′ |λ ∈ R \ {0}
}
= {µy′ + xp′ |µ ∈ R \ {0}} .
Damit haben zwei epipolare Geraden denselben Richtungsvektor y′ und sind
parallel. Fu¨r −Rtt = 0 ist dieser Richtungsvektor der Nullvektor und die
Geraden reduzieren sich zu Punkten.
2. Fall: Sei −Rtt /∈ {z = 0}, dann ist −rt3t 6= 0 und
K(−Rtt) = Π(−Rtt) = P ◦ Pz(−Rtt) = P
(
1
−r3t(−r1t,−r
t
2t)
t
)
= P
(
1
r3t
(r1t, r
t
2t)
t
)
definiert und K(−Rtt) ∈ K(Gp′) fu¨r alle p′ ∈ R2. Damit haben alle Geraden
K(Gp′) fu¨r p′ ∈ R2 einen Punkt gemeinsam. Bei mehr gemeinsamen Punkten
wa¨ren sie identisch, d.h., dass alle K(Gp′) auf einer Gerade G′ = K′−1({p′})
fu¨r alle p′ ∈ R2 la¨gen. Damit wa¨ren alle Punkte p′ auf einer Geraden. Da p′ ∈
R2 aber diese Einschra¨nkung nicht hat, ist K(−Rtt) der einzige gemeinsame
Punkt. 
Der Fall −Rtt = 0 tritt genau dann auf, wenn t = 0 ist, d.h., dass die zweite
Kamera bzgl. der ersten Kamera nur rotiert wurde, d.h., dass die Kamerazentren
u¨bereinstimmen.
Lemma 3.38 (Unendlich ferne Epipole)
Verlaufen die epipolaren Geraden parallel, d.h., dass t3 = 0 bzw. −Rtt ∈ {z = 0} ist
(siehe Lemma 3.37), ist der Epipol in homogenen Koordinaten im zweiten bzw. ersten
Bild ein unendlich ferner Punkt.
Beweis. Das Bild des Zentrums der ersten Kamera, das Bild des Ursprungs, ist
bezu¨glich der zweiten Kamera nicht definiert, da K′(0) = Π ◦ Pz(t) nicht defi-
niert ist. Beziehungsweise das Bild des Zentrums der zweiten Kamera, −Rtt :=
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Epipol 1
Epipol 2
epipolare Geraden
(a) Epipolare Geraden (b) Gemeinsame Ebenen
Abbildung 3.10: Epipolare Geraden
(u1, u2, 0)
t ist bezu¨glich der ersten Kamera nicht definiert. Wird allerdings die
Darstellung in homogenen Koordinaten benutzt, sieht man, dass die Epipole un-
endlich ferne Punkte sind:
K˜′

0
0
0
1
 = P˜ ′ (R t)

0
0
0
1
 =
α′ γ′ u′00 β′ v′0
0 0 1
t1t2
0
 =
α′t1 + γ′t2β′t2
0

K˜

u1
u2
0
1
 = P˜ (I 0)

u1
u2
0
1
 =
α γ u00 β v0
0 0 1
u1u2
0
 =
αu1 + γu2βu2
0
 . 
Mehrere epipolare Geraden und deren gemeinsame Ebene mit den Kamerazen-
tren und den Urbildern sind in Abbildung 3.10 dargestellt.
Definition 3.39 Die Menge aller epipolaren Geraden in beiden Bildern wird auch alsEpipolare
Geometrie epipolare Geometrie bezeichnet.
In Abbildung 3.11 ist die epipolare Geometrie bei parallelen epipolaren Gera-
den (parallele Geometrie) und sich schneidenden epipolaren Geraden bei denen
der Epipol im Bild liegt (sternfo¨rmige Geometrie) dargestellt. Die sternfo¨rmige
Situation tritt z.B. auf wenn eine Kamera an einem fahrenden Objekt sitzt und
Bilder aufnimmt.
Dem Zusammenhang zwischen einem Pixel und dessen epipolarer Geraden im
anderen Bild beschreibt die Fundamentalmatrix:
Definition 3.40 Sei K, K′ ein Stereokamerasystem, dann heißtFundamental-
matrix,
essentielle
Matrix
F = (P˜ ′
−1
)tQtRP˜
−1 ∈ R3×3
die zugeho¨rige Fundamentalmatrix . Dabei dru¨ckt die antisymmetrische Matrix Qt := 0 −t3 t2t3 0 −t1
−t2 t1 0
 das Vektorprodukt mit t aus (d.h. Qtx = t× x fu¨r alle x ∈ R3).
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Bildebene 1 Bildebene 2
Zentrum 1 Zentrum 2
(a) Parallele Geometrie
Bildebene 1
Bildebene 2
Zentrum 1
Zentrum 2
Epipol 1
(b) Sternfo¨rmige Geometrie
Abbildung 3.11: Epipolare Geometrien
Es ist weiter Q−t = −Qt = Qtt.
E := QtR
heißt essentielle Matrix.
Lemma 3.41 (Folgerung)
Werden die Rollen von erster und zweiter Kamera vertauscht, so ist Et = −RtQt die
zugeho¨rige essentielle Matrix und F t die zugeho¨rige Fundamentalmatrix.
Beweis. Bezeichne K = P ◦ Pz die erste Kamera und K′ = P ′ ◦ Pz ◦ T die
zweite Kamera im nichtvertauschten Fall. T sei dabei durch die Rotationsmatrix
R und den Translationsvektor t gegeben. Dann gibt T−1 die Transformation von
Kamerakoordinaten der zweiten in Kamerakoordinaten der ersten Kamera wieder.
Es ist fu¨r alle x ∈ R3
T−1(x) = F (x) := Rtx−Rtt , da
F (T (x)) = F (Rx+ t) = Rt(Rx+ t)−Rtt = x+Rtt−Rtt = x = T (F (x)) .
Das heißt, dass die Rotationsmatrix Rt und der Translationsvektor −Rtt die
Transformation von Koordinaten der zweiten Kamera in Koordinaten der ersten
Kamera beschreiben. Damit sind L = P ′ ◦ Pz und L′ = P ◦ Pz ◦ T−1 die ver-
tauschten Kameras, wobei wieder das Koordinatensystem der ersten Kamera mit
dem Referenzkoordinatensystem u¨bereinstimmt. Fu¨r die antisymmetrische Matrix
Q−Rtt und fu¨r alle y ∈ R3 gilt
Q−RttR
ty = −QRttRty = −(Rtt)× (Rty) = −Rt(t× y) = −RtQty , da
das Vektorprodukt rotationsinvariant ist. Damit ist Q−RttR
t = −RtQt. Die zu L
und L′ geho¨rige essentielle Matrix E′ und Fundamentalmatrix F ′ sind dann nach
Definition
E′ = Q−RttR
t = −RtQt = RtQtt = (QtR)t = Et
und F ′ = (P˜−1)tE′P˜ ′
−1
=
(
(P˜ ′
−1
)t(Et)tP˜−1
)t
= F t . 
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Satz 3.42 (Fundamentale Bedingung)
Seien m = (u, v)t und m′ = (u′, v′)t korrespondierende Pixel in einem Stereosystem,
dann gilt
m˜′
t
Fm˜ = 0 .
Beweis. Sei M ∈ R3 der zu m und m′ geho¨rige 3D-Punkt, dann gibt es s und
s′ ∈ R \ {0} fu¨r die gilt:
sm˜ = K˜M˜ = P˜ (I 0) M˜ = P˜M
⇒ P˜−1m˜ = 1
s
M und
s′m˜′ = K˜′M˜ = P˜ ′ (R t) M˜ = P˜ (RM + t)
⇒ P˜ ′−1m˜′ = 1
s′
(RM + t) .
Damit gilt weiter
m˜′
t
Fm˜ = m˜′
t
(P˜ ′
−1
)tQtRP˜
−1m˜ =
〈
P˜ ′
−1
m˜′, QtRP˜
−1m˜
〉
=
〈
1
s′
(RM + t), t× 1
s
RM
〉
=
1
s′

〈
RM, t× 1
s
RM︸ ︷︷ ︸
∈RM⊥
〉
︸ ︷︷ ︸
=0
+
〈
t, t× 1
s
RM︸ ︷︷ ︸
∈t⊥
〉
︸ ︷︷ ︸
=0

= 0 . 
Satz 3.43 (Essentielle Bedingung)
Seien m = (u, v)t und m′ = (u′, v′)t korrespondierende Pixel in einem Stereosystem
und x := P−1(m) und x′ := P ′−1(m′) die zugeho¨rigen Punkte in der {z = 1}-Ebene,
dann gilt
x˜′
t
Ex˜ = 0 .
Beweis. Nach Definition ist m = P (x) und damit m˜ = P˜ (x) = P˜ x˜. Analoges
gilt fu¨r m′. Nach Satz 3.42 ist weiter
0 = m˜′
t
Fm˜ = m˜′
t
(P˜ ′
−1
)tQtRP˜
−1m˜
=
(
P˜ ′x˜′
)t
(P˜ ′
−1
)tQtRP˜
−1P˜ x˜
= x˜′
t
QtRx˜
= x˜′
t
Ex˜ . 
Lemma 3.44 (Rang der essentiellen Matrix)
Falls t 6= 0 ist, hat die essentielle Matrix E den Rang Zwei. −t bzw. Rtt sind Links-
bzw. Rechtseigenvektoren von E zum Eigenwert Null. Ist t = 0, so ist E die Nullmatrix
und hat Rang Null.
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Beweis. Ist t = 0, so ist Qt = 0 die Nullmatrix und E = QtR die Nullmatrix.
Im Fall t 6= 0 ist
ERtt = QtRR
tt = Qtt = t× t = 0 und
−ttE = −ttQtR = (Qtt(−t))tR = (Q−t(−t))tR = (−t×−t)tR = 0tR = 0 .
Damit sind −t bzw. Rtt Links- bzw. Rechtseigenvektoren der Fundamentalmatrix
zum Eigenwert Null. Also hat die Matrix E einen Rang kleiner gleich Zwei. Da R
eine Rotationsmatrix ist, besitzt sie Rang 3. Ist nur ein Eintrag ti des Translati-
onsvektors t ungleich Null, so ist rang(Qt) = 2. Damit hat E den Rang Zwei. 
Lemma 3.45 (Charakterisierung essentieller Matrizen)
Sei E ∈ R3×3. E ist genau dann eine essentielle Matrix E = QtR, wenn fu¨r die
Singula¨rwerte λ1 ≥ λ2 ≥ λ3 von E gilt:
λ1 = λ2 > 0 und λ3 = 0 .
Die Singula¨rwertzerlegung von E hat damit folgende Gestalt:
E = U
λ 0 00 λ 0
0 0 0
V t , wobei
λ > 0 ist und U und V orthogonale Matrizen sind.
Beweis. siehe z.B. Hartley und Zisserman (2000)
Lemma 3.46 (Rang der Fundamentalmatrix)
Die Fundamentalmatrix F hat den Rang Zwei, falls t 6= 0 ist. Die beiden Epipole e˜ und
e˜′ in homogenen Koordinaten sind Rechts- bzw. Linkseigenvektoren zum Eigenwert
Null. Ist t = 0, so ist die Fundamentalmatrix die Nullmatrix, hat also Rang Null.
Beweis. Die Ra¨nge von P˜ ′
−1
und P˜−1 sind jeweils 3 und der Rang von E ist fu¨r
t 6= 0 immer gleich 2 nach Lemma 3.44. Damit ist
rang(F ) = rang
(
(P˜ ′
−1
)tEP˜−1
)
= 2 .
Ist t = 0, so ist E die Nullmatrix und somit ist auch F = 0.
Der Epipol e′ im zweiten Bild ist das Bild des Zentrums der ersten Kamera in
Koordinaten der ersten Kamera, d.h. e′ = K′(0) = P ′ ◦ Pz ◦ T (0) = P ′ ◦ Pz(t),
d.h. e˜′ = s′P˜ ′t fu¨r ein s′ 6= 0. Dies gilt auch fu¨r t3 = 0, der Epipol ist dann ein
unendlich ferner Punkt. Mit Lemma 3.44 gilt:
e˜′
t
F = s′(P˜ ′t)t(P˜ ′
−1
)tEP˜−1 = s′ttEP˜−1 = 0 .
Das Zentrum der zweiten Kamera ist der Ursprung in Koordinaten der zweiten
Kamera, d.h., dass es Koordinaten −Rtt bezu¨glich der ersten Kamera hat. Der
Epipol e im ersten Bild ist das Bild des Zentrums der zweiten Kamera bezu¨glich
der ersten Kamera, d.h. e = K(−Rtt) = P ◦ Pz(−Rtt) und e˜ = −sP˜Rtt fu¨r ein
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s 6= 0. Dies gilt auch fu¨r Rtt ∈ {z = 0}, der Epipol ist dann ein unendlich ferner
Punkt. Dann gilt wieder mit Lemma 3.44:
F e˜ = (P˜ ′
−1
)tEP˜−1e˜ = −s(P˜ ′−1)tERtt = 0 .
Ist t 6= 0, so sind e˜′ und e˜ Links- und Rechtseigenvektoren der Fundamentalmatrix
zum Eigenwert Null. 
Lemma 3.47 (Fundamentalmatrix und epipolare Geraden)
Sei p ein Pixel (ungleich dem Epipol) im ersten Bild. Dann ist die zugeho¨rige epipolare
Gerade gp im zweiten Bild durch l := (l1, l2, l3) := F p˜ festgelegt, falls l
2
1 + l
2
2 6= 0 ist.
Es gilt:
gp = {p′ = (u′, v′) ∈ R2|p˜′tl = u′l1 + v′l2 + l3 = 0} .
Durch F p˜ ist also eine nichtnormierte Hessesche Normalform der Geraden gp gegeben.
Sei weiter p′ ein Pixel (ungleich dem Epipol) im zweiten Bild. Dann ist die zugeho¨rige
epipolare Gerade gp′ im ersten Bild durch l
′ := (l′1, l
′
2, l
′
3) := F
tp˜′ festgelegt, falls
l′21 + l
′2
2 6= 0 ist. Es gilt:
gp′ = {p = (u, v) ∈ R2|p˜tl′ = ul′1 + vl′2 + l′3 = 0} .
Durch F tp˜′ ist also eine nichtnormierte Hessesche Normalform der Geraden gp′ gege-
ben.
Beweis. Sei p 6= e := K(−Rtt), dann ist l 6= 0, da F e˜ = 0 ist und F den Rang
Zwei hat. Sei
M := {p′ ∈ R2|0 = p˜′tF p˜} = {(u′, v′) ∈ R2|u′l1 + v′l2 + l3 = 0} .
Falls l21+l
2
2 6= 0 ist, istM eine Gerade im R2 mit Richtungsvektor 1l21+l22 (l1, l2)
t und
Abstand −l3. Nach Satz 3.42 sind die korrespondierenden Punkte inM enthalten.
Da p nicht der Epipol ist, entha¨lt K−1({p}) das Zentrum der zweiten Kamera −Rtt
nicht, damit ist nach Lemma 3.36 die Menge der korrespondierenden Punkte eine
Gerade, die epipolare Gerade gp. Damit folgt gp =M .
Sei weiter p′ 6= e′ := K′(0), dann ist l′ 6= 0, da F te˜′ = 0 und F Rang Zwei hat.
Sei
M ′ := {p ∈ R2|0 = p˜′tF p˜} = {(u, v) ∈ R2|ul′1 + vl′2 + l′3 = 0} .
Falls l′21+ l
′2
2 6= 0 istM ′ eine Gerade im R2 mit Richtungsvektor 1l′21+l′22 (l
′
1, l
′
2)
t und
Abstand −l′3. Nach Satz 3.42 sind die korrespondierenden Punkte inM ′ enthalten.
Da p′ nicht der Epipol ist, entha¨lt K′−1({p′}) das Zentrum der ersten Kamera, den
Ursprung, nicht. Damit ist nach Lemma 3.36 die Menge der korrespondierenden
Punkte eine Gerade, die epipolare Gerade gp′ . Damit folgt gp′ =M
′. 
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Lemma 3.48
Seien F die Fundamentalmatrix, p ein Pixel im ersten Bild mit F p˜ =: l = (l1, l2, l3)
t
und p′ ein Pixel im zweiten Bild mit F tp˜′ =: l′ = (l′1, l
′
2, l
′
3)
t, dann ist
l1 = l2 = 0 ∧ l3 6= 0
⇔ K−1({p}) ⊂ T−1({z = 0})
⇔ K−1({p}) liegt komplett außerhalb des Definitionsbereichs der zweiten Kamera,
l′1 = l
′
2 = 0 ∧ l′3 6= 0
⇔ K′−1({p′}) ⊂ {z = 0}
⇔ K′−1({p′}) liegt komplett außerhalb des Definitionsbereichs der ersten Kamera.
Beweis. Seien F die Fundamentalmatrix, p ein Pixel im ersten Bild mit F p˜ =:
l = (l1, l2, l3)
t und p′ ein Pixel im zweiten Bild mit F tp˜′ =: l′ = (l′1, l
′
2, l
′
3)
t, dann
ist
l1 = l2 = 0 ∧ l3 6= 0⇔ F p˜ =
00
l3
 /∈ {z = 0}
⇔(P˜ ′−1)tQtRP˜−1p˜ =
00
l3
 /∈ {z = 0}
⇔QtR P˜−1p˜︸ ︷︷ ︸
=:(x,y,1)t
= P˜ ′
t
00
l3
 =
00
l3
 /∈ {z = 0} ⇔ t×R
xy
1
 =
00
l3
 /∈ {z = 0}
⇔t× sR
xy
1
 = s
t×R
xy
1
 = s
00
l3
 /∈ {z = 0} fu¨r alle s ∈ R \ {0}
⇒
〈
t, s
00
l3
〉 = 0 ∧〈sR
xy
1
 , s
00
l3
〉 = 0 fu¨r l3 6= 0 und alle s ∈ R
⇒s
〈
sR
xy
1
+ t
︸ ︷︷ ︸
(x′,y′,z′)t
,
00
l3
〉 = 0 fu¨r l3 6= 0 und alle s ∈ R
⇔z′ = 0 fu¨r alle s ∈ R \ {0}
⇔
x′y′
z′
 = sR
xy
1
+ t ∈ R2 × {0} = {z = 0} fu¨r alle s ∈ R \ {0}
⇔
sR
xy
1
+ t = T
s
xy
1
 |s ∈ R \ {0}
 ⊂ {z = 0}
⇔
s
xy
1
 |s ∈ R \ {0}
 ⊂ T−1({z = 0})
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⇔
s
(
P−1(p)
1
)
= sP˜−1p˜ = s
xy
1
 |s ∈ R \ {0}
 ⊂ T−1({z = 0})
⇔K−1({p}) = P−1z ({P−1(p)}) =
{
s
(
P−1(p)
1
)
|s ∈ R \ {0}
}
⊂ T−1({z = 0})
⇔K−1({p}) liegt komplett außerhalb des Definitionsbereichs der zweiten Kamera
Seien r1, r2 und r3 die Zeilen von R. Fu¨r die A¨quivalenz fehlen in obiger Umfor-
mung noch folgende Implikationen:
s
〈
sR
xy
1

︸ ︷︷ ︸
=:ez
+t,
00
l3
〉 = 0 fu¨r alle s ∈ R und l3 6= 0
⇔s
〈
s
rt1z˜rt2z˜
rt3z˜
+ t,
00
l3
〉 = 0 fu¨r alle s ∈ R und l3 6= 0
⇔sl3(srt3z˜ + t3) = 0 fu¨r alle s ∈ R und l3 6= 0
⇒srt3z˜ + t3 = 0 fu¨r alle s ∈ R \ {0}
⇒srt3z˜ = −t3 fu¨r alle s ∈ R \ {0}
⇒rt3z˜ = 0 ∧ t3 = 0
⇒
〈
t,
00
1
〉 = 0 ∧〈R
xy
1
 ,
00
1
〉 = 0
⇒t×R
xy
1
 =
00
λ
 fu¨r ein λ ∈ R \ {0}
⇒t×Rz˜ = QtRP˜−1p˜ =
00
λ
 fu¨r ein λ ∈ R \ {0}
⇒t×Rz˜ = P˜ ′tF p˜ = P˜ ′t
00
l3
 =
00
l3
 fu¨r l3 6= 0
⇒t× sR
xy
1
 = s
t×R
xy
1
 = s
00
l3
 /∈ {z = 0} fu¨r alle s ∈ R \ {0} .
Fu¨r den zweiten Teil folgt analog mit vertauschten Rollen der Kameras und F t
als Fundamentalmatrix:
l′1 = l
′
2 = 0 ∧ l′3 6= 0⇔ F tp˜′ =
00
l′3
 /∈ {z = 0}
⇔(P˜−1)tRtQttP˜ ′
−1
p˜′ =
00
l′3
 /∈ {z = 0}
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⇔−RtQt P˜ ′
−1
p˜′︸ ︷︷ ︸
=:(x′,y′,1)t
= P˜ t
00
l′3
 =
00
l′3
 /∈ {z = 0}
⇔Qt
x′y′
1
 = t×
x′y′
1
 = −R
00
l′3
 /∈ {z = 0}
⇔t× s
x′y′
1
 = s
t×
x′y′
1
 = −sR
00
l′3
 fu¨r alle s ∈ R und l′3 6= 0
⇒
〈
t,−sR
00
l′3
〉 = 0 ∧〈s
x′y′
1
 ,−sR
00
l′3
〉 = 0 fu¨r alle s ∈ R und l′3 6= 0
⇒− s
〈
s
x′y′
1
− t, R
00
l′3
〉 = −s〈sRt
x′y′
1
−Rtt,
00
l′3
〉 = 0
fu¨r alle s ∈ R und l′3 6= 0
⇔sRt
x′y′
1
−Rtt ⊂ R2 × {0} = {z = 0} fu¨r alle s ∈ R \ {0}
⇔
sRt
x′y′
1
−Rtt|s ∈ R \ {0}
 ⊂ {z = 0}
⇔K′−1({p′}) = T−1(P−1z ({P ′−1(p′)}))
=
s
(
P ′−1(p′)
1
)
= sP˜−1p˜ = s
xy
1
 |s ∈ R \ {0}

=
sRt
x′y′
1
−Rtt|s ∈ R \ {0}
 ⊂ {z = 0}
⇔K′−1({p′}) liegt komplett außerhalb des Definitionsbereichs der ersten Kamera
Seien nun r1, r2 und r3 die Spalten von R. Fu¨r die A¨quivalenz fehlen in obiger
Umformung noch folgende Implikationen:
− s
〈
sRt
x′y′
1

︸ ︷︷ ︸
=:ez
−Rtt,
00
l′3
〉 = 0 fu¨r alle s ∈ R und l′3 6= 0
⇔− sl′3(srt3z˜ − rt3t) = 0 fu¨r alle s ∈ R und l′3 6= 0
⇔srt3z˜ − rt3t = 0 fu¨r alle s ∈ R \ {0}
⇒srt3z˜ = rt3t fu¨r alle s ∈ R \ {0}
⇒rt3z˜ = 0 ∧ rt3t = 0
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⇒
〈
Rt
x′y′
1
 ,
00
1
〉 = 0 ∧〈−Rtt,
00
1
〉 = 0
⇒
〈x′y′
1
 , R
00
1
〉 = 0 ∧〈−t, R
00
1
〉 = 0
⇒− t×
x′y′
1
 = Qttz˜ = R
00
λ
 fu¨r ein λ ∈ R \ {0}
⇒RtQttP˜ ′
−1
p˜′ =
00
λ
 fu¨r ein λ ∈ R \ {0}
⇒P˜ tRtQttP˜ ′
−1
p˜′ = P˜ t
00
λ
 =
00
λ
 fu¨r ein λ ∈ R \ {0}
⇒F tp˜′ = P˜ tRtQttP˜ ′
−1
p˜′ =
00
l′3
 /∈ {z = 0} . 
Lemma 3.49
Seien p und p′ korrespondierende Punkte in zwei Bildern, dann gilt fu¨r l := F p˜ =
(l1, l2, l3)
t und l′ := F tp˜′ = (l′1, l
′
2, l
′
3)
t
l21 + l
2
2 6= 0 und l′21 + l′22 6= 0 .
Beweis. Da p und p′ korrespondierende Punkte sind, gibt es ein M ∈ R3 mit
K(M) = p und K′(M) = p′, d.h., dass M im Definitionsbereich der ersten und der
zweiten Kamera liegt. Damit gilt die Behauptung nach Lemma 3.48. 
3.2.2 Stereokamerasystem mit Verzeichnung
Werden Verzeichnungen beru¨cksichtigt, verliert zwar die Kameraabbildung die
einfache Darstellung des Lochkameramodells, allerdings la¨sst sich das Prinzip
der epipolaren Einschra¨nkung auch verallgemeinern (siehe Hanning u. a. (2004)
bzw. Hanning u. a. (2005)). Das Urbild eines Pixels unter der Kameraabbildung
entha¨lt alle 3D-Punkte, die auf dieses Pixel abgebildet werden. Das Bild dieses Ur-
bilds bezu¨glich der anderen Kamera entha¨lt dann den korrespondierenden Punkt.
Vorab wird eine a¨quivalente Beschreibung korrespondierender Punkte angegeben:
Lemma 3.50 (a¨quivalente Bedingung fu¨r korrespondierende Punkte)
p und p′ sind korrespondierende Pixel in zwei Kameras K und K′ genau dann, wenn
es ein M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) gibt mit
M ∈ K−1({p}) ∩ K′−1({p′}) .
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Beweis. Nach Definition 3.33 sind p und p′ korrespondierende Pixel, genau dann
wenn es ein M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) gibt mit
p = K(M) und p′ = K′(M)
⇔M ∈ K−1({p}) und M ∈ K′−1({p′})
⇔M ∈ K−1({p}) ∩ K′−1({p′}) . 
Lemma 3.51 (verallgemeinerte epipolare Einschra¨nkung)
Seien p und p′ korrespondierende Pixel in zwei Kameras K und K′, dann muss
p′ ∈ K′(K−1({p})) und
p ∈ K(K′−1({p′}))
gelten.
Beweis. Seien p und p′ korrespondierende Pixel. Aus der Definition 3.33 folgt,
dass es ein M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) gibt mit
p = K(M) und p′ = K′(M)
⇒M ∈ K−1({p}) und M ∈ K′−1({p′})
⇒ p′ = K′(M) ∈ K′(K−1(p)) und p = K(M) ∈ K(K′−1(p′)) . 
K′(K−1({p})) muss dabei keine Gerade im Bild der zweiten Kamera sein wie
beim Lochkameramodell.
Definition 3.52 Sei (K,K′) ein Stereokamerasystem mit Verzeichnung und p ein Epipolare Kurve
Pixel im ersten Bild, dann heißt
K′(K−1({p})))
epipolare Kurve zu p im zweiten Bild. Sei p′ ein Pixel im zweiten Bild, dann heißt
K(K′−1({p′})))
epipolare Kurve zu p′ im ersten Bild.
Fu¨r das Stereokamerasystem mit Verzeichnung wird nun nur noch die dominie-
rende und fu¨r diese Arbeit relevante radiale Verzeichnung betrachtet.
3.2.2.1 Klassische radiale Verzeichnungsfunktion
Wie beim Lochkameramodell wird auch fu¨r das Modell mit klassischer radialer
Verzeichnung angenommen, dass das Referenzkoordinatensystem mit dem Kame-
rasystem der ersten Kamera zusammenfa¨llt.
Definition 3.53 Seien K und K′ zwei Kameraabbildungen gema¨ß dem Modell mit Stereokamera-
system mit
(klassischer)
radialer
Verzeichnung
klassischer radialer Verzeichnungsfunktion mit
K = P ◦ δr ◦ Pz und
K′ = P ′ ◦ δ′r ◦ Pz ◦ T ,
dann heißt (K,K′) ein Stereokamerasystem mit (klassischer) radialer Verzeichnungs-
funktion. Der Ursprung ist das Zentrum der ersten Kamera, −Rtt ist das Zentrum
der zweiten Kamera in Referenzkoordinaten.
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Da korrespondierende Punkte die Bedingung der verallgemeinerten epipolaren
Einschra¨nkung erfu¨llen mu¨ssen und diese Einschra¨nkung das Urbild einer Menge
unter der Kameraabbildung verlangt, muss die Umkehrrelation der Kameraabbil-
dung zuna¨chst festgelegt werden. Die Umkehrrelation der Kameraabbildung soll
den inversen Abbildungsprozess einer Kamera mit Verzeichnung modellieren. Da-
zu muss die Umkehrung der radialen Verzeichnungsfunktion bestimmt werden,
denn die Transformation T sowie P sind invertierbare Funktionen und die Um-
kehrrelation der reinen Projektion Pz ist festgelegt.
Bei der radialen Verzeichnung wurde die additive A¨nderung des Radius ur-
spru¨nglich als Potenzreihe modelliert, die fu¨r die Anwendung in der Praxis an
einer Stelle abgebrochen wurde. Fu¨r den zur Verzeichnung inversen Prozess, die
Entzerrung , kann die additive Radiena¨nderung wieder als eine Potenzreihe dersel-
ben Art dargestellt werden, jedoch mit anderen Koeffizienten, weil sich die Um-
kehrung einer Potenzreihe in einem Punkt wieder als Potenzreihe darstellen la¨sst
(siehe z.B. Whittaker und Watson (1973) 7.32), falls sie umkehrbar ist. Implizit
geht man bei der Kamerakalibrierung davon aus, zumindest fu¨r den abgebildeten
Bereich, obwohl dies in der Regel in der Literatur nicht explizit erwa¨hnt wird. Die-
se Potenzreihendarstellung der Inversion kann wieder an einer Stelle abgebrochen
werden, wenn nur endlich viele Koeffizienten verwendet werden sollen. Da die Be-
stimmung der Potenzreihe im praktischen Einsatz nicht mo¨glich ist, werden hier
endlich viele Koeffizienten der Entzerrung so bestimmt, dass sie zu gegebenen Ka-
meraparametern, 3D-Punkten und deren beobachteten Pixeln passen. Dies wird
spa¨ter in Abschnitt 5.4 vorgestellt. Das heißt, dass es keine exakte Umkehrfunk-
tion zu δr gebildet wird, sondern eine Funktion der gleichen Familie mit anderen
Koeffizienten gewa¨hlt wird, die die Umkehrfunktion der urspru¨nglichen Potenz-
reihe approximiert.
Um die radiale Verzeichnungsfunktionen der Kameraabbildung und die Entzer-
rungsfunktion der Umkehrrelation zu unterscheiden wird die Entzerrung mit δ∗r
gekennzeichnet.
Definition 3.54 Sei K eine Kameraabbildung mit (klassischer) radialer Verzeich-Umkehrrelation
der Kameraab-
bildung mit
(klassischer)
radialer
Verzeichnung
nung, d.h. K = P ◦ δr ◦ Pz ◦ T , dann wird die Umkehrrelation K−1 von K fu¨r einen
Pixel p ∈ I in der Pixelebene, d.h. das Urbild von {p} unter K, wie folgt definiert:
K−1({p}) := T−1(P−1z ({δ∗r (P−1(p))})) ,
wobei δ∗r ∈ D eine radiale Verzeichnungsfunktion ist, die die Umkehrung von δr
approximiert.
Beim Lochkameramodell sind Urbilder von Pixeln Geraden im Raum, diese
Eigenschaft bleibt fu¨r oben definierte Umkehrrelation erhalten:
Lemma 3.55 (Urbild eines Pixels)
Sei K eine Kameraabbildung mit radialer Verzeichnung und δ∗r mit Koeffizienten
l1, . . . , lD die Entzerrungsfunktion und p ein Pixel im Bild, dann ist
K−1({p}) eine Gerade im R3 durch das Kamerazentrum ohne das Zentrum selbst und
K−1({p}) eine Gerade im R3 durch das Kamerazentrum.
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Beweis. Sei (u, v)t := P−1(p) und (x, y)t := δ∗r (u, v) = (1+
D∑
i=1
li(u
2+v2)i)(u, v)t
dann ist
K−1({p}) = T−1(P−1z ({δ∗r (P−1(p))})) = T−1(P−1z ({(x, y)}))
= T−1({s(x, y, 1)t|s ∈ R \ {0}}) = {sRt(x, y, 1)t −Rtt|s ∈ R \ {0}}
= {sRt(x, y, 1)t −Rtt|s ∈ R \ {0}}
eine Gerade im Raum mit Richtungsvektor Rt(x, y, 1)t ohne den Punkt −Rtt, das
Kamerazentrum, da T (−Rtt) = −RRtt+ t = 0 ist. Der Punkt ist ausgeschlossen,
da s 6= 0 sein soll und (x, y, 1)t nicht der Nullvektor ist. Der Abschluss dieser
Menge entha¨lt zusa¨tzlich noch das Kamerazentrum −Rtt (fu¨r s = 0). 
Das Bild einer Geraden im Raum ist allerdings im Allgemeinen keine Gerade. Ge-
nau aus diesem Grund wurde die radiale Verzeichnung modelliert um die Kru¨m-
mung von abgebildeten Geraden wiederzugeben. Der lineare Zusammenhang zwei-
er Korrespondenzen u¨ber die Fundamentalmatrix geht damit verloren.
Lemma 3.56 (Gemeinsamer Punkt von epipolaren Kurven)
Alle epipolaren Kurven in einem Bild haben einen Punkt, das Bild des Zentrums der
anderen Kamera gemeinsam, falls die zweite Kameraabbildung dafu¨r definiert ist. Das
heißt fu¨r einen Pixel p im ersten Bild ist
K′(0) ∈ K′(K−1({p}))) ,
falls t3 6= 0 und fu¨r einen Pixel p′ im zweiten Bild ist
K(−Rtt) ∈ K(K′−1({p′}))) ,
falls −Rtt /∈ {z = 0}.
Beweis. Der Ursprung ist das Zentrum der ersten Kamera und nach Lemma 3.55
ist dieser Element von K−1({p})) und damit ist K′(0) ∈ K′(K−1({p}))), falls 0 in
der Definitionsmenge von K′ liegt, d.h., dass T (0) = t in der Definitionsmenge
von Pz liegen muss, also t3 6= 0 sein muss. Das Zentrum der zweiten Kamera
−Rtt ist nach Lemma 3.55 Element von K′−1({p′})) und damit ist K(−Rtt) ∈
K(K′−1({p′}))), falls −Rtt in der Definitionsmenge von K liegt, d.h., dass −Rtt /∈
{z = 0} ist. 
Wird nur ein Verzeichnungskoeffizient beru¨cksichtigt und wird γ = 0 gesetzt, so
ist die epipolare Kurve eine kubische Kurve (siehe Zhang (1996b)), d.h. die Null-
stellenmenge eines Polynoms in zwei Variablen vom Maximalgrad drei. Hierzu
wurden die Pixelkoordinaten in die {z = 1}-Ebene transformiert, die Verzeich-
nung ru¨ckga¨ngig gemacht mit der Entzerrungsfunktion δ∗r und diese Koordinaten
anschließend wieder in Pixelkoordinaten umgerechnet. Fu¨r diese Koordinaten gilt
im Idealfall das Lochkameramodell und somit die fundamentale Bedingung mit
der zugeho¨rigen Fundamentalmatrix. Das allgemeine Vorgehen dazu wird in Ka-
pitel 4.2.2 vorgestellt.
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3.2.2.2 Abgea¨nderte radiale Verzeichnungsfunktion
Fu¨r die abgea¨nderte Verzeichnungsfunktionen haben die epipolaren Kurven ande-
re Gestalt:
Mit dem Divisionsmodell werden Geraden im R3 auf Kreise im Bild abgebildet
(siehe Barreto und Daniilidis (2005)), d.h. insbesondere auch, dass epipo-
lare Kurven Kreise sind. Diese Tatsache zeigt auch, dass dieses Modell fu¨r
Fisheye-Objektive geeignet ist, da hier Geraden am Bildrand oft deutlich
als Kreise zu erkennen sind. Sind die Pixel nicht quadratisch, so wird man
in der Praxis eher keine Kreise, sondern Ellipsen beobachten.
Beim rationalen Funktionenmodell sind epipolare Kurven Kegelschnitte (siehe
Claus und Fitzgibbon (2005a)), da Geraden im R3 auf diese abgebildet wer-
den.
4
Kamerakalibrierung in der Literatur und
Stand der Technik
Kamerakalibrierung bezeichnet den Prozess, das Verfahren, um die Parameter
einer Kamera eines gewa¨hlten Modells (siehe Abschnitt 3.1) zu bestimmen. U¨bli-
cherweise wird dazu ein Kalibrierobjekt mit einem genau bekannten Muster ver-
wendet, z.B. ein Wu¨rfel oder eine Ebene mit Gitterpunkten (siehe Abbildungen
4.1(a) und 4.1(c)), eine Platte mit Schachbrettmuster oder mit isolierten schwar-
zen Rechtecken (siehe Abbildung 4.1(b)).
Die Positionen der Gitterpunkte bzw. der Ecken des Schachbrettmusters oder
der Rechtecke sind genau bezu¨glich eines (Objekt)-Koordinatensystems bekannt.
Weiterhin muss die Zuordnung dieser 3D-Punkte zu den beobachteten Pixeln aus
der Bildaufnahme gegeben sein. Die Genauigkeit der Extraktion dieser beobach-
teten Pixel darf nicht auf ganze Pixeleinheiten beschra¨nkt sein. Es werden viel-
mehr subpixelgenaue Extraktionsverfahren beno¨tigt, wie sie z.B. in Hanning u. a.
(2006a), Hanning u. a. (2006b) oder Kellner (2007) vorgestellt werden. Mit den
gegebenen Informationen ko¨nnen die Kameraparameter na¨herungsweise ermittelt
werden.
Definition 4.1 Der Prototyp P sei die Menge aller Punkte auf dem Kalibrierobjekt P
deren Position bezu¨glich des Objekt- bzw. Referenzkoordinatensystems bekannt sind.
Im Folgenden werden bestehende Verfahren der Kamerakalibrierung und bis-
herige Methoden zur Integration radialer Verzeichnungen vorgestellt. Sie werden
um Vorgehensweisen erga¨nzt, die notwendig werden, wenn der theoretisch model-
lierte Idealfall in der Praxis nicht zutrifft. Es wird erstmals gezeigt, dass bei der
Ermittlung der Position zweier Kameras zueinander aus Bildern das Kriterium
zur Auswahl im Idealfall eindeutig ist, nicht aber im praktischen Fall fu¨r eine
Rekonstruktionsmethode. Fu¨r diese Situation wird eine Mo¨glichkeit genannt, wie
die Mehrdeutigkeit vermieden werden kann.
4.1 Einzelkamera
Die Parameter einer Kamera werden ermittelt, indem ein Fehlermaß minimiert
wird. Modellparameter, die einen geringen Fehler zur Beobachtung aufweisen,
(a) Schwerpunkte der Gitterpunkte im Kali-
brierwu¨rfel
(b) Ecken isolierte Rechtecke
(c) Schwerpunkte der Gitterpunkte auf der Kali-
brierplatte
Abbildung 4.1: Beispiele fu¨r Kalibrierobjekte und verwendete 3D-Koordinaten
4.1 Einzelkamera 59
werden gewa¨hlt. Dabei wird in der Regel das Objektkoordinatensystem des beob-
achteten Objekts als das Referenzkoordinatensystem betrachtet.
Definition 4.2 Seien ip die beobachteten Pixel (Bildpositionen) im Bild der Proto- Fehlerfunktion
Kalibrierung, Φtyppunkte p ∈ P, dann liefert ein Minimum der Funktion Φ
Φ : K −→ R+0 : K 7→
∑
p∈P
‖ip −K(p)‖2 =
∑
p∈P
‖ip −Π ◦ T (p)‖2
u¨ber alle Kameraabbildungen K die Parameter einer Kameraabbildung mit kleinsten
Fehlern zu den beobachteten Pixeln.
Genu¨gt eine Position des Kalibrierobjekts nicht, kann das Objekt in mehreren
Positionen aufgenommen werden. Dabei liefert eine Verschiebung der Kalibrier-
platte innerhalb der Oberfla¨chenebene der Platte, die die xy-Ebene des Referenz-
koordinatensystems bildet, keine neue Information (siehe z.B. Zhang (1998)). Die
intrinsischen Parameter bleiben dann gleich, wa¨hrend die extrinsischen Parameter
– die Parameter der Transformation T – pro Position variieren.
Definition 4.3 Fu¨r N Positionen des Kalibrierobjekts bezeichne ip,c das beobachtete Fehlerfunktion
Kalibrierung,
ΦN
Pixel eines Prototyppunktes p in Position c ∈ {1, . . . , N}. Die Fehlerfunktion wird
gewa¨hlt als die Summe der Fehler der einzelnen Positionen:
ΦN : I × GN −→ R+0 : (Π, T1, . . . , TN ) 7→
N∑
c=1
∑
p∈P
‖ip,c −Π ◦ Tc(p)‖2
=
N∑
c=1
Φ(Π ◦ Tc) .
4.1.1 Lochkameramodell
Wa¨hlt man das Lochkameramodell, so minimiert die Fehlerfunktion Φ die Summe
von quadrierten Absta¨nden im Bild u¨ber die Menge der extrinsischen und intrinsi-
schen Parameter des Lochkameramodells: bei einer Position des Kalibrierobjekts
wird ein Minimum u¨ber alle Kameraparameter λ1, λ2, λ3, t1, t2, t3, α, β, γ, u0, v0
von
Φ(Λ(α, β, γ, u0, v0) ◦ Γ(λ1, λ2, λ3, t1, t2, t3)) = Φ(Π ◦ T ) = Φ(K)
=
∑
p∈P
‖ip −K(p)‖2 =
∑
p∈P
‖ip − P ◦ Pz ◦ T (p)‖2
gesucht bzw. bei N Positionen wird das Minimum u¨ber λ1,c, λ2,c, λ3,c, t1,c, t2,c, t3,c
und α, β, γ, u0, v0 fu¨r c ∈ {1, . . . , N} von
ΦN (Λ(α, β, γ, u0, v0),Γ(λ1,1, λ2,1, λ3,1, t1,1, t2,1, t3,1), . . . ,
Γ(λ1,N , λ2,N , λ3,N , t1,N , t2,N , t3,N ))
= ΦN (Π, T1, . . . , TN ) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦ Pz ◦ Tc(p)‖2
gesucht. Abbildung 4.2 veranschaulicht die Fehlerfunktion. Die Fehlerfunktionen
sind nichtlinear, daher wird fu¨r die praktische Umsetzung der Minimierung eine
Startlo¨sung beno¨tigt.
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K
p
K(p)
ip
Abbildung 4.2: Darstellung der Fehlerfunktion
4.1.1.1 Finden einer Startlo¨sung
Im Folgenden wird das Verfahren von Zhang (1998) vorgestellt, das die Eigen-
schaften eines planaren Kalibrierobjekts (Kalibrierplatte) und die Orthogonalita¨t
der Rotationsmatrix ausnutzt. Zuna¨chst wird der Fehler einer Position des Kali-
brierobjekts betrachtet.
Im Idealfall ist dieser Fehler Null, d.h., dass fu¨r alle p ∈ P
ip = K(p)
ist. Fu¨r homogene Koordinaten gibt es dann fu¨r alle p ∈ P ein sp ∈ R \ {0}, so
dass (
ip
1
)
= spK˜
(
p
1
)
.
Wird eine Kalibrierplatte, deren Oberfla¨chenebene die xy-Ebene des Referenzko-
ordinatensystems bildet, verwendet, d.h. eine Ebene mit Kalibrierpunkten, kann
die letzte Koordinate der Punkte Null gesetzt werden. Bezeichne r1, r2, r3 die
Spalten der Rotationsmatrix, dann ergibt sich fu¨r einen Punkt (X,Y, 0) auf der
Kalibrierplatte und dem zugeho¨rigen Bildpunkt (u, v) und einen Skalar s ∈ R\{0}:
s
uv
1
 = K˜

X
Y
0
1
 = P˜ (r1 r2 r3 t)

X
Y
0
1
 = P˜ (r1 r2 t)︸ ︷︷ ︸
=:H
XY
1
 .
Gesucht ist damit eine Matrix H ∈ R3×3, die die obige Bedingung erfu¨llt. Sie
ist bis auf einen skalaren Faktor bestimmt und darf nicht die Nullmatrix sein.
Seien h1, h2, h3 die Vektoren der Zeilen von H als Spaltenvektoren aufgefasst und
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M = (X,Y, 1)t, dann ergibt sich:
s =M th3 und
(
uM th3
vM th3
)
=
(
M th1
M th2
)
. Also folgt
0 =
(
M t 0 −uM t
0 M t −vM t
)h1h2
h3

︸ ︷︷ ︸
=:x∈R
9
=
(
X Y 1 0 0 0 −uX −uY −u
0 0 0 X Y 1 −vX −vY −v
)
x .
Fu¨r eine Lo¨sung x obigen Gleichungssystems ist auch ein skalares Vielfaches von
x stets eine Lo¨sung. Desweiteren sollte die Lo¨sung x nicht der Nullvektor sein,
d.h., dass ‖x‖ = 1 angenommen werden kann.
Seien Mi = (Xi, Yi, 1)
t fu¨r 1 ≤ i ≤ n Punkte auf der Kalibrierplatte mit zuge-
ho¨rigen Bildpunkten (ui, vi) gegeben, dann muss fu¨r x mit ‖x‖ = 1 gelten:
X1 Y1 1 0 0 0 −u1X1 −u1Y1 −u1
0 0 0 X1 Y1 1 −v1X1 −v1Y1 −v1
...
Xn Yn 1 0 0 0 −unXn −unYn −un
0 0 0 Xn Yn 1 −vnXn −vnYn −vn

︸ ︷︷ ︸
=:A∈R
2n×9
x =

M t1 0 −u1M t1
0 M t1 −v1M t1
...
...
...
M tn 0 −unM tn
0 M tn −vnM tn
x = 0⇔ 0 = ‖Ax‖2 = xtAtAx mit AtA =

nX
i=1
X
2
i
nX
i=1
XiYi
nX
i=1
Xi 0 0 0 −
nX
i=1
uiX
2
i −
nX
i=1
uiXiYi −
nX
i=1
uiXi
nX
i=1
XiYi
nX
i=1
Y
2
i
nX
i=1
Yi 0 0 0 −
nX
i=1
uiXiYi −
nX
i=1
uiY
2
i −
nX
i=1
uiYi
nX
i=1
X
2
i
nX
i=1
XiYi
nX
i=1
Xi 0 0 0 −
nX
i=1
uiX
2
i −
nX
i=1
uiXiYi −
nX
i=1
uiXi
0 0 0
nX
i=1
X
2
i
nX
i=1
XiYi
nX
i=1
Xi −
nX
i=1
viX
2
i −
nX
i=1
viXiYi −
nX
i=1
viXi
0 0 0
nX
i=1
XiYi
nX
i=1
Y
2
i
nX
i=1
Yi −
nX
i=1
viXiYi −
nX
i=1
viY
2
i −
nX
i=1
viYi
0 0 0
nX
i=1
X
2
i
nX
i=1
XiYi
nX
i=1
Xi −
nX
i=1
viX
2
i −
nX
i=1
viXiYi −
nX
i=1
viXi

.
Es sollten mindestens 4 Punkte, die auch nicht auf einer Geraden liegen, gewa¨hlt
werden, damit der Rang von A nicht zu klein wird.
Die Lo¨sungen einer linearen Gleichung ha¨ngen mit Eigenvektoren zusammen:
Satz 4.4 (Zusammenhang lineare Gleichung und Eigenvektoren)
Sei A ∈ Rn×m mit n ≥ m, dann gilt fu¨r alle x ∈ Rm
Ax = 0⇔ (x = 0) ∨ (x ist Eigenvektor zum Eigenwert Null von AtA) .
Beweis. Sei A ∈ Rn×m mit n ≥ m und x ∈ Rm.
• Sei Ax = 0, dann ist auch AtAx = At0 = 0, damit folgt, dass entweder
x = 0 ist oder x Eigenvektor zum Eigenwert Null der Matrix AtA ist.
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• Sei x = 0, dann ist Ax = 0.
• Sei x Eigenvektor zum Eigenwert Null der Matrix AtA, dann ist 0 = AtAx.
Daraus folgt, dass auch 0 = xtAtAx = ‖Ax‖2 ist und damit Ax = 0 sein
muss. 
Der Idealfall, dass der Fehler gleich Null ist, wird in der Praxis kaum auftreten,
daher wird das Minimum von ‖Ax‖2 unter der Nebenbedingung ‖x‖ = 1 gesucht.
Satz 4.5 (Minimum von ‖Ax‖ unter ‖x‖ = 1)
Sei A ∈ Rn×m mit n ≥ m, dann gilt fu¨r einen Eigenvektor w zum kleinsten Eigenwert
von AtA mit ‖w‖ =:
argmin
{x∈R
m
|‖x‖=1}
‖Ax‖ = w .
Beweis. Seien 0 ≤ λ1 ≤ . . . ≤ λm ∈ R die Eigenwerte von AtA und sei
D = diag(λ1, . . . , λm) die Diagonalmatrix aus R
m×m bestehend aus den Eigen-
werten von AtA. Dann gibt es eine orthogonale Matrix U ∈ Rm×m bestehend aus
Eigenvektoren von AtA, so dass AtA = U tDU gilt. Dann gilt fu¨r alle x ∈ Rm
0 ≤ ‖Ax‖2 = xtAtAx = xtU tDUx y:=Ux= ytDy =
m∑
i=1
λiy
2
i .
Insbesondere folgt dann fu¨r y = ej der j-te kanonische Einheitsvektor im R
m:
0 ≤ etjDej =
m∑
i=1
λie
(i)
j = λj .
Fu¨r alle x ∈ Rm mit ‖x‖ = 1 und Ux =: y = (y1, . . . , ym)t ∈ Rm ist ‖y‖ = ‖Ux‖ =
‖x‖ = 1, weil U orthogonal ist, und
λ1 = λ1 · ‖y‖2 = λ1
m∑
i=1
y2i =
m∑
i=1
λ1y
2
i
≤
m∑
i=1
λiy
2
i = ‖Ax‖2 .
Dieser Wert wird fu¨r w := U te1 – der ersten Spalte von U
t und damit ein Eigen-
vektor zu λ1 – angenommen, weil ‖AUe1‖2 = λ1 ist. Das heißt, dass das Minimum
von ‖Ax‖2 unter ‖x‖ = 1 gleich λ1 ist. Damit wird auch das Minimum von ‖Ax‖
bei w angenommen. 
Nach Satz 4.5 liefert ein Eigenvektor w = (w1, . . . , w9)
t ∈ R9 mit ‖w‖ = 1 zum
kleinsten Eigenwert von AtA (wie in 4.1.1.1 definiert) das Minimum von ‖Ax‖
mit ‖x‖ = 1. Dieser Eigenvektor liefert dann eine Startlo¨sung fu¨r die gesuchte
Matrix H. Die Matrix A entha¨lt sowohl Eintra¨ge konstant Eins als auch Ein-
tra¨ge in Pixelkoordinaten oder Referenzkoordinaten oder Produkte von beiden.
Sie ist daher numerisch schlecht konditioniert (vgl. z.B. Zhang (1998)). Deshalb
sollen Referenz- und Pixelkoordinaten so transliert und skaliert werden, dass der
resultierende Schwerpunkt die Null ist und der resultierende durchschnittliche
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Abstand zur Null
√
2 betra¨gt (siehe Hartley (1997) oder Hartley und Zisserman
(2000)). Dies entspricht einer Uminterpretation der Daten: die Einheit und der
Nullpunkt werden gea¨ndert. Die Datenmatrix AtA wird dadurch vera¨ndert und
im Allgemeinen wird dadurch ein anderes Minimum (Eigenvektor zum kleinsten
Eigenwert der Datenmatrix) bestimmt. In der Praxis wird dies fu¨r eine Startlo¨-
sung in Kauf genommen, da im anderen Fall das Ergebnis durch die numerische
Fehler unbrauchbar wird oder gar nicht bestimmt werden kann. Im Idealfall, der
real kaum auftritt, wu¨rden Eingangsdaten m und M eine Gleichheit m = HM
erfu¨llen fu¨r eine Matrix H. Dann gilt fu¨r die normalisierten Daten m′ = Sm und
M ′ = QM die Beziehung m′ = H ′M ′ mit H ′ = SHQ−1, die es ermo¨glicht H aus
H ′ wieder zu bestimmen. Generell wird die Normalisierung in Fa¨llen angewandt,
in denen die Eingangsdaten unterschiedliche Gro¨ßenordnungen aufweisen. Eine
Skalierung um r ∈ R und Translation um (q1, q2) ∈ R2 kann in R2 mit homogenen
Koordinaten mit einer Matrix dargestellt werden:
f : R2 −→ R3 : (x, y) 7→
r 0 q10 r q2
0 0 1
xy
1
 .
Die darstellende Matrix ist fu¨r r 6= 0 invertierbar. Die inverse Matrix stellt den
umgekehrten Prozess der Skalierung und Translation dar, der nach der Bestim-
mung von w durchgefu¨hrt wird.
Mit
Ĥ :=
w1 w2 w3w4 w5 w6
w7 w8 w9

erha¨lt man eine Lo¨sung, die noch u¨ber eine nichtlineare Optimierung verbessert
werden kann (siehe Abschnitt 2.4), was in der Praxis auch gemacht und in der
Literatur auch empfohlen wird (siehe z.B. Zhang (1998)). Dabei wird obiges Ĥ
als Startwert verwendet und
R3×3 −→ R+0 : H 7→
∑
p∈P
∥∥∥∥∥ip − 1ht3Mp
(
h
t
1Mp
h
t
2Mp
)∥∥∥∥∥
2
minimiert. Dabei seien wieder h1, h2, h3 die Zeilen von H und fu¨r p ∈ P mit
p = (X,Y, 0)t seiMp := (X,Y, 1)
t. Ein Minimum dieser letzten Optimierung liefert
erst eine Lo¨sung, die einen kleinen physikalischen Abstand zu den Beobachtungen
hat.
Nun wird versucht aus der Darstellung
H = sP˜
(
r1 r2 t
)
d.h. P˜−1H = s
(
r1 r2 t
)
fu¨r ein s ∈ R \ {0} die Parameter r1, r2, t und P zu bestimmen. Dazu muss
P˜−1H die Nebenbedingung erfu¨llen, dass r1, r2 orthonormal sind, d.h., dass fu¨r
die Spaltenvektoren h1, h2, h3 von H gelten muss:
0 = s2〈r1, r2〉 = 〈sr1, sr2〉 = 〈P˜−1h1, P˜−1h2〉 = ht1
(
P˜−1
)t
P˜−1h2 und
1 = 〈r1, r1〉 = 〈r2, r2〉 ⇒ 〈sr1, sr1〉 = 〈sr2, sr2〉
⇒ht1
(
P˜−1
)t
P˜−1h1 = h
t
2
(
P˜−1
)t
P˜−1h2 = s .
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Sei
B :=
(
P˜−1
)t
P˜−1 =
B11 B12 B13B21 B22 B23
B31 B32 B33

=

1
α2
− γ
α2β
v0γ−u0β
α2β
− γ
α2β
γ2
α2β2
+ 1
β2
−γ(v0γ−u0β)
α2β2
− vo
β2
v0γ−u0β
α2β
−γ(v0γ−u0β)
α2β2
− vo
β2
(v0γ−u0β)2
α2β2
+
v20
β2
+ 1
 ,
dann ist B symmetrisch und deshalb fest gelegt durch
b := (B11, B12, B22, B13, B23, B33)
t ∈ R6 .
Bezeichne hi := (hi1, hi2, hi3)
t die i-te Spalte von H fu¨r i ∈ {1, 2, 3}. Dann ist
htiBhj = z
t
ijb mit zij :=

hi1hj1
hi1hj2 + hi2hj1
hi2hj2
hi3hj1 + hi1hj3
hi3hj2 + hi2hj3
hi3hj3

fu¨r i, j ∈ {1, 2, 3}. Die Orthonormalita¨tsbedingungen
ht1Bh2 = 0 und h
t
1Bh1 = h
t
2Bh2
lassen sich dann als (
zt12
(z11 − z22)t
)
b = 0
schreiben. Sind N Bilder (Positionen) der Kalibrierplatte gegeben, kann man alle
2N Gleichungen als
Zb = 0
zusammenfassen, wobei Z ∈ R2N×6 ist. Ist N ≥ 3, d.h., dass mindestens 3 Bilder
bzw. Positionen gewa¨hlt worden sind, so gibt es im Allgemeinen eine bis auf einen
skalaren Faktor eindeutige Lo¨sung (Zhang (1998)): einen normierten Eigenvektor
zum kleinsten Eigenwert von ZtZ, d.h., dass ‖Zb‖ unter der Nebenbedingung
‖b‖ = 1 minimiert wird. Aus dem Lo¨sungsvektor b kann die Matrix B aufgestellt
werden.
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Lemma 4.6
Sei B ∈ R3×3 gegeben mit sB =
(
P˜−1
)t
P˜−1 fu¨r ein s ∈ R \ {0}, dann lassen sich
die intrinsischen Parameter der Kameraabbildung wie folgt berechnen:
v0 =
B12B13 −B11B23
B11B22 −B212
s = B33 − B
2
13 + v0(B12B13 −B11B23)
B11
α =
√
s
B11
β =
√
sB11
B11B22 −B212
γ = −α2B12β
s
u0 =
γv0
β
− α
2B13
s
,
falls sB11 > 0 und B11B22 −B212 > 0 sind.
Beweis. Fu¨r die Matrixeintra¨ge gilt:
sB11 =
1
α2
sB12 = − γ
α2β
sB13 =
v0γ − u0β
α2β
sB33 =
(v0γ − u0β)2
α2β2
+
v20
β2
+ 1
s2B12B13 = −γ(v0γ − u0β)
α4β2
s2B11B23 = −γ(v0γ − u0β)
α4β2
− v0
α2β2
s2B11B22 =
γ2
α4β2
+
1
α2β2
s2B212 =
γ2
α4β2
s2B213 =
(v0γ − u0β)2
α4β2
⇒ s2(B12B13 −B11B23) = v0
α2β2
s2(B11B22 −B212) =
1
α2β2
s2(B213 + v0(B12B13 −B11B23)) =
(v0γ − u0β)2
α4β2
+
v20
α2β2
.
Daraus ergeben sich die Gleichungen fu¨r die intrinsischen Parameter. Die Wurzeln
bei der Bestimmung von α bzw. β sind dabei nur definiert, falls sB11 > 0 bzw.
B11B22 −B212 > 0 ist. 
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Haben s und B11 verschiedene Vorzeichnen, ist die Wurzel fu¨r die Berechnung von
α nicht definiert! Analoges gilt fu¨r β. Tritt dies in der Praxis auf, kann man ver-
suchen durch Hinzu- oder Wegnahme von Bildern (Positionen) dies zu Umgehen.
Fu¨r jede Position des Kalibrierobjekts ko¨nnen nun die extrinsischen Parameter
ermittelt werden.
Lemma 4.7 (Startlo¨sung extrinsische Parameter)
Seien die intrinsischen Kameraparameter mit P˜ gegeben und sei weiter die MatrixH =(
h1 h2 h3
)
= λP˜
(
r1 r2 t
)
fu¨r ein λ ∈ R. Dabei bezeichne R = (r1 r2 r3) ∈
R3×3 die Rotationsmatrix und t ∈ R3 den Translationsvektor der Transformation.
Dann ko¨nnen die extrinsischen Parameter wie folgt bestimmt werden:
r1 = λP˜
−1h1
r2 = λP˜
−1h2
r3 = r1 × r2
t = λP˜−1h3
mit λ =
1
P˜−1h1
=
1
P˜−1h2
.
Beweis. Folgt aus H = λP˜
(
r1 r2 t
)
und ‖r1‖ = ‖r2‖ = 1. 
Wird die Rotationsmatrix aus zuvor berechneten intrinsischen Parameter nach
obigem Lemma berechnet, so kann in der Praxis nicht davon ausgegangen wer-
den, dass die so berechneten r1 und r2 Norm Eins haben. Daher empfiehlt es sich
hier beide zu normieren. Weiter werden im Allgemeinen r1 und r2 nicht senkrecht
aufeinander stehen, d.h., dass R keine Rotationsmatrix ist. Daher wird eine Ro-
tationsmatrix gesucht, die mo¨glichst nahe (bezu¨glich der Frobenius-Norm) an der
berechneten Matrix liegt.
Satz 4.8 (Approximation einer Matrix durch eine Rotationsmatrix)
Sei Q ∈ R3×3, dann ist
UV t = argmin
R
‖R−Q‖2F unter der Nebenbedingung RtR = I ,
wobei I ∈ R3×3 die Einheitsmatrix bezeichne und Q = USV t die Singula¨rwertzerle-
gung von Q ist. Gilt zusa¨tzlich det(Q) > 0, dann gilt weiter
UV t = argmin
R
‖R−Q‖2F unter der Nebenbedingung R ist Rotationsmatrix.
Beweis.
‖R−Q‖2F = spur((R−Q)t(R−Q)) = spur(RtR−RtQ−QtR+QtQ)
= spur(I)− spur(RtQ)− spur((QtR)t) + spur(QtQ)
= 3 + spur(QtQ)− 2spur(RtQ) ≥ 0
⇒ argmin
R
‖R−Q‖2F = argmax
R
spur(RtQ)
Sei Q = USV t die Singula¨rwertzerlegung von Q, mit S =
σ1 0 00 σ2 0
0 0 σ3
 und
U, V orthogonale Matrizen, dann ist auch Z := V tRtU eine orthogonale Matrix
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und es gilt:
spur(RtQ) = spur(RtUSV t) = spur(V −1RtUSV tV ) = spur(V tRTUS)
= spur(ZS) =
3∑
i=1
zii︸︷︷︸
≤1
σi︸︷︷︸
≥0
≤
3∑
i=1
σi ,
weil die Spaltenvektoren von Z eine orthonormale Basis bilden und daher normiert
sind. Gleichheit gilt, wenn alle zii = 1 sind, d.h., dass Z die Einheitsmatrix I sein
muss, da Z orthogonal ist, d.h.
I = Z = V tRtU
⇒ Rt = V U t
⇒ R = UV t .
Damit wird ‖R − Q‖2F unter der Bedingung RtR = I fu¨r R = UV t minimiert.
Da U und V orthogonale Matrizen sind, ist |det(U)| = 1 und |det(V )| = 1. Gilt
zusa¨tzlich det(Q) > 0, dann folgt mit
0 < det(Q) = det(USV t) = det(U) det(S) det(V t) = det(U) det(V t)
(
3∏
i=1
σi
)
︸ ︷︷ ︸
≥0
⇒ 0 < det(U) det(V t) = det(UV t) ,
dass det(U) det(V t) = 1 sein muss. Dann ist R := UV t eine Rotationsmatrix, die
das Minimum annimmt. 
Damit ko¨nnen auch Startwerte fu¨r die extrinsischen Parameter bestimmt wer-
den. Allerdings wurden fu¨r die Bestimmung der intrinsischen Parameter mehr
Daten (alle Bilder bzw. Positionen) verwendet, d.h., dass diese Bestimmung sta-
biler ist. Um die Bestimmung der extrinsischen Parameter noch zu verbessern,
kann
R6 −→ R+0 : (λ1, λ2, λ3, t1, t2, t3) 7→Φ(Π ◦ Γ(λ1, λ2, λ3, t1, t2, t3))
=
∑
p∈P
‖ip − P ◦ Pz ◦ T (p)‖2
mit einem nichtlinearen Optimierungsverfahren fu¨r jede Position des Kalibrierob-
jekts minimiert werden und die Ergebnisse als extrinsische Startparameter ver-
wendet werden. Wiederum minimiert erst diese Optimierung einen physikalischen
Abstand zu den Beobachtungen. Der komplette Algorithmus zur Ermittlung von
Startparametern ist in 4.1 zusammengefasst.
Das Verfahren von Zhang (1998) wird ha¨ufig zitiert und verwendet. Es gibt
jedoch noch weitere Mo¨glichkeiten zur Bestimmung einer Startlo¨sung, z.B. wa¨hlt
Tsai (1987) eine Methode, die Beziehungen zwischen Bild- und Objektpunkten
benutzt, die auch bei radialer Verzeichnung noch gu¨ltig bleiben (radial alignment
constraint). Die Startlo¨sung von Zhang beru¨cksichtigt dies nicht. Die Methode von
Tsai bestimmt in mehreren Schritten externe und interne Parameter, allerdings
Algorithmus 4.1 : Bestimmung von Startparametern fu¨r das Lochkameramodell
(Zhang)
Eingabe : Kalibrierplatte als Prototyp P mit n Elementen. Fu¨r j ∈ {1, . . . , n} mit
pj = (Xj , Yj , 0)
t sei M ′j := (Xj , Yj , 1)
t sowie N Bilder des Prototyps in
N Positionen. Dabei bezeichne m′j,c := (u
′
j,c, v
′
j,c)
t das Pixel im Bild
c ∈ {1, . . . , N} des Punktes pj ∈ P.
Ausgabe : Startwerte fu¨r intrinsische (α, β, γ, u0, v0) und extrinsische Parameter
(T1, . . . TN )
1. Normalisiere Prototypkoordinaten: Fu¨r j ∈ {1, . . . , n} sei Mj := SM ′j mit
S :=
λ 0 −λs10 λ −λs2
0 0 1
 und (s1
s2
)
:= 1
n
n∑
j=1
(
Xj
Yj
)
,
λ :=
√
2
n
n∑
j=1
√
(Xj − s1)2 + (Yj − s2)2
2. forall c ∈ {1, . . . , N} do
2.1 Normalisiere Pixelkoordinaten mit Matrix Qc (analog zu S fu¨r
Prototypkoordinaten). Daraus ergeben sich (uj,c, vj,c, 1)
t := Qc(u
′
j,c, v
′
j,c, 1)
t
2.2 Ac :=

M t1 0 −u1,cM t1
0 M t1 −v1,cM t1
...
...
...
M tn 0 −un,cM tn
0 M tn −vn,cM tn
 ∈ R2n×9
2.3 Eigenvektor wc = (w1,c, . . . , w9,c)
t zum kleinsten Eigenwert von AtcAc
2.4 Setze Ĥc := Q
−1
c
w1,c w2,c w3,cw4,c w5,c w6,c
w7,c w8,c w9,c
 S als Startwert
2.5 Minimiere R3×3 −→ R+0 : H 7→
n∑
j=1
∥∥∥∥∥m′j,c − 1ht3M ′j,c
(
h
t
1M
′
j,c
h
t
2M
′
j,c
)∥∥∥∥∥
2
mit obigen
Startwert mit einem nichtlinearen Optimierungsverfahren. h1, h2, h3 bezeichnen
dabei die Zeilenvektoren von H. Hc = (h
(c)
ij )1≤i,j≤3 sei das Ergebnis dieses
Verfahrens
2.6 Setze fu¨r i, j ∈ {1, 2} z(c)ij :=

h
(c)
i1 h
(c)
j1
h
(c)
i1 h
(c)
j2 + h
(c)
i2 h
(c)
j1
h
(c)
i2 h
(c)
j2
h
(c)
i3 h
(c)
j1 + h
(c)
i1 h
(c)
j3
h
(c)
i3 h
(c)
j2 + h
(c)
i2 h
(c)
j3
h
(c)
i3 h
(c)
j3

und
z′c :=
(
(z
(c)
12 )
t
(z
(c)
11 − z(c)22 )t
)
end
3. Z :=
(
z′1 . . . z
′
N
)t ∈ R2N×6
4. Eigenvektor b = (b1, . . . , b6)
t ∈ R6 zum kleinsten Eigenwert von ZtZ
5. B := (Bij)1≤i,j≤3 :=
b1 b2 b4b2 b3 b5
b4 b5 b6
 ∈ R3×3
6. Bestimme α, β, γ, u0, v0 mit Lemma 4.6. Daraus ergibt sich P˜
7. forall c ∈ {1, . . . , N} do
7.1 Ermittle Rotation Rc und Translationsvektor tc mit Hc, P˜ und Lemma 4.7
7.2 Korrigiere Rc mit Satz 4.8. Daraus ergibt sich Tc (evtl. als Startwert fu¨r 7.3)
(7.3) Evtl. nichtlineares Optimierungsverfahren: Tc 7→
∑
p∈P
‖ip − P ◦Pz ◦ Tc(p)‖2
end
4.1 Einzelkamera 69
wird vorausgesetzt, dass der Scherungsparameter γ = 0 ist und das Verha¨ltnis
der Skalierungsfaktoren α, β bekannt ist. In diesem Fall ko¨nnen interne Parame-
ter auch aus unendlich fernen Punkten von drei orthogonalen Geraden bestimmt
werden (vgl. z.B. Hartley und Zisserman (2000)). Die unendlich fernen Punkte
erha¨lt man dabei u¨ber den Schnittpunkt von mindestens zwei parallelen Geraden,
die sich im Bild durch die perspektivische Verzerrungen schneiden. Drei senkrechte
Richtungen ergeben sich z.B. am Eck eines Geba¨udes. Weiter kann anschließend
die Rotation aus zwei Bildern mit korrespondierenden unendlich fernen Punkten
ermittelt werden. Nachteil dieser Methode ist, dass Geraden in verzeichneten Bil-
der nicht als Geraden wiedergegeben werden und damit ein Schnittpunkt nicht
korrekt bestimmt werden kann.
4.1.1.2 Optimierung der Startlo¨sung
Die ermittelte Startlo¨sung kann nun benutzt werden, um mit einem nichtlinearen
Optimierungsverfahren (siehe Abschnitt 2.4) die Parameter gema¨ß der Fehlerfunk-
tion zu verbessern. Erst dadurch wird ein kleiner Abstand zu den Beobachtungen
erzwungen, was in der Startlo¨sung nicht beru¨cksichtigt wurde. Algorithmus 4.2
zeigt die komplette Kalibrierung fu¨r das Lochkameramodell.
Algorithmus 4.2 : Bestimmung aller Parameter fu¨r das Lochkameramodell
Eingabe :
• Kalibrierplatte als Prototyp P mit n Elementen
• N Bilder des Prototyps in N Positionen. Dabei bezeichne ip,c das Pixel im Bild
c ∈ {1, . . . , N} des Punktes p ∈ P
Ausgabe : Intrinsische Parameter α, β, γ, u0, v0 und extrinsische Parameter
T1, . . . TN
1. Bestimme Startwerte fu¨r α, β, γ, u0, v0 (Daraus ergeben sich P bzw. Π) und
T1, . . . TN (z.B. nach Algorithmus 4.1)
2. Minimiere
(α, β, γ, u0, v0, T1, . . . , TN ) 7→ ΦN (Π, T1, . . . , TN ) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦ Pz ◦ Tc(p)‖2
mit einem nichtlinearen Optimierungsverfahren
3. return α, β, γ, u0, v0 und T1, . . . TN
4.1.2 Kameramodelle mit radialer Verzeichnung
Generell gibt es zwei Mo¨glichkeiten eine Kalibrierung unter Einbeziehung von Ver-
zeichnungen durchzufu¨hren: Startparameter auch fu¨r die Verzeichnungsparameter
zu finden und anschließend alle Parameter nichtlinear nachzuoptimieren oder die
aufgenommen Bildern vorab zu entzerren, d.h., dass die Verzeichnung ru¨ckga¨ngig
gemacht wird, und anschließend eine Kalibrierung nach dem Lochkameramodell
durchzufu¨hren.
Letztere Methode kann z.B. u¨ber so genannte Plumbline Verfahren (siehe z.B.
Devernay und Faugeras (2001) oder Valkenburg und Evans (2002)) durchgefu¨hrt
werden: ein oder mehrere du¨nne Lotschnu¨re, die mit einem Lot senkrecht nach
unten gehalten werden, werden im Bild aufgenommen. Oder es werden Szenen,
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in denen Geraden enthalten sind, aufgenommen. Diese erscheinen aufgrund der
Verzeichnung nicht mehr als Geraden, sondern als gekru¨mmte Kurven, die aus
den Bildern extrahiert werden. Die Bedingung, dass sie Bilder von Geraden sind,
liefert eine algorithmische Entzerrung. Das entzerrte Bild kann dann mit dem
Lochkameramodell behandelt werden.
Ein Nachteil einiger dieser Verfahren ist, dass jedes Bild zuvor entzerrt werden
muss und dass diesem Vorgehen ein anderes Kameramodell entspricht: Bei die-
sen Verfahren wird die Verzeichnung zuerst ru¨ckga¨ngig gemacht. Dabei wird oft
die Verzeichnung als letzter Schritt der Kameraabbildung betrachtet. Die in Ab-
schnitt 3.1 vorgestellten und in der Literatur angefu¨hrten Modelle setzen jedoch
die Verzeichnung als vorletzten Schritt (in der {z = 1}-Ebene) noch vor der Um-
rechnung in Pixelkoordinaten. Bei einer Umkehrung der Kameraabbildung mu¨s-
sten also zuerst die Pixel- in Bildkoordinaten umgerechnet werden und dann erst
entzerrt werden. Dazu mu¨ssten aber die internen Parameter schon bekannt sein
oder es werden die Verzeichnungsfunktionen abgea¨ndert, so dass dies mo¨glich wird
(siehe z.B. Claus und Fitzgibbon (2005a)). Im Folgenden werden die Standard-
verzeichnungsfunktionen und die damit zusammenha¨ngenden Kalibrierverfahren
betrachtet.
Unter Verwendung der radialen (Standard)-Verzeichnungsfunktion wird die Feh-
lerfunktion Φ u¨ber der Menge der extrinsischen und intrinsischen Parameter mi-
nimiert: bei einer Position des Kalibrierobjekts wird das Minimum u¨ber alle Ka-
meraparameter λ1, λ2, λ3, t1, t2, t3, α, β, γ, u0, v0, k1, . . . , kD von
Φ(Λ(α, β, γ, u0, v0, k1, . . . , kD) ◦ Γ(λ1, λ2, λ3, t1, t2, t3)) = Φ(Π ◦ T ) = Φ(K)
=
∑
p∈P
‖ip −K(p)‖2 =
∑
p∈P
‖ip − P ◦ δr ◦ Pz ◦ T (p)‖2
gesucht bzw. bei N Positionen wird das Minimum u¨ber λ1,c, λ2,c, λ3,c, t1,c, t2,c, t3,c
und α, β, γ, u0, v0, k1, . . . , kD fu¨r c ∈ {1, . . . , N} von
ΦN (Λ(α, β, γ, u0, v0, k1, . . . , kD),Γ(λ1,1, λ2,1, λ3,1, t1,1, t2,1, t3,1), . . . ,
Γ(λ1,N , λ2,N , λ3,N , t1,N , t2,N , t3,N ))
=ΦN (Π, T1, . . . , TN ) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦ δr ◦ Pz ◦ Tc(p)‖2
bestimmt. Wiederum handelt es sich dabei um ein nichtlineares Optimierungspro-
blem, das eine Startlo¨sung beno¨tigt.
4.1.2.1 Finden einer Startlo¨sung
Aus den Startwerten fu¨r ein Lochkameramodell ko¨nnen Startwerte fu¨r die radialen
Verzeichnungsparameter gewonnen werden (vgl. z.B. Zhang (1998)). Zhang ver-
wendet dazu zwei radiale Verzeichnungsparameter. Nach Tsai (1987) und Wei und
Ma (1994) fu¨hrt die Verwendung mehrerer Parameter eher zu numerischer Instabi-
lita¨t, als zu einer Verbesserung des Modells. Im Folgenden wird das Verfahren von
Zhang (1998) vorgestellt, das nur zwei Verzeichnungsparameter beru¨cksichtigt.
Eine Bestimmung der Startwerte des Lochkameramodells z.B. nach Algorith-
mus 4.1 beru¨cksichtigt die radiale Verzeichnung nicht, d.h., dass im ersten Schritt
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angenommen wird, dass keine Verzeichnung vorhanden ist. Dann erst werden die
Verzeichnungsparameter ermittelt. Da dies nur fu¨r die erste Ermittlung von Start-
werten gilt, ist es unkritisch.
Gegeben seien die Parameter α, β, γ, u0, v0 und T1, . . . , TN bei N Positionen
des Kalibrierobjekts. Dann gilt fu¨r alle p ∈ P und fu¨r alle c ∈ {1, . . . , N} mit
(x, y)t := Pz ◦ Tc(p) und (u, v)t := P ((x, y)t):
δr
(
x
y
)
=
(
x+ x(k1(x
2 + y2) + k2(x
2 + y2)2)
y + y(k1(x
2 + y2) + k2(x
2 + y2)2)
)
(4.1)
⇒ P ◦ δr
(
x
y
)
= L
(
x+ x(k1(x
2 + y2) + k2(x
2 + y2)2)
y + y(k1(x
2 + y2) + k2(x
2 + y2)2)
)
+
(
u0
v0
)
=
(
u+ (u− u0)(k1(x2 + y2) + k2(x2 + y2)2)
v + (v − v0)(k1(x2 + y2) + k2(x2 + y2)2)
)
(4.2)
⇒ P ◦ δr
(
x
y
)
−
(
u
v
)
=
(
(u− u0)(x2 + y2) (u− u0)(x2 + y2)2
(v − v0)(x2 + y2) (v − v0)(x2 + y2)2
)(
k1
k2
)
. (4.3)
L bezeichne dabei die Matrix aus P in Definition 3.16. Ist (u′, v′)t das beobachtete
Pixel von p im Bild c, so gilt im Idealfall P ◦ δr((x, y)t) = (u′, v′)t. Da fu¨r jedes
p ∈ P mit |P| = n und fu¨r jede Position c ∈ {1, . . . , N} eine Gleichung nach (4.3)
gewonnen werden kann, ko¨nnen diese in einer Matrix A ∈ R2nN×2 und einem
Vektor d ∈ R2nN zusammengefasst werden, so dass gilt
A
(
k1
k2
)
= d ⇒ AtA
(
k1
k2
)
= Atd (4.4)
⇒
(
k1
k2
)
= (AtA)−1Atd . (4.5)
Damit ko¨nnen k1 und k2 bestimmt werden (vgl. Algorithmus 4.3). (A
tA)−1At ist
dabei die Pseudoinverse von A, deren Berechnung numerisch instabil werden kann.
Hier sollten numerisch stabile Verfahren verwendet werden, z.B. Householder-
Transformationen (siehe z.B. Golub und Loan (1996)). Unter welchen Bedingun-
gen die Matrix AtA invertierbar ist, und ob diese Berechnung einen Fehler mini-
miert, ist in Zhang (1998) nicht angegeben. In Kapitel 5 wird eine Bestimmung
von beliebigen vielen Verzeichnungsparametern angegeben, die eine Fehlerfunkti-
on minimieren. Bedingungen an die beobachteten Punkte werden angegeben, die
die Existenz des Minimums garantieren.
Als Startwerte fu¨r die Verzeichnungsparameter wa¨re auch Null mo¨glich. Eine
erste Bestimmung der Werte wu¨rde dann das folgende nichtlineare Optimierungs-
verfahren u¨bernehmen.
4.1.2.2 Optimierung der Startlo¨sung
Wie im Fall des Lochkameramodells wird auch fu¨r das Modell mit radialer Ver-
zeichnung ausgehend von einer Startlo¨sung die Fehlerfunktion ΦN mit einem
nichtlinearen Optimierungsverfahren minimiert. Dies muss nicht in einem glo-
balen Optimum resultieren, da das Verfahren in lokalen Optima abbrechen kann.
Algorithmus 4.4 zeigt die Vorgehensweise.
In Kapitel 5 wird ein verbesserter Algorithmus fu¨r die klassische radiale Ver-
zeichnungsfunktion angegeben. Die Tatsache, dass die Verzeichnungsparameter
Algorithmus 4.3 : Bestimmung von Startparametern fu¨r radiale Verzeichnung
(Zhang)
Eingabe :
• Kalibrierplatte als Prototyp P = {p1, . . . , pn}
• N Bilder des Prototyps in N Positionen. Dabei bezeichne m′j,c := (u′j,c, v′j,c)t das
Pixel im Bild c ∈ {1, . . . , N} des Punktes pj ∈ P.
• P, T1, . . . , TN
Ausgabe : Startwerte fu¨r radiale Verzeichnung k1, k2
1. Setze fu¨r j ∈ {1, . . . , n} und fu¨r alle c ∈ {1, . . . , N} mit (xj,c, yj,c)t := Pz ◦ Tc(pj)
und (uj,c, vj,c)
t := P ((xj,c, yj,c)
t)
2. Setze Datenmatrix A und Datenvektor d
A :=

(u1,1 − u0)(x21,1 + y21,1) (u1,1 − u0)(x21,1 + y21,1)2
(v1,1 − v0)(x21,1 + y21,1) (v1,1 − v0)(x21,1 + y21,1)2
...
...
(un,1 − u0)(x2n,1 + y2n,1) (un,1 − u0)(x2n,1 + y2n,1)2
(vn,1 − v0)(x2n,1 + y2n,1) (vn,1 − v0)(x2n,1 + y2n,1)2
...
...
(un,N − u0)(x2n,N + y2n,N ) (un,N − u0)(x2n,N + y2n,N )2
(vn,N − v0)(x2n,N + y2n,N ) (vn,N − v0)(x2n,N + y2n,N )2

d =

u′1,1 − u1,1
v′1,1 − v1,1
...
u′n,1 − un,1
v′n,1 − vn,1
...
u′n,N − un,N
v′n,N − vn,N

3. Bestimme
(
k1
k2
)
= (AtA)−1Atd
4. return k1 und k2
Algorithmus 4.4 : Bestimmung aller Parameter fu¨r das Modell mit radialer Ver-
zeichnung (Zhang)
Eingabe :
• Kalibrierplatte als Prototyp P mit n Elementen
• N Bilder des Prototyps in N Positionen. Dabei bezeichne ip,c das Pixel im Bild
c ∈ {1, . . . , N} des Punktes p ∈ P
Ausgabe : Intrinsische Parameter α, β, γ, u0, v0, k1, . . . , kD und extrinsische
Parameter T1, . . . TN
1. Bestimme Startwerte fu¨r α, β, γ, u0, v0 (daraus ergibt sich P ) und T1, . . . , TN
(z.B. nach Algorithmus 4.1)
2. Bestimme Startwerte fu¨r k1, . . . , kD (z.B. mit Algorithmus 4.3)
3. Minimiere (α, β, γ, u0, v0, k1, . . . , kD, T1, . . . , TN ) 7→ ΦN (Π, T1, . . . , TN ) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦ δr ◦ Pz ◦ Tc(p)‖2 mit einem nichtlinearen Optimierungsverfahren
und obigen Startwerten
4. return α, β, γ, u0, v0, k1, . . . , kD und T1, . . . TN
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durch die anderen Kameraparameter bestimmt sind, kann ausgenutzt werden, um
den Kalibrieralgorithmus eines Lochkameramodells mit vera¨nderter Fehlerfunkti-
on verwenden zu ko¨nnen.
Fu¨r die abgea¨nderten radialen Verzeichnungsfunktionen aus Abschnitt 3.1.2.1.1
finden sich in den dort zitieren Quellen zu diesen Modellen auch Methoden zur
Ermittlung von Startwerten der Verzeichnungsparameter. Teilweise geschieht dies
u¨ber Entzerrung von Kurven, die Bilder von Geraden sind. Aus diesen Start-
parametern kann analog zu Algorithmus 4.4 ein Kalibrieralgorithmus angegeben
werden, indem in der Fehlerfunktion fu¨r die nichtlineare Optimierung die radia-
le Verzeichnungsfunktion ersetzt wird, falls in den Modellen die Funktion von
unverzeichneten zu verzeichneten Bildkoordinaten angegeben wurde.
4.2 Stereokamerasystem
Die Algorithmen zur Ermittlung der externen Parameter zweier Einzelkameras,
ko¨nnen verwendet werden, um die externen Parameter des zugeho¨rigen Stereosy-
stems zu bestimmen.
Lemma 4.9
Seien Π1, R1, t1 sowie Π2, R2, t2 die intrinsischen und extrinsischen Parameter zweier
Kameras bezu¨glich eines Referenzkoordinatensystems. Sei die Transformation T durch
die Rotationsmatrix R := R2R
t
1 und den Translationsvektor t := −Rt1+ t2 definiert,
dann ist durch K := Π1 und K′ := Π2 ◦ T das Stereokamerasystem bezu¨glich des
ersten Kamerakoordinatensystems als Referenzkoordinatensystem gegeben.
Beweis. Seien T1 : R
3 → R3 : x 7→ R1x + t1 und T2 : R3 → R3 : x 7→ R2x + t2
die Transformationen des Referenzkoordinatensystems in die Kamerakoordina-
tensysteme, dann ist T := T2 ◦ T−11 die Transformation vom ersten in das zweite
Kamerakoordinatensystem und fu¨r x ∈ R3 ist
T (x) = T2 ◦ T−11 (x) = T2(R−11 (x− t1)) = T2(Rt1(x− t1)) = R2Rt1(x− t1) + t2
= R2R
t
1︸ ︷︷ ︸
=:R
x−R2Rt1t1 + t2︸ ︷︷ ︸
=:t
.
Damit folgt die Behauptung. 
Die Bestimmung der Parameter nach obigem Lemma hat gravierende Nachteile:
Es muss fu¨r jede Kamera eine vollsta¨ndige Kalibrierung, d.h. intrinsische und ex-
trinsische Parameter, ermittelt werden. Bei jeder Positionsa¨nderung des Systems
oder der einzelnen Kameras mu¨ssen fu¨r jede Kamera zumindest die extrinsischen
Parameter neu ermittelt werden. Der Zusammenhang, dass beide Kameras die-
selbe Szene beobachten, wurde nicht ausgenutzt. Dies ist problematisch, weil ein
Kameramodell stets eine Approximation der Abbildungsverhalten der realen Ka-
meras darstellt. Wird die gegebene Einschra¨nkung hingegen beru¨cksichtigt, so ist
eine Verbesserung der Genauigkeit der Approximation des Stereosystems und eine
Reduzierung des Rechenaufwands zu erwarten.
Ein allgemeines Verfahren, d.h. unabha¨ngig vom gewa¨hlten Kameramodell, zur
Ermittlung der extrinsischen Parameter eines Stereosystems, also der Transforma-
tion von einem Kamerakoordinatensystem zum anderen, wurde in Hanning u. a.
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(2004) vorgestellt. Die Verbesserung gegenu¨ber der Einzelkalibrierungen wurde
beispielhaft dargestellt.
In Abschnitt 3.2 wurden die fu¨r ein Stereosystem geltenden Einschra¨nkungen
fu¨r korrespondierende Punkte genannt. Daher soll im Weiteren die Kalibrierung
eines Stereosystems nicht nur die extrinsischen und intrinsischen Parameter der
beiden Kameras umfassen, sondern auch auf die Ermittlung dieser Einschra¨nkun-
gen eingehen. In der Literatur wird der Begriff der Stereokamerakalibrierung oft
auch ausschließlich dafu¨r verwendet. Ausgangspunkt fu¨r diese Verfahren sind kor-
respondierende Pixelpaare, die aus den Bildern gewonnen werden mu¨ssen. Dies ist
theoretisch nicht eindeutig mo¨glich, weil fu¨r einen gegeben Punkt in einem Bild
alle Punkte auf der epipolaren Geraden bzw. Kurve zu dem gegebenen Punkt
korrespondieren. Daher mu¨ssen heuristische Verfahren, wie z.B. in Zhang u. a.
(1994) beschrieben, angewandt oder Nebenwissen u¨ber die aufgenommene Szene
miteingebracht werden.
4.2.1 Lochkamerastereosystem
In Satz 3.42 wurde bereits gezeigt, dass der Zusammenhang korrespondierender
Punkte, die epipolare Einschra¨nkung, sich in der Fundamentalmatrix kodieren
la¨sst. Diese kann bei bekannten Parametern des Stereosystems berechnet werden,
aber sie kann auch aus Korrespondenzen ohne Kenntnis der Kameraparameter
gescha¨tzt werden. Im Idealfall liegen die Bildpunkte auf den zugeho¨rigen epipola-
ren Geraden, d.h., dass eine Scha¨tzung die Absta¨nde von beobachteten Punkten
zu epipolaren Geraden minimieren soll.
Definition 4.10 Seien m und m′ korrespondierende Punkte in zwei Bildern ungleichAbstand zu
epipolaren
Geraden
den Epipolen und sei F die zugeho¨rige Fundamentalmatrix und l = (l1, l2, l3)
t := Fm˜
und l′ = (l′1, l
′
2, l
′
3)
t := F tm˜′. Dann bezeichnen
dist(m′, F m˜) = dist(m′, l) := dist(m′, {(x, y)|l1x+ l2y + l3 = 0})
= min
{(x,y)∈R
2
|l1x+l2y+l3=0}
‖m′ − (x, y)t‖ und
dist(m,F tm˜′) = dist(m, l′) := dist(m, {(x, y)|l′1x+ l′2y + l′3 = 0})
= min
{(x,y)∈R
2
|l′1x+l
′
2y+l
′
3=0}
‖m− (x, y)t‖
die Absta¨nde der Punkte m′ und m zu den jeweiligen zugeho¨rigen epipolaren Geraden
im Bild.
In obiger Definition sind m und m′ korrespondierende Punkte, d.h. unter ande-
rem auch, dass der zugeho¨rige 3D-Punkt von beiden Kameras beobachtet werden
kann und somit im Definitionsbereich beider Kameras liegt. Nach Lemma 3.48
gilt damit (l1, l2)
t 6= 0 und (l′1, l′2)t 6= 0, da die Punkte ungleich den Epipolen sind
und damit l 6= 0 und l′ 6= 0 gilt. Die Absta¨nde in obiger Definition sind damit
Absta¨nde von Punkten zu Geraden in 2D, daher existieren die genannten Minima.
Lemma 4.11 (Abstand zu epipolaren Geraden)
Seien m = (u, v)t und m′ = (u′, v′)t korrespondierende Punkte ungleich den Epipolen
und sei F die zu den Kameras K und K′ geho¨rige Fundamentalmatrix. Dann gilt mit
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den Bezeichnungen aus Definition 4.10
dist(m′, F m˜) =
|m˜′tFm˜|√
m˜tF tZFm˜
und
dist(m,F tm˜′) =
|m˜tF tm˜′|√
m˜′
t
FZF tm˜′
mit Z :=
1 0 00 1 0
0 0 0
 .
Beweis. Seien m := (u, v), m′ := (u′, v′), l = (l1, l2, l3)
t := Fm˜ und l′ =
(l′1, l
′
2, l
′
3)
t := F tm˜′. Seien n := (n1, n2)
t := 1√
l21+l
2
2
(l1, l2)
t und n′ := (n′1, n
′
2)
t :=
1√
l′21 +l
′2
2
(l′1, l
′
2). Dann sind n und n
′ normiert. Da m und m′ korrespondieren-
de Punkte sind, gibt es nach Definition 3.33 ein M ∈ R3 mit K(M) = m
und K′(M) = m′, d.h., dass M im Definitionsbereich von K und K′ ist und
M ∈ K−1({m}) sowie M ∈ K′−1({m′}) ist. Damit liegt weder K−1({m}) voll-
sta¨ndig im nichtdefinierten Bereich von K′ noch liegt K′−1({m′}) vollsta¨ndig im
nichtdefinierten Bereich von K. Dann gilt nach Lemma 3.48 l1 6= 0 oder l2 6= 0
und l′1 6= 0 oder l′2 6= 0. Weiter ist
dist(m′, F m˜) = dist(m′, {(x, y)|l1x+ l2y + l3 = 0})
= dist
(
(u′, v′)t, {(x, y)|n1x+ n2y + l3√
l21 + l
2
2
= 0}
)
=
∣∣∣∣∣n1u′ + n2v′ + l3√l21 + l22
∣∣∣∣∣ = |l1u′ + l2v′ + l3|√l21 + l22 = |m˜
′
t
l|√
ltZl
=
|m˜′tFm˜|√
m˜tF tZFm˜
und analog folgt
dist(m,F tm˜′) =
|m˜tF tm˜′|√
m˜′
t
FZF tm˜′
. 
Damit la¨sst sich eine geeignete Fehlerfunktion zur Bestimmung einer Funda-
mentalmatrix angeben:
Definition 4.12 Seien mi und m
′
i korrespondierende Punkte fu¨r i ∈ {1, . . . , n}, Fehlerfunktion
Fundamental-
matrix,
χ
dann gibt die Funktion
χ : F 7→
n∑
i=1
dist2(m′i, F m˜i) + dist
2(mi, F
tm˜′i)
=
n∑
i=1
(m˜′ti Fm˜i)
2
(
1
m˜tiF
tZFm˜i
+
1
m˜′
t
iFZF
tm˜′i
)
die Summe der quadrierten Absta¨nde zu den epipolaren Geraden an. Ein Minimum
von χ bietet eine Scha¨tzung fu¨r die Fundamentalmatrix.
Die Minimierung von χ ist ein nichtlineares Optimierungsproblem, d.h., dass
eine Startlo¨sung, z.B. eine analytische Bestimmung, beno¨tigt wird.
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4.2.1.1 Lineare Scha¨tzung der Fundamentalmatrix
Aus der fundamentalen Bedingung (Satz 3.42) kann ein linearer Zusammenhang
fu¨r korrespondierende Punkte gefunden werden:
Lemma 4.13 (linearer Zusammenhang)
Seien mi = (ui, vi)
t und m′i = (u
′
i, v
′
i)
t korrespondierende Punkte fu¨r i ∈ {1, . . . , n}
und sei F = (Fij)1≤i,j≤3 die zu K und K′ geho¨rige Fundamentalmatrix, dann gilt:
u1u
′
1 v1u
′
1 u
′
1 u1v
′
1 v1v
′
1 v
′
1 u1 v1 1
...
...
...
...
...
...
...
...
...
unu
′
n vnu
′
n u
′
n unv
′
n vnv
′
n v
′
n un vn 1

︸ ︷︷ ︸
=:A

F11
F12
F13
F21
F22
F23
F31
F32
F33

︸ ︷︷ ︸
=:f
= 0 .
Beweis. Da die Punkte korrespondieren, gilt fu¨r alle i ∈ {1, . . . , n}:
m˜′ti Fm˜i = (u
′
i, v
′
i, 1)
F11 F12 F13F21 F22 F23
F31 F32 F33
uivi
1
 = 0
⇒ (uiu′i viu′i u′i uiv′i viv′i v′i ui vi 1)

F11
F12
F13
F21
F22
F23
F31
F32
F33

= 0 .
Daraus folgt die Behauptung. 
Obiges Lemma liefert eine notwendige Bedingung fu¨r Fundamentalmatrizen, die
auch die Nullmatrix und Vielfache der Fundamentalmatrix erfu¨llen. Nach Satz 4.4
ist f ∈ R9 genau dann eine Lo¨sung der Gleichung aus dem Lemma, wenn f der
Nullvektor oder ein Eigenvektor zum Eigenwert Null der Matrix AtA ist. Der Null-
vektor als Lo¨sung soll ausgeschlossen werden. Da Vielfache einer Lo¨sung ebenfalls
die Gleichung erfu¨llen, kann o.B.d.A. eine Lo¨sung f ∈ R9 mit der Nebenbedin-
gung ‖f‖ = 1 gesucht werden. Aber auch unter dieser Voraussetzung ist fu¨r einige
Positionen der Punkte, der Vektor f nicht eindeutig bestimmbar aus AtA: die
Dimension des Eigenraums zum Eigenwert Null wird hier gro¨ßer als Eins. Liegen
z.B. alle 3D-Punkte zu den korrespondierenden Punkten mi und m
′
i auf einer
Ebene, oder ist die Bewegung von einer Kamera zur anderen eine reine Rotation
(ohne Translationsanteil), so gibt es unendlich viele Lo¨sungen. Ein oder drei Lo¨-
sungen existieren, falls die 3D-Punkte mit den Kamerazentren auf einer regula¨ren
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Quadrik liegen (siehe Hartley und Zisserman (2000) oder Zhang (1996a)). Die
Umkehrung dieser Aussagen wurde in der Literatur leider nicht aufgefu¨hrt.Diese
degenerierten Konfigurationen sollten bei der Bildgewinnung vermieden werden.
Da mit realen Daten im Allgemeinen die Bedingung aus obigem Lemma nicht
gleich Null sein wird und damit auch kein Eigenwert Null der Matrix AtA exi-
stiert, wird ein Vektor f ∈ R9 gesucht, der ‖Af‖2 minimiert. Der triviale und
nicht gewu¨nschte Fall, f = 0, soll ausgeschlossen werden. Da f nur bis auf ein
skalares Vielfaches festgelegt ist, wird ‖f‖ = 1 als Nebenbedingung festgelegt.
Werden oben genannte degenerierten Konfigurationen vermieden, so wird davon
ausgegangen, dass rang(A) = 8 ist und es folgt mit Satz 4.5, dass ein Eigenvek-
tor zum kleinsten Eigenwert von AtA das Minimum unter der Nebenbedingung
‖f‖ = 1 ergibt. Die Matrix A sollte daher mindestens Rang 8 haben, d.h., dass
mindestens acht korrespondierende Punkte zur Bestimmung no¨tig sind. Die Ein-
tra¨ge dieses Eigenvektors ko¨nnen wieder in eine 3×3-Matrix geschrieben werden.
Allerdings erfu¨llt diese Matrix im Allgemeinen nicht die Eigenschaft einer Funda-
mentalmatrix, Rang Zwei zu haben.
Lemma 4.14 (Na¨chste Rang Zwei Matrix)
Sei A ∈ R3×3 mit Singula¨rwertzerlegung A = UDV t, wobei D =
σ1 0 00 σ2 0
0 0 σ3

mit o.B.d.A. σ1 ≥ σ2 ≥ σ3 ≥ 0, dann ist:
argminn
B∈R
3×3
| rang(B)=2
o ‖A−B‖F = UDˆV t =: Aˆ , mit Dˆ :=
σ1 0 00 σ2 0
0 0 0
 .
Beweis. siehe z.B. Anhang B in Zhang (1996a). 
Kommen die Singula¨rwerte nicht der Gro¨ße nach geordnet in der Diagonalmatrix
vor, so kann das Lemma mit Hilfe von Permutationsmatrizen bewiesen werden.
Es wird dann der kleinste Singula¨rwert auf Null gesetzt.
Nach obigem Lemma kann damit eine Matrix vom Rang Zwei minimal bezu¨glich
der Frobeniusnorm zu der gescha¨tzten Fundamentalmatrix angegeben werden. Die
Epipole ko¨nnen ebenfalls aus der Singula¨rwertzerlegung ermittelt werden:
Lemma 4.15 (Epipole aus Singula¨rwertzerlegung)
Sei A ∈ Rn×n mit rang(A) = n−1 und A = UDV t die Singula¨rwertzerlegung von A
mit D = diag(λ1, . . . , λn) und λj = 0 fu¨r ein j ∈ {1, . . . , n} und U =
(
u1 . . . un
)
sowie V =
(
v1 . . . vn
)
, dann gilt
Avj = 0 und u
t
jA = 0 .
Beweis. Da V und U orthogonale Matrizen sind, haben die Skalarprodukte aus
verschiedenen Spaltenvektoren einer Matrix den Wert Null, bei gleichen Vektoren
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haben die Skalarprodukte den Wert Eins. Damit gilt
Avj = UDV
tvj = UD
v
t
1vj
...
vtnvj
 = U diag(λ1, . . . , λj−1, 0, λj+1, . . . , λn)

0
...
0
1
0
...
0

= 0 und
utjA = u
t
jUDV
t =
u
t
ju1
...
utjun
DV t = 0 . 
Daher ko¨nnen die Epipole aus der Singula¨rwertzerlegung abgelesen werden: ist
der j-te Singula¨rwert von F = UDV t gleich Null, dann ist die j-te Spalte von
V ein Vielfaches des Epipols im ersten Bild und die j-te Spalte von U ein Viel-
faches des Epipols im zweiten Bild in homogenen Koordinaten, da der Kern der
Fundamentalmatrix eindimensional ist, falls die Translation t 6= 0 ist.
Wie schon in den Kalibrieralgorithmen in Abschnitt 4.1 kann auch hier wieder
zuvor eine Normalisierung der Daten vorgenommen werden: die Pixelkoordina-
ten werden so verschoben und skaliert, dass der Schwerpunkt die Null ist und
der durchschnittliche Abstand zur Null
√
2 betra¨gt. Das in der Literatur als 8-
Punkte-Algorithmus (engl. 8-point algorithm) (siehe z.B. Hartley (1997)) bekannte
Verfahren zur linearen Scha¨tzung der Fundamentalmatrix ist in Algorithmus 4.5
zusammengefasst. Wiederum wird bei dieser Startwertbestimmung kein physi-
kalischer Abstand minimiert, sondern die fundamentale Bedingung ausgenutzt.
Wa¨ren die ersten beiden Koordinaten, die die epipolare Gerade kodieren, nor-
miert, wa¨re die Geradengleichung eine Hessesche Normalform. Dann wu¨rde der
physikalische Abstand gemessen werden, was in der Fehlerfunktion χ ausdru¨ckt
wird. Dieses Minimierungsproblem ist allerdings nichtlinear.
4.2.1.2 Lineare Scha¨tzung der essentiellen Matrix
Sind korrespondierende Punkte in der {z = 1}-Ebene gegeben, die wiederum
keine degenerierte Konfiguration darstellen, so kann der Algorithmus 4.5 genutzt
werden, um die essentielle Matrix zu berechnen. Den linearen Zusammenhang
liefert die essentielle Bedingung (Satz 3.43).
Algorithmus 4.5 : Lineare Scha¨tzung der Fundamentalmatrix (8-Punkte-
Algorithmus)
Eingabe : n korrespondierende Bildpunkte aus zwei Bildern. Fu¨r j ∈ {1, . . . , n} mit
pj im ersten Bild sei p
′
j der korrespondierende Punkt im zweiten Bild.
Ausgabe : Fundamentalmatrix F , Epipole e˜ und e˜′ in homogenen Koordinaten
1. Normalisiere Bildkoordinaten: Fu¨r j ∈ {1, . . . , n} sei mj := (uj , vj)t := λ(pj − s)
und m′j := (u
′
j , v
′
j)
t := λ′(p′j − s′) mit s =
(
s1
s2
)
:= 1
n
n∑
j=1
pj , λ :=
√
2
n
n∑
j=1
‖pj − s‖
und
s′ =
(
s′1
s′2
)
:= 1
n
n∑
j=1
p′j , λ
′ :=
√
2
n
n∑
j=1
‖p′j − s′‖
2. Bestimme Datenmatrix
A :=
u1u
′
1 v1u
′
1 u
′
1 u1v
′
1 v1v
′
1 v
′
1 u1 v1 1
...
...
...
...
...
...
...
...
...
unu
′
n vnu
′
n u
′
n unv
′
n vnv
′
n v
′
n un vn 1

3. Bestimme Eigenvektor f := (f1, . . . , f9) ∈ R9 zum kleinsten Eigenwert von AtA
4. Setze Fˆ :=
f1 f2 f3f4 f5 f6
f7 f8 f9

5. Bestimme die Singula¨rwertzerlegung von Fˆ = U diag(σ1, σ2, σ3)V
t mit
σ1 ≥ σ2 ≥ σ3 ≥ 0 und U =
(
u1 u2 u3
)
sowie V =
(
v1 v2 v3
)
. Setze
F ⋆ := U diag(σ1, σ2, 0)V
t
6. Normalisierung ru¨ckga¨ngig gemacht: setze S :=
λ 0 −λs10 λ −λs2
0 0 1
 und
S′ :=
λ′ 0 −λ′s′10 λ′ −λ′s′2
0 0 1
 und gib
F := S′tF ⋆S ,e˜ := S−1v3 und e˜′ = S′−1u3 als Resultat zuru¨ck.
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Lemma 4.16 (linearer Zusammenhang in der {z = 1}-Ebene)
Seien mi = (ui, vi)
t und m′i = (u
′
i, v
′
i)
t korrespondierende Punkte in der {z = 1}-
Ebene fu¨r i ∈ {1, . . . , n} und E = (Eij)1≤i,j≤3 die essentielle Matrix, dann gilt
u1u
′
1 v1u
′
1 u
′
1 u1v
′
1 v1v
′
1 v
′
1 u1 v1 1
...
...
...
...
...
...
...
...
...
unu
′
n vnu
′
n u
′
n unv
′
n vnv
′
n v
′
n un vn 1

︸ ︷︷ ︸
=:B

E11
E12
E13
E21
E22
E23
E31
E32
E33

︸ ︷︷ ︸
=:g
= 0 .
Beweis. Da die Punkte korrespondieren, gilt fu¨r alle i ∈ {1, . . . , n}
m˜′ti Em˜i = (u
′
i, v
′
i, 1)
E11 E12 E13E21 E22 E23
E31 E32 E33
uivi
1
 = 0
⇒ (uiu′i viu′i u′i uiv′i viv′i v′i ui vi 1)

E11
E12
E13
E21
E22
E23
E31
E32
E33

= 0 .
Daraus folgt die Behauptung. 
Obiges Lemma liefert eine notwendige Bedingung fu¨r essentielle Matrizen, die
auch die Nullmatrix und Vielfache der essentiellen Matrix erfu¨llen. Nach Satz 4.4
ist g ∈ R9 genau dann eine Lo¨sung der Gleichung aus dem Lemma, wenn g
der Nullvektor oder ein Eigenvektor zum Eigenwert Null der Matrix BtB ist.
Der Nullvektor als Lo¨sung soll ausgeschlossen werden. Da Vielfache einer Lo¨sung
ebenfalls die Gleichung erfu¨llen, kann o.B.d.A. eine Lo¨sung g ∈ R9 unter der
Nebenbedingung ‖g‖ = 1 gesucht werden. Aber auch unter dieser Voraussetzung
ist, wie im Falle der Fundamentalmatrix, fu¨r einige Positionen der Punkte der
Vektor g nicht eindeutig bestimmbar aus BtB: die Dimension des Eigenraums
zum Eigenwert Null wird hier gro¨ßer als Eins. Diese degenerierten Konfigurationen
sollten bei der Bildgewinnung vermieden werden.
Da mit realen Daten im Allgemeinen die Bedingung aus obigem Lemma nicht
gleich Null sein wird, und damit auch kein Eigenwert Null der Matrix BtB exi-
stiert, wird ein Vektor g ∈ R9 gesucht, der ‖Bg‖2 minimiert. Der triviale und
nicht gewu¨nschte Fall, g = 0, soll ausgeschlossen werden. Da g nur bis auf ein ska-
lares Vielfaches festgelegt ist, wird ‖g‖ = 1 als Nebenbedingung gewa¨hlt. Dann
folgt mit Satz 4.5, dass der Eigenvektor zum kleinsten Eigenwert von BtB das
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Minimum ergibt. Die Matrix B sollte daher zumindest Rang 8 haben, d.h., dass
mindestens acht korrespondierende Punkte in der {z = 1}-Ebenen zur Bestim-
mung no¨tig sind. Die Eintra¨ge dieses Eigenvektors ko¨nnen wieder in eine 3×3-
Matrix geschrieben werden. Allerdings erfu¨llt diese Matrix im Allgemeinen nicht
die Eigenschaft einer essentiellen Matrix, Rang Zwei und zwei identische Singu-
la¨rwerte (ungleich Null) zu haben. Vielmehr wird in der Praxis eine Matrix mit
vollen Rang auftreten. Daher wird eine na¨chste Matrix bezu¨glich Frobeniusnorm
mit diesen Eigenschaften gesucht. Dieses Resultat wird u¨ber drei Lemmata und
einem Satz erzielt, deren Beweise Teile aus Hartley (1993) enthalten, die na¨her
ausgefu¨hrt wurden. Die dort fehlenden Teile wurden erga¨nzt.
Lemma 4.17 (Abscha¨tzung Singula¨rwerte (Teil 1))
Sei A ∈ R3×3 mit Singula¨rwerten s1 ≥ s2 ≥ s3. Dann gilt fu¨r jede Spalte c von A
s3 ≤ ‖c‖ ≤ s1 .
Beweis. Sei A = UDV t ∈ R3×3 die Singula¨rwertzerlegung von A und o.B.d.A.
D = diag(s1, s2, s3). Sei c
′
i die i-te Spalte von DV
t und vti die i-te Zeile von V .
Dann ist c′i = (s1vi1, s2vi2, s3vi3)
t. Es folgt s3‖vti‖ ≤ ‖c′i‖ ≤ s1‖vti‖ und damit
s3 ≤ ‖c′i‖ ≤ s1, da ‖vti‖ = 1 ist. Die i-te Spalte von A = UDV t ist ci = Uc′i. Da U
eine orthogonale Matrix ist, gilt damit ‖ci‖ = ‖Uc′i‖ = ‖c′i‖, und die Behauptung
folgt. 
Lemma 4.18 (Abscha¨tzung Singula¨rwerte (Teil 2))
Sei
A = U diag(r, s, t)V t =
a b cd e f
g h j
 mit r ≥ s ≥ t und U, V orthogonale Matrizen,
mit det(A) 6= 0 dann gilt:
1. t2 ≤ c2 + f2 + j2 und
2. rs ≥ ae− bd
Beweis. Die erste Behauptung folgt aus Lemma 4.17 mit s3 = t und ci =
(c, f, j)t. Fu¨r die zweite Behauptung sei A⋆ := U diag(st, rt, rs)V t. Dann ist rs der
gro¨ßte Singula¨rwert vonA⋆. Weiter istA⋆At = U diag(st, rt, rs)V tV diag(r, s, t)U t =
U diag(rst, rst, rst)U t = rstUU t = diag(rst, rst, rst). Bezeichnen ci die i-te Spal-
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te von At (also die i-te Zeile von A) und xi die i-te Zeile von A
⋆, so folgt dadurch:
rst
1 0 00 1 0
0 0 1
 = A⋆At =
xt1xt2
xt3
(c1 c2 c3)
⇒rst = xtici fu¨r alle i und 0 = xt1c2 = xt1c3 = xt2c1 = xt2c3 = xt3c1 = xt3c2
⇒rst = xtici fu¨r alle i und es existieren λ1, λ2, λ3 ∈ R mit
x1 = λ1(c2 × c3) ∧ x2 = λ2(c3 × c1) ∧ x3 = λ3(c1 × c2)
⇒rst = λ1(c2 × c3)tc1 = λ2(c3 × c1)tc2 = λ3(c1 × c2)tc3
= λ1 det(A) = λ2 det(A) = λ3 det(A) fu¨r λ1, λ2, λ3 ∈ R
und x1 = λ1(c2 × c3) ∧ x2 = λ2(c3 × c1) ∧ x3 = λ3(c1 × c2)
⇒λi = 1 fu¨r alle i und x1 = c2 × c3 ∧ x2 = c3 × c1 ∧ x3 = c1 × c2
⇒x3 = c1 × c2 =
ab
c
×
de
f
 =
 bf − ce−af + cd
ae− bd
 .
Sei c′ die dritte Spalte in A⋆, dann gilt c′ = (u, v, ae − bd)t fu¨r u, v ∈ R. Mit
Lemma 4.17 ist dann
rs ≥ ‖c′‖
⇒r2s2 ≥ ‖c′‖2 = u2 + v2 + (ae− bd)2 ≥ (ae− bd)2
⇒rs ≥ ae− bd ,
da rs ≥ 0 ist. 
Lemma 4.19 (fu¨r Diagonalmatrizen)
Sei Q = diag(r, s, t) mit r ≥ s ≥ t > 0 und Q′ = diag(λ, λ, 0) mit λ = (r+ s)/2. Ist
Q⋆ eine Matrix der Form Q⋆ = U tD⋆V mit D⋆ = diag(µ, µ, 0) mit µ > 0, dann ist
‖Q−Q⋆‖F ≥ ‖Q−Q′‖F .
Beweis. Da ‖Q−Q⋆‖F = ‖UQV t − UQ⋆V t‖F = ‖UQV t −D⋆‖F ist, genu¨gt es
fu¨r alle U , V und D⋆
‖UQV t −D⋆‖F ≥ ‖Q−Q′‖F zu zeigen.
Sei A = UQV t, deren einzelne Matrixeintra¨ge, wie in Lemma 4.18 bezeichnet
werden. Sei
E1 = ‖Q−Q′‖2F = ‖diag(r, s, t)−
1
2
diag(r + s, r + s, 0)‖2F
= ‖1
2
diag(r − s, s− r, 2t)‖2F = 2
(
r − s
2
)2
+ t2
=
r2 − 2rs+ s2
2
+
2t2
2
=
r2 + s2 + t2
2
+
t2
2
− rs und
E2(µ) = ‖UQV t −D⋆‖2F = ‖A− diag(µ, µ, 0)‖2F
= (a− µ)2 + b2 + c2 + d2 + (e− µ)2 + f2 + g2 + h2 + j2 .
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Zu zeigen ist dann fu¨r alle µ > 0: E1 ≤ E2(µ). Dies wird gezeigt durch E1 ≤
minµ>0E2(µ). Dazu wird zuna¨chst das Minimum von E2 bestimmt:
∂E2
∂µ
(µ) = −2a+ 2µ− 2e+ 2µ = 2(2µ− a− e) = 0⇔ µ = a+ e
2
∂2E2
∂2µ
(µ) = 4 > 0
⇒ argmin
µ>0
E2(µ) =
a+ e
2
, falls a+ e > 0 .
Ist a + e ≤ 0, so ist ∂E2∂µ (µ) = 2(2µ − a − e) > 0, d.h., dass das Infimum von E2
gleich
inf
µ>0
E2(µ) = E2(0) = ‖UQV t‖2F = ‖Q‖2F = r2 + s2 + t2
ist. In diesem Fall gilt:
E1 =
r2 + s2 + t2
2
+
t2
2
− rs︸︷︷︸
≥0
≤ r
2 + s2 + t2
2
+
t2
2
+
r2 + s2
2
= r2 + s2 + t2
= E2(0) = inf
µ>0
E2(µ) ≤ E2(µ) .
Ist a+ e > 0, so ist
Emin := min
µ>0
E2(µ) = E2
(
a+ e
2
)
=
(
a− e
2
)2
+ b2 + c2 + d2 +
(
e− a
2
)2
+ f2 + g2 + h2 + j2
= 2
(
a− e
2
)2
+ b2 + c2 + d2 + f2 + g2 + h2 + j2 .
Da stets ‖UQV t‖F = ‖Q‖F ist, folgt damit a2+b2+c2+d2+e2+f2+g2+h2+j2 =
r2 + s2 + t2. Dadurch ergibt sich
E1 =
a2 + b2 + c2 + d2 + e2 + f2 + g2 + h2 + j2
2
+
t2
2
− rs
= 2
(
a− e
2
)2
+ b2 + c2 + d2 + f2 + g2 + h2 + j2 + ae
− b
2 + c2 + d2 + f2 + g2 + h2 + j2
2
+
t2
2
− rs
= Emin − b
2 + d2
2
− c
2 + f2 + j2
2
− g
2 + h2
2
+ ae− rs+ t
2
2
4.18≤ Emin − b
2 + d2
2
− c
2 + f2 + j2
2
− g
2 + h2
2
+ ae− rs+ c
2 + f2 + j2
2
= Emin − b
2 + d2
2
− g
2 + h2
2
+ ae− rs︸︷︷︸
≥0
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4.18≤ Emin − b
2 + d2
2
− g
2 + h2
2
+ ae− (ae− bd)
= Emin − b
2 + d2
2
− g
2 + h2
2
+ bd
= Emin − (b− d)
2
2
− g
2
2
− h
2
2
≤ Emin ≤ E2(µ) fu¨r alle µ > 0 . 
Satz 4.20 (Na¨chste essentielle Matrix)
Sei A ∈ R3×3 mit det(A) 6= 0 und Singula¨rwertzerlegung A = UDV t, wobei
D =
r 0 00 s 0
0 0 t
 mit o.B.d.A. r ≥ s ≥ t > 0, dann ist
argminn
B∈R
3×3
|B essentielle Matrix
o ‖A−B‖F = UD′V t =: Aˆ ,
mit D′ :=
12(r + s) 0 00 12(r + s) 0
0 0 0
 .
Beweis. Sei Q⋆ essentielle Matrix mit Singula¨rwertzerlegung Q⋆ = U⋆D⋆(V ⋆)t
und D⋆ = diag(λ, λ, 0) fu¨r λ > 0, dann ist
‖Q−Q⋆‖F = ‖UDV t − U⋆D⋆(V ⋆)t‖F
= ‖D − (U tU⋆)D⋆((V ⋆)tV )‖F
≥ ‖D −D′‖F nach Lemma 4.19
= ‖UDV t − UD′V t‖F
= ‖Q− UD′V t‖F . 
Kommen die Singula¨rwerte nicht der Gro¨ße nach geordnet in der Diagonalmatrix
vor, so kann das Lemma mit Hilfe von Permutationsmatrizen bewiesen werden. Es
wird dann der kleinste Singula¨rwert auf Null gesetzt. Der Mittelwert der beiden
anderen Singula¨rwerte ergibt die beiden restlichen Singula¨rwerte.
Nach obigem Satz kann damit eine essentielle Matrix minimal bezu¨glich der
Frobeniusnorm zu der gescha¨tzten Matrix angegeben werden, die aus der linearen
Bedingung fu¨r Korrespondenzen ermittelt werden kann. Diese ist nur bis auf ein
skalares Vielfaches eindeutig zu bestimmen, aber daraus kann die Rotation und
die Translation bis auf einen positiven Skalar ermittelt werden.
Lemma 4.21 (mo¨gliche Rotation und Translation aus der essentiellen Matrix)
Sei die Singula¨rwertzerlegung einer Matrix E = U diag(1, 1, 0)V t gegeben. Seien
W :=
0 −1 01 0 0
0 0 1
 und Z :=
 0 1 0−1 0 0
0 0 0
, dann gibt es genau zwei mo¨gliche
Faktorisierungen von E = QtR als essentielle Matrix:
R = UWV t und Qt = UZU
t oder R = UW tV t und Qt = −UZU t .
Der Vektor t ist dann t = ±u3, wobei u3 die dritte Spalte der Matrix U ist.
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Beweis. Zum Beweis der Faktorisierungen siehe z.B. Hartley und Zisserman
(2000).
Da Qtt = 0 sein muss, ist t = ±u3, denn der Kern von Z wird erzeugt von dem
dritten kanonischen Einheitsvektor, der Kern von Qt wird dann von u3 erzeugt
und es gilt ‖t‖ = 1 wegen
2‖t‖2 = 2
3∑
i=1
t2i = ‖Qt‖2F = spur(QtQtt) = spur(QtRRtQtt) = ‖QtR‖2F = ‖E‖2F
= ‖U diag(1, 1, 0)V t‖2F = spur(U diag(1, 1, 0)V tV diag(1, 1, 0)U t)
= spur(U diag(1, 1, 0)U t) = spur(diag(1, 1, 0))
= 2 . 
Als Folgerung ergibt sich nun:
Lemma 4.22 (Folgerung)
Sei die Matrix E mit Singula¨rwertzerlegung E = U diag(λ, λ, 0)V t und λ > 0 ge-
geben. Seien W und Z wie im Lemma 4.21 definiert, dann gibt es zwei mo¨gliche
Faktorisierungen von E = QtR als essentielle Matrix:
R = UWV t und Qt = λUZU
t oder R = UW tV t und Qt = −λUZU t .
Fu¨r den Vektor t gilt dann t = ±λu3, wobei u3 wieder die dritte Spalte von U
bezeichne.
Beweis. Sei E′ = U diag(1, 1, 0)V t, dann ist E = λE′ und nach Lemma 4.21
besitzt E′ = QtR zwei mo¨gliche Faktorisierungen. Der Faktor λ la¨sst sich nicht
der RotationsmatrixR zuordnen, da diese Determinante Eins besitzen muss, daher
fa¨llt der Faktor λ der schiefsymmetrischen MatrixQt zu. Daraus ergibt sich weiter,
dass t = ±λu3 ist. 
Ist die essentielle Matrix nur bis auf ein skalares Vielfaches bekannt, so ergeben
sich vier Mo¨glichkeiten fu¨r die Belegung der Rotation und Translation:
Lemma 4.23 (Rotation, Translation aus Vielfachem der essentiellen Matrix)
Sei E = U diag(λ, λ, 0)V t mit λ > 0 gegeben. Seien W und Z wie im Lemma 4.21
definiert, dann gibt es vier mo¨gliche Faktorisierungen von E = µQtR als essentielle
Matrix fu¨r ein µ ∈ R \ {0}:
R = UWV t und Qt = ±UZU t oder R = UW tV t und Qt = ±UZU t .
Fu¨r den Vektor t gilt dann t = ±σu3 fu¨r ein σ > 0, wobei u3 wieder die dritte Spalte
von U bezeichne.
Beweis. Da µ sowohl gro¨ßer als auch kleiner Null sein kann, folgen mit Lem-
ma 4.22 die mo¨glichen Faktorisierungen. Der Faktor λ wurde in µ integriert. Da
µ nicht na¨her bestimmt werden kann, ist t = ±σu3 fu¨r ein σ > 0 und u3 die dritte
Spalte der Matrix U . 
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Die verschiedenen Mo¨glichkeiten fu¨r Rotationsmatrix und Translationsvektor
ko¨nnen auch geometrisch interpretiert werden: der Vorzeichenwechsel beim Trans-
lationsvektor bedeutet, dass die Richtung von erster und zweiter Kamera ver-
tauscht wurde. Die beiden mo¨glichen Rotationsmatrizen unterscheiden sich um
eine Drehung um 180 Grad um die Verbindungsgeraden der beiden Kamerazen-
tren:
Lemma 4.24 (Beziehung mo¨glicher Rotationen)
Sei R1 := UWV
t und R2 = UW
tV t mit den Bezeichnungen aus Lemma 4.23, dann
ist
R1 = U diag(−1,−1, 1)U tR2.
Das heißt, dass man R1 aus R2 durch eine Drehung um 180 Grad um die Achse der
beiden Kamerazentren erha¨lt.
Beweis. Mit den Bezeichnungen aus Lemma 4.23 gilt:
R1R
t
2 = UWV
tVWU t = UWWU t = U diag(−1,−1, 1)U t .
Die Matrix diag(−1,−1, 1) beschreibt eine Drehung um 180 Grad in der xy-Ebene,
also um die z-Achse. Das heißt, dass U diag(−1,−1, 1)U t eine Drehung in der Ebe-
ne, die von den ersten beiden Spalten von U aufgespannt wird, beschreibt. Die
dritte Spalte ist die Drehachse, die wiederum ein Vielfaches des Translationsvek-
tors t ist. Dieser Vektor beschreibt die Achse der beiden Kamerazentren. 
Dieser geometrische Zusammenhang ist in Abbildung 4.3 dargestellt. Schema-
tisch sind hier die beiden Kameras mit den Zentren und den jeweiligen {z = 1}-
Ebenen als Draufsicht dargestellt. Abbildungen 4.3(a) und 4.3(b) verwenden das
gleiche Vorzeichen fu¨r den Translationsvektor, wa¨hrend in den Abbildungen 4.3(c)
und 4.3(d) die negierte Translation – eine Vertauschung der beiden Kameras –
verwendet wurde. Die erste mo¨gliche Rotation ist in den Abbildungen 4.3(a) und
4.3(c) verwendet worden, die um 180 Grad um die Verbindungsgerade der Kame-
razentren gedrehte Variante ist in den Abbildungen 4.3(b) und 4.3(d) dargestellt.
Wird in all diesen Mo¨glichkeiten ein korrespondierendes Punktepaar in den bei-
den {z = 1}-Ebenen gewa¨hlt und die beiden zugeho¨rigen Sichtstrahlen (Urbilder
dieser beiden Punkte unter den Kameraabbildungen) ermittelt, so gibt idealerwei-
se der Schnittpunkt dieser Geraden den rekonstruierten 3D-Punkt. Wird nun die
Eigenschaft, dass eine Kamera nur in eine Richtung (nach vorne) abbildet, ver-
wendet, so suggerieren die ersten vier Bilder in Abbildung 4.3, dass aus den vier
mo¨glichen Belegungen nur eine u¨brig bleibt, die den rekonstruierten Punkt vor
beide Kameras legt. Fu¨r den dargestellten Fall ist dies mo¨glich, allerdings zeigt
Abbildung 4.3(e) eine Konstellation und ein korrespondierendes Punktepaar auf
der Verbindungsgeraden der beiden Zentren, so dass beide Rotationen (rot und
gru¨n im Bild) eine Rekonstruktion vor den beiden Kameras ergeben. Das heißt,
dass nicht ein beliebiges korrespondierendes Punktepaar verwendet werden kann,
auch wenn dies in einigen Literaturstellen vorgeschlagen wird. Des Weiteren muss
fu¨r die Praxis auch der Fall behandelt werden, dass sich die beiden Sichtstrahlen
nicht schneiden. Wird als Rekonstruktion der Punkt ku¨rzesten Abstands gewa¨hlt,
so gibt es selbst fu¨r Punkte, die nicht in spezieller Lage sind, keine eindeutige
Kamera 1 Kamera 2
{z = 1} {z = 1}
rekonstruierter Punkt
korrespondierende Punkte
(a) Punkt vor beiden Kameras
Kamera 1 Kamera 2
(b) Punkt hinter Kamera 1 und vor Ka-
mera 2
Kamera 1Kamera 2
(c) Punkt hinter beiden Kameras
Kamera 1Kamera 2
(d) Punkt vor Kamera 1 und hinter Ka-
mera 2
Kamera 1 Kamera 2
(e) ungeeignete Korrespondenz
Abbildung 4.3: Auswahl der mo¨glichen Rotationen und Translationen aus der essentiellen
Matrix u¨ber die Lage eines rekonstruierten Punktes
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Entscheidung. Es wird im Folgenden der fehlende Beweis zur Eindeutigkeit des
Auswahlkriteriums im Idealfall sich schneidender Geraden, falls die Punkte nicht
in einer speziellen Lagen sind, gezeigt. Ein Beispiel fu¨r die Mehrdeutigkeit der
Entscheidung im praktischen Fall, d.h. dass die Geraden windschief sind, wird
genannt und wie hier die Mehrdeutigkeit umgangen werden kann.
Fu¨r die weiteren Betrachtungen seien folgende Objekte fest gewa¨hlt:
Definition 4.25 Sei E ∈ R3×3 eine essentielle Matrix mit Singula¨rwertzerlegungMo¨gliche
Geraden E = U diag(λ, λ, 0)V t und λ > 0. u3 bezeichne die dritte Spalte der Matrix U . Mit
σ > 0 werde der unbekannte Skalar bezeichnet, so dass σu3 = t ist. Weiter seien
R1 := UWV
t und R2 = UW
tV t mit den Bezeichnungen aus Lemma 4.23. X und
X ′ korrespondierende Punkte in den {z = 1}-Ebenen. Im Folgenden werden fu¨nf
Geraden betrachtet:
g := {µX ′|µ ∈ R} ,
g1 := {λR1X + σu3|λ ∈ R} ,
g2 := {λR1X − σu3|λ ∈ R} ,
g3 := {λR2X + σu3|λ ∈ R} und
g4 := {λR2X − σu3|λ ∈ R} .
Bezeichne µi und λi die Geradenparameter des Schnittpunkts oder ku¨rzesten Verbin-
dung von g und gi (siehe Lemmata 2.31), falls die Geraden nicht parallel verlaufen.Sind
µi und λi gro¨ßer Null, so liegt der zugeho¨rige 3D-Punkt vor den beiden Kameras.
Die Geraden g1 bis g4 in obiger Definition geben die vier mo¨glichen Lagen (Wahl
der Rotation und Translation) der ersten Kamera bezu¨glich der zweiten Kamera
wieder (vgl. Lemma 4.23).
Lemma 4.26 (Vorzeichenwechsel)
Wird der Punkt ku¨rzesten Abstands oder auch der Schnittpunkt betrachtet, so gilt
stets:
λ1 = −λ2 und µ1 = −µ2 sowie
λ3 = −λ4 und µ3 = −µ4 .
Beweis. Nach Lemma 2.31 gilt:
λ1 =
〈−σu3 ×X ′, R1X ×X ′〉
‖R1X ×X ′‖2 = −
〈σu3 ×X ′, R1X ×X ′〉
‖R1X ×X ′‖2 = −λ2 und
µ1 =
〈−σu3 ×R1X,R1X ×X ′〉
‖R1X ×X ′‖2 = −
〈σu3 ×R1x,R1X ×X ′〉
‖R1X ×X ′‖2 = −µ2 .
Ersetzt man R1X durch R2X, so folgen die Aussagen λ3 = −λ4 und µ3 = −µ4.
Aus obigem Lemma folgt, dass nicht λ1 > 0 und λ2 > 0 gelten kann. Analoges
gilt fu¨r λ3 und λ4 sowie fu¨r µ1 und µ2 oder µ3 und µ4. Das heißt: Liefert die erste
Mo¨glichkeit, also die Gerade g1, einen Punkt vor beiden Kameras, so liegt der
Punkt zur Geraden g2, die zweite Mo¨glichkeit, hinter beiden Kameras. Die gleiche
Abha¨ngigkeit liefern die dritte und vierte Gerade bzw. Mo¨glichkeit.
Schneiden sich die Geraden nicht und wird als Rekonstruktion der Punkt ku¨r-
zesten Abstands gewa¨hlt, so gibt es keine eindeutige Lo¨sung der vier mo¨glichen
Positionen:
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Lemma 4.27 (Keine Eindeutigkeit bei windschiefen Geraden)
Seien X und X ′ korrespondierende Punkte in den {z = 1}-Ebenen zweier Kameras,
die nicht auf der Gerade durch die beiden Kamerazentren liegen. Die Geraden durch
die zugeho¨rigen Ortsvektoren und Kamerazentren seien des Weiteren windschief. Be-
trachtet wird der Punkt ku¨rzesten Abstands der Geraden aus Definition 4.25. Im
Allgemeinen gilt nicht, dass es genau ein i ∈ {1, 2, 3, 4} gibt mit λi > 0 und µi > 0.
Das heißt im Allgemeinen ist es nicht mo¨glich die Position der Kameras zueinander
eindeutig aus den vier Auswahlmo¨glichkeiten zu bestimmen.
Beweis. Sei X ′ :=
−10
1
 und U = diag(1, 1, 1) = V , d.h., dass u3 =
00
1
 und
R1X =
 0−1
−1
 sind, dann ist
R2X = U diag(−1,−1, 1)U tR1X = diag(−1,−1, 1)
 0−1
−1
 =
 01
−1
 .
Mit Lemma 2.31 gilt dann:
λ1 =
〈−σu3 ×X ′, R1X ×X ′〉
‖R1X ×X ′‖2 = −σ
〈00
1
×
−10
1
 ,
 0−1
−1
×
−10
1
〉
‖R1X ×X ′‖2
= −σ
〈 0−1
0
 ,
−11
−1
〉
∥∥∥∥∥∥
−11
−1
∥∥∥∥∥∥
2 = −σ
−1
3
= σ
1
3
= −σ
〈 0−1
0
 ,
 11
−1
〉
∥∥∥∥∥∥
 11
−1
∥∥∥∥∥∥
2
= −σ
〈00
1
×
−10
1
 ,
 01
−1
×
−10
1
〉
‖R2X ×X ′‖2 =
〈−σu3 ×X ′, R2X ×X ′〉
‖R2X ×X ′‖2
= λ3 > 0 , da σ > 0 und
µ1 =
〈−σu3 ×R1X,R1X ×X ′〉
‖R1X ×X ′‖2 = −σ
〈00
1
×
 0−1
−1
 ,
 0−1
−1
×
−10
1
〉
‖R1X ×X ′‖2
= −σ
〈10
0
 ,
−11
−1
〉
∥∥∥∥∥∥
−11
−1
∥∥∥∥∥∥
2 = −σ
−1
3
= σ
1
3
= −σ
〈−10
0
 ,
 11
−1
〉
∥∥∥∥∥∥
 11
−1
∥∥∥∥∥∥
2
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= −σ
〈00
1
×
 01
−1
 ,
 01
−1
×
−10
1
〉
‖R2X ×X ′‖2 =
〈−σu3 ×R2X,R2X ×X ′〉
‖R2X ×X ′‖2
= µ3 > 0
Damit liegt der Punkt ku¨rzesten Abstand sowohl der Geraden g und g1 als auch
der Geraden g und g3 vor beiden Kameras. Eine eindeutige Entscheidung kann in
diesem Fall nicht getroffen werden, obwohl die Geraden weder parallel zueinander
noch parallel zur Achse der Kamerazentren liegen. 
Um eine der vier Mo¨glichkeiten auswa¨hlen zu ko¨nnen, mu¨ssen sich die Geraden
entweder schneiden oder es wird die Gerade g auf die Ebene, die von der Achse
der Kamerazentren und dem Richtungsvektor aus der Geraden g1 aufgespannt
wird, projiziert, so dass ein Schnittpunkt erzwungen wird. Diese Methode la¨sst
sich dann auch in der Praxis einsetzen, wenn die Geraden sich nicht schneiden.
Im Fall eines Schnittpunktes ist die Wahl der Position eindeutig:
Lemma 4.28 (Eindeutigkeit bei Geradenschnitt)
Seien X und X ′ korrespondierende Punkte in den {z = 1}-Ebenen. Sei Z ′ die or-
thogonale Projektion von X ′ auf die von u3 und R1X aufgespannte Ebene. Weiter
seien Ortsvektoren zu R1X und R2X nicht parallel zum Ortsvektor Z
′. Zudem seien
alle drei Vektoren nicht parallel zur Achse der Kamerazentren. g′ bezeichne die Ge-
rade durch den Ursprung in Richtung Z ′. (Diese ist identisch zu g, falls g ein gi fu¨r
i ∈ {1, 2, 3, 4} schneidet.)
Dann gibt es genau ein i, so dass der Schnittpunkt von g′ mit gi vor beiden Kameras
liegt. Das heißt, dass nur eine der vier mo¨glichen Positionen in Frage kommt.
Beweis. Zuna¨chst wird gezeigt, dass R2X in der von R1X und u3 aufgespannten
Ebene liegt. Es gilt na¨mlich
R1X +R2X = (R1 +R2)X = (UWV
t + UW tV t)X = U(W +W t)V tX
= U diag(0, 0, 2)V tX = 2
(
0 0 u3
)
V tX
= 2
〈
V tX,
00
1
〉u3 = 2〈WV tX,W
00
1
〉u3
= 2
〈
WV tX,
00
1
〉u3 = 2〈UWV tX,U
00
1
〉u3
= 2〈R1X,u3〉u3
⇒ R2X = 2〈R1X,u3〉u3 −R1X .
Damit liegen alle Geraden gi in der von u3 und R1X aufgespannten Ebene. Schnei-
det g eine dieser Geraden, so liegt g auch in der genannten Ebene, da g zusa¨tzlich
den Ursprung entha¨lt. In dem Fall des Schnittes ist die orthogonale Projektion
der Geraden g auf die Ebene g selbst.
Betrachtet wird daher die Gerade g′ := {µZ ′|µ ∈ R}, wobei Z ′ := 〈X ′, u3〉u3 +
〈X ′, Y ′1〉Y ′1 die orthogonale Projektion von X ′ auf die von u3 und R1X aufge-
spannten Ebene ist. Y ′1 :=
1
‖Y1‖
ist der zu u3 orthonormale Vektor in der Ebene
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mit Y1 := R1X − 〈R1X,u3〉u3. Da R1X nicht parallel zur Achse der Kamerazen-
tren sein soll, ist Y1 6= 0.
Im Folgenden werden die Vektoren R1X, R2X, u3 und Z
′ einer Koordinaten-
transformation mittels einer Rotation unterzogen, denn es gilt fu¨r zwei beliebige
Geraden h1 := {λa+c|λ ∈ R} und h2 := {µb+d|µ ∈ R} mit a, b, c, d ∈ R3, die sich
im Punkt P = λ0a+ c = µ0b+ d schneiden, dass sich fu¨r eine Matrix B ∈ R3×3,
die Geraden h′1 := {λBa + Bc|λ ∈ R} und h′2 := {µBb + Bd|µ ∈ R} im Punkt
BP = λ0Ba+Bc = µ0Bb+Bd schneiden. Sei B :=
u3Y ′1
Y ′2
, wobei Y ′2 := u3 × Y ′1
ist. Dann ist B eine Rotation, da B orthogonal ist und
det(B) = 〈u3, Y ′1 × Y ′2〉 = 〈u3, Y ′1 × (u3 × Y ′1)〉 =
〈
u3, u3〈Y ′1 , Y ′1〉 − Y ′1〈Y ′1 , u3〉
〉
= 〈u3, u3 − 0〉 = 1
ist. Weiter gilt
〈u3, R1X〉 = 〈u3, U diag(−1,−1, 1)U tR2X〉 = 〈U diag(−1,−1, 1)U tu3, R2X〉
=
〈
U diag(−1,−1, 1)
00
1
 , R2X〉 = 〈U
00
1
 , R2X〉
= 〈u3, R2X〉 und
‖Y1‖2 = 〈Y1, Y1〉 = 〈R1X − 〈R1X,u3〉u3, R1X − 〈R1X,u3〉u3〉
= 〈R1X,R1X〉 − 2〈R1X,u3〉2 + 〈R1X,u3〉2〈u3, u3〉
= 〈X,X〉 − 〈R1X,u3〉2 > 0
〈Y ′1 , R1X〉 =
1
‖Y1‖〈Y1, R1X〉 =
1
‖Y1‖〈R1X − 〈R1X,u3〉u3, R1X〉
=
1
‖Y1‖ [〈R1X,R1X〉 − 〈R1X,u3〉〈u3, R1X〉]
=
1
‖Y1‖ [〈X,X〉 − 〈R1X,u3〉
2] =
‖Y1‖2
‖Y1‖ = ‖Y1‖ > 0 und
〈Y ′1 , R2X〉 =
1
‖Y1‖〈Y1, R2X〉 =
1
‖Y1‖〈R1X − 〈R1X,u3〉u3, R2X〉
=
1
‖Y1‖ [〈R1X,R2X〉 − 〈R1X,u3〉〈u3, R2X〉]
=
1
‖Y1‖ [〈R1X, 2〈R1X,u3〉u3 −R1X〉 − 〈R1X,u3〉
2]
=
1
‖Y1‖ [2〈R1X,u3〉
2 − 〈R1X,R1X〉 − 〈R1X,u3〉2]
=
1
‖Y1‖ [〈R1X,u3〉
2 − 〈R1X,R1X〉] = −‖Y1‖
2
‖Y1‖
= −‖Y1‖ = −〈Y ′1 , R1X〉 < 0 und
〈Y ′2 , R1X〉 = 〈u3 × Y ′1 , R1X〉 = det
R1Xu3
Y ′1
 = 0 und
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〈Y ′2 , R2X〉 = 0 , da R1X und R2X linear abha¨ngig von u3 und Y ′1 sind
〈Y ′2 , Z ′〉 = 〈u3 × Y ′1 , Z ′〉 = det
Z ′u3
Y ′1

= 0 , da Z ′ linear abha¨ngig von u3 und Y
′
1 ist.
Seien a1 := 〈u3, Z ′〉, a2 := 〈Y ′1 , Z ′〉, b1 := 〈u3, R1X〉 und b2 := 〈Y ′1 , R1X〉. Nach
obiger Berechnung ist dann b2 > 0. Weiter ist auch a2 6= 0, da anderenfalls Z ′
senkrecht zu Y ′1 und somit parallel zu u3 (der Achse der Kamerazentren) wa¨re,
was ausgeschlossen wurde. Mit diesen Benennungen gilt dann:
b := BR1X =
b1b2
0

b′ := BR2X =
 b1−b2
0

a := BZ ′ =
a1a2
0

c := Bσu3 =
σ0
0
 .
Dann gilt fu¨r die Geradenparameter der Schnittpunkte, die bei Transformation
der urspru¨nglichen Geraden mit B unvera¨ndert bleiben:
µ1 =
〈c× b, a× b〉
‖a× b‖2 =
〈σ0
0
×
b1b2
0
 ,
a1a2
0
×
b1b2
0
〉
‖a× b‖2
=
〈 00
σb2
 ,
 00
a1b2 − a2b1
〉
(a1b2 − a2b1)2 =
σb2(a1b2 − a2b1)
(a1b2 − a2b1)2
=
σb2
a1b2 − a2b1 und
λ1 =
〈c× a, a× b〉
‖a× b‖2 =
〈σ0
0
×
a1a2
0
 ,
a1a2
0
×
b1b2
0
〉
‖a× b‖2
=
〈 00
σa2
 ,
 00
a1b2 − a2b1
〉
(a1b2 − a2b1)2 =
σa2(a1b2 − a2b1)
(a1b2 − a2b1)2
=
σa2
a1b2 − a2b1 und
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µ3 =
〈c× b′, a× b′〉
‖a× b′‖2 =
〈σ0
0
×
 b1−b2
0
 ,
a1a2
0
×
 b1−b2
0
〉
‖a× b′‖2
=
〈 00
−σb2
 ,
 00
−a1b2 − a2b1
〉
(−a1b2 − a2b1)2 =
−σb2(−a1b2 − a2b1)
(a1b2 − a2b1)2
=
σb2
a1b2 + a2b1
und
λ3 =
〈c× a, a× b′〉
‖a× b′‖2 =
〈σ0
0
×
a1a2
0
 ,
a1a2
0
×
 b1−b2
0
〉
‖a× b′‖2
=
〈 00
σa2
 ,
 00
−a1b2 − a2b1
〉
(−a1b2 − a2b1)2 =
σa2(−a1b2 − a2b1)
(−a1b2 − a2b1)2
=
−σa2
a1b2 + a2b1
.
Zu beachten ist dabei, dass a× b 6= 0 ist, weil nach Voraussetzung Bta = Z ′ nicht
parallel zu Btb = R1X ist. Analoges gilt fu¨r a× b′. Weiter folgt dann:
λ1µ1 =
σ2a2b2
(a1b2 − a2b1)2 und λ3µ3 =
−σ2a2b2
(a1b2 + a2b1)2
.
Das Vorzeichen dieser Produkte ist dann durch a2 bestimmt, da b2 = ‖Y1‖ > 0
ist:
sig(λ1µ1) = sig(a2) = − sig(−a2) = − sig(λ3µ3) .
Mit Lemma 4.26 folgt dann, dass λi und µi alle mo¨glichen Vorzeichenkombina-
tionen durchlaufen, d.h., dass genau ein i ∈ {1, 2, 3, 4} mit λi > 0 und µi > 0
existiert. 
Nun kann der 8-Punkte-Algorithmus zur linearen Scha¨tzung der Fundamental-
matrix benutzt werden, um die essentielle Matrix linear zu scha¨tzen. Dazu wird
zuvor eine Normalisierung der Daten vorgenommen, so dass die Eingangsdaten
a¨hnliche Gro¨ßenbereiche abdecken und die Berechnung numerisch stabiler wird:
die Koordinaten werden so verschoben und skaliert, dass der Schwerpunkt die
Null ist und der durchschnittliche Abstand zur Null
√
2 betra¨gt.
Das modifizierte Verfahren zur linearen Scha¨tzung der essentiellen Matrix ist
in Algorithmus 4.6 zusammengefasst. Wiederum wird bei dieser Startwertbestim-
mung kein physikalischer Abstand minimiert, sondern eine Lo¨sung bestimmt, die
die essentielle Bedingung erfu¨llt. Abschließend kann dann die Rotation und die
Translation bis auf einen positiven Skalar ermittelt werden.
Algorithmus 4.6 : Lineare Scha¨tzung der essentiellen Matrix (8-Punkte-
Algorithmus)
Eingabe : n korrespondierende Bildpunkte aus der {z = 1}-Ebene von zwei
Kameras. Fu¨r j ∈ {1, . . . , n} mit pj in der {z = 1}-Ebene der ersten
Kamera sei p′j der korrespondierende Punkt in der {z = 1}-Ebene der
zweiten Kamera.
Ausgabe : essentielle Matrix E, Rotationsmatrix R, positives Vielfaches des
Translationsvektors t
1. Normalisiere Koordinaten: Fu¨r j ∈ {1, . . . , n} sei mj := (uj , vj)t := λ(pj − s) und
m′j := (u
′
j , v
′
j)
t := λ′(p′j − s′) mit s =
(
s1
s2
)
:= 1
n
n∑
j=1
pj , λ :=
√
2
n
n∑
j=1
‖pj − s‖
und
s′ =
(
s′1
s′2
)
:= 1
n
n∑
j=1
p′j , λ
′ :=
√
2
n
n∑
j=1
‖p′j − s′‖
2. Bestimme Datenmatrix
B :=
u1u
′
1 v1u
′
1 u
′
1 u1v
′
1 v1v
′
1 v
′
1 u1 v1 1
...
...
...
...
...
...
...
...
...
unu
′
n vnu
′
n u
′
n unv
′
n vnv
′
n v
′
n un vn 1

3. Bestimme Eigenvektor g := (g1, . . . , g9) ∈ R9 zum kleinsten Eigenwert von BtB
4. Setze Eˆ :=
g1 g2 g3g4 g5 g6
g7 g8 g9

5. Bestimme die Singula¨rwertzerlegung von Eˆ = U diag(σ1, σ2, σ3)V
t mit
σ1 ≥ σ2 ≥ σ3 ≥ 0 und U =
(
u1 u2 u3
)
sowie V =
(
v1 v2 v3
)
. Setze
E⋆ := U 12 diag(σ1 + σ2, σ1 + σ2, 0)V
t
6. Normalisierung ru¨ckga¨ngig gemacht: setze S :=
λ 0 −λs10 λ −λs2
0 0 1
 und
S′ :=
λ′ 0 −λ′s′10 λ′ −λ′s′2
0 0 1
 und gib
E := S′tE⋆S ,e˜ := v3 und e˜′ = u3 als Resultat zuru¨ck
7. Bestimme die Singula¨rwertzerlegung von E = U ′CV ′t und daraus u′3 (die dritte
Spalte von U ′) sowie R1, R2 aus Lemma 4.24.
8. Wa¨hle ein korrespondierendes Punktepaar X und X ′ in der {z = 1}-Ebene, so
dass R1X und R2X nicht parallel zu Z
′ (die orthogonale Projektion von X ′ auf die
von u′3 und R1X aufgespannten Ebene) seien und alle drei Vektoren zudem nicht
parallel zu u′3 seien.
9. Bestimme die Geraden gi aus Definition 4.25 und ermittle die Geradenparameter
des Schnittpunkts der Geraden zu g′ aus Lemma 4.28. Wa¨hle die Rotation und das
Vorzeichen der Translation, das zwei positive Geradenparameter im Schnittpunkt
liefert.
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4.2.1.3 Nichtlineare Scha¨tzung der Fundamentalmatrix
Die lineare Scha¨tzung der Fundamentalmatrix kann als Startlo¨sung fu¨r die Mini-
mierung der Fehlerfunktion χ aus Definition 4.12 benutzt werden. Hier wird dann
der physikalische Abstand der Punkte zu den epipolaren Geraden minimiert. Da
die Fundamentalmatrix eine Matrix mit Rang Zwei ist und nur bis auf ein skalares
Vielfaches definiert ist, ko¨nnen nicht alle neun Eintra¨ge der Matrix als Parameter
fu¨r die Optimierung gewa¨hlt werden. Die lineare Abha¨ngigkeit der Spalten bzw.
Zeilen muss kodiert werden.
Lemma 4.29 (Epipole und lineare Abha¨ngigkeit der Spalten von F )
Sei F ∈ R3×3 eine Fundamentalmatrix mit Spaltenvektoren c1, c2, c3, dann ist
cj + λck + µcl = 0 fu¨r λ, µ ∈ R und l 6= j 6= k 6= l
⇔x :=
x1x2
x3
 mit xi =

1, i = j
λ, i = k
µ, i = l
ein Vielfaches des Epipols im ersten Bild in homogenen Koordinaten ist.
Eine analoge Aussage gilt fu¨r die Zeilen von F und dem Epipol im zweiten Bild.
Beweis. Seien x := (x1, x2, x3)
t, λ, µ ∈ R und l 6= j 6= k 6= l, dann ist
cj + λck + µcl = x1c1 + x2c2 + x3c3 =
(
c1 c2 c3
)x1x2
x3
 = Fx ,
mit xi =

1, i = j
λ, i = k
µ, i = l
, d.h.
cj + λck + µcl = 0⇔ Fx = 0 mit xi =

1, i = j
λ, i = k
µ, i = l
⇔ x mit xi =

1, i = j
λ, i = k
µ, i = l
ist Vielfaches des Epipols im ersten Bild.
Der Beweis fu¨r die Zeilen in F und dem Epipol im zweiten Bild folgt analog. 
Ist der Epipol kein unendlich ferner Punkt, d.h., dass die letzte Koordinate un-
gleich Null ist, so muss die dritte Spalte bzw. Zeile eine Linearkombination der
beiden anderen Spalten bzw. Zeilen. Fu¨r diese Fall stellen Zhang und Loop (2001)
eine Parametrisierung der Fundamentalmatrix dar:
Definition 4.30 Parametrisierung
F
g : R8 → {A ∈ R3×3| rang(A) ≤ 2} :
(a, b, c, d, x, y, x′, y′) 7→
 a b −ax− byc d −cx− dy
−ax′ − cy′ −bx′ − dy′ (ax+ by)x′ + (cx+ dy)y′

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gibt eine Parametrisierung einer Matrix vom Rang kleiner gleich 2, deren dritte Spal-
te und Zeile eine Linearkombination der beiden anderen ist. Der linke bzw. rechte
Eigenvektor ist
xy
1
 bzw.
x′y′
1
.
Kann garantiert werden, dass wa¨hrend der Optimierung die Epipole nicht ins un-
endlich Ferne geraten, kann diese Parametrisierung genutzt werden. Zhang und
Loop (2001) schlagen dazu vor, die Epipole, und damit auch die Fundamental-
matrix, mit Permutationsmatrizen, die verhindern, dass die dritte Koordinate der
Epipole Null wird und dass das gro¨ßte Element von F an der Stelle (0, 0) steht,
d.h., dass a der maximale Eintrag ist, zu multiplizieren. Die obige Parametrisie-
rung kann fu¨r jede Iteration genutzt werden. Dadurch ist die Anwendung eines
nichtlinearen Optimierungsverfahren erst mo¨glich, anderenfalls wu¨rden die Para-
meter in jeder Iteration variieren.
Insgesamt la¨sst sich damit eine nichtlineare Scha¨tzung formulieren. Das gesam-
te Verfahren zur Minimierung der Absta¨nde zu den epipolaren Geraden ist in
Algorithmus 4.7 dargestellt.
Algorithmus 4.7 : Nichtlineare Scha¨tzung der Fundamentalmatrix
Eingabe : n korrespondierende Bildpunkte aus zwei Bildern Elementen. Fu¨r
j ∈ {1, . . . , n} mit pj im ersten Bild sei p′j der korrespondierende Punkt
im zweiten Bild.
Ausgabe : Fundamentalmatrix F , Epipole e˜ und e˜′ in homogenen Koordinaten
1. Ermittle Startlo¨sung fu¨r F und e˜, e˜′ z.B. mit der linearen Scha¨tzung aus
Algorithmus 4.5
2. Ermittle Permutationsmatrizen Q,Q′, so dass F11 der maximale Eintrag von F
ist und e3 6= 0 6= e′3, d.h. die Epipole nicht im Unendlichen liegen
3. Setze Fˆ := Q′FQt und ˆ˜e = Qe˜ = (x, y, 1)t, ˆ˜e′ = Q′e˜ = (x′, y′, 1)t
4. Ermittle (a, b, c, d, x, y, x′, y′) aus Fˆ
5. Vollziehe einen Optimierungsschritt eines nichtlinearen Optimierungsverfahren
zur Minimierung von χ ◦ g mit χ aus Definition 4.12. Daraus ergeben sich neue
Parameter (a, b, c, d, x, y, x′, y′)
6. Setze F := Q′tg(a, b, c, d, x, y, x′, y′)Q und e˜ = Qt(x, y, 1)t, e˜′ = Q′t(x′, y′, 1)t
7. Wiederhole 2. bis 6. bis das Optimierungsverfahren keine Verbesserung mehr
liefert, bzw. abbricht und gib F , e˜ und e˜′ als Resultat zuru¨ck
Bemerkenswert ist, dass alle Algorithmen lediglich Korrespondenzen beno¨ti-
gen, um daraus Fundamentalmatrix oder – im Falle von Korrespondenzen in der
{z = 1}-Ebene – die essentielle Matrix zu ermitteln. Dabei sollten degenerier-
te Konfiguration, z.B. wenn alle 3D-Punkte auf einer Ebene liegen, verhindert
werden. Im Fall der essentiellen Matrix kann sogar die Rotation und die Trans-
lation bis auf einen positiven Skalar bestimmt werden, ohne ein Kalibrierobjekt
zu verwenden oder Kameraparameter zu kennen. Dies ist durch den lineareren
Zusammenhang der Korrespondenzen (fundamentale bzw. essentielle Bedingung)
mo¨glich. Fu¨r die Korrespondenzen kann sogar eine projektive Rekonstruktion (sie-
he z.B. Rothwell u. a. (1997)) angegeben werden. Diese ist zwar weder winkel-
noch la¨ngentreu, aber sie erha¨lt Geraden und Ebene und ist dadurch etwa fu¨r
eine Hinderniserkennung bei mobilen Robotern mit Kamera einsetzbar. Eine Zu-
sammenfassung u¨ber die Mo¨glichkeiten der Bestimmung von Korrespondenzen
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und der Fundamentalmatrix bis hin zu einer projektiven Rekonstruktion nur un-
ter Verwendung von korrespondierenden Punkten ist z.B. in Graf u. a. (2004) zu
finden.
4.2.2 Stereokamerasystem mit Verzeichnung
Beim U¨bergang zu Verzeichnungen geht der lineare Zusammenhang von Korre-
spondenzen verloren. Dadurch ko¨nnen aus Korrespondenzen nicht so unmittelbar
Informationen gewonnen werden wie beim Lochkameramodell. In der Literatur
(z.B. Hartley und Zisserman (2000)) wird daher vorgeschlagen, die Bilder vorab
zu entzerren, d.h. die Verzeichnung ru¨ckga¨ngig zu machen, und anschließend mit
dem Lochkameramodell zu arbeiten. Wie schon im Abschnitt 4.1.2 beschrieben,
ist der Nachteil dieser Methoden, dass jedes Bild zuvor entzerrt werden muss
und dass oft eine andere Reihenfolge in der Kameraabbildung gewa¨hlt wird: die
Verzeichnung nach statt vor der Transformation in Pixelkoordinaten.
Eine andere in der Literatur genannte Methode, um aus Korrespondenzen Infor-
mationen zu gewinnen, ist die Aba¨nderung der radialen Verzeichnungsfunktion.
Dies ergibt einen linearen Zusammenhang von korrespondierenden Punkten in
erweiterten Koordinaten:
Das Divisionsmodell: Barreto und Daniilidis (2005) vertauschen die Reihenfolge
in der Kameraabbildung. Die Verzeichnungsfunktion nach dem Divisons-
modell kommt als letzter Schritt. Dadurch ist fu¨r die Umkehrrelation der
Kameraabbildung die Entzerrung der erste Schritt. Nach dieser Entzerrung
gilt das Lochkameramodell, in dem wiederum der lineare Zusammenhang
von Korrespondenzen u¨ber die Fundamentalmatrix gilt. Weiter kann die
Entzerrungsfunktion als lineare Funktion zwar nicht in den homogenen Pi-
xelkoordinaten, aber in erweiterten Koordinaten (
”
lifted coordinates“) dar-
gestellt werden. Daraus resultiert eine radiale Fundamentalmatrix, die aus
15 Korrespondenzen gescha¨tzt werden kann. Aus dieser wird wiederum der
Entzerrungsparameter ermittelt. In Kapitel 6 wird eine Matrix vorgestellt,
die fu¨r beliebig viele Entzerrungsparameter ohne Vertauschung der Reihen-
folge in der Kameraabbildung einen linearen Zusammenhang fu¨r korrespon-
dierende Punkte in der {z = 1}-Ebene in erweiterten Koordinaten herstellt.
Das rationale Funktionenmodell: Claus und Fitzgibbon (2005b) ko¨nnen die Ent-
zerrung mit dem rationalen Funktionenmodell als lineare Funktion von er-
weiterten Koordinaten (Dimension sechs) darstellen und nutzen dann die
essentielle Matrix fu¨r den linearen Zusammenhang von Korrespondenzen.
Das heißt: Ausgangspunkt sind Punkte in der {z = 1}-Ebene, obwohl die
Matrix, die den Zusammenhang beschreibt “lifted fundamental matrix“ ge-
nannt wird. Mit 36 korrespondierenden Punkten kann diese ermittelt wer-
den. Daraus kann die Entzerrungsabbildung eindeutig bis auf eine projektive
Abbildung bestimmt werden. Damit ist dieses Modell gut geeignet, um Bil-
der zu entzerren und wurde auch in diesem Hinblick entwickelt.
Fu¨r die klassische radiale Verzeichnungsfunktion fehlt eine solche Untersuchung
bisher. In Kapitel 6 wird ein Zusammenhang der Korrespondenzen dargestellt,
der weder die Verzeichnungsfunktion abzua¨ndern braucht noch vorher die Bilder
entzerren muss.
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5
Analytische Bestimmung der
Verzeichnungsparameter
Die u¨bliche nichtlineare Optimierung bei der Kalibrierung einer Kamera kann
beim Modell mit radialer Verzeichnung verbessert werden. Bei festen internen Pa-
rametern in P und externen Parametern in T1, . . . , TN kann das Minimum u¨ber
die radialen Verzeichnungsparameter einer Fehlerfunktion analytisch bestimmt
werden, wie im Folgenden fu¨r verschiedene Fehlerfunktionen gezeigt wird. Die-
se Ergebnisse fließen in Kalibrieralgorithmen ein, die mit bestehenden Verfahren
verglichen werden.
Fu¨r dieses Kapitel seien die Daten zur Ermittlung einer Kalibrierung gegeben
und fest: P = {p1, . . . , pn} sei eine Menge von n 3D-Punkten eines Prototyps
(z.B. Punkte einer Kalibrierplatte) bezu¨glich des Referenzkoordinatensystems.
Fu¨r einen Punkt p ∈ P bezeichne ip,c den beobachteten Bildpunkt des Punktes p
in Bild c ∈ {1, . . . , N}. Alle folgenden Funktionen, Algorithmen und Definitionen
sind von diesen Daten abha¨ngig.
Zuna¨chst wird aber ein allgemeiner Satz vorgestellt, der in den weiteren Unter-
kapiteln beno¨tigt wird.
Satz 5.1 (Rang spezieller Matrizen)
Sei A eine Matrix aus Rn×m mit n > m definiert durch
A =
 a0b0 . . . a
m
0 b0
...
...
an−1bn−1 . . . a
m
n−1bn−1
 , wobei
ai und bi fu¨r i ∈ {0, . . . , n − 1} reellen Zahlen seien mit bi ungleich Null fu¨r i ∈
{0, . . . ,m} und a0 bis am paarweise verschieden seien, d.h. |{a0, . . . , am}| = m+ 1.
Dann ist
rang(A) = m .
Beweis. Fu¨r i ∈ {0, . . . ,m} sei ci := (ai0b0, . . . , aimbm)t ∈ Rm+1. Dann ist fu¨r
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C :=
(
c0 . . . cm
) ∈ R(m+1)×(m+1)
det(C) = det

 b0 a0b0 . . . a
m
0 b0
...
...
...
bm ambm . . . a
m
mbm

 = m∏
i=0
bi det

1 a0 . . . a
m
0
...
...
...
1 am . . . a
m
m


=
m∏
i=0
bi
∏
k>l
(ak − al) .
Die letzte Gleichheit ergibt sich aus der Bestimmung der Determinanten einer
“van der Monde Matrix“ (siehe z.B. Kowalsky (1974)). Die Determinante von
C ist damit ungleich Null, da alle bi fu¨r i ∈ {0, . . . ,m} ungleich Null sind und
alle ai fu¨r i ∈ {0, . . . ,m} paarweise verschieden sind. Damit sind die Vektoren
{c0, . . . , cm} linear unabha¨ngig und damit auch die Vektoren {d0, . . . , dm}, wobei
di definiert ist durch di := (a
i
0b0, . . . , a
i
n−1bn−1)
t ∈ Rn fu¨r i ∈ {0, . . . ,m}, weil di
aus den Koordinaten von ci und weiteren n −m Koordinaten zusammengesetzt
wird. Insbesondere sind dann auch die Vektoren {d1, . . . , dm} linear unabha¨ngig.
Dies sind die Spalten Vektoren der Matrix A. Da die Anzahl der Spalten kleiner
ist als die Anzahl der Zeilen in A, ist der Rang von A gleich m, rang(A) = m. 
Die Einschra¨nkung in obigem Satz, dass die ersten m+ 1 Komponenten der Ein-
tra¨ge ungleich bzw. paarweise verschieden sind, kann durch Zeilenvertauschungen,
die den Rang erhalten, auch auf beliebige m+1 Positionen, an denen die entspre-
chenden Eintra¨ge ungleich Null bzw. paarweise verschieden sind, erweitert werden.
5.1 Fehlerfunktion in der Pixelebene ΦN
Zuna¨chst soll die urspru¨ngliche Fehlerfunktion in der Pixelebene ΦN betrachtet
werden. Das Minimum der Verzeichnungsparameter bei festen anderen Parame-
tern la¨sst sich in geschlossener Form berechnen:
Satz 5.2 (Analytische Bestimmung radialer Verzeichnungsparameter)
Seien die Umrechnung in Pixelkoordinaten P eines Kameramodells mit radialer Ver-
zeichnung und die Transformation T1, . . . , TN der unterschiedlichen Positionen des
Kalibrierobjekts gegeben und fest. Dann entspricht die Funktion
f :RD → R+0 : (k1, . . . , kD) 7→
N∑
c=1
∑
p∈P
‖ip,c − P ◦∆r(k1, . . . , kD)︸ ︷︷ ︸
δr
◦Pz ◦ Tc(p)‖2
der Fehlerfunktion ΦN fu¨r die Kamerakalibrierung bei festen P und T1, . . . , TN . Zu-
dem sei I ⊂ {(i, c) ∈ {1, . . . , n} × {1, . . . N}} mit |I| = D + 1 gegeben, so dass fu¨r
alle (i, c) ∈ I und fu¨r alle (j, l) ∈ I mit (j, l) 6= (i, c) gilt:
0 6= ‖Gc(pi)‖2 6= ‖Gl(pj)‖2 .
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Dann ist
argmin
(k1,...,kD)∈R
D
f(k1, . . . , kD) = −A−1λ =: F1(P, T1, . . . , TN ), mit
A = 2
N∑
c=1
∑
p∈P
‖Gc(p)‖
2(1+1)‖xp,c − c0‖2 · · · ‖Gc(p)‖2(1+D)‖xp,c − c0‖2
...
...
‖Gc(p)‖2(D+1)‖xp,c − c0‖2 · · · ‖Gc(p)‖2(D+D)‖xp,c − c0‖2

und λ = −2
N∑
c=1
∑
p∈P
‖Gc(p)‖
2·1(ip,c − xp,c)t(xp,c − c0)
...
‖Gc(p)‖2·D(ip,c − xp,c)t(xp,c − c0)
 .
Dabei bezeichne fu¨r Position (Bild) c ∈ {1, . . . , N} und Prototyppunkt p ∈ P ip,c das
beobachtete Pixel in Bild c des Punktes p und Gc(p) := Pz ◦ Tc(p) den berechneten
Bildpunkt in der {z = 1}-Ebene und xp,c := P ◦Pz ◦Tc(p) den berechneten Bildpunkt
jeweils ohne Verzeichnungen.
Beweis. Zuna¨chst wird die radiale Verzeichnung von der Transformation in Pixel-
koordinaten entkoppelt. Dies ist nicht komplett mo¨glich, aber es gilt fu¨r beliebiges
x ∈ R2 mit den Bezeichnungen aus den Definitionen 3.16 und 3.27:
P (δr(x)) = P ((1 + ρ(x))x) = L(1 + ρ(x))x+ c0
= (1 + ρ(x))Lx+ c0 = Lx+ c0 + ρ(x)Lx
= P (x) + ρ(x)(P (x)− c0) .
Damit kann fu¨r jedes c ∈ {1, . . . , N} und beliebiges p ∈ R3 \ T−1c ({z = 0}) mit
Gc := Pz ◦ Tc die Kameraabbildung in Position c dargestellt werden als:
Kc(p) := (P ◦ δr ◦ Pz ◦ Tc)(p) = (P ◦ δr ◦Gc)(p)
= (P ◦Gc)(p) + ρ(Gc(p))[(P ◦Gc)(p)− c0] . (5.1)
Bezeichne fu¨r c ∈ {1, . . . , N} und p ∈ P rp,c := ρ(Gc(p)) und xp,c := (P ◦Gc)(p),
dann la¨sst sich f schreiben als:
f(k1, . . . , kD) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦∆r(k1, . . . , kD)︸ ︷︷ ︸
δr
◦Pz ◦ Tc(p)‖2
=
N∑
c=1
∑
p∈P
‖ip,c −Kc(p)‖2
(5.1)
=
N∑
c=1
∑
p∈P
‖ip,c − (xp,c + rp,c(xp,c − c0))‖2
=
N∑
c=1
∑
p∈P
‖ip,c − xp,c‖2 − 2rp,c(ip,c − xp,c)t(xp,c − c0) + r2p,c‖xp,c − c0‖2 .
Um eine notwendige Bedingung fu¨r ein Minimum zu erhalten, werden die par-
tiellen Ableitungen von f betrachtet. Es gilt zuna¨chst fu¨r l ∈ {1, . . . , D} und
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c ∈ {1, . . . , N} und p ∈ P
∂rp,c
∂kl
=
∂ρ(Gc(p))
∂kl
=
∂
∂kl
(
D∑
i=1
ki‖Gc(p)‖2i
)
= ‖Gc(p)‖2l und
∂r2p,c
∂kl
= 2rp,c
∂rp,c
∂kl
= 2rp,c‖Gc(p)‖2l .
Damit gilt fu¨r die partiellen Ableitungen und den Gradienten von f :
∂f
∂kl
=
N∑
c=1
∑
p∈P
−2(ip,c − xp,c)t(xp,c − c0)∂rp,c
∂kl
+ ‖xp,c − c0‖2
∂r2p,c
∂kl
=
N∑
c=1
∑
p∈P
−2‖Gc(p)‖2l(ip,c − xp,c)t(xp,c − c0) + 2rp,c‖Gc(p)‖2l‖xp,c − c0‖2
= −2
N∑
c=1
∑
p∈P
‖Gc(p)‖2l(ip,c − xp,c)t(xp,c − c0)︸ ︷︷ ︸
=:λl
+ 2
N∑
c=1
∑
p∈P
D∑
i=1
ki‖Gc(p)‖2i+2l‖xp,c − c0‖2
= λl + 2
N∑
c=1
∑
p∈P
‖xp,c − c0‖2
(‖Gc(p)‖2·1+2l, . . . , ‖Gc(p)‖2·D+2l)
k1...
kD

und
grad(f) =

∂f
∂k1
...
∂f
∂kD
 = A
k1...
kD
+ λ mit
A = 2
N∑
c=1
∑
p∈P
‖xp,c − c0‖2
‖Gc(p)‖
2(1+1) · · · ‖Gc(p)‖2(1+D)
...
...
‖Gc(p)‖2(D+1) · · · ‖Gc(p)‖2(D+D)
 und
λ = −2
N∑
c=1
∑
p∈P
(ip,c − xp,c)t(xp,c − c0)
‖Gc(p)‖
2·1
...
‖Gc(p)‖2·D
 .
Da der Gradient grad(f) von f eine affin lineare Funktion ist, ist die Hessematrix
H von f die Matrix A.
H =

∂f
∂k1∂k1
· · · ∂f∂k1∂kD
...
...
∂f
∂kD∂k1
· · · ∂f∂kD∂kD
 = A .
Sei P = {p1, . . . , pn} eine Aufza¨hlung von P und bezeichne xj,c = xpj ,c fu¨r j ∈
{1, . . . , n} und c ∈ {1, . . . , N}. Die Matrix H bzw. A la¨sst sich dann als H = BtB
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schreiben mit
B =
√
2

‖G1(p1)‖2‖x1,1 − c0‖ . . . ‖G1(p1)‖2D‖x1,1 − c0‖
...
...
‖G1(pn)‖2‖xn,1 − c0‖ . . . ‖G1(pn)‖2D‖xn,1 − c0‖
...
...
‖GN (p1)‖2‖x1,N − c0‖ . . . ‖GN (p1)‖2D‖x1,N − c0‖
...
...
‖GN (pn)‖2‖xn,N − c0‖ . . . ‖GN (pn)‖2D‖xn,N − c0‖

∈ RnN×D .
Nach Voraussetzung gibt es ein I ⊂ {(i, c) ∈ {1, . . . , n} × {1, . . . N}} mit |I| =
D + 1, so dass fu¨r alle (i, c) ∈ I und fu¨r alle (j, l) ∈ I mit (j, l) 6= (i, c) gilt:
0 6= ‖Pz ◦ Tc(pi)‖2 = ‖Gc(pi)‖2 6= ‖Gl(pj)‖2, d.h.
c0 = P (0) 6= P ◦ Pz ◦ Tc(pi) = xi,c und ‖Gc(pi)‖2 6= ‖Gl(pj)‖2 ,d.h.
0 6= ‖xi,c − c0‖ und ‖Gc(pi)‖2 6= ‖Gl(pj)‖2 .
Nach Satz 5.1 hat dann die Matrix B Rang D. Damit ist die Hessematrix H = A
positiv definit. Da H zusa¨tzlich konstant ist, besitzt f ein globales Minimum
(vgl. Spellucci (1993)) an der Stellek1...
kD
 = −A−1λ := F1(P, T1, . . . , TN ) .
Insbesondere ist A damit auch invertierbar. 
Die Bedingung, die an die Punkte gestellt wurde, damit das Minimum existiert,
ist keine starke Restriktion: es werden lediglich D+1 verschiedene Punkte im Ka-
merakoordinatensystem beno¨tigt, die nicht auf den Hauptpunkt projiziert werden
und deren Projektionen verschiedene Normen haben. Ein Beweis des Satzes fu¨r
eine Position bzw. eine Bildaufnahme der Kamera – jedoch ohne Angabe der
Bedingung an die Punkte, die ein Minimum garantieren – ist auch in Graf und
Hanning (2005) zu finden. Das theoretische Ergebnis kann nun genutzt werden,
um einen Kalibrieralgorithmus zu definieren: es kann sowohl bei der Berechnung
der Startwerte der Verzeichnungsparameter als auch bei der zu minimierenden
Fehlerfunktion im letzten nichtlinearen Optimierungsschritt genutzt werden.
Definition 5.3 Sei ip,c das beobachtete Pixel in Bild c ∈ {1, . . . , N} von Punkt p ∈ Fehlerfunktion,
ΨNP. F1(P, T1, . . . , TN ) = −A−1λ := argmin f(k1, . . . , kD) bezeichne das Minimum
der Funktion f aus Satz 5.2. Dann hat die neue Fehlerfunktion
ΨN :IL × GN → R+0 :
(P, T1, . . . , TN ) 7→
N∑
c=1
∑
p∈P
‖ip,c − P ◦∆r(F1(P, T1, . . . , TN ))︸ ︷︷ ︸
=δr
◦Pz ◦ Tc(p)‖2
D weniger Parameter als die Funktion ΦN und modelliert, genau wie ΦN , die Summe
der quadrierten Fehlerabsta¨nde von beobachteten zu berechneten Pixeln.
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Algorithmus 5.1 zeigt den daraus resultierenden Kalibrieralgorithmus. Dadurch
wird eine Reduktion des Parameterraumes erreicht, da die radialen Verzeichnungs-
parameter nicht vom Optimierungsverfahren berechnet werden mu¨ssen. So werden
Abha¨ngigkeiten der Parameter in der urspru¨nglichen Fehlerfunktion vermieden.
Das Verfahren erha¨lt in jedem Schritt und bei jeder Auswertung der Fehlerfunk-
tion (z.B. fu¨r die numerische Berechnung des Gradienten) den minimalen Wert
bezu¨glich der radialen Verzeichnungsparameter.
Algorithmus 5.1 : Bestimmung aller Parametern fu¨r das Modell mit radialer Ver-
zeichnung (analytisch)
Eingabe :
• Kalibrierplatte als Prototyp P mit n Elementen
• N Bilder des Prototyps in N Positionen. Dabei bezeichne ip,c das Pixel im Bild
c ∈ {1, . . . , N} des Punktes p ∈ P
Ausgabe : Intrinsische Parameter α, β, γ, u0, v0, k1, . . . , kD und extrinsische
Parameter T1, . . . TN
1. Bestimme Startwerte fu¨r α, β, γ, u0, v0 (daraus ergibt sich P ) und T1, . . . , TN nach
Algorithmus 4.1
2. Bestimme Startwerte fu¨r k1, . . . , kD mit Satz 5.2
3. Minimiere (α, β, γ, u0, v0, T1, . . . , TN ) 7→ ΨN (ΠL, T1, . . . , TN ) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦∆r(F1(P, T1, . . . , TN )) ◦ Pz ◦ Tc(p)‖2 mit einem nichtlinearen
Optimierungsverfahren. Dabei ist die Funktion F1 wie in Satz 5.2 zu bestimmen
4. return α, β, γ, u0, v0, k1, . . . , kD und T1, . . . TN
5.2 Fehlerfunktion in der {z = 1}-Ebene
Eine a¨hnliche Mo¨glichkeit ergibt sich auch, wenn fu¨r die Bestimmung der radialen
Verzeichnungsparameter bei festen anderen Parametern nicht der Abstand der
Pixel, sondern der Abstand in der {z = 1}-Ebene minimiert wird, wie dies Zhang
(1998) andeutet (siehe Gleichung 4.1 in Abschnitt 4.1.2.1).
Satz 5.4 (Analytische approximative Bestimmung radialer Verzeichnung)
Seien die Umrechnung in Pixelkoordinaten P eines Kameramodells mit radialer Ver-
zeichnung und die Transformation T1, . . . , TN der unterschiedlichen Positionen des
Kalibrierobjekts gegeben und fest. Dann ist
g :RD → R+0 : (k1, . . . , kD) 7→
N∑
c=1
∑
p∈P
‖P−1(ip,c)−∆r(k1, . . . , kD)︸ ︷︷ ︸
δr
◦Pz ◦ Tc(p)‖2
eine weitere Fehlerfunktion fu¨r die Berechnung der radialen Verzeichnungsparameter
bei festen P und T1, . . . , TN . Zudem sei I ⊂ {(i, c) ∈ {1, . . . , n} × {1, . . . N}} mit
|I| = D+1 gegeben, so dass fu¨r alle (i, c) ∈ I und fu¨r alle (j, l) ∈ I mit (j, l) 6= (i, c)
gilt:
0 6= ‖Gc(pi)‖2 6= ‖Gl(pj)‖2 .
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Dann ist
argmin
(k1,...,kD)∈R
D
g(k1, . . . , kD) = −B−1µ =: F2(P, T1, . . . , TN ), mit
B = 2
N∑
c=1
∑
p∈P
‖Gc(p)‖
2(1+1+1) · · · ‖Gc(p)‖2(1+D+1)
...
...
‖Gc(p)‖2(D+1+1) · · · ‖Gc(p)‖2(D+D+1)
 und
µ = −2
N∑
c=1
∑
p∈P
‖Gc(p)‖
2·1(yp,c −Gc(p))tGc(p)
...
‖Gc(p)‖2·D(yp,c −Gc(p))tGc(p)
 .
Dabei bezeichne fu¨r Position (Bild) c ∈ {1, . . . , N} und Prototyppunkt p ∈ P ip,c
das beobachtete Pixel in Bild c des Punktes p und Gc(p) := Pz ◦ Tc(p) und yp,c :=
P−1(ip,c).
Beweis. Bezeichne fu¨r c ∈ {1, . . . , N} und p ∈ P Gc(p) := Pz ◦ Tc(p) und rp,c :=
ρ(Gc(p)) und yp,c := P
−1(ip,c), dann la¨sst sich g schreiben als:
g(k1, . . . , kD) =
N∑
c=1
∑
p∈P
‖P−1(ip,c)−∆r(k1, . . . , kD)︸ ︷︷ ︸
δr
◦Pz ◦ Tc(p)‖2
=
N∑
c=1
∑
p∈P
‖yp,c − (1 + rp,c)Gc(p)‖2
=
N∑
c=1
∑
p∈P
‖yp,c −Gc(p)− rp,cGc(p)‖2
=
N∑
c=1
∑
p∈P
‖yp,c −Gc(p)‖2 − 2rp,c(yp,c −Gc(p))tGc(p) + r2p,c‖Gc(p)‖2 .
Um eine notwendige Bedingung fu¨r ein Minimum zu erhalten, werden die par-
tiellen Ableitungen von g betrachtet. Es gilt zuna¨chst fu¨r l ∈ {1, . . . , D} und
c ∈ {1, . . . , N} und p ∈ P
∂rp,c
∂kl
=
∂ρ(Gc(p))
∂kl
=
∂
∂kl
(
D∑
i=1
ki‖Gc(p)‖2i
)
= ‖Gc(p)‖2l und
∂r2p,c
∂kl
= 2rp,c
∂rp,c
∂kl
= 2rp,c‖Gc(p)‖2l .
Damit gilt fu¨r die partiellen Ableitungen und den Gradienten von g:
∂g
∂kl
=
N∑
c=1
∑
p∈P
−2(yp,c −Gc(p))tGc(p)∂rp,c
∂kl
+ ‖Gc(p)‖2
∂r2p,c
∂kl
= −2
N∑
c=1
∑
p∈P
‖Gc(p)‖2l(yp,c −Gc(p))tGc(p)︸ ︷︷ ︸
=:µl
+2
N∑
c=1
∑
p∈P
rp,c‖Gc(p)‖2l+2
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= µl + 2
N∑
c=1
∑
p∈P
D∑
i=1
ki‖Gc(p)‖2i+2l+2
= µl + 2
N∑
c=1
∑
p∈P
(‖Gc(p)‖2·1+2l+2 . . . ‖Gc(p)‖2·D+2l+2)
k1...
kD
 und
grad(g) =

∂g
∂k1
...
∂g
∂kD
 = B
k1...
kD
+ µ mit
B = 2
N∑
c=1
∑
p∈P
‖Gc(p)‖
2(1+1+1) · · · ‖Gc(p)‖2(1+D+1)
...
...
‖Gc(p)‖2(D+1+1) · · · ‖Gc(p)‖2(D+D+1)
 und
µ = −2
N∑
c=1
∑
p∈P
(yp,c −Gc(p))tGc(p)
‖Gc(p)‖
2·1
...
‖Gc(p)‖2·D
 .
Da der Gradient grad(g) von g eine affin lineare Funktion ist, ist wiederum die
Hessematrix H von g die Matrix B. Sei P = {p1, . . . , pn} eine Aufza¨hlung von P.
Die Matrix H bzw. B la¨sst sich dann als H = CtC schreiben mit
C =
√
2

‖G1(p1)‖3 . . . ‖G1(p1)‖2D+1
...
...
‖G1(pn)‖3 . . . ‖G1(pn)‖2D+1
...
...
‖GN (p1)‖3 . . . ‖GN (p1)‖2D+1
...
...
‖GN (pn)‖3 . . . ‖GN (pn)‖2D+1

∈ RnN×D .
Nach Voraussetzung gibt es ein I ⊂ {(i, c) ∈ {1, . . . , n} × {1, . . . N}} mit |I| =
D + 1, so dass fu¨r alle (i, c) ∈ I und fu¨r alle (j, l) ∈ I mit (j, l) 6= (i, c) gilt:
0 6= ‖Gc(pi)‖2 6= ‖Gl(pj)‖2, d.h.
0 6= ‖Gc(pi)‖2 und ‖Gc(pi)‖2 6= ‖Gl(pj)‖2 .
Nach Satz 5.1 hat dann die Matrix C Rang D. Damit ist die Hessematrix H = B
positiv definit. Da H zusa¨tzlich konstant ist besitzt g ein globales Minimum an
der Stelle k1...
kD
 = −B−1µ = F2(P, T1, . . . , TN ) .
Insbesondere ist B damit auch invertierbar. 
Die Bedingung, die an die Punkte gestellt wurde, damit das Minimum existiert, ist
keine starke Restriktion: es werden lediglich D+1 verschiedene Punkte im Kame-
rakoordinatensystem beno¨tigt, deren Projektionen verschiedene Normen ungleich
Null haben.
5.2 Fehlerfunktion in der {z = 1}-Ebene 107
Hieraus ergeben sich zwei Anwendungen fu¨r Kalibrieralgorithmen: zum einen
kann die Lo¨sung benutzt werden um Startwerte fu¨r die Verzeichnungsparameter
zu generieren und dann alle Parameter im nichtlinearen Optimierungsverfahren zu
berechnen (siehe Algorithmus 5.2) oder es kann die Lo¨sung als Startwert dienen
und mit der abgea¨nderte Fehlerfunktion ΨN eine nichtlineare Optimierung mit
weniger Parametern laufen (siehe Algorithmus 5.3).
Algorithmus 5.2 : Bestimmung aller Parametern fu¨r das Modell mit radialer Ver-
zeichnung (approximativer Start)
Eingabe :
• Kalibrierplatte als Prototyp P mit n Elementen
• N Bilder des Prototyps in N Positionen. Dabei bezeichne ip,c das Pixel im Bild
c ∈ {1, . . . , N} des Punktes p ∈ P
Ausgabe : Intrinsische Parameter α, β, γ, u0, v0, k1, . . . , kD und extrinsische
Parameter T1, . . . TN
1. Bestimme Startwerte fu¨r α, β, γ, u0, v0 (daraus ergibt sich P ) und T1, . . . , TN nach
Algorithmus 4.1
2. Bestimme Startwerte fu¨r k1, . . . , kD mit Satz 5.4
3. Minimiere (α, β, γ, u0, v0, k1, . . . , kD, T1, . . . , TN ) 7→ ΦN (Π, T1, . . . , TN ) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦ δr ◦ Pz ◦ Tc(p)‖2 mit einem nichtlinearen Optimierungsverfahren
4. return α, β, γ, u0, v0, k1, . . . , kD und T1, . . . TN
Algorithmus 5.3 : Bestimmung aller Parametern fu¨r das Modell mit radialer Ver-
zeichnung (approximativ)
Eingabe :
• Kalibrierplatte als Prototyp P mit n Elementen
• N Bilder des Prototyps in N Positionen. Dabei bezeichne ip,c das Pixel im Bild
c ∈ {1, . . . , N} des Punktes p ∈ P
Ausgabe : Intrinsische Parameter α, β, γ, u0, v0, k1, . . . , kD und extrinsische
Parameter T1, . . . TN
1. Bestimme Startwerte fu¨r α, β, γ, u0, v0 (daraus ergibt sich P ) und T1, . . . , TN nach
Algorithmus 4.1
2. Bestimme Startwerte fu¨r k1, . . . , kD mit Satz 5.4
3. Minimiere (α, β, γ, u0, v0, T1, . . . , TN ) 7→ ΨN (ΠL, T1, . . . , TN ) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦∆r(F2(P, T1, . . . , TN )) ◦ Pz ◦ Tc(p)‖2 mit einem nichtlinearen
Optimierungsverfahren. Dabei ist F2 wie in Satz 5.4 zu bestimmen
4. return α, β, γ, u0, v0, k1, . . . , kD und T1, . . . TN
Im Allgemeinen werden die Minima der Funktionen f und g aus den Sa¨tzen 5.2
und 5.4 nicht u¨bereinstimmen. Fu¨r einen speziellen Fall stimmen sie aber immer
u¨berein.
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Lemma 5.5
Seien α = β 6= 0 und γ = 0, dann ist
F1(P, T1, . . . , TN ) := argmin
(k1,...,kD)∈R
D
f(k1, . . . , kD)
= argmin
(k1,...,kD)∈R
D
g(k1, . . . , kD) =: F2(P, T1, . . . , TN ) .
Dabei seien f , g, F1 und F2 wie in den Sa¨tzen 5.2 und 5.4 gewa¨hlt.
Beweis. Seien α = β 6= 0 und γ = 0, dann gilt mit den Bezeichnungen aus
Definition 3.16 fu¨r alle x ∈ R2
P (x) = Lx+ c0 =
(
α 0
0 α
)
x+ c0 = αx+ c0 und
P−1(x) = L−1(x− c0) =
(
1
α 0
0 1α
)
(x− c0) = 1
α
(x− c0) .
Die Matrix L und deren Inverse sind also nur Skalierungen, daraus folgt fu¨r
(k1, . . . , kD) ∈ RD:
f(k1, . . . , kD) =
N∑
c=1
∑
p∈P
‖ip,c − P ◦∆r(k1, . . . , kD) ◦ Pz ◦ Tc(p)︸ ︷︷ ︸
=:zp,c
‖2
=
N∑
c=1
∑
p∈P
‖ip,c − αzp,c − c0‖2
= α2
N∑
c=1
∑
p∈P
‖ 1
α
ip,c − zp,c − 1
α
c0‖2
= α2
N∑
c=1
∑
p∈P
‖P−1(ip,c)− zp,c‖2
= α2
N∑
c=1
∑
p∈P
‖P−1(ip,c)−∆r(k1, . . . , kD) ◦ Pz ◦ Tc(p)‖2
= α2g(k1, . . . , kD) .
Damit ist f nur ein festes nichtnegatives skalares Vielfache von g und deren Mi-
nima stimmen u¨berein. 
5.3 Experimentelle Ergebnisse
Um die Qualita¨t der theoretischen Ergebnisse in der Praxis beurteilen zu ko¨n-
nen, wurde mit drei verschiedenen Kameratypen getestet: eine CCD-Kamera (Te-
li CS8310B) mit einem 8.5 mm Objektiv, Blende 1:1.5 (Cosmicar Pentax), eine
Standardwebkamera und eine CCD-Kamera (Siemens SiColor C810) mit einem
4.2 mm Objektiv, Blende 1:1.6 (Cosmicar Pentax TV Lens). Bezeichnet werden
sie im Folgenden mit nl (normal lens) fu¨r das Normalobjektiv, wc (webcam)
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Abbildung 5.1: Screenshot der entwickelten Software
fu¨r die Webkamera und wl (wide angle lens) fu¨r das Weitwinkelobjektiv. Ein re-
gelma¨ßiges Kalibriermuster (20 × 19 Punkte) auf einer Platte wurde damit in
verschiedenen Positionen aufgenommen. Die Kameras wurden mit verschiedenen
Verfahren kalibriert: dem Algorithmus 4.4 von Zhang, im Folgenden als das klassi-
sche Verfahren (kla) bezeichnet, dem Algorithmus 5.1, das analytisches Verfahren
(ana) genannt wird, dem Algorithmus 5.3, das als approximatives Verfahren (app)
bezeichnet wird, und dem Verfahren 5.2, das als Algorithmus mit approximativen
Start (aps) bezeichnet wird. Mit dem Weitwinkelobjektiv wurden zwei Serien von
Aufnahmen gemacht, die mit wl1 und wl2 unterschieden werden. Abbildung 5.1
zeigt einen Screenshot der Software, die zu diesem Test entwickelt wurde.
Wie am Ende von Abschnitt 5.2 angedeutet wurde, liefern die klassische Fehler-
funktion und die Fehlerfunktion in der {z = 1}-Ebene aus Satz 5.4 im Allgemeinen
nicht dieselben Minima. Mit dem Algorithmus 4.1 wurden Startwerte fu¨r die Para-
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Tabelle 5.1: Werte der Fehlerfunktion ΦN in quadrierten Pixeleinheiten fu¨r Parameter des
Lochkameramodells, die aus verschiedenen Optimierungsverfahren gewonnen wurden, und
analytisch bzw. approximativ bestimmter Startwerte fu¨r die Verzeichnungsparameter
Wert der Fehlerfunktion ΦN
Kamera Opt.-Verf. Analytisch Approximativ Differenz
nl 1 875.409386 875.409946 -0.000560
2 802.764319 802.764765 -0.000446
3 811.653461 811.653978 -0.000517
4 811.653463 811.653980 -0.000517
wc 1 4340.705055 4340.753097 -0.048042
2 333484.175149 333484.201027 -0.025878
3 365.362197 365.362231 -0.000034
4 365.362199 365.362232 -0.000033
wl1 1 1442.310109 1442.310274 -0.000165
2 1451.237008 1451.237027 -0.000019
3 1412.331746 1412.331852 -0.000106
4 1412.331663 1412.331770 -0.000107
wl2 1 3446.115099 3446.130886 -0.015787
2 3510.667228 3510.682778 -0.015550
3 3438.973089 3438.988747 -0.015658
4 3438.973271 3438.988930 -0.015659
meter des Lochkameramodells erzeugt. Hierbei wurden verschiedene nichtlineare
Optimierungsverfahren verwendet (Levenberg-Marquardt, Nelder-Mead, BFGS,
Gauss-Newton). Anschließend wurden aus den Parametern die Verzeichnungspa-
rameter mit Satz 5.2 (analytisch) und mit Satz 5.4 ermittelt, d.h. die Minima in
der Pixel- und in der {z = 1}-Ebene gebildet. Tabelle 5.1 zeigt die Werte der
klassischen Fehlerfunktion ΦN mit analytisch und approximativ ermittelten Ver-
zeichnungsparametern aus den Parametern eines Lochkameramodells, die u¨ber
vier verschiedene Optimierungsverfahren gewonnen wurden, fu¨r die verschiedenen
Kameratypen.
Wie zu erwarten war liefert das analytische Verfahren die besseren Werte, was
nicht verwunderlich ist, da dieses Verfahren ja gerade die angegebene Fehlerfunk-
tion minimiert. Jedoch ist die Abweichung nicht allzu groß, so dass die appro-
ximative Methode durchaus benutzt werden kann, wie spa¨ter im Vergleich der
Fehlerwerte nach der nichtlinearen Optimierung zu sehen sein wird.
In den folgenden Tabellen 5.2 bis 5.3 sind die Werte von ΦN fu¨r die vier Verfah-
ren (approximativ, analytisch, approximativer Start und klassisch) und die Anzahl
der beno¨tigten Iterationen des nichtlinearen Optimierungsverfahren aufgelistet.
Jedes der Verfahren wurde mit jedem Startwert aus Tabelle 5.1 und mit drei unter-
schiedlichen nichtlinearen Optimierungsverfahren (Levenberg-Marquardt, BFGS
und Gauss-Newton) zur Optimierung der Startlo¨sung fu¨r jeden Kameratyp durch-
gefu¨hrt.
Das klassische Verfahren ergab in allen der 48 Testfa¨lle Fehlerwerte, die gro¨ßer
oder gleich den Fehlerwerten der anderen Verfahren waren. In lediglich 5 Fa¨llen
Tabelle 5.2: Fehlerwerte der Kameratypen nl und wc der Verfahren analytisch, approxi-
mativ, klassisch und approximativer Start bei verschiedenen Startwerten und verschiedene
nichtlinearen Optimierungsverfahren und deren beno¨tigte Anzahl von Iterationen
Kameratyp nl: Werte der Fehlerfunktion
Levenberg BFGS Gauss
Startwert Verfahren It Fehler It Fehler It Fehler
1 app 8 317.411812 115 298.277423 47 298.277423
ana 8 317.376866 113 298.277387 42 298.277387
kla 9 321.249649 123 298.277387 35 298.277387
aps 9 321.205621 117 298.277387 36 298.277387
2 app 6 326.155657 107 298.277423 41 298.277423
ana 6 326.162965 108 298.277387 40 298.277387
kla 7 340.531229 115 298.277387 33 298.277387
aps 7 340.538105 115 298.277387 36 298.277387
3 app 6 326.141634 111 298.277423 40 298.277423
ana 6 326.189341 108 298.277387 26 298.277387
kla 7 331.727882 115 298.277387 22 298.277387
aps 7 340.263073 120 298.277387 35 298.277387
4 app 6 326.157593 113 298.277423 47 298.277423
ana 6 326.160479 111 298.277387 53 298.277387
kla 7 331.728341 118 298.277387 30 298.277387
aps 7 331.749580 118 298.277387 31 298.277387
Kameratyp wc: Werte der Fehlerfunktion
Levenberg BFGS Gauss
Startwert Verfahren It Fehler It Fehler It Fehler
1 app 8 255.013530 60 224.343783 30 224.343783
ana 8 255.024973 57 224.343732 33 224.343732
kla 11 271.253998 65 224.343732 43 224.343732
aps 12 245.731880 67 224.343732 28 224.343732
2 app 13 271.122247 159 224.343783 331 224.343783
ana 16 248.972906 176 224.343732 308 224.343732
kla 13 265.244190 417 224.343732 20001 94242.998491
aps 13 265.038472 3204 224.343732 20001 94254.394511
3 app 7 234.783422 45 224.343783 17 224.343783
ana 7 234.778002 45 224.343732 25 224.343732
kla 5 255.623891 48 224.343732 19 224.343732
aps 5 255.655851 47 224.343732 24 224.343732
4 app 7 234.783524 42 224.343783 23 224.343783
ana 7 234.777842 43 224.343732 20 224.343732
kla 5 255.623680 45 224.343732 31 224.343732
aps 5 255.656478 50 224.343732 27 224.343732
Tabelle 5.3: Fehlerwerte der Kameratypen wl1 und wl2 der Verfahren analytisch, appro-
ximativ, klassisch und approximativer Start bei verschiedenen Startwerten und verschiedene
nichtlinearen Optimierungsverfahren und deren beno¨tigte Anzahl von Iterationen
Kameratyp wl1: Werte der Fehlerfunktion
Levenberg BFGS Gauss
Startwert Verfahren It Fehler It Fehler It Fehler
1 app 7 77.485404 55 75.218426 17 75.218426
ana 7 77.498704 54 75.218425 22 75.218425
kla 10 416.678988 102 75.218425 39 75.218425
aps 10 416.681826 96 75.218425 40 75.218425
2 app 8 76.587553 57 75.218426 17 75.218426
ana 8 76.610715 58 75.218425 22 75.218425
kla 9 415.734885 92 75.218425 37 75.218425
aps 9 415.739577 94 75.218425 40 75.218425
3 app 9 76.716846 55 75.218426 19 75.218426
ana 9 76.720947 60 75.218425 24 75.218425
kla 10 458.594086 66 75.218425 70 75.218425
aps 10 458.594023 69 75.218425 73 75.218425
4 app 8 77.492730 54 75.218426 15 75.218426
ana 8 77.488833 59 75.218425 17 75.218425
kla 10 458.593237 72 75.218425 73 75.218425
aps 10 458.592450 66 75.218425 68 75.218425
Kameratyp wl2: Werte der Fehlerfunktion
Levenberg BFGS Gauss
Startwert Verfahren It Fehler It Fehler It Fehler
1 app 9 167.766881 87 164.997418 16 164.997418
ana 9 167.423611 88 164.997412 18 164.997412
kla 13 170.701261 442 164.997412 24 164.997412
aps 13 170.694980 480 164.997412 22 164.997412
2 app 9 170.488529 91 164.997418 25 164.997418
ana 9 170.655615 87 164.997412 23 164.997412
kla 11 585.916020 431 164.997412 21 164.997412
aps 11 585.916020 205 164.997412 19 164.997412
3 app 9 166.934632 85 164.997418 26 164.997418
ana 9 166.955854 86 164.997412 20 164.997412
kla 13 170.412977 314 164.997412 20 164.997412
aps 13 170.430909 321 164.997412 19 164.997412
4 app 9 166.935176 87 164.997418 15 164.997418
ana 9 166.955705 86 164.997412 21 164.997412
kla 13 170.412983 321 164.997412 23 164.997412
aps 13 170.430918 353 164.997412 17 164.997412
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konnte das klassische Verfahren, bei gleichem Fehlerwert mit anderen Verfahren,
eine geringere Iterationszahl aufweisen, die jedoch wenig von denen der analyti-
schen oder approximativen Verfahren abwich.
Einmal erreichte das Verfahren mit approximativen Start den kleinsten Fehler-
wert, der jedoch nur um 10 Prozent von dem des analytischen Verfahrens entfernt
lag. Bei gleichem Fehlerwert mit anderen Verfahren schaffte der approximative
Start 4 Mal eine kleinere Anzahl von Iterationen, die sich jedoch wenig von den
andern unterschied.
Das approximative Verfahren hatte 9 Mal den kleinsten Fehlerwert, der fast
dem des analytischen Verfahrens glich.
Das analytische Verfahren kam 7 Mal zum kleinsten Fehlerwert und bei gleichem
Fehlerwert mit anderen Verfahren schaffte es das in 22 Fa¨llen mit einer kleineren
Anzahl von Iterationen. Vor allem bei den Weitwinkelobjektiven ergaben sich
sehr große Abweichung im Fehlerwert (wl1 mit Levenberg-Marquardt) und in der
Anzahl der Iterationen (wl2 mit BFGS) zum klassischen bzw. approximativen
Startverfahren. Das heißt vor allem bei deutlicher radialer Verzeichnung schneidet
das analytische und auch das approximative Verfahren gravierend besser ab als
die anderen beiden Verfahren.
Das approximative Verfahren war 10 von 48 Mal ein klein wenig besser als das
analytische Verfahren. Das liegt vermutlich daran, dass die Sto¨rung der klassi-
schen Fehlerfunktion durch die Approximation es ermo¨glicht aus lokalen Optima
herauszuspringen. Allerdings sind die Unterschiede oft erst in der sechsten Nach-
kommastelle festzustellen.
Generell sieht man, dass die Reduktion der Parameter in der nichtlinearen Op-
timierung (analytisches und approximatives Verfahren) einen deutlichen Vorteil
im Fehlerwert oder in der Anzahl der Iterationen bringt unabha¨ngig von der Wahl
des nichtlinearen Optimierungsverfahrens.
Ganz deutlich wird dies auch noch in den folgenden Abbildungen 5.2. Hier
wurde zu jedem Tabelleneintrag der Verlauf der Fehlerwerte pro Iteration des
nichtlinearen Optimierungsverfahren dargestellt. Exemplarisch werden hier eini-
ge gezeigt, die vollsta¨ndige Sammlung aller 48 Abbildungen findet sich im An-
hang A. Beim Normalobjektiv sind die Abweichungen der einzelnen Verfahren
nicht allzu groß, dennoch sieht man in Abbildung 5.2(a), dass das analytische und
das approximative Verfahren geringere Fehlerwerte nach Abbruch des Levenberg-
Marquardt-Verfahrens liefern. Allerdings wurden nicht in jedem Iterationsschritt
kleinere Fehlerwerte erreicht. Abbildung 5.2(b) zeigt, dass das klassische Verfah-
ren bei der Webkamera selbst nach maximaler Anzahl von Iterationen mit dem
Gauss-Newton-Verfahren in einem sehr großen Fehlerwert resultiert. Geringere
Fehlerwerte bzw. deutlich weniger Iterationen des analytischen und des approxi-
mativen Verfahrens beim Weitwinkelobjektiv ist in den Abbildungen 5.2(c) bzw.
5.2(d) zu sehen.
5.4 Entzerrungsparameter
Fu¨r die Bestimmung der Entzerrungsparameter einer Entzerrungsfunktion δ∗r zu
einer Verzeichnungsfunktion δr einer Kameraabbildung mit klassischer radialer
Verzeichnung bietet sich eine Fehlerfunktion an, die den Abstand von entzerrten
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Abbildung 5.2: Verlauf der Fehlerfunktionswerte pro Iteration
beobachteten Pixeln in der {z = 1}-Ebene zu den hierauf projizierten Prototyp-
punkten misst. In dieser Ebene finden sowohl Verzeichnung als auch Entzerrung
statt. Bei festen anderen Kameraparametern ko¨nnen die radialen Entzerrungspa-
rameter wieder analytisch bestimmt werden:
Satz 5.6 (Analytische Bestimmung radialer Entzerrungsparameter)
Seien die Umrechnung in Pixelkoordinaten P eines Kameramodells mit radialer Ver-
zeichnung und die Transformation T1, . . . , TN der unterschiedlichen Positionen des
Kalibrierobjekts gegeben und fest. Dann bezeichnet
h :RD → R+0 : (l1, . . . , lD) 7→
N∑
c=1
∑
p∈P
‖∆r(l1, . . . , lD)︸ ︷︷ ︸
δ∗r
P−1(ip,c)− Pz ◦ Tc(p)‖2
eine Fehlerfunktion fu¨r die Berechnung der radialen Entzerrungsparameter bei festen
P und T1, . . . , TN . Zudem sei I ⊂ {(i, c) ∈ {1, . . . , n}× {1, . . . N}} mit |I| = D+1
gegeben, so dass fu¨r alle (i, c) ∈ I und fu¨r alle (j, l) ∈ I mit (j, l) 6= (i, c) gilt:
0 6= ‖ypi,c‖2 6= ‖ypj ,l‖2 .
Dann ist
argmin
(l1,...,lD)∈R
D
h(l1, . . . , lD) = −C−1ν =: F3(P, T1, . . . , TN ), mit
C = 2
N∑
c=1
∑
p∈P
‖yp,c‖
2(1+1+1) · · · ‖yp,c‖2(1+D+1)
...
...
‖yp,c‖2(D+1+1) · · · ‖yp,c‖2(D+D+1)
 und
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ν = 2
N∑
c=1
∑
p∈P
‖yp,c‖
2·1(yp,c −Gc(p))typ,c
...
‖yp,c‖2·D(yp,c −Gc(p))typ,c
 .
Dabei bezeichne fu¨r Position (Bild) c ∈ {1, . . . , N} und Prototyppunkt p ∈ P ip,c
das beobachtete Pixel in Bild c des Punktes p und Gc(p) := Pz ◦ Tc(p) und yp,c :=
P−1(ip,c).
Beweis. Bezeichne fu¨r c ∈ {1, . . . , N} und p ∈ P Gc(p) := Pz ◦ Tc(p) und yp,c :=
P−1(ip,c) und rp,c := ρ
∗(yp,c), wobei ρ
∗ die zu δ∗r Abbildung gema¨ß Definition 3.27
bezeichne. Dann la¨sst sich h schreiben als:
h(l1, . . . , lD) =
N∑
c=1
∑
p∈P
‖∆r(l1, . . . , lD)︸ ︷︷ ︸
δ∗r
P−1(ip,c)− Pz ◦ Tc(p)‖2
=
N∑
c=1
∑
p∈P
‖(1 + rp,c)yp,c −Gc(p)‖2
=
N∑
c=1
∑
p∈P
‖yp,c + rp,cyp,c −Gc(p)‖2
=
N∑
c=1
∑
p∈P
‖yp,c −Gc(p)‖2 + 2rp,c(yp,c −Gc(p))typ,c + r2p,c‖yp,c‖2 .
Analog zu den Sa¨tzen 5.2 und 5.4 gilt fu¨r die partiellen Ableitungen und fu¨r den
Gradienten von h fu¨r k ∈ {1, . . . , D} und c ∈ {1, . . . , N} und p ∈ P
∂rp,c
∂lk
=
∂ρ∗(yp,)
∂lk
=
∂
∂lk
(
D∑
i=1
li‖yp,c‖2i
)
= ‖yp,c‖2k und
∂r2p,c
∂lk
= 2rp,c
∂rp,c
∂lk
= 2rp,c‖yp,c‖2k
∂h
∂lk
=
N∑
c=1
∑
p∈P
2(yp,c −Gc(p))typ,c∂rp,c
∂lk
+ ‖yp,c‖2
∂r2p,c
∂lk
= 2
N∑
c=1
∑
p∈P
‖yp,c‖2k(yp,c −Gc(p))typ,c︸ ︷︷ ︸
=:νk
+2
N∑
c=1
∑
p∈P
rp,c‖yp,c‖2k+2
= νk + 2
N∑
c=1
∑
p∈P
D∑
i=1
li‖yp,c‖2i+2k+2
= νk + 2
N∑
c=1
∑
p∈P
(‖yp,c‖2·1+2k+2 . . . ‖yp,c‖2·D+2k+2)
 l1...
lD
 und
grad(h) =

∂h
∂l1
...
∂h
∂lD
 = C
 l1...
lD
+ ν mit
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C = 2
N∑
c=1
∑
p∈P
‖yp,c‖
2(1+1+1) · · · ‖yp,c‖2(1+D+1)
...
...
‖yp,c‖2(D+1+1) · · · ‖yp,c‖2(D+D+1)
 und
ν = 2
N∑
c=1
∑
p∈P
(yp,c −Gc(p))typ,c
‖yp,c‖
2·1
...
‖yp,c‖2·D
 .
Da der Gradient grad(h) von h eine affin lineare Funktion ist, ist die Hessematrix
H von h die Matrix C. Sei P = {p1, . . . , pn} eine Aufza¨hlung von P und bezeichne
yj,c = ypj ,c fu¨r j ∈ {1, . . . , n} und c ∈ {1, . . . , N}. Die Matrix H bzw. C la¨sst sich
dann als H = EtE schreiben mit
E =
√
2

‖y1,1‖3 . . . ‖y1,1‖2D+1
...
...
‖yn,1‖3 . . . ‖yn,1‖2D+1
...
...
‖y1,N‖3 . . . ‖y1,N‖2D+1
...
...
‖yn,N‖3 . . . ‖yn,N‖2D+1

∈ RnN×D .
Nach Voraussetzung gibt es ein I ⊂ {(i, c) ∈ {1, . . . , n} × {1, . . . N}} mit |I| =
D + 1, so dass fu¨r alle (i, c) ∈ I und fu¨r alle (j, l) ∈ I mit (j, l) 6= (i, c) gilt:
0 6= ‖ypi,c‖2 = ‖yi,c‖2 6= ‖ypj ,l‖2 = ‖yj,l‖2, d.h.
0 6= ‖yi,c‖2 und ‖yi,c‖2 6= ‖yj,l‖2 .
Nach Satz 5.1 hat dann die Matrix E Rang D. Damit ist die Hessematrix H = C
positiv definit. Da H zusa¨tzlich konstant ist, besitzt h ein globales Minimum an
der Stelle  l1...
lD
 = −C−1ν = F3(P, T1, . . . , TN ) .
Insbesondere ist C damit auch invertierbar. 
Die Bedingung, die an die Punkte gestellt wurde, damit das Minimum existiert,
ist keine starke Restriktion: es werden lediglich D+1 verschiedene Pixel beno¨tigt,
deren Koordinaten in der {z = 1}-Ebene verschiedene Normen ungleich Null
haben.
Mit obigem Satz ko¨nnen also entweder zu einer Kalibrierung, d.h. zu den Kame-
raparametern, die Entzerrungskoeffizienten berechnet werden oder es werden in
einem separaten Algorithmus die Parameter des Lochkameramodells und die Ent-
zerrungsparameter bestimmt, indem analog zum Algorithmus 5.1 nur die Lochka-
meraparameter als Parameter fu¨r das nichtlineare Optimierungsverfahren verwen-
det werden und die Entzerrungsparameter in jeder Auswertung der Fehlerfunktion
berechnet werden.
6
Die radiale essentielle Matrix
Wie in Kapitel 4.2.2 beschrieben wurde, zersto¨rt die radiale Verzeichnungsfunkti-
on den linearen Zusammenhang von Korrespondenzen. Die in folgenden Kapitel
definierte radiale essentielle Matrix kann diesen Nachteil beheben: sie beschreibt
einen linearen Zusammenhang fu¨r Korrespondenzen in der {z = 1}-Ebene, wenn
die Koordinaten erweitert werden. Dieser Zusammenhang ermo¨glicht es, diese
Matrix und weitere Parameter der Kameraabbildung aus Korrespondenzen zu
scha¨tzen, ohne die Bilder vorher zu entzerren oder die Verzeichnungsabbildung
abzua¨ndern. Die so erhaltenen Kameraparameter werden mit denen aus einer Ka-
librierung verglichen.
Im Folgenden seien stets die Umkehrrelationen mit klassischer radialer Ver-
zeichnung eines Stereokamerasystem gegeben:
Definition 6.1 Es seien die Umkehrrelationen mit klassischer radialer Verzeichnung Parameter des
Stereosystemszweier Kameras gegeben durch
K−1 = P−1z ◦ δ∗r ◦ P−1 und K′−1 = T−1 ◦ P−1z ◦ δ′∗r ◦ P ′−1
mit Entzerrungskoeffizienten l = (l1, . . . , lD) und l
′ = (l′1, . . . , l
′
D) zu δ
∗
r und δ
′∗
r .
Die Koordinatentransformation T sei durch die Rotationsmatrix R und den Trans-
lationsvektor t gegeben.
Eˆ := QtR sei die essentielle Matrix des zugeho¨rigen Lochkameramodells.
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6.1 Definition und Eigenschaften
Definition 6.2 Seien l := (l1, . . . , ld) und l
′ := (l′1, . . . , l
′
D) die radialen Entzerrungs-radiale
essentielle
Matrix
parameter. Eˆ = QtR = (eij)1 ≤ i, j ≤ 3 bezeichne die essentielle Lochkameramatrix
und seien
∆l :=
(
lD . . . l1 1 0 . . . 0 0 0
0 . . . 0 0 lD . . . l1 1 0
0 . . . 0 0 0 . . . 0 0 1
)
∈ R3×(2D+3) und
∆l′ :=
(
l′D . . . l
′
1 1 0 . . . 0 0 0
0 . . . 0 0 l′D . . . l
′
1 1 0
0 . . . 0 0 0 . . . 0 0 1
)
∈ R3×(2D+3) ,
dann heißt
E := ∆tl′Eˆ∆l
=

l′DlDe11 . . . l
′
Dl1e11 l
′
De11 l
′
DlDe12 . . . l
′
Dl1e12 l
′
De12 l
′
De13
...
...
...
...
...
...
...
l′1lDe11 . . . l
′
1l1e11 l
′
1e11 l
′
1lDe12 . . . l
′
1l1e12 l
′
1e12 l
′
1e13
lDe11 . . . l1e11 e11 lDe12 . . . l1e12 e12 e13
l′DlDe21 . . . l
′
Dl1e21 l
′
De21 l
′
DlDe22 . . . l
′
Dl1e22 l
′
De22 l
′
De23
...
...
...
...
...
...
...
l′1lDe21 . . . l
′
1l1e21 l
′
1e21 l
′
1lDe22 . . . l
′
1l1e22 l
′
1e22 l
′
1e23
lDe21 . . . l1e21 e21 lDe22 . . . l1e22 e22 e23
lDe31 . . . l1e31 e31 lDe32 . . . l1e32 e32 e33

∈ R(2D+3)×(2D+3)
die radiale essentielle Matrix.
Lemma 6.3
Vertauscht man die Rollen von erster und zweiter Kamera, so ist Et die zugeho¨rige
radiale essentielle Matrix.
Beweis. Bezeichne L−1 = K′−1 und L′−1 = K−1 die Umkehrrelationen der ver-
tauschten Kameras mit Entzerrungskoeffizienten l′ := (l′1, . . . , l
′
D)
t fu¨r L und Ent-
zerrungskoeffizienten l := (l1, . . . , lD)
t fu¨r L′. Bezeichne Eˆ die zu (K−1,K′−1)
geho¨rige essentielle Matrix des Lochkameramodells. Nach Lemma 3.41 ist Eˆt die
zu (L−1,L′−1) geho¨rige essentielle Matrix des Lochkameramodells. Bezeiche E′ zu
(L−1,L′−1) geho¨rige radiale essentielle Matrix. Dann gilt nach Definition:
E′ = ∆tlEˆ
t∆l′ =
(
∆tl′Eˆ∆l
)t
= Et .
Das heißt, dass Et die Rolle der radialen essentiellen Matrix im vertauschten Fall
u¨bernimmt. 
Im Folgenden werden die Koordinaten der verzeichneten Punkte aus der Ebene
{z = 1} mittels der Koordinaten der entsprechenden unverzeichneten Punkte in
einen Raum mit gro¨ßerer Dimension eingebettet. Die Erho¨hung dieser Dimension
abha¨ngig von der Anzahl der gewa¨hlten Verzeichnungsparameter. Dies soll u¨ber
eine Funktion zur Koordinatenerweiterung geschehen:
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Definition 6.4 Sei D die Anzahl der Entzerrungsparameter, dann istKoordinaten-
erweiterung
h
h : R2 −→ R2D+3 : x :=
(
x1
x2
)
7→

x1‖x‖2D
...
x1‖x‖2
x1
x2‖x‖2D
...
x2‖x‖2
x2
1

eine Funktion zur Koordinatenerweiterung von R2 nach R2D+3.
Satz 6.5 (radiale essentielle Bedingung)
Es seien p und p′ Pixel in den beiden Kameras. x := P−1(p) und x′ := P ′−1(p′) seien
die zugeho¨rigen Punkte in der {z = 1}-Ebene. E sei die radiale essentielle Matrix, die
zu dem gebebenen Stereokamerasystem geho¨rt.
Dann existiert ein M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) mit
M ∈ K−1({p}) ∩ K′−1({p′})
genau dann, wenn
0 = h(x′)tEh(x) gilt.
Beweis. Es seien p und p′ Pixel in den beiden Kameras. x := (x1, x2)
t := P−1(p)
und x′ := (x′1, x
′
2)
t := P ′−1(p′) seien die zugeho¨rigen Punkte in der {z = 1}-
Ebene. Seien y := δ∗r (x) und y
′ := δ′∗r (x
′) die entzerrten Koordinaten von x und
x′ sowie z := P (y) und z′ := P ′(y′) die Pixelkoordinaten dieser Punkte. E sei die
radiale essentielle Matrix, die zu dem gebebenen Stereokamerasystem geho¨rt.
Weiter bezeichneKL := P◦Pz undK′L := P ′◦Pz◦T das zugeho¨rige Stereosystem
im Lochkameramodell. Dann ist
K−1({p}) = P−1z ◦ δ∗r ◦ P−1({p}) = P−1z ◦ δ∗r ({x}) = P−1z ({y})
= P−1z ◦ P−1(P ({y})) = P−1z ◦ P−1({z}) = K−1L ({z}) und
K′−1({p′}) = T−1 ◦ P−1z ◦ δ′∗r ◦ P ′−1({p′}) = T−1 ◦ P−1z ◦ δ∗r ({x′})
= T−1 ◦ P−1z ({y′}) = T−1 ◦ P−1z ◦ P ′(P ′({y′})) = K′L−1({z′}) .
Das heißt, dass die Urbilder von p und p′ unter den Kameraabbildungen Urbilder
von Punkten z und z′ unter der zugeho¨rigen Lochkameraabbildung sind. Bezeichne
F die Fundamentalmatrix und Eˆ die essentielle Matrix der Lochkameraabbildun-
gen.
Dann gibt es ein M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) mit
M ∈ K−1({p}) ∩ K′−1({p′})
⇔M ∈ K−1L ({z}) ∩ K′L−1({z′})
3.50⇔ z und z′ sind korrespondierende Punkte im Lochkameramodell
3.42⇒ 0 = z˜′tF z˜ = P˜ ′(y′)
t (
P˜ ′
−1
)t
EˆP˜−1P˜ (y) = y˜′
t
P˜ ′
t
(
P˜ ′
−1
)t
EˆP˜−1P˜ y˜
⇔y˜′tEˆy˜ = 0
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Sei umgekehrt 0 = z˜′
t
F z˜, dann folgt mit Lemma 3.36 und Lemma 3.47, dass z und
z′ korrespondierende Punkte im Lochkameramodell sind. Damit gilt mit obiger
Umformung: es gibt ein M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) mit
M ∈ K−1({p}) ∩ K′−1({p′}) (6.1)
⇔y˜′tEˆy˜ = 0
Weiter ko¨nnen y und y′ wie folgt umgeformt werden:
y = δ∗r (x1, x2) =
1 + D∑
j=1
lj‖x‖2j
x
⇒ y˜ =
(
δ∗r (x1, x2)
1
)
=

1 + D∑
j=1
lj‖x‖2j
x11 + D∑
j=1
lj‖x‖2j
x2
1

=
(
lD . . . l1 1 0 . . . 0 0 0
0 . . . 0 0 lD . . . l1 1 0
0 . . . 0 0 0 . . . 0 0 1
)

x1‖x‖2D
...
x1‖x‖2
x1
x2‖x‖2D
...
x2‖x‖2
x2
1

= ∆lh(x) .
Analog gilt y˜′ = ∆l′h(x
′).
Dadurch la¨sst sich 6.1 erweitern zu:
es gibt ein M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) mit
M ∈ K−1({p}) ∩ K′−1({p′})
⇔0 = y˜′tEˆy˜ = (∆l′h(x′))t Eˆ∆lh(x) = h(x′)t∆tl′Eˆ∆lh(x)
⇔0 = h(x′)tEh(x) . 
In Satz 6.5 wurde nur die Struktur der Umkehrrelationen, insbesondere der Ent-
zerrungsfunktionen, der Kameraabbildungen verwendet unabha¨ngig von der Form
der Kameraabbildungen selbst, speziell unabha¨ngig aus welcher Funktionenfamilie
die Verzeichnungsfunktionen gewa¨hlt wurden.
Lemma 6.6 (Folgerung zur radialen essentiellen Bedingung)
Seien die Funktionen K und K′ so gewa¨hlt, dass die gegebenen Relationen K−1 und
K′−1 Umkehrrelationen dieser Funktionen sind. Sei E die radiale essentielle Matrix,
die zu dem gebebenen Stereokamerasystem geho¨ren, so gilt:
x und x′ sind korrespondierende Punkte in den {z = 1}-Ebenen
⇔0 = h(x′)tEh(x) .
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Beweis. Da K und K−1 bzw. K′ und K′−1 zueinander invers sind, kann Lem-
ma 3.50 angewandt werden und es folgt mit Satz 6.5:
x und x′ sind korrespondierende Punkte in den {z = 1}-Ebenen
⇔∃M ∈ R3 \ ({z = 0} ∪ T−1({z = 0})) mit M ∈ K−1({p}) ∩ K′−1({p′})
⇔0 = h(x′)tEh(x) . 
Im Folgenden wird nun stets angenommen, dass K und K−1 zueinander invers
sind, so dass Lemma 3.50 verwendet werden kann. In der Praxis ist dies nur ap-
proximativ der Fall. Bei der Rekonstruktion von 3D-Punkten aus Stereobildern,
genauer aus Korrespondenzen, wird jedoch auch in der Praxis implizit von der
korrekten Inversen ausgegangen. In den hier definierten Bezeichnungen heißt das,
dass die Entzerrungsfunktion δ∗r das Inverse der Verzeichnungsfunktion δr hinrei-
chend gut approximiert. Geht man umgekehrt von der Entzerrungsfunktion aus,
so nimmt man an, dass die Verzeichnungsfunktion deren Inverses so gut approxi-
miert, dass fu¨r die abgebildeten Punkte Lemma 3.50 na¨herungsweise gilt. Diese
Einschra¨nkung ist nicht zu groß, da der ideale Schnittpunkt in diesem Lemma
oder auch die ideale Bedingung von Korrespondenzen in der Praxis durch die
Ungenauigkeit in der Erfassung und Berechnung nicht erreicht werden ko¨nnen.
Daher ist man allein aus diesen Gru¨nden schon gezwungen, den Suchraum bei
der Rekonstruktionen von 3D-Punkten bzw. bei der Korrespondenzfindung nicht
nur auf die theoretischen Positionen aus dem Modell zu beschra¨nken, sondern auf
Umgebungen zu erweitern.
Die radiale essentielle Bedingung stellt damit einen linearen Zusammenhang
der erweiterten Koordinaten h(x) und h(x′) von Korrespondenzen x und x′ in der
{z = 1}-Ebene u¨ber die radiale essentielle Matrix dar.
Obwohl die radiale essentielle Matrix hohe Dimension besitzt, ist ihr Rang klein.
Dazu werden Vektoren definiert, von denen anschließend gezeigt wird, dass es
Eigenvektoren der radialen essentiellen Matrix zum Eigenwert Null sind.
Definition 6.7 Bezeichne cj den j-ten kanonischen Einheitsvektor im R
2D+3 und Eigenvektoren
bi, b
′
isei bj := cj − lD+1−jcD+1 fu¨r j ∈ {1, . . . , D} und bj := cj − l2D+1−jc2D+2 fu¨r
j ∈ {D + 1, . . . , 2D} sowie b2D+1 := (0, . . . , 0, w1, 0, . . . , 0, w2, w3)t ∈ R2D+3 mit
w := (w1, w2, w3)
t := Rtt, d.h.
(b1, . . . , b2D+1) =


1
0
...
−lD
0
...
...
0
0

, . . . ,

0
...
1
−l1
0
...
...
0
0

,

0
...
0
0
1
0
...
−lD
0

, . . . ,

0
...
0
0
...
0
1
−l1
0

,

0
...
0
w1
0
...
0
w2
w3


.
Weiter seien b′j := cj − l′D+1−jcD+1 fu¨r j ∈ {1, . . . , D} und b′j := cj − l′2D+1−jc2D+2
122 Die radiale essentielle Matrix
fu¨r j ∈ {D + 1, . . . , 2D} sowie b′2D+1 := (0, . . . , 0, t1, 0, . . . , 0, t2, t3)t ∈ R2D+3, d.h.
(b′1, . . . , b
′
2D+1) =


1
0
...
−l′D
0
...
...
0
0

, . . . ,

0
...
1
−l′1
0
...
...
0
0

,

0
...
0
0
1
0
...
−l′D
0

, . . . ,

0
...
0
0
...
0
1
−l′1
0

,

0
...
0
t1
0
...
0
t2
t3


.
Lemma 6.8 (Rang der radialen essentiellen Matrix)
Sei E die zum gegebenen Stereokamerasystem geho¨rige radiale essentielle Matrix und
sei der Translationsvektor t 6= 0, dann ist
rang(E) = 2 .
Genauer sind {b1, . . . , b2D+1} Rechtseigenvektoren zum Eigenwert Null der radialen
essentiellen Matrix, genauer gilt:
ker(E) = 〈{b1, . . . , b2D+1}〉 .
Wa¨hrend {b′1, . . . , b′2D+1} Linkseigenvektoren zum Eigenwert Null der radialen essen-
tiellen Matrix sind, genauer gilt
ker(Et) = 〈{b′1, . . . , b′2D+1}〉 .
Beweis. Mit den Vektoren l und l′ aus Entzerrungskoeffizienten des gegebenen
Stereokamerasystems gilt:
E = ∆tl′Eˆ∆l .
Nach Lemma 3.44 hat Eˆ Rang Zwei, falls t 6= 0 ist. Da ∆l und ∆l′ jeweils maxi-
malen Rang, na¨mlich Rang 3, haben, folgt
rang(E) = 2 .
Ist t 6= 0, so sind {b1, . . . , b2D+1} und {b′1, . . . , b′2D+1} linear unabha¨ngig. Sei j ∈
{1, . . . , D}, dann ist
Ebj = ∆
t
l′Eˆ∆l(cj − lD+1−jcD+1) = ∆tl′Eˆ(∆lcj − lD+1−j∆lcD+1)
= ∆tl′Eˆ
lD+1−j
10
0
− lD+1−j
10
0
 = 0 .
Sei j ∈ {D + 1, . . . , 2D}, dann ist
Ebj = ∆
t
l′Eˆ∆l(cj − l2D+1−jc2D+2) = ∆tl′Eˆ(∆lcj − l2D+1−j∆lc2D+2)
= ∆tl′Eˆ
l2D+1−j
01
0
− l2D+1−j
01
0
 = 0 .
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und
Eb2D+1 = ∆
t
l′Eˆ∆l

0
...
0
w1
0
...
0
w2
w3

= ∆tl′Eˆ
w1w2
w3
 = ∆tl′QtRRtt = 0 .
Damit sind {b1, . . . , b2D+1} Rechtseigenvektoren zum Eigenwert Null der Matrix
E. Sei j ∈ {1, . . . , D}, dann ist
Etb′j = ∆
t
lEˆ
t∆l′(cj − l′D+1−jcD+1) = ∆tlEˆt(∆l′cj − l′D+1−j∆l′cD+1)
= ∆tlEˆ
t
l′D+1−j
10
0
− l′D+1−j
10
0
 = 0 .
Sei j ∈ {D + 1, . . . , 2D}, dann ist
Etb′j = ∆
t
lEˆ
t∆l′(cj − l′2D+1−jc2D+2) = ∆tlEˆt(∆l′cj − l′2D+1−j∆l′c2D+2)
= ∆tlEˆ
t
l′2D+1−j
01
0
− l′2D+1−j
01
0
 = 0
und
Etb′2D+1 = ∆
t
lEˆ
t∆l′

0
...
0
t1
0
...
0
t2
t3

= ∆tlEˆ
t
t1t2
t3
 = ∆tlRt(Qt)tt = 0 .
Damit sind {b′1, . . . , b′2D+1} Linkseigenvektoren zum Eigenwert Null der Matrix
E. Es gilt
ker(E) = 〈{b1, . . . , b2D+1}〉 und ker(Et) = 〈{b′1, . . . , b′2D+1}〉 ,
weil rang(E) = rang(Et) = 2 ist, d.h. dim(ker(E)) = dim(ker(Et)) = 2D+1, und
die Vektoren bi sowie die Vektoren b
′
i linear unabha¨ngig sind. 
Satz 6.9 (Entzerrungskoeffizienten aus E)
Sei E ∈ R(2D+3)×(2D+3) die zum gegebenen Stereokamerasystem geho¨rige radiale
essentielle Matrix mit Singula¨rwertzerlegung E = U diag(λ1, λ2, 0, . . . , 0)V
t, wobei
124 Die radiale essentielle Matrix
λ1 > 0 und λ2 > 0 seien. Seien die Spalten von U und V gegeben durch U =
(u1, u2, . . . , u2D+3) und V = (v1, v2, . . . , v2D+3). u1 := (u
(j)
1 )1≤j≤2D+3 und u2 :=
(u
(j)
2 )1≤j≤2D+3 sowie v1 := (v
(j)
1 )1≤j≤2D+3 und v2 := (v
(j)
2 )1≤j≤2D+3 bezeichne die
Koordinaten von u1 und u2, bzw. von v1 und v2. Dann gilt
lD+1−j =
v
(j)
1
v
(D+1)
1
=
v
(D+j)
1
v
(2D+2)
1
=
v
(j)
2
v
(D+1)
2
=
v
(D+j)
2
v
(2D+2)
2
und
l′D+1−j =
u
(j)
1
u
(D+1)
1
=
u
(D+j)
1
u
(2D+2)
1
=
u
(j)
2
u
(D+1)
2
=
u
(D+j)
2
u
(2D+2)
2
fu¨r alle j ∈ {1, . . . , D}, falls
0 /∈ {v(D+1)1 , v(2D+2)1 , v(D+1)2 , v(2D+2)2 , u(D+1)1 , u(2D+2)1 , u(D+1)2 , u(2D+2)2 }.
Beweis. Es gilt fu¨r alle j ∈ {3, . . . , 2D + 3}
Evj = U diag(λ1, λ2, 0, . . . , 0)

v1
v2
...
v2D+3
 vj = U diag(λ1, λ2, 0, . . . , 0)

0
0
0
...
0
vtjvj
0
...
0

= 0 und
Etuj = V diag(λ1, λ2, 0, . . . , 0)

u1
u2
...
u2D+3
uj = V diag(λ1, λ2, 0, . . . , 0)

0
0
0
...
0
utjuj
0
...
0

= 0 .
Da dim(ker(E)) = dim(ker(Et)) = 2D+1 ist (wegen λ1 > 0 und λ2 > 0) und weil
u1, . . . , u2D+3 sowie die v1, . . . , v2D+3 linear unabha¨ngig sind, gilt mit Lemma 6.8
insgesamt:
ker(E) = 〈{v3, . . . , v2D+3}〉 = 〈{b1, . . . , b2D+1}〉 und
ker(Et) = 〈{u3, . . . , u2D+3}〉 = 〈{b′1, . . . , b′2D+1}〉 .
{u3, . . . , u2D+3} und {v3, . . . , v2D+3} bilden sogar Orthonormalbasen der Kerne.
Daher gibt es fu¨r jedes j ∈ {1, . . . , 2D + 1} Koeffizienten α1(j), . . . , α2D+1(j) ∈ R
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und β1
(j), . . . , β2D+1
(j) ∈ R, so dass
bj =
2D+1∑
i=3
αi
(j)vi und
b′j =
2D+1∑
i=3
βi
(j)ui
die Darstellungen von bj bzw. b
′
j mittels {v3, . . . , v2D+3} bzw. {u3, . . . , u2D+3}
sind. Unter Verwendung dieser Darstellung folgt fu¨r alle j ∈ {1, . . . , 2D + 1}
vt1bj =
2D+1∑
i=3
αi
(j) vt1vi︸︷︷︸
=0
= 0 und
vt2bj =
2D+1∑
i=3
αi
(j) vt2vi︸︷︷︸
=0
= 0 sowie
ut1b
′
j =
2D+1∑
i=3
βi
(j) ut1ui︸︷︷︸
=0
= 0 und
ut2b
′
j =
2D+1∑
i=3
βi
(j) ut2ui︸︷︷︸
=0
= 0 .
Das heißt fu¨r j ∈ {1, . . . , D} gilt:
0 = vt1bj = v
t
1(cj − lD+1−jcD+1) = v(j)1 − lD+1−jv(D+1)1 und
0 = vt2bj = v
t
2(cj − lD+1−jcD+1) = v(j)2 − lD+1−jv(D+1)2 sowie
0 = ut1b
′
j = u
t
1(cj − l′D+1−jcD+1) = u(j)1 − l′D+1−ju(D+1)1 und
0 = ut2b
′
j = u
t
2(cj − l′D+1−jcD+1) = u(j)2 − l′D+1−jv(D+1)2
und fu¨r j ∈ {D + 1, . . . , 2D} gilt:
0 = vt1bj = v
t
1(cj − l2D+1−jc2D+2) = v(j)1 − l2D+1−jv(2D+2)1 und
0 = vt2bj = v
t
2(cj − l2D+1−jc2D+2) = v(j)2 − l2D+1−jv(2D+2)2 sowie
0 = ut1b
′
j = u
t
1(cj − l′2D+1−jc2D+2) = u(j)1 − l′2D+1−ju(2D+2)1 und
0 = ut2b
′
j = u
t
2(cj − l′2D+1−jc2D+2) = u(j)2 − l′2D+1−jv(2D+2)2 .
Insgesamt folgt daraus fu¨r j ∈ {1, . . . , D}
lD+1−j =
v
(j)
1
v
(D+1)
1
=
v
(j)
2
v
(D+1)
2
und l′D+1−j =
u
(j)
1
u
(D+1)
1
=
u
(j)
2
u
(D+1)
2
sowie
fu¨r j ∈ {D + 1, . . . , 2D}
l2D+1−j =
v
(j)
1
v
(2D+2)
1
=
v
(j)
2
v
(2D+2)
2
und l′2D+1−j =
u
(j)
1
u
(2D+2)
1
=
u
(j)
2
u
(2D+2)
2
.
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Das heißt fu¨r i ∈ {1, . . . , D} gilt
lD+1−j =
v
(j)
1
v
(D+1)
1
=
v
(D+j)
1
v
(2D+2)
1
=
v
(j)
2
v
(D+1)
2
=
v
(D+j)
2
v
(2D+2)
2
und
l′D+1−j =
u
(j)
1
u
(D+1)
1
=
u
(D+j)
1
u
(2D+2)
1
=
u
(j)
2
u
(D+1)
2
=
u
(D+j)
2
u
(2D+2)
2
,
was die Behauptung war. 
Obiger Satz stellt eine notwendige Bedingung an eine radiale essentielle Ma-
trix dar und gibt somit ein Entscheidungskriterium an: ist eine Matrix gegeben,
so kann an der Singula¨rwertzerlegung abgelesen werden, ob die Matrix Rang
Zwei hat und ob die Koeffizienten der Vektoren aus der Singula¨rwertzerlegung
die Gleichungen fu¨r die Entzerrungskoeffizienten erfu¨llen. Fu¨r den praktischen
Einsatz ko¨nnen die vier Quotienten fu¨r die radialen Entzerrungsparameter, die
wahrscheinlich nicht identisch sein werden, ermittelt werden. Weichen sie nicht
zu sehr voneinander ab, kann z.B. durch den Mittelwert eine Scha¨tzung fu¨r die
Entzerrungsparameter angegeben werden.
Um eine hinreichende Bedingung zu erhalten, die festlegt, wann eine gegebene
Matrix eine radiale essentielle Matrix ist, muss noch mehr gepru¨ft werden:
Satz 6.10 (hinreichende Bedingung einer radialen essentiellen Matrix)
Sei E ∈ R(2D+3)×(2D+3) mit Singula¨rwertzerlegung E = U diag(λ1, λ2, 0, . . . , 0)V t,
wobei λ1 > 0 und λ2 > 0 seien. Seien die Spalten U und V gegeben durch U =
(u1, u2, . . . , u2D+3) und V = (v1, v2, . . . , v2D+3). u1 := (u
(j)
1 )1≤j≤2D+3 und u2 :=
(u
(j)
2 )1≤j≤2D+3 sowie v1 := (v
(j)
1 )1≤j≤2D+3 und v2 := (v
(j)
2 )1≤j≤2D+3 bezeichne die
Koordinaten von u1 und u2 ,bzw. von v1 und v2. Gelte weiter
lD+1−j :=
v
(j)
1
v
(D+1)
1
=
v
(D+j)
1
v
(2D+2)
1
=
v
(j)
2
v
(D+1)
2
=
v
(D+j)
2
v
(2D+2)
2
und
l′D+1−j :=
u
(j)
1
u
(D+1)
1
=
u
(D+j)
1
u
(2D+2)
1
=
u
(j)
2
u
(D+1)
2
=
u
(D+j)
2
u
(2D+2)
2
fu¨r alle j ∈ {1, . . . , D}. Sei Eˆ definiert durch
Eˆ :=
λ1α1α′1 + λ2α2α′2 λ1β1α′1 + λ2β2α′2 λ1γ1α′1 + λ2γ2α′2λ1α1β′1 + λ2α2β′2 λ1β1β′1 + λ2β2β′2 λ1γ1β′1 + λ2γ2β′2
λ1α1γ
′
1 + λ2α2γ
′
2 λ1β1γ
′
1 + λ2β2γ
′
2 λ1γ1γ
′
1 + λ2γ2γ
′
2

mit
α1β1
γ1
 :=
 v
(D+1)
1
v
(2D+2)
1
v
(2D+3)
1
,
α2β2
γ2
 :=
 v
(D+1)
2
v
(2D+2)
2
v
(2D+3)
2
,
α′1β′1
γ′1
 :=
 u
(D+1)
1
u
(2D+2)
1
u
(1D+3)
1
 und
α′2β′2
γ′2
 :=
 u
(D+1)
2
u
(2D+2)
2
u
(2D+3)
2
.
Dann ist rang(Eˆ) = 2 und E ist eine radiale essentielle Matrix, falls Eˆ zwei iden-
tische Singula¨rwerte ungleich Null besitzt.
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Beweis. Seien die Bezeichnungen wie im Satz gewa¨hlt. Gelten die vier Gleichun-
gen fu¨r jeden Entzerrungsparameter, so mu¨ssen v1, v2, u1 und u2 folgende Gestalt
haben:
v1 =

lDα1
...
l1α1
α1
lDβ1
...
l1β1
β1
γ1

, v2 =

lDα2
...
l1α2
α1
lDβ2
...
l1β2
β2
γ2

, u1 =

l′Dα
′
1
...
l′1α
′
1
α′1
l′Dβ
′
1
...
l′1β
′
1
β′1
γ′1

, u2 =

l′Dα
′
2
...
l′1α
′
2
α′1
l′Dβ
′
2
...
l′1β
′
2
β′2
γ′2

.
Damit gilt weiter:
E = U diag(λ1, λ2, 0, . . . 0)V
t
=
(
u1 u2 . . . u2D+3
)
diag(λ1, λ2, 0, . . . , 0)

v1
v2
. . .
v2D+3

=
(
λ1u1 λ2u2 0 . . . 0
)
v1
v2
. . .
v2D+3

=

λ1l
′
Dα
′
1
.
.
.
λ1l
′
1α
′
1
λ1α
′
1
λ1l
′
Dβ
′
1
.
.
.
λ1l
′
1β
′
1
λ1β
′
1
λ1γ
′
1
λ2l
′
Dα
′
2
.
.
.
λ2l
′
1α
′
2
λ2α
′
1
λ2l
′
Dβ
′
2
.
.
.
λ2l
′
1β
′
2
λ2β
′
2
λ2γ
′
2
0 . . . 0

·
(
lDα1 . . . l1α1 α1 lDβ1 . . . l1β1 β1 γ1
lDα2 . . . l1α2 α1 lDβ2 . . . l1β2 β2 γ2
v3
. . .
v2D+3
)
=

l′DlD(λ1α1α
′
1 + λ2α2α
′
2) . . . l
′
DlD(λ1β1α
′
1 + λ2β2α
′
2) . . . l
′
D(λ1γ1α
′
1 + λ2γ2α
′
2)
.
.
.
.
.
.
.
.
.
l′1lD(λ1α1α
′
1 + λ2α2α
′
2) . . . l
′
1lD(λ1β1α
′
1 + λ2β2α
′
2) . . . l
′
1(λ1γ1α
′
1 + λ2γ2α
′
2)
λ1α1α
′
1 + λ2α2α
′
2 . . . λ1β1α
′
1 + λ2β2α
′
2 . . . λ1γ1α
′
1 + λ2γ2α
′
2
l′DlD(λ1α1β
′
1 + λ2α2β
′
2) . . . l
′
DlD(λ1β1β
′
1 + λ2β2β
′
2) . . . l
′
D(λ1γ1β
′
1 + λ2γ2β
′
2)
.
.
.
.
.
.
.
.
.
l′1lD(λ1α1β
′
1 + λ2α2β
′
2) . . . l
′
1lD(λ1β1β
′
1 + λ2β2β
′
2) . . . l
′
1(λ1γ1β
′
1 + λ2γ2β
′
2)
λ1α1β
′
1 + λ2α2β
′
2 . . . λ1β1β
′
1 + λ2β2β
′
2 . . . λ1γ1β
′
1 + λ2γ2β
′
2
l′DlD(λ1α1γ
′
1 + λ2α2γ
′
2) . . . l
′
DlD(λ1β1γ
′
1 + λ2β2γ
′
2) . . . l
′
D(λ1γ1γ
′
1 + λ2γ2γ
′
2)
.
.
.
.
.
.
.
.
.
l′1lD(λ1α1γ
′
1 + λ2α2γ
′
2) . . . l
′
1lD(λ1β1γ
′
1 + λ2β2γ
′
2) . . . l
′
1(λ1γ1γ
′
1 + λ2γ2γ
′
2)
λ1α1γ
′
1 + λ2α2γ
′
2 . . . λ1β1γ
′
1 + λ2β2γ
′
2 . . . λ1γ1γ
′
1 + λ2γ2γ
′
2

.
Mittels Koeffizientenvergleich mit einer radialen essentiellen Matrix (siehe Defini-
tion 6.2) ist damit E eine radiale essentielle Matrix, falls Eˆ eine essentielle Matrix
eines Lochkameramodells ist. Da
Eˆ :=
λ1α1α′1 + λ2α2α′2 λ1β1α′1 + λ2β2α′2 λ1γ1α′1 + λ2γ2α′2λ1α1β′1 + λ2α2β′2 λ1β1β′1 + λ2β2β′2 λ1γ1β′1 + λ2γ2β′2
λ1α1γ
′
1 + λ2α2γ
′
2 λ1β1γ
′
1 + λ2β2γ
′
2 λ1γ1γ
′
1 + λ2γ2γ
′
2

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=
α′1 α′2 0β′1 β′2 0
γ′1 γ
′
2 0

︸ ︷︷ ︸
=:E1
λ1α1 λ1β1 λ1γ1λ2α2 λ2β2 λ2γ2
0 0 0

︸ ︷︷ ︸
=:E2
ist und rang(E1) ≤ 2 sowie rang(E2) ≤ 2 sind, hat auch Eˆ maximal Rang Zwei,
d.h., dass Eˆ mindestens einen Singula¨rwert Null besitzt. Hat Eˆ zusa¨tzlich zwei
identische Singula¨rwerte ungleich Null, so ist nach Lemma 3.45 Eˆ eine essentielle
Matrix eines Lochkameramodells und somit E eine radiale essentielle Matrix. 
Sowohl die radiale essentielle Bedingung (Satz 6.5) mit deren Folgerung (Lem-
ma 6.6) als auch die notwendige Bedingung an eine radiale essentielle Matrix
(Satz 6.9) werden in Kapitel 6.3 verwendet, um aus Korrespondenzen der {z = 1}-
Ebenen die radiale essentielle Matrix und weitere Kameraparameter zu scha¨tzen.
6.2 Epipolare Kurven bei klassischer radialer Verzeichnung
Die radiale essentielle Matrix ermo¨glicht eine Beschreibung der epipolaren Kurven
bei klassischer radialer Verzeichnung. Die mo¨glichen Korrespondenzen zu einem
Punkt der {z = 1}-Ebene sind Elemente von Nullstellenmengen von Polynomen:
Satz 6.11 (epipolare Kurven)
Sei x := (x1, x2)
t ∈ {z = 1} ein Punkt in der {z = 1}-Ebene der ersten Kamera und
sei
 zD+1z2D+2
z2D+3
 := Eˆδ˜∗r (x) fu¨r die gegebene essentielle Matrix des Lochkameramodells
und die Entzerrungsfunktion δ∗r der ersten Kamera. Fu¨r x sei die Funktion Gx mit
l′0 := 1 definiert durch
Gx(y1, y2) :=zD+1
D∑
j=0
l′j
j∑
i=0
(
j
i
)
y2i+11 y
2j−2i
2
+z2D+2
D∑
j=0
l′j
j∑
i=0
(
j
i
)
y2i1 y
2j+1−2i
2 + z2D+3
fu¨r alle y := (y1, y2)
t ∈ R2.
Die Menge aller mo¨glichen zu x korrespondierenden Punkte in der {z = 1}-Ebene der
zweiten Kamera ist dann durch
Nx := {y ∈ R2|Gx(y) = 0}
gegeben. Das heißt, dass die epipolare Kurve die Nullstellenmenge eines Polynoms in
zwei Variablen vom Grad kleiner oder gleich 2D + 1 ist.
Beweis. Sei z := (z1, . . . , z2D+3)
t := Eh(x) und bezeichnen s1, . . . , s2D+3 die
Zeilen der radialen essentiellen Matrix E. Dann gilt aufgrund der linearen Ab-
ha¨ngigkeiten der Zeilen sj von E fu¨r j ∈ {1, . . . , D}:
sj = l
′
D+1−jsD+1 und sD+1+j = l
′
D+1−js2D+2 und damit auch
zj = l
′
D+1−jzD+1 und zD+1+j = l
′
D+1−jz2D+2 .
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Insbesondere gilt mit Eˆ = (eij)1≤i,j≤3, zD+1z2D+2
z2D+3
 =
 sD+1s2D+2
s2D+3
h(x)
=
lDe11 . . . l1e11 e11 lDe12 . . . l1e12 e12 e13lDe21 . . . l1e21 e21 lDe22 . . . l1e22 e22 e23
lDe31 . . . l1e31 e31 lDe32 . . . l1e32 e32 e33


x1‖x‖2D
...
x1‖x‖2
x1
x2‖x‖2D
...
x2‖x‖2
x2
1

=
(
lDe11x1‖x‖
2D + . . . + l1e11x1‖x‖
2 + e11x1 + lDe12x2‖x‖
2D + . . . + l1e12x2‖x‖
2 + e12x2 + e13
lDe21x1‖x‖
2D + . . . + l1e21x1‖x‖
2 + e21x1 + lDe22x2‖x‖
2D + . . . + l1e22x2‖x‖
2 + e22x2 + e23
lDe31x1‖x‖
2D + . . . + l1e31x1‖x‖
2 + e31x1 + lDe32x2‖x‖
2D + . . . + l1e32x2‖x‖
2 + e32x2 + e33
)
=
e13 + (lD‖x‖2D + . . .+ l1‖x‖2 + 1)(e11x1 + e12x2)e23 + (lD‖x‖2D + . . .+ l1‖x‖2 + 1)(e21x1 + e22x2)
e33 + (lD‖x‖2D + . . .+ l1‖x‖2 + 1)(e31x1 + e32x2)

=
e13 + (1 + ρ∗(x))(e11x1 + e12x2)e23 + (1 + ρ∗(x))(e21x1 + e22x2)
e33 + (1 + ρ
∗(x))(e31x1 + e32x2)
 =
e11 e12 e13e21 e22 e23
e31 e32 e33
(δ∗r (x)
1
)
= Eˆδ˜∗r (x) ,
gema¨ß Voraussetzung des Satzes. Sei y := (y1, y2)
t ∈ R2, dann ist mit l′0 := 1
h(y)tEh(x) = h(y)tz
=
(
y1‖y‖2D . . . y1‖y‖2 y1 y2‖y‖2D . . . y2‖y‖2 y2 1
) z1...
z2D+3

= ‖y‖2D(y1z1 + y2zD+2) + . . .+ ‖y‖2(y1zD + y2z2D+1)
+ y1zD+1 + y2z2D+2 + z2D+3
= ‖y‖2Dl′D(y1zD+1 + y2z2D+2) + . . .+ ‖y‖2l′1(y1zD+1 + y2z2D+2)
+ y1zD+1 + y2z2D+2 + z2D+3
=
D∑
j=0
‖y‖2jl′j(y1zD+1 + y2z2D+2) + z2D+3
=
D∑
j=0
l′j(y1zD+1 + y2z2D+2)
j∑
i=0
(
j
i
)
y2i1 y
2j−2i
2 + z2D+3
= zD+1
D∑
j=0
l′j
j∑
i=0
(
j
i
)
y2i+11 y
2j−2i
2
+ z2D+2
D∑
j=0
l′j
j∑
i=0
(
j
i
)
y2i1 y
2j+1−2i
2 + z2D+3
130 Die radiale essentielle Matrix
= Gx(y) .
Das heißt, dass Gx ein Polynom in zwei Vera¨nderlichen vom Grad kleiner oder
gleich 2D + 1 ist. Nach der radialen essentiellen Bedingung (Satz 6.5) und deren
Folgerung (Lemma 6.6) muss fu¨r einen zu x korrespondierenden Punkt y stets
0 = h(y)tEh(x) = Gx(y)
gelten. Die Menge aller mo¨glichen korrespondierenden Punkte in der {z = 1}-
Ebene der anderen Kamera ist dann durch
Nx := {y ∈ R2|Gx(y) = 0}
gegeben. Die epipolare Kurve zu x ist also die Nullstellenmenge des Polynoms
Gx. 
Lemma 6.12 (Folgerung im vertauschten Fall)
Sei x′ := (x′1, x
′
2)
t ∈ {z = 1} ein Punkt in der {z = 1}-Ebene der zweiten Kamera
und sei
 z′D+1z′2D+2
z′2D+3
 := Eˆtδ˜′∗r (x′). Fu¨r x′ sei die Funktion Hx′ mit l0 := 1 definiert
durch
Hx′(y1, y2) :=z
′
D+1
D∑
j=0
lj
j∑
i=0
(
j
i
)
y2i+11 y
2j−2i
2
+z′2D+2
D∑
j=0
lj
j∑
i=0
(
j
i
)
y2i1 y
2j+1−2i
2 + z
′
2D+3
fu¨r alle y := (y1, y2)
t ∈ R2.
Die Menge aller mo¨glichen korrespondierenden Punkte in der {z = 1}-Ebene der
ersten Kamera ist dann durch
Mx′ := {y ∈ R2|Hx′(y) = 0}
gegeben. Das heißt, dass die epipolare Kurve die Nullstellenmenge eines Polynoms in
zwei Variablen vom Grad kleiner oder gleich 2D + 1 ist.
Beweis. Der Beweis erfolgt analog zum Beweis von Satz 6.11:
Sei z′ := (z′1, . . . , z
′
2D+3)
t := Eth(x′) und bezeichne c1, . . . , c2D+3 die Spalten der
radialen essentiellen Matrix E. Dann gilt wegen der linearen Abha¨ngigkeiten der
Spalten cj von E fu¨r j ∈ {1, . . . , D}
cj = lD+1−jcD+1 und cD+1+j = lD+1−jc2D+2 und damit auch
z′j = lD+1−jz
′
D+1 und z
′
D+1+j = lD+1−jz
′
2D+2 .
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Insbesondere gilt dann auch mit Eˆ = (eij)1≤i,j≤3, z′D+1z′2D+2
z′2D+3
 =
 cD+1c2D+2
c2D+3
h(x′)
=
l′De11 . . . l′1e11 e11 l′De21 . . . l′1e21 e21 e31l′De12 . . . l′1e12 e12 l′De22 . . . l′1e22 e22 e32
l′De13 . . . l
′
1e13 e13 l
′
De23 . . . l
′
1e23 e23 e33


x′1‖x′‖2D
...
x′1‖x′‖2
x′1
x′2‖x′‖2D
...
x′2‖x′‖2
x′2
1

=
l′De11x′1‖x′‖2D + . . .+ e11x′1 + l′De21x′2‖x′‖2D + . . .+ e21x′2 + e31l′De12x′1‖x′‖2D + . . .+ e12x′1 + l′De22x′2‖x′‖2D + . . .+ e22x′2 + e32
l′De13x
′
1‖x′‖2D + . . .+ e13x′1 + l′De23x′2‖x′‖2D + . . .+ e23x′2 + e33

=
e31 + (l′D‖x′‖2D + . . .+ l′1‖x′‖2 + 1)(e11x′1 + e21x′2)e32 + (l′D‖x′‖2D + . . .+ l′1‖x′‖2 + 1)(e12x′1 + e22x′2)
e33 + (l
′
D‖x′‖2D + . . .+ l′1‖x′‖2 + 1)(e13x′1 + e23x′2)

=
e31 + (1 + ρ′∗(x))(e11x′1 + e21x′2)e32 + (1 + ρ′∗(x))(e12x′1 + e22x′2)
e33 + (1 + ρ
′∗(x))(e13x
′
1 + e23x
′
2)
 =
e11 e21 e31e12 e22 e32
e13 e23 e33
(δ′∗r (x′)
1
)
= Eˆtδ˜′∗r (x
′) ,
gema¨ß Voraussetzung des Satzes. Sei y := (y1, y2)
t ∈ R2, dann ist mit l0 := 1
h(y)tEth(x′) = h(y)tz′
=
(
y1‖y‖2D . . . y1‖y‖2 y1 y2‖y‖2D . . . y2‖y‖2 y2 1
) z
′
1
...
z′2D+3

= ‖y‖2D(y1z′1 + y2z′D+2) + . . .+ ‖y‖2(y1z′D + y2z′2D+1)
+ y1z
′
D+1 + y2z
′
2D+2 + z
′
2D+3
= ‖y‖2DlD(y1z′D+1 + y2z′2D+2) + . . .+ ‖y‖2l1(y1z′D+1 + y2z′2D+2)
+ y1z
′
D+1 + y2z
′
2D+2 + z
′
2D+3
=
D∑
j=0
‖y‖2jlj(y1z′D+1 + y2z′2D+2) + z′2D+3
=
D∑
j=0
lj(y1z
′
D+1 + y2z
′
2D+2)
j∑
i=0
(
j
i
)
y2i1 y
2j−2i
2 + z
′
2D+3
= z′D+1
D∑
j=0
lj
j∑
i=0
(
j
i
)
y2i+11 y
2j−2i
2
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+ z′2D+2
D∑
j=0
lj
j∑
i=0
(
j
i
)
y2i1 y
2j+1−2i
2 + z
′
2D+3
= Hx′(y) .
Das heißt, dass Hx′ ein Polynom in zwei Vera¨nderlichen vom Grad kleiner oder
gleich 2D + 1 ist. Nach der radialen essentiellen Bedingung (Satz 6.5) und deren
Folgerung (Lemma 6.6) muss fu¨r einen zu x′ korrespondierenden Punkt y stets
0 = h(x′)tEh(y) = h(y)tEth(x′) = Hx′(y)
gelten. Die Menge aller mo¨glichen korrespondierenden Punkte in der {z = 1}-
Ebene der ersten Kamera ist dann durch
Mx′ := {y ∈ R2|Hx′(y) = 0}
gegeben. Die epipolare Kurve zu x′ ist also die Nullstellenmenge des Polynoms
Hx′ . 
Satz 6.13 (Beschreibung epipolarer Kurven)
Sei x := (x1, x2)
t ∈ {z = 1} ein Punkt in der {z = 1}-Ebene der ersten Kamera,
so dass die Gerade {sδ˜∗r (x)|s ∈ R} nicht vollsta¨ndig im nichtdefinierten Bereich der
zweiten Kamera liegt, d.h., dass das Urbild von y = δ∗r (x) unter Pz zumindest teilweise
von der zweiten Kamera gesehen werden kann. Sei die zu x geho¨rige epipolare Kurve
durch das Polynom Gx wie in Satz 6.11 definiert. Fu¨r s ∈ R seien weiter die Polynome
H1,s(y) := Gx(y, s) fu¨r alle y ∈ R und
H2,s(y) := Gx(s, y) fu¨r alle y ∈ R
in einer Vera¨nderlichen definiert. Dann existiert fu¨r jedes s ∈ R mindestens ein y1 ∈ R
oder y2 ∈ R mit
H1,s(y1) = 0 oder H2,s(y2) = 0 .
Das heißt, dass es zu jedem s ∈ R einen Punkt M1 := (y1, s)t oder einen Punkt
M2 := (s, y2)
t gibt, der auf der epipolaren Kurve liegt. Dabei sei der ho¨chste Entzer-
rungskoeffizient der zweiten Kamera l′D 6= 0.
Beweis. Sei s ∈ R. Die Polynome in einer Vera¨nderlichen H1,s und H2,s haben
jeweils den Grad 2D + 1, falls die fu¨hrenden Koeffizienten α1 := l
′
DzD+1 und
α2 := l
′
Dz2D+2 nicht verschwinden. Da l
′
D 6= 0 ist, sind α1 = 0 und α2 = 0 genau
dann, wenn zD+1 = 0 und z2D+2 = 0 werden. Nach Satz 6.11 ist zD+1z2D+2
z2D+3
 = Eˆδ˜∗r (x) = QtRδ˜∗r (x) = t×R δ˜∗r (x)︸ ︷︷ ︸
=:ey
.
Alle drei Werte werden Null, wenn y˜ ein Vielfaches eines Eigenvektors zum Ei-
genwert Null von Eˆ ist:
0 = t×Ry˜ = Eˆy˜ ⇔ y˜ = λRtt fu¨r ein λ 6= 0 .
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Verla¨uft y = δ∗r (x) in Richtung der Achse der beiden Kamerazentren, so verschwin-
den sa¨mtliche Koeffizienten. Gx ist das Nullpolynom, d.h., dass jeder Punkt auf
der epipolaren Kurve liegt. (s, y) und (y, s) liegen fu¨r alle y ∈ R auf der Kurve.
Betrachtet wird nun der Fall, dass y = δ∗r (x) nicht in Richtung der Achse der
beiden Kamerazentren verla¨uft, d.h., dass y˜ 6= λRtt fu¨r alle λ ∈ R ist. Analog zu
Lemma 3.48 wird gezeigt, dass fu¨r λ 6= 0 gilt:
t×Ry˜ =
00
λ
⇒ ∀s ∈ R : s(t×Ry˜) = t×Rsy˜ = s
00
λ

⇒∀s ∈ R : 0 =
〈
t,
 00
sλ
〉 ∧ 0 = 〈Rsy˜,
 00
sλ
〉
⇒∀s ∈ R : 0 =
〈
Rsy˜ + t,
 00
sλ
〉
⇒{Rsy˜ + t|s ∈ R \ {0}} ⊂ {z = 0}
⇒{Rsy˜ + t|s ∈ R} ⊂ {z = 0} .
Sei r3 die dritte Zeile der Matrix R, dann gilt umgekehrt:
{Rsy˜ + t|s ∈ R} ⊂ {z = 0} ⇒ ∀s ∈ R : 0 =
〈
Rsy˜ + t,
00
1
〉
⇒∀s ∈ R : srt3y˜ + t3 = 0
⇒∀s ∈ R : srt3y˜ = −t3
⇒rt3y˜ = 0 ∧ t3 = 0
⇒0 =
〈
Ry˜,
00
1
〉 ∧ 0 = 〈t,
00
1
〉
⇒t×Ry˜ = λ
00
1
 fu¨r ein λ 6= 0
⇒
 zD+1z2D+2
z2D+3
 = Eˆy˜ = t×Ry˜ = λ
00
1
 fu¨r ein λ 6= 0
⇒zD+1 = 0 ∧ z2D+2 = 0 ∧ z2D+3 6= 0 .
Verla¨uft die Gerade {sy˜|s ∈ R} nicht in Richtung der Achse der beiden Kame-
razentren und liegt sie nicht vollsta¨ndig im nichtdefinierten Bereich der zweiten
Kamera, d.h., dass das Urbild von y = δ∗r (x) unter Pz von der zweiten Kamera
zumindest teilweise gesehen werden kann, so verschwinden die fu¨hrenden Koeffi-
zienten nicht gleichzeitig.
Ist einer der fu¨hrenden Koeffizienten ungleich Null, so hat das Polynom H1,s oder
das Polynom H2,s ungeraden Grad, na¨mlich 2D+1. Es besitzt damit mindestens
eine reelle Nullstelle, d.h., dass y1 oder y2 ∈ R mit H1,s(y1) = 0 oder H2,s(y2) = 0
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existieren. Da die epipolare Kurve die Nullstellenmenge des Polynoms Gx ist und
Gx(y1, s) = H1,s(y1) = 0 sowie Gx(s, y2) = H2,s(y2) = 0 ist, liegen die Punkte
M1 := (y1, s)
t oder M2 := (s, y2)
t auf der epipolaren Kurve. Dies gilt fu¨r jedes
s ∈ R. 
Eine analoge Beschreibung von epipolaren Kurven im vertauschten Fall (epi-
polare Kurve im ersten Bild zu einem Punkt im zweiten Bild) ergibt sich aus
Satz 6.13 mit denselben Argumenten fu¨r die Polynome aus Lemma 6.12.
Lemma 6.14 (epipolare Kurven im Spezialfall D = 1)
Es werde nur ein Entzerrungsparameter pro Kamera betrachtet, d.h. D = 1. Beide
Parameter seien ungleich Null. Sei x = (x1, x2)
t ∈ {z = 1} ein Punkt in der {z = 1}-
Ebene der ersten Kamera. Sei die zu x geho¨rige epipolare Kurve durch das Polynom
Gx wie in Satz 6.11 definiert, dann ist fu¨r alle y = (y1, y2)
t ∈ R2
Gx(y1, y2) = z2y1 + z2l
′
1y1y
2
2 + z2l
′
1y
3
1 + z4y2 + z4l
′
1y
2
1y2 + z4l
′
1y
3
2 + z5 .
Fu¨r s ∈ R sind die Polynome in einer Vera¨nderlichen definiert und es gilt fu¨r alle
y ∈ R:
H1,s(y) := Gx(y, s) = z2l
′
1y
3 + z4l
′
1sy
2 + z2(1 + l
′
1s
2)y + z4s(1 + l
′
1s
2) + z5
H2,s(y) := Gx(s, y) = z4l
′
1y
3 + z2l
′
1sy
2 + z4(1 + l
′
1s
2)y + z2s(1 + l
′
1s
2) + z5 .
Falls z2 6= 0 bzw. z4 6= 0 sind, definiere fu¨r s ∈ R
A1(s) :=
1 + l′1s
2
l′1
− 1
3
z24s
2
z22
B1(s) :=
2
27
z34s
3
z32
− 1
3
z4s(1 + l
′
1s
2)
z2l′1
+
z4s(1 + l
′
1s
2) + z5
z2l′1
Q1(s) :=
1
4
(
2
27
z34s
3
z32
− 1
3
z4s(1 + l
′
1s
2)
z2l′1
+
z2s(1 + l
′
1s
2) + z5
z2l′1
)2
+
1
27
(
1 + l′1s
2
l′1
− 1
3
z24s
2
z22
)3
bzw.
A2(s) :=
1 + l′1s
2
l′1
− 1
3
z22s
2
z24
B2(s) :=
2
27
z32s
3
z34
− 1
3
z2s(1 + l
′
1s
2)
z4l′1
+
z2s(1 + l
′
1s
2) + z5
z4l′1
Q2(s) :=
1
4
(
2
27
z32s
3
z34
− 1
3
z2s(1 + l
′
1s
2)
z4l′1
+
z4s(1 + l
′
1s
2) + z5
z4l′1
)2
+
1
27
(
1 + l′1s
2
l′1
− 1
3
z22s
2
z24
)3
und definiere weiter
y1(s) =
(
−B1(s)
2
+
√
Q1(s)
) 1
3
+
(
−B1(s)
2
−
√
Q1(s)
) 1
3
bzw.
y2(s) =
(
−B2(s)
2
+
√
Q2(s)
) 1
3
+
(
−B2(s)
2
−
√
Q2(s)
) 1
3
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fu¨r alle s ∈ R mit Q1(s) > 0 bzw. Q2(s) > 0. Dann sind die Mengen
N1 := {(y1(s), s) ∈ R2|s ∈ R ∧Q1(s) > 0} ⊆ Nx bzw.
N2 := {(s, y2(s)) ∈ R2|s ∈ R ∧Q2(s) > 0} ⊆ Nx
Teilmengen der epipolaren Kurve Nx und ko¨nnen als Graphen von Funktionen von R
nach R dargestellt werden, falls die Mengen aller s ∈ R mit Q1(s) > 0 bzw. Q2 > 0
nicht leer sind. Fu¨r alle anderen s ∈ R verzweigt sich die epipolare Kurve in zwei bzw.
drei A¨ste, d.h., dass in diesen Bereichen keine Beschreibung als Graph einer Funktion
mo¨glich ist. Hier existieren zu jedem s zwei bzw. drei reelle Zahlen y1, y2, y3, so dass
(y1, s), (y2, s) und (y3, s) oder (s, y1), (s, y2) und (s, y3) Punkte auf der epipolaren
Kurve sind.
Beweis. Falls z2 6= 0 bzw. z4 6= 0 ist, definiere fu¨r festes s ∈ R und fu¨r alle y ∈ R:
P1,s(y) :=
1
z2l′1
H1,s(y) =
1
z2l′1
Gx(y, s)
= y3 +
z4
z2
s︸︷︷︸
=:p1(s)
y2 +
1 + l′1s
2
l′1︸ ︷︷ ︸
=:q1(s)
y +
z4s(1 + l
′
1s
2) + z5
z2l′1︸ ︷︷ ︸
=:r1(s)
bzw.
P2,s(y) :=
1
z2l′1
H2,s(y) =
1
z4l′1
Gx(s, y)
= y3 +
z2
z4
s︸︷︷︸
=:p2(s)
y2 +
1 + l′1s
2
l′1︸ ︷︷ ︸
=:q2(s)
y +
z2s(1 + l
′
1s
2) + z5
z2l′1︸ ︷︷ ︸
=:r2(s)
.
Seien weiter
A1(s) :=
3q1(s)− p1(s)2
3
=
1 + l′1s
2
l′1
− 1
3
z24s
2
z22
B1(s) :=
2p1(s)
3 − 9p1(s)q1(s) + 27r1(s)
27
=
2
27
z34s
3
z32
− 1
3
z4s(1 + l
′
1s
2)
z2l′1
+
z4s(1 + l
′
1s
2) + z5
z2l′1
Q1(s) :=
B1(s)
2
4
+
A1(s)
3
27
=
1
4
(
2
27
z34s
3
z32
− 1
3
z4s(1 + l
′
1s
2)
z2l′1
+
z2s(1 + l
′
1s
2) + z5
z2l′1
)2
+
1
27
(
1 + l′1s
2
l′1
− 1
3
z24s
2
z22
)3
bzw.
A2(s) :=
3q2(s)− p2(s)2
3
=
1 + l′1s
2
l′1
− 1
3
z22s
2
z24
B2(s) :=
2p2(s)
3 − 9p2(s)q2(s) + 27r2(s)
27
=
2
27
z32s
3
z34
− 1
3
z2s(1 + l
′
1s
2)
z4l′1
+
z2s(1 + l
′
1s
2) + z5
z4l′1
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Q2(s) :=
B2(s)
2
4
+
A2(s)
3
27
=
1
4
(
2
27
z32s
3
z34
− 1
3
z2s(1 + l
′
1s
2)
z4l′1
+
z4s(1 + l
′
1s
2) + z5
z4l′1
)2
+
1
27
(
1 + l′1s
2
l′1
− 1
3
z22s
2
z24
)3
.
Die Funktionen Q1 und Q2 sind Polynome vom Grad kleiner gleich sechs. Sind
die Mengen, in denen Q1 bzw. Q2 gro¨ßer Null ist, nicht leer, so existiert wegen
der Stetigkeit der Polynome eine ganze Umgebung, in denen Q1 bzw. Q2 gro¨ßer
Null sind, d.h., dass sie mindestens ein nichtleeres Intervall I1 bzw. I2 besitzen, in
dem Q1 bzw. Q2 gro¨ßer Null sind. Sind Q1 bzw. Q2 gro¨ßer Null, so besitzen die
Polynome P1,s bzw. P2,s und damit auch die Polynome H1,s bzw. H2,s in diesen
Bereichen jeweils genau eine reelle Nullstelle
y1(s) =
(
−B1(s)
2
+
√
Q1(s)
) 1
3
+
(
−B1(s)
2
−
√
Q1(s)
) 1
3
− p1(s)
3
bzw.
y2(s) =
(
−B2(s)
2
+
√
Q2(s)
) 1
3
+
(
−B2(s)
2
−
√
Q2(s)
) 1
3
− p2(s)
3

fu¨r alle s ∈ Rmit Q1(s) > 0 bzw. Q2(s) > 0 (siehe z.B. Do¨rrie (1948) bzw. Spanier
und Oldham (1987)). Fu¨r alle anderen Bereiche gibt es drei reelle Nullstellen, von
denen unter Umsta¨nden zwei identisch sein ko¨nnen. Hier gibt es damit zu jedem
s drei reelle Nullstellen y1, y2, y3 von P1,s bzw. P2,s, d.h., dass (y1, s), (y2, s) und
(y3, s) bzw. (s, y1), (s, y2) und (s, y3) Punkte auf der epipolaren Kurve sind. Hier
ist keine Beschreibung als Graph einer Funktion mehr mo¨glich, die epipolare Kurve
verzweigt sich an dieser Nullstelle.
Die obige Argumentation la¨sst sich auch auf epipolare Kurven im vertauschten
Fall (epipolare Kurve im ersten Bild zu einem Punkt im zweiten Bild) anwenden.
6.3 Scha¨tzung der radialen essentiellen Matrix
Die in den vorigen Abschnitten vorgestellten Eigenschaften und Zusammenha¨n-
ge erlauben es, aus gegebenen Korrespondenzen eines Stereosystems die radiale
essentielle Matrix und weitere Parameter zu ermitteln.
6.3.1 Lineare Scha¨tzung
Der erste Ansatz benutzt die radiale essentielle Bedingung, um einen linearen
Zusammenhang herzustellen.
Lemma 6.15 (linearer Zusammenhang in der {z = 1}-Ebene)
Seien xi und yi korrespondierende Punkte in der {z = 1}-Ebene fu¨r i ∈ {1, . . . , n} und
E = (Ei,j)1≤i,j≤2D+3 die radiale essentielle Matrix. Seien die Koordinaten von h(xi)
bzw. h(yi) durch h(xi) = (u
(i)
1 , . . . , u
(i)
2D+2, 1)
t bzw. h(yi) = (v
(i)
1 , . . . , v
(i)
2D+2, 1)
t
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gegeben, dann gilt

u
(1)
1 v
(1)
1 . . . u
(1)
2D+3v
(1)
1 . . . u
(1)
1 v
(1)
2D+3 . . . u
(1)
2D+3v
(1)
2D+3 1
...
...
...
...
...
...
...
...
u
(n)
1 v
(n)
1 . . . u
(n)
2D+3v
(n)
1 . . . u
(n)
1 v
(n)
2D+3 . . . u
(n)
2D+3v
(n)
2D+3 1

︸ ︷︷ ︸
=:B

E1,1
...
E1,2D+3
...
E2D+1,1
...
E2D+3,2D+3

︸ ︷︷ ︸
=:g
= 0 .
Beweis. Da die Punkte korrespondieren gilt nach der radialen essentiellen Be-
dingung (Lemma 6.5) und deren Folgerung (Lemma 6.6) fu¨r alle i ∈ {1, . . . , n}
h(yi)
tEh(xi) = (v
(i)
1 , . . . , v
(i)
2D+2, 1)
 E1,1 . . . E1,2D+3... ...
E2D+1,1 . . . E2D+3,2D+3


u
(i)
1
...
u
(i)
2D+2
1
 = 0
⇒ 0 =
(
u
(i)
1 v
(i)
1 . . . u
(i)
2D+3v
(i)
1 . . . u
(i)
1 v
(i)
2D+3 . . . u
(i)
2D+3v
(i)
2D+3 1
)

E1,1
...
E1,2D+3
...
E2D+1,1
...
E2D+3,2D+3

.
Daraus folgt die Behauptung. 
Obiges Lemma liefert eine notwendige Bedingung fu¨r radiale essentielle Matri-
zen, die auch die Nullmatrix und Vielfache der Matrix erfu¨llen. Nach Satz 4.4 ist
g ∈ R(2D+3)2 genau dann eine Lo¨sung der Gleichung aus dem Lemma, wenn g
der Nullvektor oder ein Eigenvektor zum Eigenwert Null der Matrix BtB ist. Der
Nullvektor als Lo¨sung soll ausgeschlossen werden. Da Vielfache einer Lo¨sung eben-
falls die Gleichung erfu¨llen, kann o.B.d.A. eine Lo¨sung g ∈ R(2D+3)2 mit ‖g‖ = 1
gesucht werden. Aber auch unter dieser Voraussetzung ist es vermutlich mo¨glich,
wie im Falle der essentielle Matrix des Lochkameramodells, dass fu¨r spezielle Po-
sitionen der Punkte, der Vektor g nicht eindeutig bestimmbar aus BtB ist. Wenn
die Dimension des Eigenraums zum Eigenwert Null gro¨ßer als Eins wird. Diese
degenerierten Konfigurationen sollten bei der Bildgewinnung vermieden werden.
Da mit realen Daten im Allgemeinen die Bedingung aus obigem Lemma nicht
gleich Null sein wird, wird ein Vektor g ∈ R(2D+3)2 gesucht der ‖Bg‖2 unter der
Nebenbedingung ‖g‖ = 1 minimiert. Der triviale und nicht gewu¨nschte Fall, g = 0,
soll ausgeschlossen werden. Da g nur bis auf ein skalares Vielfaches festgelegt ist,
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wird ‖g‖ = 1 als Nebenbedingung gewa¨hlt. Dann folgt mit Satz 4.5, dass ein
Eigenvektor zum kleinsten Eigenwert von BtB das Minimum ergibt. Die Matrix
B sollte daher zumindest Rang (2D+3)2− 1 haben, d.h., dass mindestens (2D+
3)2 − 1 korrespondierende Punkte in der {z = 1}-Ebenen zur Bestimmung no¨tig
sind. Fu¨r den sehr ha¨ufig verwendeten Fall von zwei Verzeichnungskoeffizienten,
heißt dies, dass mindestens 48 Korrespondenzen notwendig sind. Die Eintra¨ge
dieses Eigenvektors ko¨nnen wieder in eine (2D+3)× (2D+3)-Matrix geschrieben
werden. Allerdings erfu¨llt diese Matrix im Allgemeinen nicht die Eigenschaft einer
radialen essentiellen Matrix, Rang Zwei zu haben. Daher werden, wie im Fall
der essentiellen Matrix fu¨r das Lochkameramodell, alle außer die beiden gro¨ßten
Singula¨rwerte auf Null gesetzt.
Lemma 6.16 (Na¨chste Rang Zwei Matrix)
Sei n > 2 und A ∈ Rn×n mit Singula¨rwertzerlegung A = UDV t, wobei D =σ1 0. . .
0 σn
 mit o.B.d.A. σ1 ≥ . . . ≥ σn ≥ 0, dann ist
argminn
B∈R
n×n
| rang(B)=2
o ‖A−B‖F = UDˆV t =: Aˆ , mit Dˆ :=

σ1 0
σ2
. . .
0 0
 .
Beweis. siehe z.B. Leon (1990). 
Wie bei der Ermittlung der essentiellen Matrix des Lochkameramodells in Ab-
schnitt 4.2.1.2 wird auch hier zuvor eine Normalisierung der Daten vorgenommen:
die erweiterten Pixelkoordinaten h(xi) und h(yi) von Korrespondenzen xi und yi
in der {z = 1}-Ebene werden so verschoben und skaliert, dass der Schwerpunkt
die Null ist und der durchschnittliche Abstand zur Null
√
2D + 2 betra¨gt.
In Algorithmus 6.1 wird die lineare Methode zur Ermittlung der radialen essen-
tiellen Matrix dargestellt. Wie auch schon im Lochkameramodell ist diese Matrix
nur bis auf ein skalares Vielfaches eindeutig bestimmbar.
Aus dem skalaren Vielfachen ko¨nnen dann, wie schon zum Satz 6.9 angedeu-
tet, die radialen Entzerrungskoeffizienten bestimmt werden. In den Eintra¨gen der
radialen essentiellen Matrix tauchen nach Definition auch die Eintra¨ge der zu-
geho¨rigen essentiellen Matrix im Lochkameramodell auf. Aus der wiederum (mit
skalaren Vielfachen versehen) Rotation und Vielfaches der Translation bestimmt
werden kann. Algorithmus 6.2 fasst dieses Vorgehen zusammen.
Bei dieser Vorgehensweise wird zwar erzwungen, dass der Rang der radialen
essentiellen Matrix Zwei wird, die weiteren Eigenschaften werden allerdings nicht
beru¨cksichtigt. So wird die Gleichheit der vier Quotienten aus Satz 6.9 nur durch
den Mittelwert angena¨hert. Dies ist auch nur mo¨glich, falls die Werte nicht zu weit
voneinander abweichen. In den folgenden Abschnitten wird die radiale essentielle
Matrix so bestimmt, dass sie auch die geforderte Struktur aufweist.
Algorithmus 6.1 : Lineare Scha¨tzung der radialen essentiellen Matrix
Eingabe : n korrespondierende Bildpunkte aus der {z = 1}-Ebene von zwei
Kameras. Fu¨r j ∈ {1, . . . , n} mit pj in der {z = 1}-Ebene der ersten
Kamera sei qj der korrespondierende Punkt in der {z = 1}-Ebene der
zweiten Kamera.
Ausgabe : skalares Vielfaches der radialen essentiellen Matrix E
1. Berechne die erweiterten Pixelkoordinaten h(pj) und h(qj)
2. Normalisiere die erweiterten Pixelkoordinaten: Fu¨r j ∈ {1, . . . , n} sei
xj := (u
(i)
1 , . . . , u
(i)
2D+2, 1)
t := λ(h(pj)− s) und
yj := (v
(i)
1 , . . . , v
(i)
2D+2, 1)
t := λ′(h(qj)− s′) mit s =

s1
...
s2D+2
1
 := 1n
n∑
j=1
h(pj),
λ :=
√
2D+2
n
n∑
j=1
‖h(pj)− s‖
und s′ =

s′1
...
s′2D+2
1
 := 1n
n∑
j=1
h(qj), λ
′ :=
√
2D+2
n
n∑
j=1
‖h(qj)− s′‖
3. Bestimme Datenmatrix
B :=

u
(1)
1 v
(1)
1 . . . u
(1)
2D+3v
(1)
1 . . . u
(1)
1 v
(1)
2D+3 . . . u
(1)
2D+3v
(1)
2D+3 1
...
...
...
...
...
...
...
...
u
(n)
1 v
(n)
1 . . . u
(n)
2D+3v
(n)
1 . . . u
(n)
1 v
(n)
2D+3 . . . u
(n)
2D+3v
(n)
2D+3 1

4. Bestimme Eigenvektor g := (g1, . . . , g(2D+3)2) ∈ R(2D+3)
2
zum kleinsten
Eigenwert von BtB
5. Setze E′ :=
 g1 . . . g2D+3... ...
g(2D+3)2−2D−2 . . . g(2D+3)2

6. Bestimme die Singula¨rwertzerlegung von E′ = U diag(σ1, . . . , σ2D+3)V t mit
σ1 ≥ σ2 ≥ . . . σ2D+3 ≥ 0. Setze E⋆ := U diag(σ1, σ2, 0, . . . , 0)V t
7. Normalisierung ru¨ckga¨ngig gemacht: setze S :=

λ 0 . . . −λs1
. . .
0 λ −λs2D+2
0 . . . 1
 und
S′ :=

λ′ 0 . . . −λ′s′1
. . .
0 λ′ −λ′s′2D+2
0 . . . 1
 und gib
E := S′tE⋆S = (Eij)1≤i,j≤2D+3 als radiale essentielle Matrix zuru¨ck.
Algorithmus 6.2 : Parameter aus radialer essentieller Matrix
Eingabe : skalares Vielfaches E einer radialen essentiellen Matrix mit Eintra¨gen
E := (Eij)1≤i,j≤2D+3
Ausgabe :
• radiale Entzerrungskoeffizienten lj und l′j fu¨r j ∈ {1, . . . ,D},
• Rotationsmatrix R,
• positives Vielfaches des Translationsvektors t
1. Bestimme die Singula¨rwertzerlegung von E = UCV t und daraus u1 und u2 (die
erste und zweite Spalte von U) sowie v1 und v2 (die erste und zweite Spalte von V )
mit Koordinaten u1 := (u
(j)
1 )1≤j≤2D+3 und u2 := (u
(j)
2 )1≤j≤2D+3 sowie
v1 := (v
(j)
1 )1≤j≤2D+3 und v2 := (v
(j)
2 )1≤j≤2D+3.
2. Bestimme fu¨r alle j ∈ {1, . . . ,D}
lD+1−j =
1
4
(
v
(j)
1
v
(D+1)
1
+
v
(D+j)
1
v
(2D+2)
1
+
v
(j)
2
v
(D+1)
2
+
v
(D+j)
2
v
(2D+2)
2
)
und
l′D+1−j =
1
4
(
u
(j)
1
u
(D+1)
1
+
u
(D+j)
1
u
(2D+2)
1
+
u
(j)
2
u
(D+1)
2
+
u
(D+j)
2
u
(2D+2)
2
)
,
falls die einzelnen Summanden nicht zu weit von einander abweichen und gib die
Entzerrungskoeffizienten als Ergebnis zuru¨ck.
3. Setze Eˆ :=
ED+1,D+1 ED+1,2D+2 ED+1,2D+3E2D+2,D+1 E2D+2,2D+2 E2D+2,2D+3
E2D+3,D+1 E2D+3,2D+2 E2D+3,2D+3

4. Ermittle aus dem Vielfachen Eˆ der essentiellen Matrix des Lochkameramodells
Rotation und Vielfaches der Translation nach den Punkten 7. bis 9. des
Algorithmus 4.6.
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6.3.2 Nichtlineare Scha¨tzung
Das Gewa¨hrleisten der Eigenschaften der radialen essentiellen Matrix bedeutet
den linearen Zusammenhang der Parameter aufzugeben. Dieser gilt nach Lem-
ma 6.15 nur in den Eintra¨gen der Matrix. Da die Eintra¨ge nicht unabha¨ngig
voneinander sind, kann die Anzahl der Parameter reduziert werden, was aber
den linearen Zusammenhang zersto¨rt und ein nichtlineares Verfahren erforderlich
macht. Das heißt, dass eine Startlo¨sung gegeben sein muss, die dann nichtline-
ar gema¨ß den Eigenschaften einer radialen essentiellen Matrix verfeinert werden
kann. Diese Startlo¨sung kann z.B. aus der linearen Scha¨tzung aus Abschnitt 6.3.1
gewonnen werden oder aus der Scha¨tzung der essentiellen Matrix zum Lochkame-
ramodell mit Verzeichnungskoeffizienten, die auf Null gesetzt werden.
Als Parameter fu¨r das nichtlineare Optimierungsverfahren werden die Entzer-
rungskoeffizienten und die essentielle Matrix des Lochkameramodells gewa¨hlt.
Letztere wird, wie im Fall der nichtlinearen Scha¨tzung der Fundamentalmatrix
(siehe Abschnitt 4.2.1.3), mit acht Parametern kodiert. Die Eintra¨ge werden wie-
der so permutiert, dass die parametrisierte Form einer Matrix vom Rang Zwei
aus Definition 4.30 verwendet werden kann. Die Rolle der Epipole u¨bernehmen in
diesem Fall die Links- und Rechtseigenvektoren zur Null, der Translationsvektor
t und der rotierte Translationsvektor Rt (siehe Lemma 3.44). Da diese Vekto-
ren ungleich Null sind und nur bis auf ein skalares Vielfaches ermittelt werden
ko¨nnen, kann durch eine Permutation und entsprechende Normierung erreicht
werden, dass die letzte Koordinaten gleich eins wird. In Algorithmus 6.3 wird die
Vorgehensweise zusammengefasst.
Fu¨r dieses Optimierungsverfahren wurden die linearen Abha¨ngigkeiten in der
radialen essentiellen Matrix beru¨cksichtigt und es wurde die Rangbedingung der
essentiellen Matrix des Lochkameramodells eingehalten. Allerdings wurde die Ei-
genschaft zweier gleicher Singula¨rwerte ungleich Null nicht umgesetzt. Zu dem
wurden 8 + 2D Parameter verwendet, deren Anzahl sich noch reduzieren ließe.
6.3.3 Parameterreduzierte nichtlineare Scha¨tzung
Um zwei identische Singula¨rwerte ungleich Null der essentiellen Matrix eines
Lochkameramodells Eˆ zu gewa¨hrleisten, muss nach Lemma 3.45 Eˆ als Produkt
Eˆ = QtR dargestellt werden. Da die Matrix nur bis auf ein Vielfaches ermittelt
werden kann, ist die antisymmetrische Matrix Qt durch zwei Parameter festge-
legt. Eine Rotation kann (siehe Abschnitt 2.2.3) auf verschiedene Arten kodiert
werden. Hier wird die Darstellung mittels Eulerscher Winkel verwendet, da dies
nur drei Parameter verlangt, obwohl das Verfahren nicht darauf festgelegt ist.
Rα,β,γ bezeichne im folgenden die zu den Eulerschen Winkeln α, β und γ geho¨rige
Rotationsmatrix.
Wiederum werden Startwerte beno¨tigt, die beispielsweise aus der linearen Scha¨t-
zung aus Abschnitt 6.3.1 gewonnen werden ko¨nnen oder aus der Scha¨tzung der
essentiellen Matrix zum Lochkameramodell mit Verzeichnungskoeffizienten, die
auf Null gesetzt werden. In Algorithmus 6.4 ist der Verlauf der gesamten Metho-
de dargestellt.
Dieser Algorithmus beru¨cksichtigt alle Eigenschaften der radialen essentiellen
Matrix und verwendet nur 5+2D Parameter. Allerdings ist die Fehlerfunktion, die
minimiert wird, ein algebraischer Fehler und kein euklidischer Abstand. Das heißt,
Algorithmus 6.3 : Nichtlineare Scha¨tzung der radialen essentiellen Matrix
Eingabe :
• n korrespondierende Bildpunkte xi, x′i aus der {z = 1}-Ebene zweier Kameras,
• Startwerte fu¨r die Entzerrungskoeffizienten l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D),
• Startwert fu¨r die essentielle Matrix des Lochkameramodells Eˆ
Ausgabe :
• radiale essentielle Matrix E,
• Entzerrungskoeffizienten l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D),
• Rotationsmatrix R
• positives Vielfaches des Translationsvektors t
1. Ermittle aus dem Vielfachen Eˆ der essentiellen Matrix des Lochkameramodells
Startwerte fu¨r die Rotation R und Vielfaches der Translation t nach den Punkten 7.
bis 9. des Algorithmus 4.6.
2. Daraus ergeben sich Startwerte fu¨r t = (t1, t2, t3)
t und u := (u1, u2, u3)
t := Rt bis
auf ein skalares Vielfaches.
3. Ermittle Permutationsmatrizen Q,Q′, so dass Eˆ11 (Eintrag in der ersten Zeile
und ersten Spalte) der maximale Eintrag von Eˆ ist und u3 6= 0 6= t3
4. Setze F := Q′EˆQt und uˆ = sQu = (x, y, 1)t, tˆ = s′Q′t = (x′, y′, 1)t fu¨r s und s′ in
R
5. Ermittle (a, b, c, d, x, y, x′, y′) aus
F =
 a b −ax− byc d −cx− dy
−ax′ − cy′ −bx′ − dy′ (ax+ by)x′ + (cx+ dy)y′
 =: g(a, b, c, d, x, y, x′, y′)
6. Vollziehe einen Optimierungsschritt eines nichtlinearen Optimierungsverfahren
zur Minimierung von
(a, b, c, d, x, y, x′, y′, l1, . . . , lD︸ ︷︷ ︸
l
, l′1, . . . , l
′
D︸ ︷︷ ︸
l′
) 7→
n∑
i=1
(
h(x′i)
t∆tl′g(a, b, c, d, x, y, x
′, y′)∆lh(xi)
)2
.
Daraus ergeben sich neue Parameter (a, b, c, d, x, y, x′, y′, l1, . . . , lD, l′1, . . . , l
′
D)
7. Setze Eˆ := Q′tg(a, b, c, d, x, y, x′, y′)Q und Rt = Qt(x, y, 1)t, t = Q′t(x′, y′, 1)t
8. Wiederhole 3. bis 7. bis das Optimierungsverfahren keine Verbesserung mehr
liefert, bzw. abbricht.
9. Ermittle aus Eˆ = Q′tg(a, b, c, d, x, y, x′, y′)Q die Rotation R nach den Punkten 7.
bis 9. des Algorithmus 4.6.
10. Gib folgende Resultate zuru¨ck:
• E := ∆tl′ Q′tg(a, b, c, d, x, y, x′, y′)Q︸ ︷︷ ︸
=Eˆ
∆l,
• l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D)
• R
• t = Q′t(x′, y′, 1)t
Algorithmus 6.4 : Parameterreduzierte nichtlineare Scha¨tzung der radialen essen-
tiellen Matrix
Eingabe :
• n korrespondierende Bildpunkte xi und x′i aus der {z = 1}-Ebene zweier Kameras,
• Startwerte fu¨r die Entzerrungskoeffizienten l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D),
• Startwert fu¨r die essentielle Matrix des Lochkameramodells Eˆ
Ausgabe :
• radiale essentielle Matrix E,
• Entzerrungskoeffizienten l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D),
• Rotationsmatrix R
• positives Vielfaches des Translationsvektors t
1. Ermittle aus dem Vielfachen Eˆ der essentiellen Matrix des Lochkameramodells
Startwerte fu¨r die Rotation R und Vielfaches der Translation t nach den Punkten 7.
bis 9. des Algorithmus 4.6.
2. Fu¨r das Vielfache des Translationsvektors normalisiere t = (x, y, 1)t (notfalls
durch Permutation vorab).
3. Ermittle die Startwerte fu¨r drei Eulersche Winkel α, β, γ der Rotation R.
4. Vollziehe einen Optimierungsschritt eines nichtlinearen Optimierungsverfahren
zur Minimierung von
(α, β, γ, x, y, l1, . . . , lD︸ ︷︷ ︸
l
, l′1, . . . , l
′
D︸ ︷︷ ︸
l′
) 7→
n∑
i=1
(
h(x′i)
t∆tl′Q(x,y,1)t)Rα,β,γ∆lh(xi)
)2
.
Daraus ergeben sich neue Parameter (α, β, γ, x, l1, . . . , lD, l
′
1, . . . , l
′
D)
5. Setze Eˆ := Q(x,y,1)tRα,β,γ und t = (x, y, 1)
t.
6. Wiederhole 4. bis 5. bis das Optimierungsverfahren keine Verbesserung mehr
liefert, bzw. abbricht.
7. Gib folgende Resultate zuru¨ck:
• E := ∆l′Eˆ∆l = ∆tl′Q(x,y,1)tRα,β,γ∆l,
• l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D)
• R = Rα,β,γ
• t = (x′, y′, 1)t
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dass die Fehlerfunktion nicht angibt, wie weit, in La¨ngeneinheiten gemessen, die
korrespondierenden Punkte von ihren epipolaren Kurven entfernt liegen.
6.3.4 Gradientennormgewichtete nichtlineare Scha¨tzung
Die bisher verwendete Fehlerfunktion, die minimiert werden sollte, la¨sst sich auch
mit Hilfe von Polynomen darstellen:
Lemma 6.17 (Darstellung der Fehlerfunktion)
Gegeben seien n korrespondierende Bildpunkte xi und x
′
i aus der {z = 1}-Ebene von
zwei Kameras und die radiale essentielle Matrix E, dann ist
n∑
i=1
(
h(x′i)
tEh(xi)
)2
=
n∑
i=1
(
Gxi(x
′
i)
)2
=
n∑
i=1
(
Hx′i(xi)
)2
, wobei
Gxi das zu xi geho¨rige Polynom aus Satz 6.11 und Hx′i das zu x
′
i geho¨rige Polynom
aus Lemma 6.12 ist, dessen Nullstellenmengen die zu xi bzw. zu x
′
i geho¨rige epipolare
Kurve darstellen.
Beweis. Im Beweis von Satz 6.11 wurde gezeigt, dass
h(x′i)
tEh(xi) = Gxi(x
′
i)
ist. Im Beweis von Lemma 6.12 wurde gezeigt, dass
h(x′i)
tEh(xi) = h(xi)
tEth(x′i) = Hx′i(xi)
ist. Insgesamt folgt somit die Behauptung. 
Damit besteht die Fehlerfunktion aus aufsummierten quadrierten Auswertun-
gen von Polynomen. Die Auswertungen der Polynome, die im Idealfall Null sein
sollten (siehe Satz 6.11), ergeben einen Wert, der zwar minimiert werden soll,
der aber keine physikalische Bedeutung hat. Insbesondere misst dieser Wert auch
keinen euklidischen Abstand eines Punktes zu der epipolaren Kurve. Sollten die
euklidischen Absta¨nde zu den epipolaren Kurven minimiert werden, mu¨sste fol-
gender Fehler berechnet werden:
Definition 6.18 Gegeben seien n korrespondierende Bildpunkte xi und x
′
i aus dereuklidische
Fehlerfunktion {z = 1}-Ebene von zwei Kameras. Gxi bezeichne das zu xi geho¨rige Polynom aus
Satz 6.11 und Hx′i das zu x
′
i geho¨rige Polynom aus Lemma 6.12. Dann ist
n∑
i=1
dist(x′i, G
−1
xi ({0}))2 + dist(xi, H−1x′i ({0})
2
=
n∑
i=1
min
{y∈R
2
|Gxi (y)=0}
‖x′i − y‖2 + min
{y∈R
2
|Hx′
i
(y)=0}
‖xi − y‖2
die Summe der quadrierten euklidischen Absta¨nde der korrespondierenden Punkte zu
den epipolaren Kurven.
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Die Ermittlung obiger Fehlerfunktion, bzw. die Bestimmung der einzelnen Feh-
lersummanden, ist jedoch zu komplex. Die Ermittlung eines minimalen Abstandes
zu einer Nullstellenmenge eines Polynoms in zwei Variablen vom Grad 2D+1 ist
selbst ein nichtlineares Optimierungsproblem. Das heißt: Wu¨rde man eine radiale
essentielle Matrix finden wollen, die obigen Fehler minimiert, so mu¨sste fu¨r jedes
xi und fu¨r jedes x
′
i bei jeder Auswertung der Fehlfunktion in der Optimierung
Startwerte fu¨r die Absta¨nde generiert werden und diese dann nichtlinear verfei-
nert werden. Dies ist in der Praxis zu komplex und langwierig, so dass auf eine
einfachere Fehlerfunktion zuru¨ckgegriffen werden muss, die zumindest unter ge-
wissen Annahmen einem physikalischen Fehler, also einem euklidischen Abstand,
entspricht. Unter gewissen Voraussetzungen kann dieser Abstand einfach ermittelt
werden, wie folgender Satz zeigt:
Satz 6.19 (euklidischer Abstand unter Voraussetzungen)
Sei f : R2 −→ R eine stetig differenzierbare Funktion. Sei p ∈ R2 ein Punkt in der
Ebene mit grad(f)(p) 6= 0 und sei gp : R2 −→ R : x 7→ ‖p − x‖2. Es existiere ein
x0 ∈ R2 mit
min
{x∈R
2
|f(x)=0}
gp(x) = min
{x∈R
2
|f(x)=0}
‖p− x‖2 = ‖p− x0‖2 , so dass
x0 in einer Umgebung U von p liegt, in der f durch eine Taylorapproximation bis zum
ersten Glied beschrieben werden kann, d.h., dass
∀x ∈ U : f(x) = f(p) + (p− x)t grad(f)(p)
ist und dass
grad(f)(x0) = grad(f)(p)
ist, d.h., dass die Gradienten von f an der Stelle p und an der Stelle x0 identisch sind.
Dann gilt
‖p− x0‖2 = f(p)
2
‖ grad(f)(p)‖2 .
Beweis. Definiere
L : R2 −→ R : x 7→ ‖p− x‖2 − 2λf(x)
fu¨r ein λ ∈ R. Da gp ein Minimum x0 in f−1({0}) besitzt, gilt nach dem Prinzip
des Langrangeschen Multiplikators (siehe z.B. Barner und Flohr (1989)), dass
∂L(x, y)
∂x
(x0) =
∂L(x, y)
∂y
(x0) = 0
sein muss. Das heißt es ist
0 =
(
∂L(x,y)
∂x (x0)
∂L(x,y)
∂y (x0)
)
= grad(L)(x0) = −2(p− x0)− 2λ grad(f)(x0) .
Daraus folgt wiederum
p− x0 = −λ grad(f)(x0) .
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Zudem gilt nach Voraussetzungen, da x0 ∈ U ist:
0 = f(x0) = f(p) + (p− x0)t grad(f)(p) = f(p)− λ grad(f)(x0)t grad(f)(p)
= f(p)− λ‖ grad(f)(p)‖2
⇒ λ = f(p)‖ grad(f)(p)‖2 .
Damit folgt insgesamt
‖p− x0‖2 = ‖λ grad(f)(x0)‖2 =
∣∣∣∣ f(p)‖ grad(f)(p)‖2
∣∣∣∣2 ‖ grad(f)(x0)‖2
=
f(p)2
‖ grad(f)(p)‖4 ‖ grad(f)(p)‖
2 =
f(p)2
‖ grad(f)(p)‖2 . 
Auch wenn die Voraussetzungen aus obigem Satz in der Praxis nicht exakt
zutreffen werden, so kann doch approximativ angenommen werden, dass der Gra-
dient eines Punkt xi bzw. x
′
i, der nicht allzu weit weg von den epipolaren Kurven
liegt, und der Gradient der Minimalstelle sich wenig unterscheiden. In einer klei-
nen Umgebung kann auch das Polynom, das die epipolare Kurve beschreibt, durch
eine lineare Funktion (Taylorentwicklung bis zum ersten Glied) angena¨hert wer-
den. Existieren Punkte auf den epipolaren Kurven mit ku¨rzesten Abstand zu xi
bzw. x′i, was aufgrund der Beschra¨nktheit des Bildes angenommen wird, so kann
der euklidische Abstand zumindest anna¨hernd bestimmt werden.
Diese Methode wird in der Literatur z.B. zum Passen von Ellipsen an gegebene
Punkte verwendet (siehe z.B. Trucco und Verri (1998) oder Hartley und Zisserman
(2000)) und der berechnete Abstand wird auch als
”
Sampson-Fehler“ bezeichnet,
da Sampson bereits 1982 diese Approximation zum Passen von Kegelschnitten
verwendet hat (Sampson (1982)).
Selbst wenn die geforderten Voraussetzungen nicht na¨herungsweise erfu¨llt wer-
den ko¨nnen, so liefert die Division durch die Norm des Gradienten eine Fehlerfunk-
tion, die weniger
”
ungerecht“ wirkt, als der bisher verwendete algebraische Fehler
aus Lemma 6.17. In Abbildung 6.1 soll dies veranschaulicht werden: Die graue Fla¨-
che stellt den Verlauf des Polynoms Gx zu einem Punkt x in der {z = 1}-Ebene
einer Kamera dar. Die weiße Fla¨che stellt den Verlauf unterhalb der Niveaumenge
zum Niveau Null dar. Die gru¨ne Linie sei die Nullstellenmenge von Gx, die epipo-
lare Kurve. Seien x′ und x′′ zwei potentielle korrespondierende Punkte zu x. Diese
werden in die Ebene der Niveaumenge zum Niveau Null der Graphendarstellung
gesetzt, da sie in einer Ebene mit der Nullstellenmenge, den epipolaren Kurven,
liegen. Der gelbe Abstand zeigt den euklidischen Abstand der Punkte x′ bzw. x′′
zu der Nullstellenmenge an, der in etwa gleich ist. Allerdings ist der Funktions-
wert an der Stelle x′′ deutlich gro¨ßer als der Funktionswert an der Stelle x′. Das
heißt, dass x′′ einen gro¨ßeren algebraischen Fehler produziert als x′, obwohl der
euklidische Fehler gleich bliebe.
Daher wird eine modifizierte Fehlerfunktion vorgeschlagen, die unter gewissen
Voraussetzungen sogar dem euklidischen Fehler entspricht, und im anderen Fall
die euklidischen Absta¨nde etwas mehr beru¨cksichtigt als der algebraische Fehler:
Definition 6.20 Gegeben seien n korrespondierende Bildpunkte xi und x
′
i aus dermodifizierte
Fehlerfunktion
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Gx
G−1x ({0})
x′
Gx(x
′)
x′′
Gx(x
′′)
{z = 0}
Abbildung 6.1: Vergleich von Werten der Fehlerfunktion
{z = 1}-Ebene von zwei Kameras. Gxi bezeichne das zu xi geho¨rige Polynom aus
Satz 6.11 und Hx′i das zu x
′
i geho¨rige Polynom aus Lemma 6.12. Dann ist
n∑
i=1
Gxi(x
′
i)
2
‖ grad(Gxi)(x′i)‖2
+
Hx′i(xi)
2
‖ grad(Hx′i)(xi)‖2
die modifizierte Fehlerfunktion, falls die verwendeten Gradienten nicht Null werden.
Zu beachten ist, das zwar h(x′i)
tEh(xi) = Gxi(x
′
i) = Hx′i(xi) gilt, aber im
Allgemeinen ‖ grad(Gxi)(x′i)‖ nicht gleich ‖ grad(Hx′i)(xi)‖ ist (siehe Darstellung
der Gradienten im folgenden Lemma 6.21).
Lemma 6.21 (Gradienten)
Seien x bzw. x′ Punkte in der {z = 1}-Ebene der ersten bzw. zweiten Kamera. Seien
Gx und Hx′ die Polynome, deren Nullstellmengen die epipolaren Kurven beschrei-
ben, wie in Satz 6.11 und in Lemma 6.12 definiert. Mit
 zD+1z2D+2
z2D+3
 := Eˆδ˜∗r (x) und z′D+1z′2D+2
z′2D+3
 := Eˆtδ˜′∗r (x′) gilt dann fu¨r y := (y1, y2)t ∈ R2:
grad(Gx)(y1, y2) =

zD+1
D∑
j=0
l′j‖y‖2j + 2y1(y1zD+1 + y2z2D+2)
D∑
j=1
jl′j‖y‖2(j−1)
z2D+2
D∑
j=0
l′j‖y‖2j + 2y2(y1zD+1 + y2z2D+2)
D∑
j=1
jl′j‖y‖2(j−1)

und
grad(Hx′)(y1, y2) =

z′D+1
D∑
j=0
lj‖y‖2j + 2y1(y1z′D+1 + y2z′2D+2)
D∑
j=1
jlj‖y‖2(j−1)
z′2D+2
D∑
j=0
lj‖y‖2j + 2y2(y1z′D+1 + y2z′2D+2)
D∑
j=1
jlj‖y‖2(j−1)
 .
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Beweis. Im Beweis von Satz 6.11 und im Beweis von Lemma 6.12 wurde gezeigt,
dass die Polynome Gx und Hx′ fu¨r l0 := 1 =: l
′
0 folgende Darstellungen haben:
Gx(y1, y2) =
D∑
j=0
‖y‖2jl′j(y1zD+1 + y2z2D+2) + z2D+3
=
D∑
j=0
(
y21 + y
2
2
)j
l′j(y1zD+1 + y2z2D+2) + z2D+3 und
Hx′(y1, y2) =
D∑
j=0
‖y‖2jlj(y1z′D+1 + y2z′2D+2) + z′2D+3
=
D∑
j=0
(
y21 + y
2
2
)j
lj(y1z
′
D+1 + y2z
′
2D+2) + z
′
2D+3 .
Fu¨r die partiellen Ableitungen von Gx und Hx′ gilt damit:
∂Gx(y1, y2)
∂y1
=
= zD+1 +
D∑
j=1
jl′j
(
y21 + y
2
2
)j−1 · 2y1(y1zD+1 + y2z2D+2) + D∑
j=1
l′j
(
y21 + y
2
2
)j · zD+1
= zD+1
D∑
j=0
l′j
(
y21 + y
2
2
)j
+ 2y1(y1zD+1 + y2z2D+2)
D∑
j=1
jl′j
(
y21 + y
2
2
)j−1
= zD+1
D∑
j=0
l′j‖y‖2j + 2y1(y1zD+1 + y2z2D+2)
D∑
j=1
jl′j‖y‖2(j−1)
und
∂Gx(y1, y2)
∂y2
=
= z2D+2 +
D∑
j=1
jl′j
(
y21 + y
2
2
)j−1 · 2y2(y1zD+1 + y2z2D+2) + D∑
j=1
l′j
(
y21 + y
2
2
)j · z2D+2
= z2D+2
D∑
j=0
l′j
(
y21 + y
2
2
)j
+ 2y2(y1zD+1 + y2z2D+2)
D∑
j=1
jl′j
(
y21 + y
2
2
)j−1
= z2D+2
D∑
j=0
l′j‖y‖2j + 2y2(y1zD+1 + y2z2D+2)
D∑
j=1
jl′j‖y‖2(j−1)
sowie
∂Hx′(y1, y2)
∂y1
=
= z′D+1 +
D∑
j=1
jlj
(
y21 + y
2
2
)j−1 · 2y1(y1z′D+1 + y2z′2D+2) + D∑
j=1
lj
(
y21 + y
2
2
)j · z′D+1
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= z′D+1
D∑
j=0
lj
(
y21 + y
2
2
)j
+ 2y1(y1z
′
D+1 + y2z
′
2D+2)
D∑
j=1
jlj
(
y21 + y
2
2
)j−1
= z′D+1
D∑
j=0
lj‖y‖2j + 2y1(y1z′D+1 + y2z′2D+2)
D∑
j=1
jlj‖y‖2(j−1)
und
∂Hx′(y1, y2)
∂y2
=
= z′2D+2 +
D∑
j=1
jlj
(
y21 + y
2
2
)j−1 · 2y2(y1z′D+1 + y2z′2D+2) + D∑
j=1
lj
(
y21 + y
2
2
)j · z′2D+2
= z′2D+2
D∑
j=0
lj
(
y21 + y
2
2
)j
+ 2y2(y1z
′
D+1 + y2z
′
2D+2)
D∑
j=1
jlj
(
y21 + y
2
2
)j−1
= z′2D+2
D∑
j=0
lj‖y‖2j + 2y2(y1z′D+1 + y2z′2D+2)
D∑
j=1
jlj‖y‖2(j−1) .
Mit
grad(Gx)(y1, y2) =
(
∂Gx(y1,y2)
∂y1
∂Gx(y1,y2)
∂y1
)
und grad(Hx′)(y1, y2) =
(
∂Hx′ (y1,y2)
∂y1
∂Hx′ (y1,y2)
∂y1
)
folgt dann die Behauptung. 
Fu¨r die algorithmische Berechnung der Gradienten wird folgende Darstellung
verwendet:
Lemma 6.22 (Gradientenberechnung)
Seien x bzw. x′ Punkte in der {z = 1}-Ebene der ersten bzw. zweiten Kamera. Seien
Gx und Hx′ Polynome, deren Nullstellmengen die epipolaren Kurven beschreiben, wie
in Satz 6.11 und in Lemma 6.12 definiert. Dann gilt fu¨r y := (y1, y2)
t ∈ R2:
grad(Gx)(y1, y2) =

‖y‖2(D−1)(2Dy21 + ‖y‖2) ‖y‖2(D−1)2Dy1y2
...
...
2y21 + ‖y‖2 2y1y2
1 0
‖y‖2(D−1)2Dy1y2 ‖y‖2(D−1)(2Dy22 + ‖y‖2)
...
...
2y1y2 2y
2
2 + ‖y‖2
0 1
0 0

t
Eh(x)
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und
grad(Hx′)(y1, y2) =

‖y‖2(D−1)(2Dy21 + ‖y‖2) ‖y‖2(D−1)2Dy1y2
...
...
2y21 + ‖y‖2 2y1y2
1 0
‖y‖2(D−1)2Dy1y2 ‖y‖2(D−1)(2Dy22 + ‖y‖2)
...
...
2y1y2 2y
2
2 + ‖y‖2
0 1
0 0

t
Eth(x′) .
Beweis. Seien z := (z1, . . . , z2D+3)
t := Eh(x) und z′ := (z′1, . . . , z
′
2D+3)
t :=
Eth(x′). Im Beweis von Satz 6.11 und im Beweis von Lemma 6.12 wurde gezeigt,
dass die Polynome Gx und Hx′ folgende Darstellungen haben:
Gx(y1, y2) = ‖y‖2D(y1z1 + y2zD+2) + . . .+ ‖y‖2(y1zD + y2z2D+1)
+ y1zD+1 + y2z2D+2 + z2D+3
=
D+1∑
i=1
‖y‖2(D+1−i)(y1zi + y2zD+1+i) + z2D+3 und
Hx′(y1, y2) = ‖y‖2D(y1z′1 + y2z′D+2) + . . .+ ‖y‖2(y1z′D + y2z′2D+1)
+ y1z
′
D+1 + y2z
′
2D+2 + z
′
2D+3
=
D+1∑
i=1
‖y‖2(D+1−i)(y1z′i + y2z′D+1+i) + z′2D+3 .
Fu¨r die partiellen Ableitungen von Gx und Hx′ gilt damit:
∂Gx(y1, y2)
∂y1
=
= D‖y‖2(D−1) · 2y1(y1z1 + y2zD+2) + ‖y‖2Dz1 + . . .
+ 2y1(y1zD + y2z2D+1) + ‖y‖2zD + zD+1
=
D+1∑
i=1
(D + 1− i)‖y‖2(D−i)2y1(y1zi + y2zD+1+i) + ‖y‖2(D+1−i)zi
=
D∑
i=1
‖y‖2(D−i)(2(D + 1− i)y21 + ‖y‖2)zi + zD+1
+
D∑
j=1
‖y‖2(D−j)2(D + 1− j)y1y2zD+1+j
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=

‖y‖2(D−1)(2Dy21 + ‖y‖2)
...
2y21 + ‖y‖2
1
‖y‖2(D−1)2Dy1y2
...
2y1y2
0
0

t
z1
...
zD
zD+1
zD+2
...
z2D+1
z2D+2
z2D+3

︸ ︷︷ ︸
=Eh(x)
und
∂Gx(y1, y2)
∂y2
=
= D‖y‖2(D−1) · 2y2(y1z1 + y2zD+2) + ‖y‖2DzD+2 + . . .
+ 2y2(y1zD + y2z2D+1) + ‖y‖2z2D+1 + z2D+2
=
D+1∑
i=1
(D + 1− i)‖y‖2(D−i)2y2(y1zi + y2zD+1+i) + ‖y‖2(D+1−i)zD+1+i
=
D∑
j=1
‖y‖2(D−j)2(D + 1− j)y1y2zj+
+
D∑
i=1
‖y‖2(D−i)(2(D + 1− i)y22 + ‖y‖2)zD+1+i + z2D+2
=

‖y‖2(D−1)2Dy1y2
...
2y1y2
0
‖y‖2(D−1)(2Dy22 + ‖y‖2)
...
2y22 + ‖y‖2
1
0

t
z1
...
zD
zD+1
zD+2
...
z2D+1
z2D+2
z2D+3

︸ ︷︷ ︸
=Eh(x)
sowie
∂Hx′(y1, y2)
∂y1
=
= D‖y‖2(D−1) · 2y1(y1z′1 + y2z′D+2) + ‖y‖2Dz′1 + . . .
+ 2y1(y1z
′
D + y2z
′
2D+1) + ‖y‖2z′D + z′D+1
=
D+1∑
i=1
(D + 1− i)‖y‖2(D−i)2y1(y1z′i + y2z′D+1+i) + ‖y‖2(D+1−i)z′i
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=
D∑
i=1
‖y‖2(D−i)(2(D + 1− i)y21 + ‖y‖2)z′i + z′D+1
+
D∑
j=1
‖y‖2(D−j)2(D + 1− j)y1y2z′D+1+j
=

‖y‖2(D−1)(2Dy21 + ‖y‖2)
...
2y21 + ‖y‖2
1
‖y‖2(D−1)2Dy1y2
...
2y1y2
0
0

t
z′1
...
z′D
z′D+1
z′D+2
...
z′2D+1
z′2D+2
z′2D+3

︸ ︷︷ ︸
=Eth(x′)
und
∂Hx′(y1, y2)
∂y2
=
= D‖y‖2(D−1) · 2y2(y1z′1 + y2z′D+2) + ‖y‖2Dz′D+2 + . . .
+ 2y2(y1z
′
D + y2z
′
2D+1) + ‖y‖2z′2D+1 + z′2D+2
=
D+1∑
i=1
(D + 1− i)‖y‖2(D−i)2y2(y1z′i + y2z′D+1+i) + ‖y‖2(D+1−i)z′D+1+i
=
D∑
j=1
‖y‖2(D−j)2(D + 1− j)y1y2z′j+
+
D∑
i=1
‖y‖2(D−i)(2(D + 1− i)y22 + ‖y‖2)z′D+1+i + z′2D+2
=

‖y‖2(D−1)2Dy1y2
...
2y1y2
0
‖y‖2(D−1)(2Dy22 + ‖y‖2)
...
2y22 + ‖y‖2
1
0

t
z′1
...
z′D
z′D+1
z′D+2
...
z′2D+1
z′2D+2
z′2D+3

︸ ︷︷ ︸
=Eth(x′)
.
Mit
grad(Gx)(y1, y2) =
(
∂Gx(y1,y2)
∂y1
∂Gx(y1,y2)
∂y1
)
und grad(Hx′)(y1, y2) =
(
∂Hx′ (y1,y2)
∂y1
∂Hx′ (y1,y2)
∂y1
)
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folgt dann die Behauptung. 
In Algorithmus 6.5 ist die nichtlineare Ermittlung der radialen essentiellen Ma-
trix durch Minimierung der modifizierten Fehlerfunktion dargestellt. Fu¨r Start-
werte kann z.B. die lineare Scha¨tzung aus Abschnitt 6.3.1 verwendet werden oder
es wird die Scha¨tzung der essentiellen Matrix zum Lochkameramodell mit Ver-
zeichnungskoeffizienten, die auf Null gesetzt werden, verwendet. Wird ein Gradi-
ent in einem Summanden der Fehlerfunktion ein Nullvektor, so ist die Division
durch dessen Norm nicht definiert. In diesem Fall kann dieser Summand fu¨r den
Fehlerbeitrag nicht beru¨cksichtigt werden. Es ko¨nnte ho¨chstens der Funktionswert
selbst als Fehlerbeitrag betrachtet werden.
Algorithmus 6.5 : Gradientennormgewichtete nichtlineare Scha¨tzung der radialen
essentiellen Matrix
Eingabe :
• n korrespondierende Bildpunkte xi, x′i aus der {z = 1}-Ebene zweier Kameras,
• Startwerte der Entzerrungskoeffizienten l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D),
• Startwert fu¨r die essentielle Matrix des Lochkameramodells Eˆ
Ausgabe :
• radiale essentielle Matrix E,
• Entzerrungskoeffizienten l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D),
• Rotationsmatrix R
• positives Vielfaches des Translationsvektors t
1. Ermittle aus dem Vielfachen Eˆ der essentiellen Matrix des Lochkameramodells
Startwerte fu¨r die Rotation R und Vielfaches der Translation t nach den Punkten 7.
bis 9. des Algorithmus 4.6.
2. Fu¨r das Vielfache des Translationsvektors normiere t = (x, y, 1)t (notfalls durch
Permutation vorab).
3. Ermittle die Startwerte fu¨r drei Eulersche Winkel α, β, γ der Rotation R.
4. Ermittle aus den Parametern (α, β, γ, x, y, l1, . . . , lD︸ ︷︷ ︸
l
, l′1, . . . , l
′
D︸ ︷︷ ︸
l′
)
E := ∆tl′Q(x,y,1)tRα,β,γ∆l = ∆
t
l′Eˆ∆l .
5. forall i ∈ {1, . . . , n} do
Ermittle Polynome Gxi und Hx′i , so dass fu¨r alle y ∈ R2 gilt
Gxi(y) = h(y)
tEh(xi) und Hx′
i
(y) = h(y)tEth(x′i) .
nach Satz 6.11 und Lemma 6.12 und bestimme die zugeho¨rigen Gradienten
grad(Gxi) und grad(Hx′i)
nach Lemma 6.21.
end
6. Vollziehe einen Optimierungsschritt eines nichtlinearen Optimierungsverfahren
zur Minimierung von
n∑
i=1
Gxi(x
′
i)
2
‖ grad(Gxi)(x′i)‖2
+
Hx′
i
(xi)
2
‖ grad(Hx′
i
)(xi)‖2 .
Falls ein Gradient der Nullvektor wird, ignoriere den Summanden komplett oder gib
den Funktionswert als Fehler an.
Aus dem Optimierungsschritt ergeben sich neue Parameter
(α, β, γ, x, l1, . . . , lD, l
′
1, . . . , l
′
D)
7. Setze Eˆ := Q(x,y,1)tRα,β,γ und t = (x, y, 1)
t.
8. Wiederhole 4. bis 7. bis das Optimierungsverfahren keine Verbesserung mehr
liefert, bzw. abbricht.
9. Gib folgende Resultate zuru¨ck:
• E := ∆l′Eˆ∆l = ∆tl′Q(x,y,1)tRα,β,γ∆l,
• l := (l1, . . . , lD) und l′ := (l′1, . . . , l′D)
• R = Rα,β,γ
• t = (x′, y′, 1)t
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Abbildung 6.2: Screenshot der entwickelten Software
6.4 Experimentelle Ergebnisse
Die vorgestellten Algorithmen aus dem Abschnitt 6.3 sollen in praktischen Expe-
rimenten getestet werden. Abbildung 6.2 zeigt einen Screenshot der entwickelten
Software.
Als Testszenario wird ein Stereokamerasystem, bestehend aus zwei hochauflo¨-
senden Kameras (1280 × 1024 Pixel) mit Pentax Objektiven der Brennweite 6mm,
gewa¨hlt. Die Kameras stehen ungefa¨hr einen halben Meter auseinander und beob-
achten eine Kalibrierplatte. Diese entha¨lt ein Punktegitter mit fast 2500 einzelnen
Punkten. Benachbarte Punkte besitzen einen Abstand von 20mm voneinander.
Die Platte wird in 25 Schritten jeweils um 20mm senkrecht zur Plattenebene
in Richtung der Kameras verschoben. Insgesamt erha¨lt man durch die Punkte
auf der Kalibrierplatte mit allen Verschiebung mehr als 60000 3D-Punkte, deren
Koordinaten in einem Referenzkoordinatensystem bekannt sind. Mehr als 45000
davon – einige Punkte lagen außerhalb des Sichtbarkeitbereichs der Kameras –
werden von den beiden Kameras jeweils in 25 Bilderaufnahmen beobachtet. Die
Pixelpositionen werden u¨ber den Schwerpunkt der Grauwerte aus den Bildern ex-
trahiert. Fu¨r die Extraktion kann ho¨chstens eine Ortsgenauigkeit von einer zehntel
Pixeleinheit angenommen werden. Abbildung 6.3 stellt den Testaufbau im Refe-
renzkoordinatensystem dar: Der gelbe bzw. rote Wu¨rfel gibt das Kamerazentrum
der linken bzw. rechten Kamera wieder. Die gelben und roten Ebenen sollen die
{z = 1}-Ebenen der linken und rechten Kamera anzeigen. Die violetten Wu¨r-
fel symbolisieren die 3D-Punkte auf der Kalibrierplatte fu¨r die erste und letzte
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Abbildung 6.3: Darstellung des Testszenarios
Verschiebung der Platte.
Die Zuordnung korrespondierender Punkte in den Stereobildern sei gegeben. Die
Koordinaten der Korrespondenzen in der {z = 1}-Ebene bilden die Eingabe fu¨r
die Algorithmen zur Scha¨tzung der radialen essentiellen Matrix aus Abschnitt 6.3,
aus der die Entzerrungskoeffizienten der beiden Kameras und die Bewegung von
einer Kamera zur anderen bis auf einen positiven Skalar der Translation ermittelt
werden ko¨nnen. Diese Kameraparameter werden mit denen aus einer Kalibrierung
und aus der essentiellen Matrix des Lochkameramodells gewonnen Parameter ver-
glichen. Die Kalibrierung stellt hier die realen Parameter dar, die nicht unmittel-
bar beobachtet werden ko¨nnen. Die vorgestellten Algorithmen zielen nicht darauf
die Kalibrierung zu ersetzen oder zu verbessern. Sie beno¨tigen auch viele weniger
Informationen – nur Korrespondenzen und keine 3D-Koordinaten mit zugeho¨rigen
Pixelkoordinaten – und minimieren keinen euklidischen Abstand. Die Methoden
sind dazu gedacht, in Fa¨llen, in denen keine Kalibrierung mo¨glich ist, Aussagen
u¨ber die Kameras und die Umgebung zu gewinnen. Bisher war das nur im Falle des
Lochkameramodells u¨ber die Fundamentalmatrix und essentielle Matrix mo¨glich.
Daher soll auch ein Vergleich damit stattfinden. Die Genauigkeit der Kalibrie-
rung wird kaum zu erreichen sein, jedoch sollten die Fehler nicht allzu weit davon
entfernt liegen. Dies gilt es in folgenden praktischen Testfa¨llen zu untersuchen.
Die Algorithmen 6.1 und 6.3 zur linearen und nichtlinearen Scha¨tzungen der
radialen essentiellen Matrix bzw. die Bestimmung der Parameter daraus nach
Algorithmus 6.2 erweisen sich, wie am Ende der Abschnitte 6.3.1 und 6.3.2 an-
gedeutet, im praktischen Einsatz als problematisch: Die lineare Scha¨tzung der
radialen essentiellen Matrix verlangt einen Eigenvektor zum kleinsten Eigenwert
einer (2D + 3)2 × (2D + 3)2 Matrix zu bestimmen. Dies ist numerisch instabil
und ist u¨berhaupt nur mo¨glich, nachdem die Daten, wie in Abschnitt 6.3.1, nor-
malisiert wurden. Die Bestimmung der Entzerrungsparameter aus der radialen
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essentiellen Matrix scheitert daran, dass die vier Quotienten aus Satz 6.9 zu ei-
nem Entzerrungskoeffizienten in der Praxis zu weit voneinander abweichen: die
Werte unterscheiden sich bis zu einem Faktor hundert. Problematisch ist auch die
Tatsache, dass bei der Bestimmung der Matrix die einzelnen Eintra¨ge der Matrix
unabha¨ngig voneinander ermittelt werden, obwohl sie sehr hohe Abha¨ngigkeiten
aufweisen. Dies passiert auch bei der nichtlineare Scha¨tzung der radialen essenti-
ellen Matrix nach Algorithmus 6.3. In der Praxis liefert dieses nichtlineare Opti-
mierungsverfahren die Nullmatrix als Lo¨sung. Diese stellt zwar ein Minimum der
Fehlerfunktion dar und sie kann auch erreicht werden kann, wenn die Parameter
a, b, c, d Null werden. Dies ist aber keine gewu¨nschte Lo¨sung, zu mal daraus keine
einzelnen Kameraparameter bestimmt werden ko¨nnen. Daher werden diese beiden
Verfahren fu¨r die weiteren Experimente und Vergleiche nicht mehr beru¨cksichtigt.
Die Kameraparameter aus einer Kalibrierung bilden die “Realita¨t“ gegen die
verglichen wird. Die Kameraparameter werden aus den 3D-Punkten und den be-
obachteten Pixeln ermittelt: die Startwerte fu¨r das Lochkameramodell werden ge-
ma¨ß der Beschreibung fu¨r parallel verschobene Kalibrierplatten in Zhang (1998)
ermittelt, die Startwerte der Verzeichnung und die nichtlineare Optimierung wird
anschließend nach Algorithmus 5.1 durchgefu¨hrt. Die Entzerrungskoeffizienten
werden aus den so ermittelten Parametern durch Minimierung der Funktion in
Satz 5.6 aus Abschnitt 5.4 bestimmt. Die Kalibrierung mit vier Verzeichnungs-
parametern und zwei anschließend ermittelten Entzerrungskoeffizienten dient im
Folgenden als Ausgangs- bzw. Referenzkalibrierung. Diese wird abgea¨ndert, um
i Verzeichnungs- und Entzerrungskoeffizienten mit i ∈ {0, . . . , 4} zu realisieren.
Dabei werden abku¨rzende Bezeichnungen fu¨r die Parameter der verschiedenen
Aba¨nderungen der Kalibrierung verwendet:
orig 4;2 bezeichnet die Parameter der oben genannten Ausgangs- bzw. Refe-
renzkalibrierung mit 4 Verzeichnungs- und 2 Entzerrungskoeffizienten. Die
Pixeltransformationen dieser Kalibrierung werden fu¨r die anderen Kalibrie-
rungen beibehalten.
oref i;i verfeinert die Verzeichnung und die Entzerrung der Referenzkalibrierung
mit i Verzeichnungs- und i Entzerrungskoeffizienten.
zref i;i setzt die Verzeichnung und Entzerrung der Referenzkalibrierung auf Null
und verfeinert anschließend i Verzeichnungs- und Entzerrungskoeffizienten,
so wie die Transformationen des Referenzkoordinatensystems in die beiden
Kamerakoordinatensysteme.
Abbildung 6.4 stellt die beobachteten Pixel als blaue Kreuze dar. Die Kalibrie-
rung mit keinem, einem und zwei Verzeichnungskoeffizienten wird durchgefu¨hrt.
Die Abweichung der daraus resultierenden projizierten 3D-Punkte zu den beob-
achteten Pixeln in zehnfacher Vergro¨ßerung wird durch die roten Geradenstu¨cke
veranschaulicht. Es ist zu erkennen, dass die Bilder deutliche Verzeichnungen auf-
weisen, d.h., dass die Modellierung mit keinem oder nur einem Verzeichnungspa-
rameter nicht genau genug ist.
Folgende Bezeichnungen stehen fu¨r Verfahren und daraus gewonnenen Kame-
raparameter, die im Weiteren untersucht und gegen die verschiedenen Kalibrie-
rungen verglichen werden:
(a) keine Verzeichnung
(b) ein Verzeichnungsparameter
(c) zwei Verzeichnungsparameter
Abbildung 6.4: beobachtete Pixel und projizierte 3D-Punkte
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real bezeichnet die Parameter der jeweiligen Kalibrierung. Sie stellen die Instanz
dar gegen die verglichen wird.
rot bezieht sich auf die ermittelten Parameter aus der parameterreduzierten
nichtlinearen Scha¨tzung aus Algorithmus 6.4.
grad steht fu¨r die durch die gradientennormgewichtete nichtlineare Scha¨tzung
aus Algorithmus 6.5 bestimmten Parameter.
fma bezeichnet die Parameter, die aus der nichtlinearen Scha¨tzung der Funda-
mentalmatrix des Lochkameramodells (Algorithmus 4.7) gewonnen werden.
Dazu wird mit der aus der Kalibrierung bekannten Transformationen nach
Pixel aus der Fundamentalmatrix die essentiellen Matrix des Lochkamera-
modells nach Definition 3.40 bestimmt. Aus der wiederum die Rotation und
die Translation bis auf einen positiven Skalar von einer Kamera zur anderen
ermittelt werden kann (Lemma 4.28).
In den Tabellen 6.1 und 6.2 sind die ermittelten Parameter der Rotation (als
drei Eulersche Winkel im Bogenmaß) und der Translation (als drei Koordinaten
des Translationsvektors) von einer Kamera zur anderen der untersuchten Metho-
den fu¨r die verschiedenen Kalibrierungen aufgefu¨hrt. Dabei wurde die La¨nge des
ermittelten Translationsvektors t′ ∈ R3 aus den Methoden rot, grad und fma so
festgelegt, dass dieser mo¨glichst nah an dem Zentrum der zweiten Kamera c′ ∈ R3,
das aus der Kalibrierung bekannt ist, liegt. Das heißt, dass ‖c′ + λRtt′‖ minimal
werden soll fu¨r λ ∈ R, wobei R die ermittelte Rotationsmatrix bezeichnen soll.
Die berechneten Werte zeigen wenig Abweichungen von den tatsa¨chlichen Werten
aus der Kalibrierung, insbesondere auch das Verfahren ohne Beru¨cksichtigung der
Verzeichnung (fma).
Aus den Verfahren rot und grad ko¨nnen zusa¨tzlich die Entzerrungskoeffizi-
enten bestimmt werden. Diese sind fu¨r die verschiedenen Kalibrierungen in den
Tabellen 6.3 aufgelistet. Beide Verfahren resultieren in Werten, die wenig von den
Koeffizienten aus der Kalibrierung abweichen. Die Methode fma beru¨cksichtigt
keine Verzeichnungen und ist daher hier nicht aufgelistet.
Um die untersuchten Methoden bewerten zu ko¨nnen, werden Gu¨te- bzw. Feh-
lermaße festgelegt, die die Bewegung von einer Kamera zur anderen und Entzer-
rungskoeffizienten verwenden.
Sei c′ ∈ R3 das Zentrum der zweiten Kamera im Koordinatensystem der ersten
Kamera. R sei die Rotationsmatrix und t′ sei der Translationsvektor, die aus den
Verfahren rot, grad bzw. fma ermittelt wurden. Im Idealfall ist c′ = −λRtt′
fu¨r ein λ > 0. In der Praxis gibt es Abweichungen, die durch den Abstand des
Punktes c′ von der Geraden {−µRtt′|µ ∈ R} und den Winkel, den die Vektoren c′
und −Rtt′ bilden charakterisiert werden ko¨nnen. Die Diagramme in Abbildung 6.5
stellen diese Abweichungen des Abstandes in mm und des Winkels in Grad dar.
Die Parameter aus der Methode real ergeben das tatsa¨chliche Zentrum und haben
daher Abweichung Null. Die Abbildungen 6.5(b) und 6.5(d) zeigen eine Ausschnitt
der Diagramme fu¨r mehr als einem Entzerrungsparameter. Wie zur Abbildung 6.4
schon erwa¨hnt wurde, sind nur diese Fa¨lle geeignet, um das Verhalten der Kameras
ada¨quat zu modellieren. Die Methoden rot und grad liefern hier Fehler, die um
einen Faktor zwei bis fast zwanzig kleiner sind, als die Werte der Methode fma.
Tabelle 6.1: Parameter der Bewegung: Eulersche Winkel im Bogenmaß und Koordinaten
des Translationsvektors
oref: 4;4
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00381 -0,53282 -0,01508 -0,43719 -0,00646 0,11768
rot 0,00381 -0,53233 -0,01513 -0,43721 -0,00648 0,11758
grad 0,00381 -0,53228 -0,01513 -0,43723 -0,00648 0,11754
fma 0,00309 -0,53822 -0,01540 -0,43674 -0,00650 0,11935
zref: 4;4
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00381 -0,53282 -0,01508 -0,43719 -0,00646 0,11768
rot 0,00381 -0,53233 -0,01513 -0,43721 -0,00648 0,11758
grad 0,00381 -0,53228 -0,01513 -0,43723 -0,00648 0,11754
fma 0,00309 -0,53822 -0,01540 -0,43674 -0,00650 0,11935
oref: 3;3
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00381 -0,53282 -0,01508 -0,43719 -0,00646 0,11768
rot 0,00381 -0,53289 -0,01513 -0,43719 -0,00648 0,11767
grad 0,00381 -0,53284 -0,01513 -0,43720 -0,00648 0,11763
fma 0,00309 -0,53822 -0,01540 -0,43674 -0,00650 0,11935
zref: 3;3
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00382 -0,53284 -0,01508 -0,43721 -0,00646 0,11768
rot 0,00381 -0,53289 -0,01513 -0,43721 -0,00648 0,11767
grad 0,00381 -0,53284 -0,01513 -0,43722 -0,00648 0,11764
fma 0,00309 -0,53822 -0,01540 -0,43675 -0,00650 0,11935
orig: 4;2
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00381 -0,53282 -0,01508 -0,43719 -0,00646 0,11768
rot 0,00384 -0,53076 -0,01511 -0,43732 -0,00648 0,11719
grad 0,00383 -0,53076 -0,01512 -0,43733 -0,00648 0,11716
fma 0,00309 -0,53822 -0,01540 -0,43674 -0,00650 0,11935
Tabelle 6.2: Parameter der Bewegung: Eulersche Winkel im Bogenmaß und Koordinaten
des Translationsvektors
oref: 2;2
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00381 -0,53282 -0,01508 -0,43719 -0,00646 0,11768
rot 0,00384 -0,53076 -0,01511 -0,43732 -0,00648 0,11719
grad 0,00383 -0,53076 -0,01512 -0,43733 -0,00648 0,11716
fma 0,00309 -0,53822 -0,01540 -0,43674 -0,00650 0,11935
zref: 2;2
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00382 -0,53284 -0,01508 -0,43721 -0,00646 0,11767
rot 0,00384 -0,53076 -0,01511 -0,43734 -0,00648 0,11720
grad 0,00383 -0,53076 -0,01512 -0,43735 -0,00648 0,11716
fma 0,00309 -0,53822 -0,01540 -0,43676 -0,00650 0,11935
oref: 1;1
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00381 -0,53282 -0,01508 -0,43719 -0,00646 0,11768
rot 0,00382 -0,54238 -0,01495 -0,43664 -0,00643 0,11968
grad 0,00381 -0,54206 -0,01496 -0,43673 -0,00643 0,11934
fma 0,00309 -0,53822 -0,01540 -0,43674 -0,00650 0,11935
zref: 1;1
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00374 -0,53737 -0,01526 -0,44093 -0,00654 0,11948
rot 0,00382 -0,54238 -0,01495 -0,44058 -0,00649 0,12076
grad 0,00381 -0,54206 -0,01496 -0,44067 -0,00649 0,12042
fma 0,00309 -0,53822 -0,01540 -0,44067 -0,00656 0,12042
zref: 0;0
Rotationswinkel Translation
ω1 ω2 ω3 t1 t2 t3
real 0,00342 -0,52424 -0,01517 -0,44926 -0,00649 0,11824
rot 0,00349 -0,53870 -0,01528 -0,44819 -0,00660 0,12222
grad 0,00348 -0,53820 -0,01529 -0,44828 -0,00659 0,12185
fma 0,00309 -0,53822 -0,01540 -0,44812 -0,00667 0,12246
Tabelle 6.3: Entzerrungskoeffizienten
oref: 1;1 zref: 1;1 orig: 4;2
links rechts links rechts links rechts
l1 l
′
1 l1 l
′
1 l1 l2 l
′
1 l
′
2
real 0.188 0.190 0.188 0.190 0.260 -0.206 0.260 -0.206
rot 0.146 0.146 0.146 0.146 0.282 -0.253 0.279 -0.246
grad 0.148 0.149 0.148 0.149 0.282 -0.252 0.279 -0.246
oref: 2;2 zref: 2;2
links rechts links rechts
l1 l2 l
′
1 l
′
2 l1 l2 l
′
1 l
′
2
real 0.249 -0.191 0.246 -0.210 0.251 -0.200 0.249 -0.195
rot 0.282 -0.253 0.279 -0.246 0.282 -0.253 0.279 -0.246
grad 0.282 -0.252 0.279 -0.246 0.282 -0.252 0.279 -0.246
oref: 3;3
links rechts
l1 l2 l3 l
′
1 l
′
2 l
′
3
real 0,242 -0,192 0,001 0,250 -0,209 -0,001
rot 0,223 -0,033 -0,251 0,220 -0,024 -0,255
grad 0,224 -0,035 -0,250 0,221 -0,027 -0,252
zref: 3;3
links rechts
l1 l2 l3 l
′
1 l
′
2 l
′
3
real 0,229 -0,056 -0,216 0,236 -0,109 -0,131
rot 0,223 -0,033 -0,251 0,220 -0,024 -0,255
grad 0,224 -0,035 -0,250 0,221 -0,027 -0,252
oref: 4;4
links rechts
l1 l2 l3 l4 l
′
1 l
′
2 l
′
3 l
′
4
real 0,236 -0,167 -0,001 -0,006 0,250 -0,209 -0,001 0,000
rot 0,247 -0,191 0,163 -0,372 0,241 -0,153 0,065 -0,273
grad 0,247 -0,195 0,170 -0,376 0,242 -0,164 0,090 -0,294
zref: 4;4
links rechts
l1 l2 l3 l4 l
′
1 l
′
2 l
′
3 l
′
4
real 0,236 -0,101 -0,114 -0,080 0,236 -0,108 -0,111 -0,070
rot 0,247 -0,191 0,163 -0,372 0,241 -0,153 0,065 -0,273
grad 0,247 -0,195 0,170 -0,376 0,242 -0,164 0,090 -0,294
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(a) Winkel (b) Ausschnitt Winkel
(c) Abstand (d) Ausschnitt Abstand
Abbildung 6.5: Winkel und Abstand von gescha¨tzter Kamerarichtung zum realen Zentrum
der zweiten Kamera
Insgesamt ist der maximale Abstand ein halber Millimeter und der maximale
Winkel kleiner als vier Winkelminuten.
Im Folgenden werden die ermittelten Entzerrungskoeffizienten miteinbezogen
und komplette Kameraabbildungen zusammengesetzt: die Transformation von Re-
ferenzkoordinaten in die Kamerakoordinaten der linken Kamera sowie die Trans-
formation in Pixelkoordinaten der linken und der rechten Kamera werden aus den
Kalibrierdaten verwendet. Die Entzerrung wird aus den ermittelten Koeffizienten
gebildet. Die Transformation von der linken zur rechten Kamera wird durch die
ermittelte Rotation und ein Vielfaches der Translation wie den Tabellen 6.1 und
6.2 gewa¨hlt. Damit kann aus den Methode rot, grad bzw. fma ein Stereokame-
rasystem angegeben werden, dessen Umkehrrelationen der Kameraabbildungen
bekannt sind. Der reprojektive und der rekonstruierte Fehler geben Gu¨temaße fu¨r
diese Stereokamerasysteme wieder:
Zu einem beobachteten Pixel im Bild kann das Urbild unter der Kameraab-
bildung, ein Strahl vom Kamerazentrum ausgehend, betrachtet werden. Abbil-
dung 6.6 zeigt diese Strahlen fu¨r beide Kameras und die Punkte einer Position
der Kalibrierplatte.
Der Abstand dieser Strahlen vom tatsa¨chlichen 3D-Punkt soll im reprojektiven
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Abbildung 6.6: Reprojizierte Strahlen in der Szene
Fehler gemessen werden, wie in Abbildung 6.7 veranschaulicht wird.
Die Berechnung des reprojektiven Fehlers und weiteren Gro¨ßen seien wie folgt
definiert:
Definition 6.23 Sei ip das beobachtete Pixel eines Punktes p ∈ P durch die Kamerareprojektiver
Fehler mit Umkehrrelation K−1, dann heißt∑
p∈P
dist(p,K−1({ip}))2 quadratischer reprojektiver Fehler,
1
|P|
∑
p∈P
dist(p,K−1({ip}))2 durchschnittlicher quadratischer reprojektiver Fehler,∑
p∈P
dist(p,K−1({ip})) reprojektiver Fehler nicht quadriert,
1
|P|
∑
p∈P
dist(p,K−1({ip})) durchschnittlicher reprojektiver Fehler nicht quadriert und
max
p∈P
dist(p,K−1({ip})) maximaler reprojektiver Fehler nicht quadriert.
Der reprojektive Fehler kann fu¨r jede Kamera separat ermittelt werden. Es
wurden sowohl quadrierte Absta¨nde – diese werden u¨blicherweise gewa¨hlt – als
auch nicht quadrierte Absta¨nde definiert, um auch Werte in der metrischen (nicht
quadrierten) Einheit des Referenzkoordinatensystems zu erhalten.
Der rekonstruierte Fehler verwendet beide Kameras. Es werden aus den Strahlen
beider Kameras Punkte rekonstruiert, deren Abstand zu den tatsa¨chlichen 3D-
Punkten gemessen wird. Abbildung 6.8 stellt diesen schematisch dar.
Der rekonstruierte Punkt, der rekonstruierter Fehler und weitere Gro¨ßen daraus,
in quadrierter und nicht quadrierter Variante, seien wie folgt definiert:
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K−1
K−1({ip})
ip
p
Abbildung 6.7: Reprojektiver Fehler
Definition 6.24 Seien ip bzw. i
′
p die beobachteten Pixel des Punktes p ∈ P derrekonstruierter
Fehler Kamera mit Umkehrrelation K−1 bzw. K′−1. Dann sei fu¨r p ∈ P
rp := argmin
x∈R
3
dist(x,K−1({ip}))2 + dist(x,K′−1({i′p}))2 der rekonstruierte Punkt von p,∑
p∈P
dist(p, rp)
2 der quadratische rekonstruierte Fehler,
1
|P|
∑
p∈P
dist(p, rp)
2 der durchschnittliche quadratische rekonstruierte Fehler,
∑
p∈P
dist(p, rp) der rekonstruierte Fehler nicht quadriert,
K−1({ip})
ip
K′−1({i′p})
i′p
p
rp
Abbildung 6.8: Rekonstruierter Fehler
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1
|P|
∑
p∈P
dist(p, rp) der durchschnittliche rekonstruierte Fehler nicht quadriert und
max
p∈P
dist(p, rp) der maximale rekonstruierte Fehler nicht quadriert.
Alle vorgestellten Fehlerwerte wurden fu¨r alle Methoden (real, rot, grad und
fma) und alle Kalibrierungen berechnet und werden in Diagrammen in den Ab-
bildungen 6.9 bis 6.18 dargestellt. Zu jedem vollsta¨ndigen Diagramm gibt es einen
Ausschnitt, in dem mehr als ein Entzerrungsparameter beru¨cksichtigt wird und
einen weiteren Ausschnitt, in dem die fu¨r diese Auswahl die Methode fma nicht
dabei ist. Hier wird der Unterschied zwischen Kalibrierung und den in dieser Ar-
beit vorgestellten Methoden deutlicher.
Fu¨r die Auswertungen werden die reprojektiven Fehler von linker und rechter
Kamera addiert bzw. das Maximum davon genommen. Die getrennte Aufteilung
der Fehler pro Kamera ist im Anhang in Abschnitt B aufgefu¨hrt.
In den Diagrammen der Abbildung 6.9 wird der quadratische reprojektive Fehler
in logarithmischer Skala angezeigt. Der Fehler der Methode fma ist um den Faktor
hundert bis zehntausend gro¨ßer, als der der anderen Methoden. Die Methoden rot
und grad ergeben fu¨r die Parameter aus oref 4;4 sogar kleinere Fehler als die
Kalibrierung selbst.
Der durchschnittliche quadratische reprojektive Fehler ist in den Abbildung 6.10
veranschaulicht. Die deutlich gro¨ßeren Fehlerwerte der Methode fma zeigen sich
auch hier.
Abbildung 6.11 stellt den nicht quadrierten reprojektiven Fehler dar. Wie im
quadrierten Fall, sind die Werte der Methode fma deutlich gro¨ßer. Fu¨r die Para-
meter aus oref 4;4 und oref 3;3 lagen die Fehler von rot und grad sogar unter
denen der Kalibrierung (real).
Der durchschnittliche nicht quadrierte reprojektive Fehler ist in Abbildung 6.12
veranschaulicht. Die Methode fma liegt bei mehr als einem Entzerrungsparameter
durchschnittlich 12mm neben den tatsa¨chlichen 3D-Punkt. Da die Punkte auf der
Platte nur 20mm voneinander entfernt liegen, ist dies schon problematisch. Die
Methoden rot und grad liegen in diesen Fa¨llen nur maximal 1,5mm neben dem
3D-Punkt.
Abbildung 6.13 gibt den maximalen nicht quadrierten reprojektiven Fehler wie-
der. Die Methode fma ergibt Abweichungen im Bereich von 29 bis 42mm, d.h.
bis zu zwei Punkte entfernt, da die Punkte einen Abstand von 20mm haben. Bei
zwei Entzerrungsparametern und mehr bleiben die Methoden rot und grad unter
1,5mm und haben fu¨r die Parameter aus oref 4;4 und oref 3;3 sogar kleinere
Fehlerwerte als die der Kalibrierung.
Der quadratische rekonstruierte Fehler in logarithmischer Skala wird in Abbil-
dung 6.14 aufgefu¨hrt. Fu¨r die Parameter aus oref 3;3 liefern die Methoden rot
und grad kleinere Fehler als die Kalibrierung. Die Methode fma ergibt deutlich
gro¨ßere Fehler als die anderen Methoden. Fu¨r weniger als zwei Entzerrungspara-
meter liefert selbst die Kalibrierung relativ große Fehlerwerte. Dies verdeutlicht,
dass die Kameras deutliche Verzeichnungen aufweisen, die erst ab zwei Entzer-
rungsparameter gut modelliert werden ko¨nnen.
In Abbildung 6.15 wird der durchschnittliche quadratische rekonstruierte Fehler
dargestellt. Die Methode fma ergibt die deutlich gro¨ßten Fehlerwerte. Die Metho-
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.9: Quadratischer reprojektiver Fehler in logarithmischer Skala
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.10: Durchschnittlicher quadratischer reprojektiver Fehler
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.11: Reprojektiver Fehler (nicht quadriert)
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.12: Durchschnittlicher reprojektiver Fehler (nicht quadriert)
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.13: Maximaler reprojektiver Fehler (nicht quadriert)
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.14: Quadratischer rekonstruierter Fehler in logarithmischer Skala
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den rot und grad erzeugen fu¨r die Parameter aus oref 3;3 sogar kleinere Fehler
als die Kalibrierung. In den anderen Fa¨llen liegen sie zwar etwas u¨ber den Fehler
der Methode real, aber zehnmal kleiner als der Fehler der Methode fma.
Der nicht quadrierte rekonstruierte Fehler wird in Abbildung 6.16 veranschau-
licht. Die Methode fma ergibt die gro¨ßten Fehlerwerte. Fu¨r die Parameter aus
oref 3;3 liegen die Fehlerwerte der Methoden rot und grad sogar unter denen
der Kalibrierung. In den anderen Fa¨llen liegen die Fehler der beiden Methoden
etwas u¨ber den Fehlern der Methode real, aber deutlich unter denen der Methode
fma.
Abbildung 6.17 stellt den durchschnittlichen nicht quadrierten rekonstruierten
Fehler dar. Die Fehler der Methode fma liegen im relevanten Bereich bei u¨ber
20mm. Das ist die Entfernung zum na¨chsten Punkt. Die Methoden rot und fma
bleiben hier bei Fehlern unter 5mm und ko¨nnen fu¨r die Parameter aus oref 3;3
sogar kleinere Fehler als die der Kalibrierung aufweisen.
Der maximale nicht quadrierte rekonstruierte Fehler ist in Abbildung 6.18 auf-
gefu¨hrt. Hier ergibt die Methode fma sogar Fehlerwerte bis zu 66mm. Das ist
der Abstand von drei Punkten. Die Methoden rot und grad bleiben bei mehr
als einem Entzerrungsparameter bei bis zu 10mm und im Fall der Parameter aus
oref 3;3 sogar unter den Fehlern der Kalibrierung. Bei weniger als einem Ent-
zerrungsparameter ergibt auch die Methode real relativ große Fehlerwerte, was
wiederum die deutliche Verzeichnung der Kamera veranschaulicht, die erst ab zwei
Entzerrungsparameter gut modelliert werden kann.
Zusammenfassend kann festgehalten werden, dass zwar alle Methoden, die Rich-
tung zur zweiten Kamera sehr gut ermitteln. Soll jedoch aus Pixeln auf 3D-Infor-
mationen geschlossen werden, – was die reprojektiven und rekonstruierten Fehler-
werte bewerten – so ist die Methode fma ungeeignet. Sie ergibt Fehlerwerte, die
um Gro¨ßenordnungen u¨ber allen anderen liegen. Lediglich in den Fa¨llen, in denen
nur ein oder kein Entzerrungsparameter verwendet wurde, werden die Fehlerwerte
geringer. Diese Fa¨lle modellieren jedoch das Verhalten der Kamera unzureichend.
Die beiden vorgestellten Methoden rot und grad erzeugen deutlich kleinere Feh-
lerwerte als die Methode fma und liegen in einigen Kalibrierungen sogar unter
den Fehlern der Kalibrierung, obwohl beide Methoden keine 3D-Informationen
benutzen und keinen euklidischen Abstand minimieren. Damit stellt die radiale
essentielle Matrix und deren Gewinnung aus Korrespondenzen mittels der Metho-
den rot oder grad eine gute Mo¨glichkeit dar, Informationen der Kameras und
der Umgebung zu gewinnen, wenn keine Kalibrierung mo¨glich ist. Sie ist eine
deutliche Verbesserung der Fundamentalmatrix und der essentiellen Matrix des
Lochkameramodells (die Methode fma).
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.15: Durchschnittlicher quadratischer rekonstruierter Fehler
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.16: Rekonstruierter Fehler (nicht quadriert)
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.17: Durchschnittlicher rekonstruierter Fehler (nicht quadriert)
(a) alle Fa¨lle
(b) Ausschnitt
(c) weiterer Ausschnitt
Abbildung 6.18: Maximaler rekonstruierter Fehler (nicht quadriert)
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Zusammenfassung und Ausblick
Diese Arbeit hat untersucht, wie die Methoden des Lochkameramodells auf das um
radiale Verzeichnungen erweiterte Kameramodell u¨bertragen werden ko¨nnen, ohne
dabei die Reihenfolge der Funktionen in der Kameraabbildung oder die radiale
Verzeichnungsfunktion abzua¨ndern.
Wird eine einzelne Kamera betrachtet, so konnte in dieser Arbeit gezeigt wer-
den, dass die radialen Verzeichnungsparameter durch die restlichen Kamerapa-
rameter bestimmt sind. Das Minimum der Fehlerfunktionen, die in der nichtli-
nearen Optimierung der Kalibrierung verwendet werden, konnte fu¨r variable Ver-
zeichnungsparameter und feste andere Kameraparameter theoretisch bestimmt
werden. Hierbei wurde die radiale Verzeichnungsfunktion nicht vera¨ndert und die
Abbildungsreihenfolge in dem Kameraabbildungsprozess nicht vertauscht. Diese
Ergebnisse ermo¨glichten Kalibrieralgorithmen mit unvera¨nderter Anzahl der Pa-
rameter in der nichtlinearen Optimierung gegenu¨ber den Parametern des Lochka-
meramodells. In experimentellen Tests wurden diese Algorithmen mit bekannten
Kalibrierverfahren verglichen. Es konnten unabha¨ngig von der Wahl des Linsen-
typs, der Startwerte und des Optimierungsverfahren geringere Fehlerwerte oder
identische Fehlerwerte bei geringerer Anzahl der Iterationen der nichtlinearen Op-
timierung erzielt werden.
Fu¨r die Korrespondenzen im Stereokamerafall konnte u¨ber die neueingefu¨hrte
radiale essentielle Matrix ein linearer Zusammenhang in erweiterten Koordinaten
gefunden werden. Sowohl die radiale Verzeichnungsfunktion als auch die Reihen-
folge der Abbildungen im Kameraabbildungsprozess blieben dabei unvera¨ndert.
Die Eigenschaften der radialen essentiellen Matrix wurden untersucht und verwen-
det, um einerseits epipolare Kurven als Nullstellenmenge eines Polynoms in zwei
Vera¨nderlichen zu beschreiben und um andererseits eine Bestimmung der Matrix
und weitere Kameraparameter aus gegebenen Korrespondenzen zu ermo¨glichen.
Dazu entstanden verschiedene Algorithmen, die auf Beispielszenarien angewandt
wurden. Damit ist es erstmals mo¨glich, nur aus Korrespondenzen bei klassischer
radialer Verzeichnung und unvera¨nderter Reihenfolge in der Kameraabbildung
Kameraparameter zu bestimmen. Die daraus ermittelten Parameter wurden mit
denen aus dem reinen Lochkameramodell, d.h. ohne Verzeichnung, und denen aus
der Kalibrierung verglichen. Die Verfahren, die aus Korrespondenzen Kamerapa-
rameter gewinnen, stellen aber, wie auch im Lochkameramodell, keinen Ersatz fu¨r
die Kalibrierung dar. Sie beno¨tigen nur Korrespondenzen, keine 3D-Koordinaten
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auf einem Kalibrierobjekt mit zugeho¨rigen Pixelkoordinaten und minimieren kei-
nen euklidischen Abstand. Die Genauigkeit einer Kalibrierung kann nicht erreicht
werden, weil aus Korrespondenzen allein nicht alle Kameraparameter ermittelt
werden ko¨nnen. Diese vorgestellten Methoden sind fu¨r Situationen gedacht, in
denen keine Kalibrierung durchgefu¨hrt werden kann, weil sich z.B. die Parame-
ter sta¨ndig a¨ndern oder keine 3D-Information zur Verfu¨gung steht. Dann ko¨nnen
diese Verfahren eine grobe Bestimmung der Parameter und damit eine grobe Ori-
entierung und Navigation ermo¨glichen. Werden die daraus ermittelten Kamera-
parameter vervollsta¨ndigt, und damit verschiedene Fehler der 3D-Rekonstruktion
ermittelt, so zeigt sich sogar, dass in einigen Fa¨llen die vorgestellten Methoden
kleinere Fehlerwerte als die Kalibrierung aufweisen. In den anderen Fa¨llen liegen
sie etwas daru¨ber. Sie zeigen allerdings einen sehr deutlichen Gewinn gegenu¨ber
der Verwendung des reinen Lochkameramodells. Die radiale essentielle Matrix und
die daraus gewonnen Kameraparameter eignen sich gut, um Informationen u¨ber
die Kameras und die Umgebung zu erhalten, wenn eine Kalibrierung nicht mo¨glich
ist und die Kameras Verzeichnungen aufweisen.
Insgesamt wurde damit die Lu¨cke zwischen Lochkameramodell und dem um
radiale Verzeichnungen erweiterten Modell verkleinert: auch im erweiterten Modell
ist es nun mo¨glich im Fall der Einzelkamera eine Kalibrierung ohne Erho¨hung der
Parameteranzahl der nichtlinearen Optimierung durchzufu¨hren und im Fall eines
Stereokamerasystems Kameraparameter aus Korrespondenzen zu bestimmen.
Es gibt jedoch noch offene Fragen und Punkte der Verbesserung, die Gegenstand
ku¨nftiger Forschungen sein ko¨nnten: bei der Bestimmung der radialen essentiel-
len Matrix aus Korrespondenzen wa¨re es ideal die euklidische Fehlerfunktion aus
Definition 6.18 zu verwenden. Wie dort schon angedeutet wurde, ist es algorith-
misch sehr aufwendig und dann nur na¨herungsweise mo¨glich fu¨r jeden Bildpunkt
den minimalen Abstand zu einer Nullstellenmenge eines Polynoms in zwei Ver-
a¨nderlichen vom Grad 2D + 1 zu bestimmen. Da so ein Verfahren in der Praxis
im Echtzeitbetrieb, z.B. in einem fahrenden Roboter, eingesetzt werden soll, sind
aber keine zu langen Rechenzeiten erlaubt. Vielleicht kann in dieser Hinsicht noch
ein weiteres effizienteres Verfahren gefunden werden, das der euklidischen Fehler-
funktion nahe kommt, so wie die modifizierte Fehlerfunktion mit Gewichten aus
der Gradientennorm aus Definition 6.20.
Das lineare Verfahren zur Bestimmung der radialen essentiellen Matrix und
die Bestimmung einiger Kameraparameter daraus, Algorithmus 6.1 und Algorith-
mus 6.2, kann nur radiale Entzerrungskoeffizienten ermitteln, falls die vier Quoti-
enten aus Satz 6.9 fu¨r jeden Entzerrungskoeffizienten nicht zu weit von einander
abweichen. Diese ha¨ngen von der Gestalt der Vektoren v1, v2, bzw. u1 und u2,
den zu den beiden gro¨ßten Singula¨rwerten der radialen essentiellen Matrix geho¨ri-
gen Spaltenvektoren aus den orthogonalen Matrizen V bzw. U der Singula¨rwert-
zerlegung, ab. Hier wa¨re es denkbar, jeweils die beiden Vektoren in der davon
aufgespannten Ebene so zu rotieren, dass die Quotienten weniger von einander
abweichen. Dazu wa¨re ein geeignetes Fehlermaß und ein praktikables Optimie-
rungsverfahren notwendig.
Weiterhin ist es vielleicht mo¨glich noch mehr Kameraparameter aus Korrespon-
denzen zu bestimmen, z.B. u¨ber iterative Verfahren, so dass aus zwei Bildern und
Korrespondenzen darin noch mehr Informationen der Umgebung erfasst werden
ko¨nnen, wenn keine Kalibrierung mo¨glich oder zu aufwendig ist.
A
Erga¨nzende Abbildungen
Zu den experimentellen Ergebnissen aus Abschnitt 5.3 sind hier zu jedem Wert in
den Tabellen 5.2 bis 5.3 die Verla¨ufe der nichtlinearen Optimierung wiedergegeben.
Zu jedem Kameratyp und zu jedem Verfahren wurden jeweils drei nichtlineare
Optimierungsverfahren angewandt. Der Verlauf des Fehlerwerts pro Iteration ist
in den folgenden Abbildungen dargestellt.
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Abbildung A.1: Kameratyp nl mit Levenberg-Marquardt optimiert
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Abbildung A.2: Kameratyp nl mit BFGS optimiert
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Abbildung A.3: Kameratyp nl mit Gauss-Newton optimiert
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Abbildung A.4: Kameratyp wc mit Levenberg-Marquardt optimiert
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Abbildung A.5: Kameratyp wc mit BFGS optimiert
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Abbildung A.6: Kameratyp wc mit Gauss-Newton optimiert
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Abbildung A.7: Kameratyp wl1 mit Levenberg-Marquardt optimiert
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Abbildung A.8: Kameratyp wl1 mit BFGS optimiert
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Abbildung A.9: Kameratyp wl1 mit Gauss-Newton optimiert
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Abbildung A.10: Kameratyp wl2 mit Levenberg-Marquardt optimiert
ana
app
aps
kla
Anzahl der Iterationen
W
er
t
d
er
F
eh
le
rf
u
n
k
ti
o
n
500450400350300250200150100500
3500
3000
2500
2000
1500
1000
500
0
(a) Startparameter 1
ana
app
aps
kla
Anzahl der Iterationen
W
er
t
d
er
F
eh
le
rf
u
n
k
ti
o
n
450400350300250200150100500
4000
3500
3000
2500
2000
1500
1000
500
0
(b) Startparameter 2
ana
app
aps
kla
Anzahl der Iterationen
W
er
t
d
er
F
eh
le
rf
u
n
k
ti
on
350300250200150100500
3500
3000
2500
2000
1500
1000
500
0
(c) Startparameter 3
ana
app
aps
kla
Anzahl der Iterationen
W
er
t
d
er
F
eh
le
rf
u
n
k
ti
on
400350300250200150100500
3500
3000
2500
2000
1500
1000
500
0
(d) Startparameter 4
Abbildung A.11: Kameratyp wl2 mit BFGS optimiert
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Abbildung A.12: Kameratyp wl2 mit Gauss-Newton optimiert
194 Erga¨nzende Abbildungen
B
Erga¨nzende Diagramme
Zu den experimentellen Ergebnissen aus Abschnitt 6.4 sind die nach linker und
rechter Kamera getrennt ermittelten reprojektiven Fehler in den folgenden Abbil-
dungen B.1 und B.2 dargestellt.
(a) linke Kamera (b) Ausschnitt linke Kamera
(c) rechte Kamera (d) Ausschnitt rechte Kamera
Abbildung B.1: Quadratischer reprojektiver Fehler in logarithmischer Skala getrennt nach
linker und rechter Kamera
(a) linke Kamera (b) Ausschnitt linke Kamera
(c) rechte Kamera (d) Ausschnitt rechte Kamera
Abbildung B.2: Reprojektiver Fehler (nicht quadriert) getrennt nach linker und rechter
Kamera
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