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ABSTRACT
Jigsaw puzzle solving, the problem of constructing a coherent whole from a set of non-overlapping
unordered fragments, is fundamental to numerous applications, and yet most of the literature has
focused thus far on less realistic puzzles whose pieces are identical squares. Here we formalize a new
type of jigsaw puzzle where the pieces are general convex polygons generated by cutting through
a global polygonal shape with an arbitrary number of straight cuts, a generation model inspired
by the celebrated Lazy caterer’s sequence. We analyze the theoretical properties of such puzzles,
including the inherent challenges in solving them once pieces are contaminated with geometrical
noise. To cope with such difficulties and obtain tractable solutions, we abstract the problem as a
multi-body spring-mass dynamical system endowed with hierarchical loop constraints and a layered
reconstruction process. We define evaluation metrics and present experimental results to indicate
that such puzzles are solvable completely automatically.
1 Introduction
The jigsaw puzzle problem originated as a children’s game whose goal is to reconstruct a fragmented image by match-
ing the shape and possibly also the visual content of its orderless set of pieces. The general problem of visual puzzles
with pieces of arbitrary shapes has countless real-world applications, including in archaeology (e.g., [20]), biology
(e.g., [27]) or the restoration of shredded documents (e.g., [24]). The problem was first introduced as a computational
task in 1964 by Freeman and Garder [15], who discussed the attributes of apictorial jigsaw puzzles and proposed a
solver for puzzles of unrestricted shapes. For various reasons, including the available computation power of the time,
results were shown for one puzzle of 9 pieces only.
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In recent years the focus in the computational literature has shifted from puzzles of arbitrarily shaped pieces towards
puzzles of square pieces that must be matched into a rectangular image. In such jigsaw puzzles all the pieces are shaped
identically as squares, making their pictorial data the only source of information available for the reconstruction. While
starting modestly, the suggested solvers evolved over time and although no guarantees can be provided contemporary
methods exist to solve "square jigsaw puzzles" of virtually any practical size (e.g., [39] but see the literature review
below).
At the same time, puzzles of fragments of unconstrained (or less constrained) shape were researched considerably
less, with prior art limited to very small puzzles of a handful of pieces (typically no more than few dozens). A recent
progress over that baseline, at least in terms of puzzle size, is the work of Le and Li [23] that is able to handle puzzles
up to 400 pieces. However, while no explicit restriction was introduced on fragment shapes, their CNN detector was
trained and tested only on data constrained to perturbed rectangles. Moreover, the stochastic perturbation introduced
in the test data made the geometry a powerful enough constraint to dominate the pictorial data during the matching
process, possibly turning the problem easier than the general case.
Taking a somewhat different approach, allowing more geometrical freedom than square pieces but preventing geo-
metrical constraints from dominating the reconstruction, Gur and Ben-Shahar [18] extended square jigsaw puzzles to
"brick wall" puzzles by allowing the pieces to be rectangles of different lengths. This extension challenges the solver
to mate pieces with arbitrary offsets (based on pictorial content), and it allows multiple neighbors along each piece
edge, thus expanding the solution space in a nontrivial way.
In this work we generalize the square piece puzzle problem while getting closer to general shapes than strict or
perturbed rectangles. In particular, we introduce a different extension, termed here crossing cuts polygonal puzzles,
that is inspired by the procedure that generates the celebrated Lazy Caterer’s sequence. Specifically, we consider a
global convex boundary shape that is sliced through by multiple straight cuts of arbitrary positions and directions, thus
dividing the puzzle shape into many convex polygonal pieces (see Fig. 2). We discuss the synthesis of such puzzles,
their properties with and without geometric noise, the qualitatively different reconstruction challenges they present for
their reconstruction, and a unique solver formulation that is based on abstracting the puzzle as a physical mechanical
system.
2 Related work
The problem of puzzle solving is one where orderless set of given fragments should be matched correctly with no
overlaps to reconstruct a desired (known or unknown) global shape and (typically unknown) pictorial content. If only
the global geometric shape is of interest, the puzzle is called “apictorial”. If the reconstruction of a pictorial content is
of interest too (and thus the pieces contain their respective share of that content), the puzzle is called "pictorial". We
note that pictorial data can be considered as yet another clue for reconstructing the puzzle, whose degree of importance
can vary compared to the apictorial cues.
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Since the problem of puzzle-solving was proved NP-complete [12], much of the literature on the topic has focused
on devising heuristics, ad-hoc methods, and computational schemes that facilitate successful puzzle solving in many
cases, including large scale puzzles of various types. Broadly speaking, the types of puzzles addressed in the prior art
can be categorized into four classes based on the geometric properties of their pieces. We call these classes "Commer-
cial toy puzzles", "Square jigsaw puzzles", "Partially constrained modelled puzzles" and "Unrestricted puzzles" (see
Fig. 1 for an example of each puzzle type). This classification also implies that matching puzzle pieces next to each
other during puzzle reconstruction may be done differently in each class. In particular, square jigsaw puzzles must be
pictorial in order to escape trivial setting. In the following we discuss the prior art in each class.
A B C D
Figure 1: Examples for each of the puzzle types mentioned in the related works. The top row shows the bag of pieces
and the bottom row shows the solved puzzle. A: A commercial toy puzzle. B: A square jigsaw puzzle. C: A brick
wall puzzle (Partially constrained modelled puzzle). D: An unrestricted puzzle.
Commercial toy puzzles are the type of puzzles one can buy at toy stores and meant for a leisure time activity. As this
type of puzzle is specifically meant to be solvable by humans, several constraints facilitate the reconstruction process.
As defined by Goldberg et al. [17], the following rules are assumed for puzzles of this type. First, the outer border of
the puzzle is rectangular. Second, the pieces in a constructed puzzle form a rectangular grid so that border pieces have
two or three neighbors and inner pieces have exactly four neighbors. And finally, pieces interlock with their neighbors
by tabs (i.e., concave or convex protrusions), so that the shape of the matching tab allows a unique match.
Some computational literature address exactly this basic form of puzzles and attempt to solve it by computers. The
uniqueness property suggests that a greedy approach can always solve such problems in low order polynomial time
simply by boundary curve matching. However, to process realistic toy puzzles their pieces must be converted to a
digital form using some form of scanning, thus introducing geometric noise that leads to false positives during the
search.
The several toy puzzle solvers proposed in the literature share a common scheme. First, the pieces are classified as
border pieces and inner pieces by analyzing their boundary. Border pieces are then assembled first (just as humans
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would tend to do), for example by reducing the problem to the traveling salesman problem and solving it via heuristic
methods [47]. Once the border pieces are placed, the dimensions of the puzzle grid can be deduced and the inner
pieces are placed in a grid using either a greedy or an exhaustive search method. Because noise could generate false
positives, each piece placement involves a test for geometric contradictions (e.g., overlaps between pieces), that result
in backtracking if needed. Although the use of backtracking can entail exponential complexity, the shape of the tab is
expected to be unique enough to make false positives rare (or even impossible), thus retaining an efficient solution.
Given that the matching geometry is unique, apictorial toy puzzles need not contain pictorial content, as indeed was
the case in several works on the topic [47, 7, 46, 6, 11, 17] . To our best knowledge, the largest such toy puzzle
solved constituted of 208 pieces [47]. That being said, there are extensions to the apictorial version in order to address
the real life pictorial toy jigsaw puzzle as closely as possible (except for the fact that toy puzzle usually include
the reconstructed image on their box cover). Such pictorial toy puzzles solvers [22, 10, 49, 31] can clearly utilize
an additional constraint of visual continuity across neighboring pieces to improve the accuracy of potential mates
and reduce the search space. The biggest pictorial toy puzzle solved this way was thus far sized at 320 pieces [31].
Unfortunately none of the above mentioned works presented experimental results for more than a handful of puzzles,
let alone statistical benchmark data. Given the possibility to solve the puzzles perfectly in tractable time, there was no
deployment of performance metrics other than testing for perfect reconstruction.
Square jigsaw puzzles are the type of visual puzzles discussed most frequently in the literature. They are the simplest
geometrically and generated by dividing a rectangular image into a grid of identically shaped square pieces. Matching
these pieces back during reconstruction must rely on the pictorial content alone. The problem is considerably more
difficult than the commercial toy puzzles since (a) without unique geometrical boundary, geometry cannot constrain
which other piece can match any other piece, leaving all pieces instead of just a handful of them as potential neighbors,
and (b) there is no way to classify pieces as "border" vs. "interior" pieces. Having the possibility of confusing such
roles is a major source for reconstruction failure.
Despite being different and more varied, solvers for square jigsaw puzzles share several properties with toy puzzle
solvers, and in particular, the algorithmic flow is similar. First, pre-calculate a measure of dissimilarity between every
two potential neighbors. Then use the dissimilarity to derive neighbors compatibility scores. And finally match, place,
and aggregate neighbors to maximize global compatibility, either in a greedy fashion or by employing heuristics to
globally search the solution space. In square piece puzzles, where problems now tend to be large scale, backtracking is
typically avoided as the number of search paths is intractable. The many variants of this general scheme include solvers
for square jigsaw puzzles with pieces of known dimensions and piece orientation [44, 14, 52, 30, 2, 9, 33, 48, 3, 38, 1],
puzzles where the orientation of the pieces is unknown [16, 28, 39, 40, 50, 42, 41, 35], challenges with mixed set
of pieces from multiple puzzles [16, 28, 32, 42, 41], missing pieces [16, 28, 32, 42, 41] and noisy pictorial content
[28, 5, 35, 40, 50, 41].
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Indeed, earlier attempts to address the problem assumed known dimensions, known piece orientation, and even some
prior knowledge regarding the solution. For example, Cho et al. [9] use prior knowledge in the from of ground
truth anchor pieces or low resolution image of the solved puzzle. Color differences along abutting piece boundaries
was used for compatibility score and the reconstruction was based on achieving maximum likelihood for both piece
compatibility and the prior knowledge. This work also initiated the set of benchmark puzzles and evaluation metrics
to be adopted and expanded in later works. Shortly after, Pomeranz et al. [33] were the first to solve the square puzzle
without any prior knowledge except for the puzzle dimensions, and increased the size of solvable puzzles an order of
magnitude over the prior art to puzzles of thousands of pieces. This work used a border prediction based on Taylor
expansion for the dissimilarity metric and an iterative greedy algorithm for the reconstruction. Additional contribution
was the introduction of the best-buddies concept that influenced much of the later works within and outside the puzzle
solving community and served as a precursor for the employment of loopy constraints to reduce the search space (see
below). Sholomon et al. [38] introduced a different type of solver based on a genetic algorithm and the best-buddies
idea, a combination that proved successful in solving even larger puzzles, exceeding the likely capacity of human
solvers.
Pieces of unknown orientation add another layer of complexity to the puzzle problem, as the number of possible
configurations increases by a a factor of 4K (for puzzles ofK pieces). Gallagher et al. [16] were the first to tackle such
puzzles while introducing a gradient-based dissimilarity score and a greedy spanning tree-based solver. Yu et al. [50]
also dealt with unknown orientation by using a global optimization in the form of relaxed linear programming, and
Sholomon et al. [39] modified their original genetic algorithm to also handle unknown orientations in puzzles with a
very large number of pieces.
Noise in the pictorial data increases the difficulty of the problem since the dissimilarity metric becomes less reliable
and false matches are even more likely. Some works dealt with noise by seeking more robust compatibility metric (e.g.,
[28, 5, 35]). Toward that end Mondal et al. [28] combined two previously used dissimilarity metrics while Brandão
and Marques [5] measured the dissimilarity using a heat-based affinity measure that utilizes a pixel environment larger
than the piece boundary. Rika et al. [35] used deep learning as a mechanism to assess the compatibility between pairs
of pieces, taking the whole piece as input. Taking a different approach, Son et al. [40, 41] and Yu et al. [50] dealt
with noise by applying a reconstruction algorithm that demands a consensus in a larger environment than the direct
neighbors of each piece. The former used a relaxed linear programming algorithm that rewards global piece consensus
and the latter introduced the notion of loopy constraint - a requirement for compatibility consensus in loops of pieces.
Nowadays state-of-the-art solvers for the square jigsaw puzzle can solve puzzles with over 20, 000 pieces [39]. For
historical reasons most of the prior art experimented with square pieces of 28×28 pixels in size in order to allow enough
pictorial data while measuring compatibility of pieces. However, recent works [40, 41] now extend this convention
with pieces as small as 7× 7 pixels.
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Partially constrained modelled puzzles are puzzles with looser (but formally modelled) geometric properties than
the square jigsaw and the commercial toy puzzles, but more restrictive than the fully unrestricted puzzles. To our best
knowledge, the only prior work introducing this type of puzzles, is the "brick wall" puzzle introduced by Gur and Ben-
Shahar [18] but in our view this type of puzzles will grow momentum in the literature for better ability to analyze their
properties and their capacity to abstract certain real life challenges more properly than square piece puzzles. Indeed,
our own present work also belongs to this category.
Brick wall puzzles are an extension of the square jigsaw puzzle where the pieces can be rectangles of different lengths
(instead of squares). The reconstructed puzzle may thus have multiple neighbors for each pieces, and the solver must
allow for arbitrary offsets between neighbors, thus greatly increasing the (already exponentially large) search space.
While solving apictorial brick wall puzzles may be possible, it is clearly NP-hard. Consequently, pictorial brick walls
can nevertheless exploit the pictorial information to evaluate only a subset of offsets between possible neighbors.
Indeed, Gur and Ben-Shahar [18] proposed a greedy algorithm for solving this type of puzzles by endowing previous
greedy techniques with shifting of pieces based on various compatibility measures and avoiding overlaps due to non-
optimal offsets determination.
Unrestricted puzzles are puzzles that do not have formal constraints or generation model for the shape of the pieces.
In general, the correct reconstruction of such puzzles can be described as a general planar adjacency graph of arbitrary
maximal degree. In such puzzles, pieces can be matched to arbitrary number of neighbors abutting arbitrary section
of their boundary. Additional complexity can arise form the description of the piece boundary itself. Somewhat
unexpectedly, the very first work on computational puzzle solving [15] belongs to this class. However, because of
these complexities, the prior art that has addressed such puzzles typically employed implicit (and sometimes explicit)
assumptions that characterized its test data.
Apictorial unrestricted puzzle solvers typically use curve matching to find potential matching pieces [15, 34, 21]. The
first to explore such an approach (or computational puzzle solving in general) were Freeman and Garder [15], who also
introduced a solver capable of dealing with a large variety of piece shapes and junction types. Their solver matches
curves using a chain encoding scheme and then assembled the puzzle using a greedy algorithm that backtracks on
errors, a scheme possible only because of the very small scale problems considered (9 piece puzzles). The solvers tried
to reconstruct around junctions, thus seeking neighbors with loopy consensus, perhaps leading the way to the future
use of loopy constraints in the field [40]. Owing to the small computational resources of the time, the single evaluation
on a 9-piece puzzle of highly discriminate pieces did not permit later experimental comparison to contemporary
contributions. 40 years later, Kong and Kimia [21] used a coarse-to-fine approach to curve matching and a greedy
merging of piece triplets and backtracking upon spatial overlap. Three puzzles were reconstructed with up to 25 pieces.
The data used for testing was consisting of pieces close to convex polygons of a few edges.
Solvers for unrestricted pictorial puzzles [45, 25, 26, 36, 51, 23] use the pictorial content as well as geometrical bound-
ary to position the pieces. Sag˘ırog˘lu and Erçil [36] used an extrapolation method to approximate the content of the
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pictorial data in a band around each piece. This allowed for a pictorial score by comparing the extrapolated bands
to the content of prospective neighbors. Then, FFT shift theorem was used to find an alignment that maximizes the
correlation between pieces while satisfying the geometrical constrains. The reconstruction itself was done in a greedy
fashion, starting from a random configuration and improving the global score one a piece at a time. To escape local
minima, the reconstruction process was restarted multiple times with different random seed configurations. The exper-
imental evaluation was unfortunately limited to assemblies of 21 pieces, most of which resembling convex polygons
edges or non-polygonal with a very distinct boundary for each piece.
Le et al. [23] introduced a novel approach for piece-wise matching using a Convolutional Neural Network that utilizes
both boundary shape and pictorial data. The hierarchical loops method was used in the reconstruction phase. The
solver was tested successfully on puzzles of up to 400 pieces, a significantly bigger number than prior work. Moreover,
evaluation was performed quantitatively and on a relatively large number of puzzle problems, two advances over the
prior art in the unrestricted puzzle literature. That being said, the test data published alongside the paper contains a
relatively constrained shape for the pieces as all the them were roughly perturbed rectangles.
3 The “Crossing cuts“ puzzle
Recall that the elements of the square jigsaw puzzle are all identical in shape, a setup that drives all reconstruction
decisions to the pictorial realm. However, real-world puzzles usually have pieces of a more general form [37], leading
to a different set of challenges. Here we try to formulate a new class of puzzles that is both general enough for more
real world application and yet formal enough for analysis and exploration.
3.1 Formulation
The crossing cuts puzzle is created by cutting through a convex polygon1 with a ∈ N arbitrary (random) straight cuts
Cuts = {c1, . . . ca}. The pieces of such puzzles are thus convex polygons where every piece (except border pieces)
has a single neighbor along each of its edges. This puzzle generation model is inspired by the procedure that produces
the Lazy Caterer’s sequence2, but unlike the latter, in our case the cuts are completely random and there is neither
guarantee nor desire to maximize the number of pieces.
Geometrically, square piece puzzles are a very special case of crossing cuts puzzles and thus one needs a more general
mechanism to represent the latter. Towards that end, and inspired by Freeman and Garder [15], we define the mating
graph to be a planar graph whose nodes are the edges of the puzzle pieces and whose links3, dubbed matings, represent
immediate neighborhood relationship. The connected pieces will be called neighbors or neighboring pieces while the
1We note that one could apply crossing cuts to an arbitrary non polygonal convex shape, but then the curved edges would serve
as a major clue for reconstruction, a relief we preferred to avoid in this work.
2Each number f(n) in the Lazy caterer’s sequence, also known as the central polygonal numbers, is the maximal number of
cake pieces a caterer can obtain by cutting the cake (or more abstractly, a disk) exactly n cuts. To do so a caterer must be “lazy”
since the cuts cannot all intersect the center of the disk, as is usually done while slicing cakes.
3To avoid terminological confusion, we use the term ’links’ for the mating graph edges, while we reserve the term ’edges’ for
the boundaries of puzzle pieces.
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edges matched by a mating will be called mates. Note that in the ideal case, when no noise is present, a mating
represents two overlapping mates with identical lengths.
Unlike in square piece (and also commercial toy) jigsaw puzzles, which have a constant number of neighbors for each
piece (except boundary pieces), the mating graph of a crossing cuts puzzle is more general since the number of matings
a piece can have is variable (see Fig. 2). Moreover, the number of possible configurations (translation and rotation)
of the pieces of crossing cut puzzles adds additional complexity, since unlike for square or toy puzzles, it is infinite
and selected from a continuous range. Hence, on the one hand, the representation of the puzzle must account for these
new degrees of freedom. On the other hand, the geometrical shape of the pieces provides more information that is not
present in the square jigsaw problem, and may facilitate reconstruction algorithms that rely only on the shape of the
pieces. While in this work we indeed address only apictorial crossing cuts puzzles, we will argue below that under
most realistic scenarios, pictorial content is critical for successful yet efficient crossing cuts puzzle solvers.
A
B
C D E
F
G
0
1
23
4
0
1
2
3
0
1
2
3
0
1
2
3 0
1 2
3
45
0
1 20 12 B 0
1
2
3
4
A
0
1
2
3
C
0 1
2
3
F
0
1 2
3
G
0
1
2
3
4
5
E
0
1
2
D
0
1 2
A B
B
0
1
23
4A
0
1
2
3
C
0
1
2
3
F
0
1
2
3
G0
1 2
3
45
E
0
1 2D0 12
C
Figure 2: The elements of a crossing cuts puzzle. A: The puzzle is created by cutting a convex polygon using multiple (here
3) straight lines. B: The puzzle problem constitutes of an un-ordered and arbitrarily transformed set of pieces. Note that different
pieces may vary vastly in size (e.g., compare pieces pB and pD . C: The mating graph matches pairs of edges of two different pieces.
In our case it includes {{e1A, e4B}, {e2A, e0C}, {e2B , e1E}, {e3B , e1D}, {e3B , e1D}, {e1C , e0D}, {e2C , e2F }, {e2D, e1G}, {e0E , e2G}, {e3F , e0G}
}. Note that pieces end up having different number of edges and thus different number of mates.
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To allow for a constructive discussion towards computational solutions to our problem, one needs to differentiate the
representation of the puzzle itself (in the sense of the riddle to solve) and its possible solutions. A crossing cuts
puzzle is thus a representation of the unordered puzzle pieces after the complete polygon was cut. Formally, let
P = {p1, . . . pn} be a set of pieces, where each each pi is a convex polygon of Ni ≥ 3 vertices. By convention, we
order these vertices clockwise around the polygon’s center of mass and denote them
Vi =
{
~v 1i , ~v
2
i , . . . , ~v
Ni
i
}
. (1)
Correspondingly we label the piece edges between these consecutive vertices by
Ei =
{
e1i , e
2
i , . . . , e
Ni
i
}
=
{
(~v 1i , ~v
2
i ), (~v
2
i , ~v
3
i ), . . . , (~v
Ni
i , ~v
1
i )
}
. (2)
A solution to a crossing cuts puzzle requires to position each piece in its ”correct” position relative to all other pieces,
and while this may require the determination of a Euclidean transformation (position and rotation) for each piece, in
practice this will first require to resolve the neighborhood relationships between the pieces, i.e., the ”correct” mating
graph. An algorithm to obtain a solution thus needs to determine both
i. the pairwise matings M =
{
m1, . . .m|M |
}
of all pieces, i.e., all unordered pairs of edges mq = {eji , elk} of
two different pieces that should be matched (and in an ideal setting, truly overlap) in order to reconstruct the
puzzle, and
ii. the 2D Euclidean transformation of each piece pi, from its given input representation Vi to the one in the
reconstructed puzzle. The transformation of piece pi involves a translation ti ∈ R2 and a rotation Ri ∈ S1.
With the rotation typically represented by an orthonormal matrix Ri ∈ R2×2, the pose of the piece in the
reconstructed puzzle will be
p′i =
{
Ri · ~v 1i + ~t i, Ri · ~v 2i + ~t i, . . . , Ri · ~v Nii + ~t i
}
(3)
Fig. 3 illustrates both the puzzle and the aspects of its solution as just discussed. It should be noted that while the
mating graph may have only one “correct” solution, the Euclidean transformations of the pieces can be correct up to
some global Euclidean transformation that describes a rigid motion of the entire reconstructed puzzle.
4 Mating constraints and an initial greedy algorithm
With the crossing cuts puzzles defined as above, and assuming no noise, idealized infinite precision in the represen-
tation of the geometrical objects, and random distribution of the crossing cuts themselves, it is immediate to observe
that the probability of (1) more than two crossing cuts to meet at a point and (2) having more than two piece edges
with identical lengths, is nil in both cases. These properties of the generic (i.e., non accidental) puzzle entail two key
constraints for the formation of plausible matings constraints
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Figure 3: The representation of a crossing put puzzle and its solution, illustrated here for the simplest 3 piece puzzle.
A: Each piece {p1, p2, p3} is represented by its vertices and edges in some arbitrary Euclidean coordinate system
(which conveniently may be centered at the center of mass). B: Each mating pairs two edges of two different pieces.
In our case it takes just the matings {{e3A, e1B}, {e3B , e1C}}. C: After the application of the Euclidean transformations
(ti, Ri) ∀i = 1 . . . 3, the puzzle is reconstructed (up to some global Euclidean transformation).
C1: Mate length constraint: Since plausible matings match complete edges, it follows that their corresponding
mates must have the very same length. (see Fig. 4).
C2: Mate angle constraint: Since plausible mates have vertices emerging from just 2 crossing cuts, their adjacent
edges must form a straight line (which simply overlap with two different crossing cuts). It follows that the
two pairs of adjacent angles of the neighboring pieces must complete to pi, i.e., be supplementary (see Fig. 5).
1 2 3
Figure 4: Out of the shown mating configuration, only matings of type 1 are allowed in the crossing cuts puzzle. In this type of
matings, the lengths of the mating edges are equal.
α1
α2
β1
β2
Figure 5: The mate angle constraint dictates that α1 + β1 = α2 + β2 = pi
10
Lazy caterer jigsaw puzzles: Models, properties, and a mechanical system-based solver A PREPRINT
In the following we will refer to the mating constraints also as predicates, i.e.,
∀i ∈ {1, 2} Ci
(
eji , e
l
k
)
= true⇔ eji and elk satisfy constraint Ci (4)
In addition, while not used for mate selection and rather as an underlying reconstruction requirement, valid crossing
cuts puzzle solutions also must satisfy:
C3: Mate uniqueness constraint: Since plausible mates must be unique, two different matings cannot share an
edge. Formally,
∀mi,mj ∈M i 6= j ⇒ mi ∩mj = ∅ (5)
Clearly, the constraints just outlined entail a simple, greedy, yet sound and complete solver that starts from an initial
(random) piece edge and greedily places the only (i.e., single) matching unassigned edge of some other piece next
to it (i.e., while satisfying C1 and C2) while setting the proper Euclidean transformation of the corresponding piece
accordingly.
5 Noisy crossing cuts puzzles
Real-world data, its measurement, or its representation, are never completely accurate. Even if the measurement or
the digital representation of the pieces were devoid of errors, real life crossing cuts puzzles (or geometric puzzles in
general) may incorporate deformations to the piece shapes. Such noise can be modelled in many different ways, though
one particular appealing is material degradation, and thus piece shrinkage, a process clearly relevant for applications
involving physical pieces (e.g. in archaeology).
In order to incorporate material degradation without escaping the crossing cuts framework, we model this process by
preserving the number of vertices of each piece, but shifting (i.e., collapsing) each of them inward by a random distance
that is distributed (in our case, uniformly) in a given range. We note that the particular distribution of such noise may
affect certain statistical properties (see Chapter 7 below), but otherwise it is less significant for the reconstruction
algorithm proposed below.
5.1 Formulation
Formally, given a noise level ε, a vertex ~v ji of piece pi is perturbed inwards by a distance ~
j
i that is bounded relative
to the puzzle diameter D (distance between furthest vertices). Let ξ be that bound, that sets the absolute noise level at
ε = ξ ·D. An original piece pi =
{
~v 1i , . . . ~v
Ni
i
}
ends up as the following ε-noisy piece p˜i
p˜i =
{
~v 1i + ~
1
i , . . . , ~v
Ni
i + ~
Ni
i
}
where
∥∥∥~ ji∥∥∥ ∼ U(0, ε) (6)
and ]~ ji ∼ U
(
]~e ji ,]~e
j+1
i
)
(7)
11
Lazy caterer jigsaw puzzles: Models, properties, and a mechanical system-based solver A PREPRINT
where ]eji ,]e
j+1
i are the angles of the piece edges leaving ~v
j
i towards the nearby vertices. With this and the distribu-
tion of the angle of the perturbation vector ~ ji is constrained inward, i.e., “into” the material rather than along arbitrary
direction. Fig. 6 illustrates how such noise could affect the shape of a quadrilateral (4-edges) piece.
pi
p˜i
ε
εε
ε
Figure 6: Each of the vertices of a piece pi is collapsed inwards along a uniformly distributed direction and as far as a uniformly
distributed distance to create the ε-noisy piece p˜i.
Naturally, the incorporation of noise affects the validity of our constraints on mating. In particular, the number of
potential mates now increases drastically and far from uniqueness, and the implications on a reconstruction algorithm
are paramount. In this sense, C1 and C2 must be revised, as discussed next.
5.2 C˜1 : Mate length constraint under noise
Since now plausible matings should match edges that have been perturbed differently, the mate length constraint must
be relaxed to accommodate these independent perturbations. Let e and e′ be the matching edges before applying the
noise while e˜ and e˜′ denote their corresponding ε-noisy edges. It follows that e˜ and e˜′ might have respective lengths
L˜ and L˜′ that satisfy |L˜− L˜′| ≤ 4ε. The maximum error (4ε) can occur when one of the edges is shortened by 2ε and
the other is lengthened by 2ε. See Fig. 7 for an illustration of how edges may lengthen even though the deformation
represents the erosion of material.
5.3 C˜2 : Mate angle constraint under noise
While it is clear that vertices of neighboring pieces may not meet if either sustains noise, and thus may no longer
expected to generate two supplementary angles in a strict way, one can still bound the deviation from that ideal
behavior. To do so we first analyze the effect of noise on the degree of rotation of any single edge, and then leverage
that result for the desired bound on the angles of mating edges under noise.
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e˜
e
Figure 7: A case where edge e increases in size after the application of noise, even though all the vertices collapsed inwards to
end up as e˜. Clearly, ||e˜|| is bounded by ||e||+ 2ε.
Error zone Error zone
u˜1 = (ε, 0)u1 = (0, 0) u2 = (L, 0)
∆Θe
u˜2 = (x˜1, y˜1)
e
e˜
ε
Figure 8: If the clean edge e (in green) stretches (w.l.o.g) from u1 = (0, 0) to u2 = (L, 0), the vertices of the ε-noisy edge must
lie in the corresponding error zones. When considering the angle of the ε-noisy edge e˜ (in red), the worst case occurs when one of
the vertices (say, u1) is only perturbed horizontally by ε, while the other (say, u2) is perturbed to maximize the rotation, i.e, to a
point u˜2 = (x˜, y˜) that makes e˜ tangent to the error zone. This bound is expressed in Eq. 9.
i. Bound on the rotation of a single ε-noisy edge
Let e = (~u1, ~u2) be a piece edge with size ‖~u1 − ~u2‖ = L and coordinates ~u1 = (x1, y1), ~u2 = (x2, y2),
and assume (without loss of generality) that this edge is aligned with a reference coordinate system such that
it lies on the X axis and thus stretches from ~u1 = (0, 0) to ~u2 = (L, 0). The orientation of this edge is of
course ]e = 0o, as illustrated in Fig. 8.
Let us now denote by e˜ = (~˜u1, ~˜u2) = ((x˜1, y˜1), (x˜2, y˜2)) the same edge after applying the noise. Except for
accidental cases (where the vertical translation of the two vertices ~u1 and ~u2 due to the noise is identical), the
orientation ]e˜ of edge e˜ will be different than ]e (as was the case in Fig. 7, for example). Let ∆Θe(L, ε)
be the bound on the difference between these two orientations over all possible ε-noisy edges, i.e., over all
combinations of e˜ vertices:
∆Θe(L, ε) = max
e˜
|]e˜− ]e| = max
e˜
|]e˜| (8)
To achieve the maximal orientation change ∆Θe while the vertices of e˜ remain in their respective error zones,
it is needed to perturb one of the vertices only horizontally while the other is perturbed vertically as much as
possible. This happens when e˜ becomes tangent to the error zone as shown in Fig. 8 and thus the bound is:
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∆Θe(L, ε) =
arcsin
(
ε
L−ε
)
L > 2ε
∞ L ≤ 2ε
. (9)
Note that the worst case is assigned to “short” edges (L ≤ 2ε) to reflect the possibility they might take
arbitrary orientation or simply vanish after the noise. In these cases we set the bound to infinity, representing
the fact that the angle constraint cannot contribute useful information.
Eq. 9 requires to know the length of the original (“clean”) edge L, but in practice only L˜ can be measured.
However, following constraint C˜1 and Sec. 5.2, it holds that L ≥ L˜− 2ε and this lower bound can be used as
a worst case. We therefore conclude that an ε-noisy edge e˜ with length L˜ might rotate relative to the original
“clean” edge no more than
∆Θe(L, ε) ≤ ∆Θe(L˜− 2ε, ε) =
arcsin
(
ε
L˜−3ε
)
L˜ > 4ε
∞ L˜ ≤ 4ε
, (10)
ii. Bound on the angle difference of two mating edges
Let e and e′ be two (clean) mates and denote the corresponding lengths of their edges before, at, and after
the mating as L−1, L0, L1 and L′−1, L
′
0, L
′
1, respectively (see Fig. 9A). Let α1, β1 and α2, β2 be the pairs of
supplementary angles these mates form with their adjacent edges at their vertices, as illustrated in Fig. 9A.
The mate angle constraint C2 dictates that
α1 + β1 = α2 + β2 = pi . (11)
L0
L′0
L′−1
L′1
L−1
L1
β1
β2
α1
α2
L˜0
L˜′0
L˜′−1
L˜′1
L˜−1
L˜1
β˜1
β˜2
α˜1
α˜2
A B
Figure 9: The effect of noise on the mate angle constraint. A: Without noise, angles must comply to the original constraint
α1 + β1 = α2 + β2 = pi B: After applying the noise the ε-noisy angles are affected by the change in orientation in all edges that
meet at both vertices of the mating, to result in the bound in Eq. 19.
Let α˜i, β˜i i ∈ {1, 2} be the angles corresponding to αi, βi after applying the noise (as in Fig. 9B). From
Eq. 9 we get
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|α1 − α˜1| ≤ ∆Θe(L0, ε) + ∆Θe(L−1, ε) (12)
|α2 − α˜2| ≤ ∆Θe(L0, ε) + ∆Θe(L1, ε) (13)
|β1 − β˜1| ≤ ∆Θe(L′0, ε) + ∆Θe(L′−1, ε) (14)
|β2 − β˜2| ≤ ∆Θe(L′0, ε) + ∆Θe(L′1, ε) (15)
Combining with the mate angle constraint:
|pi − α˜1 − β˜1| ≤ ∆Θe(L0, ε) + ∆Θe(L−1, ε) + ∆Θe(L′0, ε) + ∆Θe(L′−1, ε) (16)
|pi − α˜2 − β˜2| ≤ ∆Θe(L0, ε) + ∆Θe(L1, ε) + ∆Θe(L′0, ε) + ∆Θe(L′1, ε) (17)
And finally, we apply the bound in Eq. 10 to reflect the fact that the true edge lengths are unknown. The mate
angle constraints under noise thus becomes
|pi − α˜1 − β˜1| ≤ ∆Θe(L˜0 − 2ε, ε) + ∆Θe(L˜−1 − 2ε, ε)
+ ∆Θe(L˜
′
0 − 2ε, ε) + ∆Θe(L˜′−1 − 2ε, ε)
(18)
|pi − α˜2 − β˜2| ≤ ∆Θe(L˜0 − 2ε, ε) + ∆Θe(L˜1 − 2ε, ε)
+ ∆Θe(L˜
′
0 − 2ε, ε) + ∆Θe(L˜′1 − 2ε, ε)
(19)
As with the mating in the “clean” case, we may refer to the noisy mating constraint as predicates:
∀i ∈ {1, 2} C˜i
(
eji , e
l
k
)
= true ⇔ eji and elk satisfy constraint C˜i (20)
6 Data synthesis
Since there is no previous work on crossing cuts puzzles, no data or benchmark results exists either. Part of our
contribution here is a mechanism for data synthesis, as well as the first public dataset of crossing cut puzzles. Such
synthesis tools and dataset facilitate both exploration of statistical properties of such puzzles and the experimental
evaluation of reconstruction algorithms.
The synthesis process is based on a computational procedure that receives as input a description of the global shape
S (which could be crafted or random; see below) and the crossing cuts that dissect it Cuts = {c1, . . . ca}. It returns
both the puzzle, which can be given as input to reconstruction algorithms, and the ground truth solution that can
be used to evaluate performance of puzzle solvers. As discussed in Sec.3.1, the puzzle is a bag of polygonal pieces
P = {p1, . . . pn}, each represented properly by its vertices in some coordinate frame of reference, and the ground truth
solution constitutes a representation of the matingsM , as well as the Euclidean transformations ((R1, t1), . . . (Rn, tn))
that place the pieces correctly in the reconstructed puzzle.
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The process of synthesizing crossing cuts puzzles thus constitutes several aspects, all of which are described next for
the sake of reproducibility.
6.1 Planar graph representation
Let S ⊆ R2 be polygonal puzzle shape. The first stage of data synthesis is to construct a planar graphGplane = (V, E)
that represents both the boundary of S and the cuts that go through it. Toward that end we first combine both the
boundary lines of S (dashed blue lines in Fig.10) and the crossing cuts themselves (dashed red lines in Fig. 10) into
one set of lines:
C = Cuts ∪ {edge lines of S} . (21)
The way lines are represented is secondary, but in our case we represent each of them as a triplet (a1, a2, a3), where
ai are the coefficients of the line equation a1x+ a2y + a3 = 0.
The nodes of Gplane are the intersubsection points of any two lines in C that rest inside or on the border of S (see
Fig. 10). Formally, this set of points is defined as follows:
V =
{
i ∈ S
∣∣∣ ∃(c1, c2) ∈ C × C, (c1 6= c2) ∧ (i is an intersubsection of (c1, c2))} . (22)
The set E of edges of Gplane link pairs of nodes that rest on the same line with no other nodes between them:
E =
{
{i1, i2}
∣∣∣ ∃c ∈ C, (i1, i2 ∈ c ∩ V) ∧ ([i1, i2] ∩ V = ∅)} (23)
where [i1, i2] is the line segment between nodes i1 and i2.
6.2 Piece extraction and representation
The extraction of the pieces from planar graphs has been addressed in the graph algorithms community and here we
employ the optimal algorithm due to Jiang and Bunke [19]. This computational process receives the planar graph
Gplane from Sec.6.1 and outputs all of the minimal polygonal regions of the graph, each represented by the nodes that
delineate it (e.g, (i1, i2, i11, i10) is one region in the puzzle in Fig. 10).
The main construct in the algorithm is the notion of wedge, defined as a pair of edges that meet at a node
(e.g., ({i1, i2}, {i2, i3}) so that no other edge is encountered when rotating the first edge towards the second (e.g.
(i2, i11, i4) in Fig. 10 is a wedge, but (i10, i11, i4) is not a wedge). A closed chain of overlapping wedges (e.g
((i1, i2, i11), (i2, i11, i10), (i11, i10, i1)) in Fig. 10) defines a region, and thus a puzzle piece (e.g., (i1, i2, i11, i10) in
our example). The sorting scheme that locate the wedge chains was shown to haveO(|E| log(|E|)) run-time complexity
and O(|E|) memory complexity. Please refer to the original paper [19] for additional details.
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i2i1
i10
i3
i4
i5
i6
i7i8
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i12
i13
Figure 10: A planar graph extracted from a crossing cuts puzzle of 3 cuts. The green quadrilateral is the global puzzle shape
S having the 4 blue boundary lines. It is being cut by 3 red crossing cuts. The nodes of the extracted planar graph are the
intersubsection points inside or on the border of S. Thus, the intersubsection points {i1 . . . i12} are nodes in the graph, but
i13 is not. The edges link two intersubsection points resting on the same line with no other points in between them. Hence
{i3, i4}, {i3, i2}, {i4, i5} are edges but {i3, i5} is not.
We note that once extracted, the pieces are positioned correctly, i.e as they would be positioned in a solved (and
’clean’) puzzle. Since the puzzle should include no information about the ground truth position of the pieces, we now
center each of them at its center of mass (the average of all vertices) and rotate it by some random angle.
Once the pieces are centered and rotated, we also create a noisy version of each piece by adding to each vertex a
random noise vector that obeys the constraints in Eqs. 6 and 7 in Sec. 5.1 above.
6.3 Extraction of ground truth matings
The original pieces obtained above (before their representation in their own coordinate frame and the application of
noise) are positioned in their “correct” place in the solved puzzle. Specifically, any pair of neighboring pieces is
positioned such that their mating edges overlap. Hence the extraction of the ground truth matings can be done by
finding all identical edges eji and e
l
k that reside in different pieces. Formally, if Em represents the edges of piece pm
(cf. Sec.3.1) and thus E = (
⋃n
m=1Em) is the set of all edges of all pieces, the ground truth matings are
M =
{
(eji , e
l
k) ∈ E × E
∣∣∣ (pi 6= pk) ∧ eki = elk} . (24)
6.4 Datasets
We created two datasets using the procedure just described. One was tailored for the empirical exploration of some
statistical properties of crossing cuts puzzles and the other for test and evaluation of crossing cuts solvers (including
ours, of course)
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• Synthesized puzzles for statistical properties: Since the statistical properties of crossing cuts puzzles were
analyzed for unit circles, the corresponding empirical properties were measured on synthesized puzzles whose
shape was a Triacontadigon (i.e., an approximation of a circle as a polygon of 32 sides). The random cuts
in this case were selected by sampling two angles φ1, φ2 and then passing a line though the corresponding
points on the circumference of the circle (cosφ1, sinφ1), (cosφ2, sinφ2).
Following this procedure we generated a collection of 300 puzzles, 30 puzzles for 10 different numbers of
crossing cuts (10, 20, . . . , 100) and number of pieces that vary from 20 to 2000. Fig. 11 shows examples of
selected synthesized circle puzzles.
• Synthesized puzzles for solver evaluation: Unlike the crafted puzzle shape used for the analysis of prop-
erties, the evaluation of our solver (and in the future, others’ solvers as well) requires randomly shaped (yet
convex) puzzles. To achieve this goal we first sampled a random number (between 4 and 50) of randomly
positioned points in some predetermined work space [0,W ]× [0, H] and then computed their convex hull to
generate a random global convex polygonal shape (which in our case ranged from 3 to 14 sides). W and H
are given as parameter to the synthesizer but they bear very little significance. In our case we fixed them both
at W = H = 100.
The random cuts Cuts = {c1, . . . ca} were also selected as uniformly distributed random lines in the same
work space, but to ensure they penetrate the random polygon we first selected two random points inside
the polygon and defined the cut as the line that goes between these points. Fig. 12 shows three selected
synthesized polygonal puzzles.
While this procedure can be activated on demand, we used it to generate a collection of 175 puzzles, whose
number of cuts vary from 5 to 35, and number of pieces extends from 14 (in the easier puzzles) to 460 (in the
more challenging ones).
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Figure 11: Selected synthesized circle puzzles for the analysis of puzzle properties. The left column shows the puzzle
as a bag of pieces while the right column shows the corresponding solution. The numbers of cuts used for each puzzle
are (top to bottom) 20, 50 and 100 cuts. The number of pieces are 63, 446 and 1806 respectively.
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Figure 12: Selected synthesized polygonal puzzles (before added noise). The left column shows the process of gen-
erating the random puzzle shape in the [0, 100]× [0, 100] work space using the convex hull of random sample points.
The middle column illustrates the solved puzzles (the desired solution) and the right column shows the puzzles as a
bag of pieces (the input to the solver). The numbers of cuts used were (top to bottom) 5, 10, 20 and 30 Cuts, while the
corresponding number of pieces are 13, 30, 87 and 200 respectively.
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7 Puzzle properties
One of the advantages of partially constrained modelled puzzles (cf. Chapter 2) is the better ability to analyze their
properties. Since crossing cuts puzzles are results of a stochastic process, their properties are typically probabilistic,
but nevertheless can provide insights on both the problem itself and about potential solutions (or limitations thereof).
Here we explore such properties both empirically, and when possible, also analytically. In this subsection we assume
that the global puzzle shape is a unit circle (or a polygonal approximation thereof), whose symmetry simplifies some
of the analytical analyses.
7.1 Expected cut length
A first measure of interest is the length of a random cut ci through the global puzzle shape. When the latter is a
circle, ci is determined by two points sampled uniformly on the circumference of the circle. In other words, the cut
is determined by the chord between points ~p1 = (cosφ1, sinφ1), ~p2 = (cosφ2, sinφ2), where the two angles are
uniformly distributed random variables φ1, φ2 ∼ U(0, 2pi). The length of cut ci is therefore another random variable
defined by the function li = ‖~p2 − ~p1‖, and one may seek its expected value.
Since circles are symmetric, without loss of generality we can align the coordinate system parallel to the cut and
consider only horizontal chords that lie in the circle’s upper half, i.e., when both ~p1 and ~p2 have identical positive
coordinates, as in Fig. 13. If we now assume (w.l.o.g) that φ2 > φ1, then Θi = φ2 − φ1 is the central angle of the cut
and therefore li = 2 sin(Θi/2). Since Θi ∼ U(0, pi), it follows that the expected length of a unit circle cut is
E[li] =
∫ pi
0
li(t) · fΘi(t)dt =
∫ pi
0
2 sin
(
t
2
)
1
pi
dt =
4
pi
≈ 1.273 . (25)
Θi
ci
Figure 13: Cut length. A unit circle cut ci with a central angle Θi can be considered w.l.o.g to be horizontal, leading to an expected
length as in Eq.25.
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7.2 Probability and total number of cut intersections
Given two uniformly distributed cuts c1 and c2, one may seek the probability of their intersection. This question is
interesting for understanding how the number of pieces grows with the number of cuts, as intersecting cuts contribute
more pieces than non-intersecting ones. Again, for symmetry, we can assume (w.l.o.g) that one of the cuts, say c1, is
horizontal and lying in the upper half of the circle. Let the central angle of c1 be Θ1 ∼ U(0, pi). c1 divides the circle
to two arcs - arc1 of angle Θ1 and arc2 of angle 2pi −Θ1 (See Fig. 14).
Denoting the vertices of c2 as p1 and p2, we first note that an intersection between c1 and c2 occurs if and only if
p1 belongs to arc1 and p2 belongs to arc2 (or vice versa). Seeking the probability of such an event, let Ic1,c2 be an
indicator function for intersection between c1 and c2. Clearly, this function depends on the extend (or size) of the two
arcs and indeed
P (Ic1,c2 |Θ1) = 2 · P (p1 ∈ arc1|Θ1) · P (p2 ∈ arc2|Θ1) (26)
= 2 · Θ1
2pi
· 2pi −Θ1
2pi
(27)
=
Θ1(2pi −Θ1)
2pi2
(28)
It follows that the expected value for the intersection event is
E[Ic1,c2 ] = P (Ic1,c2) =
∫ pi
0
fΘ1(t) · P (I|Θ1 = t)dt (29)
=
∫ pi
0
1
pi
t(2pi − t)
2pi2
dt =
1
3
. (30)
Hence, somewhat surprisingly, only 1 out of 3 pairs of random unit circle cuts will intersect.
The total number of intersections for a puzzle of a cuts is the sum of all pairs of intersecting cuts, that is
Nintersect =
1
2
a∑
i=1
∑
j 6=i
Ici,cj (31)
and the expected number of intersections in puzzles with a crossing cuts thus becomes:
E [Nintersect] = E
1
2
a∑
i=1
∑
j 6=i
Ici,cj
 = (a
2
)
E [Ic1,c2 ] =
a(a− 1)
6
. (32)
7.3 Expected number of edges
Given a crossing cuts puzzle generated by a crossing cuts, we next wish to express the number of piece edges in the
entire puzzle. This measure is fundamental to the number of matings and therefore is the substrate of the computational
complexity of reconstruction algorithms.
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p1
p2
c2
Θ1
c1
arc1
arc2
2pi −Θ1
Figure 14: Intersection probability. Two cuts c1 and c2 intersect if and only if the vertices of the second cut (in green) lie in
different arcs (in blue and orange) generated by the first cut (in red). The probability of that event is expressed in Eq 30.
First observe that each edge is a subset of a some cut between two consecutive intersections. In particular, if a cut ci
is intersected k times, the number of edges that emerge from this cut will be k + 1 (See Fig. 15). To obtain the total
number of edges Nedges in the puzzle one needs to sum up the edges on all cuts, i.e.,
Nedges =
a∑
i=1
1 + ∑
cj 6=ci
Ici,cj
 = a+∑
ci
∑
cj 6=ci
Ici,cj = a+ 2Nintersect . (33)
Since Ici,cj is a random function, so is Nedges. We can therefore seek its expected value, i.e., the expected number of
edges in the entire puzzle:
E[Nedges] = E [2 ·Nintersect] + a = 2 · a(a− 1)
6
+ a =
a2 + 2a
3
. (34)
c
Figure 15: Expected number of edges. The number of edges that emerge from a single cut is one more than the number of
intersections one the cut. Here cut c is intersected 3 times to give rise to 4 edges.
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7.4 Expected average edge length
With the expected number of edges resolved, we can now seek the expected edge length as the expected ratio between
the accumulated edge lengths to their number. Fortunately, the former is simply the summed length of all cuts and
thus, if the puzzle constitutes a cuts, we obtain an average edge length of
lavg =
∑a
i=1 li
Nedges
. (35)
While the expected value of a ratio is not the ratio of expected values, it is its first order Taylor approximation [4].
Thus:
E[lavg] = E
[ ∑
li
Nedges
]
≈ E [
∑
li]
E [Nedges]
=
12
pi(a+ 2)
(36)
which conforms well with our empirical results shown in Fig. 16. The second order Taylor approximation is
E[lavg] = E
[ ∑
li
Nedges
]
(37)
≈ E [
∑
li]
E [Nedges]︸ ︷︷ ︸
First order terms
− Cov(
∑
li, Nedges)
(E[Nedges])2
+
V ar(Nedges) · E [
∑
li]
(E[Nedges])3︸ ︷︷ ︸
Second order term
(38)
where the two second order terms are always comparable in size and tend to cancel each other to a diminishing sum,
thus facilitating the approximation in Eq. 36 as also exemplified in Fig. 16.
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Figure 16: Average edge length with growing number of cuts, compared to the theoretical behavior (Eq. 36). Error bars are ±1
SE. The green line shows the diminishing second order terms of the Taylor approximation (See Eq. 38)
7.5 Maximum and expected number of pieces
One of the significant properties of a jigsaw puzzles that clearly affects the complexity of their representation (and
thus of possible solutions) is its number of pieces. Clearly, even if the number of crossing cuts is set, different cut
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patterns can create puzzles with varying number of pieces. To estimate this number, and inspired by Moore [29], we
use Euler’s Formula for planar graphs:
Theorem 1 (Euler’s Formula). If G = (V,E) is any planar graph, then G has |E| − |V |+ 2 regions where |E| is the
number of links in the graph and |V | is the number of nodes.
Note that in our crossing cuts puzzle case, the number of nodes for Euler’s formula is the number of inner intersections
(Nintersect) plus the intersection of the cuts with the puzzle boundary (2a), while the number of links is the number
of edges (Nedges) plus the number of piece sides generated by the cuts in the boundary (2a). Using Euler’s formula,
and applying Eq. 33, we thus get
Npieces = (Nedges + 2a)︸ ︷︷ ︸
|E|
− (Nintersect + 2a)︸ ︷︷ ︸
|V |
+2− 1 (39)
= Nintersect + a+ 1 (40)
Note that the subtraction of 1 is required since Euler’s formula also counts the region outside the puzzle/graph.
With this in mind, we next observe that one extreme case are puzzles where no cut intersect others (Nintersect = 0)
and thus Npieces = a+ 1 pieces. At the other extreme, every cut intersects all other, yielding
(
a
2
)
intersections and the
following quadratic upper bound on the number of pieces (which is exactly the Lazy caterer’s sequence)
max
ci,...ca
Npieces =
(
a
2
)
+ a+ 1 =
a2
2
+
a
2
+ 1 . (41)
However, with Nintersect being a random variable (that depends on the random cuts), it is more interesting to examine
the expected number of pieces:
E [Npieces] = E[Nintersect] + a+ 1 (42)
=
a(a− 1)
6
+ a+ 1 =
a2
6
+
5a
6
+ 1 . (43)
This behavior can also be verified empirically, as shown in Fig. 17. As the number of cuts increases, and when a→∞,
the ratio between the expected and the maximum number of pieces becomes
lim
a→∞
E[Npieces]
maxNpieces
=
1
3
(44)
which is the same as the probability for cut intersection found in Sec. 7.2.
7.6 Expected number of edges per piece
As discussed in Sec. 3.1 , the crossing cuts puzzle model cuts the puzzle shape into convex polygonal pieces. Clearly,
these pieces can have different number of edges and there is no a-priori inherent limit to this number (except the
number of cuts, of course).
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Figure 17: Number of puzzle pieces with growing number of cuts, compared to the theoretical behavior (Eq. 40). Error bars are
±1 SE.
To explore this property we conducted an empirical evaluation using 30 synthesized crossing cuts puzzles for each
of the different number of cuts tested. Empirically, the most frequent pieces are quadrilateral, and the probability
to encounter pieces with more than 5 edges is approximately 5% and diminishing quickly. The results are shown in
Fig. 18 and demonstrate that the distribution remains relatively stable for increasing number of cuts.
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Figure 18: Expected ratios of pieces with a particular number of edges as a function of the number of crossing cuts. Note how
quadrilaterals are always the majority, followed closely by triangular pieces and the less frequent pentagons. These three classes of
polygons quickly converge to account for approximately 95% of all pieces.Note how ratios remain invariant to the number of cuts.
7.7 Number of potential mates per edge
Since any reconstruction algorithm will seek to match the edge of a given piece to edges of other pieces, the complexity
of such algorithm will relate intimately to the number of potential mates each edge may have. Clearly, the higher
the number of potential mates, the more difficult the identification of the correct one is likely to be. Following the
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discussion in Sec. 5.1, this number of potential mates is determined by the two mating constraints C˜1 and C˜2 and
it is naturally affected by the level of the noise. In fact, a naive extension of the initial algorithm from Sec. 4, that
incorporates backtracking when wrong matings are identified, will grow intractably by a factor of O
(
ka
2
)
if the
number of potential mates per edge is k.
We explored the expected average number of mates empirically by synthesising puzzles with different numbers of
crossing cuts and levels of noise. We counted the average number of possible matings for each puzzle while employing
C˜1 and C˜2. Not unexpectedly, the results shown in Fig. 19 indicate that the noise level drastically affects the number of
potential mates. Observe for example how puzzles with 20 crossing cuts and noise level of 1% generate 100 potential
mates per edge.This figure grows two orders of magnitude (close to 10,000) in puzzles with 100 crossing cuts. Here
it is worth re-emphasizing that the noise levels in our model are measured relative to the puzzle size, or diameter.
Thus, considering also the average edge length (cf. Sec. 7.4), ξ noise level is comparable to 4·ξ·pi(a+2)12 of average edge
length. For a puzzle of 20 crossing cuts (84 pieces on average) and noise level of 1%, the noise is ≈ 10% of the edge
length.
Indeed, the high number of potential mates in the presence of noise suggest a similarly high branching factor in a naive
“search and backtrack” algorithm, which will clearly become intractable for handling noisy (i.e., realistic) crossing
cuts puzzles, even with just modest number of cuts. Our goal is to seek heuristics that make the reconstruction more
manageable after all, but at the same time we note that while in this work we indeed address only apictorial crossing
cuts puzzles, future research on pictorial content, where pictorial constraints can significantly limit the number of
potential mates, is critical for successful yet efficient crossing cuts puzzle solvers.
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Figure 19: The average number of potential mates as a function of noise level. Each graph shows the potential number of mates
that satisfy both C˜1 and C˜2. The rapid growth indicates the harmful effect of noise, and the numbers converge to twice the number
of edges since each mating is counted twice, one for each of its participating edges.
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A B C D
Figure 20: The placement of noisy pieces can be ambiguous. When noise is applied to this simple crossing cuts puzzle (A, B),
there could be different placements of the noisy pieces that might count as “correct” (C, D).
8 Puzzle reconstruction under noisy conditions
Recall that a “realistic” crossing cuts puzzle constitutes a representation of the input pieces (and some bound on
the erosion noise), and it seeks as output both the correct matings and the geometric transformation of each piece.
As discussed above, at first sight one may wish to extend the initial greedy algorithm from Sec. 4 to find matings
while using the relaxed “noisy” constraints (C˜1 and C˜2), and employ backtracking upon piece collisions. However,
as analyzed above, the expected number of possible mates per edge (cf. Sec. 7.7) clearly makes this naive extension
intractable. Moreover, under noise it is unclear what is the desired position (i.e., Euclidean transformation) of each
piece, or how to compute it in the first place (that is, even if the mating relationships are set correctly). As a result,
even the violations that entail backtracking in a possible algorithmic extension are ill-defined. Fig. 20 illustrates some
of these challenges.
To address these difficulties we approach the problem in stages, and in particular, we begin with the simpler problem
of solving the puzzle when the correct matings are given also. More concretely, we first suggest a solution to this
sub-problem by representing it as a multi-body spring-mass system where energy minimization is sought while the
spring attractive forces apply between corresponding vertices. The solutions obtained this way are then used as scores
for searching and determining the correct matings while incorporating a hierarchical (and progressively growing) set
of circular constraints among adjacent pieces.
8.1 Noisy puzzle solving with known matings
Let P = {p1, p2, . . . , pn} be the set of pieces and let M = {m1, . . . ,m|M |} be the set of pairwise matings between
their edges (i.e., mq = {eji , elk}). We seek a computational scheme that obeys the given matings and places the pieces
in some “optimal” or “good” way next to each other. Intuitively, we would like to do so in a way that minimizes the
total L2 displacement error between corresponding mating vertices, i.e., to find the Euclidean transformations (Ri,~ti)
that satisfy
argmin
(Ri,~t i)
1
2
∑
(~v ji ,~v
l
k)
∥∥∥(Ri~vji + ~ti)− (Rk~vlk + ~tk)∥∥∥2 , (45)
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Figure 21: The puzzle with given matings is abstracted as a spring-mass system evolving over time. If the pieces
are far apart, the springs pull them closer. When then pieces overlap, the springs pull them apart again. With some
damping (i.s., loss of energy due to friction), the system eventually converges to minimize the total potential energy of
the springs.
where ~v ji and ~v
l
k are the corresponding vertices of the matings defined by M and (Ri, ti), (Rk, tk) are the euclidean
transformations (i.e positioning) of pieces pi and pk. Unfortunately, this is no simple least squares minimization,
as the unknowns include rotation matrices and the transformations as a whole must satisfy the constraint that they
are identical for all vertices of the same piece. As such this optimization problem defies analytical solutions and we
therefore resort to tools from other disciplines, and in particular we propose to abstract the rearrangement problem
as a multi-body spring-mass system, where the pieces are rigid 2D bodies with uniform density (and therefore with
mass that is proportional to their area) and the vertices of the (given) mates are connected by springs of zero length
and constant elasticity (i.e., having identical spring constants). The potential energy of such a spring-mass system
is U(x) =
∑
l
1
2kx
2
l , where xl is the displacement from equilibrium length of spring l, and thus is identical to our
objective function in Eq. 45. We therefore apply numerical methods for multi-body spring-mass systems, while the
initial pose (position and rotation) of each piece is chosen randomly inside the arena. The physical system is then
set loose and with some damping (i.s., loss of energy due to friction) it converges to its minimal energetic state, as
illustrated in Fig. 21.
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Figure 22: Several snapshots of the numerical simulation for a puzzle of 25 cuts and 940 pieces, with noise level being
2% of the box size. The bottom right cell is a zoomed section to show the approximated placement due to the noise.
In practice there are off-the-shelf tools to solve the above system numerically, practically simulating the dynamical
process that the system undergoes from initial condition until convergence. Here we use the Box2D physics engine
[8], let it run while allowing the pieces to overlap, and upon convergence restart the process, this time while forbidding
such overlaps. The end result is our solution (Fig. 22).
8.2 Noisy puzzle solving with unknown matings
Let P = {p1, . . . pn} be the set of puzzle pieces and let ε denote the noise level. We now seek the correct matings
M = {m1, . . . ,m|M |} between the edges and the geometrical transformation of each piece. To do so, we develop a
modified version of the hierarchical loops scheme [41], where the mass-spring minimization method from Sec. 8.1 is
used to score the loops based on its success to position the pieces properly, as defined below.
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8.3 Hierarchical layered loops:
As is usually done in jigsaw puzzle solvers, we start by finding candidate mates for each edge by aggregating the set
of all unordered pairs of edges that satisfy the constraints C˜1, C˜2 (cf. Sec.5.1):
M˜ =
{
{eji , elk}
∣∣∣ eji , elk ∈ E ∧ C˜1 (eji , elk) ∧ C˜2 (eji , elk)} , (46)
and recall that the higher the noise level, the more numerous are the potential matings, as analyzed in Sec. 7.7.
As mentioned earlier, in crossing cuts puzzles with uniformly distributed random cuts, the probability of more than
two cuts to meet at a point is nil (cf. Sec.4). It directly follows that all inner puzzle junctions constitute exactly four
pieces. We utilize this property to identify ordered lists of 4 mating candidates that form such junctions, or loops, as
illustrated in Fig.23. Formally, a loop in the clockwise direction is a 4-tuple
(m1,m2,m3,m4) =
({
ejAA , e
iB
B
}
,
{
ejBB , e
iC
C
}
,
{
ejCC , e
iD
D
}
,
{
ejDD , e
iA
A
})
(47)
such that mk ∈ M˜ and the following conditions hold:
• No piece appears twice, i.e. pA 6= pB 6= pC 6= pD.
• Each two consecutive matings that “enter” a piece p though its ejp edge, "exist" the same piece through an
adjacent edge e(j−1) mod Npp , where Np is the number of p’s edges (and also vertices; cf. Sec. 3.1). In other
words, it “exits” through an edge immediately counterclockwise to ejp along the piece border. See edges e
4
B
and e3B in Fig. 23B for an example.
• The loop begins and ends with the same piece. This is true by definition as both the first and last matings
contain the same edge of piece pA
Since these basic loops are the building blocks for the puzzle reconstruction, and no piece can be missed, we search
for them exhaustively among all O
(
|M˜ |4
)
possible mating 4-tuples, keeping only those that satisfy all of the above
constraints. To avoid searching and keeping all 4 circular shift permutations of the same loop, we force loops to start
with the edge having the lowest index.
Let L be the bag of basic loops computed as above. We now exploit partial overlaps between loops to identify correct
matings more robustly instead of relying on M˜ matings alone. More specifically, the next stage of the puzzle recon-
struction algorithm is searching for “higher order” loops, i.e., loops of loops, or hierarchical loops [41]. Denoting the
basic 4-tuple loops in L as 0-loops, we now seek all possible x-loops by trying to enclose (x−1)-loops with partially
overlapping 0-loops, as illustrated in Fig. 23C. Toward that end, let (e1, e2 . . . ek) be the list of edges along the bound-
ary of some (x−1)-loop. For example, the boundary of the 0-loop in Fig. 23B is (e0A, e0B , e1B , e2B , e0C , e3D, e3D, e4D, e5D).
Starting with e1 and ending with ek, we progressively construct a higher level x-loop by searching and merging a
proper 0-loop from L that matches a sub-loop of the current x-loop around ei. For example, if we start from the bound-
ary edge e0A in Fig. 23B, we look for 0-loops that not only include that edge but also include the mating
{
e4B , e
1
A
}
.
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The loop that was found in this particular example constitutes
({
e0A, e
0
F
}
,
{
e3F , e
1
G
}
,
{
e0G, e
0
B
}
,
{
e4B , e
1
A
})
as shown
in Fig. 23C. Typically, the new 0-loops found will need to match an existing sub-loop of 2 or 3 matings. If at some
edge ei more than a single 0-loop is found in L, they too will be considered in order to store all possible x-loops that
can enclose a given (x−1)-loop.
The process just described constructs the hierarchical loops in “layers” to produce a bag of x-loops for each layer x.
Each of the 0-loops in L may produce several 1-loops, each of them may produce several 2-loops, and so forth (see
Fig. 24A). This process terminates at level xmax if not even a single (xmax+1)-loop can be constructed, an event likely
to happen if such loops overflow beyond the true puzzle boundary.
8.4 Ranking hierarchical loops:
Although hierarchical loops require simultaneous consensus between growing numbers of participating matings, and
thereby reduce significantly the possibility of wrong combinations, false positives are still possible. To rank better and
worse loops, we utilize the fact that each of them is a small noisy puzzle of pieces Ploop and (known) matings Mloop
(cf. Sec. 6.1),and that “correct” ones can be "solved" with little to no overlaps even when collisions are allowed (cf.
Sec 8.1). We therefore employ the spring-mass mechanism and rank the different x-loops by its convergence state.
We first define the following “quality” measure
Qoverlap(Ploop,Mloop) =
∑
pi∈Ploop
∣∣∣A(pi) ∩ (⋃pj 6=pi A(pj))∣∣∣
|A(pi)| (48)
where A(pi) represents the region of piece pi and the measure as whole is a modified Dice coefficient [13] between
each piece and the rest of the pieces. Since the distance between all adjacent vertices in “correct” loops also must be
small, we also consider the distances between corresponding vertices as defined by Mloop measured after collisions
are prohibited:
Qdist(Ploop,Mloop) =
∑
~v i,~v i′
‖~v i − ~v i′‖2 (49)
Combining both score into one rank we get:
Q(Ploop,Mloop) = w1 ·Qoverlap(Ploop,Mloop) + w2 ·Qdist(Ploop,Mloop) (50)
In our evaluation we found that w1 = w2 = 1 produces excellent results.
8.5 Merging hierarchical loops:
Even with the best hierarchical loop found at the maximum level, the process of puzzle reconstruction is not yet
finished since the maximum level of hierarchical loops usually does not cover the entire puzzle (e.g. the 2-loop
in Fig. 24A). To complete the process and obtain the matings for the complete puzzle we now attempt to merge
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hierarchical loops. The x-loops are first sorted at each level x according to their rank, and this list is then scanned
from the best and highest level loops (Fig.24B).
More formally, let Pagg,Magg denote the pieces and matings of the merging (or aggregation) process, initialized to be
the best xmax-loop. Scanning now the sorted list of all x-loops, each is merged into the aggregated structure if several
conditions hold. Assuming the pieces of the current x-loop under consideration are Ploop, and they are connected with
Mloop matings, this loop is merged into Pagg,Magg if
• at least one piece is shared with the aggregated structure, i.e Pagg ∩ Ploop 6= ∅,
• at least one piece is novel, i.e Pagg ∪ Ploop 6= Pagg , and
• there is no contradiction between the matings in Magg and Mloop, i.e. if {eiA, ejB} ∈ Mloop then either
{eiA, ejB} ∈Magg or none of the matings in Magg contain edges eiA or ejB .
The merging process continues through the lowest ranked 0-loop, and is then repeated from the start until Magg no
longer changes during a full scan. This process must converge since the aggregation can include each possible mating
at most once.
After the aggregated structure converges, the multi-body spring-mass process is performed one last time to position
all the pieces Pagg properly based on the obtained mating Magg . The result is the reconstructed crossing cut puzzle.
9 Experimental results
To test our approach, and having no prior work on crossing cuts puzzles, our experimental evaluation focused on
formulation of performance metrics and reporting qualitative and quantitative results on a novel benchmark dataset.
For the latter we synthesized random crossing cut puzzles with varying global shape, number of crossing cuts, and
level of noise (cf. Sec. 5.1). Results of the naive algorithm for “clean” puzzles are not reported as it always provides
perfect performance.
We first tested our approach for puzzles with known matings to evaluate the degree to which the abstraction as a multi-
body spring-mass systems (Sec. 8.1) provides desired results. Recall that under this scenario the input constitutes the
noisy puzzle pieces P˜ and the ground truth matingsMgt, while the output is the euclidean transformation of each piece
(R1, t1), . . . (Rn, tn). The quantitative evaluation of such output is not straight forward, though, since qualitatively
perfect solutions by the spring-mass system may differ by a global Euclidean transformation due to arbitrary choice
of coordinate system in the representation of the pieces (cf. Sec. 3.1 and Fig. 2B). For this reason, we first globally
align the obtained solution with the ground truth before comparing the placement of individual pieces. This is done by
employing SVD for Least-Squares Rigid Motion [43] to find the global Euclidean transformation (R, t) that minimizes
argmin
(R,t)
n∑
i=1
Ni∑
j=1
wi‖(R~v ji + t)− ~u ji‖2 with wi =
|A(pi)|∑n
k=1 |A(pk)|
(51)
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where uji are the vertices of piece pi in the ground truth and ~v
j
i are the corresponding vertices of p˜i in the obtained
solution. The weights wi are set proportional to the area of each piece to reflect on the greater importance of larger
pieces on the puzzle shape.
Once the obtained global transform is applied to all pieces, it becomes possible to score the collective placement of
the pieces in the solution. Unfortunately, Eq. 51 cannot be normalized to some canonical range (say [0, 1]) and thus is
inconvenient for such scoring. We therefore consider the degree of area overlaps between the pieces in the solution vs.
their ground truth counter part. With proper weighting by piece size this yields the following measure
Qpositions(R1, t1, . . . Rntn) =
n∑
i=1
wi · |A(pi) ∩A(Rip˜i + ti)|)|A(p˜i)| . (52)
This measure is conservative, in the sense that high scores always imply good solutions, but good solutions do not
always receive a high score, as illustrated in Fig. 26 (and thus future research may wish to explore improved metrics).
Fig. 25 presents these quantitative results, with various noise levels the exceed half the average edge length.
With a system to evaluate the solutions by the multi-body spring-mass system established, we turn to evaluate the
full algorithmic solution under unknown matings (Sec. 8.2), where the input is just the noisy pieces P˜ (and the bound
on the noise level ξ) while the output includes the matings M and the Euclidean transformations for each piece
(R1, t1), . . . (Rn, tn). We seek to evaluate both parts, and while the positioning (i.e, the Euclidean transformations)
are evaluated as above, we define an evaluation metric for computed matings inspired by the Neighbor Comparison
Metric used in the square jigsaw puzzle literature (e.g., [9, 33, 38] but modified here to compute area-weighted versions
of the precision and recall of the computed matings.
Fig. 27 lists the evaluation metrics and shows that the mechanisms based on raw matings, hierarchical loops, and
merging ranked loops, obtain excellent results. Fig 28 presents visual examples of successful reconstructions of three
puzzles, while Fig 29 shows one failure.
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Figure 23: Loop formation from pairwise matings to the construction hierarchical loops. A: A bag M˜ of 5 potential
matings, one of which (e1A, e
0
E) is wrong. B: The loop (e1A, e4B) → (e3B , e2C) → (e1C , e2D) → (e1D, e2A) is identifies
and supports the plausibility of its constituent matings. Note that the path ending with (e1A, e
0
E) does not close a loop
because the mating (e2E , e
2
C) is not present in the bag. C: The border edges of the inner 0-loop are used one at a time
to seek other partially overlapping 0-loops with the existing matings and pieces.
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· · ·
· · ·
Level 0
Level 1
Level 2
· · ·
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A B C
Figure 24: The outline of the reconstruction process. A: Hierarchical of all levels are founds.where each level is used
as a starting point to search the next level. Notice that the max level loop does not cover the entire puzzle. B: The
hierarchical loops are merged by iterating over the loop levels in decreasing order. Each level is merged in increasing
order based on the score. C: The merged pieces are positioned using the spring-mass system.
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Figure 25: Average score of piece positioning for known matings as a function of noise level, computed from 10 random puzzles
for selected numbers of crossing cuts/pieces.
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A B
Figure 26: Being conservative, the performance metric can score a solution low even if intuitively it is good. In this 30 cuts/326
pieces noisy puzzle the solution at B is qualitatively similar to the ground truth at A, and yet scores as low as 0.56 because the
springs tend to pull the eroded pieces closer and clump them in the center of the puzzle boundary (dashed line). Zoom in to explore
the details of this solution.
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Data set
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Figure 27: The reconstruction results tested on four data sets of 10 random puzzles each, showing the position-
ing score, and the precision and recall of the matings. The datasets evaluated are D1:(a=8, p=26, ξ=1%, ξ¯=10%),
D2:(a=10, p=39, ξ=0.5%, ξ¯=6%), D3:(a=19, p=131, ξ=0.1%, ξ¯=2%), D4:(a=35, p=435, ξ=0.01%, ξ¯=0.4%), where a is
number of cuts, p is average number of pieces (rounded), and ξ, ξ¯ are noise levels relative to the diameter and average edge length,
respectively.
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A B C D E F
Figure 28: Examples of successful reconstruction results. A: The unordered bag of puzzle pieces which the solver receives as
input. B: The ground truth positioned pieces (the desired output). C: The reconstruction result. D, E, F: A zoomed area of the
ground truth, the noised ground truth and the solution. Unlike in the ground truth, the pieces in the noised ground truth and the
solution do not abut each other, as would be expected because of the noise in their shape. In the solution, the gaps are determined
automatically by the multi-body mechanical system while minimizing the energy of the springs.
A B C
Figure 29: An uncommon reconstruction failure. A: The unordered bag puzzle pieces which the solver receives as
input. B: The ground truth solution. C: The (faulty) reconstruction result.
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10 Conclusions and future work
We introduced a new type of jigsaw puzzle, analyzed its properties and the inherent challenges in solving them once
pieces are perturbed with noise. To cope with such difficulties and keep the problem tractable, we abstracted it as a
multi-body spring-mass dynamical system method endowed with hierarchical loop constraints and merging process of
layered puzzle loops. Results exhibit excellent solving power but also suggest that future work should utilize pictorial
data on the pieces to drastically reduce the number of potential mates per edge and turn the problem more tractable
and thus truly suited for real-life applications
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