In a recent paper 1 , we have derived three main conclusions: i) that all Asian and Pacific populations share a single origin and expansion out of Africa, contradicting an earlier proposal of two independent waves; ii) that populations from South and Southeast Asia harbor a small proportion of ancestry from an unknown extinct hominin -different from the Neanderthal and the Denisovan -which is absent in Europeans; and, iii) that the characteristic distinctive phenotypes (including very short stature) of Andamanese do not reflect an ancient African origin, but have resulted from strong natural selection on genes related to human body size. Although the single wave out of Africa 2 and single origin for Asian and Pacific populations have been confirmed 3 , the existence of admixture with an extinct hominin has been challenged by Skoglund et al. 4 , as they were unable to replicate our results in their data sets. While we had used a wide variety of statistical methods and data sets from diverse populations to draw our inference, Skoglund et al. 4 have used only one method (D-stats 5 , for the whole genome, not specifically for the relevant genomic regions) and compared only with the Asians, not even with the Europeans. Skoglund et al. 4 have alleged that our statistical treatment of the data was faulty and have pointed out some possible sources of error. We have reexamined our data focusing on possible sources of error flagged by Skoglund et al 4 .
Further confirmation for unknown archaic ancestry in Andaman and South Asia. In a recent paper 1 , we have derived three main conclusions: i) that all Asian and Pacific populations share a single origin and expansion out of Africa, contradicting an earlier proposal of two independent waves; ii) that populations from South and Southeast Asia harbor a small proportion of ancestry from an unknown extinct hominin -different from the Neanderthal and the Denisovan -which is absent in Europeans; and, iii) that the characteristic distinctive phenotypes (including very short stature) of Andamanese do not reflect an ancient African origin, but have resulted from strong natural selection on genes related to human body size. Although the single wave out of Africa 2 and single origin for Asian and Pacific populations have been confirmed 3 , the existence of admixture with an extinct hominin has been challenged by Skoglund et al. 4 , as they were unable to replicate our results in their data sets. While we had used a wide variety of statistical methods and data sets from diverse populations to draw our inference, Skoglund et al. 4 have used only one method (D-stats 5 , for the whole genome, not specifically for the relevant genomic regions) and compared only with the Asians, not even with the Europeans. Skoglund et al. 4 have alleged that our statistical treatment of the data was faulty and have pointed out some possible sources of error. We have reexamined our data focusing on possible sources of error flagged by Skoglund et al 4 .
We have also performed new analyses. The reexamination and new analyses have bolstered our confidence that our earlier inferences were correct and have resulted in an improved model of introgression of modern humans with a hitherto unknown archaic ancestry. We also propose a possible reason for the inability of Skoglund et al. 4 to validate our inference.
In our reanalysis, first we test the impact on our inference of possible sources of bias, including the number of individuals, differences in coverage and batch effects. Second, we specifically address questions related to results in populations other than the Andamanese in relation to the detection of introgressed regions. In all cases we considered the ancestral position for humans as defined in 1000 Genomes Project as outgroup 6 and not the chimpanzee, although the results are similar. ). To test the possible impact of differences in sequencing coverage (as suggested by David Reich in a personal communication to us), we downgraded SGDP data to 15x coverage using -f flag in samtools 8 . The results ( Table 2 ) are again statistically significant and are similar to those previously obtained 1 , suggesting that effect of differences in depth of coverage had not resulted in a false positive inference on introgression from an extinct hominin. was not statistically significant. However, since data imputation was done in the KGP, we suspected that the statistically non-significant result that we obtained may be caused by having included imputed data. In fact, if Indian populations admixed with an unknown hominin population, the introgressed haplotypes would be at very low frequencies and therefore imputed results would be unreliable (a similar problem might arise if instead of sequence data, only SNP genotyping data would be used). We downloaded 10 CEU, 10 YRI and 10 ITU BAM files, converted to the same coverage (as the coverage is substantially divergent in this data set) and performed the variant calling without any imputation. 
4.-Results in other Asian and Pacific populations.
Our study was mainly focused on the Andamanese population. We accept the suggestion that a more in depth introgression analysis should be performed in other populations using variant calls derived from a joint analysis of raw data. Regarding the Papuan and Australian populations, we think that the differences between them are related to variant calling artifacts, since only the vcf file was available for the Australian individuals. Further studies will have to consider the larger data set recently studied 2 . In relation to the East Asian populations, we did not get significant evidence of introgression, although the results of our analysis point to the possibility that East Asians also may have some introgression from this unknown hominin, even though the proportion of introgression may be lower than in the Andamanese.
5.-Finding Introgressed Regions.
We have now performed analyses to detect introgressed regions in the Andamanese genomes using D-stats by genomic region and S* in our data. D-stats by region exhibited good statistical power to detect regions with strong divergence (that may have introgressed) from the simulated model ( Figure 1 Finally, we analyzed the regions which were more likely to be introgressed for both D-stats and S* (which accounted for a total of ~15Mb per individual), by comparing to other hominin sequences and resulted clearly in a sequence basal to the Neanderthal-Denisovan clade (Figure 3) .
Discussion
To the extent feasible, we have examined all putative sources of bias 4 -such as batch effects, sample size and coverage differences, data processing artifacts -that may have impacted on our earlier inference 1 of the presence of an unknown hominin ancestry in the Andamanese population. We have shown that our earlier inference was robust and that we had not made a false-positive inference. We have replicated the results originally presented by us 1 using additional data, independently of the origin of the data, when we were able to obtain raw data and analyze the data using a common set of methods. We wonder whether the new method of calling and filtering raw data introduced by Mallick et al Finally, since in population genetics studies, disparate data sets generated by various laboratories are used, we propose that, in a manner similar to what has been done for somatic mutation detection in cancer 11 , the population genetics research community should initiate a joint effort to study the impact of using different variantcalling and filtering procedures on population genetic inferences. We are, of course, willing to contribute data and computing effort to such an endeavor (which could comprise a subset of the sequences of the SGDP 3 ).
Methods

Variant Calling
The BAM files used were previously generated 1 or downloaded from 1000 Genomes Project site 9 . In some of the analysis we downgraded the coverage of BAM files using -f flag from samtools-1.2 8 . Variant calling was done by GATK-3.5 12 closely following "best practices of GATK". Calling was done with default options and using --max-alternate_alleles 20 (to capture all genetic diversity present in the populations) by running HaplotypeCaller in GVCF mode on each sample separately. Then GenotypeGVCFs was used to produce the joint genotyping of the gVCFs on all of the samples together to generate a raw SNP and indel Variant Calling File (VCF). The raw VCF was filtered using post variant calling recalibration steps as listed in GATK "Best Practices". VariantRecalibration from GATK were used to calculate various statistics for novel variants (both for SNPs and indels) and then recalibrated according to their needs using ApplyRecalibration. As different data sets have differing amounts of false positives, it was necessary to give the appropriate importance to the different data sets for the training algorithm. We took the value for prior likelihood of true sites defined in the GATK website for the corresponding data sets. For the recalibration steps, the following datasets were used, with the following commands: SNPs 1. dbsnp version 137: -resource:dbsnp, known=true, training=false, truth=false, prior=2.0. 2.
hapmap version 3.3: -resource:hapmap, known=false, training=true, truth=true, prior=15.0 (International Hapmap3 Consortium 2010).
3.
Omni genotyping array 2.5 million 1000G: -resource:omni, known=false, training=true, truth=true, prior=12.0.
4.
1000G phase 1 high confidence: -resource:1000G, known=false, training=true, truth=false, prior=10.0.
5.
With the flags -an QD -an MQRankSum -anReadPosRankSum -an FS -an DP -an InbreedingCoeff. All other parameters were set to default values.
Indels
1. Mills 1000G high confidence indels: -resource:mills, known=false, training=true, truth=true, prior=12.0. 2. dbSNP version 137: -resource:dbsnp, known=true, training=false, truth=false, prior=2.0. With the flags --maxGaussians 4 -an FS -an ReadPosRankSum -an MQRankSum -an DPan InbreedingCoeff. All other parameters were set to default values.
D-stats Calculation
We first converted the vcf file to plink format using vcftools 13 and we added ancestral information, which was downloaded from 1000 Genomes Project site, using plink 14 . We converted plink to eigensoft format using convertf and D-stats was calculated using qpDstat both of them came together with Admixtools 1.1 5 . All the D-stats calculations were done on SNPs which are present in every Individual thus not biasing for allele frequency which present in low covered regions.
SGDP 3
rd dataset We downloaded SGDP files from the site http://sharehost.hms.harvard.edu/genetics/reich_lab/cteam_lite_public3.tar, 11/07/2016 Individual information was extracted using cpoly 3 . Individuals used in this analysis were: Chimp, B_French-3, B_Mandenka-3, B_Mbuti-4, B_Yoruba-3, S_Irula-1, B_Papuan-15, B_Sardinian-3, B_Dai-4 and B_Han-3.
Simulations
We used ms to simulate demographic models 15 . The Andamanese demographic model is based on Mondal et al 1 
.
To calculate efficiency, two different models were used. 1) The null model: we used Andamanese demography with modern humans without using any introgression from hominin.
2) The H1 model: we simulated a hominin population which has diverged from modern humans 300 kya ago (as mutation rate 2.3x10 -8 was used). This is the best scenario. In both cases we simulated around 50 kb of 60,000 regions. We chose a specific number of segregating sites of 100 and recombination rate of 1.3x10 
