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A FULL SCALE SKLAR’S THEOREM IN THE IMPRECISE
SETTING
MATJAZˇ OMLADICˇ AND NIK STOPAR
Abstract. In this paper we present a surprisingly general extension of the
main result of a paper that appeared in this journal: I. Montes et al., Sklar’s
theorem in an imprecise setting, Fuzzy Sets and Systems, 278 (2015), 48–66.
The main tools we develop in order to do so are: (1) a theory on quasi-
distributions based on an idea presented in a paper by R. Nelsen with collab-
orators; (2) starting from what is called (bivariate) p-box in the above men-
tioned paper we propose some new techniques based on what we call restricted
(bivariate) p-box; and (3) a substantial extension of a theory on coherent im-
precise copulas developed by M. Omladicˇ and N. Stopar in a previous paper
in order to handle coherence of restricted (bivariate) p-boxes. A side result
of ours of possibly even greater importance is the following: Every bivariate
distribution whether obtained on a usual σ-additive probability space or on
an additive space can be obtained as a copula of its margins meaning that its
possible extraordinariness depends solely on its margins. This might indicate
that copulas are a stronger probability concept than probability itself.
1. Introduction
Dependence concepts play a crucial role in multivariate statistical literature since
it was recognized that the independence assumption cannot describe conveniently
the behavior of a stochastic system. One of the main tools in modeling these con-
cepts have eventually become copulas due to their theoretical omnipotence emerging
from the Sklar’s theorem [22] (see also the monographs [1, 9, 14]). Namely, they
are used to represent and construct joint distribution functions of random vectors
in terms of the related one-dimensional marginal distribution functions. As a more
general concept, quasi-copulas were introduced in [2] and an equivalent definition
was given later in [10]. Quasi-copulas have interesting applications in several areas,
such as fuzzy logic [11, 21], fuzzy preference modeling [6, 7] or similarity measures
[5]. Other deep results concerning quasi-copulas can be found in [4, 12, 15].
While copulas are characterized (in the bivariate case) by the nonnegativity of
the volume of each sub-rectangle of the unit square R ⊆ I2 (here I = [0, 1]), this is
no longer true for quasi-copulas. If C is any nonempty set of (quasi)copulas, then
(1) C = inf{C}C∈C and C = sup{C}C∈C
(in the point-wise sense) are quasi-copulas by [14, Theorem 6.2.5]. In this respect
the set of quasi-copulas is a complete lattice and may be actually seen as an order
completion of the set of all copulas. The authors of [13, 18, 19] introduce their
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definition of an imprecise copula as a set of axioms on a pair of quasi-copulas
(P,Q) (cf. Conditions (IC1)–(IC4) in Section 4) following the ideas of p-boxes and
show that the pair (C,C) is always an imprecise copula “representing” the set of
copulas C lying pointwise between the two bounds. Montes et al. [13] propose a
question in the other direction whether every imprecise copula can be obtained in
this way and Omladicˇ and Stopar [16] answer this question in the negative using
and substantially improving the methods of Dibala et al. [8]. Following Omladicˇ
and Sˇkulj [17] we will call an imprecise copula C defined by a pair (P,Q) coherent
if (with notation (1)) we have P = C and Q = C.
One of the results of Montes et al. [13] is an imprecise extension of Sklar’s the-
orem but only in one direction using the definition of a bivariate p-box introduced
in Pelessoni et al. [19]. It is the main goal of this paper to build a full scale im-
precise Sklar’s theorem; of course, in order to do that we need to adjust somewhat
the notion of a bivariate p-box as well. Actually, the first attempt of an impre-
cise Sklar’s theorem was given by Nelsen et al. [15, Theorem 2.4] although they
are not calling it so. Our Theorem 12, a Sklar’s type theorem in the imprecise
setting with fixed margins, may be seen as a substantial extension of their result.
They also introduce briefly the notion of a quasi-distribution as a composition of a
quasi-copula with given univariate margins. Here we give an axiomatic definition
of a quasi-distribution in Section 2 and prove in Theorem 4 that our definition is
equivalent to theirs. An important outcome of this theorem is that every bivari-
ate distribution whether realized on a usual σ-additive probability space or on an
additive space can be written as a copula in its margins meaning that its possible
extraordinariness depends solely on its marginal distributions. Among the main
results of this paper we should also point out two versions of a full scale Sklar’s
theorem in the imprecise setting, Theorems 14 and 16.
The paper is organized as follows. Section 2 gives a novel approach to dis-
crete distributions and presents a new approach to both general and discrete quasi-
distributions; as already mentioned Theorem 4 proves equivalence of our definition
with the definition of Nelsen et al. [15]. In Section 3 we elaborate extensively the
methods of [16] developed there as a tool for equivalent definition of coherence of
an imprecise copula. The main result of this section is Theorem 11 that states in
principle the sufficient and necessary condition for a restricted bivariate p-box to
be coherent. Section 4 brings finally all these notions together and presents a few
versions of Sklar’s type theorem in the imprecise setting. An engaged reader may
also find there interesting examples giving evidence why our approach may have
some advantages over the previous ones.
2. Discrete vs. general quasi-distributions
In this section we will study functions of two variables whose domain is either
D = R×R, where R = R∪ {−∞,∞}, or a mesh ∆ = δx × δy determined by some
points
δx = {−∞ = x0 < x1 < · · · < xp =∞} and δy = {−∞ = y0 < y1 < · · · < yq =∞}.
We will always assume that each of the sets δx, δy, contains at least one strictly
positive point different from ∞ and at least one strictly negative point different
from −∞. Let D denote either D or ∆. A function defined on D will be called
general if D = D and discrete if D = ∆.
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Now, choose a rectangle R with standard corners a,b, c, and d (by this we mean
that the rectangle is positively oriented and that a is the southwest corner). The
sides of all our rectangles will be parallel to the axes. So, R is determined by
vertices a and c and will often be denoted by [a, c]. For a mesh ∆ we will say that
it is determined by the rectangles [(xi−1, yj−1), (xi, yj)] for all i ∈ [p] and j ∈ [q].
Here and in the sequel we denote by [n] the set {1, 2, . . . , n} for any given integer
n.
Assume that the standard corners of rectangle R are contained in D and let A
be any function defined on D. We let the volume of R with respect to A, or the
A-volume of R (or simply the volume of R if A is understood), be equal to
VA(R) = A(a) +A(c)−A(b) −A(d).
Consider the following possible conditions on a function F : D → [0, 1].
(A) (1) F (x,−∞) = F (−∞, y) = 0 for all x, y ∈ R if F is a general function and
for all x ∈ δx and y ∈ δy if F is a discrete function, and
(2) F (∞,∞) = 1.
(B) Condition (A) together with the following condition: VF (R) > 0 for every
rectangle R with corners in D that intersects the boundary of D.
(C) Condition (A) together with the following condition: VF (R) > 0 for every
rectangle R with corners in D.
In the discrete case we understand the boundary of D in Condition (B) as those
points that have at least one coordinate equal to either −∞ or ∞. Functions with
property (B) will be called (bivariate) quasi-distributions. Observe that quasi-
distributions are always increasing in each variable. Functions with property (C)
will be called (bivariate) distributions. In the general case we will sometimes add
the word general to either of these two notions and in the discrete case we will add
the word discrete, unless there will be no doubt of confusion.
Let us warn the reader not to confuse our notion of “discrete distribution” with
the standard notion of the distribution of a discrete random vector, although they
are connected in some sense. Namely, for a distribution F of a discrete random
vector with finite range one could choose to be defined only on the mesh generated
by the points of discontinuity and one could recover the distribution uniquely from
the values at these points.
Observe that this approach brings us to (cumulative) distributions (and quasi-
distributions) of standard type (i.e., those that arise on the usual σ-additive prob-
ability spaces) if we assume in addition to either Condition (B) or (C) that:
(D) The (quasi) distribution function F is right continuous in each argument.
We will also allow the possibility that (quasi)distributions do not satisfy this as-
sumption which brings us to the case of finitely additive probability spaces. We
will say that (quasi)distributions are of standard type in the first case and that
they are of extended type in the second case. It will follow from our Theorem
4 that in both cases we can express a (quasi)distribution as a (quasi)copula in
its marginal distribution functions. Consequently, possible extraordinariness of a
(quasi)distribution depends solely on its margins! Does this mean that copulas are
a stronger probability concept than probability itself?
Recall the definition of the bilinear interpolation from [16] on a mesh determined
by rectangles of bounded corners. Let us extend this definition to unbounded
corners using linear rational functions. If a has coordinates (−∞, b) and b has
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coordinates (a, b) then we extend the discrete function A defined at these two
points via A(−∞, b) and A(a, b) by letting
(2) A(x, b) = A(−∞, b) +
a
x
(A(a, b)−A(−∞, b)) for −∞ 6 x 6 a.
Observe that the assumption from the beginning of this section yields a < 0 so
that the function
a
x
is strictly increasing on the interval (−∞, a) and consequently
the function A(x, b) is increasing on this interval if and only if it is obtained from
an increasing discrete function meaning that A(a, b) > A(−∞, b). Similar consid-
erations apply when corner a is bounded having coordinates (a, b) and corner b is
unbounded having coordinates (∞, b). In this case we extend the discrete function
A by
A(x, b) = A(∞, b)−
a
x
(A(∞, b)−A(a, b)) for a 6 x 6∞.
Since a > 0 we have that −
a
x
is strictly increasing on (a,∞) so that the function
A(x, b) is increasing in x on this interval if and only if it is obtained from an
increasing discrete function meaning that A(∞, b) > A(a, b). Finally, we extend
the function A along the vertical lines as well. Choose a rectangle R determining
the mesh ∆ with standard notation of the corners a,b, c, and d. Observe that at
least one of these corners is bounded. We will consider two cases. Case (a) when
both corners of the horizontal sides are either bounded or both are unbounded; and
case (b) otherwise. In case (a) we extend the function A along these horizontal
sides linearly and then extend vertically along each line with a fixed coordinate x
by analogy to the above. In case (b) we extend the function A along the horizontal
lines as above and then extend vertically along each line with a fixed coordinate x
either linearly or by analogy to the above. The result of [16, Proposition 1] extends
easily.
Proposition 1. Given the values of a 1-increasing function A at the corners of a
rectangle R there exists a unique function A on R such that
(a): its values coincide with the starting values at the corners;
(b): each one-dimensional section parallel to the axes is either linear if both
ends of the section are of the same bounded/unbounded type or it is linear
rational with pole at 0 otherwise.
The function on R obtained in this way will be called a bilinear interpolation of
A through its values at the corners and denoted by ABL. This definition extends a
function A defined on a mesh with no ambiguity to a function denoted by ABL on
the whole unit square I2 and called again a bilinear interpolation of A.
Corollary 2. The bilinear interpolation A of a 1-increasing function defined on
the corners of R is 1-increasing. Moreover, for every subrectangle R1 ⊆ R we have:
(a): VA(R1) > 0 if and only if VA(R) > 0
(b): VA(R1) < 0 if and only if VA(R) < 0
(c): VA(R1) = 0 if and only if VA(R) = 0
Proof. This was proven in [16] for rectangles with all the four corners bounded.
Among rectangles with some unbounded corners we first consider the case that
corners a = (−∞, b) and d = (−∞, c) of rectangle R are unbounded and its corners
b = (a, b) and c = (a, c) are bounded. If we change the east vertical side from
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coordinate x = a westwards to coordinate x = a′ < a the volume changes from the
starting volume
VA(R) = A(−∞, b)−A(−∞, c) +A(a, c)−A(a, b)
to
a
a′
VA(R) as seen after a simple computation using (2). If we change the north hor-
izontal side from coordinate y = c southwards to coordinate y = c′ < c the volume
changes from the starting volume to
c′ − b
c− b
VA(R) as seen via linear interpolation,
and if we change the south horizontal side from coordinate y = b northwards to
coordinate y = b′ > b the volume changes from the starting volume to
c− b′
c− b
VA(R)
again seen via linear interpolation. Now, if we change the unbounded west vertical
side to a bounded coordinate x = d,−∞ < d < a < 0, the volume changes, using
(2) to
a− d
−d
VA(R). Consequently, in any of the four possible cases, the sign of the
volume stays unchanged.
The other possibilities are obtained using similar tedious but simple computa-
tions. 
Proposition 3. For any mesh ∆ and any of the three conditions above (X)=(A),
(X)=(B), or (X)=(C), it holds that
(1) If a general function A : D → R satisfies Condition (X), then the discrete
function A|∆ satisfies Condition (X).
(2) If a discrete function A : ∆ → R satisfies Condition (X), then its bilinear
interpolation ABL satisfies Condition (X).
Proof. The proof goes in a similar way as the proof of [16, Proposition 4]. 
Let FX(x) and FY (y) be two univariate distributions either of standard or of
extended type. Furthermore, let QFX ,FY , respectively DFX ,FY , be the set of all
quasi-distributions, respectively distributions, with these two univariate distribu-
tions as margins, i.e. such that
F (x,∞) = FX(x) and F (∞, y) = FY (y).
Theorem 4 (Sklar’s theorem for quasi-distributions). For any function F in QFX ,FY ,
respectively DFX ,FY , there exists a quasi-copula, respectively a copula, C such that
F (x, y) = C(FX(x), FY (y)).
Proof. It suffices to prove the quasi-copula part. The well-known copula part follows
also easily from that. We adjust one of the standard proofs of Sklar’s theorem (cf.,
say, [9, Section 2.3]). There is at most a countable set of discontinuities of a
monotone function (Froda’s theorem) that are all jumps; denote the set of jumps
of FX by {xi} and the set of jumps of FY by {yj}. (By an abuse of notation
we count a jump twice in case that the distribution function is not continuous on
either the left hand side or the right hand side to take care of both the left and
the right jump; observe that this cannot occur in case of standard probability.) For
(u, v) ∈ RanFX×RanFY (here we denote by RanF the range of a function F ) there
exist x, y ∈ R such that u = FX(x) and v = FY (y); so we let C(u, v) = F (x, y).
It is easy to extend this definition by monotonicity to the set RanFX × RanFY ,
where the over-line denotes the closure as usually. Indeed, if v = FY (y) and u ∈
RanFX \ RanFX , then either u = limx→xi−0 FX(x) or u = limx→xi+0 FX(x) for
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one of the jumps xi, so that one should let C(u, v) = limx→xi−0 F (x, y) in the first
case and C(u, v) = limx→xi+0 F (x, y) in the second one. Observe that both limits
exist since every quasi-distribution is monotone in each of the two variables. In
case of a double jump one needs to adjust this definition in an obvious way. Once
C is extended to RanFX ×RanFY in this way, we extend it similarly to the whole
desired set. So, we need to extend C to two more types of sets:
(a) J(xi)× RanFY , and RanFX × J(yj);
(b) J(xi)× J(yj);
where J(xi) and J(yj) are open intervals representing the jumps of the correspond-
ing distribution functions. Observe that (only) the endpoints of J(xi) belong to
RanFX and (only) the endpoints of J(yj) belong to RanFY . So, we can extend
the value of C linearly in one of the variables on the sets of type (a). Also, (only)
the vertices of any rectangle of type (b) belong to RanFX ×RanFY . Thus, we can
extend the value of C bilinearly on these sets.
It remains to see that the so obtained function C is a quasi-copula. We will
prove this using an equivalent definition of [14, p. 236] (cf. also the definitions
immediately following [16, Proposition 3]). We see that C satisfies Conditions (A)
and (B) of [16, Section 2] via a routine verification. So, we only need to show
that Condition (D) of [16, Section 2] (which is our Condition (B)) also holds true.
Choose an arbitrary rectangle R with standard corners a, b, c, and d, intersecting
the boundary of I2. If all the corners belong to RanFX × RanFY , then we can
find a rectangle R′ with corners a′, b′, c′, and d′, intersecting the boundary of R
2
and such that a = (FX × FY )(a′), b = (FX × FY )(b′), c = (FX × FY )(c′), and
d = (FX × FY )(d′). It follows easily that VC(R) = VF (R′) > 0 by Condition (B)
on the function F . So, the desired condition
(3) VC(R) > 0
is satisfied as soon as R has nonempty intersection with the boundary of D and the
vertices of R belong to RanFX ×RanFY . In the rest of the cases the construction
of C is done in two steps. First, we send the coordinates to the limits which clearly
preserves Condition (3). Second, it is done either in linear or in bilinear way from
vertices for whose rectangles Condition (3) already holds (depending on whether
they are of type (a) or type (b)). The value of VC(R) may be seen as either a
linear or a bilinear function. Since a linear function cannot change the sign more
than once on an interval and since VC(R) is positive at the endpoints, it is positive
everywhere on the interval and the theorem follows. 
Corollary 5. The sets QFX ,FY and DFX ,FY are compact in the uniform norm.
Proof. This is an immediate consequence of Theorem 4 and Theorems [9, 1.7.7& 7.3.1].

3. Introducing the main tools
Here we present some tools to treat copulas and quasi-copulas from [16] expand-
ing them from the unit square to the extended real plane thus making them useful
in treating distributions and quasi-distributions. Since many of the proofs are quite
technical on one side and depend only on the relations between certain functions
defined on rectangles (and disjoint unions of them), we give these results without
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proofs. We only exhibit the deeper proofs where it becomes important that the
rectangles belong to R
2
and not only to I2.
As in Section 2 we assume that a real function A is defined on D which is either
R
2
in the general case or a mesh ∆ in the discrete case. For a rectangle R with
distinct standard vertices a,b, c,d we define the main corner set M(R) = {a, c}
and the opposite corner set O(R) = {b,d}. Given a rectangle R we define for any
point x ∈ R
2
its multiplicity by
mR(x) =


1, if x ∈M(R);
−1, if x ∈ O(R);
0, otherwise.
Let us amplify this definition to any R ∈ R, the set of all disjoint unions of rect-
angles with vertices in D, i.e. if {Ri}ni=1 is an arbitrary finite set of rectangles of
the kind, then an element of R is of the form R =
⊔n
i=1Ri, where
⊔
denotes the
disjoint union, and we letmR(x) =
∑n
i=1mRi(x). The volume of an element R ∈ R
corresponding to the real valued function A (or the A-volume of R) is
VA(R) =
∑
x∈R×R
A(x)mR(x);
clearly, this sum is finite. It is also clear that when specializing to rectangles, dis-
tributions and quasi-distributions this definition coincides with the usual definition
of the volume. Index A will be omitted if function A is understood. As in [16] we
observe that the multiplicity at a point and the volume at a real valued function A
are additive in rectangles:
(a): mR1⊔R2(x) = mR1(x) +mR2(x);
(b): VA(R1 ⊔R2) = VA(R1) + VA(R2).
Also following [16] we define a function L of R ∈ R, and functions PM and PO of
x ∈ R
2
, all depending also on the real valued functions A and B such that A 6 B:
L(A,B)(R) =
∑
y∈R×R
mR(y)>0
B(y)mR(y) +
∑
y∈R×R
mR(y)<0
A(y)mR(y)
P
(A,B)
M (x) = inf
R∈R
mR(x)>0
L(A,B)(R)
mR(x)
and P
(A,B)
O (x) = inf
R∈R
mR(x)<0
L(A,B)(R)
−mR(x)
,
(4)
where infimum of an empty set is assumed equal to +∞.
It is our first next goal to prove that there exists a distribution F between two
quasi-distributions A 6 B (all having the same marginal distributions FX(x) and
FY (y)) if and only if function L
(A,B) is positive on all rectangles. On the way to
that result, Theorem 10, we will first assume two conditions on the pair of real
valued functions (A,B) to be later specialized to a pair of quasi-distributions:
(Q1): A 6 B, and
(Q2): L(A,B)(R) > 0 for all R ∈ R.
Here is a key lemma where we also need function γ(A,B)(x) = min{P
(A,B)
O (x), B(x)−
A(x)} defined for x ∈ D.
Lemma 6. Let the pair of real valued functions A 6 B satisfy Conditions (Q1)
and (Q2), and let there exist an x ∈ D such that t0 = γ
(A,B)(x) > 0. Then the
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pair of real valued functions (A′, B), where
A′(y) =
{
A(x) + t, if y = x;
A(y), otherwise;
satisfies conditions (Q1), (Q2) for any t, 0 < t 6 t0. If we choose t = t0, then
γ(A
′,B)(x) = 0.
The proof of this lemma goes exactly in the same way as the proof of [16,
Proposition 13] and will be omitted. Note that even if we started with quasi-
distributions (A,B) the function A′ would not be a quasi-distribution any more
in general. Here is an extension of another result, i.e. [16, Proposition 16]. The
original result is technically quite involved and goes through a number of stages.
The extension of the proof is straightforward and will be omitted although it needs
a careful reexamination.
Proposition 7. Let A 6 B be discrete (bivariate) quasi-distributions with fixed
marginal distributions. Then, there exists a discrete (bivariate) distribution F with
A 6 F 6 B if and only if
L(A,B)(R) > 0
for all R ∈ R.
In this proposition and in what follows the term “fixed marginal distributions”
or “fixed margins” for short will mean that all bivariate distributions or quasi-
distributions under consideration have the same FX and the same FY , while these
univariate distributions need not be equal in general.
The proof of this proposition and of Theorem 11 relies heavily on the following
result which we call here a lemma although it is technically quite elaborate. Re-
call the notation γ(A,B)(x) = min{P
(A,B)
O (x), B(x) −A(x)} introduced just before
Lemma 6. Note that, again, the proof of the lemma is a straightforward extension
of [16, Theorem 15] and will be omitted.
Lemma 8. If under the conditions (Q1), (Q2) we have γ(A,B)(x) = 0 for all
x ∈ R×R, then VA(R) > 0 for all rectangles R ⊆ R×R.
Here is one of our main results which is a nontrivial extension of [16, Theorem
17] and definitely needs to be proven. As a matter of fact, in order to do so we first
need an additional lemma:
Lemma 9. Let A be a quasi-distribution and F a distribution on R × R having
fixed marginal distributions FX and FY . Let ∆n ⊆ ∆n+1 be a sequence of meshes
for n ∈ N whose union of corners U satisfies
(1) U is dense in R×R,
(2) the first coordinates of members of U contain all jumps of FX ,
(3) the second coordinates of members of U contain all jumps of FY .
If F |∆n 6 A|∆n respectively F |∆n > A|∆n for all n ∈ N, then F 6 A respectively
F > A.
Proof. We will only treat the case “6” since the other one goes in a similar way.
First apply Theorem 4 on distribution F and on quasi-distribution A to obtain a
copula C and a quasi-copula Q such that F = C(FX , FY ) and A = Q(FX , FY ).
Clearly, it suffices to show that C 6 Q. Now, if a point (x, y) ∈ R×R is such that
x is a jump of FX and y is a jump of FY , then this point belongs to a ∆n for a large
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enough n and the claim follows immediately. Next, if x has this property and y
does not, then FY is continuous at y and there is a sequence of yk such that (x, yk)
converges to (x, y) and each of its terms belongs to a ∆n for a large enough index n.
So, the pursued condition is satisfied at each of the terms and consequently in the
limit. Similar argument applies if the roles of x and y are exchanged. And finally,
when the point (x, y) is such that both functions FX and FY are continuous, we
need to find a double sequence to conclude what is desired. Actually, we are done
now since the values of F and A do not depend on the definitions of C and Q at
other points. 
Theorem 10. Let A 6 B be (bivariate) quasi-distributions with fixed marginal
distributions FX(x) and FY (y). Then, there exists a (bivariate) distribution F with
A 6 F 6 B if and only if
L(A,B)(R) > 0
for all R ∈ R. In this case F has necessarily the same marginal distributions FX(x)
and FY (y).
Proof. We first assume that there exists a distribution F with A 6 F 6 B and
choose an R ∈ R. Note that R is made of a finite number of rectangles that have
a finite union of all possible corners. So, there exists a mesh ∆ containing all
these corners. Now, observe that 〈A〉 = A|∆ and 〈B〉 = B|∆ are discrete quasi-
distributions, that 〈F 〉 = F |∆ is a discrete distribution, and that 〈A〉 6 〈F 〉 6 〈B〉.
So, the desired conclusion follows by Proposition 7.
To get the inverse implication, assume that the condition of the theorem is
fulfilled for all R ∈ R. Choose a sequence of meshes ∆n ⊆ ∆n+1 for n ∈ N satisfying
the three conditions of Lemma 9. First, one may choose, say, ∆n = δxn × δyn
determined by points
δxn = δyn =
{
k
2n
}n2n
k=−n2n
for n ∈ N to satisfy Condition (1). We know that a monotone function has at most
a countable set of discontinuities denoted by {xi}i. Let the new set δxn be the
union of the set defined above and the first (no more than) n elements of the set
{xi}i to ensure Condition (2). We take care of Condition (3) in a similar way.
For an n ∈ N let Rn be the set of disjoint unions of rectangles with corners in
∆n. Then, A|∆n and B|∆n satisfy the assumptions of Proposition 7, so that there
exists a discrete distribution Fn on ∆n such that
A|∆n 6 Fn 6 B|∆n
Now, extend the discrete distribution Fn to a general distribution F˘n = (Fn)
BL
and denote its marginal distributions by F˘nX and F˘
n
Y . The quasi-distributions A
and B have fixed marginal distributions, so that inequality above implies that
F˘nX |δxn = FX |δxn and F˘
n
Y |δyn = FY |δyn . A simple consideration establishes that
F˘nX converges to FX and that F˘
n
Y converges to FY . Finally, let Cn be the copula
with F˘n = Cn(F˘
n
X , F˘
n
Y ) and define F̂n = Cn(FX , FY ). It follows that
(5) A|∆n 6 Fn = F̂n|∆n 6 B|∆n .
Since the set of bivariate distributions having a fixed pair of marginal distributions
is compact by Proposition 5 there exists a subsequence F̂nk , k ∈ N, converging
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uniformly to a distribution F . Clearly, F |∆n = Fn for all n ∈ N so that Lemma 9
concludes the proof of the theorem by Equation (5). 
In the following theorem we considerA andB, a pair of bivariate quasi-distributions
with fixed margins FX and FY , and denote
D(A,B) = {F ∈ DFX ,FY |A 6 F 6 B}.
Theorem 11. If A 6 B are quasi-distributions with D(A,B) 6= ∅, then
(a) B =
∨
D(A,B) if and only if B(x) −A(x) 6 P
(A,B)
O (x) for all x ∈ R×R.
(b) A =
∧
D(A,B) if and only if B(x) −A(x) 6 P
(A,B)
M (x) for all x ∈ R×R.
Proof. Let us start by the proof of (a). Clearly, the condition of Theorem 10 is
fulfilled. Assume first that condition B(x)−A(x) 6 P
(A,B)
O (x) holds for all points
x ∈ R×R and that γ(A,B)(x) = B(x)−A(x) is strictly positive at a certain point
x0 ∈ R × R. Choose a mesh, say ∆n containing this point and apply Lemma 6
to replace A by A′ with A′(x0) = B(x0) and A
′ = A at all other points of the
mesh. Clearly, A 6 A′ 6 B, L(A
′,B) > 0 and γ(A
′,B)(x0) = 0 by Lemma 6. We can
repeat this procedure as long as there is a point in the mesh with a positive value
of γ. If there is no point of the kind left in the mesh, the last corrected discrete
quasi-distribution A′ is actually a discrete distribution by Lemma 8 to be denoted
by Fn. Since the mesh is finite we are done in a finite number of steps. The so
obtained discrete distribution has the properties A|∆n 6 Fn 6 B|∆n and at the
same time Fn(x0) = B(x0). Following the ideas from the proof of Theorem 10 we
continue by a sequence of meshes each contained in the next one whose union of
corners is dense in R×R and by an according sequence of discrete distributions Fn
extended to a sequence of general distributions (Fn)
BL. By going to a subsequence,
if necessary, we may achieve a uniformly convergent sequence by Corollary 5 and a
limit distribution F such that A 6 F 6 B and at the same time, F (x0) = B(x0),
thus proving one direction of (a).
To get the proof of (a) in the other direction assume that B =
∨
D(A,B), choose
x ∈ R×R, ε > 0, and F ∈ D(A,B) such that
F (x) > B(x)− ε.
It is clear that P
(A,B)
O (x) > P
(A,F )
O (x). We want to show that
(6) P
(A,F )
O (x) > F (x)−A(x).
This will imply P
(A,B)
O (x) > B(x)−A(x)− ε and the desired conclusion will follow
by the fact that ε can be chosen arbitrarily small. In the proof of (6) we first recall
that
P
(A,F )
O (x) = inf
R∈R
mR(x)<0
L(A,F )(R)
−mR(x)
,
where
L(A,F )(R) =
∑
mR(y)>0
F (y)mR(y) +
∑
mR(y)<0
A(y)mR(y).
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We add to and subtract from these sums the sum of F (y)mR(y) over y ∈ R×R
with mR(y) < 0 to get
L(A,F )(R) = VF (R) +
∑
mR(y)<0
(F (y)−A(y))(−mR(y)) > (F (x)−A(x))(−mR(x))
because all the summands of the above sum are nonnegative and they also contain
the summand with y = x. This implies Equation (6) thus finishing the proof of
(a).
The proof of (b) follows by taking the reflection (cf. the remark at the end
of this proof) on the case (a) mutatis mutandis, i.e. once the necessary changes
have been made. In particular, we apply the reflection on Equations (4) and note
that a reflection is exchanging the order on the lattice of quasi-distributions and
by appropriately extending [16, Lemma 6] also the main and opposite role of the
corners of rectangles. So, we first get
L(B
δ,Aδ)(δ(R)) = L(A,B)(R)
and then
P
(Bδ,Aδ)
O (δ(x)) = P
(A,B)
M (x) and P
(Bδ,Aδ)
M (δ(x)) = P
(A,B)
O (x).
The reflected (a) becomes
Bδ =
∧
D(Bδ, Aδ) if and only if Aδ(δ(x))−Bδ(δ(x)) 6 P
(Bδ,Aδ)
M (δ(x)) for all x ∈ R×R
which is exactly (b). So, we are done by the first part of the proof. 
Remark. Recall that for any quasi-copula Q the reflection σ : x 7→ 1−x induces
a reflected quasi-copula
Qσ(x, y) = y −Q(1− x, y).
Similarly, for any quasi-distribution F the reflection δ : x 7→ −x induces a reflected
quasi-distribution by
F δ(x, y) = FY (y)− F (−x, y).
Observe that the so obtained quasi-distribution has the same second margin FY (y),
while the first margin FX(x) changes into 1−FX(−x). In particular, in the standard
probability approach, it is not ca`dla`g any more, it is ca`gla`d.1 This is a phenomenon
observed when exchanging a distribution function into a survival function. Observe
that the same technique applies to a distribution which is just a special case of a
quasi-distribution. In the case of “the other” reflection δ : y 7→ 1 − y applied to
a quasi-distribution or distribution, we follow similar considerations. Note that,
in particular, [16, Lemma 6] has an immediate extension to quasi-distributions for
either of the two reflections.
1Ca`dla`g is a colourful French acronym (continue a` droite, limite´s a` gauche) to describe functions
of a real variable which may have discontinuities, but are right continuous at every point, with a
limit point to the left of every point (cf., say, [3, p. 90]); exchange left and right in this definition
to get the meaning of ca`gla`d. Possible English translations are RCLL (“right continuous with left
limits”), or corlol (“continuous on (the) right, limit on (the) left”).
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4. The imprecise versions of the Sklar’s theorem
Theorem 12 (Imprecise Sklar’s Theorem for Fixed Margins). For quasi-distributions
A 6 B with fixed marginal distributions FX and FY the following conditions are
equivalent:
(1) B −A 6 P
(A,B)
O and B −A 6 P
(A,B)
M .
(2) A = inf{F ∈ DFX ,FY |A 6 F 6 B} and B = sup{F ∈ DFX ,FY |A 6 F 6
B}.
(3) There exist quasi-copulas P 6 Q satisfying
(7) A = P (FX , FY ) respectively B = Q(FX , FY )
and
(8) P = inf{C copula |P 6 C 6 Q} and Q = sup{C copula |P 6 C 6 Q}.
Moreover, if P 6 Q are any quasi-copulas satisfying (8) and FX and FY are any
marginal distributions, then quasi-distributions defined by (7) satisfy any and there-
fore all equivalent conditions (1)–(3).
Proof. Observe that either Condition (1) or (2) implies automatically that L(A,B) >
0. Equivalence of (1) and (2) is then clearly given by Theorem 11. Let C be the
set of copulas C such that for F = C(FX , FY ) we have A 6 F 6 B and define
P = inf{C ∈ C} and Q = sup{C ∈ C},
so that Equation (8) is satisfied as soon as C is nonempty. Now, if (2) holds, than
this set is nonempty by Theorem 4 and if (3) holds it is nonempty by definition.
Since for any point x ∈ R×R there is a point u ∈ I2 such that F (x) = C(u), the
pointwise infimum respectively supremum of the set given in (2) is attained at a
quasi-distribution A respectively B if and only if the pointwise infimum respectively
supremum of the set C is attained at quasi-copula P respectivelyQ given by Relation
(7). This proves the equivalence of (2) and (3). It is now a simple exercise to show
the second half of the theorem. 
Let F be a nonempty set of bivariate distributions and define the sets of its mar-
ginal distributions by FX = {FX | F ∈ F} and FY = {FY | F ∈ F}. In addition,
let
FX,Y = {(FX , FY ) | F ∈ F} ⊆ FX ×FY ,
where the elements of this set, i.e., pairs of possible marginal distributions will be
denoted by FX,Y = (FX , FY ). For every FX,Y ∈ FX,Y define FFX,Y = F ∩DFX ,FY
and note that each FFX,Y is a nonempty set of distributions with fixed margins FX
and FY , and that
F =
⋃
FX,Y ∈FX,Y
FFX,Y .
Furthermore, denote
FFX,Y = inf
F∈F
FX,Y
F and F
FX,Y
= sup
F∈F
FX,Y
F.
Lemma 13. The set QFX ,FY is closed under pointwise infima and suprema for any
fixed pair FX,Y ∈ FX,Y , so that F
FX,Y and F
FX,Y
are quasi-distributions.
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Remark. Although we prove here that the infimum and the supremum of a
set of distributions with fixed margins are always quasi-distributions, it turns out
that
F = inf
FX,Y ∈FX,Y
FFX,Y and F = sup
FX,Y ∈FX,Y
F
FX,Y
need not be quasi-distributions as shown in [19, Example 1] and may even not be
representable in the sense of Sklar’s theorem as shown in [18, Example 3.5] (cf. also
[13]).
Proof of the lemma. The first claim of the lemma follows by a simple adjustment
of the proof of [14, Theorem 6.2.5]. Using Theorem 4 we find a set of copulas
CFX,Y = {C |F = C(FX , FY ) for some F ∈ FFX,Y } and let
C = inf
C∈C
FX,Y
C and C = sup
C∈C
FX,Y
C.
The lemma follows by [14, Theorem 6.2.5] and the obvious fact that FFX,Y =
C(FX , FY ) and F
FX,Y
= C(FX , FY ), so that they are quasi-distributions. 
Following [13] (cf. also [8, 17]) we call a pair (P,Q) of functions on D an imprecise
copula if (A) they are grounded, (B) each of them has 1 as a neutral element, and
(IC1): P (a) +Q(c)− P (b)− P (d) > 0;
(IC2): Q(a) + P (c)− P (b)− P (d) > 0;
(IC3): Q(a) +Q(c)−Q(b)− P (d) > 0;
(IC4): Q(a) +Q(c)− P (b)−Q(d) > 0
for each rectangle R ⊆ D defined by corners a,b, c, and d in the standard way. It
is known (cf. [13, 8, 17] for the general case and [16] for the discrete case) that for
an imprecise copula (P,Q) we have P 6 Q and P and Q are quasi-copulas. The
question whether every imprecise copula (P,Q) satisfies Condition (8) was proposed
in [13] and answered in the negative in [16]. So, if an imprecise copula (P,Q) does
satisfy Condition (8) we will call it a coherent imprecise copula (cf. also [17]). The
necessary and sufficient conditions for an imprecise copula to be coherent are also
given in [16, Theorem 19]. On the other hand, if a pair of quasi-copulas with P 6 Q
satisfies Condition (8), it is automatically an imprecise copula (cf. [13, 8, 16, 17]),
so that we can take this condition as the primary definition of a coherent imprecise
copula.
In what follows we need the notation
C(P,Q) = {C | C copula P 6 C 6 Q}
for any two quasi-copulas P,Q with P 6 Q.
Theorem 14 (General Imprecise Sklar’s Theorem).
(i) Let F be a nonempty set of bivariate distributions. Then there exists a family
CF =
{
(PFX,Y , QFX,Y ) | FX,Y ∈ FX,Y
}
of coherent imprecise copulas with
FFX,Y = PFX,Y (FX , FY ) and F
FX,Y
= QFX,Y (FX , FY )
for every FX,Y ∈ FX,Y .
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(ii) Let FX and FY be two nonempty sets of univariate distributions and let
FX,Y ⊆ FX × FY be nonempty. Furthermore, let C = {(PFX,Y , QFX,Y )}FX,Y
be a family of coherent imprecise copulas. Then
F =
{
C(FX , FY ) | (FX , FY ) ∈ FX,Y , C ∈ C(PFX,Y , QFX,Y )
}
is a nonempty set of bivariate distributions.
Proof. (i) For every FX,Y ∈ FX,Y the set FFX,Y is a set of distributions with fixed
marginal distributions FX and FY . By Theorem 12 there exists a coherent imprecise
copula (PFX,Y , QFX,Y ) such that
FFX,Y (x, y) = PFX,Y (FX(x), FY (y)) and F
FX,Y
(x, y) = QFX,Y (FX(x), FY (y)).
We let C =
{
(PFX,Y , QFX,Y ) | FX,Y ∈ FX,Y
}
to complete the proof.
(ii) The fact that F is a set of bivariate distributions is clear because every C is
a copula and every pair (FX , FY ) is a pair of margins. For every coherent imprecise
copula (P,Q) the set of copulas C(P,Q) is nonempty by definition. 
Example 15. Let F1 and F2 be univariate distributions defined by
F1(x) =


0, x 6 12 ,
2x− 1, 12 < x 6 1,
1, x > 1,
and F2(x) =


0, x 6 0,
2x, 0 < x 6 12 ,
1, x > 12 ;
and let F , G and H be bivariate distributions defined by
F (x, y) =M(F1(x), F1(y)),
G(x, y) =W (F2(x), F2(y)),
H(x, y) =M(F2(x), F2(y)),
where M and W are the upper and lower Fre´chet-Hoeffding bounds for copulas.
Observe that F (x, y) = 0 whenever either x 6 12 or y 6
1
2 , and G(x, y) = 1
whenever both x > 12 and y >
1
2 . It follows that F 6 G 6 H. Hence
F = inf {F,H} and H = sup {F,H} .
Both F and G are represented by the same copula M , while the (bivariate) p-box
(G,H), and hence also the p-box (F,H), contains distributions C(F2(x), F2(y)) for
any copula C. Consequently, a bivariate p-box in the sense of [19], i.e., an interval
of bivariate distributions, cannot be represented by just one imprecise copula, i.e.,
an interval of copulas, unless having fixed margins (even if the lower and upper
bounds are assumed to be quasi-distributions).
A bivariate p-box may be viewed as an extension of the notion of univariate
p-box, where it usually means a set of all distribution functions F lying pointwise
between a smallest one F and a largest one F , i.e., F (x) 6 F (x) 6 F (x) for all
x ∈ R. In view of the evidence presented in this paper and especially in this
section so far we propose to study a slightly different notion to the (bivariate) p-
box proposed in [19]. We believe that a more decisive notion is what we call a
restricted (bivariate) p-box ; it is restricted in two ways: (1) it is made of quasi-
distributions, and (2) the marginal univariate distributions of the whole set are two
fixed (possibly distinct) univariate distributions FX and FY , a property we have
been calling throughout the paper “quasi-distributions with fixed margins”. Now,
if (A,B) is a restricted (bivariate) p-box, we call it coherent if it has property (ii)
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of Theorem 12. Observe that this condition is equivalent to having property (i) of
the same theorem. According to that theorem the coherent restricted (bivariate) p-
boxes are in one-to-one correspondence with coherent imprecise copulas. Theorem
14 may be seen as an extension of Theorem 12 for families of coherent p-boxes. Using
the notions introduced in this paragraph we can slightly reformulate Theorem 14.
Theorem 16 (Imprecise Sklar’s theorem – p-box approach).
(i) Let F be a nonempty set of bivariate distributions such that FFX,Y is a coher-
ent restricted bivariate p-box for all FX,Y ∈ FX,Y . Then there exists a family
C =
{
(PFX,Y , QFX,Y ) | FX,Y ∈ FX,Y
}
of coherent imprecise copulas such that
F =
{
C(FX(x), FY (y)) | C ∈ C(PFX,Y , QFX,Y ), FX,Y ∈ FX,Y
}
.
(ii) Let FX and FY be two univariate p-boxes and let FX,Y ⊆ F1 × F2 be a
nonempty subset. Furthermore, let C =
{
(PFX,Y , QFX,Y ) | FX,Y ∈ FX,Y
}
be
a family of coherent imprecise copulas. Then
F =
{
C(FX(x), FY (y)) | C ∈ C(PFX,Y , QFX,Y ), FX,Y ∈ FX,Y
}
is a nonempty set of bivariate distributions such that FFX,Y is a coherent
restricted bivariate p-box for all FX,Y ∈ FX,Y .
Proof. (i) By Theorem 12 for every FX,Y ∈ FX,Y , there exists a coherent imprecise
copula (PFX,Y , QFX,Y ) such that
FFX,Y =
{
C(FX(x), FY (y)) | C ∈ C(PFX,Y , QFX,Y )
}
.
Taking C =
{
(PFX,Y , QFX,Y ) | FX,Y ∈ FX,Y
}
completes the proof.
(ii) F is clearly a nonempty set of bivariate distributions. For every FX,Y ∈ FX,Y
the set FFX,Y =
{
C(FX(x), FY (y)) | C ∈ C(PFX,Y , QFX,Y )
}
is a coherent restricted
bivariate p-box by Theorem 12. 
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