We consider the computation of r-th roots in finite fields. For the computation of square roots (i.e., the case of r = 2), there are two typical methods: the Tonelli-Shanks method [7] , [10] and the CipollaLehmer method [3], [5] . The former method can be extended to the case of r-th roots with r prime, which is called the Adleman-Manders-Miller method [1] . In this paper, we generalize the Cipolla-Lehmer method to the case of r-th roots in F q with r prime satisfying r | q − 1, and provide an efficient computational procedure of our method. Furthermore, we implement our method and the Adleman-Manders-Miller method, and compare the results. key words: root computation, finite field, the Cipolla-Lehmer method
Introduction
Solving algebraic equations over finite fields F q is one of the most fundamental topics in computer algebra. The typical equations are of the form
given a natural integer r (≥ 2) and an r-th residue element a in the base field. An important application of r-th root computations in F q to computer science is to construct an algebraic curve cryptosystem and a geometric Goppa code using curves over F q of the form y r = f (x) (e.g., (hyper-)elliptic and superelliptic curves). In order to find an F q -rational point (α, β) on the curve y r = f (x), we need to compute an r-th root β (if exists) of f (α) for an element α in F q . Such situation also arises in the operation of hashing messages onto the curve.
For square roots (i.e., r = 2), there exist two wellknown methods: the Tonelli-Shanks method [7] , [10] and the Cipolla-Lehmer method [3] , [5] . The idea of the former method is to reduce the computation of square roots in F q to that in the Sylow 2-subgroup of F In this paper, we provide an explicit algorithm to realize the Cipolla-Lehmer method in the case of r-th roots in finite fields F q with r prime satisfying r | q − 1. More precisely, we give a method to construct an irreducible monic polynomial of degree r satisfying some condition to apply the Cipolla-Lehmer method. We next describe an efficient computational procedure of our method. Furthermore, we implement our method and the Adleman-Manders-Miller method, and compare the results.
The remainder of this paper is organized as follows: In Sect. 2, we explain the Cipolla-Lehmer method for the square root computation. In Sect. 3, we consider the generalization of the Cipolla-Lehmer method to the r-th root computation. In Sect. 4, we provide an efficient computational procedure of our method, and estimate its complexity. In Sect. 5, we explain the Adleman-Manders-Miller method and its complexity. In Sect. 6, we implement our method and the Adleman-Manders-Miller method for various values of r over finite fields whose bit sizes are 500, 1000 and 2000. Based on the experimental results, we compare these methods and describe some observations. In Sect. 7, we give the conclusion and future works.
Square Root Computation Using the CipollaLehmer Method
Before considering r-th root computations in F q with r prime, we mention that it is easy to compute r-th roots in F q for the cases r q − 1 and r || q − 1. In the case of r q − 1, for each element a in F q , the r-th root of a is a l with l ≡ r −1 (mod q − 1). In the case of r || q − 1, for an r-th residue element a in F q (i.e., a q−1 r = 1), an r-th root of a is a l with l ≡ r −1 (mod q−1 r ). Furthermore, for the two cases above (r q − 1 and r || q − 1), the paper [2] gives an efficient computational procedure for getting an r-th root of a (i.e., the value a l ). In the rest of this paper, we assume that F q is a finite field with q elements, r is a prime with r | q − 1 and a is an r-th residue element in F q .
In Table 1 , we describe the Cipolla-Lehmer method for computing square roots in finite fields F q of odd characteristic ( [3] , [5] or [6, Algorithm 3.39 (p. 101)]) * * . The correctness of the Cipolla-Lehmer method is obvious. Indeed, we see the polynimial f (x) = x 2 − bx + a Input: A quadratic residue a in F q .
Output:
A square root of a.
Step 1:
Choose an element b in F q at random. if b 2 = a, then return b as a square root of a.
Step 2: if b 2 − 4a = 0, then return b 2 as a square root of a. if b 2 − 4a is a quadratic residue, then go to Step 1.
Step 3:
f (x) ←− x 2 − bx + a.
Return x q+1
2 mod f (x) as a square root of a.
obtained in Table 1 becomes a monic irreducible polynomial over F q . Let η be a root of f (x), which is an element in F q 2 \ F q . Since the other root of f (x) becomes η q , we have
Comparing the constant terms of both sides, we get the relation η q+1 = a, which implies that
becomes a square root of a (recall that q is odd and that f (η) = 0). We note that the value η q+1 is the norm of η over F q .
Generalization of the Cipolla-Lehmer Method to rth Roots Computation
In this section, using the Cipolla-Lehmer method, we consider the computation of r-th roots in F q , that is, the computation of χ satisfying
for a given r-th residue element a in F q (i.e., a q−1 r = 1). In order to apply the Cipolla-Lehmer method, we have to construct an irreducible monic polynomial of degree r over F q with the constant term (−1) r a. If we construct such a polynomial, say f (x), then we obtain a solution to χ r = a as
Indeed, let f (x) be such a polynomial, and η ∈ F q r a root of f (x). We note that the element η belongs to none of all proper subfields of
Since the other roots of f (x) become η
Comparing the constant terms of both sides, we get the relation
(that is, the norm of η over F q coincides with a). Therefore, we see the value
becomes an r-th root of a. We note that f (η) = 0 and that r | q − 1 (i.e., q ≡ 1 (mod r)) implies r | (q r−1 + · · · + q + 1). To describe our method for constructing the polynomial f (x) above, we show a necessary and sufficient condition for a binomial to be irreducible. Proof. First, we assume that β q−1 r = 1. Then there exists some γ ∈ F * q such that β = γ r . From the relation
. This shows the "only if" part of the proposition.
Next, we assume that the binomial x r − β is not irreducible in F q [x] , and let g(x) ∈ F q [x] be a proper factor of x r − β. Let ζ ∈ F * q be a primitive r-th root of unity and γ ∈F * q an r-th root of β, whereF q is an algebraic closure of F q . Let s (1 ≤ s < r) be the degree of g(x), then from the relation
the constant term of g(x) is represented as
for some t with 0 ≤ t < r, so the value ζ t γ s is in F * q . For the integers l and m with sl + rm = 1, we have
which shows the "if" part of the proposition.
We further see, for a polynomial g(x) over F q ,
Using these facts, for a given r-th residue element a, we get a probabilistic algorithm for constructing an irreducible monic polynomial of degree r with constant term (−1) r a (Table 2) , which is of the form
for some elements α and β in F q . We remark that, assuming q is sufficiently large as compared with r (e.g., r = O(log q)), the probability that the element (−1) r (α r −a) becomes an r-th non-residue for a given r-th residue element a and a random element α in F q is approximately 1 − 1 r (see Appendix). For the computation of χ, an r-th root of a, we have Input: An r-th residue a in F q .
Output:
An irreducible monic polynomial of degree r with constant term (−1) r a or an r-th root of a.
Step 1:
Choose an element α in F q at random.
Step 2: if β = 0, then return α as an r-th root of a.
Step 3: if β q−1 r 1, then return (x − α) r − β as a desired polynomial. else go to Step 1.
where y := x−α. This gives an efficient method for computing χ because we can perform operations modulo the binomial y r − β. For example, given a polynomial g(y) of degree at most 2r − 2, when we apply the classical method for operations on polynomials, it requires at most r − 1 multiplications on F q to compute g(y) mod (y r − β), while it requires O(r 2 ) multiplications on F q to compute g(y) mod f (y) for a general polynomial f (y) of degree r.
We remark that, after the computation of
we does not need the transformation from the indeterminate y to x (i.e., y ← x − α) because χ is an element in F q .
Computational Procedure of Our Method
In this section, we give an efficient procedure for computing
described in the previous section. We represent the exponent above as follows:
Therefore, following the steps below, we compute an r-th root χ = (y + α)
Step 1:
In the remainder of this section, we consider the complexity of each step above. We evaluate one multiplication of two polynomials over F q of degree at most r as O(r 1+δ ) operations on F q with 0 < δ ≤ 1 (δ = 1 for the classical method, δ = 0.59 for the Karatsuba method, and δ = o(1) for the FFT method [4, Definition 8.26]).
For Step 1, from the representation
we can compute the polynomial g(y) by performing the q-th power operations and the multiplications by (y + 
. From these evaluations above, we perform Step 1 (i.e., the computation of the polynomial g(y)) by O(r 2 ) multiplications on F q and O(r) multiplications on F q [y]/(y r − β).
Step 2 requires O(log
Since χ is the constant term of h(y)(y + α) mod (y r − β), we get
with two multiplications on F q .
From the considerations above, we evaluate the complexity of the Cipolla-Lehmer method as the sum of O(r 2 ) operations on F q and O(r + log q) operations on
, which is evaluated as O((r + log q)r 1+δ ) operations on F q . We note that the computation of χ = (y + α) q r−1 + ··· +q+1 r mod (y r − β) requires O(r log q) operations on F q [y]/(y r − β) by using the repeated square-and-multiply method directly.
The Adleman-Manders-Miller Method
In this section, we explain the Adleman-Manders-Miller method [1] (based on the Tonelli-Shanks method [7] , [10] ) for r-th root computations in finite fields F q , that is, the computation of χ satisfying χ r = a for a given r-th residue element a in F q (i.e., a q−1 r = 1). Let q−1 = r v s with r s and b be an r-th non-residue in F q . Setting g = b s and h = a s , we see that g is a primitive r vth root of unity, i.e., the multiplicative group g generated by g is the Sylow r-subgroup of F * q , and that h belongs to the subgroup g r . If we get an r-th root of h, say α, then we compute an r-th root of a as
where two integers l, m satisfy sl + rm = 1. In order to obtain α, an r-th root of h, it is sufficient to find c i '
Indeed, if we find such c i 's above, then we obtain
When we raise both sides of the equation h = g We get the value c 2 by raising both sides of this equation to r v−3 -th power, after which we multiply g −c 2 r 2 . By performing the procedure above repeatedly, we get the values c i 's to compute α.
In the rest of this section, we consider the complexity of the Adleman-Manders-Miller method. We denote by M(r) the number of operations on F q to solve a discrete logarithm problem on the subgroup g Firstly, from the fact s ≤ q, it requires O(log q) operations on F q to compute three values b, g and h. We note that the probability that a random element b in F * q is an r-th non-residue is 1 − 1 r † . Secondly, it takes 1≤i≤v−1
operations on F q to compute α (i.e., the values c i 's). After that, it requires O(log q) operations on F q to compute the value χ = α l a m , an r-th root of a. Summing up these costs, we obtain an r-th root of a by O(log q + v 2 log r + vM(r)) operations on F q using the Adleman-Manders-Miller method. This implies that, for a fixed size of q, the size of v rather than the size of r influences the computational task of the Adleman-MandersMiller method, which differs from the case of the CipollaLehmer method, namely, as described in Sect. 4, the complexity of the Cipolla-Lehmer method (i.e., O((r+log q)r 1+δ ) operations on F q ) depends only on r and not on v. We further see that the Cipolla-Lehmer method needs operations on the residue ring F q [y]/(y r − β), while the Adleman-MandersMiller method needs operations on only F q .
Experimental Results
In this section, using the following four methods, we implement the r-th root computation in prime finite fields F p with the bit sizes of p being 500, 1000 and 2000. mod (y r − β), using the procedure described in Sec. 4. AMM: The Adleman-Manders-Miller method [1] .
For each size of p, we implement 100 times r-th root computations. We present the average times in the tables below. All computations are performed on a 2.8 GHz Pentium G6950 with 1.6 GB RAM. The language is C with gcc 4.1.2 compiler and with no mathematical library.
We apply the classical method for multiplications of two polynomials in the Cipolla-Lehmer method, and the exhaustive method for solving the discrete logaritghm problem on the subgroup of order r in F * p in the Adleman-MandersMiller method. For an integer x, by v r (x) we denote the largest non-negative integer v such that r v | x.
The Cipolla-Lehmer Method
First, we implement the Cipolla-Lehmer method (CL 1 -3) for some values of r. † Therefore, the Adleman-Manders-Miller method is probabilistic. From Table 3 , the procedure (CL 3) becomes more efficient than the others (CL 1), (CL 2) as r grows. The bit size of p is 500: The bit size of p is 1000: The bit size of p is 2000: From Tables 4-21 , we see the following facts.
• The Adleman-Manders-Miller method is more efficient than the Cipolla-Lehmer method provided that v r (p−1) is not so large. In the case of p with 500 bit (resp. 1000 bit and 2000 bit), it seems that the AdlemanManders-Miller method is always more efficient than the Cipolla-Lehmer method for r ≥ 11 (resp. r ≥ 17 and r ≥ 23).
• For a fixed size of p, as pointed out in Sect. 5, the running time of the Adleman-Manders-Miller method depends on the values r and v r (p − 1) and, more precisely, the value v r (p − 1) is more influential than the value r. On the other hand, the running time of the CipollaLehmer method depends only on the value r.
• For a fixed size of r, the value v r (p − 1) of the cross-over point of the running time of the CipollaLehmer method and that of the Adleman-MandersMiller method becomes large as the size of p grows.
Conclusion and Future Works
In this paper, for a prime r with r | q − 1, we considered the computation of r-th roots in finite fields F q based on the Cipolla-Lehmer method, and provided an efficient computational procedure for realizing our method. We further implemented our method (based on the Cipolla-Lehmer method) and the Adleman-Manders-Miller method. Our future works are, for example
• the evaluation of the probability that the element (−1) r (α r − a) is an r-th non-residue for a given r-th residue element a and a random element α in F q as r becomes large;
• the feasibility of r-th root computations in F q as r becomes large; • the theoretical comparison of our method with the Adleman-Manders-Miller method; • the generalization to n-th roots with n composite without applying the factorization of n; • the existence of an efficient deterministic algorithm for root computations in finite fields.
We mention that, for the last topic in the list of our future works, T. Sze recently proposed a deterministic algorithm for root computations in finite fields [9] . The idea is to reduce the r-th root computation of an r-th residue element a in F q to the computation of a non-trivial monic factor of x r −a. Indeed, let g(x) be a non-trivial monic factor of x r −a, and n (resp. c) the degree of g(x) (resp. the constant term of g(x)). Similar to the latter part of the proof of Prop. 1, we have c = (−1) n ζ k γ n for some integer k, where ζ ∈ F * q (resp. γ) is a primitive r-th root of unity (resp. an r-th root of a). Then we see the element (−1) ln c l a m = ζ kl γ is an r-th root of a, where l and m are integers with ln + mr = 1. Setting q − 1 = r v s with r s, we evaluate the complexity as O((r(r + s) + log q)r 1+δ ) operations on F q [9, Theorem 3.22]. Therefore, the method is efficient if both r and s are sufficiently small as compared with q (e.g., O(log q)).
with r | q − 1. In this appendix, for an r-th residue a in F q ,
