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Fractional Multidimensional System
Xiaogang Zhu and Junguo Lu ∗
1 Abstract
The multidimensional (n-D) systems described by Roesser model are presented
in this paper. These n-D systems consist of discrete systems and continuous
fractional order systems with fractional order ν, 0 < ν < 1. The stability and
Robust stability of such n-D systems are investigated.
Keywords: n-D; fractional; stability; Robust
2 Introduction
The multidimensional (n-D) systems have been studied for almost four decades
[1–5]. It has been applied in fields such as image process [1], n-D coding and
decoding [6] and n-D filtering [7]. The n-D systems can represent dynamic pro-
cesses that information propagates in many independent directions. However,
the information of one dimensional systems only propagates in one direction.
As for a multidimensional system which consists of fractional order differen-
tial equations, Galkowski et al. first presented such a system in 2005 [8]. But
until now, researches on fractional n-D systems are either discrete system [8]
or continuous system with different fractional order [8, 9]. To the best of our
knowledge, fractional n-D systems which consist of discrete system and frac-
tional order system are not studied.
This paper focus on a hybrid n-D system which consists of discrete system
and continuous fractional order system.
Notation 1. For a matrix X, X∗, XT denote the transpose conjugate and trans-
pose of matrix X, respectively. Sym(X) denotes X + X∗. I is the identity
matrix with appropriate dimensions. For a matrix X, X > 0 (X ≥ 0) means
positive definite (semi-definite) and X < 0 (X ≤ 0) means negative definite
(semi-definite). The notation Hn stands for the set of Hermitian matrices of
dimension n. And H+n ⊂ Hn stands for the subset of positive definite matrices
while H−n ⊂ Hn is the subset of negative definite matrices. Let the following
notations be defined
k
⊕
i=1
Mi = diag
i=1,...,k
Mi
Let I(k) be
I(k) , 1, ..., k, k ∈ N
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3 Preliminaries
Based on Bochniak’s model [10], Bachelier [4] presented a hybrid version of
Roesser model [1], which combined integer order continuous system and discrete
system. Here, we apply the Roesser model to a continuous-discrete fractional
order system.

Dνx1(t1, ..., tr, jr+1, ..., jk)
...
Dνxr(t1, ..., tr, jr+1, ..., jk)
xr+1(t1, ..., tr, jr+1 + 1, ..., jk)
...
xk(t1, ..., tr, jr+1, ..., jk + 1)


=
[
Ac Acd
Adc Ad
]


x1(t1, ..., tr, jr+1, ..., jk)
...
xr(t1, ..., tr, jr+1, ..., jk)
xr+1(t1, ..., tr, jr+1, ..., jk)
...
xk(t1, ..., tr, jr+1, ..., jk)


+
[
B1
B2
]
u(t1, ..., tr, jr+1, ..., jk)
y(t1, ..., tr, jr+1, ..., jk) =
[
C1 C2
]


x1(t1, ..., tr, jr+1, ..., jk)
...
xr(t1, ..., tr, jr+1, ..., jk)
xr+1(t1, ..., tr, jr+1, ..., jk)
...
xk(t1, ..., tr, jr+1, ..., jk)


+Du(t1, ..., tr, jr+1, ..., jk) (1)
where
k∑
i=1
ni = n and 0 < ν ≤ 1.
The vectors xi(t1, ..., tr, jr+1, ..., jk), u(t1, ..., tr, jr+1, ..., jk) and y(t1, ..., tr, jr+1, ..., jk)
are the local state subvectors, the input vector and the output vector, respec-
tively. The matrices
A =
[
Ac Acd
Adc Ad
]
∈ Rn×n, B =
[
B1
B2
]
∈ Rn×p,
C =
[
C1 C2
]
∈ Rl×n, D ∈ Rl×p
are the state, control, observation and transfer matrices respectively.
By applying the Laplace transform and the Z-transform of system (1), the
following can be obtained
Y (ρ) = T (ρ)U(ρ)
where
T (ρ) = C(H(ρ)−A)−1B +D, H(ρ) ,
k
⊕
i=1
ρiIni (2)
Then, ∆(ρ,A) is defined by
∆(ρ,A) , det(H(ρ)−A) (3)
In this paper, we use the Caputo’s fractional derivative, of which the Laplace
transform allows utilization of initial values. The Caputo’s fractional derivative
is defined as [11]
2
aD
α
t f(t) =
1
Γ(α− n)
∫ t
a
f (n)(τ)dτ
(t− τ)α+1−n
where n is an integer satisfying 0 ≤ n − 1 < α < n; Γ(·) is the Gamma
function which is defined as
Γ(z) =
∫
∞
0
e−ttz−1dt
The following lemmas are useful for presenting our results.
Lemma 2. [12] For given matrices U ∈Cn×m,Φ = Φ∗ ∈ Cn×n, the following
two statements are equivalent
1. UΦU∗ < 0
2. There exists a matrix X, such that Φ +NuXN ∗u < 0
where Nu is the orthogonal complement of U .
Lemma 3. [12] For given matrices U ∈ Cn×m,V ∈ Ck×n,Φ = Φ∗ ∈ Cn×n,
then the following two statements are equivalent
1. There exists matrix X ∈ Cm×k such that Sym {UXV}+Φ < 0 holds
2. NuΦN ∗u < 0 and N
∗
vΦNv < 0 hold
where Nu,N ∗v are the orthogonal complement of U ,V
∗, respectively.
Lemma 4. [13] Let F (s) be the Laplace transform of the function f(t), then
for any ν > 0,
lim
t→∞
Dνf(t) = lim
t→0
sν+1F (s), Re(s) > 0
Lemma 5. [3] A multidimensional discrete system

x1(j1 + 1, ..., jk)
...
xk(j1, ..., jk + 1)

 = A


x1(j1, ..., jk)
...
xk(j1, ..., jk)

 (4)
is asymptotically stable if and only if
det(H(z)−A) 6= 0, ∀z ∈ Uz (5)
where H(z) is defined as in (2) and Uz = {z = [z1, ..., zk]
T
: |zi| ≥ 1, i = 1, ..., k}.
4 Main results
4.1 Stability
Lemma 6. A multidimensional continuous fractional order system with order
0 < ν ≤ 1 and det(A) 6= 0

Dνx1(t1, ..., tr)
...
Dνxr(t1, ..., tr)

 = A


x1(t1, ..., tr)
...
xr(t1, ..., tr)

 (6)
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is asymptotically stable if
det(H(λ)−A) 6= 0, ∀λ ∈ Uλ (7)
where H(λ) is defined as in (2) and Uλ = {λ : λ = [λ1, ..., λr]
T
, | arg(λi)| ≤
pi
2 ν, 0 < ν ≤ 1, i = 1, ..., r}.
Proof. Applying Laplace transform to the multidimensional fractional system
(6), the following holds
(H(sν)−A)


X1(s)
X2(s)
...
Xr(s)

 =


sν−1x1(0)
sν−1x2(0)
...
sν−1xr(0)

 (8)
It leads to
(H(sν)−A)


sν+1X1(s)
sν+1X2(s)
...
sν+1Xr(s)

 =


s2νx1(0)
s2νx2(0)
...
s2νxr(0)

 (9)
∀λ ∈ Uλ, det(H(λ) − A) 6= 0, thus det(H(sν)− A) 6= 0 when Re(s) > 0. It
means that (9) has the only solution

sν+1X1(s)
sν+1X2(s)
...
sν+1Xr(s)

 = (H(sν)−A)−1


s2νx1(0)
s2νx2(0)
...
s2νxr(0)

 (10)
Therefore, the following holds
lim
s→0,Re(s)>0
sν+1Xi(s) = 0, i = 1, 2, ..., r
According to Lemma 4,
lim
t→+∞
Dνxi(t) = lim
s→0,Re(s)>0
sν+1Xi(s) = 0, i = 1, ..., r
Therefore,
lim
t→+∞
x(t) = A−1 lim
t→+∞
Dνx(t) = 0
It implies that the system is asymptotically stable.
This completes the proof.
Theorem 7. Consider a multidimensional system represented by (1). Then,
it’s asymptotically stable if
∆(ρ,A) 6= 0, ∀ρ ∈ Uzλ (11)
where ∆(·) is defined by (3) and Uzλ is defined by
Uzλ =
{
ρ =


ρ1
...
ρk

 ∈ Ck : | arg(ρi)| ≤ pi
2
ν, 0 < ν ≤ 1, i = 1, ..., r;
|ρi| ≥ 1, i = r + 1, ..., k
}
(12)
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Proof. It can be proved by straightforward combinations of Lemma 5 and 6.
4.2 Point-clustering
To proceed, consider the following matrices
Pi =
[
pi11 pi12
p∗i12 pi22
]
∈ C2×2, Qi =
[
qi11 qi12
q∗i12 qi22
]
∈ C2×2 (13)
Define the sets Di as
Di , {s ∈ C : FPi(s) ≥ 0,FQi(s) ≥ 0, ∀i ∈ I(k)} (14)
where the functions FXi(s) are defined by
FXi(s) ,
[
sI
I
]
∗
Xi
[
sI
I
]
, ∀i ∈ I(k) (15)
We limit our consideration to sets described by Di. Define the ”k-region” D
as
D , D1 ×D2 × ...×Dk (16)
Let D represent Uzλ, then the matrices Pi and Qi are
Pi =
[
0 sin(pi2 ν)− j cos(
pi
2 ν)
sin(pi2 ν) + j cos(
pi
2 ν) 0
]
Qi =
[
0 sin(pi2 ν) + j cos(
pi
2 ν)
sin(pi2 ν)− j cos(
pi
2 ν) 0
]
(17)
where 0 < ν ≤ 1 and ∀i ∈ I(r).
And
Pi =
[
1 0
0 −1
]
Qi = 02 (18)
where ∀i ∈ {r + 1, ..., k}.
The following gives a sufficient condition for the stability of system (1).
Theorem 8. The system (1) is asymptotically stable if there exist matrices
Uni , Vni ∈ H
+
ni
and a matrix J = J∗ such that
Z = G+
[
I −A
]
∗
J
[
I −A
]
< 0 (19)
where
G ,


k
⊕
i=1
(Uipi11 + Viqi11)
k
⊕
i=1
(Uipi12 + Viqi12 )
k
⊕
i=1
(Uip
∗
i12
+ Viq
∗
i12
)
k
⊕
i=1
(Uipi22 + Viqi22 )

 (20)
and pi11 , pi12 , pi22 , qi11 , qi12 , qi22 are defined in (13) with (17) and (18).
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Proof. We’ll prove that for ∀ρ that satisfies det(
k
⊕
i=1
ρiIni −A) = 0, then ρ /∈ D.
Let A(ρ) =
k
⊕
i=1
ρiIni−A. If det(A(ρ)) = 0, then there exists a nonzero vector
y ∈ Cn such that
A(ρ)y = 0 (21)
Let
y =


y1
...
yk


where yi ∈ Cni .
And let
x =

( k⊕
i=1
ρiIni)y
y


From (19), we get
x∗Zx < 0
which leads to
k∑
i=1
(FPi(ρi)y
∗
i Uiyi + FQi(ρi)y
∗
i Viyi) + (A(ρ)y)
∗J(A(ρ)y) < 0 (22)
According to (21), the second term of (22) is zero. If ρ ∈ D, then according
to (14) the first term of (22) is positive or zero. Therefore, when ρ ∈ D,
det(A(ρ)) 6= 0. Due to Theorem 7, the system (1) is stable.
Corollary 9. The system (1) is asymptotically stable if there exist matrices
Uni , Vni ∈ H
+
ni
and a matrix J = J∗ such that
G+
[
I
−A
]
J
[
I
−A
]
∗
< 0 (23)
where G is defined as in (20).
Proof. Similar to the proof of Therem 8, if inequality (23) holds, then
det(
k
⊕
i=1
ρiIni −A
T ) 6= 0, ρ ∈ D
which is equivalent to
det(
k
⊕
i=1
ρiIni −A) 6= 0, ρ ∈ D
Therefore, the system is asymptotically stable due to Theorem 7.
Corollary 10. The system (1) is asymptotically stable if there exist matrices
Uni , Vni ∈ H
+
ni
and a matrix R such that
G+ Sym
{[
I
−A
]
R
[
I I
]}
< 0 (24)
where G is defined as in (20).
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Proof. Let
G11 ,
k
⊕
i=1
(Uipi11 + Viqi11 )
G12 ,
k
⊕
i=1
(Uipi12 + Viqi12 )
G22 ,
k
⊕
i=1
(Uipi22 + Viqi22 ) (25)
Then, [
I −I
]
G
[
I −I
]
∗
=G11 −G
∗
12 −G12 +G22
=


−2
(
r
⊕
i=1
(
Ui sin(
pi
2 ν) + Vi sin(
pi
2 ν)
))
0
0
k
⊕
i=r+1
0ni


<0 (26)
It’s obvious that [
I −I
] [I
I
]
= 0
Therefore, according to Lemma 3 and inequality (24) and (26), the following
inequality holds [
A I
]
G
[
AT
I
]
< 0 (27)
According to Lemma 2, inequality (27) is then equivalent to
G+
[
I
−A
]
J
[
I −AT
]
< 0 (28)
Thus, according to Corollary 9, the system is asymptotically stable.
This completes the proof.
5 Numerical Examples
5.1 Example 1
The following example presents a (1+1)D system of (1), i.e. a system with one
continuous independent variable and one discrete independent variable. The
system is considered:
ν =0.5
Ac =
[
−0.8 0
0 −1.2
]
, Acd =
[
0.5 0.3
0.7 0.2
]
Adc =
[
0.4 0.3
0.8 0.9
]
, Ad =
[
−0.3 0
0 −0.6
]
A =
[
Ac Acd
Adc Ad
]
(29)
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Let a system be system (1) with (29). Applying Theorem 8, the variables
can be calculated by the Matlab LMI toolbox. The solution is
U1 =
[
146.84 0
0 146.84
]
, U2 =
[
24.3 5.99
5.99 1.9
]
V1 =
[
4.24 14.68
14.68 194.82
]
, V2 =
[
146.84 0
0 146.84
]
J =


−164.9 −57.19 −210.42 −75.7
−57.19 −108.77 −154.38 −62.71
−210.42 −154.38 −643.18 −137.73
−75.7 −62.71 −137.73 −116.65

 (30)
It means that the continuous-discrete (1+1)D system is stable.
5.2 Example 2
The system is considered:
ν =0.9
Ac =
[
−0.8 0.5
0.3 −1.2
]
, Acd =
[
0.5 0.6
0.7 0.8
]
Adc =
[
0.9 0.1
0.2 0.1
]
, Ad =
[
−0.7 0
0 −0.2
]
A =
[
Ac Acd
Adc Ad
]
(31)
Let a system be system (1) with (31). Applying Corollary 10, the variables
can be calculated by the Matlab LMI toolbox. The solution is
U1 =
[
35333.44 0
0 35333.44
]
, U2 =
[
36674.54 4958.14
4958.14 7924.014
]
V1 =
[
32747.79 0
0 14331.51
]
, V2 =
[
51948.27 29479.11
29479.11 51948.27
]
R =


−9111.82 −53.82 −29013.36 −830.36
1813.13 −12214.89 −13744.63 −6499.66
26731.07 4233.10 −30626.82 −11869.47
2051.31 1540.31 2773.74 −8884.96

 (32)
It means that the continuous-discrete (1+1)D system is stable.
6 Conclusion
In this paper, the fractional continuous-discrete systems are presented, where
the fractional order is 0 < ν ≤ 1. The stability and Robust stability of fractional
continuous-discrete systems have been investigated. Invoking fractional final
value theorem, the sufficient condition of stability of such systems is proved.
Then, we prove the sufficient condition of Robust multidimensional interval
system. Finally, examples are given to verify the theorems.
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