Entropic quantifiers of states lie at the cornerstone of the quantum information theory. While a quantum state can be abstracted as a device that only has outputs, the most general quantum device is a quantum channel that also has inputs. In this work, we extend the entropic quantifiers of states to the ones of channels. In the one-shot and asymptotic scenarios, we propose relative entropies of channels under the task of hypothesis testing. Then, we define the entropy of channels based on relative entropies from the target channel to the completely depolarising channel. We also study properties of relative entropies of channels and the interplay with entanglement. Finally, based on relative entropies of channels, we propose general resource theories of channels and discuss the coherence of general channels and measurements, and the entanglement of channels.
The quantum information theory is based on definitions of entropic quantifiers [1] , which enable to construct resource theories [2] and quantify the performance of quantum protocols, such as quantum key distribution [3, 4] , quantum random number generation [5] [6] [7] , and quantum computing [8] [9] [10] . Especially, the quantum relative entropy of two states [11] is defined by S(ρ σ) = Tr[ρ log(ρ)−ρ log(σ)], which measures the power of quantum hypothesis testing [12] . The quantum relative entropy is an important measure for describing the difference between two quantum states and is a fundamental tool that has been used in studying entropic properties of quantum states [1, 12] , quantifying coherence [13, 14] and entanglement [15, 16] , investigating quantum thermodynamics [17] , etc. Especially, considering the quantum relative entropy between any state ρ and the maximally mixed state I A /d A , we can also define the Von-Neumann entropy of ρ by S(ρ) = log 2 d A − S(ρ I A /d A ), which can be further extended to define other entropic measures.
Although quantum states describe the status of physics systems, the most general physics objects are quantum channels that map input systems to output systems. A quantum channel reduces to a quantum state or a demolition measurement when the input system is null or the output system is purely classical, respectively. Many properties of quantum channels have been extensively studied, such as the Holevo information [18] , the mutual information of a channel [19] , and the general quantum channel capacity [20] . Distance measures of two channels have been proposed [21] and applied in channel discrimination [22] , studying the non-Markovianity of quantum processes [23, 24] , etc. However, most works still focus on the properties of quantum states and regard quantum channels as processes of states. This leads to the fact that many important properties, such as entropic quantifiers, of quantum channels are not well studied.
Meanwhile, resource theories are to investigate the characterisation, quantification, and manipulation of resources [2] . Many works have been focused on the resource theory of states such as coherence [13, 14] , entanglement [15, 16] , and thermodynamics [25] [26] [27] , and the state induced resources such as nonlocality [28] and contextuality [29, 30] . Recently, the coherence resource theory is extended to quantum channels to characterise the coherence of operations [31] by the trace distance measure of operations [21] . However, the basic manipulation processes, including distillation and dilution, are general quantified by entropic quantifiers. Because entropic quantifiers of channels are not well studied, resource theories of channels are yet to be investigated.
In this work, we first propose entropic quantifiers of quantum channels. Specifically, we investigate the relative entropy of channels that is firstly discussed in Refs. [32, 33] . Focusing on hypothesis testing, we extend the previous definition to other scenarios by considering different classes of input states. We also define entropies of channels via relative entropies from the channel to the completely depolarising channel, which is also independently proposed by Gour and Wilde recently [34] . Then, we investigate the role of entanglement in hypothesis testing of quantum channels and study the properties that the definitions should satisfy. With relative entropies of channels, we propose general resource theories of channels and study the coherence of general channels and measurements, and the entanglement of channels.
Relative entropy of two quantum channels.-Quantum relative entropy of states measures the hypothesis testing power. Suppose the initial hypothesis is σ, but the actual state is ρ. When a measurement is performed on a single copy of state ρ, with failure probability less than ε, the probability or the p-value that the initial hypothesis is true is lower bounded by p = 2 −D ε H (ρ σ) [35] . Here, the one-shot hypothesis testing relative entropy [36] is defined by D ε H (ρ σ) = − log 2 min Q:0≤Q≤I,Tr[Qρ]≥1−ε Tr[Qσ], with {Q, I −Q} being the measurement that distinguishes between ρ and σ. When measuring ρ, the probabilities of obtaining Q and I − Q are 1 − ε and ε, respectively. Therefore, with failure probability ε, we can disprove the hypothesis σ when the outcome I − Q is obtained by measuring σ, and the probability that the hypothesis is true is Tr [Qσ] . Now, we introduce the hypothesis testing of channels.
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Focus on quantum channels N A →A and M A →A that map system A with dimension d A to system A with dimension d A . For simplicity, we omit the subscript in the following when there is no confusion. Suppose the initial hypothesis is that the quantum channel is M, albeit it is actually described by N . Given N uses of the channel N , we test the correctness of the initial hypothesis. We consider three different types of identical and independent inputs as shown in Fig. 1 : (a) the input state is only system A ; (b) the input state is the maximally entangled state |Φ + = 1/ √ d A i |ii of system A and another ancillary system B; (c) the input state is a general entangled state ψ A B of systems A and any ancillary system B. For each types of input states, we minimise the p-value of hypothesis M over all possible input states.
For a single use of the channel, we define the relative entropies of channels N and M as follows. Definition 1. The A-, Φ + -, and AB-one-shot relative entropies of two channels N and M are respectively,
Note that (N ⊗ I)(Φ + ) is the Choi state of channel N , the relative entropy D ε Φ + (N M) is the relative entropy of Choi states. It is also straightforward to see that
While we will show later that the equal sign cannot be achieved for all channels and there is no such a definite order between D . In this work, we focus on the measures with ε = 0 and omit ε afterwards.
Next, we consider the asymptotic case where the channel is used N → ∞ times. According to the quantum Stein's lemma [37, 38] S(ρ σ), we can alternatively define relative entropies of channels as follows. Definition 2. The A-, Φ + -, and AB-relative entropies of two channels N and M are respectively,
and there is no definite order between S A (N M) and S(N M). The relative entropy of S AB (N M) was firstly proposed in Ref. [32] and the generalisations with generalised divergence were studied in Ref. [33] . Consider special cases where M is the completely depolarising channel, D(σ) = I A /d A , with I A being the identity matrix of system A. For the one-shot relative entropy D H (ρ σ) and the relative entropy S(ρ σ), we have 
And we can define the entropy of quantum channels. Definition 3. Given the relative entropy S(N M), the entropy of a quantum channel N is
Here, S(N M) denotes one of the six relative entropy definitions. Especially, for S A (N D) and
, respectively. When A is a null system, N is a state preparation channel, N (∅) = ρ, and the entropies S A (N ) and S AB (N ) reduce to the entropy of state ρ, S A (N ) = S AB (N ) = S(ρ). Recently, the entropy of channels S AB (N ) is independently proposed by Gour and Wilde [34] , who also studied its properties and its operational meaning in quantum channel merging. Entanglement in hypothesis testing.-The three different scenarios in Fig. 1 correspond to three different cases in hypothesis testing where the input is not entangled, maximally entangled, and generally entangled, respectively. Now, we study the role of entanglement in hypothesis testing by comparing the relative entropies. Specifically, we consider whether relative entropies S(N M) of channels with general entangled states is strictly larger than the ones with maximally entanglement and the ones without entanglement. We first consider the case that M is the completely depolarising channel D. When N is the identity channel I(ρ) = ρ, we can show that
Therefore, inputting entangled state is strictly stronger than inputting without the entangled ancilla.
Consider a qubit channel N 0 with Kraus oper-
With the two examples, we conclude that the strategy of Fig. 1(c) are generally stronger than the strategies of Fig. 1(a) and Fig. 1(b) ; while the strategies between Fig. 1(a) and Fig. 1(b) are not superior to each other. Therefore, there exist non-maximally entangled states that can maximise the hypothesis testing probability of two channels.
Properties.-Now, we consider the properties that the quantum relative entropy S (N M) should satisfy. Firstly, because the relative entropy measures the difference between two objects, it should be non-negative. Other properties arise from manipulating a single channel or a set of channels. Consider a single channel transform by independently applying additional channels before and after the channel, weak monotonicity requires the relative entropy to be non-increasing under such a transform. Especially, when applying reversible operations U 1 and U 2 before and after the channels, respectively, the relative entropy is invariant i.e.,
ancillary system E, and channels V AE→C and V AE→C . The strong monotonicity requires the relative entropy to be non-increasing under any superchannel.
With a set of quantum channels, a new channel can be obtained by probabilistically applying the channels. It is called jointly convex when the relative entropy cannot be increased by such mixing operations. Quantum channels can be also applied jointly. As the input and output systems are the tensor product of the input and output of the two channels, the relative entropy should not decrease by adding two channels according to the additivity property. We call it strictly additive when the relative entropy is the same after adding channels. In the additivity requirement, we can set N 0 and M 0 to be the identity channel. The relative entropy is called stable when it is invariant by combining with the identity channel. S1 (Non-negativity) The relative entropy is non-negative, S(N M) ≥ 0. The equality sign hods iff N ≡ M.
S2 (Weak monotonicity)
The relative entropy is nonincreasing by sandwiching it with other channels
(Strong monotonicity) The relative entropy is non-increasing under superchannels Φ, i.e.,
S3 (Joint convexity)
The relative entropy is jointly convex
S5 (Stability)
The stability property requires
In Table I , we summarise properties of the six relative entropy definitions. The relative entropies based on Choi matrices of channels are easy to calculate, but violate both the strong and weak monotonicity properties. The A-quantum relative entropies also violate the strong monotonicity and stability. The AB-relative entropies satisfy all the properties, albeit they are hard to calculate due to the maximisation in the definition.
Quantum channel resource theory.-With the definitions of relative entropies of channels and the properties, we study general resource theories of channels, which are defined by resource free channels, resource free operations, and resource measures. Denote a resource free channel as C and the set of C as S C = {C}. The maximal set S Φ of resource free operations consists of superchannels Φ that map a resource free channel to another one, Φ(C) = C ∈ S. Other requirements of Φ may be applied for specific resource theories. Resource measures are real-valued functions Q of channels N , which generally satisfy two properties. (P1) It is nonnegative for general channels and vanishes for resource free channels, Q(N ) ≥ 0 and Q(C) = 0, ∀C ∈ S C ; (P2) It cannot be increased under resource free operations, Q(N ) ≥ Q(Φ(N )), ∀Φ ∈ S Φ . Some other properties may be also required. For example, when S C is convex, we can require that (P3) Q(N ) cannot be increased under mixing, i p i Q(Φ(N i )) ≥ Q( i p i N i ), for channels {N i } and normalised probability distribution {p i }.
For a general channel resource theory, we define resource measures via relative entropies,
According to the basic properties of relative entropies of channels, we show that Q rel (N ) satisfy (P1) and (P3) for 
Yes Yes Yes Yes Yes Yes all the six relative entropy definitions. However, because only D AB and S AB satisfy the strong monotonicity, only the definitions based on D AB or S AB satisfy the monotonicity requirement (P2). In the following, we discuss the coherence of general channels and measurements, and entanglement of channels with S AB as examples. The results follows similar for D AB and all the proofs can be found in Supplementary Materials. The coherence resource framework of channels was recently proposed [31] based on the trace distance measure of channels [21] . Consider a channel N that maps system A to system A with computational bases
A to be the completely dephasing channels on system A and A, respectively. Three different classes of resource free states are defined [31] based on resource destroying maps [40] , ∆ A (ρ A ) and
For each class of resource free states, it corresponds to one resource theory. Suppose resource free operations are operations that map resource free channels to resource free channels. Then, the channel relative entropy of coherence can be defined by
where x denotes d, c, and dc. Our definition is slightly different from the resource framework in Ref. [31] , which defines resource free operations by a sequential and/or parallel concatenation with resource free channels and allows system A and A to change sizes. We compare the two definitions and prove the relative entropy measures for both definitions in Supplementary Materials. Next, we consider a special subset of channels, measurements.
In analogy, a measurement
Here, the POVM elements also satisfy M k ≥ 0, and k M k = I A . Suppose resource free operations are operations that map resource free channels to resource free channels, the measurement relative entropy of coherence can be defined by
where x denotes d, c, and dc. Consider qubit projective measurement,
We explicitly calculate the measurement relative entropies of coherence
where C min (|ψ 0 ) and C rel (|ψ 0 ) are the min-entropy and the relative entropy of coherence of state |ψ 0 ,
), respectively. Here H min and S are the min entropy and relative entropy of states, and ψ diag 0 = ∆ A (ψ 0 ). Therefore, the coherence of qubit measurement channels is related to the coherence of the measurement basis states.
Apart from coherence, we can also extend the entanglement theory to channels by focusing on channels N AC that map systems A C to systems AC. Note that the entanglement theory here is fundamentally different from the one in Ref. [41] , which is proposed to measure entanglement cost in quantum channel simulation. We leave the connection of the two resource theories to future works. Focusing on our scenario, we can similarly define entanglement nongenerating, nonactivating, and commuting operations and study the corresponding resource theories. Here, we focus on separable channels E sep that map a separable state σ A C to a separable state σ AC , E sep (σ A C ) = σ AC . Consider resource free operations as superchannels that map separable operations to separable operations, the channel relative entropy of entanglement can be defined by,
The resource theory based on separable operations measures the entanglement generation ability. Especially, we consider isometry channels
The entanglement of isometry channels is lower bounded by the entropy of its all possible subchannels,
Here, similar to subsystems of states, we define subchan-
The subchannels N A (ρ A |ρ C ) and N C (ρ C |ρ A ) are defined conditioned on the input of the traced out system. When A C are null systems, the equal sign is achieved and it reduce to the entanglement of pure states [42] . While, the equal sign may not be achieved for general isometry channels, indicating other potential definitions of the entropy of channels. Discussion.-In this letter, we discuss entropic quantities of channels under the operational task of hypothesis testing. For future works, it is interesting to study the role of entanglement in channel hypothesis testing as the one in channel discrimination [22] . In our definition, we only consider independent and identical inputs for different uses of the channel. As multipartite entanglement is useful for quantum information processing [43, 44] , it is also interesting to study the most general case where the inputs are jointly entangled. In this work, we also define general resource theories of channels via the relative entropy, and discuss the coherence and entanglement of channels. Completing resource theories of channels is of great importance and is left for future works.
Relative entropies of quantum channels and hypothesis testing
In this section, we introduce the operational task of hypothesis testing. Hypothesis testing is a fundamental task for identifying whether the ideal model or initial hypothesis can describe the observed data from the practical device. Classically, the probability that the hypothesis is true is related to the Kullback-Leibler divergence [45] between the probability distributions of the practical model and the initial hypothesis [46] . Specifically, consider a device that generates a random variable X. For the initial hypothesis, the probability of observing output x i is q i = Q X=xi (x i ); while in practice, the actual probability of outputting x i is governed by p i = P x=xi (x i ). Given N 1 independent samples of X, the probability that the initial hypothesis is correct can be approximated by 2 −N D KL (P X Q X ) [47] . Here D KL (P X Q X ) = i p i log(p i /q i ) is the Kullback-Leibler divergence of distributions P and Q. Classically, the Kullback-Leibler divergence is also an important measure for other tasks, such as coding theory and Bayesian inference [48, 49] , and has diverse applications in statistics, machine learning, and physics.
In quantum mechanics, the to-be-tested device can output general quantum states. Suppose the initial hypothesis or the theoretical guess is that the output state is σ; while the actual output state is described by ρ. When a measurement is performed on a single copy of state ρ, with failure probability less than ε, the probability [35] or the p-value that the initial hypothesis is true is lower bounded by
where
is the one-shot hypothesis testing relative entropy with smoothing parameter ε [36] ,
Given N 1 independent samples of the state ρ, the probability that the initial hypothesis σ can reproduce the same classical outputs is approximately lower bounded by 2 −N S(ρ σ) [50, 51] , where S(ρ σ) = Tr[ρ log(ρ) − ρ log(σ)] is the quantum relative entropy of quantum states [11] .
Briefly speaking, hypothesis testing asks how well the behaviour of a practical device is modelled by the hypothesis. Both a classical variable and a quantum state can be regarded as a device that has null input but only output. While, the most general device in quantum mechanics can have both inputs and outputs. As shown in Fig. 2 , such a device is called a quantum channel and it also contains the special case of a state preparation device. Focusing on a general quantum channel N , suppose the initial hypothesis assumes that it is described by M. Then hypothesis testing of quantum channels is to investigate how well can the ideal model M describe the behaviour of the actual channel N if we use it several times.
FIG. 2. Quantum states and channels. (a)
A quantum state ρ can be regarded as a device that has null input and output state ρout = ρ. (b) A quantum channel is a generalised device that inputs state ρin and output state ρout. When ρin has dimension zero or ρout is a classical state, a quantum channel can be regarded as a state preparation or a demolition measurement, respectively.
Focusing on quantum channels N and M that both map system A with dimension d A to system A with dimension d A . Suppose the initial hypothesis is that the quantum channel is M, albeit it is actually described by N . Given N uses of the channel N , we test the correctness of the initial hypothesis. In practice, there are different ways of using the channel by inputting different types of quantum states and performing different measurements of the output states. When the input states of different usages of the channels are independent, we consider three cases that input different types of states as shown in Fig. 3 .
In the first case in Fig. 3(a) , we consider that only system A is input without the help of any ancilla. Although the input state may be entangled with other systems, only system A is available in the output. Denote the input as ρ . As we can choose any input state, the p-value that the initial hypothesis M is true is thus given by minimising overall all possible input states,
For the other two cases, we also consider entangled inputs for each use of the channel. In Fig. 3(b) , we consider that one party of the maximally entangled state Φ + = 1/ √ d A i |ii A B is input to the channel. Although the other ancillary party B is not influenced by the channel N , it is still available in the output state and its entanglement with system A may enhance the hypothesis testing. In Fig. 3(c) , we consider that the inputs are all possible states of system A and any other ancillary system B. Denote the p-values with Φ + and general entangled states as p Φ + and p AB . It is straightforward that
while the order between p A and p Φ + is not determined by definition. In the following, we study the one-shot scenario that the channel is used only once and the asymptotic case that the channel is used infinite times. While as N ⊗N can be also regarded as one channel, such a one-shot scenario is general for multiple usage of channels. With N → ∞, the one-shot scenario thus reduces to the asymptotic case.
Properties of quantum relative entropies of states
In this section, we review the basic properties of the one-shot hypothesis relative entropy D ε H (ρ σ) and the quantum relative entropy S(ρ σ) of states. The proof of the properties of S(ρ σ) can be found in Ref. [1] . The Non-negativity and monotonicity of D ε H (ρ σ) can be found in [35] . Here, we show that D H (ρ σ) = D 
(Joint convexity) For a set of states {ρ i } and {σ i }, the relative entropy cannot increase via probabilistically mixing state,
Proof. We only focus on mixing two states and the proof can be generalised straightforwardly. Therefore, we need to prove
The definition of the one-shot hypothesis relative entropy with 0 smoothing is,
Tr [Qσ] . (15) Denote the projector onto the space of ρ as Π ρ , then
Therefore,
Here, the second line is due to Πρ =p0ρ0+p1ρ1 ≥ Π ρ0 and Πρ =p0ρ0+p1ρ1 ≥ Π ρ1 . This is because whenever ψ|ρ|ψ = 0, it implies that ψ|ρ 0 |ψ = ψ|ρ 1 |ψ = 0. The third line is due to the convexity of the − log 2 (x) function.
(Additivity) For state ρ 0 , ρ 1 , σ 0 , σ 1 , the relative entropy is additive
Proof. Denote the projector onto the space of ρ as Π ρ , then Π ρ0⊗ρ1 = Π ρ0 ⊗ Π ρ1 and
Properties of quantum relative entropies of channels
In this section, we investigate the properties of the quantum relative entropy of channels. We refer to S(N M) the general definition of the relative entropy of two channels.
Pure state is enough in the maximisation In the definitions of the quantum relative entropy of channels, maximisation over all the input state may be required. Here, we show that we only need to consider pure state input. For example, consider the A-one-shot relative entropy
Suppose the maximisation is achieved with a mixed state ρ = i p i |ψ i ψ i |, then
Note that the proof only requires the joint convexity of the one-shot hypothesis relative entropy of states, it can thus be naturally extended to the other definitions of the quantum relative entropy of channels.
Properties In the following, we study the properties of the six definitions of the quantum relative entropies of channels. 
Non-negativity

Weak monotonicity
The relative entropy is non-increasing by sandwiching it with other channels,
where Y maps system Y to A and X maps system A to X. 3. Strong monotonicity Considering general superchannel transform
with ancillary system E, and channels V AE→C and V AE→C . The relative entropy is non-increasing
The proof for D AB (N M) and S AB (N M) are similar, so we take D AB (N M) as an example.
Here, the third line follows from by replacing the maximisation over U C →A E ⊗ I E (ψ C B ) with a larger set of all possible state ψ A EB , the fourth line follows from the monotonicity of D H . For the other four defi-
, general superchannel transform allows the input state coupled with ancilla, which becomes the cases for D AB (N M) and S AB (N M). As the examples in the main text show
, and S AB (N M) > S Φ + (N M) for certain N and M, the strong monotonicity is not satisfied for
Joint convexity
Here N i and M i map system A to system A.
We first consider D A (N M). Suppose the state that achieves the maximisation of D
The second line follows from the joint convexity of the one-shot hypothesis relative entropy D H of quantum states. Similarly, the joint convexity is satisfied for all the other definitions.
5. Additivity Suppose N 0 and M 0 evolves system A to A and N 1 and M 1 evolves system B to B, then the additivity property requires
For relative entropies D A and S A ,
With N 0 = I and M 0 = I, the equal sign cannot be true due to the example in the main text. Therefore, D A and S A are not strictly additive.
Similarly, we can prove the additivity for D AB , S AB . Whether they are strictly additive is left as an open problem.
We also show that
The proof is similar for S Φ + (N M).
6. Stability The stability requirement says
By definition, D AB and S AB satisfy the stability requirements. Meanwhile,
also satisfy stability because they are additive. While, due to the example in the main text, D A and S A are not additive.
Resource theory of channels
General result
In this section, we discuss the general resource theory of channels and show how to use the channel relative entropy to define a general resource measure.
A general channel resource consists of the definition of free channels, free operations (superchannels) of channels, and the quantitative measures for the resource.
• Free channels: a resource free channel is denoted as C and the set of C is S C = {C}.
• Free operations (superchannels) of channels: a superchannel Φ is free if it maps a free channel to a free channel,
The set of free operations is denoted by S Φ and it contains the maximal set of free operations. In practice, other physical constraints may be added and the actual set of free operations is S 
3. (Convexity) For a set of channels for channels {N i }, it cannot be increased under mixing,
Now, we define the resource measure via channel relative entropies,
where D is one of the six definitions in the main text. It is easy to verify the non-negativity requirement as channel relative entropies are also non-negative. The monotonicity requirement is only satisfied for D AB and S AB as the other definitions violate the strong monotonicity property.
Here, the second line follows from the strong monotonicity property of channel relative entropies, the the fourth line is true by minimising over a larger set of C . The convexity is satisfied for all the six definitions.
Here, in the second line, we denote C i to be the channels that achieves the minimisation for min C∈S C D(N i C). The third line follows from the joint convexity of channel relative entropies. The fourth line follows by replacing i p i C i with a minimisation over all the resource free set. It is true when i p i C i ∈ S C , that is, the set of S C is convex.
Coherence of general channels
Consider channels N that map system A to system A with computational bases I A = {|i A } and
A to be the completely dephasing channels on system A and A, respectively.
Three different types of resource free states are defined [31] . A channel C d is called detection-incoherent when
A channel C c is called creation-incoherent when
A channel C dc is called detection-creation-incoherent when
The channel relative entropy of coherence can be defined by
When resource free operations are operations that maps resource free channels to resource free channels, we can follows the proof in the last section. However, our definition is slightly different from the resource framework in Ref. [31] , which define resource free operations by a sequential and/or parallel concatenation with resource free channels. Suppose systems A and B are the same, a superchannel Φ AA is free when it can be realised by
where C are free channels that map system AA to AA and I A is the identity channel maps from system A to A . In our definition, we always focus on channels from a fixed system to another fixed system. However, the superchannel Φ AA (N ) also enlarges the input and output systems of N . Define a superchannel Φ A (N ) that traces out system A ,
then it is easy to verify that Φ A (N ) maps a resource free state to a resource free state. Then the channel relative entropy of coherence is still valid for superchannels Φ A (N ). That is, the channel relative entropy of coherence satisfy the monotonicity property under Φ A (N ). For general super channels Φ AA (N ), the monotonicity is also satisfied. We take C d rel (N ) as an example,
The second line follows from the stability of S AB .
Measurement coherence
Now, we consider the relative entropy of coherence of qubit quantum measurements. A measurement M d is called detection-incoherent when
A measurement M c is called detection-creation-incoherent when
Here, the POVM elements also satisfy M k ≥ 0, and k M k = 1 A . We focus on qubit projective measurement,
with normalised qubit basis {|ψ 0 , |ψ 1 }. Then we show that the measurement relative entropies of coherence are
Here C min (|ψ 0 ) and C rel (|ψ 0 ) are the min-entropy and the relative entropy of coherence of state |ψ 0 ,
Here H min and H are the min entropy and relative entropy of states, ψ diag 0 = ∆(ψ 0 ), and ∆ is the completely dephasing channel into the computational basis.
Denote ∆ ψ to be the completely dephasinng channel into the measurement basis {|ψ 0 , |ψ 1 },
We first prove for the relative entropy C d rel (N ) against detection incoherent measurement. Proof. According to the definition, we have
Here, the second line follows from the monotonicity of channel relative entropy; the fourth line follows from the convexity of relative entropy. Note that
The second line follows from the fact that M 0 and M 1 are diagonal in the computational basis; the third line is true because there always exists Proof. According to the definition, we have Here, the second line follows from the monotonicity of channel relative entropy; the fourth line follows from the convexity of relative entropy; the sixth line follows by replacing the minimisation over M c with the minimisation over incoherent state σ = i p i |i i|; the last two lines follows because min σ S AB (N • ∆ ψ (ψ) σ) = C rel (ψ) and C rel (ψ 0 ) = C rel (ψ 1 ).
Next, we show that C c rel (N ) ≤ C rel (ψ 0 ). Consider a special creation incoherent measurement as follows,
with coefficients p 0 and p 1 determined later. Then we have S AB (ψ σ),
Similarly we can prove that C dc rel (N ) = C rel (ψ 0 ).
Note that although the set of detection-creation-incoherent measurements set is strictly smaller than the set of creation-incoherent measurements, the coherence with respect to these two sets are the same. However, for the detection-incoherent set, we only have C d rel (N ) ≤ C dc rel (N ) and the equal sign is generally not achieved.
Entanglement of channels
Now, we extend the entanglement theory to channels. Focus on channels that map systems AC to system A C , a channel C sep AC is called separable when it maps any separable state to a separable state,
for separable states σ AC and σ A C . Resource free operations can be defined by superchannels that map resource free channels to resource free channels. Define the channel relative entropy of entanglement by
Then it is easy to see that C rel (N ) is an entanglement measure for channels for both definitions of free operations. Similar to subsystems of states, we define subchannels from A to A via
The subchannels N A (ρ A |ρ C ) and N C (ρ C |ρ A ) are defined conditioned on the input of the traced out system. For an isometry channels N AC (ρ A C ), its entanglement is lower bounded by the entropy of its all possible subchannels,
Proof. First, we prove E rel (N AC ) ≥ max N A (ρ A |ρ C ) S AB (N A (ρ A |ρ C )).
Here, the second line follows by considering a smaller set ψ A E A ⊗ ψ C E C of the maximisation over ψ A E A C E C ; The third line follows by exchanging the min max. The proof follows for E rel (N AC ) ≥ max N C (ρ C |ρ A ) S AB (N C (ρ C |ρ A )).
When A C are null systems, the equal sign is achieved and it reduce to the entanglement of pure states [42] . That is, E(|ψ AB ) = S(ρ A ) = S(ρ B ), ρ A = Tr B [ψ AB ], and ρ B = Tr A [ψ AB ]. However, the equal sign may not be achieved for general isometry channels, indicating other potential definitions of the entropy of channels.
