In the last few years, radio technologies for unmanned aircraft vehicle (UAV) have advanced very rapidly. The increasing need to fly unmanned aircraft systems (UAS) in the national airspace system (NAS) to perform missions of vital importance to national security, defense, and science has pushed ahead the design and implementation of new radio platforms. However, a lot still has to be done to improve those radios in terms of performance and capabilities. In addition, an important aspect to account for is hardware cost and the feasibility to implement these radios using commercial off-theshelf (COTS) components. UAV radios come with numerous technical challenges and their development involves contributions at different levels of the design. Cognitive algorithms need to be developed in order to perform agile communications using appropriate frequency allocation while maintaining safe and efficient operations in the NAS and, digital reconfigurable architectures have to be designed in order to ensure a prompt response to environmental changes.
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Command and control (C2) communications have to be preserved during "standard" operations while crew operations have to be minimized. It is clear that UAV radios have to be software-defined systems, where size, weight and power consumption (SWaP) are critical parameters.
This paper provides preliminary results of the efforts performed to design a fully digital radio architecture as part of a NASA Phase I STTR. In this paper, we will explain the basic idea and technical principles behind our dynamic/adaptive frequency hopping radio for UAVs. We will present our Simulink model of the dynamic FH radio transmitter design for UAV communications and show simulation results and FPGA system analysis.
I. Introduction
In this paper, we present an efficient digital implementation of a fully digital dynamic spread spectrum frequency hopping (SS-FH) transmitter for UAVs that is based on multirate signal processing techniques. Dynamic FH systems are a very good candidate for UAV radios because they enable flexible and agile multichannel communications. In our system, the pseudo-random noise (PN) sequence can be changed on the fly, allowing secure and efficient communications. Multirate signal processing allows us to optimize the signal sample rate at different points of the digital communication chain. This results in power saving when high-rate communications are not required. SS techniques are well known to be highly jamming-resistant, which is an important feature to have in UAV radios. Our proposed radio has been designed for COTS FPGAs and a preliminary system analysis shows that it actually utilizes only a small percentage of logic cells, digital signal processing (DSP) slices and memories available in a Xilinx Virtex 7 chip. This implies that size and weight of the proposed architecture are significantly reduced and well suited for UAVs. The efficiency of the proposed architecture comes from the fact that non-maximally decimated filter banks (NMDFBs) are used to perform digital frequency hopping. NMDFBs use inverse fast Fourier transform (IFFT) algorithms to hop the signals over different center frequencies. FH systems have been developed long time ago however, no fully digital solution for them exists yet. Standard FH systems are still developed in the analog domain because the spreading operation widens (spreads) the signal bandwidth to a point that cannot be handled by digital circuits. The fact that the signal spreading still happens in the analog domain limits the development of dynamic/adaptive FH systems. While it is easy to change the PN sequence in the digital world, flexibility in the analog world is paid with the replication of hardware circuits which increases the SWaP. Because the processing speed of FPGAs is limited by the system clock, they cannot process data faster than their clock frequency. This generally limits the analog bandwidth that can be processed in the digital domain. By using NMDFBs we overcome this limitation. NMDFBs allow us to perform very wideband digital signal processing, enabling fullydigital dynamic/adaptive FH systems.
The implementation of the FH radio described in this paper is a small part of a wider picture. Our cognitive/agile radio is equipped with a wideband digital spectrum sniffer that is composed of an ensemble averager spectrum analyzer working on a windowed FFT signal. The outputs of the spectrum sniffer feed a cognitive engine in which a proactive sensing algorithm is implemented. The proactive sensing algorithm changes the PN sequence according to channel/interference conditions. The proposed radio adapts its internal states to the environmental conditions and by doing that is quite robust against adverse channel conditions. This paper is organized as follows: in Section II the high level digital design of the proposed FH transmitter is provided. In Section III Matlab simulations are provided to demonstrate its correct functioning. In Section IV its Simulink model is presented while in Section V the summary of the VHDL design is given. The conclusions, along with suggestions for future developments, are given in Section VI.
II. High Level System Design
Spread spectrum (SS) techniques were, at the beginning, investigated for military applications because of their characteristic of being highly jamming resistant. Today they are applied in many other important areas like mobile communication, navigation, and test systems. Their name derives from the fact that the modulated signal is spread over a wider bandwidth before being transmitted. The spreading of the signal band provides a long list of benefits such as interference suppression, energy density reduction and fine time resolution. The signal spreading also allows sharing of a communication resource among numerous users in a coordinated way (multiple access transmission techniques). This technique achieves frequency diversity gain over frequency selective fading channels and also has a low probability of interception.
In frequency hopping spread spectrum transmissions the carrier frequency of the signal is periodically changed before transmission. A frequency band, called hopping band, is accessed by a controlled pseudorandom sequence, called frequency hopping pattern, that shifts it to a different center frequency selected from N possible center frequencies. The number N is usually chosen to be very large because the bigger the number of possible hopping frequencies the better the FH system performs in terms of interference suppression, probability of interception and multiple access possibility. The set, of dimensionality N, containing all the possible center frequencies is usually referred to as hopset. The large dimensionality of the hopset is one of the reasons for which fully digital FH systems are not available yet. When the bandwidth increases the processing speed has to increase accordingly and, unfortunately, currently available FPGAs are limited by their own clock speed [1] . Processing digital data serially will limit the development of wideband digital systems. Smarter parallel digital signal processing will allow the bandwidth increase opening the door for software and cognitive radios. In standard multi-carrier frequency hopping (MCFH) transmitters, the modulation process occurs in two steps which are described in Figure 1 . At first the input signal is baseband modulated (by using an analog or a digital modulator) and then, the complete hopping band is hopped independently, over the L sub-carriers, by L analog second tier up converters which are driven by pseudo random code generators.
For each sub-carrier the transmitted symbols have different hopping patterns. At each hop time the pseudorandom code generators feed the frequency synthesizers a frequency word which dictates one of the possible center frequencies from the N/L hopsets.
Limiting factors in the development of MCFH systems are the dimensionality of the hopset and the number of multiple analog frequency hoppers or mixers, L, that have to be embedded in the system. Analog oscillators are costly and bulky. In spite of the efforts made in the direction of digitizing both the MCFH modulator and demodulator, today, frequency hopping systems are still implemented in the analog way. No computationally efficient solution has been found until now for performing the hopping of the baseband modulated signal digitally. Some hybrid solutions are present in the literature, but no fully digital modulator exists for performing multi-carrier frequency hopped transmissions.
In this paper we are showing the design a novel efficient fully digital architecture for multi-carrier frequency hopping modulators. The secret here is to design the digital architecture keeping in mind the clock limits of FPGAs and the opportunity of performing parallel signal processing by using polyphase filter banks. Contrary to standard solutions, the efficacy of the proposed architecture increases when the number of the subcarriers increases.
The key element of the proposed architecture is the M-path polyphase up converter channelizer [2] [3] [4] . In its standard operating mode, an M-Path polyphase up converter channelizer, that is composed of an MPoint IFFT, an M-path partitioned filter and an output commutator, simultaneously performs three separate tasks. The first task is selection of the number of spectral Nyquist zones or channels. This is determined by M, the number of paths as well as the size of the IFFT. The second task is channel shaping. This is determined by the low-pass prototype filter from which the M-path polyphase partition is formed. The third task is the upsampling operation which occurs in the output commutator. With all the input ports enabled, the M-path up converter channelizer shifts, by aliasing, the input base-band signals over M fixed, high order Nyquist zones. When only the input ports corresponding to the desired output channels are enabled, this engine shifts the input signal to the desired Nyquist zones, thus it represents a flexible fully digital, frequency selective, up converter and it can be used for building efficient (low workload), fully digital hopping structure. Figure 2 shows the architecture of a standard Mpath up converter channelizer. In this engine, M-point IDFT, that for computational efficiency is implemented with the IFFT algorithm, performs two simultaneous tasks: an initial up sampling of 1-to-M which forms an M-length vector for each input sample x(n,k) and further imparts a complex phase rotation of k cycles in M-samples on the up sampled output vector. The IFFT generates a weighted sum of complex vectors containing integer number of cycles per M-length vector while the polyphase filter forms a sequence of column coefficient weighted, MATLAB's dot-multiply, versions of these complex spinning vectors. The sum of these columns, formed by the set of inner products in the polyphase partitioned filter, is the shaped version of the upconverted M-length vector output from the IFFT. The M-port commutator, at the end of these processes, takes M consecutive samples from the output ports of the M-path filter to deliver the 1-to-M interpolated, up converted and shaped time series formed by the channelizer. Summarizing, we can describe the three basic operations performed by a standard polyphase up converter channelizer as: digital up conversion to higher Nyquist zones by the IFFT, spectral shaping and filtering due to the M-path partitioned filter weights, sample rate change due to the output commutator. These three operations are completely independent of each other and they can be modified to achieve different goals based on different channelizer applications. It is important to notice that the efficacy of this engine increases when the number of paths increases. The polyphase channelizer is more efficient, in terms of workload and power consumption, when the number of paths, M, is large. This is due to the IFFT embedded in this engine. When M is a small number (M<16) there is no computational advantage in using channelizers even if, compared to a standard bank of filters, up converters and up samplers, they still provide more flexibility and compactness of design. Channelizers thus do not have limitations due to the signal bandwidth. The whole filter bank is built at a cost of a single low-pass prototype filter which is reshaped over M paths. This is why they are considered the most valid solution in handling wideband digital signal processing. For the purpose of designing a MCFH modulator we cascade two standard forms of the up converter channelizer that have equal channel spacing, channel bandwidth and output sampling frequency [5] [6] [7] . In Figure 3 , the high-level block diagram of the proposed architecture is shown. Like its analog antecedent, this modulator is composed of two stages, each one formed of a polyphase up converter channelizer.
III. Matlab Simulations
Matlab simulations are the first step when designing digital systems. Matlab is the tool used in scientific communities for proving the correct functioning of theoretical concepts. It is generally used as a floating point tool and this means that it does not take into account the issues that arise when fixed point math is adopted.
All that we have in the hardware are bits. Bits travel from one point to another in a digital system. The floating point numbers are represented with a limited number of bits thus an approximation of them is obtained. The approximation becomes closer and closer to the floating point numbers when more and more bits are used to represent them. Unfortunately, it is not recommended to represent numbers with many bits because this will take away hardware resources and will increase the power consumption of the system. On the other side, using a limited number of bits causes a decrease in the performance. Often the effect of a limited number of bits is found to be similar to the effect of an increased noise power on the signal. Sometimes the increased noise level has a destructive effect on the correct functioning of the system. Selecting the appropriate number of bits to represent a digital signal is not an easy task. The result has to be a good trade-off between required performance and used resources.
For the proof of concept, on the transmitter side, we selected the 8-FSK modulation as first tier baseband modulation, thus the first tier channelizer is an 8-path polyphase engine, which performs the 8-FSK modulation of the input signal digitally. This channelizer, whose channel center frequencies are selected for matching the center frequencies of the FSK modulated signal, aliases the input signal to the selected center frequency among the 8 possible center frequencies. This task is accomplished by enabling the corresponding channelizer input port. After the baseband modulation has been performed we still need to hop the signal onto the L sub-band according to the hopping patterns. The hopping process is nothing different but another up conversion process, so, by inputting the FSK modulated signals to the proper L ports of the second tier up converter channelizer, we acquire the capability to hop the modulated signal over the L possible hopping center frequencies.
Notice that those simulations only have the scope of proving that our concept is right and the dimensionality of the channelizer little matters for that. In the final system, multiple base-band modulation options will be provided. Our system is a software radio and the waveform should change according to environmental condition. This is not difficult to achieve: multiple modulation blocks will be programmed and embedded in the system and the parameter which selects one or the other will be an output of the adaptive algorithm developed for us by the University of Arizona.
The number of arms of the second tier channelizer, N, is selected according to the desired dimensionality of the hopset while the channelizer channels' center frequencies are designed to match the frequencies composing the hopset, The dimensions (number of paths and IFFT block) of the two tier channelizers composing the proposed architecture are of course different. The number of paths in the first one is selected according to the desired baseband modulation level while the number of paths of the second one is selected according to the dimensionality of the hopset. If a different baseband modulation is selected the proposed scheme might be further simplified and, for example in the case of BFSK modulation, the first tier up converter channelizer could be avoided.
For simulation and demonstration purposes and, according to our customer suggestions and to our hardware requirements, we selected the number of paths, N, of the second channelizer, to be equal to 32. Note that increasing the number of paths of the second channelizer only slightly affects the total workload of the proposed modulator. This is a clear consequence of the fact that the IFFT block embedded in the polyphase channelizer provides its best performance with higher dimensionality. Channelizers with a larger number of paths are currently implemented in a multitude of digital radios.
L channel selectors, controlled by pseudo noise sequence generators, and placed between the two engines, deliver the samples to the proper input ports of the second up converter channelizer for performing the desired L hops. No analog frequency synthesizers are required for this task. The hopping is performed by enabling and disabling the appropriate links between the first and second tier channelizers. Figure 4 shows, in the upper subplot, the impulse response of the low pass prototype filter which defines the desired FSK bandwidth while, in the lower subplot, embraced in the red dotted line, are all the possible 8 FSK bandwidths to be selected. Figure 5 describes the FSK bandwidth we selected for this Matlab simulation while, Figure 6 shows the upconverted 8-FSK modulated time domain signal and spectrum. The output bandwidth is 500MHz. Figure 7 shows the impulse response and the frequency response of the low pass prototype filter for the second channelizer. In particular, in the upper subplot its impulse response is shown while, in the lower subplot, its frequency response is reported. Notice that the out-of-band attenuation is more than 80dB. Figure 8 shows the FH filter bank frequency response. As a trade-off between the desired number of hops and our hardware capabilities, we defined the dimensionality of this engine to be 32. To select a larger hopset would mean to make impossible an early hardware demonstration using the hardware we have at SMI. As specified before, those numbers can be easily modified when more powerful hardware equipment will be available to us. It is not feasible to buy new hardware given the budget limitation of a phase I. Figure 9 shows the impulse response and the frequency response of the FH modulated signal. In this case, the signal has been simultaneously hopped on two center frequencies. 
IV. Simulink Model
Figure 10 depicts the theoretical model of a non maximally decimated polyphase up converter channelizer. It is important to understand that this version of polyphase filter banks allow us a full usage of the sampled input bandwidth. Maximally decimated filter banks do not allow using the part of the spectrum that falls in the transition bandwidths of the aliased prototype filter. For a fully flexible software defined radio, which has no limits on the bandwidth to be used, it is compulsory to adopt this modified version of the up converter channelizer. Figure 10 . This is the main engine composing the dynamic, fully-digital FH modulator. It is easy to see that between the practical implementation and the theoretical model there are many differences. It is not trivial, even having deep theoretical knowledge, to implement a system digitally. Digital implementation has constraints that derive from the particular design application and from the selected hardware. Simulink and the Xilinx System Generator (SysGen) for DSP are the fundamental tools to be used when implementing digital circuits on FPGAs. In fact, the SysGen can generate, directly from the Simulink model, Very high speed integrated circuits Hardware Description Language (VHDL) to be loaded onto a Xilinx digital board. If different FPGAs are used, which is often the case for space applications, the generated VHDL file can be manually modified as needed.
In Figure 11 we can see that two identical branches are present. In fact, the signal is made complex by the phase rotators and, when this happens, two identical paths need to be implemented one for the real component and the other for the imaginary one.
Notice that the IFFT, present in Figure 10 , is absent in Figure 11 . This is because we do not use all the channels simultaneously. FH systems only hop on one frequency at the time. We might decide to hop the signal on multiple center frequencies but it never happens that it is hopped on all the center frequencies simultaneously. Thus it is much more efficient to implement the needed phase rotators rather than a whole IFFT.
Each branch in Figure 11 composes a 16-path up converter channelizer which performs a 1:8 up sampling of the input signal. Time scopes and spectral scopes are inserted in the model to make sure that desired results are obtained. Notice that a channel selector is present in the lower left corner of Figure 11 . This allows us to hop onto different frequencies manually. Eventually, the cognitive engine developed by the University of Arizona will drive the channel selection according to the proactive sensing algorithm. Notice also that a DC canceller block has been included in the design. This block is absolutely needed. DC arises because of the fixedpoint math and because of non-idealities in the hardware. It is a one tap filter that adaptively cancels the DC term from the input signal. It is our custom to insert such a block in our radios. Figure 12 depicts the spectrum of the input signal. In this case, white noise is inserted in the system. The reason for that is that we want to show how well our filter bank works. Notice that our code has an option of having a real sinewave as input signal. This has been done for testing purposes. It is much easier to test a sinewave in the time domain because we know what the next samples have to look like. Figure 13 depicts the output spectrum when channel zero is selected. To further demonstrate the capabilities of the up converter engine, the same signal is hopped, in Figures 14 and 15 , on channels 5 and 15 respectively. For generating those plots, we have manually changed the input to the channel selector in Simulink while the simulation was running. We imagine that this selector will be driven by a cognitive algorithm whose output will be an input variable to the selected hardware. Figure 16 depicts the time scope, which is in Figure 11 . Unfortunately this plot is not very readable given the density of samples thus a zoomed version of it is presented in Figure 17 where on the lower subplot can be recognized the upsampled sinewave. While for the spectrum we used white noise in order to test the hopping capability, for the time scope it is better to use sinewaves so that the samples can be tracked individually. By looking at those plots we are fully confident about the correct functioning of the proposed architecture. V. Preliminary FPGA Results Figure 18 shows the device utilization summary as it has been generated by the Xilinx System Generator. The way in which we can achieve the hardware resources estimation is by inserting the appropriate device information in the Xilinx software. The software analyzes the design, generates the VHDL code and analyzes the resources. Notice that the resources utilized for implementing a 16-path upconverter channelizer are very limited compared to what is available. FPGAs today are very capable. The RTL diagram of the 16-path NMDFB is shown in Figure 19 . Even this diagram has been generated by the Xilinx software. It is interesting to notice the differences between Figures 7, 11 and 18. They all represent different steps in the NMDFB implementation process.
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VI. Conclusions
In this paper we have shown preliminary design efforts for the implementation of a FH radio designed with NMDFBs. NMDFB allows us to implement the whole system design in the digital domain. Current FH radios are still implemented in the analog domain. The digital implementation, of course, carries advantages in terms of performance and SWAP-C compared to the analog counterpart. This makes them very much suitable for UAV radios where size, power consumption and spectrum awareness are very important parameters.
Frequency Hopping radios are highly jamming resistant and also, given their "multi-channel, multifrequency" nature, are highly suited for highly crowded UAVs networks.
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