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ABSTRACT
We perform a joint analysis of intrinsic alignments and cosmology using tomographic weak
lensing, galaxy clustering and galaxy-galaxy lensing measurements from Year 1 (Y1) of the
Dark Energy Survey. We define early- and late-type subsamples, which are found to pass a
series of systematics tests, including for spurious photometric redshift error and point spread
function correlations. We analyse these split data alongside the fiducial mixed Y1 sample us-
ing a range of intrinsic alignment models. In a fiducial Nonlinear Alignment Model (NLA)
analysis, assuming a flat ΛCDM cosmology, we find a significant difference in intrinsic align-
ment amplitude, with early-type galaxies favouring AIA = 2.38+0.32−0.31 and late-type galaxies
consistent with no intrinsic alignments at 0.05+0.10−0.09. The analysis is repeated using a number
of extended model spaces, including a physically motivated model that includes both tidal
torquing and tidal alignment mechanisms. In multiprobe likelihood chains in which cosmol-
ogy, intrinsic alignments in both galaxy samples and all other relevant systematics are varied
simultaneously, we find the tidal alignment and tidal torquing parts of the intrinsic align-
ment signal have amplitudes A1 = 2.66+0.67−0.66, A2 = −2.94+1.94−1.83, respectively, for early-type
galaxies and A1 = 0.62+0.41−0.41, A2 = −2.26+1.30−1.16 for late-type galaxies. In the full (mixed)
Y1 sample the best constraints are A1 = 0.70+0.41−0.38, A2 = −1.36+1.08−1.41. For all galaxy splits
and IA models considered, we report cosmological parameter constraints consistent with the
results of the main DES Y1 cosmic shear and multiprobe cosmology papers.
Key words: cosmological parameters - cosmology: observations - gravitational lensing: weak
- galaxies: statistics
? ssamurof@andrew.cmu.edu
† blazek@berkeley.edu
1 INTRODUCTION
Within a little over a decade the study of late-time cosmology has
grown from a set of theoretically justified but empirically untested
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ideas, to a rigorous experimental field. With the current generation
of surveys now in the process of cataloguing millions of galaxies
and new experiments planned to reach even larger cosmological
volumes, the ideas of the past half century are now finally being
implemented. In many ways low redshift measurements are com-
plementary to other cosmological probes such as the Cosmic Mi-
crowave Background (CMB), the masses and abundances of galaxy
clusters and cosmographic observables such as supernovae and
strong lensing. Cosmological lensing probes the large scale distri-
bution of mass directly and is also sensitive to geometric distance
ratios, which define a window of sensitivity on the line of sight (see
e.g. Weinberg et al. 2013).
Advances have come in part due to the sheer number of galax-
ies imaged by modern surveys. Since shape noise scales as the in-
verse root of the number of galaxies, expanding datasets have af-
forded gradually better signal-to-noise on cosmic shear statistics.
Though statistical power can be continuously improved, an addi-
tional floor to the precision of the resulting cosmological inferences
is imposed by systematic errors. In order to codify this, it is typi-
cally necessary to introduce “nuisance parameters” in any cosmo-
logical analysis, which are marginalised out. In the systematics-
limited regime the only way to achieve tighter cosmological con-
straints is to improve one’s understanding of the systematics in
question. One is left with a choice of acquiring information from
external data or theory, and incorporating it into the analysis via a
prior, or self-calibrating the systematics by including new measure-
ments in the likelihood calculation.
Indeed, there has long been recognition that combining dif-
ferent measurements can improve the quality of cosmological con-
straints. Even very similar measurements extracted from the same
galaxy survey can be complementary if their parameter degenera-
cies and their systematic errors differ. Combining lensing auto-
correlations with galaxy-galaxy lensing and two-point galaxy clus-
tering, for example, is powerful as a means to “self-calibrate” red-
shift error and other systematic uncertainties (see e.g. Joachimi &
Bridle 2010). Another idea is to use cross correlations between
lensing and CMB maps as a way to check for residual errors in the
shape measurement process (Schaan et al. 2017; Mishra-Sharma
et al. 2018; Harnois-De´raps et al. 2017; Abbott et al. 2018).
There are many possible sources of systematic uncertainty in
late-time datasets (see Mandelbaum 2017, 2015 for cosmic shear-
specific reviews and Ross et al. 2011; Mandelbaum et al. 2013;
Leistedt et al. 2016; Kwan et al. 2017; Prat et al. 2017 [their Section
V]; Elvin-Poole et al. 2017 for more detailed discussions of sys-
tematics that can occur in galaxy-galaxy lensing and galaxy clus-
tering measurements). One major class of systematics arises from
local astrophysical effects, which can mimic a cosmological shear
signal. Spurious (non-cosmological) correlations between galaxies,
known as intrinsic alignments (IAs) have long been known to affect
cosmic shear estimates. Such effects arise because galaxies are not
independent point measurements of the large scale cosmic shear
field, but rather extended astrophysical objects that interact with
each other and with their environment. It was realised over a decade
ago that galaxies hosted by a common dark matter halo tend to align
through shared tidal interactions (Catelan et al. 2001) and rotational
torquing (Mackey et al. 2002). This results in alignment in the in-
trinsic shapes of physically close pairs of galaxies, known as II cor-
relations. An often more pervasive effect comes from the fact that
the same foreground matter experiences local gravitational inter-
actions over short spatial scales, and also induces lensing of back-
ground galaxies. This generates correlations in shape between fore-
ground galaxies and background sources (Hirata & Seljak 2004),
which are known as the GI contribution; this is often the dominant
form of intrinsic alignments in lensing surveys. It has been shown
by Croft & Metzler (2000) and others that the total IA contam-
ination to cosmological shear can be as high as 10% in modern
surveys, and neglecting these effects can result in significant cos-
mological biases (Kirk et al. 2012; Krause et al. 2016).
The particular challenge posed by IA modelling is in large part
down to the nature of the contamination; biases in shear measure-
ment, photo-z estimation, point spread function (PSF) modelling
errors and instrumental systematics are all fundamentally method-
ological problems. One can understand them using image simula-
tions and mitigate them by devising new methods. In contrast, IA
correlations are a real astrophysical signal, which enters much the
same angular scales as cosmic shear itself. Indeed, it has been sug-
gested that if correctly modelled they can in principle be used as
a probe of cosmology (Chisari & Dvorkin 2013; Troxel & Ishak
2015), primordial non-Gaussianity (Chisari et al. 2016), or galaxy
formation (Schmitz et al. 2018). Given this context, if we are to
avoid becoming limited by intrinsic alignments it is important that
the lensing community develops a robust understanding of the na-
ture of this signal and techniques for dealing with it. A number
of mitigation techniques have been proposed, involving discard-
ing physically close pairs of galaxies (Catelan et al. 2001; Kirk
et al. 2015), downweighting (King & Schneider 2003; Heymans
& Heavens 2003; Heavens 2003; Heymans et al. 2005), or nulling
(Joachimi & Schneider 2010). All of these methods depend on the
existence of accurate redshift information to allow galaxies to be
located relative to each other along the line of sight. Significantly,
they are also ineffective in mitigating GI correlations, which are
often dominant in galaxy samples typical of cosmic shear measure-
ments. Alternatively one could impose colour or morphology cuts
designed to isolate a subsample free of IA contamination (Krause
et al. 2016). This approach, however, has a number of obvious
drawbacks, not least that one has no theoretical grounds for be-
lieving any given population of galaxies to be perfectly without
intrinsic alignments.
The issues with modelling IAs can broadly be separated into
two problems. First, the models are known to perform poorly on
small physical scales, where intra-halo interactions dominate the
galaxy two-point correlations. Progress on these scales requires an
understanding of how galaxies populate and interact within their
host halos (see, for example, Schneider & Bridle 2010 for a halo
model-based treatment of the small scale IA power spectra). Halo
models have the advantage of mathematical elegance, and can be
(validly) extended down to nonlinear scales. They do, however, re-
quire calibration using numerical simulations, and are thus only
as reliable as the simulations in question. A similar idea is to use
“semi-analytic” modelling, based on cosmological simulations, as
discussed in Joachimi et al. (2013). Model testing on these scales
is further complicated by the influence of other poorly understood
effects such as baryonic feedback. The second problem is the ex-
istence of known deficiencies in IA modelling on two-halo scales.
These occur primarily because the most common large scale align-
ment models are based on a population of galaxies that is highly
unrepresentative of the typical samples used for lensing studies. Re-
cent years have seen the emergence of a small handful of more com-
plete physically motivated models, which seek to build a unified IA
prescription in a mixed galaxy population (Blazek et al. 2015; Tu-
gendhat & Scha¨fer 2017; Blazek et al. 2017; see also Dark Energy
Survey Collaboration 2016; Troxel et al. 2017 for practical imple-
mentations). Similarly, Larsen & Challinor (2016) use perturbation
theory to model scale dependence of CMB - intrinsic shape cross
MNRAS 000, 000–000 (0000)
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correlations, which they argue should match the GI term in cosmic
shear on large scales. They predict that IAs due to tidal torquing
should exhibit a very similar scale dependence to the commonly
used linear alignment model.
It has been noted in both simulations and data that the choice
of galaxy shape estimation method can alter the magnitude of the
IA signal by an overall scale-independent factor (Singh & Mandel-
baum 2016; Hilbert et al. 2017). One interesting idea devised by
Leonard & Mandelbaum (2018) takes advantage of this concept,
using multiple shape measurement techniques to measure the scale
dependence of the IA signal in the nonlinear regime, a subject that
is poorly understood at a theoretical level at the present time. This
method carries the advantage of being relatively robust to photo-
metric redshift error compared with conventional measurements.
Notably several authors have found the intrinsic alignment
correlations measured in hydrodynamic simulations to be depen-
dent on galaxy type, mass and magnitude; these dependencies are
also poorly understood at the theoretical level (Joachimi et al. 2013;
Chisari et al. 2015; Hilbert et al. 2017). In recent years there have
been attempts to place observational constraints on the alignment
properties of galaxy samples more representative of the sort used
for cosmological lensing measurements (Mandelbaum et al. 2011;
Blazek et al. 2012; Tonegawa et al. 2017). Despite these efforts,
given limitations in the sample selection and size, we still have little
clear information about the expected values of the free parameters
in our IA models. It is thus common to choose what is known to be
an incomplete model and to marginalise over it using uninformative
priors.
This work sits alongside a series of other DES studies based
on the same data. Zuntz et al. (2017) describe the construction of
the Y1 shape catalogues and provide a basic usage guide. In Prat
et al. (2017) and Elvin-Poole et al. (2017) the galaxy-galaxy lensing
and galaxy clustering measurements and their potential systematics
are examined in detail. The cosmological analysis choices and the
robustness of the Y1 pipeline to various forms of systematic error
are tested using noiseless synthetic data in Krause et al. (2017) and
N-body simulations in MacCrann et al. (2018). Cosmology con-
straints from cosmic shear alone and shear, galaxy-galaxy lensing
and clustering are set out in Troxel et al. (2017) and Dark Energy
Survey Collaboration (2017) respectively. More recent follow-on
work has included a methodology paper for a future analysis com-
bining 3×2pt measurements with CMB cross-correlations (Baxter
et al. 2018), a joint constraint on the local Hubble parameter using
DES alongside external Baryon Acoustic Oscillation and Big Bang
Nucleosynthesis data (Dark Energy Survey Collaboration 2018b)
and, most recently, a study setting out a series of cosmological
modelling extensions (Dark Energy Survey Collaboration 2018a).
This paper seeks to explore a significant cosmological systematic
using the same Y1 lensing dataset: intrinsic alignments and their
colour dependence.
In Section 2 we outline the theory of modelling intrinsic align-
ments and introduce the formalism adopted in this study. We de-
scribe the DES Y1 data in Section 3 and define a number of galaxy
samples, which are selected to separate differences in the under-
lying IA signal. Section 4 sets out the measurements used in this
work, which include real space two-point correlations of cosmic
shear, galaxy-galaxy lensing and galaxy clustering. In Section 5 we
present the main results of this analysis, using a range of intrinsic
alignment models and three different galaxy samples. We conclude
and provide a brief summary in Section 6.
2 THEORY & BACKGROUND
2.1 Observational Constraints on Intrinsic Alignments
Attempts to constrain intrinsic shape correlations between galax-
ies fall broadly into two categories. The first are direct constraints,
which typically use galaxies at low to intermediate redshift and of-
ten impose colour cuts to isolate well-measured red galaxies, and
assume some fixed known cosmology. Correlation statistics used
in these measurements are explicitly designed to maximise the IA
signal (e.g. Hirata et al. 2007, Faltenbacher et al. 2009, Okumura
& Jing 2009, Mandelbaum et al. 2011, Blazek et al. 2011, Blazek
et al. 2012). Since IA correlations are a fundamentally local phe-
nomenon it is common to focus on samples for which high quality
spectroscopic data is available, allowing three-dimensional recon-
struction of the physical field. In such studies it is also common to
restrict measurements to the low redshift regime, where the ampli-
tude of cosmological lensing is low.
The second class of measurements are indirect, or simultane-
ous constraints. Generally they measure statistics designed to be
sensitive to cosmic shear such as ξ± and use faint high-redshift
galaxies in which the cosmological signal is strongest. While some
studies attempt to remove the lensing signal to obtain a clearer pic-
ture of IAs (e.g. Blazek et al. 2012; Chisari et al. 2014), cosmic
shear and galaxy-galaxy lensing analyses must necessarily address
the questions of intrinsic alignments and lensing together. Any in-
vestigation that involves marginalising over IAs rather than sup-
pressing them directly falls into this category (Heymans et al. 2013;
Dark Energy Survey Collaboration 2016; Jee et al. 2016; Hilde-
brandt et al. 2017; Ko¨hlinger et al. 2017; Troxel et al. 2017; Chang
et al. 2018; Hikage et al. 2018). The assumptions about IAs differ
slightly between studies, but they all assume the same basic model
(the nonlinear alignment model), sometimes with a multiplicative
scaling in redshift or luminosity.
There is some direct evidence for differences in the IA con-
tamination, depending on the nature of the galaxy sample Heymans
et al. (2013); Troxel et al. (2017). Broadly there are two paradigms:
early-type ellipticals, which tend to be redder and structurally pres-
sure dominated; and late-type spirals, which tend to be bluer and
rotation dominated. The former are thought to align through tidal
interactions with the background large scale structure of the Uni-
verse. If a dark matter halo sits in a local gradient in the gravita-
tional field, it will be sheared along that gradient and nearby galax-
ies will become aligned with their common background tidal field.
If the distortion is small, the induced ellipticity can be assumed to
be linear in the gravitational potential. A handful of direct stud-
ies over the past decade have sought to place constraints on IAs in
red galaxies (see e.g. Mandelbaum et al. 2006; Hirata et al. 2007;
Okumura & Jing 2009; Joachimi et al. 2011; Li et al. 2013; Singh
et al. 2015). In each case, a strong IA signal is reported, with no
statistically significant detection of redshift dependence.
The picture for late-type galaxies is rather different. These ob-
jects form galactic discs, which, depending on the orientation, will
have an apparent ellipticity. One common picture is that galaxy spin
(which ultimately decides the disc orientation) is generated by tidal
torquing, exerted on a halo in its early stages of development. Di-
rect constraints on blue galaxy IAs are generally relatively weak.
Measurements have been made on blue samples from SDSS (York
et al. 2000) and WiggleZ (Parkinson et al. 2012) at low to mid red-
shifts, but impose only upper limits on the intrinsic alignment am-
plitude (Hirata et al. 2007; Mandelbaum et al. 2011). Blazek et al.
(2012) use a blue sample from SDSS to make such a measurement,
but place an upper limit only on the IA signal at z ∼ 0.1. A similar
MNRAS 000, 000–000 (0000)
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analysis by Tonegawa et al. (2017), using Emission Line Galax-
ies from FastSound and the Canada France Hawaii Lensing Survey
(CFHTLenS), also reports a null detection, showing no evidence of
either non-zero amplitude or redshift dependence.
For a more detailed overview of the theory and observational
history of intrinsic alignments we direct the reader to a number of
extensive reviews on the subject (Troxel & Ishak 2015; Joachimi
et al. 2015; Kirk et al. 2015; Kiessling et al. 2015)
2.2 Theory
Theory modelling and parameter estimation for this study are per-
formed within the COSMOSIS framework (Zuntz et al. 2015). We
use the MULTINEST nested sampling package (Feroz et al. 2013)
to sample the joint model space of cosmology, intrinsic alignment
and systematics parameters. For consistency with previous publi-
cations, our choices regarding sampler settings follow those used
by Krause et al. (2017). The dark matter power spectrum is es-
timated at each cosmology using CAMB1, with nonlinear correc-
tions generated by HALOFIT (Takahashi et al. 2012). We do not
explicitly model baryonic effects and the intrinsic alignment pre-
scriptions considered do not attempt to model the one-halo regime,
but as noted in the next section our choice of scale cuts is rel-
atively conservative. Except in Section 5.3.4, where we explic-
itly set out to extend the cosmological model space, we assume
a flat ΛCDM cosmology with six free parameters pcosmology =
(h,Ωm,Ωb, As, ns,Ωνh
2).
The following paragraphs describe how each of the three types
of observable correlation, and their intrinsic alignment contribu-
tion, is modelled for the purposes of parameter inference.
2.2.1 Cosmic Shear
For cosmic shear we use real-space angular correlation functions
in four tomographic bins. The measurements map onto the angular
shear power spectrum via Hankel transforms:
ξij± (θ) =
1
2pi
∫
`J0/4(`θ)C
ij
γγ(`)d` (1)
where the indices ij indicate a pair of tomographic bins, and J0
and J4 are Bessel functions of the first kind. For the moment we
will assume no intrinsic alignments, and so the shear-shear angular
power spectrum Cγγ is interchangeable with the signal predicted
from cosmological lensing only CGG. CGG is related to the dark
matter power spectrum under the Limber approximation as,
CijGG =
∫ χhor
0
gi(χ)gj(χ)
χ2
Pδ
(
k =
`
χ
, z
)
dχ. (2)
We assume a flat universe, such that the transverse angular diame-
ter distance SK(χ) = χ. The term χhor is the comoving horizon
distance and the lensing kernel in each bin is given by
gi(χ) =
3
2
H20Ωm
c2
χ
a(χ)
∫ χhor
χ
ni(χ′)
χ′ − χ
χ′
dχ′ (3)
The redshift distributions n(z) are assumed to be normalised over
the depth of the survey, and defined such that n(z)dz = n(χ)dχ.
1 http://camb.info/
Likelihoods for trial cosmologies are calculated by generating the-
ory angular spectra, which are integrated over with the Bessel ker-
nels, resampled at the appropriate angular scales, and then com-
pared with the measurements of ξij± .
2.2.2 Galaxy Clustering
The formalism for predicting galaxy clustering observables follows
by close analogy to the previous section. The spatial distribution
of lens galaxies traces out the underlying dark matter, albeit via
some unknown galaxy bias. In this work we adopt a simple scale-
independent linear bias model, with the overdensity of galaxies at
a particular scale related to the dark matter density as δg(k) =
bg(z)δ(k). We adopt the same scale cuts used in the DES Y1 key
paper (Dark Energy Survey Collaboration 2017), under which it
has been demonstrated that higher-order bias terms have negligible
impact on cosmology (Krause et al. 2017). The correlation function
of galaxy density has the form
wij(θ) =
1
2pi
∫
`J0(`θ)C
ij
δgδg
(`)d`, (4)
where the galaxy-galaxy angular power spectrum between tomo-
graphic bins i and j is given by
Cijδgδg (`) =
∫ χhor
0
nil(χ)n
j
l (χ)
χ2
bigb
j
gPδ
(
k =
`
χ
, z
)
dχ. (5)
Since we have no good first-principles model for the galaxy bias
and its redshift evolution we allow big to vary independently in each
redshift bin. Within each bin big is scale and redshift independent
and can thus be taken outside of the integral. The subscript l in the
nil(χ) terms denotes lens galaxies, for which we use the DES Y1
REDMAGIC sample as presented by Elvin-Poole et al. (2017).
2.2.3 Galaxy-Galaxy Lensing
The final part of the 3 × 2pt combination of late-time probes is
galaxy-galaxy lensing. As the cross correlation between galaxy
shapes and number density, the galaxy-galaxy lensing formalism
follows similar lines to the two auto-correlations described above.
A commonly used observable, γt(θ), is given by the Hankel trans-
form
γijt (θ) =
1
2pi
∫
`J2(`θ)C
ij
δgγ
(`)d`, (6)
where the angular spectrum (again assuming zero IAs for the mo-
ment) is
CijδgG(`) =
∫ χhor
0
nil(χ)g
j(χ)
χ2
bigPδ
(
k =
`
χ
, z
)
dχ. (7)
Again, we assume linear galaxy bias, allowing the δgG power spec-
trum to be expressed as the matter power spectrum modulated by
a scale-independent bias coefficient big . The lensing kernel g(χ)
is defined by equation 3. It is worth bearing in mind that a small
handful of different galaxy-galaxy lensing estimators exist in the
literature, most notably ∆Σ (related to γt via a factor of the critical
density Σc; see Mandelbaum et al. 2013) and Υ (devised to remove
contributions from small scales; see Baldauf et al. 2010).
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2.2.4 Modelling Intrinsic Alignments
Even a perfectly unbiased measurement of the ellipticity-ellipticity
two-point function in a set of galaxies is not a pure estimate of
the cosmic shear spectrum. Correlations between the intrinsic (pre-
shear) shapes contribute unknown additive terms of the form
Cijγγ(`) = C
ij
GG(`) + C
ij
II (`) + C
ij
GI(`) + C
ji
GI(`), (8)
where we make the distinction between the observable estimate for
the shear correlation Cγγ and the cosmological GG component.
Note that it is γγ, not GG that appears in equation 1. The spectra
with subscripts GI and II are intrinsic alignment correlations, and
arise via the mechanisms described in Section 1. The IA contribu-
tion to galaxy-galaxy lensing follows a similar form, but is insensi-
tive to II correlations:
Cijδgγ(`) = C
ij
δgG
(`) + CijδgI(`), (9)
A number of different prescriptions for calculating the GI and II
terms exist in the literature.
These Limber projections in bins ij are simply expressed in
terms of the IA power spectra in the form
CijII (`) =
∫
ni(χ)nj(χ)
χ2
PII
(
k =
`
χ
, χ
)
dχ (10)
and
CijGI(`) =
∫
gi(χ)nj(χ)
χ2
PGI
(
k =
`
χ
, χ
)
dχ, (11)
where the GI and II power spectra PGI and PII are generic, and can
be generated by any of the IA models discussed below. Similarly,
the galaxy-intrinsic term, which appears in galaxy-galaxy lensing
correlations is given by:
CijδgI(`) =
∫
nil(χ)n
j(χ)
χ2
bigPGI
(
k =
`
χ
, χ
)
dχ, (12)
under the assumption of linear galaxy bias. Note that though they
are both sensitive to the GI power spectrum PGI, the relation be-
tween CGI and CδgI is non-trivial because the projection kernels in
equations 11 and 12 differ.
Under the common family of “tidal alignment” models, in
which the intrinsic galaxy shapes are assumed to be linearly re-
lated to the local tidal field, the IA power spectra are assumed to
be of the same shape as the matter power spectrum, but subject to a
redshift-dependent rescaling:
PGI(k, z) = A(z)Pδ(k, z), (13)
and
PII(k, z) = A
2(z)Pδ(k, z). (14)
Owing to its good performance in matching data and simulations,
one prescription, known as the nonlinear alignment (NLA) model
(Bridle & King 2007) has become particularly popular. This is an
empirical modification to the linear alignment model of Catelan
et al. (2001) and Hirata & Seljak (2004), whereby the linear matter
power spectrum is replaced by the nonlinear spectrum. The normal-
isation in the NLA model is typically expressed as
A(z) = −AIAC¯1 3H
2
0Ωm
8piG
D−1(z)
(
1 + z
1 + z0
)ηIA
. (15)
The dimensionless amplitude AIA is an unknown scaling param-
eter governing the strength of the IA contamination for a particu-
lar sample of galaxies, and is generally left as a free parameter to
be constrained. Here G is the gravitational constant and D(z) is
the linear growth factor. The normalisation constant C¯1 is typically
fixed at a value obtained from the SuperCOSMOS Sky Survey by
Brown et al. (2002) of C¯1 = 5 × 10−14M−1 h−2 Mpc3. The red-
shift evolution is expressed by a power law index ηIA, which has
been measured in low redshift samples of luminous red galaxies
(Joachimi et al. 2011). The value of ηIA can capture underlying
evolution of the alignment or evolution within a given sample of
other galaxy properties that impact alignment, such as luminosity
and morphology.2 The denominator 1 + z0 sets a pivot redshift, for
which we assume z0 = 0.62 whenever equation 15 is used in this
paper. Note that the same value was used in the previous Y1 anal-
yses of Troxel et al. (2017) and Dark Energy Survey Collaboration
(2017).
In addition to the baseline NLA model, one could conceivably
add flexibility to the IA model by allowing the amplitudes entering
the GI and II power spectra (equations 13 and 14) to behave as inde-
pendent free parameters. For the purpose of this study, we will treat
this as a separate IA model with four free parameters (the fourth
row of Table 1). Alternatively, one could maintain the link between
the II and GI spectra, and instead allow A to vary independently
in each redshift bin. This approach, analogous to the treatment of
galaxy bias in this paper, has four free parameters and is referred to
as the ‘Flexible NLA’ model (row 3 of Table 1).
The NLA model, defined by the equations above, is physically
motivated and found to match observational data well in specific
circumstances. That is, on linear scales, in bright red low-redshift
populations where intrinsic alignments have been measured with
high signal-to-noise (Hirata et al. 2007; Blazek et al. 2011). Un-
fortunately, there is neither prima facie theoretical motivation nor
strong observational evidence to suggest this model applies equally
well to the type of galaxies sampled by modern lensing surveys.
Moreover, the picture is further complicated by the fact that galax-
ies used for lensing cosmology are typically mixed (i.e. with no
explicit colour or morphology based cuts), going from a predom-
inantly elliptical population at low redshifts to one dominated by
rotation-dominated spirals at high z. There is evidence from both
theoretical studies (Catelan et al. 2001; Mackey et al. 2002) and
from hydrodynamic simulations (Chisari et al. 2015; Hilbert et al.
2017) that the alignment mechanisms at play in these different
galaxy types are very different.
The standard approach to this question is to assume that red
galaxies can be modelled using the NLA model and blue galaxies
have no intrinsic shape correlations. In this picture the observed IA
contribution in cosmic shear data is a pure NLA signal, but scaled
by an effective IA amplitude, which absorbs the dilution due to
randomly oriented blue galaxies. This strategy will, however, be
effective only in the limit of zero alignments in blue galaxies.
In addition to the NLA model, we will also employ a model
intended to address this concern. Based on perturbation theory, the
2 Luminosity dependence could also be explicitly included in the normali-
sation.
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model of Blazek et al. (2017) combines alignment contributions
from tidal torquing (quadratic in the tidal field; thought to dominate
in blue galaxies) and from tidal alignments (linear in the tidal field;
dominant in red galaxies). In this model, the intrinsic galaxy shape
γIij can be expressed as an expansion in the tidal field sij and the
density field δ, with the subscripts denoting components of spin-2
tensor quantities.
γIij = C1sij + C2
(
sikskj − 1
3
s2
)
+ C1δ (δsij) + · · · (16)
In this expansion, C1 captures the tidal alignment contribution. Us-
ing the full nonlinear density field to calculate sij yields the NLA
model. C2 captures the quadratic contribution from tidal torquing.
Finally, C1δ can be seen as a contribution from “density weight-
ing” the tidal alignment contribution: we only observe IAs where
there are galaxies, which contributes this additional term at next-to-
leading order. While these coefficients can be associated with tidal
alignment and tidal torquing mechanisms, as done here, these can
also be considered “effective” parameters capturing any relevant
astrophysical processes that produce IA with the given dependence
on cosmological fields.3 Furthermore, we note that A1 6= 0 can
potentially arise from tidal torquing combined with nonlinear struc-
ture growth (Larsen & Challinor 2016; Blazek et al. 2017). Despite
this potential complication, in the following discussion we assume
the standard mapping between these parameters and the underlying
IA formation mechanisms.
As implemented in this work, this formalism has four ad-
justable parameters: an amplitude and a redshift power law gov-
erning each of the tidal alignment (C1) and tidal torque (C2) power
spectra. Following Blazek et al. (2017), we assume C1δ = bsrcg C1,
i.e. the density weighting is given by the bias of the source sample.
The source bias can be then either be fixed (as in Troxel et al. 2017,
which assumed bsrcg = 1), or marginalised over a plausible range of
values. For the main section of this paper we fix source bias. Note
that the model requires no explicit assumptions about the fraction
of red galaxies or its evolution with redshift. We have the following
parameterization:
C1(z) = −A1C¯1ρcrit Ωm
D(z)
(
1 + z
1 + z0
)η1
(17)
for the tidal alignment part. For the tidal torque contribution,
C2(z) = 5A2C¯1ρcrit
Ωm
D2(z)
(
1 + z
1 + z0
)η2
, (18)
with the four IA parameters pIA = (A1, η1, A2, η2).
The corresponding IA power spectra (GI and II) are k-
dependent functions derived from perturbation theory and are given
by integrals over the matter power spectrum; for the full expres-
sions and visual comparison see Blazek et al. (2017) Sections A-C.
These alignment power spectra define what we will refer to as the
‘Complete TATT’ model. We will also treat the pure tidal align-
ment and tidal torque scenarios as models in their own right (Table
1, third and fourth from last rows).
3 This approach is general up to a given order in perturbation theory, al-
though one must in principle include additional contributions from higher
derivative terms, which become relevant at roughly the halo scale (e.g. Des-
jacques et al. 2018). As discussed in Blazek et al. (2017); Schmitz et al.
(2018), the TATT model used here is not fully general at next-to-leading
order, since it neglects two potential nonlinear contributions.
IA Model Free Parameters Priors
No Alignments None None
NLA (fiducial) AIA U [−6, 6]
NLA (fiducial) ηIA U [−5, 5]
Flexible NLA A(i), i ∈ (1, 2, 3, 4) U [−6, 6]
NLA (separate GI + II) AGI, AII U [−6, 6]
ηGI, ηII U [−5, 5]
Tidal Alignment A1 U [−6, 6]
Tidal Torque A2 U [−6, 6]
TATT A1 U [−32, 32]
A2 U [−6, 6]
TATT (z power law) A1 U [−32, 32]
A2 U [−6, 6]
η1, η2 U [−32, 32]
Table 1. Summary of the intrinsic alignment models used in this paper.
The right-hand column shows the parameters varied under each model. In
principle the galaxy bias in the source population bsrcg also enters the TATT
model (both variants) and the TA models (Blazek et al. 2017) . Other than in
Appendix A, where we explicitly test its impact, however, we fix bsrcg = 1.
In the most naı¨ve theoretical picture of intrinsic alignments,
galaxies are either pressure-supported ellipticals, whose shapes re-
spond linearly to the background tidal field, or rotation-dominated
spirals, whose alignment is quadratic in the tidal field. For com-
parison with previous theoretical studies we will, then, consider
TA and TT cases, with power spectra obtained from the equations
above, but with fixed amplitudes A2 = 0 and A1 = 0 respectively.
For computational reasons we assume negligible B-mode IA
contribution. These analysis choices have been tested and shown to
have no significant effect on our conclusions in Appendix A and
Appendix B.
The k dependent terms in these equations are computed using
the FAST-PT code (McEwen et al. 2016; Fang et al. 2017). For
both the mode-coupling integrals and the TATT model predictions,
we use code implementations within COSMOSIS, which are com-
mon to Troxel et al. 2017 and the forecasts in Blazek et al. 2017.
The intrinsic alignment models discussed in the above para-
graphs and their free parameters are summarised in Table 1. For
reference we also include the ranges over which the various pa-
rameters are allowed to vary. The prescription referred to as the
‘Complete TATT Model’ in this work, which includes C1 and C2
contributions and has fixed bsrcg = 1 is identical to the ‘Mixed
Model’ of Troxel et al. 2017, the ‘Complete Model’ (Section D)
of Blazek et al. 2017 and the ‘TATT Model’ of Dark Energy Sur-
vey Collaboration 2018a. It is worth noting that Troxel et al. 2017
also present constraints with the baseline and flexible NLA models,
but with cosmic shear alone. Both Troxel et al. (2017) and Dark En-
ergy Survey Collaboration (2017) opt to marginalise over the two-
parameter NLA model as their fiducial IA treatment; their headline
cosmology constraints come from such treatment.
2.2.5 Other Systematics
In addition to five cosmological parameters and the IA model pa-
rameters we marginalise over thirteen nuisance parameters. The
point here is to encapsulate residual systematic errors entering the
measurement due to a number of effects. Following Dark Energy
Survey Collaboration (2017), we marginalise over an offset in the
mean of the photometric redshift distributions in each of the four
lensing bins. At least in the context of 3 × 2pt cosmology at cur-
rent precision there is evidence in the literature that a shift in the
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ensemble mean of the redshift distribution is the most salient form
of redshift error (see e.g. Figure 20 of Dark Energy Survey Col-
laboration 2017). This transforms the n(z) entering into equation
3 as ni(z) → ni(z − ∆zi), where ∆zi is the redshift error for
bin i. There is reason for caution here, however, particularly if one
wishes to draw conclusions about less well-understood effects such
as intrinsic alignments: photo-z modelling errors can easily be ab-
sorbed into an apparent IA signal (see, for example, Section 6.6
of Hildebrandt et al. 2017). We seek to test the impact of photo-z
modelling insufficiency in Section 5.2 and find our results are ro-
bust to reasonable changes in the shape of the n(z)s. In addition,
there is some level of uncertainty in the treatment of shear estima-
tion bias, for which it is necessary to include an additional nuisance
parametermi per source bin. This modulates the angular spectra in
equations 1 and 6 by factors of (1 + mi)(1 + mj) and (1 + mi)
respectively. Finally, there are five nuisance parameters to account
for lens redshift errors and five for lens galaxy bias. The redshift
parameters act in the same way as the source errors, but on the
clustering sample nl(z). Our treatment of lens bias is discussed in
Section 2.2.2.
Since the clustering sample is unchanged relative to that set
out in Dark Energy Survey Collaboration (2017) we adopt the pri-
ors on lens redshift error and galaxy bias used in that paper. Simi-
larly, the uncertainty in mi is dominated by limitations in how the
shear measurement handles blending. This is not expected to differ
significantly with galaxy type, and so for all of the samples de-
scribed in the next section we adopt the fiducial Gaussian prior on
mi recommended by Zuntz et al. (2017). The source redshift error,
however, could very easily differ between galaxy samples of differ-
ent colour. We recompute priors on ∆zi for the different samples
using galaxies from the COSMOS field, a calculation discussed fur-
ther in Section 3.4.
3 DATA & SAMPLE SELECTION
In this section we define the galaxy samples used in this paper. The
subsamples are disjoint populations from the DES Y1 weak lensing
catalogue4, intended to isolate morphological differences relevant
to IA. The following paragraphs discuss the practical details of the
split, including how we manage selection effects.
3.1 The Dark Energy Survey Y1 Data
The Dark Energy Survey (DES) has now completed its five-year
observing campaign, covering a footprint of around 5000 square
degrees to a depth of r ∼ 24.1 magnitudes. The observing program
made use of the 570 megapixel DECam (Flaugher et al. 2015),
which is mounted on the Victor Blanco telescope at the Cerro
Tololo Inter-American Observatory (CTIO) in northern Chile. Its
five-band grizY photometry spans a broad region of the optical and
near infrared spectrum between 0.40 and 1.06 microns. Each griz
exposure is 90 seconds in duration and the final mean tiling depth
will be ten exposures over the full footprint.
The wide-field observations for Y1 encompass a large region
completely overlapping the footprint of the South Pole Telescope
(SPT; Carlstrom et al. 2011) CMB experiment and extends roughly
4 For the public release of the data see https://des.ncsa.
illinois.edu/releases/y1a1
over the range δ = [−60,−40] degrees. A significantly smaller re-
gion in the north of the Y1 footprint also overlaps with the Stripe 82
field of the Sloan Digital Sky Survey (SDSS); data from this region
are excluded from this analysis, as they were from the main Y1
cosmology papers. In total the Y1 cosmology dataset encompasses
an area of 1321 square degrees of the southern sky with a mean
depth of three exposures. This includes masking for potentially bad
regions deemed to be of unsuitable quality for cosmological infer-
ence. A more detailed description of the final Gold sample can be
found in Drlica-Wagner et al. (2018). These data were collected be-
tween 31st August 2013 and 9th February 2014 during the first full
season of DES operations.
For lensing measurements we make use of the larger of the
two DES Y1 shape catalogues (see Zuntz et al. 2017), which con-
tains ∼ 26 million galaxies in the final cosmology selection. This
dataset, known as the METACALIBRATION catalogue, relies on the
eponymous technique for correcting shear measurement bias. We
discuss how these corrections, which include sample selection ef-
fects, are computed in Section 4.
The catalogue used for two-point clustering measurements
comprises a set of luminous red galaxies selected by the RED-
MAGIC algorithm (Rozo et al. 2016) using a method designed to
minimise photometric redshift error. The sample contains roughly
0.66 M galaxies at constant comoving density over the range z =
0.15− 0.9 (Elvin-Poole et al. 2017).
3.2 Blinding
This analysis was doubly blinded, following the same protocol out-
lined in Zuntz et al. (2017) and implemented in Troxel et al. (2017).
First, the early stages of this analysis were performed using mod-
ified shear catalogues, wherein each measured ellipticity was mul-
tiplied by a blinding factor. The factor was constructed such that
the mathematical bounds of the ellipticity were unchanged by the
transformation. This catalogue-level blinding was maintained until
shortly after the point at which the fiducial Y1 results (Dark Energy
Survey Collaboration 2017) were unblinded. By this time the basic
methodology of the analysis had been decided and the selection
criteria for the galaxy samples were fixed.
Second, higher level blinding was imposed by the authors
throughout the course of this analysis. The axis labels and range
of any figures showing cosmological parameter constraints were
omitted during the blinded period. This was intended to prevent
unconcious bias from entering the analysis, for example, if the split
samples were seen to be exhibit significant tensions. The bulk of
the analysis, including running chains, comparing constraints from
colour samples and creating figures, and all basic methodological
decisions was carried out prior to lifting either form of blinding.
A small number of notable changes were made after unblinding,
namely: (a) generating and validating the multicolour covariance
matrix, (b) running and analysing the chains shown in Figure 16.
Though this could conceivably lead to expectation bias. We do,
however, carry out a series of validation tests, which involve com-
paring subsections of the new covariance matrix (and the derived
constraints) with the single colour matrices used in the earlier sec-
tions of this paper. The cosmology contours in Figure 17 were also
generated only after the multicolour covariance matrix had been
finalised. These steps, while not comprehensive, guard to some ex-
tent against such bias.
MNRAS 000, 000–000 (0000)
8 S. Samuroff et al
3.3 Splitting the Y1 Shape Catalogue
There are a number of terms used in the literature to classify galax-
ies, which are broadly analogous but non-identical. This paper pri-
marily focuses on two, both of which are ultimately derived from
differences in the flux of a galaxy in different optical bands. Though
these names are often used somewhat interchangeably in the liter-
ature, in the following analysis the terms ‘early-type’, ‘red’, ‘late-
type’ and ‘blue’ have distinct meanings, as set out below. The char-
acteristics of these samples are summarised in Table 2. In both
cases, we use these flux-based categories as a proxy for galaxy
morphology and kinematics, which affect which alignment mecha-
nism(s) are most relevant.
3.3.1 Spectral Class
A quantity commonly used to split galaxy populations is spectral
class. Template-based photo-z codes such as BPZ work by redshift-
ing a library of spectral templates repeatedly. Fits are performed
to produce a likelihood as a function of redshift for each galaxy,
assuming each of the discrete library templates. The conditional
likelihoods are interpolated to produce a single p(z) and a non-
integer best-fitting spectral class TBPZ, which represents an inter-
polated blend of templates and acts as a morphological class for
each galaxy. This quantity has been used in previous studies to di-
vide galaxies expected to have different systematics (Simon et al.
2013; Heymans et al. 2013). We follow those papers and define a
boundary at TBPZ = 1 to separate “early-type” and “late-type”
galaxies. Imposing this split on the DES Y1 cosmology sample of
Troxel et al. (2017), we obtain early- and late-type samples contain-
ing 4.8 M and 28.8 M galaxies respectively. In Figure 1 we show
the distributions of photometric colour, defined by the difference in
magnitudes between the r and z bands, and r-band magnitude in
these two populations.
3.3.2 Photometric Colour
Another quantity frequently used as a proxy for morphological type
is photometric colour, defined by differences between the mea-
sured brightness of a galaxy in different bands. The 2D histogram
of galaxies in colour magnitude space is expected to be bimodal
(Wyder et al. 2007). In the following we use a boundary in the
r− z plane to define red and blue galaxies, defined by the equation
r − z = airz × r + birz. (19)
Unlike previous studies, we do not have reliable k-corrected mag-
nitudes, nor do we impose selection criteria designed to produce
a homogenous low-redshift sample. To account for the fact that
the observed colour-magnitude diagram is redshift dependent we
adjust the values of the parameters arz and brz in each tomo-
graphic bin (denoted by the index i). The boundary is shifted
manually in each bin to roughly follow the green valley division
between peaks, and is shown in Figure 2. In the four DES Y1
source redshift bins we obtain arz = (0.04, 0.12, 0.05, 0.00) and
brz = (−0.1,−1.7, 0.15, 1.6).
It is worth finally bearing in mind that there are several simi-
lar sets of photometric measurements derived from DES Y1, which
are used by different authors in slightly different contexts. In sum-
mary, three useful sets of galaxy fluxes are available to us: (a)
those obtained from the source detection algorithm SEXTRACTOR,
(b) the best-fitting fluxes from running our shape measurement
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0
r − z
×106
All Galaxies
Early-type
Late-type
18 19 20 21 22 23 24 25
r−band Magnitude
×106
All Galaxies
Early-type
Late-type
Figure 1. Top: The one dimensional distribution of photometric r−z colour
in the samples described in this study. The solid purple line shows the his-
togram of the full sample, and the dashed blue and dotted red lines show
late-type and early-type galaxies only. Bottom: r-band magnitude distribu-
tions of the galaxy samples defined in this paper. Note that the solid purple
line here is defined by the METACALIBRATION selection flag, and corre-
sponds to the dark red histogram in Figure 3 of Zuntz et al. (2017).
code (known as METACALIBRATION; see Section 4.1.1) on the raw
galaxy images, (c) those obtained using METACALIBRATION from
reprocessed images with neighbour light subtracted away, using a
technique called Multi-Object Fitting (MOF). Though (a) are in-
cluded in the GOLD catalogue, they are not used in this work. We
use type (b) photometry, and products derived thereof, for the cat-
alogue splits described in this section as well as for dividing galax-
ies into redshift bins. Though MOF partially mitigates the effects
of blending and so is thought to produce more accurate fluxes, type
(c) fluxes are used only for estimating the galaxy redshift PDFs (see
Section 3.4 below). This detail arises from an oddity of DES Y1:
for computational reasons, at the time of writing only one MOF
shape run was carried out. To allow us to split on (c) type pho-
tometry and correctly treat the selection effects induced, we would
require additional MOF runs on several sets of artificially sheared
images (see Section 4.1.1).
Finally we attempt to gauge the level of leakage between our
galaxy samples. Since we define our samples about fixed boundary
in noisy measured quantities it is inevitable that there will be some
cross-contamination. That is, a population of galaxies that, if mea-
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Figure 2. The distribution of galaxies in r−z colour-magnitude space in the
Y1 METACALIBRATION catalogue. The panels show galaxies in four tomo-
graphic bins, which are labelled in parentheses. The red contours indicate
early-type (TBPZ < 1) objects only, and the blue contours are the equiv-
alent for late-type galaxies. Each is independently normalised to unity. The
green dashed line shows the divisions used to define the red and blue sam-
ples described in Section 3.3, and are placed such that they roughly mimic
the split between the red and blue contours.
sured under ideal noiseless conditions would be classified as one
type, but which in reality end up being classified as the other. We
test this as follows. We re-run the BPZ algorithm twice on a matched
COSMOS sample (described in Section 3.4), (a) using a set of de-
graded galaxy fluxes designed to mimic DES-like noise levels and
(b) using the original fluxes measured with DECam from deeper
observations than in the DES wide-field. This exercise provides a
redshift PDF and a best-estimate TBPZ value per COSMOS galaxy.
We then define an early-type sample based on the noisy TBPZ from
run (a) and compute the fraction of the lensing weight in that sam-
ple that is contributed by galaxies where the value from run (b) is
TBPZ > 1. The results are shown in Figure 3.
The leakage is relatively small in most tomographic bins, with
the mis-allocated lensing weight at or below ∼ 15%. The notable
exception is the lowest tomographic bin in the early-type sample,
which exhibits a strong fractional contamination. This can be ra-
tionalised in simple terms, as follows; there is some degeneracy
Sample Ngal zmed r¯ r − z
All galaxies 25.7 M 0.57 22.2 0.79
Early 4.8 M 0.65 21.9 1.31
Late 20.8 M 0.55 22.3 0.64
Red 6.5 M 0.61 21.8 1.25
Blue 19.2 M 0.55 22.4 0.64
Early ∩ Red 2.3 M 0.66 21.9 1.37
Late ∩ Blue 18.5 M 0.55 22.4 0.62
Table 2. Observational characteristics of the sub-populations defined in this
paper. Note that the mean and median values shown are weighted by the
mean galaxy response R = (R11 +R22)/2.
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Figure 3. Galaxy colour leakage as a function of the upper/lower cut im-
posed on TBPZ. The upper panel shows the magnitude of misclassified
early-type galaxies that appear in our late-type sample. The lower panel
shows the equivalent late-type to early-type contamination. The leakage es-
timator fType1→Type2 here is defined as the fraction of the lensing weight
in each bin coming from such misclassified galaxies. In each case we show
the four tomographic bins, as well as the whole unbinned sample in black.
between colour and redshift. That is, galaxies assigned to the red
sample and the lowest redshift bin can be (a) inherently red, low
redshift galaxies or (b) bluer objects, which have been redshifted
and thus appear red. A similar logic applies, such that a fraction
of the blue sample galaxies in the upper tomographic bin will ac-
tually be inherently red low redshift objects mistakenly identified.
The key difference is that the quality of the photo-z for the red low
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z objects tends to be superior than for more distant galaxies. The
leakage of blue galaxies into the lowest bin is thus stronger than the
converse. The significance of this feature for our results is tested by
rerunning a subset of the chains in Section 5.1 with the lowest red-
shift bin removed. As discussed in that section, the omission of the
high-leakage bin does not produce a significant shift in either the
favoured cosmology, nor the best-fitting IA parameters.
3.4 Photometric Redshifts
We derive estimates for the redshift distribution of our samples us-
ing the BPZ code (Benı´tez 2000). The results have been tested using
simulations, against a limited spectroscopic sample and against an
alternative redshift algorithm (Hoyle et al. 2017). For each sample
used in this study, the per-galaxy PDFs are stacked in four tomo-
graphic bins with bounds z = [0.2, 0.43, 0.63, 0.9, 1.3]. Galaxies
are assigned to bins using the expectation value of the p(z) esti-
mated with METACALIBRATION photometry. The run of BPZ on
the more optimal MOF photometry then provides the p(z) stacked
to generate the ensemble n(z) estimates. We show the measured
n(z) obtained using BPZ for TBPZ < 1 and TBPZ > 1 galaxies in
Figure 4.
The main shear selection defined by Zuntz et al. (2017) has
been subjected to a rigorous set of tests designed to constrain this
redshift bias (Hoyle et al. 2017; Davis et al. 2017; Gatti et al. 2018).
This information is incorporated into cosmic shear analyses via
(non-zero centred) priors on redshift nuisance parameters. Unfor-
tunately, one cannot guarantee that these priors will be robust to
arbitrary division of the data. If we propose to use any subset of
the catalogue for tomographic shear measurements, it is necessary
to re-derive appropriate photo-z priors. To do this we use galaxies
from the partially overlapping COSMOS field. The low-noise 32-
band photometry provides high-quality point redshift estimates for
these galaxies. In the following we will take these as “true” red-
shifts. In principle we can test for bias in a particular sample by
comparing the distribution of the COSMOS redshifts to the ensem-
ble redshift distribution estimates for the same set of galaxies in the
DES images. Selecting the galaxies in the COSMOS overlap, how-
ever, can itself induce selection effects, since the COSMOS galax-
ies are somewhat unrepresentative of DES in magnitude, colour and
size. The COSMOS catalogue is thus resampled such that the re-
sulting sample matches the DES Y1 data. The process results in
a set of 200,000 DES galaxies matched to COSMOS counterparts
with similar flux in four bands griz and size (see Hoyle et al. 2017
for a full description of the algorithm).
We divide these galaxies into four tomographic bins accord-
ing to mean redshift, as estimated from a re-run of BPZ on the ar-
tificially noisy COSMOS griz METACALIBRATION fluxes. In each
bin we compute a weighted mean
〈z〉(i) =
∑N(i)
gal
j=1 wjz
C
j∑N(i)
gal
j=1 wj
, (20)
where zCj is the COSMOS redshift estimate for galaxy j and the
sum runs over all galaxies placed in redshift bin i. The weight is
wj is given by the mean response (averaged over the two ellipticity
components; see Section 4).
The offset between the mean COSMOS redshift and the equiv-
alent weighted mean using the BPZ Monte Carlo samples from arti-
ficially noisy MOF photometry provides a constraint on the level of
Early-Type
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Redshift z
Late-Type
Figure 4. Estimated redshift distributions of the galaxy samples described
in this paper. The upper and lower panels show our two Y1 type samples,
split according to best-fitting template type TBPZ. The solid curves show
estimates derived from the photometric redshift code BPZ. The dashed lines
are histograms of photo-zs for a sample of galaxies from the 32-band COS-
MOS data, which has been reweighted to match the DES flux and size dis-
tribution. Each distribution is independently normalised to unity over the
redshift range shown.
systematic bias in the latter. We derive δz in this way for our early,
late and full samples, as defined by TBPZ. The result is shown in
Table 3.
These values set the central values of the redshift priors. In
order to decide on an appropriate prior width we must consider a
number of sources of uncertainty in this measurements. We subject
the reweighted COSMOS dataset to a series of tests, outlined in
Section 4 of Hoyle et al. (2017), which are designed to constrain
systematic uncertainties. This includes redshift error contributions
for statistical uncertainty, cosmic variance, and the limited match-
ing process using flux and size only. The resulting prior widths in
each sample are also shown in Table 3.
In the following we adopt fiducial Gaussian priors for each sample
centred according to Table 3 and with widths given by the above
calculation.
4 MEASUREMENTS
In this section we outline the measurements needed to set up the
parameter inference detailed in the following section. This section
seeks to highlight the new measurements and changes in the Y1
measurement pipeline implemented for this work. Given that the
Y1 lens catalogue used here is identical to that in previous work,
we simply refer the reader to Elvin-Poole et al. (2017) and Dark
Energy Survey Collaboration (2017) for details of the sample se-
lection, binning and two-point measurement.
4.1 Galaxy Shapes
4.1.1 Measurement and Selection Bias
To date, two validated science-ready shear catalogues have been
built using the DES Y1 data. The smaller of the catalogues,
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Selection δz(1) δz(2) δz(3) δz(4)
All Galaxies −0.006± 0.018 −0.014± 0.018 0.018± 0.017 −0.018± 0.018
Early-Type −0.022± 0.020 −0.040± 0.012 −0.008± 0.012 −0.044± 0.014
Late-Type −0.003± 0.020 −0.007± 0.023 0.030± 0.020 −0.010± 0.023
Red −0.034± 0.012 −0.075± 0.011 −0.015± 0.011 −0.060± 0.013
Blue 0.000± 0.030 0.013± 0.025 0.032± 0.024 0.005± 0.027
Table 3. Priors on the redshift error derived from a matched sample of galaxies from the COSMOS field. Photometric redshift estimates for this matched
sample are derived from 32-band photometry, as described by Laigle et al. (2016). Note that since we do not attempt a clustering-based estimate of the
photo-z error on our colour samples, the numbers for the full sample are similar but non-identical to the priors on redshift error used in Dark Energy Survey
Collaboration (2017).
IM3SHAPE, takes a conventional approach to calibrating shear bi-
ases, relying on a suite of complex image simulations. A detailed
discussion of the processes involved in constructing and testing
such a calibration is presented in Zuntz et al. (2017). As we point
out in that paper, additional selection can very easily induce multi-
plicative shear bias.
For this analysis, however, we use the larger of the two shape
catalogues. The measurements are made using a technique called
METACALIBRATION, the basis of which is to derive the calibration
from the data itself using counterfactual copies of each galaxy with
additional shear applied. The algorithm remeasures the shear and
computes a quantity known as the response:
Rγ i,j =
e+i − e−i
∆γj
, (21)
where e+ and e− are the measured values of the ellipticity ob-
tained from images of the same object sheared by +γ and −γ,
and ∆γ = 2γ. The galaxy response must be included whenever a
shape-derived statistic is calculated. We refer the reader to Sheldon
& Huff (2017) and Huff & Mandelbaum (2017) for a full expla-
nation of the algorithm and to Zuntz et al. (2017) for details of the
implementation used in DES Y1 and a recipe for applying response
corrections.
It is also possible to correct for selection bias using a similar
calculation. To do this we must measure the response of the mean
ellipticity to the selection function. Imagine for example, we wish
to make a cut on galaxy type TBPZ. Since the photometry, and thus
TBPZ, are not independent of ellipticity the raw cut may induce
shear selection bias. The photometry must be estimated five times
per galaxy: once in the original images, and in four counterfac-
tual sheared images. From each set of photometry we re-evaluate
TBPZ and thus derive a slightly different selection mask. A mean
response 〈RS〉 contributed by a selection alone is then defined as
the change in ellipticity
〈RS〉i,j ≈
〈ei〉S+ − 〈ei〉S−
∆γj
, (22)
where 〈e〉S± denotes the mean ellipticity measured from the un-
sheared images, after selection based on quantities measured from
the sheared images. The full response for the mean shear is then
given by the sum of the shear and selection parts,
〈R〉 = 〈Rγ〉+ 〈RS〉. (23)
This must be recalculated each time galaxies are split in any way,
including for tomographic binning. For the fiducial early- and late-
type samples (divided about TBPZ = 1) we obtain a mean selection
Correlation Early-Type Late-Type
PSF e1 (-0.0340, 0.0031) (-0.0270, 0.0017)
PSF e2 (0.0014,-0.0338) (-0.0004,-0.0223)
PSF Size T 1/2PSF (0.0012, 0.0006) (0.0001, -0.0004)
S/N (0.0001, 0.0008) (-0.0000(5), 0.0004)
Galaxy Size T 1/2 (0.0006, 0.0009) (0.0004, 0.0000(3))
Table 4. Residual correlations between the galaxy ellipticities and observ-
able properties in our fiducial galaxy samples, after weighting by the mean
METACALIBRATION derived response. The numbers in each set of paren-
theses are the correlations between each quantity and the two ellipticity
components (e1, e2). The PSF/galaxy size and signal-to-noise ratio follow
the definitions in Zuntz et al. (2017) and Jarvis et al. (2016).
response of 〈RS〉early = 0.0018 and 〈RS〉late = −0.0006 respec-
tively. We obtain a mean response in each sample of 〈Rγ〉early =
0.6282 and 〈Rγ〉late = 0.6458 (compared with 〈Rγ〉 = 0.6416
for the unsplit Y1 catalogue).
4.1.2 Shear Systematics
In this section we repeat a raft of systematic tests designed to en-
sure the (sub-)samples used in the following sections are of suffi-
cient quality for cosmology at the precision of DES Y1. Although
the full catalogue has been subjected to a rigorous set of tests in
Zuntz et al. (2017), it is conceivable that cuts ultimately derived
from the observed fluxes could introduce spurious correlations be-
tween ellipticity and galaxy properties. The most straightforward
diagnostic would simply be to measure the mean shear in bins of
observable properties and fit for correlations.
The results of this exercise are shown in Table 4. We test for
correlations with a number of observable properties, including see-
ing (PSF size) and the signal-to-noise of the measurement. As in
the unsplit catalogue, the measured correlations are comfortably at
the sub-percentage level. We do not consider these to be of concern
for cosmological analyses at the precision afforded by our data.
Although we do see a significant non-zero correlation between
PSF ellipticity and galaxy shape, the magnitude does not appear to
vary significantly as a function of galaxy type. This offers some
reassurance that there are not significant selection-based systemat-
ics introduced by our cuts. As in Troxel et al. (2017), we measure
the mean shear directly in each tomographic bin. In both early- and
late-type split samples we report |e1,2| . 10−4 in all redshift bins.
4.2 Two-Point Correlations
This work makes use of three sets of correlation function measure-
ments: between galaxy ellipticities, between galaxy positions, and
the cross correlation of the two. All two-point measurements pre-
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Figure 5. The fiducial cosmic shear datavectors. The filled blue points show the correlation functions measured from the late-type sample described in Section
3.3. Open red diamonds show the same, but for our early-type sample. The solid and dashed lines show the best fitting theoretical prediction for each galaxy
sample, as obtained from a 3× 2pt analysis. The shaded grey regions indicate the scale cuts for each bin pair, with all points within these areas discarded prior
to parameter inference. The reduced χ2 obtained from all points outside the shaded bounds is 1.74 with 59 degrees of freedom for the early-type sample, and
1.28 with 201 degrees of freedom for the late-type sample.
sented in this paper make use of TREECORR5. To manage calls
to TREECORR and handle sample selection and binning we make
use of a DES-specific python wrapper, which is also publicly avail-
able6.
The Y1 shear catalogues are used to construct two-point corre-
lation functions of cosmic shear. Our method and choice of statis-
tics and redshift binning follows Troxel et al. (2017). The shear-
shear correlations ξ+ and ξ− are measured in log-spaced bins in
angular scale. To achieve roughly comparable signal-to-noise, mea-
surements on the late-type and blue samples use 20 separation bins,
but those on the early-type and red samples use only seven. Galaxy
ellipticities are rotated, weighted and averaged in each bin as
ξij± (θ) =
∑
α,β w
αwβ(eα+e
β
+ ± eα×eβ×)∑
α,β w
αwβ(1 +mα)(1 +mβ)
(24)
where the sums run over pairs of galaxies (α, β), which are drawn
from redshift bins (i, j) and whose angular separation falls within
a bin of some finite width θ±∆θ. The correlation functions for the
fiducial early- and late-type samples used in this paper are shown in
Figure 5. Shaded regions corresponding to angular scales discarded
in subsequent likelihood calculations.
5 https://github.com/rmjarvis/TreeCorr
6 https://github.com/des-science/2pt pipeline
To avoid the effects of theoretical uncertainties on small scales
we impose a lower angular scale cut in each bin. These bounds
are relatively stringent compared with contemporary shear analy-
ses and are set out in more detail in Troxel et al. (2017). No angular
scales smaller than θ+ = 3.61 arcmin and θ− = 36.06 arcmin are
used respectively for ξ+ and ξ− correlations. Although designed to
remove the potential contamination of baryonic effects, this mini-
mum scale cut also reduces the impact of IA on small scales not
captures in the NLA or TATT models. An upper cut of θ < 250
arcmin is also imposed to remove scales on which additive shear
biases become dominant. The correlation is corrected with an av-
erage scale-independent selection response, as outlined by Sheldon
& Huff (2017) and Troxel et al. (2017).
Very similar expressions can be constructed for the other two-
point correlations used in this work. Following Prat et al. (2017),
we use tangential shear about galaxy positions as an estimator for
the galaxy-galaxy lensing signal:
γijt (θ) =
∑
α,β w
αet(α|β)∑
α,β(1 +m
α)wα
. (25)
The ellipticity notation et(α|β) represents the + component of
source galaxy α relative to the position of lens galaxy β. Due to
the stronger signal-to-noise of the galaxy-galaxy lensing signal, we
use 20 bins for both the early- and late-type samples. We make an
empirical correction for additive systematics, which commonly af-
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Figure 6. The fiducial galaxy-galaxy lensing datavector. As in Figure 5, filled blue points show measurements on our late-type split sample and open red
points show those on early-type galaxies. The numbers in parentheses indicate a pair of redshift bins (source bin, followed by lens). The solid and dashed lines
show the best fitting theoretical prediction for late-type and early-type galaxies respectively. The χ2 per degree of freedom obtained from all points outside
the shaded bounds (plus the galaxy clustering data w(θ), which are not shown here) is 1.25 (153 degrees of freedom) for the early-type sample, and 1.22
(204 degrees of freedom) for the late-type sample. A small number of correlations were discarded (and so are missing from this figure) because the estimated
redshift distribution of lenses had significant weight above the equivalent distribution of source galaxies.
fect large scale galaxy-galaxy lensing correlations, by evaluating
γt around random points drawn from the Y1 footprint and sub-
tracting the result from the estimated signal around galaxies. The
random points are drawn from the DES Y1 footprint, excluding
masked regions. For a longer discussion of the random subtraction
and the impact it has on the galaxy-galaxy lensing measurement
see Prat et al. (2017) (their Sec IV A and Appendix B). We do not
incorporate boost factors into this analysis, but rather follow Prat
et al. (2017) and apply a scale cut at 12h−1 Mpc comoving sep-
aration (corresponding to the grey shaded portions of Figure 6 ).
This is designed to remove scales thought to be significantly im-
pacted by nonlinear bias, and comfortably removes the sections of
the data where source-lens contamination is non-negligible. Simi-
larly to with cosmic shear, these minimum scale cuts also reduce
potential contamination from IA on fully nonlinear scales.
This analysis explicitly excludes galaxy-galaxy lensing mea-
surements where there is a significant probability that the source
galaxy is in front of the lens. That is, we reject correlations
where the estimated lens redshift distribution is peaked signifi-
cantly higher than the source redshift distributions. Due to slight
differences in the early- and late-type n(z), this cut removes γt
correlations between the lowest early-type redshift bin and the up-
per three lens bins, but leaves the late-type datavector unchanged.
Finally, the angular clustering auto correlation is constructed,
mirroring the choices of Elvin-Poole et al. (2017), from a mixture
of galaxy positionsD and random pointsR using the Landy Szalay
estimator (Landy & Szalay 1993),
wij(θ) =
DiDj −DiRj −RiDj +RiRj
RiRj
. (26)
The positions in the galaxy catalogue D are sorted into tomo-
graphic bins, denoted by the Roman index i, j. The random points
R are also assigned randomly to tomographic bins, such that the
number of randoms per bin matches the number of galaxies. As the
sample used for galaxy clustering measurements is the same as that
described in Elvin-Poole et al. (2017), we do not show the resulting
correlation functions, but refer the reader to Figure 3 of that paper.
The three measurements on the unsplit sample have passed a
raft of null tests (Zuntz et al. 2017, Troxel et al. 2017, Prat et al.
2017, Elvin-Poole et al. 2017), and show no indication of signifi-
cant B-modes. We measure the two-point correlations separately in
the full catalogue, and also in our fiducial early-type and late-type
samples.
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4.3 Covariance Matrix
The covariance matrix of the two-point data is estimated using
the COSMOLIKE software package (Krause & Eifler 2017). The
calculation employs a halo model to generate four-point correla-
tions, which are then used to calculate an analytic non-Gaussian
approximation of the multiprobe covariance. For this calculation
we assume a flat ΛCDM universe with cosmological parameters
(Ωm,Ωb, σ8, ns, h) = (0.286, 0.05, 0.82, 0.96, 0.7). Though the
covariance matrix is cosmology dependent, Dark Energy Survey
Collaboration (2017) have shown that rerunning the likelihood
chains with covariance matrices recomputed at the best fitting cos-
mology does not induce any significant change in the best fitting
parameters obtained from the Y1 data. The COSMOLIKE covari-
ance code has been tested against log-normal simulations which
include the DES survey mask (Krause et al. 2017). Like almost
all previous studies of cosmic shear, our covariance matrix does
not include the impact of intrinsic alignments. In a similar analy-
sis based on CFHTLenS, Heymans et al. (2013) justify this in two
ways. First, the galaxy catalogues used in cosmic shear measure-
ments are typically not dominated by low redshift red population
objects, in which IAs are known to be strong (in absolute terms,
and relative to the lensing signal). Constraints using mixed samples
from contemporary shear surveys have found alignment amplitudes
in the range AIA ∼ 0 − 1. The impact on the true covariance of
the data due to the presence of IAs is thus expected to be small.
Second, the red fraction is typically ∼ 20% or less. Imposing a
colour split will leave one with a relatively small red sample, and it
is likely its covariance matrix will be dominated by shot noise.
Since the survey properties of DES Y1 are significantly dif-
ferent to those of CFHTLenS, we seek to verify these assumptions.
To test this we use a fast analytic code7 to generate Gaussian co-
variances for the shear-shear angular power spectrum Cγγ in DES
Y1-like tomographic bins. The IA power spectra are modelled us-
ing the NLA model with a range of amplitudes.
We proceed by inspecting the shift in diagonal elements of
the covariance matrix. Unsurprisingly (since the dominant GI term
will tend to surpress power in the cosmic shear signal) on most
scales ignoring IA in the covariance matrix leads one to overesti-
mate the uncertainties. This is particularly true in the autocorrela-
tion of the lower redshift bins. On the largest scales (small `) this
exercise suggests a potential slight underestimation of our error-
bars. Mapping this onto a change in parameter space constraints is,
however, a non-trivial exercise. We test this explicitly by running
a series of MC forecasts on noise-free simulated C(`) data using
Gaussian covariance matrices with AIA = [0, 1, 3, 8]. The param-
eter space is identical to that described in Section 2 (all cosmologi-
cal and nuisance parameters). Using 20 multipole bins in the range
` = [5, 2000] we find no significant change in the marginalised
parameter contours between these four cases.
5 RESULTS
This section describes the main results of this paper. We outline
the baseline constraints obtained from the colour-split samples de-
scribed in the earlier sections. The robustness of our results to red-
shift error and galaxy colour leakage is tested using a series of
high-level validation exercises. For comparing IA models run on
7 https://ssamuroff@bitbucket.org/ssamuroff/combined probes cosmosis-
standard-library
Figure 7.ΛCDM constraints on S8 and Ωmfrom cosmic shear, galaxy clus-
tering and galaxy-galaxy lensing, using the unsplit Y1 cosmology sample.
The solid filled (purple) contours show the baseline analysis, which assumes
the nonlinear alignment model for intrinsic alignments, and is equivalent to
the blue contours in Figure 11 of Dark Energy Survey Collaboration (2017).
The other lines show extended IA models, the parameters of which are listed
in Table 1.
the same data, we make use of two single-number metrics: the dif-
ference in the reduced χ2 at the respective means of the parameter
posteriors8 ∆χ2 (Krause et al. 2016), and the Bayes Factor B (the
ratio of evidence values; see Marshall et al. 2006 for a functional
definition and discussion of its usage for cosmological model com-
parison). The evidence ratios quoted are evaluated using MULTI-
NEST, but are also tested using the Savage-Dickey approximation,
outlined by Trotta (2007). In all cases the two values are seen to
agree to ∼ 50% of the MULTINEST estimate.
5.1 Simultaneous Constaints on Cosmology and Intrinsic
Alignments
Our baseline analysis fits three samples independently (early-type,
late-type and mixed) using the NLA model for intrinsic alignments
in each, and assuming a ΛCDM cosmology. We will, however, con-
sider a number of more complex IA treatments in the following
sections. For reference, the mixed sample 3× 2pt cosmology con-
straints under each of these models are shown in Figure 7 (see also
Table 1). In all cases the posterior constraints on S8 are statistically
consistent, though there are small downwards shifts in some of the
models. These individual cases are discussed in more detail below.
The parameter constraints resulting from the basic analysis are
shown in Figure 8. The dashed contours show shear alone, the dot-
ted show the combination of galaxy-galaxy lensing and two-point
clustering and the solid (filled) contours show the joint constraints
from all three probes. Strikingly, much of the constraining power
on the IA model parameters comes from galaxy-galaxy lensing.
8 Due to a subsequent correction to the cosmic shear part of the COSMO-
LIKE covariance calculation, our χ2 results differ slightly from those pre-
sented in later versions of Dark Energy Survey Collaboration (2017) and
Troxel et al. (2017) (see Troxel et al. 2018 for details). This accounts for
the apparently poor stand-alone χ2 values shown in Table 5. This is not
thought to affect the comparison between galaxy samples, or between dif-
ferent models on the same data.
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This can be understood as follows: the II contribution, to which γt
is insensitive, is generally subdominant in the NLA model. Com-
bined with the fact that the signal-to-noise on γt is high (compared
with the equivalent shear-shear correlations), this allows a rela-
tively strong IA constraint from galaxy-galaxy lensing data. The
choice of lens sample is relevant here; the redshift distributions of
the REDMAGIC lenses overlap strongly with the lower source bins,
which boosts the CδgI alignment term. The level of sensitivity of
a galaxy-galaxy lensing measurement to IAs will clearly depend
on the details of the lens and source redshift distributions. It is, fi-
nally, also true that the δgγ + δgδg data allows some level of self
calibration, effectively breaking the degeneracy between intrinsic
alignments and, for example, photometric redshift error.
One notable feature of Figure 8 is the apparent lack of a con-
straint on the redshift evolution in late-type galaxies. Though it is
counterintuitive that the 3× 2pt analysis should result in a weaker
constraint on ηIA than cosmic shear alone, it is understandable
in the context of an extended parameter space. The δgγ + δgδg
data greatly restricts the allowed range of AIA about zero, which
reduces the signal-to-noise of the IA contribution (in the limit
AIA → 0 one has no ability to constrain ηIA), resulting in an ex-
pansion of the uncertainty on ηIA.
Under this model all our results are consistent with zero align-
ments in late-type galaxies at any redshift. In contrast, the IA con-
straints from the early-type sample are non-zero at the level of
∼ 6.6σ with the full 3 × 2pt data. We also find hints of redshift
evolution, with negative ηIA resulting in a signal that diminishes at
high redshifts. It is worth being cautious here, however, given that
(a) the deviation from zero is still only just over 1σ, and (b) di-
rect comparison with previous null measurements (e.g. Hirata et al.
2007, Joachimi et al. 2011) are complicated by a basic difference in
analysis method. Unlike those studies, we do not explicitly model
luminosity dependence in equation 15. The index ηIA should thus
be interpreted as an effective parameter, which absorbs both gen-
uine evolution of the IA contamination in the same galaxies and the
changing composition of the sample along the line of sight.
Considering the final two columns in Table 5, we see a slight
improvement in the χ2 of the NLA fit to the early-type sample rel-
ative to a case with AIA = 0. More noticeably, the Bayes fac-
tor appears to strongly disfavour the reduced model in this sample.
Though the ∆χ2 is close to zero, perhaps unsurprisingly, the Bayes
factors appear to favour the unmarginalised zero alignment scenario
in the late-type sample.
5.2 Robustness to Systematic Errors
In this sub-section we seek to demonstrate that our results do, in
fact, provide meaningful information about IAs and are not the re-
sult of residual systematic errors in our analysis pipeline.
5.2.1 Shape of the Redshift Distributions
Though it has been shown (Troxel et al. 2017) that DES Y1 shear-
only cosmology constraints are insensitive to the precise shape of
the redshift distributions, this is not trivially true for IA constraints
from sub-divisions of the data. The kernels entering the IA spec-
tra differ significantly from those in cosmic shear alone; it is not
inconceivable that the favoured IA parameters derived from these
spectra are more sensitive to the details of the n(z) shape than the
cosmological parameters. To test this we rerun our six fiducial anal-
ysis chains, replacing the smooth PDFs obtained from BPZ with
histograms of COSMOS redshifts (shown in Figure 4). Since the
means of the two sets of distributions per redshift bin are the same
by construction, the comparison gives us an estimate for how far
reasonable changes to the shape of the n(z) might impact upon our
results. The constraints from this test are not shown, but we find
only minor changes in the contour size, position and shape for each
sample.
5.2.2 Colour Leakage
The previous test offers some reassurance that our photo-z error
parameterisation is sufficient. It does not, however, say anything
about potential cross contamination between galaxy samples. We
next seek to test the impact of potential colour leakage. In Sec-
tion 4.1.2 we saw leakage affecting the lowest tomographic bin
of the early-type sample more strongly than any other selection
of the data. To gauge the importance of this we rerun the γγ and
γγ + δgγ + δgδg early-type chains, now explicitly excluding any
parts of the data vector involving the lowest redshift bin. The result
is shown in Figure 9. The best fit of the multivariate posterior is not
significantly altered by these cuts, though we see a degradation in
statistical power in the shear-only case. In the case of shear alone
we also see some level of bimodality about AIA = 0. We note,
however, that similar behaviour has been seen before when adding
flexibility to the IA model, particularly in redshift (see, for exam-
ple, Figure 8 in Dark Energy Survey Collaboration 2016 and to a
lesser extent Figure 9 in Joudaki et al. 2017 ). We thus view the
opening up of the parameter space as an indication of insufficient
information to properly constrain the IA signal without the lowest
redshift bin, not as a cause for concern in itself.
A significant caveat here is that the removal of the lowest bin
will naturally change the composition of the galaxy sample, which
in turn could result in a shift in the IA signal. Unfortunately, it is
very difficult to devise a test of leakage that does not. Despite this,
the fact that the 3 × 2pt constraints are almost unchanged by this
test is reassuring. It implies that our IA model constraints are not
dominated by galaxies in the lowest bin, which in turn implies the
leakage seen in that bin is unlikely to be systematically biasing our
results from the early-type sample.
Overall, this test does not give us reason to suspect our results
are systematically biased by type-leakage.
5.2.3 Splitting Method
Since we are using a measured quantity (in our case SED type) as
a proxy for galaxy morphology, one would ideally like the result to
be independent (within reason) of how that proxy is defined. To test
the level at which this is true, we rerun our baseline analysis using
the alternative catalogue split described earlier in this paper (‘red’
and ‘blue’ samples; see Section 3.3). The constraints from this al-
ternative split sample are shown in Figure 10. Though the early-
type and late-type samples do not map exactly onto the red and blue
populations, our results here are very similar to those in the fiducial
analysis. The most notable difference is a slight downwards shift
in the favoured amplitude AIA for the red sample compared with
early-types. One interpretation for this might be that the early-type
sample is a purer population of elliptical pressure-supported galax-
ies. That is, the red sample suffers from contamination by objects
that appear red in colour (e.g. due to dust reddening), but which are
morphologically closer to spiral galaxies and more akin to them in
their alignment properties. The IA signal is thus diluted and the ef-
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Figure 8. Joint constraints on cosmology and a single NLA model intrinsic alignment amplitude from subpopulations of the DES Y1 fiducial shear catalogue.
The two sets of confidence contours are defined by a split according to best-fitting SED, roughly corresponding to early (red) and late (blue) type galaxies.
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Figure 9. The impact of colour leakage on our fiducial results. The dashed
red and dot-dashed blue lines show the baseline γγ and γγ + δgγ + δgδg
NLA results for the early-type sample. These are identical to the red dashed
and solid lines in Figure 8. The filled pink (dotted) and purple (solid)
contours show the equivalent constraints in this parameter space when all
two-point correlations involving the lowest lensing redshift bin, which was
found to exhibit potentially strong galaxy type cross-contamination, are ex-
cluded.
fective amplitude of the sample is shifted downwards. The qualita-
tive picture is, however, consistent between the two splitting meth-
ods.
5.3 Model Extensions
5.3.1 Separating GI & II
In order to better understand the nature of the IA signal we next in-
troduce a slight generalisation to our fiducial model. Although the
linear alignment paradigm has II and GI spectra modulated by the
same amplitude, it could argued that one should allow the data to
speak for itself where possible. In this spirit, we allow the ampli-
tude and power law index applied to the two IA spectra to vary in-
dependently. Our two free alignment parameters are then expanded
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Figure 10. Joint constraints on cosmology and intrinsic alignments using
galaxy samples split by photometric colour. The split is implemented in-
dependently in each redshift bin using equation 19 and is designed to ap-
proximate the evolution of the green valley bimodality in colour-magnitude
space.
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Sample IA Model Probe A1 A2 Bayes Factor χ2/ dof
γγ 0 0 2.00 281.4/203 = 1.39
Full DES Y1 No IA δgγ + δgδg 0 0 1.74 275.1/206 = 1.34
γγ + δgγ + δgδg 0 0 0.83 582.7/433 = 1.35
γγ 0 0 1.37 110.7/61 = 1.81
Early No IA δgγ + δgδg 0 0 0.0 275.1/206 = 1.34
γγ + δgγ + δgδg 0 0 0.0 570.7/382 = 1.49
γγ 0 0 11.29 261.1/203 = 1.29
Late No IA δgγ + δgδg 0 0 28.76 249.7/206 = 1.21
γγ + δgγ + δgδg 0 0 33.25 530.6/433 = 1.23
γγ 1.03+0.45−0.57 0 1 276.0/201 = 1.37
Full DES Y1 NLA (fiducial) δgγ + δgδg 0.38+0.13−0.14 0 1 270.9/204 = 1.33
γγ + δgγ + δgδg 0.49
+0.15
−0.15 0 1 575.3/431 = 1.33
γγ 2.37+1.16−0.95 0 1 102.6/59 = 1.74
Early NLA (fiducial) δgγ + δgδg 2.17+0.33−0.32 0 1 191.0/153 = 1.24
γγ + δgγ + δgδg 2.38
+0.32
−0.31 0 1 512.4/380 = 1.35
γγ 0.07+0.78−1.40 0 1 256.3/201 = 1.28
Late NLA (fiducial) δgγ + δgδg 0.01+0.16−0.17 0 1 249.6/204 = 1.22
γγ + δgγ + δgδg 0.05
+0.17
−0.13 0 1 531.1/431 = 1.23
γγ 2.20+0.85−1.01 0 1.40 103.5/60 = 1.72
Early TA δgγ + δgδg 2.05+0.27−0.25 0 1.35 192.9/154 = 1.35
γγ + δgγ + δgδg 2.17
+0.27
−0.25 0 1.36 515.9/381 = 1.36
γγ 0 0.08+0.47−0.51 9.44 260.5/202 = 1.29
Late TT δgγ + δgδg 0 0.04+0.41−0.42 17.20 250.2/205 = 1.22
γγ + δgγ + δgδg 0 −0.11+0.45−0.44 15.58 532.8/432 = 1.23
γγ 0.95+0.24−0.29, −2.25+0.65−0.57 0.52 266.0/201 = 1.32
Full DES Y1 TATT δgγ + δgδg 0.45+0.29−0.28, −0.42+1.03−1.05 0.10 271.3/204 = 1.33
γγ + δgγ + δgδg 0.97
+0.16
−0.16, −2.28+0.49−0.47 2.58 569.6/431 = 1.32
γγ 2.46+0.87−1.01, −3.16+2.26−1.44 0.76 101.0/59 = 1.71
Early TATT δgγ + δgδg 2.07+0.30−0.29, −0.02+0.53−0.51 0.91 192.3/153 = 1.26
γγ + δgγ + δgδg 2.21
+0.29
−0.28, −0.13+0.56−0.48 1.20 515.6/380 = 1.36
γγ 0.53+0.37−0.51, −1.08+1.45−0.92 0.23 255.1/201 = 1.27
Late TATT δgγ + δgδg −0.00+0.20−0.20, 0.03+0.51−0.53, 0.75 249.9/204 = 1.23
γγ + δgγ + δgδg 0.34
+0.28
−0.39, −1.17+1.35−0.90 0.20 530.6/431 = 1.23
γγ 0.70+0.64−1.51, −1.46+1.46−1.25 0.03 272.1/199 = 1.37
Full DES Y1 TATT (z power law) δgγ + δgδg 0.27+0.23−0.20, 0.13
+0.83
−0.81 0.01 271.4/202 = 1.34
γγ + δgγ + δgδg 0.70
+0.21
−0.19, −1.36+0.54−0.70 0.07 568.0/429 = 1.32
γγ 1.07+1.61−3.77, −1.68+2.06−1.97 0.03 104.6/57 = 1.83
Early TATT (z power law) δgγ + δgδg 1.89+0.30−0.28 −0.04+0.52−0.50 0.32 200.3/151 = 1.27
γγ + δgγ + δgδg 2.17
+0.40
−0.38, −0.57+1.29−1.30 0.01 515.4/378 = 1.37
γγ −1.42+1.37−1.51, −0.51+1.48−1.73 35.68 253.6/199 = 1.28
Late TATT (z power law) δgγ + δgδg −0.00+0.23−0.21, −0.09+0.87−0.91 0.01 250.6/202 = 1.25
γγ + δgγ + δgδg 0.14
+0.25
−0.27, −0.66+0.94−0.93 0.02 532.9/429 = 1.24
Table 5. Best-fitting parameters and fit metrics for a selection of the analyses discussed in this paper. The Bayes Factor is defined in this case as the ratio of
the evidence obtained from the chain in question relative to that from the NLA model analysis of the same sample.
to four: pIA = (AGI, AII, ηGI, ηII). The increased flexibility de-
grades the S8 constraint somewhat (see the purple dotted contours
in Figure 7), and is accompanied by a small downwards shift in S8.
From the 3 × 2pt analyses we obtain marginalised amplitudes of
AearlyGI = 2.64
+0.59
−1.20, A
early
II = 0.02
+3.35
−3.34 and A
late
GI = 0.06
+0.33
−0.34,
AlateII = 0.00
+2.20
−2.16 for early- and late-type samples respectively.
As expected, the GI term correlates with S8 (as the GI contribution
increases the shear signal becomes increasingly diluted, and so S8
must increase to compensate). The II amplitude shows a weaker
negative correlation. With no information about the II part coming
from the galaxy-galaxy lensing data, the constraint on AII and ηII
is relatively weak.
5.3.2 Flexibility in Redshift
We next rerun our fiducial analyses with a free IA amplitude in
each redshift bin. This is analogous to our treatment of galaxy bias,
and simply modulates the IA power spectra used in the projection
integrals. In reality the IA contamination in adjacent redshift slices
will, of course, be correlated but we expect the impact to be small
and do not attempt to model this here. We show the result of this
analysis in Figure 11. Although the late-type signal is consistent
with zero at all redshifts, theAIA amplitude inferred from the early-
type sample drops from ∼ 3 − 4 in the lower bins to consistent
with zero in the upper-most bin. This is consistent with the mildly
negative value of ηIA seen in the fiducial analysis. As before, it is
not possible to separate the effects of the changing composition of
the sample from changes in the IA signal for a given set of galaxies.
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Figure 11. Joint constraints on the amplitudes of the IA spectrum in four
tomographic bins for the γγ + δgγ + δgδg combination. In each case, the
red dashed contours show early-type galaxies, the dot-dashed blue show
late-types and the shaded contours show the mixed Y1 cosmology sample.
The unsplit sample is relatively stable, with A(i) ∼ 0.5 in all four
redshift bins. As in Troxel et al. (2017), we see a mild degradation
of constraints on S8 compared with the fiducial model. Where in
that paper shifting to the more flexible alignment model was seen
to result in a downwards shift in S8, however, in the 3 × 2pt case
presented here we find no corresponding shift.
5.3.3 TATT Model (Perturbation Theory)
Prior to this point all of the IA models we have considered have
been permutations of the Nonlinear Alignment Model. Using this
approach for a mixed popluation of galaxies relies on the assump-
tion that the IA contribution to the data is a pure NLA signal, scaled
by an effective IA amplitude, which absorbs the dilution due to ran-
domly oriented blue galaxies. In this section we instead employ the
TATT model described in Section 2.2.4, which includes linear and
quadratic contributions. There are various physically useful vari-
ants of this model, with different parameters fixed. For clarity, in
the following we will consider, in ascending order of complex-
ity: (a) the TA and TT models, fit to the early-type and late-type
samples respectively; (b) the TATT model with no redshift scal-
ing; (c) the TATT model with a free redshift scaling of the form
[(1 + z)/(1 + z0)]
ηi , i ∈ (1, 2).
In the simplest case (a), the IA model has only one free pa-
rameter (either A1 or A2 for TA and TT respectively), but results
in a significantly different IA power spectra (see Figure 2 of Blazek
et al. 2017). In the TA fit on the early-type sample, the results
closely mirror those from the NLA analysis in Section 5.1; this is
unsurprising, given that these models are the same up to the galaxy
density weighted term (in the TA model but not NLA), and a red-
shift scaling (included in the NLA model but not TA). Our results
are consistent with the TT IA amplitude in blue galaxies being zero
(and also with mildly positive or negative values). The constraints
under these models are not shown, but are summarised in Table 5.
The next analysis permutation is to fit for both IA amplitudes,
A1 and A2 simultaneously. Referred to as the TATT model (again,
see Table 1 for reference), this model allows for no explicit redshift
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Figure 12. Joint constraints on tidal alignment and tidal torque amplitudes
in the TATT model. The three sets of filled contours (dotted red, dashed
blue and solid purple) show the results of fitting the baseline TATT model
to each of the fiducial early-type, late-type and mixed samples used in this
analysis. The unfilled black contours show the same, but with additional
power laws in redshift η1 and η2, which are also marginalised.
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Figure 13. Constraints on cosmological and TATT model parameters in a ΛCDM cosmology using the full Y1 sample. The upper row shows constraints from
cosmic shear alone, and the lower shows the joint constraint using the full 3×2pt datavector. As labelled, we show the baseline NLA constraint (purple filled),
the TATT model (blue dotted), and the result using the TATT power spectra, but also marginalising over redshift dependent scaling parameters η1 and η2 (pink
dashed).
evolution, with both the indices η1 and η2 in equations 17 and 18
fixed to zero. We show the resulting split-sample IA constraints in
the upper panel of Figure 12 (filled red/blue contours). The equiva-
lent parameter fits using the unsplit Y1 shape catalogue are shown
in Figure 13 (filled dark blue).
There are a number of points worth remarking on here. First,
the best fitting A1 values are consistent with those from the NLA
fits previously, with A1 ∼ 2.5 for early-types and A1 ∼ 0 for
late-types. In the split colour samples we report A2 is consistent
with zero to within 1σ. The mixed Y1 sample, by contrast, favours
a negative A2 amplitude at the level of a few σ. Interestingly, the
comparison in Figure 13 also suggests that the downwards shift in
S8 seen when switching to the TATT model is driven by the cosmic
shear data (compare the dark blue contours in the upper and lower
right-hand panels).
The standard physical interpretation of non-zero A2 is as an
IA contribution due to tidal torquing. Under the sign convention
in equation 18, A2 < 0 implies intrinsic shapes of galaxies are
oriented tangentially relative to matter overdensities. This picture
is consistent with recent results from hydrodynamic simulations
(Chisari et al. 2015), although it is worth bearing in mind that there
is still disagreement between simulations with differing methods
(e.g. the three dimensional shape-position correlation of disc galax-
ies in the Illustris and MassiveBlack-II measured by Hilbert et al.
2017 and Tenneti et al. 2016 differ in sign from the equivalent mea-
surement presented in Chisari et al. 2015). There are a number of
other facts to note here, however. As ever, mapping IA parame-
ter constraints onto physical processes is non-trivial, as they can
very easily absorb features in the data due to residual systematics.
We also re-iterate that, even in the absence of systematics, possi-
ble non-zero values of both A1 and A2 in the late-type and mixed
samples are not straightforward to interpret. As mentioned above,
even in a pure TT scenario, the presence of A2 6= 0 can generate
an effective non-zero A1 amplitude.
We also note that, as in Troxel et al. (2017), the best fitting S8
using the TATT model is shifted down slightly relative to the NLA
fits; this shift is seen to persist in the full 3× 2pt combination. We
echo Troxel et al. (2017), however, in warning that this is not nec-
essarily a sign of bias in the NLA results, but could also be a result
of an overly flexible model for the constraining power of the data.
It is possible to test this idea using simulated data, and to this end
we generate a synthetic cosmic shear data vector with zero IAs.
We analyse the mock data with the maximally flexible version of
TATT (two amplitudes and two power laws). We confirm that, with
the Y1 covariance matrix, we do indeed see a downward shift in
S8 relative to the input. That is, switching to the more complicated
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Figure 14. Top: The change in the estimated IA contributions to ξ+(θ) when switching from the baseline NLA model to different IA scenarios. Red and blue
lines show early-type and late-type samples respectively. We generate GI and II power spectra for each model by fixing the relevant parameters to the mean
a posteriori values obtained from the 3x2pt analysis using the same model. The shifts between IA contributions ∆ξ under different models are shown as a
fraction of the pure cosmological signal. Dotted and dot-dashed lines show the (No alignments - NLA) shift, while solid and dashed show the (TATT - NLA)
difference. The upper and lower triangles show the GI and II contributions respectively. Bottom: The same, but for ξ−(θ). Each panel shows a particular pair
of redshift bins (shown in parentheses). The grey shaded regions indicate angular scales excluded in the likelihood calculations.
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model is seen to degrade constraints in the S8Ωm plane preferen-
tially towards low S8, which results in a ∼ 0.5σ downward shift
in the mean S8. This effect is seen to shrink considerably if one
assumes a DES Y3 like covariance matrix (both in absolute terms,
and in σ).
Finally in this section, we fit a more flexible version of the
TATT model, with a parametrised redshift dependence governed
by the additional free parameters η1 and η2. As above, we fit each
of the early-type, late-type and mixed samples separately. The re-
sults can be seen in Figure 12 (black unfilled) and Figure 7 (dashed
pink). Note that the cosmic shear TATT + z power law analysis
of the mixed sample is almost9 identical to the “Mixed Model”
constraints presented by Troxel et al. (2017). In the mixed galaxy
sample we find
Amixed1 = 0.70
+0.21
−0.19, A
mixed
2 = −1.36+0.54−0.70. (27)
For early-types we obtain the marginalised mean alignment ampli-
tudes
Aearly1 = 2.17
+0.40
−0.38, A
early
2 = −0.57+2.58−2.60, (28)
and for late-type galaxies
Alate1 = 0.14
+0.25
−0.27, A
late
2 = −0.66+1.88−1.86. (29)
Our results are, again, consistent with the tidal alignment only
paradigm for early-type galaxies, and the best-fitting value of the
A1 amplitude is consistent with the alignment amplitude obtained
using the NLA model.
A number of notable differences become apparent when the
IA signal is allowed to vary with redshift. First, with η2 free, the
favoured A2 in all samples are shifted upwards to slightly less neg-
ative values. This is seen most strikingly in the mixed sample (com-
pare the purple and black solid isopleths in Figure 12). The shift re-
sults from the crescent-shaped degeneracy seen in the middle panel
in Figure 12; fixing η2 = 0 forces A2 downwards to compensate,
but it appears that A2 is not sufficiently degenerate with S8 for this
to translate into a shift in cosmology. Notably there is no region of
this parameter space in which eitherA2 > 0 or η2 > 0 is favoured.
Under the sign convention used here, η2 < 0 implies an IA contri-
bution that declines at high redshift.
In the mixed sample cosmological parameter space (Figure 7,
left) the addition of the redshift scaling parameters significantly de-
grades the quality of the shear-only constraint. In the 3 × 2pt case
(lower left) the extended tail is seen to contract, but notably the pos-
terior peak is not shifted back upwards towards the NLA constraint.
It is also worth remarking that the downwards shift when switching
to the TATT model, is driven entirely by the shear-shear data. The
cosmology constraints from the 2× 2pt combination (δgγ + δgδg;
not shown in Figure 13) are close to identical under the NLA, TATT
and TATT +z power law models.
Of the TATT model variants discussed above, a small handful
provide clearly favourable Bayes factors relative to the NLA anal-
ysis. The simplest one-parameter prescriptions yield B = 15.58 in
9 For consistency with the other analyses in this paper, we use photo-z
priors derived from a resampled COSMOS sample, whereas Troxel et al.
(2017) use a combination of COSMOS and clustering cross correlations.
The difference, however, is small and will not change the conclusions pre-
sented here.
favour of the TT model in late-types and B = 1.36 for TA in the
early-type sample (interpreted on the Jeffreys’ Scale as “moderate”
and “weak” evidence respectively). Under the more complicated
models, only the early-type and unsplit TATT fits provide B > 1.
We interpret the low evidence ratios as an indication that the data,
including the unsplit Y1 sample, are insufficient to support defini-
tive statements about the relative goodness of fit using the IA mod-
els in question.
Finally, to understand at a more basic level how the TATT
model enters the two-point observables, we compare simulated
datavectors evaluated at the means of the multivariate posterior dis-
tributions from our multiprobe TATT and NLA analyses. The solid
and dashed lines in Figure 14 show the difference in the IA contri-
bution to the γγ data, as predicted by the TATT and NLA models.
The upper and lower panels show the change in ξ+ and ξ− respec-
tively. The upper and lower triangles within each panel show the GI
and II contributions. Since the aim here is to assess the importance
of IA modelling uncertainties for cosmology, we show the differ-
ence as a fractional shift relative to the cosmological GG signal. For
reference we also show (dotted and dot-dashed lines) the difference
between the baseline NLA model and a no-alignments scenario. On
the scales used in our analysis, the difference tends to be negative,
particularly in early-type galaxies. This should be interpreted as
saying that the TATT model predicts a smaller IA contribution than
the NLA model. In late-type galaxies the reverse is true, suggest-
ing NLA under-predicts the contamination due to IAs. In the cor-
relations involving the upper redshift bins the fractional difference
between the models is small (< 10% on all scales), thanks largely
to the stronger cosmological signal. In the lowest bins we find the
difference can be in excess of 50% of the GG contribution.
5.3.4 wCDM Cosmology
The main analyses presented in this work assume a flat ΛCDM uni-
verse. Though there is, to date, no unambiguous observational ev-
idence for deviations from this standard description (see Dark En-
ergy Survey Collaboration 2018a), it is still useful to test how sensi-
tively our conclusions about intrinsic alignments depend upon the
cosmological model. A simple, relatively common cosmological
extension, is to allow the dark energy equation of state to vary with
time; where earlier we enforced w0 = −1, we now allow it to
vary in the range w0 = [−3,−0.333]. In total we recompute three
chains, all using the unsplit Y1 catalogue: one assuming the base-
line two-parameter NLA model, and one assuming the TATT IA
model with and without redshift power laws. The results are shown
in Figure 15. Considering first the IA model constraints, shifting
from ΛCDM to wCDM parameter space is seen to induce a slight
degradation, but no significant shift in the marginalised distribu-
tions (compare the black dashed and purple dotted contours). The
mixed data still favour a small positive A1 ∼ 1 and a moderately
negative tidal torque amplitude A2 ∼ −2.4. The latter is non-zero
at the level of ∼ 2σ. Conversely, if we consider how shifting to a
new IA model affects cosmological constraints under wCDM, we
find the following; as evident from the two left-most columns of
Figure 15, switching from NLA to the more sophisticated IA model
produces a small shift downwards in both S8 and w0. It is worth
bearing in mind, however, that the parameter constraints under the
two models overlap to comfortably within 1σ. The galaxy sample
is the same in the two cases, and so both shape noise and cosmic
variance are correlated, but it is not straightforwards to assess the
significance of such small shifts. As noted before, it is also possi-
ble to induce such changes by fitting a model that is too flexible for
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Figure 15. Constraints on IA parameters in the mixed DES Y1 sample.
Dark purple (solid) contours show the fiducial NLA model, light purple
(dotted) show the TATT model of Blazek et al. (2017) and pink (dash-
dotted) show the TATT model with an additional power law in redshift,
all assuming a wCDM cosmology. The TATT model constraints under
ΛCDM are shown for reference in black (dashed).
the data to properly constrain. Computing the Bayes factor of the
wCDM TATT analysis relative to wCDM NLA we find B = 4.22,
which suggests the former IA model is mildly favoured by the Y1
data under the extended cosmology.
This exercise is informative, but not exhaustive. That is, there
are a number of other changes to the background cosmology mod-
elling choices (i.e. allowing for non-zero curvature, deviations from
general relativity etc) that could plausibly mimic an intrinsic align-
ment signal. Exploring these degeneracies in detail is, however, an
extensive task and considered beyond the scope of the current pa-
per.
5.4 Including Early × Late Cross Correlations
In this section we incorporate a potential source of information that
is systematically excluded from our split-sample analyses: cross
correlations between the source galaxy samples. The additional
correlations are straightforward to measure, and can be incorpo-
rated into our analysis pipeline with minimal code modifications in
the same way as extra tomographic bins. The total datavector af-
ter including all cross- and auto-correlations between colours and
redshift bins consists of 114 unique two-point functions:
• five w(θ) auto correlations,
• 35 γt(θ) correlations (20 × δgγR + 15 × δgγB, excluding
galaxy pairs with z¯l > z¯s)
• 74 ξ+/−(θ) correlations (2 × [10 × γBγB + 10 × γRγR +
16× γRγB])
(1171 points with early × late cross correlations and 811 without,
−1 0 1 2 3 4
A1
−5
−4
−3
−2
−1
0
1
A
2
Early-Type (RR + BB + RB)
Late-Type (RR + BB + RB)
Early-Type (RR + BB)
Late-Type (RR + BB)
Figure 16. Joint constraints on tidal alignment and tidal torque IA param-
eters from a simultaneous multicolour 3 × 2pt analysis of DES Y1. As
described in Section 5.4, early- and late-type samples are analysed together
using a four-parameter alignment model, with two free amplitudes for each
population. The unfilled contours show the constraints from such an anal-
ysis using only auto-colour correlations, while the filled contours show the
impact of also including early-late cross correlations ξRB± .
after scale cuts). The superscripts R and B here refer to correlations
involving the early- and late-type samples respectively. The addi-
tional γRγB correlations, along with the extended covariance ma-
trix, which includes all correlations between the two samples, are
shown in Appendix D. Modelling the intrinsic alignment contribu-
tion to the cross terms is straightforward in both the NLA and TATT
models, since the IA in each sample is related to the underlying
tidal field. Correlations are then simply given by linear combina-
tions of the tidal field correlations which appear in II contributions
to these models, scaled by the relevantAi pre-factors (see Sec. IIIC
of Blazek et al. 2017). Under this treatment, the cross terms (ξRB± )
are sensitive to both the early- and late-type GI power spectra, and
also to a multiplicative combination of the early- and late-type IA
amplitudes via the II contribution.
In addition to the extra pieces to simulate, it is also necessary
to model the covariance of the extended data. As before, we em-
ploy COSMOLIKE to generate a non Gaussian covariance matrix,
the details of which can be found in Appendix A of Krause et al.
(2016). Note that the non Gaussian contributions are sourced from
the single-colour covariance matrices rather than recomputed, an
approximation that is tested and seen to have no significant impact
on our results in Appendix D.
We repeat our earlier analysis with these multicoloured data,
fitting both early-type and late-type IAs simultaneously, along with
independent systematics parameters in the two galaxy samples. In
the TATT case, this leaves us with four IA parameters pIA =
(CR1 , C
B
1 , C
R
2 , C
B
2 ) and a significantly expanded model space (36
free parameters in total, including cosmology and nuisance param-
eters). We also consider a simultaneous NLA case with parameters
pIA = (A
R
IA, A
B
IA, η
R
IA, η
B
IA).
The combination of extra data points and greater number of
free parameters was found to increase the time required by MULTI-
NEST to converge significantly. We instead perform this analysis us-
ing the Metropolis-Hastings Markov Chain Monte Carlo algorithm
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Figure 17. Constraints on cosmological parameters with various intrinsic alignment modelling choices. Left: Using the NLA model with two free parameters
(AIA, ηIA). The open contours show split-sample constraints using early- and late-type source galaxies, while the purple solid show those using the unsplit
Y1 source catalogue. Overlain in grey is the posterior distribution obtained from a joint analysis of early-type and late-type galaxies, along with their cross-
correlations. This simultaneous fit allows the IA parameters for the early/late samples to vary independently, but does assume the same analytic form for both.
Right: As left, but using the Complete TATT model for intrinsic alignments. The filled green contours are identical in the two cases and show the posterior
obtained from Planck 2015 temperature and polarization data (TT+EE+TE). Note that, for comparability with our main results, we marginalise over the sum
of the neutrino masses here.
of EMCEE10, which uses the affine-invariant sampler of Goodman
& Weare (2010). Before accepting a chain as converged we require
the following to be true, after burn in: (a) the samples in each pa-
rameter cannot be visibly distinguished from random noise of con-
stant mean and variance when plotted in order, (b) no visible differ-
ence can be seen between 2D parameter constraints obtained from
the first and second halves of the chain and (c) the integrated auto-
correlation scale of the chain per walker is much smaller than the
total number of samples.
The TATT model constraints resulting from this analysis are
shown in Figure 16. In this figure, the unshaded contours show the
posteriors from an analysis, which fits cosmology and early/late
IAs simultaneously, but excludes the RB cross correlations. The
filled contours show the equivalent from the full analysis including
all correlations. The agreement of the former with the filled con-
tours in Figure 12) is, of course, expected. The comparison is, how-
ever, non-trivial given differences in the sampler, covariance matrix
and theory pipeline, in addition to the fact that one is fitting all pa-
rameters simultaneously. Although the IA models and nuisance pa-
rameters are independent between the two galaxy samples (e.g. BB
correlations contain no information about early-type alignments),
the simultaneous analysis gives a slightly stronger constraint on
cosmology relative to the single-colour analyses, which in turn im-
pacts IA constraints. This is thought to be the source of the small
differences in the size of the unfilled contours in Figure 16 relative
to those in Figure 12.
The final marginalised IA parameters obtained from the chain
including cross correlations are:
Aearly1 = 2.66
+0.67
−0.66, A
early
2 = −2.94+1.94−1.83, (30)
and
Alate1 = 0.62
+0.41
−0.41, A
late
2 = −2.26+1.30−1.16, (31)
10 dfm.io/emcee
Although our results hint at a possible non-zero IA signal in a blue
galaxy sample, we encourage caution in interpreting this finding.
Both IA amplitudes are still consistent with zero at the level of
2σ. It is also worth bearing in mind that, as remarked upon earlier,
the combination of a non-zero A2 and nonlinear growth can pro-
duce an effective A1, even if the alignment mechanism is entirely
driven by tidal torquing. We note that fixing A2 = 0, as in the vari-
ous NLA analyses in Section 5.1, returns A1 amplitudes consistent
with zero in blue galaxies at all redshifts. Though our results taken
at face value might suggest both tidal alignment and tidal torquing
mechanisms at work in aligning blue galaxies, it is possible that the
A1 > 0 value is an artefact of such interplay between the param-
eters in the TATT model, rather than a genuine indication of phys-
ical linear alignment in blue galaxies. It is also worth noting that,
as ever with indirect intrinsic alignment measurements, leakage of
residual photo-z error into the IA parameters is possible. Though
we have attempted to be conservative in our analysis choices, and
have tested the response of our baseline results to changes in the
details of the n(z), we cannot absolutely rule out photo-z mod-
elling as the source of the apparent non-zero IA signal in late-type
galaxies.
Notably, the shear-shear cross correlations appear to con-
tribute a considerable amount of information about IAs in both
samples. This is particularly true of A2, with the addition of the
RB data visibly reducing the size of the shaded contours in Fig-
ure 16. That the values are consistent between early- and late-type
galaxies is also interesting; though A1 differs significantly, there is
no clear evidence that the amplitude A2 depends on galaxy type.
Finally, we compare the cosmology constraints obtained from
the simultaneous analysis described above with our earlier results
in Figure 17. In each panel of this figure one IA parameterisation
is used for all samples (denoted above each). The unfilled red dot-
ted, blue dashed and purple solid lines show the constraints in this
parameter space using the early-type, late-type and unsplit source
samples respectively. Overlain in grey we show the constraints
from the simultaneous multicolour analysis discussed. One first
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conclusion to draw here is that splitting the source sample does not
bring an obvious degradation in cosmological constraining power.
In the late-type only case this is simply a result of the nature of the
data excised. The early-type sample accounts for a relatively small
fraction of the catalogue (see Table 2). Additionally, it contains a
greater abundance of low redshift objects, in which the cosmolog-
ical shear signal is relatively weak. Perhaps less intuitively, in the
fully simultaneous case the additional complexity of the IA model
does not appear to be sufficient to significantly broaden the S8 pos-
terior.
The downward shift in the TATT model relative to the NLA
model is, again, seen here. This has been remarked on previously
and we will not discuss it further here. Noticeably, however, we
also see a slight downward shift, under both IA models, when one
switches from a mixed sample analysis with a single set of effec-
tive IA parameters to an explicit colour-split simultaneous one. The
magnitude of the shift is approximately the same in both scenarios,
and it is worth keeping in mind that the results are still consistent
to the level of ∼ 0.5σ.
5.5 Comparison with External Data
As noted in the introduction, cosmic shear and galaxy clustering
are far from the only usefully constraining cosmological probe
available to the community. CMB measurements offer a partic-
ularly powerful way of probing the high-z Universe. To assess
the consistency of our measurements with existing results we fol-
low Troxel et al. (2017) and Dark Energy Survey Collaboration
(2017) and first recompute the Planck 2015 posterior in our fidu-
cial ΛCDM parameter space. We use public11 temperature and po-
larization measurements (‘Planck TT + lowP’; Planck Collabora-
tion et al. 2016), including scales ` = [302508] and ` = [229] for
TT and TT+TE+EE+BB data respectively. The full cosmological
parameter space for chains including CMB data has seven free pa-
rameters: As, ns,Ωm,Ωb, h,Ωνh2, τ . We show the results of this
reanalysis in Figure 17 (green contours).
To quantify the consistency of our DES Y1 analysis with the
external data we use the ratio:
R =
p(Dp15,DDES|IA model)
p(Dp15)p(DDES|IA model) , (32)
or the ratio of the joint DES + Planck evidence to the product of
those obtained from the independent analyses (see Section V of
Dark Energy Survey Collaboration 2017 for a fuller explanation).
Implicitly, all of the evidence values in Equation 32 assume the
same background model for cosmology (i.e. flat ΛCDM), even if
the best fit values for its parameters differ. The evidence ratios de-
rived from the various analysis permutations are listed in Table 6.
It is worth pointing out here that the mixed NLA entry in Table
6 does not match up with the equivalent value reported in Dark En-
ergy Survey Collaboration (2017). This is expected, given that our
analysis does not incorporate the updates to the covariance matrix
discussed in Troxel et al. (2018).
11 Though the Planck Collaboration have released likelihoods for their
most recent raft of results (Planck Collaboration et al. 2018), the code
used to compute them (the Planck Likelihood Code; PLC https://
cosmologist.info/cosmomc/readme_planck.html) has not
yet been made public. Given that our fiducial parameter space differs
slightly from theirs (by the addition of neutrino mass as a free parameter),
we opt to use the slightly older results for our comparison.
Sample IA Model lnR
Mixed NLA −3.65
Mixed TATT −4.74
RR+BB+RB TATT −5864.33
Table 6. Evidence ratios for a subset of the analyses presented in this pa-
per. The evidence ratio R is defined in Equation 32. The term ‘mixed’ here
means without colour splitting, and RR+BB+RB refers to the full simulta-
neous analysis of our early and late-type samples and their cross correla-
tions.
Here we can see that switching to the TATT model worsens
the agreement between DES Y1 and Planck 2015, as quantified by
the evidence ratio, by a factor of ∼ 3. This is consistent with the
naive interpretation of the shift in S8 between the purple lines in
the left- and right-hand panels of Figure 17. Switching to the full
multicolour TATT analysis we see a still larger degradation. One
should be cautious in drawing strong conclusions from these num-
bers, however. First of all, we reiterate that we have seen in sim-
ulated analyses that slight shifts in S8, predominantly downwards,
can be achieved by running with an IA model that is not well con-
strained by the data. Such shifts may be a modelling artefact, and
could potentially lead to a false impression of discord. Second, we
note that there is some uncertainty on the MULTINEST evidence
values and, potentially, R may have some systematic bias12 which
are neglected in this comparison. With the caveats given above, we
note that our reanalysis tends to drive DES away from Planck in
cosmological parameter space. Caution should, however, be exer-
cised in drawing conclusions regarding tension from this work; we
look to the code fixes and greater statistical power in Y3 to shed
light on the matter.
6 DISCUSSION & CONCLUSIONS
In this paper we have presented a follow-on study to the Dark En-
ergy Survey Year 1 cosmology results of Troxel et al. (2017) and
Dark Energy Survey Collaboration (2017). Using cuts on SED type
and photometric colour we have defined early- and late-type galaxy
samples. There is prima facie reason to believe that the alignment
of intrinsic galaxy shapes should arise by different mechanisms in
these galaxy populations, and impact shear two point functions in
different ways. From these samples we have obtained large scale
cosmic shear, galaxy-galaxy lensing and galaxy clustering mea-
surements, which we have analysed using a selection of different
intrinsic alignment models, individually and simultaneously. Our
key results are summarised below.
• We have detected a significant difference in IA amplitude be-
tween early-type and late-type samples, assuming the NLA model.
Early-type galaxies were found to have positive AIA ∼ 2 at
∼ 6.5σ. Fits on late-type galaxies were consistent with no intrinsic
alignments.
• We have used the split-sample DES data to impose new con-
straints on IAs and cosmology under the TATT model of Blazek
et al. (2017). The linear coefficientA1 in early- and late-type galax-
ies was found to be consistent with the amplitude obtained from
fitting the NLA model. We have reported a null measurement of
12 Although it is claimed that these biases tend to drive one towards agree-
ment, not the reverse.
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the quadratic term A2 in the two subsamples, and a new constraint
A2 = −1.36+1.08−1.41 in the mixed sample.
• We have reported fully simultaneous constraints from the joint
analysis of early-type and late-type correlations, plus their cross-
correlations. The addition of γRγB correlations is seen to tighten
constraints on the amplitude of the quadratic term in the TATT
model A2 particularly. This represents the first hints of non-zero
IAs in late-type galaxies from real data, though the physical inter-
pretation is non-trivial.
• We have assessed the differences in cosmology favoured under
the various model and data permutations discussed in this work. We
have seen the downwards shift in S8 seen by Troxel et al. (2017)
when switching to the TATT model persists in the 3 × 2pt case,
but is driven by the cosmic shear data. In both NLA and TATT
analyses we have seen another downward shift at the level of ∼
0.5σ between the unsplit and split simultaneous analyses.
Two ongoing Stage III lensing surveys have now released 3 × 2pt
cosmology analyses, performed by independent groups using sep-
arate analysis pipelines, and report consistent results (Dark En-
ergy Survey Collaboration 2017; van Uitert et al. 2017; Joudaki
et al. 2018). Preliminary cosmic shear results from HSC, which
will reach deeper than either KiDS or DES, have also very recently
been added to the literature (Hikage et al. 2018). Although they
represent the state of the art of late-time observational cosmology,
the published results from each of these surveys covers less than
half of their respective final footprints. Understanding and correctly
modelling astrophysical systematics such as intrinsic alignments on
both large and small scales will be crucial to the success of these
cosmology projects and their successors. The current paper aims to
contribute to this effort, providing a detailed study of the large scale
intrinsic alignment contamination in DES Y1. Our results come
with a number of caveats; notably we choose not to incorporate
boost factors into the galaxy-galaxy lensing measurements (justi-
fied by scale cuts, which ensure that they have an impact of . 1%;
see Figure 10, Prat et al. 2017). Unfortunately boost factors enter
our observables on small scales and where there is a strong overlap
between the source and lens redshift distributions, which are pre-
cisely the regimes with the most potential for testing IA models. It
is thus likely that future analyses on similar lines to this one will
need to build these corrections into their pipelines. Our focus here
is on large angular scales, which avoids the theoretical complexity
of nonlinear growth and the interplay with between IAs and bary-
onic effects or higher-order galaxy bias. The behaviour of IAs on
small scales is an important topic for future investigation, albeit one
we consider beyond the scope of this paper.
Nonetheless, our results provide a step towards a more com-
plete understanding of intrinsic alignments in modern lensing sur-
veys. We offer the strongest constraints to date on physically-
motivated IA models in a number of validated, realistic lensing
samples. Finally, this work lays the ground for future analyses us-
ing the considerably larger datasets that will shortly become avail-
able. Work is already underway on building lensing measurements
from the Dark Energy Survey Year 3 data. Whether or not it proves
ultimately necessary to obtain unbiased cosmology constraints, a
colour split analysis of the type outlined here will almost certainly
be required to test the sufficiency of the IA modelling in future lens-
ing cosmology studies. Our results offer reason for cautious opti-
mism. Though clearly challenging, we have no reason to believe the
task of adequately modelling large scale intrinsic alignments to be
beyond the theoretical equipment already available to the lensing
community.
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APPENDIX A: DEGENERACIES BETWEEN IA
PARAMETERS AND SOURCE GALAXY BIAS
In this appendix we explore the level at which uncertainty in the
galaxy bias in our lensing sample affects our resuts. Though source
galaxy bias does not enter standard NLA prescription, the Com-
plete TATT model includes additional terms generated by the fact
that measurements occur, by definition, where there are observable
galaxies, which leads to a density weighting that is sensitive to the
galaxy bias in the source population Blazek et al. (2015).
In the main body of this paper, we assume the angular scale
cuts imposed are sufficiently stringent to ensure linear galaxy bias.
Unlike lens bias, which appears directly in our predictions of γt(θ)
and w(θ) and is always marginalised, our main analysis fixes the
source bias bsrcg to unity, independent of scale, redshift and galaxy
sample. Although from a theoretical perspective we do not expect
this to have a major impact on our results, we test this assumption
in practice here. To this end we made a small modification to the
TATT prediction code, which allows bsrcg to be varied as a single
redshift independent nuisance parameter. We then rerun the mixed
TATT analysis with a flat prior on bsrcg = [0.1, 8]. The results are
shown in Figure A1.
One should note that we show only the TATT results here;
mathematically bsrcg appears in the TA terms and the TA/TT inter-
action terms (see Section III C of Blazek et al. 2017), and does
not enter the picture in a pure tidal torquing scenario. It is appar-
ent that the cosmological results are largely unaffected. We do see
a slight upwards shift in the redshift index η1, in the mixed sam-
ple. This is, however, most likely an artefact of our chosen parame-
ter volume rather than a sign that our main result for this sample
is biased. Although our assumption that bsrcg > 0.1 is justified
by simulations and previous lensing measurements, bsrcg is only
weakly constrained by the 3 × 2pt data, and we are in effect ar-
tificially truncating the parameter space. Without this cut off, the
joint posterior of η1 and bsrcg would extend further into the η1 < 0
regime, which would shift the constraints slightly closer to the fidu-
cial results in which bsrcg is fixed. We also test the sensitivity of
the early-type and late-type only results (both TATT and individ-
ual TA and TT) to marginalising over source bias. We see no sig-
nificant change in the findings presented in the main sections of
this paper. These analyses also provide some information (albeit
weak at best) on the galaxy bias in the two source samples. In early
type galaxies we find bsrcg ∼ 0.1 − 2.5. The bias in late-types is
very poorly constrained, providing no preferred value in the range
bsrcg = [0.1 − 7.0], thanks largely to the low amplitude of the IA
signal in these galaxies, and the fact that the dominant alignment,
if present, is expected to come through the tidal torquing, which is
insensitive to source galaxy bias at next-to-leading order.
APPENDIX B: THE IMPACT OF NEUTRINOS ON
GALAXY BIAS
In the main sections of this study two other notable changes were
introduced relative to Dark Energy Survey Collaboration (2017).
First, the impact of neutrinos on halo bias (and ultimately galaxy
bias) were omitted, whereas Krause & Eifler (2017) and Dark
Energy Survey Collaboration (2017) include an analytic scale-
dependent modification using the prescription of LoVerde (2014).
Note that the first order effect of neutrino free-streaming on the
shape of the matter power spectrum, is included in our modelling.
As in the main DES Y1 analyses we marginalise over the total neu-
trino mass Ωνh2 using wide flat priors. The impact of neutrinos
through a slight modification to the galaxy bias (referred to for the
sake of brevity as “neutrino bias”) is small, and one would not ex-
pect their inclusion to have a significant bearing on results at the
scale cuts and statistical power of DES Y1. Krause & Eifler (2017)
demonstrate this to be the case for the main Y1 results under the
NLA model. We explicitly test their findings hold true for our split
samples, under the TATT model.
We do not seek to propagate the impact of neutrinos to the
source galaxy bias, but given the results of Appendix A this is
not expected to alter our findings. Rerunning the multiprobe TATT
analysis (with two free IA parameters A1 and A2 only), we ob-
tain the results shown in Figure B1. No significant change in the
constraints on any particular parameter are observed.
APPENDIX C: INTRINSIC ALIGNMENT INDUCED
B-MODES
The TATT model predicts a B-mode contribution to the II power
spectrum, which was omitted in the results shown in the main body
of this work. To test the robustness of our results to this, we re-
run the early-type and late-type TATT analyses. The pipeline now
includes an additional stage, in which at each step in parameter
space we compute PBBII (k) using Blazek et al. (2017)’s equation
39, transform it to angular space via the Limber integral for a par-
ticular pair of redshift bins ij and add the result toCijII (`). The split
analyses with and without B-modes are shown in Figure C1. Note
that the filled contours represent the two galaxy samples; the offset
between them should not be interpreted as the bias due to the IA B-
mode contribution. The impact on all parameter constraints barring
A2 are close to negligible. Though the impact on A2 is non-trivial,
the shift is comfortably with the level of precision allowed by DES
Y1.
APPENDIX D: MULTICOLOUR CROSS
CORRELATIONS: MEASUREMENTS & COVARIANCE
MATRIX
The analysis of Section 5.4 includes a slight expansion of the to-
tal datavector. That is, the multicolour datavector is larger than the
union of the early- and late-type datavectors due to cross-colour
shear-shear correlations. The measurements are performed using
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Figure A1. Constraints on cosmology, intrinsic alignment parameters and source galaxy bias in the mixed Y1 sample, assuming a mixed tidal alignment plus
tidal torque model, and using all three correlations (γγ + δgγ + δgδg). Solid lines show the result with source galaxy bias fixed at bsrcg = 1 and the dashed
green lines show the case where bsrcg is allowed to vary.
the same code pipeline with minimal modifications to allow multi-
ple colour bins to be handled simultaneously. The resulting cross-
correlations are shown in Figure D1 (ξ+ in purple, ξ− in pink).
In order to obtain covariance matrices for the extended multi-
colour 3 × 2pt data, we use the halo model implemented in COS-
MOLIKE (see Appendix A, Krause et al. 2016. In this scheme each
element of the covariance matrix is evaluated as the sum of three
contributions,
Cov
[
Cijαβ(`)C
kl
δγ(`
′)
]
=
CovG,ijklαβδγ (`, `
′) + CovNG,ijklαβδγ (`, `
′) + CovSSC,ijklαβδγ (`, `
′),
(D1)
where the upper Roman indices indicate redshift and colour bins
and the lower Greek ones denote a particular observable probe. The
Gaussian piece is given by the standard expression
CovG,ijklαβδγ (`, `
′) =
4piδ``′
A(2`+ 1)∆`
×[
C˜ikαδ(`)C˜
jl
βγ(`) + C˜
il
αγ(`)C˜
jk
βδ(`)
]
. (D2)
This is sensitive to the total survey area A and the spacing of dis-
crete ` modes ∆`. The tilde indicates the sum of a cosmic variance
term and a noise term, C˜abµν = Cabµν +Nabµν . The shot/shape noise is
nonzero only for µ = ν and i = j, and is given by N ijγγ = σ2e/2nig
in the case of cosmic shear and N ijδgδg = 1/n
i
g for galaxy cluster-
ing. The first non Gaussian contribution is given by Krause et al.
2016’s equation A3 and is obtained by integrating the product of
the trispectrum T ijklαβγδ (sensitive to galaxy bias and cosmology) and
four lensing efficiencies (sensitive to the normalised redshift distri-
butions) over ` and χ. This term is, then, dependent on the shape of
the reshift distributions, but not on the absolute number densities.
Similarly, the super-sample covariance contribution is sensitive to
the redshift distributions, cosmology and the survey geometry, but
is independent of the source number density.
Given the relatively high computational cost of generating the
full multicolour non Gaussian covarance matrix we instead draw
the non Gaussian and super sample covariance contributions from
the single colour matrices, as follows. COSMOLIKE is first run to
generate a base 2240× 2240 Gaussian covariance matrix. The non
Gaussian contribution to an element a, b is selected from:
• The early-type covariance matrix if a, b is in blocks
Cov[ξRR+ , ξ
RR
+ ], Cov[ξRR− , ξRR− ], Cov[ξRR+ , ξRR− ], Cov[ξRR+ , γRt ],
Cov[ξRR+ , w] or Cov[γRt , w] of the covariance matrix
• The late-type covariance matrix if a, b is in any other block.
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Figure B1. 3 × 2pt constraints on cosmology and intrinsic alignment pa-
rameters from DES Y1 early- and late-type samples, assuming the Com-
plete TATT IA model described in Section 2.2.4. The unfilled solid lines
show the results for the two samples presented in the main body of this
paper and the filled contours show the equivalent, but with an additional
step in the theory calculation to model the impact of massive neutrinos on
galaxy bias. In all cases the source galaxy bias is fixed at bsrcg = 1 and a
flat ΛCDM cosmology is assumed.
We emphasise here that this patching process is used only to obtain
the (relatively small) non Gaussian contribution to the multicolour
covariance matrix; the Gaussian part, which contains shot/shape
noise terms is clearly sensitive to the galaxy number densities, as
so must be recomputed in full for the extended data vector.
The validity of our approach thus relies on the qualitative sim-
ilarity of the redshift distributions of the two samples, such that the
non Gaussian contributions for bin pair ij are insensitive to whether
the samples being correlated are RR, BB or RB. The resulting mul-
tiprobe matrices include non Gaussian (up to trispectrum) contribu-
tions and supersample variance. We show the resulting correlation
matrix in Figure D2. We test the impact of the approximation de-
scribed above by rerunning our TATT parameter constraints using
the late-type part of the multicolour data vector only (i.e. applying
cuts to remove all correlations involving early-type galaxies). The
results are compared with those from the single colour late-type
data vector, for which we generated the non Gaussian covariance
matrix in full, in Figure D3. The purple solid and dark blue dashed
contours show the constraints using the two non Gaussian covari-
ance matrices. For reference, the green dotted contour shows the
impact of ignoring the non Gaussian contribution entirely. We have
chosen to show only the late-type sample here, given that its higher
number density means that it is less shape noise dominated, and so
more sensitive to changes in the non Gaussian covariance contribu-
tion.
Including these extra data and using the covariance matrix de-
scribed above, we obtain a reduced χ2 at the best-fitting cosmology
of 1.11. This compares with 849.1/774 = 1.10 for the simulta-
neous early-late analysis without cross-correlations (and with 1.36
and 1.23 respectively for the early- and late-type only TATT analy-
ses).
The signal-to-noise of the combined 3× 2pt multicolour data
(defined in terms of the datavector and covariance matrix S =
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Figure C1. 3 × 2pt constraints on cosmology and intrinsic alignment pa-
rameters from DES Y1 early- and late-type samples, assuming the Com-
plete TATT IA model described in Section 2.2.4. The unfilled solid lines
show the results for the two samples presented in the main body of this
paper and the filled contours show the equivalent with additional B-modes
contributions to the IA power spectra. In all cases the source galaxy bias is
fixed at bsrcg = 1 and a flat ΛCDM cosmology is assumed.
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Figure D1. Multicolour cross correlations, as measured from the Y1 early-
and late-type samples described in this work. Each panel shows the cor-
relation between bin pair (i, j), where i ∈ (1, 2, 3, 4) is the redshift bin
index for the early-type galaxies used in the correlation, and j is that for
late-types. In each case purple crosses show ξ+ and pink dots show ξ−.
The shaded regions in the same colours indicate the scale cuts applied to
each of these measurements.
(∑
i
∑
j DiC
−1
ij D
T
j
)0.5
(see equation 15 in Chang et al. 2018) is
85.5. Deconstructed into single two point statistic values, we obtain
30.7, 21.4 and 30.5 for ξ+, ξ− and γt respectively. For early-type
galaxies the corresponding values are 15.9, 9.9 and 19.7 and for
late-types we find 20.2, 15.4 and 26.3.
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cluding all cross correlations between the various statistics. Within each
block, elements are grouped by θ bin, then by redshift bin couplet and fi-
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Figure D3. Cosmology constraints from the late-type galaxy sample, as-
suming different approximations for the covariance matrix. The solid purple
line shows the 3× 2pt constraints using a non Gaussian covariance matrix,
obtained from COSMOLIKE and used in Sections 5.1. The dashed dark blue
contours are obtained using the multicolour covariance matrix described in
the text and used in Section 5.4 (a baseline Gaussian matrix plus non Gaus-
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show the equivalent from the same data using a Gaussian covariance matrix
(not used for any of the results presented in the main body of this paper, but
included here for reference).
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