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A CRITERION FOR MEMBERSHIP
IN ARCHIMEDEAN SEMIRINGS
MARKUS SCHWEIGHOFER
Abstrat. Let A be a ommutative ring and T ⊂ A a weakly divisible
arhimedean semiring, i.e., 0 ∈ T , T + T ⊂ T , TT ⊂ T , Z + T = A and
1
r
∈ T for some integer r ≥ 2. The lassial Real Representation Theorem
says the following: If a ∈ A satises ϕ(a) > 0 for all ring homomorphisms
ϕ : A→ R with ϕ(T ) ⊂ [0,∞), then a ∈ T .
The main drawbak of this riterion for membership is that it is only suf-
ient but far from being neessary sine ϕ(a) > 0 annot be replaed by
ϕ(a) ≥ 0 without any further onditions. Initiated by work of Sheiderer, a lot
of progress has previously been made in overoming this drawbak but only in
the ase where T is a preorder, i.e., ontains all squares of A.
A dierent approah enables us to prove a suitable extension of the Real
Representation theorem for the general ase. If (and, to the best of our knowl-
edge, only if) T is a preorder, our result an easily be derived by earlier work
of Sheiderer, Kuhlmann, Marshall and Shwartz. In ontrast to this earlier
work, our proof does not use and therefore shows the lassial theorem.
We illustrate the usefulness of our result by deriving a theorem of Handel-
man from it saying inter alia the following: If an odd power of a real polynomial
in several variables has only nonnegative oeients, then so do all suiently
high powers.
1. Arhimedean semirings
Throughout this artile, A denotes a ommutative ring. The ase where the
unique ring homomorphism Z → A (all rings have a unity and all ring homomor-
phisms preserve unities) is not an embedding is formally admitted but our results
will be trivial in this ase. So the reader might assume that A ontains Z as a sub-
ring. Whenever we postulate that
1
r
lies in A for some integer r ≥ 2, we impliitly
require that r (that is r · 1) is a unit of A (i.e., invertible in A).
Denition 1. A set T ⊂ A is alled a semiring of A if 0, 1 ∈ T and T is losed
under addition and multipliation, i.e., T + T ⊂ T and TT ⊂ T . A semiring T of
A is alled a preorder of A if it ontains all the squares of A, i.e., A2 ⊂ T . We all
a semiring T arhimedean (with respet to A) if Z + T = A. We all a semiring
weakly divisible if there is some integer r ≥ 2 with 1
r
∈ T .
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Semirings in our sense (i.e., as subsets of rings) are often alled preprimes (f.
[PD, Denition 5.4.1℄). This goes bak to Harrison who alled these objets innite
preprimes (opposing them to his nite preprimes) whih makes sense in a ertain
number theoreti ontext [Har℄. However, without the adjetive innite and in
a general ontext, this terminology is hermeneuti. We use the term semiring
and hope that other authors will follow. Some authors require that a semiring
(preprime in their terminology) does not ontain −1. This leads to similar teh-
nial problems than it would to require all ideals of a ring to be proper.
This work provides a new riterion to prove membership in an arhimedean
semiring. We shortly explain the well-known basi ideas. Suppose S is a ompat
spae. In the ring C(S,R) of ontinuous funtions on S, the nonnegative funtions
form an arhimedean semiring C(S, [0,∞)) (whih is even a preordering). This
semiring is dened by a lear geometri property (namely being nonnegative on the
spae S). More interesting semirings T , however, are often dened in an algebrai
way, for example by a set of generators. The question arises if one an nevertheless
develop riteria for membership in T of (as far as possible) geometri nature. The
rst step is to view the elements of A as real-valued ontinuous funtions on some
topologial spae S(T ) (naturally assoiated to A and T ) suh that the elements of
T are nonnegative on S(T ).
For any semiring T ⊂ A, we set
S(T ) := {ϕ | ϕ : A→ R ring homomorphism, ϕ(T ) ⊂ [0,∞)} ⊂ RA
where the topology on S(T ) is indued by the produt topology on RA, i.e., is the
weakest topology making S(T ) → R : ϕ 7→ ϕ(a) for all a ∈ A ontinuous. If T is
arhimedean, then S(T ) is ompat (meaning quasi-ompat and Hausdor). This
is lear beause S(T ) equals the intersetion (18)(21) appearing in the proof of
Theorem 10 below. We now have a ring homomorphism
A→ C(S(T ),R) : a 7→ (ϕ 7→ ϕ(a))
sending all a ∈ T to a funtion nonnegative on the whole of S(T ). When we write
a, we will often mean the image under this map. In this sense, ϕ(a) = a(x) for all
x := ϕ ∈ S(T ).
Often, S(T ) takes on a very onrete form. Conerning our motivating example
of the arhimedean semiring C(S, [0,∞)) ⊂ C(S,R) where S is a ompat spae, it
follows from basi set topology that the anonial map S → S(C(S, [0,∞))) : x 7→
(f 7→ f(x)) is a homeomorphism (f. [GJ, 4.9(a)℄) allowing us to write S = S(T ).
This illustrates the naturality of the denition of S(T ). However, for this semiring
C(S, [0,∞)) our membership riterion will be inferior to the self-evident one.
Our riterion will rather be interesting in the realm of polynomials. Throughout
this artile, we will onsider polynomials in n variables X¯ := (X1, . . . , Xn). The
polynomial ring in these n variables over a ommutative ring R will be denoted by
R[X¯]. For any set P ⊂ R[X¯ ], we dene
V (P ) := {x ∈ Rn | p(x) = 0 for all p ∈ P} ⊂ Rn.
Suppose that A is nitely generated over a subring R. Then (up to isomorphism)
A = R[X¯]/I for some number n of variables and an ideal I of A. If R ⊂ R and
[0,∞)∩R ⊂ T , then every ϕ ∈ S(T ) is the identity on R and it is easy to see that
(1) S(T ) = {x ∈ V (I) | t(x) ≥ 0 for all t ∈ T} ⊂ Rn
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via the homeomorphism
ϕ 7→ (ϕ(X1 + I), . . . , ϕ(Xn + I)).
In partiular, if A = R[X¯] and T ⊂ A is nitely generated over [0,∞), say
T = 〈[0,∞) ∪ {t1, . . . , tm}〉
(we always write angular brakets for the generated semiring), then
S(T ) = {x ∈ Rn | t1(x) ≥ 0, . . . , tm(x) ≥ 0} ⊂ R
n
is a so alled basi losed semialgebrai set (f. [PD, Theorem 2.4.1℄). If in addition
all ti are linear (i.e., of degree ≤ 1), then S(T ) is a polyhedron. If this polyhedron
S(T ) is ompat (i.e., a polytope), then it follows from a well-known theorem on
linear inequalities (f. [PD, Theorem 5.4.5℄[H4℄) and Proposition 2 below that
T is arhimedean (and therefore also any semiring T ′ ⊂ A ontaining T ). As
already mentioned, the onverse is true in general: If T is arhimedean, then S(T )
is ompat.
Without the linearity assumption on the ti ∈ R[X¯], Shmüdgen [Sh℄ showed
that ompatness of S(T ) implies (and therefore is equivalent) to the ondition
that the preordering T ′ ⊃ T generated by t1, . . . , tm, i.e., the semiring
T ′ := 〈R[X¯]
2
∪ {t1, . . . , tm}〉 ⊃ T
is arhimedean.
Our riterion will extend the lassial riterion whih is Corollary 13 in this work.
It is going bak to Krivine, Stone, Kadison, Dubois and Beker. It used to be alled
Kadison-Dubois theorem but due to its (to some extent only reently revealed)
omplex history (see [PD, Setion 5.6℄) it is now often alled Real Representation
Theorem. It simply says that for a weakly divisible arhimedean semiring T ⊂ A,
all a ∈ A with a > 0 on S(T ) lie in T .
Using what we said above, this implies for example Handelman's theorem that
any polynomial positive on a polytope is a nonnegative linear ombination of prod-
uts of the linear polynomials dening the polytope [PD, Theorem 5.4.6℄[H4℄. Also,
it implies the orresponding weaker representation of polynomials positive on om-
pat basi losed semialgebrai sets proved by Shmüdgen [PD, Theorem 5.2.9℄[Sh℄.
The main drawbak of the Real Representation Theorem is that it is only a
suient ondition for membership beause f > 0 on S(T ) annot be replaed by
f ≥ 0 (for example, a nonzero polynomial having a zero in the interior of a poly-
tope obviously never an allow Handelman's representation adressed above). The
riterion we will prove in Setion 2, Theorem 10 below, theoretially is neessary
and suient. We say theoretially sine it assumes the existene of a ertain ad-
missible identity and there is a trivial identity (namely f = 1 · f) that is admissible
if and only if f ∈ T . The Real Representation Theorem omes out as a speial ase
sine another trivial identity (namely f = f ·1) is admissible if f > 0 on S(T ). Our
riterion yields new insights when non-trivial admissible identities an be found. It
is not of purely geometri but also of arithmeti nature.
A slightly less general riterion for membership in preorderings has reently
been proved by Sheiderer [S3, Proposition 3.10℄. It has been very suessfully
applied to partially extend Shmüdgen's representation from positive to nonnegative
polynomials on ompat basi losed semialgebrai sets. Setion 3 is devoted to the
question in how far our riterion goes beyond reent work of Sheiderer, Kuhlmann,
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Marshall and Shwartz on preorderings. We will see that our Theorem 10 an easily
be dedued from their work in the ase of preorderings, but in the general ase,
a entral lemma in their proof is no longer true (see Example 16). Our approah
is therefore not only dierent from theirs but also applies to a signiantly more
general situation.
In Setion 4, we apply our riterion to give for the rst time a purely ring-
theoreti proof of a nie theorem of Handelman saying inter alia the following:
If some odd power of a real polynomial in several variables has only nonnegative
oeients, then so do all suiently high powers. See Theorem 22 and Corollary
23.
This example will niely illustrate the following general priniple: Even if a
semiring T ⊂ A is not arhimedean, there is always a biggest subring OT (A) ⊂ A
suh that T ∩ OT (A) is arhimedean This follows from the important Proposition
2 below. So with some additional diulties (namely determining S(OT (A))), our
membership riterion also gives information about non-arhimedean semirings.
Proposition 2. Let T be a semiring of A. Then
OT (A) := {a ∈ A | N ± a ∈ T for some N ∈ N}
is a subring of A, the ring of T -bounded elements of A. Moreover, T is arhimedean
if and only if OT (A) = A.
Proof. Obviously, 0, 1 ∈ OT (A) sine 0 ± 0 = 0 ∈ T and 1 ± 1 ∈ {0, 2} ⊂ T . It is
immediate from the denition of OT (A) that −OT (A) ⊂ OT (A). That OT (A) is
losed under addition, follows easily from T +T ⊂ T . To see that it is losed under
multipliation, use the two identities
3N2 ∓ ab = (N ∓ a)(N + b) +N(N ± a) +N(N − b)
and that T is losed under multipliation and addition. We leave the seond state-
ment to the reader. 
Without going into details, we make some nal remarks on the spae S(T ).
There is a larger topologial spae one ould naturally assoiate to a semiring T of
a ring A, namely the subspae SperT (A) of the so-alled real spetrum Sper(A) of A
onsisting of all so-alled orderings of the ring A lying over T (see, e.g., [PD, 4.1℄).
Sine S(T ) ⊂ SperT (A) via a anonial embedding, all our results will also be true
for SperT (A). If T is an arhimedean semiring, then S(T ) equals (SperT (A))
max
,
the spae of maximal orderings of A lying above T . When T is not arhimedean,
SperT (A) is ertainly preferable to S(T ) (for example, SperT (A) is even then always
quasi-ompat). However, we feel that in the ontext of arhimedean semirings we
enounter here the usage of SperT (A) has only disadvantages. For example, unlike
S(T ), SperT (A) an usually not be really identied with a onrete subset of R
n
.
Confer also [S3, 2.3℄.
2. The membership riterion
We begin by introduing some notation. For α ∈ Nn, we write
|α| := α1 + · · ·+ αn,
so that the monomial
X¯α := Xα11 · · ·X
αn
n
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has degree |α|. For x ∈ Rn, ‖x‖ always denotes the 1-norm of x, i.e.,
‖x‖ := |x1|+ · · ·+ |xn|.
Correspondingly,
Br(x) := {y ∈ R
n | ‖y − x‖ < r} (x ∈ Rn, 0 < r ∈ R)
denotes the open ball around x of radius r with respet to the 1-norm and
Br(x) = {y ∈ R
n | ‖y − x‖ ≤ r}
its losure. Like all norms, the 1-norm denes the usual topology on Rn. The reason
for our hoie of this norm is that ‖α‖ = |α| for α ∈ Nn. Despite this equality,
we want to keep both notations sine |α| = k will mean impliitly α ∈ Nn (and
that α plays the role of a tuple of exponents of a monomial X¯α). We introdue the
ompat set
∆ := (B1(0) \B1(0)) ∩ [0,∞)
n
= V ({X1 + · · ·+Xn − 1}) ∩ [0,∞)
n
= {x ∈ [0,∞)n | ‖x‖ = 1} ⊂ Rn.
For a given set P ⊂ R[X¯ ], we denote by P+ its subset of all polynomials whih have
only nonnegative oeients and by P ∗ its subset of all homogeneous polynomials
(i.e., all of whose nonzero monomials have the same degree).
Desartes had already the idea to relate the geometri properties of a real poly-
nomial diretly to ombinatorial properties of the family of signs of its oeients.
His law of signs says that a real polynomial in one variable has not more positive
real roots than it has sign hanges in the sequene of its oeients, and the dif-
ferene is even [BPR, Theorem 2.34℄. Given a sequene of signs, a good guess for
the number of positive real roots of a orresponding polynomial would therefore
perhaps be the number of these sign hanges. Viro extended this naive rule of
guessing the topologial shape of the real zero set of a polynomial to the ase of
several variables. Given a pattern of signs, he an onstrut a orresponding poly-
nomial whose real zero set has exatly the guessed shape. This is Viro's method
for onstruting real hypersurfaes with presribed topology [Vir℄.
The starting point for the proof of our riterion is yet another idea in this vein
going bak to Pólya. Suppose f ∈ R[X¯]
∗
. Pólya relates the geometri behaviour
of f on the nonnegative orthant [0,∞)n with the signs of the oeients of a
renement of f . Due to homogeneity, f an just as well be looked at on ∆ instead
of [0,∞)n. Multiplying f by X1+ · · ·+Xn does not hange f on ∆ but renes the
pattern of signs of its oeients. When we repeat this multipliation suiently
often, it turns out that the obtained pattern reets more and more the geometri
sign behaviour of f on [0,∞)n. The exat statement we will need is formulated
in Lemma 3 below. Whereas previous works of the author [Sw1℄[Sw3℄[Sw4℄ (see
Remark 14 below) required only Pólya's original theorem, we need this time really
a more loal version where we look at f only on a losed subset U of∆. Nevertheless,
the proof goes exatly along the lines of Pólya (f. [Pól℄[PR℄). We inlude it for the
onveniene of the reader.
Lemma 3. Suppose f ∈ R[X¯]
∗
has degree d and U ⊂ ∆ is losed suh that f > 0
on U . Then there is k0 ∈ N suh that for all k ≥ k0 and α ∈ Nn with (k + d 6= 0
and)
α
k+d ∈ U , the oeient of X¯
α
in (X1 + · · ·+Xn)kf is positive.
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Proof. Write f =
∑
|β|=d aβX¯
β
, aβ ∈ R. We know that
(X1 + · · ·+Xn)
k =
∑
|γ|=k
k!
γ1! · · · γn!
X¯γ
for k ∈ N. Of ourse, if α ∈ Nn with α
k+d ∈ U ⊂ ∆, then |α| = k + d. Now for any
α ∈ Nn with |α| = k + d, the oeient of X¯α in (X1 + · · ·+Xn)kf equals∑
|β|=d,|γ|=k
β+γ=α
k!
γ1! · · · γn!
aβ
=
∑
|β|=d,|γ|=k
β+γ=α
k!
(α1 − β1)! · · · (αn − βn)!
aβ (terms of the sum do not depend on γ)
=
∑
|β|=d
β≤α
k!
(α1 − β1)! · · · (αn − βn)!
aβ (β ≤ α understood omponentwise)
=
k!(k + d)d
α1! · · ·αn!
∑
|β|=d
β≤α
aβ
n∏
i=1
αi!
(αi − βi)!(k + d)βi
(using |β| = d, provided k + d 6= 0)
=
k!(k + d)d
α1! · · ·αn!
∑
|β|=d
aβ
n∏
i=1
(
αi
k + d
)βi
1
k+d
(abbreviating (a)mb :=
m−1∏
i=0
(a− ib)).
Note that (a)m0 = a
m
to understand the idea behind the notation (a)mb just in-
trodued. Also note that the ondition β ≤ α has been dropped in the index of
summation in the last expression. This is justied sine all the orresponding addi-
tional terms in the sum are zero. Now we see that the oeient in question equals
(assuming k + d 6= 0) up to a positive fator
f 1
k+d
(
α
k + d
)
where we dene
fε :=
∑
|β|=d
aβ(X1)
β1
ε · · · (Xn)
βn
ε ∈ R[X¯ ]
for all ε ∈ [0,∞). Obviously, fε onverges to f0 = f uniformly on U when ε → 0.
Sine U is ompat and f > 0 on U , there is k0 ∈ N suh that f 1
k+d
> 0 on U for
all k ≥ k0, in partiular
f 1
k+d
(
α
k + d
)
> 0
whenever (k + d 6= 0 and) α
k+d ∈ U . 
We draw from this Pólya's theorem as a orollary although we will never use it
later. Note that Pólya's theorem follows as easily by taking independently of x ∈ ∆
the same identity f = f · 1 in ondition (a) of Lemma 6 below.
Corollary 4 (Pólya). Suppose f ∈ R[X¯]
∗
and f > 0 on ∆. Then
(X1 + · · ·+Xn)
kf ∈ R[X¯]
+
for large k ∈ N.
Proof. Set U = ∆ in Lemma 3. 
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It is perhaps worth pointing out that Pólya's theorem is losely related to Bern-
stein polynomials. See [Far, Theorem 1.3℄ for a theorem on (generalized) Bernstein
polynomials (in several variables) whih is nothing else than a version of Pólya's
theorem. Via this onnetion, Pólya's Theorem for the ase of two variables (i.e.,
when n = 2) is onneted to Desartes' law of signs mentioned above [BPR, Setion
10.27℄. For tehnial reasons, it is very onvenient to have the following evident
onsequene of Lemma 3 available.
Lemma 5. Suppose f ∈ R[X¯]
∗
and U ⊂ ∆ is losed suh that f > 0 on U . Then
there is k0 ∈ N suh that for all k ≥ k0 and 0 6= α ∈ Nn with
α
|α| ∈ U , the oeient
of X¯α in (X1 + · · ·+Xn)kf is nonnegative.
Proof. Without loss of generality f 6= 0. Set d := deg f and hoose k0 like in the
previous lemma. Let k ≥ k0 and 0 6= α ∈ Nn with
α
|α| ∈ U . If |α| = k + d, X¯
α
has a positive oeient in (X1 + · · ·+Xn)kf by the hoie of k0. If |α| 6= k + d,
the oeient of X¯α in this same polynomial is zero sine it is a homogeneous
polynomial of degree k + d. 
The next lemma reminds already a bit of Theorem 10 below. But note that
the gi and hi are allowed to depend on x. The idea is to apply Pólya's renement
proess loally on the gi while the hi do not disturb too muh. Note that we do
no longer assume that f is homogeneous. Also observe that the hypotheses imply
f ≥ 0 on ∆.
Lemma 6. Let f ∈ R[X¯]. Suppose that for every x ∈ ∆ there are m ∈ N,
g1, . . . , gm ∈ R[X¯]
∗
and h1, . . . , hm ∈ R[X¯ ]
+
suh that
(a) f = g1h1 + · · ·+ gmhm and
(b) g1(x) > 0, . . . , gm(x) > 0.
Then there exists k ∈ N suh that (X1 + · · ·+Xn)kf ∈ R[X¯]
+
.
Proof. Choose a family (εx)x∈∆ of real numbers εx > 0 suh that for every x ∈ ∆,
there are m ∈ N, g1, . . . , gm ∈ R[X¯]
∗
and h1, . . . , hm ∈ R[X¯ ]
+
satisfying (a) and
not only (b) but even
(2) gi > 0 on B2εx(x) ∩∆ for i ∈ {1, . . . ,m}.
The family (Bεx(x))x∈∆ is an open overing of ∆. Sine ∆ is ompat, there is a
nite subovering, i.e., a nite set D ⊂ ∆ for whih ∆ ⊂
⋃
x∈DBεx(x), in partiular
∆ =
⋃
x∈D
(Bεx(x) ∩∆).
As D is nite, it sues to show for xed x ∈ D, that there is k0 ∈ N suh that for
all k ≥ k0 and all 0 6= α ∈ Nn with
(3)
α
|α|
∈ Bεx(x),
the oeient of X¯α in (X1 + · · · + Xn)
kf is nonnegative (note that α|α| ∈ ∆ is
automati).
Therefore x x ∈ D. By hoie of εx, we nd m ∈ N, g1, . . . , gm ∈ R[X¯ ]
∗
and
h1, . . . , hm ∈ R[X¯]
+
satisfying (a) and (2). For every i ∈ {1, . . . ,m}, the positivity
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ondition (2) enables us to apply Lemma 5 to gi, yielding ki ∈ N suh that for all
k ≥ ki and all 0 6= β ∈ Nn with
(4)
β
|β|
∈ B2εx(x),
the oeient of X¯β in (X1 + · · · + Xn)kgi is nonnegative (use that
β
|β| ∈ ∆ is
automati). Choose moreover 1 ≤ l ∈ N so large that
(5)
2|γ|
l
≤ εx
for all γ ∈ Nn for whih the oeient of X¯γ in at least one of the polynomials
h1, . . . , hm does not vanish. Set
k0 := max{k1, . . . , kn, l}.
Let k ≥ k0 and suppose 0 6= α ∈ Nn satises (3). Fix i ∈ {1, . . . ,m}. By equation
(a), it is enough to show that the oeient of X¯α in (X1 + · · · + Xn)kgihi is
nonnegative. This oeient is of ourse a sum of ertain produts of oeients of
(X1+ · · ·+Xn)kgi and hi. But all the onerned produts are nonnegative. Indeed,
onsider β, γ ∈ Nn with β+ γ = α (i.e., X¯βX¯γ = X¯α) suh that the orresponding
oeients of X¯β in (X1 + · · · + Xn)kgi and X¯γ in hi do not vanish. The latter
oeient is positive sine hi ∈ R[X¯ ]
+
. We show that the other one is positive,
too. From degree onsideration it is trivial that |β| ≥ k ≥ k0 ≥ l ≥ 1 whih implies
together with the now satised ondition (5)
(6)
2|γ|
|β|
≤ εx.
We exploit this to verify ondition (4) whih is all we need sine k ≥ k0 ≥ ki:∥∥∥∥ β|β| − x
∥∥∥∥ ≤
∥∥∥∥ β|β| − α|α|
∥∥∥∥+
∥∥∥∥ α|α| − x
∥∥∥∥︸ ︷︷ ︸
≤εx by (3)
≤ εx +
∥∥∥∥ |α|β − |β|α|α||β|
∥∥∥∥
= εx +
1
|α||β|
‖ |α|(γ − α) −
=|γ|−|α|︷ ︸︸ ︷
|γ − α| α︸ ︷︷ ︸
=|α|γ−|α|α−|γ|α+|α|α
‖
= εx +
‖|α|γ − |γ|α‖
|α||β|
≤ εx +
‖|α|γ‖+ ‖|γ|α‖
|α||β|
= εx +
2|α||γ|
|α||β|
= εx +
2|γ|
|β|
(6)
≤ 2εx

Now we deal with the ase where the gi are no longer assumed to be homogeneous.
Lemma 7. Let f ∈ Z[X¯ ] suh that for all x ∈ ∆, there exist m ∈ N, g1, . . . , gm ∈
Z[X¯] and h1, . . . , hm ∈ Z[X¯ ]
+
suh that
(a) f = g1h1 + · · ·+ gmhm and
(b) g1(x) > 0, . . . , gm(x) > 0.
Then f is modulo the prinipal ideal Z[X¯](X1 + · · · + Xn − 1) ongruent to a
polynomial without negative oeients.
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Proof. For every x ∈ ∆, hoosemx ∈ N, gx1, . . . , gxmx ∈ Z[X¯ ] and 0 6= hx1, . . . , hxmx ∈
Z[X¯]
+
aording to (a) and (b). Setting
(7) Ux := {y ∈ ∆ | gx1(y) > 0, . . . , gxmx(y) > 0},
we have x ∈ Ux for x ∈ ∆. Therefore (Ux)x∈∆ is an open overing of the ompat
set ∆ and possesses a nite subovering, i.e., there is a nite set D ⊂ ∆ suh that
(8) ∆ =
⋃
x∈D
Ux.
Choose an upper bound d ∈ N for the degrees of the (in eah ase mx) terms
appearing in the sums on the right hand sides of the equations (a) orresponding
to the nitely many x ∈ D, i.e.,
d ≥ deg gxi + deg hxi for all x ∈ D and i ∈ {1, . . . ,mx}.
Fix for the moment suh a pair (x, i) and hoose d′, d′′ ∈ N suh that d = d′ + d′′,
d′ ≥ deg gxi and d′′ ≥ deg hxi. Write gxi =
∑d′
k=0 pk and hxi =
∑d′′
k=0 qk where
pk, qk ∈ Z[X¯] are homogeneous of degree k (if not zero). Set
g′xi :=
d′∑
k=0
(X1 + · · ·+Xn)
d′−kpk and h
′
xi :=
d′′∑
k=0
(X1 + · · ·+Xn)
d′′−kqk.
Now g′xi and h
′
xi are homogeneous polynomials whose produt is (homogeneous) of
degree d (if not zero). Then g′xi ≡ gxi and h
′
xi ≡ hxi modulo Z[X¯](X1+· · ·+Xn−1),
in partiular, g′xi oinides with gxi on ∆. Moreover, h
′
xi inherits the property of
having no negative oeients from hxi. For every x ∈ D,
(9) f ′x := g
′
x1h
′
x1 + · · ·+ g
′
xmx
h′xmx ∈ Z[X¯ ]
∗
is homogeneous of degree d (unless zero) and ongruent to f modulo Z[X¯](X1 +
· · ·+Xn− 1). For x, y ∈ D, f ′x− f
′
y is therefore homogeneous and at the same time
a multiple of X1 + · · · +Xn − 1. Hene atually f ′x = f
′
y, i.e., there is f
′ ∈ Z[X¯]
suh that f ′ = f ′x for all x ∈ D and f
′ ≡ f modulo Z[X¯ ](X1 + · · ·+Xn − 1).
We want to apply Lemma 6 to f ′. The hypotheses are now rather easy to verify:
Let x ∈ ∆. By (8), we nd x ∈ D suh that x ∈ Ux. Set m := mx, gi := g′xi and
hi := h
′
xi for i ∈ {1, . . . ,m}. Then equation (9) beomes ondition (a) in Lemma 6
(with f ′ instead of f). To verify (b) of Lemma 6, use that gi = g
′
xi equals gxi on
∆ whih is positive in x ∈ Ux ⊂ ∆ by (7). By Lemma 6, we get therefore k ∈ N
suh that (X1 + · · · +Xn)kf ′ has no negative oeients. But this polynomial is
ongruent to f ′ whih is in turn ongruent to f modulo Z[X¯ ](X1+ · · ·+Xn−1). 
Compared to the lemma we just proved, the next statement has the big advantage
that the prinipal ideal Z[X¯](X1+ · · ·+Xn−1) an be replaed by any larger ideal.
On the other hand, the hi are no longer allowed to depend on x. This disadvantage
is made more tolerable by the fat that only those x have to be onsidered where f
vanishes. In the previous (but not in the next) lemma this fat is impliitly obvious
sine f = f · 1 is an admissible identity at the points where f is positive.
Lemma 8. Let I be an ideal of Z[X¯ ] suh that X1 + · · · +Xn − 1 ∈ I. Suppose
m ∈ N, f ∈ Z[X¯ ] and h1, . . . , hm ∈ Z[X¯]
+
suh that
(a) f ≥ 0 on V (I) ∩ [0,∞)n and
(b) for all x ∈ V (I ∪ {f}) ∩ [0,∞)n, there exist g1, . . . , gm ∈ Z[X¯] suh that
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(i) f = g1h1 + · · ·+ gmhm and
(ii) g1(x) > 0, . . . , gm(x) > 0.
Then f is modulo I ongruent to a polynomial without negative oeients.
Proof. Set U := {x ∈ ∆ | f(x) > 0} and introdue the set W ⊂ ∆ of all x ∈ ∆ for
whih there are g1, . . . , gm fullling (i) and (ii). The sets U and W are open in ∆
and
(10) V (I) ∩ [0,∞)n ⊂ U ∪W
by (a) and (b). By Hilbert's Basis Theorem, every ideal of Z[X¯ ] is nitely generated.
In partiular, we nd s ∈ N and p1, . . . , ps ∈ Z[X¯ ] suh that
I = Z[X¯]p1 + · · ·+ Z[X¯ ]ps + Z[X¯ ](X1 + · · ·+Xn − 1).
Setting p :=
∑s
i=1 p
2
i ∈ I, we have p ∈ I, p ≥ 0 on R
n
and
(11) p > ε on ∆ \ (U ∪W ) for some ε > 0.
The latter follows from p > 0 on ∆\V (I), (10) and the ompatness of ∆\(U ∪W ).
Now we distinguish two ases. First ase: W = ∅. From (11) and the bound-
edness of f on the ompat set ∆ \ U , we get k ∈ N suh that f ′ := f + kp > 0
on ∆ \ U . On the other hand, f ′ = f + kp ≥ f > 0 on U . Altogether we get
f ′ > 0 on ∆. Now we an learly apply Lemma 7 to f ′. In fat, for every x ∈ ∆,
f ′ = f ′ ·1 serves as an identity as required in (a) of that lemma. Hene that lemma
yields that f ′ is ongruent to a polynomial without negative oeients modulo
Z[X¯](X1 + · · ·+Xn − 1) ⊂ I. But f ≡ f + kp = f
′
modulo I.
Seond ase: W 6= ∅. All we really use from W 6= ∅ is that f ∈ Z[X¯ ]h1 + · · · +
Z[X¯]hm by (i), i.e., we nd q1, . . . , qm ∈ Z[X¯ ] suh that
(12) f = q1h1 + · · ·+ qmhm.
From (11) and the boundedness of q1, . . . , qm on the ompat set ∆ \ (U ∪W ), it
follows that we an hoose k ∈ N suh that
(13) g
(0)
i := qi + kp > 0 on ∆ \ (U ∪W ) for all i ∈ {1, . . . ,m}.
We will apply Lemma 7 to
(14) f ′ := g
(0)
1 h1 + · · ·+ g
(0)
m hm.
Note that
(15) f ′
(13)
= q1h1 + · · ·+ qmhm︸ ︷︷ ︸
= f by (12)
+kp(h1 + · · ·+ hm︸ ︷︷ ︸
≥0 on [0,∞)n
) ≥ f on [0,∞)n.
To hek its appliability, let x ∈ ∆. We onsider three dierent subases:
First, onsider the ase where x ∈ U . Then f ′(x) ≥ f(x) > 0 and
(16) f ′ = f ′ · 1
is an identity as demanded in (a) of Lemma 7.
Seond, suppose x ∈ W . By denition of W , we an hoose g1, . . . , gm ∈ Z[X¯]
satisfying (i) and (ii). Set g′i := gi + kp for i ∈ {1, . . . ,m}. Then
f ′
(15)
= f + kp(h1 + · · ·+ hm)
(i)
= g1h1 + · · ·+ gmhm + kp(h1 + · · ·+ hm) = g
′
1h1 + · · ·+ g
′
mhm
(17)
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serves as a relation as required in (a) of Lemma 7. Note that
g′i(x) = gi(x) + kp(x) ≥ gi(x)
(ii)
> 0 for i ∈ {1, . . . ,m}.
Third and last, for all x ∈ ∆ \ (U ∪W ), (13) allows us to use one and the same
equation for (a) of Lemma 7, namely (14).
All in all, Lemma 7 applies now to f ′, i.e., f ′ is ongruent to a polynomial without
nonnegative oeients modulo Z[X¯ ](X1+ · · ·+Xn− 1) ⊂ I. But f ≡ f + kp = f ′
modulo I. 
Remark 9. In Lemma 7, the hi are permitted to depend on x. In the proof of
Lemma 8, we do not exploit this too muh. Indeed, the three used identities (16),
(17) and (14) are based on the same hi exept (16) whih is a trivial identity.
For any element a ∈ A, we set
Sa=0(T ) := {x ∈ S(T ) | a(x) = 0}.
Now we attak the main theorem. Note that its hypotheses imply that all ti vanish
on Sa=0(T ).
Theorem 10. Let T be a weakly divisible arhimedean semiring of A and a ∈ A.
Suppose a ≥ 0 on S(T ) and there is an identity a = b1t1 + · · ·+ bmtm with bi ∈ A,
ti ∈ T suh that bi > 0 on Sa=0(T ) for all i ∈ {1, . . . ,m}. Then a ∈ T .
Proof. If the ring homomorphism Z → A is not injetive, then −1 ∈ T whene
T = Z + T = A. Therefore we assume from now on that A ontains Z[ 1
r
] as a
subring and
1
r
∈ T for some integer r ≥ 2. Beause T is arhimedean, we nd for
every c ∈ A some Nc ∈ N with Nc ± c ∈ T . The topologial spae
S :=
∏
c∈A
[−Nc, Nc]
is ompat by Tyhono's theorem. From the hypotheses of the theorem, it follows
that a ertain intersetion of losed subsets of S is empty:⋂
c,d∈A
{ϕ ∈ S | ϕ(c) + ϕ(d) − ϕ(c+ d) = 0} ∩(18)
⋂
c,d∈A
{ϕ ∈ S | ϕ(c)ϕ(d) − ϕ(cd) = 0} ∩(19)
{ϕ ∈ S | ϕ(1) = 1} ∩(20) ⋂
t∈T
{ϕ ∈ S | ϕ(t) ≥ 0} ∩(21)
{ϕ ∈ S | ϕ(a) ≤ 0} ∩(22)
m⋃
i=1
{ϕ ∈ S | ϕ(bi) ≤ 0} = ∅(23)
All sets appearing as subexpressions of (18)(23) are losed. This is easy to see:
Use that {0}, {1}, [0,∞), (−∞, 0] are losed subsets of R, that the projetion maps
S → R : ϕ 7→ ϕ(c) (c ∈ A) are ontinuous (the harateristi property of the
produt topology), that +,−, · : R× R → R are ontinuous and that nite unions
and arbitrary intersetions of losed sets are again losed.
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Sine S is ompat, some nite subintersetion of (18)(23) is already empty. In
partiular, (18)(23) is already empty if the intersetion in (18) and in (19) runs
only over ertain nitely many c, d ∈ A. Let y¯ = (y1, . . . , yn) be the olletion of
1
r
,
all bi, ti and these c, d. We laim that all hypotheses of the theorem remain valid
for (Z[y¯], T ∩ Z[y¯]) instead of (A, T ).
Indeed, rst of all, T ∩ Z[y¯] inherits the property of being a weakly divisible
arhimedean semiring from T . Seond, the identity from the hypotheses remains
trivially satised (do not forget that Z[y¯] ontains a sine it ontains all bi, ti and
it is a ring). Third and last, it remains to hek that the geometri hypotheses
stay valid. To this purpose, let ϕ : Z[y¯] → R be a ring homomorphism with
ϕ(T ∩ Z[y¯]) ⊂ [0,∞). Extend ϕ to a map
ψ : A→ R : c 7→
{
0 if c /∈ Z[y¯],
ϕ(c) if c ∈ Z[y¯].
We have ψ ∈ S: If c ∈ A \ Z[y¯], then ψ(c) = 0 ∈ [−Nc, Nc]. If c ∈ Z[y¯], then
Nc ± c ∈ T ∩ Z[y¯] by hoie of Nc, whene
(24) Nc ± ψ(c) = Nc ± ϕ(c) = ϕ(Nc ± c) ∈ ϕ(T ∩ Z[y¯]) ⊂ [0,∞)
showing also in this ase ψ(c) ∈ [−Nc, Nc]. Sine ϕ is a ring homomorphism, its
extension ψ satises the orresponding homomorphy onditions on y¯. Therefore
ψ ∈ S lies in the nite subintersetion of (18)(19) that led us above to the hoie
of y¯. It is even easier to see that ψ also lies in the intersetion (20)(21). Beause
ψ annot lie in the empty set, ψ annot lie in both (22) and (23). Hene ϕ(a) =
ψ(a) > 0 or, for all i, ϕ(bi) = ψ(bi) > 0. In the latter ase ϕ(a) = ϕ(b1)ϕ(t1) +
· · ·+ ϕ(bm)ϕ(tm) ≥ 0. Altogether, this shows a ≥ 0 on S(T ∩ Z[y¯]) and bi > 0 on
Sa=0(T ∩ Z[y¯]) for all i. In other words, the hypotheses of the theorem are valid
for (Z [y¯] , T ∩ Z [y¯]) instead of (A, T ). So we an assume from now on that
(25) A = Z[y¯],
i.e., that A is nitely generated as a ring. We still let r ≥ 2 be an integer suh that
1
r
∈ T . We assume that
(26) yi ∈ T for all i ∈ {1, . . . , n}.
This is justied by the fat that T is arhimedean sine there is N ∈ N with
N + yi ∈ T and we may replae yi by N + yi (this does not aet (25)). Moreover,
the assumption
(27) y1 + · · ·+ yn = 1
is without loss of generality: We an extend y¯ by N − (y1+ · · ·+ yn) for any N ∈ N
without harming (25). If we hoose N ∈ N so large that N − (y1 + · · ·+ yn) ∈ T ,
then (26) remains valid at the same time. Choosing this N even more arefully,
namely as a power r, establishes (27) with a power of r instead of 1 on the right
hand side. Finally, divide eah yi by this power of r (f. (25)).
Now onsider the ring epimorphism Z[X¯] → Z[y¯] mapping Xi to yi for every
i ∈ {1, . . . , n}. Calling its kernel I, it indues a ring isomorphism Z[X¯ ]/I → A
mapping Xi + I to yi. Without loss of generality, we may assume
(28) A = Z[X¯]/I and yi = Xi + I for i ∈ {1, . . . , n}.
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As explained in Setion 1, we then have the onrete desription (1) of S(T ), i.e.,
(29) S(T ) = {x ∈ V (I) | t(x) ≥ 0 for all t ∈ T} ⊂ Rn.
The geometri part of the hypotheses of our theorem implies⋂
t∈T
{x ∈ ∆ ∩ V (I) | t(x) ≥ 0} ∩(30)
{x ∈ ∆ ∩ V (I) | a(x) ≤ 0} ∩(31)
m⋃
i=1
{x ∈ ∆ ∩ V (I) | bi(x) ≤ 0} = ∅.(32)
This is analogous to the above intersetion (18)(23): V (I) plays the role of subin-
tersetion (18)(20) and ∆ plays the role of S. Exatly as we would even get an
empty intersetion in (18)(23) above with S replaed by RA, we ould replae here
∆ by Rn. But in order to have an intersetion of losed subsets of a ompat spae,
we have dened all sets as subsets of S above and dene them as subsets of ∆ here.
The fat that everything now happens in Rn instead of RA is important. It will
allow us to pass over to a nitely generated semiring T ′ ⊂ T . See Remark 12 below.
As already pointed out, (30)(32) is an empty intersetion of losed sets in the
ompat spae ∆∩V (I). Hene it has a nite empty subintersetion. In partiular,
it is already empty if the intersetion in (30) runs only over nitely many (instead
of all) t ∈ T . Let T ′ ⊂ A be the semiring generated by these nitely many t and
1
r
, y1, . . . , yn, t1, . . . , tm.
The semiring T ′ still is (weakly divisible and) arhimedean. Aording to Propo-
sition 2 and (25), this an be veried by heking y1, . . . , yn ∈ OT ′(A). But this is
immediate from 1 + yi ∈ 1 + T ′ ⊂ T ′ and
1− yi
(27)
=
∑
j 6=i
yj ∈ T
′
for i ∈ {1, . . . , n}.
Next, we laim that a ≥ 0 on S(T ′) and bi > 0 on Sa=0(T ′). So let x ∈ S(T ′).
With respet to a desription of S(T ′) analogous to (29), we have of ourse x ∈ V (I).
From (26) with T ′ instead of T and (27), we obtain x ∈ ∆. Therefore x is ontained
in the nite subintersetion of (30) whih led to the hoie of T ′. So it annot be
ontained in intersetion (31)(32). So, if a(x) ≤ 0, then bi(x) > 0 for all i, whene
a(x) ≥ 0 (so atually a(x) = 0) by the identity from the hypotheses (reall that
t1, . . . , tm ∈ T
′
).
Now, we see that the hypotheses of the theorem remain satised with T sub-
stituted by T ′. As T ′ ⊂ T , it is onsequently enough to show the theorem for T ′
instead of T . The advantage is that T ′ is nitely generated as a semiring. For
ease of notation, we work again with T instead of T ′ but an assume from now
on that T is a nitely generated semiring. But then we see that we ould have
hosen y1, . . . , yn fullling (25) in suh a way that they generate T . Let us assume
heneforth that we did so. Then it follows from (28) that
(33) T = {p+ I | p ∈ Z[X¯ ]
+
}.
We see from this that
(34) S(T ) = V (I) ∩ [0,∞)n.
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Choose g1, . . . , gm ∈ Z[X¯ ] and h1, . . . , hm ∈ Z[X¯ ]
+
suh that bi = gi+I, ti = hi+I
for all i (use (33)). Now set
(35) f := g1h1 + · · ·+ gmhm ∈ Z[X¯]
whih is nothing else than ondition (i) in Lemma 8. The remaining hypotheses
of Lemma 8 are now provided by (27), (28) and (34). That lemma yields that f
is ongruent to a polynomial without negative oeients modulo I. By (33), this
means that a = f + I ∈ T . 
Together with Remark 9, the next remark will tell us that the intermediate results
in this setion have not been exploited to their full extent. This gives hope that
the just proved theorem an still be improved at least in ertain speial situations.
Remark 11. In ondition (b) of Lemma 8, the gi are allowed to depend on x. When
we apply this lemma in Theorem 10, we do not make use of this. One might suspet
that we ould therefore formulate Theorem 10 in greater generality, namely that
we ould permit the bi to vary loally. This seems to be a false onlusion: The
problem seems to be that the identity in the hypotheses of Theorem 10 is an identity
in the ring A whereas (i) in Lemma 8 is really on the level of polynomials. If the
bi depended on x ∈ S(T ), then also the gi in equation (35) and we ould not keep
the left hand side of (35) onstant.
Remark 12. One is tempted to think that, in the preeding proof, the passage from
T to the nitely generated semiring T ′ ⊂ T would better have been arried out
already when hoosing the nite empty subintersetion of (18)(23). Though we
ould indeed have let run intersetion (21) only over nitely many t (analogously
to intersetions (18) and (19)), we then would not have known how to show (24)
whih was absolutely neessary to show ψ ∈ S.
Corollary 13 (Real Representation Theorem). Let T be a weakly divisible arhimedean
semiring of A. Suppose that a ∈ A satises a > 0 on S(T ). Then a ∈ T .
Proof. Use a = a · 1 as the required identity in the previous theorem. 
Remark 14. It is instrutive to look how this setion ould be thinned out when
one is ontent with proving (rather than extending) the just stated Real Represen-
tation Theorem. The whole proof then ollapses into what is essentially already
ontained in the author's earlier work [Sw1℄ (see also [Sw3℄). In the same way than
[Sw1℄ therefore an be read as a proof of the Real Representation Theorem, the
author's approah [Sw4, Setion 2℄ to Putinar's Theorem [Put℄[PD, Theorem 5.3.8℄
via Pólya's theorem (Corollary 4 above) an be read as a proof of Jaobi's variant of
the Real Representation Theorem [Ja℄[PD, Theorem 5.3.6℄. Jaobi's variant says
that Theorem 13 holds for quadrati modules au lieu of semirings where T ⊂ A
is alled a quadrati module if 0, 1 ∈ T , T + T ⊂ T and A2T ⊂ T . Sheiderer
reently extended also this membership riterion of Jaobi from positive to ertain
nonnegative elements [S2, Proposition 1.4℄ (see also [M, p. 2, footnote 1℄). But the
author's mentioned approah via Pólya's theorem to Jaobi's riterion seems not
to be extendable to this reent result of Sheiderer.
3. Alternative proof for preorders
In this setion, we demonstrate that Theorem 10 an easily be dedued from
reent work of Sheiderer, Kuhlmann, Marshall and Shwartz but only in the ase
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where T is a preorder. The following key lemma and its proof is essentially [KMS,
Corollary 2.2℄.
Lemma 15 (Kuhlmann, Marshall, Shwartz). Let T be an arhimedean preorder
of A. Suppose 1 ∈ Aa+Ab, a, b ≥ 0 on S(T ) and ab ∈ T . Then a, b ∈ T .
Proof. By our hypothesis and [KMS, Lemma 2.1℄ (see also [S3, Proposition 2.7℄ or
[M, Lemma 3.2℄ for a natural generalization of this not needed here), we have
s, t ∈ A suh that 1 = sa + tb and s, t > 0 on S(T ). By the lassial Real
Representation Theorem 13, we have s, t ∈ T . Now a = sa2 + tab ∈ T (here
we use that A2 ⊂ T ). Symmetrially, we have of ourse b ∈ T . 
The next example shows that this key lemma does no longer hold in the general
situation where T is only assumed to be a semiring instead of a preorder.
Example 16. Let A := R[X ] and T ⊂ A be the semiring generated by [0,∞) and
the three polynomials 1±X and X2+X4. The elements of T are the nonnegative
linear ombinations of produts of these polynomials. By Proposition 2, T is learly
arhimedean. Setting a := X2 and b := 1 +X2, we learly have 1 ∈ Aa + Ab and
ab ∈ T . Being sums of squares, a and b are of ourse nonnegative on S(T ). We
laim that a 6∈ T . Otherwise, we would have an identity
X2 =
∑
α∈N3
λα(1 +X)
α1(1 −X)α2(X2 +X4)α3 (λα ≥ 0).
Evaluating at 0, we would get that the sum over all λα with α3 = 0 is 0. But then,
those λα would have to equal zero sine they are nonnegative. As a onsequene,
X2 +X4 would divide X2 whih is absurd.
The idea for the next proof is from Corollaries 2.3 and 2.4 in [KMS℄.
Alternative proof of Theorem 10 in ase A2 ⊂ T . The set T ′ := T − a2T ⊂ A is
an arhimedean preorder and we have Sa=0(T ) = S(T
′). By hypothesis, we have
therefore bi > 0 on S(T
′) for all i. From the lassial Real Representation Theorem
13, we obtain bi ∈ T ′ for all i. Regarding the identity from the hypotheses, this
entails a ∈ T ′, i.e., a(1+at) ∈ T for some t ∈ T . By Lemma 15, therefore a ∈ T . 
Even if Lemma 15 were true for semirings instead of preorders (whih is not
the ase), this alternative proof would break down. We would have to replae the
preordering T ′ generated by T and −a2 by the semiring T − a2T + a4T − a6T + . . .
generated by T and −a2. But then we would get only that
a(1 + at1 − a
3t3 + a
5t5 − a
7t7 + . . . ) ∈ T for some t1, t3, . . . ∈ T
instead of a(1+at) ∈ T for some t ∈ T . The negative signs appearing in the seond
fator of this produt now prevent us from applying Lemma 15.
4. Handelman's Theorem on powers of polynomials
In this setion, we show that Theorem 10 an be used to give a new proof of
a nie theorem of Handelman on powers of polynomials. See Theorem 22 and
Corollary 23 below. The original proof in [H5℄ relies on some nontrivial fats from
a whole theory of a ertain lass of partially ordered abelian groups whih is to a
large extent due to Handelman. Some of the used fats would not make sense in
our ring-theoreti setting, e.g., [H3, Proposition I.2()℄. We have deided to expose
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the whole material we need though a big part of it an be found in less algebrai
terminology in Handelman's original work [H1℄[H5℄ and in another new exposition
of part of Handelman's theory [AT℄. This is not only beause we want to keep
this artile self-ontained but also beause we want to take on a new valuation
theoreti viewpoint. We will however only use the most basi fats and notions
from valuation theory as they an be found, for example, in the appendix of [PD℄.
At rst glane, it seems that our theorem is not suitable to prove Theorem 22.
Indeed, R[X¯]+ is not an arhimedean semiring of R[X¯ ]. However, for a semiring
T of a ring A, T ∩ OT (A) is an arhimedean semiring of the ring of T -bounded
elements OT (A) ⊂ A (f. Lemma 2). Still, this does not seem to help sine
OR[X¯]+(R[X¯ ]) = R. When a ring of bounded elements is too small, it is often a
good idea to loalize it by a xed element, i.e., to build a new ring where division by
this element is allowed (see, e.g., [Sw2, Theorem 5.1℄ or [PV℄). Following Handelman
(see, e.g., [H3, p. 61℄), we will loalize by a xed 0 6= g ∈ R[X¯]+. Hene we onsider
the ring
R[X¯]g := R
[
X¯,
1
g
]
=
{
f
gk
| f ∈ R[X¯], k ∈ N
}
⊂ R(X¯)
(R(X¯) denoting the quotient eld of R[X¯ ]) together with the semiring
Tg :=
〈
T ∪
{
1
g
}〉
=
{
f
gk
| f ∈ R[X¯]+, k ∈ N
}
⊂ R[X¯ ]g
(we write angular brakets for the generated semiring). For a polynomial p ∈ R[X¯],
we denote by Log(p) ⊆ Nn the set of all α ∈ Nn for whih the oeient of X¯α in
p does not vanish. Its onvex hull New(p) ⊂ Rn is alled the Newton polytope of p.
It is easy to see that
Log(pq) ⊂ Log(p) + Log(q) for all p, q ∈ R[X¯],(36)
Log(pq) = Log(p) + Log(q) for all p, q ∈ R[X¯]+ and(37)
New(pq) = New(p) + New(q) for all p, q ∈ R[X¯].(38)
These basi fats will frequently be used in the sequel, most often taitly. We
now determine the ring of Tg-bounded elements A(g) and its (by Proposition 2)
arhimedean semiring T (g) := Tg ∩ Ag:
A(g) := OTg (Ag) =
{
f
gk
| f ∈ R[X¯], k ∈ N,Log(f) ⊂ Log(gk)
}
⊂ Ag(39)
T (g) := Tg ∩ A(g) =
{
f
gk
| f ∈ R[X¯]+, k ∈ N,Log(f) ⊂ Log(gk)
}
⊂ A(g)(40)
The inlusions from right to left are trivial whereas the inlusion from left to right
in (39) uses (36) and the one in (40) uses (36) and (37). Using (36), the following
beomes lear quikly:
A(g) = R
[
X¯α
g
| α ∈ Log(g)
]
(41)
T (g) =
〈
[0,∞) ∪
{
X¯α
g
| α ∈ Log(g)
}〉
(42)
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Fix an arbitrary w ∈ Rn. There is exatly one valuation vw : R(X¯) → R ∪ {∞}
satisfying
(43) vw(p) = −max{〈w,α〉 | α ∈ Log(p)} (0 6= p ∈ R[X¯]).
This is easy to show by noting that Log(p) an be replaed by New(p) in (43) and
using (38). Here and elsewhere 〈w,α〉 denotes the usual salar produt of w and α.
We dene the w-initial part inw(p) ∈ R[X¯ ] of a polynomial p ∈ R[X¯] as the sum of
those monomials appearing in p belonging to an exponent tuple α ∈ Nn for whih
〈w,α〉 gets maximal (i.e., equals −vw(p)). The following is easy to hek:
inw(p)(x) = lim
t→∞
etvw(p)p(etw1x1, . . . , e
twnxn) (0 6= p ∈ R[X¯], x ∈ R
n)(44)
inw(pq) = inw(p) inw(q) (p, q ∈ R[X¯])(45)
Let Ow denote the valuation ring belonging to vw and mw its maximal ideal. It
is an easy exerise to show that a ring homomorphism λw : Ow → R(X¯) having
kernel mw is dened by
(46) λw
(
p
q
)
:=
{
0 if vw(p) > vw(q)
inw(p)
inw(q)
if vw(p) = vw(q)
(p, q ∈ R[X¯], q 6= 0),
i.e., λw is a plae belonging to vw.
We now give a onrete desription of S(T (g)) using the notions just dened.
This result is from Handelman [H1, Theorem III.3℄ and also inluded in [AT, Lemma
2.4℄. For several reasons, we give here a third exposition of this proof. In ontrast
to [H1, III.2℄ and [AT, Lemma 2.3℄, we avoid the theory of polytopes and instead
use some basi valuation theory and (inspired by [Bra, Lemma 1.10℄) a fat from
model theory. We believe that our viewpoint might be useful for the investigation
of rings other than A(g).
Theorem 17 (Handelman). For every 0 6= g ∈ R[X¯]+ and x ∈ S(T (g)), there is
some w ∈ Rn and y ∈ (0,∞)n suh that
a(x) = λw(a)(y) for all a ∈ A(g).
Proof. By Chevalley's Theorem [PD, A.1.10℄, we an extend the ring homomor-
phism x : A → R to a plae of R(X¯), i.e., we nd a valuation ring O ⊃ A(g)
of R(X¯) with maximal ideal m and a ring homomorphism λ : O → K into some
extension eld K of R with kernel m suh that λ|A(g) = x. Let v : R(X¯)→ Γ∪{∞}
be a valuation belonging to O where Γ is (after extension) without loss of generality
a nontrivial divisible ordered abelian group. Set
(47) Λ :=
{
α ∈ Log(g) | v(X¯α) = v(g)
}
=
{
α ∈ Log(g) | λ
(
X¯α
g
)
6= 0
}
.
Now the rst-order logi sentene
∃u∃v1 . . .∃vn

∧
α∈Λ
α1v1 + · · ·+ αnvn = u ∧
∧
α∈Log(g)\Λ
α1v1 + · · ·+ αnvn > u


in the language {+, <, 0} holds in Γ (take v(g) for u and v(Xi) for vi). It is a
well-known fat in basi model theory that all nontrivial divisible ordered abelian
groups satisfy exatly the same rst-order sentenes in this language [Mar, Corollary
3.1.17℄. In partiular, the above sentene holds in R, i.e., we nd w ∈ Rn and c ∈ R
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suh that 〈w,α〉 = c for all α ∈ Λ and 〈w,α〉 > c for all α ∈ Log(g) \ Λ. It follows
that vw(g) = −c and
(48) Λ = {α ∈ Log(g) | vw(X¯
α) = vw(g)} =
{
α ∈ Log(g) | λw
(
X¯α
g
)
6= 0
}
.
In view of (47), (48) and (41), it remains only to show that there exists y ∈ (0,∞)n
suh that
(49) λ
(
X¯α
g
)
= λw
(
X¯α
g
)
(y) for all α ∈ Λ.
Now set m := #Λ−1 ∈ N and write Λ = {α(0), . . . , α(m)}. Assume for the moment
that we have already shown the existene of some y ∈ (0,∞)n satisfying
(50) λ(X¯α
(i)−α(0)) = yα
(i)−α(0)
for eah i ∈ {1, . . . ,m}.
Then we get immediately that even
(51) λ(X¯α
(i)−α(j)) = yα
(i)−α(j) = λw(X¯
α(i)−α(j))(y)
for i, j ∈ {0, . . . ,m}. Writing g =
∑
α∈Log(g) aαX¯
α
, we obtain
λw
(
g
X¯α(i)
)
(y)λ
(
X¯α
(i)
g
)
=
∑
α∈Log(g)
aαλw
(
X¯α
X¯α(i)
)
(y)λ
(
X¯α
(i)
g
)
(48)
=
m∑
j=0
aα(j)λw
(
X¯α
(j)
X¯α(i)
)
(y)λ
(
X¯α
(i)
g
)
(51)
=
m∑
j=0
aα(j)λ
(
X¯α
(j)
X¯α(i)
)
λ
(
X¯α
(i)
g
)
=
m∑
j=0
aα(j)λ
(
X¯α
(j)
g
)
(47)
=
∑
α∈Log(g)
aαλ
(
X¯α
g
)
= λ
(
g
g
)
= λ(1) = 1
whih shows (49). Therefore we are left with showing that there is some y ∈ (0,∞)n
fullling (50). Set β(i) := α(i) − α(0) ∈ Zn and zi := λ(X¯β
(i)
) for i ∈ {1, . . . ,m}.
Note that for all i ∈ {1, . . . ,m},
zi = λ
(
X¯α
(i)
g
)
︸ ︷︷ ︸
∈T︸ ︷︷ ︸
6= 0 by (47)
λ
(
X¯α
(0)
g
)
︸ ︷︷ ︸
∈T︸ ︷︷ ︸
6= 0 by (47)
−1
> 0
sine ϕ(T ) ⊆ [0,∞). Using
yβ
(i)
= y
β
(i)
1
1 · · · y
β(i)n
n = e
(log y1)β
(i)
1 +···+(log yn)β
(i)
n ,
taking logarithms in (50) and rewriting it in matrix form, we therefore have to show
that there are y′1, . . . , y
′
n ∈ R (orresponding to log y1, . . . , log yn) suh that
(52)
(
log z1 . . . log zm
)︸ ︷︷ ︸
=:L∈R1×m
=
(
y′1 . . . y
′
n
)


β
(1)
1 . . . β
(m)
1
.
.
.
.
.
.
β
(1)
n . . . β
(m)
n


︸ ︷︷ ︸
=:B∈Rn×m
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Provided now that kerB ⊂ kerL, the mapping imB → R : Bv 7→ Lv (v ∈ Rm) is a
well-dened linear map and an be linearly extended to a map Rn → R represented
by a 1× n matrix
(
y′1 . . . y
′
n
)
satisfying (52).
Finally, we show kerB ⊂ kerL. Sine all entries of B lie in the eld Q, kerB has
a Q-basis but then also R-basis onsisting of vetors k ∈ Zm. Therefore onsider
an arbitrary k ∈ Zm with
m∑
j=1
β
(j)
i kj = 0 for all i ∈ {1, . . . ,m}.
Taking the logarithm of
e(log z1)k1+···+(log zm)km = zk11 · · · z
km
m = λ(X¯
β(1))k1 · · ·λ(X¯β
(m)
)km
= λ(X¯β
(1)k1+···+β
(m)km) = λ(X¯0) = λ(1) = 1 = e0,
we get indeed k ∈ kerL. 
Corollary 18 (Handelman). For every 0 6= g ∈ R[X¯ ]+ and x ∈ S(T (g)), there
exist w ∈ Rn and y ∈ (0,∞)n suh that
a(x) = lim
t→∞
a(etw1y1, . . . , e
twnyn) for all a ∈ A(g).
Proof. Rewrite the last theorem using (44) and (46). 
We need a little number theoreti fat to make Proposition 20 below available.
Lemma 19. Suppose l1, l2 ∈ N are relatively prime in Z. Then for all k ∈ N, there
exists m ∈ N suh that N ∩ [m,∞) ⊂ (N ∩ [k,∞))l1 + (N ∩ [k,∞))l2.
Proof. Write 1 = s1l1 + s2l2 with s1, s2 ∈ Z. If s1, s2 ≥ 0 then either s1 = l1 = 1
or s2 = l2 = 1. Given k ∈ N, we then an set r := k. Hene suppose, say, s1 < 0.
Then neessarily l2, s2 > 0. Given k ∈ N, set
r := (l2 − 1)(−s1)l1 + kl1 + kl2 ∈ N.
Now we have for all i ∈ N and j ∈ {0, . . . , l2 − 1},
r + il2 + j = (k + (l2 − 1− j)(−s1))l1 + (k + js2 + i)l2.

Proposition 20. Suppose f ∈ R[X¯] and let l1, l2 ∈ N be relatively prime in Z.
If it is true for f l1 and f l2 that all its suiently high powers have nonnegative
oeients, then the same is true for f .
Lemma 21 (Handelman). Suppose f ∈ R[X¯], 1 ≤ l ∈ N and f l ∈ R[X¯]
+
. Then
there is k0 ∈ N suh that for all k ≥ k0 and for all verties α (i.e., extreme points)
of New(f),
(lk − 1)α+ Log(f) ⊂ Log(f lk).
Proof. It is onvenient to work in the ring R[X1, . . . , Xn, X
−1
1 , . . . , X
−1
n ] ⊂ R(X¯) of
Laurent polynomials. The Laurent monomials X¯α := Xα11 · · ·X
αn
n (α ∈ Z
n
) form
an R-vetor spae basis of it. Extending the denitions in the obvious way, we an
speak of Log(f) ⊂ Zn and New(f) ⊂ Rn for any Laurent polynomial f . We now
prove our laim even for Laurent polynomials f .
Sine the polytope New(f) has only nitely many verties, it sues to show that
the laimed inlusion of sets holds for a xed vertex α and all large k. Replaing f
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by X¯−αf , we an assume right away that α = 0. Beause the origin is now a vertex
of New(f), we an hoose w ∈ Rn suh that 〈w, β〉 > 0 for all 0 6= β ∈ Log(f). For
all 0 6= β, γ, δ ∈ Log(f) with β = γ + δ, in the equality 〈w, β〉 = 〈w, γ〉+ 〈w, δ〉 the
two terms on the right hand side are then smaller than the left hand side. We need
the following onsequene from this: Calling a nonzero element of Log(f) an atom
if it is not a sum of two nonzero elements of Log(f), every element of Log(f) an
be written as a nite sum of atoms (the origin being the sum of zero atoms). Sine
Log(f) is nite, we an hoose k ∈ N suh that every element of Log(f) is a sum of
at most k suh atoms. On the other hand, beause f l has nonnegative oeients,
Log(f lk) onsists of the sums of k elements of Log(f l). Using 0 ∈ Log(f), it is
enough to show that all atoms are ontained in Log(f l). This is lear from the fat
that an atom α an an be written as a sum of l elements from Log(f) only in a
trivial way. In fat, the oeient of X¯α in f l is l times the oeient of X¯α in f
and therefore nonzero. 
Now we are enough prepared to give a proof of Handelman's result based on our
membership riterion.
Theorem 22 (Handelman). Let f ∈ R[X¯] be a polynomial suh that fk has no
negative oeients for some k ≥ 1 and f(1, 1, . . . , 1) > 0. Then for all suiently
large k ∈ N, fk has no negative oeients.
Proof. For any polynomial p ∈ R[X¯], we write p+ for the sum of its monomi-
als with positive oeients and p− for the negated sum of its monomials with
negative oeients. So we always have p = p+ − p−, p+, p− ∈ R[X¯]
+
and
Log(p+)∪˙Log(p−) = Log(p). First, we prove the theorem under the additional
assumption
(53) inw(f) ∈ R[X¯]
+
for all w ∈ Rn with inw(f) 6= f .
By Lemma 21, we an hoose k ∈ N suh that g := fk has no negative oeients
and
(54) (k − 1)α+ Log(f) ⊂ Log(g) for all verties α of New(f).
Pik an arbitrary vertex α0 of New(f). Then we have for all N ∈ N,
a :=
X¯(k−1)α0f
g
=

1−N
=:c1︷ ︸︸ ︷∑
α
X¯(k−1)αf+
g
·
X¯(k−1)αf−
g


︸ ︷︷ ︸
=:b1(N)
X¯(k−1)α0f+
g︸ ︷︷ ︸
=:t1
+

N
=:c2︷ ︸︸ ︷∑
α
X¯(k−1)αf+
g
·
X¯(k−1)αf+
g
−1


︸ ︷︷ ︸
=:b2(N)
X¯(k−1)α0f−
g︸ ︷︷ ︸
=:t2
(55)
where the indies of summation run over all verties α of New(f). We will show
that for N suiently big, (55) serves as an identity like it is required in Theorem
10 whih we are going to apply to the ring A := A(g) together with its arhimedean
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semiring T := T (g). To do this, rst of all, observe that all frations appearing in
(55) lie in A by (54).
Claim 1: a > 0 on (0,∞)n. From fk = g ∈ R[X¯ ]+, it follows that ak > 0
on (0,∞)n. Using the ontinuity of a on the onneted spae (0,∞)n, we obtain
either a > 0 on (0,∞)n or a < 0 on (0,∞)n. The latter an be exluded using the
hypothesis f(1, 1, . . . , 1) > 0
Claim 2: a ≥ 0 on S(T ). This follows from Claim 1 and Corollary 18.
Claim 3: c1 = 0 on Sa=0(T ). Let w ∈ Rn. Aording to Theorem 17, we would
have to show that λw(a)(y) = 0 implies λw(c1)(y) = 0 for all y ∈ (0,∞)
n
. In
fat, we show that λw(c1) 6= 0 implies λw(a) = a whih is learly more by Claim
1. So suppose that λw(c1) 6= 0. Then there is some vertex α of New(f) with
vw(X¯
(k−1)αf+) = vw(g) = vw(X¯
(k−1)αf−). This implies vw(f
+) = vw(f
−) whene
inw(f) 6∈ R[X¯]+. From (53), we now dedue inw(f) = f . This means that for all
exponent tuples β ∈ Nn appearing in f , 〈w, β〉 = −vw(f) is onstant. Being verties
of New(f), both α0 and α are among these β. We obtain therefore vw(X¯
(k−1)α0f) =
(k − 1)vw(X¯α0) + vw(f) = kvw(f) = vw(fk) = vw(g). Exploiting the denition
(46) of λw together with inw(X¯
(k−1)α0f) = X¯(k−1)α0 inw(f) = X¯
(k−1)α0f and
inw(g) = inw(f
k) = inw(f)
k = fk = g, we see that λw(a) = a.
Claim 4: New(f) = New(f+). Of ourse, we have New(f) ⊃ New(f+) sine
Log(f) ⊃ Log(f+). For the other inlusion, it learly sues to show that every
vertex α of New(f), is ontained in Log(f+). But for suh a vertex α, inw(f) =
{λX¯α} for some λ ∈ Rn and w ∈ Rn. Exept in the ase where f = λX¯α, it follows
from (53) that λ > 0 whene α ∈ Log(f+). If f = λX¯α, then λ > 0 follows from
f(1, 1, . . . , 1) > 0.
Claim 5: c2 > 0 on S(T ). Let w ∈ R
n
. By Theorem 17, λw(c2)(y) > 0 for all y ∈
(0,∞)n is what we would have to show. By denition of λw it is enough to show that
λw(c2) 6= 0 sine X¯(k−1)αf+ has no negative oeients. We obtain from Claim 4
that vw(f
+) = vw(f). Choose a vertex α of New(f) suh that vw(f) = vw(X¯
α).
Then vw(X¯
(k−1)αf+) = (k − 1)vw(X¯α) + vw(f+) = kvw(f) = vw(fk) = vw(g).
Therefore λw(c2) 6= 0 as desired.
Regarded as a ontinuous real-valued funtion on the ompat spae S(T ), c2 is
bounded from below by some positive real number by Claim 5. Consequently, we
an hoose N ∈ N so large that b2(N) = Nc2 − 1 > 0 on the whole of S(T ), in
partiular on Sa=0(T ). By Claim 3, we have that b1(N) = 1 − Nc1 = 1 > 0 on
Sa=0(T ). Of ourse, t1, t2 ∈ T . Altogether, we an apply Theorem 10 and see that
a ∈ T . By denition of T = T (g), this means that gmX¯(k−1)α0f ∈ R[X¯ ]+ for some
m ∈ N. Omitting X¯(k−1)α0 does not hange this fat, so that fkm+1 = gmf ∈
R[X¯]+. At the same time, of ourse, fkm = gm ∈ R[X¯]+. Proposition 20 yields
now that all suiently high powers of f lie in R[X¯]+.
Thus we have shown the theorem under the assumption (53). Now in the general
ase, we proeed by indution on the number of monomials appearing in f . The
ase where f has only one monomial is trivial. Now suppose that f has at least
two monomials. The hypothesis implies learly that
(56) f > 0 on (0,∞)n.
Let w ∈ Rn suh that inw(f) has less monomials than f . For some k ≥
1, (inw(f))
k = inw(f
k) ∈ R[X¯ ]
+
by the hypotheses on f . Evaluating this at
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(1, 1, . . . , 1), we see that inw(f) does not vanish at this point. Moreover, it is non-
negative at the same point by (44) and (56). Altogether, we an apply the indution
hypothesis on inw(f) to get that inw(f
k) = (inw(f))
k ∈ R[X¯]
+
for all large k.
Sine {inw(f) | w ∈ Rn} is of ourse nite, this shows that we nd k0 ∈ N suh
that for any k ≥ k0 and w ∈ R
n
with inw(f) 6= f , inw(f
k) ∈ R[X¯]+. This shows that
(53) is satised with f replaed by fk for any k ≥ k0 (note that inw(fk) 6= fk implies
trivially inw(f) 6= f). In partiular, we nd l1, l2 ∈ N that are relatively prime in
Z suh that (53) holds with f replaed by f l1 and f l2 , e.g., take l1 := k0 and l2 :=
k0 + 1. By the speial ase of the theorem already proved, we get that (f
l1)k and
(f l2)k have no negative oeients for all large k. Aording to Proposition 20, this
means that all suiently high powers of f have only nonnegative oeients. 
Corollary 23 (Handelman). If some odd power of a real polynomial in several
variables has only nonnegative oeients, then so do all suiently high powers.
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