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Abstract 
Document Classification is one of the most important topic in Computer Science as the 
number of electronic documents are increasingly very rapidly each day. Document 
classification is also known as Document Categorization. Classification is training of known 
labels to predict the unknown labels. It is the process of assigning a particular document to 
predefined categories. 
In this paper, we apply machine learning methods for classification of Documents. Recurrent 
Neural Networks of which LSTM is one of the most successful and have been developed for 
Controlling Robots, Natural Language Text Compression, Automatic Speech Recognition, 
Time Series Prediction, Handwriting Recognition and many more. LSTM can also be used for 
document classification. Document Classification includes text processing, feature 
extraction, feature vector construction and label prediction or final classification. 
Furthermore, we first try some data processing on 20 Newsgroup Dataset, and then we 
extract a features by using feature weighting and feature selection algorithms. The extracted 
features are then passed to the LSTM Neural network for future Label Predictions. Therefore, 
the documents are classified into different categories according to their context. 
  
Keywords: Text mining, LSTM – Long Short Term Memory, CNN – Convolutional Neural 
Network, SVM – Support Vector Machine, KNN – K - Nearest Neighbour, NLP –Natural 
Language Processing, NLTK – Natural Language Tool Kit. 
 
INTRODUCTION 
The importance for text mining studies is 
increasing due to the increasing 
availability of electronic documents from 
different sources. The process of deriving 
high-quality information from the 
available text is called as Text Mining 
whereas, assigning different classes or 
categorizes to the documents is 
Text/Document Classification. The 
Document Classification is actually a 
problem in Computer Science, Library 
Science and Information Science. 
Unstructured text is present in various 
forms, and in huge and ever increasing 
quantities viz. books, financial and other 
business reports, various kinds of business 
and administrative documents, news 
articles, blog posts, wiki. Such huge 
amount of data is available in the form of 
unstructured data. To enable effective and 
efficient use of such huge quantities of 
textual content, we need approaches or 
computational methods for automated 
extraction of information from 
unstructured text. Furthermore, it would 
also help in analysis and summarization of 
extracted information. The data mining,  
Machine Learning Techniques and Natural 
Language Processing (NLP) work together 
to automatically discover patterns from the 
electronic documents and classify them. 
Text classification is the task of 
automatically sorting a set of documents 
into categories from a predefined set. So as 
to classify these type of data there have 
been studies various kind of algorithm. 
There are many existing classification 
system based on numbers of algorithms 
like KNN, Naive Bayes, SVM and much 
more. 
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The accuracy of these classification 
algorithms varies respectively. For 
example, Naive Bayes is one of the 
simplest and oldest classifiers. Naïve 
Bayes classifier is also used for document 
classification but the disadvantage is that 
the Naive Bayes classifier makes a very 
strong assumption on the shape of your 
data distribution, i.e. any two features are 
independent given the output class. A 
particular feature present in a class is not 
related to any other feature in that class is 
an assumption made by Naïve Bayes 
Classifier. Therefore, the result can be 
potentially bad. Data scarcity also leads to 
another problems. For any possible value 
of a feature, you need to estimate a 
likelihood value by a frequentist approach. 
This leads to numerical instabilities as the 
resulted probabilities go towards 0 and 1 
which in turn leads to worse results [5]. 
 
SVM is popular method for text 
classification. SVM tries to find an optimal 
hyperplane within the input space, so as to 
correctly classify binary or multi-class 
problem. But a major drawback with the 
SVMs is the high algorithm complexity 
and memory requirement. Also, it 
possesses other limitations like slow in 
both training and testing. It’s very lazy 
algorithm for classification [9].   
 
The KNN classifier is based on similarities 
of instances in nearby vector space. It 
assumes that the classification of an 
instance is most similar to the 
classification of other instances that are 
nearby in the vector space.  KNN does not 
rely on prior probabilities compared to 
other text categorization methods namely 
Bayesian classifier, and it is 
computationally efficient. The main 
computation is the sorting of training 
documents in order to find the K nearest 
neighbours for the test document. KNN 
algorithm is a lazy learner, i.e. it simply 
uses the training data for classification 
without learning anything from training 
data. Thus, for a completely new instance, 
the prediction of the label is based on the 
nearest neighbours. The K nearest 
neighbour is found from the training data 
by KNN algorithm. The class label which 
is predicted is set as common label among 
the K nearest neighbouring points. Further, 
the resulting predicted class label can be 
changed by changing K. If the number of 
training examples are huge, the 
classification process can be very slow. At 
each prediction, the distance is computed 
and training data is sorted. This becomes a 
major drawback of KNN algorithm. Also, 
it proves less effective against noisy data 
[6]. 
 
There are many types of neural network 
that can be used for the classification such 
as recurrent neural network, convolutional 
neural networks, multi-layered perceptron 
etc. In this paper, we implement a 
document classifier by applying LSTM 
(Long Short Term memory) neural 
network approach. LSTM is a variation of 
recurrent neural networks. Neural 
networks are known to be the best 
approach for achieving deep learning and 
machine learning. They can equally prove 
good in the process of document 
classification. In this regard, we first try to 
exert some preprocessing on 20 
Newsgroup dataset. Furthermore, we try to 
extract a feature vector for each news text 
by using feature weighting and feature 
selection algorithms. After that we train 
our classifier by using LSTM neural 
network. 
 
II. CLASSIFICATION METHOD 
The goal of document classification is to 
assign a document to one or more 
predefined classes or categories. Here 
document classifier is used to classify 
documents into predefined categories, 
where the classifier should focus on the 
context of the document while performing 
classification. A typical text document 
categorization consists of mainly five 
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steps, data preprocessing, indexing, feature 
selection, classification algorithms and 
performance result. This can be shown by 
following document categorization 
architecture. 
 
 
Fig 1 - Overview of the Classification 
Process 
 
Data Preprocessing 
The preprocessing stage prepares the 
document for the categorization process. 
The preprocessing stage includes three 
common steps viz. Tokenization, 
Removing stop words and Stemming. 
These steps are used to process the 
document so that features can be 
successfully extracted through them.  
 
Stop Word Removal 
Understanding of natural language is itself 
a main challenge in the research field of 
Natural Language Processing (NLP). 
Sometimes, it is necessary to exclude some 
extremely common words from the 
vocabulary entirely as they appear to be of 
little value in helping select the documents 
matching a user need. These words are 
known as stop words. The stop words are 
words which are filtered out after 
processing of natural language data. The 
general strategy for obtaining a stop list is 
to sort the terms by collection frequency 
and then to take the most frequent terms. 
According to the domain of the 
documents, these terms are often hand-
filtered for their semantic content which 
are to be indexed, as a stop list. The 
members of this stop list are then 
discarded during indexing.  
 
Documents or text consists of stop words 
like ‘the’, ‘a’, ‘and’, ‘are’, ‘but’, etc. Stop 
words list may vary from according to 
different application but the NLP research 
doesn’t consist of any universal list of stop 
words. We import stop words from NLTK 
corpus as Natural Language Tool Kit 
(NLTK) consist of a stop words list. It is 
necessary to determine the language as 
English for importing English stop words 
from NLTK corpus. The returned list of 
stop words contains approximately 153 
stop words. Furthermore, we check for the 
same stop words in 20 newsgroups dataset. 
All these stop words are than removed 
from each document from the 20 
newsgroups dataset. Moreover, we create a 
new list called as Filtered words which 
contains all the words except the stop 
words. To create this list, we iterate over 
the list of words and only add if it is not 
present in the list of stop words [18]. 
i.  
ii. Tokenization 
Tokenization is the process of breaking or 
chopping running text into pieces such as 
words, keywords, symbols, phrases and 
other elements called tokens. Tokens can 
be individual words, phrases or even 
whole sentences. At the same time, some 
characters like punctuation marks are 
discarded. Tokenization plays a huge part 
in the process of lexical analysis which is 
widely used in computer science. 
 
Tokenization relies mostly on separation 
by whitespace, punctuation marks or line 
breaks to separate tokens. We separate the 
tokens by using whitespace. Tokens can be 
made up of all numeric characters, 
alphanumeric characters or alpha 
characters only. For example, if we 
consider a sentence, “Wow! The show was 
awesome”, it could be broken down as 
‘wow’, ‘the’, ‘show’, ‘was’, ‘awesome’. 
Moreover, the punctuation marks like ‘!’, 
  
 
 
4 Page 1-9 © MAT Journals 2017. All Rights Reserved 
 
Journal of Data Mining and Management  
Volume 2 Issue 2  
‘,’, etc. are also removed. Errors made in 
the stage of tokenization are very likely to 
generate more errors at later stages of text 
processing and are therefore very 
dangerous. 
 
Lemmatization 
Lemmatization is similar to the process of 
stemming. The stemmer cannot recognize 
the difference between words that have 
different meanings as it doesn’t depend on 
the knowledge of the context. It operates 
on a particular word only. Stemming is 
used to remove the ends of the words and 
also for removing derivational affixes. 
Stemmers convert the words into its non-
changing portions. There are different 
types of Stemmers like Lancaster 
Stemmer, Porter Stemmer etc. But the 
stemmed word sometimes might not be a 
valid word. The word ‘lazy’ is stemmed as 
‘lazi’ and ‘amusement’ is stemmed as 
‘amus’ and ‘saw’ is stemmed as ‘s’ by 
many stemmers. Even if stemmers are 
easier and faster to implement, they lack 
precision as they are not dependent on the 
context. Stemmers do not look-up the 
dictionary for word forms. 
 
Lemmatization refers to the removal of 
only inflectional endings and to return the 
dictionary form of the word. 
Lemmatization does the complete 
morphological analysis to correctly 
identify the lemma for each word.  In 
different languages, words usually appear 
in several inflected forms. For example, in 
English, the verb 'to talk' may appear as 
'talk', 'talked', 'talks', 'talking'. The base 
form, 'talk' is in its dictionary form and is 
also called as the lemma for the word. 
Lexeme of the word is nothing but the 
association of the base form with a part of 
speech. Unlike stemming, lemmatization 
attempts to select the correct lemma 
depending on the context. The NLTK has 
a built in lemmatizer called the 
WordNetLemmatizer. We use this 
lemmatizer to convert our filtered words 
into lemmas. 
 
Feature Selection 
Feature selection is an important step in 
document classification as it is used to 
construct vector space. This helps in 
improving efficiency, scalability and 
accuracy of a document classifier. It is 
used to select the subset of features from 
the original documents. Feature selection 
is performed according to the importance 
of the word and on the words that have 
highest frequency. 
 
We convert the strings to the Bag of 
Words (BoW) model. BoW is an algorithm 
that is used to count number of times the 
word that appears in a particular 
document. Those word counts allow us to 
compare documents and measure their 
similarities for document classification. 
Bag of Words is a method for preparing 
text for input in a deep-learning net. The 
words with their word counts per 
document are listed by BoW. The words 
and documents become vectors and stored 
in the table. Each column is a document, 
each row is a word and each cell is a word 
count. Before feeding them to the neural 
network, each vector of word counts is 
normalized in such a way that all elements 
of the vector should add up to one. The 
probabilities of occurrences of those words 
in the document is represented by 
converting the frequencies of each word 
effectively.  
 
Tf-Idf stands for Term Frequency and 
Inverse Term Frequency. It is a way for 
judging a particular topic of an article by 
the words it contains. TF-IDF is used to 
assign weight to the words. TF-IDF is not 
used to measures frequency but relevance 
i.e. the word counts are replaced with TF-
IDF scores across the complete dataset 
[12]. 
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Firstly, TF-IDF measures the count of the 
words that appear in a given document. 
The inverse-document frequency is used to 
discard the frequently occurring words in 
the document that are less valuable. The 
more a word appears in a document, the 
lesser value that word carries as a signal. 
 
 
 
tfi, j = number of occurrences of i in j. 
dfi = number of documents containing i. 
N = total number of documents 
 
Those words are then fed to the neural 
network in the form of features. This is 
carried out to determine the topic covered 
by the document that contains them. We 
only consider the top 5000 features as 
max_features ordered by term frequency 
across the corpus to build a vocabulary. 
Tf-idf (Term Frequency times Inverse 
Term Frequency) is used to downscale the 
weights of words occurring in many 
documents in corpus. TfidfVectorizer uses 
fit method and transform method together 
to transform count matrix to tf-idf matrix. 
The transformed documents now form the 
term –document matrix. Scikit-learn 
provides built-in support for these 
structures. In this way TF-IDF extracts the 
features, it is also incredibly powerful. 
 
Categorization Algorithm 
In this section, first we explain more about 
20 Newsgroups dataset and then describe 
our method for document classification in 
detail. 
 
20 Newsgroups Dataset 
The 20 Newsgroups dataset approximately 
consists of 20.000 documents. These 
documents are distributed within 20 
different categories. This dataset is the 
known dataset, used to train the model by 
supervised learning algorithm to make 
predictions on new data. 
 
The 20 newsgroups dataset consists of 
various documents corresponding to 
different topics. Some classes or categories 
are closely related to each other while 
others are highly unrelated. The following 
table represents the 20 different categories 
of 20 Newsgroups dataset [16, 17]. 
 
Table 1 – 20 Newsgroups Categories 
talk.religion.
misc 
alt.atheism 
soc.religion.c
hristian 
comp.graphics 
comp.os.ms-
windows.misc 
comp.sys.ibm.pc.
hardware 
comp.sys.mac.har
dware 
comp.windows.x 
talk.politics.
misc 
talk.politics.g
uns 
talk.politics.
mideast 
rec.autos 
rec.motorcycl
es 
rec.sport.base
ball 
rec.sport.hock
ey 
 
misc.forsale 
sci.crypt 
sci.electronic
s 
sci.med 
sci.space 
 
i. LSTM Neural Network for Document 
Classification 
Long Short-Term Memory units, also 
called as LSTMs, are a variation of 
Recurrent Neural Networks that are 
capable of learning long-term 
dependencies. They were proposed by the 
German researchers Hochreiter and 
Schmidhuber as a solution to the error 
back flow problems [7]. 
 
The error which is backpropagated through 
time and layers may blow up or vanish. 
LSTMs can help preserve such kinds of 
errors by maintaining a more constant 
error. They allow recurrent nets to 
continue to learn to bridge time intervals 
over many time steps (over 1000) even in 
the case of noisy input sequences and 
without the loss of short-time-lag 
capabilities. 
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LSTMs have three gates called as input 
gate, output gate and forget gate. Each 
neuron present in the LSTM have the three 
gates as well as a memory cell. LSTMs 
consists of information outside the normal 
flow of the recurrent network in a gated 
cell. This information can be stored, 
written, or read from a cell, much like data 
in a computer’s memory. The open and 
close gates are analog in nature. The 
decisions of read, write, erasures and store 
is done by these gates. The sigmoid 
activation function is used to implement 
them. The range of element-wise 
multiplication is 0-1. Being differentiable 
is an advantage of analog over digital, and 
therefore suitable for backpropagation. 
 
The information is passed or blocked with 
the help of these gates. Upon receiving the 
signals, the gates filter the information by 
using their own sets of weights. The 
recurrent neural networks learning process 
is responsible for adjusting the weights 
that modulate the input and hidden states. 
In this way, a particular cell learns to 
handle the data by making guesses. The 
learning process also depends on adjusting 
weights and backpropogating error. The 
cell can then decide whether the data can 
leave or enter accordingly. 
 
Even if the purpose of LSTMs is to link 
distant occurrences to a final output, they 
have forget gates. Sometimes it’s 
necessary and good to forget. For instance, 
while analyzing a text corpus if it is 
observed that when we reach to the end of 
a document and the next document has any 
relationship to it whatsoever, and therefore 
the memory cell should be set to zero 
before the net ingests the first element of 
the next document. 
 
Therefore, we use LSTM to train our 
classifier. It uses multiple epochs for 
forward and backward passes in its 
learning phase. Optimizations are also 
carried out to avoid overfitting of the 
classifier. 
 
Evaluation 
The evaluation stage is the stage of 
performance measurement. Evaluation of 
the classifier or the categorizer is done by 
using many mathematics rules to test its 
effectiveness, such as recall, precision and 
F- measure [15]. 
 
Recall (R) is termed as the ratio between 
the numbers of correctly classified 
documents with respect to total number of 
documents. Recall is mathematically 
calculated as follows: 
 
Recall = Number of correct positive 
prediction 
Number of positive examples 
 
Precision (P) is termed as the ratio 
between the number of classifying 
documents correctly with respect to the 
total number of classified documents. 
Precision is mathematically calculated as 
follows: 
 
Precision = Number of correct positive 
prediction 
Number of positive prediction 
 
Recall or precision are usually not used 
alone for the evaluation of the 
categorization process as we can have 
value of height recall but also low 
precision value. Therefore, many 
researchers use measures like F- measure.  
F- Measure combines both standards of 
recall and precision. F-measure uses the 
following formula: 
 
F- Score = 2 * Recall * Precision 
 (Recall + Precision) 
                   
EXPERIMENTS AND RESULTS 
The Classification system was given an 
input of 19924 documents from the 20 
Newsgroups dataset. Apart from the 20 
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Newsgroup dataset, a single user file was 
also passed to the classification system. 
 
From the 20 Newsgroups dataset, the 
documents are passed in following 
manner: 
1. Training data: 16137  
2. Testing data: 1993  
3. Dev / Validation data: 1794  
 
The table 2 depicts the Precision, Recall 
and F-score for all the categories of 20 
Newsgroups Dataset. 
  
Table 2 – Evaluation Metrics for various 
categories 
Categories Precisio
n 
Recal
l 
F-
Scor
e 
alt.atheism 0.81 0.75 0.78 
comp.graphics 0.91 0.88 0.90 
comp.os.ms-
windows.misc 
0.93 0.97 0.95 
comp.sys.ibm.pc.hardwa
re 
0.92 0.97 0.94 
comp.sys.mac.hardware 0.96 0.97 0.97 
comp.windows.x 0.93 0.94 0.94 
misc.forsale 0.95 0.92 0.94 
rec.autos 0.98 0.98 0.98 
rec.motorcycles 0.97 0.99 0.98 
rec.sport.baseball 1.00 0.95 0.97 
rec.sport.hockey 0.99 0.99 0.99 
sci.crypt 0.99 0.99 0.99 
sci.electronics 0.97 0.95 0.96 
sci.med 0.99 0.98 0.99 
sci.space 0.96 0.92 0.94 
soc.religion.christian 1.00 0.98 0.99 
talk.politics.misc 0.90 0.87 0.88 
talk.politics.mideast 0.97 0.97 0.97 
talk.politics.misc 0.82 0.77 0.79 
talk.religion.misc 0.41 0.54 0.47 
Average 0.92 0.92 0.92 
 
Total number of epochs used are 25. It was 
observed that as the number of epoch rises 
the loss occurred decreases and on the 
other hand the accuracy increases. The loss 
occurred at first epoch was 2.7428 and 
accuracy was 0.7136 but gradually at the 
last (25
th
) epoch the loss occurred was 
0.200 whereas the accuracy obtained was 
0.9592. The accuracy obtained from the 
classification system is around 92%. 
 
III. CONCLUSION AND FUTURE WORK 
In this paper, we have proposed a 
document classifier using neural network 
approach. It is observed that neural 
network approach can be more reliable and 
efficient in terms of text document 
classification. The neural network 
approach is a supervised classification 
approach. The training dataset is used to 
train them model and make predictions 
accordingly. Training dataset is a kind of 
known dataset. The trained model can then 
make predictions for a new dataset. A test 
dataset is used to validate the model. The 
user input documents are completely 
dependent on the training of the Neural 
Network. 
There are multiple Neural Network 
models and we have opted and proposed 
the Long Short Term Memory (LSTM) 
Neural Network approach. LSTM can be 
beneficial when the error which is 
backpropagated through time and layers 
may blow up or vanish. LSTMs can help 
preserve such kinds of errors by 
maintaining a more constant error. They 
allow recurrent nets to continue to learn to 
bridge time intervals over many time steps 
even in the case of noisy input sequences 
and without the loss of short-time-lag 
capabilities. The dataset is preprocessed by 
using stop words removal, lemmatization 
and tokenization. The irrelevant words 
would be eliminated and the relevant terms 
would be tokenized. Furthermore the terms 
are encoded. Tf-idf is used to extract 
features from the documents. It reflects 
how important a word is in a text 
document. This features will be used to 
create a language model. A feature space 
is created by using the extracted features. 
This feature space is used by the neural 
network classifier to categorize the 
documents. The known labels are trained 
to predict the unknown labels. The data is 
divided in training data, testing data and 
validation data. The Neural Network is 
trained according to this data. This trained 
neural network then classifies the 
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documents on the basis of its 
knowledge base created during the training 
phase of the system. 
 
LSTM have proved successfully in 
document classification with respect to its 
context. Furthermore, the Memory gates of 
LSTM can forget the unrequired 
information, thus it can release memory 
whenever required. LSTM has achieved an 
accuracy of up to 93% in document 
classification. LSTM can be used to handle 
the complexities remarkably making it an 
appropriate machine learning algorithm for 
Document Classification.  
 
In the near future, we tend to apply various 
techniques to handle the context of the 
document. LSTM can also be tuned and 
optimized for classifying images and 
videos by integrating it with image 
processing techniques. 
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