Abstract -We show that for a code used for error detection or combined error correction and detection in the binary symmetric channel, the probability of an undetected error can have several local maxima.
I. INTRODUCTION
Let t be a given non-negative integer and C a binary and y are given, and d ( x , y ) = i. We denote by Pjt'(p) the probability that x changes to a vector in B t ( y ) in the binary symmetric channel with transition probability p . The probability of undetected error after using C to correct t or less errors is given by n i=l Kbve and Korzhik [3] give an excellent account,of error detecting codes. They have studied a large number of codes, and ask [3, p. 2271 whether it is true that for every code (or for every linear code) the function Pit'(C,p) has at most one maximum in the interval ( 0 , 1 / 2 ) and at most two maxima in [0,1]. We answer this question in the negative.
THE APPROACH
When we are only interested in the number of local maxima, we can multiply the polynomial (1) by the constant M / 2 , and instead consider the polynomial Our approach consists of two steps. We first try to find a polynomial R(p) = Cy=l riP,("'(p) with non-negative integer coefficients which has a prescribed number of local maxima and which satisfies ( 2 ) and (3) for some M and
K .
On the other hand, we have the goal of making M as small as possible. The second step then consists of constructing a code C such that the (7) pairwise distances between the codewords have the required distribution, i.e., the coefficients qi of Q(t)(C,p) equal the Ti's. Such a code cannot of course exist unless the required distance distribution satisfies the Delsarte inequalities. Using this method we are able to construct the following nonlinear and linear codes. 
