Regression models are commonly used to model the relationship between responses and covariates. For testing the error distribution, some classical test statistics such as Kolmogorov-Smirnov test and Cramér-von-Mises test suffer from the complicated limiting distribution due to the plug-in estimate for the unknown parameters. Hence some ad hoc procedure such as bootstrap method is needed to obtain critical points. Recently, Khmaladze and Koul (2004) [7] have proposed an asymptotically distribution free test via some Martingale transforms. However, the calculation of such a test becomes quite involved, which usually requires numeric integration when the Cramér-von-Mises type of test is employed. In this paper we propose a novel jackknife empirical likelihood method which is easy to compute and has a chi-square limit so that critical values are ready at hand. A simulation study confirms that the new test has an accurate size and is powerful too.
Introduction
Let Y and X denote a univariate response and a d-variate covariate, respectively. For modeling the relationship between Y and X , a widely employed tool is the regression model Y = m(X ; α) + ϵ, where m is a known function depending on a q-dimensional unknown parameter α and ϵ is a random error with mean zero. Suppose {(X
is a random sample from this regression model, i.e., Y i = m(X i ; α) + ϵ i , i = 1, . . . , n, (1) where ϵ 1 , . . . , ϵ n are independent and identically distributed random variables with zero mean, X 1 , . . . , X n are independent and identically distributed random variables and independent of ϵ ′ i s. A standard way to estimate the unknown parameter α is the least squares estimatê α = arg min
which says thatα is a solution of the following score equations
In some applications such as predicting conditional Value-at-Risk in risk management, it is useful to fit a parametric distribution family to the random error ϵ i so as to improve the accuracy of inference. This results in a corresponding parametric distribution family for the conditional distribution of Y i given X i . See [4] for more details on regression models. A discussion on using nonlinear regression models for price decisions is given in [2] . A test for association between covariates and response is provided by [1] . Here we are interested in testing whether the distribution of ϵ i follows from a particular parametric family, i.e., test H 0 : F ϵ ∈ F = {F (·; β) : β ∈ Ω ⊂ R s }, where F ϵ denotes the distribution of ϵ i , and F (·; β) denotes a distribution function depending on the parameter β. Obviously one can simply employ some classical goodnessof-fit tests to the estimated errorsε i = Y i − m(X i ;α), i = 1, . . . , n. More specifically, one can estimate β first by using the maximum likelihood estimateβ based onε 1 , . . . ,ε n , and then consider either the Kolmogorov-Smirnov test
or the Cramér-von-Mises test
dF (z;β)
− F (ε n,i ;β)
whereε n,1 ≤ · · · ≤ε n,n denote the order statistics ofε 1 , . . . ,ε n (see [3] ). Due to the plug-in estimatorsα inε ′ i s andβ, the limiting distributions of T 1 and T 2 become quite complicated, which depend on the underlying distribution and thus are no longer distribution free. Hence some ad hoc procedure such as bootstrap method is needed in order to calculate the critical values.
Recently, Khmaladze and Koul [7] have proposed a new goodness-of-fit test via martingale transforms for testing the error distribution. It turns out that the new test statistic is asymptotically distribution free in testing a simple null hypothesis or a composite null hypothesis with a scale distribution family, and hence critical values can be tabulated. Some numeric analyses are given in [7] and [8] for the Kolmogorov-Smirnov type of test. However, when the Cramér-von-Mises type of test is concerned, the calculation of the proposed test in [7] becomes quite complicated, which requires to evaluate some integrals numerically.
In this paper, we propose a novel jackknife empirical likelihood test for testing the error distribution in the regression model (1) . It turns out that the asymptotic distribution of the new test has a chi-square limit, and the calculation of the test statistic is quite straightforward and involves no numeric integration. As a powerful tool in interval estimation and hypothesis test, the empirical likelihood method has been applied to many different settings. We refer to [11] for an overview. Some advantages of the empirical likelihood method include that the shape of confidence interval/region is determined by the sample automatically. When the empirical likelihood method is applied to nonlinear functionals directly, the Wilks theorem fails in general, i.e., the limit is no longer a chi-square distribution. To overcome this difficulty, [6] proposed to apply the empirical likelihood method to some jackknife sample constructed from the targeted nonlinear functionals. This is called the jackknife empirical likelihood method. A smoothed jackknife empirical likelihood method is applied to copulas, tail copulas and ROC curves; see [5, 13, 14] .
We organize this paper as follows. Methodology and main asymptotic results are given in Section 2. Section 3 presents a simulation study. Some conclusions are given in Section 4. Proofs are put in Appendix.
Methodology
To motivate our new method, we assume ϵ ′ i s are observable and β is known for the time being. That is, we want to test
which results in the Cramér-vonMises test when F ϵ (x) is replaced by the empirical distribution function based on ϵ 1 , . . . , ϵ n .
By noting that
one can directly apply the empirical likelihood method to the above estimating equation based on sample {(ϵ i , ϵ i+k )
where k = [n/2]. More specifically, by defining the empirical likelihood function as 
To overcome this difficulty, we propose to apply the empirical likelihood method to the following two equations:
Note that [9] proposed to employ different estimating equations when ϵ ′ i s are observable and β is either known or unknown.
We remark that the second equation in (3) can be replaced by some other linear estimating equations. Hence this new method is quite flexible and easy in taking more relevant constraints into account. Now we are ready to extend the above idea to test the error distribution in the regression model (1) . We consider the cases of simple null hypothesis and composite null hypothesis separately. Throughout we assume that α 0 and β 0 denote the true values of α and β respectively.
A simple null hypothesis
In this subsection, we are interested in testing H 0 :
Therefore the least squares estimatorα of α is defined as a solution to the equation
Unfortunately we cannot directly apply the empirical likelihood method to Eq. (3) based on the sample {(
since this fails to catch the variance ofα. Generally speaking, the Wilks theorem does not hold when the empirical likelihood method is applied to nonlinear functionals directly. Motivated by the recent jackknife empirical likelihood method in [6] , we propose to apply the empirical likelihood method to some jackknife pseudosample. In order to formulate the jackknife sample, it follows from the idea in [6] that one has to estimate α by deleting one observation each time, that is, to solve the
When m is a nonlinear function, the above equation does not admit an explicit solution in general. Therefore, the above way of formulating jackknife sample is computationally intensive. Here we propose to apply the approximate jackknife empirical likelihood method in [12] as follows.
Instead of solving 0 =  k j=1,j̸ =i h j (α), we propose to approximate the solution bŷ
Using Eq. (3),α andα ′ i s, we define the approximate jackknife sample as
. . , k. Based on the above approximate jackknife sample, we define the jackknife empirical likelihood function as
T . By the Lagrange multiplier technique, we have
where λ satisfies
Before proving that the Wilks theorem holds for the above jackknife empirical likelihood test, we list some regularity conditions:
• (A1) there are a neighborhood of α 0 , say Ω 0 and a function K (x) such that EK (X 1 ) < ∞ with X 1 given in model (1) and
where Ω 1 denotes the support of ϵ 1 .
Theorem 1. Suppose model (1) holds with Eϵ i = 0 and Eϵ
Using Theorem 1, a jackknife empirical likelihood test for testing H 0 :
can be constructed, which rejects H 0 when l J n ≥ χ 
A composite null hypothesis
F (x; β). Next we estimate β by solving the score equation  k i=1h i (α, β) = 0, and denote the solution byβ. Although one may prefer to estimate α and β simultaneously by solving the equations
we propose to estimate them separately, which has less computation in general. In order to formulate the jackknife sample, one needs to solve
Thus, instead of solving
we propose to approximate the solution bŷ
Based onα,α i ,β,β i and (3), we formulate the approximate jackknife sample as
Based on the above approximate jackknife sample, the jackknife empirical likelihood function is defined as
T . By the Lagrange multiplier technique, we havē
Before showing that the Wilks theorem holds for the above jackknife empirical likelihood method, we list some regularity conditions:
• (A4) there are a neighborhood of β 0 , say Ω 2 , and a functionK (·) such that
T and Ω 3 denotes the support of ϵ i which is independent of β.
Theorem 2. Suppose model (1) holds with Eϵ i = 0 and Eϵ
As before, Theorem 2 can be employed to test
Remark 1. Theorems 1 and 2 still hold when estimators for α and β are replaced by solving some other estimating equations.
A simulation study
In this section, we investigate the finite sample behavior of the proposed jackknife empirical likelihood test and compare it with the Cramér-von-Mises test. Since the test in [7] is hard to implement for the type of Cramér-von-Mises test and only applicable to testing a simple null hypothesis or a composite null hypothesis with a scale distribution family, we do not compare our new test with it.
Consider the model Y i = exp(αX i ) + ϵ i in Section 7 of [7] with α = 0.25 and X i ∼ Uniform (2, 4) . First consider the case of large sample size by drawing 10,000 random samples of size n = 200 and 500 from the above model with either
or
for δ = 0, 0.5, 1, 2, 3.
The aim is to test either H 0 :
In the case of composite null hypothesis, β equals either σ or ν andβ is the corresponding moment estimator based on the estimated errorsε 
for each j = 1, . . . , 1000, we compute the corresponding least squares estimator for α, the moment estimator for β in the case of composite null hypothesis and estimated errors, sayα
. Using these bootstrap quantities, we obtained 1000 bootstrapped Cramér-von-Mises test statistics, which give the critical values. Note that [8] employed the naive bootstrap method, i.e., resampling from the estimated errors nonparametrically, for obtaining critical values for the Kolmogorov-Smirnov test. Since we are testing a parametric distribution family for ϵ i , it prefers to employing the parametric bootstrap method.
The empirical sizes and powers of the proposed jackknife empirical likelihood method and the Cramér-von-Mises test are reported in Tables 1-4 . From these tables, we observe that (i) results for δ = 0 show that the size of the proposed jackknife empirical likelihood method is close to the nominal level and its accuracy is improved when the sample size becomes large;
(ii) results for δ = 0.5, 1, 2, 3 show that the proposed jackknife empirical likelihood method is more powerful than the Cramér-von-Mises test for most cases, especially for the simple null hypothesis; (iii) both tests almost have no power for testing H 0 : F ϵ ∈ F n when δ is not large. Second we consider the case of small sample size by drawing 10,000 random samples with size n = 50 and 100 from the above model. It turns out that the size of the proposed jackknife empirical likelihood method is larger than the nominal level for n = 50. Hence we propose the following bootstrap calibration method, where more details on calibration for empirical likelihood methods can be found in [11] . 
, we use the model (1) to generate a resample
, we re-estimate the parameters and calculate the jackknife empirical likelihood function, which results in 1,000 jackknife empirical likelihood functions. Therefore, the bootstrap calibrated jackknife empirical likelihood test is computed by obtaining critical values from the computed 1,000 jackknife empirical likelihood functions instead of the chi-square distribution with two degrees of freedom. Denote this bootstrap calibrated jackknife empirical likelihood test as BCJEL.
In Tables 5 and 6 we report the empirical sizes and powers of the proposed jackknife empirical likelihood method, its bootstrap calibrated version and the Cramér-von-Mises test. From these two tables we observe that (i) the size of the jackknife empirical likelihood test is larger than the nominal level for n = 50, but gets more accurate when n = 100; (ii) the size of the bootstrap calibrated jackknife empirical likelihood test is comparable with that of the Cramér-von-Mises test; (iii) for testing t distributions, the bootstrap calibrated jackknife empirical likelihood test is more powerful than the Cramér-von-Mises test for the simple null hypothesis, but less powerful for the composite null hypothesis; (iv) both the bootstrap calibrated jackknife empirical likelihood test and the Cramér-von-Mises test perform similar for testing normal distributions; v) for sample size n = 100, the jackknife empirical likelihood test has a reasonable size and is most powerful.
Conclusions
We propose some jackknife empirical likelihood methods to test whether the error distribution in a regression model belongs to a particular parametric family. Unlike classical goodness-of-fit tests, the new tests always have a chi-square limit and so no ad hoc techniques such as bootstrap method are needed to obtain critical values. Also the calculation is quite straightforward and involves no numeric integration unlike the method in [7] . When the sample size is small (n = 50), the sizes of the jackknife empirical likelihood tests are larger than the nominal level and a bootstrap calibration is proposed to improve the size. A simulation study confirms that the sizes of the new methods are reasonably accurate for sample size larger than 100 and powerful too.
Lemma 1. Under conditions of Theorem 1, we have as n
Proof. For simplicity we write
Similarly we have
Thus, it follows from (11) and (12) 
Similar to (12) , we can show that
It is easy to show that
Like the proof of (10), we have
It is easy to verify that
Hence the lemma follows from (13)-(22).
Lemma 2. Under conditions of Theorem 1, we have
for j, l = 1, 2 as n → ∞.
Proof. Put
It is easy to check that
Thus, it follows from (23) and (24) that
The rest can be shown in a similar way.
Proof of Theorem 1. It follows from Lemmas 1 and 2 and some standard arguments in the empirical likelihood method (see [11, Chapter 11] ).
Proof of Theorem 2. This can be shown in a similar way to the proof of Theorem 1 although some more tedious expansions are needed.
