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1 Introduction
The study of moduli spaces of Riemann surfaces holds a central position in the
history of modern mathematics, as the subject is a crossroad among several
areas such as complex function theory, algebraic geometry, topology, number
theory, partial differential equations and differential geometry. In those areas,
the original motivations for the investigations differ from each other, which
led to a seemingly distinct set of subfields all studying the moduli space of
Riemann surfaces in essence.
In this context, it seems that the field of differential geometry holds a curi-
ous position, as the very origin of surface theory was marked by Gauss in his
study of embedded surfaces in R3, leading to the Gauss curvature and the The-
orema Egregium, which had become the starting point of modern differential
geometry. Soon afterwards, however, the theory of algebraic curves initiated
by Riemann and that of Fuchsian groups took over the classical differential
geometry in the study of surfaces, which in a hindsight is a natural devel-
opment considering the effectiveness of algebraic equations and the SL(2,R)
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representation theory associated with the uniformaization theory of Poincare´
and Koebe.
In 1939, when Teichmu¨ller investigated Teichmu¨ller maps in order to re-
late a pair of conformal structures, he was most likely aware of the lack of
differential geometric approaches in the theory of moduli space. Ahlfors fol-
lowed Teichmu¨ller in rewriting the theory of Fuchsian groups by regarding it
as a deformation theory of conformal structures, using the theory of Beltrami
differentials. Andre Weil was also instrumental in recognizing the geometric
importance of Teichmu¨ller’s work. Bers and Ahlfors pushed hard over the
1950s and 60s to make Teichmu¨ller’s theory complete. At the same time, the
theory of algebraic curves was developed independently by a set of algebraic
geometers including Grothendieck, Serre, and Mumford. In the meantime, it
is fair to say that among the differential geometers of the second half of the
20th century, the moduli space of Riemann surfaces remained an esoteric topic
compared to their scientific interests.
This chapter, especially the first half of it, is written with a second year
graduate student in mind, who has taken a year long course in Riemannian
geometry, but not necessarily well-versed in complex analysis, algebraic ge-
ometry, or Teichmu¨ller theory. The author has ventured to write down the
preceding paragraphs on the very abridged and very incomprehensive history
of the subject, simply to make a point that much of so-called Teichmu¨ller
theory can be understood from a purely Riemannian geometric veiwpoint, de-
spite the non-differential-geometric development of the subject over time. We
owe this approach to the following list of contributions: 1) Morrey’s proof of
the existence of solutions to the Beltrami equation [50], 2) Earle-Eells’s at-
tempt [18] to recoginize Teichmu¨ller space as a submanifold of the space of
smooth metrics, 3) the theory of harmonic maps into non-positively curved
manifolds by Eells-Sampson [21] allowing to track varying metrics by smooth
harmonic maps, 4) the body of work by Thurston who took the hyperbolic ge-
ometry of surfaces to its full power to reinterpret the Ahlfors-Bers theory, and
5) Fischer-Tromba [23, 24, 68] who in the 70’s and 80’s rewrote Teichmu¨ller
theory, in particular the Weil-Petersson geometry from the deformation the-
ory of hyperbolic metrics, partly initiated by the theory of traceless-transverse
(TT) tensors by Fischer and Marsden [22] originally developed with applica-
tions to general relativity in mind.
In the post-Ahlfors Weil-Petersson geometry, Wolpert’s contributions stand
out for his singular pursuit wanting to understand the geometry of Teichmu¨ller
spaces. The chapter [78] written by Wolpert that has appeared in this Hand-
book series covers most of the ground in the development of Weil-Petersson
geometry in the last few decades, particularly the last one, and the present
article is meant to complement Wolpert’s. One should also consult the book of
Wolpert’s [79] which offers a more comprehensive exposition. The reader will
notice that many of the results stated in his chapter and the present chapter
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overlap, and the author uses several statements of Wolpert’s at crucial steps
in developing the theory. However, also apparent should be that the languages
used in describing the geometry and the techniques employed in the proofs of
the theorems are distinct from each other in the two chapters.
We now state several objectives of this exposition. The first is to write
down the basics of the Riemannian approach to the Weil-Petersson geometry,
complementing Wolpert’s expositions on the subject where much of the ar-
gument is made with Beltrami coefficients. This amounts to the local aspect
of Weil-Petersson geometry of the title of the chapter. In doing so, we add
some new material to the existing literature such as [23, 24, 30, 68]. Much of
the exposition in this part of the chapter can be applied to settings of higher-
dimensional moduli spaces, such as that of Calabi-Yau manifolds (for example
[13].) Therefore insisting on the Riemannian geometric approach is meaning-
ful in the sense that the theories of Beltrami equations and complex analysis
are specific to dimension two, and most of it is not transferable to higher di-
mensional situations. Some of the results in this exposition have been taken
from the article [80] which appeared in the Journal of Differential Geometry
in 1999. Unfortunately while in press numerous typographical mistakes were
introduced in that article. All the results and proofs in the paper are valid,
but over the years this situation has posed unnecessary challenges to the in-
terested readers. We have tried to rectify the situation, and present here a
comprehensive version of the content of the paper [80], including a proof of
the Weil-Petersson convexity of energy of harmonic maps. Incidentally there
has been some dispute (see for example [15]) whether the statement was first
proved by Tromba [69] in 1996, where the domain of the harmonic maps is
the surface itself. We point out in Section 3.6 of the present chapter, however
reluctantly, a difference between the two proofs explicitly, in particular the
difference in the Weil-Petersson geodesic equation, to let the matter rest.
In utilizing harmonic maps for the Teichmu¨ller theory we have included a
section on the Weil-Petersson geometry of the Teichmu¨ller space of the torus,
as this has not been explicitly written down in the literature although it is
well-known to the experts. Each conformal structure on it is uniformized
by a flat metric, which can be identified with a harmonic map from a fixed
reference torus. Then we show here that the resulting Weil-Petersson geometry
is isometric to the homogeneous space SL(2,R)/SO(2) with its left invariant
metric, or equivalently the Poincare´ disc. As the harmonic map is an affine
map, it is the Teichmu¨ller map as well (see for example [6] for Teichmu¨ller
geometry).
The second goal of this exposition is to present a series of developments
the Weil-Petersson geometry has gone through over the last decade, after a
paper by the author [81] (later as [82]) appeared where the CAT(0) geometry
was introduced for augmented Teichmu¨ller space for the first time. This part
of the chapter corresponds to the global aspect in the title. We take steps in
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discussing 1) Teichmu¨ller space, which is incomplete Weil-Petersson metrically
and Weil-Petersson geodesically, 2) the Weil-Petersson metric completion of
Teichmu¨ller space, which is identified with the augmented Teichmu¨ller space,
and 3) the Weil-Petersson geodesic completion of Teichmu¨ller space, which
is realized as a Coxeter complex where the set which works as the simplex
is the Weil-Petersson metric completion. The successive enlargement of the
original Teichmu¨ller space as traced through the author’s work [80, 82, 84, 86]
is motivated from the point of view that there should be a genus-varying
Teichmu¨ller theory, a direction already actively pursued in the Teichmu¨ller-
Grothendieck theory from the algebro-geometric approach. With this in mind,
we demonstrate that the Coxeter complex can be embedded in the universal
Teichmu¨ller space.
The last objective of this chapter is to write down the Weil-Petersson ge-
ometry relevant to the universal Teichmu¨ller space. The orthodox deformation
theory in the universal Teichmu¨ller space is written in terms of Beltrami dif-
ferentials (see for example O. Lehto’s book [42]). The Nag-Verjovsky’s paper
[56] has shed much light in clarifying how the Weil-Petersson metric can be
considered as the L2-pairing of the linearized Beltrami differentials induced
by a smooth vector fields on the unit circle. Takhtajan-Teo [70] then took
over the idea and further developed it so that they succeeded in generalizing
a collection of results by Wolpert [74] concerning the second derivatives of
the Weil-Petersson metric tensor, in particular the Weil-Petersson curvature
by regarding the universal Teichmu¨ller space as a Hilbert manifold. We look
at the Nag-Vejovsky paper [56] again, and describe the tangent space of the
universal Teichmu¨ller space at the identity as the set of traceless transverse
tensors constituting a component in an L2-decomposition theorem of Hodge
type. Additionally we demonstrate the Weil-Petersson metric tensor as a Hes-
sian of the ∂-energy of harmonic maps. Those results have their counterparts
in the compact surface cases, but were never investigated in the universal con-
text before [80]. The relation between a negatively curved complete manifold
and its geometric boundary has been an active area of investigation in the
last decade, partly due to the excitement from so-called AdS-CFT correspon-
dence, which in turn has triggered much incentive to study the conformally
compact/Einstein-Poincare´ manifolds. As the Poincare´ disc is the simplest
example of conformally compact manifolds as well as Einstein-Poincare´ man-
ifolds, we believe that the universal Teichmu¨ller space offers a prototype of
the moduli space of such manifolds. In doing so, it will become necessary to
formulate the theory without the use of one-variable complex analysis, and the
deformation theory of Riemannian metrics as explored in this chapter will be
a basic model for higher dimensional analogues.
The author thanks Athanase Papadopoulos for his encouragement to write
down this exposition.
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2 Classical and Universal Teichmu¨ller Spaces
2.1 Classical Teichmu¨ller spaces for closed surfaces
Let Σ be a compact surface without boundary of genus g ≥ 1 (when g = 0
the situation is very simple.) By the existence theorem of an isothermal co-
ordinate system by Korn and Lichtenstein, any Riemannian metric g can be
identified with a Riemann surface, namely a Riemannian surface is a Riemann
surface. The universal covering space of the surface is either the whole plane
or the upper half space, and thus the surface can be uniquely equipped with
a Euclidean metric when g = 1 or a hyperbolic metric when g > 1. This
statement is the so-called Uniformization Theorem. Hence we can think of
the space MK , (K ≡ 0,−1) of constant curvature metrics as a subset of the
space of smooth metrics M on Σ, the latter space being fibered by the ele-
ments ofMK so that each fiber consist of the metrics conformal to a constant
curvature/uniformized metric G ∈M.
The Teichmu¨ller space is then defined as the quotient space
Tg =MK/Diff0Σ
where the equivalence relation is given as
G1 ∼ G2 ⇔ G2 = ϕ∗G1
for some ϕ in Diff0Σ. Here Diff0Σ is the identity component of the orientation-
preserving diffeomorphism group DiffΣ. Recall that the map ϕ : (Σ, ϕ∗G2)→
(Σ, G2) is an isometry. Note that in defining the identity element of Diff0Σ one
requires a reference Riemann surface (Σ0, G0) such that it acts as the domain
of Id : Σ0 → Σ. Namely (Σ0, G0) gives homotopy markings on the target
surface.
By an important theorem of Earle-Eells [18], it is known that the iden-
tity component Diff0Σ ⊂ DiffΣ consists of diffeomorphisms homotopic to the
identity map.
The moduli space Mg is defined as
Mg =MK/DiffΣ
where the equivalence relation is given as
G1 ∼ G2 ⇔ G2 = ϕ∗G1
for some ϕ in DiffΣ. Thus the Teichmu¨ller space projects down to the moduli
space with the fibers identified with the discrete infinite group DiffΣ/Diff0Σ,
called mapping class group, or Teichmu¨ller modular group. We denote this
group by Map(Σ). We define now for a later use the full diffeomorphism group
D̂iffΣ which, in addition to the elements of DiffΣ, also contains the orientation-
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reversing diffeomorphisms of Σ. Then the quotient group D̂iffΣ/Diff0Σ is
called the extended mapping class group M̂ap(Σ).
2.2 The Universal Teichmu¨ller space
The Uniformization Theorem, by Poincare´ and Koebe (see [42])) says that
given a closed surface, all the smooth metrics on it can be uniquely uniformized
by a constant curvature metric. When the surface is of genus greater than
one, the constant curvature metrics are hyperbolic metrics, and the hyperbolic
surface can then be written as H2/Γ for some Fuchsian group Γ ⊂ SL(2,R).
Namely, given a Riemannian surface (Σ, G), the metric G is conformal to a
hyperbolic metric G0 on Σ. The space of Fuchsian groups appearing in the
Uniformization Theorem can be regarded as
QC(Γ0)/SL(2,R) = {w ∈ QC(D) : wΓ0w−1 is an element of SL(2,R)}
for some fixed reference Fuchsian group Γ0, where the set is identified with the
set of all pulled-back metrics on the unit disc D := {z ∈ C : |z| < 1}, obtained
by pulling back the Poincare´ disc metric
G0 =
4
(1− |z|2)2 |dz|
2
by Γ0-equivariant quasi-conformal self-maps of D up to an equivalence via the
Mo¨bius transforms of the disc. Note that the original hyperbolic surface (Σ, G)
in this context appears as IdD ∈ QC(D).
Note that this set is the set of all the hyperbolic metrics on the surface Σ;
M−1 = QC(Γ0)/SL(2,R).
On the other hand, recall that two metrics are deemed geometrically equiva-
lent if one can be obtained from the other by a diffeomorphism on the mani-
fold. Here the manifold is a hyperbolic surface realized as a quotient manifold
of the open disc. As the hyperbolic metric G0 of the Poincare´ disc model
blows up near the geometric boundary S1 = ∂D = {z : |z| = 1}, the diffeo-
morphisms of the surface regarded (by going to its universal covering space)
as diffeomorphisms of the open disc are the elements of the set QC0(Γ0) of
quasi-conformal self-maps of the disc which extend to the identity map of
the geometric boundary S1 = ∂D. This can be understood from the picture
that those diffeormorphisms can be lifted to the universal covering, which are
periodic on the tessellation by a fundamental region of Σ, leaving the tessel-
lation invariant, and that on the Poincare´ disc the tessellation pattern gets
increasingly dense as one approaches the geometric boundary ∂D.
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Hence the Teichmu¨ller space in this context is regarded as
T = M−1/Diff0Σ
=
[
QC(Γ0)/SL(2,R)
]
/QC0(Γ0)
= QS(Γ0)/SL(2,R)
where QS(Γ0) := QC(Γ0)/QC0(Γ0) is the set of Γ0-equivariant quasi-symmetric
self-maps of S1 = ∂D, a subset of the space of quasi-symmetric self-maps of
the circle QS(S1). The quotient space is defined
under the following equivalence relation : a pair of elements [φ1] and [φ2] in
QC(Γ0)/SL(2,R) are equivalent if they are related by φ2 = φ1 ◦ ψ for some ψ
in QC0(Γ0). Note that we have used the fact that SL(2,R)∩QC0(Γ0) = {Id}.
Here we think of points in T as left cosets of the form SL(2,R)◦w = [w] where
each w is a quasi-symmetric homeomorphism of the circle.
We replace the closed surface Σ above by the hyperbolic plane H2. This can
be regarded as replacing the Fuchsian group Γ ⊂ SL(2,R) by the trivial group
Γ0 = Id ∈ SL(2,R). Namely in the above construction, such a replacement
results in a new space
UT =
[
QC({IdD})/SL(2,R)
]
/QC0({IdD})
=
[
QC(D)/SL(2,R)
]
/QC0(D)
= QS({IdD})/SL(2,R) = QS(S1)/SL(2,R)
Note that we have used the fact that SL(2,R) ∩QC0(D) = {IdD}. As the re-
sulting space contains all Teichmu¨ller spaces of surfaces of the form H2/Γ, we
call the space UT the universal Teichmu¨ller space. For a comprehensive treat-
ment of the subject, including the definitions of quasi-conformal and quasi-
symmetric maps, we refer the reader to Lehto’s book [42].
The advantage in introducing the quasi-comformal maps of the disc and
the quasi-symmetric maps of the unit circle is that one can then describe the
deformations of hyperbolic metrics by the pull-back action of quasi-conformal
maps w : D→ D each of which is a solution to the Beltrami equation
wz = µ(z)wz.
for some Beltrami coefficient µ, a C-valued measurable function on D with
|µ| < 1, an element of the unit ball L∞(D)1 in the complex Banach space
L∞(D).
In other words, we can identify each element w of QC(D) with µ uniquely,
provided the solution w : D → D fixes three points on the boundary. The
existence and uniqueness of the solution to the Beltrami equation is due to
Morrey [50]. The reader is referred to the books by Nag [54] and Lehto [42] for
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an exposition on the subject. We denote the solution to the Beltrami equation
above by wµ.
In particular, define the set of equivariant Beltrami differentials by
L∞(Γ0) = {µ ∈ L∞(D) | µ(gz)g
′(z)
g′(z)
= µ(z) a.e. on D for all g in Γ0}
which is a closed subspace in L∞(D). The unit ball L∞(Γ0) ∩ L∞1 is denoted
by L∞(Γ0)1.
The Teichmu¨ller space for a Fuchsian group Γ0, including the case of the
trivial group {Id}, is identified with
T (Γ0) = L∞(Γ0)1/ ∼
where µ ∼ ν if and only if wµ = wν on ∂D = S1. The identification between
the space of the Beltrami coefficients and the Fuchsian group is given by the
following: If µ ∈ L∞(Γ0)1 then wµ conjugates Γ0 to another Fuchsian group
Γµ = wµΓ0w
−1
µ .
Hence the equivalence class [µ] represents the hyperbolic surface H2/Γµ.
Under the light of this identification, as presented in a paper by Nag-
Verjovsky [56], the moduli of hyperbolic surfaces are determined by the quasi-
symmetric homeomorphisms of the unit circle; a model mentioned but often
insufficiently explained in the literature of the string theory. We remark that
this viewpoint was established by Beurling and Ahlfors in the 50s [9].
In the linear theory to be developed in the following section, we will return
to the viewpoint of the Beltrami equation.
3 Riemannian Structures of L2-pairing
3.1 L2-pairing and its Levi-Civita connection
3.1.1 L2-pairing of deformation tensors The tangent space TGM of the
space M at a metric G is the space of smooth symmetric (0, 2)-tensors on Σ.
This linear space has a natural L2-pairing defined as follows.
〈h1, h2〉L2(G) =
∫
Σ
〈h1(x), h2(x)〉G(x)dµG(x)
where the hi’s are symmetric (0, 2)-tensors indicating the directions of defor-
mation of G along the path G + εhi + o(ε). The integrand can be rewritten,
10 Sumio Yamada
using a local coordinate chart, as
〈h1(x), h2(x)〉G(x) =
∑
1≤i,j,k,l≤2
GijGkl(h1)ik(h2)jl
= Tr
(
(G−1 · h1) · (G1 · h2)
)
where A ·B denotes matrix multiplication and TrA is the trace of the matrix
A. This quantity is well defined, meaning it is invariant under change of
coordinate charts. In particular it can be simplified by choosing a geodesic
normal coordinate system where Gij(p) = δij at its center p as
〈h1(p), h2(p)〉G(p) =
∑
j,k
(h1)
j
k(p)(h2)
k
j (p) (= Tr(h1 · h2))
the trace of the product of 2 × 2 matrices. From now on, we will use the
Einstein notation of indices, omitting the summation symbols.
3.1.2 Levi-Civita connection of the L2-pairing The space of smooth
metrics M defined on a manifold N has always the L2-pairing defined above.
Formally one can regard the L2-pairing as a Riemannian metric on M and
write down the Levi-Civita connection for it.
We fix a coordinate chart around a point p in Σ. Let h1, h2 and h3 be
locally constant symmetric (0, 2)-tensors defined over each chart. Then the
brackets among the hi’s vanish, namely
[hi, hj ] = 0
where the bracket here is the Lie derivative of the tensor hj in the direction of
hi, where each deformation tensor is regarded as a vector field onM evaluated
at G. Note that in what follows, as all the quantities appearing below are
tensorial, it suffices to consider point-wise calculations, namely we may restrict
to the locally constant tensors.
The formula, which appears in the existence and uniqueness theorem of
Levi-Civita connection in any standard differential geometry textbook, is
〈Dh1h2, h3〉 =
1
2
(
h1〈h2, h3〉+ h2〈h1, h2〉 − h3〈h1, h2〉
+〈[h1, h2], h3〉 − 〈[h1, h3], h2〉 − 〈[h2, h3], h1〉
)
=
1
2
(
h1〈h2, h3〉+ h2〈h1, h2〉 − h3〈h1, h2〉
)
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On the other hand, the pairing is a function of G, and the hi’s are deformation
tensors of G. We write down the derivatives hi〈hj , hk〉 as
hk〈hi, hj〉L2(G) = d
dt
∫
Σ
Tr
(
G−1t · hi ·G−1t · hj
)
dµGt(x)
∣∣∣
t=0
=
∫
Σ
Tr
(
G−1 · (−hk) ·G−1 · hi ·G−1 · hj
)
dµG(x)
+
∫
Σ
Tr
(
G−1 · hi ·G−1 · (−hk) ·G−1 · hj
)
dµG(x)
+
∫
Σ
Tr
(
G−1 · hi ·G−1 · hj
)1
2
(trGhk)dµG(x)
= −〈h1 ·G−1 · hj, hk〉L2(G) − 〈hj ·G−1 · hi, hk〉L2(G)
+
1
4
〈(trGhk)hi, hj〉L2(G) + 1
4
〈(trGhk)hj , hi〉L2(G)
where Gt = G + thk. When the hi’s are trace-free, the commutativity Tr(A ·
B) = Tr(B · A) is applied to the above integrands, and hk〈hi, hj〉L2(G) is
invariant under permutations of i,j and k;
hk〈hi, hj〉L2(G) = hσ(k)〈hσ(i), hσ(j)〉L2(G)
for any element σ of the symmetric group S3. By substituting the above
expression into the formula for the connection D, we obtain the following
relatively simple expression:
Lemma 3.1 (Levi-Civita connection for L2-pairing). For trace-free symmetric
(0, 2) tensors hi and hj, the Levi-Civita connection for the L
2-pairing at the
tangent space TGM of the space M of smooth metrics is written as
Dh1h2 = −
1
2
[
h1·G−1·h2+h2·G−1·h1
]
+
1
4
[
(TrG h1)h2+(TrG h2)h1−〈h1, h2〉G(x)G
]
.
Note that the expression for the connection is symmetric in 1 and 2. The
author thanks Akira Yoshizato for pointing out an error in the calculation that
appeared in the previous version.
3.2 Tangential conditions and the Weil-Petersson metric
When G is a uniformizing metric of its conformal class, then the tangent space
TGM decomposes into the deformation of G preserving the constant curvature
condition, and its complement. This can be formally stated as follows.
In dimension two, the Riemann curvature tensor is completely determined
by one scalar function, the sectional curvature K. Then the Ricci curvature
tensor is of the form
Rij = KGij
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namely G is an Einstein metric. The well-known variational formula (see [8])
of the Ricci tensor under a deformation G+ εh at ε = 0 gives, after taking its
trace:
GijR˙ij = −△GTrGh+ δGδGh.
Hence we have the following variational formula for the sectional curvature
under the deformation of G in the direction of h:
K˙ = GijR˙ij + G˙
ijRij
= GijR˙ij − hijKGij
= −△TrG h+ δGδGh−K TrG h.
We denote the quantity −(△G + K)TrG h + δGδGh by LGh, where the dif-
ferential operator LG is sometimes called Lichnerowicz operator. Hence if the
deformation tensor h is tangential toMK , then h satisfies the following linear
equation, which is the curvature-preserving condition
LGh = 0.
Having characterized the tangential condition to MK , we additionally re-
quire the deformation tensor h to be L2-perpendicular to the diffeomorphism
group Diff0Σ action. Consider a one-parameter family of diffeomorphisms
ϕt : Σ→ Σ with ϕ0 = Id|Σ and let ddtϕt|t=0 = X be a vector field on Σ. Recall
that the Lie derivative LXG of the tensor G in the direction X is defined by
LXG =
d
dt
ϕ∗tG
∣∣∣
t=0
.
Take a chart which gives a geodesic normal coordinate centered at p. Then
LXG(p) = Xi;j +Xj;i
as Gij = δij and Gij;k = 0 at p. The condition that a symmetric (0, 2)-tensor
h is L2-perpendicular to the diffeomorphism group Diff0Σ action is described
as
0 = 〈h, LXG〉L2(G)
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for all X ∈ X(Σ). The right hand side can be rewritten, with respect to a
geodesic normal coordinate, as
〈h, LXG〉L2(G) =
∫
Σ
〈h(x), LXG(x)〉G(x)dµG(x)
=
∫
Σ
hij(Xi;j +Xj;i) dµG(x)
= 2
∫
Σ
hijXi;j dµG(x)
= −2
∫
Σ
hij;jXi dµG(x)
= −2〈δGh,X〉L2(G),
where integration by parts has been used. There is no boundary contribution
as the surface Σ is closed. Therefore, for the tensor h to be L2-perpendicular
to the diffeomorphism group Diff0Σ action, h is required to be divergence-free;
δGh = 0. Note that δGh is here regarded as a tensor of (1, 0)-type, that is, a
vector field. In the normal coordinate system, the divergence-free condition is
the same as (δGh)i = hij;j = 0.
Now let h be a deformation tensor tangential toM−1 at a hyperbolic metric
G. Then h satisfies the Lichnerowicz equation LGh = 0;
−(△G +K)TrG h+ δGδGh = 0
In addition, we require h to be perpendicular to the diffeormorphism action,
which implies δGh = 0, which in turn says that h satisfies −(△G+K)TrG h =
0. When K = 0,−1 which are the cases we are interested in, the linear partial
differential equation
−(△G +K)TrG h = 0
has only the trivial solution on the closed surface, forcing an additional con-
dition TrG h = 0.
Therefore, we have so far characterized the conditions that a tangential
vector to the Teichmu¨ller space Tg =MK/Diff0Σ needs to satisfy; namely the
trace-free condition
TrG h = 0
which is hii = 0 in a normal coordinate system, and the divergence-free con-
dition, also called the transverse condition
δGh = 0.
The so-called TT-tensors (for trace-free transverse) appear in the study of
minimal surfaces where they are the second fundamental forms of minimally
embedded surfaces (see [57] for details), as well as in the study of the Einstein
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equation where the tensors are a part of Cauchy initial values for the evolution
problem associated to the so-called Einstein constraint equations (see [22] for
references).
We can now define the Weil-Petersson metric on Teichmu¨ller space.
Definition 3.2 (Weil-Petersson metric [23]). The L2-pairing of TGM re-
stricted to the trace-free, divergence-free tensors is called Weil-Petersson met-
ric on the Teichmu¨ller space T =MK/Diff0Σ.
As a 2× 2 matrix, the tangential tensor h ∈ TGT can be expressed as(
h11 h12
h12 −h11
)
with respect to a geodesic normal coordinate system centered at a point p
in Σ. The integrand of the Weil-Petersson pairing evaluated at P becomes
2(h211 + h
2
12). Then the divergence-free condition is equivalent to the Cauchy-
Riemann equation for (h11 − ih12)(z) at the origin. We next look into this
situation more closely.
3.3 Weil-Petersson metric and Weil-Petersson cometric
First from the discussion in modeling the Teichmu¨ller space as a homogeneous
space of QS(Γ) for the Fuchsian group Γ, without loss of generality, by using
a Mo¨bius transformation we may assume any given point p to be the origin
O of the Poincare´ disc. Let z = x + iy be the standard Euclidean coordinate
system at the origin. Note that this coordinate system matches with the
geodesic normal coordinate system at O(= p), namely G = λ(z)(dx2 + dy2)
with λ(O) = 1 and ∂λ|O = 0, as the first derivatives of 4/(1− |z|2)2 at z = 0
all vanish, which in turn makes all the Christoffel symbols vanish. Then the
function (h11− ih12)(z), where these indices denote the isothermal coordinates
x and y, is holomorphic in z at the origin.
We recall that the cotangent space of Teichmu¨ller space T ∗[G]T at a con-
formal structure [G] has been identified with the space QD(Σ) of holomorphic
quadratic differentials on the Riemann surface (Σ, [G]). Thus the correspon-
dence between the tangent vectors and the cotangent vectors is
h11 dx⊗dx+h12 dx⊗dy+h12 dy⊗dx+(−h11) dy⊗dy ←→ (h11− ih12)(z)dz2,
the former with respect to a geodesic normal coordinate chart, and the latter
with an isothermal coordinate chart. The Weil-Petersson cometric defined for
the elements of QD(Σ) has the form
〈h∗1, h∗2〉L2(G) =
∫
Σ
φ(z)ψ(z)
|dz|2
ρ2(z)
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where h∗1(z) = φ(z)dz2 and h∗2(z) = ψ(z)dz2 locally, and the hyperbolic met-
ric G with respect to the isothermal coordinate z is given as ρ2(z)|dz|2. It
is clear from the preceding argument that the two L2-parings coincide, when
restricted to the respective deformations of trace-free divergence-free tensors,
and of holomorphic quadratic differentials.
3.4 L2-decomposition theorem of Hodge-type
We consider the L2-decomposition of the tangent space TGM. After hav-
ing characterized the tangent vectors to the Teichmu¨ller space M−1/Diff0Σ,
it seems unnecessary to further investigate the linear structure. However, the
precise formulation of the L2-decomposition becomes crucial in formulating the
nonlinear strucutre, namely the curvature of the spaces. The following state-
ment is an adaptation to dimension two of the theorem by Fischer-Marsden[22]
concerning the decomposition of the deformation space of a constant scalar
curvature metric in higher (> 2) dimensions. It should be remarked that in
the 1980s, Fischer and Tromba [23, 24, 68] undertook the task of rewriting
Teichmu¨ller theory from a Riemannian geometric viewpoint. In particular,
they laid out the decomposition theory of the deformation tensors in TGM−1.
Below, we develop a theory where the decomposition of the bigger linear space
TGM = TGM−1 ⊕ (TGM−1)⊥ is addressed.
We have already identified the adjoint operator of the divergence operator
δG with the Lie derivative of G up to a constant;
〈h, LXG〉L2(G) = −2〈δGh,X〉L2(G)
which in turn can be stated as
δ∗G : X 7→ −
1
2
LXG
for X ∈ X(Σ), the space of smooth vector fields on Σ.
We can also write down the adjoint operator of the Lichnerowicz operator
LG by noting the following:
〈L∗Gf, h〉L2(G) = 〈f,LGh〉L2(G)
=
∫
Σ
f(x)
[
(−△G −K)TrG h+ δGδGh
]
(x) dµG(x)
=
∫
Σ
〈{(−△G −K)f}G+HessGf, h〉G(x) dµG(x).
Hence
L∗Gf = (−△Gf −Kf)G+HessGf.
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For the following decomposition theorem [80], we restrict ourselves to the
case K ≡ −1, i.e. when the surfaces are uniformized by hyperbolic metrics.
Theorem 3.3. Suppose that G is a hyperbolic metric on Σ and that h is a
smooth symmetric (0, 2)-tensor defined over Σ. Then there is a unique L2-
orthogonal decomposition of h as a tangent vector in TGM,
h = PG(h) + LXG+ L∗f,
where PG(h) is the projection of h onto TGT , LXG is a Lie derivative and
L∗Gf is a tensor perpendicular to M−1. Here the vector field X solves the
following equation uniquely
δGδ
∗
GX = −
1
2
δGh
and is smooth, the function f solves the following equation uniquely
LGL∗Gf = LGh
and is smooth. Consequently PG(h) is uniquely determined to be a smooth
tensor given by
PG(h) = h− LXG− LG.
Each of the three terms belongs to each of the mutually L2-orthogonal compo-
nents
TGM = TGT ⊕L2(G) TGDiff0Σ⊕L2(G) (TGM−1)⊥.
We remark that this decomposition can be called of Hodge type for it
identifies the tangential directions to Teichmu¨ller space with the intersection
of the kernel of the differential operator δG and the kernel of LG; for both of
those there are associated elliptic operators δGδ
∗
G and LGL∗G.
Proof. The differential operators δGδ
∗
G and LGL∗G are both elliptic, self-adjoint,
and with trivial kernel (and hence trivial co-kernel). The triviality of the kernel
of δGδ
∗
G follows from first noting that 0 = 〈δGδ∗GX,X〉L2(G) = 〈δ∗GX, δ∗GX〉L2(G)
implies δ∗GX = 0 and then from the non-existence of Killing vector fields on
Σ due to the negative curvature. The triviality of the kernel of LGL∗G follows
as 0 = 〈LGL∗Gf, f〉L2(G) = 〈L∗Gf,L∗Gf〉L2(G) implies L∗Gf = 0. By taking the
trace of the equation L∗Gf = 0, we obtain −△Gf + 2f = 0 which implies
f ≡ 0. This shows, by the standard theory of linear equations of elliptic type
[28], that one can solve each of the two equations uniquely to specify the vector
field X = X(h) and the function f = f(h), given the data h.
In showing the L2-orthogonality, we need the following two lemmas, which
trigger a series of orthogonal relations.
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Lemma 3.4. For any vector field Y on Σ, we have LGLYG = 0.
This follows from the simple observation that LYG is a deformation tensor
induced by a one-parameter family of isometries φ∗tG with φ˙0 = Y , in partic-
ular preserving the curvature constraint, hence an element of TGM−1, which
is the kernel of the differential operator LG.
Lemma 3.5. For any smooth function φ on Σ, we have δGL∗Gf = 0.
Proof. First choose a geodesic normal coordinate chart centered at p, {xi} so
that G = δij and Gij;k = 0 for all i, j ad k where “; ” stands for the covariant
derivative. Then
δGL∗Gf = δG{(−△Gf + f)G+HessGf}
= −{△Gf + f}jδij + fij;j
= −{△Gf + f}jδij + fjj;i +Rijfj
= 0
where the Ricci identity is used to interchange the order of the covariant deriva-
tives for the second equality, and Rij = −δij on the hyperbolic surface Σ.
We remark that an immediate consequence of the second lemma is that
tensors of type LYG and type L∗Gφ are mutually L2-perpendicular for an
arbitrary vector field Y and an arbitrary function φ, due to the equality
〈δGL∗Gφ,−Y 〉L2(G) = 〈L∗Gφ, LYG〉L2(G).
Hence we get the first orthogonality:
〈LXG,L∗Gf〉L2(G) = 0.
By projecting h to TGT and to (TGM−1)⊥ respectively, we have
〈PG(h),L∗Gf〉L2(G) = 〈h− LXG− L∗Gf,L∗Gf〉L2(G)
= 〈LGh− LGLXG− LGL∗Gf, f〉L2(G)
= 〈LGh− LGL∗Gf, f〉L2(G)
= 0
Finally the orthogonality between PG(h) and LXG can be checked by
〈PG(h), LXG〉L2(G) = 〈h− LXG− L∗Gf, LXG〉L2(G)
= 〈δGh− δGLXG− δGL∗Gf,−X〉L2(G)
= 〈δGh+ 2δGδ∗GX,−X〉L2(G)
= 0
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We have used above the fact that f and X solve the elliptic system
LGL∗Gf = LGh, δGδ∗GX = −
1
2
δGh
uniquely.
3.5 L2-decomposition theorem for the Universal
Teichmu¨ller space.
3.5.1 L2-decomposition theorem In an attempt to introduce a Rieman-
nian structure on the universal Teichmu¨ller space, in particular the Weil-
Petersson metric, we look at a subspace of the tangent space at the identity
in UT consisting of L2-integrable tensors. That subspace is a Hilbert space,
and the quadratic form is the Weil-Petersson pairing. We generalize the L2-
decomposition theorem in the previous section in this context as follows [80].
Theorem 3.6. Suppose that G0 is the standard hyperbolic metric on the unit
disc D, namely H2 = (D, G0) and h is an L2(H2)-integrable symmetric (0, 2)-
tensor defined over H2. Then there is a unique L2-orthogonal decomposition
of h as a tangent vector belonging to TG0UT as follows,
h = PG0(h) + LXG0 + L∗G0f
where LXG0 is a Lie derivative where X is a vector field of finite L
2(H2)-norm
satisfying
δG0δ
∗
G0X = −
1
2
δG0h,
where L∗G0f is a symmetric (0, 2)-tensor with the function f satisfying the
equation
LG0L∗G0f = LG0f
and where PG0(h) is the projection of h onto the universal Teichmu¨ller space
specified as PG0(h) = h− LXG0 − L∗G0h.
Proof. By a density argument, we can approximate h by a sequence {hi}
of compactly supported smooth symmetric (0, 2)-tensors on H2, such that
limi→∞ ‖h − hi‖ = 0. Hence we first consider the case where the tensor h is
compactly supported. We treat the general case at the end of the proof.
We first need to replace all the integration by parts argument in the L2-
decomposition theorem for the closed surface case by a strictly coercive prop-
erty of the two elliptic differential operators δG0δ
∗
G0
and LG0L∗G0 . First we
establish the statement for the compactly supported cases.
Local and Global Aspects of Weil-Petersson Geometry 19
Lemma 3.7. The differential operators δG0δ
∗
G0
and LG0L∗G0 defined on X∞0 (H2)∩
H1(H2) and C∞0 (H
2) ∩H2(H2) respectively satisfy inequalities
〈−δG0δ∗G0X,X〉L2 ≥ C‖X‖2H1
〈LG0L∗G0f, f〉 L2 ≥ C′‖f‖2H2
for some constants C,C′ > 0.
The proof of the lemma follows from integrations by parts inside the integral
of the L2-pairing, which are allowed for the functions and the tensors are
compactly supported.
This lemma, together with the fact that the two differential operators are
self-adjoint and elliptic and the standard argument from the linear PDE the-
ory [28] give us that there are unique solutions X and f to the equations
δG0δ
∗
G0
X = −δG0h and LG0L∗G0f = LG0f for a compactly supported data h.
This says that we have an L2-decomposition of compactly supported tensors
h’s.
Now coming back to the general case where h is L2-integrable, let {hi}
be an approximating sequence, each compactly supported, convergent to h in
L2-norm. For each i, we can solve the pair of equations δG0δ
∗
G0
Xi = −δG0hi
and LG0L∗G0fi = LG0fi for Xi and fi. We need to show that the sequences{Xi} and {fi} are both convergent in the respective spaces, and that they
solve the equation δG0δ
∗
G0
X = −δG0h and LG0L∗G0f = LG0f . To see this, first
note that
‖LXi−XjG0‖2 =
∫
H2
〈LXi−XjG0, LXi−XjG0〉G0dµG0
=
∫
H2
〈hi − hj, LXi−XjG0〉G0dµG0
≤ ‖h1 − hj‖L2‖LXi−XjG0‖L2 .
where the second equality is due to the L2-decomposition for compactly sup-
ported tensors. This, together with the coercivity of δG0δ
∗
G0
which says that
C‖Xi − Xj‖L2 ≤ ‖LXiG0 − LXjG0‖L2 for some C > 0, gives that C‖Xi −
Xj‖L2 ≤ ‖hi − hj‖L2 . This shows that the sequence {Xi} is Cauchy in the
space of H1-integrable vector fields on H2, and hence convergent to some X .
The elliptic regularity says that for h smooth, so is X .
By an analogous argument, one checks that {fi} is Cauchy in the Sobolev
space H2 on H2, and it converges to some smooth f for a smooth data h.
The mutual L2-orthogonality of PG0(hi), LXiG0 and LG0fi for each i then
induces the orthogonality of PG0(h), LXG0 and LG0f , proving the statement
of the theorem.
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Here we observe this L2-decomposition theorem from the viewpoint of the
universal Teichmu¨ller space. Recall that the universal Teichmu¨ller space is the
quotient space of the space of hyperbolic metrics consists of the pulled-back
metric of the standard Poincare´ metric G0 by all the quasi-conformal (q.c.)
diffeomorphisms of the D where G1 and G2 are defined to be equivalent when
G2 = φ
∗G1 for some quasi-conformal diffeomorphism φ fixing the geometric
boundary ∂D = S1.
By linearizing this picture at G0, namely considering a one-parameter fam-
ily of quasi-conformal diffeomorphisms φt with φ0 = IdD, and differentiating
the pulled-back metrics φ∗tG0 at time t = 0, we can identify the tangent space
of the universal Teichmu¨ller space UT at G0 as
TG0M−1 = {LZG0 |Z vector fields generating q.c.-diffeomorphisms on D}.
Now let h be an L2-integrable deformation tensor of G0 tangential to M−1,
namely assume there is no third component of the type L∗G0f in the L2-
decomposition of h; then h can be written as a Lie derivative LZG0 of G0
for some vector field X . As the L2-decomposition gives h = PG0(h) + LXG0
for some vector field X = X(h), the tangential component PG0(h) of h to UT
is of the form LZ−XG0.
Define Zz := µ, and ν := Xz. Recall from Section 3.5 that these equalities
are the linearizations of the Beltrami equations at the identity map. Recall the
Beltrami equation is of the form wz = µwz . Now take the Beltrami coefficients
to be εµ0 for some fixed µ0 and |ε| sufficiently small so that εµ0 remains in
the unit ball L∞(D)1 in the complex Banach space L∞(D). Differentiate the
equation w(ε)z = εµ0w(ε)z in ε and evaluate at ε = 0 to obtain
w˙z(0) = µ0
as w(0) = z. Denote the vector field w˙(0) by V (µ0). In general the equation
Vz = µ can be solved uniquely on the disc [2, 56, 54] using an integral kernel
on the disc.
The resulting vector field V (h) := Z−X defined on the disc is a particular
type such that Vz =: P [µ] is a so-called harmonic Beltrami differential. Note
that P [µ] = µ−ν. For detailed expositions on harmonic Beltrami differentials,
see [2, 74, 56].
Let ρ(z) be the area density of the hyperbolic metric G0 with respect to the
Euclidean area density of the unit disc. Recall that Z = Z(h) is an L2(H2)-
integrable vector field. On the Poincare´ disc model of H2, as the area density
ρ(z) = 4(1−|z|2)2 blows up as |z| → 1, Z(z) has to decay as z approaches
to the geometric boundary {|z| = 1}. Namely the one-parameter families of
quasi-conformal diffeomorphisms Z generates belong to QC0(D).
The statement of the L2-decomposition theorem corresponds to the so-
called Ahlfors’s integral projection operator. Let B be the space L∞(Γ0)1 of
Beltrami differentials with Γ0 the trivial group {Id}. Let B ⊂ B be the space of
Local and Global Aspects of Weil-Petersson Geometry 21
harmonic Beltrami differentials, where a Beltrami differential µ is harmonic if
ρ(z)µ is holomorphic, or µ = ρ−1φ for some holomorphic quadratic differential
φ on D. This correspondence can be better understood by looking at
ρ dzdz
[
µ
dz
dz
]
= ρµ dz2.
Ahlfors [2] introduced a bounded linear operator P : B → B given by
P [µ] =
−3(z − z)2
π
∫
H2
µ(η)
(η − z)4 dσ(η)
where dσ is the Euclidean area element, and z and η are the Euclidean coor-
dinates for the upper half space, which is a model of the hyperbolic plane H2.
This map is indeed a projection for one checks that P [µ] = µ when µ ∈ B.
The kernel of the projection map is denoted by N , and it is known that the
space B/N is identified with the tangent space TG0UT . Now recall our L2-
decomposition theorem says that an L2-integrable tensor h tangential to the
space of hyperbolic metrics M−1 can be decomposed as
h = PG0(h) + LXG0
while
h = LZG0
for some vector field Z. Each of the three Lie derivatives LZG0, LXG0 and
LZ−XG0 is identified uniquely to Beltrami differentials µ, ν and µ− ν respec-
tively, via the ∂ -equations
Zz = µ, Xz = ν and (Z −X)z = µ− ν.
Now the correspondence between the two representations of the tangent space
is given by PG0 [µ] = µ−ν and ν is an element of the kernel N of the projection
operator PG0 : B → B.
3.5.2 Weil-Petersson complex structure We explain here that the paper
of Nag-Verjovsky [56] identifies vector fields on S1 with tangent vectors of the
universal Teichmu¨ller space at the identity, which is a natural thing to do as
the universal Teichmu¨ller space is defined as
UT = QS(S1)/SL(2,R),
the space of quasi-symmetric self-maps of S1 fixing three points (say, (1, 0), (0, 1)
and (−1, 0) for example) on the circle. Each tangent vector Θ is obtained by
linearizing the solution to the Beltrami equation near the identity as shown
above restricted the resulting vector field defined on the unit disc D onto the
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unit circle S1 = ∂D; namely Θ = wεµ0(z) with |z| = 1 where
wεµ0 (z) = z + εw˙[µ0](z) + o(ε) ε→ 0.
When the universal Teichmu¨ller space UT is regarded as the space of Beltrami
differentials L∞(D)1/ ∼, there is a natural complex structure J : µ 7→ iµ on
the tangent space of UT at the identity. This induces a complex structure
J˜ on the other representation of the universal Teichmu¨ller space as one can
linearize the one-parameter family of quasi-conformal diffeomorphisms wεiµ0
at the origin ε = 0 and restrict the resulting vector field to the unit circle.
Nag-Verjovsky [56] showed that this J˜ is the Hilbert transform, a statement
attributed to S.Kerckhoff:
Theorem Using θ as coordinate on S1, and z = eiθ, define Θ = u(θ)(∂/∂θ),
where w˙[µ0](e
iθ) = izu(θ), namely u(θ) is the magnitude of the vector field Θ
at the point z = eiθ. Then J˜Θ = u∗(θ) where w˙[iµ0](eiθ) = izu∗(θ), where
u∗(θ) is given by
u∗(z) = Im(D(z)) + (cz + cz + b)
on {|z| = 1} for a certain b ∈ R and c ∈ C, and D(z) is an element of the disc
algebra A(D) (namely functions holomorphic in D and continuous on D such
that ReD(z) = u(z) on z ∈ S1.)
Note that the statement is for the universal Teichmu¨ller space, but one can
restrict to the Teichmu¨ller space of a Fuchsian group, as the Γ-equivariance
can be incorporated into the proof of this theorem.
3.5.3 DiffS1/SL(2,R) as a Hilbert manifold One of the merits in looking
at the L2-integrable deformation tensors of the Poincare´ metric G0 is that it
provides a Hilbert space which acts as the tangent space equipped with the
Weil-Petersson pairing. In the paper [56], the Lie algebra of DiffS1 is identified
as the algebra of C∞-smooth vector fields on S1. The complexification of the
Lie Algebra is the Virasoro algebra generated by
Ln = e
inθ ∂
∂θ
= izn+1
∂
∂z
, n ∈ Z, z = eiθ.
A tangent vector to the homogeneous space DiffS1/SL(2,R) at the identity
[Id] is of the form
Θ =
∑
m 6=−1,0,1
vmLm, vm = v−m.
Note that the omission of m = −1, 0, 1 is due to the fact that L−1, L0 and
L1 span the subspace that is the complexification of sl(2,R) within the com-
pliexified Lie algebra of DiffS1. As the diffeormorphisms are C∞-smooth, each
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vector field Θ = u(θ)∂/∂θ can be identified with a 2π-periodic C∞ real-valued
function u(θ).
There is a natural complex structure J˜ at the identity, which is conjugation;
J˜Θ =
∑
m 6=−1,0,1
−i sgn(m)vmLm
Now J˜ is an almost complex structure by definition, but it is also known
that it is indeed integrable, and that the right multiplications/translations by
the elements of DiffS1 are biholomorphic automorphisms of the homogeneous
space DiffS1/SL(2,R) [56].
As each smooth diffeomorphism of S1 extends to a smooth diffeomorphism
of the closed disc S1 ∪D, which in turn is quasi-comformal, DiffS1 is a subset
of the space QS(S1) of quasi-symmetric maps. Thus one can think of the
homogeneous space DiffS1/SL(2,R) as a subset of the universal Teichmu¨ller
space UT = QS(S1)/SL(2,R).
We introduce the following theorem by Nag-Verjovsky [56].
Theorem The natural inclusion DiffS1/SL(2,R) →֒ UT is holomorphic.
The proof of this statement follows, using the homogeneous structures of
both DiffS1/SL(2,R) and UT , from checking that the complex structure J˜
and J coincide at the identity of UT . We omit the details and refer the
reader to the paper [56]. In short, the conjugation J˜ of Θ = u(θ)∂/∂θ can be
shown to coincide with the Hilbert transform u∗(θ) of u(θ) so that by setting
D(eiθ) = u(θ) + iu∗(θ), D is identified with an element of the disc algebra
A(D), as appeared in the above theorem.
In this situation Nag and Verjovsky show that the only possible homoge-
neous Ka¨hler form ω on DiffS1/SL(2,R) given at the identity is
ω(Lm, Ln) = a(m
3 −m)δm,−n, m, n ∈ Z\{±1, 0}
for a a purely imaginary number. This form had been previously known as
the Kirillov-Kostant symplectic form [70] on DiffS1/SL(2,R).
Having the complex structure J˜ and the Ka¨hler form ω at hand, there is a
natural Ka¨hler metric on DiffS1/SL(2,R), specified as g(v, w) = −ω(v, J˜w).
When the tangent vectors Θ1 and Θ2 at the identity of DiffS
1/SL(2,R) are
written as Fourier series
∑
vmLm and
∑
wmLm respectively, the metric has
the form
g(Θ1,Θ2) = −2iaRe
[ ∞∑
m=2
vmwm(m
3 −m)
]
.
This series converges absolutely when the vector fields Θi are elements of
the Sobolev space H3/2(S1), when these vector fields Θi are identified with
ui(θ)∂/∂θ. To keep the metric positive definite, we need a = ib for b > 0.
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Nag and Verjovsky proceed to show that this Ka¨hler metric is indeed the
Weil-Peterssonmetric defined on the L2(G0)-integrable tensors in TG0UT . The
proof is by finding an explicit correspondence between an L2(G0)-integrable
Beltrami differential µ and the vector field w˙[µ](eiθ) =: V (eiθ) on S1, by
solving the ∂-equation Vz = µ using the integral kernel.
This series of results can be summarized by the fact that the Hilbert mani-
fold structure imposed on the homogeneous space DiffS1/SL(2,R) is affiliated
to the space of H3/2-smooth vector fields on S1. In exponentiating those vec-
tor fields with respect to the Weil-Petersson pairing, we expect to understand
the global structure of the homogeneous space. We will come back to this issue
in Section 4.6.
3.6 Weil-Petersson geodesic equation
Having the linear structure of the tangent space TGM at each hyperbolic
metric G, and the covariant derivative D onM, we proceed to write down the
Weil-Petersson geodesic equation.
First note that the space M of smooth metrics on the surface Σ contains
the spaceM−1 of hyperbolic metrics as a smooth submanifold, as the function
K which assign each metric its sectional curvature:
K :M→ C∞(Σ)
has the constant function −1 as a regular value. This follows from a standard
argument (see [22, 8]), namely the linearized operator, which is the Lichnerow-
icz operator LG
DK(G) : TGM→ C∞(Σ)
is surjective, as we have already seen in the proof of L2-decomposition theo-
rems.
A consequence of the L2-decomposition is that we can see that the quotient
map Q : M−1 → M−1/Diff0Σ is a Riemannian submersion, a point of view
initiated by Earle-Eells [18] in the 1960’s, as the linearization of the map
DQ(G) : TGM−1 → TGT
sends PG(h)+LXG to PG(h) where LXG is perpendicular to the tangent space
TGT . Namely the tangent space TGM−1 is split into the horizontal space TGT
and the vertical space TGDiff0Σ, and the latter space is the kernel of the linear
map DQ(G).
A standard result on Riemannain submersions then tells us that given
a Weil-Petersson geodesic σ : [0, T ] → T and a hyperbolic metric G0 with
Q(G0) = σ(0), there exists a unique path Gt in M−1, itself a geodesic in
M−1 with Q(Gt) = σ(t) for t ∈ [0, T ], and its L2-metric length is equal to the
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Weil-Petersson length of σ. The path Gt is called the horizontal lift of σ with
initial point G0.
In what follows, we will identify each Weil-Petersson geodesic with its hor-
izontal lift with a suitable initial metric.
Let ΠG be the projection map
ΠG : TGM→ (TGM−1)⊥
defined by ΠG(h) = LGf where f satisfies LGL∗Gf = LGh.
For (a horizontal lift of) a Weil-Petersson geodesic {Gt} ⊂ M−1 ⊂ M,
the tangent vector G˙t :=
d
dτGτ |τ=t is an element of TGtM−1 at each time t,
namely
ΠGt(G˙t) = 0.
Furthermore, as Gt is a horizontal lift of a Weil-Petersson geodesic, we have
G˙t = PGt(G˙t).
Since Gt is a geodesic in M−1 where the space M−1 is a Riemannian
manifold with its metric being the L2-pairing, the geodesic curvature vector
of the curve Gt vanishes.
Recall that we have specified the Levi-Civita connectionD of the L2-pairing
defined on the tangent bundle TM in the above section. The connection D
then induces the Levi-Civita connection ∇ on its submanifold M−1 by the
Gauss formula
∇XY = (DXY )TM−1 ,
where the right hand side is the tangential component of DXY to TGM−1.
Hence the fact that Gt is a geodesic in M−1, is equivalent to
∇G˙tG˙t = 0
which in turn is equivalent to
DG˙tG˙t = ΠGt(DG˙tG˙t)
as (ΠGt(DG˙tG˙t))
TM−1 = 0 by definition. This last equation is the Weil-
Petersson geodesic equation in the context of the L2-geometry of the space of
metrics M.
Theorem 3.8. Given a horizontal lift Gt of a Weil-Petersson geodesic, we
have the following expression for the second t-derivative of Gt in TGM;
d2
dt2
Gt
∣∣∣
t=0
=
(1
4
‖G˙0‖2 + α
)
G0 + LZG0
where α = − 12 (△G0 − 2)−1‖G˙0‖2 which is nonnegative, and Z is a vector field
on Σ.
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Remark Tromba [69] has a similar calculation (Theorem 2.1) to obtain an
expression of the second derivative of a horizontal lift of a Weil-Petersson
geodesic,
d2
dt2
Gt
∣∣∣
t=0
=
1
2
‖G˙0‖2G0 + LWG0
with TrG0(LWG0) = 0 which differs from the one above. The calculation is
seemingly based on the assumption that the space M with respect to the L2-
metric is a linear space so that the geodesic curvature vector of an arc-length
parameterized path Gt is G¨t. Thus the Weil-Petersson geodesic equation
(Eqn.(2.1)) in [69] is G¨t = ΠGt(G¨t) instead of our DG˙tG˙t = ΠGt(DG˙tG˙t). We
also note here that it was claimed in the proof of the same theorem (Eqn.(2.3))
that the trace-free part of a symmetric (0, 2)-tensor which is divergence-free is
again divergence-free, which does not hold in general.
Proof. Recall that the geodesic curvature vector κ of an arc-length parame-
terized cu u(t) has the expression
κ(t) = [∇u˙u˙](t) = u¨α(t) + Γαβγ u˙β(t)u˙γ(t).
In our setting, this is equivalent to
κ(t) = [DG˙tG˙t](t) = G¨t +DG˙tG˙t,
where D is the Levi-Civita connection for the L2-metric defined on M.
For a horizontal lift Gt of a Weil-Petersson geodesic σ(t), the velocity vector
is tangential to the Teichmu¨ller space,
ΠGt(G˙t) = 0,
while the geodesic curvature vector has no tangential component to the Te-
ichmu¨ller space,
DG˙tG˙t = ΠGt(DG˙tG˙t).
Hence we have the expression
G¨0 +DG˙0G˙0 = ΠG0 [G¨0] + ΠG0 [DG˙0G˙0]
which is reorganized as
G¨0 = ΠG0 [G¨0]− [DG˙0G˙0]TG0M−1
as DG˙0G˙0 − ΠG0 [DG˙0G˙0] constitutes the tangential component to M−1 in
the L2-decomposition of TG0M−1. On the other hand, differentiating the
tangential condition ΠGt(G˙t) = 0 in t yields
d
dt
ΠGtG˙t
∣∣∣
t=0
=
d
dt
ΠGtG˙0
∣∣∣
t=0
+ΠG0G¨0 = 0.
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Combining these, we have an expression for G¨0;
G¨0 = − d
dt
ΠGtG˙0
∣∣∣
t=0
− [DG˙0G˙0]TG0M−1 .
The term [DG˙0G˙0]
TG0M−1 can be computed further by using the explicit ex-
pression for the Levi-Civita connection as follows. Recall the formula
Dh1h2 = −
1
2
[
h1·G−1·h2+h2·G−1·h1
]
+
1
4
[
(TrG h1)h2+(TrG h2)h1−〈h1, h2〉G(x)G
]
,
which becomes
Dh1h2 = −
1
2
h1 ·G−1 · h2 − 1
2
h2 ·G−1 · h1 − 1
4
〈h1, h2〉G(x)G
for the trace-free symmetric (0, 2) tensors h1 and h2. When G = G0 and
h1 = h2 = G˙0, we have
DG˙0G˙0 = −G˙0 ·G−10 · G˙0 −
1
4
‖G˙0‖2G0(x)G0
which by using the geodesic normal coordinates so that G0 = δij and (G˙0)11 =
−(G˙0)22, the matrix multiplication gives
−G˙0 ·G−10 · G˙0 = −
(
(G˙0)
2
11 + (G˙0)
2
12 0
0 (G˙0)
2
11 + (G˙0)
2
12
)
= −1
2
‖G˙0‖2G0.
We recall that the explicit expression for the Levi-Civita connection is valid
only for the locally constant symmetric (0, 2) tensors. Here the tensor G˙0 is
treated as such, as the quantities in the calculation are tensorial.
This says, in the light of the L2-decomposition theorem, that the defor-
mation tensor DG˙0G˙0 is purely conformal, hence point-wise (and thus L
2)
orthogonal to the trace-free tensors, which in turn implies that the tensor has
no tangential component to the Teichmu¨ller space. By taking the projection
of DG˙0G˙0 to the tangent space TG0M−1, the resulting tensor is along the
diffeomorphism fiber, hence [DG˙0G˙0]
TG0M−1 = LXG0 for some smooth vector
field X . Hence we have so far established
G¨0 = − d
dt
ΠGtG˙0
∣∣∣
t=0
− LXG0.
We proceed to calculate the term ddtΠGtG˙0
∣∣∣
t=0
.
First of all as a consequence of the L2-decomposition theorems, we have
the following formula for the third component of the decomposition, which is
in the orthogonal directions to the space of constant curvature metrics.
Proposition 3.9. In the L2-decomposition theorems, where an arbitrary smooth
tensor h has the following decomposition,
h = PG(h) + LXG+ L∗Gf,
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where X and f are the unique solutions of the equation δGδ
∗
GX = −δGh and
LGL∗Gf = LGh respectively, we have
(△G − 1)f = (△G − 2)−1LGh.
Proof. Note the following equalites
LL∗f = −(△− 1)TrG(L∗f) + δGδGL∗f
= −(△− 1){−2(△− 1)f +△f}+ {−(△− 1)fδij + fij};ij
= (△− 2)(△− 1)f
= Lh,
where the last inequality follows from LL∗f = Lh As the differential operator
△− 2 is invertible, we obtain the statement.
Having this statement at hand, we move on to write down the projection
operator ΠG : h 7→ L∗Gh as
ΠGtG˙0 = {(△Gt − 1)ft}Gt +HessGtft
= −{(△Gt − 2)−1LGtG˙0}Gt +HessGtft
where ft is the solution of LGtL∗Gtft = LGtG˙0. We have at t = 0, LG0G˙0 = 0
and thus f0 = 0. Using these equalities, the time-derivative of ΠGtG˙0 at t = 0
can be written as
d
dt
ΠGtG˙0 = −(△G0 − 2)−1
( d
dt
LGtG˙0
∣∣∣
t=0
)
G0 +HessG0
( d
dt
ft
∣∣∣
t=0
)
.
Note that the Hessian term HessG0
(
d
dtft
∣∣∣
t=0
)
is a Lie derivative L∇f˙0G0.
We now calculate the term ddtLGtG˙0
∣∣∣
t=0
.
d
dt
LGtG˙0
∣∣∣
t=0
=
d
dt
(
− (△Gt − 1)TrGt G˙0 + δGtδGtG˙0
)∣∣∣
t=0
= −(△G0 − 1)
d
dt
(TrGt G˙0)
∣∣∣
t=0
+ δG0
d
dt
(δGtG˙0)
∣∣∣
t=0
= −(△G0 − 1)(−(G˙0)ij(G˙0)ij) + δG0(−
3
4
∇‖G˙0‖2)
= (△G0 − 1)‖G˙0‖2 −
3
4
△G0‖G˙0‖2
= (
1
4
△G0 − 1)‖G˙0‖2.
In the third equality, the fact ddt(δGtG˙0)
∣∣∣
t=0
= − 34∇‖G˙0‖2 was used. This
follows from the following calculation; as
(δGh)i = G
jkhij;k = G
jk(hij,k − hpjΓpik − hipΓpjk)
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where the semi-colon is used to denote the covariant derivative, we have
d
dt
(δGtG˙0)
∣∣∣
t=0
= −(G˙0)jk(G˙0)ij,k
−Gjk0 (G˙0)pj
d
dt
(1
2
(Gt)
pq{(Gt)iq,k + (Gt)kq,i − (Gt)ik;q}
)∣∣∣
t=0
−Gjk0 (G˙0)ip
d
dt
(1
2
(Gt)
pq{(Gt)jq,k + (Gt)kq,j − (Gt)jk;q}
)∣∣∣
t=0
= −(G˙0)jk(G˙0)ij,k
−(G0)jk(G˙0)pj
(1
2
(G0)
pq{(G˙0)iq,k + (G˙0)kq,i − (G˙0)ik;q}
)
−(G0)jk(G˙0)ip
(1
2
(G0)
pq{(G˙0)jq,k + (G˙0)kq,j − (G˙0)jk;q}
)
.
By using the fact that at t = 0, G0 can be expressed as δij at each point,
which in turn makes the traceless transverse deformation tensor (G˙0)ij,k fully
symmetric in i, j and k, we get a tensorial expression for our result;
d
dt
(δGtG˙0)
∣∣∣
t=0
= −3
4
‖G˙0‖2;i.
By inserting ddtLGtG˙0
∣∣∣
t=0
= (14△G0 − 1)‖G˙0‖2 we have
d
dt
ΠGtG˙0 = −(△G0 − 2)−1
( d
dt
LGtG˙0
∣∣∣
t=0
)
G0 + L∇f˙0G0
= −
[
(△G0 − 2)−1(
1
4
△G0 − 1)‖G˙0‖2
]
G0 + L∇f˙0G0
= −
[
(△G0 − 2)−1
1
4
(△G0 − 2− 2)‖G˙0‖2
]
G0 + L∇f˙0G0
= −1
4
‖G˙0‖2G0 +
[1
2
(△G0 − 2)−1‖G˙0‖2
]
G0 + L∇f˙0G0
Lemma 3.10. For a non-negative function f on Σ, (△G0 − 2)−1f is non-
positive.
Proof. We will show that u := (△G0 − 2)−1f ≤ 0. By supposing that u
attains its maximum at a point p with u(p) > 0, we have [△G0u](p) ≤ 0. As
−2u(p) < 0, f(p) = [(△G0 − 2)u](p) < 0, a contradiction to the hypothesis
f ≥ 0.
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By setting α = − 12 (△G0 − 2)−1‖G˙0‖2 ≥ 0 and Y = ∇f˙0, we have an
expression for G¨0;
G¨0 = − d
dt
ΠGtG˙0
∣∣∣
t=0
− LXG0
= −
[
(−1
4
‖G˙0‖2 − α)G0 + LYG0
]
− LXG0
= (
1
4
‖G˙0‖2 + α)G0 + LZG0
where we denoted the vector field −X − Y by Z.
4 Harmonic Map Parameterizations
4.1 General setting for harmonic maps
We recall the theory of harmonic maps. Our treatment of the subject is by no
means complete, and interested readers are referred to several standard texts
(for example [30, 20, 65]) available.
Let u : (M, g) → (N,G) be a C1-map. Let du denote the section of the
bundle E := T ∗M⊗u∗(TN) for which there is the induced metric 〈X⊗Y,W⊗
Z〉E := g∗x(X,W )Gu(x)(Y, Z). When {xi} (and {yα}) is a local coordinate
system near a point p in M (and a point u(p) in N respectively,) locally
du : TM → TN is expressed as
du =
∑
i,α
∂uα
∂xi
dxi ⊗ ∂
∂yα
.
Then one can define the energy of the map as
E(u) =
∫
M
1
2
‖du‖2dµg
where the integrand 12‖du‖2E(x) = 12 〈du(x), du(x)〉E is the energy density, also
denoted by e(u), locally written as
1
2
‖du‖2(x) = 1
2
gij(x)Gαβ(u(x))
∂uα
∂xi
∂uβ
∂xj
=
1
2
Trg(u
∗G)
where
g(x) = gij(x)dx
i ⊗ dxj , g∗(x) = gij(x) ∂
∂xi
⊗ ∂
∂xj
, G(y) = Gαβ(y)dy
α ⊗ dyβ ,
u∗G is the pulled-back metric tensor of G by u:
(u∗G)ij = Gαβ(u(x))
∂uα
∂xi
(x)
∂uβ
∂xj
(x) dxi ⊗ dxj
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and Trg(u
∗G) = gij(u∗G)ij .
This bundle E has an induced Levi- Civita connection from the connections
∇T∗M and ∇TN of g and G respectively,
∇EX(Y ⊗ Z) = (∇T
∗M
X Y )⊗ Z + Y ⊗∇u
∗TN
X Z
where ∇u∗TNX Z(x) := ∇TNdu(X)(u∗Z)(x).
Consider the situation where u is stationary, that is, the first variation of
the energy functional vanishes under arbitrary smooth variations of the map
of the form uε(x) with u0 = u and
d
dεuε|ε=0 = W . Note that each W is a
smooth section of the bundle E = T ∗M ⊗ u∗TN . Writing down what this
means pointwise, we obtain
δE(u)(W ) :=
d
dε
E(uε)|ε=0 = d
dε
∫
M
1
2
〈duε, duε〉Edµg|ε=0
=
∫
M
〈dW, du0〉Edµg =
∫
M
〈W,d∗du0〉E = 0.
This holds for arbitraryW , which in turn implies that d∗du0 = 0. The adjoint
operator d∗ of the differential d acting on the smooth sections of T ∗M⊗u∗TN
is X 7→ Trg(∇EX). Locally, we have
∇Edu = gij∇E∂j
(
uβi dx
i ⊗ ∂
∂yβ
)
= uβijdx
j ⊗ dxi ⊗ ∂
∂yβ
+
[
uβi (∇T
∗M
∂j dx
i)⊗ dxj
]
⊗ ∂
∂yβ
+ uβkdx
i ⊗∇u∗TN∂j
∂
∂yβ
=
(
uβij + u
β
kΓ
i
kj(x) + Γ
β
αγ(u(x))u
α
i u
γ
j
)
dxi ⊗ dxj ⊗ ∂
∂yβ
= ([Hess(u)]ij + Γ
β
αγu
α
i u
γ
j )dx
i ⊗ dxj ⊗ ∂
∂yβ
.
By taking the g-trace of the above, d∗du is written as
d∗du = Trg(∇Edu) = (△guβ + gijΓβαγuαi uγj )
∂
∂yβ
.
The vanishing of d∗du is called the harmonic map equation, and locally written
as
△guβ + gijΓβαγuαi uγj = 0
for 1 ≤ i, j ≤ dimM and 1 ≤ β ≤ dimN. When dimM = 1, this is nothing but
the geodesic equation.
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In what follows, the target manifolds of harmonic maps are of non-positive
sectional curvature, and the following theorem covers all the situations we will
be concerned with.
We now quote the following existence and uniqueness statements of har-
monic maps in situations we are interested in. This version comes from a
collection of results by Eells-Sampson [21] who showed the existence and the
regularity, and by Hartman [29] and Al’bers [3] independently who showed the
uniqueness.
Theorem (Existence and Uniqueness of Harmonic Maps) Let (Mn, g) be a
closed manifold, and (Σ2, G) a surface of non-positive sectional curvature.
Suppose there is a continuous map φ : (Mn, g) → (Σ2, G). Then there ex-
ists a smooth harmonic map homotopic to φ. When the sectional curvature
of G is strictly negative and the image of the map is not a point or a closed
geodesic, then the harmonic map is unique.
Furthermore by utilizing the inverse function theorem, Eells-Lemaire [19]
and Koiso [36] showed;
Theorem (Smooth dependence on target metric variations) Let (Mn, g) be a
closed manifold, and (Σ2, G) a closed surface with a hyperbolic metric G. For
a smooth deformation Gt of the hyperbolic metric G =: G0 in the space of
smooth metrics on Σ, the resulting harmonic maps ut : (M, g)→ (Σ2, Gt) are
smoothly dependent in t.
In Eells-Lemaire’s statement, there is a technical condition that the Hes-
sian of the energy functional of the harmonic map u under variations of the
map is positive-definite. This is satisfied for the harmonic map u into the hy-
perbolic surface (Σ, G), for the harmonic map in this case is the unique energy
minimizing map in its homotopy class.
4.2 Harmonic maps between surfaces
Recall that a two-dimensional Riemannian surface is a Riemann surface, i.e.
each Riemannian metric g is conformal to dz⊗dz = dx⊗dx+dy⊗dy for some
local coordinate chart z = x + iy, so that g = λ(z)dz ⊗ dz for some function
λ > 0. Such a z is called an isothermal coordinate. Now consider the situation
when both the domain M and the target N are Riemannian surfaces, and for
p and u(p), choose isothermal coordinate z = x+ iy and w = u1 + iu2 around
p and u(p) respectively. We then have
g = λ(z)|dz|2 and G = ρ(w)|dw|2 ,
Local and Global Aspects of Weil-Petersson Geometry 33
and with the differential operators
∂
∂z
=
1
2
( ∂
∂x
− i ∂
∂y
)
,
∂
∂z
=
1
2
( ∂
∂x
+ i
∂
∂y
)
we have
e(u) =
1
2
‖du‖2E =
1
2
gijGαβu
α
i u
β
j =
ρ(u(z))
λ(z)
(∣∣∣∂u
∂z
∣∣∣2 + ∣∣∣∂u
∂z
∣∣∣2).
Introduce the following notation
|∂u|2 := ρ(u(z))
λ(z)
∣∣∣∂u
∂z
∣∣∣2 and |∂u|2 := ρ(u(z))
λ(z)
∣∣∣∂u
∂z
∣∣∣2.
Then we have
e(u) = |∂u|2 + |∂u|2
while the Jacobian J(u) of the map u is equal to
J(u) =
√
det(du) =
ρ(u(z))
λ(z)
(∂u1
∂x
∂u2
∂y
− ∂u1
∂y
∂u2
∂x
)
= |∂u|2 − |∂u|2.
The harmonic map equation expressed with those isothermal coordinates turns
into
uzz +
ρ(u)u
ρ(u)
uzuz = 0.
Note that the conformal factor λ for g does not appear in the harmonic map
equation above, which is explained by the fact that the energy is conformally
invariant, namely its value is unchanged by replacing g = λ(z)|dz|2 by g˜ :=
λ˜(z)|dz|2, and hence if u is harmonic with respect to g, then it is harmonic
with respect to g˜.
Now we make a remark about linearizing the harmonic map equation using
the isothermal coordinate z of the Poincare´ disc (D, G0 = ρ(z)|dz|2) around
the identity map. Let ut : (D,G0) → (D,G0) be a one-parameter family of
harmonic maps with u0 = IdD and
d
dtut
∣∣∣
t=0
= V (z). Then as the harmonic
map equation is satisfied for each t, differentiating the equation in t at t = 0
when u0(z) = z, one obtains
Vzz +
ρ(z)z
ρ(z)
Vz = 0
which in turn says that ρ(z)Vz(z) is anti-holomorphic.
We have previously encountered the equation Vz = µ(z) as the linearization
of the Beltrami equations w(ε)z = εµw(ε)z with V (z) :=
d
dεw(ε)|ε=0(z). In
particular, µ was said to be harmonic when ρ(z)µ(z) is locally holomorphic in
the isothermal coordinate z.
34 Sumio Yamada
Combining these observations together, we conclude that the tangent space
at the identity map to the space of harmonic diffeomorphisms {ut : H2/Γ0 →
H2/Γt} where {Γt} is the set of deformations of the Fuchsian groups are rep-
resented by the space of harmonic Beltrami differentials.
One further remark relevant to this observation is that instead of the har-
monic diffeormorpshisms ut, one can consider the family of Douady-Earle ex-
tensions wt and its tangent space at the identity map, to get the same conclu-
sion, as described at the very end of the paper [17].
4.3 The Teichmu¨ller of the torus and its Weil-Petersson
metric
We give an explicit description of the Teichmu¨ller space of the torus. We
furthermore specify the Weil-Petersson metric on it. The identification of the
space is done through harmonic maps. This sets a model for higher genus
surfaces in the next section.
First choose a reference torus T20 which may as well be chosen to be R
2/Z2
where Z2 is the standard integer lattice Γ0 ≃ Z2 in the x-y plane. We denote
the resulting flat metric by g0. Let M0 be the set of all flat metrics on T2 of
unit area. The space of all smooth metrics on the torus is thus uniformized
by the elements of M0. Each element (T2, g) of M0 can be parameterized
by a harmonic map u : (T2, g0) → (T2, g) in the same homotopy class as the
identity map Id : T20 → T2 as shown above. Then a standard formula (see for
example [20]) often referred to as the Bochner-Weitzenbo¨ck formula, applied
to this situation says that
△g0
1
2
‖du‖2 = ‖∇Edu‖2.
Integrating this equality over the domain surface T0 we conclude that the map
u is totally geodesic (∇E(du) ≡ 0), namely u is an affine map.
This in turn says that the pulled-back metric u∗g is locally constant; namely
(u∗g)ijdxi ⊗ dxj = ∂u
α
∂xi
∂uβ
∂xj
gαβdx
i ⊗ dxj
is constant. Note that by looking at the pulled-back metric u∗g of the ele-
ments of g in M0, we are actually looking at the point [g] in the Teichmu¨ller
space T1 = M0/Diff0T2, as the pull-back actions of the diffeomorphisms are
isometries so that [g] = [φ∗g] for φ ∈ Diff0T2. By identifying T0 with the
fundamental region [0, 1] × [0, 1] in R2, we can regard u∗g as an inner prod-
uct structure on R2 with its determinant of the bilinear form equal to one,
due to the unit volume normalization. By introducing an equivalence relation
under the rotations around the origin parameterized by SO(2) which preserve
the standard inner product structure, we can identify the space of such inner
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product structures as
{G =
(
g11 g12
g21 g22
)
: g11g22 − g212 = 1}/∼ = SL(2,R)/SO(2)
which is the hyperbolic space H2 as a set.
To identify the metric structure, now we recall the characterization of the
tangent vectors of Teichmu¨ller spaces as trace-free, transverse symmetric (0, 2)
tensors;
TrG h = 0 and δGh = 0.
We also saw that such an h can be identified with a holomorphic quadratic
differential h∗ = φ(z)dz2. On a torus (T2, g), the (complex) dimension of
the space of holomorphic quadratic differentials is one, namely differentials
are locally constant c dz2 for an isothermal complex coordinate z. This says
that the trace-free transverse deformation tensor h ∈ TgT1, with respect to
the standard coordinate of R2 is of the form of a traceless matrix (hij) with
constant components. By the above argument, a flat metric g with unit volume
is represented as a point [G] in SL(2,R)/SO(2). Let h and k be two traceless
transverse tensors in T[G]T , then the Weil-Petersson pairing is
〈h, k〉[G] = GijGklhikhjl.
Note that this is precisely the left-invariant Riemannian metric of the homoge-
neous space SL(2,R)/SO(2), which makes the space isometric to the hyperbolic
plane H2.
Theorem 4.1. The Teichmu¨ller space of torus with the Weil-Petersson metric
is isometric to the hyperbolic disc.
We remark that the affine harmonic map u : (T2, g0) → (T2, g) is also
the Teichmu¨ller map in the sense that the map is extremal in minimizing the
complex dilatation as a quasi-conformal map between the two surfaces, as
explained in [42] and [6]. Hence in this instance, the Teichmu¨ller geometry
and the Weil-Petersson geometry coincide, and the Weil-Petersson geodesics
are Teichmu¨ller geodesics.
4.4 Teichmu¨ller space of higher genus surface
We saw the effectiveness of harmonic maps in parametrizing points in the
Teichmu¨ller space of the torus with respect to the Weil-Petersson metric. In
higher genus surfaces (g > 1), Weil-Petersson geometry involves much non-
linearity, but curiously it has many geometric structures, due to the existence
of many convex functionals.
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In what follows, we will be solely concerned with the cases where the target
manifolds of harmonic maps are hyperbolic surfaces. In particular we are
interested in the variational theory of the harmonic maps where the variable
is the hyperbolic metric on the target surface, or rather, the equivalent classes
of hyperbolic metrics, representing points in the relevant Teichmu¨ller space.
To be precise, we fix a domain manifold (M, g) which is compact without
boundary equipped with a Riemannian metric g, a topological surface Σ of
higher genus g(Σ) > 1, and a continuous map Φ : M → Σ. When the surface Σ
is equipped with a hyperbolic metric G, by the above existence and uniqueness
statements, there exists a smooth harmonic map u which is homotopic to φ,
which is unique (up to rotations in case of M = S1) in its homotopy class [Φ].
Naturally the harmonic map u depends on the hyperbolic metric G. Let G˜ be
a hyperbolic metric on Σ such that G˜ = ϕ∗G for some ϕ in Diff0Σ. Then the
map u ◦ ϕ−1 : (M, g) → (Σ, G˜) is still a (unique) harmonic map homotopic
to Φ, for the map ϕ−1 : (Σ, G) → (Σ, G˜) is an isometry by definition of the
pulled-back metric. We remark that when ϕ is an element in DiffΣ \ Diff0Σ,
then ϕ−1 ◦ u : (M, g) → (Σ, G˜) is still harmonic as ϕ−1 : (Σ, G) → (Σ, G˜) is
an isometry, but the composite map ϕ−1 ◦ u is no longer homotopic to Φ.
This observation tells us that the correspondence G 7→ u(G) is well-defined
when seen as [G] 7→ [u(G)] where [G] is a point in the Teichmu¨ller space of Σ,
and [u(G)] is an equivalence class where u(G) ∼ u(ϕ∗G)(= u ◦ ϕ−1) when ϕ
is in Diff0Σ. In particular, the energy functional E(G) := E(u(G)) of the map
u(G)
E :M−1 → R
can be seen as a functional defined on T ;
E :M−1/Diff0Σ→ R
where E([G]) := E(u(G)).
We now demonstrate the following theorem [80].
Theorem 4.2 (Weil-Petersson convexity of energy). The energy functional
E : T → R is strictly convex with respect to the Weil-Petersson metric.
Remark 4.3. The following proof closely follows the one given in Tromba [69]
except for the value of the second time derivative of the path Gt.
Proof. We will show that for a horizontal lift Gt ∈M−1 of an arbitrary Weil-
Petersson geodesic σ(t) ∈ T , d2dt2 E(Gt) > 0. As seen above, for each Gt, we
have a unique harmonic map ut : (M, g) → (Σ, Gt). We denote the first
variation tensor of Gt by G˙t and the first variation vector field
d
dtut by Wt
respectively. We note that the following calculation is done around t = 0 so
that Gt = G0 + G˙0t+
1
2 G¨0t
2 + o(t2) in M, but the proof works for any other
value of t.
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The energy functional E(Gt) = E(ut) is
E(ut) =
∫
M
1
2
Trg(u
∗
tGt)dµg
where the dependence on t appears on the hyperbolic metric Gt and the har-
monic map ut. The first time-derivative is
d
dt
E(Gt)
∣∣∣
t=0
=
1
2
∫
M
Trg
( d
dt
u∗tGt
∣∣∣
t=0
)
dµg
=
1
2
∫
M
Trg
( d
dt
u∗0Gt
∣∣∣
t=0
)
+Trg
( d
dt
u∗tG0
∣∣∣
t=0
)
dµg
=
1
2
∫
M
Trg
(
u∗0G˙0
)
+Trg
(
u∗0[LW0G0]
)
dµg
where u∗0[LW0G0] is the pulled-back tensor of the Lie derivative. Note that the
second term
∫
M Trg
(
u∗0[LW0G0]
)
dµg is the first variation of the energy in the
direction ofW0(u0(x)), which vanishes since the map u0 is harmonic. Actually
as ut is harmonic for all t, we have δ(E(ut))(Wt) :=
∫
M Trg
(
u∗t [LWtGt]
)
dµg =
0 for all t. Hence the first time-derivative should be written as
d
dt
E(Gt)
∣∣∣
t=0
=
1
2
∫
M
Trg
(
u∗t G˙t
)
dµg
∣∣∣
t=0
.
As for the second time-derivative, we get
d2
dt2
E(Gt)
∣∣∣
t=0
=
d
dt
(1
2
∫
M
Trg
(
u∗t G˙t
)
dµg
)∣∣∣
t=0
=
1
2
∫
M
Trg
(
u∗0G¨0
)
+Trg
(
u∗0[LW0G˙0]
)
dµg.
On the other hand, we differentiate the vanishing condition of the first
variation of the energy ∫
M
Trg
(
u∗t [LWtGt]
)
dµg = 0
in t and evaluate at t = 0, to obtain the following relation;
1
2
∫
M
Trg
(
u∗0[LW0 [LW0G0]]
)
dµg + Trg
(
u∗0[LW0G˙0]
)
dµg = 0.
Note that the first term 12
∫
M
Trg
(
u∗0[LW0 [LW0G0]]
)
dµg is the second variation
δ2(E(u))(W0,W0) of the energy in the directions of W0 and W0.
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Hence for now, we have an expression of the second time-derivative of the
energy functional E(Gt);
d2
dt2
E(Gt)
∣∣∣
t=0
=
1
2
∫
M
Trg
(
u∗0G¨0
)
dµg − δ2(E(u))(W0,W0).
We use the following estimate [69] for the second variation term:
Lemma 4.4.
δ2(E(u))(W0,W0) ≤ 1
8
∫
M
Trg(u
∗
0[‖G˙0‖2G0])dµg .
Proof. By using the equality obtained above, we have
δ2(E(u))(W0,W0) = −1
2
∫
M
Trg
(
u∗0[LW0G˙0]
)
dµg = − d
dt
[1
2
∫
M
Trg(u
∗
t G˙0)dµg
]∣∣∣
t=0
= − d
dt
[1
2
∫
M
gij(x)(G˙0)αβ(ut(x))(ut)
α
i (ut)
β
j dµg
]∣∣∣
t=0
= −1
2
∫
M
(G˙0)αβ,γW
γ
0 g
ijuαi u
β
j dµg − (
1
2
+
1
2
)
∫
M
(G˙0)αβg
ijWαi u
β
j dµg
=
1
2
∫
M
(G˙0)αβW
α△guβdµg − 1
2
∫
M
(G˙0)αβg
ijWαi u
β
j dµg
= −1
2
∫
M
(G˙0)αβW
αgijΓβγδu
γ
i u
δ
jdµg −
1
2
∫
M
(G˙0)αβg
ijWαi u
β
j dµg
= −1
2
∫
M
(G˙0)αβg
ij(∇u∗TΣi W )αuβj dµg
where the fifth equality comes from integration by parts, the sixth from the
harmonic map equation, and the sixth uses the trace-free condition of (G˙0)
with respect to the geodesic normal coordinates.
With respect to the geodesic normal coordinates we have gij(x) = δij and
Gαβ(u(x)) = δαβ and the Cauchy-Schwarz inequality says
δ2(E(u))(W0,W0) = −1
2
∫
M
(G˙0)αβg
ij(∇u∗TΣi W )αuβj dµg
≤
n∑
i=1
(1
8
∫
M
{(G˙0)211 + (G˙0)212}{(u1i )2 + (u2i )2}dµg+
1
2
∫
M
[(∇u∗TNi W )1]2 + [(∇u
∗TΣ
i W )
2]2dµg
)
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=
1
16
∫
M
Trg(u
∗[‖G˙0‖2G0])dµg + 1
2
∫
M
‖∇u∗TΣW‖2dµg.
Finally the second variation formula for the energy functional at a harmonic
map u0 gives
δ2(E(u0))(W0,W0) =
∫
M
‖∇u∗TΣW‖2dµg − 〈RΣ(W0, du0)du0,W0〉L2(G)
≥
∫
M
‖∇u∗TNW‖2dµg,
where the inequality is due to the negative sectional curvature of the surface
Σ.
Combining the pair of inequalities, we obtain
δ2(E(u0))(W0,W0) ≤ 1
16
∫
M
Trg(u
∗[‖G˙0‖2G0])dµg + 1
2
δ2(E(u0))(W0,W0)
which gives the statement of the lemma.
Now we conclude the proof of the convexity by inserting the expression of
G¨0 obtained above within the integrand
d2
dt2
E(Gt)
∣∣∣
t=0
=
1
2
∫
M
Trg
(
u∗0G¨0
)
dµg − δ2(E(u))(W0,W0)
≥ 1
2
∫
M
Trg
(
u∗0
[
(
1
4
‖G˙0‖2 + α)G0
])
dµg
+
∫
M
Trg
(
u∗0[LZG0]
)
dµg − 1
8
∫
M
Trg
(
u∗0[‖G˙0‖2G0]
)
dµg
=
1
2
∫
M
Trg
(
u∗0[αG0]
)
dµg ≥ 0.
The term
∫
M Trg
(
u∗0[LZG0]
)
dµg vanishes as this is the first variation of the
energy along a one-parameter family of isometries. Note that the inequality is
an equality when α = − 12 (△G0 − 2)−1‖G˙0‖2 ≥ 0 is zero as well as the integral
of the curvature 〈RΣ(W0, du0)du0,W0〉L2(G) is zero. The former never occurs
for nontrivial geodesics Gt, which in turn implies that the energy functional is
strictly Weil-Petersson convex.
4.5 Applications of Weil-Petersson convexity
We now introduce some applications, by specifying the domain manifold (M, g)
and the homotopy classes of the harmonic maps. In [80], in addition to the
convexity, a condition for the properness of the energy functional was obtained.
Recall that a strictly convex functional, which is also proper, has a unique point
in its domain where the value is minimized.
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Theorem 4.5. Suppose that we have a family of harmonic maps u : (Mn, g)→
(Σ2, G) with varying hyperbolic metrics G within a homotopy class so that the
induced map u∗ : π1(M) → π1(Σ2) has a finite index image in π1(Σ2). Then
the energy functional E(G) : T (Σ) → R is proper, and hence there exists a
unique E-minimizing point [G] in T .
Schoen and Yau in [64] considered harmonic maps of Riemann surfaces into
a three dimensional manifold in order to find minimal immersions. There the
energy functional of those maps as the conformal structures of the domain
surfaces are varied is shown to be proper provided the induced maps on π1’s
is injective. In a sense, our result is dual to theirs.
The proof of this theorem is in [80]. Here we present a
Sketch of Proof. For each C ∈ R, consider the sub-level set S(C) := {G ∈
M−1 : E(G) ≤ C <∞} of the energy functional. We show that M−1/Diff0N
is sequentially compact in the Teichmu¨ller spaceM−1/Diff0N . The Bo¨chner-
Weitzenbo¨ck formula combined with the standard elliptic estimate, often re-
ferred to as the De Giorgi-Nash-Moser iteration scheme, provide us with the
following estimate
sup
x∈M
e(u)(x) ≤ C
∫
M
e(u)dµg
where the constant C > 0 depends on the sectional curvature KG, which in
our situation equals −1, but independent of the choice of the hyperbolic metric
G. This says that on the sub-level set S(C), the energy density e(u) has an
upper bound, uniform in the point x ∈M as well as in G ∈M−1. A geometric
consequence of this fact is that the diameter of the image of the harmonic map
u : (Mn, g) → (Σ2, G) is uniformly bounded. This prohibits the hyperbolic
surface (Σ2, G) in S(C) to develop a pinching neck, a consequence of the Collar
Lemma. This is because for all the closed geodesics (not necessarily simple),
which are transverse to the pinching simple closed geodesic, their hyperbolic
length blows up due to the finite index condition of u∗π1(M) in π1(Σ).
This, namely the existence of a pinching neck, would contradict the upper
bound condition for the diameter obtained above.
Using the resulting lower bound of the length of the shortest simple closed
geodesics, the Mumford-Mahler Compactness theorem (see, for example, [68,
30]) says that the image of the sub-level set S(C) ⊂ M−1/Diff0Σ projected
down to the moduli spaceM−1/DiffΣ is compact. Given a sequence of points
Gi in Teichmu¨ller space, this allows to find a convergent subsequence of the
projected (from Teichmu¨ller space) sequence [Gi] in the moduli space. This
can be rephrased as follows: there exists a sequence of diffeomorphisms {fk} of
Σ and a subsequence {Gk} of {Gi} so that {f∗kGk} is convergent inM−1. For
the sequence of harmonic maps {uk : (M, g)→ (Σ, Gk)} in the given homotopy
class, each f−1k ◦uk is harmonic, though not necessarily in the same homotopy
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class. As f∗kGk converges to a hyperbolic metric with the C
∞ topology in
M−1, for sufficiently large values of k, the homotopy type of the harmonic
maps f∗kGk stabilizes, and one checks that the fk’s are homotopic to each
other for the large k’s. This says that the subsequence {Gk} converges to
some hyperbolic metric G∞, proving the sequencial compactness of the sub-
level set S(C).
Now we make some specific choices of the domain manifold (Mn, g) of the
harmonic maps u : (Mn, g)→ (Σ2, G).
4.5.1 Harmonic maps from copies of S1 to Σ. This situation has been
first investigated by Wolpert [75], who showed that the hyperbolic length func-
tional Lσ : T → R of each simple closed geodesic σ is Weil-Petersson convex.
He then chose a set {σi}N1 of σ’s which fill the surface N , namely, the comple-
ment of the loops are homeomorphic to a set of open discs, to make the func-
tional
∑N
i=1 Lσi : T → R proper. This provides a proof of the so-called Nielsen
Realization Problem as was demonstrated in [75], which was first proven by S.
Kerckhoff [35] using the convexity of Lσ along earthquake deformations.
The comparison should be made between E and Lσ when the harmonic
map u : S1 → (Σ, G) maps onto the simple closed geodesic σ. In this case,
the harmonic map is not unique, and the lack of uniqueness corresponds to
rotations of the domain S1(∼= [0, 1]/ ∼), which would induces an S1-action
on the map u. However, the energy is invariant under the S1-action and it is
equal to the square of the hyperbolic length E(G) = L2σ. Note that Wolpert’s
Weil-Petersson convexity of Lσ thus implies the Weil-Petersson convexity of
E(G), but not vice-versa. Another remark concerning convexity is that in our
harmonic map setting, the closed geodesic need not be simple; for example the
image of the harmonic map may be an immersed closed geodesic in the surface.
In this regard, recently M. Wolf has another proof of Weil-Petersson convexity
[72] of hyperbolic length of geodesics, not necessarily simple nor closed.
4.5.2 Harmonic maps from the surface Σ to itself When the domain
is the surface Σ itself, and when the harmonic maps (Σ0, g)→ (Σ, G) with the
hyperbolic metric G varying in M−1, are all homotopic to the identity map
Id : Σ0 → Σ, the energy functional is both convex and proper, as the map u∗ :
π1(Σ)→ π1(Σ) is the identity map, hence surjective. Therefore there exists a
unique minimizer [G0] in T . These maps are known to be diffeomorphisms by
the results of Jost-Schoen [31]. The minimizer is specified by the hyperbolic
metric uniformizing the domain metric g, namely the hyperbolic metric G0
conformal to g. This can be seen by the following argument.
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Recall that the energy of the harmonic map u is written with respect to
the isothermal coordinates z around x and w around u(x) as∫
Σ
e(u)dµg =
∫
Σ
(|∂u|2 + |∂u|2)dµg.
On the other hand for the maps homotopic to the identity, the mapping degree
is one. Hence, the integral of the pulled-back volume form u∗dµG coincides
with the integral of the pulled-back Ka¨hler form which is equal to minus the
Euler characteristic of the surface Σ;∫
Σ
J(u)dµg =
∫
Σ
(|∂u|2 − |∂u|2)dµg = −χ(Σ).
Note that
E(u) + χ(Σ) =
∫
Σ
(e(u)− J(u))dµg =
∫
Σ
2|∂u|2dµg
implies that the energy functional E differs from the ∂-energy E∂ :=
∫
Σ 2|∂u|2dµg
by a topological constant. Therefore the Weil-Petersson convexity of the en-
ergy functional E is equivalent to the Weil-Petersson convexity of the ∂-energy
functional E∂ : T → R where E∂(G) :=
∫
Σ 2|∂u|2dµg for the harmonic map
u : (Σ0, g)→ (Σ, G).
We remark that the ∂-energy measures the quasi-conformality of the map
u, in particular, is equals to zero when the map u is conformal. In particualar,
the usual Dirichlet energy and the ∂-energy can be written down by using the
Beltrami coefficient µ(z) := uz/uz as
E(G) =
∫
Σ
(1 + |µ|2)|∂u|2dµg(z), E∂(G) =
∫
Σ
2|µ|2|∂u|2dµg(z).
The ∂-energy functional is strictly Weil-Petersson convex and proper, hence
the collection of sublevel sets {S(C)}C∈R≥0 provide an exhaustion of the Te-
ichmu¨ller space, with a point [G0] := ∩C>0S(C) where the ∂-energy functional
is uniquely minimized. This point [G0] is characterized by the conformal har-
monic identity map, namely when g and G0 are conformal.
The harmonic map is a canonical object in relating a pair of hyperbolic
surfaces, where other canonical ways to relate them include the Teichmu¨ller
map (see [42] for references) and the earthquake map [66]. The Teichmu¨ller
map requires no metric structures, only the conformal structures of the domain
and the target, while the harmonic map requires the hyperbolic metric of the
target surface, but only the conformal structure of the domain surface. The
earthquake map does require hyperbolic structures on both the domain and
the target surfaces. In this context, we draw the reader’s attention to two
papers on harmonic map theory between surfaces. One is Y. Minsky’s thesis
[49], where the asymptotic behavior of harmonic maps are investigated in
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relation to measured foliations, and the other is C. Mese’s work [48] where a
conjecture by M. Gerstenhaber and H. Rauch from 1954 was resolved, based
on the preceding results by M. Leite [43] and E. Kuwert [41]. It says that the
Teichmu¨ller map is a harmonic map between a pair of Riemann surfaces where
the target is equipped with a singular metric induced from the Teichmu¨ller
differential relating the two conformal structures.
4.5.3 Harmonic maps from Ka¨hler manifolds to Σ The next situation
is when the domain is a closed Ka¨hler manifold (M, g). Consider a homotopy
class of φ : (M, g)→ (Σ, G) so that the condition for properness of the energy
functional is met. As the hyperbolic surfaces (Σ, G) are Ka¨hler, by a result
of Sampson (see [61]), any holomorphic map between Ka¨hler manifolds is har-
monic, and in particular, energy-minimizing in the homotopy class [φ]. As was
stated in [80], the point [G0] in T minimizes the energy functional E : T → R.
4.6 ∂-energy functional on the Universal Teichmu¨ller
space
4.6.1 Asymptotically conformal harmonic maps In this section, we re-
strict to the situation in [80] where there is a Weil-Petersson geodesic Gt in
the universal Teichmu¨ller space UT , and we parameterize the varying hyper-
bolic metrics by harmonic maps from the Poincare´ disc (D, G0). Recall that
we already looked at the linear structure of the universal Teichmu¨ller space,
when the deformation tensor is induced by sufficiently smooth vector fields. In
what follows, we will look into some nonlinear structures of the Weil-Petersson
geometry.
To make the setting precise, first recall that the Uniformaization Theorem
guarantees that each complete hyperbolic metric Gt on the unit disc D can be
represented by ϕ∗tG0 with a quasi-conformal diffeomorphism ϕt : D→ D. We
impose that for each t the map ϕt fix three points, say (1, 0), (0, 1) and (−1, 0)
on the boundary ∂D = S1, to fix an SL(2,R) gauge. We consider a harmonic
map
ut : (D, G0)→ (D, Gt)
which, viewed as a map from the unit disc D2 to itself, has the trivial exten-
sion to the geometric boundary: ut|S1 = IdS1 . This condition is in place of
specifying the homotopy type of the harmonic map into the compact surfaces.
Recalling the definition of the pulled-back metric, we have
(D, G0)
ut−→ (D, Gt) ϕt−→ (D, G0)
where the map ϕt is an isometry. Thus the composite map
ϕt ◦ ut : (D, G0)→ (D, G0)
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is a harmonic map with the asymptotic boundary condition ϕt ◦ut|S1 = ϕt|S1 ,
which is a quasi-symmetric map from S1 to itself.
As defined above, given a harmonic map from a surface to a surface, one
can define the ∂-energy E∂(G) :=
∫
Σ 2|∂u|2dµg. In our setting here, the usual
energy is divergent as the area functional is divergent. Thus disregarding the
∂-energy
∫
Σ
2|∂u|2dµg amounts to a renormalization of the energy functional.
Indeed, in [80], this was made analytically rigorous.
First we remark that for φ ∈ QC(D) the ∂-energy of the harmonic map
u : (D, G0) → (D, G = ϕ∗G0) is equal to the ∂-energy of the harmonic map
ϕ ◦ u : (D, G0) → (D, G0). Hence our ∂-energy functional E∂(G) formally
defined on the universal Teichmu¨ller space UT is identified with the ∂-energy
of the harmonic map ϕt ◦ ut : (D, G0) → (D, G0) where the G dependence
is replaced by the ϕt|S1 -dependence. This enables us to use harmonic maps
to identify the points of the universal Teichmu¨ller space QS(S1)/SL(2,R), in
analogy with the compact surface cases.
Theorem 4.6. For a quasi-conformal map ϕ : D→ D with boundary restric-
tion ϕ|S1 : S1 → S1 in QS(S1) ∩ C2(S1;S1), let u be the harmonic map from
(D, G0) to itself with asymptotic condition u|S1 = ϕ|S1 . Then the ∂-energy
E∂(ϕ∗G0) is finite.
We note that for a C1,α diffeomorphism f : S1 → S1, it is known by
the work of Li-Tam [45] that there exists a unique proper harmonic map
u : (D2, G0) → (D2, G0) with u|S1 = f . In particular the identity map is
the unique harmonic map from the Poincare´ disc to itself with the trivial
asymptotic boundary condition. Therefore under the hypothesis of the above
theorem, the correspondence between the hyperbolic metric ϕ∗G0 and the
harmonic map u is justified.
The proof of this statement [80] is by writing down the asymptotic expan-
sion of the harmonic map near the geometric boundary. It turns out, from
the analysis of Li-Tam, that the harmonic map is asymptotically conformal,
namely the map u becomes conformal as the point approaches the geometric
boundary measured with respect to its defining function. Then we impose
the fact that the map has zero tension field τ(u), which is equivalent to the
harmonic map equation. The deviation of u from a conformal map can be
controlled by the fact that the consecutive terms in the asymptotic expansion
decay in certain rates imposed by the vanishing of the tension field. The C2
regularity condition was used here in the expansion.
In fact, we obtain that in the upper half plane model G0 = (dx
2+dy2)/y2,
the energy density of u as well as the area density/Jacobian of u behave as
e(u) = 1 +O(y2), J(u) = 1 +O(y2)
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where y > 0 is the defining function of the geometric boundary {y = 0}.
Thus the ∂-energy density e(u) − J(u) = 2|∂u|2 is of the form O(y2), which
in turn implies that its integral
∫
H2
2|∂u|2dµG0 is finite. Note that if the map
is conformal, we have e(u) = J(u) = 1 everywhere, and the ∂-energy vanishes
in that case. We do not expect C2 regularity of the asymptotic boundary
map ϕ to be optimal. The optimal regularity should be closely linked to the
regularity of the quasi-symmetric diffeomorphism obtained by integrating a
family of H3/2-smooth vector fields on S1, where the integration is specified
by the Weil-Petersson exponential map. However, little understanding of the
exponential map in infinite dimensional settings (cf. [32, 51]) exists, and such
a direction of research would be highly nontrivial as well as important.
4.6.2 ∂-energy as a Weil-Petersson potential Having the R-valued func-
tional E∂ at hand, we look at its behavior near the hyperbolic metric G0, or
equivalently the identity map Id : (D2, G0)→ (D2, G0).
Theorem 4.7. Suppose that Gt = ϕ
∗
tG0 is a Weil-Petersson geodesic so that
G˙0 is a Lie derivative LZG0 where Z is a divergent (in G0 sense) vector
field inducing an H3/2-smooth vector field on the geometric boundary S1. We
further suppose that the one-parameter family of the quasi-symmetric maps
ϕt|S1 are all C2 smooth, corresponding to the finite ∂-energy harmonic maps
ut. Then the ∂-energy E∂(Gt) satisfies
E∂(G0) = 0,
d
dt
E∂(Gt)
∣∣∣
t=0
= 0 and
d2
dt2
E∂(Gt)
∣∣∣
t=0
=
1
2
.
In particular, the ∂-energy E∂ defined on DiffS1/SL(2,R) ⊂ UT is Weil-
Petersson convex at [G0].
Proof. The first statement E∂(G0) = 0 is clear, as the identity map u0 :
(D, G0)→ (D, G0) is the unique harmonic map, which is conformal.
We denote by Wt0 the vector field
d
dtut|t=t0 . We first show
Lemma 4.8. The vector field W0 is identically zero.
Proof. Recall that for Gt = ϕ
∗
tG0, the map ϕt ◦ ut : (D, G0) → (D, G0) is
a harmonic map with the asymptotic boundary condition ϕt ◦ ut|S1 = ϕt|S1 .
Denote ϕt ◦ ut by u˜t, and its time derivative ddt u˜t|t=0 by V (z), where z is the
standard complex coordinate for the unit disc D. The harmonic map equation
for u˜t is then
u˜tzz +
ρ(u˜t)u˜t
ρ(u˜t)
u˜tzu˜
t
z = 0
where we have shifted the index t up for u˜t temporarily, and ρ(w) =
4
(1−|w|2)2 .
By differentiating the harmonic map equation in t, and evaluating at t = 0,
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we have
Vzz +
ρ(z)z
ρ
Vz = 0
which is equivalent to ∂z(ρ(z)∂zV ) = 0. Recall that this says that the defor-
mation tensor LVG0 is a traceless divergence-free tensor.
On the other hand, as ϕ∗tG0 is a Weil-Petersson geodesic, by the L
2-
decomposition theorem, its time derivative a t = 0 is a traceless divergence
free tensor, which can be written as LXG0 where X =
d
dtGt|t=0. If we set
d
dtut|t=0 = W , then by differentiating ϕt ◦ ut at t = 0, we have V (z) =
X(z) +W (z). As the L2(G0) integrable space of traceless divegence-free ten-
sors are linear, LWG0 is again a traceless divergence-free tensor, or equiva-
lently ∂z(ρ(z)∂zW ) = 0. As ut is a one-parameter family of harmonic maps
from (D, G0) to (D, Gt) fixing the geometric boundary ∂D
2 = S1, we have
W |S1 = 0. As the only vector field satisfying ∂z(ρ(z)∂zW ) = 0 with ∂D = S1
is the trivial vector field, we obtain that W0 = 0.
This lemma should be contrasted with the observation by Ahlfors [2] that
one can choose 3g − 3 harmonic Beltrami differentials so that their complex
linear combinations form a Weil-Petersson geodesic normal coordinates. Also
M. Wolf [71] shows that the Weil-Petersson geodesic Gt is approximated by a
path G0+ tG˙0 up to order two where G˙0 is a deformation tensor induced by a
harmonic Beltrami differential, which in this context, is equal to the linearized
Hopf differential of the one-parameter family of harmonic maps whose target
metrics are Gt.
Now we differentiate the energy density e(ut, Gt) =
1
2 TrG0(u
∗
tGt) and the
area density J(ut, Gt) =
√
det(u∗tG0)√
detG0
in t.
d
dt
e(ut, Gt)
∣∣∣
t=t0
=
d
dt
1
2
TrG0(u
∗
tGt)
∣∣∣
t=t0
=
1
2
TrG0(u
∗
t0G˙t0) +
1
2
TrG0(u
∗
t0 [LWt0Gt0 ]).
Note here that when t0 = 0,
d
dte(ut, Gt)
∣∣∣
t=t0
= 0 as W0 = 0, u0(z) = z and
TrG0(G˙0) = 0. Differentiate this expression one more time, and obtain
d2
dt2
e(ut, Gt)
∣∣∣
t=t0
=
d
dt
[1
2
TrG0(u
∗
t G˙t)
]∣∣∣
t=t0
+
d
dt
[1
2
TrG0(u
∗
t [LWtGt])
]∣∣∣
t=t0
=
1
2
TrG0(u
∗
t0G¨t0) +
1
2
TrG0(u
∗
t0 [LWt0 G˙t0 ])
+
1
2
TrG0(u
∗
t0 [LW˙t0
Gt0 ]) +
1
2
TrG0(u
∗
t0{LW0 [LWt0 G˙t0 ]})
+
1
2
TrG0(u
∗
t0 [LWt0 G˙t0 ]).
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By evaluating the expression at t0 = 0, we get
d2
dt2
e(ut, Gt)
∣∣∣
t=0
=
1
2
TrG0(u
∗
t0 [LW˙0G0]) +
1
2
TrG0(u
∗
0G¨0).
Recall that in the Fuchsian setting the term 12 TrG0(u
∗
t0 [LWt0Gt0 ]) was iden-
tically zero, as this is the first variation of the energy and the maps ut were
all harmonic as t varies. This would be the case here too if the variational
vector field W were compactly supported. However in the current setting, the
hyperbolic norm of the vector fields Wt0 (t0 6= 0) is asymptotically divergent,
and hence the term cannot be assumed to vanish.
The derivatives of the area density are given by
d
dt
J(ut, Gt)
∣∣∣
t=t0
=
d
dt
√
det(u∗tG0)√
detG0
∣∣∣
t=t0
=
1
2
Tru∗t0Gt0 (u
∗
t0 [LWt0 ])
√
det(u∗t0G0)√
detG0
+
1
2
Tru∗t0Gt0 (u
∗
t0G˙t0)
√
det(u∗t0G0)√
detG0
=
1
2
Tru∗tGt(u
∗
t0 [LWt0 ])
√
det(u∗t0G0)√
detG0
.
The second equality is due to the fact that 12 Tru∗tGt0 (u
∗
t0G˙t0) is zero for
1
2 TrGt0 (G˙t0) is zero as G˙t0 is traceless. When t0 is zero, the fact that W0 = 0
implies that ddtJ(ut, Gt)|t=t0 = 0. Combined with ddte(ut, Gt)|t=t0 = 0 as
shown above, it follows that
d
dt
E∂(Gt)
∣∣∣
t=0
= 0.
Lastly we have
d2
dt2
J(ut, Gt)
∣∣∣
t=t0
=
d
dt
[1
2
Tru∗tGt(u
∗
t [LWtGt])
√
det(u∗tG0)√
detG0
]∣∣∣
t=t0
=
1
2
Tru∗t0G0(u
∗
t0 [LW˙t0
Gt0 ])
√
det(u∗t0G0)√
detG0
−〈LWt0Gt0 , LWt0Gt0〉u∗t0Gt0
√
det(u∗t0G0)√
detG0
−〈LWt0Gt0 , G˙t0〉u∗t0Gt0
√
det(u∗t0G0)√
detG0
+
1
2
Tru∗tGt(u
∗
t0 [LWt0Gt0 ])
[ d
dt
√
det(u∗tG0)√
detG0
]∣∣∣
t=t0
.
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Setting t0 = 0 again, we obtain
d2
dt2
J(ut, Gt)
∣∣∣
t=0
=
1
2
TrG0(LW˙0G0).
As the ∂-energy E∂(Gt) is the integral of e(ut, Gt)− J(ut, Gt), we have
d2
dt2
E∂(Gt)
∣∣∣
t=0
=
∫
H2
d2
dt2
[
e(ut, Gt)−J(ut, Gt)
]∣∣∣
t=0
dµG0 =
∫
H2
1
2
TrG0(G¨0)dµG0 .
Finally at t = 0, we have the following simple equality
d
dt
TrGt(z) G˙t(z)
∣∣∣
t=0
= −〈G˙0(z), G˙0(z)〉G0(z) +TrG0(z) G¨0(z) = 0
as the Weil-Petersson geodesic has traceless tangent vectors; TrGt G˙t = 0 for
all t.
Therefore we have
d2
dt2
E∂(Gt)
∣∣∣
t=0
=
∫
H2
1
2
〈G˙0, G˙0〉G0dµG0 =
1
2
.
Variations of Weil-Petersson convexity have been obtained in several con-
texts previously. Wolf [71] showed that for the harmonic maps ut : (Σ, G0)→
(Σ, Gt) for a closed surface Σ homotopic to the identity map, the Hessian of
the energy functional is equal to twice the Weil-Petersson pairing. Fischer-
Tromba [25] showed that instead of varying the target hyperbolic metrics, by
varying the domain metrics along Weil-Petersson geodesics, the Hessian of the
resulting energy functional gives twice the Weil-Petersson pairing as well.
Also one should mention the work of Takhtajan-Teo [70] where they looked
at the universal Teichmu¨ller space as a union of uncountable components each
of which has a structure of Hilbert manifold. In particular, the connected com-
ponent containing the identity is a topological group whose Hilbert structure
is the space of H3/2-integrable vector fields we have encountered in the work
of Nag-Verjovsky [56]. Also they formulated another Weil-Petersson Ka¨hler
potential at the identity, called universal Liouville action. One should note
that this is not an exhaustive list of Weil-Petersson potentials, as there have
been many different approaches to the universal Teichmu¨ller space, some from
theoretical physics.
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5 Metric Completion and CAT(0) Geometry
5.1 Metric completion of Teichmu¨ller space
We have shown the existence of many convex and proper functionals defined
on T with respect to the Weil-Petersson metric. On the other hand, it has
been known (Wolpert [73], Chu [12]) that the Weil-Petersson metric is not
complete. Namely
Proposition 5.1. Suppose that σ : [0, T ) → T is a Weil-Petersson geodesic
which cannot be extended beyond T < ∞. Then for any sequence {tn} with
limn→∞ tn = T , the hyperbolic length of the shortest geodesic(s) on the surface
(Σ, σ(tn)) goes to zero.
The statement follows from the so-called Mumford-Mahler compactness of
moduli space (see for example [30, 68]), namely if there exists a lower bound
for the injectivity radius, then the Weil-Petersson geodesic σ lies away from the
nodal surfaces, namely in the interior of the Teichmu¨ller space T , contradicting
the inextensibility of σ beyond T .
Hence along an inextensible Weil-Petersson geodesic σ : [0, T ) → T , the
convex and proper functional E(σ(t)) blows up as t → T . We have already
seen such an occurence in the proof of the properness of the energy functional.
Namely, when a simple closed geodesic is pinched, then any simple closed
geodesic transverse to the pinched loop gets arbitrarily long, which would
then induce the blow up of the energy of the harmonic map, due to the De
Giorgi-Nash-Moser estimate.
In other words, the pinching of necks are the only cause of the incom-
pleteness. This observation is available since the 1970s when Bers [7] and
Abikoff [1] formulated the so-called augmented Teichmu¨ller space, and when
H. Masur analyzed in 1976 the decay of the Weil-Petersson metric tensor as a
neck is pinching. Masur in his paper even used the notation T to denote the
augmented Teichmu¨ller space. In 2000 (2001 arXiv paper [81], part of which
appeared in [82] in 2004) the author proposed to look at the Weil-Petersson
metric completion T of the Teichmu¨ller space T as a CAT(0) space; a non-
positively curved geodesic space, which as a set is the augmented Teichmu¨ller
space. Recall that a metric space (X, d) is a CAT(0) space, (or an NPC space
as called in [38] for non-positively curved space) when
• (X, d) is a length space. That is, for any two points P and Q, in X , the
distance d(P,Q) is realized as the length of a rectifiable curve connecting
P and Q. Such curves are called geodesics.
• For any three points P , Q and R in X , and choices of geodesics γPQ of
length r, γQR of length p, and γRP of length q connecting the respective
points, the following comparison property holds: For any 0 < λ < 1
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write Qλ for the point on γQR satisfying
d(Qλ, Q) = λp, d(Qλ, R) = (1− λ)p.
On the (possibly degenerate) Euclidean triangle of side length p, q and
r, and opposite vertices P ,Q and R, there is a corresponding point
Qλ = Q+ λ(R −Q).
The CAT(0) hypothesis is that the metric distance d(P,Qλ) from Qλ to
its opposing vertex is bounded above by the Euclidean distance |P−Qλ|.
This can be written as
d2(P,Qλ) ≤ (1 − λ)d2(P,Q) + λd2(P,R)− λ(1 − λ)d2(Q,R).
When a metric space (X, d) is CAT(0), then it follows that a geodesic is
unique given its end points, and that the space is simply connected and con-
tractible [38, 11]. The most familiar examples of CAT(0) spaces are the simply
connected complete Riemannian manifolds having non-positive sectional cur-
vature. In particular, a Teichmu¨ller space with Weil-Petersson metric is a
CAT(0) space, although it is an incomplete metric space.
We note that the space T is not a compactification but a metric completion,
each point representing a Cauchy sequence in T . The author’s contribution in
this regard is the simple observation that the triangle comparison property of
the Weil-Petersson distance function (as appears in the definition of CAT(0)
space) on T extends to the metric completion T as a point-wise convergence
of a sequence of convex functions produces a convex function; an observation
which took nearly 25 years to materialize since the paper of Masur’s [47] ap-
peared, over which period the field of metric space geometry had sufficiently
matured and begun to be widely studied.
The space T is bigger than T by the set of all nodal surfaces resulting from
degeneration of the neck-pinchings from the original surface Σ. We describe
the setting of the metric completion T more carefully. Detailed descriptions
can be found in [82] and also in [77]. We first let S be the free homotopy classes
of homotopically nontrivial simple closed curves on the surface Σ0. This set
can be identified with the set of simple closed geodesics on the surface with a
hyperbolic metric. Then define the complex of curves C(S) as follows. The
vertices/zero-simplices of C(S) are the elements of S. An edge/one-simplex
of the complex consists of a pair of homotopy classes of disjoint simple closed
curves. A k-complex consists of k + 1 homotopy classes of mutually disjoint
simple closed curves. A maximal set of mutually disjoint simple closed curves,
which produces a pants decomposition of Σ0, has 3g − 3 elements. We say a
simplex σ in C(S) precedes a simplex σ′ provided σ ⊂ σ′, and we write σ ≥ σ′.
We say a simplex σ in C(S) strictly precedes a simplex σ′ provided σ ( σ′,
and write σ > σ′. This defines a partial ordering by reverse inclusion in the
complex of curves C(P), and thus makes it a partially ordered set (poset.) We
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define the null set to be the (−1)-simplex. Then there is a C(S) ∪ ∅–valued
function Λ, called labeling, defined on T as follows. Recall a point p in T
represents a marked Riemann surface (Σ, f) with an orientation-preserving
homeomorphism f : Σ0 → Σ. The Weil-Petersson completion T consists
of bordification points of T so that Σ is allowed to have nodes, which are
geometrically interpreted as simple closed geodesics of zero hyperbolic length.
Thus a point p in T \T represents a marked noded Riemann surface (Σ, f) with
f : Σ0 → Σ. We now define Λ(p) to be the simplex of free homotopy classes
on Σ0 mapped to the nodes on Σ. We denote the fiber of Λ : T → C(S) ∪ ∅
at a point σ ∈ C(S)∪ ∅ by Tσ. We denote its Weil-Petersson completed space
by T σ. The completed space T has the stratification in the sense of [11]
T = ∪σ∈C(S)∪∅Tσ
where the original Teichmu¨ller space T is expressed as T∅. And each stratum
Tσ is the Teichmu¨ller space of the nodal surface Σσ. Here an important fact
is that the set of nodal surfaces exactly corresponds to the set of admissible
degenerations of conformal structures while the surfaces are uniformized by
hyperbolic metrics.
The following is a set of properties satisfied by the Weil-Petersson comple-
tion of Teichmu¨ller space.
Properties of T
1) T is a union of strata T σ;
2) if T σ = T τ then σ = τ ;
3) if the intersection T σ ∩ T τ of two strata is non-empty, then it is a union of
strata;
4) for each p ∈ T there is a unique σ(p) ∈ C(S) such that the intersection of
the strata containing p is T σ(p).
The author showed in [82] that this stratification is very much compatible
with the Weil-Petersson geometry. Namely for each collection σ ∈ C(S), each
boundary Teichmu¨ller space Tσ is a Weil-Petersson geodesically convex subset
of T . Here geodesic convexity means that given a pair of points in Tσ, there
is a distance-realizing Weil-Petersson geodesic segment connecting them lying
entirely in Tσ. We do not reproduce the proof here, but mention a key idea of
the proof. Consider the sub-level set S(σ, ε) := {x | Lσ(x) < ε} of the geodesic
length functional Lσ of a simple closed geodesic indexed by σ in C(S), a subset
in the CAT(0) space (T , d). As the length functional is Weil-Petersson convex,
for each ε > 0, S(σ, ε) is a convex subset of T . By varying the value of ε, we
have a collection of nested convex sets S(σ, ε): for 0 < ε1 < ε2
S(σ, ε1) ⊂ S(σ, ε2)
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with S(σ, ε1)∩S(σ, ε2) = S(σ, ε1) convex. In light of this fact, the frontier set
T σ = {x|Lσ(x) = 0} can be regarded as
∩ε>0S(σ, ε),
a convex set, as an intersection of all the receding convex sets S(σ, ε) as ε→ 0.
5.2 The Weil-Petersson metric tensor near the strata
Indeed, one can see what happens locally on the surface Σ when a neck pinches
to become a node near the frontier sets Tσ. The model case is the standard
hyperbolic cylinder A|t| = {z | |t|/c < |z| < c}
ds2|t| =
( π
log |t| csc
π log |z|
log |t|
∣∣∣dz
z
∣∣∣)2.
Here the hyperbolic length L0(t) of the waist of the cylinder is equal to
2π2/ log(1/|t|). As |t| → 0, the hyperbolic annulus (A|t|, dw2|t|) converges point-
wise to the hyperbolic metric on two copies of the punctured disc {z | 0 < |z| <
c}
ds20 =
( |dz|
|z| log |z|
)2
which models the standard hyperbolic cusp.
In [82] it was shown that the thin part of the surface can be approximated by
|σ| copies of the standard hyperbolic cylinder, and the Weil-Petersson metric
tensor ds2WP behaves as
ds2WP = ds
2
σ + 4π
3(1 +O(‖u‖3))
[ |σ|∑
j=1
du2j +
1
4
(uj)
6dθ2j
]
where
θj = arg tj and uj =
(
log
1
|tj |
)−1/2
.
where the constant 4π3 is due to Wolpert [74] The proof of this asymptotic
expansion follows the line of arguments in Masur’s 1976 paper [47], where
the components of the Weil-Petersson cometric tensor was written as various
pairings of holomorphic quadratic differentials.
This expansion captures the singular behavior of the Weil-Petersson metric,
namely as the necks pinch, the Fenchel-Nielsen twist parameters approximated
by θj become increasingly ineffective in terms of Weil-Petersson norm. Indeed,
Wolpert (see his exposition [79]) demonstrated that the Weil-Petersson sec-
tional curvature of the plane spanned by {∇ℓj, J∇ℓj} blows down as O(ℓ−1j ),
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where J is the Weil-Petersson complex structure. Geometrically the blow-
down behavior of the Weil-Petersson sectional curvature describes that the
transversal section to the frontier set Tσ is modeled by an R-tree of uncount-
able degree, or the universal covering space of an incomplete cusp as pictured
in [79], whose vertex/cuspidal point is represented by the nodal surface Σσ.
We will utilize this Weil-Petersson asymptotic structure to construct the Weil-
Petersson geodesic completion in the next section.
5.3 The Weil-Petersson isometric action of the mapping
class group and equivariant harmonic maps
We consider harmonic maps into the Weil-Petersson completed Teichmu¨ller
space T . In particular, we are concerned with how the maps behave with re-
spect to the stratification and isometric actions. It turns out that the harmonic
map respects the Weil-Petersson stratification property as much as it can, in
the sense that one can impose an equivariance condition on the harmonic map,
and the push-forward π1 of the domain as a subgroup of the mapping class
group forces the map to stay in certain strata.
It should be remarked at this point that the full Weil-Petersson isometry
group of Teichmu¨ller space is known to be the extended mapping class group
M̂ap(Σ) [52]. Also one can refer to the exposition [15] in this Handbook.
We first need to recall the Thurston classification theorem [67] of elements
of the mapping class group Map(Σ). An element γ of Map(Σ) is classified as
one of the following three types:
1) it is of finite order, also called periodic or elliptic;
2) it is reducible if it leaves a tubular neighborhood of a collection σ of closed
geodesics c1, ...cn invariant;
3) it is pseudo-Anosov (also called irreducible) if there is r > 1 and transverse
measured foliations F+, F− such that γ(F+) = rF+ and γ(F−) = r−1F−. In
this case the fixed point set of the γ action in PMF(Σ) (the Thurston bound-
ary of T ) is precisely F+, F−.
As for the classification of subgroups, McCarthy and Papadapoulos [53]
have shown that the subgroups of Map(Σ) is classified into four classes:
1) subgroups containing a pair of independent pseudo-Anosov elements (called
sufficiently large subgroups);
2) subgroups fixing the pair {F+(γ), F−(γ)} of fixed points in PMF(Σ) for a
certain pseudo-Anosov element γ ∈ Map(Σ) (such groups are virtually cyclic);
3) finite subgroups;
4) infinite subgroups leaving invariant a finite, nonempty system of disjoint,
nonperipheral simple closed curves on Σ (such subgroups are called reducible.)
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Those group-theoretic classifications are relevant to the Weil-Petersson ge-
ometry in the sense that the pseudo-Anosov elements are loxodromic [76], [14],
namely the infimum of the translation distance d(x, γx) is achieved on a unique
pseudo-Anosov axis in T , and the reducible (by σ) elements are loxodromic
in the respective stratum Tσ. This implies that there are neither parabolic
elements nor parabolic subgroups in the sense of symmetric spaces of non-
compact type. This statement was first claimed by the author in [81], where
a proof was presented by noting that for a one-dimensional harmonic map
u : (a, b) → T and for the distance function d(∗, T σ) to the stratum Tσ, the
pulled back distance function u∗d(∗, Tσ) is super-harmonic, namely concave,
then use the minimum principle to show that either the image of the map u
entirely lies in the stratum Tσ or otherwise entirely in the interior T . The
argument is suggestive, but the known differentiability of d near the stratum
was not enough to make the proof complete. Wentworth-Daskalopoulos and
Wolpert then came up with proofs by a length comparison argument, or no-
refraction argument (see [76, 14] or [79] Chap.5) that the harmonic image, or
equivalently an open Weil-Petersson geodesic segment cannot lie partly in T
and partly in Tσ. Once this is established, the existence of the pseudo-Anosov
axis follows readily.
For harmonic maps with higher dimensional domains, we define a func-
tional defined on the Weil-Petersson completion T of the Teichmu¨ller space
T .
Definition 5.2. Suppose Γ is a finitely generated subgroup of Map(Σ), with
{γi}1≤i≤l its generators. Then we define a functional δ on T by
δ(x) = max
1≤i≤l
d(x, γix).
Note here that δ : T → R∪{∞} is a convex functional, since each d(x, γix)
is convex on T due to the NPC curvature condition (see for example [11] II.2),
and since the maximum of finitely many convex functionals is again convex.
Definition 5.3. Given a subgroup Γ of Map(Σ), the isometric action of Γ on
T is said to be proper if the sublevel set
S(M) = {x ∈ T : δ(x) < M < +∞}
is bounded in T for all M <∞.
A simple yet important consequence of the lack of parabolic elements in
the mapping class group, which follows from the results in [39, 14], is that a
representation ρ : π1(M) → Isom(T ), where ρ(π1(M)) is a sufficiently large
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subgroup of Map(Σ) induces a proper isometric action on the Teichmu¨ller
space. Furthermore, when ρ(π1(M)) is reducible by σ ∈ C(S), then the iso-
metric action of ρ(π1(M)) on Tσ is proper. A general framework developed by
Korevaar-Schoen [39] provides existence of equivariant harmonic maps for rep-
resentations which induces a proper isometric action on the Teichmu¨ller space.
Theorem (Existence) Suppose M is a compact manifold without boundary.
Suppose that a representation ρ : π1(M)→ Isom(T ) induces an isometric ac-
tion on the Teichmu¨ller space by a sufficiently large subgroup ρ(π1(M)). Then
there exists an energy minimizing harmonic map u : M˜ → T which is ρ-
equivariant. (M˜ is the universal covering space of M .) Moreover the map u
is Lipschitz continuous.
When M is not compact but complete, under mild additional conditions
which often are met for many applications, we still have an existence theorem.
As for uniqueness of the map, it follows from the standard argument using
the so-called geodesic homotopy [?], with some extra attention needed when
the harmonic map touches upon several distinct strata. A complete proof is
provided in [85].
Theorem (Uniqueness) The harmonic map is unique within the class of
finite energy maps which are ρ-equivariant, provided that the image of ρ is
not reducible by any element σ of C(S) and that the image of the map is not
contained in a geodesic.
Note that the condition for the theorem is satisfied when u∗π1(M) is a
sufficiently large subgroup of the mapping class group.
We will discuss an application. A Ka¨hler manifoldM of real dimension four
is said to have a structure of a holomorphic Lefschetz fibration if the following
descriptions hold. There exists a holomorphic map Π : M4 → B2 where the
base space B is a surface, such as CP 1. The map Π has finitely many critical
points Ni, i = 1, ..., n in disjoint fibers Fi = Π
−1(Pi), i = 1, ..., n, each of
which is a nodal surface, while away from those disjoint fibers, each fiber of
the map Π is a Riemann surface of varying conformal structures of a fixed
genus g. The neighborhood of each critical point Ni can be described by local
complex coordinates z, w on M and t on B such that Π : (z, w) 7→ zw(= t)
where Ni = (0, 0) ∈ C2 and Pi = 0 ∈ C.
The picture above can be transcribed as saying that there exists a ρ-
equivariant holomorphic map u˜ : B˜\{Pi} → T , where ρ : π1(B\{Pi}) →
Map(Σ) is the monodromy representation of the fibration.
The uniqueness theorem of harmonic maps has an immediate application,
which was first proved by Shiga [62] by a different method.
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Corollary Given a holomorphic Lefschetz fibration of higher genus, its mon-
odromy representation is sufficiently large.
Proof. It is well known that a holomorphic map between two Ka¨hler manifolds
is energy-minimizing [61]. Hence the map u˜ : B˜\{Pi} → T is the unique ρ-
equivariant harmonic map whose existence and uniqueness have been so far
established. To see that Γ is sufficiently large, note that if it weren’t, then
we have three other possible cases. The first being when Γ is a finite group
can be excluded since each local monodromy is of infinite order. The second
being the case when Γ is virtually cyclic, fixing a pair of points in the Thurston
boundary. Then the image of the ρ-equivariant harmonic map u˜ : B˜\{Pi} → T
is a Γ invariant Weil-Petersson geodesic, which lies entirely in the interior of
the Teichmu¨ller space T . The projection of the invariant geodesic down to the
moduli space is a loop located away from any of the divisors, which in turn
says that there is no sequence of points {qj} in B\{Pi} over which a cycle
on the Riemann surface represented by u(Pi) vanishes (or equivalently a neck
is pinched), which contradicts the fact that M4 has singular fibers/vanishing
cycles.
Lastly the third possible case to be excluded is when Γ can be reduced by
a collection of C mutually disjoint simple closed curves. Then the harmonic
image of u˜ is entirely contained in TC , which implies that every fiber is a
Riemann surface with nodes where the nodes are obtained by pinching each
simple closed curves in C. This certainly is not the case whenM is a Lefschetz
fibration.
6 Geodesic Completion and CAT(0) geometry
6.1 Construction of the geodesic completion
Having established the Weil-Petersson metric completion T , it is natural to
seek for a geodesic completion of the Teichmu¨ller space with respect to the
Weil-Petersson distance function. Such a space was constructed in [84] where
it is named Teichmu¨ller Coxeter complex. We will briefly describe the con-
struction of the space below.
The theory of Coxeter group was developed in an attempt to understand
combinatorial and geometric characterizations of tessellation of standard spaces
such as Rn, Sn and Hn by reflecting convex polygons across the sides of the
polygons. the sides of those polygons are totally geodesic in the ambient space
as they function as the interfaces between two open convex sets. Each reflec-
tion is of order two, and the group generated by all the reflections is called
the Coxeter group. Naturally the geometry of the vertices (given as the cone
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angles) of the polygon comes into the structure of the Coxeter group. Around
1960, Jacques Tits introduced the notion of an abstract reflection group, which
he named “Coxeter group” (W,S). It is a groupW generated by a set of reflec-
tions S and a collection of relations among the reflections {(ss′)m(s,s′)}. Here
m(s, s′) denotes the order of ss′ and the relations range over all unordered
pairs s, s′ ∈ S with m(s, s′) 6= ∞. In other words, m(s, s′) = ∞ means no
relation between s and s′.
The data [m(s, s′)](s,s′) can be regarded as a matrix, and is said to consti-
tute a Coxeter matrix. the following list presents a set of evidence that the
Weil-Petersson geometry of T and the Coxeter theory are indeed compatible
• The Teichmu¨ller space T is Weil-Petersson geodesically convex.
• For every element σ of the complex of curves C(S)∪∅, the frontier set T σ
is a complete convex subset of T , altogether forming a stratified space
T .
• Given a point p in Tσ ⊂ T , the Alexandrov tangent cone with respect to
the Weil-Petersson distance function is isometric to R|σ|≥0 × TpTσ, where
R|σ|≥0 is the orthant in R
|σ| with the standard metric (Wolpert [77]).
• T is the closure of the Weil-Petersson convex hull of the vertex set given
by the zero-dimensional Teichmu¨ller spaces of the maximally degenerate
surfaces {Tσ | |σ| = 3g − 3} (Wolpert [76]).
The Alexandrov tangent cone CqX of a CAT(0) space (see for example
[11]) is a space of equivalence classes of constant speed geodesics originating
at q where two geodesics are deemed equivalent when they share the same
speed and they form a zero Alexandrov angle. To be precise, the Alexandrov
angle is defined by
cos∠(γ0, γ1) = lim
t→0
d(q, γ0(t))
2 + d(q, γ1(t))
2 − d(γ0(t), γ1(t))2
2d(q, γ0(t))d(q, γ1(t))
.
The significance of the Weil-Petersson tangent cone structure in our con-
text is that it describes the geometry around the vertices, given as the Weil-
Petersson tangent cone angles, when T is seen as a convex polygon. This
picture specifies a particular choice of the Coxeter matrix. Namely for each σ
with |σ| = 1, one can reflect T across the totally geodesic stratum T σ. Now for
τ = σ∪σ′ with σ and σ′ representing a pair of disjoint simple closed geodesics,
the relation m(sσ, sσ′) = 2 has a geometric meaning where four copies of T
can be glued together around a point q ∈ Tτ to form a space whose tangent
cone at q is a union of four copies of R2≥0 × TpTτ (each R2≥0 is regarded as a
quadrant in the plane) isometric to R2 × TpTτ on which the reflections sσ, sσ′
act as reversing of the orientations of the x, y axes for R2.
Hence we define a Coxeter group (W,S) by letting the generating set S
be the elements of S, and the relations among the elements of the generating
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set are specified by the Coxeter matrix m(s, s′) whose components satisfy i)
m(s, s) = 1, ii) if s 6= s′, and if there is some simplex σ in C(S) containing
s and s′, then define m(s, s′) = 2, and iii) if s 6= s′, and if the geodesics
representing s and s′ intersect on Σ0 then m(s, s′) = ∞. This group has a
geometric realization acting on a collection of copies of T ’s.
We remark that the Coxeter group with such a Coxeter matrix as above
is said to form a cubical complex, for it has a canonical geometric realization
where each generating element is represented as a linear orthogonal reflection
across the face of the infinite dimensional unit cube in R|S|.
However we instead form a geometric realization D(T , ι) as the set which
is the quotient of W × T by the following equivalence relation
(g, y) ∼ (g′, y′)⇐⇒ y = y′ and g−1g′ ∈Wσ(y)
where T σ(y) denotes the smallest stratum containing y, and the subgroup
Wσ(y) fixes the stratum T σ(y) pointwise. We write [g, y] to denote the equiv-
alence class of (g, y). Furthermore ι denotes a simple morphism of groups,
which specifies a system of subgroups Wσ ⊂ W , compatible with the poset
structure of the complex of curves C(S) (see [84] for details.)
The remarkable phenomena here is that despite the fact that the generat-
ing set is infinite, we have a geometric realization of the Coxeter group (W,S)
action (which is very far from linear) on a space modeled on a finite dimen-
sional space T , albeit the partial bordification T encodes non-locally compact
geometry due to the singular behavior of the Weil-Petersson metric tensor.
Note that the singularity is also manifest in the fact that the reflecting wall
T σ with |σ| = 1 is of complex codimension one, instead of being a real hy-
persurface as in the standard Coxeter theory, a situation reminiscent of the
theory of complex reflection group (see [63] for example.) We also make a
remark that the Weil-Petersson metric defined on each stratum Tσ is Ka¨hler,
hence the space D(T , ι) providing a geometric realization of the Coxeter group
W is a “simplicial” complex with each face equipped with a Ka¨hler metric, a
situation unattainable in a real simplicial complex, where the reflecting walls
are real hypersurfaces. The space obtained by the action of the Coxeter group
on T , which we will call development D(T , ι), is then shown to be CAT(0) via
the Cartan-Hadamard theorem [9], and also to be geodesically complete. The
reason for the negative curvature is due to the following geometric construc-
tion;
Theorem(Y. Reshetnyak [60], Bridson-Haefliger [11]) LetX1 andX2 be CAT(0)
spaces (not necessarily complete) and let A be a complete metric space. Sup-
pose that for j = 1, 2, we are given isometries ij : A→ Aj. where Aj ⊂ Xj is
assumed to be convex. Then X1 ⊔A X2 is a CAT(0) space.
Local and Global Aspects of Weil-Petersson Geometry 59
Here the spaceX1⊔AX2 is the quotient space of the disjoint union X1
∐
X2
by the equivalence relation generated by i1(a) ∼ i2(a) for all a ∈ A. The
resulting space, called gluing space or amalgamation of the CAT(0) spaces X1
and X2 along A has a canonical distance between x ∈ Xj and y ∈ Xj′ defined
as follows:
d(x, y) =dj(x, y) = dj′(x, y) if j = j
′
d(x, y) = inf
a∈A
{dj(x, ij(a)) + dj′ (x, ij′(a))} if j 6= j′
This is used in [84] to glue the copies of T along the strata T σ, where the
number of copies at each x ∈ T is determined by the number of nodes |σ|(x)|;
for example if |σ|(x)| = 2, the tangent cone at the point x is the product of a
first quadrant in R2 and the tangent space of TxTσ(x), and by putting togehter
4 = 2|σ(x)| copies of T , the tangent cone of the resulting enlarged space is
isometric to R2 times the tangent space of Tσ(x). This glueing construction
provides a locally CAT(0) space around each point in T . Then knowing that
the Coxeter complex D(T , ι) is simply connected, one can apply the Cartan-
Hadamard theorem to identify D(T , ι) with a geodesically complete CAT(0)
space.
6.2 Finite rank properties of T
The Weil-Petersson metric defined on T is a smooth Riemannian metric whose
sectional curvature is negative everywhere ([30], [68], [74].) Hence the only
flats (i.e. isometric embeddings of Euclidean space Rn, n ≥ 1) are the Weil-
Petersson geodesics. The fact that there is no strictly negative upper bound
for the sectional curvature is explained by the fact that the Weil-Petersson
completion T does have higher dimensional flats (see the concluding remark
in [82], as well as Proposition 16 in [76].) Those flats arise when the collec-
tion σ of mutually disjoint simple closed geodesics separates the surface Σ into
multiple components. Then the frontier set Tσ is a product space of the Te-
ichmu¨ller spaces of the components separated by the nodes. The number of the
connected components is bounded by g+(
[
g
2
]−1), which is achieved when the
surface Σσ is a union of g once-punctured tori and
[
g
2
]−1 four-times-punctured
spheres. One can construct isometric embedding of Euclidean spaces of dimen-
sion up to g + (
[
g
2
]− 1) by considering a set of Weil-Petersson geodesic lines,
whose existence is established in [14] and [76], in the different components of
the product space Tσ. In this sense the Weil-Petersson completion T is a space
of finite rank where the rank is bounded by g+ (
[
g
2
]− 1). This rank has been
known to coincide with Brock-Farb’s geometric rank of Map(Σ), as studied by
Behrstock-Minsky [5].
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There is another definition of rank, which we call FR, as first appeared in
[40].
Definition 6.1. An NPC (CAT(0)) space (X, d) is said to be an FR space if
there exist ε0 > 0 and D0 such that any subset of X with diameter D > D0 is
contained in a ball of radius (1 − ε0)D/
√
2.
We make several remarks about FR spaces. The definition can be inter-
preted as follows. If X is an FR space, then among all the closed bounded
convex sets F in X with its diameter larger than D0, there exists some positive
integer k such that
inf
F⊂X
D(F )
R(F )
≥
√
2
√
k + 1
k
where D(F ) and R(F ) are the diameter and the circum-radius of F respec-
tively. It is well known that Rk is FR with the optimal/largest choice of
ε0 = 1 −
√
k/k + 1 > 0 which is realized by the standard k-simplex. An
infinite-dimensional Hilbert space is not an FR space, while a tree is an FR
space with ε0 = 1−
√
1/2 > 0. It was shown in [39] that a Euclidean building
is an FR space with ε0 = 1 −
√
k/k + 1 > 0 with k the dimension of cham-
bers. A CAT(-1) space (e.g. the hyperbolic plane H2) is FR with ε0 which
can be made arbitrarily close to 1 −√1/2 by taking the value of D0 large.
Heuristically the number ε0 > 0 detects the maximal dimension of flats inside
the space X , that is, the rank of the given NPC space.
We show in [84] that
Theorem 6.2. The Weil-Petersson geodesic completion D(T , ι) of a Te-
ichmu¨ller space T is FR.
Corollary 6.3. The Weil-Petersson completion T of a Teichmu¨ller space T
is FR.
The proof of the theorem determines a lower bound of ε0 to be 1−
√
k/k + 1
with k = 6g − 6, which is larger (for g > 1) than the maximal dimension of
the flats as described above, which was g + (
[
g
2
] − 1). The particular value
of k here should be regarded as the maximal dimension of a flat. Namely
if there is a flat, its dimension cannot exceed 6g − 6. On the other hand,
the existence of those flats arising from the product structure of the frontier
sets of T does not necessarily imply that the space is FR, as there may be
infinite dimensional flats elsewhere. The definition of FR spaces utilizes only
the convexity of the distance function to describe the finite dimensionality
of possibly existent flats, without directly dealing with the singular behavior
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of the Weil-Petersson metric tensor near the frontier set ∂T . The statement
of the theorem [84] says that despite the lack of local compactness near the
frontier set ∂T , the Weil-Petersson completion T of the Teichmu¨ller space T
exhibits finite rank characteristics.
6.3 Weil-Petersson geodesic completeness
Given a Riemannian manifold M and a codimension-two submanifold S ⊂M ,
the open manifold N := M\S has M as its metric completion as well as
the geodesic completion with respect to the Riemannian distance function.
(Consider M = R2, S = {0} and N the punctured plane, for example.) This
of course is expected with the Hopf-Rinow theorem available in the manifold
setting, which in effect demonstrates the equivalence of metric completeness
and geodesic completeness.
Here the analogous picture is given by taking N = T , S = T \T , and M
being either T or D(T , ι), depending on whether the completion is taken to
be metric or geodesic. The disparity, that T is metrically complete but not
geodesically complete, is caused by the singular behavior of the Weil-Petersson
metric near the strata, where the points in the frontier set can be modelled as
vertex points of cusps [76].
A consequence of the geodesic extension property (namely each geodesic
can be extended to a geodesic line) of the development D(T , ι) is that for
each point p ∈ D(T , ι), the inverse map exp−1p of the “exponential map”
from D(T , ι) to the tangent cone CpD(T , ι), which is isometric to R|σ(p)|,
is surjective, as every geodesic segment starting at p can be extended to a
geodesic line so that the image by the inverse exponential map is an entire
real line through the origin of R|σ(p)|. It is precisely this point that will be
needed in the proof of the finite rank theorem. Namely the finite rank of
the space D(T , ι) is shown by using Caratheodory’s theorem about convex
hulls in Rn, which then implies the inequality between the diameter D and
the circumradius R of convex sets in D(T , ι). Without the surjectivity of
the inverse exponential map exp−1p , the correspondence between the space of
geodesics and the space of directions breaks down. Also one notes that the
geodesic completeness is understood in the sense that any geodesic segment
can be extended to a geodesic line, and there may be more than one extension
(in fact uncountably many extensions) making expp multi-valued. This is once
again due to the singular behavior of the Weil-Petersson metric tensor near
the frontier sets, where the sectional curvature can blow down to −∞, which
causes that the behavior of geodesics resembles that of geodesics in R-trees.
One should also mention that the development D(T , ι) can be seen from
billiard theory. This point was raised in the proof of existence of pseudo-
Anosov axes by Wolpert [76] where a conditional sequential compactness of
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Weil-Petersson geodesics is established. A convergence can be guaranteed up
to Dehn twists at the strata the geodesics hit. Namely a billiard ball is bounced
back at each stratum with equal incoming and outgoing angles at the tangent
cone level, but not in the nonlinear level once Weil-Petersson exponentiated.
In Section 5 of [84], the author has laid out a detailed comparison between
Wolpert’s statement and the situation for the development D(T , ι): The bil-
liard ball goes through the wall/stratum only to find on the other side not
knowing which directions to go in the Fenchel-Nielsen twist directions. In
short, the billiard ball trajectory is deterministic in the tangent cone at the
origin of the Weil-Petersson geodesic, but highly non-deterministic due to the
R-tree like structure at the strata.
6.4 Weil-Petersson isometric action and symmetry of
D(T , ι)
It was shown ([52]) that the full isometry group of T is the extended mapping
class group. Recall that Royden showed that the mapping class group is the
full isometry groups with respect to the Teichmu¨ller distance. Thus the isom-
etry group of D(T , ι) contains a group which is the semi-direct product of the
extended mapping class group and the Coxeter group, in which the extended
mapping class group is a normal subgroup. For a Coxeter complex, there is a
natural construction of an isometry group of the Coxeter complex which con-
tains the original Coxeter group as a normal subgroup. In the current context,
the fundamental domain is the Weil-Petersson completion T of the Teichmu¨ller
space T , on which the extended mapping class group M̂apΣ acts isometrically.
The extended mapping class group M̂apΣ is known ([33],[37],[46]) to be the
full automorphism group of the complex of curves C(S). Using this fact, it has
been shown [52] that the extended mapping class group is indeed the full isom-
etry group of the Weil-Petersson completed Teichmu¨ller space. Note that each
element γ of the extended mapping class group M̂apΣ preserves the Coxeter
matrix, namely
m(γ(s), γ(t)) = m(s, t)
As the Coxeter group W is generated by S, and the group W is completely
determined by the Coxeter matrix [m(s, t)]s,t∈S , it follows that each element
γ in M̂apΣ induces an automorphism of W . Such an automorphism of W is
called diagram automorphism [16].
The formalism laid out in M.Davis’ book gives us a natural action (Proposi-
tion 9.1.7 [16]) of the semi-direct product G :=W ⋊M̂apΣ on the development
D(T , ι) as follows: given u = (g, γ) ∈ G and [g′, y] ∈ D(T , ι),
u · [g′, y] := [gγ(g′), γy]
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where γ(g′) is the image of g′ by the automorphism of W induced by γ :
C(S)→ C(S).
Clearly the action G →֒ D(T , ι) is isometric. Thus G is a subgroup of the
isometry group Isom(D(T , ι)). It remains an open question whether this group
is indeed the full isometry group, and if not, how much larger the isometry
group is.
By applying a result of Davis’ book (Lemma 5.1.7 [16]) we note also the
following.
Theorem 6.4. The action of the Coxeter group W ⊂ G on D(T , ι) is properly
discontinuous.
For a proof, see [83]
6.5 Embeddings of the Coxeter complex into UT
A loosely formulated guiding philosophy in studying Teichmu¨ller spaces is
that the geometry of the space is somehow inherited from the geometry of the
Riemann surfaces it is parameterizing. In this section, we proceed along this
line of thinking by considering the space of embeddings of the Coxeter complex
into the universal Teichmu¨ller space.
We first note that each simple geodesic in the closed hyperbolic surface Σ
can act as a mirror introducing a reflective Z2 symmetry to a doubled cover.
The symmetry is defined by first providing another copy of the surface, then
cutting across the simple closed geodesic c, in both the original surface and
the new copy, and lastly identifying the four ends by pairs so that for each
simple closed geodesic c′ transverse to c, the union c′∪ c′ of the original c′ and
the new copy c′ is either a simple closed geodesic in the new surface Σ∪Σ, or
a pair of simple closed geodesics. We denote the resulting surface Σ ⊔c Σ.
The distinction here is caused by the nature of the simple closed geodesic
c. If c is non-separating, namely the punctured surface Σ\{c} consist of a
path-connected component, then Σ ⊔c Σ is path-connected, and c′ ∪ c′ is a
single simple closed geodesic. When c is separating, Σ ⊔c Σ consists of two
copies of Σ. In the former case, the genus of the surface Σ ⊔c Σ is 2g − 1, in
the latter case 2g.
In the case of a separating geodesic c, we can embed the surface Σ ⊔c
Σ ∼= Σ∐Σ into a surface of genus 2g − 1 by cutting each of Σ’s at a simple
closed non-separating geodesic c′′ disjoint from c and pasting the two surfaces
along (the four copies of) c′′. We denote the resulting surface by Σ ⊔c′′c Σ.
Geometrically it is a surface of genus 2g − 1 with a Z2-symmetry across the
pair of simple closed geodesics corresponding to c′′.
Recall the construction of the Coxeter-Teichmu¨ller complex D(T , ι), a quo-
tient space W × T / ∼ whose points are written as [g, y]. We identify a point
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[g, y] with a point in Teichmu¨ller space of higher genus surface as follows. One
characteristic of the Coxter compex is that each element g in W is written
as a product of generators ΠNi=1si of the Coxeter group W . For s1 = sc1
in the product, we extend the surface Σ by introducing an unramified dou-
ble cover Σ ⊔c1 Σ which has a symmetry across two copies of c1. Note the
unramified cover Σ ⊔c1 Σ needs to be decorated by c′′1 in case c1 is a sep-
arating geodesic, which we have suppressed for now. For s2 = sc2 in the
product, we next extend the surface Σ ⊔c1 Σ by introducing an unramified
double cover (Σ⊔c1 Σ) ⊔c2 (Σ⊔c1 Σ) which has a symmetry across four copies
of c2. Inductively we can define a tower of double covers over the original
surface Σ, its largest cover has genus φ ◦ · · · ◦ φ(g) (φ composed N times)
where φ(g) = 2g− 1. We denote the resulting surface ⊔wΣ. The fact that the
correspondence w 7→ ⊔wΣ is well-defined modulo the choices of c′′i ’s follows
from the properties of the Coxeter group [10].
The Weil-Petersson metric needs to be normalized by the volume |Σg|, so
that the Weil-Petersson metric on Σg and Weil-Petersson metric Σφ(g) with a
Z2 symmetry are compatible. Namely
〈h1, h2〉WP = 1
χ(Σg)
∫
Σg
〈h1(x), h2(x)〉G(x) dµG(x).
This follows from the equalities
|Σ(φ(g))| = χ(φ(g)) = 2φ(g)−2 = 2(2g−1)−2 = 2(2g−2) = 2χ(g) = 2|χ(g)|.
This simply says that by the doubling procedure via a reflection across a
simple closed geodesic, the volume is doubled, which can be normalized by the
topological invariant χ to have a well-defined Weil-Petersson metric.
This construction of higher genus Riemann surfaces {⊔wΣ}w∈W provides
a way of embedding the Coxeter-Teichmu¨ller complex D(T , ι) Weil-Petersson
isometrically into the universal Teichmu¨ller space UT . We need to remind
ourselves that the embedding is not unique for two reasons. First there are no
canonical embeddings of the Teichmu¨ller spaces Tg in UT for g ≥ 1. Secondly,
we recall that when g ∈ W is generated by sc with c a separating simple closed
geodesic, we need to enlist an extra parameter c′′ to obtain a path-connected
double cover.
Understanding the space of embeddings is far from complete, and we hope
to make things better organized in the near future.
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7 Teichmu¨ller Space as a Weil-Petersson Covex Body
7.1 T as a convex subset in D(T , ι)
The Coxeter complex setting allows to view the Teichmu¨ller space as a Weil-
Petersson convex set in an ambient spaceD(T , ι), bounded by a set of complex-
codimension one “supporting hyperplanes” {D(T σ, ι) | |σ| = 1} of the fron-
tier stratum {T σ} with each σ representing a single node. Every boundary
point is contained in at least one of the set of the supporting hyperplanes
{D(T σ, ι) | |σ| = 1}. In this picture, each D(T σ, ι) is a totally geodesic set,
metrically and geodesically complete, and when D(T σ1 , ι) and D(T σ2 , ι) in-
tersect along D(T σ1∪σ2 , ι), they meet at a right angle.
One can also look at the translates of {D(T σ, ι) | |σ| = 1} by the action
of the Coxeter group W . They form a right-angled grid structure in D(T , ι),
whose lattice points are the orbit image by the Coxeter group W of the set
{T θ | |θ| = 3g − 3} with θ indexing the maximal set of nodes on the surface.
Under this setting, for each σ with |σ| = 1, consider a half-space, namely the
set Hσ, containing T in the D(T , ι), and bounded by D(T σ, ι). We note here
the fact obtained by Wolpert [77] that the Weil-Petersson metric completion
T is the closure of the convex hull of the vertex set {T θ | |θ| = 3g− 3}, which
suggests an interpretation of the Teichmu¨ller space as a simplex.
We can summarize the above discussion as
T = ∩σ∈SHσ with ∂T ⊂ ∪σD(T σ, ι).
where every boundary point b ∈ ∂T belongs to D(T σ, ι) for some σ in S.
7.2 Euclidean convex geometry and Funk metric
Suppose that Ω is an open convex subset in a Euclidean space Rd. In what
follows, we set the presentation by Papadopoulos and Troyanov [59] as our
reference for Funk and Hilbert metrics.
First we represent the convex set Ω as
Ω = ∩pi(b)∈PHpi(b)
where Hpi(b) is the half-space bounded by a supporting hyperplane π(b) of Ω at
the boundary point b, containing the convex set Ω. The index set P is the set of
all supporting hyperplanes of Ω. That for every boundary point p there exists
a supporting hyperplane π(b) follows from the convexity of Ω. In general, there
can be more than one supporting hyperplane of Ω at p ∈ ∂Ω. The index set P
is identified with the set of unit normal vectors to the supporting hyperplanes.
It is identified with a subset of Sd−1, is equal to the entire sphere when the
convex set is bounded. We denote by P(b) the set of supporting hyperplanes
at b ∈ ∂Ω.
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Definition 7.1. For a pair of points x and y in Ω, the Funk asymmetric
metric [26] is defined by
F (x, y) = log
d(x, b(x, y))
d(y, b(x, y))
.
where the point b(x, y) is the intersection of the boundary ∂Ω and the ray
{x+ tξxy | t > 0} from x though y. Here ξxy is the unit vector along the ray.
Remark. In this section only, we use the termmetric on a set X for a function
δ : X ×X → (R+ ∪ {∞} satisfying:
(1) δ(x, x) = 0 for all x in X ,
(2) δ(x, z) ≤ δ(x, y) + δ(y, z) for all x, y and z in X .
Now let π0 be a supporting hyperplane at b(x, y), namely π0 ∈ P(b(x, y)).
Then note the similarity of the triangle△(x,Πpi0(x), b(x, y)) and△(y,Πpi0(y), b(x, y)),
where Πpi0(p) is the foot of the point p on the hyperplane π0, or put it differ-
ently Πpi0 : R
d → π0 is the nearest point projection map. This says that
log
d(x, b(x, y))
d(y, b(x, y))
= log
d(x, π0)
d(y, π0)
.
Also by the similarity argument of triangles, note that the right hand side of
the equality is independent of the choice of π0 in P(b(x, y)).
Using the convexity of Ω, the quantity F (x, y) can be characterized varia-
tionally as follows. Define T (x, ξ, π) by π ∩ {x+ tξ|t > 0} with π ∈ P where ξ
is a unit vector. Consider the case ξ = ξxy where ξxy is the unit tangent vector
at x to the ray from x through y. When the hyperplane supports Ω at p, we
have T (x, ξxy, π) = b(x, y). and otherwise the point T (x, ξxy, π) lies outside
Ω. When π /∈ P(b(x, y)), by the similarity argument between the triangles
△(x, Fpi(x), T (x, ξxy, π)) and △(y, Fpi(y), T (ξxy, π)) again we have
d(x, π)
d(y, π)
=
d(x, T (x, ξxy , b))
d(y, T (x, ξxy, b))
.
Now the point b(x, y) = T (x, ξxy, π) is actually the closest point to x along the
ray {x + tξxy : t > 0}. This in turn says that π which supports Ω at b(x, y)
maximizes the quantity
d(x,T (x,ξxy,pi))
d(y,T (x,ξxy,pi))
among all elements of P ;
log
d(x, π(b(x, y)))
d(y, π(b(x, y)))
= sup
pi∈P
log
d(x, π)
d(y, π)
.
Hence we have a new characterization of the Funk metric [86];
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Theorem 7.2. The Funk metric defined as above over a convex subset Ω ⊂ Rd
has the following variational formulation:
F (x, y) = sup
pi∈P
log
d(x, π)
d(y, π)
.
We note that though variational formulations of Hilbert metric has been
known (for example [44] for polygons), there had not been none available for
the Funk metric previous to [86].
7.3 Weil-Petersson Funk metric
We now transcribe the Euclidean Funk geometry as well as its compatible
Finsler structure in the previous section to the Weil-Petersson setting.
First note that as each T σ lies in T as a complete convex set, for each
point x ∈ T , there exists the nearest point projection Πσ(x) ∈ D(T σ, ι), and
the Weil-Petersson geodesic xπσ(x) meets D(T σ, ι) perpendicularly, its length
uniquely realizing the distance infy∈T σ d(x, y) = d(x,Πσ(x)). We denote this
number by d(x, T σ). We also introduce the notation νσ(x) for the unit vector
at x along the Weil-Petersson geodesic between x and Πσ(x). In particular
−νσ(x) is the Weil-Petersson gradient vector of the function d(x, T σ).
Definition 7.3. We define the Weil-Petersson-Funk metric F on T as
F (x, y) = sup
σ∈S
log
d(x, T σ)
d(y, T σ)
.
In order to make the analogy with the Euclidean setting more obvious, and
in order to make clearer the viewpoint that Teichmu¨ller space is a convex body
within an ambient space, we can instead define the metric, as
F (x, y) = sup
σ∈S
log
d(x,D(T σ, ι))
d(y,D(T σ, ι))
We are allowed to replace T σ by D(T σ, ι) in the above definition since for
any z ∈ T , we know that Πσ(z) is in Tσ ⊂ D(ι, T σ) due to the fact that the
frontier sets intersect perpendicularly.
The equality follows from the discussion in the paragraph preceding the
definition of Weil-Petersson Funk metric.
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Note that the triangle inequality for the Weil-Petersson Funk metric follows
from the following:
F (x, y) + F (y, z) = sup
σ∈S
log
d(x,D(T σ, ι))
d(y,D(T σ, ι))
+ sup
σ∈S
log
d(y,D(T σ, ι))
d(z,D(T σ, ι))
≥ sup
σ∈S
(
log
d(x,D(T σ, ι))
d(y,D(T σ, ι))
+ log
d(y,D(T σ, ι))
d(z,D(T σ, ι))
)
= sup
σ∈S
log
d(x,D(T σ, ι))
d(z,D(T σ, ι))
= F (x, z)
7.4 The Teichmu¨ller metric, Thurston’s Asymmetric
Metric and the Weil-Petersson-Funk metric
In this section, we make a comparison among three Funk type metrics defined
on Teichmu¨ller spaces. The first is the Teichmu¨ller metric, which is defined
as:
Definition 7.4. Let [G1] and [G2] be two conformal structures (uniformized
by hyperbolic metrics Gi) on Σ. The Teichmu¨ller distance between [G1] and
[G2] is given by
dT ([G1], [G2]) =
1
2
inf
f
logK(f)
where the infimum is taken over all quasi-conformal homeomorphisms f :
(Σ, [G1])→ (Σ, [G2]) that are isotopic to the identity.
Kerckhoff [34] showed that the Teichmu¨ller distance can be alternatively
defined as
dT ([G1], [G2]) =
1
2
sup
σ∈S
log
Ext[G1](σ)
Ext[G2](σ)
where Ext[G](σ) is the extremal length of the homotopy class of simple closed
curves in Σ. Recall [58] that the extremal length of σ is defined as 1/ModΣ(σ)
where ModΣ(σ) is the supremum of the moduli of the topological cylinders
embedded in Σ with core curve in the class σ.
Secondly, Thurston’s asymmetric metric is defined as
Definition 7.5. Let G1 and G2 be the two hyperbolic metrics on Σ. A
distance function can be defined as
T (G1, G2) = sup
σ∈S
log
ℓσ(G1)
ℓσ(G2)
called Thurston’s asymmetric metric.
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This quantity was shown by Thurston to be equal to the following number
L(G1, G2) = inf
φ∼IdΣ
Lip(φ)
where the infimum is taken over all diffeomorphisms φ in the isotopy class of
the identity, and Lip(φ) is the Lipschitz constant of the map φ;
Lip(φ) = sup
x 6=y∈Σ
dG2(φ(x), φ(y))
dG1(x, y)
.
For this reason, the quantity T (G1, G2) is sometimes called Thurston’s Lips-
chitz metric. Thurston in his paper ([66] Chapter 4) emphasizes the underlying
convex geometry for the metric. In particular, the space of projective mea-
sured laminations is embedded into the cotangent space T ∗GT for a fixed point
G in T as the boundary set of a convex body, where the embedding is given by
the differential of logarithm of geodesic length function of geodesic laminations
d log length : PL(Σ)→ T ∗GT .
where the map only registers the projective classes of geodesic laminations for
one is taking the logarithmic derivative of the length.
Now recall the new Funk-type metrics we have introduced above;
Definition 7.6. The Weil-Petersson-Funk metric F on T is defined as
F (x, y) = sup
σ∈S
log
d(x, T σ)
d(y, T σ)
.
Now the analogy among the Teichmu¨ller metric, the Thurston metric and
the Weil-Petersson-Funk metric is clear; namely for each of them we have an
embedding
Θ : T → RS
where the target space has a weak metric d(x, y) = supσ log
xσ
yσ
for x =
(xσ)σ∈S , and each of the three Finsler metrics is the pulled-back metric Θ∗d
defined on T × T .
The author would like to thank H. Miyachi for pointing out this comparison
among the three metric structures.
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