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Beyond the second-order Born approximation, we propose an improved master equation approach
to quantum transport under self-consistent Born approximation. The basic idea is to replace the free
Green’s function in the tunneling self-energy diagram by an effective reduced propagator under the
Born approximation. This simple modification has remarkable consequences. It not only recovers
the exact results for quantum transport through noninteracting systems under arbitrary voltages,
but also predicts the challenging nonequilibrium Kondo effect. Compared to the nonequilibrium
Green’s function technique that formulates the calculation of specific correlation functions, the
master equation approach contains richer dynamical information to allow more efficient studies for
such as the shot noise and full counting statistics.
I. INTRODUCTION
The Landauer-Bu¨ttiker scattering theory and the
nonequilibrium Green’s function (nGF) approach are
widely applied as two standard methods for mesoscopic
quantum transports [1, 2]. As alternative choices, the
classical rate equation [3–5] and quantum master equa-
tion [6–12] are more convenient in some cases. In partic-
ular, the number-resolved version of the quantum master
equation approach [11–13] has been demonstrated very
useful for the study of quantum noise, counting statis-
tics, and large-derivation analysis [14].
In most cases, such as in quantum optics, the second-
order master equation (ME) is widely applied and
works perfectly. However, for quantum transports, the
second-order expansion of the tunneling Hamiltonian
only corresponds to sequential-tunneling-governed trans-
port, which does not incorporate the level broadening
effect, implying thus a validity condition of large bias
voltage. Moreover, for interacting systems, despite the
second-order ME can predict such as the Coulomb stair-
case behavior, it cannot deal with the cotunneling and
Kondo effects. To break through this limitation, higher-
order expansions for the tunneling Hamiltonian are re-
quired [8–10, 15–22].
The second-order master equation is obtained from the
well-know Born approximation through perturbative ex-
pansion of the tunneling Hamiltonian. The resultant dis-
sipation term, in analogy to the quantum dissipative sys-
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tem, corresponds to a self-energy process of tunneling.
On the other hand, it is well known that in the Green’s
function theory, an efficient scheme of higher-order cor-
rection is the use of renormalized self-energy diagram
under the so-called self-consistent Born approximation
(SCBA), which is actually a type of self-consistent renor-
malization to the bare propagator with a dressed one [23].
From this insight, for quantum transport we may replace
the free (system-Hamiltonian only) Green’s function in
the second-order self-energy diagram, with an effective
propagator defined by the second-order ME. We will see
that the effect of this improvement is remarkable: it re-
covers not only the exact result of noninteracting trans-
port under arbitrary voltages, but also the cotunneling
and nonequilibrium Kondo features for interacting sys-
tems.
Similar ideas of modifying the free propagator in the
tunneling self-energy diagram by a dressed one were im-
plemented also in a couple of recent studies [20–22]. But
the master equation of basis-free superoperator form was
not obtained, and Ref. [22] aimed to a study on the An-
derson impurity model heavily based on a diagrammatic
technique. Moreover, owing to inappropriately treating
the dressed propagator as a Markovian-Redfield genera-
tor [20, 21], unsatisfactory problems occurred, as stated
in the concluding remarks of Ref. [21]: “ · · · Note however
that many important effects due to strong correlation
between the molecule and contacts observed at low tem-
peratures (e.g., Kondo) cannot be reproduced within our
scheme. We find that our scheme becomes unreliable in
the region of the parameters where coherences in the sys-
tem eigenbasis (i.e., coherences introduced through non-
diagonal elements of molecule-contact coupling matrix Γ)
are bigger than the interlevel separation and on the order
of the diagonal elements of the molecule-contact coupling
2matrix Γ”. Remarkably, our treatment in the present
study clears out all these unsatisfactory problems.
The paper is organized as follows. In Sec. II we present
the main formulation of the master equation approach
under SCBA. This central part constitutes a number of
subsections: we first outline in Sec. II.A the master equa-
tion approach to quantum transport under the Born ap-
proximation, then discuss in Sec. II.B the basic idea of
the SCBA which is further implemented in Sec. II.C to
construct the improved master equation; subsequently, in
Sec. II.D and E we consider the steady state and prove an
exact equivalence to the nGF approach for noninteracting
systems. In Sec. III, we perform a more challenging test
by applying the SCBA-ME to transport through an inter-
acting quantum dot, where the recovery of the nonequi-
librium Kondo effect will be demonstrated. Finally, we
summarize the work in Sec. V. As complementary materi-
als, we arrange five Appendices for some technical details
in addition to the main text.
II. SELF-CONSISTENT BORN
APPROXIMATION: FORMULATIONS
A. Scheme under Born approximation
Let us start with a transport setup described by
H = HS(a
†
µ, aµ) +HB +HSB. (1)
In this Hamiltonian, HS is for the central system
embedded between two leads that are regarded as a
generalized environment and are modeled by HB =∑
α=L,R
∑
k(ǫαk + µα)b
†
αµkbαk, under the bias voltage of
V = (µL − µR)/e. The coupling between the system
and the leads is described by a tunneling Hamiltonian,
HSB =
∑
αµk(tαµka
†
µbαk + H.c.). Here, a
†
µ and b
†
αk (aµ
and bαk) are the electron creation (annihilation) opera-
tors of the specified system and α-lead states, while ǫαk
and tαµk denote the state energy and the coupling in-
tegral parameters, respectively. Following the standard
treatment of quantum open systems, we introduce a col-
lective reservoir operator, Fαµ =
∑
k tαµkbαk, for the
coupling between the α = L, R lead and the system state
“µ”. We can therefore rewrite the tunneling Hamiltonian
as HSB =
∑
αµ
(
a†µFαµ +H.c.
)
. By expanding HSB per-
turbatively up to the second-order, i.e., under the Born
approximation, we obtain a formal master equation ex-
pression with memory as [24]:
ρ˙(t) = −iLρ(t)−
∫ t
t0
dτΣ(2)(t− τ)ρ(τ). (2)
Here, the reduced density matrix of the system, ρ(t), is
defined by tracing out the reservoir states from the entire
system-plus-reservoir density matrix ρT (t), i.e., ρ(t) =
TrB[ρT(t)]. Two superoperators, the system Liouvillian
L, defined via L(· · · ) = [HS , (· · · )], and the second-order
self-energy superoperator Σ(2) = 〈L′(t)G(t, τ)L′(τ)〉, are
introduced in Eq. (2). Defined here are also the Liouvil-
lian L′(· · · ) = [HSB, (· · · )] and the free (system) prop-
agator G(t, τ) = e−iL(t−τ). Reexpressing the Liouvil-
lian self-energy superoperator in Hilbert-space, the in-
tegrand in Eq. (2) has four terms, see Appendix A and
Fig. 1 where a diagrammatic illustration on the real-
time Keldysh contour is employed. We obtain the master
equation (2) a compact operator form of
ρ˙(t) = −iLρ(t)−
∑
µσ
{[
aσ¯µ, A
(σ)
µρ (t)
]
+H.c.
}
. (3)
Here, for the sake of brevity, we make the following con-
ventions: σ = + and −, σ¯ = −σ; a+µ = a
†
µ and a
−
µ = aµ.
Introduced in Eq. (3) is alsoA
(σ)
µρ (t) ≡
∑
αA
(σ)
αµρ(t), where
A(σ)αµρ(t) =
∑
ν
∫ t
t0
dτC(σ)αµν (t− τ) {G(t, τ)[a
σ
νρ(τ)]} , (4)
with C
(σ)
αµν(t − τ) = 〈F
(σ)
αµ (t)F
(σ¯)
αν (τ)〉B. The time depen-
dence in F
(±)
αµ (t) originates from the interaction picture
with respect to the Hamiltonian of the leads, and the av-
erage 〈· · ·〉B is over the lead states. It should be noted
that, in deriving the above results, only the Born ap-
proximation was used, but not involving the Markovian
approximation. The non-Markovian feature is reflected
by the time non-local self-energy terms in Eq. (4).
Finally, following Ref. [12], the transport current is
given by
Iα(t) =
2e
~
∑
µ
Re
{
Tr
[
A(+)αµρ(t)aµ −A
(−)
αµρ(t)a
†
µ
]}
. (5)
Here the trace is over the states of the central system.
B. Basic consideration
Strictly speaking, the second-order master equation
applies only to transport under large bias voltage. That
is, the Fermi levels of the leads should be considerably far
away from the transport levels of the central system, be-
ing at least several times of the level’s broadening. This
can be understood by the simplest example of resonant
transport through a single-level quantum dot. For this
simple system, one can prove that the second-order mas-
ter equation will result in a vanishing current at zero
temperature, if the dot level E0 is located slightly outside
the bias window. However, it is well known that a full
quantum mechanical treatment will give a nonzero tun-
neling current in this situation. Similar difficulty arises
as well if the dot level E0 is in between the Fermi levels,
(µL > E0 > µR), the second-order theory will always pre-
dict a full resonant current of I = eΓLΓR/(ΓL + ΓR), no
matter how small the Fermi levels are away from E0. In-
sightfully, these unreasonable results are associated with
the neglect of the level’s broadening effect.
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FIG. 1: (color online) (A): The self-consistent Born approx-
imation in Green’s function theory, where the free Green’s
function G0 in the self-energy is replaced by an effective
one, G(2). The dashed curve represents, for instance, the
Green’s function of phonon/photon in the case of an electron-
phonon/photon interacting system. (B): The four second-
order tunneling self-energy diagrams, Σ(2)(t− τ ), in the real-
time Keldysh contour. The dashed lines are the Green’s func-
tions of the reservoir electrons. (C): The improved tunneling
self-energy diagrams under the self-consistent Born approx-
imation, in which the free (system only) Green’s function
G(t, τ ) was replaced by the second-order effective propagator
U(t, τ ).
We notice that the tunneling self-energy operator in
Eq. (2), Σ(2)(t− τ) = 〈L′(t)G(t, τ)L′(τ)〉, contains a free
(system only) Green’s function G(t, τ), which in the case
of single-level dot reads G(t, τ) ∼ e−iE0(t−τ). Then, if we
could attach e−Γ|t−τ | to this unitary propagator, the level
broadening effect would be restored. Physically, this cor-
responds to a certain self-consistent Born correction to
the tunneling self-energy. Moreover, as to be shown in the
following, the improvement from Born to self-consistent
Born approximation to the tunneling self-energy contains
more than the broadening effect. In general, it includes
also an energy shift and, moreover, the interplay between
the coherent multiple tunneling and the on-site strong
Coulomb interaction which are essential to the Kondo
effect.
In the Green’s function theory, it is well known that
the correction of the self-energy diagram under self-
consistent Born approximation (SCBA) is an efficient
scheme for a partial inclusion of high-order tunneling con-
tributions. In Fig. 1(A), taking the electron-phonon (or
photon) interaction as an example, we illustrate the main
consideration here. The solid line is for the free Green’s
function G0 of the electron, the double lines for the full
Green’s function G, and the dashed line for the Green’s
function of the phonon (or photon). The basic idea of the
self-consistent Born approximation is replacing G0 in the
self-energy diagram by an improved one, G(2), as shown
in Fig. 1(A). This correction corresponds to an infinite
re-summation of the second-order Born self energy and,
in most cases, can largely improve the results.
The Keldysh diagrammatic representation of the tun-
neling self-energy Σ(2) = 〈L′(t)G(t, τ)L′(τ)〉 is shown in
Fig. 1(B). It involves the unperturbed bare system prop-
agator, G(t, τ). Thus, any vertical line between vertexes
in Fig. 1(B) crosses one tunneling line (the dashed line),
leading to the lowest-order perturbation master equa-
tion described by Eq. (2) or (3). In the spirit of SCBA
the modified version assumes ΣSCB = 〈L
′(t)U(t, τ)L′(τ)〉,
with the propagator U(t, τ) arising from the ME (2)
that incorporates Σ(2). Consequently, a vertical line be-
tween vertexes in ΣSCB of Fig. 1(C) involves effectively,
on top of the single-tunneling crossing in Fig. 1(B), also
the double-tunneling crossing diagram. The resultant
SCBA-ME propagator acquires the desired iteration na-
ture, incorporating therefore infinite tunneling processes
[8, 9]. The underlying self-consistent ΣSCB re-summation
scheme surely includes multiple interaction lines con-
necting the horizontal propagations without intersection
[8, 9]. As the self-energy is treated at the master equation
level, the basic requirement of probability conservation,
i.e., ddtTrρ(t) = 0, is always preserved [cf. Eq. (7)].
A crucial issue in developing a SCBA-ME for elec-
tronic transport systems is the Fermi-Grassmann parity
difference between Σ(2) and ΣSCB (cf. Sec. II C). This is-
sue appears also in the hierarchical equation of motion
(HEOM) formalism [15] and the real-time diagrammatic
(RTD) technique [9]. For further comparison, we may
symbolically represent the self-energy in frequency do-
main as ΣSCB(ω) ∼ L
′[ω−L+iΣ(2)(ω)]−1L′. It highlights
the local-frequency dependence of ΣSCB(ω) on Σ
(2)(ω).
In other words, ΣSCB of Fig. 1(C) does not access the
horizontal intersections of nonlocal frequencies. As in-
ferred from the second-tier-level HEOM formalism (cf.
AppendixD) that is equivalent to the RTD approach
[9, 15], each individual horizontal intersection could be
of the same order as those vertical intersections treated
in Fig. 1(C). In this regard the present SCBA scheme re-
sembles a random-phase approximation, which assumes
the integrated contribution from all nonlocal frequencies
be negligible, in comparing to those local-frequency con-
tributions. Remarkably, the approximation here is truly
valid, as supported by the resulting steady-state proper-
ties the following two observations: (i) For noninteract-
ing transport systems the present SCBA scheme is ex-
act and recovers the second-tier-level HEOM results (cf.
Sec. II E); (ii) For interacting systems it reproduces nGF
equation-of-motion (EOM) results [2] including those of
nonequilibrium Kondo features [cf. Eq. (27)]. The above
observations conclude that the SCBA-ME in this work,
despite of its random-phase simplification, does treat the
vertex and the self energy at the same level of approx-
4imation. It renders an efficient and reliable means for
various quantum transport problems, including nonequi-
librium Kondo cotunnelings in interacting systems. In
the coming subsections, we present the SCBA-ME, with
the details on the aforementioned features and observa-
tions.
C. Scheme under self-consistent Born
approximation
Based on Eq. (3) we formally introduce an evolution
operator U(t, τ), which propagates the state in terms of
ρ(t) = U(t, τ)ρ(τ). Then, based on the insight above, we
replace G(t, τ) with U(t, τ) in the self-energy operator or
more precisely in A
(σ)
αµρ [c.f. Eq. (4)]:
A(σ)αµρ(t) =
∑
ν
∫ t
t0
dτC(σ)αµν (t− τ) {U(t, τ)[a
σ
νρ(τ)]} . (6)
Inserting this improved quantity into the master equation
and the transport current, we have
ρ˙(t) = −iLρ(t)−
∑
µσ
{[
aσ¯µ,A
(σ)
µρ (t)
]
+H.c.
}
, (7)
where A
(σ)
µρ (t) ≡
∑
αA
(σ)
αµρ(t), and
Iα(t) =
2e
~
∑
µ
Re
{
Tr
[
A(+)αµρ(t)aµ −A
(−)
αµρ(t)a
†
µ
]}
. (8)
Desirably, Eqs. (7) and (8) have the same compact struc-
tures as Eqs. (3) and (5), respectively, in the second-order
Born master equation approach. The only difference
is the replacement of A
(±)
αµρ(t) of Eq. (4) by A
(±)
αµρ(t) of
Eq. (6). The most obvious consequence of this improve-
ment is that the broadening effect and energy shift in-
duced by the tunneling are included in the system state
evolution in the self-energy terms. But, not only limited
to these, it has even more implications. For instance, a
careful inspection of Fig. 1(C) reveals that this replace-
ment, significantly, accounts for the interplay of the mul-
tiple tunneling processes and the Coulomb interactions
inside the central system. It is well known that such type
of interplay is the key reason for Kondo effect, including
the nonequilibrium Kondo effect in transport though the
Anderson-type impurities. In Sec. III we will detail an
example for this issue. Moreover, the cotunneling pro-
cesses are also most naturally contained in the proposed
SCBA-ME scheme. Under the bias condition of Coulomb
blockade, the SCBA-ME can recover the cotunneling re-
sults given by other approaches [10].
Below we outline a protocol to solve Eq. (7) in fre-
quency domain, by the Laplace transformation ρ(ω) =
L[ρ(t)] =
∫∞
0
dt eiωtρ(t). Accordingly, Eq. (7) reads
− iωρ(ω)− ρ(0) = −iLρ(ω)
−
∑
µσ
{[
aσ¯µ,A
(σ)
µρ (ω)
]
−
[
aσµ,A
(σ)†
µρ (−ω)
]}
, (9)
where A
(σ)
µρ (ω) =
∑
αA
(σ)
αµρ(ω), with A
(σ)
αµρ(ω) explicitly
expressed as
A(±)αµρ(ω) =
∑
ν
∫ ∞
−∞
dω′
2π
Γ(±)αµν(ω
′)U(ω ± ω′)[a±ν ρ(ω)].
(10)
In deriving this result that is limited to the case of
U(t, τ) = U(t − τ), we have used the simple rela-
tion, L[e±iω
′tU(t)] = U(ω ± ω′), and introduced the
Fourier expansion C
(±)
αµν(t) =
∫
dω
2pi e
±iωtΓ
(±)
αµν(ω). More
explicitly, Γ
(+)
αµν(ω) = Γανµ(ω)f
(+)
α (ω), and Γ
(−)
αµν(ω) =
Γαµν(ω)f
(−)
α (ω), where Γαµν(ω) = 2π
∑
k tαµkt
∗
ανkδ(ω −
ǫαk) is the spectral density function of the α-lead. The
other two quantities, f
(+)
α (ω) = fα(ω) and f
(−)
α (ω) = 1−
fα(ω), are the occupied and unoccupied Fermi functions,
respectively. Equations (9) and (10) constitute a closed
form of master equation in frequency domain, which al-
lows for a straightforward way to get the solution. How-
ever, in doing this, we must explicitly identify the prop-
agator resolution U(ω) in Eq. (10). More specifically, we
need to consider the evolution of ρ˜j(t) ≡ U(t, τ)[a
σ
νρ(τ)],
where we use a single index “j” to denote “{ν, σ}” for
brevity.
Care must be taken in treating the reduced propagator
U(t, τ) in Eq. (6), as it involves the issue of Grassman-
Fermi’s parity. Originally, the second-order reduced
propagator U was introduced via the usual propagation of
a physical state (density matrix), i.e., ρ(t) = U(t, t0)ρ(t0).
However, in Eq. (6) or (10), the quantity being propa-
gated is aσνρ, which has the different Grassmannian parity
from the density matrix. Conventionally, one may expect
that the propagator would be independent of the quantity
to be propagated. However, the analysis in Appendix A
shows that this “general” rule breaks down quite unex-
pectedly in the present case. The basic reason is that
the quantity to be propagated, aσνρ, contains an extra
fermionic electron operator, in compared to the density
operator itself. Owing to the Pauli principle, an extra mi-
nus sign would appear in two of the four self-energy terms
in its equation of motion. This converts the commutators
in the usual master equation to the anti-commutators;
see Eq. (11) below. The involving details are reported in
Appendix A. We will find that, through the illustrative
examples of this work, this subtle issue is crucially impor-
tant for the present theory to have the correct propertied
presented later in this work.
We summarize the result derived in Appendix A for
ρ˜j(t) ≡ U(t, τ)[a
σ
νρ(τ)] as follows:
˙˜ρj(t) = −iLρ˜j(t)−
∑
µ
[{
aµ, A
(+)
µρ˜j
}
+
{
a†µ, A
(−)
µρ˜j
}
+
{
a†µ, A
(+)†
µρ˜j
}
+
{
aµ, A
(−)†
µρ˜j
}]
. (11)
The operators A
(±)
µρ˜j
in this equation have the same form
of A
(±)
µρ˜ in Eq. (4), needing only to replace ρ by ρ˜j . As
5emphasized earlier, a significant difference appears un-
expectedly between Eq. (11) and Eq. (3). That is, the
commutators in the master equation (3) become now the
anti-commutators in Eq. (11).
In frequency domain, the solution of Eq. (11) deter-
mines the propagator resolution U(ω) in Eq. (10). The
Laplace transform of Eq. (11),
−iωρ˜j(ω)− ρ˜j(0) = −iLρ˜j(ω)− Σ(ω)ρ˜j(ω), (12)
gives
U(ω) = [i(L− ω) + Σ(ω)]
−1
. (13)
The involving self-energy superoperator in frequency do-
main reads
Σ(ω) =
∑
σµν
[
→
a σ¯µC
(σ)
µν (ω−L)
→
aσν +
←
aσµC
(σ)∗
µν (L−ω)
←
a σ¯ν
+
←
a σ¯µC
(σ)
µν (ω−L)
→
aσν +
→
aσµC
(σ)∗
µν (L−ω)
←
a σ¯ν
]
. (14)
The shorthand notations introduced here,
→
aσµOˆ ≡ a
σ
µOˆ
and
←
aσµOˆ ≡ Oˆa
σ
µ, considerably simplify the expression.
And, C
(σ)
αµν(ω), the Laplace transformation of C
(σ)
αµν(t),
are related with Γ
(±)
αµν(ω) through the well known disper-
sive relation:
C(±)αµν(ω) =
∫ ∞
−∞
dω′
2π
i
ω ± ω′ + i0+
Γ(±)αµν(ω
′). (15)
Equations (6), (7) and (11) constitute the central for-
mulation of the SCBA-ME. In Appendix D we prove
a relation of the SCBA-ME with an alternative ap-
proach, say, the (infinite) hierarchical equations of mo-
tion (HEOM) approach [15]. The latter is derived by
a series of derivatives on the Feynman-Vernon influence
functional, based on a spectral decomposition technique
and introducing a series of auxiliary operators. In Ap-
pendix D we show that the SCBA-ME contains the dom-
inant contribution of the HEOM formulation.
D. Steady state
Based on Eqs. (9), (10) and (12) one can first carry out
the solution in frequency domain. Then, by an inverse
Laplace transformation, the time-dependent solution can
be obtained. Nevertheless, in this subsection we would
like to show an efficient scheme for the steady state so-
lution. For this purpose, let us consider the integral in
Eq. (6). Since the correlation function in the integrand of
Eq. (6) is nonzero only on finite timescale, we can replace
ρ(τ) in the integrand by the steady-state density matrix
ρ¯, in the long time limit t → ∞ (corresponding to the
steady state). After this, we first make a Fourier expan-
sion for C
(σ)
αµν(t− τ), then perform the Laplace transform
for U(t− τ)[a±ν ρ¯], yielding
A
(±)
αµρ¯(t→∞) =
∑
ν
∫ ∞
−∞
dω
2π
Γ(±)αµν(ω)U(±ω)[a
±
ν ρ¯]. (16)
Together with Eq. (12), substituting this result into
Eq. (7), we can straightforwardly solve for ρ¯ and calculate
the steady-state current.
To get further insight into the SCBA-ME scheme,
we recast the current formula Eq. (8) in a more con-
ventional form. To this end we introduce: ϕ1µν(ω) =
Tr
[
aµρ˜1ν(ω)
]
, and ϕ2µν(ω) = Tr
[
aµρ˜2ν(ω)
]
, where
ρ˜1ν(ω) and ρ˜2ν(ω) are the solution of Eq. (12), with an
initial condition of ρ˜1ν(0) = ρ¯a
†
ν and ρ˜2ν(0) = a
†
ν ρ¯. More-
over, we introduce a matrix notation using, for instance,
ϕj to denote ϕjµν . Then, the steady-state current via
Eq. (8) can be expressed in a compact form as
I¯α =
2e
~
Re
∫ ∞
−∞
dω
2π
Tr
{
Γα(ω) [fα(ω)ϕ(ω)−ϕ1(ω)]
}
,
(17)
where ϕ(ω) = ϕ1(ω) +ϕ2(ω).
Further simplification is possible, if ΓL = λΓR, where
λ is a constant. In this case, Eq. (17) can be recast to the
Landauer-Bu¨ttiker type of current formula. That is, the
current is an integration of tunneling coefficient over the
bias window: I¯ = 2e
~
Re
∫∞
−∞
dω
2pi [fL(ω)− fR(ω)] T (ω). In
our case, the effective tunneling coefficient reads T (ω) =
Tr{ΓLΓR(ΓL+ΓR)
−1Re
[
ϕ(ω)
]
}. Compared to the nGF
formulation [2], we find that ϕ plays a role of the retarded
Green’s function, i.e., ϕ(ω) = iGr(ω). The point is that,
the current formula in terms of the nGF is only a formal
expression: it does not say anything about the methods
to obtain the various Green’s functions. Our ϕ, however,
is based on a concrete computational scheme in terms of
master equation. In the following, we shall demonstrate:
(i) the SCBA-ME approach is exact for noninteracting
transport under arbitrary voltage; and (ii) it is likely to
be good enough for interacting systems – it can predict,
for instance, the nonequilibrium Kondo effect.
E. Noninteracting system: Recovery of the exact
result under arbitrary bias voltage
Consider the transport through a noninteracting sys-
tem:
HS =
∑
µν
hµνa
†
µaν . (18)
Straightforwardly, based on Eq. (12), we obtain the equa-
tion of motion for ϕi as follows (see Appendix B for de-
tails):
−iωϕi(ω)−ϕi(0) = −ihϕi(ω)− iΣ0(ω)ϕi(ω). (19)
Here and in some other parts of this work we use
the bold face operators to denote the matrices in the
eigenstate representation of the central system Hamil-
tonian. In Eq. (19) ϕi(0) stands for the initial condi-
tion, ϕ1µν(0) = Tr
[
aµρ¯a
†
ν
]
and ϕ2µν(0) = Tr
[
aµa
†
ν ρ¯
]
.
6The self-energy operator Σ0 corresponds to Σ0µν(ω) =
−i
∑
α
[
C
(−)
αµν (ω) + C
(+)∗
αµν (−ω)
]
, or more explicitly,
Σ0µν(ω) =
∫ ∞
−∞
dω′
2π
Γµν(ω
′)
ω − ω′ + i0+
. (20)
Then, based on Eq. (19), summing up ϕ1(ω) and ϕ2(ω)
yields
ϕ(ω) = i
[
ω − h−Σ0(ω)
]−1
= iGr(ω). (21)
In deriving this result, the cyclic property under trace
and the anti-commutative relation, {aµ, a
†
ν} = δµν , have
been used.
Equation (21) is the exact Green’s function for trans-
port through a noninteracting system. We then conclude
that the SCBA-ME approach is exact for noninteracting
transports. Inserting Eq. (21) into the current formula,
we can evaluate the current for arbitrary bias voltage.
Therefore, quite desirably, this achievement goes beyond
the usual second-order master equation approach, which
is applicable only in large bias limit even for noninteract-
ing systems.
We would like to reemphasize that the results of Eqs.
(19)-(21) cannot be obtained from the second-order Born
approximation. The basic reason is that, under the
second-order Born approximation, the self-energy terms
in Eqs. (12), (19) and (21) are absent. Then, the current
formula of Eq. (17) is reduced to the integrated one under
large bias, even in the case of near-resonance small bias
voltage. This is the difficulty of lacking the “broadening
effect”, resulting in essentially an average (trace) of two
electron operators over the state density matrix given by
the second-order Born master equation [12].
III. TRANSPORT THROUGH AN
INTERACTING QUANTUM DOT
Below we perform a more challenging test on the
SCBA-ME, by considering the transport through a
strongly interacting quantum dot. This system can be
modeled by the well-known Anderson impurity Hamilto-
nian:
HS =
∑
µ
(
ǫµa
†
µaµ +
U
2
nµnµ¯
)
. (22)
Here, the index µ labels the spin up (“↑”) and spin down
(“↓”) states, and µ¯ corresponds to the opposite spin ori-
entation. The spin-dependent energy level, ǫµ, may ac-
count for the Zeeman splitting in the presence of mag-
netic field (B), ǫ↑,↓ = ǫ0 ± gµBB. In this context, ǫ0 is
the degenerate dot level in the absence of magnetic field,
whereas g and µB are the Lande-g factor and the Bohr’s
magneton, respectively. In the interaction part, say, the
Hubbard term Un↑n↓, nµ = a
†
µaµ is the number operator
and U represents the interacting strength. Owing to the
existence of this term, we are unable to obtain a closed
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FIG. 2: (color online) Kondo peaks in the differential conduc-
tance, where the magnetic field is introduced to generate Zee-
man splitting, ǫ↑,↓ = ǫ0±gµBB. The adopted parameters fol-
low the experiment in Ref. [? ]: the temperature kBT = 0.005
meV, the dot level in the absence of magnetic field ǫ0 = −5.2
meV (here we take the zero-bias Fermi level as energy refer-
ence), and the on-site Coulomb interaction U = 120 meV. We
also consider an Lorentzian spectral density for the (identical)
leads as explained in Appendix C, and assume Γ = 3.4 meV
and W = 100 meV.
equation for ϕi as Eq. (19) for the noninteracting system.
Alternatively, we search for the steady-state solution of
the superoperator A
(σ)
µρ which is the key quantity for the
current Eq. (8).
When applying the SCBA-ME approach to this sys-
tem, we notice that the correlation function, C
(±)
αµν , is
diagonal with respect to the spin states, i.e., C
(±)
αµν(t) =
δµνC
(±)
αµ (t), and Γ
(±)
αµν = Γ
(±)
αµ δµν . Also, we specify the
Hilbert space by the four states involved in the transport:
|0〉, | ↑〉, | ↓〉 and |d〉, corresponding to the empty, spin-
up, spin-down and double occupancy states, respectively.
Using this basis, we can reexpress the electron opera-
tor by projection operator as a†µ = |µ〉〈0| + (−1)
µ|d〉〈µ¯|,
where the convention (−1)↑(↓) = +(−)1 is implied.
For a solution of the steady state, as Eq. (16), we have
A
(±)
αµρ¯ =
∫ ∞
−∞
dω
2π
Γ(±)αµ (ω)U(±ω)[a
±
µ ρ¯]. (23)
Based on Eqs. (13)-(15), after some algebra (see Ap-
pendixC for more details) we obtain an analytic expres-
sion for U(±ω)[a±µ ρ¯] as
U(ω)[a†µρ¯] =
[
λ+µ (ω)|µ〉〈0|+ κ
+
µ (ω)(−1)
µ|d〉〈µ¯|
]
,
U(−ω)[aµρ¯] =
[
λ−µ (ω)|0〉〈µ|+ κ
−
µ (ω)(−1)
µ|µ¯〉〈d|
]
,
(24)
7where
λ+µ (ω) = i
Π−11µ (ω)ρ¯00 − Σ
−
µ¯ (ω)ρ¯µ¯µ¯
Π−1µ (ω)Π
−1
1µ (ω)− Σ
+
µ¯ (ω)Σ
−
µ¯ (ω)
,
λ−µ (ω) = −i
Π−11µ (ω)ρ¯µµ +Σ
−
µ¯ (ω)ρ¯dd
Π−1µ (ω)Π
−1
1µ (ω)− Σ
+
µ¯ (ω)Σ
−
µ¯ (ω)
,
κ+µ (ω) = i
−Σ+µ¯ (ω)ρ¯00 +Π
−1
µ (ω)ρ¯µ¯µ¯
Π−1µ (ω)Π
−1
1µ (ω)− Σ
+
µ¯ (ω)Σ
−
µ¯ (ω)
,
κ−µ (ω) = i
−Σ+µ¯ (ω)ρ¯µµ +Π
−1
µ (ω)ρ¯dd
Π−1µ (ω)Π
−1
1µ (ω)− Σ
+
µ¯ (ω)Σ
−
µ¯ (ω)
,
(25)
with Π−1µ (ω) = ω − ǫµ − Σ0µ(ω)−Σ
+
µ¯ (ω) and Π
−1
1µ (ω) =
ω− ǫµ−U −Σ0µ(ω)−Σ
−
µ¯ (ω). The self-energy Σ0µ(ω) is
given by Eq. (20), while Σ±µ (ω) is defined through
Σ±µ (ω) =
∫ ∞
−∞
dω′
2π
Γ
(±)
µ (ω′)
ω − ǫµ¯ + ǫµ − ω′ + i0+
+
∫ ∞
−∞
dω′
2π
Γ
(±)
µ (ω′)
ω − Ed + ω′ + i0+
. (26)
Denote further Σµ(ω) ≡ Σ
+
µ (ω) + Σ
−
µ (ω). Then, we find
the solution of ϕµµ(ω) as
ϕµµ(ω) =
i
[
Π−11µ (ω) + Σ
+
µ¯ (ω)
]
(1− nµ¯)
Π−1µ (ω)Π
−1
1µ (ω)− Σ
+
µ¯ (ω)Σ
−
µ¯ (ω)
+
i
[
Π−1µ (ω)− Σ
−
µ¯ (ω)
]
nµ¯
Π−1µ (ω)Π
−1
1µ (ω)− Σ
+
µ¯ (ω)Σ
−
µ¯ (ω)
=
i(1− nµ¯)
ω − ǫµ − Σ0µ + UΣ
+
µ¯ (ω − ǫµ − U − Σ0µ − Σµ¯)
−1
+
inµ¯
ω − ǫµ − U − Σ0µ − UΣ
−
µ¯ (ω − ǫµ − Σ0µ − Σµ¯)
−1
.
(27)
The frequency dependence of Σ0µ and Σµ¯ is implied. In
this result, nµ¯ = ρ¯µ¯µ¯ + ρ¯dd and 1− nµ¯ = ρ¯µµ + ρ¯00.
Equation (27) precisely coincides with the result from
the nGF-EOM formalism [2]. This solution, despite be-
ing certain overestimation compared to other more so-
phisticated techniques [16], reveals qualitatively the re-
markable nonequilibrium Kondo effect. In Fig. 2 we dis-
play the Kondo peaks in the differential conductance.
This is a desirable result achieved in this work, since the
challenging Kondo effect is usually hard to be captured
by the conventional master equation methods, includ-
ing the second-order von Neumann approach which goes
also beyond the scope of the Born-Markov master equa-
tion [17], and other approaches proposed more recently
[18–21].
At high temperature, the Kondo physics, which is as-
sociated with coherent forth-and-back tunneling, is de-
stroyed by the incoherent thermal process between the
dot and leads. In this case, the (· · · )−1-terms in the de-
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FIG. 3: (color online) Coulomb staircase in the current-
voltage curve. Inset: the corresponding differential con-
ductance. Here, the results based on Eq. (27) are plotted
against the Hatree-Fock mean-field solution via Eq. (28), for
the purpose of comparison. Their difference gradually van-
ishes with the increase of temperature, as shown from (a) to
(d). In the calculation, we consider ΓL = ΓR = Γ/2 and
µL = −µR = eV/2. Taking the zero-bias Fermi level as en-
ergy reference, we set ǫ0 = 2 meV, while assuming Γ = 0.3
meV and U = 3 meV.
nominators in Eq. (27) can be neglected, resulting in
ϕµµ(ω) ≈
i(1− nµ¯)
ω − ǫµ − Σ0µ
+
inµ¯
ω − ǫµ − U − Σ0µ
. (28)
This is the same result as that derived from the equa-
tion of motion for two-particle nGF formalism under a
Hatree-Fock mean-field approximation [2]. Nevertheless,
even this simplified result goes beyond the scope of the
second-order master equation, as evident that Eq. (28)
does contain the broadening effect. In Fig. 3 we plot the
I-V curves from both Eqs. (27) and (28) for comparison.
We would like to mention that, in the Coulomb-blockade
regime (the plateau stages), the cotunneling contribution
has automatically entered Eq. (27), in our unified treat-
ment under the SCBA.
IV. SUMMARY
We have proposed an efficient master equation ap-
proach to quantum transport, by implementing a gen-
eralization from the Born to self-consistent Born approx-
imation. We showed that the proposed scheme can give
satisfactory results. For instance, it can recover not only
the exact result of noninteracting transport under arbi-
trary voltages, but also the nonequilibrium Kondo effect
of interacting quantum dot. This achievement goes be-
yond the scope of the widely used master equation under
Born approximation, as well as other improved schemes
[17–21].
8As a final remark, compared to the nGF equation-of-
motion formulated for the average of physical observ-
ables, the master equation is for the (reduced) state.
Thus it encodes more information and promises broader
applications beyond the steady-state current. In par-
ticular, the master equation approach is very useful for
evaluating the shot noise and full counting statistics on
transport current.
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Appendix A: Derivation of Eq. (11)
In this appendix, we present the derivation of Eq. (11),
the equation-of-motion for ρ˜j(t) ≡ U(t, τ)[a
σ
νρ(τ)]. Simi-
lar to deriving the second-order master equation, we start
with a second-order expansion for the tunneling Hamil-
tonian HSB, and formally obtain the same equation as
Eq. (2):
˙˜ρj(t) = −iLρ˜j(t)−
∫ t
0
dτTrB
[
L′(t)G(t, τ)L′(τ)ρ˜T (τ)
]
.
(A1)
The various superoperators in this equation have the
same meaning as in Eq. (2). Explicitly, the Liouvillian
self-energy superoperator can be reexpressed in Hilbert
space via
TrB
[
L′(t)G(t, τ)L′(τ)ρ˜T (τ)
]
= TrB
[
H ′(t)G(t, τ)H ′(τ)ρ˜T (τ)G
†(t, τ)
−G(t, τ)H ′(τ)ρ˜T (τ)G
†(t, τ)H ′(t)
−H ′(t)G(t, τ)ρ˜T (τ)H
′(τ)G†(t, τ)
+G(t, τ)ρ˜T (τ)H
′(τ)G†(t, τ)H ′(t)
]
≡ [I]− [II]− [III] + [IV ]. (A2)
Here, H ′(t) ≡ eiHBt/~HSBe
−iHBt/~. Applying the Born
approximation, ρ˜T (τ) ≈ ρ
st
B ρ˜j(τ), with ρ
st
B being the
steady-state of the bare electrodes bath, we further ob-
tain
[I] = TrB [H
′(t)G(t, τ)H ′(τ)ρBρ˜j(τ)G
†(t, τ)]
=
∑
µν
{
C(+)µν (t− τ)aµG(t, τ)
[
a†ν ρ˜j(τ)
]
+ C(−)µν (t− τ)a
†
µG(t, τ)
[
aν ρ˜j(τ)
]}
, (A3a)
[II] = TrB [G(t, τ)H
′(τ)ρBρ˜j(τ)G
†(t, τ)H ′(t)]
= −
∑
µν
{
C(+)µν (t− τ)G(t, τ)
[
a†ν ρ˜j(τ)
]
aµ
+ C(−)µν (t− τ)G(t, τ)
[
aν ρ˜j(τ)
]
a†µ
}
, (A3b)
[III] = TrB[H
′(t)G(t, τ)ρB ρ˜j(τ)H
′(τ)G†(t, τ)]
= −
∑
µν
{
C(−)∗µν (t− τ)aµG(t, τ)
[
ρ˜j(τ)a
†
ν
]
+ C(+)∗µν (t− τ)a
†
µG(t, τ)
[
ρ˜j(τ)aν
]}
, (A3c)
[IV ] = TrB[G(t, τ)ρBρ˜j(τ)H
′(τ)G†(t, τ)H ′(t)]
=
∑
µν
{
C(−)∗µν (t− τ)G(t, τ)
[
ρ˜j(τ)a
†
ν
]
aµ
+ C(+)∗µν (t− τ)G(t, τ)
[
ρ˜j(τ)aν
]
a†µ
}
. (A3d)
Substituting these results into Eq. (A1), a more compact
notation leads to Eq. (11).
It is of crucial importance to note that, in the above
[II] and [III], extra minus sign appears when we rear-
range the bath operators to the two sides of ρB . We
explain this issue in more detail as follows. Consider,
for instance, TrB{[a
†
νFαν(τ)][ρB ρ˜j(τ)][F
†
αµ(t)aµ]}. In or-
der to utilize the cyclic property under TrB[· · · ], i.e.,
TrB[Fαν(τ)ρBF
†
αµ(t)] = C
(+)
αµν(t − τ), we have to move
F †αµ(t), crossing ρ˜j(τ), to the right side of ρB. Since
ρ˜j(τ) contains a Fermi operator, aj ≡ a
σ
ν , the aforemen-
tioned move of F †αµ(t) will cause an additional minus sign,
according to the Fermi-Dirac anticommutative relation
that ajF
†
αµ = −F
†
αµaj . As a consequence, this type of
extra minus sign alters the commutators in Eq. (3) to the
anti-commutators in Eq. (11).
Appendix B: Derivation of Eq. (19)
Starting with the definition ϕiµν (ω) = Tr
[
aµρ˜iν(ω)
]
and Eq. (12), we have
− iωϕiµν(ω)− ϕiµν (0)
= −iTr
{
[aµ, H ]ρ˜iν(ω)
}
− Tr
[
aµΣ(ω)ρ˜iν(ω)
]
. (B1)
For noninteracting system, we process the first term in
the right-hand-side of Eq. (B1): Tr
{
[aµ, H ]ρ˜iν(ω)
}
=∑
m hµmTr
[
amρ˜iν(ω)
]
=
∑
m hµmϕimν , i.e.,
Tr
{
[aµ, H ]ρ˜iν(ω)
}
= [hϕi]µν . (B2)
As in the main text, we introduce the boldface matrix
notation for brevity. Further, we process the second term
9in Eq. (B1):
Σ(ω)ρ˜iν(ω) =
∑
mn
[
C(+)nm (ω − L)
{
an, a
†
mρ˜iν(ω)
}
+ C(−)nm (ω − L)
{
a†n, amρ˜iν(ω)
}
+ C(+)∗nm (L − ω)
{
a†n, ρ˜iν(ω)am
}
+ C(−)∗nm (ω − L)
{
an, ρ˜iν(ω)a
†
m
}]
. (B3)
Using the anti-commutative relation of fermions,
{aµ, a
†
ν} = δµν , and the cyclic invariance property
under trace, which leads to Tr
[
aµ{a
†
n, amρ˜iν(ω)}
]
=
δnµϕimν(ω) and Tr
[
aµ{an, a
†
mρ˜iν(ω)}
]
= 0, we obtain
Tr
[
aµΣ(ω)ρ˜iν(ω)
]
= i
∑
m
Σ0µm(ω)ϕimν
= i
[
Σ0(ω)ϕi
]
µν
, (B4)
where Σ0µν(ω) = −i
[
C
(−)
µν (ω) + C
(+)∗
µν (−ω)
]
. Then, in-
serting Eqs. (B2) and (B4) into Eq. (B1), we arrive at
Eq. (19).
Appendix C: Derivation of Eqs. (24)–(25)
The most direct way to get the solution of Eq. (24) is
to express all the superoperators, such as L and Σ(ω), in
Liouvillian space which is expanded by {|mn〉〉 ≡ |m〉〈n|}
with m,n = 0, ↑, ↓, d. Using MATHEMATICA, one can
analytically inverse the matrix Eq. (13), then obtain U(ω)
in Liouvillian space in terms of a 16×16 matrix form and
the solution of Eq. (24). However, this type of solution is
too lengthy to be presented here. —This solving scheme
is more appropriate for numerical calculations.
For the specific problem considered here, we prefer a
more compact way to obtain Eq. (24) as follows. Based
on Eq. (12), we plan to solve for ρ˜1µ(ω) ≡ U(ω)[a
†
µρ¯] and
ρ˜2µ(−ω) ≡ U(−ω)[aµρ¯], instead of U(±ω) since most of
its matrix elements are zero. Here, as an example, we
outline the derivation for ρ˜1µ(ω), under the initial condi-
tion of ρ˜1µ(0) = a
†
µρ¯. For the Anderson impurity model,
spin conservation would make the steady-state density
matrix diagonalized in the specified state basis. Accord-
ingly, we have ρ˜1µ(0) = a
†
µρ¯ = ρ¯00|µ〉〈0|+(−1)
µρ¯µ¯µ¯|d〉〈µ¯|
and obtain [c.f. the first identity in Eq. (24)]:
ρ˜1µ(ω) = λ
+
µ (ω)|µ〉〈0|+ (−1)
µκ+µ (ω)|d〉〈µ¯| (C1)
where λ+µ (ω) = 〈µ|ρ˜1µ(ω)|0〉 and κ
+
µ (ω) = 〈d|ρ˜1µ(ω)|µ¯〉,
with initial conditions of λ+µ (0) = ρ¯00 and κ
+
µ (0) = ρ¯µ¯µ¯,
respectively. In constructing Eq. (C1), we have imple-
mented the following considerations. First, the basis
states are eigenstates ofHS . Second, the self-energy term
of Eq. (12) does not mix the diagonal and off-diagonal
matrix elements. Therefore, the structure of ρ˜1µ(ω), i.e.,
the form of having nonzero matrix elements, is identical
to that of ρ˜1µ(0).
Inserting Eq. (C1) into Eq. (12), we obtain
−iΠ−1µ (ω)λ
+
µ (ω) = λ
+
µ (0) + iΣ
−
µ¯ (ω)κ
+
µ (ω),
−iΠ−11µ (ω)λ
+
µ (ω) = κ
+
µ (0) + iΣ
+
µ¯ (ω)λ
+
µ (ω).
(C2)
Then, λ+µ (ω) and κ
+
µ (ω) can be easily carried out. Us-
ing the same method outlined above, one can obtain
λ−µ (ω) and κ
−
µ (ω), and solve for ρ˜2µ(ω) under the ini-
tial condition λ+µ (0) = ρ¯µµ and κ
+
µ (0) = ρ¯dd. Finally,
we mention that the solution of ρ˜1µ(ω) and ρ˜2µ(ω),
quite straightforwardly, gives the result of Eq. (27) via
ϕµµ(ω) = Tr
[
aµρ˜1µ(ω)
]
+Tr
[
aµρ˜2µ(ω)
]
.
Appendix D: Relation with the hierarchical master
equation theory
The SCBA-ME is constructed by an insight from the
Feynman’s diagrammatic technique on Keldysh contour.
In this appendix, we build its connection to the HEOM
approach developed recently on the basis of the Feynman-
Vernon influence functional theory for quantum open sys-
tems [15]. For this purpose, we introduce first the nota-
tion used in Ref. [15]:
ρ(σ)αµ (t) = −i
[
A(σ)αµρ(t)−A
(σ¯)†
αµρ (t)
]
, (D1a)
φ(σ)αµ (ω, t) = −i
[
A˜(σ)αµρ(ω, t)− A˜
(σ¯)†
αµρ(ω, t)
]
, (D1b)
where A
(σ)
αµρ(t) =
∫
dω
2pi A˜
(σ)
αµρ(ω, t), with [c.f. Eq. (6)]
A˜(σ)αµρ(ω, t) =
∑
ν
∫ t
0
dτΓ(σ)αµν (ω)e
iσω(t−τ)
{
U(t, τ)[aσνρ(τ)]
}
.
(D2)
Compared to Ref. [15], we find ρ
(σ)
αµ (t) =
∫
dω
2pi φ
(σ)
αµ (ω, t),
which is nothing but the first-tier auxiliary density oper-
ator introduced there.
Now consider the quantity in the curry brackets in
Eq. (D2). Formally, from Eq. (11) we have
∂tU(t, t0) = −iLU(t, t0)− i
∑
α,µ,σ
∫
dω
2π
{
aσ¯µ,U
(σ)
αµ (ω, t)
}
,
(D3)
where U
(σ)
αµ (ω, t) ≡ U
(σ)
αµ (ω, t, t0) is implied and satisfies
∂tU
(σ)
αµ (ω, t) = −i(L − σω)U
(σ)
αµ (ω, t)− iC
(σ)
αµ+(ω)U(t, t0).
(D4)
Here, C
(σ)
αµ+(ω) is a superoperator, defined via
C
(σ)
αµ±(ω)Oˆ =
∑
ν
[
Γσαµν(ω)a
σ
ν Oˆ ± Γ
σ¯
ανµ(ω)Oˆa
σ
ν
]
. (D5)
10
With these identifications, we can now recast Eq. (7) as
ρ˙(t) = −iLρ(t)− i
∑
αµσ
∫
dω
2π
[
aσ¯µ, φ
(σ)
αµ (ω, t)
]
, (D6a)
φ˙(σ)αµ (ω, t) = −i(L − σω)φ
(σ)
αµ (ω, t)− iC
(σ)
αµ−(ω)ρ(t)
− i
∑
α′µ′σ′
∫
dω′
[
aσ¯
′
µ′ , φ
(σσ′)
αµα′µ′(ω, ω
′, t)
]
, (D6b)
φ˙
(σσ′)
αµα′µ′(ω, ω
′, t) = −i(L− σω − σ′ω′)φ
(σσ′)
αµα′µ′(ω, ω
′, t)
− iC
(σ′)
α′µ′+(ω
′)φ(σ)αµ (ω, t). (D6c)
This form of SCBA-ME resembles the second-tier-level
HEOM [15], but with one difference: Eq. (D6c) does not
have the term of −iC
(σ)
αµ+(ω)φ
(σ′)
α′µ′(ω
′, t). As φ
(σ)
αµ (ω, t) of
Eq. (D6b) is concerned, this neglected term represents
the nonlocal {ω′;σ′α′µ′}-contributions. In fact the trans-
port current and the effective self-energy are dictated
explicitly only with {φ
(σ)
αµ (ω, t)}. Apparently, the in-
clusion of those nonlocal contributions will significantly
compromise the numerical efficiency in evaluating the de-
sired
∫
dω′ φ
(σσ′)
αµα′µ′(ω, ω
′, t) for φ
(σ)
αµ (ω, t) of Eq. (D6b). As
highlighted in Sec. II B, SCBA-ME exploits the so-called
random-phase approximation, which assumes those non-
local contributions be collectively negligible. With this
ansatz Eq. (D6b) is effectively a single-frequency (ω) task
in evaluation. More importantly, this ansatz is found to
be truly valid, at least for all the cases of study in this
work.
As demonstrated in the main text of this work, SCBA-
ME that is equivalent to Eq. (D6) does give satisfactory
results. This is in good agreement with other SCBA sce-
narios in physics. On the other hand, in applying HEOM
[15, 16], it was often found the numerical satisfactory re-
sults at the second-tier level of truncation. This consis-
tency convinces us that the SCBA-ME should be a valu-
able quantum transport approach, with a compact form
for practical manipulation and a reasonable accuracy.
Appendix E: Lorentzian reservoir spectral density
In most cases for a system coupled to a continuum,
the Lorentzian type spectral density function is more
reasonable than a constant one. In quantum trans-
port, for the coupling to the leads, we therefore assume
Γαµν(ω) = 2π
∑
k tαµkt
∗
ανkδ(ω − ǫαk) as [15]
Γαµν(ω) =
ΓαµνW
2
α
(ω − µα)2 +W 2α
. (E1)
Strictly speaking, this corresponds to a half-occupied
band for each lead, which centers the Lorentzian function
at the Fermi level of the lead. However, since the Fermi
level can locate anywhere, depending on the electron den-
sity for instance, it is better to understand Eq. (E1) as
for model studies, which has the advantage of modeling
a finite bandwidth and leading to some compact (an-
alytic) expressions. In Eq. (E1), Wα characterizes the
bandwidth of the α-th lead. Quite naturally, the constant
coupling rate can be recovered by assuming Wα → ∞,
yielding Γαµν(ω) = Γαµν .
Corresponding to the above Lorentzian spectral den-
sity, the correlation function of Eq. (15) can be expressed
as
C(±)αµν(ω) =
1
2
[
Γ(±)αµν(∓ω) + iΛ
(±)
αµν(∓ω)
]
. (E2)
The second quantity is related to the first one through
the well-known dispersive relation as
Λ(±)αµν(ω) = P
∫ ∞
−∞
dω′
2π
1
ω ± ω′
Γ(±)αµν(ω)
=
Γαµν
π
{
Re
[
Ψ
(
1
2
+ i
β(ω − µα)
2π
)]
−Ψ
(
1
2
+
βWα
2π
)
∓ π
ω − µα
Wα
}
, (E3)
where P denotes the principle value of the integral, and
Ψ(x) is the digamma function.
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