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The problem of overlapping harmonics is particularly acute in musical sound separation and has not been addressed adequately.
We propose a monaural system based on binary time-frequency masking with an emphasis on robust decisions in time-
frequency regions, where harmonics from diﬀerent sources overlap. Our computational auditory scene analysis system exploits
the observation that sounds from the same source tend to have similar spectral envelopes. Quantitative results show that utilizing
spectral similarity helps binary decision making in overlapped time-frequency regions and significantly improves separation
performance.
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1. Introduction
Monaural musical sound separation has received significant
attention recently. Analyzing a musical signal is diﬃcult in
general due to the polyphonic nature of music, but extracting
useful information from monophonic music is considerably
easier. Therefore a musical sound separation system would
be a very useful processing step for many audio applications,
such as automatic music transcription, automatic instru-
ment identification, music information retrieval, and object-
based coding. A particularly interesting application of such
a system is signal manipulation. After a polyphonic signal
is decomposed to individual sources, modifications, such as
pitch shifting and time stretching, can then be applied to each
source independently. This provides infinite ways to alter the
original signal and create new sound eﬀects [1].
An emerging approach for general sound separation
exploits the knowledge from the human auditory sys-
tem. In an influential book, Bregman proposed that the
auditory system employs a process called auditory scene
analysis (ASA) to organize an acoustic mixture into dif-
ferent perceptual streams which correspond to diﬀerent
sound sources [2]. The perceptual process is believed to
involve two main stages: The segmentation stage and the
grouping stage [2]. In the segmentation stage, the acoustic
input is decomposed into time-frequency (TF) segments,
each of which mainly originates from a single source [3,
Chapter 1]. In the grouping stage, segments from the
same source are grouped according to a set of grouping
principles. Grouping has two types: primitive grouping
and schema-based grouping. The principles employed in
primitive grouping include proximity in frequency and
time, harmonicity/pitch, synchronous onset and oﬀset,
common amplitude/frequency modulation, and common
spatial information. Human ASA has inspired researchers to
investigate computational auditory scene analysis (CASA) for
sound separation [3]. CASA exploits the intrinsic properties
of sounds for separation and makes relatively minimal
assumptions about specific sound sources. Therefore it
shows considerable potential as a general approach to sound
separation. Recent CASA-based speech separation systems
have shown promising results in separating target speech
from interference [3, Chapters 3 and 4]. However, building
a successful CASA system for musical sound separation is
challenging, and a main reason is the problem of overlapping
harmonics.
In a musical recording, sounds from diﬀerent instru-
ments are likely to have a harmonic relationship in pitch.
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Figure 1: Score of a piece by J. S. Bach. The first four measures are
shown.
Figure 1 shows the score of the first four measures of a
piece by J. S. Bach. The pitch intervals of pairs between the
two lines in the first measure are a minor third, a perfect
fifth, a major third, a major sixth, and a major sixth. The
corresponding pitch ratios are 6 : 5, 3 : 2, 5 : 4, 5 : 3, and 5 :
3, respectively. As can be seen, the two lines are in harmonic
relationship most of the time. Since many instruments can
produce relatively stable pitch, such as a piano, harmonics
from diﬀerent instruments may therefore overlap for some
time. When frequency components from diﬀerent sources
cross each other, some TF units will have significant energy
from both sources. A TF unit is an element of a TF
representation, such as a spectrogram. In this case, existing
CASA systems utilize the temporal continuity principle, or
the “old plus new” heuristic [2], to estimate the contribution
of individual overlapped frequency components [4]. Based
on this principle, which states that the temporal and spectral
changes of natural sounds are gradual, these systems obtain
the properties of individual components in an overlapped
TF region, that is, a set of contiguous TF units where
two or more harmonics overlap, by linearly interpolating
the properties in neighboring nonoverlapped regions. The
temporal continuity principle works reasonably well when
overlapping is brief in time. However, it is not suitable
when overlapping is relatively long as in music. Moreover,
temporal continuity is not applicable in cases when har-
monics of two sounds overlap completely from onset to
oﬀset.
As mentioned, overlapping harmonics are not as com-
mon in speech mixtures as in polyphonic music. This
problem has not received much attention in the CASA
community. Even those CASA systems specifically developed
for musical sound separation [5, 6] do not address the
problem explicitly.
In this paper, we present a monaural CASA system that
explicitly addresses the problem of overlapping harmon-
ics for 2-source separation. Our goal is to determine in
overlapped TF regions which harmonic is dominant and
make binary pitch-based labeling accordingly. Therefore we
follow a general strategy in CASA that allocates TF energy to
individual sources exclusively. More specifically, our system
attempts to estimate the ideal binary mask (IBM) [7, 8].
For a TF unit, the IBM takes value 1 if the energy from
target source is greater than that from interference and 0
otherwise. The IBM was originally proposed as a main goal
of CASA [9] and it is optimal in terms of signal-to-noise ratio
gain among all the binary masks under certain conditions
[10]. Compared to nonoverlapped regions, making reliable
binary decisions in overlapped regions is considerably more
diﬃcult. The key idea in the proposed system is to utilize con-
textual information available in a musical scene. Harmonics
in nonoverlapped regions, called nonoverlapped harmonics,
contain information that can be used to infer the properties
of overlapped harmonics, that is, harmonics in overlapped
regions. Contextual information is extracted temporally, that
is, from notes played sequentially.
This paper is organized as follows. Section 2 provides the
detailed description of the proposed system. Evaluation and
comparison are presented in Section 3. Section 4 concludes
the paper.
2. System Description
Our proposed system is illustrated in Figure 2. The input
to the system is a monaural polyphonic mixture consisting
of two instrument sounds (see Section 3 for details). In the
TF decomposition stage, the system decomposes the input
into its frequency components using an auditory filterbank
and divides the output of each filter into overlapping frames,
resulting in a matrix of TF units. The next stage computes
a correlogram from the filter outputs. At the same time, the
pitch contours of diﬀerent instrument sounds are detected
in the multipitch detection module. Multipitch detection
for musical mixtures is a diﬃcult problem because of
the harmonic relationship of notes and huge variations of
spectral shapes in instrument sounds [11]. Since the main
focus of this study is to investigate the performance of pitch-
based separation in music, we do not perform multiple
pitch detection (indicated by the dashed box); instead
we supply the system with pitch contours detected from
premixed instrument sounds. In the pitch-based labeling
stage, pitch points, that is, pitch values at each frame, are
used to determine which instrument each TF unit should
be assigned to. This creates a temporary binary mask for
each instrument. After that, each T-segment, to be explained
in Section 2.3, is classified as overlapped or nonoverlapped.
Nonoverlapped T-segments are directly passed to the resyn-
thesis stage. For overlapped T-segments, the system exploits
the information obtained from nonoverlapped T-segments
to decide which source is stronger and relabel accordingly.
The system outputs instrument sounds resynthesized from
the corresponding binary masks. The details of each stage are
explained in the following subsections.
2.1. Time-Frequency Decomposition. In this stage, the input
sampled at 20 kHz is first decomposed into its frequency
components with a filterbank consisting of 128 gammatone






tl−1 exp(−2πbt) cos(2π f t), t  0,
0, else,
(1)
where l = 4 is the order of the gammatone filter, f is
the center frequency of the filter, and b is related to the
bandwidth of the filter [12] (see also [3]).















Figure 2: Schematic diagram of the proposed CASA system for musical sound separation.
The center frequencies of the filters are linearly dis-
tributed on the so-called “ERB-rate” scale, E( f ), which is




) = 21.4 log10
(
0.00437 f + 1
)
. (2)
It can be seen from the above equation that the center
frequencies of the filters are approximately linearly spaced in
the low frequency range while logarithmically spaced in the
high frequency range. Therefore more filters are placed in the
low frequency range, where speech energy is concentrated.
In most speech separation tasks, the parameter b of a




) = 1.019 ERB( f ), (3)
where ERB( f ) = 24.7 + 0.108 f is the equivalent rectangular
bandwidth of the filter with the center frequency f . This
bandwidth is adequate when the intelligibility of separated
speech is the main concern. However, for musical sound
separation, the 1-ERB bandwidth appears too wide for
analysis and resynthesis, especially in the high frequency
range. We have found that using narrower bandwidths,
which provide better frequency resolution, can significantly
improve the quality of separated sounds. In this study we set
the bandwidth to a quarter ERB. The center frequencies of
channels are spaced from 50 to 8000 Hz. Hu [13] showed that
a 128-channel gammatone filterbank with the bandwidth
of 1 ERB per filter has a flat frequency response within
the range of passband from 50 to 8000 Hz. Similarly, it
can be shown that a gammatone filterbank with the same
number of channels but the bandwidth of 1/4 ERB per filter
still provides a fairly flat frequency response over the same
passband. By a flat response we mean that the summated
responses of all the gammatone filters do not vary with
frequency.
After auditory filtering, the output of each channel is
divided into frames of 20 milliseconds with a frame shift of
10 milliseconds.
2.2. Correlogram. After TF decomposition, the system
computes a correlogram, A(c,m, τ), a well-known mid-
level auditory representation [3, Chapter 1]. Specifically,
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where r is the output of a filter. c is the channel index and
m is the time frame index. T is the frame length, and T/2
is the frame shift. τ is the time lag. Similarly, a normalized










The normalization converts correlogram values to the range
of [−1, 1] with 1 at the zero time lag.
Several existing CASA systems for speech separation
have used the envelope of filter outputs for autocorre-
lation calculation in the high frequency range, with the
intention of encoding the beating phenomenon resulting
from unresolved harmonics in high frequency (e.g., [8]).
A harmonic is called resolved if there exists a frequency
channel that primarily responds to it. Otherwise it is
unresolved [8]. However, due to the narrower bandwidth
used in this study, diﬀerent harmonics from the same
source will unlikely activate the same frequency channel.
Figure 3 plots the bandwidth corresponding to 1 ERB and
1/4 ERB with respect to the channel number. From Figure 3
we can see that the bandwidths of most filter channels
are less than 100 Hz, smaller than the lowest pitches most
instruments can produce. As a result, the envelope extracted
would correspond to either the fluctuation of a harmonic’s
amplitude or the beating created by the harmonics from
diﬀerent sources. In both cases, the envelope information
would be misleading. Therefore we do not extract envelope
autocorrelation.
2.3. Pitch-Based Labeling. After the correlogram is com-
puted, we label each TF unit ucm using single-source pitch
points detected from premixed sound sources. Since we are
concerned only with 2-source separation, we consider at each
TF unit the values of Â(c,m, τ) at time lags that correspond
to the pitch periods, d1 and d2, of the two sources. Because
the correlogram provides a measure of pitch strength, a
natural choice is to compare Â(c,m,d1) and Â(c,m,d2) and





1, if Â(c,m,d1) > Â(c,m,d2),
0, otherwise.
(6)





















Figure 3: Bandwidth in Hertz of gammatone filters in the
filterbank. The dashed line indicates the 1 ERB bandwidth while the
solid line indicates the 1/4 ERB bandwidth of the filters.
Intuitively if source 1 has stronger energy at ucm than source
2, the correlogram would reflect the contribution of source
1 more than that of source 2 and the autocorrelation value
at d1 would be expected to be higher than that at d2. Due
to the nonlinearity of the autocorrelation function and its
sensitivity to the relative phases of harmonics, this intuition
may not hold all the time. Nonetheless, empirical evidence
shows that this labeling is reasonably accurate. It has been
reported that when both pitch points are used for labeling as
in (6) for cochannel speech separation, the results are better
compared to when only one pitch point is used for labeling
[13]. Figure 4 shows the percentage of correctly labeled TF
units for each channel. We consider a TF unit correctly
labeled if labeling based on (6) is the same as in the IBM. The
plot is generated by comparing pitch-based labeling using (6)
to that of the IBM for all the musical pieces in our database
(see Section 3). It can be seen that labeling is well above
the chance level for most of the channels. The poor labeling
accuracy for channel numbers below 10 is due to the fact that
the instrument sounds in our database have pitch higher than
125 Hz, which roughly corresponds to the center frequency
of channel 10. The low-numbered channels contain little
energy therefore labeling is not reliable.
Figure 5 plots the percentage of correctly labeled TF
units according to (6) with respect to the local energy ratio
obtained from the same pieces as in Figure 4. The local
energy ratio is calculated as |10log10(E1(c,m)/E2(c,m))|,
where E1(c,m) and E2(c,m) are the energies of the two
sources at ucm. The local energy ratio is calculated using
premixed signals. Note that the local energy ratio is
measured in decibels and |10log10(E1(c,m)/E2(c,m))| =
|10log10(E2(c,m)/E1(c,m))|. Hence the local energy ratio
definition is symmetric with respect to the two sources.
When the local energy ratio is high, one source is dominant























Figure 4: The percentage of correctly labeled TF units at each
frequency channel.
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Figure 5: The percentage of correctly labeled TF units with respect
to local energy ratio.
energy ratio indicates that two sources have close values of
energy at ucm. Since harmonics with suﬃciently diﬀerent
frequencies will not have close energy in the same frequency
channel, a low local energy ratio also implies that in ucm
harmonics from two diﬀerent sources have close (or the
same) frequencies. As a result, the autocorrelation function
will likely have close values at both pitch periods. In this case,
the decision becomes unreliable and therefore the percentage
of correct labeling is low.
Although this pitch-based labeling (see (6)) works well,
it has two problems. The first problem is that the decision
is made locally. The labeling of each TF unit is independent
of the labeling of its neighboring TF units. Studies have
shown that labeling on a larger auditory entity, such as a
TF segment, can often improve the performance. In fact, the
emphasis of segmentation is considered as a unique aspect of
CASA systems [3, Chapter 1]. The second problem is over-
lapping harmonics. As mentioned before, in TF units where
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two harmonics from diﬀerent sources overlap spectrally, unit
labeling breaks down and the decision becomes unreliable.
To address the first problem, we construct T-segments and
find ways to make decisions based on T-segments instead of
individual TF units. For the second problem, we exploit the
observation that sounds from the same source tend to have
similar spectral envelopes.
The concept of T-segment is introduced in [13] (see also
[14]). A segment is a set of contiguous TF units that are
supposed to mainly originate from the same source. A T-
segment is a segment in which all the TF units have the same
center frequency. Hu noted that using T-segments gives a
better balance on rejecting energy from a target source and
accepting energy from the interference than TF segments
[13]. In other words, compare to TF segments, T-segments
achieve a good compromise between false rejection and false
acceptance. Since musical sounds tend to be stable, a T-
segment naturally corresponds to a frequency component
from its onset to oﬀset. To get T-segments, we use pitch
information to determine onset times. If the diﬀerence of
two consecutive pitch points is more than one semitone, it
is considered as an oﬀset occurrence for the first pitch point
and an onset occurrence for the second pitch point. The set
of all the TF units between an onset/oﬀset pair of the same
channel defines a T-segment.
For each T-segment, we first determine if it is overlapped
or nonoverlapped. If harmonics from two sources overlap at
channel c, Â(c,m,d1) ≈ Â(c,m,d2). A TF unit is considered
overlapped if at that unit |Â(c,m,d1) − Â(c,m,d2)| < θ,
where θ is chosen to be 0.05. If half of the TF units in
a T-segment is overlapped, then the T-segment is consid-
ered overlapped; Otherwise, the T-segment is considered
nonoverlapped. With overlapped T-segments, we can also
determine which harmonics of each source are overlapped.
Given an overlapped T-segment at channel c, the frequency
of the overlapping harmonics can be roughly approximated
by the center frequency of the channel. Using the pitch
contour of each source, we can identify the harmonic
number of each overlapped harmonic. All other harmonics
are considered nonoverlapped.
Since each T-segment is supposedly from the same
source, all the TF units within a T-segment should have the
same labeling. For each TF unit within a nonoverlapped T-














where U1 and U0 are the sets of TF units previously labeled
as 1 and 0 (see (6)), respectively, in the T-segment. The zero
time lag of A(c,m, τ) indicates the energy of ucm. Equation
(7) means that, in a T-segment, if the total energy of the TF
units labeled as the first source is stronger than that of the
TF units labeled as the second source, all the TF units in the
T-segment are labeled as the first source; otherwise, they are
labeled as the second source. Although this labeling scheme
works for nonoverlapped T-segments, it cannot be extended
for Each T-segment between an onset/oﬀset pair and each
frequency channel c do
for Each TF unit indexed by c and m do
Increase TotalTFUnitCount by 1
if |Â(c,m,d1)− Â(c,m,d2)| < θ then
Increase OverlapTFUnitCount by 1
else
Increase NonOverlapTFUnitCount by 1
end if
end for
if OverlapTFUnitCount/TotalTFUnitCount > 0.5 then
The T-Segment is overlapped
else
The T-Segment is nonoverlapped
end if
if The T-Segment is nonoverlapped then
E1 = 0
E2 = 0
for Each TF unit indexed by c and m do
if Â(c,m,d1) > Â(c,m,d2) then
E1 = E1 + A(c,m, 0);
else
E2 = E2 + A(c,m, 0);
end if
end for
if E1 > E2 then
All the TF units in the T-Segment are labeled as
source 1
else





Algorithm 1: Pitch-based labeling.
to overlapped T-segments because the labeling of TF units in
an overlapped T-segment is not reliable.
We summarize the above pitch-based labeling in the form
of a pseudoalgorithm as Algorithm 1.
2.4. Relabeling. To make binary decisions for an overlapped
T-segment, it is helpful to know the energies of the two
sources in that T-segment. One possibility is to use the
spectral smoothness principle [15] to estimate the amplitude
of an overlapped harmonic by interpolating its neigh-
boring nonoverlapped harmonics. However, the spectral
smoothness principle does not hold well for many real
instrument sounds. Another way to estimate the amplitude
of an overlapped harmonic is to use an instrument model,
which may consist of templates of spectral envelopes of an
instrument [16]. However, instrument models of this nature
unlikely work due to enormous intrainstrument variations
of musical sounds. When training and test conditions diﬀer,
instrument models would be ineﬀective.
Intra-instrument variations of musical sounds result
from many factors, such as diﬀerent makers of the same































Figure 6: Log-amplitude average spectra of notes from D to A by a
clarinet.
instrument, diﬀerent players, and diﬀerent playing styles.
However, in the same musical recording, the sound from
the same source is played by the same player using the
same instrument with typically the same playing style.
Therefore we can reasonably assume that the sound from
the same source in a musical recording shares similar
spectral envelopes. As a result, it is possible to utilize the
spectral envelope of some other sound components of the
same source to estimate overlapped harmonics. Concretely
speaking, consider an instrument playing notes N1 and N2
consecutively. Let the hth harmonic of note N1 be overlapped
by some other instrument sound. If the spectral envelopes of
note N1 and note N2 are similar and harmonic h of N2 is
reliable, the overlapped harmonic of N1 can be estimated. By











≈ · · · , (8)
where ahN1 and a
h
N2 are the amplitudes of the hth harmonics
of note N1 and note N2, respectively. In other words, the
amplitudes of corresponding harmonics of the two notes
are approximately proportional. Figure 6 shows the log-
amplitude average spectra of eight notes by a clarinet. The
note samples are extracted from RWC instrument database
[17]. The average spectrum of a note is obtained by averaging
the entire spectrogram over the note duration. The note
frequencies range from D (293 Hz) to A (440 Hz). As can
be seen, the relative amplitudes of these notes are similar.
In this example the average correlation of the amplitudes
of the first ten harmonics between two neighboring notes is
0.956.
If the hth harmonic of N1 is overlapped while the same-
numbered harmonic of N2 is not, using (8), we can estimate





In the above equation, we assume that the first harmonics
of both notes are not overlapped. If the first harmonic of
N1 is also overlapped, then all the harmonics of N1 will
be overlapped. Currently our system is not able to handle
this extreme situation. If the first harmonic of note N2 is
overlapped, we try to find some other note which has the
first harmonic and harmonic h reliable. Note from (9) that
with an appropriate note, the overlapped harmonic can be
recovered from the overlapped region without the knowledge
of the other overlapped harmonic. In other words, using
temporal contextual information, it is possible to extract the
energy of only one source.
It can be seen from (9) that the key to estimating
overlapped harmonics is to find a note with a similar spectral
envelope. Given an overlapped harmonic h of note N1,
one approach to finding an appropriate note is to search
the neighboring notes from the same source. If harmonic
h of a note is nonoverlapped, then that note is chosen
for estimation. However, it has been shown that spectral
envelopes are pitch dependent [18] and related to dynamics
of an instrument nonlinearly. To minimize the variations
introduced by pitch as well as dynamics and improve the
accuracy of binary decisions, we search notes within a
temporal window and choose the one with the closest
spectral envelope. Specifically, consider again note N1 with
harmonic h overlapped. Within a temporal window, we first
identify the set of nonoverlapped harmonics, denoted as H˜N ,
for each note N from the same instrument as note N1.
We then check every N and find the harmonics which are
nonoverlapped between notes N1 and N . This is to find
the intersection of H˜N and H˜N1 . After that, we calculate
the correlation of the two notes, ρ(N , N1), based on the
amplitudes of the nonoverlapped harmonics. The correlation
is obtained by

















where h˜ is the common harmonic number of nonoverlapped
harmonics of both notes. After this is done for each such note
N , we choose the note N ∗ that has the highest correlation
with note N1 and whose hth harmonic is nonoverlapped. The
temporal window in general should be centered on a note
being considered, and long enough to include multiple notes
from the same source. However, in this study, since each
test recording is 5-second long (see Section 3), the temporal
window is set to be the same as the duration of a recording.
Note that, for this procedure to work, we assume that the
playing style within the search window does not change
much.
The above procedure is illustrated in Figure 7. In the
figure, the note under consideration, N1, has its fourth
harmonic (indicated by an open arrowhead) overlapped
with a harmonic (indicated by a dashed line with an open
square) from the other source. To uncover the amplitude
of the overlapped harmonic, the nonoverlapped harmonics
(indicated by filled arrowheads) of note N1 are compared to




Figure 7: Illustration of identifying the note for amplitude
estimation of overlapped harmonics.
the same harmonics of the other notes of the same source in
a temporal window using (10). In this case, note N ∗ has the
highest correlation with note N1.
After the appropriate note is identified, the amplitude
of h of note N1 is estimated according to (9). Similarly, the
amplitude of the other overlapped harmonic, ah
′
N ′ (i.e., the
dashed line in Figure 7), can be estimated. As mentioned
before, the labeling of the overlapped T-segment depends on
the relative overall energy of overlapping harmonics h and
h′. If the overall energy of harmonic h in the T-segment
is greater than that of harmonic h′, all the TF units in the
T-segment will be labeled as source 1. Otherwise, they will
be labeled as source 2. Since the amplitude of a harmonic
is calculated as the square root of the harmonic’s overall
energy (see next paragraph), we label all the TF units in
the T-segment based on the relative amplitudes of the two
harmonics, that is, all the TF units are labeled as 1 if ahN1 >
ah
′
N ′ and 0 otherwise.
The above procedure requires the amplitude information
of each nonoverlapped harmonic. This can be obtained by
using single-source pitch points and the activation pattern of
gammatone filters. For harmonic h, we use the median pitch
points of each note over the time period of a T-segment to
determine the frequency of the harmonic. We then identify
which frequency channel is most strongly activated. If the T-
segment in that channel is not overlapped, then the harmonic
amplitude is taken as the square root of the overall energy
over the entire T-segment. Note that the harmonic amplitude
refers to the strength of a harmonic over the entire duration
of a note.
We summarize the above relabeling in Algorithm 2.
2.5. Resynthesis. The resynthesis is performed using a tech-
nique introduced by Weintraub [19] (see also [3, Chapter
1]). During the resynthesis, the output of each filter is
first phase-corrected and then divided into time frames
using a raised cosine with the same frame size used in
TF decomposition. The responses of individual TF units
are weighted according to the obtained binary mask and
summed over all the frequency channels and time frames
to produce a reconstructed audio signal. The resynthesis
pathway allows the quality of separated lines to be assessed
quantitatively.
for Each overlapped T-Segment do
for Each source overlapping at the T-Segment do
Get the harmonic number h of the overlapped note N1
Get the set of nonoverlapped harmonics, H˜N1 , for N1
for Each note N from the same source do
Get the set of nonoverlapped harmonics, H˜N , for N
Get the correlation of N1 and N using (10)
end for
Find the note, N ∗, with the highest correlation and
harmonic h nonoverlapped
Find ahN1 based on (9)
end for
if ahN1 from source 1 > a
h
N1 from source 2 then
All the TF units in the T-Segment are labeled as source 1
else




3. Evaluation and Comparison
To evaluate the proposed system, we construct a database
consisting of 20 pieces of quartet composed by J. S. Bach.
Since it is diﬃcult to obtain multitrack signals where
diﬀerent instruments are recorded in diﬀerent tracks, we
generate audio signals from MIDI files. For each MIDI file,
we use the tenor and the alto line for synthesis since we
focus on separating two concurrent instrument lines. Audio
signals could be generated from MIDI data using MIDI
synthesizers. But such signals tend to have stable spectral
contents, which are very diﬀerent from real music recordings.
In this study, we use recorded note samples from the RWC
music instrument database [17] to synthesize audio signals
based on MIDI data. First, each line is randomly assigned
to one of the four instruments: a clarinet, a flute, a violin,
and a trumpet. After that, for each note in the line, a note
sound sample with the closest average pitch points is selected
from the samples of the assigned instrument and used for
that note. Details about the synthesis procedure can be
found in [11]. Admittedly, the audio signals generated this
way are a rough approximation of real recordings. But they
show realistic spectral and temporal variations. Diﬀerent
instrument lines are mixed with equal energy. The first 5-
second signal of each piece is used for testing. We detect the
pitch contour of each instrument line using Praat [20].
Figure 8 shows an example of separated instrument lines.
The top panel is the waveform of a mixture, created by
mixing the clarinet line in Figure 8(b) and the trumpet line
in Figure 8(e). Figures 8(c) and 8(f) are the corresponding
separated lines. Figure 8(d) shows the diﬀerence signal
between the original clarinet line and the estimated one
while Figure 8(g) shows the diﬀerence for the second line.
As indicated by the diﬀerence signals, the separated lines are
close to the premixed ones. Sound demos can be found at
http://www.cse.ohio-state.edu/pnl/demo/LiBinary.html.


















































Figure 8: An separation example. (a) A mixture. (b) The first line
by a clarinet in the mixture. (c) The separated first line. (d) The
diﬀerence signal between (b) and (c). (e) The second line by a
trumpet in the mixture. (f) The separated second line. (g) The
diﬀerence signal between (e) and (f).
We calculate SNR gain by comparing the performance
before and after separation to quantify the system’s results.
To compensate for possible distortions introduced in the
resynthesis stage, we pass a premixed signal through an
all-one mask and use it as the reference signal for SNR
calculation [8]. In this case, the SNR is defined as









Table 1: SNR gain (in decibels) of the proposed CASA system and
related systems.
Separation methods SNR gain (dB)
Proposed system 12.3
Hu and Wang (2004) 9.1
Virtanen (2006) 11.0
Parsons (1976) 10.6
Ideal Binary Mask 15.3
2-Pitch labeling 11.3
2-Pitch labeling (ideal segmentation) 13.1
Spectral smoothness 9.8
where xALL-ONE(t) is the signal after all-one mask compen-
sation. In calculating the SNR after separation, x̂(t) is the
output of the separation system. In calculating the SNR
before separation, x̂(t) is the mixture resynthesized from
an all-one mask. We calculate the SNR diﬀerence for each
separated sound and take the average. Results are shown in
the first row of Table 1 in terms of SNR gain after separation.
Our system achieves an average SNR gain of 12.3 dB. It is
worth noting that, when searching for the appropriate N ∗
for N , we require that the pitches of the two notes are
diﬀerent. This way, we avoid using duplicate samples with
identical spectral shapes which would artificially validate our
assumption of spectral similarity and potentially boost the
results.
We compare the performance of our system with those of
related systems. The second row in Table 1 gives the SNR gain
by the Hu-Wang system, an eﬀective CASA system designed
for voiced speech separation. The Hu-Wang system has
similar time-frequency decomposition to ours, implements
the two stages of segmentation and grouping, and utilizes
pitch and amplitude modulation as organizational cues for
separation. The Hu-Wang system has a mechanism to detect
the pitch contour of one voiced source. For comparison
purposes, we supply the system with single-source pitch
contours and adjust the filter bandwidths to be the same
as ours. Although the Hu-Wang system performs well on
voiced speech separation [8], our experiment shows that it is
not very eﬀective for musical sound separation. Our system
outperforms theirs by 3.5 dB.
We also compare with Virtanen’s system which is based
on sinusoidal modeling [1]. At each frame, his system
uses pitch information and least mean square estimation
to simultaneously estimate the amplitudes and phases of
the harmonics of all instruments. His system also uses a
so-called adaptive frequency-band model to recover each
individual harmonic from overlapping harmonics [1]. To
avoid inaccurate implementation of his system, we sent
our test signals to him and he provided the output. Note
that his results are also obtained using single-source pitch
contours. The average SNR gain of his system is shown in
the third row of Table 1. Our system’s SNR gain is higher
than Virtanen’s system by 1.6 dB. In addition, we compare
with a classic pitch-based separation system developed by
Parsons [21]. Parsons’s system is one of the earliest that
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explicitly addresses the problem of overlapping harmonics
in the context of separating cochannel speech. Harmonics
of each speech signal are manifested as spectral peaks in
the frequency domain. Parsons’s system separates closely
spaced spectral peaks and performs linear interpolation for
completely overlapped spectral peaks. Note that for Parsons’s
system we also provide single-source pitch contours. As
shown in Table 1 the Parsons system achieves an SNR gain
of 10.6 dB, which is 2.0 dB smaller than the proposed system.
Since our system is based on binary masking, it is
informative to compare with the SNR gain of the IBM which
is constructed from premixed instrument sounds. Although
overlapping harmonics are not separated by ideal binary
masking, the SNR gain is still very high, as shown in the fifth
row of Table 1. There are several reasons for the performance
gap between the proposed system and the ideal binary mask.
One is that pitch-based labeling is not error-free. Second, a
T-segment can be mistaken, that is, containing significant
energy from two diﬀerent sources. Also using contextual
information may not always lead to the right labeling of a
T-segment.
If we simply apply pitch-based labeling and ignore the
problem of overlapping harmonics, the SNR gain is 11.3 dB
as reported in [22]. The 1.3 dB improvement of our system
over the previous one shows the benefit of using contextual
information to make binary decisions. We also consider the
eﬀect of segmentation on the performance. We supply the
system with ideal segments, that is, segments from the IBM.
After pitch-based labeling, a segment is labeled by comparing
the overall energy from one source to that from the other
source. In this case, the SNR gain is 13.1 dB. This shows that if
we had access to ideal segments, the separation performance
could be further improved. Note that the performance gap
between ideal segmentation and the IBM exists mainly
because ideal segmentation does not help in the labeling of
the segments with overlapped harmonics.
As the last quantitative comparison, we apply the spectral
smoothness principle [15] to estimate the amplitude of
overlapped harmonics from concurrent nonoverlapped har-
monics. We use linear interpolation for amplitude estimation
and then compare the estimated amplitudes of overlapped
harmonics to label T-segments. In this case, the SNR gain is
9.8 dB, which is considerably lower than that of the proposed
system. This suggests that the spectral smoothness principle
is not very eﬀective in this case.
Finally, we mention two other related systems. Duan
et al. [23] recently proposed an approach to estimate the
amplitude of an overlapped harmonic. They introduced the
concept of the average harmonic structure and built a model
for the average relative amplitudes using nonoverlapped
harmonics. The model is then used to estimate the amplitude
of an overlapped harmonic of a note. Our approach can
also be viewed as building a model of spectral shapes
for estimation. However, in our approach, each note is
a model and could be used in estimating overlapped
harmonics, unlike their approach which uses an average
model for each harmonic instrument. Because of the spectral
variations among notes, our approach could potentially be
more eﬀective by taking inter-note variations into explicit
consideration. In another recent study, we proposed a
sinusoidal modeling based separation system [24]. This
system attempts to resolve overlapping harmonics by taking
advantage of correlated amplitude envelopes and predictable
phase changes of harmonics. The system described here
utilizes the temporal context, whereas the system in [24]
uses common amplitude modulation. Another important
diﬀerence is that the present system aims at estimating the
IBM, whereas the objective of the system in [24] is to recover
the underlying sources. Although the sinusoidal modeling
based system produces a higher SNR gain (14.4 dB), binary
decisions are expected to be less sensitive to background
noise and room reverberation.
4. Discussion and Conclusion
In this paper, we have proposed a CASA system for monaural
musical sound separation. We first label each TF unit based
on the values of the autocorrelation function at time lags
corresponding to the two underlying pitch periods. We
adopt the concept of T-segments for more reliable estimation
for nonoverlapped harmonics. For overlapped harmonics,
we analyze the musical scene and utilize the contextual
information from notes of the same source. Quantitative
evaluation shows that the proposed system yields large SNR
gain and performs better than related separation systems.
Our separation system assumes that ground truth pitches
are available since our main goal is to address the problem
of overlapping harmonics; in this case the idiosyncratic
errors associated with a specific pitch estimation algorithm
can be avoided. Obviously pitch has to be detected in real
applications, and detected pitch contours from the same
instrument also have to be grouped into the same source.
The former problem is addressed in multipitch detection,
and significant progress has been made recently [3, 15]. The
latter problem is called the sequential grouping problem,
which is one of the central problems in CASA [3]. Although
in general sequentially grouping sounds from the same
source is diﬃcult, in music, a good heuristic is to apply
the “no-crossing” rule, which states that pitches of diﬀerent
instrument lines tend not to cross each other. This rule is
strongly supported by musicological studies [25] and works
particularly well in compositions by Bach [26]. The pitch-
labeling stage of our system should be relatively robust
to fine pitch detection errors since it uses integer pitch
periods instead of pitch frequencies. The stage of resolving
overlapping harmonics, however, is likely more vulnerable to
pitch detection errors since it relies on pitches to determine
appropriate notes as well as to derive spectral envelopes. In
this case, a pitch refinement technique introduced in [24]
could be used to improve the pitch detection accuracy.
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