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Abstract—We consider a multiuser wireless system with a
full-duplex hybrid access point (HAP) that transmits to a set
of users in the downlink channel, while receiving data from a
set of energy-constrained sensors in the uplink channel. We
assume that the HAP is equipped with a massive antenna
array, while all users and sensor nodes have a single antenna.
We adopt a time-switching protocol where in the first phase,
sensors are powered through wireless energy transfer from
HAP and HAP estimates the downlink channel of the users. In
the second phase, sensors use the harvested energy to transmit
to the HAP. The downlink-uplink sum-rate region is obtained
by solving downlink sum-rate maximization problem under a
constraint on uplink sum-rate. Moreover, assuming perfect and
imperfect channel state information, we derive expressions for
the achievable uplink and downlink rates in the large-antenna
limit and approximate results that hold for any finite number
of antennas. Based on these analytical results, we obtain the
power-scaling law and analyze the effect of the number of
antennas on the cancellation of intra-user interference and the
self-interference.
I. INTRODUCTION
Full-duplex (FD) wireless allows simultaneous transmis-
sion and reception of signals using the same frequency.
Therefore, it has been touted as a promising technology to
achieve increased spectral efficiency requirements of future
5G networks [1]. In terms of practical FD implementation,
the effect of self-interference (SI) due to the coupling of
own high powered transmit signals to the receiver must be
reduced. A variety of SI cancellation solutions have been
reported in the recent literature to make FD implementation
a near-term reality [2], [3].
On the other hand, popularity of multimedia centric wire-
less applications have created a high demand for energy. In
contemporary networks, terminals are either connected to the
electrical grid or rely on batteries for operation. Hence, lim-
ited operational life time of wireless networks has become an
issue. As a potential solution, wireless nodes can be powered
by harvesting ambient power or by wireless power transfer
(WPT). The later approach especially becomes useful in
sensor applications since a significant amount of energy can
be harvested due to controllable fashion of WPT.
One potential application of FD is to use it at an access
point (AP) for simultaneous uplink information reception
and downlink energy delivery. In the context of a wireless-
powered communication network (WPCN), such operation
can be modified to consider a FD hybrid AP (HAP) with
uplink information reception and downlink energy transfer.
Several papers have investigated the information and energy
transfer performance of such WET-enabled HAP systems
with half-duplex (HD) operation [4], [5] and FD opera-
tion [6]–[8]. In [4], a throughput maximization problem
for a WPT enabled massive multiple-input-multiple-output
(MIMO) system consisting of a HAP and multiple single-
antenna users has been investigated. In [5], harvested energy
maximization subject to rate requirements of information
users has been considered for a massive MIMO WPCN.
In [6], resource allocation in a WPCN where a FD HAP is
used for downlink energy broadcasting and uplink informa-
tion reception has been studied. An optimal transmit power
and time allocation problem for a single antenna FD WPCN
has been solved in [7]. A FD multisuer MIMO system
has been studied in [8] where uplink users first harvest
energy via BS energy beamforming before transmitting their
information to the BS while at the same time the BS
transmits information to the users in the downlink channel.
In this paper, we consider a FD system in which a HAP
performs WPT to a set of sensors while at the same time
users transmit pilots for channel estimation at the HAP. The
HAP estimates the uplink channels and utilizes the channel
estimates to form the transmit beamformer for downlink
transmission to all users, while sensors use the harvested
energy to send data to the HAP simultaneously in the uplink.
Further, we assume a massive antenna array at the HAP
as a practical assumption [9]. We obtain downlink-uplink
sum-rate region by optimizing the energy beamformer and
time-split parameter. Specifically, the downlink sum-rate is
maximized by ensuring that the uplink sum-rate is above
a certain threshold which is varied to maximum value the
uplink sum-rate can take.
The main contributions of this paper are twofold.
• An optimum design, based on successive convex ap-
proximation (SCA) and semidefinite relaxation (SDR)
for the beamformer and line search for the time-split
parameter, is proposed.
• We develop new tractable expressions for the achievable
uplink and downlink rates in the large-antenna regime,
along with approximating results that hold for any finite
number of antennas for both perfect and imperfect
channel state information (CSI) cases in the case of
suboptimummaximum ratio transmission (MRT) beam-
forming. Our analysis reveals that for the perfect CSI
case, in the limit of infinitely many receive antennas
at the HAP, Nul, and energy harvesting, we can scale
down the HAP transmit power proportionally to 1/N2
ul
.
Notation: We use bold upper case letters to denote
matrices, bold lower case letters to denote vectors. The
superscripts (·)T , and (·)† stand for transpose and conjugate
transpose respectively; the Euclidean norm of the vector, the
Frobenius norm of the matrix, the trace, and the expectation
are denoted by ‖·‖, ‖·‖F , tr(·), and E {·} respectively; vec(·)
stands for the vectorization operation of the matrix; ⊗ de-
notes the matrix Kronecker product; A=diag{A1,· · ·,An}
stands for a block diagonal matrix and CN (µ, σ2) denotes a
circular symmetric complex Gaussian random variable (RV)
with mean µ and variance σ2.
II. SYSTEM MODEL
A. Energy Harvesting Network Topology
We consider a FD HAP that simultaneously serves Kdl
downlink users (cellular users) and Kul uplink users (sensor
nodes) which are uniformly distributed in its coverage area.
The HAP is equipped with a massive antenna array. The total
number of antennas at the HAP is N = Ndl +Nul of which
Ndl antennas are dedicated to the users and Nul antennas
are used for the sensors. The users and sensors are single
antenna nodes while the sensors employ a rectanna each
for energy harvesting. Each sensor node uses the harvested
energy to power its subsequent uplink data transmission.
B. Signal Transmission Model
We consider frame-based transmissions over Rayleigh
fading channels. The length of one frame is fixed to T
seconds, which is assumed to be less than the coherence
interval of the channel. Each frame is divided into two
phases. In the first phase of time period αT (0 ≤ α ≤ 1),
users transmit pilots for channel estimation at the HAP,
while the HAP simultaneously transmits an energy signal to
the sensor nodes. By channel reciprocity, the HAP obtains
the downlink channels and then forms the beamformers for
information transmission to the users during the interval
(1 − α)T . Moreover, sensors transmit their data during the
interval (1− α)T using the harvested energy.
C. Uplink Channel Estimation for Users
At the first phase of the i-th frame, all Kdl cellular
users transmit pilot signal pk[i], k ∈ {1, · · · .Kdl} with
E
{|pk[i]|2} = 1 to the HAP, while the HAP transmits
energy signal xE,k[i] to the k-th sensor node, given by
xE,k[i] =
√
PawE,ksE[i], (1)
where wE,k ∈ CNul×1 is the energy beamforming vec-
tor intended for k-th sensor with ‖wE,k‖ = 1. We as-
sume that E
{|sE[i]|2} = 1 so Pa is the average transmit
power of the HAP. Denote the transmit pilot sequence of
the users by p[i] = [p1[i], · · · pKdl [i]]T and let WE =
[wE,1,wE,2, · · · ,wE,Kul ]. The received signal at the HAP
is given by
ya[i] =
√
PdGadp[i] +
√
PaHSIWEsE[i] + na[i], (2)
where Pd denotes the transmit power of the users. Gad =
[gad,1, · · · ,gad,Kdl ] ∈ CNdl×Kdl is the channel matrix from
the set of users to the HAP which is expressed as Gad =
HadD
1/2
ad
, where the small-scale fading matrix Had ∈
CNdl×Kdl has independent and identically distributed (i.i.d.)
CN (0, 1) elements, while Dad is the large-scale path loss
diagonal matrix whose k-th diagonal element is denoted by
βad,k. The SI channel is represented byHSI ∈ CNdl×Nul with
independent entries drawn from a CN (0, σ2
SI
) distribution
where σ2
SI
accounts for the residual SI power after SI
suppression [2], [10]. sE[i] ∈ CKul×1 is the energy symbol
vector. The vector na[i] ∼ CN (0, σ2nINdl) accounts for
additive white Gaussian noise (AWGN) at the HAP.
Let τ number of pilot symbols. During the training part,
all users simultaneously transmit mutually orthogonal pilot
sequences, while HAP transmits the energy sequence of τ
symbols. The pilot sequences used by the Kdl users can
be represented by Φd ∈ CKdl×τ (τ ≥ Kdl) which satisfies
ΦdΦ
†
d
= IKdl . Let SE ∈ CKul×τ be the energy sequence
transmitted by the HAP. The received pilot signal at the HAP
is given by
Ya =
√
PpGadΦd +
√
τPaHSIWESE +Nad
= H¯Xp +Nad, (3)
where Pp = τPd is the transmit power of each pilot symbol;
H¯ = [Gad,HSI] is the Ndl × (Kdl + Nul) channel matrix,
Xp =
[√
PpΦd,
√
τPaΦE
]T
with ΦE = WESE is the
(Kdl+Nul)×τ signal matrix, and Nad is the Ndl×τ matrix
of HAP noise.
We assume that the HAP uses minimum mean-square-
error (MMSE) estimation to estimate the combined channel
H¯. The linear MSE estimator of H¯ can be written as [11]
ˆ¯H = Ya
[
X
†
pCH¯Xp + Iτ
]−1
X
†
pCH¯, (4)
where CH¯ = E
{
H¯†H¯
}
= diag{Dad, σ2SIINdl}. More-
over, the MMSE estimation error can be computed as
MMSE = tr
((
C−1
H¯
+ 1σ2n
XpX
†
p
)−1)
. It is known that
the MMSE is minimized when XpX
†
p =
P
Kdl+Nul
I where
P = tr{XpX†p} = τ(Pd + Pa) [11]. Therefore,
1
τ
ΦEΦ
†
E
= INul , ΦEΦ
†
d
= 0, ΦdΦ
†
E
= 0 (5)
The estimated channels can be decomposed by using MMSE
properties as follows [10]
Gad = Gˆad + Ead, HSI = HˆSI + ESI, (6)
where Ead and ESI are the i.i.d Gaussian estimation error
matrices of Gad and HSI, respectively. From the property
of MMSE channel estimation Gˆad, Ead, HˆSI, and ESI are
independent. Moreover, the rows of Gˆad, Ead, HˆSI, and ESI
are mutually independent and distributed as CN (0,Ωad),
CN (0,Dad − Ωad), CN (0,ΩSI), and CN (0, σ2SII − ΩSI),
respectively, where Ωad and ΩSI are diagonal matrices
whose k-th diagonal elements are σ2
ad,k =
τPdβ
2
ad,k
1+τPdβad,k
and
σ2
SI,k =
τPaσ
4
SI
1+τPaσ2SI
, respectively. The HAP-to-users channel
CSI is obtained by using the reciprocity properties of the
wireless channel as Gˆda = Gˆ
T
ad
D. Downlink Energy Transfer for Sensors
During the first phase, the received signal at the k-th
sensor can be expressed by
yu,k[i] =
√
Pag
T
au,k
Kul∑
ℓ=1
wE,ℓsE[i] +
√
Pdg
T
du,kp[i] + nu,k[i], (7)
where gau,k ∈ CNul×1 and gdu,k ∈ CKdl×1 are the channel
vectors from the HAP and theKdl cellular users to the sensor
node k, respectively. More precisely, gau,k and gdu,k can be
expressed as gau,k =
√
βau,khau,k and gdu,k = D
1/2
du,khdu,k,
respectively, where βau,k denotes the large-scale path loss
between HAP and sensor node k, the small-scale fading
vectors hau,k and hdu,k have i.i.d CN (0, 1) elements, while
Ddu,k is the large-scale path loss diagonal matrix whose
m-th diagonal elements is denoted by βdu,k,m models the
large-scale path loss between the mth user and k-th sensor,
nu,k[i] ∼ CN (0, σ2n) denotes the AWGN at the k-th sensor.
Generally, the harvesting receiver will harvest energy
from the whole signal yu,k[i]. However, since the noise
is negligible compared with the signal with large transmit
power, and is thereby omitted in the harvested energy [12],
[13]. We further assume that the amount of energy harvested
from the cellular users’ transmissions is negligible due to
their low transmit power. Therefore, the k-th sensor node
transmit power during the remaining (1 − α)T time can be
written as
Pu,k = κPa
Kul∑
ℓ=1
|gTau,kwE,ℓ|2 = κPa‖gTau,kWE‖2, (8)
where κ = ηα1−α and 0 < η < 1 denotes the energy
conversion efficiency.
E. Uplink and Downlink Data Transmission
The HAP uses the estimated channels to perform linear
beamforming to transmit information to the users. At the
same time, it receives data from the set of Kul sensors.
Uplink transmission: At the second phase of the current
time slot, the received signal at the HAP is separated into
Kul streams by using the receive beamforming matrixWr =
[wr,1, · · · ,wr,Kul ] ∈ CNul×Kul in which each column wr,k
is the normalized receive beamforming vector assigned to
the k-th sensor. Then, the received signal can be written as
ra[i] =W
†
rGauxu[i] +
√
PaW
†
rH
T
SIWtxd[i] +W
†
rna[i], (9)
where Gau = [gau,1, · · · ,gau,Kul] ∈ CNul×Kul is the
channel matrix from Kul sensor nodes to the HAP,
xu[i] = [xu,1[i], · · · , xu,Kul [i]]T with Qu , E
{
xux
†
u
}
=
diag{Pu,1, · · · , Pu,Kul} and xd[i] = [xd,1[i], · · · , xd,Kdl [i]]T
with E
{
xdx
†
d
}
= IKdl are the information-bearing sig-
nal of the sensor nodes and cellular users, respectively.
Wt = [wt,1, · · · ,wt,Kdl ] ∈ CNdl×Kdl denotes the downlink
beamformer at the HAP in which each column wt,k is the
normalized transmit beamforming vector assigned to the k-th
user. The k-th stream of ra[i] can be expressed as
ra,k[i] = w
†
r,kgau,kxu,k[i] +
Kul∑
ℓ 6=k
w
†
r,kgau,ℓxu,ℓ[i]+
√
Pa
Kdl∑
ℓ=1
w
†
r,kH
T
SIwt,ℓxd,ℓ[i] +w
†
r,kna[i]. (10)
From (10) the signal-to-interference plus noise ratio (SINR)
corresponding to k-th sensor and observed at HAP is
γa,k(Wt,wr,k,WE, α) = (11)
Pu,k|w†r,kgau,k|2∑
ℓ 6=k Pu,ℓ|w†r,kgau,ℓ|2 + Pa
∑Kdl
ℓ=1 |w†r,kHTSIwt,ℓ|2 + σ2n
.
Downlink transmission: The received signal from the HAP
at the Kdl users is given by
rd[i] =
√
PaG
T
adWtxd[i] +G
T
udxu[i] + nd[i] (12)
where Gud = [gud,1, · · · ,gud,Kul ] ∈ CKul×Kdl represents
channel matrix between the Kul sensor nodes and the Kdl
users, i.e., gud,k,m = [Gud]km is the channel coefficient
between the m-th sensor and the k-th user which can be
written as gud,k,m =
√
βud,k,mhud,k,m where hud,k,m is the
fast fading coefficient from the m-th sensor to the k-th user
and
√
βud,k,m models the large-scale path loss; nd[i] is the
AWGN vector at Kdl users. The received signal at the k-th
user can be written as
rd,k[i] =
√
Pag
T
ad,kwt,kxd,k[i] (13)
+
√
Pag
T
ad,k
Kdl∑
ℓ 6=k
wt,ℓxd,ℓ[i] + g
T
ud,kxu[i] + nd,k[i],
where nd,k[i] is the k-th element of nd[i]. From (13) the
SINR at k-th user is
γd,k(Wt,WE, α) = (14)
Pa
∣∣gTad,kwt,k∣∣2
Pa
∑Kdl
ℓ 6=k |gTad,kwt,ℓ|2 +
∑Kul
l=1 Pu,ℓ|gud,k,ℓ|2 + σ2n
.
III. BEAMFORMING OPTIMIZATION
Our main purpose is to jointly design the receive, transmit
and energy beamformers so that the downlink spectral effi-
ciency is maximized, while uplink spectral efficiency at the
HAP is guaranteed to be above a certain value. This value
is changed to maximum possible uplink spectral efficiency
for obtaining the downlink-uplink sum-rate region. As such,
the optimization problem can be expressed as
max
Wt,Wr,WE, 0≤α≤1
RD(Wt,WE, α) (15a)
s.t RU(Wt,Wr,WE, α)≥ R¯u (15b)
‖Wt‖2F = Kdl, ‖Wr‖2F = Kul, ‖WE‖2F = Kul, (15c)
where RD = (1−α)
∑Kdl
k=1 log2 (1 + γd,k(Wt,WE, α)) and
RU = (1 − α)
∑Kul
k=1log2 (1 + γa,k(Wt,wr,k,WE, α)), and
R¯u is the minimum rate requirement for the sensor nodes.
The optimization problem (15) is a complicated non-convex
optimization problem with respect to (w.r.t) the beamforming
vectors and α. By considering good performance and low
complexity of maximum ratio combination (MRC) and MRT
in multiuser MIMO systems, we investigate the optimum
energy beamforming matrix WE and time-split parameter
α. We note that these precoders are asymptotically optimal
in massive MIMO [14]. Substituting wMRCr,k =
gau,k
‖gau,k‖
and
wMRTt,k =
g∗
ad,k
‖gad,k‖
into (11) and (14), and using the law of
large numbers [15], when Ndl grows large, (15) can be
approximated as
max
WE,0≤α≤1
(1−α)
Kdl∑
k=1
log2

1+ Pa‖gad,k‖2
ηPaα
(1−α)
tr
(
H˜au,kWEW
†
E
H˜
†
au,k
)
+σ2n

,
s.t
Kul∑
k=1
log2
(
1+
ckα
(1− α)h
T
au,kWEW
†
E
h
∗
au,k
)
≥ R¯u
(1−α) ,
‖WE‖2F = Kul, (16)
where H˜au,k=
[√
βau,1|gud,k,1|hTau,1;· · ·;
√
βau,Kul |gud,k,Kul |hTau,Kul
]
and ck =
κPa
(Paσ2SI+σ
2
n)
βau,k‖gau,k‖2. While problem (16) is
non-convex and its global optimum solutions cannot be
found in polynomial time, it can be efficiently solved as
shown in the following. Introducing an auxiliary variable
τk, (16) is expressed as
max
WE,τk,0≤α≤1
(1− α)
Kdl∑
k=1
log2
(
1 + Pa‖gad,k‖2τk
)
,
s.t τk ≤ 1
ηPaα
1−α
tr
(
H˜au,kWEW
†
E
H˜
†
au,k
)
+σ2n
,∀k,
Kul∑
k=1
log2
(
1 +
ckα
(1− α)h
T
au,kWEW
†
E
h
∗
au,k
)
≥ R¯u
(1− α) ,
‖WE‖2F = Kul. (17)
Note that hT
au,kWEW
†
E
h∗
au,k can be rewritten as
tr
(
h
∗
au,kh
T
au,kWEW
†
E
)
a
=
((
h
∗
au,kh
T
au,k ⊗ I
)
vec (WE)
)†
vec (WE)
c
= w¯†
E
(
hau,kh
†
au,k ⊗ I
)
w¯E, (18)
where (a) follows by using the matrix identity tr(AB†) =
(vec(B))†vec(A) and vec(AXB) = (AT ⊗ B)vec(X),
respectively and vec (WE) , w¯E in (c). Similarly, we get
tr
(
H˜au,kWEW
†
E
H˜
†
au,k
)
=w¯†
E
(
H˜
T
au,kH˜
∗
au,k ⊗ I
)
w¯E. (19)
We now apply the SDR technique by using a positive-
semidefinite matrix W¯E = w¯Ew¯
†
E
and relaxing the rank-
constraint on W¯E. By using (18) and (19), the optimization
problem (17) can be re-formulated as
max
W¯E,τk,0≤α≤1
(1− α)
Kdl∑
k=1
log2
(
1 + Pa‖gad,k‖2τk
)
,
s.t
ηPaα
(1− α) tr
(
W¯EAk
)
+σ2n 6
1
τk
,∀k,
Kul∑
k=1
log2
(
1+
ckα
(1− α) tr
(
W¯EBk
))≥ R¯u
(1− α) ,
tr(W¯E) = Kul, W¯E  0, (20)
where A¯k =
(
H˜T
au,kH˜
∗
au,k ⊗ I
)
and B¯k =(
hau,kh
†
au,k ⊗ I
)
. The optimization problem (20) is
still non-convex (even w.r.t {W¯E, τk}) due to the second
set of constraint in which there is a term (τk)
−1. In the
following, we show that the problem (20) can be solved
efficiently by finding optimum W¯E for a given α. Since α
is scalar valued, its optimum solution can be ascertained by
using one-dimensional search w.r.t. α. Let τ¯k = (τk)
−1 and
fk(τ¯k) = log2(τ¯k). Since fk(τ¯k) is concave, we have
fk(τ¯k) ≤ fk(τ¯k,0) + ∂fk(τ¯k,0)
∂τ¯k
(τ¯k − τ¯k,0). (21)
To this end, using (21), the objective function in (20) can be
approximated by its lower bound. Consequently, for a given
α, (20) becomes
max
W¯E,τ¯k
Kdl∑
k=1
log2
(
τ¯k + Pa‖gad,k‖2
)−
1
log(2)
Kdl∑
k=1
(
log(τ¯k,0) +
1
τ¯k,0
(τ¯k − τ¯k,0)
)
,
s.t
ηPaα
(1− α) tr
(
W¯EA¯k
)
+σ2n 6 τ¯k, ∀k,
Kul∑
k=1
log2
(
1 +
ckα
(1− α) tr
(
W¯EB¯k
))≥ R¯u
(1− α) ,
tr(W¯E) = Kul, W¯E  0. (22)
The optimization problem (22) successively approxi-
mates (20) as an SDR, for a given α. The obtained rank-one
W¯E (or its approximated rank-one solution [16]) is then
used to recover WE. The proposed optimization method is
outlined in Algorithm 1.
IV. ACHIEVABLE RATE ANALYSIS
We carry out the achievable rate analysis with perfect and
imperfect CSI in this section. We focus on the case in which
MRC/MRT processing is considered for uplink/downlink
information transfer and MRT beamformer is employed for
energy transfer as motivated in [5].
A. Uplink Transmission
1) Perfect CSI: By invoking (11) and by using a standard
bound based on the worst-case uncorrelated additive noise
Algorithm 1 The proposed optimization scheme
Step 1: Initialize α: Choose α from its grid: α ∈ [0, 1).
Step 2: For given α:
while not converged do
Start with initial [τ¯1,0, · · · , τ¯Kdl,0].
Obtain the transmit beamformer W¯E using (22),
Update [τ¯1,0, · · · , τ¯Kdl,0] with the solutions of (22).
end while
if W¯E is rank-one then
• Take w¯E as the eigenvector corresponding to maxi-
mum eigenvalue of W¯E and scale with
√
Kul.
• Recover WE from w¯E.
else
Approximate rank-one solution [16].
end if
Take another value of α and go to Step 2.
Step 3: Take α andWE that maximize objective function.
for the perfect CSI case, the achievable uplink rate of the
k-th sensor can be expressed as (23) at the top of the page,
where g˜ℓ =
g
†
au,k
HT
SI
g∗
ad,ℓ
‖gau,k‖‖gad,ℓ‖
and gˆℓ =
g
†
au,k
gau,ℓ
‖gau,k‖
. When Nul grows
large, 1
N2
ul
|gTau,kg∗au,j |2 → 0 for k 6= j and 1Nul ‖gau,ℓ‖
2→βau,ℓ.
Hence, (23) can be approximated as
Rul,k ≈ (1− α)E {log2 (1+ (24)
κPaNulβau,k‖gau,k‖2
κPaNul
∑Kul
ℓ 6=k βau,ℓ|gˆℓ|2 + Pa
∑Kdl
ℓ=1 |g˜ℓ|2 + σ2n
)}
.
Proposition 1: With perfect CSI and MRC/MRT process-
ing at the HAP, the uplink achievable rate from the k-th
sensor can be approximated as
Rul,k≈ (1− α)
∫ ∞
0
(
1
1 + Paσ2SIz
)Kdl(
1−
(
1
1+ϕkz
)Nul)
×
Kul∏
ℓ=1,ℓ 6=k
(
1
1 + ϕℓz
)
e−σ
2
nz
z
dz, (25)
where ϕℓ = κPaNulβ
2
au,ℓ and ϕk = κPaNulβ
2
au,k.
proof: The proof is omitted due to space limitations.
To the best of the authors’ knowledge, the integral in (25)
does not admit a closed-form expression. However this inte-
gral can be efficiently evaluated numerically. Alternatively,
we can use the following closed-form lower bound.
Proposition 2: Assume that the AP has perfect CSI, and
Nul ≥ 2, the uplink achievable rate from the k-th sensor for
the MRC/MRT processing scheme at the HAP can be lower
bounded as:
Rul,k ≥ R˜ul,k = (1− α)× (26)
log2
(
1 +
κPaβ
2
au,k(Nul + 2)(Nul − 1)
κPaNul
∑Kul
ℓ 6=k β
2
au,ℓ +KdlPaσ
2
SI
+ σ2n
)
.
Moreover, if Pa =
Ea
N2
ul
and Nul becomes infinity, then
R˜ul,k → (1− α) log2
(
1 + κβ2au,k
Ea
σ2n
)
, Nul →∞. (27)
proof: The proof follows from the convexity of log2
(
1 + 1
x
)
and using Jensen’s inequality.
Remark 1: Proposition 2 indicates that with perfect CSI
at the HAP and a large Nul, the uplink performance of the
system with transmit power per user of Pa =
Ea
N2
ul
is equal to
the performance of a single-input single-output system with
transmit power Ea without any fading. By using a large
Rul,k = (1− α)E


log2

1 +
κPa
N2
ul
(∑Kul
j=1,j 6=k
|gT
au,kg
∗
au,j |
2
‖gau,j‖2
‖gau,k‖2 + ‖gau,k‖4
)
κPa
N2
ul
∑Kul
ℓ 6=k
(∑Kul
j=1,j 6=ℓ
|gT
au,ℓ
g∗
au,j
|2
‖gau,j‖2
|gˆℓ|2 + ‖gau,ℓ‖2|gˆℓ|2
)
+ Pa
N2
ul
∑Kdl
ℓ=1 |g˜ℓ|2 + σ
2
n
N2
ul




(23)
Rdl,k =(1−α)E

log2

1+
Pa
N2
ul
‖gad,k‖2
Pa
N2
ul
∑Kdl
ℓ 6=k |g˘ℓ|2+ κ PaN2
ul
∑Kul
ℓ=1
(∑Kul
j=1,j 6=ℓ
|gT
au,ℓ
g∗
au,j
|2
‖gau,j‖
2 + ‖gau,ℓ‖2
)
|gud,k,ℓ|2+ σ2nN2
ul



 , (31)
number of HAP antennas and energy harvesting, we can
scale down the transmit power proportionally to 1/N2
ul
.
2) Imperfect CSI: In this case, imperfect CSI of the SI
and user-to-HAP channels is available at the HAP, whereas
the HAP has perfect CSI of the sensor-to-HAP channels.
Therefore, the received signal associated with the k-th sensor
can be expressed as
ra,k[i] = w
†
r,kgau,kxu,k[i] +
Kul∑
ℓ 6=k
w
†
r,kgau,ℓxu,ℓ[i] (28)
+
√
Pa
Kdl∑
ℓ=1
w
†
r,k(Hˆ
T
SI − ETSI)wˆt,ℓxd,ℓ[i] +w†r,kna[i].
Since the HAP knows its own transmit signal wˆtxd[i]
and the MMSE estimation of the SI channel, the SI term√
Paw
†
r,kHˆ
T
SIwˆt,ℓxd,ℓ[i] in (28) can be canceled [2]. Accord-
ingly, the achievable uplink rate of the k-th sensor node
with the imperfect CSI is given (23) by replacing g˜ℓ with
g´ℓ =
g
†
au,k
E
T
SI
gˆ∗
ad,ℓ
‖gˆau,k‖‖gˆad,ℓ‖
.
Proposition 3: Assume that the HAP has imperfect CSI
of the user-to-HAP channels and perfect CSI of the HAP-
to-sensor channels, the uplink achievable rate from the k-th
sensor for MRC/MRT processing scheme at the HAP can be
lower bounded as
R˜
IP
ul,k ≥ R˜ul,k = (1− α)× (29)
log2

1 + κPaβ2au,k(Nul + 2)(Nul − 1)
κPaNul
∑Kul
ℓ 6=k β
2
au,ℓ +
KdlPaσ
2
SI
τPaσ
2
SI
+1
+ σ2n

 .
Moreover, if Pa =
Ea
Nul
and Nul grows without bound, then
R˜
IP
ul,k → (1− α) log2
(
1 +
E2a
σ2n
κβ
2
au,k
)
, Nul →∞. (30)
proof: The proof is omitted due to space limitations.
B. Downlink Transmission
2) Perfect CSI: We derive the achievable downlink rate
of the genie receiver, i.e., k-th user knows gT
ad,kwt,ℓ, ℓ =
1, · · · ,Kdl. In this case, the ergodic achievable downlink rate
of the k-th user can be written as (31) at the top of the page
where g˘ℓ =
gT
ad,kg
∗
ad,ℓ
‖gad,ℓ‖
. By the law of large numbers, when
Nul grows large, we obtain that
1
N2
ul
|gT
au,ℓg
∗
au,j|2 → 0, for
ℓ 6= j and 1Ndl ‖gau,ℓ‖2 → βau,ℓ. Therefore, the achievable
downlink rate of the k-th user can be written as
Rdl,k ≈ (1− α)E {log2 (1+ (32)
Pa‖gad,k‖2
Pa
∑Kdl
ℓ 6=k |g˘ℓ|2+κPaNul
∑Kul
ℓ=1 βau,ℓ|gud,k,ℓ|2+ σ2n
)}
.
Conditioned on gad,k, g˘ℓ is Gaussian RV with zero mean and
unit variance which does not depend on gad,k. Therefore,
g˘ℓ is Gaussian distributed and independent of gad,k, g˘ℓ ∼
CN (0, βad,k). Accordingly, following proposition states the
uplink achievable rate.
Proposition 4: The achievable downlink rate of the k-th
user with perfect CSI can be approximated as
Rul,k≈ (1− α)
∫ ∞
0
(
1
1 + ψkz
)Kdl−1(
1−
(
1
1+ψkz
)Ndl)
×
Kul∏
ℓ=1,ℓ 6=k
(
1
1 + ψℓz
)
e−σ
2
nz
z
dz, (33)
where ψk = Paβ
2
ad,k and ψℓ = κPaNulβau,ℓβud,k,ℓ.
proof: The proof is omitted due to space limitations.
Proposition 5: Assume that the HAP has perfect CSI, and
Nul ≥ 2, the downlink achievable rate of the k-th user with
MRC/MRT processing scheme at the HAP can be lower
bounded as
Rdl,k ≥ R˜dl,k = (1− α) log2 (1+ (34)
Paβad,k(Ndl − 1)
(Kdl − 1)Paβad,k + κPaNul
∑Kul
ℓ=1 βau,ℓβud,k,ℓ + σ
2
n
)
.
proof: The proof follows from the convexity of log2
(
1 + 1x
)
and using Jensen’s inequality.
2) Imperfect CSI: With the above communication scheme,
the HAP has channel estimates while the users do not have
any channel estimate. To this end, we provide an ergodic
achievable rate based on the techniques developed in [17].
Therefore, we decompose the received rd,k[i] as
rd,k[i] =
√
PaE
{
g
T
ad,kwt,k
}
xd,k[i] + n˜d,k[i]. (35)
In (35) the effective noise is defined as
n˜d,k[i]=
√
Pa
(
g
T
ad,kwt,k−E
{
g
T
ad,kwt,k
})
xd,k[i]+ (36)
√
Pag
T
ad,k
Kdl∑
ℓ 6=k
wt,ℓxd,ℓ[i] + g
T
ud,kxu[i] + nd,k[i].
The average effective channel E
{
gT
ad,kwt,k
}
can be per-
fectly learned at the users. Thus, the expectation is known
as it only depends on the channel distribution and is not
related to the instantaneous channel. However, the additive
noise n˜d,k[i] is neither independent nor Gaussian. We use the
fact that shows that worst-case uncorrelated additive noise is
independent Gaussian noise with the same variance to derive
the achievable downlink rate as
R
IP
dl,k=(1− α) log2
(
1+
Pa
∣∣E{gTad,kwt,k}∣∣2
PaVar(gTad,kwt,k) + Ik + σ
2
n
)
. (37)
where Ik = Pa
∑Kdl
ℓ 6=k E
{|gTad,kwt,ℓ|2}+∑Kull=1 E{Pu,ℓ|gud,k,ℓ|2}.
Proposition 6: Using the imperfect CSI from MMSE
estimation, the achievable downlink rate of the k-th user
is given by
R
IP
dl,k = log2 (1+ (38)
PaN
2
dlσ
4
ad,k
PaNdlσ
2
ad,k
∑Kdl
ℓ=1 βad,ℓ+κPaNulKul
∑Kul
ℓ=1βau,ℓβud,k,ℓ+σ
2
n
)
.
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Fig. 1. Uplink-downlink sum-rate region for the proposed Algorithm 1 and
suboptimum schem with Pa = 20 dB and Nul = 10.
proof: The proof is omitted due to space limitations.
V. NUMERICAL AND SIMULATION RESULTS
We now evaluate the performance the FD HAP system
using simulations where the accuracy of the presented ana-
lytical results are also verified. Unless mentioned otherwise,
we have set η = 0.5, Kul = 3, Kdl = 5, σ
2
n = 1 and σ
2
SI
= 1.
“PCSI” and “ECSI” represent the results with perfect CSI
and estimated CSI, respectively.
Fig. 1 shows the rate regions obtained with the proposed
Algorithm 1 and suboptimal scheme. As expected, the pro-
posed Algorithm 1 performs better than the suboptimum
scheme. This observation can be explained as follows. The
MRT energy beamformers used in the suboptimal scheme
try to maximize power transfer to each sensor without
considering that sensors can transmit their uplink data in
the following slot with high powers if they harvest more
energy in the energy harvesting phase. As such, sensor
nodes can produce significant interference to downlink data
transmission from HAP. On the other hand, the proposed
scheme tries to maintain a tradeoff between energy transfer
to sensor nodes and the interference they generate, due to
the harvested energy, to downlink transmission from HAP.
In Fig. 2 the uplink sum-rate, defined as Cu =∑Kul
k=1 Rul,k, is plotted versus Nul with two different values
of α. When the number of antennas is infinite, the asymptotic
results with PCSI is given by (30). The lower bounds on the
information rate with PCSI and ECSI are calculated by (26)
and (29), respectively. It is observed that the simulation
results for both PCSI and ECSI tend to the asymptotic result
when the number of antennas increases. However, when
α is increased the gap between the asymptotic result and
simulation result increases since longer energy harvesting
time increases the harvested energy and consequently intra-
sensor interference.
VI. CONCLUSION
We have analyzed the performance of a massive MIMO-
enabled uplink/downlink information and energy transfer
system with the time-switching protocol. Assuming perfect
CSI, we have maximized the downlink sum-rate of a set
of downlink users through the joint energy beamformer and
time-split factor design at the HAP, by ensuring that the
uplink sum-rate of a set of energy-limited sensors is above a
certain threshold. In addition, for both perfect and imperfect
CSI scenarios, we derived expressions for the achievable
uplink and downlink rate when the number of HAP antennas
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Fig. 2. Acheivable uplink sum-rate versus Nul with Ndl = 50.
grows without bound.We further provided asymptotic results
that hold for any finite number of antennas. Accordingly,
we established a scaling law showing that by using a large
number of HAP antennas and energy harvesting, the HAP
transmit power can scale down as 1/N2
ul
and 1/Nul for
perfect and imperfect CSI, respectively.
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