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ABSTRACT

Wilcox, John R., Purdue University, Ph.D., Purdue University, December 2013. Solar
Cell Temperature Dependent Efficiency and Very High Temperature Efficiency Limits.
Major Professor: Jeffery Gray.

Clean renewable solar energy is and will continue to be a critically important source
of electrical energy. Solar energy has the potential of meeting all of the world’s energy
needs, and has seen substantial growth in recent years. Solar cells can convert sun light
directly into electrical energy, and much progress has been made in making them less
expensive and more efficient. Solar cells are often characterized and modeled at 25 °C,
which is significantly lower than their peak operating temperature. In some thermal
concentrating systems, solar cells operate above 300 °C.

Since increasing the

temperature drastically affects the terminal characteristics, it is important to quantify the
losses caused by raising the temperature. Methodologies for including the temperature
dependent material parameters in analytical and detailed numerical models have been
examined.

The analytical model has been developed to analyze Shockley-Queisser

detailed balance limit, as well as the Auger, Radiative and SHR recombination limiting
cases from 25 °C to 800 °C, at 1x, 500x and 2000x suns concentrations. The results of
this analysis show that the efficiency of a direct bandgap material with an optimal
bandgap could reach 19 % at 400 °C and 2000x suns, if the SHR recombination is
reduced to an acceptable level. An analytical solar cell model was also used in a quasi3D numerical model to simulate the temperature dependent resistivity losses. It was
found that the resistive losses can double when the temperature of a solar cell increases
from 25 °C to 100 °C. This will cause the conversion efficiency temperature coefficient
to deteriorate by 10%. By using the temperature dependent material parameters for Si in

xxxv
a detailed numerical model, it was found that some of the adjustable parameters, such as
the base thickness, increase the conversion efficiency temperature coefficient and the
VOC, while other parameters would only increase the VOC. This conclusion can be used
by solar cell manufactures to improve the solar cell parameters with the biggest possible
gain in device performance.
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1. INTRODUCTION

1.1

The Value of Solar Energy
Interest in renewable energy has surged in recent years, as the world strives to reduce

its dependence on fossil fuels, while at the same time reducing the greenhouse gas
emissions and pollutions. The usages of all forms of renewable energy have increased
over the past few years. Some types of renewable energies, such as hydropower and corn
based ethanol, have reached limits in what is currently technically feasible. Other forms,
such as wind and solar energy, have experienced enormous growth over the past 5 years
[1]. Wind increased 27.6% and solar has increased 69% from 2000 to 2009 [2]. Solar
cell installation has experienced a 130% year-on-year growth from 2009 to 2010 [2, 3].
Solar energy is one form of renewable energy that has the potential to provide all of the
world’s current energy usage. More energy reaches the earth’s atmosphere in one hour,
174,000 [TWh] [4], than all forms of primary energy used worldwide in the last reported
year (2008) which was a total of 144,453 [TWh] [5], (similar to analysis by [6]).
Many +200 MW utility sized power plants are being installed around the world [7,
8]. In 2010, 17 GW of solar cells were installed globally [2]. Solar cells are a reliable
energy conversion device, which can have warranties of up to 25 years [9]. Most solar
cells are a safe and clean way to produce electricity; they can also be recycled to reduce
waste. While generating electrical power, solar cells do not require a fuel source, other
than the sun, and do not produce emissions of any kind. Typically, solar cells only use a
limited amount of water, which is used primarily to wash the solar cell modules [10]. In
comparison, a coal power plant produces 36 times more CO2 and uses 41 times more
water. Electricity generated from a solar thermal system uses over 100 times more water
than solar cells; and hydroelectric losses are 200 times more than solar due to the
evaporation from the reservoir.
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Clearly there are many advantages to generating more electrical energy using solar
cells. Two of the primary limitations of the future growth of solar energy are the
installation cost and the cost of the available storage options, to store the energy for later
use. Methods for reducing the cost of solar cells will be discussed in Section 1.2.
Approaches to increase the value of solar energy will be discussed in Section 1.3.

1.2

Reducing the Cost of Solar Energy
The solar cell industry has experienced double digit year over year growth for the

past 10 years [11]. The growth in the solar industry has been fueled by decreasing
production costs, which are currently below $0.75/watt [12], as well as government
incentives and feed in tariffs. At the same time, significant improvements have been
made in cell and module efficiencies of each type of solar cell material [13].
The cost of electric energy is often reported as a Levelized Cost of Electricity
(LCOE). LCOE is a common metric used to compare the cost of generating electricity.
It includes the cost to build the power plant, financing, maintenance and fuel. Until very
recently, the LCOE of solar cells has been much higher than many other types of
electrical energy generation on the grid.
A significant amount of money and resources are being devoted to reduce the cost of
installing a solar cell system. In 2011, the U.S. Department of Energy launched the
SunShot Initiative, which aims to reduce the installed cost of solar energy 75%, to $0.05
per kilowatt-hour and $1 per watt by 2020 [14]. This ambitious goal is ontrack to occur
if the cost of solar cell systems continues to decrease at the same rate it has for the past
10 years. This will make solar energy cost competitive with other forms of electricity on
the grid.

1.2.1

Solar Cell Research

There are a variety of ways in which the LCOE of solar energy can and is being
reduced even further. Research is currently under way on a wide variety of solar cell
materials and systems in an ongoing effort to reduce the LCOE in the following ways:
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1. Reduce the manufacturing and production costs.
2. Increase the efficiency of existing solar cell systems and technologies.
3. Use low cost substrates and materials, such as thin films and organic materials.
4. Use concentrators to reduce the amount of solar cell material needed.
5. Reduce the cost of the balance of system components, such as mounting hardware
and inverters.
6. Decrease the efficiency temperature coefficients of existing technology
In addition to reducing the LCOE of an installed solar electricity generation, research
is also being conducted to improve the way in which solar energy is connected and used
on the electricity gird. One method to more easily incorporate renewable energy on the
grid, is through the use of load balancing. Another method would be to create a smarter
electrical grid that can react quickly to changes in the electrical generation.
The work presented in this report uses measured data and solar cell modeling to
identifying ways in which the value of solar energy can be increased. Possible methods
to increase the value of solar energy, such as focusing on increasing the conversion
efficiency or reducing the conversion efficiency temperature coefficient will be
examined.

1.2.2

Solar Cell Modeling

In order to improve the efficiency of solar cells, it is important to identify the loss
mechanisms reducing the efficiency. A variety of solar cell models have been developed
to better understand the internal physical operation. These range from simple analytical
expressions, to analytical models, to advanced detailed numerical models.

Well-

developed models allow the solar cell loss mechanisms to be quantified, enabling
researchers to identify ways to reduce these losses. The models also allow parameter
sensitivities to be located, which then can be used to direct tolerances during
manufacturing processes. Reliable models can also be used to estimate the available
improvements to be gained from redesigning the solar cell.

In addition, detailed

numerical models allow the internal operation to be analyzed, which can be difficult or
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near impossible to accurately measure. Thus solar cell models can speed up development
time and reduce the number of experimental devices needed by testing a variety of
possibilities quickly.

1.3

Increasing the Value of Solar Energy
Presently there is a significant amount of interest in increasing the value of solar

energy through lowering the installaed cost, as well as improving both the quality and
flexibility of the power generated. Recently a 2 day workshop was conducted by ARPAE which was focsed on identifying possible new ways of increasing the the overall value
and usefulness of solar [15]. This is a particularly important topic because as the price of
solar energy produced by solar cells has decreased and approached the cost of other
forms of electricity generation it has become a far more competitive and viable energy
option. The cost of electricity produced by solar cells has continued to decrease for many
years. This is being aided by research efforts such as the DOE SunShot Initiative. While
it is likely that the price of installed solar will increase in the near term, as demand
catches up with the over supply, the price will likely continue to decrease as solar cells
become more of a commodity. The rising amount of installed solar power is causing
problems in the electrical grid. This is also causing problems when costumers are paid
full retail rate for the power they produce, leading to fewer users paying for the power
grid mantainance.

This could further destabilize the electrical grid.

It is therefore

important to identify ways in which solar energy can limit these affects.
There are four ways in which this can be done: improve consistency, dispatchability,
portability and long term storability of solar energy. Improving consistency of solar
energy makes it more valuable to electric grid operators, because they will need less
backup generation capacity. Increasing the dispatchability means being able to store the
solar energy until the grid needs it. Converting the solar energy into a dense fuel source
would increase the portability allowing it to be used as a transportation fuel or used as an
energy source at remote locations. Using a transportation fuel derived from solar energy
would reduce the amount of other transportation fuels used, such as petroleum. Longterm storage is the ability to store the energy derived from solar for days, weeks, or

5
months, before it is used. This is particularly useful since the energy can be stored when
solar energy is most abundant and used whenever the storage energy is most valuable.
Solar cells are a useful way of harnessing solar energy. They can very efficiently
convert photons directly into electrical energy. Since energy is lost in each energy
conversion, this simple direct conversion of photons to electricity leads to the high
conversion efficiency. This also leads to an important limitation of solar cells. Once
electricity is generated it must be used or stored immediately. Conventional methods of
storaging electricity such as batteries, pumped storage and fly wheels in large scale are
currently prohibitively expensive.

Because solar cell technologies available today

convert photons directly into electrical energy, there are no intermediate steps where
storage could be conveniently added. This limits the consistency and dispatchability of
solar energy from solar cells.
Concentrated solar power (CSP) is another solar energy technology which converts
photons into thermal energy and then converts the thermal energy into electricity. Since
the thermal energy can be easily stored, it can be more consistent and dispatchable than
solar cells. A variety of CSP systems are currently being built and tested. These systems
include heliostats towers, parabolic troughs and parabolic dishes. Large scale utility CSP
systems are currently in use throughout the world. Due to the decreasing price of solar
cells, CSP systems recently have become more expensive than flat plate solar cell
systems. They are also limited by the water usage, which is often scarce in high solar
insolation areas. Using the inherent advantages of each, it could be possible to build a
hybrid system that overcomes the limitations of each technology.
It may be possible to increase the value of solar energy by creating a system that
collects both electrical energy using solar cells and thermal energy using a thermal
absorber [15]. Such a system could potentially convert more energy per square meter
into usable energy. This type of combined photovoltaic and thermal system has been
analyzed by Luque [16]. The availability of electrical and thermal energy also makes it
possible to use a variety of storage methods, which could harness both forms of energy,
increasing the value. This includes battery systems that are heated thermally to reduce
the amount of energy needed to charge them electrically. Another approach would be to
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use the common molten salt method of the thermal storage and use a pumped heat
electrical storage system to store the electricity as thermal energy until it is needed [17,
18]. It may also be possible to directly combine the thermal storage and pumped heat
system to create an even better hybrid system.

1.4

Operating Temperature
While an extensive amount of research has been conducted measuring and modeling

solar cells near the standard test conditions, 25° C, a much smaller amount of research
has been conducted measuring and modeling solar cells at other temperatures, T, and over
the expected operating temperature, TO , range. Solar cells installed in most locations will
operate above and below the standard test conditions. The TO is set by the ambient air
temperature, Ta , plus the difference between the Ta and the solar cell junction
temperature, T .

TO  Ta  T

(1.1)

At moderate latitudes terrestrial flat panel Si solar cells can operate between -10 °C
and 60 °C , and solar cells inside of concentrator photovoltaics (CPV) systems can reach
temperatures as high as 100 °C [19]. Solar cells used on space satellites typically operate
between 50 °C to 80 °C, and in one system are being designed to operate up to 350 °C
[20], for missions into the outer corona of the Sun [21]. The solar cells used on probes to
the outer planets of the solar system operate at much lower temperatures. Cryogenic
systems have been used to measure solar cells down to -173 °C (100 K) [22]. Hybrid
CPV and thermal CSP (CPV-T) systems are being considered that could operate up to
400 °C or higher [23, 24]. Published solar cell performance has been measured over
350 °C [23]. This is important because the conversion efficiency of most crystalline solar
cells decreases as the TO increases.
The temperature of a solar cell while it is operating depends on many parameters,
such as the total energy incident on the solar cell, Etot , the air temperature (ambient), Ta ,
the nominal operating cell temperature, NOCT, and the wind speed, vwind .

The
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parameters Etot , Ta , and vwind have been measured [25] and modeled for a typical
metrological year [26], throughout each day and year, for a wide variety of locations in
the United States. Because of thermal resistance between the solar cell and air, there will
be a temperature difference between Ta and T, equation (1.1).
When wind speed is not accounted for, the operating temperature equation used by
Emery is [27]

T   ( NOCT  20 C ) Etot / 800 [W / m2 ]

(1.2)

Methods for calculating T including wind speed have also been derived [28]. This
will allow the T of the solar cell to be calculated throughout each day for every day of
the year. The TO can then be used to model the performance of the solar cell over the
each day of the year.

1.5

Dissertation Synopsis
The focus of this work is analyzing the temperature dependencies of solar cells, as

well as identifying possible ways in which solar cells can be redesigned to reduce the
temperature dependent losses. This is particularly important for solar cell systems where
the TO will vary over a wide range of temperatures and when operating solar cells at very
high temperatures. This work is dividing into three main topics: very high temperatures
(Chapter 3 and Chapter 4), 3-D resistive losses (Chapter 5) and detailed numerical
modeling of Si solar cells (Chapter 6). Chapter 2 reviews the related published literature.
Chapter 7 summarizes the completed work and discusses possible future work. The
appendices provide additional information about models used in this work.

These

chapters will support a number of interesting and unexpected conclusions:
Conclusion #1: Improving the VOC will not always yield a better
Many groups have noticed that as the VOC increases the

1 d
 dT

1 dVOC
improves. While
VOC dT

it might be easy to think that this is always true, it may not be true in every case.
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Improving the VOC leads to an improved  and a better
improved

1 dVOC
will lead to an
VOC dT

1 d
. However, it is easy to over look how changing the VOC will affect the
 dT

J SC and FF , which will also affect the

1 d
.
 dT

Conclusion #2: A solar cell with the highest  may not have the best

1 d
 dT

This related to conclusion 1. There are conditions where improving the  at one TO
will cause the

1 d
to become worse. This will lead to lower  at higher TO .
 dT

Conclusion #3: A solar cell with the highest  or with the best

1 d
may not
 dT

yield the best performance over a range of temperature
Because of conclusion #3 optimizing for a solar cell with the highest possible  or
the best possible

1 d
at one temperature can lead to a device with a lower performance
 dT

over a range of TO .
Conclusion #4: Need to optimize for the best yearly performance
While research groups continue to work to achieve the highest possible conversion
efficiency at 25 °C. Because of conclusions #1, #2 and #3, the best solar cell design can
be achieved by optimizing for the optimal yearly performance. There are a number of
yearly performance metrics by which the solar cell designs could be judged.

Possible optimization metrics:
o Highest kWh out per year
o Lowest LCOE
o Higher energy during a particular season
 Need more energy during the Summer
 More efficient during the Winter
o Most beneficial for the power grid
 Reduce the peak load
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 Broad over the entire day
o Longest system lifetime

Conclusion #5: A detailed numerical model can be used to understand the
operating condition dependencies
While the MPF model developed and presented in this work has some limitations, it
shows that it is possible to simulate the dependencies over a wide range of TO . It also
shows that the material parameter dependencies can be measured and modeled. The
results of this model can be used to identify the missing material parameter dependencies.
Each of these conclusions will be discussed further in Chapter 3 through Chapter 6.
While each of these effects might not be large in every situation, it is important to
understand how they will affect the overall performance.

1.5.1

Detailed Balance Limited Very High Temperature Terminal Characteristics

Chapter 3 explorers the Shockley-Queisser (S-Q) detailed balance limited terminal
characteristics and the temperature dependent terminal characteristics over a wide range
of TO , from 100 °C to 800 °C. These calculations are similar to calculations by other
groups. The temperature dependent affects of each of the terminal characteristics and the
temperature dependent terminal characteristics will be evaluated and compared. The
results in this chapter will be helpful in understanding the temperature dependent affects
in later chapters.

1.5.2

Recombination Limited Very High Temperature Terminal Characteristics

Chapter 4 estimates the recombination limited terminal characteristics of solar cells
at very high temperatures. These calculations give a sense of the conversion efficiency
that could be achieved with high quality solar cells over this temperature range. They
also allow for the bandgap energy with the highest estimated peak conversion efficiency
to be found (Section 4.3.1). This is useful in determining how close to the absolute peak
a particular material can reach.
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In order to simulate the very high temperatures terminal characteristics, the intrinsic
carrier concentration, radiative recombination, and Auger recombination are needed over
temperature and bandgap energy. Curve-fits based on measured values were created to
estimate each of these parameters (Section 4.2). These curve-fits were used to estimate
the terminal characteristics for each of the recombination limited cases. Sufficiently high
quality material was assumed leading the SHR recombination to be negligible.
The peak conversion efficiency and associated bandgap energy have been calculated
from 100 °C to 800 °C and from 1 sun to 2000 suns concentration (Section 4.3.2). This is
useful in determining the system level trade-offs between the solar concentration and the
temperature. In addition to the one junction performance, the optimal two junction
conversion efficiency and associated top and bottom bandgap energies have been
calculated (Section 4.3.6). The peak conversion efficiency for the S-Q detailed balance
limit from 1 to 10 junctions for a range of temperatures from 100 °C to 800 °C.

1.5.3

Temperature Dependent Resistive Losses

The recombination limited very high temperatures model and the detailed numerical
model in this work are 1-dimensional (1-D) models.

These models are useful in

identifying the temperature dependencies of the solar cell’s internal layers and doesn’t
take into account the 3-dimensional (3-D) effects. Some of the 3-D affects of particular
importance are the resistivity losses, which are enhanced by the lateral flow of current
through the lateral conducting layers (LCL) and the grid/busbar electrodes (Section 5.3).
As the current flows laterally through the solar cell, the resistivity of the LCL and the
grid/busbar electrodes cause a voltage differential across the surface. In addition to
voltage drop caused resistivity, a bias point loss also occurs due to the fact that only a
small part of the solar cell can operate at the intrinsic max power point.
Since the recombination limited very high temperatures model and the detailed
numerical model work will be a 1-D model, a quasi-3D resistance model was used to
calculate the temperature dependents of the series resistance and bias point loss. Over the
temperature range of interest, the resistivity of the metal and semiconductor will increase
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by over 30%. This will cause the overall performance of the solar cell to degrade
(Section 5.6).

1.5.4

Temperature Dependent Numerical Model

The first steps in developing a detailed numerical model was to identify the
temperature, doping density, minority free carrier concentration, and electric field
dependencies that are needed to numerically model the solar cells over a range of TO
(Chapter 6).

The parameter dependencies have been combined into the material

parameter framework (MPF).
The flow diagram in Figure 1.1 illustrates the process used to calculate the solar
cell’s performance at each TO . The arrows indicate the the movement of parameters
through the model. At the top, the TO is passed into the MPF.

Temperature
Material parameter framework
Material Parameters

Semiconductor Equations

Figure 1.1. Flow diagram showing the inclusion of material parameter dependencies, with
a numerical model. The black arrows show the flow of parameters from the material
parameter framework (MPF) to the semiconductor equations. The red arrow shows the
parameters being passed back to MPF during the numerical solution process.
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The MPF has been used to simulate a Si PERC soalr cell. The simulatinos show
good agreement with the measured device performance near 25 °C. The temperature
dependent performance is also evaluated and ways of improving the model are discussed.
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2. LITERATURE REVIEW

Section 2.1 will focus on the history and Section 2.2 will cover the fundamentals of
solar cells. The benefits of modeling solar cells will be discussed in Section 2.3. Section
2.4 will review the essentials of simple analytical modeling and Section 2.5 explains how
solar cells can be modeled numerically. Additional related research will be discussed in
Section 2.6.

2.1

Solar Cell History
The photoelectric effect, where bound electrons are freed by the energy contained in

photons, was discovered by Alexandre Edmond Becquerel in 1839 [29]. He immersed
two metal electrodes in an electrolyte and observed that the current generated by the
electrolytic cell increased under a light source. Photoconductivity was first reported by
Willoughby Smith in 1873 [30]. The number of free carriers was increased in Selenium
when exposed to light, which caused a measured change in conductivity.
In 1876, William Adams and Richard Day were able to detect a small current
generated by a rod of Selenium when it was exposed to light in the visible spectrum [31].
They were able to prove that the current was generated by exposure to light. When they
exposed the rod to candle light it immediately generated a detectable current and when
the candle was covered the current stopped. This photoelectric conversion of light to
energy does not require moving parts. They also detected a difference of resistance
depending on the polarity of the voltage applied. Even though the current generated was
too small to power any devices, it was a clear demonstration that photons were affecting
the solid.
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Charles Fritts created a photoelectric device by coating Selenium with a thin layer of
gold in 1883 [32].

In the previous examples, both of the electrodes used in the

experiment were similar, but in the devices created by Fritts they were different. This
was a novel design both in structure and electrodes. He wanted the electric field created
by the photon absorption to assist, instead of being transverse to the current flow. He
melted the Selenium on a metal conductor and then applied a second transparent
conductor to the surface, a thin film of gold leaf. This solar cell was less than 1%
efficient. He was able to create a reduction in resistance that was 20 times larger than
Werner Siemens.
Four years later, in 1887, Heinrich Hertz was able to detected and measure the
photoelectric effect using a spark gap [33]. In this experiment the voltage needed to
cause a spark across a gap was reduced when ultra-violet light was shined on the metal.
That same year James Moser reported the first dye sensitized solar cell. The following
year Aleksandr Stoletov measured the relationship between light intensity and J SC using
a solar cell [34], which lead to Stoletov’s law and constant.
In 1902, Philipp Lenard discovered that the color and energy of light was directly
correlated by measuring the voltage required to stop a photon of a given energy. This
seemed to contradict Maxwell’s wave theory of light. Then in 1905, Albert Einstein
resolved the contradiction, by predicting the absorption of light quanta, which are now
referred to as photons [35]. This theory stated the clear connection between the photon
frequency and energy, not the intensity as had been previously thought. For this and
other discoveries Albert Einstein was award the Noble Prize in 1921.
Good quality, single-crystal silicon, c-Si, was produced in 1918 by Jan Czochralski
[36]. This coupled with the float zone method provided low defects and high lifetimes
that were very important to the developing integrated computer chip industry and would
be needed to produce high efficiency solar cells [37]. In 1946, Russell Ohl patented a
solar cell design [38].
In 1953, Dan Trivich made the first theory based efficiency calculations for various
materials, taking into consideration the bandgap and solar spectrum [39]. The first solar
cell capable of powering electronic devices was created at Bell Labs by Daryl Chapin,
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Calvin Fuller and Gerald Pearson in 1954 [40]. The efficiency was 4% and was later
improved to 11%. Solar cells quickly became common in many low power devices such
as handheld calculators.

Vanguard 1, the first space satellite with solar cells was

launched in 1958 [40]. This satellite has been in orbit for more than 50 years. Solar cells
have become an important power source for satellites orbiting the earth.
By this time there were a variety of materials being tested as solar cells. In 1979,
Jerry Woodall and Harold Hovel working at IBM’s Watson research center developed a
21.9% efficient GaAs solar cell [41], a world record. The efficiency of this solar cell was
8 absolute percentage points above the best c-Si solar cell developed by Mobil Solar near
the same time. In 1980, one 1 MW of solar cells was manufactured in one year by
ARCO Solar [42].
In 1994, NREL developed the first solar cell with a conversion efficiency over 30%
[43], which was 30.2%. This two-junction solar cell consisted of a GaInP junction on top
of a GaAs junction in a CPV system. By placing a higher bandgap material on top of a
lower bandgap material, the solar cell was able to achieve a higher conversion efficiency.
Then in 2006, a triple-junction solar cell created by Boeing-Spectral Lab was the first
solar cell with a conversion efficiency over 40% [44]. The most recent world record
efficiency was set by Solar Junction in 2011, with a conversion efficiency of 43.5% [45].
The efficiency of solar cells continues to improve. Some of the highest efficiency
solar cells have been made using some of the highest purity substrates, such as Si and
GaAs. Si has been purified to nine nines, 99.9999999% pure, though this level of purity
is not required for solar cells [46]. In 2011, the highest Si solar cell efficiency was 25%
and the highest GaAs non-CPV solar cell efficiency was 29.1%. A more complete
overview of current and future solar technology is covered in a paper by Larry Kazmerski
[13]. The world record best research cell efficiencies from 1979 to present, are plotted on
page 17 of that paper.

2.2

Solar Cell Fundamentals
Photovoltaic solar cells convert photons directly into electricity. Solar cells have two

fundamental functions. First, it converts photons into electron and hole charge carriers,
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called photogeneration. Second, it separates the two types of charge carriers quickly so
that they are not lost when the electron and hole recombine. How well a solar performs
depends primarily on how well it can do these two primary functions. A solar cell with
high values of photogeneration and low values of charge separation will not perform
well, just like a solar cell with low values of photogenreation and high values of charge
separation will also not perform well.
In order to make solar cells with the highest possible performance, a wide variety of
semiconductor materials and device designs have been evaluated. The world record
performance values have been published by Green [47].

A chart of the record

efficiencies over time has been report by Kazmerski [13]. This chart shows how research
and development has significantly improved the performance of solar cells.

2.3

Modeling Solar Cells
The efficiency of each type of technology has been improved experimentally and

through modeling work. Both methods start by measuring a control solar cell. In the
experimental case, changes are made to the processing in an attempt to improve the
efficiency of the experimental solar cell.

The experimental cell is then tested and

compared to the control cell. This process is repeated to find the best way to process the
cell. The other method for improving the efficiency involves fitting models to the
measured data. These models are then evaluated to identify ways in which the efficiency
of the solar cell can be improved.

Those ideas are then transferred back to the

manufacturing process, solar cells are produced and then measured to compare with the
control cell.
There are a wide variety of models that have been used to simulate solar cells. The
simple models are useful for their ease of use; the detailed numerical models are valuable
for their more complete physics and their ability to analyze the solar cells’ internal
operation.
A primary focus of these models will be to identify temperature dependent losses
mechanisms that can be reduced by redesigning the solar cell.

The temperature
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dependent material parameters could be used in any modeling program for many types of
semiconductor devices.

2.4

Simple Solar Cell Models
There are three partial differential equations that are used to model the physics inside

of semiconductor devices, such as solar cells. These equations are discussed in section
6.3 through section 6.8.

Because there are three coupled differential equations, no

solution is available to solve these equations analytically.

Assumptions and

simplifications must be made before the performance of the solar cell devices can be
solved analytically.
The following sections will describe a variety of simple models that have been used
to estimate the performance of solar cells.

2.4.1

Linear Temperature Dependent Curve-fits

The measured temperature coefficients of most solar cells can be fit with a linear
curve-fit. Temperature coefficients have been measured by Emery et al., Green et al.,
Yoon et al. and others [48-50]. Linear curve-fits can be applied to measured J SC , VOC ,
FF and efficiency data for a Si solar cell [48].
In the paper by Green et al., a linear temperature dependent bandgap fit from 0 K to
400 K was used to predict the bandgap from 300 K to 400 K [48]. In addition, a
coefficient was added to the FF equation, to account for the series resistance. Even with
this coefficient the equation was still off by 5%. Despite these shortcomings, good fits
were still achieved.
The temperature dependence of a high concentration Si solar cell was examined by
Yoon et al. [49]. In this paper the reverse saturation current was again described with a
single expression. The paper points out that the exponent in the reverse saturation is
important to the temperature dependence, however it fails to include a fitting parameter
or ideality factor in the denominator. This will affect the overall performance because
the devices appear to be limited by Auger recombination
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A linear curve-fit is a useful way to predict the performance between measured data
points. These linear curve-fits provide very little information about the temperature
dependent losses that are contributing to these temperature coefficients.

2.4.2

Ideal Diode With Resistance

Since many solar cells are p-n junctions, the ideal-diode equation with series
resistance, shunt resistance and photo-generation current added, has been used quite
extensively to model solar cells.
In 1960, Wysocki calculated the temperature dependencies of Si and GaAs solar
cells, as well as others [51]. Many temperature dependent relationships were included in
this model, such as intrinsic carrier concentration, lifetime, recombination current, and
resistance.
In the paper by Fan, the temperature dependence of the reverse saturation current is
given with two empirical fitting parameters, which are related to the ideality factor of the
material [52]. However, no method for analytically determining these parameters was
given. One of the reasons for this has to do with the fact that this simple equation is
being used to describe the effect of many different types of recombination happening
spatially throughout the device. This equation provides very little insight into the effect
each recombination mechanisms has on the overall performance of the device.
Photon current generation can be added to these simple models by calculating the
total generation for the device. Both measured and modeled wavelength dependent
absorption can be used [53]. This approach does not account for the spatial dependence
of the generation.
Another big limitation of using the ideal diode equation with resistance is the fact
that there are many types of recombination occurring inside of a solar cell. These
mechanisms do not all have the same ideality factor. So as the amount of various types
of recombination changes, the ideality factor of the device will also change. This is
particularly true when modeling solar cells over a range of concentrations. These effects
cannot be incorporated into a single constant ideality factor.
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2.4.3

Two or More Diode Model

To avoid the problem caused by using a single constant ideality factor, a two diode
model has been used by Hovinen [54]. While this approach does allow for two ideality
factors and reverse saturation currents to be used, it is not always possible to fit the
measured data. This is particularly important for Si solar cells, which can have voltage
dependent recombination [37].
Attempts have been made to use a two diode model to predict the performance of a
multi-junction tandem solar cell [55]. Due to the current matching of two junctions and
the spatial dependence of the generation and recombination, it can be difficult to model
multi-junction solar cells over a range of solar concentrations.
To avoid the difficulties associated with fitting a two diode model, a concentration
dependent curve-fit model has also been developed by Haas et al. [56]. This model can
fit the data well over a range of concentrations, while at the same time reducing the
measurement noise.
An attempt was made by the author to extend this simple curve-fit model to include
temperature dependence.

This model was significantly limited by the intricate

relationship been the ideality factor and series resistance near max power.

2.4.4

Other Temperature Dependent Solar Cell Models

Temperature dependent solar cell models have been used by Friedman [57] and
Kurtz et al. [58]. Their models have proven to be useful for predicting the performance
and optimizing solar cells with one or more junctions. These analytical models make
simplifying assumption, and do not account for the spatial dependence of the generation
and recombination.
Friedman modeled a GaInP/GaAs tandem solar cell.

A modified fundamental

absorption was used to calculate the photo current and the bottom junction was assumed
to be infinitely thick [57]. The bottom junction was filtered by the absorption of photons
in the junction above it. The absorption was shifted by the temperature dependent
bandgap, ignoring other bandgap effects.

The bandgap temperature coefficient was
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assumed to be linear near 300 K. The series resistance was assumed to be zero and the
ideality factor was assumed to be 1.

Additional material temperature dependent

parameters, such as effective masses, mobilities and minority carrier lifetimes were not
included. Friedman derived a VOC temperature coefficient equation that matches Fan’s
with the addition of an additional term that is calculated numerically.
Kurtz et al. attempted to predict the performance of three and four junction tandem
solar cells that are optimized for AM 0 and AM 1.5 D 500 suns [58]. The fundamental
absorption was used to calculate the photo current for each junction.

The surface

recombination was assumed to be zero. The intrinsic carrier concentration and other
material temperature dependent parameters, such as effective masses, mobilities and
minority carrier lifetimes were assumed constant. Losses due to grid obscuration, series
resistance and shunt resistance were also not included. The bandgap of the third junction
was optimized for maximum efficiency for clear sky conditions at 500 suns, AM1.5 D at
500 suns, AM 0 at 10 suns and AM0 at 1 sun. The optimized bandgap shifted 50 meV
depending on the solar spectrum.
These temperature models rely on simplifying assumptions, and ignore spatial effects
such as the surface recombination and generation.

Only a few of the temperature

dependent material parameter dependencies were included in the models, and only a
limited amount of information is available about the internal operation of the solar cell.

2.4.5

Summary of Analytical Solar Cell Models

A variety of analytical models have been developed to model solar cells. These
models are useful to analyze solar cell performance. Each of these models includes
simplifying assumption that could significantly affect the temperature dependent
performance. Other effects such as the surface recombination are difficult to examine
due to the lack of spatial calculations. Only a limited amount of information can be
inferred about the operation of the solar cell. A detailed numerical model will be used in
Chapter 6. This will allow fewer simplifying assumptions to be made, and a deeper
understanding on the internal operation of the solar cells.
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2.5

Detailed Numerical Models of Semiconductor Devices
Numerical models have been used to probe the internal operation of semiconductors.

They require fewer simplifying assumptions than analytical equations. The proposed
temperature dependent losses mechanisms and parameter sensitivities will be identified
using a numerical model.
In 1950, Van Roosbroeck laid out the equations needed to model the physical
operation of semiconductor devices [59]. Books by Markowich [60] and Snowden [61]
discuss the mechanics of how detailed numerical models work. The MPF equations
found in Chapter 3 can be found in a book chapter by Gray [27], in a thesis by Pinto [62]
and a semiconductor book by Sze [63].
There are a wide variety of numerical models available. They have been used to
model semiconductor devices from heterojunction bipolar transistors [64], to lasers [65],
to solar cells. In addition to the semiconductor equations, the numerical model used in
this work must also include the photon-induced generation of carriers.

2.5.1

Detailed Modeling Programs

There are a wide variety of numerical modeling programs that have been used to
model solar cells. These modeling programs range from general semiconductor device
models to optical-electrical models to solar cell models.

Many general detailed

numerical modeling programs can model semiconductors, such as Sentaurus [66]
(Medici), ATLAS [67], Crosslight [68] and COMSOL [69].
There are quite a few numerical models that have been used to model opticalelectrical semiconductor devices such as photodiodes, CMOS photodiodes, CCD and
solar cells. HIFIELDS [70] was developed at Bologna University by Maria Cristina
Vecchi. This program can model photodiodes, CMOS photodiodes, CCD, solar cells and
other non-emitting optical devices. Finite Element Light Emitter Simulator (FELES) [65]
has been used primarily to model Lasers. A number of detailed numerical models have
also been used to model solar cells (Table 2.1)
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2.5.2

Temperature Dependent Solar Cell Modeling

Every numerical model includes a set of built-in equations. Some of these equations
are used by the solver, to solve the semiconductor equations. Other built-in equations are
added to incorporate the temperature dependent relationship of a particular parameter.
For example, the input parameter of the numerical model for SHR recombination might
be a capture cross section, instead of a carrier lifetime. This would allow the numerical
model to calculate the lifetime using a temperature dependent thermal velocity. Simply
changing the numerical model’s input parameter for temperature will not automatically
calculate any potential temperature dependencies of the effective mass, capture cross
section or doping. The temperature dependence of these parameters would need to be
varied independently.
The detailed numerical modeling program ADEPT, SCAPS and PC1D have built-in
equations to calculate the temperature dependence of the density of state, thermal
velocity, diffusion coefficient and lifetime. They do not have built-in equations for other
important temperature dependent parameters, such as effective mass or mobility.
Some modeling programs, such as Sentraurus, use dynamic diktat (input) files that
can calculate temperature dependent input parameters.

√

√

√

√

SCAPS

M. Burgelman

University of Gent

√

√

PC1D

P. Basore

The University of New South Wales

√

√

AFORS-HET

R. Stangl

Hahn-Meitner Institude of Berlin

√

√

AMPS-1D

S. Fonash

Pennsylvania State University

√

√

ASA

B. Pieters

Delft University of Technology

√

√

ASPIN*

M. Vukadinovic

University of Ljubljana

√

SimWindows ᴥ

D. Winston

University of Colorado at Boulder

√

University

Program

Website or reference

Heterojunction

Purdue University

Thermionic emission

Auger recombination

J. Gray

Tunneling

SLT recombination

ADEPT

Head developer

Radiative recombination

Table 2.1
Detailed numerical model programs commonly used to model solar cells [71].

[72]

√

√

√

[73]

√

√

√

√

[74]

√

√

√

[75]

√

√

[76]

√

[77]

√

√

√

√

√

√

√

√

√

[78]
√

[79]

* Not publicly available
ᴥ

No longer supported, last updated 1996 (update log [80], manual [81]), program website no longer accessible [79].
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2.5.3

Compare Modeled and Measured Temperature Coefficients

This step is important to validate the solar cell simulations and has already been done
by many other groups. Theoretical equations have been developed by Green et al., Yoon
et al., and others [48, 49] to calculate the temperature coefficients. Details about these
theoretical equation and using linear curve-fits to predict the temperature dependent
coefficients was discussed in section 2.4.1.

2.6

Related Work
This work focuses on using analytical and numerical models to simulate how the

operating temperature affects the terminal characteristics of solar cells. A more detailed
description was covered in Section 1.5. A review of the pertinent literature for each of
the three main topics is covered in the following three sections.

2.6.1

Simulating the Recombination Limited Terminal Characteristics at Very
High Temperatures

As the temperature increases the saturation current will increase significantly. This
chapter will show that this causes the optimal EG for a single junction solar cell to
increase. Other solar cell design parameters such as the grid pattern and spacing will also
be affected. This will be discussed in Chapter 5. For non-ideal solar cells, additional
parameters such as mobility and carrier lifetime will also influence the design over
temperature.
Analytical and simple numerical models based on semiconductor theory or empirical
measurements have proven to be very useful. One of the first theoretical papers to use an
analytical model was published by Fan [52].

This paper includes a temperature

dependent reverse saturation current. It also provides some useful expressions and results
for the terminal characteristics temperature dependencies. In 1996, Friedman included
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the temperature dependent material parameters, bandgap, absorption and intrinsic carrier
concentration [57].
A theoretical model for calculating efficiencies over temperature and bandgap was
developed by Landis [82, 83]. However, this model was based on an assumed saturation
current over bandgap expression and a fixed value for the FF [23]. This paper also
describes developing a SiC solar cell that might be able to operate as high as 600 °C. A
model developed by Braun estimated the conversion efficient over a range of bandgaps
and solar concentration [84], however it estimates the open circuit voltage with a fix
voltage difference from the bandgap energy.

It also does not account for Auger

recombination. Singh developed a related model that was used to estimate the conversion
efficiency over bandgap energy from 0 °C to 250 °C [85].
Others have also developed saturation current over bandgap expressions or functions,
which are useful to estimate the efficiency over bandgap and optimizing the bandgap
energy. Levy developed a method for calculating the detailed-balance saturation current
using Riemann zeta functions [86]. An analytical expression was developed by Gray,
which has a high degree of accuracy for solar cell bandgaps above EG >3kT [87].
Presently missing from the published literature is a model that can be used to
simulate the recombination limited conversion efficiency of solar cells over a broad range
of solar cell operating temperatures, solar concentrations and simulated bandgap energies.

2.6.2

Calculating the Series Resistance and Bias Point Losses

The efficiency loss due to series resistance and bias point loss have been calculated.
This work can be used as a reference guide that will aid in designing the sheet resistance
in the semiconductor and resistivity in the metal and will include temperature effects.
The effect of series resistance and non-uniform illumination was analyzed by
Mitchell in 1977 [88]. In this work a two dimensional distributed resistance model was
used to analyze the effect of the resistance on the solar cell performance.
In 2007, Sabry analyzed the effect of temperature on the series resistance and
measuring series resistance of Si solar cell [89]. In this paper he identified and compared
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seven methods of determining the series resistance. Some of the methods yield series
resistance values that were vastly different.
A paper by Haas et al. [90] was the first to quantify the effect of the bias point loss.
This paper showed that a relatively small voltage drop across the emitter lead to a
significant loss in output power. In some cell geometries, this loss can be as significant
as the loss caused by series resistance [91]. The work presented in Chapter 5 will extend
the published work by Haas to simulate the temperature dependencies caused by the
series resistance and bias point losses.

2.6.3

Detailed Numerical Modeling Temperature Dependencies

The MPF is an important component of this work, however it is not in and of itself
novel. Temperature models have been developed for a variety of devices, these range
from CMOS transistors to Lasers[65]. Only photo-electric devices that absorb photons,
such as photo diodes, CCD and CMOS imagers have similar models. Numerical models
of other semiconductor devices contain only part of the temperature, carrier density and
electric field dependent material parameter relationship needed to model a solar cell.
Green carefully analyzed measured material parameters for Si from a variety of
sources [92]. The parameters studied were the intrinsic concentration, valance band
effective density of states, conduction band effective density of states and average
thermal velocity.

Useful theoretical fits were also applied to mobility and the

conductivity/resistivity.
Temperature dependent material parameters were used by Radziemska to calculate
the performance of Si and GaAs solar cells [93]. The temperature dependent parameters
included were the bandgap and intrinsic carrier concentration. These parameters were
then used in temperature coefficient equations to calculate the performance of the solar
cells.
The goal of this step is to identify which material parameter relationships the solar
cells are sensitive to and to identify ways in which the solar cell could be redesigned to
reduce these sensitivities. This has been done by other groups, but not with the detail that
it will be done in this work.
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It has been determined that the BSF of high quality Si solar cells significantly affect
the performance of the solar cell [37]. Since the number of carriers that make it over the
BSF is influenced by the operating temperature, the BSF is a temperature dependent loss
mechanism.

2.7

Uncertainty in Temperature Dependent Measurements
There are two important sources of uncertainty that can be reduced while taking

temperature dependent measurements. The first is the junction temperature of the solar
cell.

The second is the spectrum used to measure the solar cells.

Both of these

uncertainties will be discussed in this section.
The measured temperature coefficients of most solar cells are nearly linear over the
operating temperature range of interest. These coefficients have been measured for a
wide variety of solar cells. Results have been published by Emery et al. and Osterwald et
al. [50, 94]. Solar cells with a larger VOC generally have a better conversion efficiency
temperature coefficient than solar cells with a smaller VOC , however this is not always the
case.
There is a significant amount of uncertainty in determining the solar cell junction
temperature. Methods for reducing this uncertainty was discussed by Emery et al. [50].


Use a temperature controlled vacuum chuck.



Preheat the solar cell and then measure it in an insulated box. The front of the cell
will cool faster than the back of the cell.



Measure the solar cell inside of a temperature controlled chamber.



Measure the solar cell while changing the room temperature.

Additional

uncertainty is caused by the temperature coefficient of the equipment.
Another source of uncertainty is caused by the spectrum used to test the solar cell
[50, 95]. This uncertainty is due to the unequal absorption of photons of different
energies. Photons of higher energy are more likely to be absorbed closer to the front of
the solar cell. Photons with less energy are more likely to be absorbed deeper in the
device. Because the recombination is not uniform throughout the device, the spectral
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distribution of the incident spectrum will affect the performance of the solar cell. This
uncertainty can be reduced by improving the spectrum or analytically using the
information about the solar cell’s performance.
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3. DETAILED BALANCE LIMITED VERY HIGH
TEMPERATURE TERMINAL CHARACTERISTICS

It is well known that the η of most solar cells will decrease as the temperature
increases. While some characteristics can improve η as the temperature increases, such
as the J SC , other important terminal characteristics, such as the VOC can reduce the η
more quickly. These temperature dependent terminal characteristics will be explored in
more detail in the following sections, and examples will be given for the S-Q detailed
balance limit.
Since solar cells in most applications will operate over a wide range of temperatures,
understanding the temperature dependent trade-offs between the terminal characteristics
can help researchers develop solar cells that will perform better over the desired range of
temperatures. Picking a solar cell design or a solar cell material with the highest η at a
particular temperature may not yield a solar cell with the best performance over the
desired operating range.
Examples will be shown were a solar cell that has been optimized for one TO will
operate less efficiently at another TO with-in its desired operating range. Often solar cell
systems are designed, optimized and tested at the standard test conditions of 25 °C or 300
K (26.85 °C). It is therefore important to take into consideration the range of solar cell

TO and the amount of time that the solar cell will operate over that range of temperatures.
This chapter has been divided into 2 parts. Section 3.1 will explore the terminal
characteristics and temperature dependent terminal characteristics for S-Q detailed
balance limited solar cells over a wide range of TO and simulated EG . Section 3.2 will
explore the temperature dependent bandgap narrowing of real materials
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3.1

Terminal Characteristics
The terminal characteristics, J SC , VOC , FF, and η, are the most common method for

characterizing the solar cell’s performance. Due to the temperature dependent device
physics governing the operation of a solar cell, each of terminal characteristics are
inherently dependent on the TO of the solar cell.



PMax J MPVMP J SCVOC FF


PIn
PIn
PIn

(3.1)

Where, Pin is the power density incident on the solar cell, with a total input area, AT,
PMax is the maximum power out and J MP is the max power current density terminal
characteristic and VMP is the max power voltage terminal characteristic. The FF can be
defined as

FF 

J MPVMP
.
J SCVOC

(3.2)

Where, each of the terminal characteristics are dependent on the TO .
The S-Q detailed balance limited η is plotted for a wide range of TO in Figure 3.15.
For low EG the η increases as the EG increases, this due to the VOC increasing. For high

EG the η decreases as the EG increases, this due to the J SC decreasing
The J-V curves of an example solar cell at two values of TO are shown in Figure 3.1.

Current Density [a. u.]
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Voltage [a. u.]
Figure 3.1. Example J-V curves of a solar cell at two values of TO . In most solar cells the
J SC increases as the temperature increases, while the VOC and FF typically decrease as
the temperature decreases.

In most solar cells, the J SC goes up as the temperature increases, while the VOC and
FF decrease as the temperature decreases. The J SC of a solar cell generally increases due
to the temperature dependent bandgap narrowing, which can increase the photon
absorption. The J SC can also decrease as the temperature increases, when there is
bandgap narrowing in a filter layer or there is an optical element which is impeding the
absorption of additional photons.

This will be explained in Section 3.1.4.

The

temperature dependent decrease of the VOC and FF are primarily due to the increasing

J O and the TO . The FF can also be reduced by additional temperature dependent factors
such as the series resistance, shunt resistance and the biasing point loss, see Chapter 5.
The Pin in Equation (3.1) is weakly dependent on the ambient atmospheric
temperature and is not be affected significantly by the TO of the solar cell.

3.1.1

Temperature Dependent Terminal Characteristics

In addition to the standard terminal characteristics discussed in the previous section,
the temperature dependence of the terminal characteristics, or temperature coefficients as
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they often called, are often measured [96]. Not only can these measurements be used in
conjunction with non-temperature dependent parameters to predict the performance of the
solar cell over a range of TO , they can also be used to further constrain the possible
values for the material parameters and to verify the device physics used in models. These
characteristics can be used when developing analytical models and detailed numerical
models.
There are two types of commonly used temperature coefficients, the absolute
temperature coefficients and the relative temperature coefficients, shown in Table 3.1.
As will be shown in the following subsections the absolute temperature coefficient,
which is the derivative of each terminal characteristic over TO , will not change
significantly over a ranges of TO . Therefore, when the terminal characteristics are plotted
over TO , they appear to change linearly over a ranges of TO .

Table 3.1
Commonly measured terminal characteristics, along with the associated absolute
temperature coefficient and relative temperature coefficients for each terminal
characteristic.
Terminal
characteristic

J SC

VOC

FF



Absolute
temperature
coefficient

dJ SC
dT

dVOC
dT

dFF
dT

d
dT

Relative
temperature
coefficient

1 dJ SC
J SC dT

1 dVOC
VOC dT

1 dFF
FF dT

1 d
 dT

Similar to the terminal characteristics, the temperature at which the absolute
temperature coefficients and the relative temperature coefficients were measured must be
specified for these measurements to be useful.
The terminal characteristics and temperature coefficients have been explored by
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A useful equation was published by Fan [52] and further utilized by many others [57,
97].
The η absolute temperature coefficient is,

d VOC FF dJ SC J SC FF dVOC J SCVOC dFF



dT
PIn dT
PIn
dT
PIn dT .

(3.3)

Each parameter in this equation will be examined in the following sections. The
results of this equation for a wide range of TO are shown in Figure 3.17.
The η relative temperature coefficient is,

1 d
1 dJ SC
1 dVOC
1 dFF



 dT J SC dT VOC dT FF dT
This equation shows that the

(3.4)

1 d
is simply the sum of the other relative
 dT

temperature coefficients, and therefore each one equally affects the result. This will be
discussed further in Section 3.1.8. A similar equation can be developed if the J MP
relative temperature coefficient,

1 dJ MP
, and VMP relative temperature coefficient,
J MP dT

1 dVMP
, are known.
VMP dT
1 d
1 dJ MP
1 dVMP


 dT J MP dT VMP dT

3.1.2

(3.5)

Temperature Dependent Terminal J-V Relationship

Each of the common terminal characteristics can be found on the J-V curve of the
solar cell. An example of a J-V curve was shown in Figure 3.1. Figure 3.2 shows the
circuit diagram of an intrinsic solar cell, which has zero RSeries and infinite RShunt .
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J
JSC

V

JR

Figure 3.2. Circuit diagram of an intrinsic solar cell

The terminal current density, J, of a solar cell can be obtained by using Kirchoff’s
circuit law.

J  J SC  J R

(3.6)

The recombination current density, J R , of a single recombination mechanism inside
of a solar cell can be analytically modeled using an intrinsic non-ideal diode equation.

 qV
J R  J O exp 
 nm kT


 
  1
 

(3.7)

Where V is the intrinsic terminal voltage, nm is the diode ideality factor, k is
boltzmann constant and TO is the temperature.

The J O is strongly temperature

dependent. The nm can also change over TO , if the dominate recombination mechanism
changes as the TO increases. Section 3.1.4 will discuss the J SC and Section 3.1.5 will
discuss the J O . The EG is needed in order to calculate the J SC and J O .

3.1.3

Bandgap Energy

The bandgap energy is a material dependent parameter that has been measured for
common semiconductor materials over TO . A variety of fits have been developed to
estimate the bandgap energy of a given material over a wide range of temperatures. The
bandgap energy has been measured to over 500 °C for Si [98, 99], 800 °C for GaAs [100,
101], 900 °C for GaP [100] and 400 °C for SiC [102]. The material specific fit for Si is
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compared to measurements in Figure 3.3. The fits for additional materials have been
compared to measurements by Passler [103].

Figure 3.3. The material specific temperature dependent
bandgap narrowing fit for Si compared to measurements.

Since the bandgap energy varies significantly over the TO range of interest, it would
be convenient to plot the simulated EG at a single temperature, such as 25 °C. This
would require a single fit that estimates the temperature dependent bandgap narrowing
over the range of simulated bandgaps and TO . A model was previously developed by the
author for use over short TO ranges [104]. This fit is useful for small temperature ranges,
and the VOC estimated using this model was accurate to within 1/2kT from 250 K to 350
K. More about this model can be found in Section B.2.1.
A related model was later developed to estimate the bandgap energy over a similar
range of temperatures [105]. This fit also works well over a smaller range of operating
temperatures. In order for the bandgap energy at each temperature to be adjusted back to
a single temperature, such as 25 °C, a fit is needed that will work over a wider range of
temperatures.
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The material specific temperature dependent fits for a wide range of semiconductor
materials are shown in Figure 3.4(a) [106].

The temperature dependent bandgap

narrowing relative to 25 °C is shown in Figure 3.4(b). Many of the material specific fits
plotted in the figure have been extrapolated beyond the measured data used to create the
material specific fit.

(a) Material specific fits

(b) Relative to 25 °C

Figure 3.4. The material specific temperature dependent EG narrowing fits for a wide
range of direct and indirect bandgap semiconductor materials [106]. Many of the
material specific fit plotted in the figure have been extrapolated beyond the measured
data used to create the fit.

For a small range of temperatures near 25 °C, the amount of variation between
materials is small relative to the total bandgap. This coupled with the exponential
bandgap dependence of ni made it possible to develop a J O model over a small range of
temperatures, however, for this work a very wide range of simulated bandgap energies
are needed. The spread of the temperature dependent bandgap narrowing at 800 °C is
larger than the total temperature dependent bandgap narrowing between 25 °C and 800 °C
of many of the materials.
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Other methods were used to evaluate the temperature dependent EG narrowing, such
as dividing the temperature EG narrowing by the EG at 25 °C to see if the narrowing
could be normalized. Unfortunately, due to the fact that both narrow and wide bandgap
materials have small and large temperature dependent EG narrowing, each operating
temperature EG can have more than one 25 °C EG , so the best that a fit can do is offer a
range of possible room temperature EG for each operating temperature EG .
These semiconductor materials represent a wide range of semiconductor types,
which include direct and indirect bandgap materials, single element and compound
semiconductors, a wide variety of lattice spacing and atom sizes, binding energies, as
well as crystal structures. Due to all of these factors, it is not possible to develop a simple
analytical fit that does not incorporate these factors. If a fit was developed, which did
incorporate all of these factors, it could not be used to predict the bandgap narrowing
between measured semiconductors. In addition, such a model would predict more than
one possible bandgap at each bandgap for a single operating temperature; which defeats
the purpose of the model. It was therefore determined that the best way to proceed with
this model is by reporting the result at the operating temperature bandgap and not
adjusting them back to a single temperature.
It is possible to develop a temperature dependent bandgap narrowing fit for a limited
set of semiconductor materials, such as ternary and quaternary compounds made with
GaAs and InP, which will likely have similar narrowing factors. This type of fit could be
used to optimize the bandgap once a material system has been chosen.
A generic fit for all materials could not be found. The examples used in this Chapter
will be examined for three different cases, no temperature dependent EG narrowing,
moderate temperature dependent EG narrowing, Figure 3.5(a), and high temperature
dependent EG narrowing, Figure 3.5(b). The moderate case roughly corresponds to the
average temperature dependent EG narrowing in Figure 3.4(b), and the high case
approximates the CdSe, which was found to have the largest temperature dependent EG
narrowing of the measured materials.
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(a) Moderate narrowing

(a) High narrowing

Figure 3.5. Generic fit for moderate temperature dependent EG narrowing (a), and high
temperature dependent EG narrowing (b).

3.1.4

Short Circuit Current

The J SC is a terminal characteristic that may be used to determine how well a solar
cell is converting available photons into current. While it is common that the J SC of a
solar cell will increase as the temperature increases, this is not always the case. As the

TO of the solar cell increases, there are factors that will cause the J SC to increase and
there are factors that will cause the J SC to decrease. Whether the J SC will increase or
decrease depends on which one is changing faster.
There are many factors that can cause the J SC to increase as the temperature
increases. One of the many factors that will cause the J SC to increase is the bandgap
narrowing in the absorbing layers of the solar cell. Since a solar cell can usually absorb
more photons with a narrower bandgap this will cause the J SC to increase. This increase
will not occur if there is an absorption band between the lower temperature bandgap and
the higher temperature bandgap. Optical elements such as the anti-reflectance coatings
(ARC), as well as other filtering or reflecting optics can reduce the photons available
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below the bandgap at the lower temperature, which will reduce the photons that will be
absorbed by the solar cell, and thereby reduce the rate at which the J SC will increase.
Another way in which the J SC of a solar cell can increase as the temperature increases
occurs when the J SC of one junction is limited by the other junctions in the tandem stack.
If the J SC of a limiting junction increases, it will increase the J SC of the other junctions
in the stack. The opposite can also occur when the J SC of one junction is reduced when
the J SC of another junction decreases as the temperature increases.
In addition to the factors that will increase the J SC of a solar cell as the temperature
increases, there are additional internal and external factors that will decrease the J SC as
the temperature increases. One of the main ways in which this will occur is when the
bandgap of a layer above the absorbing layers of the solar cell also narrows as the
temperature increases. This can occur in many different types of layers, such as the dead
layer at the front of the emitter, a passivation layer, a conducting layer, a window layer,
an ARC layer, another solar cell junction, or another optical component which has
temperature dependent absorption of energies in the solar spectrum.

At higher

temperatures the free carrier absorption in these layers may also become important.
Internal factors that can reduce the J SC as the temperature increases include parameters
such as the diffusion length which can decrease as the temperature increases.
As will be discussed in Section 3.1.3, the temperature dependent EG narrowing is
material dependent. Therefore, the results in this Chapter will be examined for three
different cases, no temperature dependent EG narrowing, moderate temperature
dependent EG narrowing, and high temperature dependent EG narrowing.
While more elaborate methods have been devised to calculate J SC more accurately
[107].

These methods include incorporating the incomplete absorption and angle

dependencies. The very high temperatures model will assume that all of the photons with
energy larger than the bandgap can be converted into current and that there is no other
factor increasing or decreasing the J SC as the temperature increases, and each photon can
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only generate one electron-hole pair. This method is often used to calculate the J SC . In
addition, many methods are being developed to increase the absorption near and even
below the bandgap, such as multiple-exciton generation, intermediate band cells and
quantum wells [27].

While each of these approaches have limitations, they may

eventually lead to the J SC values that are equal to or greater than the J SC value
calculated using this method.
The J SC is defined as,
J SC  q 

0

G

 ( )
d .
hc / 

(3.8)

Where, q is the electric charge,     is the photon flux density incident on the front
surface of the solar cell, h is Plank’s constant, c is the speed of light,  is the photon
wavelength, G is the semiconductor bandgap wavelength, E is the photon energy.
The  can be found by using the Plank relation

  hc / E

(3.9)

Since the results in this work include concentrated cases, the ASTM Standard G17303 direct solar spectrum (AM 1.5 (d) will be used [108], Figure 3.6(a). This solar
spectrum is commonly used to evaluate solar cell concentrator systems. The PIn for this
1-Sun spectrum is 90 mW/cm2.

The J SC and PIn will be multiplied by the solar

concentrations, X.
The J SC and Pin available above a given bandgap are plotted over bandgap in Figure
3.6(b),(d), for the AM 1.5 D standard spectrum. Figure 3.6(c) shows the PIn above the
simulated EG divided by the total PIn.

The steps in the plotted lines, Figure

3.6(b),(c),(d), are caused by the absorption gaps in the solar spectrum, Figure 3.6(a).
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(a) ASTM Standard G173-03 [108]

(b) Power density above the simulated EG

(c) Fraction of power above the simulated EG (d) The JSC above the simulated EG
Figure 3.6. Spectral irradiance (a), power available above the simulated EG (b), fraction
of power above the simulated EG (c), and 1-Sun J SC available above the simulated EG
in the ASTM Standard G173-03 direct spectrum (AM 1.5 D) (d) [108]

A moderate concentration of 500 Suns was chosen for the results in this chapter.
The J SC available above the simulated EG is shown in Figure 3.7. Because the J SC is
plotted for the EG at the simulated TO , the plotted J SC does not change with temperature.

42

Figure 3.7. The integrated J SC available above the simulated EG at 500 Suns.

Due to the irregularities of the solar spectrum shown in Figure 3.6(c), the the J SC
absolute temperature coefficient,

dJ SC
, and the J SC relative temperature coefficient,
dT

dJ SC
1 dJ SC
1 dJ SC
, will be found numerically. Figure 3.8 shows the
and
values
dT
J SC dT
J SC dT

when there is no T dependent EG narrowing (a) & (b), moderate T dependent EG
narrowing (c) & (d) and high T dependent EG narrowing (e) & (f). The T dependent
variation of the J SC is relatively small compared to the variation caused by the
absorption gaps in the solar spectrum.
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(a) No T dependent EG narrowing

(b) No T dependent EG narrowing

(c) Moderate T dependent EG narrowing

(d) Moderate T dependent EG narrowing

(e) High T dependent EG narrowing

(f) High T dependent EG narrowing

dJ SC
1 dJ SC
and
values for cases with no T dependent EG
dT
J SC dT
narrowing (a) & (b), moderate T dependent EG narrowing (c) & (d) and high T

Figure 3.8. The the

dependent EG narrowing (e) & (f). The T dependent variation of the J SC is relatively
small compared to the variation caused by the absorption gaps in the solar spectrum.
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3.1.5

Recombination Current Density

The J O is one of the primary parameters controlling the FF and VOC of most high
quality solar cells.

Approaches have been developed to reduce the J O of these

recombination mechanisms.

The easiest way to reduce the J O of all of these

recombination mechanisms is to reduce the thickness of the solar cell. The radiative
recombination can be reduced by incorporating light management techniques.

The

simplest way to do this is to create a reflective surface on the back surface of the solar
cell. This reflects the radiatively generated photons that could have escaped through the
back surface of the solar cell. The radiative recombination can be reduced by more than
a factor of 10 using light trapping and photon recycling [109, 110]. The upper limit on
reducing the radiative recombination is the Shockley-Queisser detailed-balance limit. A
number of methods have been developed to calculate the Shockley-Queisser detailedbalance limit. Levy developed a method for calculating the detailed-balance saturation
current using Riemann zeta functions [86]. An simple to use analytical expression was
developed by Gray [87].

 2  kT 3   E / kT
JO  q 
e G
3 2
h
c



 EG 2
 EG  

2



  2
 kT  
 kT 

(3.10)

This expression has a high degree of accuracy for solar cell devices with EG above
>3kT, which is ~77 meV at 25 °C and ~277 meV at 800 °C. The highest order polynomial
term will dominate the other two at higher EG values. The results of this equation
plotted over a range of EG from 0.5 eV to 3 eV and TO from 25 °C to 800 °C are shown
in Figure 3.9. The J O increases exponentially as the TO increases, it also increases
roughly TO to the 3/2 power.
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(d) JSC above the

Figure 3.9. The J O at the simulated EG for 500 Suns. The J O increases as the TO
increases and the J O increases exponentially as the EG decreases.

Due to the multiple temperature dependencies in Equation (3.10), it is difficult to
identify the dominate components of the J O absolute temperature coefficient,
dJ O
 H 3T 2  e  EG / kT
dT

 EG 2
 EG  

  2
  2 
 kT  
 kT 

  1 dEG EG   EG / kT   EG 2
 EG  
HT  
 2 e
 
  2
  2 
 kT  
  kT dT kT 
  kT 
3

2
2  dEG
  2 E  dE  2 E
HT 3e EG / kT   2 G2  G   2 G 3 

kT  dT
  k T  dT  k T

(3.11)

 2 EG  

2 
 kT   ,

where, H contains the constant parameters in Equation (3.10).
Dividing Equation (3.11) by Equation (3.10) to find the relative temperature
coefficient,

1 dJ O
, simplifies the first two terms in Equation (3.11). However, the 3rd
J O dT

term is more complicated.

This makes it difficult to interpret the temperature

dependencies of this equation.

 2 EG  dEG  2 EG 2 2  dEG  2 EG 
 2 3 


 2 2
kT  dT  kT 2 
1 dJ O 3  1 dEG EG   k T  dT  k T
 


J O dT T  kT dT kT 2 
 EG 2
 EG  

  2
  2
 kT  
 kT 

(3.12)
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Understanding the temperature dependencies of Equations (3.11) and (3.12) will
require the

dEG
1 dEG
and
to be found in Section 3.1.3, for moderate temperature
dT
EG dT

dependent EG narrowing and high temperature dependent EG narrowing.

For

semiconductor materials with little or no temperature dependent EG narrowing.
Equation (3.11) simplifies to
2

dJ O
EG   EG 
E
3  EG / kT  3
 HT e
   2  
 2 G

 T kT   kT 
dT
 kT



  2
  2 
  T

 EG 2 EG  


 

 kT  kT   ,

(3.13)

and Equation (3.12) simplifies to
2
2  EG  EG 


 
T  kT  kT 
1 dJ O 3 EG
 

J O dT T kT 2  EG 2
 EG  

  2
  2
 kT  
 kT 

Figure 3.10 shows the

(3.14)
.

dJ O
1 dJ O
and
when there is no temperature dependent EG
dT
J O dT

narrowing (a) & (b), moderate temperature dependent EG narrowing (c) & (d) and high
temperature dependent EG narrowing (e) & (f). The

dJ O
1 dJ O
increases and the
dT
J O dT

decreases quickly as the EG decreases and the TO increases.
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(a) No T dependent EG narrowing

(b) No T dependent EG narrowing

(c) Moderate T dependent EG narrowing

(d) Moderate T dependent EG narrowing

(e) High T dependent EG narrowing

(f) High T dependent EG narrowing

dJ O
1 dJ O
and
values for cases with no T dependent EG narrowing
dT
J O dT
(a) & (b), moderate T dependent EG narrowing (c) & (d) and high T dependent EG
dJ
1 dJ O
narrowing (e) & (f). The O increases and
decreases quickly as the EG
dT
J O dT

Figure 3.10. The

decreases and the TO increases.
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Simpler equations for

dJ O
1 dJ O
and
can be found by further simplifying
dT
J O dT

Equation (3.10). This simplification is helpful to get a sense of the overall temperature
dependencies of the J O .
3  EG / kT

J O  HT e

 EG 


 kT 

2

(3.15)

This expression is 10% lower than Equation (3.10) above 20kT, which is ~0.5 eV at
25 °C and ~1.8 eV at 800 °C.
The

dJ O
of Equation (3.15) is then,
dT

dJ O HT  EG / kT 2  EG
2 dEG 1 dEG 
 2 e
EG  2  1 


dT
k
EG dT Tk dT 
T k
,
and the

(3.16)

1 dJ O
is then,
J O dT
E
1 dJ O
2 dEG 1 dEG
 2G  1 

J O dT T k
EG dT Tk dT .

(3.17)

For semiconductor materials with little or no temperature dependent EG narrowing
Equation (3.16) simplifies to


dJ O HT  EG / kT 2  EG
 2 e
EG  2  1
dT
k
T k  ,

(3.18)

and Equation (3.17) simplifies to
E
1 dJ O
 2G  1
J O dT T k
.

The

(3.19)

E
E
1 dJ O
is therefore approximately equal to 2G , since the 2G term will be
J O dT
T k
T k

larger than the unity term in this equation, for all of the EG values where Equation (3.15)
is a good approximation of J O , see Figure 3.10(b). The EG decreases slowly as the TO
increases and the TO increases to the 2 power as the TO increases.

The same
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simplification can also be applied to Equation (3.18) to examine the temperature
dependent of the

3.1.6

dJ O
, see Figure 3.10(a).
dT

Open Circuit Voltage

This chapter focuses on finding the terminal characteristics and terminal coefficients
of the S-Q detailed balance limit, which has only one recombination mechanism,
Equation (3.10). Methods for calculating the VOC with more than one recombination
mechanism will be discussed in section 4.1.1.

The VOC for a single dominate

recombination mechanism can be found by solving for V in the intrinsic non-ideal diode
equation, Equation (3.6), when J is zero.
VOC 


nkT  J SC
ln 
 1
q
 JO


(3.20)

In this equation the J O reduces the VOC faster than the TO term or J SC can increase
it. This causes the VOC to decrease for a given EG as the TO increases. Due to the
exponentially increase of J O as the EG decreases, the VOC decreases nearly linearly as
the EG decreases.
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(f) High T dependent

Figure 3.11. The VOC at the simulated EG for 500 Suns. As the TO increases the VOC
decreases for a given EG at TO , this is caused by J O . The VOC increase nearly linearly
as the EG increases.

The VOC absolute temperature coefficient,

dVOC
, can be found from Equation
dT

(3.20).

dVOC nk 
dJ SC  nk 
J SC
dJ O 
1


 ln J SC  J O   T
  ln J O   T
dT
q 
J SC  J O dT  q 
J O  J SC  J O  dT 
Since the

(3.21)

dVOC
is negative in all three T dependent EG narrowing cases, Figure
dT

3.12(a),(c),(e), the second term which is negative must be significantly larger than the
first term. It is unlikely that the first term will be negative, due to the fact that the

dJ SC
dT

is usually positive, Figure 3.8.
The VOC relative temperature coefficient is,
 dJ SC J SC dJ O 
 dT  J dT 
1 dVOC 1
O


 
VOC dT
T  J SC  J O  ln J SC  J O   ln J O  

(3.22)
.
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Figure 3.12(b),(d),(f) shows that the
means that the

1 dVOC
is negative in all three cases, which
VOC dT

J
J SC dJ O
term must be larger than the SC term. The denominator of the
dT
J O dT

second term is expected to always be positive, since the natural log of J SC + J O will be
larger than the natural log of J O .
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(a) No T dependent EG narrowing

(b) No T dependent EG narrowing

(c) Moderate T dependent EG narrowing

(d) Moderate T dependent EG narrowing

(e) High T dependent EG narrowing

(f) High T dependent EG narrowing

1 dVOC
dVOC
and
values for cases with no T dependent EG
VOC dT
dT
narrowing (a) & (b), moderate T dependent EG narrowing (c) & (d) and high T
dVOC
dependent EG narrowing (e) & (f). The
becomes more negative as the EG
dT
dFF
increases and as the TO increases. As TO dependent EG narrowing increases, the
dT
Figure 3.12. The
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1 dFF
becomes more negative as the EG
FF dT
decreases, as the TO increases and as the EG narrowing increases.

becomes less sensitive to the TO . The
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The

dVOC
, Equation (3.21), can be simplified by assuming that the J SC is
dT

significantly larger than J O . This is true for EG values above 0.5 eV at 200 °C and EG
values above 1.5 eV at 800 °C, Figure 3.9.

dVOC nk 
1 dJ SC  nk 
1 dJ O 
 ln J SC   T
  ln J O   T

dT
q 
J SC dT  q 
J O dT 
And the simplified

1 dVOC
is,
VOC dT
 1 dJ SC 1 dJ O 


J O dT 
1 dVOC 1  J SC dT
 
VOC dT
T
ln  J SC   ln  J O  

3.1.7

(3.23)

(3.24)
.

Fill Factor

The FF, defined in Equation (3.2), is an important catch all terminal characteristic
that is affected by device parameters such as n, RSeries and RShunt .
The J MP and VMP of the intrinsic single diode case can be found by using Equation
(3.6) and Equation (3.7).

 qV
J MP  J SC  J O exp  MP
 nkT


 
  1
 

(3.25)

An analytically intrinsic FF is solution as well as other analytical solutions were
developed by Green [111].
qVOC
 qV

 ln  OC  0.72 
nkT
 nkT

FF 
qVOC
1
nkT

(3.26)

Analytical and numerical methods for calculating the FF for various combinations of
resistances, multiple diodes in parallel and number of solar cell junctions in series is
discussed in Appendix C. The S-Q detailed balance limit FF is shown in Figure 3.13.
The denominator in Equation (3.26) will always be positive, because the VOC is always
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positive, Figure 3.11. Since the FF is always positive the first term is always larger than
the second term.

(f) High T dependent

Figure 3.13. The FF at the simulated EG for 500 Suns. As the TO increases the FF
decreases for a given EG at TO , this is caused by J O .

The FF absolute temperature coefficient, using Equation (3.2) is,
J MP dVMP
V
dJ MP J MPVMP dJ SC J MPVMP dVOC
dFF

 MP
 2

2
dT
J SCVOC dT
J SCVOC dT
J SCVOC dT
J SCVOC
dT

Solving this equation requires the values J MP , VMP ,

(3.27)

dJ MP
dVMP
and
. All three
dT
dT

cases of EG narrowing in Figure 3.14 show that this equation is negative. As expected
the value of

dFF
becomes more negative as the EG decreases. It also becomes more
dT

negative as the TO increases and the EG narrowing increases.
The FF absolute temperature coefficient, using the analytical equation is,
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q dVOC qVOC

q dVOC qVOC
nkT dT
nkT 2


 qVOC
q dVOC 
qV
nkT
dT
nkT 2
OC
FF 



0.72
2
nkT dT 
dFF
 nkT
nkT


qVOC
dT
 qVOC

1
 1

nkT
 nkT


(3.28)

The FF relative temperature coefficient, using Equation (3.2) is,
1 dFF
1 dVMP
1 dJ MP
1 dJ SC
1 dVOC




FF dT
VMP dT
J MP dT
J SC dT VOC dT

Just like

(3.29)

1 dFF
dFF
the
is negative in all three cases in Figure 3.14. In Equation
FF dT
dT

(3.29) the first and the third terms are negative while the second and the fourth terms are
positive.
The FF relative temperature coefficient, using analytical equation is,
  qVOC
q dVOC


2
nkT dT
1 dFF   nkT


FF dT
 qVOC

 1


 nkT







q dVOC  
 qVOC
  qV
 0.3   OC2 
 

nkT dT  
 nkT
  nkT
 qVOC
  qV
 qV

 0.7   OC  ln OC  0.72   

 nkT
  nkT
 nkT


(3.30)

,
The denominator of both terms will always be positive, the first term is obvious and
the second term won’t become negative, because the numerator of Equation (3.26) cannot
be negative.
The result if the FF term is not substituted.
  qVOC
qVOC qVOC
q dVOC  



 FF 0.7  0.3  

 FF
2
nkT dT  
nkT
nkT
1 dFF   nkT




FF dT
 qV
 qV

FF  OC  0.7  OC  1


 nkT
 nkT




(3.31)
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(a) No T dependent EG narrowing

(a) No T dependent EG narrowing

(c) Moderate T dependent EG narrowing

(d) Moderate T dependent EG narrowing

(d) High T dependent EG narrowing

(e) High T dependent EG narrowing

1 dFF
dFF
and the
values for cases with no T dependent EG
FF dT
dT
narrowing (a) & (b), moderate T dependent EG narrowing (c) & (d) and high T

Figure 3.14. The

dependent EG narrowing (e) & (f). Similar to the VOC temperature coefficients, Figure
1 dFF
dFF
3.12, the
and the
both becomes more negative as the EG decreases, as
FF dT
dT
the TO increases and as the EG narrowing increases.
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3.1.8

Conversion Efficiency

The most important terminal characteristic is the PMax, which is often measured
relative to the PIn, to give the η, Equation (3.1). The temperature dependencies of J SC ,

VOC , and FF all affect the η. In most cases as the TO increases the η decreases, however
this is not always the case. For lower values of EG , the η increases as the EG increases,
this is caused by the increase in the VOC , Figure 3.15. For higher values of EG , the η
decreases as the EG increases, this is caused by the decrease in the J SC . This balance
between the J SC and the VOC , causes the EG of the optimal peak η to increase as the TO
increases. In addition the 25 °C EG will be at a higher EG , due to the T dependent EG
narrowing.
Each η curve in Figure 3.15 has an optimal peak as well as multiple local maxima.
The optimal peak η over TO is shown in Figure 3.16. The multiple peaks are caused by
the absorption gap in the solar spectrum, which are shown in Figure 3.6(a). Because the
η decrease more quickly for lower EG devices, these peaks will lead to steps in the
simulated EG over TO of the optimal peak η. The effect of these steps will be explored
in Section 4.3.3.
The η plot also shows that solar cells which approach the S-Q detailed balance limit
could have high η at high TO . These results show that it is possible to reach 29 % at
400 °C and 20 % at 800 °C. At high TO , real devices will likely be limited by other
factors before reaching these high η values.
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(f) High T dependent

Figure 3.15. The η at the simulated EG for 500 Suns. As the TO increases the η
decreases for a given EG at TO . In most values of EG as the TO increases the η
decreases. For lower values of EG , the η increases as the EG increases, this is caused by
the increase in the VOC . For higher values of EG , the η decreases as the EG increases,
this is caused by the decrease in the J SC .

(f) High T dependent

Figure 3.16. The optimal peak η over TO for a concentration of 500 Suns. As the TO
increases the η decreases.
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The

d
1 d
, as defined in Equation (3.3), and
, as defined in Equation (3.4), are
dT
 dT

typically negative for most EG values, Figure 3.17. However, for high EG values it is
possible that the temperature dependence of the J SC will cause the

d
1 d
and
to be
dT
 dT

positive. This can be seen by comparing the relative temperature coefficient terms in
Equation (3.4). At high EG values both
the same time the

1 dFF
1 dVOC
and
become small, while at
FF dT
VOC dT

1 dJ SC
1 d
is becoming larger, leading to a positive
.
J SC dT
 dT

In S-Q detailed balance limited solar cells this occurs above 2 eV in solar cells with
moderate T dependent EG narrowing and above 1.75 eV in solar cells with high T
dependent EG narrowing.
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(a) No T dependent EG narrowing

(b) No T dependent EG narrowing

(c) Moderate T dependent EG narrowing

(d) Moderate T dependent EG
narrowing

(e) High T dependent EG narrowing

(f) High T dependent EG narrowing

1 d
d
and
values for cases with no T dependent EG narrowing (a)
dT
 dT
& (b), moderate T dependent EG narrowing (c) & (d) and high T dependent EG

Figure 3.17. The
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1 d
1 dFF
1 dJ SC
1 dVOC
is the sum of the
,
and
,
FF dT
 dT
J SC dT VOC dT
1 d
d
this causes the S-Q detailed balance limited
and
to be positive above 2 eV in
dT
 dT
solar cells with moderate T dependent EG narrowing and above 1.75 eV in solar cells
with high T dependent EG narrowing.
narrowing (e) & (f). The
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The S-Q detailed balance limit over simulated EG and TO has been evaluated in
Section 3.1. These results are particularly useful in understanding how the terminal
characteristics and temperature coefficients vary over EG and TO . The peak η for a given

TO was also determined. In addition, these results provide insight into what level of
performance is available for solar cells that approach this limit. The next section will
look at the S-Q detailed balance limited terminal characteristics using measured T
dependent EG narrowing of real semiconductor materials.

3.2

Real Semiconductor Materials
It is important to know how solar cells will perform at high TO , when planning,

designing and optimizing solar cell systems that operate at high TO .

While the

temperature dependence of the terminal characteristics are nearly linear near room
temperature, care must be taken when extending these results to higher TO , where the
performance is no longer linear. This section will explore how the physical material
property, T dependent EG narrowing, of real materials will affect the η over a wide range
of TO . These results are particularly useful in understanding how the T dependent EG
narrowing will affect the semiconductor material chosen and the optimization of the high
temperature systems.

3.2.1

Extrapolating the Temperature Coefficients

The T dependence of the terminal characteristics are often thought to vary linearly
over TO . While this is true of solar cells over a narrow range of TO , it frequently does
not hold over a wide range of TO . For solar cells operating near the S-Q detailed balance
limit, this is due primarily to the T dependent EG narrowing. Therefore, generally solar
cells with larger T dependent EG narrowing will deviate more quickly away from the
linear trend, than solar cells with smaller narrowing.
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There are four cases in which the η of real materials deviate from the linear trend,
Figure 3.19 and Figure 3.19. The black lines are the S-Q detailed balance limit η for each
material, using the published T dependent EG narrowing for each of the materials. The
red line is the linear extrapolated η at 25 °C. The dips in the black line are caused by the
absorption gaps in the solar spectrum.

(a) GaN

(b) ZnTe

Figure 3.18. The black lines are the S-Q detailed balance limit η for each material, using
the T dependent EG narrowing for each of the materials. The red lines are the linear
extrapolated η at 25 °C. The dips in the black line are caused by the absorption gaps in
the solar spectrum. For wide EG materials such as GaN (a), the S-Q detailed balance
limit η can increase faster than the linear extrapolated η at 25 °C as the TO increases. For
some moderate EG materials such as ZnTe (b), the η can increase as the TO increases at
lower temperatures, due to the T dependence of the J SC and then decrease as the TO
increases at higher temperatures, due to the T dependence of the VOC . The lower EG
materials, SiC, GaAs, Si and Ge are plotted in Figure 3.19
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(a) SiC

(b) GaAs

(c) Si

(d) Ge

Figure 3.19. The black lines are the S-Q detailed balance limit η for each material, using
the T dependent EG narrowing for each of the materials. The red lines are the linear
extrapolated η at 25 °C. The dips in the black line are caused by the absorption gaps in
the solar spectrum. For the moderate EG material SiC (a), the η simulated using the S-Q
detailed balance limit and the linear extrapolated η at 25 °C are almost exactly the same.
For GaAs (b), the S-Q detailed balance limit η decreases faster than the linear
extrapolated η at 25 °C as the TO increases. As was the case with SiC (a), the Si (c) η
simulated using the S-Q detailed balance limit and the linear extrapolated η at 25 °C are
almost exactly the same. For low EG materials such as Ge (d), the S-Q detailed balance
limit η decreases slower than the linear extrapolated η at 25 °C as the TO increases. The
Higher EG materials, GaN and ZnTe are plotted in Figure 3.19

For each of the materials plotted in Figure 3.19 and Figure 3.19, the η simulated
using the S-Q detailed balance limit and the η linear extrapolated from 25 °C are nearly
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identical from 0 °C to 100 °C. Above this temperature the linear extrapolated η of many
of the materials begans to deviate from the η simulated using the S-Q detailed balance
limit and the T dependent EG narrowing for each material.

The materials can be

seperated into 4 different cases.
The first case occurs in wide EG materials such as GaN, Figure 3.18(a). Here the η
increase faster than the T dependent η linearly extrapolated from 25 °C, which agrees
with the results in Figure 3.17 for semiconductors with moderate and high T dependent

EG narrowing. This is due to the
the

1 dJ SC
term, Figure 3.8(d) and (e), being larger than
J SC dT

1 dFF
1 dVOC
and
terms, Figure 3.12 and Figure 3.14.
FF dT
VOC dT

In the second case, the η of moderate EG materials, such as ZnTe (b), will first
increase and then decrease as the TO increases. The η begins to decrease when the
1 dFF
1 dVOC
1 dJ SC
and
terms become larger than the
term.
FF dT
VOC dT
J SC dT

For both SiC Figure 3.19(a) and Si (c) the η simulated using the S-Q detailed balance
limit and the linear extrapolated η at 25 °C are almost exactly the same over the simulated

TO range. This may be primarily due to the smaller η over TO bumps in both of these
material, which are caused by the

1 dJ SC
.
J SC dT

The third case occurs in materials such as, GaAs Figure 3.19(b). In these materials
the η decreases more quickly than the linear fit. The

1 dJ SC
which is improving the
J SC dT

1 d
at lower TO , is causing the linear extrapolated η at 25 °C to predict η values that
 dT

are higher than the η simulated using the S-Q detailed balance limit at higher TO .
In the forth case, which occurs in narrow EG materials such as Ge (d), the S-Q η
decreases more slowly than the linear fit. The

1 dJ SC
1 d
is improving the
at
J SC dT
 dT

67

higher TO , which is causing the linear extrapolated η at 25 °C to predict η that are lower
than the the η simulated using the S-Q detailed balance limit at these higher TO .
Figure 3.19 and Figure 3.19 showed that the linearly extrapolated η at 25 °C was
very accurate for most semiconductor materials with TO up to 100 °C. It was also shown
that the linearly extrapolated η, was not as accurate for TO above 100 °C.

3.2.2

Finding the Optimal Material

Even when modeling the relatively simple S-Q detailed balance limit, finding the
optimal material is complicated by the T dependent EG narrowing and the absorption
gaps in the solar spectrum. In addition, while the T dependent EG narrowing causes the

EG of real semiconductor materials to decrease as the TO increases, the EG of the
optimal peak found in Section 3.1.8, Figure 3.15, increases as the TO increases.
Therefore, without developing a material in which the EG widened as the TO increased,
no material will be at the optimal peak η over a broad TO range. This will be discussed
more in Section 3.2.3. There are a number of ways around this problem.
One way of mitigating this problem would be to switch the solar cell at the focal
point of the concentrator system. In such a system, a lower EG solar cell would be
placed at the focal point of the concentrator when the system is operating at a lower TO .
As the TO increases one or more additional solar cells with wider EG , that are closer to
the optimal peak η, would be places at the focal point of the concentrator. This would
allow the system to operate closer to the optimal peak η over a wider TO range. Because,
this is expected to significantly increase the cost of the system, it is improbable that this
would be a viable solution.
Another way of mitigating this problem would be to identify a solar cell with a EG
that allowed it to performed best over the desired TO range. Figure 3.20(a) compares the
S-Q detailed balance limited η of five wide EG materials with optimal peak η (Figure
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3.16). The η of these wide EG materials are nearly flat, because the T dependent increase
of the J SC is compensating for the decrease of the VOC and FF. None of these materials
reach the peak η line below 800 °C.

(a) Wide EG materials

(b) Moderate EG materials

Figure 3.20. The η calculated using the T dependent EG narrowing of real materials,
compared to the optimal peak η calculated in Section 3.1.8. The high EG material (a)
does not reach the optimal peak η, while the moderate EG materials will reach the
optimal peak η.

Figure 3.20(b) examines the η of the five moderate EG materials. Each of these
materials approaches the optimal peak η line at different TO points. The materials with
wider EG , such as CdSe, materials do so at higher TO and the materials with narrower

EG materials such as Si, are at lower TO . CdSe, CdTe, GaAs and InP are all relatively
close to the optimal peak η line from 400 °C to 800 °C. Above 400 °C CdSe is nearly
constant while the other materials continue to increase. If the solar cell was needed to
operate at 425 °C, CdSe would give the highest η. However, it would not perform as well
if the system operated between 300 °C and 450 °C. It is therefore important to consider
the full range of TO where the solar cells will be operating.
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Due to the steps in the optimal peak EG , which will be explained in Section 4.3.3,
some of the materials do not reach the optimal peak η. There is a wide range of TO , from
150 °C to 300 °C, over which these materials are more than 0.8 absolute % points below
the optimal peak η, Figure 3.21. There are also points at 180 °C and 270 °C that are more
than 1 absolute % point below the optimal peak η. This is primarily due to the steps in
the optimal peak EG , as well as the dearth of elemental and binary compound
semiconductor materials with EG between InP and Si.

Using ternary compound

semiconductors such as GaInAs or quaternary compound semiconductors such as
GaInAsP can fill this void.

Figure 3.21. The absolute % difference between the η calculated using the T dependent
EG narrowing of real materials and the optimal peak η calculated in Section 3.1.8. Due
to the steps in the EG at the optimal peak η, not all of the materials reach the optimal
peak η.

The η of real materials cannot go above the optimal peak η, unless the absorption of
the solar cell and the electrical EG are decoupled. A number of research groups are
designing solar cell to absorb photons below electrical EG using with quantum wells and
quantum dots. It may be possible to find a material or a device design where this is
possible [27].
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3.2.3

Improving the Temperature Coefficients

The η of solar cells over TO and the reliability have a profound effect on the
economics and the LCOE of solar cells. If two solar cells have the same η at one TO , the
one with a better

d
will produce more electrical energy at a higher TO . In addition,
dT

areas with higher solar irradiance have the potential to produce more electrical energy.
However, these locations are often hotter, than areas with lower soalr irradiance. It is
possible that the

d
of a solar cells could remove the benefit of the higher solar
dT

irradiance, if the higher TO in this location causes the solar cell to operate at a lower η
and generate less electrical energy. Therefore any changes that can be made to the solar
cell that will improve the

d
, while at the same time improving or not significantly
dT

reducing the η, will be beneficial.
There are only two parameters that can be modified in a S-Q detailed balance limited
model. One of those is the device thickness, which will affect the absorption and the
emission of the devices.

This model does not include this parameter.

The other

parameter that can be changed is the EG . There are two ways in which the EG can be
changed. This includes picking the EG at some point such as 25 °C, the other is the T
dependent EG narrowing of the material. While the T dependent EG narrowing is a
physical parameter of the semiconductor material, it might be possible to vary it by
changing other material parameters.
The EG is affected by a number of other material parameters, such as the TO , electric
field strength, strain, pressure and carrier densities. If desirable, it may be possible to
adjust the rate at which the EG varies by adjusting one of these other parameters, such as
exerting pressure on the solar cell [112] or by straining the junction layers, as the TO
increases. In this section, two cases are compared to evaluate if controlling the EG could
be beneficial. In the first case the cell is unmodified, the T dependent EG narrowing
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reduces the EG . In the second case the EG is held constant over TO . This could be
achieved by varying another parameter over TO , in such a way that it compensates for the
T dependent EG narrowing, such as exerting pressure on the solar cell [112] or by
straining the junction layers.
Figure 3.22 shows how (a) GaN, (b) GaAs, (c) Si and (d) Ge will perform in these
two cases. Holding the EG constant of wide EG material will eliminate the T dependent
J SC improvement, which will significantly reduce the overall performance as the TO

increases. Holding the EG of GaAs constant reduces the η from 25 °C to 300 °C, has no
affect from 300 °C to 600 °C and then improves the performance above 600 °C. Holding
the EG of Si constant will improve the η one full absolute % above 200 °C. Holding the

EG of Ge constant will significantly improve the η as the TO increases.
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(a) GaN

(b) GaAs

(c) Si

(d) Ge

Figure 3.22. Compares the case with EG narrowing and the case where the EG is held
constant over TO , for (a) GaN, (b) GaAs, (c) Si and (d) Ge. For wide EG materials such
as GaN, holding the EG constant will decreae the performance over TO . For moderate

EG materials, such as GaAs and Si there may be a small improvement or a small loss.
For narrow EG materials, such as Ge, holding the EG constant increases the performance
over TO .

The results presented above compare the cases where the EG narrows as the TO
increases and where the EG is stays constant over TO . The EG at the optimal peak η
increases as the TO increases, therefore in some cases it may be beneficial to design a
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solar cell where the EG becomes wider as the TO increases, allowing the solar cell to
operate closer to the optimal peak η over a wider range of TO .

3.2.4

3-D effects

The S-Q detailed balance limit and other diode models, such as the recombination
limited model in Chapter 4, model the solar cell in 1-D. This is possible since the
semiconductor junction is uniform in 2-D in most solar cells. Therefore, a 1-D model can
be used successfully to represent the device physics. These models are particularly useful
in the initial design and planning stages, when it is common to evaluate a large number of
possible solar cell designs. However, these models cannot accurately account for the 3-D
effects occurring in the solar cell.
Two types of 3-D structures commonly used are grid and busbar electrodes. These
3-D structures affect the terminal characteristics and T dependencies of the solar cell,
which will be explored further in Chapter 5. In an effort to boost the η, more elaborate 3D designs have been developed for solar cells. These include line and point contacts,
which will also affect the terminal characteristics and the T dependent performance.
The J SC can be reduced by un-illuminated regions of the solar cell, which act as a
sink for current. Some of the current generated in the illuminated regions will flow
laterally through the solar cell and recombine in the un-illuminated regions.
The VOC can be reduced by circulating currents, which are also caused by current
flowing from the illuminated regions to the un-illuminated regions of the solar cell [113].
This can cause the VOC to be reduced below the value predicted by the 1-D model.
Another important 3-D effect is the joule and bias-point resistive losses, which is
also caused by lateral currents flowing through the LCL. This current causes a voltage
drop which leads to parts of the solar cells being biased away from the ideal PMax.
Each of the terminal characteristics and T dependencies of the solar cell are affected
by the 3-D structures used on solar cells. It is therefore not possible to completely model
the terminal characteristics and T dependencies using a 1-D model.
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3.3

Summary and Conclusions
Through extensive research efforts, the η of each type of solar cell has improved over

time [13, 47]. This has been achieved by improving the material quality and device
designs. As the η of solar cells improve, they come closer to the S-Q detailed balance
limit.

This chapter has identified the terminal characteristics and the T dependent

coefficients that could be achieved by solar cells that approach this limit, over a broad
range of TO and EG . These calculations are particularly helpful in identifying the
potential of solar cells that approach this limit. In addition, this chapter has also shown
that T dependent EG narrowing does not affect all solar cells in the same manner, which
is particularly important when trying to optimize a solar cell operating at high
temperature.
Solar cells that operate at high T would be useful in a wide range of applications,
from high concentration photovoltaic systems, to hybrid thermal photovoltaic systems, to
near sun photovoltaic space probes, to space concentrator photovoltaic systems. This
chapter showed that the T dependent EG narrowing improves the potential η of wide EG
material. While at the same time, it has little effect on moderate EG materials and it will
reduce the η of narrow EG materials. As expected the simulations show that as the TO
goes up the η decreases and the optimal EG at the optimal peak η increases.
In addition, it was found that the optimal EG is strongly affected by the absorption
gap in the terrestrial solar spectrum.

This causes steps in the optimal EG over

temperature. It was also shown that there is range of bandgaps near the optimal EG with
η relatively close to the optimal peak η.

It was also shown that the temperature

dependence of the optimal EG and the EG of real semiconductor materials have the
opposite slope. However, due to the flat portions of the optimal EG steps, it might be
possible to find a material with an EG , which is close to the optimal EG over a wider
range of TO .

75

After the regions with the peak η and optimal EG have been identified, the material
parameters of real materials can be used to identify candidate materials that are closest to
the optimal peak over the temperature range of interest. The candidate materials can be
further verified using additional detailed numerical models and 3-D models to more
accurately determine the potential of the individual material and develop optimal device
designs. Solar cell fabricators can then use these designs to develop and characterize the
actual solar cells. The measurement data can then be used to improve the models and
identify ways to improve the performance of the solar cells.
Based on these simulations it appears that the η of an appropriately designed solar
cell operating above 300 °C could be quite high. These solar cells could be very useful in
high T applications.

The next Chapter will explorer the other bulk recombination

mechanisms which are limiting the η.

3.3.1

Future Work

The calculations in this chapter assume that 100% of the photons above the
simulated EG are absorbed and converted to current. This is useful for determining the
upper limit of the J SC , for devices that do not absorb photons below the bandgap energy.
This model could be further improved by including realistic partial absorption for direct
and indirect bandgap materials [114]. Doing this could change the optimal peak bandgap
by a few tens of millivolts. It would also allow the thickness of the solar cell to be
studied. Thinning the solar cell will reduce the photogenerated current, and it will also
reduce the volume over which recombination can occur. The optimal thickness could be
found, by varying the thickness at each temperature.
The optical absorption coefficient,     , of semiconductors are strongly influenced
by the operating temperature. This has been measured for the direct bandgap material
GaAs over a wide range of photon energies [101] and near the band edge [115].
Therefore it will likely be necessary to include the temperature dependent optical
bandgap narrowing in the absorption model, when optimizing the device thickness. In
addition to being temperature dependent, the optical     of semiconductor materials is
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also doping dependent. However, this dependence is not the same for all materials or
dopants.

For p-type GaAs the measured     changes very little as the doping

concentration increases from 2x1017 [cm-3] to 1.2x1018 [cm-3], and for n-type GaAs the
measured     varies from that of a direct bandgap material, to an     that is more
similar to an indirect bandgap material [116].
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4. RECOMBINATION LIMITED VERY HIGH
TEMPERATURE TERMINAL CHARACTERISTICS

While the η of solar cells have improved over time, thus moving closer to the S-Q
detailed balance limit discussed in Chapter 3, they are still primarily limited by other
recombination mechanisms.

Developing a model that includes these additional loss

mechanisms and can be used over the same very wide range of TO , EG and X would be
particularly useful to program managers and system designers. The model developed in
this chapter can estimate the η that could potentially be achieved based on the measured
bulk recombination parameters of existing materials.

This would allow them to

determine if it is technically feasible to reach a certain design goal. The simulated η in
this chapter will be closer to the measured high efficiency world record solar cells than
the S-Q detailed balance limit η simulated in Chapter 3.
This chapter has been divided into four parts. The first part (Section 4.1) will
examine the analytical model used to simulate multiple recombination mechanisms and
the theoretical temperature dependencies of solar cells over TO and EG . The second part
(Section 4.2) will present the semi-empirical material parameter fits needed to simulated
the η over TO and EG . The third part (Section 4.3) will discuss the results of the
analytical simulations. The last part (Section 4.4) will explore additional affects, such as
the 3-D resistivity, that is not incorporated into this model.

4.1

Terminal Characteristics
Similar to Chapter 3, in this chapter an analytical model will be used to simulate the

possible solar cell performance over a very wide range of TO and simulated EG . This
analytical model can incorporate all three of the common bulk recombination
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mechanisms in solar cells; radiative recombination, Shockley-Hall-Reed (SHR)
recombination, and Auger recombination. Each of these recombination mechanisms can
limit the performance of a solar cell under different conditions. Solar cells with low
material quality are limited by SHR. Direct bandgap materials are often limited by
radiative recombination. And solar cells with high VOC are often limited by Auger
recombination.

Methods are being used and investigated to reduce each of these

recombination mechanisms. The first to be reduced is the SHR recombination.
Through extensive research, growth methods have been developed for many
semiconductor materials, such as Si and GaAs, to significantly reduce the SHR
recombination. This has led the SHR recombination to be a small part of the total
recombination in some devices.

Because the SHR recombination has continued to

decrease over time, in the results presented in this chapter, it will be assumed negligible.
The radiative recombination and Auger recombination used in this model are based on
semi-empirical fits to the measured values for these material parameters.

4.1.1

Multiple Diode Equation

There are many types of recombination mechanisms inside of solar cells. Some of
these recombination mechanisms such as interface and surface recombination can be
significant in some types of solar cell, and be insignificant in other types of solar cells.
The interface recombination has been reduced to insignificant levels in some solar cells,
through careful growth techniques, which reduce the number of defects present in the
interface. The surface recombination can be reduced through the use of passivation
layers or by adding a heterojunction layer, such as the amorphous Si layer in HIT solar
cells or the GaInP layers in GaAs solar cells.
Three types of recombination are common in most types of solar cells, radiative
recombination, J R , , SHR recombination, J R, SHR , and Auger recombination, J R , Auger .
The extrinsic terminal characteristics of this model, with series resistance, RSeries , and
shunt resistance, RShunt , is defined as (Figure 4.1)
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J  J SC  J R ,  J R , SHR  J R , Auger 

V  JRSeries
RShunt .

(4.1)

V

Figure 4.1. Multiple diode circuit diagram, with radiative recombination, J R , , SHR
recombination, J R, SHR , and Auger recombination, J R , Auger , as well as series resistance,

RSeries , and shunt resistance, RShunt .

The sum of the recombination currents is
JR 

m


V  JRSeries  
J O ,m  exp 
  1 .
, SHR , Auger
 nm kT  





(4.2)

In most cases, when more than one type of recombination is simulated, the J MP , VMP
and FF cannot be solved analytical. Many researchers have used Newton’s method to
solve for these parameters. A computationally quicker and simpler bisection approach
was developed by Gray to solve for the FF in cases with one or more series connected
junctions each with a single diode, as well as RSeries , is described in Section C.2.1. This
type of approach was extended by the author to other cases including multiple diodes in
parallel, Section C.2.2, which is needed to solve Equation (4.1) when RSeries =0. Methods
to solve for the FF in a variety of other cases, which were also developed by the author,
such as many parallel diodes when RSeries ≠0, are described in the Subsection of C.2.

4.1.2

Recombination Current Density

The SHR recombination depends on the material quality and the number of defects
in the material. It has been reduced through the use of careful fabrication methods that
reduce defects in the semiconductor crystal. Reducing the Auger recombination directly
would require developing nanostructures or finding a material that quantum mechanically
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restricted the Auger recombination mechanisms. This might be achieved by creating a
structure that has a narrow conduction band with a gap above it that was larger than the
primary bandgap of the device.
A variety of reverse saturation current models could have been used. However, the
high-level injection limit and low-level injection limit models were chosen because they
are independent of device design. These models represent good quality solar cells, where
the SHR recombination is small compared to the radiative and Auger recombination.
This will cause the excess minority carriers to be uniform in the base region of the
device. The high-level injection limit and low-level injection limit are valid when the
diffusion length, LD , is more than three times the thickness of the device.
The emitter of a solar cell is typically much smaller than the base region. This model
assumes that the emitter thickness is negligible compared to the base thickness. This will
cause the recombination in the emitter to also be negligible.
The recombination current density for each recombination mechanism is shown in
Equation (3.7). In the high-level injection limit and the low-level injection limit, the
excess carrier densities will be uniform throughout the base region. This will cause the
recombination to also be uniform throughout the base region. The saturation current for
each recombination mechanisms is,
J O,m  qwRm

(4.3)

.

Where w is the width of the device and Rm is the recombination rate for each
recombination mechanism.
The non-degenerate radiative recombination rate is
R  B( pn  ni2 ) .

(4.4)

Where B is the radiative recombination coefficient, n is the electron concentration, p
is the hole concentration and ni is the intrinsic carrier concentration (Equation (4.16)).
The n and p will be defined in Section 6.4.1.1.
The non-degenerate SHR recombination rate is
RSHR 

pn  ni2
 n ( p  pT )   p (n  nT )

.

(4.5)
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Where  n is the electron SHR lifetime, pT is the number of empty SHR trap states,

 p is the hole SHR lifetime and nT is the number of filled SHR trap states,
The non-degenerate Auger recombination rate is

RAuger  (Cn n  C p p)( pn  ni2 )

.

(4.6)

Where Cn and C p are the Auger recombination coefficients for electrons and holes.
In the very high temperatures model the radiative recombination and Auger
recombination will be calculated based on measured material parameters, and the SHR
lifetime needed to achieve a LD is more than three times larger than the device thickness.
When the LD that is less than three times the device thickness, a more complete model,
which includes the SHR lifetime is needed. This is discussed in more detail in section
4.2.3.
In Section 4.3.2, it will be shown that for direct bandgap materials with a LD larger
than three times the base thickness, the Auger recombination will be small compared to
the radiative recombination. It will also be shown in section 4.3.1 that since the nm for
radiative recombination is the same for high-level injection and low-level injection the
recombination current density will be equivalent in both cases and the terminal
characteristics will be essentially the same.

4.1.3

Low-level Injection Limit

The low-level injection limit occurs when Δn and Δp are much smaller than the
acceptors doping concentration, N A , for p-type materials or the donor doping
concentration, N D , for n-type materials.
The radiative recombination current density simplifies to

 qV
J R , Rad  qwBni2 exp 
 kT


 .
  1
 

The SHR recombination current density for p-type materials simplifies to

(4.7)
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J R , SHR  qw

ni2
nNA


 qV
exp  kT



 
  1 .
 

(4.8)

The SHR recombination current density for n-type materials simplifies to
J R , SHR

ni2 
 qV  
 qw
exp 
  1 .

 p ND 
 kT  

(4.9)

The Auger recombination current density for p-type materials simplifies to

 qV
J R , Auger , p  qwC p N Ani2 exp 
 kT


 
  1
 

(4.10)

The Auger recombination current density for n-type materials simplifies to

 qV
J R , Auger ,n  qwCn N D ni2 exp 
 kT


 
  1
 

(4.11)

Because each of the low-level injection recombination current densities have the
same unity ideality factor, it is possible to sum the individual components and solve for
the FF using a single diode circuit.
The very high temperatures model will need each of the J R ,m over the simulated EG
and TO .

In order to calculate the J R ,m it will be necessary to know the material

parameters, ni , B,  n ,  p , Cn and C p over the same range of simulated EG and TO . Fits
for these material parameters will be developed in section 4.2.

4.1.4

High-level Injection Limit

The high-level injection limit occurs when Δn and Δp are much larger than the
acceptors doping concentration, N A , for p-type materials or the donor doping
concentration, N D , for n-type materials.
The radiative recombination current density simplifies to the same expression as the
low-level injection limit,

 qV
J R , Rad  qwBni2 exp 
 kT


 .
  1
 

The SHR recombination current density simplifies to

(4.12)
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J R , SHR  qw

ni
 n  p


 qV  
exp  2kT   1 .

 


(4.13)

The Auger recombination current density simplifies to

 qV
J R , Auger  qw  Cn  C p  ni3 exp 

 2 kT
 3


 
  1 .
 
 

(4.14)

Unlike the low-level injection limit, the n will be different for each recombination
mechanism. For radiative recombination, n  1 , for SHR recombination, nSHR  2 and
for Auger recombination, n  2 . In order to solve for the VOC and FF in the high3
level limit, it is necessary to solve a multiple diode model.

4.1.5

Theoretical Recombination Current Density

The theoretical temperature dependence of the recombination current density can be
developed for the low-level injection limit and the high-level injection limit, by
incorporating the temperature dependencies of the ni , the effective conduction band
density-of-states, N C , and the effective valence band density-of-states, NV .
The temperature dependence of J O was investigated by Fan [52]. The temperature
dependence of J O was further developed by the author [117], for recombination
mechanisms of the form.

Rm  K R,m ni 2/ nm

(4.15)

Where KR,m is the temperature independent term. This term will be examined further
in section 4.2.1.
The ni is defined as

 E
ni  NC NV exp  G
 2kT
The N C is defined as



.

(4.16)
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 m* kT 
NC  2  n 2 
 2 

3/2

.

(4.17)

The effective density-of-states effective mass for electrons, mn* , varies slowly for
most semiconductors [92]. A coefficient term can be defined as
 mn* k 
KC  2 
2
 2 

3/2

(4.18)
,

and NC  KCT 3/2 .
Likewise, the NV is defined as
3/2

 m*p kT 
NV  2 
.
2 
 2 

(4.19)

The effective density-of-states effective mass for hole, m*p , also varies slowly for
most semiconductors [92]. A coefficient term can be defined as
 m*p k 
KV  2 
2
 2 

3/2

(4.20)
,

and NV  KV T 3/2 .
The ni with the KC and KV coefficient terms is

 E 
ni  KC KV T 3/2 exp  G 
 2kT  .

(4.21)

A coefficient term for ni can be defined, which combines the KC and KV coefficient
terms, Kni  KC KV , and the parameters contained in this term are
3

K ni 

1 *3/2 *3/2  k 
mC mV  2 
2
  .

(4.22)

Finally the ni with the K ni coefficient term is

 E
ni  K ni T 3/2 exp  G
 2kT



.

(4.23)
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Combining Equations (4.3), (4.15) and (4.23) gives the general form of the
temperature dependent J O ,m .
J O ,m  qwK R ,m K ni

2

nm

3

T

nm

 E 
exp  G 
 nm kT 

(4.24)

Where K R ,m is the J O coefficient term for each recombination mechanism of the
form Equation (4.15).

4.1.5.1 Low-Level and High-Level Injection
In low-level injection the nm will be 1 for all three of the bulk recombination
mechanisms. The form of Equation (4.24) can be checked and the K R ,m can be found for
each recombination mechanism in the high-level injection limit.
The high-level injection saturation current density for radiative recombination can be
found by combining Equation (4.23) with the J O from Equation (4.12).

 E 
J O , Rad  qwBK ni 2T 3 exp  G 
 kT  ,

(4.25)

The high-level injection saturation current density for radiative recombination which
matches Equation (4.24), with nRad equal to 1, is then

 E 
J O , Rad  qwK R , Rad K ni 2T 3 exp  G 
 kT  .

(4.26)

And the K R ,m is the radiative recombination J O coefficient term is K R ,m  B .
The high-level injection saturation current density for SHR recombination can be
found by combining Equation (4.23) with the J O from Equation (4.13).
J O , SHR 

qwK ni

n  p

T

3

2

 E 
exp  G 
 2kT 

(4.27)

The high-level injection saturation current density for SHR recombination which
matches Equation (4.24), with nSHR equal to 2, is then

86

J O , SHR  qwK R ,SHR K ni T

3

2

 E 
exp  G 
 2kT  .

(4.28)

And the K R ,m is the SHR recombination J O coefficient term is K R ,m 

1
 n  p

The high-level injection saturation current density for Auger recombination can be
found by combining Equation (4.23) with the J O from Equation (4.14).
J O , Auger  qw(Cn  C p ) K ni 3T

9

2

 E 
G 
exp 
 2 kT 
 3 

(4.29)

The high-level injection saturation current density for Auger recombination which
matches Equation (4.24), with nAuger equal to 2/3, is then

J O , Auger  qwK R , Auger K ni 3T
And

the

K R , Auger is

the

Auger

9

2

 E 
G 
exp 
2
 kT 
 3 .

recombination

JO

(4.30)
coefficient

term

is

K R, Auger  Cn  C p .

Therefore in high-level injection Equation (4.24) can be used for each of the bulk
recombination mechanisms, with the appropriate K R ,m and nm for each recombination
mechanism.
Identifying a method to estimate the EG over the simulated EG and TO will be
discussed in section 3.1.3.

4.2

Semiconductor Material Parameters
In order to solve for the terminal characteristics in the very high temperatures model

over a simulated EG and TO it is necessary to estimate the semiconductor material
parameters over these ranges. The material parameter fits described this section are used
in conjunction with these equations to estimate the J R ,m values and the terminal
characteristics.
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4.2.1

Intrinsic Carrier Concentration over Bandgap Fit

The most important material parameter needed in the very high temperatures model
is ni . Not only is it in each of the J R ,m equations, Equations (4.7) through Equation
(4.14), it varies by many orders of magnitude over both simulated EG and TO . Therefore
the temperature dependence and the multiplicative power of ni in the J R ,m equations are
very important to the overall temperature dependence of the model.
After carefully analyzing the ni at 300 K for a wide range of semiconductor
materials over a large range of bandgap energies, it was determined that the direct and
indirect materials needed to have separate ni fits, Figure 4.4.
In order to fit ni over the simulated EG and TO , two different curve-fits were
evaluated.

The first consisted of fitting the KC and KV coefficient terms over the

simulated EG . This method did not work well because of the large variability of mn* and

m*p for the direct bandgap and indirect bandgap materials over simulated bandgap,
Figure 4.2 [106].

Figure 4.2. Measured mn* / m and m*p / m for a wide
range of direct and indirect bandgap semiconductor materials [106].
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The second fit consisted of fitting K n over simulated EG . This lead to a better fit
i

over simulated EG . The measured K n 3003/2 for a wide range of direct and indirect
i

bandgap semiconductor materials are shown in Figure 4.3. Linear curve-fits for direct
bandgap and indirect bandgap materials are shown in Figure 4.3(a) with a log y axis and
Figure 4.3(b) with a linear y axis. The indirect bandgap fit becomes non-physical below
0.5 eV.

-----

[eV] - - - - -

Figure 4.3. Measured K n 3003/2 for a wide range of direct and indirect bandgap
semiconductor materials. Linear curve-fits for direct bandgap and indirect bandgap
materials [106]. The indirect bandgap fit becomes non-physical below 0.5 eV.
i

As shown in Figure 4.4, the ni curve-fit for direct bandgap materials was a factor of
10 smaller than the ni curve-fit for indirect bandgap materials, near the GaAs EG of 1.42
eV at 300 K [106].

- -- - - - - - - - -

[1/cm3] - - - - - - - - - -
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- -- - - - -

[eV] - - - - - - - -

Figure 4.4. Measured ni for a wide range of direct and indirect bandgap semiconductor
materials [106]. Linear curve-fits of K n 3003/2 were used to predict the ni for direct
bandgap and indirect bandgap materials. There is a factor of 10 difference between the
ni curve-fit for direct bandgap materials and ni curve-fit for indirect bandgap materials
i

Using the ni curve-fit for indirect bandgap materials to calculate the J R , Auger for the
direct bandgap semiconductor GaAs in high-injection would lead to a recombination
current densities values that are 1000 times higher than the J R , Auger , calculated using the
measured ni values for GaAs. The difference between the direct bandgap and indirect
bandgap ni curve-fits is primary caused by the generally narrower conduction band
valley in direct bandgap materials, which generally lead to significantly smaller values of
mn* , for direct bandgap materials. This causes the N C and ni to be lower in direct

bandgap materials.
In order to assess the accuracy of the ni curve-fits, the percentage difference between
the measured and curve-fit predicted values were plotted.

Difference Between ni,fit and ni,data [%] d
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- -- - - - -

[eV] - - - - - - - -

Figure 4.5. The percentage difference between the measured and the linear curve-fit
predicted values.

The measured value of only one material, GaInP, was off by more than a factor of
two, which is acceptable for the purposes of the very high temperatures model.
To further validate the ni curve-fits, they will be compared to material specific ni
curve-fits, over a range of temperatures.

The lines are the ni curve-fits for direct

bandgap and indirect bandgap materials. The dots represent a variety of material specific
curve-fits for ni over TO .
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(a) Direct bandgap material

(b) Indirect bandgap material

Figure 4.6. Comparison of the ni curve-fits with material specific ni values at 300 K.
The lines show the ni curve-fits for direct bandgap and indirect bandgap materials over a
range of TO .

The dots and the lines appear to match-up reasonably well for the wide range of EG
and TO . There also appears to be some variability in the measured data. For each
individual material the dots appear to be roughly the same distance above or below the
simulated line for each of the selected TO . The direct bandgap and indirect bandgap ni
curve-fits could be further evaluated and improved by fitting the dots at each selected TO
separately and then relating the curve-fits over the range of TO .
The direct bandgap and indirect bandgap ni curve-fits over a wide range of
simulated EG and TO have been describe in this section. These curve-fits are used in the
very high temperatures model. The recombination coefficients over simulated EG and

TO are still needed to calculate J R ,m for each of the recombination mechanisms over
simulated EG and TO .
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4.2.2

Recombination Coefficients

The recombination coefficients for radiative and Auger recombination over
simulated EG and TO are needed to calculate the terminal characteristics in the very high
temperatures model. These coefficients are material specific. The SHR lifetimes will be
calculated, which are needed to achieve the low-level injection limit and the high-level
injection limits valid.

4.2.2.1 Radiative recombination coefficients over bandgap fit
As will be shown later in section 4.3, the radiative recombination is limiting the
device performance in most of the very high temperatures model cases. The radiative
recombination coefficient is material specific and varies by material. It can also be
temperature dependent. The measured B values plotted in Figure 4.7, for both direct
bandgap materials and indirect bandgap materials.

As expected, there is a large

difference between direct bandgap materials, shown as red squares, and indirect bandgap
materials, shown as blue diamonds. There is also a large amount of scatter in the B for
direct bandgap. Using III-V compound semiconductors it is possible to create materials
with the same EG and vary different element compositions.
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(a) Direct bandgap material

(b) Indirect bandgap material

Figure 4.7. The red squares are measured B values for direct bandgap materials. The blue
diamonds are measured B values for direct bandgap materials. Low, medium and high
lines have been developed to bracket the B for direct bandgap and indirect bandgap
materials.

Three fits have been developed for the radiative coefficients for direct bandgap and
indirect bandgap materials.

These fits bracket the range of measured radiative

coefficients, with low, medium and high levels of radiative recombination. The direct
bandgap material fits are 4 orders of magnitude larger than the indirect bandgap material
fits. The direct bandgap material fits do not cover the full range of the B for direct
bandgap materials with a bandgap below 1 eV. In section 4.3 it will be shown that
materials below 1 eV do not perform well at higher temperatures.
Based on the data collected, it appears that the B may generally increase with
increased bandgap energy. Empirical fits could be developed to incorporate this increase.
The approach used with three ranges was deemed to be the most useful in the very high
temperatures model. The measured value of a real material can be matched to one of the
three ranges to predict the performance of that material.
The fits described in this section predicted the range of possible B over EG . In order
to calculate the very high temperatures model over a wide range of temperatures, it is also
important to know how the B varies with temperature.
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4.2.2.2 Radiative recombination coefficients temperature dependence
A theoretical model for B was developed by Varshi [118, 119].

This model

predicted that the B of direct bandgap materials, GaAs, GaSb, InP, InAs and InSb would
decrease as the temperature increases. This model also predicted that the B of indirect
bandgap material Si would increase as the temperature increases.

Early published

measurements indicated that it would increase, later measurements indicated that the B of
Si decreases as the temperature increases [120, 121]. The difference of the measured B
increasing and decreasing in Si is thought to be due to a difference in the ni value and the
absorption data, which is affected by the emission of photons. Measurements of GaAs
indicate that the B increases as the temperature decreases [122], this has also been found
in GaAs quantum wells [123].
Based on the measured data it is possible that B could increase for some materials
and decrease for others as the temperature increases. Furthermore, very little is known
about the B for all of these materials above 200 °C, so any temperature dependence would
be extrapolated far from the measurements. It was determined that the best option was to
not vary the B over TO . If there is a general trend that B decreases as the temperature
increases then the very high temperatures model will somewhat under predict the
performance of these devices at higher temperatures.
The B value measured in literature is typically for the bulk material, factors such as
photon recycling will reduce the effective B [124]. If the B is reduced due to the
changing temperature or photon recycling by a factor of 10, the low B fit results could be
used for a material which has a bulk medium B at room temperature.

4.2.2.3 Comparing radiative recombination saturation current density
Many attempts have been made to create a saturation current fit to predict the quality
of solar cells. These fits have been referred to as state-of-the-art or empirical fits.
Without being able to quantify the B over EG these models are often based on empirical
data [87] or voltage shifted [84] from the junction bandgap. As the solar cell device
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performance improves, solar cells have [125] and will continue to past these empirical
fits.
By using the B fits developed over EG in Section 4.2.2.1, it is possible to predict the
lowest possible J O , that can be achieved for a semiconductor material with the low,
medium or high values for B. Since the Shockley - Queisser detailed balance limit has
the same n, as Equation (4.7) and Equation (4.12), it can also be plotted for reference.
This is particularly useful for predicting the performance of direct bandgap materials,
which have high SHR lifetimes, since the Auger recombination will be small in a direct
bandgap material, and these devices will be limited by the radiative recombination.
Figure 4.8(a) shows the J O , for the radiative recombination in direct and indirect
materials. Figure 4.8(b) shows the ratio of the reverse saturation divided by the Shockley
- Queisser detail balance limited current for each of the radiative recombination cases.
The red dot below the solid blue line, was fabricated by Alta Devices [47]. This solar
cell has a very good back reflector and photon recycling. It is only a factor of ten larger
then Shockley – Queisser detail balance limit, solid black line. This red dot falls below
the solid blue line, which is the calculated saturation current based on the bulk low
radiative recombination coefficient fit for measured direct bandgap materials.

This

shows that the actual J O , , due to radiative recombination, can be significantly lower than
the value predicted by measurements of the bulk materials [126].
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(a) Saturation current density

(a) Normalized saturation current density

Figure 4.8. The solid black line is the Shockley – Queisser detailed balance limit. The
red dots are the estimated J O , for measured solar cells. The blue lines are the J O ,
predicted by the model for direct bandgap materials. The green lines are the J O , values
predicted by the model for indirect bandgap materials.

The J O , is estimated for the measured devices. This assumes that the radiative
recombination is limiting these solar cells.

If other recombination mechanisms are

significantly affecting the performance of these devices, the radiative recombination will
be a smaller percentage of the total and the actual reverse saturation for the radiative
recombination would be smaller. This would move the red dots closer to the black line.
This would indicate that these solar cells have J O , values that are even better than the
plots indicate.

4.2.2.4 Auger recombination coefficients over bandgap fit
Just like the B, a fit for Cn and C p is needed over EG and TO to calculate the very
high temperatures model. The Auger recombination is an important parameter for solar
cells constructed out of indirect bandgap materials, which are often 100 times thicker
than the direct bandgap solar cells. This causes the indirect bandgap solar cells to have a
significantly larger amount of Auger recombination.
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Due to the fact that the measured Cn and C p values were not available for all types
of materials, Cn and C p values were combined to create the ambipolar Auger coefficient,
C  Cn  C p

(4.31)

.

This parameter has been plotted for direct bandgap and indirect bandgap materials,
over a wide range of semiconductor types and EG, in Figure 4.9 [106, 127, 128].

Figure 4.9. The red squares are the measured C values for direct bandgap materials and
the blue diamonds are the measured C values for indirect bandgap materials.

The red squares are the measured C values for direct bandgap materials, and the blue
diamonds are the measured C values for indirect bandgap materials.

There is a

significant amount of scatter in the measured values, which represent a wide range of
semiconductor materials, particularly in the compound III-V semiconductors where
material of different compositions can have same EG.
The measured values of C for low bandgap materials

appear to reduce as EG

increases. This EG dependent decrease of the C has been fit by many [106, 129]. This is
likely caused by a decrease of the intraband Auger recombination [130]. The data point
with a bandgap energy of 3 eV and 1x10-34 cm6/s was extrapolated from the C values of
lower bandgap materials and is far below the measured values [106]. The reduction of
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the C appears to stop for semiconductors with bandgap energies above 1 eV, and since
the bandgap above 1 eV are of interest in the very high temperatures model, the low,
medium and high Auger coefficient ranges have been chosen to bracket the measured
semiconductors materials above 1 eV. With the only exception being a InGaN, 3.0 eV,
measurement [128], which is much too high for a single junction solar cell.

4.2.2.5 Auger recombination coefficient over temperature
The measured C values of different semiconductor material have been shown in
literature to increase or decrease over temperature. The total Si Auger recombination
rates is often assumed to be [131]
0.5

C  1.4 x10

30

 T 

 .
 300 

(4.32)

The measured C value for Si increases as the temperature increases [132], while the
measured C value for SiC decreases as the temperature increases [133]. These measured
values appear to have significantly different slopes.

In addition, three different

theoretical and empirical fits have been developed for Si over TO . These three fits lead to
very different results for C at high TO . The total GaAs C rate increases by an order of
magnitude, from ~10-30 [cm6/s] at 300 K to ~10-29 [cm6/s] at 500 K [134].
Because of the variability in the temperature dependence of C for different materials,
the Auger coefficient will not be varied over temperature in this model. In addition, it
will be shown in Section 4.3.2 that the temperature dependence of C will have little effect
on the results of the very high temperatures model for many of the cases considered.

4.2.3

Shockley Hall Read Recombination

The defects in the crystal lattice create energy states, which are in-between the
valance and conduction band. Recombination caused by these trap states is commonly
referred to as Shockley Hall Read recombination. This type of recombination depends
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primarily on the quality of the material, which is related to the density of the defects. The
SHR lifetime is

 SHR 

1
 vth NT .

(4.33)

Where σ is the trap capture cross section, vth is the thermal velocity and NT is the
density of traps.
Due to the fact that  SHR is dependent on the quality of the material and the number
of defects in the material, it will be improved as the growth method is improved.
Therefore, it does not have a fixed value like the radiative and Auger recombination
coefficients.

It was decided that the best way to incorporate the  SHR into these

calculations would be to compare it to the effective lifetime of the other two
recombination mechanisms. This value will be used to determine how small the SHR
lifetime can be before it increases the recombination.
An effective lifetime will be calculated for the radiative recombination and Auger
recombination mechanisms,

1

 Eff



1

 Auger



1

 Rad

.

(4.34)

Where  Auger is the Auger recombination effective lifetime and  Rad is the radiative
recombination effective lifetime.
In order to calculate the effective lifetime, the radiative effective lifetime and Auger
effective lifetime are needed.

4.2.3.1 Radiative recombination effective lifetime
There are different radiative recombination effective lifetimes for low-level injection
and for high-level injection.

From Equation (4.12), the high-injection radiative

recombination effective lifetime is

 Rad 

1
Bni exp(qV / 2kT )

(4.35)
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When the material is in high-level injection, the calculated radiative recombination
effective lifetime is dependent on the bias voltage.
From Equation (4.7), in n-type materials the low-injection the radiative
recombination effective lifetimes is

 Rad 

1
BN D .

(4.36)

From Equation (4.7), in p-type materials the low-injection the radiative
recombination effective lifetimes is

 Rad 

1
BN A .

(4.37)

4.2.3.2 Auger effective lifetime
There are different Auger recombination effective lifetimes for low-level injection
and for high-level injection.

From Equation (4.14), the high-injection the Auger

recombination effective lifetimes is

 Auger 

1
(Cn  C p )n exp(qV / kT )
2
i

.

(4.38)

As with the radiative effective lifetime, Equation (4.35), when the solar cell is in
high-level injection, the calculated Auger recombination effective lifetime is dependent
on the bias voltage.
From Equation (4.11), in n-type materials the low-injection the Auger recombination
effective lifetimes is

 Auger 

1
C p N A2

.

(4.39)

From Equation (4.10), in p-type materials the low-injection the Auger recombination
effective lifetime is

 Auger 

1
C p N D2

.

(4.40)
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The Auger effective lifetimes and radiative effective lifetimes have been used in the
very high temperatures model to calculate an effective recombination lifetime. This
value can be used to determine if the SHR recombination will be comparable to the
Auger and radiative recombination in existing materials.

4.2.3.3 Carrier diffusion coefficient
In addition to calculating the  Eff , the diffusion coefficient, D, has also been
calculated. The D can be calculated using the LD , and  Eff .

LD  D Eff .

(4.41)

LD can be used to determine if the low-level injection and high-level injection
assumptions are valid. For these assumptions to hold the LD must be roughly 3 times
larger than the thickness of the solar cell.

LD  3w

(4.42)

The D can be found by equating Equation (4.41) and Equation (4.42) and solving for
D.
D

9 w2

 eff

(4.43)

The carrier mobility can also be predicted using the Einstein relation

D   kT

(4.44)

In order for the low-level injection and high-level injection assumptions to remain
valid, the measured D of the chosen material must be less than or equal to the D predicted
by the very high temperatures model. For materials where the D is larger than the value
predicted by the model, the actual solar cell performance for that device can be found
using the measured D.

102

4.3

Analytical Simulations
This section contains the results of the very high temperatures analytical model. The

analytical expression and material parameter fits over EG and TO , described in this
chapter, were used to calculate the terminal characteristics of a solar cell over a wide
range of TO , over solar concentrations and for a variety of different materials. These
results can be used to identify the bandgap energy that produces the maximum
conversion efficiency for a range of selected temperatures.

4.3.1

Bandgap Optimization Over a Range of Temperatures

Due to the large number of possible material parameters combinations, a
representative case was chosen to illustrate terminal characteristic trends. A case with a
direct bandgap material in high-level injection, with medium radiative and medium
Auger recombination was chosen. A direct bandgap material was chosen because the
bandgap can be varied over a range of bandgaps and there are a variety of existing solar
cells. The medium radiative recombination material parameter fit was chosen because all
of the measurements were better than the medium fit and medium Auger recombination
material parameter fit was chosen because the direct bandgap material measurements
were close to this fit. The high-level injection assumption was chosen because solar cells
are often close to high-level injection in solar concentrators. In addition, the direct
bandgap devices were found to be strongly limited by radiative recombination, so there is
essentially no difference between the results calculated using high-level injection or lowlevel injection, which have the same diode ideality factor.
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(a) 1 sun concentration

(b) 500 suns concentration

(c) 2000 suns concentration
Figure 4.10. The conversion efficiency predicted by the utlra high temperature model
over simulated bandgap energy for a wide range of selected temperatures. As the
temperature increases the saturation current density increases. This causes the conversion
efficiency to decrease. Also as the temperature increases the bandgap energy with the
highest conversion efficiency for a given temperature increases.

Solar cell system designers can chose a specific material system and then identify the
25 °C bandgap energy that would lead to the optimal bandgap energy at the chosen
energy.
As the temperature increases the saturation current density increases. This causes the
conversion efficiency to decrease. Also as the temperature increases the bandgap energy
with the highest conversion efficiency for a given temperature increases. Increasing the
temperature reduces both of these affects, thereby increasing the conversion efficiencies
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at higher temperatures and reducing the peak bandgap energy.

At 1 sun solar

concentration and 800 °C the J R is larger than the J SC for the simulated bandgap
energies below 1.75 eV. This results in a conversion efficiency that is essentially zero.
The peak conversion efficiency and corresponding simulated EG is plotted in Figure
4.13.
The main reason the conversion efficiency goes down so quickly as the temperature
increases is that the VMP and VOC are dropping. This decrease is caused by the rapid
increase of the J R as the temperature increases. Figure 4.11 shows the VOC for the same
cases in Figure 3.13.

As the temperature increases the VOC for the simulated EG

decreases. As the solar concentration increases the VOC increases and the rate of VOC
reduction decreases. The conversion efficiency is zero below 1.75 eV for 1 sun solar
concentration and 800 °C, because the J R is larger than the J SC for the simulated
bandgap energies which results in a VMP and a VOC that are essentially zero.

VMP
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(a) 1 sun concentration

(b) 500 suns concentration

(c) 2000 suns concentration
Figure 4.11. Open circuit voltage predicted by the very high temperatures model over
simulated EG for a wide range of selected temperatures. As the temperature increases the

VOC for the simulated EG decreases. Also, as the solar concentration increases the VOC
increases and the rate of VOC reduction decreases.

'
In addition to the conversion efficiency, an additional efficiency parameter,  PV
, was

calculated. This terminal characteristic is defined as the maximum power out divided by
the power above the simulated bandgap. It is useful when calculating the efficiency of a
system that includes additional elements, such as dichroic mirrors. This parameter has
temperature dependencies that are similar to the conversion efficiency.

The main

difference is that this value does not approach zero as the bandgap energy increases.
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(a) 1 sun concentration

(a) 1 sun concentration

(b) 500 suns

(b) 500 suns concentration

(c) 2000 suns

(c) 2000 suns concentration
'
Figure 4.12. The effective conversion efficiency,  PV
, predicted by the utlra high

temperature model over simulated EG for a wide range of selected temperatures. This
parameter has temperature dependencies that are similar to the conversion efficiency,
however it does not approach zero as the bandgap energy increases.

To further understand the connection between the peak conversion efficiency and the
operating temperature.

The peak conversion efficiency was found for each of the

selected temperature and was then plotted with the associated values of EG, ηPV’ and f’ for
the peak efficiency. This provides a way to more carefully track these parameters as they
change over temperature. Figure 4.13 shows that the conversion efficiency decreases
smoothly as the temperature increases.

It also shows that the EG increases as the

temperature increases. One part of the plot that is particularly interesting is temperature
regions over which the optimal EG does not changes very quickly. This can be seen in
the optimal EG between 200 °C and 400 °C at 2000 suns concentration. Here the EG is
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essentially constant, whereas over the same range of temperatures, at 1 sun concentration,
the optimal EG changed by 0.3 eV. This temperature insensitivity is coming from the
gaps in the solar spectrum. This effect could be helpful when designing the complete
solar cell system, due to the fact that the solar cells can operate over a rather larger range
of temperatures and still be close to the optimum EG and peak power out over this range
of temperatures.

(a) 1 sun concentration

(b) 500 suns
concentration

(c) 2000 suns concentration
Figure 4.13. The optimal peak η, ηPV’, f’ and EG plotted for a wide range of selected
temperatures. As the temperature increases the optimal peak η decreases. In the 2000
suns cases the optimal EG changes very little between 200 °C and 400 °C.
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4.3.2

Conversion Efficiency over Operating Temperature

The plots in the other Sections of this Chapter are the simulation results for the case
with medium radiative recombination coefficient and medium Auger recombination
coefficient. This Section will evaluate what affect each recombination mechanism has on
the overall conversion efficiency.
The η for five different recombination limited cases is shown in Figure 4.14. In
these simulation the bandgap energy is 1.5 eV and it is held constant over temperature.
In each case the radiative recombination is not allowed to go below S-Q detailed-balance
limit. The first case shown in black is the S-Q detailed-balance limit. The second case
shown in red is for the case with low Auger recombination coefficient and the radiative
recombiantion equal to the S-Q detailed-balance limit. The third case shown in light blue
is the low Auger recombination coefficient and the low radiative recombination
coefficient limit. The fourth case shown in bark blue is for the case with high Auger
recombination coefficient and the radiative recombiantion equal to the S-Q detailedbalance limit. The fifth case shown in light green is the low Auger recombination
coefficient and the low radiative recombination coefficient limit.
As in Figure 4.10, as the temperature increases the saturation current density
increases. This causes the conversion efficiency in each case to decrease. Also, as the
solar concentration increases the conversion efficiency increases. At 1 sun concentration,
the cases two and four are nearly identical to case one, which indicates that the Auger
recombination is insignificant at this concentration. At 2000 suns concentration, the case
two and case one are still nearly identical, and in case four the conversion efficiency is
now being limited by the high Auger recombination coefficient. This is still small
compared to case three and five, with low and high radiative recombination coefficients
repectively, which are clearly reducing the conversion efficiency more than the Auger
recombination.
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(a) 1 sun concentration

(b) 500 suns concentration

(c) 2000 suns concentration
Figure 4.14. The η simulated for five different recombination cases. At 1 sun the cases
with low and high Auger recombination coefficients and the radiative recombination
equal to the S-Q limit are nearly identical to the S-Q only limit, which indicates that the
Auger recombination is insignificant at this concentration. At 2000 suns the case with
only S-Q and low Auger recombination are still nearly identical, and the case with a high
Auger recombination coefficient and radiative recombination equal to the S-Q limit is
now reducing the conversion efficiency. This is still small compared to the cases with
low and high radiative recombination, which are clearly reducing the conversion
efficiency more than the Auger recombination.

This shows that the temperature dependence of the Auger recombination
coefficient is not important so long as it does not significantly increase the Auger
recombination coefficient above the high recombination coefficient limit.
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4.3.3

The Peak Conversion Efficiency and Optimal Bandgap Energy Over
Temperatures and Solar Concentration

The temperature insensitivity of the optimal EG can be seen in more detail by plotting
the peak efficiency with more temperatures and solar concentration.

The optimal

efficiency is plotted over temperature and concentration in Figure 4.15. It is plotted
assuming medium Auger recombination, medium radiative recombination, direct
bandgap materials and high-level injection. The optimal EG over the same range is
plotted in Figure 4.15 and Figure 4.16.

Figure 4.15. The optimal efficiency plotted over temperature and solar concentration. It
deceases as the temperature increases and the solar concentration decreases.

As expected from Figure 4.13, the conversion efficiency decreases smoothly as the
temperature increases and the solar concentration decreases.
A simple curve-fit of the conversion efficiency over temperatures and solar
concentration will be discussed in Section 4.3.5.
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The optimal simulated EG plotted over temperature and concentration has more
structure then the optimal conversion efficiency.

It increases as the operating

temperature increases and the solar concentration decreases.

Figure 4.16. The optimal EG plotted over temperature and solar concentation. The steps
are caused by the local maxima in Figure 4.10

The gaps in the solar spectra, Figure 3.6(a), cause local maxima in the conversion
efficiency over bandgap energy. This can be seen in the conversion efficiency over
bandgap energy plots, Figure 4.10. It is easy to see the local maxima in the conversion
efficiency at 25 °C. These local maxima in the conversion efficiency are caused by the
gaps in the solar spectrum and the conversion efficiency temperature coefficient, which
increases as the solar cell EG decreases.
As the temperature increases the conversion efficiency at lower simulated bandgap
energies decreases more quickly than the conversion efficiency at higher simulated
bandgap energies. This will cause the optimal bandgap to jump from one local maximum
to another local maximum at a higher bandgap as the temperature increases. This causes
the steps seen in the optimal bandgap energy over temperature and solar concentration.
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These optimal EG transitions can be seen in Figure 4.17.

The solid lines are the

conversion efficiency over the simulated EG for each of the plotted temperatures. The
black dots are the peak conversion efficiency for each of the temperatures. The arrows
shows the otpimal EG transitions between each temperature. As the TO increases from
394 °C to 395 °C there is a small change in the optimal EG, from 395 °C to 396 °C there is
no change in the optimal EG, and from 396 °C to 397 °C there is a large change in the
optimal EG. These large optimal EG transitions are causing the steps in Figure 4.16.

Figure 4.17. The lines are the conversion efficiency over EG at each of the temperatures.
The local maxima are caused by the gaps in the solar spectra. The black dots are the peak
conversion effiicency and optimal EG at each of the temperatures. The arrows shows the
otpimal EG transitions between each temperature. As the TO increases from 394 °C to
395 °C there is a small change in the optimal EG, from 395 °C to 396 °C there is no
change in the optimal EG, and from 396 °C to 397 °C there is a large change in the
optimal EG. These large optimal EG transitions are causing the steps in Figure 4.16.

The steps in displayed in Figure 4.16 can be seen in Figure 4.18(a) for selected
concentrations. There are large ranges of temperature over which the optimal EG is
constant. The fraction of energy in the spectrum above the optimal EG is shown in Figure
4.18(b).
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(a) Optimal bandgap energy

(b) Fraction of incident light

Figure 4.18. (a) The optimal EG for selected concentrations over a range of temperatures.
The steps caused by the solar spectrum can clearly be seen. (b) The fraction of energy in
the spectrum above the optimal EG.

The steps in the optimal EG maybe be helpful from a system and solar cell design
standpoint since a chosen EG could be close to the optimal EG over a wide range of
temperature and solar concentrations. The EG of most real materials decreases as the TO
increases, so the optimal EG steps increase the range over which the EG of a real material
will be close to the optimal EG. If the optimal EG strictly monotonically increased, the
range over which the EG of a real material is close to the optimal EG would be smaller.
It will be shown in Section 4.3.4 that there is a range of bandgaps near the peak
conversion efficiency, which are less than few relative percent below the peak conversion
efficiency.
It would be beneficial to the system if the EG of the real solar cell remained constant
as the TO increased, and even better if it were designed to increase as the temperature
increased. It may be possible to counteract the temperature dependent EG narrowing, by
adjusting other physical properties which affect the EG, such as exerting pressure on the
solar cell [112] or by straining the junction layers.
approaches would need to be thoroughly investigated.

Clearly the reliability of these
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4.3.4

Conversion Efficiency Over Temperature and Solar Concentration

The conversion efficiency plotted over temperature and solar concentration is helpful
in understanding how quickly the conversion efficiency decreases as the simulated EG
moves away from the optimal EG of the peak conversion efficiency at each temperature.
The conversion efficiency at 100 suns is plotted in Figure 4.19. Figure 4.19(a) is a corner
view and (b) is a top-down-view.

115

(a)

(b)
Figure 4.19. (a) is a corner view and (b) is a top-down view of the conversion efficiency
over temperature and bandgap energy at 100 suns concentration. These plots show how
quickly the conversion efficiency decreases for a given temperature from the optimal EG.
The conversion efficiency decreases as the bandgap increases and as the bandgap
decreases. These plots also show the peak conversion efficiency shifted to a higher
optimal EG as the temperature increases.

As shown in Figure 4.10, there is a optimal EG at the peak efficiency for each
temperature. For a paticular temperature the conversion efficiency of a simulted EG
above or below the optimal EG will be below the peak. Near the optimal EG this
difference will be small. Figure 4.20 shows the change of the conversion efficiency over
EG relative to the peak conversion efficiency at each temperature. The optimal EG is the
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dark blue regions inside the navy blue regions. The flat portions of the optimal EG steps
can be seen when the dark blue peak conversion efficiency region remains constant over
a range of temperatures.
Despite the optimal EG steps, in this plot it is easier than Figure 4.19 to see that the
optimal EG is increasing as the temperature increases. For most materials the opposite is
true, the EG is decreases as the temperature increases. The optimal EG steps provide
regions where a material could match the optimal EG over a wider range of temperature,
more than would be possible if the optimal EG strictly monotonically increasing over the
entire range of temperatures.

(b) 500 suns concentration

Figure 4.20. The conversion efficiency over EG relative to the peak conversion efficiency
at each temperature. The four lines through the plot show the temperature dependent
bandgap narrowing of GaAs, CdTe, GaInP with a 25 °C bandgap of 1.6 eV and GaInP
with a 25 °C bandgap of 1.8 eV. At some temperatures, the range of EG with a
conversion efficiency less than 5% from the peak is fairly narrow, for other temperatures
this range is considerably wider. The optimal EG clearly increases as the temperature
increases.
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The four lines show the temperature dependent bandgap narrowing of GaAs, CdTe,
GaInP with a 25 °C bandgap of 1.6 eV and GaInP with a 25 °C bandgap of 1.8 eV.
This plot shows that for some operating temperatures there a narrow range of
simulated EG that are less than 5% below the peak, such as 200 °C which has a EG range
that is only 100 meV range. While at other temperatures, the range of simulate EG within
5% is much wider, such as at 400 °C which has an EG range that is nearly 500 meV wide.
This range and the corresponding effect on the range of temperatures for which a given
EG is within 5% of the peak conversion efficiency at each temperature, is important for
optimizing the systems to generate the most energy over the expected range of operating
temperatures.
It would be preferable to find a high quality material with an EG range that will be
highly efficiency over the expected range of operating temperatures. GaAs covers the
range from 100 °C to 200 °C. The GaInP material with a 25 °C bandgap of 1.6 eV and
the CdTe bandgaps EG pass through the step face and therefore never quite reach the peak
conversion efficiency. If the system was being designed to operate at 275 °C to 325 °C, a
material with an EG of 1.38 eV at 300 °C, would likely be close to the ideal for that
system, which is between GaAs and GaInP with a 25 °C bandgap of 1.6 eV.

4.3.5

The Peak Conversion Efficiency Curve-fit Over Temperatures and Solar
Concentration

An easy to use curve-fit was developed to estimate the peak conversion efficiency
over the temperature and solar concentration range of interest. This curve-fit was used by
APRA-E to evaluate the potential of hybrid CPV and thermal concentrated solar power
CSP systems, sometimes referred to as hybrid CPV-T systems [24]. There are a wide
variety of possible CPV-T applications, ranging from small systems [135] to large utility
systems [136].
 (TC , X )  27.8732  1.8734 105 TC2  0.054662TC  1.3ln( X )

(4.45)

Figure 4.21(a) shows the peak conversion efficiency at 100, 300, 500 and 700 suns
from 100 °C to 600 °C. The solid lines are the results of the analytical model. The dots
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are the results of the simple curve-fit, Equation (4.45). Figure 4.21(b) shows that the
absolute error between the analytical model and the simple curve-fit is less than 0.3
percentage points. Therefore the simple curve-fit can be used to give a first order
approximation of the peak conversion efficiency.

(b)

(a)

Figure 4.21. (a) The lines are the modeled conversion efficiencies over temperature at
each of the concentrations. The dots are estimated using the simple curve-fit. (b) The
absolute error between the results of the model and the curve-fit.

4.3.6

Multiple Junctions

Multiple junction solar cells can increase the overall conversion efficiency by
collecting photons more efficiently with more than one bandgap. Due to the higher
saturation current density at high temperature it may seem like there is little to be gained
from using a multiple junction device at high temperatures, however, due to the
exponential EG dependence of the saturation current density, there is potential to
significantly increase the conversion efficiency by using multiple junction devices.
To illustrate the possible conversion efficiency improvement a two junction three
terminal device was simulated over a range of possible top junction and bottom junction
bandgaps at 100 suns and 330 °C. The peak conversion efficiency for a tandem two
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junction solar cell device can be found by using a three terminal device, which does not
constrain the two tandem junctions to be current matched.

(a)
(a)

(b)
(b)

Figure 4.22. Simulated conversion efficiency over (a) top junction and bottom junction
EG, as well as, (b) bottom junction EG for a two junction three terminal tandem device
operating at 100 suns and 330 °C. The conversion efficiency peaks are caused by the
gaps in the solar spectrum.

The simulated conversion efficiency for a two junction three terminal tandem device
operating at 100 suns and 330 °C is plotted in Figure 4.22(a) over ranges of possible top
junction and bottom junction EG., Figure 4.22(b) shows the same simulation for a range
of possible bottom junction EG. The single junction efficiency for a 1.6 eV device at
330 °C is 17.3 %. The peak conversion efficiency for the two junction case under the
same conditions is 23.9%. As with the single junction case, the peaks in the conversion
efficiency are caused by the gaps in the solar spectrum.
In addition to the two junction tandem simulations, the peak conversion for
Shockley-Queisser detailed balance limit from 1 to 10 junctions was calculated over a
range of selected temperatures, Figure 4.23. The novel method used to quickly find the
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global peak η of an independently connected multiple junction solar cell system, is
described in Appendix D.

Figure 4.23. The peak conversion for Shockley-Queisser detailed balance limit from 1 to
10 junctions calculated over a range of temperatures.

4.4

Additional Effects
The analytical model described in this chapter has focused on simulating solar cells

in ideal cases, the Shockley-Queisser detailed balance limit and various possible
recombination levels. While it may be possible to develop solar cells that reach or even
surpass these cases, there are also physical effects that can reduce the solar cells
performance below these cases. This section will only briefly examine some of the
important effects that could limit the solar cell when operating at high temperatures. It is
therefore important to consider these when choosing a material which can mitigate these
effects in this extreme operating temperature range. These effects should be studied in
more detail when developing and test solar cells. One material that may be a good choice
in this operating range is SiC. Functioning MOSFET SiC devices have been fabricated to
operate at 600 °C [137] and a SiC solar cell has been fabricated [83].
Some of these are internal effects, while others are 3-D effects that will not be
captured by 1-D analytical or numerical models. The effects can also be classified
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according to whether they will appear immediately or whether they have a reliability
effect that will appear after the solar cell has operated for an extended period of time.

4.4.1

Internal Effects

The immediate internal affects include the temperature dependent decrease of the
mobility and the temperature dependent increase of the thermal velocity, which will
increase the SHR recombination. These types of losses can be identified by reviewing
the temperatures dependent material properties of a particular material. A numerical
model has used to study these internal material parameters in Chapter 6.
The internal reliability affects include: atom diffusion, defect migration and melting.
High temperature diffusion is a common method used to dope semiconductor materials.
These effects can slowly degrade the performance of the solar cell over time.
Sources of atom diffusion include: dopant atoms, intrinsic atoms from other
heterojunction layers, metal layers, passivation layers, anti-reflectant coating layers, and
the atmosphere/environment.

The effect of atom diffusion would be difficult to

generalize in an analytical model because it is material dependent [138], device structure
dependent, varies for each atom inside of each semiconductor material and is spatially
dependent. At 600 °C an unprotected Si solar cell could fully oxidize. One way to limit
the oxide growth would be to encapsulate the solar cell. Another method would be to
seal the solar cell inside of a container, which had an oxygen free environment. This
container could be filled with Nitrogen.
The melting point for various indirect bandgap and direct bandgap materials are
shown in Figure 4.24. The melting points for materials above 1 eV are well above
600 °C.
For many reliability reasons it is important to operate the solar cell well below the
melting point of the semiconductor layers. The melting point is above 1000 °C for
semiconductors above 1 eV. The upper end of the temperature range chosen, 800 °C, is
close to the melting point of semiconductors in the EG range of interest.
Not only is it important to identify the operating temperature, or average
temperature, it is even more important to identify the region which could experience
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localized heating. This heating could be caused by current crowding and joule loss, it
could be caused by defects in the semiconductor material, or it could be caused by nonuniform illumination of the solar cell.

Figure 4.24. Melting points for indirect bandgap and direct bandgap materials over the
bandgap range of interest.

4.4.2

External and 3-D Effects

There are many other temperature dependent mechanisms that could hinder the
temperature dependent performance; one of these is the temperature dependent increase
of the resistivity in the emitter and metal layers. This will be discussed in more detail in
Chapter 5.
Some of the 3-D reliability effects include delamination of adhesives, thermal
expansion, UV degradation of optical elements, expansion of trapped gases, and thermal
acceleration of room temperature reliability effects.
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4.5

Summary and Conclusions
While a high performance high temperature solar cell may not exist today, that does

not limit the possibility of such a device being developed in the future.

The

recombination limited cases analyzed in this chapter indicate that it is possible to develop
a high performance solar cell at much higher TO than are currently being developed. In
addition, this chapter identified parameters such as the optimal EG that will be strongly
affected by the TO .
In order to simulate the recombination limited cases over a broad range of operating
temperatures and bandgap energies, novel curve-fits were developed to calculate the
material parameters ni , B and C over these ranges. Because the temperature dependence
of B and C was found to be material dependent, these parameters were held constant over
temperature. The recombination limited cases are necessary in the initial design phase to
quickly simulate the potential of solar cell operating over a broad range of TO and EG.
The temperature dependent of B and C can be used after a candidate material has been
chosen.
The results of this work showed that the simulated recombination limited η of direct
bandgap solar cells operating at temperatures above 300 °C can be significantly higher
than previously estimated [83]. In the case were B=1x10-9 cm3/s, C=1x10-30 cm6/s and

 SHR is significantly smaller than the  Eff of the other two recombination mechanisms, the
300 °C peak η at 500 suns could be over 20% and at 2000 suns over 22%, with an optimal
peak EG of 1.8 eV in both cases.
The η of a tandem two junction devices were analyzed to evaluate the potential of
using multiple junction solar cells at high temperatures. The three terminal simulations
showed that the peak conversion efficiency of a tandem two junction device can be over
35% higher than the peak single junction device at the same temperature.
Based on these simulations it appears that the conversion efficiency of an
appropriately designed solar cell operating above 300 °C could be quite high. These solar
cells could be very useful in high temperature applications. Chapter 5 will show the
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importance of considering the TO when optimizing the grid electrodes of the 3-D solar
cell. Chapter 6 will show that it is possible to match the temperature dependent terminal
characteristics using detailed numerical models.

4.5.1

Future Work

The calculations in this chapter assume that 100% of the photons above the
simulated EG are absorbed and converted to current. This is useful for determining the
upper limit of the J SC , for devices that do not absorb photons below the bandgap energy.
This model could be extended by including realistic partial absorption for direct and
indirect bandgap materials [114, 139]. Doing this will likely change the optimal peak EG
by a few tens of millivolts. It would also allow the thickness of the solar cell to be
studied. Thinning the solar cell will reduce the photogenerated current, and it will also
reduce the volume over which th bulk recombination can occur. The optimal thickness
could be found, by varying the thickness at each temperature.
The     of semiconductors are strongly influenced by the TO . This has been
measured for the direct bandgap material, such as GaAs, over a wide range of photon
energies [101] and near the band edge [115]. Therefore it will likely be necessary to
include the temperature dependent optical bandgap narrowing in the absorption model,
when optimizing the device thickness. In addition to being temperature dependence, the

    of semiconductor materials is also doping dependent. However, this dependence
is not the same for all materials or dopants. For p-type GaAs the measured    
changes very little as the doping concentration increases from 2x1017 [cm-3] to 1.2x1018
[cm-3], and for n-type GaAs the measured     varies from that of a direct bandgap
material, to an absorption coefficient that is more similar to an indirect bandgap material
[116].
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5. TEMPERATURE DEPENDENT RESISTIVE LOSSES

The goal of Chapter 4 was to estimate the conversion efficiency for a variety of
recombination limited cases. This allowed the model to simulate the maximum possible
conversion efficiency that could be reached in each case. This model assumed that the
solar cell can be designed so that all other loss mechanisms are negligible. However, in
practice it is not possible to completely eliminate all of the other loss mechanisms, many
of which arise from the 3-D structure of the solar cell.

One important 3-D loss

mechanism that can significantly affect the performance of a solar cell is the resistive
loss.
This Chapter will examine how the total external Rseries can significantly affect the
temperature dependent solar cell performance. This is found to be even more important
when operating solar cells at higher temperatures.

As the solar cell temperature

increases, the resistivity of most materials also increase. Therefore it is important to
consider the resistive losses at the expected operating temperature when optimizing a
solar cell design.
The results of the quasi 3-D distributed emitter model described in this chapter can
be used in conjunction with analytically solar cell models, Chapter 4, as well as detailed
numerical solar cell models, Chapter 6. The focus will be the TO range of terrestrial CPV
solar cells. It is expected that the resistive losses will be even more significant, over the
temperature range explored in Chapter 4.
It is not possible to completely eliminate the resistivity in materials that are not super
conducting. Common sources of series resistance are the Lateral Conducting Layers
(LCL), the metal semiconductor contacts, the grid electrodes, the busbar electrodes and
the semiconductor bulk. The grid electrodes and LCL are typically optimized to produce
the largest possible conversion efficiency, by limiting the overall resistivity of the solar
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cells, while balancing other losses, such as the shadowing caused by the electrodes and
the optical loss caused by the LCL. This is particularly important in solar cells which
have very thin LCL, which can lead to high values of sheet resistance, Rsheet. For
materials with low enough Rsheet in the emitter layer will act as the LCL. In some cases
the Rsheet can be reduced by adding a semiconductor window layer on top of the emitter
layer. For solar cell materials with a high Rsheet in the emitter, a transparent conducting
layer (TCL) is often added. Common TCL used on solar cells include Indium Tin Oxide
(ITO) and Aluminum Zinc Oxide (AZO).
A wide variety of grid geometries and patterns have been examined !Flat, 1979
#623;Moore, 1979 #624?. Many different approaches have been implemented by others
to quantify and reduce the resistive losses. One common approach is to fabricate a large
number of test devices. Another common approach is to use a simple analytical model,
often in 1-D. More recently, a variety of quasi-2D and quasi-3D models have been used.
Each of these approaches has some benefits and limitations, and will be discussed in
more detail. They are often used in combinations to take advantage of the benefits of
each approach and diminish the associated limitations.
One of the most common approaches to reduce the resistive losses is empirical; it
involves fabricating a large number of devices with different design parameters, such as
changing the number of grid electrodes, N G , their spacing, their width and their
thickness. Other design parameters that can be varied include the busbar thickness, the
thicknesses of the LCL and doping of the semiconductor LCL. The performance of these
devices is then measured and the optimal design is identified. This approach to quantify
and optimize the grid electrode and busbar electrode design is limited by a number of
factors.

First, the fabrication variations can significantly affect the uncertain and

variability of the measurements. Second, the gird electrode patterns that will be tested
are limited by the predefined mask. Third, the number of device parameters that can be
varied are limited by the number of test solar cells that can be fabricated. Fourth, the
device parameters to be tested are limited by the fabrication technology, therefore it is not
possible to test what will happen if a device parameter is changed or improved beyond
the capabilities of the current fabrication processes.

Lastly, the fabrication and
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characterization of a large number of devices can be a slow and time consuming process.
Despite the many draw backs to the empirical approach, it is often used to optimize the
grid electrode and busbar electrode pattern. The results from these measurements are
often used to develop analytical and quasi-3D models.
Another common approach to analyze the resistivity losses is to use a simple
analytical model. These analytical models can be 1-D and 2-D. Wolf was among the
first to study series resistance in a solar cell in 1963 [140]. The model he developed
included an equivalent resistance, which was calculated using the measured Rsheet. Later
Wyeth developed an analytical model using the power loss [141]. Since then a number of
quasi-2D models have been developed [142], these models are limited to 1-D current
flow in the LCL.
A more advanced quasi-3D numerical model has been developed by Haas [143].
This model could quantify the bias-point loss and did not limit the current flow through
the LCL to 1-D. The bias-point loss is caused by the voltage drop across the LCL which
causes parts of the solar cell to operate away from the intrinsic maximum power point of
the solar cell.
The work described in this chapter extends the quasi-3D model developed by Haas,
by adding temperature dependent material parameters into this model. This allows the
effect of temperature on the terminal characteristics to be quantified.1
The temperature coefficient of the 3-D solar cell will be affected by the front-surface
grid electrode pattern and the LCL. There are many important trade-offs in optimizing
the grid electrodes. These include the minority carrier lifetime in the emitter and the grid
electrode shadowing. If the emitter is too thick, more than 1/3 the diffusion length, the
carriers will not be efficiently collected, which will decrease the J SC and the η of the
device. Increasing the N G will decrease the resistivity, which will reduce resistive

1

Sections 5.1 through 5.6 are based on the paper “A distributed emitter model for solar
cells: Extracting a temperature dependent lumped series resistance” by J. R. Wilcox and
J. L. Gray, which was published in the Photovoltaic Specialists Conference (PVSC)
proceedings, 2012 38th IEEE ({Wilcox, 2012 #544}). ©2012 IEEE.
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losses, however, it will also increase shadowing, which will decrease the J SC , which will
also decrease the η.

(a) Top view

(b) Corner view

Figure 5.1. (a) Top and (b) corner view of the typical comb shaped grid and busbar
electrodes on the emitter of a generic solar cell. The thick black line is the busbar and the
thin black lines are the grid electodes. The area between two grid electrodes is a tile and
the area between a grid electrode and the dashed line in (b) is a half-tile. The pink region
is the emitter layer and the light blue region is the absorber layer. The gray arrows and
lines indicate the current flow within the device (after [144] © 2012 IEEE).

There are a number of resistive losses in solar cells. Figure 5.1(a) shows the grid and
busbar electrode pattern of a generic solar cell. This figure is not to scale. Here, lB is the
length of the busbar, lG is the length of the grid lines, wT is width of a tile, and t E is the
emitter layer thickness. The area between grid electrodes will be defined as a tile. In
Figure 5.1(b), the area between a grid electrode and the dashed lined is defined as a halftile. The gray arrows and lines indicate the flow of current out of the absorber layer into
the pink emitter layer, the current then flows laterally into the grid electrodes and on to
the busbar electrode.
There are a variety of resistive losses in a typical solar cell, these include back
conductor joule loss, the back contact joule loss, the internal joule loss, the bias-point
loss, the emitter joule loss, the front contact joule loss, the front grid electrode loss and
the front busbar joule loss.
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In most solar cells, the back conductor can be designed so that the resistive losses are
negligible. The back contact resistance is often small, and must be balanced with the
surface recombination caused by the back contacts.

Because the carrier lifetime

necessitates the solar cells to be very thin, on the order of a few microns for direct
bandgap materials and tens to hundreds of microns for indirect bandgap materials, the
internal joule loss from the back to the front is typically negligible.
The LCL, front contact resistance, front grid electrodes, and front busbar, must be
optimized together to achieve the highest possible solar cell η. Increasing the thickness
of the emitter will reduce the resistivity, while at the same time it will increase the
recombination of carriers in the emitter.

Increasing the number and width of grid

electrodes will reduce the resistance between the emitter and the busbar. It will also
increase the shadowing, which will reduce the photons that enter the solar cell and
thereby reduce the photo generated current. If the busbar is over the active regions of the
solar cell, as the width is increased, the shadowing will also increase.
It is relatively straight forward to calculate the components of the effective RSeries
caused by joule losses. In order to determine additional effective RSeries components such
as bias point loss, it is necessary to model the 3-D structure of the solar cell. The biaspoint loss was carefully quantified by Haas [143]. This loss is caused by the resistance in
the front surface and to a lesser extent in the back surface. Because the resistance causes
a voltage drop across the surfaces of the solar cell, not all of the solar cell can operate at
the intrinsic optimal max power point for the solar cell junction. Large regions of the
solar cells will be forced to operate away from the intrinsic max power voltage. Areas
close to the contact pads will operate at voltages below the optimal max power point and
the regions in-between the grid electrodes will operate at higher voltages. The regions of
the solar cell that operate away from the intrinsic max power point, contribute to the biaspoint loss. The extrinsic max power point of the 3-D solar cell is found by adjusting the
terminal voltage near the intrinsic max power voltage until the peak extrinsic output
power is located.
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5.1

Series Resistance Losses
As the operating temperature increases, nearly all of the series resistance losses in

the solar cell will increase. In this model the effect of each of these losses will be
summed to find the total equivalent series resistance, RT .

RT  RB  RG  RC  RL  RA  RR

(5.1)

Here the busbar resistance, RB , is defined to include any resistive loss from the
terminal contact pad to the grid electrodes. The grid electrode resistance, RG , includes
the resistive losses caused by the grid electrodes. The contact resistance, RC , includes
the resistive losses between the gird electrodes and the front LCL. The resistance of the
front LCL, RL , accounts for the resistive losses inside of the TCL and emitter layers.
Any resistive losses between the emitter and the back contact are included in the
semiconductor resistance, RA. And the resistive losses between the semiconductor and
the back contact pad are included in, back LCL resistance, RR .
Some types of solar cells may have additional components, specific to that type of
solar cell.

These might include additional solar cell junctions or unique structures

specific to that type of solar cell.
The resistive losses caused by each component of RT can be found by using the
quasi-3D model. In the quasi-3D model, each tile is broken up into very small vertical
elements which connect to the front LCL and the back LCL of the solar cell. The LCL
connects to the grid electrodes, which connect to the busbar electrode, and then to the
terminal contact pads. Each vertical element in the quasi-3D model is simulated as an
intrinsic solar cell. Measured values of the resistance are used to simulate the 2-D LCL
and the electrodes.

5.2

Temperature Dependent Non-Ideal Diode Parameters
Many different types of solar cell models can be used to simulate the 1-D

characteristics of the intrinsic solar cell elements.

These models can range from
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measured J-V data to a simple diode equation all the way up to the simulation results of a
complete detailed numerical model.
A simple diode model such a non-ideal diode equation (Equation (3.6)) can be used
during the development stage to provide useful insight into the effect that temperature has
on the RT . The extrinsic non-ideal diode equation is,

 q V  JRSeries    V  JRSeries
.
J  J SC  J O exp 
  1 
nkTO
RShunt

 


(5.2)

This entire equation can be used to simulate the characteristics of a solar cell
element, if the RShunt of a particular material is low or the RSeries of the solar cell element
is high. However, for high quality solar cells, RShunt is high and RSeries is low. In this
Chapter the RShunt of the solar cell element is assumed to ∞. Since most of the RSeries
comes from the front LCL and back LCL, it will be assumed that the series resistance of
the solar cell element is 0. This gives the intrinsic non-ideal diode equation,

 qV  
J  J SC  J O exp 
  1 .
 nkTO  


(5.3)

The results of the quasi-3D simulations can be used during the initial development
stage. A detailed numerical model of the solar cell could later be used to more carefully
simulate the characteristics of the solar cell elements, which would allow the resistive
losses to be refined, which could be used to further optimize the solar cell design.
In this chapter, the intrinsic non-ideal diode equation will be used inside of the quasi3D numerical model to simulate the solar cell junction at each point across the solar cell.
The quasi-3D model will then be used to numerically solve for the extrinsic max power
point of the entire 3-D solar cell. The numerical solution contains the voltage bias point
for each of the solar cell elements simulated. These voltage bias points can be used to
estimate the bias-point loss and each form of joule loss. The resistance terms in Equation
(5.1) can be extracted from these power losses.
The simple extrinsic non-ideal diode Equation (5.2) can be used to fit the J-V
characteristics of the quasi-3D distributed emitter simulations. However, due to the 3-D
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resistive effects simulated, the J-V curve modeled by the extrinsic non-ideal diode
equation will only match the quasi-3D J-V curve at the J SC , PM and VOC points.
In order to simulate the intrinsic non-ideal diode elements over a range of TO , the
values of J SC , J O and n over this range are needed. For the purposes of this broad study,
it will be assumed that n=1 over the range of TO . The n of real devices can change over

TO if the dominate recombination mechanism changes.

5.2.1

Temperature Dependent J SC

As described in Section 3.1.3, generally as the TO increases, the EG deceases, this
will cause the J SC of a typical solar cell to increase. However, there are many other
affects that will influence the J SC . The bandgap of the absorbing material will decease as
the temperature increases, this will typical cause the J SC of the solar cell to increase.
However, if this occurs in a region of the solar spectrum where the solar irradiance is
zero due to absorption in the atmosphere, the J SC will not increase. This can also happen
if optical elements such as a dichroic or filter are limiting the photons in the solar
spectrum just below the bandgap energy. Another way in which the J SC of one solar cell
can be restrained from changing as the temperature increases is when more than one solar
cell junction is in series, and another solar cell junction is limiting the J SC of the series
connected tandem. In addition, the J SC can be affected by the internal parameters of the
devices, such as the material lifetime which can decrease the J SC as the temperature
increases. The J SC can also be reduced by the passivation, window or emitter layers on
the front of the solar cell. The bandgaps of these layers will decrease as the temperature
increases; this can reduce the high energy photons collected by the solar cell, which will
cause the J SC to decrease.
Because the J SC can increase or decrease as the temperature increases, it will be held
constant when calculating the distributed emitter resistance in this Chapter. Since the
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J SC of an unrestricted GaAs solar cell will increase less than 5% over this range of TO ,

resistive losses estimated by the quasi-3D will not change significantly over this range of
temperatures.

For this study a J SC value of 1500 mA/cm2 was chosen.

This is

approximately the J SC of a GaInP/GaAs tandem solar cell at 100 suns [145] or a single
GaAs solar cell at 50 suns [125].

5.2.2

Temperature Dependent J O

The J O will increase when the temperature increases or the bandgap energy
decreases. A temperature dependent J O which includes the temperature dependence of
EG is needed to calculate the temperature dependent terminal characteristic for the solar
cell elements in the quasi-3D model.
A generalized form of the temperature dependence of J O , developed by the author
was described in Section 4.1.5. For the common recombination mechanisms radiative,
SHR and Auger the generalized form is shown in Equation (4.24), which can be used for
low-level and high-level injection. This model is useful to estimate the recombination
limits, however, it was not possible to include the EG dependence, due to the wide
variation of EG over temperature for various materials. Therefore, a curve-fit method for
estimating the J O over a range of EG and a short range of TO was developed by the
author [144]. This method which will be described below and in more detail in Appendix
B.2, will be used to estimate the J O . This curve-fit method is particularly useful because
the temperature dependent J O with bandgap narrowing can be found using the EG at 300
K, EG ,300 K 2.

2

Based on the paper “Estimating saturation current based on junction temperature and
bandgap” by J. R. Wilcox A. W. Haas, J. L. Gray and R. J. Schwartz, which was
published in the 7th International Conference on Concentrating Photovoltaic Systems,
2011 ({Wilcox, 2011 #99}). ©2011 PSE AG
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Because the J O depends on EG, and the temperature dependent bandgap narrowing is
material dependent, a generic temperature dependent fit was created to approximate the

J O over simulated material bandgap energy and temperature.

J O T , EG,300 K   KO J O  300 K , EG,300 K  ,

(5.4)



(5.5)



where KO  exp S '* EG ,300 K  I ' .

The S’ and I’ are temperature dependent polynomials which account for the
temperature dependence of EG and the J O .

Table 5.1
Temperature dependent J O curve-fit model S’ coefficients (after [104] © 2011 PSE AG).
Coefficient

Value

A0

-145

A1

1.17

A3

3.72x10-3

A4

5.91x10-6

A5

-3.76x10-9

Table 5.2
Temperature dependent J O curve-fit model I’ coefficients (after [104] © 2011 PSE AG).
Coefficient

Value

B0

-24.587

B1

1.79x10-1

B3

5.19x10-4

B4

7.97x10-10

B5

-4.97x10-10
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This equation can be used with any J O (300K , EG ,300 K ) that has been evaluated at 300
K. In this chapter, the state-of-the-art J O model developed by Gray was used [87].
The development of this curve-fit method is described in Appendix B.2. The validity
of this method was checked by comparing the J O estimated using this method, with the

J O calculated using the temperature dependent EG narrowing of the measured materials
plotted in Figure B.2(a) and Figure 5.2(a). Figure 5.2(b) shows that the VOC calculated
using this method and material specific J O are off by less than ½kT at 350 K.

(a)

(b)
Figure 5.2. (a) Reverse saturation current density over bandgap for three of the eight

temperatures modeled. (b) Comparison of the pseudo-data VOC over temperature and the
values calculated using the polynomial slope and intercept J O (T,EG(300 K)) curve-fit
(after [104] © 2011 PSE AG).

5.3

Temperature Dependent Resistance
The resistance of most metals, TCL and semiconductors increase as the temperature

increases. This can lead to significant resistive losses. It is therefore important to
consider the range of possible operating temperatures when designing the resistive layers.
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A big source of resistance in most solar cells is the TCL and emitter layer RSheet .
Typically these layers must be thin to limit others losses, such as carrier recombination
absorption.
Due to the thinness of these layers, the temperature dependent change of the tE will
not change significantly. This will be discussed more in Section 6.3.1. In this chapter tE
will be held constant. Near room temperature the dopants will be nearly fully ionized, so
N A  N A or N D  N D . On the other hand, the mobility of most semiconductors will

decrease to the power, γ. This will be discussed in more detail in the following section.
The RSheet of a TCL will be similar.

5.3.1

Temperature Dependent Lateral Sheet Resistance

The mobility of most semiconductors are sensitive to the temperature, free carrier
concentration, doping density and the electrical field inside the semiconductor. These
dependencies for Si will be explored in more detail in Section 6.6.
The RSheet can cause a significant voltage drop to occur as current transverses
laterally through these layers. The RSheet due to both carrier types is

Rsheet 

1
,
qn nt  q p pt

(5.6)

where  n is the electron mobility,  p is the hole mobility and tE is the emitter thickness.
The current flow in a semiconductor will often be dominated by the majority carrier. At
the max-power point of a solar cell the minor carrier concentration can be significant.
High quality solar cells and concentrator solar cells can have high minor carrier
concentrations.
When n n is significantly larger than  p p the RSheet simplifies to,
Rsheet 

1
qn nt

When  p p is significantly larger than n n the RSheet simplifies to,

(5.7)
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Rsheet 

1

(5.8)

q p pt

In this chapter, the other dependent parameters held constant, the mobility can be fit
over temperature.
T 
   O 
 TM 



(5.9)

The temperature dependent slope of the mobility,  , can be found by fitting
measured data. When a semiconductor is heavily doped, which is typical of solar cell
emitter layers,  will decrease (Section 6.6). It will also be reduced when the free
carrier concentration is high and when the electric field is high.
The intrinsic  values for common semiconductor materials at 25 °C are displayed
in Table 5.3, the typical values range from -3 to 0.

Table 5.3
The intrinsic  values for common semiconductors at 300K (after [144] ©2012 IEEE).
n-type

p-type

Si γ

-2.42 [146]

-2.20 [146]

GaAs γ

-1.0 [147]

-2.1 [147]

Ge γ

-1.66 [148]

-2.33 [149]

GaP γ

-1.7 [150]

-2.3 [150]

The temperature dependent conducting layer sheet resistance can be found by
substituting Equation (5.7) into Equation (5.9).
RSheet  RSheet ,TM

 TM 


 TO 



(5.10)

Due to the wide range of possible  values, the front LCL RSheet will be calculated
over TO for a selected range of  values from -3 to 0. Figure 5.3 shows LCL RSheet as a
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percent change relative to the LCL RSheet at 25 °C.

When the  value of a

semiconductor is 0, the RSheet will not change as the temperature increases. When the 
value is -3, the RSheet will increase nearly 100% between 25 °C and 100 °C.

Figure 5.3. The temperature dependent LCL RSheet change compared to the LCL RSheet at
25 °C, for a selected range of the temperature dependent mobility factor,  . As 
decreases the RSheet above 25 °C increases. For a  value of -3, the RSheet can increase
nearly 100% at 100 °C (after [144] ©2012 IEEE).

The RSheet not only causes the joule loss in the LCL to increase, it will also cause the
bias-point loss of the LCL to increase. This effect will be explored further in Section 5.4.

5.3.2

Temperature Dependent Metal Resistivity

The resistivity of most metals increase as the temperature increases. To the first
order the temperature dependences of the metal resistivity is given by
M  M ,25C [1    (T  25C )]

(5.11)
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As the temperature increases,  M , varies according to the temperature dependent
metal resistivity coefficient,   . Most of the metals commonly used in solar cell
electrodes have   values that are around 0.004 K-1. Therefore the resistivity of the
solar cell electrodes increase as the temperature increases 26 % as the temperature is
raised from 25 °C to 100 °C. The percent change of  M is plotted in Figure 5.4, for  

ρM

values ranging from 0 K-1 to 0.008 K-1.

Figure 5.4. The temperature dependent change of the metal resistivity,  M , compared to

 M at 25 °C, for a selected range of the temperature dependent metal resistivity
coefficient,   . As   increases, the  M above 25 °C increases. For an   value of
0.008 K-1, the  M can increase nearly 60% at 100 °C (after [144] ©2012 IEEE).

5.4

Temperature Dependence of the Equivalent Series Resistance
The next step is to calculate the equivalent series resistance, Req , of the conductor

layer. The Req can account for all of the resistive losses in the LCL, such as the LCL
joule losses and the biasing-point loss.
analytically for a half tile [143].

The LCL joule losses can be estimated
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Req 

RSheet  wT 


3lG  2 

(5.12)

The analytical solution does not account for bias-point loss, and will therefore be a
better approximation at lower temperatures, when RSheet is small or the absolute value of
γ is small. It will be calculated over a range of temperatures and compared to the quasi3D numerical model for RSheet = 100 Ω/□ and RSheet = 500 Ω/□, for γ = -0.5, -1.5 and 2.5, Figure 5.5.
The Req will be extracted from the quasi-3D numerical model, using a method
developed by Haas [143]. This method uses the power loss due to the bias-point loss,
PL , BP , and the front LCL joule loss, PL ,CJ , along with the max-power current modeled to

find Req .

Req 

P

L , BP

 PL,CJ  lG

J MP 2 AT 2

(5.13)

In order for this expression to be valid, the extrinsic J MP must be close to the
intrinsic lossless J MP . Simulations with more than a 1 % difference will not be included
in the plotted data. The Req is simulated using the quasi-3D model for 25 °C, 50 °C,
75 °C and 100 °C. In addition the 25 °C analytical solution is also displayed.
The Req simulation shown in Figure 5.5, are for n = 1. The effect of higher values of
n will be discussed in Section 5.5. A J SC value of 1,500 mA/cm2 was used in these
simulations. This is equal to a GaInP/GaAs solar cell at 100 suns concentration, which
has a 1 sun J SC of 15 mA/cm2 [145]. It is also equal to a GaAs solar cell with a
concentration of 50 suns concentration, which has a 1 sun J SC of 30 mA/cm2 [125].
Figure 5.5(a), (c) and (e) were simulated for RSheet = 100 Ω/□ at 25 °C and (b), (d) and (f)
were simulated for RSheet = 500 Ω/□ at 25 °C. Equation (5.10) was used to calculate the

RSheet at the higher operating temperature.
summarized in Table 5.4.

The quasi-3D model parameters are
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wT [mm]
(a) γ = -0.5 and RSheet = 100 Ω/□

wT [mm]
(b) γ = -0.5 and RSheet = 500
Ω/□

wT [mm]
(c) γ = -1.5 and RSheet = 100 Ω/□

wT [mm]
(d) γ = -1.5 and RSheet = 500 Ω/□

wT [mm]
(e) γ = -2.5 and RSheet = 100 Ω/□

wT [mm]
(f) γ = -2.5 and RSheet = 500 Ω/□

Figure 5.5. The simulated Req for RSheet = 100 Ω/□ (a), (c) and (e), also for RSheet = 500
Ω/□ (b), (d) and (f). The dashed line is the analytical solution at 25 °C. The solid lines
were simulated using the quasi-3D distributred emitter model. These lines are closer
together in (a) and (b), where γ = -0.5 and further apart in (e) and (f), where γ = -2.5. The
difference between the dashed black line and the solid black line is caused by the biaspoint loss, which is higher when the RSheet is higher (after [144] ©2012 IEEE).
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It is easy to distinguish the front LCL joule loss and the biasing-point loss. At 25 °C
the front LCL joule loss is shown by the dashed black line and calculated using Equation
(5.12). The solid black line, was calculated using the quasi-3D model, which includes the
biasing-point loss. Therefore the bias-point loss causes the solid black line to be higher
than the dashed black line, which does not contain bias-point loss. The temperature
dependent change of the RSheet in Figure 5.3 causing the four solid lines in (e) to spread
out more than those same lines in (a).
As the RSheet increases the bias-point loss increases, this causes the four lines in (b),
(d) and (f) to bend further up away from the analytical solution than the lower RSheet
cases (a), (c) and (e). For conductive layers with a RSheet value of 500 Ω /□ the bias-point
becomes significant for wT above 0.2 mm, and for conductive layers with a RSheet of 500
Ω /□ the bias-point becomes significant for wT above 0.3 mm. When the magnitude of
 is small (Figure 5.5(a) and (b)), RSheet increases slowly with temperature. When the

magnitude of  is larger (Figure 5.5(e) and (f)), the RSheet nearly doubles when the
temperatures changes from 25 °C to 100 °C.
In Section 5.6 it will be shown that for a uniformly illuminated solar cell at 25 °C
with J SC = 1,500 mA/cm2, the optimized grid electrode pattern will have a wT that is
larger than 0.2 mm. Haas showed that solar cells which are non-uniformly illuminated
have local concentrations that are significantly higher than the average concentration of
the solar cell [143]. This causes these solar cells to be even more sensitive to the biaspoint loss.
When the grid electrode and busbar resistivity is negligibly low, the RC can be
approximated analytically [143].

RC 

Req

2  NG  1 lG

(5.14)

This equation is a good approximation, when the resistivity of the grid electrodes and
the busbar electrodes are negligible. Under these conditions each of the half-tiles will
operate exactly the same way. When resistivity of the grid electrodes or the busbar
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electrodes is larger, a voltage drop will occur along the length of the electrodes. This will
cause each half-tile to be biased differently, which will increase the bias-point loss of the
entire solar cell.

5.5

Non-unity Ideality Factor and Tandems
When the front LCL RSheet is sufficiently high enough to cause a significant voltage

drop across the conductor layer, regions of the solar cell are forced to operate away from
the intrinsic max power point. The width of this range of operating max points, are
affected by the resistance of the LCL as well as the shape of the J-V near the max power
point. When the RShunt is very large, the shape of the intrinsic J-V will be determined by
the n of the solar cell.

This ideality factor is strongly affected by the dominate

recombination mechanism. Another situation in which the ideality will change is when
solar cells are connected in series, which will be discussed in more detail below.
Because the bias-point loss is predominately dependent on the shape of the J-V curve
near the max power point, the result will not be affected significantly by the magnitude of
the max power for a given value of J SC . The similarity of the J-V shape can be shown by
shifting the V points of one J-V curve by the difference of the open circuit voltage of a
second curve, with equal ideality factors (Append E.1). This shows that the shape of the
first J-V curve near the max power point is identical to the shape of the second J-V curve
near the max power point of the second J-V curve. This will not be the case when J O is
on the order of the J SC which can happen at low EG and high TO .
The other case in which the n will change is when two or more solar cells are
connected in series. If their short circuit currents are nearly equal, the n of the tandem
stack will be the sum of the n of the individual junctions. Because the combined shape of
the tandem stack can be compared to a single junction diode, the results calculated for
higher n can be used for both single junction with the higher n and series connected multi
junction solar cells.
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Calculations performed over a range of n values show the bias-point loss and
therefore the Req decreases as the ideality factor increases. This causes the simulated Req
to be closer to the analytical solution to a higher value of wT . This is caused by the
curvature of the J-V curve near the max-point, which decreases as the n increases.
Because there is more bias-point loss to reduce, the reduction of the Req is more
significant in the cases were RSheet is higher, shown in Figure 5.6(b), compared to the
cases were RSheet is lower, Figure 5.6 (a).

wT [mm]
(a) γ = -2.5 and RS = 100 Ω/□

wT [mm]
(b) γ = -2.5 and RS = 500 Ω/□

Figure 5.6. Plots of the Req simulated over wT for a range of n, for J SC = 1,500 mA/cm2,

TO = 100 °C and  = -2.5. (a) is for a RSheet value of 100 Ω/□ and (b) is for a RSheet
value of 500 Ω/□. The quasi-3D simulated Req approaches the analytical approximation
of Req at 100°C as the n of the solar cell increase (after [144] ©2012 IEEE).

5.6

Conversion Efficiency Temperature Dependence
Analytical equations have been developed to estimate the RG and RB [143]. These

equations do account for the joule loss in these electrodes. However, they do not account
for the additional bias-point loss, caused by the voltage drop developed along these
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electrodes. In high concentration and non-uniform illuminated solar cells, this effect can
be significant.
The grid and busbar electrode resistivity will increase the joule and bias-point losses.
In an optimized solar cell, these resistive losses have been balanced with the other losses
associated with the grid and busbar electrodes, such as shadowing and surface
recombination velocity. A grid and busbar electrodes can be optimized by varying the
electrode design and the N G .
In order to demonstrate the importance of the temperature dependent LCL RSheet on
the joule and bias-point loss in the LCL, the resistivity of the grid and busbar electrodes
will be assumed to be negligible. Including the temperature dependent grid and busbar
electrodes will increase the overall temperature dependence and bias-point loss.

A

summary of the parameters used in the quasi-3D model are shown in Table 5.4.

Table 5.4
Summary of quasi-3D model parameters.
Parameter

Values

J SC

1,500 mA/cm2

n

1

T

25 °C and 100 °C

RSheet

100 Ω/□ and 500 Ω/□

RB , RG , RC , RA , RR

0 Ωcm2

The optimal N G can be determined for a given design by varying the N G used.
Figure 5.7 shows the possible conversion efficiency from 10 to 100 grid lines, at 25 °C
black circles and at 100 °C blue triangles. At 25 °C the N G needed to achieve the peak
conversion efficiency was found, as well as the corresponding efficiency at 100 °C for
that N G . Likewise the 100 °C peak conversion efficiency was also found along with the
corresponding efficiency at 25 °C.

η
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Figure 5.7. The simulated η over a range of grid electrodes at 25 °C and 100 °C. The
difference between the 25 °C and 100 °C η is caused by the temperature dependence of
the RL . The red square shows the optimal N G for the peak efficiency at 25 °C. The
green triangle shows the corresponding η at 100 °C for the optimal N G at 25 °C. The
light blue asterisk shows the optimal N G for the peak efficiency at 100 °C. The pink star
shows the corresponding η at 25 °C for the optimal N G at 100 °C (after [144] ©2012
IEEE).

Optimizing the electrode design and N G at 25 °C will lead to a lower η when
operated at 100 °C then is possible if the N G was optimized for 100 °C. As the
temperature increases the front LCL RSheet increases, this causes the bias-point loss to
increase. When the N G was optimized for 100 °C, more grid electrodes were added
which lead to a lower bias-point loss in the front LCL. Therefore it is important to
consider the expected range of TO when optimizing the grid and busbar electrode design.
These effects will be significantly larger for cases with higher solar concentrations
(higher J SC values) and for cases with non-uniform illumination. It will also be larger
when the temperature dependent grid and busbar electrodes resistivity is included in the
model.
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The temperature coefficient of η over the range of possible γ values is shown in
Figure 5.8. The solid black line shows the case in which RL is equal to zero, which
causes the RT to be zero for all values of γ. This is the best possible case, in which the
resistivity losses will be zero. The thin blue line with circles shows the temperature
coefficient of η when RL = 500 Ω/□. This shows that the η temperature coefficient
becomes worse as the γ value becomes more negative. The η at 100 °C for γ = -2.5 is -0.4

1/η δη/δT_

absolute percentage points higher than the case in which RL is the same and γ = 0.

γ_
Figure 5.8. The η temperature coefficient over γ for RL = 0 Ω/□, shown in solid black,
and RL = 500 Ω/□, shown by blue line with circles. The value of γ has no affect in the
RL = 0 Ω/□ case. The temperature coefficient becomes worse as the as the γ value
becomes more negative (after [144] ©2012 IEEE).

5.7

Summary and Conclusions
In Chapter 3 and Chapter 4 it was shown that the terminal characteristics of a solar

cell are strongly influenced by the TO . The temperature dependent parameters in the
intrinsic non-ideal diode equation are TO , J SC , and J O . In these simulations the J SC was
held constant, since depending on the system design, it can increase or decrease as the TO
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increases. The J O was estimated over the range of TO . It was also shown that the RT
was strongly temperature dependent.

This is caused by the strongly temperature

dependent resistivity parameters RSheet and  M , which also lead to a large increase in the
bias-point loss.
Due to the temperature dependencies, the TO range should be considered when
optimizing the grid and electrode design, particularly at high temperature. Optimizing
the design at lower temperatures can lead to non-optimized performance at higher
temperatures.

These effects will be significantly larger for cases with higher solar

concentrations (higher J SC values) and for cases with non-uniform illumination. It will
also be larger when the temperature dependent grid and busbar electrodes resistivity is
included in the model. In addition, it will also be much higher when operating at the ultra
temperatures examined in Chapter 3 and Chapter 4.
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6. TEMPERATURE DEPENDENT
NUMERICAL MODEL

In the three previous chapters, analytical models have been used to represent a solar
cell’s terminal characteristics. In each case, numerical methods were implemented to
solve for the terminal characteristics of these analytical models. Where appropriate, the
temperature dependent material properties have been used. These models have been used
to match a solar cell at a single operating point. They are often not particularly useful
over a range of operating conditions, such as TO or X. In this chapter, a physics based
detailed numerical model will be employed to represent a Si solar cell over a range of TO .
The results of this model will be used to calculate the terminal characteristics and T
dependent terminal characteristics.
Detailed numerical models are particularly useful because they can model the nonhomogenous spatial nature of a solar cell better than an analytical model, which requires
assumptions to be made about the device performance. Some of the spatial device
parameters include the local carrier densities and the potential inside of the device. It
also allows additional effects such as surface recombination to be included in the model.
It is expected that a well-developed numerical model will be able to more closely match
terminal characteristics and T dependent terminal characteristics of a solar cell over a
wider range of operating conditions. One of the main reasons this is possible is due to the
fact that each of the recombination mechanisms can be simulated separately, using the
local carrier densities throughout the device. This reduces the number of simplifying
assumptions that need to be made. It also allows for the internal effects, such as the
depletion width, to be accounted for. One of the limitations of this approach is that each
of the semiconductor material properties needs to be well defined over the operating
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range modeled.

This includes any material parameter dependencies caused by the

operating conditions.
In addition to being able to represent a solar cell over a range of operating
conditions, numerical models are also particularly useful in identifying material
parameter sensitivity of the terminal characteristics. Model parameters can be varied to
identify how much the material parameters affect the terminal characteristics. This can
help identify ways in which the solar cell performance might be improved.
Most of the semiconductor material parameters are dependent on other material
parameters. Four of the most common dependencies are T, doping density, minority free
carrier densities and

.

Each of these four parameters can vary throughout the device.

Many of these dependencies, in particular the TO and doping density will affect the
terminal characteristics, and significantly affect the T dependent terminal characteristics.
The minority free carrier concentration will be small enough when operating in low-level
injection that it will not significantly affect the terminal characteristics. Which material
parameter dependencies are important will depend on the type of solar cells, the TO , the
other operating conditions and solar spectrum.

6.1

Numerical Modeling
A large number of research groups have used a wide range of simulation programs to

successfully numerically model wide variety of solar cells. A list of the simulation
programs are shown in Table 2.1. These models are often developed to model the solar
cell at 25 °C, with a few being developed at other TO . In these models the material
parameters are input into the model at the desired TO . The dependencies of many of the
parameters are often neglected, since they are small relative to the material parameter
itself, and therefore will not significantly change the absolute value of the terminal
characteristics.
As will be shown in this chapter, the material parameter dependencies which have
little effect on the terminal characteristics can still significantly affect the T dependent
terminal characteristics. This is primarily due to the fact that the T dependence of the
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terminal characteristics per degree Celsius are typically 3 orders of magnitude smaller
than the associated terminal characteristics. Therefore, while it may be possible to ignore
a material parameter with a small T dependence when modeling the device numerically at
one temperature, that same small T dependence will become important when attempting
to determine the T dependent terminal characteristics. An example of this which will be
discussed in Section 6.10, is the T dependence of the Urbach tails in the     . When
numerically modeling a solar cell at one T, using an     measured at a T close to the
model TO , will likely give a J SC value that is relatively close to the expected value.
However neglecting to include the T dependence of the     , or even over simiplifying
this dependency when modeling the

1 J SC
, will often make it difficult to get the
J SC dT

correct value.
Solar cells and many other semiconductor devices are commonly modeled
numerically using a set of 5 equations (Equation (6.1) to Equation (6.5), in Section 6.2),
referred to as the semiconductors equations, which were proposed by Van Roosbroeck
[59]. The physical material parameters needed to solve the semiconductor equations are
shown in Figure 6.1. The dependencies of each of these material parameters will be
discussed in Section 6.3 through Section 6.8. The results of the numerical model will be
compared to the measured device in Section 6.10.
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Semiconductor Equations
Section 3.1
Generation
Section 3.3

Recombination
R
Section 3.4

Net charge
N
Section 3.5

Temperature

Mobility

Band parameters

Other parameters

Section 3.6

Section 3.7

Section 3.8

Figure 6.1. Physical material parameters used in the semiconductor equations, Section
6.2. Each of these material parameters will be discussed in Section 6.3 through Section
6.8.

Each of the material parameters in Figure 6.1 will be broken down into constituent
material parameters. Physics based analytical expressions, semi-empirical relations and
interpolated data, will be used to identify the operating condition dependencies of each
substituent material parameters. It is likely that most if not all of the material parameters
will be dependent on each of the operating conditions.
The operating condition dependent material parameter framework discussed in this
chapter is based upon similar frameworks developed by [52, 92]. This framework can be
used to simulate any type of semiconductor device.

The materials that have been

identified as being T dependent are shown in Figure 6.2. Each of these dependencies will
be evaluated in Section 6.3 through Section 6.8

Figure 6.2. The substituent T dependent material parameter dependencies, are needed to solve the semiconductor equations. These
parameters will be discussed in the following subsections.
153
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In addition to the T dependencies, many of the material parameters have also been
shown to be doping concentration (Figure 6.3), minority free carrier concentration
(Figure 6.4) and electric field (Figure 6.5) dependent.

ε

ke

E G, χ

ND or NA

Figure 6.3. Doping dependent material parameters. The real and imaginary components
of the dielectric constant are doping dependent. The bandgap, electron affinity, effective
masses and ionized dopants will also vary with material doping.

E G, χ

n or p

Figure 6.4. Minority free carrier concentration dependent material parameters, beyond the
common dependencies. The bandgap, and effective masses will vary with material
doping.

155

E G, χ

ke

VBR

Figure 6.5. Electric field dependent material parameters. The electric field affects the
imaginary component of the dielectric constant, the break down voltage, bandgap,
electron affinity, effective masses and dopant ionization energies.

Each of these material parameters dependencies will be evaluated in Section 6.3
through Section 6.8.

Where possible, the material parameter with more than one

dependency will be combined.

Care must be taken to avoid double counting a

dependency.

6.2

The Semiconductor Equations
Solar cells and many other semiconductor devices are often modeled numerically

using a set of equations referred to as the semiconductors equations. These equations
model most semiconductor phenomena, such as carrier generation, carrier transport and
carrier recombination. They also assume that the device is isothermal. The material
parameters that are known to have temperature dependencies are shown in a blue font.
The temperature dependencies of each parameter will be explored in the following
sections. Most of the material parameters in the semiconductor equations are spatial
varying. The equations found in this chapter can be found in a book chapter by Gray
[27], in a thesis by Pinto [62] and a semiconductor book by SZE [63].
The first semiconductor equation is known as Poisson’s equation, which relates
electric field to the charge in the semiconductor.
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 ( s  P)  q( p  n  N )
Here  s is the dielectric constant,



(6.1)

is the electric filed, P is the polarization and

N G is the net charge due to ionized dopants and other trapped charges.

The next two semiconductor equations are the hole and electron continuity
equations. These equations relate the hole current, J p , and the electron current, J n , to
the generation rate, G, hole recombination, R p , and the electron recombination rate, Rn .
They ensure that the electrons in the semiconductor are conserved.
p 

  J p  q  G  Rp 

t 


(6.2)

n 

  J n  q  Rn  G  
t 


(6.3)

Here t is time. In the proposed work the solar cells will be assumed to be operating
in steady state, and therefore will not vary with time.
The last two semiconductor equations are the drift-diffusion equations; these
equations related the drift and diffusion components of the current.

J p  q p p  kT  pp

(6.4)

J n  qn n  kT nn

(6.5)

Here  p is the hole mobility,  n is the electron mobility and

 is the electrostatic

potential. The band parameters  p and n will be added to the drift terms, to model
heavy doping effects and heterostructure solar cells [151, 152].

J p  q p p    p   kT  pp

(6.6)

J n  qn n   n   kT nn

(6.7)

The total current at each point inside the solar cell with the displacement current
density, J disp .

J  J p  J n  J disp

(6.8)

157

J disp 

 s
t

(6.9)

The T dependency of each parameter in Equation (6.1) through Equation (6.9),
highlighted in blue, will be examined in the following sections.
The semiconductor equations are coupled with differential equations. A number of
numerical methods can be used to solve these equations; these include finite difference
and finite element. Two value books that cover these methods are [61] and [60].
The simulator used in this work ADEPT [153] employed in this work simultaneously
solves for the 3 independent variables n, p and the

 . In each iteration of the solution,

the independent variables will be used with the material parameters to evaluate the
semiconductor equations, until the desired convergence has been reached.

6.3

Generation Rate
The G term, is the generation of free electron and hole carriers caused by the

absorption of photons in the solar cell. The thermal generations of carriers are included
in the recombination terms in Section 6.4.
Equations (6.2) and Equation (6.3) need the photon induced generation rate of holes
and electrons, which incorporates the Beer-Lambert law, at each point in the device, is
G( x)  (1  S ) 1  R             e    x d 


.

(6.10)

Here x is the position, S is the obscuration, which is also called shadowing,  is the
wavelength, R(λ) is the reflectance and     is the photon flux density incident on the
front surface of the solar cells.
One common method of modeling the absorption of photons in a material is the
Beer-Lambert law, Equation (6.11), other methods of modeling the absorption include the
wave or matrix methods.
T    

 2        x
e
1   

(6.11)
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Here T is the transmission of light through a material, x is the distance between
positions 1 & 2, 1    is the photon flux at position 1 in the material and  2    is the
photon flux at position 2 in the material.
The sunlight that reaches the solar cells can either be thought of as particles or
waves. The particles are called photons, which have an energy, E p , that can be related to
the wavelength of the photon.
Ep 

hc



(6.12)

The temperature dependencies of the S, R    ,     ,  L and  S will be analyzed in
the following subsections.

6.3.1

Obscuration

Any structure on the top surface of the solar cell can cause obscuration. Common
types of obscuration are caused by the metal conducting layers, which include busbars
and grid lines. These structures are made of optically thick metals, which block photons
from entering the solar cell.
A diagram of the layers in a solar cell is shown in Figure 6.6.
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Busbar
Grid lines

ARC

ARC
ARC

ARC
Emitter layer
Emitter
layer
Base
layer
Base
layer
Back
contact
Back contact

Figure 6.6. Diagram of a basic solar cell. Busbars and grid lines are added to solar cell to
reduce the resistivity. Texturing [37] (not shown in figure) and ARCs are added to the
top of the solar cells to reduce the reflectivity.

Any structures on the front surface that are covering the semiconductor material of
the solar cell will affect the generation. Most solar cells are constructed with one or more
large metal busbars for conducting current to the contacts. Grid lines and/TCL are used
to conduct current out of the emitter layer. Anti-reflectance coatings (ARC) are used to
reduce the reflectivity. The top surface is often textured, such as the world record Si
solar cell [154], (not shown in figure) to further reduce the reflectance.
The total solar cell obscuration is therefore

S  SB  SG  Sother

,

(6.13)

where SB is the busbar obscuration, SG is the grid line obscuration, and Sother is any
other structure that is causing obscuration.
A significant amount of work has been done to reduce the obscuration. Some solar
cells use a TCL with or in place of grid lines, to reduce the obscuration, such as the world
record Copper Indium Gallium Selenide (CIGS) [155]. However TCLs can cause a small
amount of absorption loss, particularly of high energy photons [156]. The grid line
obscuration can be reduced by making the grid lines taller and narrower, which makes
them more fragile. On some cells the grid lines are buried inside the semiconductor
material [157], or eliminated entirely by placing the p and n contacts on the back of the
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cell [158].

Reflective structure can be added on top of the grid lines, to reduce

obscuration. In addition, CPV can be designed to avoid focusing light on the busbars
[159].
The grid line obscuration is

SG 

NG lG wG
AT ,

(6.14)

where lG is the grid line length, wG is the width of the grid lines and AT is the total
area of the solar cell. When the metal is optically thick, one of the only dependencies is
the thermal expansion of the metal. The linear thermal expansion coefficient,  L , of
metal is defined as

w
  L (T f  Ti ) ,
wM

(6.15)

where wM is the initial metal width, Δw is the change in width, Tf is the final
temperature and Ti is the initial temperature. If the change in thickness is large for the
temperature range of interest, it could potentially increase the obscuration, and there by
decrease the number of photons generated.
Aluminum is commonly used to make solar cell grid lines.

It has a thermal

expansion coefficient at 23 °C of 24x10-6 [°C -1] [160], which means that the change in
thickness will be 0.0024% of the initial width for a 100 °C temperature increase. This is
much smaller than the uncertainty of the grid line width, and therefore will not
significantly affect the obscuration. Other types of metals, such as Ag and Au, have
similar thermal expansion coefficients [160]. The thermal expansion coefficient for a
metal would need to be more than 50 times larger, before it would significantly affect the
obscuration.
Any change in the grid line height will not affect the obscuration for solar cells
exposed to normal incident irradiance, and that will not significantly affect the
obscuration at other angles. The change in the length of a grid line can be significant;
however the width of the grid line is small so the increase in length will not significantly
affect the total obscuration.
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The busbar obscuration is

SB 

AB
AT ,

(6.16)

where AB is the area of the busbars. As was the case with the grid lines, the busbars
obscuration is not expected to change significantly with TO or any other operating
condition parameter.

6.3.2

Reflectivity

The reflectivity of the front surface of a solar cell depends primarily on the dielectric
constant and thicknesses of the solar cell layers, as well as texturing. The reflectivity of a
single interface with no texturing is
R

n2     n1   
n2     n1   

(6.17)

.

The reflectivity of multiple layers can be calculated using the matrix method [161].
The absorption of the ARC can be included in the reflectivity calculations using the
complex refractive index, n    .

n     nr     ike   

(6.18)

The complex refractive index is composed of a real, nr    , and an imaginary part,

ke    . The real part is

nr    

c

  



0
  r    r   


.

(6.19)

Here 0 is the wavelength of photon  in a vacuum. The real portion of the
refractive index is related to the wave propagation velocity,     , as well is the relative
permittivity,  r    , and the relative magnetic permeability,  r . Here  s      r     0 ,
where  0 is the permittivity in a vacuum, and s     r    0 , where o is the magnetic
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permeability in a vacuum. The imaginary portion of the refractive index is the extinction
coefficient, and is directly related to the absorption coefficient,     .

   

4 ke   



(6.20)

Since the reflectivity depends on the thicknesses of all of the layers in a solar cell, a
change in thickness of these layers will change the reflectivity. The thermal coefficient
of Si near the operating temperature is 2.6x10-6 [K-1] and a thick Si base layer is 500 um,
the thickness of the base layer will change by 130 nm which might be enough to affect
the reflectivity. The emitter and ARC layers tend to be much smaller [154]. A 50 nm
layer of Si would change by 0.013 nm, which is small enough that it might not be
significant.
The temperature dependence of the real portion of the dielectric constant will be
covered in section 6.3.2.1, and the imaginary portion will be covered with the absorption,
in section 6.3.3.

6.3.2.1 Dielectric constant temperature dependence
There are two primary uses for the  S . One is the reflectance and the other use is
with the  S in Equation (6.1). In this work, the measured reflectance on a similar solar
cell will be used for the reflectance in the numerical model. Not only is the  S both 
and T dependent, it has also been reported that it is doping, minority free carrier
concentration and electric field dependent. The  S has been fit over T using the same
equation used by Varshni for the EG, which will be discussed in Section 6.3.4.1 [162].

 S   S (0) 

 ST 2
S  T

(6.21)

Here  S (0) is the dielectric constant at zero K,  S and  S are coefficients. The
measured dielectric constant temperature dependence for Si at 300 K is 11.97 with a
linear temperature coefficient of

d s
 9.3x104 [K-1] near 300 K [162].
dT
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6.3.3

Photon Absorption

As described in section 6.3, the absorption of photons in a material is affected by the
thickness of the solar cell and the absorption coefficient. The change in the base material
thickness caused by the change in temperature, calculated in section 6.3.2, is small
enough that it should not significantly affect the absorption of photons in the solar cell.
The absorption coefficient on the other hand, can change significantly over the
temperature range of interest. In addition to the temperature, the absorption coefficient is
also affected by the doping concentration (Section 6.3.4.2), minority free carrier
concentration and electric field of the material (Section 6.3.4.3).
Each of the operating conditions that affected the     can either be measured, or
they can be estimated by using semi-empirical and analytical expressions.

6.3.3.1 Absorption coefficient temperature dependence
Generally the     will increase as the temperature increases. This will typically
increase the number of photons that are absorbed. The most significant change will occur
to photons near the bandgap energy. Photons at energies that would pass through the
device at lower T can now be absorbed. The T dependent increase in the     of the
layers above the emitter and base (absorber layers) of the solar cell can reduce the
number of photons that reach the solar cell.
The     and the electrical EG are related by the energy it takes to move an electron
from the valence band to the conduction band. The optical bandgap energy, E , [163]
can be estimated from the     , it can also be estimated from the Internal Quantum
Efficiency (IQE) or External Quantum Efficiency (EQE) [164]. In most materials these
two energies will be very similar. In materials with large band tails, such as amorphous
Si, the E and EG can be different. A small difference between the E and EG Si
bandgap narrowing has been measured by van Overstraeten [165]. These materials can
have a low density of states, in the band tails, below the conduction band energy and
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above the valence band energy. Because of the low density of states, the electrons and
holes will conduct at energy levels that are significantly larger, than the E . This makes
it possible for a material to have a     with a lower E , than the EG.
In addition to the three common methods that material parameter dependencies
parameters can be included in the detailed numerical model, discussed in Section 6.1, the

    can be adjusted using a shifting method described in Sections 6.3.3.1.1 and B.1.3.
This is possible due to the way that the     increases as a function of TO .
6.3.3.1.1 Shifting the photon absorption
The     shift caused by the change in the temperature dependent bandgap is

  E2     E1  E ,T  .

(6.22)

Here E1 is the initial energy at one TO , E2 is the shifted energy at another TO . and
E ,T is the T dependent E narrowing.

For most materials the E ,T is close enough to the T dependent EG narrowing, EG ,T ,
that it can be used to shift the     . In more careful calculations, the E ,T or the
measured     could be used. A method for determining the E based on the    
was described by Smestad [166].
6.3.3.1.2 Temperature dependent photon absorption coefficient
The intrinsic Si     temperature dependence has been measured over a wide range
of photon energies [167, 168] and near the band edge.

Additional temperature

dependence measurements of intrinsic Si are reported in a paper by Trupke and Green
[121].
The measured     data near the band edge will be combined with the absorption
data over a large photon energy range. This combined absorption will then be adjusted to
account for the change in temperature.
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6.3.3.1.3 Doping dependent photon absorption coefficient
In addition to the temperature dependence, the doping concentration and electric
field will also affect the photon absorption near the band edge. The doping dependent
effect on     has been published [169].
6.3.3.1.4 Semi-empirical method
A semi-empirical     model has been published that includes the EG and phonon
energies [170] [171]. The fundamental photon absorption in direct bandgap materials is

 (h )  A (h  EG ),

(6.23)

here Aα is a constant and the hv is the energy of the photon.
The fundamental absorption in indirect bandgap materials is the sum of the phonon
assisted photon absorption coefficient, αa, and the phonon emission photon absorption, αe
[170].

 (h )   a (h )   e (h )

(6.24)

Photon absorption process that absorbs a phonon is

 a (h ) 

A  h  EG  E ph 
e

E ph/ kT

2

(6.25)

,

1

here Eph is the energy of the phonon. And the photon absorption process that emits a
phonon is

 e (h ) 

A  h  EG  E ph 
1 e

 E ph / kT

2

.

(6.26)

While this     model could be used in the detailed numerical model, it over
simplies the     . It is helpful in understanding the T dependent     of direct
bandgap materials and indirect bandgap materials.
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6.3.4

Electrical Bandgap Energy and Electron Affinity

The electrical EG electron affinity, χ, are important parameters in the detailed
numerical model. The EG is defined as the difference between the conduction band
energy level, EC , and the valance band energy level, EV .

EG  EC  EV

(6.27)

Between these two energy levels there is a gap of energy level that electrons cannot
have due to quantum mechanics.
The dependencies of the EG are

EG  EG (0)  EG  EG, D  EG,C  EG,S  EG, F  K  Eother ,

(6.28)

where EG (0) is the bandgap at 0 K, EG ,T is the temperature dependent EG change
from 0 K, EG , D is the doping dependent EG narrowing, EG ,C is the minority free
carrier concentration dependent EG narrowing, and EG ,S  EG , F  K are the stark and
Franz-Keldysh electric-field EG narrowing effects. In this work, it will be assumed that
the bandgap narrowing affects are independent of each other. The dependencies of each
of these terms will be discussed in the following sections.
The χ is defined as the energy difference between the vacuum energy level, E0 and
the conduction band energy level at 0 K, EC (0).

  E0 (0)  EC  EC

(6.29)

Each of the EG dependency terms in Equation (6.28) may affect the change of the
conduction band energy level dependencies, EC , and the valence band energy level
dependencies, EV . This is particularly important in a hetro-junction device if most of
the narrowing occurs in the conduction band in one material and most of the narrowing
occurs in the valance band of the other material. This will cause the χ of each material to
change differently, even if the EG was the same in both materials before the narrowing.
The χ could also be affected by the dependencies of EG , D , EG ,C , EG , S and EG , F  K
of both hetro-junction and homo-junction devices. In this work the narrowing will be
evenly split between the EC and the EV .
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The following four sub-sections will discuss the bandgap energy, doping dependent
bandgap narrowing, stark effects and electron affinity in more detail.

6.3.4.1 Temperature dependent bandgap energy narrowing
For most semiconductors materials as the temperature goes up the conduction and
valence band energy levels broaden, causing the bandgap to narrow. There are a wide
variety of semi-empirical and physics based functions for the bandgap energy over
temperature [172, 173]. Some of these models have been developed for specific types of
materials. Often temperature ranges will be included for a set of coefficients. These fits
are discussed in Appendix F. Figure 6.7 shows the variety of Si curve-fits available. The
fits are plotted over their recommended T ranges.

Experiments show that at low

temperatures many materials are nearly temperature independent [98].

Figure 6.7. Si bandgap energy over a wide range of temperatures (left) and near the
operating temperature range of interest [98, 99, 103, 168, 172, 173]. Fits are plotted over
their recommended temperature ranges. The red and black lines are almost identical over
the temperature range of interest.

The T dependence of the Si EG has been measured by Macfarlane [174], Haynes
[175] and Shaklee [176], and more recently by Alex [98] and Bludau[99]. The 2-term
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Bose-Einstein and Pässler’s equations fit the data well in the T range of interest. The
other curve-fits could be adjusted to be valid over the T range of interest. All of the
equations except for Varshni 3 are nearly the same near 300 K.

6.3.4.2 Doping and minority carrier dependent bandgap energy narrowing
The doping dependent bandgap narrowing, which is also referred to as shrinkage or
bandgap shift, has been measured and modeled by a number of research groups, for ntype Si [177, 178], with a curve-fit by Slotboom [179].
The doping dependent bandgap narrowing curve-fits, EG , D , will be included in the
parameter framework with the T dependent parameters. For donor doped regions,
1/4

EG , D

 ND

 0.321x10 
,
10 
 1.45 x10 
3

(6.30)

there is a similar fit for acceptor doped regions
Solar cells that operate at 1 sun solar concentration, such as the solar cell being
modeled in this work, typically have minority free carrier concentrations that are less than
1x1017 cm3. This is below the range where the minority free carries will significant
reduce the EG. Solar cells that operate at higher solar concentrations could go above this
value. Also, if the majority carrier concentration approaches the doping concentration, it
will likely affect the doping dependent bandgap narrowing

6.3.4.3 Electric field dependent bandgap effects
In addition to the T and doping, the bandgap is also affected by the
Stark and Franz-Keldysh effects [170].



dependent

This can affect the optical and transport

properties, in regions of the semiconductor with very high
near the maximum power point, there is typically a large



.

In a solar cell operating

in the depletion region and

near other types of junctions such as the BSF. Because this only occurs in a narrow
region of the solar cell, it has a very small affect on the device performance.
The first-order Stark Effect is eccentricity of the electron orbit, d.
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EG ,S  qd

(6.31)

The Franz-Keldysh Effect accounts for the average distance that electrons travel
above the bandgap, when the band edges are tilted.

EG , F  K





3 q 

2  m* 1/3
d

2/3

(6.32)

Here md* is the density of state effective mass, which will be discussed in Section
6.4.1.3.

6.3.4.4 Electron affinity
Since the EG decreases as the temperature increases, either EC , EV or both will
change as the temperature increases. In homo-junction solar cells the χ will not be
affected by EG ,T , since any relative change will be the same in each layer of the solar
cell. However, the other EG narrowing effects could affect the band gap on both sides of
the junction differently and therefore could cause the χ to change. If the χ changes
differently on each sides of the junction, it will create EC and EV offsets at the junction
in the homo-junction devices, as well as change the offsets in the hetero-junction devices.
One way to measure the χ, is using the barrier height in a metal-semiconductor
junction. The use of this measurement is complicated by the fact that the barrier can be
lowered by other effects such as carrier imaging. Groups have measured the Si barrier
height lowered to be -0.623 meV/K [180] and -0.24 meV [181] also [182], used as a
fitting parameter. The T dependent EG narrowing is often assumed to be evenly split
between the EC and EV [66].

6.3.5

Additional Generation Effects

The solar cell generation can be further reduced by additional loss mechanisms. One
of these mechanisms is absorption in dead layers. These layers can occur in the emitter
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layer, between the emitter and the passivation or ARC layer. If the Si [183] or GaAs
[184] Fermi energy is pinned at this interface, it can create a well, from which it is
difficult for generated carriers to escape. The absorption in these layers will depend on
the T, as well as other factors. This will cause a T dependent reduction of the high energy
photons that are absorbed by the solar cell and contribute to the J SC . This can be seen as
a reduction in the EQE and IQE for higher energy photons.

6.4

Recombination Rate
After electrons and holes are generated by photon absorption they can be lost

through a variety of recombination mechanisms in solar cells. Electrons and holes can be
thermally generated through a similar process. Detailed numerical modeling of solar
cells is a useful tool because it not only incorporates the amount of each type of
recombination happening inside the solar cell, but also the spatial location of that
recombination.
Some types of recombination can occur throughout the device, such as radiative, R ,
Shockley-Read-Hall (SHR), RSHR and Auger, RAuger . Other types of recombination occur
to specific regions, such as surface recombination, RS , at surface traps or interface
recombination, RI , at interface traps.

In addition to these common recombination

mechanisms, there are also other types of recombination, Rother , that occur in certain
types of solar cells, these recombination mechanism include amphoteric dopants, and
band tails.
The total recombination at each point in the device is


RT  R    RSLT   RAuger  Rother
traps

.

(6.33)

The single layer traps will be defined to include the SHR recombination, surface
recombination, interface recombination, dopant recombination and recombination in the
band tails.
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Each of the recombination mechanisms has n and p terms, so they are inherently
doping density and minority free carrier concentration dependent. The coefficient of
each equation can have additional dependencies, which will be discussed in the following
sections.
The semiconductor equations (Equations (6.2) and (6.3)) need R p and Rn . Often it is
assumed that R p = Rn = RT , however the recombination coefficients for hole and
electrons are not always the same.

6.4.1

Radiative Recombination

Radiative recombination occurs when a free electron in the conduction band
recombines with a free hole in the valence band and emits a photon. As discussed in
Section 4.2.2, this occurs often in direct bandgap materials and less frequently in indirect
bandgap materials, with the help of a phonon. Each term in the radiative recombination
equation, Equation (4.4), is T dependent.
The T dependence of B has been measured by multiple groups. Measurements by
Varshni [118, 119] and by Michaelis [185] indicated that B increases with T in Si. While
latter measurements by Trupke [121] and by Schlangenotto [120] indicated that the B
decreased as the T increased. It has been reported that the change is due to the more
precise ni values available [121]. Cases in which B increases and decrease, can be
simulated, however, because Si is an indirect bandgap material, it will have a smaller
effect on the overall T dependent performance than SHR and Auger recombination.

6.4.1.1 Carrier concentration
The p can be defined as the difference between the intrinsic Fermi energy, Ei , and
the quasi Fermi energy for holes, Fp .

p  ni e

( Ei  Fp )/ kT

(6.34)
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The ni was defined in Equation (4.16). The n can be defined in terms of the quasi
Fermi energy for electrons, Fn .
n  ni e( Fn  Ei )/ kT

(6.35)

These equations illustrate the T dependent relationship between the carrier densities
and the Fermi energies.
The parameters n, p, Fp , Fn and Ei can be calculated using the physics based
analytical expressions in the next three sections. A voltage bias will cause the quasi
Fermi energy levels, Fn and Fp , to split. In the case of a solar cell the voltage bias is
caused by the light induced generation.
The analytical expressions for the Fn and Fp , are
n
Fn  Ei  kT ln  
 ni 

(6.36)

 p
Fp  Ei  kT ln   .
 ni 

(6.37)

The numerical model solves for the Fn and Fp as a function of x, in addition to  .
The n and p are found by using Fermi-Dirac statistics.

6.4.1.2 Intrinsic carrier concentration
When the solar cell is in equilibrium Fn = Fp = Ei . The ni is defined in Equation
(4.16) and the Ei is defined as

Ei 

EG kT  NV 

ln 

2
2  NC 

(6.38)

The NV was defined in Equation (4.17) and the N C was defined in Equation (4.19),
where md* ,c is the electron density of state effective mass, and md* ,v is the hole density of
state effective mass respectively.
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6.4.1.3 Density of state effective mass
Electrons inside of solid state materials, such as semiconductors will interact with the
crystal lattice. Quantum mechanical effects will cause the electrons to move differently
in the semiconductor than they would in a vacuum. These effects can be included in a
semi-classical model using an effective mass, m* . The m* is therefore expected to be
affected by the T, doping density, minority free carrier concentration and the electricfield. It will be different for electrons and holes, it can also be different when used to
calculate the density of states, the thermal velocity and the mobility. In addition, the m*
can be affected by the direction the electrons are flowing through the crystal.
The thermal velocity effective masses, mth* ,n and mth* , p , will be discussed in Section
6.4.2.2.
The md* is defined as

1  d 2E  1 d 2E

 2
md*  dp 2 
dk 2

(6.39)

The density of states effective mass for electrons in the conduction band, md* ,c ,
depends on the curvature of the conduction E-k bands and the density of state effective
mass for hole in the valence band, md* ,v , depends on the curvature of the valence E-k
bands.
The md* ,c is defined as
md* ,c  62/3  mt*2 ml*  ,
1/3

(6.40)

where 6 is the number of elliptical orbitals in Si, mt* is the transverse effective mass and
ml* is the longitudinal effective mass. The mt* has a measured T dependence [92],

mt*  0.1905mO
The ml* is only weakly T dependence [92],

EG (0)
.
EG ,T

(6.41)
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ml*  0.9163mO .

(6.42)

The md* ,v is defined as

md* ,v



 E
* 3/2
  mlh* 3/2  mhh
  mso* exp   S

 kT







3/2

2/3


 ,



(6.43)

*
*
where mlh is the effective mass of holes in the light hole band, mhh is the effective mass
*
of holes in the heavy hole band, mso is the effective mass of holes in the split off band

and ES is the split off band energy difference.
The T dependence of md* ,v has been captured by a semi-empirical curve-fit [92],
2/3

*
d ,v

m

 a  bT  cT 2  dT 3  eT 4 
 mO 
,
2
3
4 
 1  fT  gT  hT  iT 

(6.44)

where, a through i are coefficients of the curve-fit.
While it is likely that the md* ,c and md* ,v are dependent on doping density, minority
free carrier concentration and the electric-field. Including these effects could lead to
double counting, since it is unlikely that they were included when the dependences of
other parameters were determined.

6.4.2

Single Level Traps

The total trap recombination at each position in the bulk of the devices can be found
by integrating over the trap energies. Single level traps can be defined to include surface,
interface, SHR, dopant and band tail recombination,

RSLT 

pn  ni2
,
 SLT ,n  p  pT    SLT , p  n  nT 

(6.45)

where  SLT ,n is the single level trap lifetime for electrons,  SLT , p is the single level trap
lifetime for holes, nT is the filled single level electron trap concentration, pT is the
empty single level hole trap concentration.
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nT  ni e( ET  Ei )/ kT

(6.46)

pT  ni e( Ei  ET )/ kT

(6.47)

In low level injection, the p-type (p≈po >> no) and the n-type (n≈no >> po) the single
layer traps recombination is [171]

RSLT 
RSLT 

n  no

 SLT ,n

p  po

 SLT ,n

for p-type material

(6.48)

for n-type material

(6.49)

The equilibrium electron concentration, no, and the equilibrium hole concentration,
po, are,

no  NC e( EF  EC )/ kT

(6.50)

po  NV e( EV  EF )/ kT ,

(6.51)

where EF is the equilibrium quasi Fermi energy for electrons and holes.
In high level injection (p≈n >> po,no)

RSLT 

n
p

 SLT ,n   SLT , p  SLT ,n   SLT , p

(6.52)

The  SLT ,n and  SLT , p are defined in Equation (4.33). If NT , vth or σ increases, the
lifetime will decrease. The vth will be defined in Equation (6.53). In this work it will be
assumed that σ and NT are temperature independent.

It is possible that the σ is

temperature dependent [186].
The  SLT ,n and  SLT , p are strongly doping dependent; this is due to the relationship
between dopants and defect traps. In this work, the doping density will be used to
determine the  SHR at 25 °C [187]. The value of  NT will be determined at 25 °C, using
a calculated value of vth at 25 °C. The value of  NT will then be used with vth to
determine the  SHR at other temperatures.
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6.4.2.1 Thermal velocity
The mean free path thermal velocity is defined as

vth,n 

3kT
mth* ,n

(6.53)

The mth* ,n has been defined as [188]
mth* ,n 

where



m

*
l

 mt*  / ml*

4ml*

1 


1
*
* sin ( ) 
m
/
m
 l t  


2

,

(6.54)

.

The vth ,n and vth , p used in this model was based on a published paper by Green which
show that the mt*,n  0.28mO and mt*, p  0.41mO . These parameters are nearly temperature
independent near 300 K [92]. They were characterized based on the average thermal
velocity, Equation (6.55), which has the same temperature dependence as Equation
(6.53).

vth,n 

8kT
 mt*,n

(6.55)

6.4.2.2 Surface and interface recombination
There can be additional recombination on the outside surfaces of a solar cell and at
material interfaces inside the solar cell. These types of recombination will be including
using the single level trap methodology, Equation (6.45). Equations (6.48) and (6.49) can
be used when the solar cell is operating in low-level injection.
When electrons are the minority carrier the surface recombination

RS  Sn  n  no  ,

(6.56)

and the surface recombination velocity for electrons is

Sn   S ,n vth,n N ST ,n .

(6.57)
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This will be the same for holes. Here S n and S p are the surface recombination
velocity for electrons and holes, N ST ,n and N ST , p are the surface density of trap states for
electrons and holes, and  S ,n and  S , p are the capture cross sections for electrons and
holes. The T dependence of vth ,n and vth , p can be included in a similar manner as  SLT ,n
and  SLT , p , in Section 6.4.2.
The measured Si doping dependent surface recombination rate varies between 1x102
[cm/s] and 6x104 [cm/s] [131]. The measured doping dependent surface recombination
rate for GaAs also increases with doping concentration [189].
The surface recombination occurs on all of the outside surfaces of the solar cell, this
includes the top, bottom and sides. Passivation coating layers are applied to reduce the
recombination at the surfaces. A SiO2 passivation layer on Si can reduce the surface
recombination rate to 0.5 [cm/s] [131]. The 1-D model in this work will only include the
top and bottom surface recombination.

6.4.3

Auger Recombination

Auger recombination is an intrinsic carrier recombination mechanism in
semiconductor devices. It occurs when one carrier transfers its energy to another carrier.
The first carrier then recombines with an opposite carrier. The second carrier then losses
the extra energy as it thermalizes to the band edge, shown in Equation (4.6).
The T dependence of the Auger recombination coefficient has been measured for Si.
The Si Auger recombination rates are [133] and [131]
Cn  1.1x10

30

 T 


 300 

0.5

 T 
C p  0.3x1030 

 300 

(6.58)
0.5

(6.59)

The total Auger recombination coefficient, C, is

C  Cn  C p

.

(6.60)
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Measurements have shown that the Cn and C p coefficients are doping dependent
[190]. While there is significant scatter in the data, the Cn and C p coefficients appear to
be constant for n and p values below 1x1018 [cm-3]. Therefore, this will be more
important in concentrator solar cells which operate with higher values of n and p.

6.5

Net Charge
The non-carrier net charge inside of a semiconductor is a combination of many

different fixed charges.


N  N D  N A    N SLT   Nit  N s  N other
traps


(6.61)

The components of the net charge are:
N D +, the concentration of electrically active donor atoms
N A -, the concentration of electrically active acceptor atoms

N SLT , the concentration of charge in SLT recombination sites
N it , fixed interface charges
N S , fixed surface charges
N other , other fixed charges
The SLT charge includes all SLT traps, such as SHR, surface and interface. Other
charges may be specific to a material system, such as material defects and additional
fixed charges.

6.5.1

Ionized Donor and Acceptor atoms

Donor and acceptor atoms are added to a semiconductor to create an excess number
of holes or electrons, these regions are commonly referred to as p-type or n-type. The
concentration of donor atoms is N D and the concentration of acceptor atoms is N A . The
concentration of ionized atoms is T dependent. As the T goes up, the concentration of
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ionized atoms will also go up.

In this work, only shallow energy levels will be

considered.
The concentration of ionized donors is given by

ND

N D 

1  gDe

 E F  ED 
 kT 



(6.62)

Here N D is the ionized doping concentration for donors, ED is the energy level of
the donor states and g D is the donor impurity level degeneracy factor, which is 2 for the
spin up and spin down states.
The concentration of ionized acceptors is given by

NA

N A 

 E A  EF 
 kT 


1  g A e

(6.63)

Here N A is the ionized doping concentrations for acceptors, EA is the energy level of
the acceptor states and g A is the acceptor impurity level degeneracy factor, which is 4 for
the spin up and spin down states of the two degenerate valence bands. When a device is
in high-level injection the split-off band can also be included.

6.5.1.1 Donor and acceptor energy levels
The dependencies of ED and EA can defined relative to the EC and EV respectively.
The ED and EA are affected by T and

.

The



dependency can be included using the

Stark effect bandgap narrowing.
The T dependency of the donor and acceptor impurity energy levels can be estimated
by using the Bohr Theory Hydrogen Atom Model [63].

m0 q 4
EH 
32 2 02

2

(6.64)

This physics based analytical expression can be used with other elements by using
the effective mass. The ionization energy for a donor is [63].
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ED   0 
 s 

2

 mc*,n 

 EH
m
 0 

(6.65)

Where mc*,n is the conductivity effective mass for electrons. The ionization energy
for an acceptor will be similar to a donor.
The calculated ED and EA will give answers that are on the same order of magnitude
as the measured energy difference. These values could be further corrected by adding a
scaling coefficient, which is matched to a measurement at a specific TO . Then the T
dependence could be estimated more accurately at different TO . In this work it will be
assumed that the thermal velocity and conductivity effective masses are equivalent. Due
to the likelihood of double counting a measured dependence of other material parameters,
these equations will not be included in this work.

6.5.2

Single Level Trap and Fixed Charges

There are a variety of other types of charge in semiconductor devices, these include
traps and fixed charges. The various traps can fill and empty depending on the Fermi
energy level. The fixed charges are often near or inside of a layer, such as an oxide,
interface or defect layer.
The charge contribution of, NSLT, from surface, interface, SHR, dopant and band tail
are included, using the probability, PT, that these traps are occupied.
N SLT  PT NT

(6.66)

No additional fixed interface or surface will be included in the Si model.

6.6

Carrier Mobility
As was the case with recombination, there are a variety of scattering mechanisms

that affect the carrier mobility,  , of both electrons,  n , and holes,  p . The Matthiessen
rule is a first-order approximation of the total mobility.
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(6.67)

other

Common types of scattering mechanisms that reduce the mobility include acoustic
phonon scattering,  L , also called lattice scattering and ionized impurity scattering, ii .
Polar-optical-phonon scattering,  POP , is important in polar semiconductors such as
GaAs. Other types of scattering include carrier-carrier scattering, intervalley scattering,
neutral impurity and piezoelectric scattering.
The theoretical dependencies of the common scattering mechanisms will be covered
in Section 6.6.1. Section 6.6.2 examines the  that is used in the detailed numerical
model and which is compared to measured data.

6.6.1

Theoretical Mobility

Acoustic phonon scattering occurs when carriers are scattered by the phonons
traveling through the atomic lattice. As the T increases, the number of phonons and
therefore scattering events will increase. This will cause the  L to decrease as the T
increases.
The  L has been defined as [191]

L 

8 q 4Cl
2
ds

* 5/2

3E mC

 kT 

3/2



1
mC T 3/2

(6.68)

* 5/2

.

Here, Cl, is the average longitudinal elastic constant of the material, and Eds, is the
change of the band edge over the dilation of the lattice. The known T dependence is
shown to the right of the equations.
Ionized impurity scattering occurs when carriers are scattered by ionized dopant
atoms in the atomic lattice. As the number of dopant atoms increases the ii will go
down. However as the T increases, the time that each dopant atom interacts with the
carrier decreases which will cause the overall ii to go up.
The ii has been defined as [192]
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64   s2  2kT 
ii 
N I q3m*1/2

3/2

   12 kT 2  
 ln 1   1/3s 2   
   NI q   

 

1



 s2T 3/2
N I m*1/2

,

(6.69)

where NI is the density of the ionized impurities. The  L decreases with T to the
power, while the ii increases with T to the

3

2

3

2

power. Most semiconductor materials

will be limited by the  L near 300 K, and will therefore decrease as the T increases.

6.6.2

Mobility Model

The T and doping dependencies of the  n and  p are accounted for in a semiempirical equation developed by Arora [193].
1

 A  minTn 

( max  min )Tn 2
N N
1   A 3D
 N T
 ref n

  Tn 4





(6.70)

Here Tn is the normalized temperature, Tn = TO /300. A similar equation without the Tn
power coefficents, was developed by Caughey [194]. The fitted coefficients for  A,n and
 A, p are in Table 6.1.
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Table 6.1
Coefficients for the  A,n and  A, p , Equation (6.36)
Coefficients

 A, n

 A, p

Units

max

1340

461

cm 2
Vs

min

88

54.3

cm 2
Vs

N ref

1.26x1017

2.35 x1017

cm-3

a

0.88

0.88

1

-0.57

-0.57

2

-2.33

-2.33

3

2.4

2.4

4

-0.146

-0.146

The n and p dependencies of the  n and  p are included in a semi-empirical
equation developed by Dorkel [195].

 pn 





1
2 x1017 T 1.5 
1/3

ln 1  8.28 x108 T 2  pn

pn 

(6.71)

The mobility of these two equations is combined using the Matthiessen Rule,
Equation (6.67).
The T, doping density, and free minority carrier concentration dependent μ model
discussed in the following sections is compared to measured Si μ over a range of T and

N D in Figure 6.8 [146].
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(a)

(b)

Figure 6.8. (a) Comparison of measured and modeled  n over T for a range of N D [146].
(b) Comparison of measured and modeled  pn over N D at 300 K.

This is model is a particularly good fit (a) to the measured  n over the range of
measured N D values between 200 K and 400 K, which covers the T range of interest.
The  pn is also compared to higher N D values at 300 K in (b).
The high-level injection results are also compared to the measured  n +  p over a
range of the pn product values.
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Figure 6.9. Comparison of measured and modeled  n +  p over a range of the np product
values.

The pn product has very little effect on the  n +  p below 1x1032 cm-6.

The

simulated values of  n +  p are on the high side of the measured data from 1x1032 cm-6 to
1x1034 cm-6.

6.7

Band Parameters
Band parameters  p and  p are added to the drift terms of the drift-diffusion

equations (6.6) and (6.7), to allow for changes in the bandgap, electron affinity, and
carrier concentrations.

This makes it possible to model heterojunction solar cells.

Including the band parameters in numerical models has been studied quite extensively by
Lundstrom [151, 152]. Heavy doping effects can also be included [196].
The band parameters for holes and electrons are

 F  EC
F1/2  n

 N ( x) 
 kT
n   ( x)   r  kT log  C   kT log 
 Fn  EC 
 kT 

 NCr 


e








(6.72)
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 NVr 
kT 

e









(6.73)

where NCr is a reference for the density of states in the conduction band, NVr is a
reference for the density of states in the valence band, EGr is a reference bandgap energy
and Xr is a reference electron affinity.

6.8

Other Parameters
There are three other parameters,

semiconductor equations.

,

 , and P , that are needed to solve the

The  will be found while solving the semiconductor

equation as a function of position inside the solar cell. The

 ( x) can be found using the

 as a function of position.
The P is significant for semiconductor with Wurtzite crystal structures, such as
GaN, AlN and InN [197]. The P is small for Si and GaAs. It can be increased through
the piezoelectric effect; however the devices model will not be under strain.

6.9

Other Temperature Dependent Effects
There are additional dependencies that can affect the performance of a solar cell.

These affects can alter the terminal characteristics and the T dependent terminal
characteristics. Some of the dependencies such as the resistivity are related to the 3-D
structure of the solar cell (Section 6.9.1). While other dependences are related to the
carrier transport physics, such as the breakdown electric field,



br

, (Section 6.9.2) and

carrier saturation velocity (Section 6.9.3) and carrier freeze-out (Section 6.9.4). It is
important to check the results for each of these affects.

187
6.9.1

Metal Resistivity

As discussed in Chapter 5, the resistivity in the solar cell junction, the LCL and the
electrodes of the 3-D solar cell can have a profound effect on the terminal characteristics
and the T dependent terminal characteristics. This is due to the fact that the resistivity of
each of these layers often increases as the TO increases. This increase causes the joule
losses and biasing point loss to increase, which can adversely affect the FF and the η. It
is therefore important to include these losses when attempting to carefully match
measured devices.
In addition to the T dependence of the RSeries , these resistivity effects will also cause
the RSeries to be dependent on the biasing point. This is important when understanding

RSeries extracted from measurements. Another factor that influences RSeries , is the ideality
factor used to extract the RSeries .
In this chapter the 3-D resistivity affects have been included through the use of a
measured RSeries .

The measured RSeries of this PERC solar cell was reported to be

approximately 0.75 Ω/cm2 [96]. The T dependence of the RSeries was reported to be
similar to 0.5 Ω cm bulk Si, 0.00645 Ω/cm2/°C [96]. Using the reported values lead to a
modeled FF that was approximately 5% larger than the measured value. Since the value
reported was an estimate and it was not clear how it was determined, the RSeries used in
the numerical model was adjusted to fit the measured FF more closely. It was found that
increasing the RSeries in the numerical model by 10% was enough to more closely match
the measured FF.
The measured VOC can also be reduced by circulating current effects [113]. This
occurs when electrons and holes generated in the illuminated regions of the solar cell
flow to the shadowed and other un-illuminated regions to recombine. This causes a
voltage drop to occur across the resistive layers when the solar cell is being illuminated.
This affect will increase as the TO increases, due to the T dependent increase of the
resistivity.
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6.9.2
A

Breakdown Electric Field



br

occurs when the



becomes sufficiently large enough that it causes additional

carriers to be generated, through tunneling or avalanche multiplication. While this is not
expected to happen inside of a solar cell, it is important to check to make sure that the



br

has not been exceeded numerically. The



br

of direct bandgap, GaAs [198], and of

indirect bandgap, Si [63], increases as the doping increases.
In most solar cells there is only a strong



in the narrow depletion regions between

layers with different dopings, such as the emitter-base and the base-BSF. The internal
simulated in this chapter does not exceed the



br



. This can be more important at other

TO and bias-points.

6.9.3

Carrier Saturation Velocity

At very high

 , typically around 1x105 [V/cm], the drift velocity, vd , of the carriers

will be limited by scattering, this is called the carrier saturation velocity, vsat , which is
typically 1x107 [cm/s] (Si [146] and GaAs [199]). As with the



br

it is important to

check to make sure that the numerically modeled carriers do not exceed this velocity
anywhere inside the solar cell. A T dependent fit has been developed [146] for vd over

 , using measured data from -30 °C to 150 °C.
vd  1.53 109 T 0.87

Figure 6.10 shows the vd over
T increases the vsat decreases.

 


1.55 
 1.01T 
2.5710
 


1  

  1.01T 1.55 




2

T 0.66






1

2.57102 T 0.66



(6.74)

for Si at three different temperatures [146], as the
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Figure 6.10. The



dependent drift velocity, vd , for Si at three different temperatures

[63]. The carrier saturation velocity, vsat , decrease as the T increases.

As described in the previous section, the strong



in most solar cells occur between

the emitter-base and the base-BSF. In the simulated Si solar cell the



is large enough in

these regions that it could cause the carrier velocity to saturate, however this strong



occurs over a very narrow region, on the order of 20 nm. Because these regions are so
narrow, it is likely that carriers will not scatter while traversing this region, in which case
the carrier could overshoot the vsat .

6.9.4

Carrier Freeze-Out

Freeze-out occurs when the carriers no longer have enough thermal energy to be
excited. In Si this happens below 150 K (-123.15 °C) [200]. This is well below the
expected TO of terrestrial solar cells, and therefore will not be important in the TO range
of interest explored in this chapter. It is possible that solar cells in space could reach this

TO . This would occur when a satellite passes behind a planet or other celestial body.
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6.10 Simulation Results
Analytical models have been used by a wide number of groups to simulate solar cells
over a range of temperatures [52, 57, 84, 97], and additional results were reported by the
Author in Chapters 3 and 4.

These models can be predictive of the terminal

characteristics, especially when temperature dependent fitting parameters such as n and
Rseries are allowed to vary over temperature. These analytic models require simplifying
assuptions to be made, that makes it difficult to gain substantial insight into the sources of
the temperature dependencies of the terminal characteristic. The detailed numerical
model employed in this chapter can provide additional insights into the sources of the
temperature dependencies, by avoiding many of these simplifying assumptions, and
modeling the dependencies of the material parameters.
An additional concern regarding the need to use a detailed numerical model is that
the

d
appears to be constant near 25 °C. Green and Emery published results showing
dT

that the

d
is nearly constant from 0 °C to 80 °C for a Si solar cell [48].
dT

The

temperature dependencies of the J SC , VOC , FF and  were deemed to be so close to
linear, that in later publications a plot of the measured data was not included [48]. This
leads to the question of why go to the effort to use a detailed numerical model, if the
temperature dependence of  is essentially linear. While it is true that the  is linear
near 25 °C, the slope of that line depends on the temperature dependencies of the J SC ,

VOC and FF . Carefully modeling the solar cell can reveal the material parameter
dependencies that are causing the slope of the  . This will be discussed further in the
following subsection. In addition, the measurements over TO can help to verify the
simulated model.
By including the material parameter dependencies in the detailed numerical model,
the influence of each material parameter dependency can be determined. Some of the
device parameters can be modified, such as the layer thicknesses, doping levels, the
passivating layer and the optics. By varying these device parameters in the model, it
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might be possible to re-engineer the solar cell to have a better performance under a given
set of operating conditions.
A PERC Si solar cell developed by Green’s group at the UNSW[96], with a
measured  close to the world record 25% device [96], and published temperature
dependent terminal characteristics was used to validate the simulated solar cell. The
material parameter dependencies described in Section 6.3 through Section 6.8 have been
used in conjuction with the device parameters in Table 6.2 to simulate the terminal
characteristics and temperature dependent terminal characteristics. These results will be
compared in Section 6.10.1.

Table 6.2
Device parameters used in the simulations [96, 201, 202]
Device parameter

Value

Units

Emitter  n and  p

300x10-9

s

Emitter thickness, t E

0.1

um

Emitter N D

1x1019

cm-3

Base  n and  p

2x10-6

s

Base thickness

280

um

Base N A

1x1017

cm-3

Front surface

10

cm/s

Back surface

10

cm/s

Each of these device parameters have been based on the information found in
published literature [96, 201, 202]. The front surface of this solar cell is textured with
inverted pyramids. The front and back surfaces have been passivated with a Si0 2 layer.
Holes are then etched through the Si02 to connect the grid electrodes to the
semiconductor. Since the Si02 passivates the surface, it reduces the overall effective S n
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and Sp. The effective values of the S n and S p were adjusted to match the measured
terminal characteristics.
The simulated and measured terminal characteristics over temperature will be
evaluated in Section 6.10.1 and the temperature dependent terminal characteristics will be
evaluated in Section 6.10.2.

6.10.1 Comparison to Measured Devices
The terminal characteristics and the temperature dependent terminal characteristics
have been defined and discussed in Section 3.1 and Section 3.1.1. A single detailed
numerical model was used to simulate the terminal characteristics from 0 °C to 80 °C,
solid line in Figure 6.11. The simulated values are in good agreement with the measured
device characteristics, diamonds, over a wide range of TO . The simulated J SC Figure
6.11(a) is slightly higher than the measured values at each TO . The simulated VOC and
FF are very close to the measured data points. The simulated  is also relatively close

to the measured values.
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(a)

(b)

(c)

(d)

Figure 6.11. The terminal characteristics predicted by a single detailed numerical model
over a range of TO , solid line. Each of the terminal characteristics are relatively close to
the measured device characteristics, diamonds. (a) The J SC is slightly higher than the
measured characteristics near 25 °C. The (b) VOC and (c) FF are essentitally the same as
the measured data near 25 °C. The TO dependent terminal characteristics are shown in
Figure 6.12.

These results would likely be considered sufficient if the primary focus was to
simulate the terminal characteristics at one TO . The small 0.9% difference between the
simulated and measured J SC is likely caused by a difference in the measured and
simulated reflectivity. The measured reflectivity for the measured device does not appear
to have been published, so the measured reflectivity from a similar device was used. This

194
small difference could easily be remedied by adding additional shadowing to the model.
This would bring the terminal characteristics at one TO into even closer agreement, and
would likely be more than sufficient for a model developed to use at one temperature.
The shadowing however was not adjusted in the model, because it is unlikely that it
significantly improve the simulated

1 dJ SC
, which will be discussed in the follow
J SC dT

section.
Another interesting detail about the temperature dependence of the  is that it
appears to decrease linearly as the temperature increases, even though both the FF and

VOC decrease linearly, which could cause the  to decrease to the second power [48].
The  temperature dependence is closer to a linear fit because the
larger than the

1 dVOC
is 2-3 times
VOC dT

1 dFF
1 dFF
1 dJ SC
, and because the
nearly cancels the
in Si
FF dT
FF dT
J SC dT

solar cells. Leaving the  to follow the temperature dependence of the VOC . In addition,
as shown in Section 3.1.8, as the solar cell EG increases the
become larger than the
become larger than the

1 dJ SC
it is predicted to
J SC dT

1 dFF
1 dJ SC
. At even higher EG the
could eventually
FF dT
J SC dT

1 dVOC
1 d
, which will cause the
to become positive.
VOC dT
 dT

6.10.2 Analysis of Temperature Coefficients
The temperature dependent terminal characteristics are a good way to check the
temperature dependencies of the material parameters, used in the model. Figure 6.12
shows the measured, black diamonds, and the simulated results, red dots, temperature
dependent terminal characteristics 25 °C plotted with their associated terminal
characteristics 25 °C. The range of the terminal characteristics is ± 5% of the measured
device characteristics.

The simulated J SC Figure 6.12(a) is 0.9% higher than the
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measured value and the simulated

1 dJ SC
J SC dT

is 1/3 of the measured temperature

dependent terminal characteristics. The temperature dependent terminal characteristics
and terminal characteristics of the VOC Figure 6.12(b) and the FF Figure 6.12(c) are
essentially the same as the measured data. The VOC in the simulation is off by 1.5 mV
which is near the experimental error of the measurements. The

1 d
is the sum of the
 dT

1 dVOC
1 dFF
1 dJ SC
, the
and the
, Equation (3.4). So the difference between
VOC dT
FF dT
J SC dT
the simulated and the measured

1 J SC
1 d
is primarily caused by the
.
J SC dT
 dT
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(a)

(b)

(c)

(d)

Figure 6.12. The temperature dependent terminal characteristics at 25 °C predicted by the
detailed numerical model ploted versus the associated terminal characteristics at 25 °C,
red dots, compared to the measured device characteristics, diamonds. The terminal
characterics range is ± 1% of the measured characteristics. (a) The simulated J SC is
1 dJ SC
0.9% higher than the measured characteristics and the
is 1/3 of the measured
J SC dT

TO dependent terminal characteristics. The terminal characteristics and TO dependent
terminal characteristics of VOC (b) and FF (c) are essentitally the same as the measured
data. The simulated VOC causes the modeled η to be slightly smaller than the measured
1 d
value. The difference between the simluated and the measured
is caused by the
 dT
1 dJ SC
.
J SC dT
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The VOC , FF ,

1 dFF
1 dVOC
and
are primarily affect by the simulated
FF dT
VOC dT

recombination and resistivity. Because the simulated values for the VOC , FF ,
and

1 dVOC
VOC dT

1 dFF
are close to the measured device, it is likely that the T dependence of the
FF dT

simulated material parameters in the numerical model are close to the parameters in the
actual device.
While the J SC and

1 dJ SC
can be affect by the recombination, this is less common
J SC dT

in high quality solar cell. Because the

J SC , the

1 dJ SC
per °C is 1000 times smaller than the
J SC dT

1 dJ SC
is much more sensitive to absorption, reflectivity and the incident
J SC dT

solar irradiance near the bandgap edge. Additional measurements and further research
are needed to better understand the affect of each of these factors.
The reflectivity and the incident solar irradiance near the bandgap edge can cause the
1 dJ SC
to increase or cause it to be zero. If there is no incident solar irradiance near
J SC dT

the bandgap edge or it is being reduced to zero by the reflectivity, the

1 dJ SC
of the
J SC dT

solar cell can be zero or even negative. If there are spikes in the irradiance produced by a
solar simulator near the EG , the can be much higher than if the solar cell was measured
under the AM1.5 standard spectrum. These spikes produced by the solar simulator light
source are generally considered acceptable, because they do not significantly affect the

J SC measured at one TO .
In the MPF the temperature dependent narrowing of the electrical EG was used to
shift the absortion model, Section 6.3.3.1.1. Initially when the model was developed it
was thought that this would not significantly affect the J SC .

However, due to the
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sensitivity of the

1 dJ SC
, this may have over simiplified the actual temperature
J SC dT

dependence of the optical     .
Another factor that is likely affecting the simulated results, is that the simulations
were performed in 1-D which simplifies the 3-D light-trapping of the real device. This
will affect the absortion in the Urbach tails, since this absorption is strongly dependent on
the light-trapping path length.
It is believed that by ultilizing additional measurements and improving the
parameters used in this model, the difference between the measured and predicted
1 dJ SC
can be reduced.
J SC dT

6.11 Summary and Conclusions
Detailed numerical models are useful tools to simulate and analyze the terminal
performance and the internal operating conditions of solar cells. The information gained
from developing and analyzing these models can be invaluable when endeavoring to
improve the peformance of a solar cell. Part of the reason this is ture is that these models
require fewer assumptions to be made compared to analytical models. This allows these
types of models to more accurately simulate the solar cell performance over a range of
operating conditions.
In this chapter an MPF has been developed to simulate the terminal characteristics
and temperature dependent terminal characteristics of a high efficiency Si solar cell over
a wide TO range, 0 °C to 80 °C. In order to do this the MPF needed to contain material
parameter dependences, such as the temperature, doping density, minority free carrier
concentration and electric field dependencies for a wide range of material parameters.
Some of the dependencies used in the MPF are phyiscs based relations while others
are semi-emprical fits to meausred data. The MPF used in the this chapter includes over
75 temperature, doping density, minority free carrier concentration and electric field
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dependencies, and this is one of the most advanced models used to simulated the
perforamnce of a solar cell.
The results of Section 6.10.1 show that the simulated J SC , VOC FF and  match the
modeled device near 25 °C. This would be considered a good fit if the model was used to
simulate the solar cell at this particular TO . However, the goal of this work was to
simulate the performance of a Si solar cell over a wide range of TO using a single model.
The simulated VOC and FF match the characteristics of the measured device over
most of the TO range. This indicates that the recombination, mobility and resistivity
material parameter dependencies are likely close to those in the actual measured device.
There may be some additional effects at higher TO that are not being fully accounted for
in the model. One possible source of the difference could be the 3-D resistivity effects,
which are expected to change over the range of TO . This is due to the fact that the
resistivity and bias-point loss both increase as the TO increases.
The simulated J SC appears to be causing the  to deviate from the measured values
as the TO increases.

This could be due to the measurement spectrum, refectivity,

temperature dependent     and the 1-D optics model used in these simulations, which
may have over simplified the absorption in the Urbach tails.

The temperature

dependence of the J SC turned out to be significantly more sensitive then was originally
anticipated.

6.11.1 Future Work
This work has clearly shown that by including the necessary dependencies it is
possible to simulating a solar cell over a wide range of TO . This model could be further
improved by modeling the Urbach tails more carefully and by comparing the simulation
results to addition measurements done on the exact same device. Useful measurements
include temperature dependent dark J  V , IQE or EQE and resistivity. The IQE or EQE
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would be particularly useful in validating the     model. Additional measurements
and simulation of the 3-D optics and resistivity could also be used to improve the
simulation results.

201

7. CONCLUSIONS

The temperature dependent performance of solar cells is very important for real world
applications. In this work measure devices performance and a variety of models have
been used to understand the source of many temperature dependences. The results of this
research have been influential in the DARPA Very High Efficiency Solar Cell program.
It was also presented in the ARPA-E Solar Beyond Grid Parity: Spectrum-Efficient Solar
Energy for Dispatchable Electricity or Fuels workshop and was utilized in preparing the
Full-Spectrum Optimized Conversion and Utilization of Sunlight funding opportunity
announcement. These results have been published in numerous publications and will
continue to be used by researchers to understand the temperature dependent operation of
solar cells. Five conclusions have been presented in this work.
Conclusion #1: Improving the VOC will not always yield a better

1 d
 dT

While it may seem logical that improving the VOC will always improve the

1 d
,
 dT

this is not always the case. Section 3.1.8 showed that while increasing the EG of a solar
cell will increase the VOC , it can also cause the
caused by the

1 d
to become worse. This is primary
 dT

1 dJ SC
. A similar effect occurred in Section 5.6, while reducing the
J SC dT

number of grid lines decreased the shadowing which increased the J SC and therefore the

VOC , it also leads to a worse

1 d
.
 dT

Conclusion #2: A solar cell with the highest  may not have the best

1 d
 dT

202
Sections 3.2.2, 4.3.4 and 5.6 each showed that the design with the best  at one TO
is usually not the solar cell design with the best

1 d
1 d
. The degraded
can lead to
 dT
 dT

an overall lower  at higher TO , which is important when designing a solar that will
operator over a range of temperatures.
Conclusion #3: A solar cell with the highest  or with the best

1 d
may not
 dT

yield the best performance over a range of temperature
Due to the fact that a solar cell with one design can have the highest  while a solar
cell with another design can have the best

1 d
(conclusion #2), and because there is a
 dT

trade-off in performance between the two designs, in most cases the design with the best
performance over a range of TO will not have the highest  or the best

1 d
.
 dT

Therefore, optimizing for either will lead to a design with a lower performance over a
given range of TO .
Conclusion #4: Need to optimize for the best yearly performance
Since optimizing for the highest  or the best

1 d
will not produce the best
 dT

performance over a range of temperatures (conclusion #3), another metric will be needed
to optimize the solar cell. One way to do this is to identifying a characteristic TO . This
would be similar to the AM1.5 solar spectrum, which is characteristic spectrum for a
standard solar year. A possible better method for optimizing the yearly performance
would involve optimizing the solar cell using a set of TO and solar spectra throughout the
year. A number of yearly performance metrics can be used to optimize the solar cell
design for real world use.
Possible optimization metrics:
o Highest kWh out per year
o Lowest LCOE
o Higher energy during a particular season
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 Need more energy during the Summer
 More efficient during the Winter
o Most beneficial for the power grid
 Reduce the peak load
 Broad over the entire day
o Longest system lifetime
As the number of installed solar cells increase, the most important metric may
become the design that is most benefical to the power grid.
Conclusion #5: A detailed numerical model can be used understand the
operating condition dependencies
The simulation results presented in Section 6.10.1 and Section 6.10.2 showed that a
solar cell can be modeled over a wide range of temperatures with a single detailed
numerical model. The simulated results showed good agreement with the measured
values for the terminal characteristics J SC , VOC , FF ,  ,
1 dJ SC
J SC dT

and

1 dVOC
1 dFF
and
. The
VOC dT
FF dT

1 d
were likely limited by the reflectivity and the T dependent
 dT

absorption model used.

7.1

Future Work
The results in Section 4.3 are being used by various groups submitting project

proposal to the funding opportunity announcement Full-Spectrum Optimized Conversion
and Utilization of Sunlight. This work is being used to identify materials that would be
optimal for various system designs.
The resistivity model Section 5.6 was for a base case with low concentration and
zero resistivity in the grid and busbar bar electrodes. This work can be extended by
modeling cases with higher concentrations, as well as cases which include finite
resistance in the grid electrodes and in the busbar.

Including either of these will

significantly increase the temperature dependent affect of the resistivity and the biasing
point loss.
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The detailed numerical model presented in Section 6.10.1 showed that the
temperature dependences of solar cells can be simulated over a range of temperatures.
The MDF can be inhanced by improving the Urbach tails model, modeling the 3-D lighttrapping optics and including a better estimate of the 3-D resistivity losses.
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A. PHYSICAL CONSTANTS

Table A.1
Table of physical constants
Constant

Value

Units

c

2. 99792458x108

cm/s

q

1.602 x10-19

C

k

8.6173324 x10-5

eV/K

h

4.135667516 x10-15

eV s

m

9.10938188x10-31

kg
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B. SIMPLE TEMPERATURE DENPENDENT MODELS

B.1 Estimating the Short Circuit Current Density
Creating reliably solar cell models that can be embedded into optics simulation tools
have proven to be very useful to optics and system designers [159]. By simulating the
optics and solar cells together, the system designers are able to evaluate tradeoffs and
predict real world performance of the complete solar module. The author has published
four papers on creating these simple embeddable solar cell models. Paper 1 explored the
capability of these models [205]. Papers 2 and 3 extended these models to work over a
large range of geometric concentrations [56, 206].

Paper 4 focused on adding

temperature dependent JSC(T) to these models, which can be found in [117].

This

allowed the solar cell operating temperature, T, to be including in the calculation, which
is important optimizing real world performance.1

B.1.1 Temperature Dependent JSC

As discussed in section 2.4.1, curve-fits have been applied to experimentally
measured JSC values over a range of temperatures [164, 207, 208], while these types of
models do estimate the JSC as a function of temperature, they do not incorporate a way for
the spectrum modeled to change.

J SC  q 

i ( )
IQE ( )d 
hc / 

(B.1)

Here i ( ) is the wavelength dependent photon flux density that is not reflected off
of the front surface of the solar cell and not blocked by the grid lines [209].

Sections B.1.1 through B.1.3 are based on the paper “A method for estimating
temperature dependent short circuit current” by J. R. Wilcox A. W. Haas, J. L. Gray and
R. J. Schwartz, which was published in the Photovoltaic Specialists Conference (PVSC)
proceedings, 2011 37th IEEE ({Wilcox, 2011 #95}). ©2011 IEEE.
1
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The EQE can be measured or modeled. Without this method for estimating the JSC,
EQE would need to be measured at every temperature of interest. This method can be
combined with existing VOC(T) and FF(T) models to calculate the efficiency of the solar
cells by Fan and others [52, 104].

B.1.2 Quantum Efficiency
Factors that significantly affect the quantum efficiency include shadowing, Fresnel
reflection, absorption, transmission and recombination. Other factors include photon
coupling, actual shape of the absorption curve, standing waves and dead layers. Of these
factors photon absorption appears to be the most significant temperature effect for many
high quality solar cells [164].

(a)

(b)

Figure B.1. (a) GaInAs EQE measured at a range of temperatures. Both the low and high
energy portions of the EQE are temperature dependent. (b) Comparison of the GaInAs
JSC(TO) calculated using EQE measured at three temperatures, with the 25º C EQE shifted
over a range of operating temperatures (after [117] © 2011 IEEE).
B.1.3 Optical and Electrical Bandgap Comparison
This equation requires the bandgap energy [210]
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EG (T )  EG _ 0 K 

T 2
 T ,

(B.2)

which can be calculated using material dependent parameters α and β, as well as the
bandgap energy at 0 K, EG_0K. These parameter varies widely between semiconductor
materials. This is one method for calculating the bandgap energy, other methods for
calculating the bandgap will be covered in section 6.3.4.1.

Figure B.2. Varshni bandgap coefficients for a wide variety of semiconductor materials.
(after [117] © 2011 IEEE).
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Figure B.3. Bandgap energy temperature dependence for a wide variety of semiconductor
materials in Figure B.2.

The calculated electrical ΔEG(TO) for the Ge indirect [211], Ge direct [212],
GaIn0.03As0.97 direct [213] and GaInP direct [208] bandgaps, are plotted with the
optical ΔEG(TO) extracted from the measured GaInP/GaInAs/Ge tandem stack EQE
reported by Kinsey, et al. [164] are shown in Figure B.1. The Ge EQE was cutoff near
the bandgap so the optical ΔEG could not be calculated.
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(a)

(b)

Figure B.4. (a) Calculated electrical ΔEG(TO) for the GaInP, GaInAs and Ge bandgaps in
this tandem solar cell, and measured EQE optical ΔEG(TO) for GaInAs and GaInP. (b)
GaInAs EQE shifted by GaInAs electrical ΔEG(TO) to 25º C (after [117] © 2011 IEEE).

This method makes it possible to use an EQE measured at one temperature to
estimating the JSC(T) over a range of temperatures.

B.2 Estimating the Reverse Saturation Current Density
A method for estimating the reverse saturation current over a short temperatures
range of interest has been developed by the author2. This method only requires the
saturation current density at 300 K, the bandgap at 300 K and the expected operating
temperature of the solar cell. These simple embeddable compact models have proven to
be very useful to optics and system designers [159, 205]. This model can be used before
specific materials are chosen and material dependent parameters are known. This method
is useful for approximating the optimal bandgaps in multijunction concentrator solar
cells, for an average spectrum or to maximize yearly energy. Then more accurate models
can be used to fine tune the bandgaps.

2

Sections B.2.1 through B.2.2 are based on the paper “Estimating saturation current
based on junction temperature and bandgap” by J. R. Wilcox A. W. Haas, J. L. Gray and
R. J. Schwartz, which was published in the 7th International Conference on
Concentrating Photovoltaic Systems, 2011 ({Wilcox, 2011 #99}). ©2011 PSE AG.
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The development of this curve-fit method is a five step process. First, the state-ofthe-art J O fit is used to calculate the J O for each of the semiconductors under
considerations at 300 K. Second, KP is found using equation (B.3) for each of these
materials at 300 K. Third, the bandgap for a range of temperatures is found using the
data plotted in Figure B.2 (a), these bandgaps are then used to calculate J O using
equation (B.3) for each material over the range of temperatures. This assumes that the KP
does not change with temperature. Fourth, slope intercept curve-fits are applied over the
range of materials at each temperature. Fifth, polynomial curve-fits are applied to the
slope and then to the intercepts over temperature. The terms of the S’ and I’ polynomials
are given in Table 5.1 and Table 5.2, which are used in Equation (5.5) and then Equation
(5.4).

B.2.1 JO Thermal Effects
Each of the three common recombination mechanism, Radiative, SHR and Auger
recombination can be written in this general form of the JO, which contains a variety of
temperature dependencies [52, 63].
J O (T , EG (T ))  K P (T )T

3

n

  E (T ) 
exp  G

 n kT  ,

(B.3)

Here KP(T) is constants and additional temperature dependencies specific to the
recombination mechanism. This equation is derived in Section 3.1.8. This equation
requires the bandgap energy.

One method for calculating the bandgap energy was

described in section B.1.3, other methods for calculating the bandgap are covered in
Section 6.3.4.1.

B.2.2 JO Curve-Fit Model
Pseudo data was generated for the materials in Figure 5.2, using the JO in Section
B.2.1. KP(T) was assumed to be temperature independent, n was assumed to be 1 and a
state-of-the-art curve-fit was used for the JO at 300 K [87].
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JO  300 K , EG,300 K   exp  40.5 EG,300 K  20.8538

(B.4)

Other models such as the Shockley-Queisser limit can be used to calculate the JO at
300 K.
The data was fit using polynomials for the slope, S(T), and intercept, I(T) inside of
the exponential term KO(T).

J O T , EG,300 K   KO (T ) J O  300 K , EG,300 K 

(B.5)

KO (T )  exp  S ' T  * EG,300 K  I '(T ) 

(B.6)

The JSC can be estimated by using a linear fit [207] or by shifting the IQE [117]. The
difference between the pseudo data and the curve-fit model described was approximately
½kT at 350 K.
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C. SIMPLE ANALYTICAL AND NUMERICAL METHODS FOR
FINDING THE TERMINAL CHARACTERISTICS

The terminal characteristics are used to analyze the performance of solar cells. The
most commonly used terminal characteristic for characterized solar cells are the short
circuit current for the open circuit voltage, VOC, the maximum power current J MP
maximum power voltage, VMP the fill factor , FF and the conversion efficiency ,η. The
FF is defined as

J MPVMP
J SCVOC ,

(C.1)

J MPVMP
,
PIn

(C.2)

FF 
and η is defined as


where PIn is the incident power.

These parameters make it easy to compare solar cells, and they are commonly
measured empirically and simulated. This appendix will describe a variety of approaches
to solve for these characteristics.
Solar cells can be simulated using a variety of models, which can be divided into
analytical model and numerical models. When solar cells are modeled numerically, the
terminal characteristics will be extracted from the numerical solution. When simulating
solar cells with analytical models, it would be preferable to be able to solve for all of the
terminal characteristics analytically, however due to the multiple non-linarites in solar
cells, this is not always possible.
The vast majority of solar cell models first solve for JSC and then use it to estimate
the other terminal characteristics. Methods for finding the JSC were described in Sections
3.1.4 and Appendix B.1. The most common analytical model is the ideal diode equation,
which is also called the intrinsic diode model. Often, series resistance, RSeries , shunt
resistance, RShunt , and a semiconductor ideality factor are used added allow the analytical
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model to more closely match measured J-V curves. This is often called the extrinsic
diode model.
Since the dominate recombination mechanism can change as the terminal voltage of
the solar cell changes, 2 or more diodes in parallel have been used to more closely match
the measured devices over the entire J-V curve. When a single diode model is used to fit
a measured devices with a changing dominate recombination mechanism, RSeries , RShunt
and n are used to force the FF of the model to match the measured device. This leads to
a J-V curve that matches the JSC, VOC and FF, but does not match well over the rest of the
J-V curve. It is even more difficult to use a single diode to simulate a solar cell over a
range of temperature or solar concentration. Furthermore, it would be valuable to be able
to solve for the terminal characteristics for multiple junctions connected in series.
The terminal characteristics are typically found using analytical approximations,
fitting analytical models or found numerically. The analytical approximations can be
used on single diode models which will be summarized in Section C.1. Often when these
analytical models can not be used, various Newton Methods are used to numerically
estimate the terminal characteristics. Section C.2 will summarize a set of approaches that
can be used to solve for the terminal characteristics in a variety of cases using bisection
approaches.

Some of these methods can be used to when multiple junctions are

connected in series.

C.1 Analytical Approximations
Simple analytical approximations are by far the easiest way to estimate the terminal
characteristics. When modeling a single diode, the VOC can be found analytically.

VOC 

nkT  J SC  J O 
ln 
,
q
 JO 

(C.3)

where n is the semiconductor ideality factor, k is Boltzmann’s constant, T is the
temperature, q is the electric charge and JO is the saturation current density.
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A variety of analytical approximations have been developed by Martin Green and
others, these analytical approximations are highly accurate and are summarized in a paper
by Green [111]. These approximations can be used when modeling a single diode.
Not only are these approximations highly accurate for a wide variety of conditions,
they can also be used over a broad range of temperatures. The VOC used is normalized by
nkT/q therefore the terminal characteristic can be calculated so long as the normalize VOC
is within the allowed range.

C.2 Numerical Solutions
A variety of numerical models have been developed to approximate the FF.
Commonly various Newton methods have been used for a variety of cases [214]. While
this is a straight forward approach for solving for the terminal characteristics, it can also
be computational intensive when simulating a large number of simulations.
A number of bisection methods have been developed at Purdue to find the FF, for
various cases. These methods converge to the solution in log O iterations and can
calculate the solution to the desired level of precision. This is a great benefit when
simulating a large number of scenarios for parameter studies.
A

summary

of

these

approaches

are

shown

in

Table

C.1

Shows under what conditions each of the bisection approaches can be used numerically
finding the FF., where N is the number is the number of junctions connected in series and
M is the number of diode connected in parallel. The approach in Section C.2.1 was
developed by Gray [215], this approach was used to find the terminal characteristics in
[87]. The remaining approaches were developed by the author.
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Table C.1
Shows under what conditions each of the bisection approaches can be used numerically
finding the FF.
Section

Parasitic resistance

Junctions

Parallel connected diodes

RSeries

RShunt

C.2.1 [215],

finite

∞

N

1

C.2.2

0

finite

1

M

C.2.3

finite

finite

1

M

C.2.4

finite

∞

N

3

C.2.5

finite

finite

N

M

Care must be taken when using bisection or Newton’s method to find the terminal
characteristics. A local maximum can be found if the analytical model causes more than
one peak in the power out, P.

C.2.1 Bisection Approach: N Junctions with 1 Diode in each Junction and Infinite
Shunt Resistance
A bisection approach was developed by Gray [215], which can find the J MP and VMP
of a series connected tandem solar cell with N junctions with 1 diode simulating each
junction and finite RSeries .
This approach can solve for J MP and VMP to a desired level of precision log O.,
where O is the number of simulation points needed to reach the desired precision. The
equation for one junction is,

  q(V  JRSeries )   V  JRSeries
J  J SC  J O exp 
  1 
nkT
RShunt .
 
 

(C.4)

Next, solve for V and sum the voltage from each junction in series when RShunt =0.
N  n kT
 J SC  J O , j  J  
 j
V  
ln 
   JRSeries ,

J
j 1  q
O
,
j

 


(C.5)
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Where JSC is the short circuit current for all of the series connected tandem solar cell
junctions. The VOC can be found when the J through each of the junctions in the stack is
zero.

 n j kT  J SC  J O , j  
VOC   
ln 
  ,
 J
j 1  q
O
,
j

 

N

(C.6)

Insert Equation (C.5) into the power out equation.
N  n kT
 J SC  J O , j  J   2
 j
P  JV  J  
ln 
   J RSeries

J
j 1  q
O
,
j

 
,


(C.7)

Take the derivative of P with respect to J.

dP N  n j kT  J SC  J O , j  J   N  n j kT
J

 
ln 
 
 2 JRSeries



 j 1  q  J  J  J  
dJ j 1  q
J
O, j
SC
O



 

(C.8)

Bisection can be used from 0 to JSC to solve for the J that will cause Equation (C.8)
to equal to zero. This J is the J MP , VMP can be found by solving Equation (C.5) when V=

VMP .

C.2.2 Bisection Approach: M Number of Diodes and Zero Series Resistance
A bisection approach has been developed to find J MP and VMP for a single junction
with M number of diodes (recombination mechanisms) in parallel and an RShunt . This
method is not limited by the order of the ideality factor of the diodes. The RSeries must be
equal to zero, an approach for adding RSeries will be discussed in Section C.2.3.
M 

 q(V  JRSeries )    V  JRSeries

J  J SC    J O ,i exp 
  1  
n
kT
RShunt
i 1 
i

  



(C.9)

First assume that RSeries =0.
M 
  qV    V

J  J SC    J O ,i exp 
  1  
n
kT
i 1 

  i    RShunt

(C.10)
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With more than one diode in parallel, the VOC can be estimated by calculating the
VOC of each diode individually and then assuming that the recombination mechanism
with the lowest VOC is the dominate recombination mechanism at the VOC point. The

RShunt is assumed to be infinite.

 n j kT  J SC  J O , j  
VOC  min 
ln 
 
 J
O
,
j
 q

 

(C.11)

The VOC can be found more accurately by using bisection to solve for the V that
makes Equation (C.10) equal zero. The bisection V search range is from 0 to the largest
VOC for an individual recombination mechanism. This approach will always find the VOC,
since the RShunt will lower the VOC from the ideal cases where RShunt is infinite, which was
solved for in Equation (C.11).
The J MP and VMP can be found by inserting Equation (C.8) into the power out
equation.


 V 2
 qV 
P  VJ  VJ SC   VJ O,i exp 
  VJ O ,i  
i 1 

 ni kT 
 RShunt
M

(C.12)

Take the derivative of P with respect to V.
M 
 qV 
 qV 
dP
qV

 2V
 J SC    J O,i exp 
exp 
  J O ,i
  J O ,i  
dV
ni kT
i 1 
 RShunt
 ni kT 
 ni kT 


(C.13)

Bisection can be used from 0 to the VOC to solve for the V that will cause Equation
(C.13) to equal zero. This V is the VMP , J MP can be found by solving Equation (C.9)
when V= VMP .

C.2.3 Bisection Approach: 1 Junction with M Number of Diodes, with Finite Series
and Shunt Resistances
The bisection approach in Section C.2.2 can be used to find J MP and VMP for 1
junction with M diodes and RShunt , however, RSeries must be equal to zero. In this section
the RSeries restriction will be removed. This is possible by using the node voltage between
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the series resistor and the diode. This eliminates the need to know the value of J to solve
Equation (C.9).
The first step is to substitute the node voltage, V’, into the power out equation.

P  JV  J V ' JRSeries 

(C.14)

Where the terminal voltage, V, is defined as

V  V ' JRSeries .

(C.15)

P  JV ' J 2 RSeries

(C.16)

.
Now distribute the J.

Solve for the derivative of P with respect to V’.

dP
d

 JV ' J 2 RSeries 
dV ' dV '

(C.17)

dP
dJ
dJ
V '
 J  2 JRSeries
dV '
dV '
dV ' .

(C.18)

Which give the terms,

Need equations for

dJ
and J to use bisection to find when the derivative goes to
dV '

zero.
The equation for J can be found by substituting in the node voltage, V '  V  JRSeries ,
into Equation (C.9).
M 
   qV '    V '
J  J SC    J O ,i exp 
  1  
n
kT
i 1 
   i    RShunt

(C.19)

This equation no longer contains a J in the right hand side, and therefore can be used
with bisection.
Find the derivative of J with respect to V’. This equation also does not contain a J on
the right hand side.
M  qJ
 qV '  
dJ
1

   O,i exp 
 
dV '
i 1 
 ni kT
 ni kT   RShunt

(C.20)
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Just like in Section C.2.2, with more than one diode in parallel, the VOC can be
estimated by calculating the VOC of each diode individually and then assuming that the
recombination mechanism with the lowest VOC is dominate at the VOC point. The RShunt is
assumed to be infinite. The RSeries will have no effect on the VOC.

 n j kT  J SC  J O , j  
VOC  min 
ln 
 
 J
O
,
j
 q

 

(C.21)

The VOC can be found more accurately by using bisection to solve for the V that
makes Equation (C.9) equal zero, when J=0 mA/cm2. The bisection V search range is
from 0 to the largest VOC for an individual recombination mechanism. This approach will
always find the VOC, since the RShunt will lower the VOC from the ideal situation where

RShunt is infinite, which was solved for in Equation (C.11).
The J MP and VMP can be found by using bisection from 0 to the VOC, to solve for the
V’, which will cause Equation (C.18) to equal zero. To find J MP simplify solve Equation
(C.19) when V '  V 'MP , then solve for the VMP at the terminal using the node voltage
equation, Equation (C.15), when V '  V 'MP and J  J MP .

C.2.4 Bisection Approach: N Junctions with Radiative, Auger and SHR
Recombination (Cubic Solution), and Infinite Shunt Resistance
The approach described in this section can be used with analytical models that
contain N junctions to find J MP and VMP . Each junction can contain radiative, Auger and
SHR recombination and each junction is connected to the next junction with an RSeries .
This approach will not accommodate finite RShunt .
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 q(V  JRSeries )  
J  J SC  J O , Rad exp 
  1 ...
kT

 


 q (V  JR )  
Series 

 J O , Auger exp 
 1 ...
2 kT


 
3

 


(C.22)


 q(V  JRSeries )   V  JRSeries
 J O , SHR exp 
  1 
2kT
RShunt

 

First, use a change of variable, v ' 

q(V  JRSeries )
, and assume that RShunt is infinite.
2kT

J  J SC  J O , Rad exp  2v '  1  J O , Auger exp  3v '   1 ...
 J O ,SHR exp  v '  1

(C.23)

Next, distribute the saturation current densities.

J  J SC  J O , Rad  J O, Rad exp  2v '  J O, Auger  J O, Auger exp  3v ' ...
 J O ,SHR  J O ,SHR exp  v '

(C.24)

Combine all of the non-exponential terms, j '  J  J SC  J O, Rad  J O, Auger  J O,SHR .

0  J O, Auger exp  3v '  J O, Rad exp  2v '  J O, SHR exp  v '  j '

(C.25)

The solutions of v’ can be solved for using the general cubic polynomial solution,
because each of the diode saturation current densities have the same sign, a simpler
analytical solution may be available. The VOC can be found using the analytical solution
of the Equation (C.25) when J is zero. The J MP and VMP can be found in a similar manor
to the approach described in Section C.2.1.
This approach can be used with any polynomial that has an analytical solution.
There is a general analytic solution for the quartic polynomial function, which was
developed by Lodovico Ferrari, through using this general solution might be more
difficult than using a numerical solution. There are also solutions for specific higher
order polynomials. If an analytical solution to the polynomial does not exist the roots can
be found numerically. However, if an analytical solution is not available, rather than
numerical solve for the roots, it might be easier to use the approach described in Section
C.2.5.
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C.2.5 Bisection Approach: N Junctions with M Diodes and a Shunt Resistance in
Each Junction, with Series Resistance
The global J MP and VMP for the case with N junctions connected in series, with M
diodes and a shunt resistance in each junction, as well as a global series resistance can be
solved using an approach similar to Section C.2.3. The Vj of each junction can be found
for the first bisection by using bisection to solve for when ΔJ in Equation (C.26) is equal
to zero.
M 
   qV '    V '
J  J SC    J O,i exp 
J
  1  
n
kT
R
i 1 
i
Shunt
  
  

(C.26)

C.2.6 Sumary
In some cases it is possible to use an analytical solution to solve for the J MP and

VMP .

However, in many other cases, particularly cases involving more than one

recombination mechanism, this is not always possible. In these cases, the solution can
found by using a numerical solver or a brute force technique. Solving for the J MP and

VMP using brute force can require a significant amount of CPU time compared to using a
numerical solver.
The bisection approaches presented in this appendix can find the J MP and VMP in a
variety of cases. The approaches can be used when numerical solver are not available.
They also might be easier to implement and could be faster than using built-in numerical
solvers.
In addition, the bisection approaches can be easily adapted to be use in other cases.
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D. A METHOD FOR FINDING THE OPTIMAL MULTIPLE
JUNCTION SOLAR CELLS EFFICIENCY

A method has been developed for finding the optimal peak η of independently
connected multiple junction solar cell system. This method can be used to find the
optimal peak η to a junction EG resolution of 0.001 eV, from 2 to an arbitrary number of
junctions. This is resolution is below the repeatability of current semiconductor growth
technologies. Using a cluster of CPUs the resolution could be enhanced to 0.0001 eV or
lower.
This method can also used to find the optimal peak η for series connected solar cell
junctions, assuming that the J MP is same in each junction at the optimal η. It may be
possible to adapt this method further to eliminate the need to make this simplifying
assumption.
Solving for the optimal peak η above a few junctions using brute force, testing every
possible solution, is not possible due to the total number of potential solutions to
evaluate. Numerical methods can be used to seek the optimal peak η for each number of
junctions. However, since the solution space is not smooth, using a solar spectrum, these
methods do not guaranty that the global peak η has been found. The method described in
this appendix will find the global peak η. It finds the global peak η for each number of
junctions, by keeping track of all of the peak η values for the case with one less junctions.
This is possible due to the symmetry of the system.

D.1 Example Solution
The method starts by find the η values for the all of the possible combinations of two
junctions, Figure D.1. Using these solutions it is easy to find the global peak η for 2
junctions.

243

Figure D.1. The 2 junctions peak system conversion efficiency and the corresponding 2D system conversion efficiencies plotted for all possible top junction and bottom junction
combinations.

The method then uses the η solutions for the two junction case, shown in Figure D.1,
to find the global peak η for the three junction cases, Figure D.2. This is done by adding
a 3rd junction below the other 2 in every cases and then storing the highest η for each
combination of 1st (top) junction and 3rd (bottom) junctions. The global peak η for the 3 is
shown in Figure D.2.
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Figure D.2. The 3 junctions peak system conversion efficiency and the corresponding 2D system conversion efficiencies plotted for all possible top junction and bottom junction
combinations.

The process is then repeated by adding a 4th junction under the 3rd junction and so
forth. Figure D.3 shows the peak efficiency solution for 10 junctions. The process can
be continued until all of the possible bandgap energies in the model have been filled.

Figure D.3. The 10 junctions peak system conversion efficiency and the corresponding 2D system conversion efficiencies plotted for all possible top junction and bottom junction
combinations.
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D.2 Multi-threaded
This method can be multi-threaded by solving for one top junction EG and all of the
possible bottom junction EG at a time. This is done by finding the highest η for all
possible bottom junction EG for the one top junction EG. This values will be stored in
array for each number of junctions. The EG of the optimal solution can also be stored in a
separate array if desired. After doing the same thing for each of the possible top junction
EG, the highest η in the array for each number of junctions will be evaluated to find the
global optimal peak η for that number of junctions.
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E. PROPERTIES OF J-V CURVES

This appendix briefly examines the terminal characteristics and J-V curves of single
junction solar cells. These characteristics are helpful in understanding the similarities
and the differences in temperature dependencies.

E.1 Shifting the J-V Curves by the Difference of the VOC
This section answers the question, if two J-V curves have the same diode ideality
factor, n, temperature, T and short circuit current, JSC, but different JO values, can the first
be shifted over in voltage to match the second J-V curve?
Voltage, V, of each J-V curve for a current, J (assuming RShunt is infinite) is
V1 

nkT  J SC  J O ,1  J
ln 

q
J O ,1


nkT  J SC  J O ,2  J
V2 
ln 

q
J O ,2



  JRSeries


  JRS Series


.

(E.1)

The voltage difference, ΔV, between the curves for each value of J,

V  V2  V1 .

(E.2)

Substituting in V1 and V2,
V 

nkT
nkT
ln  J SC  J O ,2  J  
ln  J O ,2 
q
q
.
nkT
nkT

ln  J SC  J O ,1  J  
ln  J O ,1 
q
q

(E.3)

Which can be simplifed to,

V 

kT  J O ,1  kT  J SC  J O ,2  J
ln 
ln 

q  J O ,2  q  J SC  J O ,1  J


 .


(E.4)
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E.1.1 Case 1: J Away from JSC
If JSC-J >> JO1 and JSC-J >> JO2, the second term becomes zero. (Valid along most of
the J-V curve, except when J~=JSC).

V 

nkT  J O ,1 
ln 
 J 
q
 O ,2 

(E.5)

E.1.2 Case 2: J Near JSC
If JSC-J ~= JO1 and JSC-J ~= JO2, Eqaution (E.4) simplifies to,

kT  J O ,1  kT  J O ,2 
ln 
ln 

.
q  J O ,2  q  J O ,1 

(E.6)

kT
kT
kT
ln  J O ,1  
ln  J O ,2  
ln  J O ,1 
q
q
q
.
kT

ln  J O ,2 
q

(E.7)

V 
Which rewritten becomes
V 

All of the terms cancel.

V  0

(E.8)

Figure E.1 shows the J-V curves with the same values for JSC, T and n, and different
values of JO. The curve J-V for JO,1 is shifted by the difference of VOC,1 and VOC,2. Which
shows that the shape of the two J-V curves are nearly identical. This figure also shows
that the max power point changes as the VOC changes.
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Figure E.1. The blue curve shows the J-V curve with the JO,1=1x10-29 mA/cm2. The red
curve shows the J-V curve with the JO,2=1x10-6 mA/cm2. The red dot-dash line shows the
JO,1 curve shifted by the difference of VOC,1 and VOC,2, which matches the JO,2 curve. The
max power point changes as the VOC changes.

E.1.3 Summary
How do the max power points compare for J-V curves with the same values for JSC,
T and n, and different values of JO.
1. The max power voltage and the max power current will be unique for each
value of JO.
2. The max power point could be accurately calculated from a shifted J-V curve, if
JSC- J MP >> JO,2.
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F. TEMPERATURE DEPENDENT BANDGAP NARROWING

A number of semi-empirical temperature dependent EG narrowing fits have been
developed.

Each of these semi-empirical EG fits have developed by matching

measurement data. Some of these fits are a better match to the measured data over
various ranges of temperature. Tyically a fit has a range over which it is a good fit of the
data. Many of the Si fits in this appendix are compared in Figure 6.7.
Both the direct and indirect bandgaps in a semiconductor material change as a
function of temperature. This is particularly important for semiconductor materials in
which the direct and indirect bandgaps are close in energy, such a Ge.

F.1

Common Varshi equation
The Varshni equation is the most common semi-empirical temperature dependent

bandgap energy equation. This equation gives a good fit to the data over a wide range of
temperatures and may be favored for its ease of use [210].

V T 2
EG  EG ,V (0) 
V  T

(F.1)

Here EG ,V (0) is the bandgap energy at zero K , αV is a coefficient and βV is thought to
be related to the Debye temperature, however in some cases, such as Diamond and SiC it
can be negative [210].
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Table F.1
Si and GaAs bandgap coefficients for Varshni’s semi-empirical bandgap equation.
Substance

Si

GaAs

V

V

(x10-4)
[eV/K]

[K]

Debye
[K]

1.1557

7.021

1108

645

1.170

4.73

636

[16
8]

1.1692

4.9

655

[98]

1.5216

8.871

572

1.1517

5.5

225

20<T<500

[21
6]

1.5194

10.6

671

2<T<280

[21
7]

1.1519

8.95

538

10<T<300

[21
8]

1.515

5.5

255

77<T<600

[21
9]

Type of
Gap

EG,V(0)
[eV]

Indirect

Direct

Recommend Ref.
temperature
range [K]
[21
0]

344

[21
0]

A related function with a higher power has also been developed [220]. Coefficients
for Si have not been found in the literature.

 GT 4
EG  EG (0) 
3
 G  T 

F.2

(F.2)

Simple polynomial curve-fit
Simple polynomial curve-fit has been used to fit small portions of the Si bandgap

energy temperature dependence [99].

EG  EG,S (0)  aST  bST 2

(F.3)

Here EG , S (0) is the bandgap energy at zero Kelvin, as and bs are fitting coefficients.
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Table F.2
Si bandgap coefficients for a polynomial bandgap energy curve-fit.
Substance

Si

Type of
Gap

EG , S (0)

aS

bS

Recommend
temperature
range [K]

Ref.

[eV]

(x10-5)
[eV/K]

(x10-7)
[K]

Indirect

1.17

1.059

-6.05

0<T<190

[99]

1.1785

-9.025

-3.05

150<T<300

[99]

1.206

-0.273

0

250<T<415

[99]

Above 250 K a first order polynomial has been used, which predicts the bandgap
within the experimental accuracy of 1 [meV], EG , S (0) =1.206 [eV] and aS =-2.73x10-5
[eV/K] [92].

F.3

Bose-Einstein equation
Bose-Einstein bandgap energy expression as a function of temperature has been used

in a variety of forms [54].
2 

EG  EG , B (0)   B 1   B /T

1 
 e

(F.4)

Here EG , B (0) is the bandgap energy at zero Kelvin,  B and  B are fitting
coefficients. This equation can be simplified to [221].
2


EG  E G , B (0)   B  B /T

1 
e

(F.5)

Here EG , B (0) includes the -  B term. Equation (F.5) can also be rewritten [216]
'

[217]
EG  EG , B (0)   B coth( B / 2T ).

(F.6)
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Table F.3
GaAs bandgap coefficients for the Bose-Einstein physics based semi-empirical bandgap
equation.
Substance

GaAs

B

B

Type of
Gap

EG , B (0)

Ref.

[K]

Recommend
temperature
range [K]

[eV]

(10 )
[eV/K]

Direct

1.571

57

240

20<T<500

[216]

1.5294

10.4

102.4

2<T<77

[217]

1.5620

43.3

202

2<T<280

[217]

-4

These bandgap coefficients could be calculated for Si by use the coefficients for
Equation (F.7).
By changing and relabeling the coefficients, Equation (F.4) can be rewritten as


  
EG  EG ,O (0)  S    coth 
  1
 2kT  


(F.7)

Table F.4
Si bandgap coefficients for O’Donnell’s Bose-Einstein physics based semi-empirical
bandgap equation [172].
Substance

Type of
Gap

EG,O(0)
[eV]

S

 
[meV]

Recommend
temperature
range [K]

Ref.

Si

Indirect

1.170

1.49

25.5

0<T<300

[172]

F.4

Two term Bose-Einstein equation
To improve the temperature range, Pässler added a second term to the Bose-Einstein

equation [103].
Wii
1
i 1,2 e

EG  EG , P 2 (0)   P 2 

i / T

(F.8)
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All of the terms, except T, are fitting coefficients.

Table F.5
Si and GaAs bandgap coefficients for Pässler’s Bose-Einstein physics based semiempirical bandgap equation.
Type of
Gap

EG , P 2 (0)

 P2

1

2

[eV]

(10-4)
[eV/K]

[K]

[K]

Si

Indirect

1.170

3.21

160

GaAs

Direct

1.519

4.76

90

Substance

F.5

W1

W2

Recommend Ref.
temperature
range [K]

596

0.36

0.64

2<T<415

[10
3]

315

0.28

0.72

2<T<673

[10
3]

Two term Bose-Einstein equation with lattice expansion
Manoogian took the two term Bose-Einstein equation a step further by adding a

power term, to incorporate the lattice expansion [222].


 
  
EG  EG , M (0) 1  AM T  M   BM  M 1 coth  M 1    M 2 coth  M 2  
 2T 
 2T  


(F.9)

All of the terms, except T, are fitting coefficients. The two term Bose-Einstein
equation with a power term is the same as the two term Bose-Einstein equation, when AM
is zero. This equation was also simplified by [223].

F.6

Pässler equation
In addition to the term to the Bose-Einstein equation, Pässler also used a second

unique equation for the bandgap energy as a function of temperature [173].
EG  EG , P1 (0) 



p

 2T 

1 

1



 P1 




 P1 P1  p
2

All of the terms, except T, are fitting coefficients.

(F.10)
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Table F.6
Si and GaAs bandgap coefficients for Pässler’s semi-empirical bandgap equation.
Substance

Type of
Gap

EG , P1 (0)

Si

Indirect

1.170

GaAs

Direct

1.519

F.7

 P1

 P1

(10-3)
[eV/K]

[K]

2.33

0.318

406

2<T<415

[17
3]

2.44

0.472

230

2<T<673

[17
3]

p

[eV]

Recommend Ref.
temperature
range [K]

Summary
While each one of these function can be used to estimate the T dependent EG

narrowing over a range of T. A particular function might match the measured data better
over a particular range of T.
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G. YEARLY SPECTRAL DATA

The solar spectra indent on a solar cell varies throughout each day of the year. A
representative set of solar spectra throughout the year are needed to optimize the
bandgaps for yearly performance.
There are many factors that contribute to this change, which includes sun spots,
earth-sun distances and the aerosols in the atmosphere. These factors can vary from year
to year. The most important factor is the aerosols. When the sun is low in the sky, high
airmass, a significant portion of the blue photons are scattered, compared to when the sun
is over head, low air mass, reducing the amount of blue light that reaches the solar cells./
The incident solar energy can be broken down into three parts; direct irradiance, the
light coming directly from the sun, circumsolar irradiance, the scattered light near the
sun, and diffuse irradiance, scatter from aerosols anywhere above the solar cell. In the
ASTM G173-03 the direct and circumsolar is combined into one dataset and the all three
sources are combined in the global dataset [108].

G.1 Related Research
The annual performance of solar cells has been calculated by a number of groups.
Often these annual performance calculations are used to optimize the device
performance.

The proposed model will include using the extensive MPF with a

numerical model to calculate the annual performance. This may be compared to more
simplified methods of calculating the annual performance.
The performance of solar cells has been measured over a range of temperatures and
spectra intensities by Kinsey [224].
In 2011, Wang optimized and calculated the annual performance for a 3-junction
tandem device, for both the 2-terminal and multi-terminal case [225]. This work showed
that when optimized, the efficiency was reduced by a smaller amount then had been
previously calculated.
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G.2 Measured and Simulated Spectra
The yearly spectral data was collected from modeled and measured sources and
stored in a Matlab data file. The modeled data was generated using MODerate resolution
atmospheric TRANsmission (MODTRAN) [226] model and the Simple Model of the
Atmospheric Radiative Transfer of Sunshine SMARTS model [227]. The measured data
was collected from the Atmospheric Optical Calibration System (AOCS) operated in the
Solar Radiation Research Laboratory (SRRL) at the National Renewable Energy
Laboratory (NREL) [25].

Figure G.1. Direct Normal Incidence (DNI) spectral irradiance data, every ten minutes
throughout each day, for every day of the year, data collected by the report author.
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Figure G.2. DNI data measured at NREL in Golden, CO [25], data collected by the
author.

The low irradance regions in the measured solar spectra shown in Figure G.2 are
caused by cloud cover and other weather related events which filter the solar irradance as
it passes through the atmosphere. Due to the high alitutude of Denver, CO, the measured
DNI spectrum reaches well over 1000 W/m2.

G.3 Summary
This data can be use to estimate the year energy that can be generated by a solar cell
system. It can also be used to identify the sensitive of system parameters in terms of
yearly energy produce. This is particularly important for multiple junction solar cells,
which when connected in series will be current limited. The actual solar spectra will vary
from site to site and will also vary from year to year.
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This data has been used by Alex Haas to optimize a GaInP/GaAs tandem solar cells
[228]. It was also used by Professor Jeffery Gray to analyze how temperature affects the
optimum bandgaps in a multijunction system [215].
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