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We consider using broken superconformal symmetry and the super operator product ex-
pansion (sOPE) to constrain and analyze hidden sector theories that couple to our gauge
forces and are not necessarily weakly coupled. Conformal and supersymmetry breaking
are IR effects, associated with field or spurion expectation values, whereas the sOPE is
determined in the UV and hence does not notice the breaking. The broken superconfor-
mal symmetry relates OPE coefficients of superconformal descendant operators to those
of the superconformal primaries. We apply these ideas to the current correlators of gen-
eral gauge mediation (GGM). We also consider analyticity properties of these correlators,
e.g. their discontinuities, and use the optical theorem to relate them to total scattering
cross sections from visible to hidden sector states, e.g. σ(vis + vis→ hidden), analogous to
σ(e+e− → hadrons) in QCD. We discuss how the current-current OPE can be truncated to
the first few terms to get a good approximation to the visible sector soft masses of GGM.
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1. Introduction
Symmetries, even if they are broken, can usefully constrain theories and their dynamics.
Soft breaking can be regarded as spontaneous, even if it is actually explicit, via background
or spurion expectation values. The symmetry breaking is an IR effect, and the unbroken
symmetry can still apply to constrain UV physics. The operator product expansion (OPE)
gives a particularly useful way to separate UV physics from long-distance IR physics [1].
We will here discuss and explore applications of breaking an interesting, large symmetry
group, superconformal symmetry, via the OPE.
To set the stage, recall how the hadronic world is probed by e+e− → e+e− scattering,
via an intermediate photon, with the QCD contributions to the electromagnetic current
two-point correlator. Writing the current-current OPE schematically as
J(x)J(0) =
∑
i
ciJJOi, (1.1)
the idea is that ciJJ “Wilson coefficients” are determined by UV physics, while IR physics
determines the expectation values of the operators on the RHS. Keeping only a few leading
operators often suffices to obtain good qualitative insights (despite the fact that the errors
in these approximations can be difficult to estimate). There is an extensive literature on
using this and related ideas to study the hadronic world, e.g. the classic papers of SVZ
on QCD sum rules [2]. The UV physics can be constrained by a larger symmetry group,
including broken generators.
Now consider an analogy with the above discussion where, instead of using lepton sector
scattering to probe the hadronic sector, we consider scattering of our world’s visible sector
fields to probe a new, hidden sector, which couples to our world via gauge interactions.
The hidden sector then contributes to SU(3)×SU(2)×U(1) current correlators, and we can
try to employ the power of the OPE to separate UV vs IR physics. The UV theory might
be asymptotically free, like QCD, or an interacting, superconformal field theory (SCFT).
Our main motivation is to apply these considerations to general gauge mediation (GGM)
[3], where indeed the visible sector soft masses are directly determined by the hidden
sector’s contribution to the gauge-current two-point correlators [3, 4]:
Mgaugino = piiα
∫
d4x 〈Q2(J(x)J(0))〉,
m2sfermion = 4piαY 〈J(x)〉+
iα2c2
8
∫
d4x ln(x2M2)〈Q¯2Q2(J(x)J(0))〉.
(1.2)
The IR theory is neither conformal nor supersymmetric, e.g. because of messenger masses M
and mass splittings
√
F . We will explore the constraints that follow if these soft symmetry
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breaking effects can be regarded as spontaneous (even if they are actually explicit, via
spurions), and therefore effectively restored in the UV. In particular, we apply the UV
constraints of superconformal symmetry to constrain the Wilson coefficients in the OPE
(1.1) in (1.2). The IR breaking effects then show up in the IR, via operator expectation
values on the RHS of the OPE. Even if the OPE results are only approximate, they give
a foothold to consider GGM with non-weakly-coupled hidden sectors.
We discussed some general aspects about the OPE of conserved currents in supercon-
formal theories in [5]. Leading terms at short distance include
Ja(x)Jb(0) = τ
δab1
16pi4x4
+
kdabc
τ
Jc(0)
16pi2x2
+ w
δabK(0)
4pi2x2−γK
+ ciab
Oi(0)
x4−∆i
+ · · · , (1.3)
with a an adjoint index for the (say simple) group G; for simplicity, we will mostly take
G = U(1) in what follows. The coefficient τ of the unit operator can be exactly determined
from a ’t Hooft anomaly τ = −3 TrRFF [6] using [7] if needed, and gives the leading
coefficient of CFT “matter” to the G gauge beta function, see e.g. [8]. The coefficient k
in (1.3) of the ’t Hooft anomaly k ∼ TrG3 must vanish or be cancelled to weakly gauge
the G symmetry. The operator K in (1.3) refers to an operator that classically has ∆ = 2,
e.g. the Ka¨hler potential, but is not conserved by the interactions so it has anomalous
dimension, ∆K = 2 + γK . Oi(0) in (1.3) is a generic, real superconformal primary, and · · ·
denotes other terms, including superconformal descendants.
Superconformal symmetry together with current conservation implies that the OPE
coefficients of superconformal descendants in (1.3) are completely determined by those
of the superconformal primaries [5].1 Such relations apply in the far UV, but can be
altered for example by RG running of the coefficients, because the theory is ultimately
not superconformal. Nevertheless, the UV relations of superconformal symmetry can have
approximate vestiges in the IR, to be explored here.
We also explore a related topic, the analyticity properties of the GGM [3] current
correlator functions C˜a=0,1/2,1(p
2), and B˜1/2(p
2). These functions can have cuts when s =
−p2 is big enough to create on-shell states, with the cut discontinuity related by the
optical theorem to total cross sections for hidden-sector state production, σa(vis→ hid, s),
in analogy with QCD production σ(e+e− → hadrons):
σa(vis→ hid) = (4piα)
2
s
1
2
Disc C˜a(s), (1.4)
1This is not as obvious as it sounds, because of the existence of the nilpotent superconformal three-point
function quantities Θ and Θ¯ of [9], see [5] for additional discussion.
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As in QCD applications, we can express visible-sector observables A(s) as s-integrals of
their discontinuity along the cut (see Fig. 1),
A(s) =
1
2pii
∫ ∞
s0
ds′
DiscA(s′)
s′ − s =
1
pi
∫ ∞
s0
ds′
ImA(s′)
s′ − s , (1.5)
and then approximate by going to large s′, applying the OPE, and keeping only the first
few terms in the 1/s expansion. We use this to show that the GGM soft masses (1.2) can
s0
s
s
Fig.1: The dashed contour is deformed to the solid contour, giving (1.5). (The contribution
from the circle at infinity is assumed to vanish.)
be approximated in this way in terms of the lowest dimension operators appearing in (1.3)
that can have non-zero SUSY-descendant expectation values:
Mgaugino ≈ −αpiwγKi
8M2
〈Q2(Oi(0))〉,
m2sfermion ≈ 4piαY 〈J(x)〉+
α2c2wγKi
64M2
〈Q¯2Q2(Oi(0))〉,
(1.6)
where w is the coefficient of K(0) in (1.3) and γKi is the anomalous-dimension matrix
which mixes K with the operator Oi.
These considerations also constrain the possibilities for GGM functions C˜a(s), B˜1/2(s).
We can use (1.5) to relate these functions to integrals of their discontinuities (as a spectral
representation), and the optical theorem (1.4) to relate these discontinuities to kinematic
phase space factors. For example, for producing two scalars of masses m1 and m2,
σ0(s) =
λ1/2(s,m1,m2)
8pis2
|M|2, (1.7)
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where the phase-space prefactor involves the standard (see e.g. [10]) factor
λ1/2(s,m1,m2) = 2
√
s|~p| =
√
[s− (m1 +m2)2][s− (m1 −m2)2] θ(s− (m1 +m2)2), (1.8)
where |~p| is the CM momentum of the produced on-shell scalars (the step function θ
indicates that it is non-zero for real s ≥ (m1 +m2)2). Comparing with (1.4),
Disc C˜0(s) =
λ1/2(s,m1,m2)
4pis
∣∣∣∣M4piα
∣∣∣∣2 . (1.9)
As a concrete example, consider minimal gauge mediation (MGM), with charged mes-
senger scalars of mass m± and fermions of mass m0. The superpotential is W = hXΦΦ˜,
where Φ, Φ˜ are charged messengers, with masses given by 〈hX〉 = M + θ2F , which leads
to two fermions of mass m0 = M and scalars of mass m1,2 = m± =
√|M |2 ± |F |. The
functions C˜a(p
2) of GGM have cuts where these states can go on shell, with discontinu-
ity related to the corresponding total cross sections as in (1.4), e.g. C˜0(s) has a cut for
s ≥ (m+ +m−)2, corresponding to production of the scalars with masses m+ and m−, given
by (1.9) with the tree-level amplitude M = 4piα, so
1
2
Disc C˜0(s) =
1
4pis
√
s2 − 4|X|2s+ 4|F |2, for s ≥ (m+ +m−)2, (1.10)
Likewise, C˜1/2(s), C˜1(s), and B˜1/2(s) have related discontinuities. For this example, these
relations are of course readily verified from the known, explicit expressions for the GGM
functions of weakly coupled theories. But one could imagine non-weakly coupled examples,
where these analyticity properties could usefully constrain the GGM functions.
In the above discussion X can either be a dynamical field, the goldstino superfield, or
spurion of the spurion limit. We separate the UV description, sufficiently far above 〈X〉,
from the IR effects of 〈X〉. In the UV description, the messengers are effectively massless
and interacting with X with coupling h (we avoid going too far in the UV, to avoid h’s
Landau pole). We illustrate how to reproduce e.g. (1.10) from direct computations of the
Wilson coefficients of the two-point OPE of the current superfield J = Φ†Φ−Φ˜†Φ˜, to terms
on the RHS of the OPE involving the operators (X†X)n, and superconformal descendants.
(Aspects of the OPE interpretation of super-propagators was explored for some interacting
theories in [11].) As we will illustrate and verify, the superconformal symmetry implies
many relations among the various terms. In the IR, we replace X → 〈X〉, and these terms
then contribute to, and indeed reproduce, the GGM [3] current-current correlators.
The paper is organized as follows: section 2 reviews the OPE, superconformal covari-
ance, and the results of Ref. [5] for current-current correlation functions in general super-
conformal theories. In section 3 we apply these results to the general gauge mediation
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functions Ca and B1/2 [3], discussing how these functions can be constrained by approxi-
mate, broken, superconformal symmetry. In section 4 we study the analyticity properties
and constraints on the GGM functions, and how the OPE can be applied to obtain ap-
proximations (1.6) for soft terms in theories that aren’t necessarily weakly coupled. Section
5 illustrates and checks our various general results in the well-studied example of weakly
coupled minimal gauge messenger mediation MGM. Section 6 summarizes and mentions
possible further applications of our findings. Appendix A illustrates explicit computations
of current-current OPE Wilson coefficients in MGM.
2. The operator product expansion
The OPE [1] replaces nearby operators with a sum of local operators
Oi(x)Oj(0) =
∑
k
ckij(x, P )Ok(0), (2.1)
where ckij(x, P ) are the (position space) Wilson coefficients (with [Pµ,O] = i∂µO). In non-
scale invariant theories, (2.1) approximately holds for small x, or in the light-cone limit of
small x2, while for CFTs (2.1) is exact. In momentum space,
i
∫
d4x e−ip·xOi(x)Oj(0) −−−−−→
p2→−∞
∑
k
c˜kij(p)Ok(0), (2.2)
with the Fourier transform applied on the Wilson coefficients, while the operators Ok(0)
remain in position space. The coefficients c˜kij(p) can be extracted from the OPE (2.2)
sandwiched between appropriate in and out external states.
In applications of the OPE to non-scale invariant theories, e.g. QCD, one splits mo-
mentum integrals into UV and IR regions, above and below a renormalization scale µ. For
the IR physics of the renormalized operators, in particular their expectation values, µ acts
as a UV cutoff scale. For the UV physics, namely the Wilson coefficients, µ acts as an IR
cutoff scale. For a spirited discussion of the properties of the OPE, and the necessity of
this splitting at a scale µ, the reader is referred to [12]. The scale µ drops out of physical
quantities at the end of the day, of course. The coefficients obey an RG equation
Dckij(µ2x2) = γk`C`ij − γ`iCk`j − γ`jCki`, (2.3)
with D = µ ∂
∂µ
+β(g) ∂
∂g
. Even if the theory is RG flowing, with non-zero beta functions, this
is accounted for by these RG equations, making the OPE still effectively scale covariant.
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2.1. Conformal-symmetry constraints
Exactly scale-invariant theories are generally also conformally invariant (modulo recently
found counterexamples [13]). We’re here ultimately interested in applying the OPE also
to non-scale-invariant theories, but the intuition is that the Wilson coefficients are UV-
determined, so we can work near the approximately conformally invariant UV fixed point,
obtain relations there, and then RG flow them down to lower scales. The Wilson coefficients
should then (approximately) respect the full conformal group, i.e. they should respect
not only the dilation generator, D, but also the special conformal generator, Kµ. These
generators act on primary operators OI (I labels the (j, ¯) spin indices) as
[Pµ,OI(x)] = i∂µOI(x), [D,OI(x)] = −i(x · ∂ + ∆O)OI(x),
[Kµ,OI(x)] = i(x2∂µ − 2xµ x · ∂ − 2∆Oxµ)OI(x) + 2xν(sµν)IJOJ(x),
where (sµν)
I
J is the operator’s Lorentz spin representation, and ∆O is its scaling dimension.
Conformal symmetry implies that the OPE of conformal descendants are fully deter-
mined by those of the conformal primaries [14]. For example, for the OPE of two scalar
operators,
Oi(x1)Oj(x2) =
∑
primary
O(`)k
ckij
1
r
1
2
(∆i+∆j−∆k)
12
F∆k∆i∆j(x12, P )µ1...µ`O
(µ1...µ`)
k (x2), (2.4)
where xij ≡ xi − xj and rij ≡ x2ij and the sum is over integer spin-` primary operators
O(µ1...µ`)k (with symmetrized indices) on the RHS. The functions F∆k∆i∆j(x12, P )µ1...µ` , which
give the coefficients of the descendants, are fixed by conformal covariance. Equivalently,
conformal symmetry completely fixes the form of the two-point and three-point functions
up to an overall coefficient. For example, the three-point functions related to (2.4) are
〈Oi(x1)Oj(x2)O(µ1...µ`)k (x3)〉 =
cijk
r
1
2
(∆i+∆j−∆k+`)
12 r
1
2
(∆k+∆ij−`)
13 r
1
2
(∆k−∆ij−`)
23
Z(µ1Zµ2 · · ·Zµ`),
(2.5)
where ∆ij ≡ ∆i −∆j, and
Zµ ≡ x
µ
23
r23
− x
µ
13
r13
, Z2 =
r12
r13r23
. (2.6)
We’ll sometimes be interested in Fourier transforming the OPEs, as in (2.2). For ex-
ample, in (2.4), taking x2 = 0 and Fourier transforming in x1 ≡ x,
i
∫
d4x e−ip·xOi(x)Oj(0) ⊃ ckijF∆k∆i∆j(−i∂p, P )µ1...µ` F.T.
(
1
(x2)
1
2
(∆i+∆j−∆k)
)
O(µ1...µ`)k (0),
(2.7)
6
The Fourier integral is generally singular but can be defined by analytic continuation, with
F.T.
(
1
(x2)d
)
≡ i
∫
d4x e−ip·x
1
(x2)d
= (2pi)2
Γ(2− d)
4d−1Γ(d)
(p2)d−2. (2.8)
Logarithms of p2 can arise if the dimension d is an integer n, or nearby, d = n + , with
 1. The 1/ terms are local contact terms that we can drop, and we’re left with
F.T.
(
1
x2n+
)
= − (2pi)
2
4n−1(n− 1)! (n− 2)!(−p
2)n−2 ln p2 +O(). (2.9)
Such ln(−s) terms, associated with dimensions that are integer or nearly integer, are re-
sponsible for the discontinuities like (1.10). The needed smallness of the anomalous dimen-
sions,  1, fits with the optical theorem connection (1.4) to the cross section, since that
assumes production of weakly coupled final state particles.
2.2. Superconformally-covariant operator product expansion
Superconformal theories have Qα, Q¯α˙, and Pµ as raising operators, generating the descen-
dants. The superconformal primaries are annihilated by the lowering operators, Sα and
S¯α˙, and Kµ at the origin. The algebra, and our sign conventions, can be found in [5]. To
quote a few examples, the superconformal charges act on scalar superconformal primary
operators as
[Sα,O(x)] = ix · σ¯α˙α[Q¯α˙,O(x)], (2.10)
SβQα(O(x)) = 2(σµν βα x[µ∂ν] + δ βα x · ∂)O(x)− ix · σ¯α˙βQαQ¯α˙(O(x)) + (2∆O + 3rO)δ βα O(x),
(2.11)
where we define SβQα(O(x)) ≡ {Sβ, [Qα,O(x)]} etc.
Conserved currents are descendants of superconformal primary operators J with ∆J = 2
and Q2(J) = Q¯2(J) = 0,
jα(x) = Qα(J(x)), jµ(x) = −14Ξµ(J(x)), (2.12)
where Ξµ ≡ σ¯α˙αµ [Qα, Q¯α˙]. In superspace,
J (z) = J(x) + iθj(x)− iθ¯¯(x)− θσµθ¯jµ(x) + · · · , (2.13)
where · · · are derivative terms, following from the conservation equations D2J = D¯2J = 0.
The superconformal supercharges act on J(x) as in (2.10)
Sα(J(x)) = ix · σ¯α˙αQ¯α˙(J(x)), S¯α˙(J(x)) = −ix · σ¯α˙αQα(J(x)), (2.14)
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vanishing at the origin. Acting on the descendants as in (2.11) with ∆J = 2 and rJ = 0,
Sα(jα(x)) = −ix · σ¯α˙αQαQ¯α˙(J(x)) + 4(x · ∂ + 2)J(x), (2.15a)
Sα(jµ(x)) = 3σ¯µα˙α¯α˙(x)− 2x · σ¯α˙ασ¯µνβ˙α˙∂ν ¯β˙(x). (2.15b)
The OPE of all the descendants (2.12) follow from that of the primary operators,
J(x)J(0) =
∑
sprimary
O(`)
cO
(`)
JJ
(x2)
1
2
(4−∆O)
F∆OJJ (x, P,Q, Q¯)µ1...µ`Oµ1...µ`(0), (2.16)
where “sprimary” is shorthand for “superconformal primary”. As discussed in [5], current
conservation Q2(J) = Q¯2(J) = 0 plays an important role in relating superconformal primary
and descendant OPE coefficients. Applying the above relations to the LHS of (2.16) gives
e.g. [5] (see also there for discussion about the sign)
Sα(J(x)J(0)) = Sα(J(x))J(0) = −ix · σ¯α˙α¯α˙(x)J(0). (2.17)
jα(x)jα(0) =
1
2
Q2(J(x)J(0)). (2.18)
In SCFTs, the latter can also be written via
jα(x)jβ(0) =
1
x2
Qβ(ix · σS¯)α(J(x)J(0)) (2.19)
various such relations were noted in [5]; just to quote a couple more,
SαSβ(J(x)J(0)) = S¯α˙S¯β˙(J(x)J(0)) = 0, (2.20)
jµ(x)J(0) =
x2ηµν − 2xµxν
4x4
[
SσνS¯ − S¯σ¯νS] (J(x)J(0)). (2.21)
The RHS of the OPE is constrained by (2.20) and analogous relations in [5], including the
constraints from the generators of special conformal transformations. These relate different
OPE coefficients inside the J(x)J(0) OPE in supersymmetric theories, yielding the full
OPE in terms of the OPE coefficients for the superconformal primaries.
As we showed in [5], these constraints can be efficiently implemented in superspace,
using the general formalism of [9]. The only operators that can appear on the RHS of the
J(x)J(0) are real, U(1)R charge zero operators, with the superspace expansion (ξµ ≡ θσµθ¯
and · · · are operators with non-zero R-charge)
Oµ1...µ`(x, θ, θ¯) = Aµ1...µ`(x) + ξµBµµ1...µ`(x) + ξ2Dµ1...µ`(x) + · · · . (2.22)
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This is similar to the chiral-antichiral ΦΦ¯ OPE considered in [15], and as there Ξµ ≡
σ¯µα˙α[Qα, Q¯α˙], and B
µµ1...µ` = −1
4
ΞµAµ1...µ` and Dµ1...µ` = − 1
64
ΞµB
µµ1...µ` − 1
16
∂2Aµ1...µ` . Op-
erators B`+1 in (2.22) decompose into Lorentz irreducible representations M`+1 of spin `+1,
N`−1 of spin `− 1, and L± in the (12`± 12 , 12`∓ 12) representation of SU(2)× SU(2).
Operators (2.22) with odd spin ` are odd under exchanging currents Ja ↔ Jb in the
OPE Ja(x)Jb(0), and thus only appear, proportional to the structure constants fabc, in
non-Abelian theories. Since for simplicity we consider the J(x)J(0) for G = U(1), only
even-` operators appear in the primary J(x)J(0) OPE. For operators (2.22) with ` even,
this means that only the A` even and D` even operators contribute. For operators (2.22) with
` odd, the B`+1 →M`+1, N`−1 components contribute.
Superconformal symmetry and current conservation fully determine all current-current
OPE superconformal descendant coefficients from those of the superconformal primaries,
since as shown in [5], the superspace dependence (in zi = (x
µ, θα, θ¯α˙)i) of the associated
three-point functions is fully determined:
〈J (z1)J (z2)Oµ1...µ`(z3)〉 = 1
x1¯32x3¯12x2¯32x3¯22
tµ1...µ`JJO`(X3,Θ3, Θ¯3). (2.23)
Current conservation implies that, for (2.22) of spin ` even or odd, respectively,
t
(µ1...µ`)
JJO` even = cJJO`
X
(µ1
+ · · ·Xµ`)+
(X · X¯)2− 12 (∆−`)
[
1− 1
4
(∆− `− 4)(∆ + `− 6) Θ
2Θ¯2
X · X¯
]
− traces, (2.24)
t
(µ1...µ`)
JJO` odd = cJJO`
X
(µ1
+ · · ·Xµ`−1+
(X · X¯)2− 12 (∆−`)
[
X
µ`)
− −
`(∆− `− 4)
∆− 2
(X− ·X+)Xµ`)+
X · X¯
]
− traces (2.25)
in terms of the spin ` and dimension ∆ ≡ ∆O ≡ ∆A of the operator O; see [5] and [9]
for explanation about the notation. The primary OPE coefficient fixes the coefficient cJJO`
above, and then all descendant OPE coefficients are fully determined by the requirement
that they reproduce (2.23), (2.24), (2.25). The superconformal relations are exhibited by
expanding these expressions out in superspace. For example, setting θi=1,2 = θ¯i=1,2 = 0,
these imply [5] that the coefficients cijk of the three-point functions satisfy
cJJD`;prim = −
∆(∆ + `)(∆− `− 2)
8(∆− 1) cJJA` ,
cJJN`−1 = −
(`+ 2)(∆− `− 2)
`(∆ + `)
cJJM`+1 .
(2.26)
The OPE coefficients ckij are related to the three-point coefficients cijk by c
k
ij = c
k`cij`,
9
where cij are the two-point function coefficients, and then (2.26) implies that
c
D`;prim
JJ = −
(∆− 1)
2∆(∆ + `+ 1)(∆− `− 1)c
A`
JJ ,
c
N`−1
JJ = −
`(`+ 2)(∆ + `+ 1)
(`+ 1)2(∆− `− 1)c
M`+1
JJ .
(2.27)
3. Implications of superconformally covariant OPE for General Gauge Mediation
The GGM [3] framework relates visible-sector soft SUSY breaking parameters to hidden
sector current two-point functions (defined following the convention of [16])2
〈J(x)J(0)〉 = C0(x) F.T.−−→ C˜0(p),
〈jα(x)¯α˙(0)〉 = −iσµαα˙∂µC1/2(x) F.T.−−→ σµαα˙pµC˜1/2(p),
〈jµ(x)jν(0)〉 = (ηµν∂2 − ∂µ∂ν)C1(x) F.T.−−→ −(ηµνp2 − pµpν)C˜1(p),
〈jα(x)jβ(0)〉 = αβB1/2(x) F.T.−−→ αβB˜1/2(p),
〈jµ(x)J(0)〉 = 0.
(3.1)
The functions Ca(x) are real and B1/2(x) is complex, though in potentially realistic models
it must be possible to rotate it to be real, to avoid large CP violating phases. If the theory
were supersymmetric, all Ca(x) would be equal, and B1/2(x) would be zero.
The leading contribution to the above functions in the UV limit comes from the unit
operator on the RHS of the J(x)J(0) OPE (1.3),
UV limit : Ca(x) =
τ
16pi4x4
+O
(
1
x2
)
F.T.−−→ C˜a(p) = τ
16pi2
ln
Λ2
p2
+O
(
1
p2
)
. (3.2)
The Ca(x) all coincide at this order, as seen from the OPE and Q(1) = 0 [3, 4]. If the
theory were exactly superconformal, only the unit operator could have an expectation value
and (3.2) would be the full answer.
Another application of the OPE in the UV limit was discussed in [16]: it follows from
2The last relation can be altered for spontaneously broken non-Abelian groups to 〈jAµ (p)JB(−p)〉 =
ipµf
ABC〈JC〉/p2, but Lorentz and gauge invariance imply that this doesn’t contribute to the soft masses in
any case. See [17,18] for discussion of GGM in such cases.
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the relations
〈Q¯2Q2(J(x)J(0))〉 = −8∂2(C0(x)− 4C1/2(x) + 3C1(x)), (3.3a)
σ¯α˙αµ 〈QαQ¯α˙(jµ(x)J(0))〉 = −6∂2(C0(x)− 2C1/2(x) + C1(x)), (3.3b)
〈QαQ¯α˙(jα(x)¯ α˙(0))〉 = 2∂2(C0(x) + 2C1/2(x)− 3C1(x)), (3.3c)
and the OPE, that the difference of any two C˜a(p) in the UV vanishes at least as rapidly
as 1/p4 in any renormalizable theory. For example [16], using the OPE
jµ(x)J(0) ∼ x
µO(0)
x6−∆O
+
V µ(0)
x5−∆V
+ · · · , (3.4)
where O and V µ are scalar and vector operators, Lorentz invariance implies that only V µ
can contribute to (3.3b), with V µ a conformal primary so unitarity requires ∆V ≥ 3 (satu-
rated by a conserved current). This implies C˜0(p)−2C˜1/2(p)+C˜1(p) ≤ O(1/p4, ln(p2)/p4) for
large p. Likewise, using (3.3a) and (3.3c), any two C˜a(p) differ by at most O(1/p4, ln(p2)/p4)
in the UV [16].
3.1. Constraints from (approximate) broken superconformal symmetry
We expect / conjecture that the GGM functions can be constrained by applying the current-
current OPE, with the Wilson coefficients approximately constrained by approximate UV
superconformal symmetry (up to RG running differences). The IR effect of supersconformal
symmetry breaking appears via the non-zero expectation values of the various operators
on the RHS of the OPE, namely the operators (2.22) and their descendants.
By Lorentz invariance, only scalar operators can have non-zero expectation values and
translation invariance implies that Pµ → 0 in one-point functions. So only scalar conformal
primaries can have non-zero one-point functions. Such operators can only come from the
superconformal primary operators (2.22) with spin ` = 0 or ` = 1: the A`=0 and D`=0prim
components of ` = 0 scalar superconformal primaries O`=0 in (2.22), or the N`−1=0 compo-
nent of a primary O(`=1)µ. Likewise, the operator V µ(0) in (3.4) can be the superconformal
primary components Aµ or Dµprim of a superconformal primary spin ` = 1 operator, or from
the Mµ component of a spin ` = 0 superconformal primary operator (2.22).
Consider first the GGM function C0(x), which is given by the expectation value of the
J(x)J(0) OPE. The ` = 0 conformal primaries that can contribute on the RHS of the OPE
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(2.16) yield (using (2.27) with ` = 0)
C0(x) =
∑
O
cOJJ
(x2)
1
2
(4−∆O)
(
〈AO〉 − x
2
2∆O(∆O + 1)
〈DO;prim〉
)
+
∑
Oµ
cNOµJJ
(x2)
1
2
(3−∆Oµ )
〈NOµ〉
(3.5)
O runs over the real superconformal primaries with ` = 0, and Oµ over those with ` = 1,
and NOµ is the ` = 0 conformal primary, superconformal descendant. The 〈DO;prim〉 and
〈NOµ〉 expectation values are SUSY-breaking parameters of the low-energy theory. As in
the discussion in [16], two simplifying limits are the small SUSY-breaking parameters limit,
and the low-energy, spurion limit.
The functions C1/2(x), C1(x), and B1/2(x) can similarly be written by applying the OPE
to the current two-point functions on the LHS of (3.1). All of these descendant current
two-point functions are fully determined by the J(x)J(0) primary OPE. In terms of the
superspace expressions following (2.23), we simply need to extract the appropriate θ1,2, θ¯1,2
term, to pick out the J descendant via (2.13). So C1/2(x) is found by applying ∂θ1,α∂θ¯2,β˙ to
both sides of (2.23) before setting θi=1,2 = θ¯i=1,2 = 0, and C1(x) is found by extracting the
θ1σ
µθ¯1θ2σ
ν θ¯2f(θ3, θ¯3) terms from (2.23). These lead to expressions for C1/2(x) and C1(x)
analogous to (3.5), fully determining them in terms of the same coefficients in (3.5), the
COJJ and C
NOµ
JJ OPE Wilson coefficients and the vacuum expectation values 〈AO〉, 〈DO;prim〉,
and 〈NOµ〉. Likewise, for the case of B1/2(x), using (2.18) gives
B1/2(x) =
∑
O
cOJJ
(x2)
1
2
(4−∆O)
〈(Q2A)O;prim〉. (3.6)
The SUSY-breaking differences of the Ca(x) can also be analyzed via (3.3a) to (3.3c),
applying the OPE to the current-current operators on the LHS. As an example, applying
the OPE to the LHS of (3.3a), the contributing terms are the D`=0 terms on the RHS of
the OPE, so using Q2Q¯2(A`) = −128D`;prim + descendants,
1
16
∂2(C0(x)− 4C1/2(x) + 3C1(x)) =
∑
O`=0
cOJJ
(x2)
1
2
(4−∆O)
〈DO;prim〉 (3.7)
We can similarly consider the difference of the Ca’s in (3.3b), using the OPE (3.4). The
jµ(x)J(0) superconformal descendant OPE is fully determined from the J(x)J(0) super-
conformal primary OPE. One way to obtain this is to note that the jµ(x1)J(x2) OPE can
be obtained from the superspace three-point functions (2.23) results (2.24) and (2.25), by
taking the θ1σ
µθ¯1 component to get jµ(x1) and θ2 = θ¯2 = 0 to get J(x2). Alternatively, we
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can use (2.21) to get the jµ(x)J(0) OPE from the J(x)J(0) OPE. This gives the conformal
primary operator V µ in (3.4), that contributes to (3.3b), in terms of the operators AµO`=1 ,
DµO`=1 and N
µ
O`=2 and M
µ
O`=0 . Acting with Ξ
µ = σ¯µα˙α[Qα, Q¯α˙] to get the LHS of (3.3b), this
gives an expression very analogous to (3.7), that relates ∂2(C0(x) − 2C1/2(x) + C1(x)) to
the superconformal primary OPE coefficients cO`=0JJ and c
NOµ
JJ , along with the 〈DO`=0〉 and
〈NOµ〉 SUSY-breaking expectation values.
4. Analyticity properties of the GGM functions C˜a(p) and B˜1/2(p)
Analyticity properties of correlation functions encode a wealth of physical information (see
e.g. [10, 19]). The functions C˜a(p
2) and B˜1/2(p
2) (3.1), coming from the hidden sector,
contribute to the visible gauge vector multiplet propagators (see e.g. [18]), so analyticity
properties of the GGM functions connect with that of the gauge field propagators. The
functions C˜a(s) and B˜1/2(s) are analytic in s = −p2, aside from cuts on the positive, real-s
axis for s sufficiently large to create on-shell hidden sector states. The discontinuities of
the imaginary part of the C˜a across the cut is then related by the optical theorem to total
cross sections for hidden sector pair production, as in (1.4). As in (1.5), analyticity implies
that the full GGM functions A(s) = C˜a(s), B˜1/2(s) can be reconstructed from integrating
their discontinuities along all their cuts, labeled by c:
A(s) =
1
2pii
∑
c=cuts
∫ ∞
s0,c
ds′
[DiscA(s′)]c
s′ − s =
∑
c
1
pi
∫ ∞
s0
ds′
ImA(s′)|c
s′ − s , (4.1)
where s0,c and [DiscA(s
′)]c are the cut’s endpoint and discontinuity, respectively. The OPE
can be used to approximate the contribution from the large s′ UV part of the cut integral.
Let’s first consider C˜0(p
2), which can have a cut when the scalar (auxiliary) component
D(p) of the gauge multiplet can couple to produce a pair of on-shell scalars, of masses m1
and m2. The production cross section for this process is (1.7)
σ0→0+0(s) =
λ1/2(s,m1,m2)
8pis2
|M0|2 , (4.2)
where λ1/2(s,m1,m2) = 2
√
s|~p| is the kinematic factor (1.8) and M0 ≡ M0→0+0. The
optical theorem (1.4) relates this to the discontinuity
Disc C˜0(s) =
∑ 2s
(4piα)2
σ0→0+0(s) =
∑ λ1/2(s,m1,m2)
4pis
∣∣∣∣M04piα
∣∣∣∣2 , (4.3)
where the sum is over all all distinct pairs of particles that can be produced.
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Now consider C˜1/2(p
2), which can have a cut where the gaugino component λα(p) of
the gauge multiplet can create an on-shell spin 0 + 1
2
pair of states, of masses m0 and mf
respectively.3 The total integrated cross section σ =
∫
dσ
dΩ
dΩ, averaged over initial spins
and summed over the final ones, is given by (where M 1
2
≡M 1
2
→0+ 1
2
)
σ 1
2
→0+ 1
2
=
λ1/2(s,ms,mf )
8pis2
1
2
(
1 +
m2f −m2s
s
)
|M 1
2
|2. (4.4)
The additional kinematic factor of 1
2
(1+(m2f −m2s)/s) compared with (4.2) comes from the
spin factor sums and angular integration (see e.g. eq. (5.13) in [20]). The discontinuity of
C˜1/2(p
2) is related to this cross section by the optical theorem,
Disc C˜1/2(s) =
∑ s
8pi2α2
σ 1
2
→0+ 1
2
(s) =
∑ λ1/2(s,ms,mf )
8pis
1
2
(
1 +
m2f −m2s
s
) ∣∣∣∣∣M 124piα
∣∣∣∣∣
2
.
(4.5)
Likewise for spin 1, a massless intermediate vector boson can decay to either two massive
scalars or two massive fermions. In either case, the final state is a CP conjugate pair, of
the same mass. Accounting for the spin-kinematic factors, the total cross sections are
σ1→0+0 =
λ1/2(s,ms,ms)
8pis2
1
6
(
1− 4m
2
s
s
)
|M1→0+0|2, (4.6a)
σ1→ 1
2
+ 1
2
=
λ1/2(s,mf ,mf )
8pis2
2
3
(
1 +
2m2f
s
)
|M1→ 1
2
+ 1
2
|2. (4.6b)
The optical theorem gives the discontinuity of C˜1 in terms of these as
Disc C˜1(s) =
s
8pi2α2
(∑
σ1→0+0(s) +
∑
σ1→ 1
2
+ 1
2
(s)
)
, (4.7)
with the sums over the various scalars and fermions that can be produced. In all of these
discontinuities, λ1/2(s,m1,m2) implies a cut, from s0 = (m1 +m2)
2 to infinity.
In the limit of unbroken supersymmetry, the produced state is a massive supersymmetric
chiral superfield with m1,m2,mf ,ms → mSUSY, and M0 = M 1
2
,M1→0+0,M1→ 1
2
+ 1
2
→
MSUSY. All of the above total cross sections and discontinuities indeed properly coincide
in this limit,
σtot;0, 1
2
,1 → σSUSY =
1
8pis
√
1− 4m
2
SUSY
s
|MSUSY,0|2 , (4.8)
with discontinuity
Disc C˜0, 1
2
,1 → Disc C˜SUSY =
∑
mSUSY
1
4pi
√
1− 4m
2
SUSY
s
∣∣∣∣MSUSY,04piα
∣∣∣∣2 , (4.9)
3For (partially) Higgsed gauge messengers [17,18], we can also have σ 1
2→1+ 12 , and also σ1→1+0.
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Even if SUSY is broken, in the large-s limit the C˜a(p
2) must all coincide to at least order
1/s2 [16], so their discontinuities at large s must also coincide to this order.
Finally, we can consider the possible cuts of B˜1/2(s). Much as with C˜1/2, such cuts can
arise when the gaugino can produce on shell states. Because B˜1/2(s) is a complex rather
than real amplitude, its cuts generally can not be identified with a real, positive-definite
cross section. On the other hand, to avoid CP violating phases, it should be possible to
rotate B˜1/2 to be real in physically realistic theories. As we will illustrate in an example,
the cut structure of C˜1/2 and B˜1/2 are essentially the same, except that cut pairs add up
in C˜1/2, while they subtract in B˜1/2. This opposite sign the SUSY-violating amplitude
B˜1/2(s) leads to a partial cancellation that is needed to ensure that B˜1/2(s), and hence its
discontinuity, properly vanishes at least as fast as 1/s2 for large s.
The above discussion implicitly assumed an IR free spectrum for the produced states.
In that case, the discontinuities mentioned above come from ln(−s) terms in the current
correlator Wilson coefficients, as illustrated in the appendix. Such ln(−s) terms arise, as
in (2.9), from the Fourier transform of OPE coefficients of operators with integral (or half-
integral) dimension, 2∆O ∈ Z. More generally, we could contemplate a (broken) interacting
SCFT, with mass gap, with quantum corrections to the anomalous dimensions leading to
non-integer 2∆O. The spectral analysis in that case is then similar to that considered in
the context of “unparticles,” see e.g. [21]—we won’t discuss it further here.
4.1. Soft masses from the OPE and analyticity
The OPE leads to approximations for the GGM soft masses in (1.2), which can be applied
even in strongly interacting hidden-sector theories. Using the last expression in (4.1) and
applying the OPE, the soft SUSY-breaking parameters are approximated by
Mgaugino ≈
∑
k
α Im[sdk/2 c˜kJJ(s)]
2dk−1dkMdk
〈Q2(Ok(0))〉,
m2sfermion ≈ 4piαY 〈J(x)〉 −
∑
k
α2c2 Im[s
dk/2 c˜kJJ(s)]
2dk+1pid2kM
dk
〈Q¯2Q2(Ok(0))〉.
(4.10)
Here the classical scaling dimension dk is related to the quantum scaling dimension by
∆k = dk + γk, and Im[s
dk/2 c˜kJJ(s)] is independent of s = −p2 by dimensional analysis.
Let us sketch a few details in how the expressions in (4.10) are obtained, to highlight
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in particular some approximations. Using (1.2) and (4.1),
Mgaugino = piiαB˜1/2(s = 0) = α
∫
s0,c
ds′
Im[iB˜1/2(s
′)]
s′
≈ α
∑
k
∫ ∞
ssusy
ds′
Im[c˜kJJ(s
′)]
s′
〈Q2(Ok(0))〉
= α
∑
k
Im[sdk/2c˜kJJ(s)]〈Q2(Ok(0))〉
∫ ∞
ssusy
ds′ (s′)−dk/2−1.
(4.11)
The second line of (4.11) involves two approximations. First, we approximate B˜1/2(s
′) by
replacing it with its OPE—this is a good approximation for the large s′ part of the integral,
while we apply it to the entire s′ integral.
The next approximation is that the cut endpoints s0,c on the top line of (4.11) depend
on the masses of the produced states, which are affected by the SUSY-breaking contri-
butions, while on the second line we approximated all cuts as starting at the unbroken-
supersymmetric physical threshold sSUSY = 4M
2, where the SUSY-breaking corrections to
the masses are dropped. This is needed because, once we apply the OPE, the individual
cuts are no longer visible. While this approximation sounds perhaps rather crude, we will
see in the example of weakly coupled messengers that it nevertheless gives the full answer,
perhaps because the different individual cut locations essentially average to the supersym-
metric threshold. We replace ∆k with the classical dimension dk to get the contributing
ln(−s) contribution to the imaginary part in (4.11). Doing the s′ integral in (4.11) gives
Mgaugino in (4.10). The derivation of m
2
sfermion is similar. Uniform convergence is assumed,
and the m2sfermion momentum integral was regulated to tame the otherwise IR-divergent
integral.4 Notice that (4.10) only require the knowledge of the J(x)J(0) OPE, which is
constrained by OPE superconformality.
The expressions (4.10) can be further approximated by keeping only the contribution
from the lowest dimension operator OK on the RHS of the OPE (1.3) for which Q2(OK) 6=
0:
Mgaugino ≈ −αpiwγKi
8M2
〈Q2(Oi(0))〉,
m2sfermion ≈ 4piαY 〈J(x)〉+
α2c2wγKi
64M2
〈Q¯2Q2(Oi(0))〉,
(4.12)
4Though the momentum integral is actually not IR-divergent but this cannot be inferred from the OPE
alone; a complete knowledge of the Ca(x
2M2) functions is necessary. Also, although the OPE is convergent
for large enough s′, the approximations (4.10) might suffer from convergence issues from our integrating s′ all
the way down to sSUSY = 4M
2. This can require that the OPE sum be regulated by analytic continuation;
an example of this will be seen in the next section.
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where γKi is the anomalous-dimension matrix which mixes OK with the operator Oi.
5. Example: Minimal Gauge Mediation
We now apply and test our general ideas and methods in the canonical example of weakly
coupled minimal gauge messenger mediation. The theory has canonical Ka¨hler potential
and a hidden-sector supersymmetry-breaking chiral superfield X (or spurion) coupled to a
pair of messengers Φ and Φ˜, of U(1) charge ±1, via the superpotential
Wh⊗m = hXΦΦ˜. (5.1)
X is chiral, Q¯α˙(X(x)) = 0, with X(z+) = X(y) +
√
2θχ(y) + θ2F (y), with
χα(x) =
i√
2
Qα(X(x)), F (x) =
1
4
Q2(X(x)). (5.2)
At low-energy, X and F get expectation values and the messengers Φ and Φ˜ become free
fields with SUSY-split masses
M0 = h〈X〉, m2± = m20 ± f, (5.3)
with M0 the fermion and m± the real-scalar masses (m0 = |M0| and f = |h〈F 〉|). In the
UV, with X regarded as a dynamical field, the coupling h in (5.1) has a Landau pole; we
restrict our attention to below the scale where it is UV completed or cutoff.
The U(1) current superfield is J = Φ†Φ−Φ˜†Φ˜, with Q2(J) = Q¯2(J) = 0 and components
J(x) = φ†φ(x)− φ˜†φ˜(x),
jα(x) = −i
√
2[φ†ψα(x)− φ˜†ψ˜α(x)],
¯α˙(x) = i
√
2[φψ¯α˙(x)− φ˜ ¯˜ψα˙(x)],
jµ(x) = i[φ∂µφ
†(x)− φ†∂µφ(x)− φ˜∂µφ˜†(x) + φ˜†∂µφ˜(x)] + ψσµψ¯(x)− ψ˜σµ ¯˜ψ(x),
(5.4)
and their interactions with the SUSY-breaking superfield X are given by
Lint = −h∗hX†X(φ†φ+ φ˜†φ˜)− [h(−Fφφ˜+Xψψ˜ + φψ˜χ+ φ˜ψχ) + h.c.]. (5.5)
We also define real superfields K and K ′, and “meson” chiral field M , by
K = Φ†Φ + Φ˜†Φ˜, K ′ = K − 2X†X, M = ΦΦ˜. (5.6)
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So in (5.5) −|hX|2 sources the bottom component of K, and hF sources M . K is the
messenger’s classical Ka¨hler potential, with the classical dimension of a conserved current,
but the current is violated by (5.1) (though (5.1) preserves K ′):
Q2(K) =
1
8pi2
W 2 + 4hXM, Q2(K ′) =
1
8pi2
W 2.
We include the anomaly term W 2 for completeness here, but it will not play a role in what
follows since we initially turn off the gauge interactions, α → 0. In this limit, K ′ is a
conserved current.
Below the scale of 〈X〉 and 〈F 〉, where the theory is free, we know e.g.
〈J(x)J(0)〉 ≡ C0(x) = 2
(2pi)d/2
(m+m−
x2
)d/2−1
Kd/2−1(m+x)Kd/2−1(m−x),
C˜0(p
2) = 2
∫
d4q
(2pi)4
1
q2 +m2+
1
(p+ q)2 +m2−
.
(5.7)
In the first line we used the d-dimensional propagator, with Kν(z) a Bessel function. In
the following subsections we will test our general considerations by using the explicit,
known expressions for the GGM functions C˜a(p
2) and B˜1/2(p
2) in this case [3]. We will
reinterpret the expressions in terms of the OPE in the “CFT” (5.1) with field X included,
applying and testing our constraints from superconformal symmetry. Using e.g. (2.11), the
superconformal supercharges act on the superfield X components at xµ = 0 as
{Sα, χβ(0)} = 3i
√
2rXδ
α
β X(0), [S
α, F (0)] = i
√
2(3rX − 2)χα(0),
where rX =
2
3
∆X is the R-charge of the chiral superfield X. The S
α action at an arbi-
trary point x is easily obtained from the superconformal-algebra equations and the chiral-
superfield commutation relations.
5.1. The cross sections and analyticity properties
The total cross sections for scattering from the visible to the hidden sector can be immedi-
ately computed to O(α) from the general expressions (4.2), (4.4), and (4.6a) and (4.6b). In
this weakly coupled hidden sector, the amplitude in these expressions is simply M = 4piα,
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with the kinematic factors involving the hidden-sector messenger masses (5.3):
σ0(vis→ hid) = (4piα)
2
4pis
1
2s
λ1/2(s,m+,m−),
σ1/2(vis→ hid) = (4piα)
2
4pis
1
4s2
[
(s+m20 −m2+)λ1/2(s,m0,m+) + (m+ → m−)
]
,
σ1(vis→ hid) = (4piα)
2
4pis
1
12s2
[
(s− 4m2+)λ1/2(s,m+,m+) + (m+ → m−)
+4(s+ 2m20)λ
1/2(s,m0,m0)
]
,
σ′1/2(vis→ hid) =
(4piα)2
4pis
1
2s
[
λ1/2(s,m0,m+)− λ1/2(s,m0,m−)
]
.
(5.8)
Here σ′1/2 is not an honest cross section, but we anyway relate it to B˜1/2, whose phase can
be eliminated to make σ′1/2 real and positive. In the unbroken-SUSY limit, F → 0,
σa=0,1/2,1(s)→ σSUSY(s,mSUSY) = (4piα)
2
8pis
√
1− 4m
2
SUSY
s
θ(s− 4m2SUSY), σ′1/2 → 0. (5.9)
The full cross sections (5.8) can be obtained from σSUSY (5.9), e.g.
σ0(s) = exp
(
−f
2
s
∂
∂m20
)
σSUSY(s),
with similar (but slightly uglier) expressions for σ1/2, σ1, and σ
′
1/2.
The cross sections (5.8) have expansions in powers of 1/s in the UV limit, using (5.3),
σ0(vis→ hid) = (4piα)
2
4pis
[
1
2
− m
2
0
s
+
f 2 −m40
s2
− 2m
2
0(m
4
0 − f 2)
s3
+O(s−4)
]
,
σ1/2(vis→ hid) = (4piα)
2
4pis
[
1
2
− m
2
0
s
+
1
2
f 2 −m40
s2
− 2m
6
0
s3
+O(s−4)
]
,
σ1(vis→ hid) = (4piα)
2
4pis
[
1
2
− m
2
0
s
+
f 2 −m40
s2
− 2m
2
0(m
4
0 − f 2)
s3
+O(s−4)
]
,
σ0 − 4σ1/2 + 3σ1 = (4piα)
2
4pis
2f 2
s2
[
1 +
4m20
s
+O(s−3)
]
,
σ′1/2(vis→ hid) = −
(4piα)2
4pis
f
s
[
1 +
2m20
s
+
6m40
s2
+O(s−3)
]
.
(5.10)
In the UV limit, the SUSY-breaking differences of σ0, σ1/2, and σ1 show up at O(f 2/s3),
while σ′1/2 is O(f/s2).
The optical theorem relations (4.3), (4.5), (4.7), relate these cross sections to the dis-
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continuities of the GGM functions C˜a(s), and here B˜1/2(s) obeys a similar relation,
σa=0,1/2,1 =
(4piα)2
s
Im(iC˜a(s)) =
(4piα)2
s
1
2i
Disc(iC˜a(s)),
σ′1/2 =
(4piα)2
m0s
Im(iB˜1/2(s)) =
(4piα)2
m0s
1
2i
Disc(iB˜1/2(s)).
(5.11)
We now verify these relations from the known, explicit integral expressions for the GGM
functions in this case, as given in [3]. Let’s first remark that since, as shown on general
grounds in [16], the C˜a(s) coincide to O(1/s2, ln s/s2) in the UV limit, it follows from (5.11)
that the σa in this limit necessarily always coincide to O(1/s3), as seen explicitly in the
present example in (5.10).
Consider first C0 using its integral expression
C˜0 = 2
∫
d4q
(2pi)4
1
q2 +m2+
1
(p+ q)2 +m2−
⊃ − i
8pi2
∫ 1
0
dx ln[x(1− x)p2 + xm2+ + (1− x)m2−],
where the last expression is the finite part. The Landau equations for determining the
endpoint of the cut,
x(1− x)p2 + xm2+ + (1− x)m2− = 0 and
∂
∂x
[x(1− x)p2 + xm2+ + (1− x)m2−] = 0,
have solutions s± = −p2± = (m+ ±m−)2 and x± = m−m−±m+ . The s+, x+ solution gives the
endpoint of the cut, while s− is unphysical, since it has x− < 0, outside of the region of
integration. Indeed, ∆C˜0 can be here be calculated analytically from the integral to give
C˜0 ⊃ i
8pi2s
λ1/2(s,m2+,m
2
−) ln
√−s+ (m+ +m−)2 +√−s+ (m+ −m−)2√−s+ (m+ +m−)2 −√−s+ (m+ −m−)2 .
The only physical branch point, on the first sheet of the logarithm, is that at s+—there
is no physical branch point at s− = (m+ −m−)2, and there is no physical pole at s = 0.
Thus, in agreement with the above cross section and the optical theorem (5.11),
Disc C˜0 ≡ C˜0(s+ i)− C˜0(s− i) = λ
1/2(s,m2+,m
2
−)
4pis
θ(s− (m+ +m−)2). (5.12)
It similarly follows from the explicit integral expression for C˜1/2(s),
C˜1/2 = − 2
p2
∫
d4q
(2pi)4
[
1
(p+ q)2 +m2+
+
1
(p+ q)2 +m2−
]
p · q
q2 +m20,
that C˜1/2 has two (physical) branch points, at s = (m0 +m+)
2 and s = (m0 +m−)2, with
Disc C˜1/2 =
1
8pis2
(s+m20 −m2+)λ1/2(s,m0,m+)θ(s− (m0 +m+)2) + [m+ → m−]. (5.13)
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(Again, s = 0 is not a pole on the first sheet of the logarithm.) So (5.13) indeed agrees
with (5.11) and the above cross sections. Similarly, B˜1/2, has two branch points, at exactly
the same positions in the s-plane as C˜1/2, with
Disc B˜1/2 =
m0
4pis
λ1/2(s,m20,m
2
+)θ(s− (m0 +m+)2)− (m+ → m−). (5.14)
The relative sign between the two terms in (5.14) cancels the contributions to O(1/s),
consistent with the restoration of supersymmetry in the deep UV.
Similarly, the explicit expression for C˜1,
C˜1 =
2
3p2
∫
d4q
(2pi)4
{
(p+ q) · (3p+ 2q) + 4m2+
(q2 +m2+)[(p+ q)
2 +m2+]
+ (m+ → m−)− 4q · (p+ q) + 8m
2
0
(q2 +m20)[(p+ q)
2 +m20]
}
reveals three branch points, at s = 4m2±, 4m
2
0. (The supertrace relation StrM
2 = 0, i.e.
m2+ + m
2
− − 2m20 = 0, is needed to prevent C˜1(s) from having a pole at s = 0 on the
physical sheet.) The C˜1(s) discontinuities are consistent with the optical theorem and the
cross sections (4.6a) for scalar production and (4.6b) for fermion production. At large s,
the sum of the discontinuities across the three cuts add to coincide with that found above
for C˜0 and C˜1/2 to order O(1/s2), consistent with UV supersymmetry restoration.
5.2. OPE for J(x)J(0) and superpartners
We now consider the current-current OPE J(x)J(0) (1.3), along with its Fourier transform
i
∫
d4x e−ip·xJ(x)J(0)→ c˜1(s,Λ)1 + c˜K(s)K(0) + c˜J2(s)J2(0) + c˜K2(s)K2(0) + · · ·
+ F(X,X†, F, F †, χ, χ†; s, µ).
(5.15)
The first few terms in the position-space OPE are found from taking Wick contractions
c1(x) =
1
8pi4x4
+ · · · , cK(x) = 1
2pi2x2
+ · · · , cJ2(x) = 1 + · · · , (5.16)
(So τ = w = 2 in (1.3), coming from Φ and Φ˜. In the α, h → 0 limit, K becomes
a conserved current and the leading K term on the RHS of the J(x)J(0) OPE can be
regarded as giving the TrU(1)2JU(1)K = 2 ’t Hooft anomaly.) Here · · · are higher order
perturbative corrections. These Wilson coefficients have Fourier transforms
c˜1(s) =
1
8pi2
ln
Λ2
−s + · · · , c˜K(s) = −
2
s
+ · · · , c˜J2(s) = δ(4)(p) + · · · . (5.17)
For example, c˜K can be found from the diagram
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J(0)J(x)
p
−ic˜K(s) = =
2i
s
. (5.18)
As usual, a UV cutoff Λ enters for the Fourier transformation of the identity term in (5.15).
The important terms in what follows will be those on the second line of (5.15), rep-
resenting the contributions of the supersymmetry breaking “goldstino” (or spurion back-
ground) superfield X, and its superpartners, to the OPE. When we take expectation values
of (5.15), and superpartners, the superconformal and supersymmetry breaking effects will
come from the expectation values of these operators involving X and X†. Since J(x) is
U(1)R neutral, the possible terms in F in (5.15) include
i
∫
d4x e−ip·xJ(x)J(0) ⊃
∞∑
m,n=0
c˜0(m,n; s, µ)(F
†F )m(X†X)n(0)
+
∞∑
m,n=0
d˜0(m,n; s, µ)(F
†F )m(X†X)nX†F †χ2(0) + h.c.
+
∞∑
m,n=0
e˜0(m,n; s, µ)(F
†F )m(X†X)nχ2χ¯2(0) + · · · .
(5.19)
There are similar OPE expansions for the current superdescendants of J(x), e.g.
i
∫
d4x e−ip·xjα(x)¯α˙(0) ⊃ −iσµαα˙pµ
∞∑
m,n=0
c˜1/2(m,n; s, µ)(F
†F )m(X†X)n(0)
− iσµαα˙pµ
∞∑
m,n=0
d˜1/2(m,n; s, µ)(F
†F )m(X†X)nX†F †χ2(0) + h.c.
− iσµαα˙pµ
∞∑
m,n=0
e˜1/2(m,n; s, µ)(F
†F )m(X†X)nX†F †χ2χ¯2(0) + · · · .
(5.20)
The scale µ appearing in (5.19) is the IR normalization point mentioned in section 2.
The Feynman diagrams used to compute the Wilson coefficients in (5.19) (see appendix
A), are UV-convergent but IR-divergent. So we integrate over virtual momenta starting
at an IR cutoff µ, yielding µ dependent Wilson coefficients that are governed by the RG
equations (2.3). Operator expectation values are similarly µ dependent, governed by RG
equations. The µ dependence ultimately drops, as discussed in [12], when computing OPE
expectation values, like the GGM functions. This here works thanks to operator mixing
between operators on the two lines of (5.15), involving the messengers and X.
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As an example of this, consider the coefficient c˜X†X(s, µ) of the operator X
†X in the
OPE, called c˜0(0, 1; s, µ) in (5.19), which is obtained at one-loop in the appendix by evaluat-
ing a Feynman diagram with an insertion of X†X, with IR cutoff µ on the loop momentum,
c˜X†X(s, µ) =
1
4pi2
|h|2
s
ln
−s
µ2
+ · · · , (5.21)
where again · · · includes higher order corrections in |h|2. The µ dependence in (5.21) is
cancelled, effectively replaced with Λ, by the one loop operator mixing between X†X and
the operator K, given by the diagram of Fig. 2.
K
k
X
X
†
Fig. 2: Diagram giving rise to operator mixing between K and X†X.
This diagram, which requires both UV cutoff Λ and IR cutoff µ, gives operator mixing:
Kren(0) = K(0)− |h|
2
8pi2
ln
Λ2
µ2
X†X(0). (5.22)
(This is related to the fact that K in (5.6) has γK = |h|2/16pi2 whereas K ′ in (5.6) has
γK′ = 0 to this order.) When combined with the tree-level Wilson coefficient c˜K in (5.17),
the µ-dependence in (5.21) cancels with that in (5.22), and is thereby ultimately replaced
with a Λ-dependence from c˜K(s)K(0).
As an immediate illustration and check of our methods and results, let us connect the
first few leading UV terms of the J(x)J(0) OPE expectation value with the corresponding
terms in the σ0(s) cross section in (5.10). Using (5.11), (5.10), and (5.15), we have
Disc C˜0(s) =
1
2pi
[
1
2
− m
2
0
s
+
f 2 −m40
s2
− 2m
2
0(m
4
0 − f 2)
s3
+O(s−4)
]
= Disc c˜1(s)〈1〉+ Disc c˜X†X(s)〈X†X〉+ Disc c˜(X†X)2〈(X†X)2〉+ · · ·
(5.23)
The first two terms on the top line indeed agree with the first two terms on the second
line, upon using c˜1(s) from (5.17), and c˜X†X(s) from (5.21) and
〈1〉 = 1, 〈(|h|2X†X)n〉 = m2n0 , Im ln(−(s± i)) = ∓pi. (5.24)
In fact, we can reproduce the full cross sections (5.8) and associated discontinuities,
from the OPE (5.15) expectation value,
C˜0 ⊃
∞∑
m,n=0
c˜0(m,n; s)(〈F †F 〉)m(〈X†X〉)n. (5.25)
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An explicit one-loop computation of the Wilson coefficients c˜0(m,n; s, µ) in (5.19) is given
in the appendix. The discontinuity in particular comes from the terms ∼ ln(−s) as in
(5.24), and using the result from the appendix gives
Disc c˜0(m,n; s) = − 1
2pi
(−1)mΓ(2(m+ n)− 1)
Γ(m+ n)Γ(m+ 1)Γ(n+ 1)
(
1
s
)m( |h|2
s
)m+n
. (5.26)
Using (5.26), the seemingly complicated series in m and n indeed nicely sums up to give
(recall from (5.3) that m0 ≡ |h〈X〉| and f ≡ |h〈F 〉|)
Disc C˜0 =
∞∑
m,n=0
Disc c˜0(m,n; s)(〈F †F 〉)m(〈X†X〉)n
=
1
4pis
√
s2 − 4m20s+ 4f 2.
(5.27)
Upon using (5.3), (5.27) indeed exactly reproduces, to all orders in 1/s, the expression
(5.12), involving the standard kinetic factor λ1/2(s,m+,m−) (1.8).
As indicated in the J(x)J(0) OPE (5.19), there are terms involving X’s fermion com-
ponents, χ (the goldstino). Such terms vanish upon taking the expectation value, so they
do not contribute to C˜0(s), as in (5.25). We retain the χ terms in (5.19) because they do
contribute once we act on them with the supercharges Q, Q¯, so they contribute to (1.2),
(3.3) etc. The form of the terms in (5.19) have been constrained by the U(1)R symmetry
and reality of J .5 The action of Q on the operators in (5.19) can be obtained from (5.2),
which we can represent as
Qα → −i
√
2
(
χα
∂
∂X
+ F
∂
∂χα
)
, (5.28)
so e.g.
Q2 → 4F ∂
∂X
− 2χ2 ∂
2
∂X2
− 4χαF ∂
2
∂X ∂χα
+ 2F 2
∂2
∂χ2
. (5.29)
Let us now consider the jα(x)jβ(0) OPE, whose expectation value gives B1/2(x). By
relation (2.18), this can be obtained from Q2 acting on J(x)J(0) OPE (5.19), and the
terms with non-zero expectation value are those without remaining χ or χ† fermion fields.
In terms of (5.29), the contributions come from the first and last terms, giving
i
∫
d4x e−ip·x〈jα(x)jβ(0)〉 → αβ〈FX†
∞∑
m,n=0
c˜ ′1/2(m,n; s, µ)(F
†F )m(X†X)n〉,
5 There are additional operators involving derivatives, with OPE coefficient denoted as e.g. ∂d0:∑
m,n
∂d0(m,n; s, µ)(F
†F )m(X†X)n∂µχσµχ¯(0).
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with coefficients c˜ ′1/2 contributions from the c˜0 and d˜0 terms in (5.19)
c˜ ′1/2(m,n; s, µ) = (n+ 1)c˜0(m,n+ 1; s, µ) + 2d˜0(m− 1, n; s, µ). (5.30)
Using the explicit expressions for c˜0(m,n; s, µ) and d˜0(m,n; s, µ), given by (A.1) and (A.2)
in the appendix, we find that (5.30) indeed gives the correct expression for B˜1/2(s), and in
particular its discontinuity is properly related to the last expression in (5.8) and (5.10):
Disc B˜1/2(s) =
∞∑
m,n=0
Disc c˜ ′1/2(m,n; s)(〈F †F 〉)m(〈X†X〉)n
=
m0
4pis
√
s2 − 4m20s− 2fs+ f 2 − (f → −f),
(5.31)
which precisely reproduces (5.14).
We can similarly consider Q2Q¯2 acting on the J(x)J(0) OPE, which by (3.3a) gives
expectation value equal to −8∂2(C0(x) − 4C1/2(x) + 3C1(x)). Now, using (5.29) and its
analog for Q¯2, the c˜0(s), d˜0(s)χ
2 + h.c., and e˜0(s)χ
2χ¯2 terms in the J(x)J(0) OPE (5.19)
all contribute. The resulting relation can be verified from a direct loop computation of the
e˜0(s) Wilson coefficients, along the lines of the c˜0 and d˜0 perturbative computation outlined
in the appendix.
Let us now turn to using, and checking, the additional constraints that follow from our
claimed superconformal covariance of the OPE Wilson coefficients. One way to implement
the constraints of superconformal invariance is to directly use the superspace-based [9] re-
sults of [5], reviewed in section 2.2 above. It follows from these results that the OPE of
all components of the J (z) current superfield (2.13) are fully determined by the super-
conformal primary contributions to the primary J(x)J(0) OPE, with independent Wilson
coefficients for all real superconformal primary operators Oµ1...µ` (2.22). As discussed in
(3.5), only the spin ` = 0 operators O, and spin ` = 1 operators Oµ have spin zero
components that can get expectation values and contribute to the GGM functions.
To use these results here, we need to classify the independent, real superconformal
primary operators of spin ` = 0, 1 that can be built from X and X†. Clearly one such class
of primary operator superfields are On(z) = (X†X)n. Using (5.29) Q2(Xn) = nXn−2(4FX−
2(n− 1)χ2), we see that the descendants in (2.22) involve particular linear combinations of
FX and χ2. Classes of additional superconformal primary operators can be obtained from
different, orthogonal linear combinations of FX and χ2 terms.6 We won’t work out here
the details of all classes of superconformal primaries for this example.
6It is necessary here to retain the interaction (5.1), since F is a null operator if X is free.
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Alternatively, we can directly check that the superconformal relations like (2.17), (2.19),
(2.20), (2.21) etc. are satisfied. As a first example, conformal covariance with respect to
Kµ fully determines the P dependence in (2.1) (as in e.g. [14]), and in particular the
contribution of scalar operators O to the J(x)J(0) OPE have
J(x)J(0) ∼ cJJO
x4−∆O
(
1 +
1
2
xµ∂µ +
∆O + 2
8(∆O + 1)
xµxν∂µ∂ν − ∆O
16(∆2O − 1)
x2∂2 + · · ·
)
O(0).
(5.32)
Explicit calculation indeed verifies, for example (in position space, using dimensional reg-
ularization), that the Wilson coefficients of the operators On = (X†X)n for the first two
terms in (5.32) indeed have the relative factor of 1
2
of (5.32); this gives a check of conformal
covariance of the OPE.
We now outline similar explicit checks of our proposed superconformal covariance of the
OPE Wilson coefficients, with the generator S and S¯. The proposed superconformal covari-
ance yields many individual relations, which when combined determine the superconformal
descendant Wilson coefficients in terms of those of the superconformal primaries.
As an example, the superconformal algebra implies that
Q¯S¯(J(x)J(0)) = −ix · σ¯α˙αjα(x)¯α˙(0)− 2ixµ(jµ(x)− i∂µJ(x))J(0). (5.33)
Taking the Fourier transform of (5.33) and using the J(x)J(0) OPE (5.19) and jα(x)¯α˙(0)
OPE (5.20) yields the relation
d˜0(m− 1, n− 1; s)− ∂d˜0(m− 1, n; s) = 14 [2(1−m)− n]
[
c˜0(m,n; s)− c˜1/2(m,n; s)
]
, (5.34)
where ∂d˜0(m,n; s) is the Wilson coefficient of (F
†F )m(X†X)n(∂µχ)σµχ¯ in (5.19). Explicit
computation of the Wilson coefficients verifies that (5.34) is indeed satisfied.
The relation (5.34) determines the c˜1/2 Wilson coefficients in the jα(x)¯α˙(0) OPE (5.20)
in terms of the Wilson coefficients c˜0, d˜0, and ∂d˜0 in the primary J(x)J(0) OPE (5.19). This
fits with the result [5] that all superconformal descendant current-current OPE coefficients
are fully determined from those of the primaries. In addition to relating the various OPEs
of J ’s descendants, jα, ¯α, and jµ, superconformal symmetry also implies relations among
the terms on the RHS of the J(x)J(0) OPE (5.19), determining the Wilson coefficients of
all superconformal descendants in terms of those of the superconformal primaries.
As an example, consider the ∂d˜0(m,n; s) Wilson coefficient of (F
†F )m(X†X)n(∂µχ)σµχ¯,
that entered in (5.34). Since [S¯α˙, i∂µχσ
µχ¯] 6= 0, these operators are not superconformal
primary, so the coefficients ∂d˜0(m,n; s) are completely determined by the superconformal
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symmetry in terms of the other, superconformal primary Wilson coefficients. Indeed, in-
serting the J(x)J(0) OPE into superconformal relations like (2.20) and(
Q2 +
2i
x2
Qx · σS¯
)
(J(x)J(0)) = 0
yields enough relations to, for example, fully determine the Wilson coefficients of super-
conformal descendants like i∂µχσ
µχ¯, χx · σχ¯ and X†F †χ2 in terms of the superconformal
primaries. One can append (X†X)n(F †F )m in front of all of these operators and the result
remains.7 As expected from the analysis of [5], the Wilson coefficients of all superconformal
descendant operators are determined from those of the superconformal primaries.
5.3. Soft masses
We now apply general expressions (4.10) to analyze the gaugino and sfermion masses in this
simple model. The expressions (4.10) and (4.12) can be applied to strongly coupled theories,
and here we verify that our techniques can indeed properly approximate soft masses in
simple weakly-coupled models, where the answer is already known: Mgaugino =
α
4pi
F
X
g(x)
and m2sfermion = 2
(
α
4pi
)2
c(r)f(x) [22], with x ≡ |F/hX2| and
g(x) =
1
x2
[(1 + x) ln(1 + x) + (1− x) ln(1− x)],
f(x) =
1 + x
x2
[
ln(1 + x)− 2 Li2
(
x
1 + x
)
+
1
2
Li2
(
2x
1 + x
)]
+ (x→ −x).
(5.35)
We find, perhaps surprisingly, that the OPE methods—generally an approximation—here
reproduce the full, exact functions g(x) and f(x)! We discuss here the gaugino mass in
some detail. The sfermion mass computation is conceptually essentially the same, although
technically a bit more involved.
The Wilson coefficients entering in (4.10) are the c˜ ′1/2(m,n; s, µ) in (5.30), whose imag-
inary parts give the discontinuity in (5.31). So (4.10) gives
Mgaugino ≈ α
∑
m,n
Disc[sn+2m+1c˜ ′1/2(m,n; s, µ)]
4n+2m+1(n+ 2m+ 1)m
2(n+2m)−1
0
(〈F †F 〉)m(〈X†X〉)n.
Using the result for c˜ ′1/2(m,n; s, µ) in (5.31), this gives Mgaugino ≈Mgaugino,OPE ≡ α4pi FX gOPE(x),
with
gOPE(x) =
∞∑
n,m=0
Γ[2(n+m)]
4n+2m(n+ 2m+ 1)Γ(n)Γ(n+ 1)Γ(2m+ 2)
x2m.
7Since the action of S on F and F † gives zero at x = 0, one has to use derivative operators in order
to generate the F †F s. Then, one can use the known action of Kµ to show that Wilson coefficients of
superconformal descendants are determined in terms of those of superconformal quasi-primaries.
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The ratio test shows that the
∑
m sum converges (for x < 4, which is satisfied since we
anyway need 0 < x < 1 to avoid tachyons), but the
∑
n requires a continuation to converge.
Indeed, the
∑
n sum can be rewritten in terms of hypergeometric functions, giving
gOPE(x) =
1
2
+
∞∑
m=0
1
24m+3(m+ 1)
3F2
[
m+ 3/2,m+ 1, 2m+ 2
2, 2m+ 3
; 1
]
x2m. (5.36)
The hypergeometric function 3F2
[
a,b,c
d,e
; z
]
converges at z = 1 only if Re s > 0 where s =
d + e − (a + b + c), and that is not satisfied in (5.36). Fortunately, one can analytically
continue the hypergeometric functions using a generalization of Dixon’s theorem,
3F2
[
a, b, c
d, e
; 1
]
=
Γ(d)Γ(e)Γ(s)
Γ(a)Γ(b+ s)Γ(c+ s)
3F2
[
d− a, e− a, s
s+ b, s+ c
; 1
]
,
which leads to convergent hypergeometric functions and gives
gOPE(x) = 1 +
1
6
x2 +
1
15
x4 +
1
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x6 + · · · = g(x).
The approximate gOPE(x) function obtained from the OPE gives the exact function g(x)!
Similarly, the OPE approximation for the sfermion mass function fOPE(x) actually gives
the full, exact result in (5.35).
Recalling the approximations made in (4.10), it is perhaps surprising that the OPE
manages to reproduce the exact results (at least in this example). In particular, (4.10)
was obtained by approximating that there is a single cut, starting at the supersymmetric
threshold for particle production, with supersymmetry breaking neglected. We know from
our discussion in subsection 5.1, that this is at best an approximate oversimplification,
since the different contributions to the soft masses actually have different cut structures.
It is interesting and curious that, at least in the present example, the OPE conspires in
such a way to somehow fully account for the true cut structure. We do not know if this
occurs more generally.
Before concluding, it is interesting to see how good the approximation is if we keep only
the leading order contribution (4.12). Using the classical OPE coefficient (5.18) and the
Konishi current mixing (5.22), which are 1/2pi2 and |h|2/4pi2 respectively, the soft SUSY
breaking functions (5.35) can be approximated by g(0) = f(0) ≈ 1
2
. Thus, to lowest order
the approximations (4.12) allow the computation of the soft SUSY breaking parameters to
an accuracy of 50%. This is probably the best (and often the only) approximation to the
soft SUSY breaking parameters one can achieve in strongly-coupled theories.
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6. Conclusion
Conformal theories are interesting arenas for exploring quantum field theory. Various pos-
sible model-building applications of approximate conformal symmetry and non-weakly cou-
pled sectors have been proposed in the literature over the years, to help naturalize hier-
archies, e.g. that of technicolor, flavor [23], sequestering [24], and the µ/Bµ problem [25].
These and other models have recently motivated renewed interest in exploring the conse-
quences of conformal or superconformal symmetry, see e.g. [26] and following papers. Here
we explore possible vestiges of approximate superconformal symmetry in wider classes of
models, where the symmetries can be (softly or spontaneously) broken.
In weakly coupled models, one can simply write down integral expressions for the GGM
functions Ca and B1/2, see [16, 27]. Our methods here give some approximate tools to
analyze theories that are not necessarily weakly coupled, giving some approximate insights
on connecting the model theory to observational consequences. It would be interesting to
apply the methods to concrete examples of non-weakly coupled theories, and to explore
concretely some of the above mentioned proposed applications.
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Appendix A. Combinatorics for Wilson coefficients
In this appendix we calculate the one-loop Wilson coefficient of the operator (F †F )m(X†X)n
in the Fourier-transformed OPE of J(x)J(0). The leading contribution to the coefficient
comes from the one-loop diagram with m insertions of (the background expectation value
of) F † and F , and n insertions of X†X (Fig. 3). The combinatoric factors are as follows.
Permutations among the X†X insertions do not count as separate diagrams, nor do per-
mutations among F †s or F s. F † and F have to be in alternating order, and only one such
ordering counts. We can start with all X†X and F and F † insertions on the upper propa-
gator, and then start bringing the F †s and F s, and the X†Xs, past the current insertion,
to the lower propagator. Every time an F † or an F goes past the current insertion, there
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J(0)J(x)
p
k
mn
X
X
X†
X†
F
F
F †
F †
Fig. 3: The Wilson coefficient of (F †F )m(X†X)n(0) in the OPE i
∫
d4x e−ip·xJ(x)J(0).
is a minus sign, from that in J(x) = φ†φ(x)− φ˜†φ˜(x). After some standard manipulations
for the calculation of one-loop diagrams, the Wilson coefficient computed from Fig. 3 is
c˜0(m,n; s, µ) =
|h|2(m+n)
8pi2
n∑
j=0
2m+1+j∑
k=1+j
(−1)k+j+1 (n+ 2m− k + 1)!
(n− j)! (2m− k + 1 + j)!
(k − 1)!
j! (k − 1− j)!
×
∫ 1
0
dx (−1)n Γ(2m+ n)
Γ(k)Γ(2m+ n+ 2− k)x
k−1(1− x)2m+n−k+1 (2m+ n+ 1)µ
2 + ∆
(µ2 + ∆)2m+n+1
,
(for m, n not both zero) where µ is the IR normalization point, and ∆ ≡ x(1−x)Q2, with
Q2 = p2E. Here k counts the number of propagators that make up the lower propagator,
and j counts how many X†X insertions are on the lower propagator.
In connection with the analyticity properties, we are particularly interested in contribu-
tion that is logarithmic in Q2/µ2. Expanding the result of the above Feynman parameter
integration in the UV (large s ≡ −Q2 > 0) we get
c˜0(m,n; s, µ)→ 1
4pi2
(−1)mΓ(2(m+ n)− 1)
Γ(m+ n)Γ(m+ 1)Γ(n+ 1)
(
1
s
)m( |h|2
s
)m+n
ln
−s
µ2
. (A.1)
The case m = n = 0, i.e. c˜1, is instead given by (5.17). As in the discussion around
(5.22), the IR scale µ everywhere ultimately cancels, thanks to operator mixing, and is
effectively simply replaced with the UV cutoff scale Λ. As discussed after (5.27), the
combinatoric factors in (A.1) precisely reproduce the 1/s expansion of the kinematic factor
λ1/2(s,m+,m−) that enters in the cross section and the C˜0 discontinuity.
To outline a similar example, the Wilson coefficients d˜0(m,n; s, µ) are obtained by sim-
ilar considerations of a diagram like that of Fig. 3, but with the X†F †χ2 external fermion
30
insertions. The result analogous to (A.1) is then
d˜0(m,n; s, µ)→ 1
4pi2
Γ(2(m+ n+ 1))
Γ(n+ 1)
[
1
Γ(2(m+ 2))Γ(n)
+ (−1)m 1
Γ(m+ 2)Γ(m+ n+ 1)
]
×
(
1
s
)m+1( |h|2
s
)m+n+2
ln
−s
µ2
.
(A.2)
References
[1] K.G. Wilson, “Nonlagrangian models of current algebra”, Phys.Rev. 179, 1499 (1969).
[2] M.A. Shifman, A. Vainshtein & V.I. Zakharov, “QCD and Resonance Physics. Sum
Rules”, Nucl.Phys. B147, 385 (1979). F M.A. Shifman, A. Vainshtein & V.I. Zakharov,
“QCD and Resonance Physics: Applications”, Nucl.Phys. B147, 448 (1979).
[3] P. Meade, N. Seiberg & D. Shih, “General Gauge Mediation”, Prog.Theor.Phys.Suppl.
177, 143 (2009), arXiv:0801.3278.
[4] M. Buican, P. Meade, N. Seiberg & D. Shih, “Exploring General Gauge Mediation”,
JHEP 0903, 016 (2009), arXiv:0812.3668.
[5] J.F. Fortin, K. Intriligator & A. Stergiou, “Current OPEs in Superconformal Theories”,
JHEP 1109, 071 (2011), arXiv:1107.1721.
[6] D. Anselmi, J. Erlich, D. Freedman & A. Johansen, “Positivity constraints on anoma-
lies in supersymmetric gauge theories”, Phys.Rev. D57, 7570 (1998), hep-th/9711035.
[7] K.A. Intriligator & B. Wecht, “The Exact superconformal R symmetry maximizes a”,
Nucl.Phys. B667, 183 (2003), hep-th/0304128.
[8] E. Barnes, K.A. Intriligator, B. Wecht & J. Wright, “N = 1 RG flows, product groups,
and a-maximization”, Nucl.Phys. B716, 33 (2005), hep-th/0502049.
[9] H. Osborn, “N = 1 superconformal symmetry in four-dimensional quantum field the-
ory”, Annals Phys. 272, 243 (1999), hep-th/9808041.
[10] C. Itzykson & J. Zuber, “Quantum Field Theory”, McGraw-Hill (1980).
[11] L. Leroy, “OPE in supersymmetric scalar field theories”, Phys.Lett. B187, 97 (1987).
[12] V.A. Novikov, M.A. Shifman, A.I. Vainshtein & V.I. Zakharov, “Wilson’s Operator
Expansion: Can It Fail?”, Nucl.Phys. B249, 445 (1985).
31
[13] J.F. Fortin, B. Grinstein & A. Stergiou, “Scale without Conformal Invariance: An
Example”, Phys.Lett. B704, 74 (2011), arXiv:1106.2540. F J.F. Fortin, B. Grin-
stein & A. Stergiou, “Scale without Conformal Invariance: Theoretical Foundations”,
arXiv:1107.3840.
[14] S. Ferrara, A. Grillo & R. Gatto, “Tensor representations of conformal algebra and
conformally covariant operator product expansion”, Annals Phys. 76, 161 (1973).
[15] D. Poland & D. Simmons-Duffin, “Bounds on 4D Conformal and Superconformal Field
Theories”, arXiv:1009.2087.
[16] T.T. Dumitrescu, Z. Komargodski, N. Seiberg & D. Shih, “General Messenger Gauge
Mediation”, JHEP 1005, 096 (2010), arXiv:1003.2661.
[17] M. Buican & Z. Komargodski, “Soft Terms from Broken Symmetries”, JHEP 1002,
005 (2010), arXiv:0909.4824.
[18] K. Intriligator & M. Sudano, “General Gauge Mediation with Gauge Messengers”,
JHEP 1006, 047 (2010), arXiv:1001.5443.
[19] M. Pindor, “Analyticity and Physics”, in “Harmonic Analysis and Rational Approxi-
mation”, ed: J. Fournier, J. Grimm, J. Leblond & J. Partington, p. 3–12, Springer
Berlin/Heidelberg (2006).
[20] M.E. Peskin & D.V. Schroeder, “An Introduction to quantum field theory”.
[21] A. Rajaraman, “On the Decay of Unparticles”, Phys.Lett. B671, 411 (2009),
arXiv:0806.1533.
[22] S. Dimopoulos, G. Giudice & A. Pomarol, “Dark matter in theories of gauge medi-
ated supersymmetry breaking”, Phys.Lett. B389, 37 (1996), hep-ph/9607225. F S.P.
Martin, “Generalized messengers of supersymmetry breaking and the sparticle mass spec-
trum”, Phys.Rev. D55, 3177 (1997), hep-ph/9608224.
[23] A.E. Nelson & M.J. Strassler, “Suppressing flavor anarchy”, JHEP 0009, 030 (2000),
hep-ph/0006251.
[24] M. Luty & R. Sundrum, “Anomaly mediated supersymmetry breaking in four-
dimensions, naturally”, Phys.Rev. D67, 045007 (2003), hep-th/0111231.
[25] T.S. Roy & M. Schmaltz, “Hidden solution to the mu/Bmu problem in gauge mediation”,
Phys.Rev. D77, 095008 (2008), arXiv:0708.3593. F H. Murayama, Y. Nomura &
D. Poland, “More visible effects of the hidden sector”, Phys.Rev. D77, 015005 (2008),
arXiv:0709.0775.
32
[26] R. Rattazzi, V.S. Rychkov, E. Tonni & A. Vichi, “Bounding scalar operator dimensions
in 4D CFT”, JHEP 0812, 031 (2008), arXiv:0807.0004.
[27] D. Marques, “Generalized messenger sector for gauge mediation of supersymmetry break-
ing and the soft spectrum”, JHEP 0903, 038 (2009), arXiv:0901.1326.
33
