We present a fully automatic approach for facial expression recognition based on a representation of facial motion using a vocabulary of local motion descriptors. Previous studies have shown that motion is sufficient for recognizing expressions. Moreover, by discarding appearance after optical flow estimation, our representation is invariant to the subjects' ethnic background, facial hair and other confounders. Unlike most facial expression recognition approaches, ours is general and not specifically tailored to faces. Annotation efforts for training are minimal, since the user does not have to label frames according to the phase of the expression, or identify facial features. Only a single expression label per sequence is required. We show results on a database of 600 video sequences.
Introduction
The human visual system is highly specialized in recognition tasks related to people and, in particular, faces. We are very adept at identifying discriminating features in people's faces and sensitive to the emotional states manifested by their facial expressions. Arguably, we are less sensitive in similar discriminative tasks for animals and objects. Computer vision research has followed a similar path by developing specialized techniques for face and expression recognition and more general methods for object recognition. Here, we investigate whether a general approach for expression recognition based on motion is feasible.
Facial expression recognition has justifiably attracted a lot of attention resulting in a large corpus of publications, surveyed in [17, 29, 36, 46] . A fundamental study of human perception of expressions was conducted by Bassili [3] . In the study, subjects performed expressions with their faces darkened and covered with white dots. When these videos were played back so that only the white dots were visible, moving displays of the six basic emotions were recognized more accurately than static displays of the white spots at the apex of the expressions. An additional advantage of an approach that relies on motion features is that it achieves desirable invariances to the subjects' ethnic background, facial hair, make up and to some degree spectacles, hats and other accessories. These act as distinctive features for optical flow estimation, rather than obstacles for recognition.
Our approach differs from previous work by not being tailored to faces; we use general motion features, instead of highly detailed models of the human face, eyes and mouth. Since we do not employ face-specific models, we do not rely on FACS coding, but only use a single expression label per sequence for training. FACS is the Facial Action Coding System of Ekman and Friesen [14] that objectively encodes expressions in terms of a number of pre-specified Action Units (AUs), which are the smallest visibly distinguishable changes in facial display. FACS addresses the lack of specificity when expressions are described in terms of the emotional state that is being projected. Here, we present recognition results on videos of the six universal expressions: happiness, sadness, fear, surprise, anger and disgust. Our method could also be trained on data labeled in other ways, for instance according to AU activations, without modification.
An additional constraint we imposed on our method, besides minimal annotation, is that it should be applicable to videos captured by a single unknown camera. Face and expression recognition can benefit greatly from the availability of additional modalities such as 3D or infrared, but this restricts them to processing data captured by a particular sensor or at a specific location. We show results on a the 3D database BU-4DFE [44] provided to us by its authors, but we only use a single video stream for testing and training. The 3D models were not used in any way to augment the images.
Finally, we require our method to be fully automatic. The user should not have to identify neutral faces or the apex of the expression in the sequence, and more importantly the user should not have to localize the eyes or other features in the first frame in order to align a model with the input. Manual initialization is rather common in top-performing systems, probably because some of the key points on the face do not have unique and distinctive appearance, while other features need to be localized with very high precision. Our approach tolerates low repeatability in the placement of our dense set of descriptors. This is due to the SIFT-style encoding [25] we employ and to the overlaps between nearby descriptors.
These requirements are met with the use of a bag of words representation, as in [33] , where the words encode optical flow in local patches. The motion from frame to frame is represented by histograms of these words, which enable fast queries in a database containing frames from labeled sequences. Once labels for the frames of the unknown sequence have been estimated, the entire sequence can be assigned one of the labels.
Related Work
The literature on facial expression recognition is too voluminous to review here. We refer readers to surveys [17, 29, 36, 46] and focus on methods that rely on motion cues. Mase [26] was among the first to use local optical flow estimates to infer expressions. Yacoob and Davis [43] tracked rectangles around the facial features and used their motion as a representation for expressions. Black and Yacoob [5] defined parametric motion models for the eyes and mouth. The motion parameters were estimated from optical flow and used as inputs to a rule-based classifier. Tian et al. [35] used multi-state face and facial component models that take into account permanent and transient (furrows, wrinkles) features. The parameters of these models are the inputs to neural networks that recognize AUs.
Essa and Pentland [15] developed geometric and anatomical models of the human face and a temporal extension to FACS. Using these models and control theory, they were able to estimate muscle actuations from optical flow fields. Lien et al. [24] tracked feature points and principal components of dense optical flow to provide inputs to an HMM that recognizes AUs. Donato et al. [12] evaluated different motion-based techniques and concluded that Gabor wavelets for local representation coupled with ICA gave the best results on short (six-frame) sequences.
Cohen at al. [7] evaluated different Bayesian network classifiers for motion-based frame classification and HMMs for sequence classification. The underlying features were derived from the deformations of a mesh-based face tracker. A similar approach was undertaken by Kotsia and Pitas [22] who place the Candide grid on the face and use SVMs for classification according to the displacement of the vertices from a neutral expression to the apex.
All these methods require manual labeling of feature points or regions in the first frame of each sequence. The difference between fully automatic and manually assisted recognition rates appears to be fairly significant, when reported.
Fully automatic methods have been made possible in the last few years benefiting from progress in facial feature detection. A geometric method that relies on tracking 20 feature points was presented by Valstar and Pantic [38] . Tong et al. [37] learned the time-varying relationships between AUs using dynamic Bayesian networks operating on Gabor wavelets. Wang and Lien [41] proposed a feature-tracking method that explicitly models rigid and non-rigid head motion using a 3D head model. HMMs classify expressions based on the motion of the tracked feature points. An approach similar to ours that uses a large number of generic descriptors was presented by Zhao and Pietikäinen [47] . Spatiotemporal local binary patterns are computed on the volume formed by stacking the input frames. AdaBoost is used for feature selection and SVMs for final classification. Anderson and McOwan [1] introduced a region and appearance based approach in which detected faces are divided into a pre-specified set of regions. Then, an SVM recognizes expressions based on the averaged optical flows inside these regions. Koelstra et al. [21] extended feature-based methods to take appearance information into account. They address the problem as dynamic texture recognition and use boosting to train frame classifiers and HMMs to classify sequences.
A different path, compared to the above highly specialized models, is typically taken when general motion is analyzed. Zelnik-Manor and Irani [45] used the magnitudes of spatiotemporal gradients to form descriptors of actions in video. Spatiotemporal gradients, however, depend on the appearance of the actors. This was alleviated by Efros et al. [13] who relied strictly on motion and recognized frames by finding maxima of correlation of global frame descriptors over time.
Our approach also borrows from the concept of the visual vocabulary [8, 33] that enables efficient retrieval in large databases. This concept has been extended to spatio-temporal inputs (videos) via a number of methods that detect and describe spatio-temporal features [11, 23, 27] . Due to lack of space, we refer readers to the survey by Wang et al. [40] . What is noteworthy is that these descriptors have been applied for human activity recognition and not for facial expression analysis. We conjecture that this is due to the fact that optical flow fields of faces are smooth and do not contain many regions that would be considered features by the above methods. We overcome this by placing descriptors on a regular grid.
Overview of the Approach
This section provides an outline of our approach. We assume that the videos contain one face that covers a large part of the image. Each video is labeled according to the displayed expression, but individual frames do not need to be labeled, fiducials do not need to be marked on the faces and the sequence does not need to begin or end with a neutral expression. A consequence of these minimal supervision requirements is that there is no prior information on which frames depict the onset, apex or offset of the expression. For each video sequence, optical flow is computed using an implementation of Black and Anandan's method [4] . Since motion between two consecutive images of the sequence may be at sub-pixel levels, we concatenate multiple optical flow fields and trace the combined motion of each pixel to generate optical flow fields with larger motions.
On these motion fields, we compute a dense set of local descriptors of the motion vectors following the encoding of the SIFT descriptor [25] , but without scale detection or rotation invariance. We, then, cluster the descriptors to generate a motion vocabulary in which the words are the cluster centroids [33] . During testing, we compute motion descriptors in the same way and assign each descriptor to one of the words. Thus, we obtain a histogram of word frequencies in each frame, which we use as the frame signature. We assign a label to each frame based on its signature. Finally, we classify sequences according to the labels assigned to the frames that comprise them. The processing steps are summarized in Fig. 1 . We have compared several alternatives for the three main classification tasks: the assignment of descriptors to words, frame classification and sequence classification.
Before going into details, let us introduce the notation used in the remainder of the paper.
• A frame is one of the optical flow fields generated by concatenating optical flow estimates. A frame contains a 2D motion vector per pixel. The term frame here always refers to a motion vector field and not to an image.
• s i denotes a local motion descriptor.
• A word is a cluster of descriptors represented by its centroid w i .
• k is the total number of words in the vocabulary.
• A frame signature is a k-D histogram of word counts in a frame denoted by f i .
• A sequence signature, denoted by e i , is a 6D histogram that counts the number of frames in a sequence that have been labeled as displaying a particular expression.
Local Motion Descriptors and Motion Vocabulary
As mentioned above, the inputs to our method are video sequences on which optical flow is computed using [4] . The motion between two consecutive images is typically small. Therefore, to avoid low signal to noise ratios, we concatenate multiple optical flow fields to gener-ate new fields with large motion estimates for each pixel. We, then, select the 20 frames with the largest motions from each sequence and discard the remaining frames. This is done to remove uninformative frames with very little motion when the face is in a neutral expression or is stationary at the apex of an expression.
Motion Descriptors and Motion Words
We have chosen an encoding scheme inspired by those of SIFT [25] and the Histogram of Oriented Gradients (HOG) [9] . SIFT and HOG features are computed on gradient maps, which are also 2D vector fields; thus, we can directly use the same encoding. The optical flow vector at each pixel votes for an orientation bin in a square cell of the image. In our implementation, we use 8 orientation bins defined over 0 − 360 • and 4 × 4 non-overlapping cells in the descriptor (as in SIFT), but we do not perform dominant orientation alignment or extrema detection in scale-space. Rotation invariance is not desirable for our purposes. We have experimentally verified that the use of 8 orientation bins provides sufficient invariance to small rotations due to head motion. Scale is fixed, but ideally should be provided by a face detector. Square cells are more invariant than log-polar cells to small translations of the descriptor and are thus preferable.
Descriptors are computed on a dense regular grid as in [9] . The placement of descriptors at dense grids has been shown to be more effective for recognition than placing them at detected feature locations [18, 28] . The resulting descriptors are 128D vectors, which are clustered to form a vocabulary of motion words, as in [33] . We use two different strategies for obtaining large vocabularies. In both cases, clustering is done without considering the labels of the sequence that produced each descriptor.
The first strategy is the use of two-level hierarchical k-means clustering. Initially, kmeans clustering is applied on a large set (about 1M) of descriptors extracted from several sequences. To overcome memory limitations, we first partition the data into typically 128 clusters. On the second level, we do not subdivide each cluster into an equal number of sub-clusters. Instead, the number of subdivisions is set so that on average the same number of descriptors would be assigned to each second-level cluster. That is, a cluster with 3,000 descriptors will be divided into 30 sub-clusters, if the desired average cluster size is 100. Tests using sequence recognition rate as the criterion have shown this to be more effective than imposing an equal number of subdivisions on the first-level clusters.
We have also used the radius-based clustering (RBC) technique of Jurie and Triggs [20] following the approximation of Van Gemert et al. [39] . RBC sequentially detects new clusters by finding local maxima of density and clustering all descriptors within a preset radius. The local density maximum becomes the cluster's centroid and all previously unclustered descriptors within the radius are assigned to the new cluster. Instead of using mean-shift to detect modes in descriptor space, we select the descriptor with the maximum number of neighbors within the radius as the centroid of the new cluster and proceed to find the next centroid [39] . The loss of accuracy is negligible, while speed gains are large. For efficiency, density estimation is done on random subsets of the training set, as in [20] . During testing, descriptors outside all cells are assigned to the nearest word.
Describing Frames using the Vocabulary
Once a vocabulary has been computed, all frames are encoded in it. Each descriptor s i takes the label of the nearest word w j . We have evaluated the use of the L 2 (Euclidean) and the Mahalanobis distance for this task using k-means clustering. For the latter, the covariance matrix Σ s of the descriptors is computed before the vocabulary is generated. Before training and testing, all descriptors are pre-scaled by the square root of the inverse of the covariance matrix Σ − 1 2 s as in [32, 33] . k-means clustering is applied on the resulting descriptors. As shown in Section 7, both distance functions provide very similar recognition performance (at the sequence level) with L 2 having a slight advantage. Therefore, the L 2 distance is used in the remainder to measure the dissimilarity between descriptors and/or words.
Recent results in the bag of visual words literature [30, 39] suggest that soft assignment of descriptors to words may be preferable to assigning each descriptor to the nearest word. Under this approach, each descriptor votes for a few neighboring words, with the votes weighted according to distance. The result is that descriptors that are close to the Voronoi boundaries between words contribute almost equal votes to the relevant words reflecting this ambiguity and reducing the sensitivity of the output to small perturbations of the descriptors. Having generated the vocabulary using standard k-means (L 2 distance), we adopt the method of [30] in which each descriptor votes for the r nearest words with weights that decay with distance, according to:
where d() is the L 2 distance between the descriptor s i and word w j and σ is set such that the votes to the (r + 1) th neighbor are small. The vector of weights v is L 1 -normalized. Soft assignment outperforms hard assignment for small vocabularies (see Section 7). For RBC, we only show results using L 2 which achieves the best recognition results. In all cases, the output of this stage is a set of k-D frame signatures f n for the frames of the training set that measure how many descriptors of frame n were assigned to word j. During testing, frame signatures are generated for the unlabeled frames as in training.
Frame Recognition
In this section, we present the second stage of classification in which frames are assigned expression labels. The inputs are a training set of labeled frames represented by k-D histograms of word counts and unlabeled queries of the same form. This is a challenging classification task because each of the six labels does not represent a compact cluster but rather encompasses frames from the onset, apex and offset of potentially different manifestations of the same emotion. (For example, one can easily recognize multiple different manifestations of fear in the BU-4DFE database.) While it is possible that finer clustering within the set of frames with the same expression label can be obtained in an unsupervised manner enabling the use of advanced classifiers, this is far from trivial and not pursued here.
We have evaluated several distance functions in the context of a nearest neighbor classifier that assigns to each frame the label of the nearest neighboring frame in the training set. In all cases, sequence classification accuracy is used as the evaluation criterion. Varying the number of nearest neighbors considered did not have a significant impact on accuracy, as long as that number was small. Therefore, test frames are assigned the label of the nearest neighbor throughout. We have evaluated the L 1 , L 2 and Mahalanobis distances, as well as a quadratic form distance function described below. Mahalanobis distances are now computed by estimating the k × k covariance matrix of frame signatures Σ f . Frame signatures are pre-multiplied by Σ
The quadratic form distance function [16] can be viewed as an alternative implementation of soft assignment or an approximation to the Earth mover's distance [31] . The motivation for using quadratic form distance functions, which were developed to measure distances between color histograms, is that we are measuring the distance between two vectors (frame signatures) that are defined on a non-orthogonal coordinate system, in which the basis vectors are the words. We can account for the similarity between the basis vectors by measuring the distance using the following quadratic form, where f n and f m are two frame signatures:
where the entries of the matrix A are functions of the L 2 distance between words w i and w j . We opted for the exponential form of the weights a i j , as in [2] . We also tried a Gaussian variation, which performs slightly worse on our data. Finally, we used a multi-class Support Vector Machine [6] . We train 15 one-against-one binary classifiers, using an RBF kernel, that decide between each pair of labels. The final label is produced by combining the 15 binary decisions.
The nearest neighbor classifier on frame signatures is efficient, but it is completely agnostic of the geometric relationships between the descriptors. This fact should be contrasted with all methods reviewed in Section 2 in which the spatial configuration of features or regions is of primary importance. We implemented geometric verification as template matching of the concatenated motion fields. For each query frame, we find the nearest M neighbors in the database as candidate frames. Then, we translate and scale the query frame in the range of 80% and 120% to find the best match among the candidates.
Sequence Classification
Each sequence is represented by 20 frames, selected as those with the largest motion, which have been assigned expression labels according to Section 5. As a result, a sequence is represented by a 6D histogram with 20 elements. We use a simple majority-based classification rule and assign to each sequence the most popular label among its constituent frames. We also trained multi-class SVMs on these 6D histograms. The motivation was that sequences from the weaker classes may be misclassified because the correct label was not the majority, but the distribution of votes may reveal the correct class. For example, if videos of fear typically have 6 frames labeled as fear and 8 as anger, an SVM could learn to label them correctly. As shown in Section 7, however, this assumption was not correct.
Note that at this stage, temporal coherence is not enforced, even though this would undoubtedly be beneficial for performance. The main reason for this is that the sequences are weakly labeled and non-trivial unsupervised clustering would be required to detect the onset, apex and offset, as well as frames of little or no activity.
Experimental Results
We show results on the BU-4DFE database provided to us by Binghampton University [44] . It is a 3D dynamic database containing videos of 101 subjects performing each of the six expressions. Here, we only use single camera video sequences which are also provided with the database. No 3D information is used in any form in the experiments described below. Moreover, no manual steps, such as initialization, are required. All experiments are performed using ten-fold cross-validation on the expressions of the first 100 subjects. The sequences are divided into training and test sets, so that all the expressions of the same person are used either for testing or training.
The images in BU-4DFE are 1392 × 1040 captured at 25 frames per second and the sequences are approximately 100 frames long. The subjects are almost centered in the images, facing the camera, with small head motions and scale differences. We downsampled all images by a factor of 2. After optical flow computation, 12 flow fields are concatenated to form one frame. Descriptors are 200 × 200 pixels and the spacing between adjacent grid locations is 21 pixels. Thus, each frame includes 384 descriptors.
The radius used for RBC is R = 1.4 · 10 4 . If soft assignment is enabled, each descriptor votes for its three nearest neighbors (r = 3) and σ is set to 10 4 , so that votes to the (r + 1) th neighbor are small. The parameter for the quadratic form distance function is σ = 1.4 · 10 4 . The ten nearest neighbors of a frame are used as hypotheses during geometric verification which is performed over multiple translations and five scales ranging from 80% and 120%. Figure 2 (a) shows a comparison on sequence classification accuracy among different methods for generating the vocabulary. After frame signatures have been obtained using these methods, frames are classified using the nearest neighbor classifier according to L 1 distance and the sequences are classified according to the majority of the frame labels. The methods compared in Fig. 2(a) are: standard k-means (using L 2 distance), k-means with soft assignment, k-means using Mahalanobis distance and RBC clustering using L 2 distance. The L 2 distance is superior and is used for all remaining results. The highest accuracy obtained by k-means is 59.33% compared to 58.5% by RBC. Figure 3 shows sequence classification results using different options for classifying frames. Descriptors are assigned to words using hard assignment according to the L 2 distance and sequence labels are obtained by voting in all cases. Figure 3 Fig. 3(b) ). The accuracy is 63.83%. ing the L 1 distance to obtain ten hypotheses per frame. (SVMs only return a label per frame and therefore geometric verification is not possible.) The confusion matrix for KM_G with 1200 words is shown in Fig. 2(b) . Recognition accuracy is 63.83%. We also trained SVMs for classifying sequences according to frame labels as described in Section 6. The recognition rates we obtained, however, range from 51.7%-58.2% for RBC followed by the SVM frame classifier. The performance of this classifier is consistently lower than that of the voting-based options. (For instance, RBC followed by the SVM frame classifier and voting for a sequence label achieves accuracy in the range of 58.5%-63%.) We do not show additional results in the interest of space.
Our experiments show that the L 2 distance with hard assignment is superior to alternatives for assigning descriptors to words. Similarly, the L 1 distance is superior for classifying frames according to the nearest neighbor rule. Majority-based sequence classification consistently outperforms SVM sequence classifiers, possibly due to having only 90 sequences of each type in the training set. RBC outperforms k-means for small vocabulary sizes. The highest accuracy for k-means is obtained using L 1 to retrieve 10 candidate frames, followed by geometric verification. An SVM classifier on frame signatures computed on k-means vocabularies is somewhat worse, but considerably faster. This relationship is reversed for RBC vocabularies, for which SVMs are more accurate than geometric verification.
Our results are competitive with those of the most similar published experiment on the BU-4DFE database. Our highest accuracy is 63.83% compared to 66.95% obtained by the "dynamic 2D" method of [34] , which classifies a video stream according to the motion of 83 feature points but requires manual initialization and correction. It should be emphasized that the recognition tasks are not defined equivalently in [34] and here.
Conclusions and Future Work
Our approach achieves satisfactory performance in expression recognition without requiring manual intervention. Among its advantages are that it can be transferred to other domains, such as activity recognition, with minor modifications and that it offers the potential of a real time implementation. This is possible since optical flow can be computed in real time on current GPUs [42] and all steps, except geometric verification, have low computational cost.
The most promising future direction is the use of a Hidden Markov Model (HMM) to enforce temporal coherence on the predicted sequence of frames. We also plan to address issues that we neglected while developing the core of our algorithm. These include the use of a face detector [19] combined with temporal stabilization of its output to estimate scale consistently and reduce the effects of head motion. A system must also be able to segment the expressions in time [7, 10] before being deployed. These additional steps do not require user interaction and thus meet our requirement for an automatic system.
