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1. INTRODUCTION 
Recently, many works have been devoted to the discussion of the 
propagation and interaction of singularities for solutions of nonlinear 
hyperbolic equations. Among them the study of the interaction of nonlinear 
progressing waves is noticeable. First in [ 11, J. M. Bony discussed the 
behavior of’the interaction of two progressing waves. He showed that for 
semilinear hyperbolic equations of second order, when two progressing 
waves intersect transversally, no anomalous singularities are caused by the 
interaction, and for semilinear hyperbolic equations of higher order 
anomalous progressing waves appear issuing from the intersection. 
However, the interaction is much more complicated when three progressing 
waves intersect transversally with each other at one point. J. Rauch and 
M. Reed constructed an example showing that in the triple-intersection case, 
besides the linear-predicted singularities, a new progressing wave caused by 
interaction issuing from the intersection point propagates along the charac- 
teristic cone. Recently, R. Melrose and N. Ritter [3], J. M. Bony 141, and 
M. Beals [5] discussed the general triple-intersection of progressing waves 
for semilinear wave equations with two space variables by different 
methods. They pointed out that in the generalized case the singularities 
have the same structure as that in RauchhReed’s example. On the other 
hand, M. Beals and G. Metivier considered reflection of progressing waves 
for boundary value problems of semilinear hyperbolic equations. On the 
basis of these works, we study in this paper the interaction of two 
progressing waves with reflection on the boundary for boundary value 
problems of semilinear wave equations in two space variables. Our result 
shows that, in this case, beside the linear-predicted singularities there 
appears an anomalous reflected wave, which issues from the intersection 
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point of two progressing waves on the boundary, and propagates along the 
characteristic cone (for any fixed time, the front of the anomalous wave is 
a half circle). 
We remark that the problem of the interaction of singularities of solu- 
tions for nonlinear hyperbolic equations is also considered in [IS, 91, when 
three bicharacteristics bearing singularities of a solution meet together or 
two bicharacteristics bearing singularities meet at a point on the boundary. 
The conclusion on the distribution of singularities in [S, 91 coincides with 
the results in [3-53 and this paper. 
2. NOTATION AND RESULTS 
In the domain {y > 0) of Euclidean space (t, x, y } we consider the 
boundary value problem, 
Pu=(a:-2(a2,+,~)).=f(f,x,,,.) 
uI..=o=O, 
(2.1) 
where f is a C” function of its arguments. In this paper we study solutions 
of (2.1) with conormal singularities, which are described as follows. 
DEFINITION 2.1. Let Y = {S, , Sz, . . . . S,} be a system of submanifolds. 
For any given integer k > 0 and s 3 0, if for any point z0 on U S,, there 
exists a neighborhood Q,, such that 
Dsu E L”, v, “’ V,$~fw&J, h6k, 
where V,, . . . . Vh are vector fields tangential to each submanifold, then u is 
called a conormal distribution associated with Y. In this case we also say 
that u has conormal singularities on P’, and write u E Z“~“(P’). 
Let us start to consider the interaction of two progressing waves 
on the boundary. For computational simplicity we assume that in t < 0 
the solution u of (2.1) has conormal singularities on the planes 
71;: {2t-x+y=O}, n;: { 2t + x + y = O}; then according to [6], by reflec- 
tion on the plane y = 0, the solution also has conormal singularities on 
7~~: {2t-x-y=O} d an rrtz: {2t+x- y=O}. We assume further that the 
solution is C” away from these planes in t < 0. It seems that the discussion 
in this paper is also available for the case when z’,, rc; are general charac- 
teristic surfaces for P and intersect transversally to each other. 
Hereafter we denote the plane { y=O} by rc, denote the half cone 
{(t,~,~),~~O,t~O,t~=~(x*+y’)} by S,,, we take L,=(l,O,2), L,= 
(1,2,0), L,=(l, -TO), L,=(l, 1, 11, L,=(l, -1, 11, L,=(l,$,O), 
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&=(l, -Jz,O), &=(-1,0,2), L,=(-1, -2,O), L,,=(-1,2,O), and 
denote the ray passing through L, by I, (1 d id 10). Taking 
y: = in,, x2, n;, 4, I,, . . . . I,, s,, O}, 
s% = CXl, x2, n;, 4, I,, I,, I,,}, 
then the main result in this paper is the following: 
THEOREM. Let UE Hf,,, satisfy (2.1), r 2 1, s > r + 2. Assume that 
u~Z~,~+‘(yl) in x0. Then UEZ~,~~~(Y~) in t>O. 
As usual, the proof of the theorem proceeds in three steps. The first step 
is to choose appropriate space P”(Y) of conormal distributions for 
various sets Y of submanifolds, and to prove that the space is closed under 
nonlinear composition. The second step is to prove the validity of the 
theorem of singularity propagation and reflection for solutions of corre- 
sponding linear equations with such specified singularities. These facts are 
established in Sections 3 and 4, respectively. Combining them we derive the 
theorem on nonlinear waves in Section 5. In order to know the smoothness 
of the solution U, we often must verify if P is extendible with respect to a 
given system of operators of first order (I/,, . . . . I/,); that is, for any V, 
(1 < I< 1,) the commutator [P, V,] can be expressed as a linear combina- 
tion of P, V, , . . . . V,O and 1 with coeficients before VI and 1 being operators 
of first order. When this is true, by acting by VI on the original equation 
we may improve the smoothness of the solution. This method is often used 
in the following sections. 
3. ALGEBRAS OF CONORMAL DISTRIBUTIONS 
In this section we define some functional spaces Zk~"(Y), which are 
closed under nonlinear composition. Here Y is one of the following: 
(1) q = {Xl, 7123 ~,,O}, % = {xi, 4,4, O}, 
(2) %= (7113 4,7b ~,,O}, % = {n,, 4,T 4, o>, 
%= {% n;, 7 1% o>, %I = {n,, 4, 71, ~10, o>, 
(3) s = 1x1, so, LO>, % = 1x2, So, I,, 03, 
(3.1) 
(4) % = {n, so, I.52 01, Y; = (7-4 so, I,, O), 
(5) 9; = {Xl, n2, I*>, Y;, = {n;) 7c;, Is}. 
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LEMMA 3.1. Suppose that “Y(Y) is a set of tangential vector fields ,for 
the system Y of submanifolds, and “Y(Y) forms a real Lie algebra, k, s E N, 
s > n/2, ui E I”,“(Y), i = 1, . . . . m, and f is a C”’ function qf its arguments. 
Then f(u,, . . . . urn) E Pqq. 
For the proof of the lemma; see [3]. 
In order to verify V(Y) being a Lie algebra, we need only find the basis 
of Y(Y) and then check that any commutator of two vectors in V(Y) can 
be linearly expressed by the basis. The basis of V(Y) corresponding to the 
system in (3.1) is as follows: 
V‘(X): V,,=(2t-x-y)(a,-28.,), 
VI, = (2t + x - Y)(d, + WY), 
v,j = (2t - x - y)(d, + 2d,,), 
v,, = (2t + x - y)(8, + aa,,), A; 
V(S): VZ,=Y(2t-X+Y,ca,+2a,), 
Y2* = 2yq + (2t - x) a,, 
v,, = (2t -x - Y)(d, + 2&L 
v,, = (2t - x + y)(d, + 2d,), %; 
TqL$): v4, = (x + y) a, + 2t(d, + a,J, 
v,, = (Y-XX) a, - 2(y + t) a, + 2(x + t) a)., A; 
7qy6pg): v,, = xa, + 2ta,, 
v-5, = Y(Yd, + 2tqA 
v,, = Y(Yd, - xq,.), k 
T-(9;): Vi,=(2t-x-y)(d,-28,), 
v;, = (2t + x - y)(8, + 2d,), 
v;,=a,+2a,,; 
where I = ta, +x8, + yd,. By direct computation we know 
[%, VU] = (a- 1) Vii, 
with a being the power exponent of the coefficients of V, with respect to 
t, x, y. Besides, 
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Therefore, V(q)), V(Y2), V(Y4), V(.4v,), Y(.!Y,) are all Lie algebras. 
Hence from Lemma 3.1, the corresponding spaces ZkxS(Y) are closed under 
nonlinear composition. 
4. SINGULARITIES OF SOLUTIONS FOR LINEAR PROBLEMS 
DEFINITION 4.1. Let 9 be a system of submanifolds and V(Y) be the 
set of all vector fields tangential to Y. If Y(Y) forms a Lie algebra, and 
there exists a base system V, , . . . . V,O such that for the second-order differen- 
tial operator P, 
[P, V,l=A,P+? B,jV,fC,, 
/=I 
(4.1) 
where A, is a C” function, B,, C, are differential operators of first order 
with C” coefficients, then P is called extendible with respect to V(Y). 
By means of this concept we may describe the propagation of conormal 
singularities of solntions for linear hyperbolic equations as follows: 
LEMMA 4.2. Let P be a given strictly hyperbolic operator of second order, 
C be a given domain on the plane t = 0, Q be the determined domain of Z 
in t > 0, and Y be a set of submanifolds in Q. Assume that P is extendible 
with respect to Y(Y), and u satisfies the homogeneous initial condition on 
t =O. Then 
VP(Y) PM E H”(Q), IPI Gk (4.2) 
implies 
Y’““(Y) UE H”+‘(Q), IPI Gk. (4.3) 
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Proof For the case k = 0, the conclusion is just the standard smooth- 
ness theorem for hyperbolic equations. Denoting Pu = f, and applying P’, 
on both sides, by (4.1) we have 
PV,u= V,Pu+A,Pu+ $ B!,V,u+C,u, 16161,. 
,= 1 
Taking U, = (u, V, U, . . . . V,,,u) as new variables we may introduce an 
extended system 
p,u,=f, 
where 
/o 0 
(4.4) 
If (4.2) holds for k = 1, then 1; E H”(Q). Noting that the principal part of 
P, is a block diagonal matrix consisting of the principal part of P, we obtain 
u E H’+‘(Q), which implies (4.3) for k = 1. Since P, is also extendible with 
respect to V(Y), then by introducing u2 = (u, V,u, V,,, u), we obtain 
P,u,=f,. (4.5) 
In the same way, (4.3) for k = 2 can be established. Reasoning by analogy, 
we may prove the lemma. 
Remark 4.3. Instead of the Gauchy problem in Lemma 4.2, we can 
consider the initial boundary value problem for P. If u is a solution of 
PM = f satisfying homogeneous initial conditions on C + and boundary 
condition u = 0 on y = 0, and if any vector field in V(Y) is tangential to 
y = 0, then we may again obtain (4.3) from (4.2) with $2, ,Z replaced by 
S2+, C’. 
LEMMA 4.4. The operator P = 8: - 2(at + a:) is extendible with respect 
to ~(XA,), 7q%,), v(cy;). 
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ProoJ: By calculation we have (denoting p = tr + xi’ + yu) 
{PTPL==P? 
{fh sw ve2 1 = 4(tp - TP + X sym v,, }, 
{p, vm V6, ) = -2(xp + 25~ - T sym Vbl 1. 
Taking Vi, - Viz, Vr3, A as a basis of V(9;), and noting that 
{P3P1=&6 {p, sym vi,} =O, 
{P, sym(Vi, - viz)} = -45 sym Vi3, 
we know that V(Y’,) is extendible. 
Setting Q = ((t, x, y), - T-C t < T- (4(x’+ y2))l12j, 
K,= {(t,x, y)~!2, t<((~-~)(x~+y~))‘,‘~}, Q’=Qn (.;:z;} 
K: = K, n {y > 0}, r = (x2 + y2 + t2)‘12, and denoting by A, A + the resol- 
vent operators for the problems 
Pu= f, (t, x, Y)EQ 
4 -0 f<-T-- 9 
Pu= f, (t, 4 Y)EQ+ 
ul,-=o=o, UI,<~~‘O, 
respectively, we have 
LEMMA 4.5. If Y is Ye (or Y;), then A and A + are bounded operators 
from Ik*“(Y) to Ik,‘+ l(Y). If Y is <Yd or Y;, then A is still a bounded 
operator; moreover, if supp f is contained in a small neighborhood of I, (I, 
resp.), such that supp f n {y=O} = {0}, and the influence domain of supp f 
does not intersect x’, (7~; resp.) in y>O, then 
Y”(Lqf EHqL?+) (4.8) 
again implies 
Vp(Y’)A+,f~H”+‘(Q+). (4.9) 
Proof. The boundedness of the operator A can be deduced from Lem- 
mas 4.2 and 4.4. In the case 9 = Cu7, or $, since the vector fields in V(y7,) 
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or V”(Y,) are tangential to the boundary, we still have the boundedness of 
A + by using Remark 4.3 in place of Lemma 4.2. In the case Y = Yb, we 
extend f to y < 0 by setting 
.7+, 4 Y) = -f(t, 4 -Y), 
and by antisymmetric extension get Y(gd) (where gb is the image of Yd by 
reflection) from V(.ul,) as follows: 
El41 = (x - Y) 8, + 2t(& - a,), 
ve,, = (- y-x) dt - 2(t - y) a, - 2(x + t) a,., 3.. 
Obviously, VP(Yd) f E H”(Q+ ) implies Vp(p?) 7 E H”(Q- ), and supp J‘n 
(y = 0} = (0) ensures VP(Yd) f~ H”(Q) and YP(pJ) 7 E H”(Q). By means 
of the preceding discussion, the solution u or 27 for Cauchy problem 
(4.6) with right-hand side f or 7 satisfies Vp(Yd)u~ H’+‘(Q) or 
Y”(g) ii E HSf ‘(Q). Noting that ii + u = 0 on the boundary, we know that 
11+ u is a solution of (4.7). Therefore, restricting to y > 0, we have 
Vp(Yd)u~ H”+‘(Q+) and VP(Yd)tT~ H”+‘(Q+\z;). Since the influence 
domain of supp S does not meet 71; in y >O, and ii+ u vanishes in t ~0, 
then ii + u is 0 near rc’, , which implies V”(,u?)(tz + U) E H’+‘(Q) as shown 
in (4.9). As for Y = cY5, the proof is similar. 
LEMMA 4.6. For p 3 0, the operators A and A + are bounded from 
r “L2(K,) to rpPH’(K,), and from rppL2(K,+) to r-PH1(Krf), respec- 
tively. 
The boundedness of operator A has been proved in [3]. For the 
operator A +, the boundedness is well known in the case p = 0. By using the 
property on the determinate domain of problem (4.7) we may obtain its 
boundedness following the same procedure as in [3]. 
Now let 9”: (i = 1,2, 3) be the system of submanifolds obtained from Y: 
by deleting 0. For YP; we prolong 1, to lg, and denote {rc,, rr’,, rr, 1, u l,} 
again by 9”;. It is easy to verify that the basis of V(Y4p;) can be chosen as 
v;, = d, + 2a,, v;, = y(2t - x + y)(l3, + 28,.), 
and V(Y4p;) also forms a Lie algebra, because 
cp, %,I =o, 
v;3 = i, 
[P, V;2]=4(2t+y-x)P+4[(y-x)(d,+d,)+t(2~,-d,)] V& 
- 4(28, + 8,) V;3 + 4x(8, + 28,) V;, , 
[P, V&] = 2P. 
643%9/2-I8 
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LEMMA 4.7. If Y is taken as Y; or Y;, K = K,, and u is a solution of 
(4.7), then 
VP(Y) PM E L’(K), IPI Gk (4.10) 
implies 
.,y-p(c!Y)u~H1(K), IPI Gk. (4.11) 
Proof: To be definite we take Y = Y; and denote Vhj by V,. Since 
V,,= V,, V,,=21-XV,, Vz3=(2t-x-y) V,, Vz4=(2t-x+y) V,, the 
proposition is reduced to proving that 
V”;1V~V”;3Pu~ rpa1L2(K), /al <k (4.12) 
implies 
V”f’V~VO;3u~r~‘lH1(K), IHI dk (4.13) 
and we prove it by induction. 
For ct,+cr, =O, since V, is tangential to the boundary and [P, V,] =O, 
we may introduce a system satisfied by VT%, such that for any a,, 
V~‘P~EL*(K)* V”;‘~E H’(K) 
and then by Lemma 4.6 we also have 
Now assuming that for a2 + a3 =m- 1 <k, (4.12) implies (4.13), we 
consider the case a2 + a3 =m. Making the extended system of P with 
respect to V, , V,, V,, we have 
PV,u= V,Pu, 
PV,u=(V,-4(2t+y-x))Pu+4[(y-x)@,+~,) 
+ t(28, - a,)] v, u - (28, + a,) vju, 
PV,u=(V,-2) Pu. 
From this system we see that the first-order differential operator before V, u 
in the right-hand side has coefficients vanishing at the origin. Therefore, 
making extended systems with respect o V1, V2, V3 successively, we obtain 
Pnl,k Unz,k =Hm,kGm,kUm-~,k+Fm,k Wm,k> (4.14) 
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where P,,, is a matrix of differential operators with P as its diagonal 
elements, 
U,,,, = { V~IV~2V& M, d k - m, a, + a3 d m}, 
W m,k = { VO;‘V;ZVy3Pu, CI, d k - m, (x2 + cl3 6 m}, 
G m,k is a matrix of differential operators of first order, and Fm,k and H,,, 
are matrices of C” functions vanishing at the origin. By the induction 
hypothesis, U,- ,.k E r mm IpkH’(K), which yields H,,,G ,,,. kUm- ,,k~ 
Y mp kL2(K). In view of Fmsk W,,,, E rrn~- kL2(K), we know U,,,.k E r”’ kH’(K) 
by Lemma 4.6, and thus the conclusion is proved. 
For 8, we use the antisymmetric extension to discuss propagation of 
conormal singularities of solutions for linear problems (4.7). 
LEMMA 4.8. Suppose that 52, K, are described as above, u is a solution of 
(4.7), and W,, W, are cones containing I,, I,, respectively, satisfying 
W,n W,=(O), W,nn= W,nn={O}, W,EK,, W,cK,. Assume that 
f=f, +f8, satisfying supp fific Wi, Yp(y;‘) ficL2 (i= 1, 8, JpI Qk). Then 
the solution u can be written as u = 1.4: + uff, satisfying VP(q) uy E H’(K:) 
(i= 1, 8, IpI d k). 
ProoJ Let 1. be the odd extension off, with respect to y = 0 (i= 1, 8). 
Extending 1, and I, to the opposite direction respectively, we denote them 
by T,, 7, (which are the images of I,, 1, with respect o y = 0). Setting 
and 9’; = {rc,, rr2, I,, 7,, 0}, 9: = {$, 7c;, I,, 7,) 0}, we have 
vqY:)fl*E L2, "vP(Y;)fffE L2, IPI Gk. 
By using methods similar to those in Lemma 4.7, we may obtain that 
the solution u* of problem (4.6) with right-hand side f: satisfies 
VP(9’?) UT E H’(K,) for IpI <k, i= 1, 8. Hence the restriction of U= 
u: + us* to y > 0 satisfies (4.7), whence the lemma. 
5. THE PROOF OF THE THEOREM 
Now we combine the previous lemmas to obtain the conclusion on the 
nonlinear problem. First we cut u off in small t; for T> 0 we choose p(t), 
PI(t), C satisfying 
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1, 
P(f)= () 
I7 
t>(-;-G)T 
[<(-I +6)T, 
P,(t) = 
i 
1, t>(-+-s)T 
0, ?E supp(p - 1). 
Denoting z = (t, x, y), ii = PU, fi(z, U) = p,(t) f(z, u), then ii satisfies 
Pfi=f,(z, ii)+ g, (5.1) 
where g = Pii-@u+(~-~I)f(z,u), suppg c {(-i--s)T > t > 
(- 1 + 6) T}. Regarding g as a function with known singularities, we 
consider singularities of the solution to 
pu = f(z, u) + g, 
uIy=o=o, Ul,<-r=o. (5.2) 
Make a partition of unity 1 = C:” xi in Q\O, such that for 1 did 10, 
xi~ Ca(Q\O), x, is a positively homogeneous function of order zero, and 
each supp xi contains only one li. In addition, we may let 
supp xi c K&, if iEZl={l,2,3,8,9, lo>, 
SUPP Xi c Q\K: 3 if ieZ,= (4, 5, 6, 7}, 
SUppXin {~=O}={O}~ 
(5.3) 
if i= 1, 4, 5, 8, 
supp xi (i = 4, 5) is as small as required for supp fin Lemma 4.5. 
Obviously, for such a partition of unity, if V,, . . . . V,+ are vector fields with 
C” coefficients vanishing at the origin, then 
(V, v2 ... V,) xi E L”. (5.4) 
LEMMA 5.1. Suppose that u satisfies the smoothness assumptions in the 
theorem, and 
(5.5) 
for i E I,. Then we have 
v”(X) Wxiu) E L2(K,), IPI Qk Ial <r-t 1. (5.6),, 
Proof First we consider the case (5.6),,. When k =O, (5.6),,, is 
already known, and we deduce (5.6), + ,,o from (5.6),, by the following 
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method. Since x’ = 1, +x2 + x3 +x8 + xs +x,,, equals 1 identically in K,:, 
then u = X’U in K:. Obviously, each xiu satisfies (5.6)k,0; hence we have 
where V(Y,,) = nie,, V(x). In view of UE H* c L”, we know 
VJ’(CY;,) j(z, U)E L*(K,‘) by Lemma 3.1. According to (5.3) and (5.4), we 
have 
So by Lemma 4.7, 
~r”(y;‘)(u2 + ~9) E H’(K: ), i=2,9 (5.7) 
vp(8)(u3 + UK,) E H’W: L i=3, 10. (5.8) 
On the other hand, Lemma 4.7 shows that u1 + us may be rewritten as 
Zdl*+Z4g*, such that 
Yp(cu;) u: E H’(K,lt ), VP(cY8) u; E H’(K:). (5.9) 
Set U* =u: +u,*+u,+u,+u,+u,,. Then in Kc, U* and u satisfy the 
same equation and initial boundary conditions (5.2) (the right-hand side is 
regarded as known), which yields U* = u in K,: by the property of finite 
influence domain. Since E is any small number, we may assume that u has 
a decomposition UT + uz + u2 + u3 + ug + ui,, in K,f;, satisfying (5.7)-(5.9). 
It follows that each x,u (i E I,) satisfies (5.6), + l,O. Thus (5.6),, holds for 
any k by induction. 
For the case r 2 1, letting a,, ~3, act on (5.2), we derive an extended 
system for P with respect to a,, 8,. By similar arguments we know from 
V”‘(z) XifE H’ (i~Zl) that Y”(Y;) X;U, VP(q) X, d,~, Y”‘(x) xi a,~ 
belong to H’(K,) for i E I,. Again using the fact that the boundary y = 0 is 
noncharacteristic with respect to P, we have (5.6),, , . Then reasoning by 
analogy, the lemma is obtained. 
Now we set x” = x4 + x5 + 16 + x7, and denote by 2” the corresponding 
cutoff function x” with E replaced by s/2. The original equation may be 
rewritten as 
P(f#) =.f(z, fu) + [P, x”] ?.4 + ff(z, u) -.f(z, x”U) 
= f(Z, fu) + g”, (5.10) 
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where g” has the expression 
g” = a,((a,x”) u) + afx” d,u - 2[a,(a,x”)u + a.,f’ a,24 
+ a,.((a.,.f)u) + a,x” a+] -f(Z, fu) + ff(z, u). (5.11) 
Denoting 2’ = 1 - j”, we have j’g” = g”, and then g” = C 8, g, + g,, where 
go = .qa,f) jy a,u + jyxy(z, us, 
g., = (ad7 xk s= 1,2, 3 
and supp g, c KE,2\K, (s = 0, 1,2, 3). Since u E HZ, a,$’ = 0(1/r), then 
wL2, g,EH-‘, hence g” E H ~ I. By the same reasoning VP(g) g” E H -- ’ 
(FEZ,), if ;C’YP(x)u~H2 (i~1~). 
Noting that supp(x”j’) A U!t, 1, = {0}, we can find a positively 
homogeneous function cp, which is C” except at 0, equal to 1 on 
supp(x”j’), and supported on K,!,\K,:. Thus for any function h supported 
on supp(~“j’), we have 
Vh= Vqh=cpVh. 
Since VeY(z) (i~1~) implies ~VEY(~) (~EI,), then 
V”(<Cf) g”E H-‘, iE12, IPI Gk. 
Now denoting by uj (i E Z2) the solutions for 
pu, = xAf(z, x”U) +g”), 
(5.12) 
we may successively deduce from Lemmas 4.2 and 4.4 that 
w-P(Lq U,E LyQ+), iE I,, IPI dk. (5.13) 
In fact, (5.13) is obvious for k=O, and if it is true for k’ -C k, then by 
UEH~CL~, u = Cj” 1 ui with VP($) uie L’(B+), IpI B k’, we have 
-f”(X) XifE L2(Q+ ), iE I,, Ipl fk’, 
and 
~P(~)(~,f+~ig)l)~H~‘(n+), iG 12, IpI dk’+ 1. 
Again using Lemmas 4.2 and 4.4, we obtain 
V”(.9y) U;E LyQ+), iE12, Ip( <k’+ 1. 
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Therefore, (5.13) is true by induction. Combining (5.13), (5.6), and 
z~=Cf!?~ ui, we obtain the conclusion in the theorem for r =O. 
When r 2 1, we can construct an extended system for P with respect to 
a,, 8, as we do in the end of the proof of Lemma 5.1. This gives more 
smoothness of the solution in the directions a, and a,. Finally, again using 
the fact that the boundary is noncharacteristic, we obtain the theorem. 
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