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Abstract
We study a class of linear fractional self-maps of the ball which seems to be a good generalization of
parabolic non-automorphisms of the unit disk. We give a normal form of these maps and use it to compute
the spectrum of the composition operators induced by them. We also show that these composition operators
are never hypercyclic. Applications are given to the study of more general linear fractional transformations.
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1. Introduction
Linear fractional maps of the unit disk play a basic role in the theory of holomorphic self-
maps of the unit disk. They are a source of examples that are easily managed, yet still rich
enough to exhibit surprisingly diverse behaviors. This diversity of behaviors foreshadows the
Linear Fractional Model Theorem, which asserts that every univalent self-map of the disk is
conjugate to a linear fractional self-map of some, usually more complicated, plane domain.
Recently, Cowen and MacCluer [7] have introduced a class of holomorphic maps of the unit
ball BN of CN into itself which generalize both automorphisms of the ball and linear fractional
maps of the disk. They name these maps linear fractional maps of the ball, and they study them
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650 F. Bayart / Advances in Mathematics 209 (2007) 649–665from the point of view of Krein spaces. Later, Bisi and Bracci [1] have studied these maps from a
more geometric point of view, and they have given a classification of them up to automorphisms.
In the disk, linear fractional maps are classified by their fixed points. In the ball, the situation
seems more involved. Bisi and Bracci give a classification depending on the distribution of fixed
points, on the boundary dilation coefficient at the Denjoy–Wolff point, and on the invariant affine
subsets of the maps.
This paper follows [1,7]. It is based on the following observations. On the disk, parabolic non-
automorphisms often appear as an exception. By instance, from the point of view of composition
operators, they give cyclic and non-supercyclic, essentially normal and non-normal operators.
Their spectrum (a spiral) is also unusual. On the other hand, the classification of Bisi and Bracci
is easier if the linear fractional map fixes an affine subset of BN . Moreover, if a linear fractional
map of the ball fixes a non-trivial affine subset, we may expect that some properties of it will
be obtained by induction. For these reasons, we think that linear fractional maps of BN with an
unique fixed point on the boundary, with a boundary dilation coefficient equal to 1, and which
do not fix any non-trivial affine subset, deserve further interest. This is the aim of this paper,
which is organized as follows. After recalling some known facts, we transfer our linear fractional
maps on the unit ball to the Siegel upper half-plane, where the geometric action will be easier to
understand. This allows us to give a normal form of these linear fractional maps, as a modified
expression of Heisenberg translations. Next, we study the composition operators induced by these
maps. In particular, we compute their spectrum, and we point out that this spectrum is never the
spectrum of a composition operator induces by a linear fractional map of the disk. We end up
this article by proving that these composition operators are never hypercyclic. This completes
previous works on the ball and on the unit disk. Moreover, our method of proof allows us to shed
some light on the dynamics of compositions operators induced by more general linear fractional
maps.
2. Preliminary results
Definition 2.1. Let A = (aj,k) be an N × N -matrix, B = (bj ), C = (cj ) be N -column vectors,
and d be a complex number. A linear fractional map of CN is a map of the form
u(z) = Az +B〈z,C〉 + d ,
where 〈.,.〉 indicates the usual Hermitian product in CN . The map u is said to be a linear frac-
tional map of BN = {z ∈ CN , ‖z‖2 < 1} whenever u is defined on a neighborhood of BN and
u(BN) ⊂ BN . We denote by LFT(BN) the set of linear fractional maps of BN .
In particular, an automorphism of BN is a linear fractional map of BN (see [12]). Aut(BN) is
the set of automorphisms of BN . A straightforward computation shows that if ϕ ∈ Aut(BN) and
u belongs to LFT(BN), then ϕ ◦ u ◦ ϕ−1 belongs to LFT(BN). This allows us to classify linear
fractional maps of BN up to Aut(BN).
We will need an important fact about the geometry of linear fractional maps, proved in [7].
Recall that an m-dimensional affine subset of BN is the intersection of BN with an affine
m-dimensional subspace of CN .
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of BN . Then u(G∩D(u)) is contained in an m-dimensional affine subset of BN .
In particular, if u(τ) = τ , if −→k is any non-zero vector of CN , and if −→k is an eigenvector of duτ ,
then the (one-dimensional) affine subset τ +C−→k is mapped into itself by u. More generally, if P
is a linear subspace of CN , which is preserved by duτ , then τ + P is fixed as a set by u.
We recall now some facts about iteration of holomorphic functions in BN as well as their
boundary behavior, adapted to the linear fractional setting. As a matter of notation, for x ∈ ∂BN
we indicate the complex tangent space of ∂BN at x by T Cx (∂BN),
T Cx (∂BN) =
{
z ∈ CN, 〈z, x〉 = 0}.
The following theorem is a version of the Julia–Wolff Theorem for BN .
Theorem 2.3. Let v :BN → BN be holomorphic.
(1) Suppose v extends holomorphically past x ∈ ∂BN , and v(x) = y, with y ∈ ∂BN . Then
dvx(T
C
x (∂BN)) ⊂ T Cy (∂BN).
(2) Suppose v extends holomorphically past ∂BN . If x ∈ ∂BN and v(x) = x, then
〈dvx(x), x〉 > 0.
(3) If v(x) 
= x for all x ∈ BN , then there exists a unique point τ ∈ ∂BN such that v(τ) = τ ,
and 〈dvτ (τ ), τ 〉 = α, with 0 < α  1. Moreover, α is an eigenvalue of dvτ . α is called the
boundary dilation coefficient of v at τ .
At this point, we may introduce our main definition.
Definition 2.4. Let u ∈ LFT(BN). We say that u is an unstable parabolic linear fractional map
of BN if
(1) u has an unique fixed point τ in BN , which is located on the boundary ∂BN .
(2) The boundary dilation coefficient at τ is 1.
(3) u does not fix as a set any non-trivial affine subset of BN .
The last point of the previous definition means that, given G any m-dimensional affine subset
of CN with 1mN − 1 and such that card(G∩BN) 2, we do not have u(G∩D(u)) ⊂ G.
It is well known that linear fractional maps of the unit disk are best understood if we transfer
them on the upper half-plane via the Cayley transform. The same can be done for the ball, and
we introduce the Siegel upper half-plane HN defined by
HN =
{
(w1, . . . ,wN) = (w1,w′) ∈ CN, (w1) > ‖w′‖2
}
.
The Cayley transform, defined by φ(z) = i(e1 + z)/(1 − z1) is a biholomorphic map of BN
onto HN , which extends to a homeomorphism of BN onto HN ∪ ∂HN ∪ {∞}, the one-point
compactification of HN . Observe that
φ−1(w) =
(
w1 − i
,
2w′ )
.
w1 + i w1 + i
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capital letters will correspond to the conjugate map on HN , namely u = φ−1 ◦U ◦ φ. With these
notations, u ∈ LFT(BN) fixes e1 only if and only if U is a linear fractional map of HN which
fixes ∞ only. A class of linear fractional map of HN will be particularly important for us.
Definition 2.5. Let U ∈ LFT(HN). We say that U is a generalized Heisenberg translation of HN
if it may be written
U(w1,w
′) = (w1 + 2i〈w′, γ 〉 + β,w′ + γ ),
with β ∈ C, γ ∈ CN−1 \ {0} and (β) ‖γ ‖2.
A generalized Heisenberg translation is an automorphism if and only if (β) = ‖γ ‖2. In this
case, it is simply called a Heisenberg translation. A generalized Heisenberg translation of BN is
the conjugate of a generalized Heisenberg translation of HN .
3. Classification of unstable parabolic linear fractional maps
It is well known (see [13]) that parabolic linear fractional maps of the disk are conjugate to
translations. Our first result indicates the generalization to the ball.
Theorem 3.1. Let u be an unstable parabolic linear fractional map of BN . Then u is conjugate
to a generalized Heisenberg translation.
Proof. By conjugation, we may and shall assume that u fixes e1 only. Hence, U is a linear
fractional map of HN with Denjoy–Wolff point ∞ and boundary dilation coefficient 1. We
apply Proposition 4.2 of [2]: there exist β ∈ C, δ, γ ∈ Cn−1 and A′ ∈ C(n−1)×(n−1) such that
U(w1,w′) = (w1 + 〈w′, δ〉 + β,A′w′ + γ ) and I − (A′)∗A′ is Hermitian positive semi-definite.
In particular, ‖A′‖ 1. We come back to the ball and we compute the derivative of u at e1. We
get:
due1 =
⎛
⎜⎜⎜⎝
1 0 . . . 0
∗
... A′
∗
⎞
⎟⎟⎟⎠ .
Suppose that λ is an eigenvalue of A′ which is not equal to 1. It is clear from the previous form
of due1 that λ remains an eigenvalue of du∗e1 , associated to an eigenvector which is not a scalar
multiple of e1. Hence, due1 admits a stable hyperplane H different from e⊥1 . So, e1 + H is a
non-trivial affine subset of BN which is fixed by u, a contradiction since u is supposed to be
unstable.
At this point, we have obtained ‖A′‖  1 and σ(A′) ⊂ {1}. Elementary considerations from
linear algebra imply that A′ = IN−1. Therefore, U writes
U(w1,w
′) = (w1 + 〈w′, δ〉 + β,w′ + γ ).
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soon as we observe that U(0,0) belongs to HN . For the first one, take wt = it2e1 + tej . The
condition U(wt) belongs to HN means
t(δj )+ (β) 2t(γj )+ ‖γ ‖2.
This condition has to be satisfied for any t ∈ R. We conclude (δj ) = 2(γj ). We do the same
job for wt = it2e1 + (it)ej , which gives (δj ) = 2(γj ). This achieves the proof of Theo-
rem 3.1. 
Remark 3.2. The proof shows that a parabolic linear fractional map of the ball which does not fix
as a set any non-trivial affine hyperplane of BN is conjugate to a generalized Heisenberg transla-
tion. Conversely, if u is conjugate to a generalized Heisenberg translation w → (w1 + 2i〈w′, γ 〉,
w′ + γ ) with γj 
= 0 for any j , then it is easy to check that u is an unstable parabolic linear
fractional map of the ball.
Remark 3.3. Our method of proof may be used to obtain the following statement:
Suppose u ∈ Aut(BN) fixes e1 only. Then either u is a Heisenberg translation of BN , or u
fixes as a set some proper, non-trivial, affine subset of BN .
Indeed, let u ∈ Aut(BN) fixing e1 only, and which does not fix as a set any proper, non-trivial
affine subset of BN . So, we may write
U(w1,w
′) = (λw1 + 〈w′, δ〉 + β,A′w′ + γ ),
where λ  1 and ‖A′‖  √λ. Suppose that 1 /∈ σ(A′). Then it is clear that U has a fixed
point in CN . By conjugation, u also admits a fixed point τ in CN \ e⊥1 . Now, the complex line
which passes through τ and e1 induces a non-trivial affine subset of BN which is fixed as a set
by u (this follows from Proposition 2.2). Therefore, 1 belongs to σ(A′). Take ω′ ∈ CN−1 such
that A′ω′ = ω′, and set wt = (it2‖ω′‖2, tω′). Observe that (U1(wt )) = λt2 + o(t2) where as
|U(wt)′|2  t2 +o(t2). Since U is an automorphism, U(wt) belongs to ∂HN , and this is possible
for every t if, and only if, λ = 1. So, we are able to finish as in the proof of Theorem 3.1.
This statement has been first proved in [10], with a completely different method.
4. Spectrum of a composition operator induced by a generalized Heisenberg translation
In several variables, if u is a holomorphic self-map of the ball, it is not true that the composi-
tion operator Cu, defined by Cu(f ) = f ◦ u, is a bounded operator on the Hardy space H 2(BN).
On the other hand, using a difficult result of Wogen (see [14] or [6, Chapter 6]), Cowen and
MacCluer have established in [7] that all linear fractional maps of BN into BN induce bounded
composition operators on H 2(BN). In this section, our goal is to compute the spectrum of a com-
position operator induced by a generalized Heisenberg translation u. Let us explain our strategy.
We begin by an estimation of the spectral radius of this operator. Unfortunately, it seems difficult
to extract from Wogen’s Theorem an explicit estimation of the norm of Cnu . So, we have fol-
lowed a direct approach based on an area integral estimate for the H 2-norm. This method gives
σ(Cu) ⊂ D = {z ∈ C, |z| 1}. We then show that any λ ∈ D \ {0} is an eigenvalue of Cu (this is
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automorphic made in [11]). As a conclusion, we will obtain σ(Cu) = D.
4.1. Spectral radius
We first recall some classical results on composition operators (our reference is [6]). As usual,
if ϕ is a self-map of BN , ϕn will stand for ϕ ◦ · · · ◦ ϕ, where ϕ is repeated n times. It is possible
to give a sufficient condition for Cϕ to be bounded on H 2(BN) if a little more than univalence is
required. Define
Ωϕ(z) = ‖ϕ
′(z)‖
|Jϕ(z)| ,
where ϕ′(z) is the derivative of ϕ at z, and Jϕ is its Jacobian. The following result, although not
stated explicitly, is almost already contained in [6, Theorem 3.41]. Because the precise estimation
is important for us, we will sketch the proof.
Theorem 4.1. Let ϕ :BN → BN , N  2, be univalent with Ωϕ bounded in BN . Then Cϕ is
bounded on H 2(BN) and there is a constant CN (which does not depend on ϕ) such that
‖Cϕ‖ CN
(1 − ‖ϕ(0)‖)N/2 supz∈BN
Ωϕ(z).
Proof. The key point is an area integral estimate of the norm in H 2(BN). Indeed, there are finite
positive constants k1 and k2 with
‖f ‖2
H 2  k1
(∣∣f (0)∣∣2 + ∫
BN
|∇f |2(1 − ‖z‖2)dνN
)
,
and
k2
(∣∣f (0)∣∣2 + ∫
BN
|∇f |2(1 − ‖z‖2)dνN
)
 ‖f ‖2
H 2
for all f analytic in BN (νN is the normalized volume measure on the ball). Take now any f in
H 2(BN). By the Chain Rule
∫
BN
∣∣∇(f ◦ ϕ)(z)∣∣2(1 − ‖z‖2)dνN 
∫
BN
∣∣∇f (ϕ(z))∣∣2Ω2ϕ(z)∣∣Jϕ(z)∣∣2(1 − ‖z‖2)dνN
 sup
BN
Ω2ϕ
∫
BN
∣∣∇f (ϕ(z))∣∣2∣∣Jϕ(z)∣∣2(1 − ‖z‖2)dνN .
Now, a change of variables in the last integral gives
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∫
BN
∣∣∇(f ◦ ϕ)(z)∣∣2(1 − ‖z‖2)dνN  sup
BN
Ω2ϕ
∫
ϕ(BN )
∣∣∇f (w)∣∣2(1 − ∥∥ϕ−1(w)∥∥2)dνN(w)
 sup
BN
Ω2ϕ
1
(1 − ‖ϕ(0)‖)2
∫
ϕ(BN )
∣∣∇f (w)∣∣2(1 − ‖w‖2)dνN,
where the last inequality comes from the Schwarz–Pick Lemma on the ball. It remains to estimate
f ◦ ϕ(0), and we have
∣∣f ◦ ϕ(0)∣∣2  C ‖f ‖22
(1 − ‖ϕ(0)‖2)N
(see by instance [6, Chapter 2]). 
We are now ready to majorize the spectral radius of a generalized Heisenberg translation.
Theorem 4.2. Let u be a generalized Heisenberg translation. Then the spectral radius of Cu is
less than or equal to one.
Proof. Let us write U(w1,w′) = (w1 + 2i〈w′, γ 〉 + β,w′ + γ ) with (β) > ‖γ ‖2. It will be
convenient to decompose U into an automorphism and a translation. So, let us set β = β0 + iδ,
with (β0) = ‖γ ‖2 and δ > 0, and let us consider
G(w1,w
′) = (w1 + 2i〈w′, γ 〉 + β0,w′ + γ ),
H(w1,w
′) = (w1 + iδ,w′).
Since U = G ◦ H = H ◦ G, one has r(Cu)  r(Cg)r(Ch). Now, g is an automorphism of BN
and the computation of the spectral radius of Cg has been performed in [11]: we have r(Cg) = 1.
Observe now that hn is given by
hn(z1, z
′) =
(
(2 − nδ)z1 + nδ
(nδ + 2)− nδz1 ,
2z′
(nδ + 2)− nδz1
)
.
In particular, 1 − ‖hn(0)‖ ∼ C1/n. On the other hand, one has
h′n(z1, z′) =
( 4
((nδ+2)−nδz1)2
2nδz′
((nδ+2)−nδz1)2
0 2
((nδ+2)−nδz1) IN−1
)
.
We deduce easily the existence of constants C2 and p such that, for any z in BN ,
Ωhn(z) C2np.
Theorem 4.1 then shows that the growth of ‖Chn‖ = ‖Cnh‖ is at most polynomial. Hence,
r(Ch) 1, which gives Theorem 4.2. 
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Theorem 4.3. Let u be a generalized Heisenberg translation (not an automorphism). Each λ ∈
D \ {0} is an eigenvalue of infinite multiplicity of Cu.
Corollary 4.4. Under the same assumptions, σ(Cu) = D.
Proof. Let U(w1,w′) = (w1 + 2i〈w′, γ 〉 + β,w′ + γ ) with (β) > ‖γ ‖2 > 0 be such a linear
fractional map of HN . We claim that it is enough to suppose that ‖γ ‖ < 1, γj  0 and β =
x + i, with x real. Indeed, as it is done in [11] for automorphisms, any composition operator
induced by a generalized Heisenberg translation is similar to a composition operator induced by
a transformation of the previous form.
Fix now θ > 0 and c ∈ R, and set
f (w) = exp
(
iθ
(
w1 − i
N∑
j=2
w2j − c
N∑
j=2
γjwj
))
.
As in [11, Proposition 1.5], it can be easily shown that f is bounded on HN . On the other hand,
f ◦U(w) = exp
(
iθ
(
w1 + 2i
N∑
j=2
wjγj + x + i − i
N∑
j=2
(γj +wj)2 − c
N∑
j=2
γj (wj + γj )
))
= exp
(
iθ
(
w1 − i
N∑
j=2
w2j − c
N∑
j=2
γjwj
))
exp
(
iθ
(
x + i − i
N∑
j=2
γ 2j − c
N∑
j=2
γ 2j
))
= exp(θ(‖γ ‖2 − 1)+ iθ(x − c‖γ ‖2))f (w).
By choosing first θ to have |λ| = exp(θ(‖γ ‖2 − 1)) and next by adjusting c, we have obtained
that any λ ∈ D \ {0} is an eigenvalue of infinite multiplicity for Cu. 
Remark 4.5. As for any composition operator defined on a space which contains constant func-
tions, 1 is an eigenvalue, any constant function being an eigenvector.
Remark 4.6. It should be noticed that no composition operator on H 2(D) induced by a linear
fractional map has the closed unit disk as its spectrum (see [5] for a table which summarizes the
spectrum in this latter case).
Remark 4.7. In the disk, it is known that the eigenvectors of a composition operator induced by a
parabolic non-automorphism span H 2(D) (see [8]). It is natural to ask whether this remains true
for a generalized Heisenberg translation. To this end, one could observe that one has a family of
eigenvectors given by N parameters. Indeed, along the same lines, one may prove that
fθ,c2,...,cN (w) = exp
(
iθ
(
w1 − i
N∑
w2j −
N∑
cjwj
))
j=2 j=2
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because it was convenient to prove that any λ ∈ D \ {0} was an eigenvalue). We ask whether this
family spans H 2(BN). An affirmative answer would have very interesting consequences for the
dynamics of a composition operator induced by a generalized Heisenberg translation.
5. Dynamics of a generalized Heisenberg translation
5.1. Introduction
If X is a Banach space, and T is a bounded operator on X, T is said hypercyclic provided
there exists a vector x ∈ X such that {T nx, n 0} is dense in X. It is said supercyclic provided
there exists a vector x ∈ X such that {λT nx, n  0, λ ∈ C} is dense in X. The dynamics of
composition operators induced by a linear fractional map of the disk has been studied by Bourdon
and Shapiro in [3]. In particular, they prove that among linear fractional maps of the unit disk
without interior fixed points, only parabolic non-automorphisms induce composition operators
which are not hypercyclic.
In the ball, the situation is not yet well understood. The case of automorphisms has been done
in [9], the case of two boundary fixed points has been considered in [1]. It is our purpose to do
the same job for a generalized Heisenberg translation. The following result does not come as a
surprise.
Theorem 5.1. Let u be a generalized Heisenberg translation of the ball, not an automorphism.
Then Cu is not hypercyclic on H 2(BN).
The previous works on this subject (automorphisms, two boundary fixed points) are similar
for the ball and for the disk: the proofs are almost the same. For a generalized Heisenberg trans-
lation, some complications arise. On the one hand, a key argument for Bourdon–Shapiro’s result
on parabolic non-automorphisms is the fact that the orbit of 0 under the action of a parabolic
non-automorphism converges non-tangentially to the boundary. This is not the case for a gener-
alized Heisenberg translation, if we replace non-tangential convergence by its analog in several
variables convergence while staying in a Korányi approach region.
There is another difficulty due to the space itself. Recall that for α > −1, the weighted
Bergman space A2α(BN) is the set of holomorphic functions on BN for which
‖f ‖2α =
∫
BN
∣∣f (z)∣∣2(1 − ‖z‖2)α dνN(z) < +∞.
Using the canonical injection z1 ∈ D → (z1,0, . . . ,0), the Hardy space H 2(BN) contains
Bergman spaces A2α(D), bigger and bigger as N increases. The result of Bourdon and Shapiro
remains true on big Bergman spaces (see [8]), but the proof is based on a careful and difficult
study of the eigenvectors of the composition operator, and the fact that these eigenvectors span
H 2(D) is crucial. To avoid technical difficulties, we will restrict ourselves to prove Theorem 5.1
for B2. The general case will be discussed at the end of this section. So, let u be a generalized
Heisenberg translation of B2, not an automorphism, with (β) > |γ |2. By induction, one proves
easily
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(
1 − 2(1 − z1)
2 + 2inγ z2 + (−n(n− 1)|γ |2 + inβ)(z1 − 1) ,
2z2 − 2inγ (1 − z1)
2 + 2inγ z2 + (−n(n− 1)|γ |2 + inβ)(z1 − 1)
)
.
Our proof is an extension of Bourdon–Shapiro’s method. It is based on how un(0) approaches
the boundary, and on the behavior on the derivatives of f ∈ H 2(B2) at un(0).
5.2. Convergence to the boundary
Although the sequence (un(0)) does not stay in a Korányi region at e1 (compare Lemma 5.2
and Lemma 5.3 below), it has a type of restricted approach near the boundary which is less
tangential than the orbit of 0 under an automorphic Heisenberg translation. The two results of
this subsection point out this fact.
Lemma 5.2. There exists two constants K1 and K2 such that
1 − ∣∣un,1(0)∣∣∼ K1
n2
,
∣∣1 − un,1(0)∣∣∼ K2
n2
.
Proof. The proof is easy, using the form of un(z). 
Lemma 5.3. There exists a constant K3 such that
1 − ∥∥un(0)∥∥2 ∼ K3
n3
.
Proof. This lemma can be proved by a careful computation. We prefer a geometric proof. Indeed,
if z = φ−1(w) ∈ B2, one has
1 − ‖z‖2
|1 − z1|2 = (w1)− |w2|
2.
In particular, one obtains
1 − ∥∥un(0)∥∥2 = (1 − ∣∣un,1(0)∣∣)2 × ((Un,1(i,0))− ∣∣Un,2(i,0)∣∣2)
∼ K
2
2
n4
× (n((β)− |γ |2)+ 1). 
In the previous lemma, it is crucial that u is not an automorphism. Otherwise, one would have
1 − ‖un(0)‖2 ∼ K3/n4.
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Lemma 5.4. For any k  1, there exists complex numbers a, b, c, d so that
∂k1un,1(0) =
a
n4
+ b
n5
+O(1/n6),
∂k1un,2(0) =
c
n3
+ d
n4
+ e
n5
+O(1/n6).
Proof. It suffices to observe that
∂k1un,1(z) =
4(−1)kk!(1 + inγ z2)(−n(n− 1)|γ |2 + inβ)k−1
(2 + 2inγ z2 + (−n(n− 1)|γ |2 + inβ)(z1 − 1))k+1 ,
∂k1un,2(z) =
4(−1)kk!(4inγ + αnz2)(−n(n− 1)|γ |2 + inβ)k−1
(2 + 2inγ z2 + (−n(n− 1)|γ |2 + inβ)(z1 − 1))k+1 ,
and to apply this formula for z = 0. 
We now estimate the derivatives of f ∈ H 2(B2) at un(0).
Lemma 5.5. Let l  0. There exists a constant Cl such that, for any f ∈ H 2(B2), for any n 1,∣∣∂l1f (un(0))∣∣ Cl‖f ‖2n3(1+l).
Proof. In H 2(B2), the evaluation at z ∈ B2 is given by
f (z) =
∫
∂B2
f (ξ)
(1 − 〈z, ξ 〉)2 dσ2(ξ),
where σ2 is the normalized Lebesgue measure on the sphere ∂B2. We take the derivative to get
∂l1f (z) = C
∫
∂B2
ξ l1f (ξ)
(1 − 〈z, ξ 〉)2+l dσ2(ξ).
By [12, p. 17], we deduce
∣∣∂l1f (z)∣∣ C′‖f ‖2(1 − ‖z‖2)1+l .
If we apply this inequality for z = un(0), taking into account Lemma 5.3, we obtain∣∣∂l1f (un(0))∣∣Cl‖f ‖n3(1+l). 
We will also need an estimation of the derivatives of f at un(0) in the z2-direction. The
method of Lemma 5.5 would give∣∣∂m2 ∂l1f (un(0))∣∣ Cl,m‖f ‖2n3(1+l+m),
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uses how un(0) approaches the boundary.
Lemma 5.6. Let l  0 and m  0. There exists a positive number Cl,m such that, for any f ∈
H 2(B2), for any n 1, ∣∣∂m2 ∂l1f (un(0))∣∣Cl,m‖f ‖2n7/2+3l+2m.
Proof. We consider the power series representation of f ,
f (z) =
+∞∑
j,k=0
fˆ (j, k)z
j
1z
k
2,
and we recall that ‖f ‖22 =
∑+∞
j,k=0 |fˆ (j, k)|2 j !k!(j+k+1)! . In particular, for any z1 ∈ D, one has
∂m2 ∂
l
1f (z1,0) =
+∞∑
j=l
j (j − 1) . . . (j − l + 1)m!fˆ (j,m)zj−l1 .
The Cauchy–Schwarz inequality shows that
∣∣∂m2 ∂l1f (z1,0)∣∣ (m!)1/2
+∞∑
j=l
∣∣fˆ (j,m)∣∣( j !m!
(j +m+ 1)!
)1/2
× |z1|j−l (j +m+ 1)1/2 . . . (j + 1)1/2j (j − 1) . . . (j − l + 1)
 (m!)1/2‖f ‖2
(+∞∑
j=l
(j − l + 1)2 . . . j2(j + 1) . . . (j +m+ 1)|z1|2(j−l)
)1/2
 (m!)1/2‖f ‖2
(+∞∑
j=l
(j − l + 1) . . . (j +m+ l + 1)|z1|2(j−l)
)1/2
.
Setting k = j +m+ l + 1 and α = m+ 2l + 1, one gets
∣∣∂m2 ∂l1f (z1,0)∣∣ (m!)1/2‖f ‖2
(+∞∑
k=α
k . . . (k − α + 1)|z1|2(k−α)
)1/2
 (m!)
1/2((m+ 2l + 1)!)1/2‖f ‖2
(1 − |z1|2)1+l+m/2 .
Then, we may write
∂m2 ∂
l
1f (z1, z2) =
+∞∑ ∂k2∂l1f (z1,0)
(k −m)! z
k−m
2 .k=m
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∣∣∂m2 ∂l1f (z1, z2)∣∣
+∞∑
k=m
(k!)1/2((k + 2l + 1)!)1/2
(k −m)!
|z2|k−m
(1 − |z1|2)1+l+k/2 ‖f ‖2

+∞∑
k=m
k1/2 . . . (k −m+ 1)1/2(k + 2l + 1)1/2 . . . (k −m+ 1)1/2
× |z2|
k−m
(1 − |z1|2)(k−m)/2 ×
1
(1 − |z1|2)1+l+m/2 × ‖f ‖2.
Now, k1/2 . . . (k − m + 1)1/2(k + 2l + 1)1/2 . . . (k − m + 1)1/2 growths like km+l+1/2, and we
obtain
∣∣∂m2 ∂l1f (z1, z2)∣∣ C‖f ‖2 1(1 − |z1|2)1+l+m/2 ×
(
1
1 − ( |z2|21−|z1|2 )1/2
)3/2+l+m
.
We replace z by un(0). By Lemma 5.2, one gets
1
(1 − |z1|2)1+l+m/2 = O
(
n2+2l+m
)
.
On the other hand, observe that
|z2|2
1 − |z1|2 =
|z2|2 + |z1|2 − 1
1 − |z1|2 + 1 = 1 −
1 − ‖z‖2
1 − |z1|2 .
Lemmas 5.2 and 5.3 imply
|z2|2
1 − |z1|2 = 1 −
α
n
+O(1/n).
Finally, we have obtained
∣∣∂m2 ∂l1f (un(0))∣∣ Cl,m‖f ‖2n2+2l+mn3/2+l+m,
which is the desired inequality. 
The non-hypercyclicity of a composition operator induced by a parabolic non-automorphism
ϕ of the disk is based on the following observation: if f is any function in H 2(D), (f ◦ϕn(0)) has
to be bounded. This does not remain true for the ball if we replace parabolic non-automorphisms
by generalized Heisenberg translations. However, our previous estimates allow us to control the
growth of the derivative at 0 in the z1-direction in a similar way for each derivative.
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(a
j
k )1j7 s.t.:
∂k1gn(0) =
(
a1k
n4
+ a
2
k
n5
)
∂1f
(
un(0)
)+(a3k
n3
+ a
4
k
n4
+ a
5
k
n5
)
∂2f
(
un(0)
)
+ a
6
k
n8
∂21f
(
un(0)
)+(a7k
n7
+ a
8
k
n8
)
∂1∂2f
(
un(0)
)
+
(
a9k
n6
+ a
10
k
n7
)
∂22f
(
un(0)
)+ a11k
n11
∂21∂2f
(
un(0)
)
+ a
12
k
n10
∂1∂
2
2f
(
un(0)
)+ a13k
n9
∂32f
(
un(0)
)+O(1).
Proof. By induction, it is easy to check that
∂k1gn(0) =
∑
1l+mk
αl,m,n∂
m
2 ∂
l
1f
(
un(0)
)
,
where αl,m,n is a finite linear combination of terms like
(
∂
μ1
1 un,1(0)
)l1 . . . (∂μr1 un,1(0))lr (∂ν11 un,2(0))m1 . . . (∂νs2 un,2(0))ms
with l1 + · · · + lr = l and m1 + · · · + ms = m. Lemma 5.4 gives αl,m,n = O(n−(4l+3m)). Hence,
provided l + m 4, one has 4l + 3m 7/2 + 3l + 2m. If we compare the estimation of αl,m,n
with the result of Lemma 5.6, one gets
αl,m,n∂
m
2 ∂
l
1f
(
un(0)
)= O(1).
It remains to consider what happens for l +m 3.
• For l = 1,m = 0, αl,m,n appears as a linear combination of terms like ∂k1un,1(0). Lemma 5.4
combined with Lemma 5.5 gives the term
(
a1k
n4
+ a
2
k
n5
)
∂1f
(
un(0)
)+O(1).
In a similar way, for l = 0 and m = 1, Lemmas 5.4 and 5.6 give the term
(
a3k
n3
+ a
4
k
n4
+ a
5
k
n5
)
∂2f
(
un(0)
)+O(1).
• The remaining terms in the statement of Lemma 5.7 appear when studying the remaining
cases, using the same estimations. 
We point out that the accurate inequalities of Lemmas 5.4 and 5.6 are crucial here. For our
final argument, it is necessary that only a finite number of derivatives of f (always the same!)
comes into play in the estimation of ∂kgn(0).1
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We are now ready to prove Theorem 5.1. We argue by contradiction. Suppose that f is a
hypercyclic vector for Cu and set gn = f ◦ un. An elementary linear algebra argument shows
that there exist thirteen complex numbers α1, . . . , α13, one of them being non-zero, such that
α1∂
1
1gn(0)+ · · · + α13∂131 gn(0) = O(1).
In particular, there exists M  1 such that, for any n 1,
∣∣α1∂11gn(0)+ · · · + α13∂131 gn(0)∣∣M.
Suppose now that h ∈ H 2(B2) is a cluster point of (gn). Since convergence in the norm of H 2
implies pointwise convergence (of the derivatives) on B2, this implies
∣∣α1∂11h(0)+ · · · + α13∂131 h(0)∣∣M.
Of course, there are functions in H 2(B2) which do not satisfy this inequality.
5.5. General case and open questions
The proof of the general case is not more difficult. The estimations given from Lemma 5.2 to
Lemma 5.4 remain true, except that we may replace un,2(0) by un,j (0). Lemma 5.6 becomes
∣∣∂mNN . . . ∂m22 ∂l1f (un(0))∣∣ Cl,m‖f ‖2na+3l+2(m2+···+mN), (1)
where a just depends on the dimension N . The final argument may be carry on: the key point is
the fact that in ∂k1un,1(0) (respectively ∂kj un,j (0)), the first terms growths like 1/n4 (respectively
1/n3), whereas in ∂mNN . . . ∂l1f (un(0)), the growth is like n3l as l increases (respectively n2mj as
mj increases). This method of proof works also for Bergman spaces on the ball. There is only
one modification: the constant a which appears in (1) depends on the Bergman space.
Remark 5.8. Of course, if u is a generalized Heisenberg translation, it is interesting to study
other aspects of the dynamics of Cu. Is Cu supercyclic? Is Cu cyclic? If u is a non-parabolic
automorphism of the disk, Cu is cyclic on H 2(D); however, the proof is based on the structure of
the zero-set of function in H 2(D), and it cannot be extended to the ball. Another way to obtain
the cyclicity of Cu (if Cu is cyclic!) could be to exhibit sufficiently many eigenvectors of Cu and
to derive the cyclicity from the work of Clancey and Rogers [4]. Unfortunately, as observed at
the end of Section 4, we do not know if our set of eigenvectors is spanning.
5.6. Application to the dynamics of more general linear fractional composition operators
The non-hypercyclicity of the composition operator induced by a generalized Heisenberg
translation on any weighted Bergman space of the ball (more precisely, our method of proof
of this fact), has the following corollary.
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ary dilation coefficient at τ is equal to +1 and the restriction of u to any non-trivial affine subset
of BN is never an automorphism. Then Cu is not hypercyclic on H 2(BN), or on any weighted
Bergman space of the ball A2α(BN).
Proof. Let E be the smallest non-trivial affine subset of BN which is fixed, as a set, by u, and
let m = dimE. Without loss of generality, one may assume that τ = 1 and that E = {z ∈ BN ,
zm+1 = · · · = zN = 0}. If m equals 0, then m is a generalized Heisenberg translation, and the
result of Corollary 5.9 follows from Theorem 5.1. Suppose now that 2  m  N − 1. v = u|E
is a linear fractional map of Bm with an unique fixed point, whose boundary dilation coefficient
is +1, and which does not fix as a set any non-trivial affine subset of Bm. Hence, v is a generalized
Heisenberg translation of Bm. Suppose Cu is hypercyclic, and let f be a hypercyclic vector
for Cu. Set f˜ (z1, . . . , zm) = f (z1, . . . , zm,0, . . .). It is well known (see by instance [12]) that f˜
belongs to a weighted Bergman space of the ball. Moreover, one has f (un(0)) = f˜ (vn(0)). The
proof of Theorem 5.1 shows that there exists complex numbers αJ , J = (j1, . . . , jm) in a finite
set F ⊂ Nm, such that (∑J∈F αJ ∂J f (un(0))) is bounded. Hence we are done.
It remains to solve the case m = 1. Keeping the same notations, v is now a parabolic non-
automorphism of the unit disk D. We already know that Cv is not hypercyclic on any weighted
Bergman space of the disk; however, to argue as before, we need a proof of this fact which is
similar to that of Theorem 5.1. We let for ν  0, the weighted Dirichlet space
Sν =
{
h(z) =
+∞∑
n=0
anz
n: ‖h‖Sν =
+∞∑
n=0
|an|2(n+ 1)2ν < +∞
}
.
Observe that if f belongs to H 2(BN), then f˜ (z) = f (z,0, . . . ,0) belongs to S−(N−1)/2. In this
situation, Lemmas 5.3 and 5.4 read
1 − ∣∣vn(0)∣∣2 ∼ K
n
,
v(k)n (0) =
a
n2
+O
(
1
n3
)
, (2)
where K and a are complex numbers (these computations may be found either in [8] or in [13]).
On the other hand, if h belongs to Sν , one has
∣∣h(k)(z)∣∣ +∞∑
n=k
nk|an||z|n−k 
(+∞∑
n=k
|an|2(n+ 1)2ν
)1/2(+∞∑
n=k
|z|2n−2k
(n+ 1)2ν−2k
)1/2
.
Stirling’s formula shows that
+∞∑
n=k
|z|2n−2k(n+ 1)2k−2ν  Ck
(1 − |z|2)2k+1−2ν .
In particular, one obtains
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The key point here is that the main term in (2) is a/n2. If this is taken to the power k, one
obtains 1/n2k , whereas in (3), the growth is like nk+1/2−2ν . Proceeding like in the proof of
Theorem 5.1, one obtains complex numbers α1, . . . , αp (p depends on ν, hence on N ) such that
α1h(vn(0)) + · · · + αph(p)(vn(0)) is bounded. Hence, h cannot be a hypercyclic vector for Cv
acting on Sν . Coming back to u, the same argument as before proves that any vector f ∈ H 2(BN)
cannot be hypercyclic for Cu (acting on H 2(BN)). 
Remark 5.10. Our work sheds some light on the following question. Let u be a linear fractional
map of BN . Is Cu hypercyclic? The answer is yes provided u is an automorphism, except if
u has an interior fixed point [9]. If u is not an automorphism and u has exactly two boundary
fixed points, then Cu is hypercyclic if and only if du is invertible as one- and hence any-point
of BN [1]. We have proved that if u has an unique boundary fixed point τ , if the boundary dilation
coefficient at this point is equal to 1, and if the restriction of u to any non-trivial affine subset
of BN is not an automorphism, then Cu is not hypercyclic. To complete the classification, it
remains to handle the case of an unique boundary fixed point with boundary dilation coefficient
smaller than 1 and the case where the restriction can be an automorphism. It seems that one has to
understand these maps (in a similar way as it was done in this paper for generalized Heisenberg
translations) to answer this question.
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