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SUMMARY
This thesis focuses on the developing of statistical methodology in reliability and
quality engineering, and to assist the decision-makings at enterprise level, process level, and
product level.
In Chapter II, we propose a multi-level statistical modeling strategy to characterize
data from large-size spatial logistics systems. The model can support business decisions at
different levels, e.g., distribution center (DC) allocation at the strategic level covering large
regions, exploring regional demand functions at the tactic level covering mid-size regions and
demand forecasting at new store locations at the local level. The information available from
higher hierarchies is incorporated into the multi-level model as constraint functions for lower
hierarchies. A few analytical properties of the proposed methods are provided. Real-life
examples from an automobile manufacture’s logistics system demonstrate the importance
of the research and illustrate the potentials of the proposed models. The key contributions
include proposing the top-down multi-level spatial models which improve the estimation
accuracy at lower levels; applying the spatial smoothing techniques to solve facility location
problems in logistics.
In Chapter III, we propose methods for modeling system service reliability in a supply
chain, which may be disrupted by uncertain contingent events. Given the large number
of store locations and multiple combinations of routing schemes, this chapter applies an
approximation technique for developing first-cut reliability analysis models. The approxi-
mation relies on multi-level spatial models to characterize patterns of store locations and
demands. These models support several types of reliability evaluation of the logistics system
under different probability scenarios and contingency situations. Examples with data taken
from a large-scale logistics system of an automobile company illustrate the importance of
supply-chain system reliability. The key contributions in this chapter are to bring statis-
tical spatial modeling techniques to approximate store location and demand data, and to
xi
build system reliability models entertaining various scenarios of DC location designs and
DC capacity constraints.
Chapter IV investigates the power law process, which has proved to be a useful tool in
characterizing the failure process of repairable systems. This chapter presents a procedure
for detecting and estimating a mixture of conforming and nonconforming systems. The test
of a mixture, based on a simple likelihood ratio, is illustrated with truncated failure data
for copy machines. Bootstrap methods are used to gauge the estimation uncertainty, and
optimal decisions for system replacement are determined based on the observed likelihood.
The methods are applied in the analysis of copy machine failure data. The key contributions
in this chapter are to investigate the property of parameter estimation in mixture repair
processes, and to propose an effective way to screen out nonconforming products.
The key contributions in Chapter V are to propose a new method to analyze heavily cen-
sored accelerated life testing data, and to study the asymptotic properties. This approach
flexibly and rigorously incorporates distribution assumptions and regression structures into
estimating equations in a nonparametric estimation framework. The examples from indus-
try of using available data to explore the regression functional relationship and distribution
assumptions are provided. Derivations of asymptotic properties of the proposed method
provide an opportunity to compare its estimation quality to commonly used parametric
MLE methods in the situation of misspecified regression models. These examples and




Statistical methods have been successfully applied in the areas of product design, process
development, and other quality improvement activities. However, quality improvement
should not be studied at the product level only. The increasing complexity and importance
of logistics and manufacturing systems motivate us to develop new statistical methods and
quality improvement techniques.
In Chapter II, we consider the spatial statistical methodology with applications at en-
terprise level business decisions. Significant uncertainty issues limit the application of tra-
ditional mixed-integer programming methods in solving complex large-scale problems of
logistics management. Using spatial smoothing and interpolation methods, the uncertainty
of customer locations and demands can be characterized. The spatial smoothing method
can be integrated with continuum approximation approach to find design guidelines and
solutions for large-scale facility location problems when the exact customer locations and
demands are not available. Customer locations and demand data are important business
drivers in planning logistics network. At different stages of business progress, the data
available have different levels of granularity to support business decisions. It is important
to combine the information from different sources to guide regional and local level decision
making.
Chapter III focuses on the study of service reliability of logistics systems. The service
reliability of such complex logistics systems depends on the strategy of how stores are sup-
ported by a distribution center (DC), and capability of the DC in replenishing materials
to meet demands. However, there are cases where uncertainties can disrupt logistics op-
erations. For example, the labor dispute at Long Beach in 2002 shut down the port for
10 days, with an estimated cost in the range of $2 billion - $20 billion. Despite the call
for designing, and operating supply chains that are resilient to disruptions, there are few
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analytical models for supply chain reliability. It is important to refine the framework and
evaluation methods of supply chain system reliability, such that we can design and operate
supply chains that are resilient to possible disruptions.
At the process level, Chapter IV discusses the repair and warranty management, which
are also important in sustaining business growth, enhancing brand reputation, and building
customer loyalty. Through investigating the repair history generated from the warranty
process, the results help companies to characterize the product performance through sta-
tistical learning, and to make more informed decisions for future plans. For a repairable
system, it is crucial to understand how the system’s failure rate changes over usage time so
that it can be taken off test before repairs become too frequent and too costly to the system
operation. In many industries, the challenge is in finding which systems are susceptible to
frequent failures and which ones are not. If a sound strategy can be provided to detect
weak products as soon as possible, the warranty costs and operations costs can be greatly
reduced.
Chapter V proposes and investigates a new quality improvement method at the prod-
uct level. High-reliability product design and development begins with advanced product
quality planning. Estimating the failure-time distribution or long-term performance of
components product is difficult when few units will fail in experiments. Accelerated life
testing (ALT) is commonly applied by stressing specimens at harsher conditions than in
normal-use, thereby hastening failure time in tests with short duration. Typical paramet-
ric approaches assume that failure time distributions under various stress levels belong to
the same parametric family and there is a (transformed) linear regression structure of the
location parameters of these distributions. However, the parametric approach will lead to
inefficient parameter estimates when the distribution function is misspecified. Nonpara-
metric technique is a good alternative to analyze accelerated life-test data. We propose
a nonparametric procedure by specifying regression relationships in estimating equations
(EE), and then do the statistical inference on the regression parameters through the Em-
pirical Likelihood (EL) method.
2
CHAPTER II
MULTI-LEVEL SPATIAL MODELING AND
DECISION-MAKING WITH APPLICATION IN
LOGISTICS SYSTEMS
2.1 Introduction
Supply-chain’s logistics systems move and aggregate products from manufacturers at various
sources (e.g., China) to global and local distribution centers (DCs) in several states and then
to retailing stores. According to a recent report by Delaney (2004), the total logistics cost
in the U.S. amounts to $936 billion in 2003, which is approximately 8.5% of the U.S Gross
Domestic Product for that year. For improving supply-chain competitiveness, it is essential
to utilize data representing customer shopping behaviors, product routing details, DCs’
inventory situations, and so on to support decisions such as where to place DCs and stores
so as to meet customer demands. Figure 1 presents an automobile manufacturer’s domestic
logistics network with a small number of DCs and numerous stores.
Customer locations and demand data are important business drivers in planning logistics
network. At different stages of business progress, the data available have different level of
granularity to support business decisions. Some of the decisions are more strategic, covering
large geographical areas. Others are more tactical or operational focusing on local districts.
For example, a retail chain company only have estimated numbers of potential stores serving
its customers in respective market, without planning the exact locations of each individual
store. Section 2 further motivates this research with examples of different levels of decisions
including: DC locations analysis, demand driver analysis, and store demand predictions.
Although the data in logistics management is rich, statistical techniques have not been
thoroughly investigated to support various decisions. The goal of this article is to explore










Figure 1: An Illustration of A Company’s Domestic Logistics Network
systems.
The multi-level spatial models in this chapter focus on using aggregated data or ex-
ecutive decisions at higher levels to improve the prediction and inference at lower levels.
The “level” has two-dimensional meaning: one dimension is “geographical” level such as
national, regional and local; another dimension is time sensitive, referring to strategic, tac-
tical and operational decisions. Synthesis of spatial data collected at different spatial scales
is a familiar modeling problem, and has been extensively studied in statistical literature
(Gotway and Young, 2002), this subject is known by different terms across various fields:
multiscale and multi-resolution modeling, areal interpolation, modifiable areal unit prob-
lem, change of support problem, and so on. Data aggregated at higher levels will exhibit
less sampling variation, but aggregated over smaller regions will offer a more detailed view
of geographical patterns. Many approaches in the literature specify statistical models at
fine spatial scales (e.g, a spatial point process) and study the results when data are grouped
into higher scales, such as in block-kriging (Cressie, 1993). Typically, a specific multi-scale
spatial model is proposed according to the formation of the multi-level hierarchy. For ex-
ample, multiscale spatial tree models are used to describe spatial processes operating at
multiple resolutions (see the review in Gotway and Young, 2002).
In some situations it is not possible to structure a single spatial model valid on all scales
for different sources of data. In this article, we assume the data have been sampled, aggre-
gated and processed before being made available for analysis. For example, for planning
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DCs’ serving areas, the global-models for supporting such strategic decisions can be built on
“projected demand” data provided by regional managers. Wikle and Berliner (2005) used
a Bayesian approach for solving this multi-scale and multi-source data modeling problem.
They considered a conditional model by conditioning the spatially correlated process on an
areal average of the process given from a higher hierarchy. In this way, the analyst avoids
the challenging problem of constructing a model valid for all scales. This article presents an
approach by using estimating equations as linkage to incorporate information from higher
hierarchies to improve inference at lower levels. This approach is flexible (with less assump-
tion like the conditional distribution) and effective in logistics planning. For example, local
stores managers can make better store demand predictions by utilizing aggregated historic
demand data available from the regional DC serving the stores.
Section 2 provides several motivating examples and describes the data used for illustra-
tion. Section 3 develops modeling techniques to combine data from store locations, store
counts, population sizes and store sales for supporting these multi-level decisions. A new hi-
erarchical modeling method using estimating equations to link key characteristics in models
from different levels is proposed. See Section 4 for illustration of the examples from Section
2. Section 5 offers concluding remarks and further research tasks.
2.2 Examples of Data and Decisions at Different Scales
In solving large-scale supply-chain system resource-allocation problems, “continuum ap-
proximation” (CA) methods (Daganzo (1996), page 52) use smooth functions to describe
store demand data or store locations at various locations and regions.
Denote {Y (s) : s ∈ S} as a spatial point process for store demand and location. The
set S is a collection of random events, and each realization is called a spatial point pattern.
That is to say, we use a spatial point process S to model the store locations, and use
random field Y (·) to represents the variable of interest such as store demand (e.g., Langevin
et. al. 1996). For a given s0, assume that Y (s0) is generated from a spatial random
field {Y (s)} independent of point process S. Further assume that the point process S is a
nonhomogeneous Poisson Process with intensity function λ(s).
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Most of the CA methods use a homogeneous Poisson process to model store locations
within a region. The Poisson intensity function λ is usually obtained from the average
number of stores. In practice the conventional CA method is not flexible enough to capture
the different store location patterns in metropolitan and suburban areas. The following
examples show that the proposed multi-level data modeling procedure enhances the CA
method by improving its intensity estimation and also provides a better way to balance the
model complexity and prediction accuracy for supporting decisions at different scales.
CA methods facilitate calculation of logistics costs for making strategic decisions about
DC locations and serving areas. For example, Dasci and Verter (2001) studied the production-
distribution system design issues. Erera and Daganzo (2003) considered stochastic load-
constrained vehicle routing systems in which a fleet of homogeneous vehicles is dispatched
from a central depot (e.g., a DC) to serve the demands of surrounding customers (e.g., re-
tailing stores). Dandamudi and Lu (2003) used the CA method to derive an approximated
logistics cost for supporting supply-chain contract decisions. Several difficult warehouse
location-inventory-routing problems have been solved by using the CA method (see Da-
ganzo and Erera (1999) for an example).
Example 1 (DC Location Analysis)
A Supply-chain’s strategic decisions determine its logistics infrastructure for a longer-
term period (more than 10 years). Facility-location allocation problems (Dasci and Verter,
2001) include deciding the optimal number, locations and serving areas of DCs in a region.
The objective is to minimize the total costs as the summation of the fixed costs of operating
DCs and the variable costs (e.g., transportation cost) for meeting store demands in the
studied time window. To show the elements involved in these decisions, Geoffrion (1976)







where FC ($/per year) is the (average) fixed cost of opening a DC, c is the (average) freight
rate for shipments, λ is the intensity function of the homogeneous spatial Poisson process,
µY is the expected demand value for each store and K is a constant that depends on the
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distance metric and the shape of the service region; this is explained in Langevelin, Mbaraga
and Campbell (1996). Other elements such as truck travel speed, DC inventory-capacity,
and so on can also be included in the model (1) for deciding the size of a DC’s service
region. Then, with the given total service region one can determine the number of DCs and
allocate which DC is to serve which stores.
Table 2 shows the store counts of the 48 states in the continental United States. In
Section 3.1, we extend the model using a nonhomogeneous Poisson process and develop
a procedure to estimate the location-dependent intensity function. Figure 3 shows the
smoothed intensity λ(·). In Section 4.1, we show how the extension of the model in (1)
reflects the location-dependence in store demands. See Figure 4 for an example of the
allocated DCs and their serving regions.
Example 2 (Demand Regression Analysis)
Tactical decisions in a supply chain include market analysis, distribution and transporta-
tion planning, production planning, and materials requirement planning. Unlike operational
level decisions that are made during day to day operation, tactical decisions are updated
several times every year, so refined models need to include more detailed information for
capturing regional characteristics.
Most retailer companies want to know the sales performance and find ways to improve
sales volume in regional markets. Market researchers studied the dependence of market
performance and regional variables (Bronnenberg and Mahajan, 2001, Bronnenberg and
Sismeiro, 2002). In the hierarchical sales network of the automobile manufacturer, suppose
that regional sales executives want to study the relationship of store demand Y (·) and
regional economical factors x(·) within a region B (e.g., the state of Texas). Due to sampling
costs and other restrictions, several subregions Ck ⊂ B are sampled to investigate the
relationship of average store demand Y (Ck and explanatory variables x(Ck), where k =
1, . . . , n0. In this example, Ck’s represent sampled counties in the state of Texas, and
variable x(Ck) (= xk) is available in aggregated form, such as county population, median
household income, median house value, and so on. Meanwhile, from historical demand data
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available at regional headquarter, the average store demand within region B is calculated to
be Y (B). As shown in Section 3.2, the upper level information Y (B) can be used to improve
the inference of the regional regression parameter in the regression analysis Y (Ck) ∼ xk.
Example 3 (Store Demand Prediction)
In local region, store managers are often concerned about the prediction of store demands
at several possible candidate locations. From the regional analysis, the store demand at
s ∈ Ck can be estimated by Yopt(s) = EY (Ck). Moreover, to make more accurate small-scale
predictions, it is better to consider the sales competitions from the stores nearby. Thus, a
spatial model reflecting dependence between demands at nearby stores for projected future
demands is needed. Denote {s1, . . . , sL} as the locations for existing stores in this local
district, and the store demands are given as Y (sl), l = 1, . . . , L. To predict future store
demand Y (s0) at a new site s0, the spatial dependence of Y (s0) and existing Y (sl need
to be considered, and it will have an impact on prediction results. Section 3.3 presents
prediction models and Section 4.3 contains corresponding numerical examples.
The remainder of this section provides more details of the problems discussed above and
introduces notation for the subsequent model development. The spatial process is supported
on a finite collection of non-overlapping subsets of the whole region A. Within A there are
disjoint sets Bj , j = 1, . . . , nb. For example, A could be the continental U.S. and Bj ’s
could be the states in U.S. In the next level, subregions Cjk (counties), k = 1, . . . , nj , are
nested within Bj . Moreover, it is possible that the regions are not structured in a designed
format. For example, following Example 1, a global DC’s service region Ai (see Figure 5),
i = 1, . . . , na, could cover several states (or parts of states). The regional DC, then, could
cover several counties within a state. In both cases there is a hierarchy in the multi-level
system.
In a higher hierarchy where S∗ represents a state Bj or a service region Ai, the (demand)
data collected are in the aggregated form Y (S∗) instead of the set of detailed realizations
{Y (si), si ∈ S∗}. That is, although there is some linkage between the detailed data in the
finer-scale spatial process Y (s) and the aggregated data Y (S∗) at the higher hierarchy, the
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Figure 2: Counts w(Bj) of Stores for each State (Bj) in USA
(darker areas have more stores)
aggregated data is not the direct average (or sum) of all the detailed-scale data. In many
real-life situations it is possible that not all the data are available from all store locations.
For example, Y (S∗) could be the average from a subset of sampled sites within region S,
where the sampling scheme might not be known. It is also possible that Y (S∗) represents
the block-average in S, e.g., Y (S) = |S|−1 ∫S Y (a)da, based on a smooth function Y (A)
constructed from projected demands given by managers from the different regions, where
|S| is the area of S ⊂ A. See Section 4.1 for an example of a smooth function.
2.3 Multi-Level Model Developments
2.3.1 Global-Level Smoothing Models
In this section, we construct a global-level model for strategic planning decisions as in-
troduced in Example 1. In CA analysis, one prerequisite is to understand the underlying
store location pattern S. By assuming a non-homogeneous Poisson process, it is sufficient
to know the intensity function λ(s). In the strategic planning stage, the data available
are in the aggregate form: the number of stores to be opened in each market for the next
decade. For simplicity reasons, we assume each state Bj is an independence market by itself
(j = 1, . . . , nb). Figure 12 illustrates the aggregated total counts of stores for each state Bj
in the whole region A, the continental United States, with the data contained in Table 2.
One simple way to obtain a spatial intensity function is to use kernel method (Cressie,
9
1993). However, in order to make sure that the estimated intensity function conforms with
corporate planning. We impose the constraints
∫
Bj
λ(s)ds = EW (Bj). Here, EW (Bj) is the
expected number of stores in the subregion Bj projected through corporate expansion plan.
Following the procedure proposed by Tobler (1979) and Dyn et. al. (1979). We consider


















subject to the constraints λ(s) > 0 and
∫
Bj
λ(s)ds = EW (Bj), for j = 1, . . . , nb, (3)
where s = (u, v) and (u, v) is the two-dimensional coordinate for the region A. The con-
straint in (29) preserving the total volume in each subregion Bj is called the pycnophylactic
property (or mass preserving property) by Tobler. The following finite difference method can
be applied to solve this constrained optimization problem, and the existence and uniqueness
of the solution are proven by Tobler (1979).
First, a fine mesh of equally spaced points is superimposed over the entire region A.
The value of the smooth function λ(s) is approximated by the values calculated at these
mesh points using procedures (28) and (29). We denote by r and c the row and column
indices for the mesh lattice, respectively, and λr,c for the value for λ(s) when s is in the
mesh block b(r, c). The derivative of the smooth function in (28) is then approximated by
∂2λ
∂u2
≈ (λr,c+1 − 2λr,c + λr,c−1)/(∆u)2




λr,c = EW (Bj).
Thus, the smooth function of λ(·) is approximated by discrete values from the mesh grids.
See Tobler (1979) for more details on implementing the procedure. The estimation quality
from different choices of mesh sizes was not fully discussed; this issue deserves careful
attention, but is outside the focus of this chapter.
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Similarly, if the average demand EY (Bj) is given, the intensity function Ŷ (s) for s ∈ Bj





Y (s)ds = EY (Bj), for j = 1, . . . , nb. (4)
Note that there is no distributional assumption for Y other than preserving its means across
subregions. An application of the smooth intensity functions in a strategic decision of the
number of global DCs and their serving areas is detailed in Section 4.1.
2.3.2 Regional-Level Hybrid Models of Likelihood and Regression
This section focuses on one region B0 and its subregions C0k, where k = 1, . . . , n0. Hereafter,
the subscript 0 is omitted for brevity. Similarly, for notational convenience the average
demand Y (Ck) and store counts W (Ck) are abbreviated by Yk and Wk, respectively. Assume
that Wk is a Poisson random variable with mean λk, and the maximum likelihood estimates
(MLEs) for the mean parameters are λ̂k = wk, where wk is observed store counts at each
county, k = 1, . . . , n.
To study the effect of a regional economic covariate xk on the demand Yk, the (average)
demands are sampled from m counties within a state. Denote f(yk;β, xk) as the conditional
probability density function (pdf) of yk, where β is a vector regression parameters for
covariates xk. Note that covariate measures here can include county population, buying-
power indicators, regional DC locations and their serving areas, personnel requirements for
each regional DC, and so on.
Suppose m < n subregions are sampled from the n available ones. Without loss of
generality, denote the available data as {yk, wk}, k = 1, . . . ,m and wm+1, . . . , wn. Note that
although the store counts at counties Ck, k = m + 1, . . . , n, are given, demands are not
available due to the high cost of obtaining such data.
Conditional on regional covariate xk, assume store counts Wk and county demands Yk














This hybrid model is proposed for combining information of store counts, (average)
demand data and covariates supporting regional-level tactical decisions. It is natural to
expect that the total store count and demand) in a specific region B obtained from regional
level match with the information from higher level. More specifically, the mean for the
total counts and expected value for average demand data in region B from a higher level
are λB = EW (B) and EY (B), respectively, as discussed in Section 3.1. On the other
hand, from the lower level λB will be the sum of individual λk from subregions Ck with
k = 1, . . . , n. The expected demand can be obtained similarly. Thus, linkage across the two






λk · EYk = λB · EY (B). (6)
The above two equations form natural constraints for estimating model parameters. Other
constraints concerning higher distribution moments can also be entertained (but is not
studied here).
The proportional intensity is defined to be pk = λk/λB, where 0 ≤ pk ≤ 1 and
∑
k pk = 1.












In the regional-level model, consider the expectation EYk as a function of covariates and
their associated regression parameters. Then, g(xk, β) = EYk−EY (B) for k = 1, . . . , n form
the estimating equations that provide the covariate information. Thus, the constraints in






pkg(xk, β) = 0. (8)
New estimators (λ̃, β̃) can be obtained through maximizing the likelihood function in (7)
under the constraints in (8). The likelihood L can be regarded as a hybrid of the nonpara-
metric likelihood
∏
pwkk and the parametric likelihood with pdf f(yk) using the auxiliary
information as constraints. This constrained maximization setup follows the empirical like-
lihood approach (Qin and Lawless (1994), Owen (2001)) as a natural way to improve the
statistical inference by incorporating auxiliary information through estimating equations.
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Qin (2000) demonstrated that parametric and empirical likelihood can be combined to pro-
duce valid inferences for paired data. Note that in (7) the empirical probability pk has a
power term wk, which acts as a weighting function to pk. This is quite different from the
above three references where the power terms are all equal to one.
Estimation of parameters in the hybrid likelihood (7) with constraints (8) can be ac-
complished through optimizing the following Lagrange objective function, where ν and τ




wk log pk +
m∑
k=1







By taking derivatives with respect to pk and setting them to zero, we have:
pk =
wk∑
k wk + nτg(xk, β)
,








k wk + nτg(xk, β)
. (10)












log f(yk; β, xk). (11)














log f(yk; xk, β) = 0. (12)
To keep the presentation brief, the large sample properties of the estimates are left to the
Appendices. See Section 4.2 for numerical examples.
2.3.3 Local-Level Kriging Models
When the demand characteristics of individual stores are of interest (see Example 3), in-
ference on the random field Y (s) is needed at a more detailed level. Consider the locations
within a local district C ⊂ B as a collection of several neighboring counties, C = ⋃ Ck.
Due to the data aggregation and sampling processes, the spatial dependence of “block av-
erages” of demands is difficult to model; a full specification of a complete model of {Y (·)}
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at all scales is difficult and complex. To overcome this difficulty, Wikle and Berliner (2005)
defined a continuous process Y (s) = Y (Ck)+δ(s) for s ∈ Ck, which has the following prop-
erties: conditional on Y (Ck), δ(s) is a spatial process with mean 0, and covariance function
Cov(δ(u), δ(v)). Note that in this formulation the spatial dependence is only focused on the
detailed level for store locations within Ck. The spatial dependence at the high hierarchi-
cal locations becomes a nuisance when using a conditional-mean Y (Ck) treatment. Wikle
and Berliner adopted a Bayesian approach to specify the conditional distributions on each
hierarchy for model inference. Under their assumption, with s ∈ Ck, EY (s) = EY (Ck) and
Cov(Y (u), Y (v)) = Cov(δ(u), δ(v))+Cov(Y (Cu), Y (Cv)), for u ∈ Cu and v ∈ Cv, where u
and v are locations in Ck.
However even the conditional distribution is hard to specify in some cases, especially
when the aggregating processes for data available from different hierarchies are not known.
We consider the multi-level spatial models satisfying the following two conditions:
1. After a proper transformation of Y (·), the transformed store demand Z(·) satisfy
Z(s) = EZ(Ck) + δ(s).
2. δ(s) is a Guassian process with mean 0, and covariance function Cov(δ(u), δ(v)) =
Cδ(u,v) = Cδ(u− v), where the last equality ensures the second-order stationary.
In other words, the data (in terms of block averages) collected at the upper hierarchies are
used as references or constraints for the processes at the lower hierarchies in the multi-level
systems. The variations within the region B are captured by the spatial (local-)dependence
Cδ(u, v) for u, v ∈ C.
As seen in Example 3, a new store plan at location s0 ∈ C ⊂ B depends on our ability to
predict the store demand Y (s). By combining the given block-average demands Y (Ck), and
the detailed demand observations Y (sl) for stores at the neighborhood locations sl ∈ C,
l = 1, . . . , L, the spatial prediction of Y (s0) can be obtained using a slight modification of
the simple Kriging method (Cressie 1993, Chapter 3) explained below.
Let’s focus on the transformed Z scale, and the Kriging problem can be summarized as
follows: given Z(sl), l = 1, . . . , L, one wants to predict Z0 = Z(s0) at a nearby location s0.
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According to the assumption of our spatial model, Z(s0) = EZ(s0)+δ(s0) = EZ(C0)+δ(s0)
for s0 ∈ C0. Since EZ(C0) can be calculated based on regional level regression model, we
only need to focus on the prediction of the residual δ(s0). Given Z = {Z(s1), . . . , Z(sL)},
the residuals δ = {δ(s1), . . . , δ(sL)} can be obtained by removing the mean effects. Under
squared-error loss, the best linear unbiased predictor for δ(s0) is E(δ(s0)|δ). Under the
Gaussian Process assumption for δ(·), the optimal predictor for δ(s0) is
δopt(s0) = cδ ′Σδ−1(δ − µ) + µ(s0), (13)
where cδ = (Cδ(s0, s1), . . . ,Cδ(s0, sL)), µ = (Eδ(s1), . . . ,Eδ(sL)), µ(s0) = Eδ(s0) and
Σδ is an L × L matrix whose (i, j)th element is Cδ(si, sj). When µ and Cδ(si, sj) are
unknown, efficient estimates are used in place of the corresponding unknown parameters in
the optimal predictor to construct the spatial predictors.
The covariance matrix Σδ and the vector cδ can be estimated by exploring the depen-
dence structure (e.g., semi-variogram) between observations at locations s1, . . . , sL in the
neighborhood of s0. Define the semi-variogram γδ(u, v) for the (demand) observations at
two nearby locations as:
2γδ(u, v) = Var(δ(u)− δ(v)).
Assuming second-order stationarity for δ(·), the variogram is then related to the covariance
function through
2γ(u,v) = Cδ(u, u) + Cδ(v,v)− 2Cδ(u, v). (14)
Cressie (1993) discusses several parametric variograms and the associated estimation meth-
ods of model parameters. With the estimates of the semi-variogram, the estimates of Σδ and
cδ are readily obtained, and the estimation procedure of δopt(s0) in (13) can be completed.
2.4 Application of Multi-Level Models
2.4.1 Facility-Allocation Using Large-Scale Models
In the global-level logistics planning problem as seen in Example 1, the decision variables
are the optimal number (na) of national DCs, the DC locations, {sAi , i = 1, . . . , na},
and respective service regions {Ai, i = 1, . . . , na}. Assume that a single DC is allocated
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to satisfy all the store demands in its service region. Although service regions may have
irregular shapes different from the circles, hexagons, or squares suggested in the economics
and transportation literature, this irregularity is shown to have little impact on the optimal
solution (Geoffrion, 1976).
For simplicity, our illustration assumes that the DC has unlimited capacity to handle
requested demands (Dasci and Verter 2001), and there is no operating and maintenance
costs for DCs. Then, the total logistics cost CT is comprised of the fixed costs for DCs
and variable transportation costs Cv delivering products to meet demands. Denote Cf (sAi)
($/per year) be the fixed “infrastructure” cost of opening a DC at sAi ∈ A, and Ctr(sAi , Ai)
($/per year) be the total transportation cost for the DC location sAi and service region Ai.
The total logistics cost is
∑na
i {Cf (sAi) + Ctr(sAi , Ai)}. Suppose that the transportation
costs are charged on a per item-mile basis, and denote c(s) the freight rate for shipments
originating from s. Let K(s) be the constant that depends on the distance metric and the
shape of the service region, which is explained in Langevin et al. (1996). For approximately
circular service regions with the facility at the center, Dasci and Verter (2001) showed that
the total transportation costs can be expressed as
∑
i




where λ(·) is the intensity function of the nonhomogeneous spatial Poisson process , |Ai| is
the area of the service region Ai, and µY is the expected demand value for each store in Ai.
The proposed DC location-allocation design problem is formulated as follows:
minimize : CT =
∑
i




Ai = A, si ∈ Ai,
where Ai’s are disjoint. By following the work in Geoffrion (1976) and Dasci and Verter
















Figure 3: Contour of Intensity Function from the Global-Level Model
Note that this result is a simple extension of (1) with all the elements (except the expected
demand in each store µY ) dependent on the location s.
For the purpose of illustrating a supply-chain’s logistics system-design study, we consider
data and cost parameters contributed from a major U.S. automobile retailing company. For
proprietary reasons, data and costs are adjusted to disguise the true costs and operational
parameters. Store counts in Table 2 are provided in an aggregated form for the 48 con-
tiguous states. Based on the count data W (Bj), a smooth function λ(s) is obtained using
the constrained interpolation method discussed in Section 3.1, where a 100 × 50 grid is
overlaid on the U.S. map. All the computations are implemented using R (R Development
Core Team, 2004). Figure 2.4.1 presents the contour for the intensity function of store
counts. Note that the New York and Boston metropolitan areas have the darkest intensities
representing the most populated regions.
In applying the CA method to solve facility location-allocation problems (e.g., Ouyang
and Daganzo, 2003) it is generally assumed that the intensity function is known and contin-
uous. However, when applying the smoothing technique described in Section 3.1 to estimate
the intensity function, the function is discrete subject to the grid size considered. That is,
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the intensity values for nearby grid-blocks will be discontinuous with some “jumps” between
blocks. The following extends the iterative algorithm in Ouyang and Daganzo (2003) by
evaluating the optimal service-region size (17) at grid-based lattice locations to solve the
DC location-allocation problem.
1. Starting Points: Assume that the stores are distributed uniformly over the whole
region A. By using the averages of all cost parameters and the intensity function over
all subregions, (1) provides an initial size |Ai|(0) of the service regions. The number
(n(0)a ) of DCs is then |A|/|Ai|(0). A is covered using n(0)a circular disks with area |Ai|(0)
such that these disks do not overlap. Locate the DC at the geographical centers s(0)Ai
of A(0)i .
2. Locate sAi in the superimposed lattice such that sAi ∈ b(ri, ci). Apply the interpo-
lated value λ̂(ri, ci) available from the superimposed lattice in (17) to calculate the
optimal area of service regions |Ai|. Move the disks manually (or via an automatic
algorithm) in a way that they do not overlap, and locate s′Ai as the new geographical
centers for the service region Ai. Note that every time the center moves, the value of
the estimated intensity λ̂(·) evaluated at this new center will change. The size |Ai|′
calculated at this new center location will also change.
3. Go to Step 2 to recalculate of the area of service regions |Ai|′ based on λ̂(·) evaluated






4. Repeat steps 2-3 until the process reaches an acceptable solution that none of the
service regions overlap and
⋃
A∗i ≈ A.
Returning to the auto retail company problem, suppose the fixed cost Cf (s) for estab-
lishing a new national DC is set as $10,000 per day. Transportation costs are charged on a
per-item-mile basis, with c(s) = c = $0.004 per item per mile. K(s) = K depends on the
distance metric and the shape of the service region. Values of K for commonly used service-
region shapes and metrics can be found in Dasci and Verter (2001). For the Euclidean dis-
tance and circular service region, K = 0.3. There are in total M =
∑nb
j=1 EW (Bj) = 5216
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Figure 4: An Illustration of the DC Allocation Process
stores in the 48 states. To find the starting values, we initially assume the stores are dis-
tributed uniformly over the whole region A. The constant intensity for the spatial Poisson
process is λ(s) = λ(0) = M/|A|, where |A| = 3, 537, 438 square miles for the continental
U.S. and the average demand is given as µY = 40 items per day per store. The optimal
area of service region is then A(0)i ≈ 445766 square miles. Thus A/Ai
∗ ≈ 8 non-overlapping
DCs are initially allocated to serve the continental U.S.
Going through the algorithm presented above, Figure 4 shows the DC service regions
with the DC located in the center of the region. Note that since the values of the intensity
function λ(·) from grids in the Northeast region are about 8 times the intensity values for
grids from the Southwest region, the corresponding radius of the service region serving
Northeast region is approximately 1/2 of the radius of the service region serving Southwest
region according to (17). The method illustrated here provides a way to evaluate different
strategies in structuring a supply-chain’s logistics systems.
Remarks:
1. For simplicity, the algorithm above assumes constant cost parameters and average
demand. When the (smooth) functions of cost parameters and demands are given,
procedures similar to λ̂(·) evaluated at discrete blocks can be used to make the decision
of service regions more realistic.
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2. As in Ouyang and Daganzo (2003), the algorithm above uses a single evaluation of λ̂(·)
at the new center points s′Ai for the calculation of the size |Ai|′. Further research is
needed to evaluate its appropriateness and to explore ways for using the average from
the center’s neighborhood (although there is a problem in deciding neighborhood-size)
for deciding the size |Ai|′.
3. The quality of estimating λ(·) (e.g., bias and variance) will affect the decision of DCs’
service regions (and the number of DCs). When the size of a service region is too
large than its necessity, this will create a “stock-out” problem (no product to sell in
stores), which is a major cost challenge in retailing-chain operations. Further research
is needed to understand ways to include estimation quality into the decision formulas
such as (17).
2.4.2 Regional-Scale Demand Analysis
In this section, we consider the state of Texas, represented as B, as the primary study
interest. The goal is to explore the relationship between the county-level average-demand
Y (Ck) and covariates such as population size, buying power, etc. evaluated at the county
level. The store counts w(Ck) are available for all counties Ck (k = 1, . . . , 255 = n) in
Texas. A random sample of m = 50 (average) county-level demands (Y (Ck), k = 1, . . . , m)
is collected within Texas for regression analysis. Logarithms transformation is applied
(i.e., Z(Ck) = log(1 + Y (Ck))) before conducting a regression analysis to normalize the
original data. After fitting several covariate variables including population size and buying
power (represented by median household income and median house value) and evaulating
their statistical significance, we choose xk = log(county population size) to be the regional
covariate for county Ck in region B for this illustration example.
Through exploratory analysis, assume a linear model on the covariate effect, Z(Ck) =
β0 + β1xk + εk, where εk ∼ N(0, σ2z), k = 1, . . . , m. Refer to constraint functions in (8)
constructed from a higher hierarchy and the bias-adjustment (19) in the log-transformation
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Figure 5: QQ Plot of Regression Residuals










pk {exp (EZ(Ck) + 1/2σz)− EY (B)} = 0
where β = {β1, β0, σz}. Based on aggregated demand in Section 4.1, the average-demand
in the Texas region is given as EY (B) = 206.5.
The estimates β̃ in the hybrid likelihood given in Section 3.2 are obtained in two stages:
first construct the profile likelihood in (11), and maximize it with respect to β. One of
the key steps in the maximization is to estimate the Lagrange multiple τ . For a given β,




w(Ck) + τ(β)g(xk, β)) ≤ 1. For comparing our results with the traditional
MLE of β without using the information from the higher hierarchy, we also calculate the




The confidence intervals for β can be obtained by inverting the likelihood ratio test
statistic (Pawitan (2001), page 35). Figure 6 shows the comparisons of the marginal profile
likelihood of regression parameters constructed from the hybrid likelihood approach and
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Figure 6: Confidence Intervals for β1 and β0
from the traditional likelihood approach. The horizontal lines on Figure 6 are drawn at
a level such that the vertical lines intersecting the profile likelihood provide approximate
95% confidence intervals. The estimates and the confidence intervals for the traditional
MLEs β̂0, β̂1 and hybrid MLEs β̃0, β̃1 are given in Table 1. Compared with traditional
confidence intervals, the confidence intervals obtained from the hybrid approach are signif-
icantly narrower. This is due to the added information incorporated into the calculation of
the likelihood function. See Qin & Lawless (1994) or Qin (2000) for the further studies on
the finite-sample properties of parameter estimates by incorporating estimating equations
as constraints.
Table 1: Estimates of Regression Parameters (β1, β0)
Estimates Confidence Intervals
β̃1 0.596 ( 0.547, 0.646)
β̂1 0.639 ( 0.555, 0.722)
β̃0 -2.744 ( -3.391, -2.097)
β̂0 -3.178 ( -4.115, -2.238)
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Figure 7: Location Data of stores in the Local District
Figure 8: Perspective Plot of Transformed Demand and Location Data in the Local District
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Figure 9: Sample Covariogram and Fitted Covariogram of Residuals in Local District
2.4.3 Local-Scale Log-Normal Kriging Using Linkage Information
Consider a local district C ∈ B surrounding the city of Dallas as shown in Figure 7.
Demands at existing stores are denoted as Y (sl), l = 1, . . . , L from L = 55 stores in this local
district. Similar to the regional-study, the spatial analysis is performed in the transformed
scale. Assume the local store demand can be modeled by a spatial process Y (s), with Z(s) =
log(1+Y (s)) = x(s)′β+δ(s), where β is the available coefficient information available from
regional level, and δ(s) is a Gaussian Process with mean 0 and covariance Cδ(·). Figure 8
shows the three-dimensional scatter plot of the transformed demand data Z(s) where the
location coordinates s = (s1, s2) are in kilometers of the Universal Transverse Mercator
(UTM) metric. After removing the mean effect, the variogram γδ(h) can be investigated
for spatial dependence of δ(·). Our analysis shows that there is no directional effect in
spatial dependence, so we can regard the covariance functions as isotropic functions, i.e.,
Cδ(h) = Cδ(h), where h = ||h||.
The covariance function is Cδ(h) = Cδ(0)−γδ(h). Due to the accuracy of the coordina-
tion systems, the stores within the same zip code have the same coordinates. The variance
can be estimated by using the sample variance of store demands within the same zip code,
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σ̂2δ = Ĉδ(0) = 1.353. The sample covariogram reveals interesting characteristics of the
spatial dependence of the store demand. Figure 9 shows the isotropic empirical covariance
function Cδ(h) based on the data δ = (δ(s1), . . . , δ(sL)). When the distance between two
stores is small, the store demand has negative correlations due to competition in sales. Con-
sidering the stores are clustered around the Dallas metropolitan area, the similarity of store
demands at suburban area contributes to the increasing correlations as h increases. This
effect is different from the conventional monotone decreasing or continuous oscillating co-
variance functions (Cressie 1993). Based on the trend of empirical variogram, we construct
the covariance function as an additive model,
Cδ(h) = θ1 exp(−θ2h) + θ3h + θ4, (18)
where 0 ≤ h ≤ hmax. In the first part of (18), the covariance function decreases expo-
nentially to ensure the continuity of the covariance function. The upper bound hmax is
to limit our focus within the local district, such that we do not need to extrapolate the
spatial dependence structure outside of current district. According to Abrahamsen (1997),
the function defined in (18) satisfies the conditions of positive definite functions, thus it
is a valid covariance function. The parameters can be fitted using restricted maximum
likelihood method (Cressie (1993), page 92) as, θ̂1 = 1.97, θ̂2 = 0.21, θ̂3 = 0.0078, and
θ̂4 = −0.61, respectively. Based on the covariance function Cδ(h), the δopt(s0) can be pre-
dicted using (13). Figure 10 shows the contour of the Kriging surface of residuals obtained
at various locations in the local district. Due to the fast decrease of covariance function in
short distance, the kriging surface is not smooth in small neighborhoods of existing obser-
vations. This kriging surface for the store demand can then calculated by adding the mean
component Zopt(s) = x(s)′β +δopt(s), and then transformed to the original scale Yopt(s) us-
ing the bias-corrected formula (21) to predict the future store demand at any given location
s within the local district.
2.5 Conclusion and Future Work
This article proposes multi-level spatial approximation models for combining data from


























Figure 10: Kriging Surface of Residuals in Local District
from a higher hierarchy is structured in estimating equations serving as constraints in
guiding the statistical inference at lower levels. These models can support strategic, tactical
and operational decisions at different levels. Interesting logistical and spatial-prediction
examples illustrate the proposed models and inference procedures.
The proposed methods are useful in various supply-chain, logistics and transportation
decisions. For example, the constant-intensity CA model used in Dandamudi and Lu (2003)
for supply-chain contract decisions involving logistics cost approximations can be extended
to our models for more accurate cost-estimates. In the studies of Mangotra and Lu (2005)
the spatial logistics model also plays a key role in deciding inventory levels coordinated
between national- and regional-level DCs. These decisions will be affected greatly by the
statistical modeling procedures and the associated estimation quality. Further studies are
needed.
2.6 Appendix
Appendix A - Asymptotic Properties of the Parameter Estimates in Section 3.2
The Lagrange multiplier τ plays a key role in deriving the asymptotic properties of
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the estimates β̂. Similar to Qin and Lawless (1994), under proper regularity conditions,
τ = Op(n−1/2), for β ∈ {β : ‖β − β0‖ ≤ n−1/3}. Thus, the asymptotic properties can be
derived from using Taylor expansions of (10) and (12), in the neighborhood of the true value
τ0 = 0 and β0, respectively. Suppose m/n → a0 as n,m →∞, where 0 < a0 ≤ 1. Then, we
obtain the following theorem.
Theorem 1 Let β0 be the true value of the parameter β, where β and τ are given
in (9). Assume that the regularity conditions on the normality of the MLE for typical
parametric models as given in Lehmann (Chapter 6, 1998) and the regularity conditions
specified in Qin and Lawless (1994) for estimating equations are satisfied (see the proof
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log f(yk; xk, β)),
where Q2n and Q3n are the components of (12).
Using a Taylor expansion at (β0, τ0 = 0), we have
0 = Q1n(β0, 0) +
∂
∂β
Q1n(β0, 0)(β − β0) + ∂
∂τ
Q1n(β0, 0) · τ + op(n−1/2)
0 = −Q2n(β0, 0) + Q3n(β0, 0)− ∂
∂β
Q2n(β0, 0)(β − β0) + ∂
∂β
Q3n(β0, 0)(β − β0)
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 + op(1) → N(0, U).
Appendix B - Derivation of Kriging Prediction for Log-Normal Observations
Combining the information from the block-averages at the higher hierarchy and indi-
vidual observations at the lower hierarchy is difficult with non-Gaussian processes. Trans-
formation techniques are used to solve this problem. We illustrate the Kriging procedure
for transformed data using the log-normal case.
Let Y (s) be a log-normal spatial process defined on C0 so that the process Z(s) =
log(Y (s)) is a Gaussian process. Denote by Z(C0) = log Y (C0), and assume Z(s) = Z(C0)+
δZ(s), where δZ(s) is a Gaussian process with mean zero and covariance function σZ(u, v)
for s,u, v ∈ C0. We first derive the optimal predictor on the log-scale, and then transform
it back to the original scale. From Cressie (1993), we know that
µY (s) = E(Y (s)) = exp{µZ(s) + σZ(s, s)/2}, (19)
σY (u, v) = Cov(Y (u), Y (v)) = µZ(u)µZ(v)[exp{σZ(u,v)} − 1].
Adjustments can be made to preserve the unbiasedness of the predictor. Based on
E(Y (C0)) known from the regional-level study, µZ(C0) = E(Z(C0)) = log E(Y (C0)) −
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z (Z − µz(C0)1′) + µz(C0), (20)
where cz = (σz(s0, s1), . . . , σz(s0, sL)), Z = (Z(s1), . . . , Z(sL)), 1 is a unit column-vector
and Σz is an L×L matrix whose (i, j)th element is σz(si, sj). Then, an unbiased predictor
for Y (s0) can be obtained by transforming Ẑ(s0) back to Y -scale as follows:
Ŷ (s0) = exp{Ẑ(s0) + σz(s0, s0)/2− c′zΣ−1z cz/2}. (21)
See Cressie (1993) for more discussions in log-normal kriging.
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Table 2: Store Counts for the 48 States in the Continental United States
Acronym Counts Acronym Counts
AL 85 AZ 46
AR 78 CA 306
CO 61 CT 63
DE 14 FL 166
GA 159 IA 150
ID 31 IL 275
IN 143 KS 94
KY 86 LA 87
MA 99 MD 74
ME 40 MI 210
MN 150 MO 154
MS 76 MT 48
NC 158 ND 43
NE 75 NH 33
NJ 125 NM 30
NV 18 NY 273
OH 238 OK 101
OR 62 PA 279
RI 11 SC 72
SD 48 TN 100
TX 349 UT 36
VA 126 VT 24
WA 80 WI 161
WV 55 WY 24
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CHAPTER III
RELIABILITY MODELING IN SPATIALLY
DISTRIBUTED LOGISTICS SYSTEM
3.1 Introduction
Logistics systems are designed to move goods, energy (e.g., electricity & gas), water, sewage,
money, or information from origin to destination in a timely manner. A typical retail
logistics system in a large-scale supply-chain has a few global distribution centers (DC),
many local trans-shipment points, and thousands of stores. The service reliability of such a
logistics system depends on the strategy of how stores are supported by a DC, and capability
of the DC in replenishing products in a timely fashion in order to meet demands. Moreover,
there are cases where uncertainties can disrupt logistics operations. For example, a labor
dispute at Long Beach in 2002 shut down the port for 10 days, with an estimated cost in the
range of $2 billion - $20 billion [23]. Recently, efforts have been made by the government &
other stake-holders to insure the sea ports security to counter international terrorism, and
to improve the security of the homeland. Research has been done [24] to plan the efficient
inventory systems under possible occurrence of border disruptions. However, there are few
analytical models available for supply chain reliability, despite the call for designing, and
operating supply chains that are resilient to disruptions [25].
Past studies have examined problems in network reliability [26], system performance
degradation, and workload re-routing for telecommunication, power, and transportation
networks [27], [28]. Important characteristics for the performance of any telecommunica-
tion network are connectivity of communication, and capacity of transmittance [29]. Many
articles concentrate on evaluating network reliability based on the probability of functioning
in network links. For example, Varshney et al. [30] extended the performance measures with
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a more general link-capacity model, allowing links to have multiple states with different ca-
pacities in each state. In telecommunication networks, especially packet-switched networks,
past research has been devoted to designing robust networks, and maintaining high perfor-
mance operational quality. When networks have serious outages or temporary disruptions,
different sets of switch elements & interconnection links can be selected as alternatives to
achieve fault tolerance. Some routing schemes have been proposed to optimize the network
utilization, based on stochastic traffic flow dynamics & network topology. Many previous
studies investigated these problems from different perspectives. For example, Yokohira et
al. [31] proposed a fault tolerant network design based on a fixed routing scheme. Yang &
Silvester [32] considered network fault tolerance problems where one switch can be replaced
by another switch upon failure, thus showing that communication networks can be designed
to be robust not only to link failures but also node failures. Mohorcic et al. [33] addressed
adaptive routing problems to study the relative impacts of traffic load & propagation delay
on the link cost.
A logistics network is distinguished from a telecommunication network by several char-
acteristics. To handle uncertainty in demand, supply, and transportation in a logistics
network, network nodes (DC & stores) need to coordinate to keep sufficient inventory to
prevent stockout (running out of inventory). The cost of inventory includes interest on
funds used to acquire goods kept in warehouses, storage space costs, warehouse labor,
facility overhead, and paperwork for tracking & planning inventory levels. The telecommu-
nications equivalent of inventory is a buffer space. While telecom nodes cannot hold spare
inventory, they can buffer the data to send. While the main purpose of keeping inventory at
logistics nodes is to prevent stockout due to fluctuations in demand & transportation time, a
telecommunications network does not use buffer space to prevent stockout of data at users’
facilities. In designing a logistics network & evaluating its performance, inventory cost is
a tradeoff with transportation cost. The typical transportation costs are from equipment
(e.g., truck rental), gas consumption, and labor. Unlike the high cost of the construction
of telecommunication links, logistics networks usually rely on public roads. Conversely,
while the cost of using the constructed network links is less in telecommunications, the
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transportation cost on the logistics network roads is much higher.
Past studies [34] on road-transportation reliability addressed the travel time issues for
trucks routing through connected stops. However, the size of the network in these studies
is much smaller than the logistics systems considered in this article. Consequently, detailed
probability-based reliability models have limited use in our supply-chain logistics systems.
Also, in contrast to transportation networks, users of logistics networks often share the
same goal (e.g., shipping products from various sources via a certain DC to stores). Thus, a
more integrated solution can be proposed to coordinate network flows to minimize logistics
costs, and to improve service levels.
Reliability studies of logistics service systems are also different from reliability research
in product designs [83] where there are no DC, stores, or connectivity problems existing
between them. The characteristics of a supply-chain’s system reliability are discussed in
only a few articles. For example, Bundschuh et al. [36] considered an integrated inbound
supply chain with many potential suppliers for products. Suppliers are selected so that the
supply-system remains reliable in case there is a low probability of failing to get needed sup-
plies. Focusing on logistics cost instead of service reliability, Snyder & Daskin [25] studied
situations where facility (e.g., DC) failures lead to excessive transportation costs, and they
used mixed integer programming methods to minimize the increase of transportation costs
under various failure scenarios. Thomas [37] proposed probability models for quantifying re-
liability of supply chains under contingency situations. However, he only considered simple
probability models of supply meeting demand, Pr(supply > demand), based on assumed
parametric distributions of supply & demand quantities. The complicated network issues
between DC & stores were not discussed.
This article focuses on developing “first-cut” reliability models for large-size logistics
systems to support strategic planning decisions such as DC location allocation & serving
area optimization [38]. Coordinating inventory between DC & stores is a much more com-
plicated issue, and is deferred to a subsequent paper. Our key contribution in this paper
is to bring statistical spatial modeling techniques to approximate store location & demand
data. Then, system reliability models can be built on these approximations for entertaining
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various scenarios of DC location designs & DC capacity constraints. The following provides
more details of our multi-level modeling, and reliability evaluation procedures in handling
large-size networks.
Continuum approximation (CA) is a useful tool for modeling logistics systems for sup-
porting strategic decisions in transportation & supply-chain management [39]. The CA
approach first simplifies logistics networks by assuming that spatial locations (of stores, fa-
cilities, etc.) are modeled via a density function λ(x) which describes the number of points
per unit area as a function of position x. This article extends the homogeneous Poisson
intensity function to the nonhomogeneous case, which is capable of handling variations in
store counts, and demands at different locations. As a result, DC allocation & serving ar-
eas can be determined more realistically. In our system reliability evaluation, the distance
between a store & its nearest DC is one of the key factors for meeting a product’s time-
sensitive replenish requirement. Given a set of DC locations & capacities, reliability of the
entire SC-logistics system is then an average of reliability over all store locations & demands
based on approximation models. Our primary example has eight DC serving stores across
the continental United States. Section 4.1 shows that when one of the DC breaks down,
the entire system reliability could drop as much as 10.2%.
For tactical level decisions in choosing the most reliable & cost-effective routes, a similar
approximation model is built on local store locations & demands. The reliability of a local
logistics system depends more on whether certain routes are functioning or not. Thus, the
experience gained from the study of telecommunication network reliability is utilized to
develop reliability evaluation procedures at this level. In this paper, we consider DC at
both global level & local level. To distinguish between these two cases, we denote a global
distribution center by GDC, and a local distribution center by LDC.
Section 2 presents a general framework for modeling the reliability of global-level logistics
networks, and evaluating the effects of degradation in the DC’s capacity. Section 3 defines
local-level logistics reliability measures. In both sections, well-known spatial smoothing
methods are utilized to obtain a spatial intensity function for supporting CA approximation
& reliability evaluation. Numerical illustrations with real-life data are provided in Section
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4. Conclusion & future work are offered in Section 5.
3.2 Reliability Modeling for Global SC-Logistics Systems
Uncertainty is a primary concern in logistics planning. Often, safety stocks are utilized to
accommodate uncertain demand or shipping delays. Logistics facilities such as DC are also
subject to many types of risk. Snyder & Daskin [25] considered a situation where facilities
fail time to time due to poor weather, labor disputes, or other factors, and applied the
mixed integer programming method to find a contingent logistics solution. The focus of
this article is to develop procedures for evaluating whether a large-size SC-logistics system
is capable of handling certain contingencies for meeting product replenishment deadlines.
Hereafter, the “stores” refer to stores in retail chains or dealers in automobile distribution
networks.
To start, we present a rigorous definition of logistics service reliability. Consider a store
located at x, and assume it is served by a GDC d(x) miles away. The speed of trucks
transporting goods from the GDC to surrounding stores is modeled as a random variable
V with a distribution function FV (·). Then the service reliability at x for meeting the time
deadline t0 is defined & calculated as
r(x) = P (T ≤ t0) = P [d(x)/V ≤ t0] (22)
= P [V ≥ d(x)/t0] = 1− FV [d(x)/t0].
The following example shows that the s-normal distribution with a reasonable choice of
mean & standard deviation produces a proper reliability function. Figure 11 shows that
the service reliability of a GDC to stores within a certain distance (e.g., 400 miles) is near
one, i.e., the logistics system can meet the deadline without much trouble. For those stores
far way from the serving GDC, the reliability starts to drop in a reversed-S shape curve,
then reaches zero for stores quickly. These stores should be served by other GDC.
Example 1: Suppose V is s-normally distributed with mean 40 miles per hour,
and standard deviation 10 miles per hour. Because the routes between the GDC & stores
could include highways & local streets, this article sets the mean & standard deviation
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Figure 11: The service reliability r(x) as a function of d(x).
conservatively for accommodating possible varying factors such as road congestion, bad
weather, and so on. Then the service reliability can be calculated as a function of distance
d(x), as shown in Figure 11. Notice that, within a 400-mile distance, the reliability is close
to one. It drops to 80% when the distance is around 650 miles. The reliability is close to
zero when the distance reaches 1300 miles from the GDC. One can imagine that when the
deadline is more flexible (e.g., t0 = 24 hours) the system is more reliable. In this case, the
region of near 100% service reliability can be larger than the current region (about 400 mile
radius distance) with t0 = 20 hours.
3.2.1 Service Reliability for Large-size Logistics Systems
If one assigns specific stores to a specific DC, there will be an overwhelming number of
possible combinations in store-to-DC assignments. This further complicates the calculation
of system reliability. This section extends the reliability defined in (22) to many stores at
locations x = (x1, x2) modeled by a smooth density function λ(x). The demand for stores
is also assumed to be a spatial function with mean µ(x). This makes the system-reliability
calculation easier, and allows flexibility of handling many variations in the logistics system
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with stores & DC organized differently. Our procedure explained in (23) below integrates
the reliability of (22) over the serving region of a DC for assessing the service reliability in
that region. Then we extend this idea to the whole region. The reliability for the entire








Section 2.2 shows that this procedure allows us to easily handle problems with limited
capacities at certain DC. If there are more DC added into the system (or some DC are
dropped) to handle certain demand growth or contingency, the system reliability can always
be evaluated with the same method as long as the serving regions are designated. It is
possible to include reliability or other measures in the objective function (e.g., [38]) for
deciding the serving region, and then calculate the resulted system reliability. However, up
to this point, practitioners usually decide the serving region for a DC based on logistics, and
facility cost concerns (e.g., [39]). Thus the scope of this article will be limited to evaluation
of the reliability based on a given set of DC serving regions. That is, we do not discuss how
to optimize DC locations & serving regions.
It is common in strategic planning of supply chain networks that exact store-location &
demand information is often not available, or is projected based on aggregate planning or
forecasting (see (29) & its description in Section 2.3 for details). Thus, this section follows
the idea used in the Continuous Approximation (CA) approach for large-scale facility design
problems by modeling store locations with a spatial Nonhomogeneous Poisson Process [43].
Its intensity function at the location x = (x1, x2) is λ(x), which can be interpreted as
an expected number of stores within unit area around x. By using the CA approach,
facility-location (e.g., DC location) allocation problems can be transformed to problems of
finding the optimal size of DC service regions supporting the demands of stores in the whole
region. Managers can change the intensity function (or the expected store counts in (29))
for projecting future situations when demand grows (or diminishes) in certain regions. Then
the system reliability will be changed according to the change in the intensity function. This
ability allows managers to evaluate if more DC are needed to improve its system reliability.
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Next, let us illustrate the flexibility of the above setup in evaluating system reliability
by considering that some DC might be shut down due to certain contingencies. Suppose
there are nI GDC serving the whole region A. If the GDCi is shut down (i.e., ψi = 0),
the stores served by GDCi will be served by the next closest DC available. No matter how
many GDCi are available, each store in the region will be served by a single GDC. Using
the minimal distance concept, the serving regions of the GDCi are then defined. Thus, (23)
can be used to evaluate the system reliability in this situation. See the algorithm presented
at the end of this section for details of the calculation steps. See Example 3 in Section 4.1
for a numerical illustration.
Similar to (22), the service reliability rψ(x) under the scenario ψ is,
rψ(x; dψ(x)) = 1− FV [dψ(x)/t0], (24)
where dψ(x) is the distance of the x from the closest functioning GDC under the scenario
ψ. Then, the reliability under this scenario is rψsystem, which is calculated by replacing r(x)
with rψ(x; dψ(x)) in (23). Finally, the expected service reliability of the logistics system
under many possible scenarios is the weighted average of the reliability rψsystem with weights








Remark on Computing the Expected System Reliability: Enumerating all
the possible scenarios may be cumbersome, however, (25) can be further simplified by








where the calculation of E(r(x)) can be carried out as follows:
• Consider each location x. Denote GDC(1) as its serving DC.
• Order other GDC according to their relative distances from x, and denote them as
GDC(2), GDC(3), . . . , GDC(nI) with relative distances d(2), d(3), . . . , d(nI).
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• Let p(i) be the failure probability for GDC(i). Denote r(x, d(i)) as the service reliability
at x when it is served by GDC(i), when GDC(1), . . . , GDC(i−1) have all failed.





= (1− p(1))r(x, d(1)) + p(1)(1− p(2))r(x, d(2)) + . . .
+ p(1) · · · p(nI−1)(1− p(nI))r(x, d(nI)).
For example, if the nearest GDC, namely GDC(1), is available, the reliability is the
availability (1− p(1)) multiplied by the reliability r(x, d(1)) based on the distance d(1)
from store location x to GDC(1).
For practical reasons, a grid can be laid on the focused region such that (26) can be












where λij , µij is the total intensity & demand within the (i, j)th block in the grid, and
E(rij(x)) is the service reliability evaluated at the center of the grid, as denoted in (27).
3.2.2 Service Reliability in Logistics Systems with Capacitated DC
The reliability models discussed so far deal with problems of un-capacitated DC. That is, no
matter how large the demand in a region has grown, the responsible DC can still handle its
product replenishment, packing & loading tasks without losing any efficiency. This section
extends the reliability models described in the previous section to the case where each DC
can only handle limited demand. Denote that each GDCi serving the region Ai has a fixed
capacity ξi, i = 1, . . . , nI , and the union of all non-overlapped Ai is the whole region A.
Suppose that some contingent event (or demand growth) causes a “degradation” of
GDCi’s capacity from ξi to ξ′i. As a consequence, GDCi can only handle demands from
stores in a smaller subregion of Ai. The unserved stores need to go to other nearby GDC
for service (if those GDC have available capacity to serve them). To implement this idea,
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we revise the serving region for each GDC based on its capacity to meet demands in the
nearest stores grid by grid, as described in the computing remarks above. When all the
stores in the original region assigned to a particular GDC are served, and if this GDC still
has extra capacity to serve other stores, the reliability computing algorithm will pick up the
unserved stores in grids nearest to this GDC. All capacity at the GDC will be used; if there
are still some stores unserved, the system reliability will drop. In this case, managers can
consider adding capacity to certain GDC, or adding some temporary GDC. See Example 4
in Section 4.1 for numerical illustrations.
Remark: This idea is simple, but might not be optimal in the sense of maximizing
system reliability. For example, consider two neighboring DC, where DC1 has available
capacity for handling the demands from one unserved store at location a that was originally
served by DC2. Suppose that the distance from this store to DC2 is d2a = 5 miles, and its
distance to DC1 is d1a = 8 miles. According to the idea described above, this store should
be served by DC1. However, suppose that there is another store (at location b) originally
served by DC2 with equal demands that is d2b = d2a + 1 = 6 miles from DC2, and is
d1b = d1a + 10 = 18 miles to DC1. Although the store at location b is slightly farther away
from DC2, its distance to DC1 is much farther away than that from the store at location a.
If we assign DC2 to serve store b, the “saved” transportation distance (9 miles) gained by
using DC1 to serve store a will increase the system reliability, which is a monotone function
of travelling distance. That is, we should look for the case where the store gains the most
savings in travelling distance, but not the nearest store. Thus the algorithm should first
calculate the differences for stores travelling to two DC, then choose the case saving the
most. For example, the difference for store a to DC1 & DC2 is 8 − 5 = 3 miles. Similarly,
this difference for store b is 18−6 = 12 miles, which is a much greater distance. Thus, store
b should be served by DC2, while store a should be served by DC1.
This modified idea only works for equal demands in these two stores. The situation for
unequal demands becomes even more complicated, especially in pooling demands from a
few stores together to match the demand for another store to calculate the total distance
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saved. Because this article represents initial research in introducing service-reliability in
large-size supply-chain logistics systems, the scope of such an in-depth study is beyond the
mission of this article. We will leave it to future research.
3.2.3 Global-level Spatial Density Modeling
In logistics planning at the corporate level, many strategic plans utilize data projected in
aggregated forms. For example, the manager who handles marketing departments might
forecast a total demand for many stores in a region, e.g., the state of Georgia or the South
Eastern region. This section employs a commonly used smoothing technique for estimating
the intensity function λ(x) described in Section 2.1 based on constraints from the total
store counts in a region set by the marketing manager. For simplicity, we assume all stores
have the same expected demand µ0.
As an example, consider the state Bj (j = 1, . . . , nJ) as a region where the marketing
manager has some aggregated store counts. Figure 12 illustrates these aggregated counts
for states in the continental U.S. (region A), where darker colors indicate larger counts.
Because the State of Texas has the largest number of stores in this data set, its color is the
darkest. See Table 2 for details of the data. Tobler [40] constructed an estimator λ̂(x) to













subject to constraints λ(x) > 0, and
∫
Bj
λ(x)dx = E(W (Bj)), for j = 1, . . . , nJ , (29)
where E(W (Bj)) is the expectation of projected store counts in each subregion Bj . The
procedure is a nonparametric smoothing method making interpolations of given data. The
assumption is that there exists a density function which has a non-negative, finite value
for every location in the domain. For the logistics data we are working on (see Section 4),
this assumption will hold. Moreover, because we only consider stores within the continental
U.S., the spatial density at the boundary is fixed at zero. The existence & uniqueness for
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Figure 12: The counts W (Bj) of stores for each Bj in the continental U.S.
this constrained optimization problem has been shown in [40]. Figure 15 in Section 4.1
demonstrates this procedure & the fitted smooth intensity function.
3.3 Reliability Evaluation of Local Logistics Systems
In local logistics operations, one needs to conduct more detailed decision analysis such as
which local DC & routes to choose. The time constraints become more stringent. In this
situation, local distribution centers (LDC) or transit points are closer to stores, thus being
able to provide more timely service. In strategic decisions, failure of a GDC is a primary
concern. However, at the local-level, one is more concerned about weather conditions, road
traffic, or other factors that might affect tactical decisions on truck-routing & product-
inventory. In this section, we assume that the transportation links are subject to failures,
and contingent events may disrupt specific routes connecting the GDC, LDC & stores. To
keep the study focused, we do not discuss inventory issues. See Dandamudi & Lu [38] for
such studies.
For illustrative purpose, let us consider the local logistics network shown in Figure
13 where the “Origin” is a GDC. There are four local distribution centers (denoted by
LDCk, k = 1, 2, 3, 4) serving as trans-shipment points for aggregating & mixing products
from different sources. Denote the “long-haul” transportation lines (called “links”) between
GDC & LDC as el, l = 1, . . . , nL, as illustrated in Figure 13 with nL = 5. Thus we model













Figure 13: LDC locations & service regions in the state of Texas.
probability pel , l = 1, . . . , nL.
After products are transported to LDCk through long-haul links (e.g., interstate high-
ways or railways), trucks will deliver the products to stores at x through local routes.
Compared with local transportation speed, the long-haul transportation speed usually has
less variation due to more stable traffic & road conditions. For simplicity, we assume the
long-haul speed to be deterministic, which is denoted by vDC . The local transportation
speed is denoted by a random variable V with distribution function FV (·).
Before defining the local-level service reliability rsystem,L, we introduce several definition
& notations used in telecommunication network reliability. First, a minimal path [41] is a
minimal set of links whose simultaneous functioning ensures the functionality of a local
logistics network. Define the shortest path between origin (GDC) & destination (store) to
be the available minimal path which takes the least amount of time for minimizing the
transportation cost. In our model, we assume the flow of products will always go through
the shortest path available to maximize the service reliability of a region.
Example 2: Let’s focus on the state of Texas with four LDC receiving products from
a GDC, and shipping them to surrounding stores as shown in Figure 13. The link lengths
















Figure 14: Minimal path sets for node pairs.
presentation short, assume every store has the same demand (µ0) during the unit time
period.
Figure 14 summarize all the minimum paths MPk(l) linking the four LDC with the
GDC. For example, consider LDC1 with only one minimal path, e1, connecting the GDC.
For LDC2, it has 2 (=g2) minimum paths, (e1, e2), and (e1, e4, e3) from the origin. According
to the distance calculation, the minimum path MP2(1) = (e1, e2) is the shortest path. The
other path MP2(2) = (e1, e4, e3) will be used when the critical link such as e2 has failed.
Similarly, LDC3 has two minimum paths, MP3(1) = (e1, e4), and MP3(2) = (e1, e2, e3),
where MP3(1) is the shortest path here. Finally, LDC4 has one minimum path, MP4(1) =
(e1, e5).
The expected system reliability can be obtained as a weighted average of the reliability
under scenario sk(l). For example, the scenario s1(1) means that products are delivered from
the GDC to LDC1 through link e1. Thus, the probability of this scenario is Pr(s1(1)) =
(1−pe1). Following this idea, the probability of routing from MP3(1) = (e1, e4) is Pr(s3(1)) =
(1 − pe1)(1 − pe4) for both routes e1 & e4 to function simultaneously. On the other hand,
considering another minimum path of LDC3, MP3(2) = (e1, e2, e3). When e4 fails, products
will be routed through MP3(2) rather than MP3(1). Thus the probability in this special
scenario s3(2) is Pr(s3(2)) = (1 − pe1)(1 − pe2)(1 − pe3)pe4 . By applying this idea, we can
calculate all the other scenario-probabilities as follows: Pr(s2(1)) = (1 − pe1)(1 − pe2),
Pr(s2(2)) = (1−pe1)(1−pe3)(1−pe4)pe2 , Pr(s4(1)) = (1−pe1)(1−pe5). These probabilities
will be used in Section 4.2 for evaluating the system reliability.
Under scenario s, the long-haul transportation time tsok is equal to the distance d
s
ok
between O to LDCk divided by the deterministic long-haul travelling speed vDC . Denote
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the distance between the LDCk & its serving store at x as dk(x). Then the transportation
time between the LDC & the store is dk(x)/V . Note that, for simplicity, the local & short-
distance routes between the LDC & stores are assumed to be always functioning. This
implies that the total transportation time from the origin to the store is T = dk(x)/V + tsok.
Thus, the service reliability for a store at x is rs(x) = Pr(T ≤ t0) = 1−FV [dk(x)/(t0−tsok)].
Apply the store location & demand smoothing idea described in Section 2. The total service








Consider all possible scenarios s with different occurrence probability Pr(s). The expected











In the local regions, suppose a snapshot of detailed store locations xm = (x1m, x2m)
(m = 1, . . . , nM ) is available, so we can use the following well-known kernel smoothing






ω(u1 − x1m;h1)ω(u2 − x2m;h2),
where the symmetric univariate density function (Gaussian) satisfies
∫
ω(u)du = 1. The
specification of the bandwidth h = (h1, h2) is important for practical implementation;
however, it is beyond the scope of this paper to present the details how to select h. Thus,











where σ̂ is an estimate of standard deviation of store locations. This estimator is known as
the optimal bandwidth estimator to minimize the mean integrated squared error when the









Figure 15: Estimated spatial density function in global level.
3.4 Applications of System Reliability Measures
3.4.1 Global-level Modeling & Reliability Analysis
The data used for illustrating the proposed reliability measures are contributed from a major
U.S. automobile manufacturing company. The stores in this case represent car dealers. The
store counts per state are provided in an aggregated form as shown in Table 2 & Figure 12.
This company has eight global DC serving the whole U.S. See Figure 16 for their locations.
Based on the count data W (Bj), a smooth function λ̂(x) is obtained using the constrained
interpolation method discussed in Section 2.3, where a 100× 50 grid is overlaid on the U.S.
map. All the computations are implemented using R [45]. Figure 15 presents the store
intensity function. Note that the New York & Boston city areas have the highest intensities
contributed from the greatest number of stores in the relatively small regions. Texas has
the largest store count, but the size of the state is relatively large. Thus its store intensity
is not as large as the New York & Boston areas.
Example 3: In this example, we calculate system reliability under the scenario of a single
DC shutdown, and possible multiple DC shutdowns. Let V & the delivery deadline be the









Figure 16: Locations of the 8 GDC in the continental U. S.
original system reliability is calculated as rψ0 = 0.926, using (23).
When only GDCj shuts down, i.e., ψ = (1, . . . , 0j , . . . , 1) & pj = 1, (23) & (27) gives the
system reliability as reported in Table 3. Notice that GDC8 near Boston is the only GDC
in the North-Eastern region with a lot of demands. Its shutdown should greatly affect the
system reliability. According to our calculation given in Table 3, its shutdown does have
the largest impact on system reliability, a 10.2% drop in the system reliability. The GDC3
near Atlanta has the second largest impact with about a 7.7% drop in the system reliability.
On the other hand, GDC7 near Detroit has the least effect (0.4%) on the system reliability,
because GDC6 located at Chicago may serve as a backup.
Next, consider the case with multiple GDC shutdowns. For an illustration, suppose
GDC1 & GDC4 shut down simultaneously, which means that there is no GDC in the West,
including the highly populated California regions. Our calculation shows that the system
reliability declines to 0.834, which is about 9.9%, slightly smaller than the effect of GDC
loss near the Boston area. Consider another extreme case, where three GDC in the North,
GDC6, GDC7, and GDC8, are all shut down simultaneously. Then the system reliability
reduces to 0.698, which is about a 24.6% drop from the original system reliability. When the
probability of GDC shutdowns is available, we can evaluate the expected system reliability.
For example, if we assign the probability of every GDC being shut down as 0.1 (= pj), the
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Table 3: The system reliability after a particular GDC fails
GDC 1 2 3 4 5 6 7 8
rψ 0.914 0.890 0.855 0.907 0.903 0.917 0.922 0.832
system reliability is 0.896, which is about a 3.2% drop from the original system reliability.
Remark: Most of the existing CA applications in the logistics-planning literature as-
sume a constant intensity function (e.g., [39]); thus the spatial density issues addressed in
this article have not been considered. The evaluation of service reliability may therefore
not be accurate due to the mis-representation of store information. For a comparison pur-
pose, the following provides a few reliability calculations based on this constant intensity
model. In the case where every GDC is available, the service reliability for the whole region
becomes rsystem = 0.750, which is much lower than the 0.926 system reliability calculated
from the spatial model. One can expect that when there are clusters of stores near a DC,
the reliability will be higher. This is what the spatial model represents. When the stores
are assumed to be uniformly distributed, the distance from stores to DC will be larger, thus
the system reliability will be lower.
When only the ith GDC fails, i = 1, 2, . . . , 8, the service reliability presented in Table 3
in the constant intensity case become lower, and their values are 0.711, 0.699, 0.708, 0.715,
0.708, 0.745, 0.749, 0.720. More importantly, the order of the reliability are changed. For
example, shutting down GDC1 has a larger impact to the system reliability than shutting
down GDC8. Their reliability are 0.914 & 0.832, respectively, as shown in Table 3. However,
when the constant intensity model is used, their values become 0.711 & 0.720. An incorrect
reliability evaluation could result in less attention toward maintaining GDC1’s functionality.
Example 4: This example considers the capacitated GDC, and evaluates the deterioration
of system reliability when one GDC’s capacity is degraded gradually due to demand growth,
or certain types of contingencies, e.g., a labor dispute. Assume all stores have homogeneous
































































Figure 17: The reliability degradation paths for each GDC when its capacity decreases.
x-axis shows the available capacity.
neighboring GDC can share the load to counteract the degradation of one GDC’s capacity.
Figure 8 shows the reliability degradation path for each GDC when its available capacity
decreases from 100% (no capacity change) to 0 (complete shutdown of the GDC).
According to these path patterns, the service reliability in GDC8 & GDC3 degrade the
most; much larger than the others, especially after about a 50-60% capacity degradation in
these two GDC. The reason is that those DC are further away from neighboring DC, and
have relatively larger store demands. On the other hand, the capacity degradation of RDC6
& RDC7 serving the Chicago & Detroit regions has little impact on the system reliability
due to their closer distance from each other.
3.4.2 Local-level Modeling & Reliability Analysis
Figure 18 shows store locations in Texas. Using the s-normal kernel spatial smoothing
method described in Section 3, the bandwidth estimator is calculated as h = (h1, h2) =
(0.604, 0.522). In this example, we lay a 50×50 grid on this region, and obtain the estimated
smooth spatial density of store locations as illustrated in Figure 19.
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Figure 19: Estimated spatial density function in local level .
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Example 5: By using the minimum shortest paths, and many scenarios described in
Example 2, we can calculate the probability of routing through each minimal path & its
corresponding service reliability for stores. For example, consider a grid block of stores
represented by the block center (34, 10). Its distance to LDC3 & LDC5 are 186.3 & 253.36
miles, respectively. Thus, based on transportation cost & reliability concerns, stores located
at this block will be served by LDC3. Assume all the links have same failure probability
pej = 0.05. The probability of the scenario for routing through the first minimal path
MP3(1) = (e1, e4) from GDC to LDC3 is Pr(s3(1)) = 0.90.
Next, we use (30) to calculate the service reliability. Consider the deadline t0 = 24
hours from GDC to a store in the block (34, 10) (represented by a triangle pointing upward
in Figure 13). The transportation time on the MP3(1) with link distances e1 = 500 &
e4 = 350 miles is t
s3(1)
o3 = (le1 + le4)/vDC ≈ 14.17 hours, where vDC = 60 miles per hour is
the deterministic transportation speed between GDC & LDC. Then the service reliability
is
rs3(1)(x) = Pr(d3(x)/V + 14.17 ≤ 24) = 1− FV (d3(x)/9.83) = 0.98,
where the location in this example is x = (34, 10), and the distribution of V is s-normal
with mean & standard deviation equal to 40 & 10 miles per hour, respectively.
Similarly, the probability of routing through the second minimal path MP3(2) = (e1, e2, e3)
is Pr(s3(2)) = 0.95× 0.95× 0.95× 0.05 = 0.04, and it will take (le1 + le2 + le3)/vDC ≈ 18.27
hours to pass the long-haul distance. Under this scenario, the service reliability is then
rs3(2)(x) = Pr(d3(x)/V + 18.27 ≤ 24) = 1− FV (d3(x)/5.73) = 0.77.
The service reliability for serving the store at x = (34, 10) is
E(r(x)) = Pr(s3(1))r
s3(1)(x) + Pr(s3(2))r
s3(2)(x) = 0.90× 0.98 + 0.04× 0.77 = 0.92.
Consider another grid block x′ = (32, 5), which is shown as a triangle pointing downward
in Figure 13. Its distance (283 miles) to LDC3 is shorter than distances from other LDC.
Thus, LDC3 will serve this block. Because the distance from LDC3 to this location is much
larger than the distance (186.3 miles) from the same LDC to location x = (34, 10), the
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following shows that the service reliability to this location is lower (0.79 versus 0.92) due
to the larger distance. Using the same procedure as illustrated in the paragraph above, we
can calculate the service reliability routing through its first & second minimal paths as 0.87
& 0.17, respectively. Thus the service reliability evaluated at this block x′ is E(r(x′)) =
0.90 · 0.87 + 0.04 · 0.17 = 0.79.
After enumerating all the stores at grid-locations within the service region of LDC3, we
can calculate the local-level system reliability using (30) as E(rsystem,L3) = 0.87. By going
through all detailed calculations for all LDC & minimum paths, the total local service








Now, let’s consider a few other examples with different link failure probabilities. Choose
pe1 = 0.15 while keeping other probabilities the same as above. Then the total system relia-
bility drops to 0.80. If pe5 = 0.15, and keeping all others the same, the service reliability will
drop to 0.87. Similarly, if we change pe3 to 0.15 then rsystem,L becomes 0.89. This example
shows the relative importance of these links in affecting local system service reliability. The
link e1 is involved in all the LDC service-regions, so it is most critical. Thus its failure will
lead to a larger drop in the system reliability. The link e5 is slightly more important than
the link e3, which can be regarded as a backup link between LDC2 & LDC3.
3.5 Conclusion & Future Work
This article employs a spatial approximation method to characterize patterns of store lo-
cations (and demands) in a large-size supply-chain logistics system. Based on the approx-
imation models, different reliability evaluation schemes are proposed for logistics planning
at global & local levels. Service degradation patterns are examined to understand their
relationship with DC’s capacity limitation.
When we consider the transportation, facility, labor, and other costs of DC operations,
the optimal locations of DC & the re-routing strategy become more complicated. How to
design a system with minimal cost, and robust against possible capacity degradations (or
fully shut down) under unexpected contingencies, is a challenging problem. In addition,
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if the connectivity between the DC & stores is not fully guaranteed, the system reliability
evaluation & robust system design issues become even more complex. This article sets the
foundation of research in these directions, and shows the potential of research in the service
sector focusing on logistics-network reliability evaluation issues.
53
CHAPTER IV
DETECTION AND ESTIMATION OF A MIXTURE IN A
POWER LAW PROCESS FOR A REPAIRABLE SYSTEM
4.1 Introduction
For a repairable system, it is crucial to understand how the system’s failure rate changes
over usage time so that it can be taken off test before repairs become too frequent and
too costly to the system operation. In many industries, the challenge is in finding which
systems are susceptible to frequent failures and which ones are not. For complex systems
that are susceptible to competing risks (i.e., risks of failure from different sources) and wear
due to usage, it is not uncommon to end up with a mixture of good (high quality) systems
with a small fraction of defective ones.
We refer to these good systems as “conforming” because the quality might be measured
not only in terms of reliability (e.g., time on test) but in other aspects having to do with
system operation. The “nonconforming” systems will exhibit shorter operation time be-
tween repairs, and unlike a repair to the non-defective conforming systems, these repairs
can include different failure modes that are seemingly unrelated.
In the automotive industry, for example, the small proportion of new cars that make
repeat trips to the repair shop are called lemons, and several states have adopted consumer
protection rights (“lemon laws”) that will force the manufacturer to replace the defective
product with no cost to the consumer. There is an industry of law practices just for lemon
law cases, as pointed out in Lehto (2000) and Megna (2003).
By treating the defective products as a (contaminated) sub-population, the time to
failure of a new item can be described with a mixture distribution; if T is the product
lifetime, then its lifetime distribution F (t) is extricated to
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F (t) = ωFa(t) + (1− ω)F0(t), (33)
where F0 is the lifetime distribution of the normal (non-defective) products, ω is the
proportion of defective (or non-conforming) products that have distribution Fa, where
Fa(t) > F0(t). Manufacturers of large, repairable systems, including the automobile in-
dustry, can benefit greatly by quickly identifying a finished product that was generated
from the nonconforming population Fa and getting it out of service as soon as possible.
In general, the defective items are costly to the manufacturer thereby greatly influencing
the warranty policy and limiting the protection the manufacturer will offer to the consumer.
Mixtures have been helpful in modeling repair times for warranty policy, including heuristic
models by Majeske and Herrin (1995). Majeske (2003) used a mixture hazard function to
model the time to first warranty claim, and estimated the fraction of vehicles containing a
manufacturing or assembly defect when leaving the assembly plant.
The repair process is modeled as a minimal repair process generated from the mixture
in (33). Once the system fails, it is automatically repaired to be as good as an identical
system that has survived to the same age. The resulting sequence of failure times consti-
tutes a nonhomogeneous Poisson process with mean rate function equal to the underlying
cumulative hazard rate. Obviously, if the system has a greatly increasing rate of failure,
the overall cost of operating the system is strongly dependent on the replacement policy.
Kvam, Singh, and Whitaker (2002) considered estimating the system lifetime distribution
in the case the system was known to have an increasing failure rate.






which is commonly accepted as an effective model for many repairable systems, e.g., see
Rigdon and Basu (2000). A convenient alternative parametrization for (34) is
v(t) = λβtβ−1. (35)
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This model is called the power-law process (PLP) because the intensity function is pro-
portional to a power of t. We call λ the intensity parameter, β the shape parameter, and
θ the scale parameter. The Power-Law process is frequently used to model repairable sys-
tem lifetimes, as evident in in Duane (1964), Ridgon, et al. (1998), and Ridgon and Basu
(2000). Engelhardt & Bain (1987) used a compound power-law model to characterize the
heterogeneity of different systems by treating λ as a random variable from the gamma distri-
bution. This frailty-type model accounts for general heterogeneity of the population, but is
not effective in modeling nonconforming systems. In this chapter, we choose to model mul-
tiple systems as mixture power-law processes with two point mixture distributions. These
correspond to two types of intensity functions, v0(t) and va(t) for conforming and noncon-
forming systems, respectively. The higher failure rate of the nonconforming subpopulation
is characterized by an inequality between their respective intensity parameters: λa > λ0.
Consider n manufactured systems with intensity function vi(t) = λiβitβi−1, i = 1, ..., n.
The systems are possibly time truncated or failure truncated. For time truncated systems,
we observe system i over time interval (0, τi); τi may be the current calendar time. Denote
tij as the jth failure time for system i, and j = 1, . . . , ki, where ki is the number of failures
before censoring time τi.
For the failure truncated case, a system is taken off test after a fixed number of failures
is observed. Denote ki as the pre-fixed number of failures, then the failure times tij ’s are
recorded for j = 1, . . . , ki. In the example that follows, the data can be time truncated or
failure truncated. The detection of a PLP is shown in Section 2 by using copy machine
failure times as an example. The copy machines exhibit a PLP mixture of two intensity
parameters (and a single shape parameter β). Estimation, based on maximum likelihood, is
described in Section 3. In Section 4, we use these estimates to develop an optimal strategy
for warranty decision making.
4.2 Exploratory Study of Copy Machine Failure
Figure 20 shows the failure-time data for a group of 20 copy machines (Zaino and Berke,
1992). For these machines, time is measured by the number of actuations, i.e., the number
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of copies made, and the time at installation is defined to be 0. This data set (adjusted
for staggered installation times) is displayed in Table 4. Copiers removed from the test
upon 8 failures were failure truncated, while other copiers are regarded as time censored at
τ = 40000 actuations.
































Figure 20: Number of actuations between failures for 20 tested copy machines. Data from
Zaino and Berke (1992).
For failure time Ti and number of failures Ki, we use the notation of Rigdon et al. (1998)





τi if system i is time truncated





ki if system i is time truncated
ki − 1 if system i is failure truncated.
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Table 4: Number of actuations until failure for copy machine failure data
i ti1 ti2 ti3 ti4 ti5 ti6 ti7 ti8
1 3678 9619 30497 37308 - - - -
2 3328 32456 - - - - - -
3 2016 11551 - - - - - -
4 1463 1570 1820 1956 - - - -
5 1596 2189 3219 6233 6409 - - -
6 452 472 2467 2517 3727 4537 8079 19694
7 3487 3635 - - - - - -
8 1847 2230 5557 9958 14795 18494 - -
9 3783 3787 18436 35375 - - - -
10 1027 1483 6101 9269 15225 23273 33389 33675
11 20057 31058 33061 39497 - - - -
12 4390 14190 14420 15550 19535 20650 26890 -
13 1233 1555 21318 - - - - -
14 940 1479 1583 2177 13004 35241 - -
15 3439 7451 8503 31126 - - - -
16 1443 3464 3926 4473 4918 5161 7768 10649
17 2818 4276 6656 7581 - - - -
18 1474 2653 19378 20816 - - - -
19 4105 4247 5305 5466 5924 38635 - -
20 1382 2409 3557 8974 9312 16429 22850 25455
58
Based on the likelihood for an individual system,
















To obtain a more parsimonious model, we test equality of the intensity functions for
individual systems. The shape parameter β demonstrates the reliability development efforts,
i.e., β > 1 shows system reliability decreasing in time and β < 1 shows reliability growth.
With the MLE β̂i from (37), it is well known (Chapter 4 of Rigdon & Basu, 2000) that
the conditional distributions of the variables 2kiβi/β̂i, i = 1, . . . , n given k1, . . . , kn are
independent and chi-squared with 2Ki degrees of freedom. The 100(1 − α)% confidence









where χ21−α/2(2Ki), and χ
2
α/2(2Ki) are the 1− α/2 and α/2 quantiles for chi-square distri-
bution with 2Ki degrees of freedom.
The hypothesis βi = β implies that reliability development efforts are equally effective
for systems being tested. Crow (1974) suggests a likelihood ratio test for testing the equality
of β’s,
H0 : β1 = β2 = · · · = βn,














Using an approximation similar to Bartlett’s (1937) statistic testing for equal variances in
independent normal distributions, the null distribution for the test statistic −2× LR/a is
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χ2(n− 1), where a = 1 + (∑ni=1 1/ki − 1/(
∑n
i=1 ki)) /(6(k− 1)). This test is applied for the
copy machine failure data in Table 4, with p-value = 0.59; there is no strong evidence for
modeling the shape parameters differently.
Given the shape parameter β is identical for all systems, we can proceed to test the
























































In other cases, explicit solutions for β and λi are not guaranteed.
Lee (1980) proposed a test for comparing rates of several independent PLP processes.
A test can be constructed based on the count data ki when βi are assumed to be the same.
Conditional on the total number of failure times k =
∑n
i=1 ki, the distribution of the failures









and the problem is reduced to testing multinomial parameters with H0 : π1 = π2 = ... = πn
(versus Ha : some πi are not equal) on the simplex
∑
πi = 1. Let βn be a consistent
estimator of β (this is explained in the next section). A test for homogeneity based on (38)















Under H0, qn has a limiting χ2 distribution with n−1 degrees of freedom. For the copy ma-
chine data, the test statistic qn is calculated to be 33.84, and the hypothesis of homogeneity
for λ is rejected with a p-value 0.019.
A graphical plot can be applied to detect the heterogeneity in the intensity parameters
if the number of failures is large enough. Conditional on β and λi, the total number of
failures for ith system, Ki, is a Poisson random variable with mean λiT
β
i . Then, if Ki is
sufficiently large, the transformed count data
Zi =
Ki − λT βi√
λT βi
, (39)
is approximately distributed as standard normal distribution under H0 where λi = λ. Hence,
after replacing λ and β by their consistent estimators, a normal plot for Zi can be used to
examine the homogeneity for λi. To show how this procedure works, we use a simple PLP
simulation below.
Simulation Example 1: We simulate a mixture Power Law process with n = 200 systems,
using the simulation procedure given in Meeker & Escobar (1998, page. 418). The propor-
tion for nonconforming systems ω is set to be 0.05; the intensity parameters for conforming
and nonconforming systems are λ0 = 1, λa = 5, respectively. The common shape parameter
β is chosen to be 1.5, indicating reliability deterioration and the censoring time τi = τ = 4,
is the same for all the systems.
Figure 21(a) shows the normal plots of the transformed Zi’s for the mixture population
in the simulation, where a lack-of-fit can be detected visually. The normal plot for the
conforming systems is shown in Figure 21(b), which has no strong visual evidence for lack-
of-fit.
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Figure 21: The Normal QQ Plot for the transformed counts data Z in Simulation Example
1
4.3 Mixture Model
After testing the copy machine failure data for goodness-of-fit, we assume the regular pop-
ulation is related to the non-conforming population via a common shape parameter for the
joint processes modeled with intensity functions v0(t) = λ0βtβ−1 and va(t) = λaβtβ−1. We
next consider the mixture model to describe these two sub-populations.
4.3.1 PLP likelihood for mixture
The likelihood based on the failure data {tij , 1 ≤ i ≤ m and 1 ≤ j ≤ ki} is a function of the
parameters of the PLP intensity function, {λ0, λa, β}. That is, the shape parameter β is the
same for both v0(t) and va(t). The mixing parameter ω is the proportion of non-conforming
items in the population, and is assumed to be small (ω ¿ 0.5). The intensity functions
for conforming and nonconforming systems are v0(t) = λ0βtβ−1 and va(t) = λaβtβ−1,























where t = {tij}, i = 1, . . . , n j = 1, . . . , ki, and θ = {λ0, λa, ω, β}.
Obviously, there is no general closed from solution in (40) for the MLE of θ. To set
up a simple iterative method for solving the MLE, the EM-Algorithm (see McLachlan
and Krishnan (1996), for example) can be applied by defining the unobserved quantity zi,
where zi = 0 if the ith system is from the conforming population (zi = 1 otherwise), so that
P (Zi = 1) = ω.
With z = {zi, i = 1, ..., m}, the “full data” likelihood (including z) is relatively simple
and well behaved:




























The EM algorithm solves for the MLE by estimating z (or a function of z determined
through the log-likelihood) and maximizing over the simpler likelihood in (41) by treating
the estimated values of z as observed data. The algorithm consists of two steps: the E-step
(estimating z) and the M-step (finding the MLE using the estimates in the E-step).
E-step: In the pth iteration, zi is replaced (estimated) by its expected value ξ
(p)
i in the full
likelihood (41), given current parameter estimates λ(p)0 , λ
(p)
a , ω(p), β(p) where

















0 (tij) if r = 0
(42)
M-step: By setting the first derivative of the full log-likelihood function from (41) to zero,
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i /M. The E-step and the M-step are repeated until
the parameter estimates converge to the MLEs. In this case, convergence is guaranteed by
Theorem 2 in Wu (1983) because the full-data likelihood is a member of the exponential
family.
For the copier data, the EM steps were repeated until the parameter estimates converged
to stationary points, which can be monitored by the trace of the algorithm output. The
MLEs are (λ̂0, λ̂a, β̂, ω̂) = (0.0091, 0.0229, 0.5862, 0.1439). The result shows that the systems
are experiencing reliability growth by the fact β̂ = 0.58 < 1; about 14.4% of the total
population seems to come from a subpopulation with higher failure rate. The ξi’s from the
EM Algorithm can be regarded as the posterior probability of being in the nonconforming
group for system i. Based on a simple rule by classifying a system as nonconforming
if ξi > 0.5 (this would obviously change if a non-degenerate risk function were used),
machines 6, 16, 20 are classified as nonconforming by the fact that ξ6 = 0.74, ξ16 = 0.9174,
and ξ20 = 0.5760.
4.3.2 PLP Model Inference
Titterington (1990) has shown that inference for mixture distributions can be fraught with
problems of non-identifiability and unsolvable likelihoods. In this case, we are assuming the
mixture has two components, which greatly simplifies the problem structure. For testing










is simple enough to compute. Under standard regularity conditions for the likelihood (see
Lehmann, 1997, for example), X2 = −2 log Λ is distributed χ12. However, likelihood based
procedures are not guaranteed even in this case; the regularity conditions on the parameter
space that satisfy requirements for MLE limit properties cannot be met. For the null
hypothesis of homogeneity, the parameter space includes parameter boundary values ω = 0
along with the line λ0 = λa, corresponding to a non-identifiable subset of the parameter
space Θ = {(ω, λ0, λa, β) ∈ ([0, 1], (<+)3)}.
In place of a conventional likelihood ratio test, computational methods can be used
for tests and confidence regions for unknown parameters based on resampling methods as
demonstrated in Feng & McCulloch (1996). For the hypotheses
H0 : v(t) = v0(t) versus Ha : v(t) = (1− ω)v0(t) + ωva(t),
an approximate test is constructed by the following bootstrap likelihood ratio procedure:
1. Compute the MLE θ̂0 of θ0 = (λ, β) under H0.
2. Generate a bootstrap sample corresponding to the v̂0(t), where the unknown param-
eters are replaced by the MLE θ̂0.
3. Compute the test statistic X2 = −2 log Λ corresponding to (44) after finding two sets
of MLEs.
4. Repeat these last two steps B times (B > 1000, at least) and store the B values of
the test statistics X12, ..., XB2.
5. Compute the significance of X2 using the distribution of the B test statistics as the
null distribution.
¿From these steps, the replicated values of −2 log Λ formed from the successive bootstrap
samples provide an assessment of the bootstrap, i.e., the null distribution of −2 log Λ. The
jth order statistic in the B replications can be taken as an estimate of the 100j/B per-
centile of the null distribution. Thus, the p-value can be approximated by comparing the
bootstrapped samples with the original X2 test statistic.
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The bootstrap approach can also be used to study the standard errors of the MLE for
θ = (ω, λa, λ0, β). A simple nonparametric bootstrap is applied here to avoid the com-
plexity of simulating the nonhomogeneous Poisson process. We first construct B bootstrap
samples t∗1, t
∗
2, . . . , t
∗
B by resampling with replacement from the n observation systems. Let
θ̂
∗
1, . . . , θ̂
∗
B be the bootstrap estimates of θ calculated from t
∗
1, . . . , t
∗
B, respectively, using the
EM algorithm. The covariance matrix of θ̂ can be estimated using the sample covariance
matrix of θ̂
∗
















Under H0, the repair data for copy machine failures lead to (λ̂, β̂) = (0.0134, 0.5639),
and the log likelihood ratio is calculated as X2 = 2.4756. Based on B = 2000 bootstrap
samples representing the null distribution, the p-value for the original repair data is 0.32.
This lack of strong evidence is due, in part, to the small sample size of n = 20 for the
mixture problem.
For Simulation Example 1, the histogram for model parameters using nonparametric
bootstrap method is shown in Figure 22. The histograms show that all the distributions
are approximately symmetric.
Remark 1: The exact point estimates for both parameters as well as an exact interval
estimate for the shape parameter for a single system are well studied (Finkelstein, 1976).
For multiple systems with identical λ and β, the asymptotic properties for MLEs λ̂ and β̂
can be derived. To keep this presentation short, we consider the case where all the systems
are failure truncated on the right with the same failure number m. By letting the number
of systems n →∞ and the failure number m →∞, the asymptotic confidence intervals for
λ̂ and β̂ can be obtained from the Fisher information matrix as shown in Theorem 1 below.
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Figure 22: The Histograms for the model parameters in mixture Power Law Processes
based on bootstrapped samples in Simulation Example 1.














is called the conditional MLE; Rigdon, et al. (1998) showed that conditional on system i
having Ki failures, the random variable 2Kβ/β̃ has an approximate χ2 distribution with
2K degrees of freedom where K =
∑n
j=1 Ki. The transformed random variables Uij =
log(Ti/Ti,ki−j+1) are distributed as Ki order statistics from an exponential distribution









which simplifies to 1/β̃.
By extending the limit results of Gaudoin, et al. (2004) to multiple systems, the asymp-
totic normality of the MLEs can be obtained, allowing hypothesis tests and confidence
regions to be constructed via the Fisher information. The proof of the theorem that follows
is relegated to the Appendix.
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Theorem 1. For i independent systems, let tij, i = 1, . . . , n, j = 1, . . . , m be the failure
times from system i, where failure times are governed by a Power Law Process with
parameter vector θ = (λ, β). Then, under the standard regularity conditions for MLEs,
as n →∞ and m →∞,
√















is the inverse of the Fisher information matrix.
4.4 Optimal Strategy in Warranty Decision Making
Suppose that from the recent repair history of a group of similar systems, we know the inten-
sity parameters for the nonconforming and conforming systems are λa and λ0, respectively.
Further suppose that under the minimal repair warranty policy, failed products experience
minimal repair without any cost to the consumers, but the manufacturer incurs a cost of
Cm > 0 per repair. Let tw be the length of the warranty coverage. Then the expected
total repair costs for conforming systems and nonconforming systems are CmΛ0(tw) and
CmΛa(tw), respectively, where Λ0(tw) = λ0t
β
w, and Λa(tw) = λat
β
w. If the minimal repair
costs for nonconforming products are high enough (compared to the fixed cost CT of sys-
tem replacement), we can lower the total repair costs by identifying and removing those
nonconforming systems before tw.
Consider the case where the products are examined after k failures, i.e., the product
lifetimes are failure truncated on the right. We classify the products into two groups based
on the hypothesis test H0 : λi = λ0 vs. Ha : λi = λa. The expected costs due to the
classification errors are given in Table 5. Denote P (Ha|H0) and P (H0|Ha) as the Type I
and Type II errors, respectively. The total expected cost function is:
C(k) = m× (1− ω)× Pk(Ha|H0)
{
(CT + Cmk)− Cmλ0tβw
}
(47)








where 0 ≤ k ≤ λatβw − CT /Cm and λ0tβw < CT /Cm, since the misclassification costs will
always be larger than 0.
Table 5: The Cost Functions for Misclassifications
prob cost function
P (H0|H0) Cmλ0tβw
P (Ha|H0) Cmk + CT
P (H0|Ha) Cmλatβw
P (Ha|Ha) Cmk + CT



















The uniformly most powerful (UMP) test (Lehmann, 1997, page 74) is to reject H0 if
tik < ηk, where ηk is the critical value to be decided. Under H0, tik has a generalized
gamma distribution GGAM(λ, β, k) (see Ridgon & Basu, 2000, page 57) with cumulative
distribution function G given as
G(t; λ, β, k) = ΓI(λtβ; k),




v > 0. By controlling the Type I error level at α, the critical value ηk can be solved from
ΓI(λ0η
β
k ; k) = α.
Then the Type II Error can be calculated as
Pk(H0|Ha) = 1− ΓI(λaηβk ; k) (48)
= 1− ΓI [Γ−1I (α; k)λa/λ0],
where Γ−1I ( · ; k) is the inverse function of ΓI( · ; k). By plugging in Pk(H0|Ha) from (48)into
(47), we can minimize the expected cost numerically with k ∈ [1, λatβw − CT /Cm].
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Observation 1: If ω is small such that the nonconforming products do not affect the total
costs (47) as much as conforming products, C(k) is an increasing function in k, and the
manufacturer benefits from earlier testing.
Observation 2: Figure 23 shows the Type II error as function of the ratio λa/λ0 under
α = 0.05. If the ratio λa/λ0 > 5, we can see that the Type II error approaches 0 quickly as
k increases. When λa/λ0 is large, nonconforming products are more easily detected even
without a large failure number k.








































Figure 23: Type II Error function for Hypothesis Testing using different ratios of the
intensity parameters.
Simulation Example 2: We illustrate this optimal decision process through the following
simulation. The total warranty coverage time set as tw = 4 years, and we use four different
values of β (i.e., β ∈ {0.5, 1, 1.5, 2}) to illustrate reliability varying from reliability growth
to deterioration.
The proportion of nonconforming systems ω is set to one of four different values (ω ∈
{0.001, 0.01, 0.05, 0.1}) to compare different scenarios of population contamination. Without
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loss of generality, λ0 is chosen to be 2, and corresponding to this, λa is set to be three, five
or ten times the value of λ0, i.e., λa ∈ {3λ0, 5λ0, 10λ0}). Finally, CT /Cm is assumed to be
equal to (λa +λ0)t
β
w/2. The optimal values of k under each of the different cases are shown
in Table 6, which supports Observations 1 and 2 above. For example, with λa = 3λ0, β = 2
and ω = 0.05, the expected cost is minimized by choosing k = 8. That is, the optimal
strategy is to test each system until eight failures occur before deciding whether or not the
system is conforming or nonconforming.
Table 6: The Optimal k under different model parameters in simulated process
λa/λ0 = 3
ω β = 0.5 β = 1 β = 1.5 β = 2
0.001 1 1 1 1
0.01 1 1 1 3
0.05 2 4 6 8
0.1 4 6 8 10
λa/λ0 = 5
ω β = 0.5 β = 1 β = 1.5 β = 2
0.001 1 1 1 1
0.01 1 2 3 4
0.05 3 4 5 6
0.1 4 5 6 6
λa/λ0 = 10
ω β = 0.5 β = 1 β = 1.5 β = 2
0.001 1 1 1 2
0.01 2 2 3 3
0.05 3 3 3 4
0.1 3 3 4 4
4.5 Conclusion
This chapter studies the modeling of heterogenous systems governed by a minimal repair
process. An exploratory study and graphical methods are used to detect heterogeneity of the
power law processes for 20 copy machines based on repeated failure-time data. Bootstrap
methods are used to calibrate the estimation uncertainty as well as likelihood ratio test
statistics.
When considering a model for conforming and noncomforming systems, the two-point
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mixture model makes intuitive sense and is easily interpreted. Furthermore, it lends itself
to a natural formula for classifying products as non-conforming or conforming. However,
discrete mixtures are difficult to fit, especially with small samples. Alternatively, the con-
tinuous mixture model generated with a Gamma mixing distribution for λ (Englehardt and
Bain, 1987) will fit the copy machine failure data, but the estimated mixing parameters
from the Gamma distribution are poorly fit, especially the shape parameter. This is due,
in part, to the small sample size.
Finally, an optimal decision based on estimated values is derived to minimize warranty
cost. The decision process is aided by “missing data” estimates in the EM Algorithm. Fu-
ture study can consider more complex warranties based on intricate risk functions. Our
asymptotic results are based on a simple system of minimal repair with failure trunca-
tion on the right, and confidence statements for the power law process parameters can be
constructed from the Fisher Information matrix of Theorem 1.
4.6 Appendix: Proof of Theorem 1
The asymptotic normality of the parameter estimates for a single system is demonstrated
in Gaudoin, et al. (2004). To shorten this presentation, we only illustrate the derivation
of the asymptotic covariance through the information matrix. The likelihood for the repair
times can be expressed as










































E(T βi,m log Ti,m)
n∑
i=1











Using results derived in Crow (1974) and Gaudoin (2004), we have
n∑
i=1
E(T βi,m log Ti,m) =
nm
λβ








[ψ(1)(m + 1) + (ψ(m + 1)− log λ)2],
where φ(z) = ∂ log Γ(z)/∂z is the digamma function and φ(1)(z) = ∂φ(z)/∂z is the polygamma
function of order 1. By the equivalency of φ(m) with log m, and φ(1)(m) with 1/m, the
information matrix can be inverted to I−1 in (46) from the theorem.
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CHAPTER V
AN ADJUSTED EMPIRICAL LIKELIHOOD WITH
ESTIMATING EQUATION APPROACH FOR
MODELING HEAVILY CENSORED ACCELERATED
LIFE TEST DATA
5.1 Introduction
In evaluating the reliability of durable products, accelerated life testing (ALT) is commonly
applied by stressing specimens at harsher conditions than in normal-use, thereby hastening
failure time in tests with short duration. Regression models of replicated data at several
stress levels are built to provide extrapolated estimates of lifetime quantities (e.g., 5th or
10th percentile, mean, variance and lifetime distribution) in the normal-use condition for
warranty management, product improvement and risk analysis. For newer products where
the physics supporting regression models is not clearly understood for extrapolation, the
stress levels are usually set closer to the normal-use condition. Because high durability
of products and limited testing time, this practice results in heavily censored data. For
example, in Meeker and LuValle (1995), tests of printed circuit boards revealed that 68.5%
of the data in the lowest stress level are censored after 4,078 hours (169.9 days) of testing.
This creates challenges in deriving statistical inference procedures for lifetime quantities.
Various parametric approaches have been introduced to solve this inference problem.
Typical parametric approaches assume that failure time distributions under various stress
levels belong to the same parametric family and there is a (transformed) linear regression
structure of the location parameters of these distributions. Most ALT procedures assume
a constant variance. There are some exceptions, such as Meeter and Meeker (1994), where
it is assumed that the logarithm for each of the scale parameters has a linear regression
relationship. According to the research in Hutton and Monaghan (2002) and Pascual and
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Montepiedra (2005), selecting an inappropriate lifetime distribution could have significant
impact (in terms of estimation bias and variance). However, in data exploration, it is often
that several lifetime distributions (e.g., lognormal and Weibull) and are not rejected from
goodness-of-fit tests.
In some cases, the traditional ALT models cannot accurately represent the failure time
data; the commonly used acceleration function for regression might not be suitable. For
example, Meeker and LuValle (1995) used chemical-kinetic knowledge to derive an intricate
failure time model which does not fit into the ALT model structure. Because the traditional
regression-over-the-mean approach is questionable (especially in this case that the means
might not exist), Meeker and LuValle constructed log-linear regression models based on two
key chemical-reaction parameters found in differential equations that characterize the failure
evolution processes. Although this physics-based approach provides a well-justified ALT
model, explicit physical relations are rarely available to aid the data modeling so directly.
Thus, there is a need of developing a data exploration approach to entertain potential
regression models and to examine the goodness-of-fit of the assumed lifetime distribution.
For example, the regression relationships between percentiles are used in Section 2 for
exploring models.
This article focuses on semiparametric approaches, which drop the assumption of dis-
tribution forms, but retain the functional relationship of lifetime distributions at different
stress levels. The widely used Cox Proportional Hazards (PH) model (Kalbfleisch and Pren-
tice, 1980) assumes that hazard rates under different stresses are proportional to a baseline
hazard rate. The Accelerated Life Test model assumes that the logarithm of the survival
functions under different stresses differ only in location parameters. For instance, Yang
(1999) assumed that distributions pertaining to various stress levels differ only by a median
shift. Recently, the proportional odds model has been proposed as a generalization of PH
model and ALT model. Cheng et al. (1997) proposed an estimating equation method to
estimate the regression parameter θ, and studies its large sample properties. Murphy et al.
(1997) considered the nonparametric maximum likelihood method to estimate the param-
eters in the proportional odds model. The asymptotic variances for regression coefficients
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are given based on large sample approximation.
Empirical likelihood was developed by Owen (1990) as a general nonparametric inference
procedure. Qin and Lawless (1994) demonstrated that the empirical likelihood method with
additional estimating equations can be useful in incorporating distribution knowledge to
improve estimation quality. Empirical likelihood combines the reliability of nonparametric
methods with effectiveness of likelihood methods (Owen, 2001). Furthermore, the confidence
regions are automatically determined without estimating the variance of test statistics,
which can be difficult in the case of the rank-based regression estimators in censored ALT
models. In particular, Lu, Chen and Gan (2002) showed that the EL-EE approach is
a natural extension of both Generalized Estimating Equations (GEE; Liang and Zeger,
1986) and Quasi-Likelihood Estimation (QLE) approaches (Wedderburn, 1974) by allowing
censored data. Recently, the empirical likelihood method has been shown to work well
in difficult inference problems involving censored or truncated data (Pan and Zhou, 2000,
Murphy and Van der Vaart, 1997). However, the general form of constraints EG(t,θ) = 0
has not been considered in the case of right censoring. Chen, Lu and Lin (2005) considered
interval-censored data and derivations based on empirical-process theory was not involved.
In the case of random censoring, the derivation of asymptotic properties is much more
difficult than in the complete sample situation (Qin and Lawless, 1994, Owen 1990) since
the intermediate optimal solutions do not have an explicit form.
In this article, the regression relationships are treated as estimating equations (EE)
serving as constraints in maximizing the Empirical Likelihood (EL). In the accelerated life
test, we are often interested in lower percentiles of lifetime at the normal use condition.
So, we construct the estimating equations on lower percentiles. Chen and Hall (1993)
have shown that the inference of percentiles can be improved by smoothing the estimating
equations. Whang (2003) extend the results to censored percentile regression models. This
chapter further studies the empirical likelihood inference for general estimating equations
with random censoring, and also considers the asymptotic properties for survival functions.
Section 2 shows some data exploration studies based on two reliability data sets from
industrial tests. Section 3 defines the empirical likelihood and formulates the ALT regression
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model in the estimating equations. Then, the Adjusted Maximum Empirical Likelihood
Estimation (AMELE) method is proposed. Section 4 shows the asymptotic properties for
the proposed estimators. More examples of ALT data and asymptotic-efficiency studies are
presented in Section 5 to illustrate and compare the proposed methods with parametric
MLE. Section 6 provides the conclusion and future work.
5.2 Industrial Testing Examples
We employ two different examples in this section based on circuit board testing and reli-
ability for switches. Our main focus is on a conventional ALT experiment (Example 1).
The second example illustrates how life testing can be important in reliability improvement
studies. Besides the limited failure time data, other source of information such as degrada-
tion data and supplemental knowledge about the physical system could be helpful in setting
up estimating equations in the proposed EL-EE method.
EXAMPLE 1. Meeker and LuValle (1995) reported on an accelerated life test experiment
for 72 or so printed-circuit-boards (PCB) at four high relative humidity (RH) conditions:
49.5% RH, 62.8% RH, 75.4% RH and 82.4% RH. They integrated chemical kinetics into a
probability model to derive the failure time distribution of PCBs at the normal-use condi-
tions (10% and 20% RH). Their data exploration showed that the failure time distribution
for data collected at the highest stress level (82.4% RH) seemed to be different from those at
other lower stress levels. As stated in their paper, the physics of PCB failure at the 82.4%
RH level is not well understood. Since it is the furthest from the normal-use condition, the
72 failure data collected at 82.4% RH level were discarded. Figure 24 shows the Weibull
probability plot of the data from three other stress levels. The curvature in the plot indi-
cates that the Weibull lifetime distribution does not adequately fit these data. Note that
there are only 22 (out of 70) failures in the lowest stress level with 68.6% of data censored






















Figure 24: Weibull Probability Plot for the Failure Data Under RH = 49.5, 62.8, 75.4%
(from right to left)
The chemical-kinetics-probability distribution derived in their paper is














and includes only a tiny proportion (less than 1%) of the population failing at the normal-
use condition based on estimated model parameters. In fact, the mean (and variance)
of the distribution are not finite, which makes the mean-variance based warranty studies










where Φ(.) is the standard normal cumulative distribution function (cdf) and g(H) =
logit(RH/100).
Since lower percentile lifetime such as 5% is observable for all stress levels and important
in reliability applications, we explore the regression structures based on them. Figure
25 shows that a simple log-linear regression model is suitable for the EL-EE approach.
The proposed AMELE estimation elaborated in Section 5 shows that the estimated 5th
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Figure 25: Percentile Regression and Prediction
percentile lifetime of PCBs at 10% RH is 25 years, where the regression prediction based
on sample 5th percentiles is 21 years (see the dashed line with shot dots in Figure 2 for the
regression). Because Meeker and LuValle’s model will predict infinity for the 5th percentile
lifetime, it cannot be used as a comparison measure for reliability improvement studies.
The percentiles obtained from this data exploration give a more reasonable prediction for
comparison measures. The examples presented below reinforce this finding. The width of
the confidence interval constructed for the AMELE is 44% shorter than the one deduced
from Weibull regression. Section 5 contains a more detailed comparison of the confidence
intervals.
Because 25th percentiles are also available for all stress levels, we explore the trend
of the “quantile-ranges” (QR) of the logarithm of the 25th and 5th percentiles over three
stress levels. Figure 25 shows that the QR is not constant, but rather a linear function with
much larger QR in the normal-use condition. For estimating the lifetime distribution, one
approach is to assume that after a proper “re-scaling” of the data using the percentile and
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QR, the lifetime distributions at all stress levels would be the same. Then, the AMELE
gives the estimate and its point-wise confidence intervals. See Section 5 for an example.
EXAMPLE 2. Joseph and Yu (2005) developed robust parameter design methodology for
improving product reliability based on degradation data. Their example of a window wiper
switch experiment (Wu and Hamada, 2000, page 560) consists of one four-level factor and
four two-level factors in an eight-run OA(4124) design with four products tested in each run.
For each switch, the initial voltage drop (degradation measure) across multiple contacts is
recorded every 20,000 cycles up to 180,000. Consider the “soft-failure” definition (Su, Lu,
Chen and Hughes-Oliver, 1999) as a drop of voltage over 120. Table 7 presents the failure
times. Note that Run #6 has only one failure. Table 2 presents degradation records for the
censored cases, which are useful in predicting failure time. Focus on factor effects defined as
the difference between the 12.5th percentile life at the high (+1) and low (-1) levels of each
factor. Following procedures similar to those used in Joseph and Yu (2005), we identify D
and E as significant effects with large differences and we obtained the following percentile
regression model based on these differences:
y12.5%−tile = 5.33− 0.46D − 1.36E.
Table 9 reports the failure time data organized in the D and E factor levels useful in the pro-
posed semiparametric method for updating the percentile regression model and estimating
the failure time distribution. This table shows that the combination of (D, E) at (−1,−1)
gives the largest 12.5th percentile lifetime (the first observation in the table).
EXAMPLE 3. From the empirical likelihood method explained in Section 3, we will
find that when the data are heavily censored, there are insufficient failure time points for
estimating probability mass. This makes the estimation of the failure time distribution
especially troublesome. This example extends Example 2 by exploring ways to handle
problems caused by heavily censoring.
Similar to the two effects identified in Joseph and Yu’s (2005) mean regression model,
B and E are the significant effects for median lifetimes. Run #4 and #6 in Table 7 show
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Table 7: Lifetime of Wiper Switches
Run Factor Failure Time∗ of Replicates
A B C D E 1 2 3 4
1 0 − − − − 7.54 8.44 8.73 +(10.52)
2 0 + + + + 4.10 4.69 5.31 8.37
3 1 − − + + 3.89 4.45 4.45 6.99
4 1 + + − − 8.70 +(10.56) +(12.50) +(36.75)
5 2 − + − + 4.05 6.46 8.59 9.01
6 2 + − + − 8.75 +(21.56) +(22.81) +(26.74)
7 3 − + + − 5.85 6.46 7.07 7.35
8 3 + − − + 7.43 8.65 9.82 +(12.64)
∗: the failure time is given in the unit of (time*−1)*20,000 cycles.
+: censored data (and projected failure time).
Table 8: Degradation Data for Censored Cases
Run Replicate Inspection Time
No. 1 2 3 4 5 6 7 8 9 10
1 4 24 30 38 46 57 71 73 91 98 104
4 2 54 51 64 66 78 84 90 93 106 109
4 3 47 54 63 68 70 77 88 86 91 102
4 4 47 45 50 53 58 57 61 55 61 66
6 2 44 50 48 46 55 63 65 71 68 76
6 3 43 44 55 56 58 62 66 66 72 72
6 4 40 46 45 49 55 62 61 61 64 66
8 4 65 68 69 75 79 84 95 96 101 100
Table 9: Reorganized Wiper Switch Testing Data
Factor Failure Time∗
D E 1 2 3 4 5 6 7 8
− − 7.54 8.44 8.70 8.73 +(10.52) +(10.56) +(12.50) +(36.75)
− + 4.05 6.46 7.43 8.59 8.65 9.01 9.82 +(12.64)
+ − 5.85 6.46 7.07 7.35 8.75 +(21.56) +(22.82) +(26.74)
+ + 3.89 4.10 4.45 4.45 4.69 5.31 6.99 8.37
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there is only one failure time and all of the other seven cases are censored. Since these two
runs are from the best combination of B and E (at +1 and −1 levels, respectively) leading
to the largest median lifetime, it is important to develop a method to estimate the lifetime
distribution there; we present two approaches below.
First, one could assume that the lifetime distributions at different factor levels are the
same (as done in most of ALT experiments) and use either mean or percentile to adjust the
data into the same “distribution-scale” such that all the observed failure time points can
be used to construct the empirical likelihood. This approach utilizes only the failure time
data and not the degradation data. See Section 5.1 for an example.
Alternatively, when degradation data are available, one can either use the degradation
path to “project” the failure time or impute the censored data based on the failure time dis-
tribution derived from the degradation model. An example for projecting the failure time is
to extend the linear regression line of the degradation path for reaching the threshold defin-
ing the failure. Sometimes, the long-range extrapolation in ALT (e.g., see Figure 2) causes
concern in projecting the failure time. However, if there exists physical knowledge support-
ing the derivation of failure time distribution, it undoubtedly improves the semiparametric
estimation. This example will illustrate how to derive the failure time distribution in the
case of heavily censoring. Then, we can combine this knowledge with the observed failure
time data at other factor levels for semiparametric estimation.
Consider the following simplification from Joseph and Yu’s (2005) model:
dYt/dt = β + σW,
where Yt is the voltage degradation drop, t represents the testing-cycle time, and β is the
(positive) intercept. The parameter σ is the standard deviation of the white noise W . By
integrating with respect to t, we obtain
Yt = Y0 + βt + σWt,
where Y0 is the initial amount of degradation at t = 0.
For deriving the failure time distribution, following the traditional random-coefficient
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model (e.g., Lu and Meeker, 1993; Lu, Park and Yang, 1997), consider β as a N(µβ, σβ) ran-
dom variable associated with material (or manufacturing) variations. If W has the standard
normal distribution, Y0 is distributed N(µY0 , σY0). Denote T the time when degradation
reaches the threshold yf and (soft) failure occurs. Thus,
P (T ≤ t) = P [(yf − Y0)/(β + σW )] ≈ P [yf ≤ Y0 + (β + σW )t],
where the approximation came from the assumption that P [(β + σW ) ≤ 0] ≈ 0. From
aggregating the correlated normal random variables, the cdf of T can be expressed as
FT (t) = 1− Φ
{
µY0 + µβt− yf√
σY0
2 + σβ2t2 + 2tρY0,βσY0σβ + σ2
}
,
where we assume the independence between the noise W , β and Y0, but with a possible
correlation between β and Y0 due to the material property of products.
This model is similar to the failure time cdf derived in Lu, Park and Yang (1997) as a
generalization of Berstein’s model (Gertsbakh and Kordonskiy, 1969 page 88), where the
moments do not exist. However, the percentile lifetime is available for data exploration
analysis. For example, the estimates of the parameters in FT (t) for products tested in Run
#6 are given as µY0 = 46.52, σY0 = 7, 37, µβ = 4.25, σβ = 1.95 and ρY0,β = 0.98. Thus, the
median lifetime for Run #6 is “derived” as 17.29 in the failure time unit reported in Table
1 and 3. This failure time is equivalent to 325,788 cycles in the experimental setup.
Following the hybrid of parametric and nonparametric maximum likelihood estimation
studied in Qin (2000) and Wang, Lu and Kvam (2005), the physics-based failure time
distribution for the low-stress-level degradation data can be combined with the empiri-
cal likelihood for the high-stress-level failure time data to estimate lifetime in normal-use
conditions.
5.3 The Adjusted Empirical Likelihood Estimation Methods
5.3.1 The Empirical Likelihood and ALT Regression Model
Suppose that the accelerated life test is conducted under m different stress levels {x1, ..., xm},
and there are nj replicates at stress level xj . Denote the normal-use stress level by x0. For
the jth sample (with stress level xj), let Tj and Cj be the general notation for the failure
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time and censoring random variables, respectively. Assume that Cj and Tj are independent.
Denote the probability density function (pdf), the survival function (SF) and the cdf for
the failure time Tj as fTj (t), STj (t) ≡ Pr(Tj > t) =
∫∞
t fTj (x)dx, FTj (t) = 1 − STj (t),
respectively. Similarly, let fCj (t), SCj (t) and FCj (t) be the pdf, SF and cdf of the censoring
time Cj .
The general discussion of empirical likelihood for incomplete samples is available from























where, for i = 1, 2, . . . , kj , j = 1, 2, . . . , m,
Pij = Pr(ti−1,j < Tj ≤ tij) = STj (ti−1,j)− STj (tij)




Note that, for stress level xj , the Pij (i = 1, 2, . . . , kj + 1) define an empirical distribution
with a point mass at each failure time tij , i = 1, 2, . . . , kj , j = 1, 2, . . . , m.
The standard nonparametric MLE (NPMLE) of Pij , i = 1, 2, . . . , kj +1 can be obtained
separately for each sample by finding Pij ’s to maximize (49) subject to the constraints
∑kj+1
i=1 Pij = 1 and Pij ≥ 0, i = 1, 2, . . . , kj + 1. With the estimates of Pij ’s, we can obtain
the estimate of FTj (t) and STj (t). The empirical likelihood approach will maximize the




PijGj(tij , θ) = 0, (50)
where j = 1, 2, . . . , m, and θ is a p-dimensional vector of the regression parameters. Each set
of estimating equations could include r functions, Gj(T, θ) = (g1j(Tj , θ), . . . , grj(Tj , θ))>,
where j = 1, 2, . . . ,m. Thus, there are s = r×m(≥ p) independent functions to estimate p
parameters. For accelerated life tests, a large proportion of observations are being censored,
especially in higher stress levels. After a proper transformation, assume a linear regression
relationship is plausible for lower percentiles of transformed failure time Tj . We model the
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100qth percentile of Tj as x>j θ, and then specify the structural relationship in estimating
functions:
Gj(Tj , θ) = I(Tj < x>j θ)− q, (51)
where j = 1, . . . ,m, 100q is the percentile of the lifetime, and I(·) denotes the indicator
function. Since this chapter focuses on the lower percentiles in the accelerated life test
experiments, we regard (51) as our main constraint functions.
Remark: In situations where censoring is less pronounced, estimating equations can be
constructed on the distribution moments. As a simple example, a function of means E(Tj) =
ψ(xj , β) is commonly used in ALT regression, where ψ is known (usually, a linear or log-
linear function). In this case, r = 1 and m > p, and
G(T, β) = (T1 − ψ(x1, β), T2 − ψ(x2, β), . . . , Tm − ψ(xm,β))> .
Stronger assumptions on the estimating equations can be used to improve the estimation
quality. For example, higher moment assumptions can be incorporated via G as
Gv(Tj , Tj′ , xj , xj′ ,β) =
(
g(Tj , xj , β)v − g(Tj′ , xj′ ,β)v
)>
, (j, j′) ∈ {1, 2, . . . ,m},
where v could be any real number and g(Tj , xj , β) can be Tj − ψ(xj , β) in the traditional
ALT or






1− exp(−β1xβ2(1 + β3xβ4)t)
)
as derived in Meeker and LuValle (1995).
5.3.2 Adjusted Maximum Empirical Likelihood Estimator
Notice that the constraint functions G in (51) are not differentiable at θ. As shown in
Qin and Lawless (1994) and our asymptotics derivation in the following sections, the non-
differentiable function G causes problems to theoretical derivation of asymptotic properties.
Similar to the techniques proposed in Chen and Hall (1993), a smooth function is introduced
to approximate the indicator function. Let K denote an rth-order kernel that is bounded
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1 , if j = 0,
0 , if 1 ≤ j ≤ r − 1,
κ , if j = r,
(52)
where r ≥ 2 and constant κ 6= 0. Define K(x) = ∫y<x K(y)dy, and Kh(x) = K(x/h). Then,
we can have a smoothed version of constraint function Gj , given by
Gj,h = Kh(x>j θ)− Tj)− q, (53)
where j = 1, . . . , m.
Let θ ∈ Θ ⊂ IRp be the p-dimensional parameter vector in the estimating equations,
where Θ is the parameter space containing a neighborhood of the true parameter θ0. Given
θ, the optimal Pij can be solved by maximizing empirical likelihood L in (49) subject to the
constraint in (53). Using the standard Lagrange multiplier arguments as in Owen (1990),
Qin and Lawless (1994) and Owen (2001), we can have the following intermediate results:
P̂ij(λj) =
1



















1− aij(λj) + λ>j Gj,h(tij , θ)
= 0, j = 1, 2, . . . , m. (56)
Remark: When there are no constraints Gjh, the optimal P̂ij maximizing the nonparamet-
ric likelihood is the Kaplan-Meier estimator (Kaplan and Meier, 1958). By setting λj=0,
Pij(0) = [nj(1 − aij(0))]−1. The equivalence of Pij(0) and the Kaplan-Meier estimator
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dF̂Tj ,KM (Ti) is shown in Appendix A. In the case that there is only one sample and no








1 + λ>G(ti, θ)
= 0,
as shown in Qin and Lawless (1994).
For each θ ∈ Θ ⊂ IRp, we can find corresponding optimal λj and P̂ij(λj) to maximize
the nonparametric likelihood defined in (49). Plugging P̂ij(λj) back into likelihood (49),
we have a profile likelihood of θ as L(θ). The maximum empirical likelihood estimator
of θ can then be solved by maximizing θ over parameter space Θ. However, according
to intermediate results (54),(55),(56), there is no explicit solution available for P̂ij(λj).
The computations for solving optimal values become quite complicated. Moreover, due to
the interdependence of Pij(λj), λj and aij(λj), the asymptotic property of the optimal
estimator is hard to obtain. Here we circumvent this difficulty by replacing 1− aij(λj) by
1− aij(0). Therefore, for given θ, the intermediate results in (54),(55),(56) become:
P̃ij(λj) =
1



















1− aij(0) + λ>j Gj,h(tij ,θ)
= 0, j = 1, 2, . . . , m. (59)
Plugging the new set of intermediate results into likelihood (49), we can obtain a new
estimator θ̃ by maximizing the profile likelihood. We name this new estimator as Adjusted
Maximum Empirical Likelihood Estimator (AMELE), which has some nice properties as
shown in the following sections.
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5.3.3 Regularity Conditions
Let nmax = maxj{nj}, nmin = minj{nj}. The following regularity conditions are necessary
in discussing the properties of the AMELE θ̃ and S̃Tj (t).
(R.1) Parameter space Θ ⊂ Rp is compact and contains a neighborhood of true parameter




(R.2) Given tj = (t1j , t2j , . . . , tkj ,j , tkj+1,j), let Gj,h(tj , θ) = (Gj,h(tij , θ))(kj+1)×r. For every
θ ∈ Θ, assume that r × r matrix G>j,hGj,h, j = 1, 2, . . . , m, is nonsingular.
(R.3) For j = 1, 2, . . . , m, E(||Gj,h(T, θ)||3) < ∞ and Gj(T, θ) is second-order differentiable
with respect to θ, i.e., ∂2Gj,h(T, θ)/∂θ∂θ> exists for each θ ∈ Θ.
(R.4) Let F0(t) denote the distribution function of T − x′θ such that F0(0) = q, then f0(u)
is bounded away from zero, and is r times continuously differentiable with respect to
u for all u in a neighborhood of 0.
(R.5) limn→∞ nh2r = 0.
The regularity condition R1 is to ensure that the maximum of |H(θ)| exists in the
interior of Θ. R2 and R3, R4 require the non-singularity, continuity and differentiability
of estimating function Gjh(t, θ) to ensure that equation (64) is well defined and the AMELE
θ̃ is in ||θ − θ0|| < n−1/3min with probability one, given that nmin is sufficiently large. R4
ensures the smoothing parameter h goes to 0 at a proper rate. Note that we don’t consider
the condition nh/ log n → ∞ as in Chen and Hall (1993), since Edgeworth analysis is not
the main focus of this chapter.




= Gj,h(tij , θ)dF̂Tj ,KM (tij),
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where the equivalence of 1 − aij(0) and dF̂Tj ,KM (tij) is shown in the Appendix A. Then,
(57), (59) can be simplified as
P̃ij(λj) =
1
1 + λ>j Zij,h(θ)








1 + λ>j Zij,h(θ)
= 0, j = 1, 2, . . . , m. (62)
Similar to Lemma 2 in Whang (2003) regarding the complete sample case, we have the
following results for the Zij,h defined in (61):





















= Bj(θ0) + op(1)
uniformly in the ball ||θ − θ0|| ≤ n−1/2
For a given θ, a unique λj exists, provided that 0 is inside the convex hull of the points
Zij,h(θ). The following lemma quantify the magnitude of the λj in a small neighborhood
of θ.
Lemma 2 Let θ0 ∈ Θ be the true value of the parameter. Under the regularity conditions
R1-R4, we have the following results: For θ ∈ {θ : ||θ−θ0|| ≤ n−1/3max } and λj(θ) satisfying
(62), we have λj(θ)
w.p.1−→ 0, j = 1, 2, . . .m, and λj(θ) = Op(n−1/2) uniformly, as nmin →
∞.

























Following the same argument in Di, Lu, and Lin (2003), the adjusted likelihood equation





























Denote θ̃ the solution of equation (64) as the AMELE for the parameter θ, and the







1− aij(0) + λ>j Gjh(tij , θ̃)
) , (65)
where aij(0) and λj are defined by (54) - (56) with respect to θ̃.
The following lemma justifies the AMELE θ̃ as a consistent estimator of θ0, which can
be proved using the same arguments in Qin and Lawless (1994).
Lemma 3 Under the regularity conditions, as nmin →∞,
(a) There exist θ̃ ∈ Θ and λj = λj(θ̃) satisfying equations (64) and (62).
(b) When nmin is large, H(θ) attains its maximum value at some point θ̃ in the interior
of the ball ||θ − θ0|| ≤ n−1/3max with probability one. Thus, the AMELE θ̃ is a strongly
consistent estimate of θ0.
5.4 Asymptotic Properties of the AMELE
In the investigation of the asymptotic properties of AMELE, we start with understanding
the large sample properties of λj(θ̃).
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5.4.1 Asymptotic Distribution of λj
For θ ∈ {θ : ||θ − θ0|| ≤ n−1/2}, λj = Op(n−1/2) according to Lemma 2. If we expand (62)

















 + op(n−1/2) (66)
= −Aj(θ0)−1
∫
Gjh(t,θ)dF̂Tj ,KM (t) + op(n
−1/2),
where the second equation follows from Lemma 1.
We use the following Theorem to state the asymptotic normality of λj .
Theorem 1 For continuous lifetime Tj and censoring time Cj, suppose SCj (L) > 0, and
STj (t) is continuous at t = Lj. Then, as nmin →∞, if θ ∈ {θ : ||θ − θ0|| ≤ n−1/3max },
√
njλj(θ)
d−→ Nr(0,Σλj (θ)), j = 1, 2, . . .m,
where












[1− FTj (t)]2[1− FCj (t)]
,(68)
























the partial derivative of the profile likelihood, where n =
∑m
j=1 nj . Considering λj → 0
with probability 1, and uniform consistency of F̂T,KM (t), we have the following statements
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as nmin →∞, for given θ ∈ {θ : ||θ−θ0|| ≤ n−1/2}. The last equation follows from part(c)
in Lemma 1.
From the independence of the m samples, the asymptotic normality of l(θ) follows
directly from Theorem 1. We state it as the following corollary.
Corollary 1 Let n =
∑m
j=1 nj, and assume nj/n → γj as nmin →∞, where 0 ≤ γj ≤ 1.
Under the conditions of Theorem 1, for given θ ∈ {θ : ||θ−θ0|| ≤ n1/3max}, then
√
nln(θ)







where Σλj (θ) is given by (67).
5.4.2 Asymptotic Normality of the AMELE of Model Parameters
Applying Taylor’s expansion to l(θ) around θ0, we have
0 = l(θ̃) = l(θ0)− ∂l(θ0)
∂θ
(θ̃ − θ0) + op(‖θ̃ − θ0‖). (70)






































As nmin →∞, the first term of right side in the above equation goes to zero in probability
(since λj(θ)





































where nj/n → γj . Applying Corollary 4.1 and (70), we have the following theorem.
Theorem 2 Under the regularity conditions R.1 - R.5, suppose nj/n → γj as n →∞,
where 0 ≤ γj ≤ 1. Then,
√









and Aj(θ0) and Σl(θ0) are given by (79) and (69), respectively.
The following theorem shows that the AMELE has similar likelihood ratio test as the
parametric MLE, which be proved following similar procedures used in Qin and Lawless
(1994).
Theorem 3 Under the regularity conditions R.1 - R.5,
(1) When H10 : θ = θ0 is true, Λ1n(θ0) = 2(H(θ̃) − H(θ0)) d−→ χ2(p), where p is the
number of the parameters in θ, and H is the log-likelihood defined in (63).
(2) Let θ = (θ1, θ2), where θ1 and θ2 are q × 1 and (p− q)× 1 vectors, respectively. For
H20 : θ1 = θ10, the profile empirical likelihood ratio test (PELRT) statistic is
Λ2n(θ10) = 2(H(θ̃1, θ̃2)−H(θ10, θ̃2)),




Part (2) of Theorem 4.5 can be used to test whether the assumptions E(G(T, θ)) = 0 are
adequate, where G = {G1, G2, . . . , Gm}. For testing this hypothesis, the PELRT statistic
is Λ3n(θ) = 2(H∗−H(θ̃)), where H∗ is the maximum of the empirical log-likelihood in the
NPMLE approach without any constraint (given by the Kaplan-Meier estimate), and H(θ̃)
is the log-likelihood function with θ̃ as the AMELE estimates.
To derive the asymptotic distribution of Λ3n(θ), we first recall that Gh(t,θ) = (g1h(t, θ), g2h(t,θ),
. . . , gsh(t, θ)), where s = r×m; and θ = (θ1, θ2, . . . ,θp). Note that any p of s (s > p) equa-
tions E(gih(T, θ)) = 0, i = 1, 2, . . . , s, can define parameter θ = (θ1,θ2, . . . , θp). For con-
venience, let θ = (θ1, θ2, . . . ,θp) be defined by the first p equations, i.e., E(gih(T, θ)) = 0,
i = 1, 2, . . . , p. Denote βj = E(gjh(T, θ)), j = p + 1, p + 2, . . . , s, and τ = (θ1, θ2, . . . ,
θp, β1, β2, . . . , βs−p). Then, the r-dimensional parameter vector τ can be determined by the
estimating equations E(G∗h(T, δ)) = 0, where G
∗




2h(t, δ), . . . , g
∗
sh(t, δ)),
and g∗ih(t, δ) = gih(t,θ), i = 1, 2, . . . , p, g
∗
ih(t, δ) = gih(t,θ)− βi−p, i = p + 1, p + 2, . . . , s.
With this re-parameterization, testing the model H20 : E(Gh(T, θ)) = 0 is equivalent to
testing H∗20 : β = 0, where β = (β1, β2, ..., βs−p). The PELRT statistic in this case becomes
Λ̃2n = 2(H(τ̃)−H(tildeθ, 0)).
In the case of p = s, the estimating equations E(G∗h(T, τ)) = 0 specify no constraints on τ ,
and H(τ̂) is equal to H∗, the maximum of the empirical likelihood. With Hn(θ̃, 0) = H(θ̃n),
the maximum likelihood in the AMELE approach, we have
Λ̃3n = 2(H(τ̃)−H(θ̃, 0)) = 2(H∗ −H(θ̃)) = Λ2n.
This leads to the following corollary.
Corollary 2 If E(Gj(T, θ)) = 0, then under the regularity conditions R.1 - R.3, we have
Λ3n(θ) = 2(H∗ − H(θ̂n)) d−→ χ2(s − p), where s is the number of total independent
functions specified in Gj(T, θ), j = 1, 2, . . . ,m, and p is dimension of vector θ.
The asymptotic properties for the AMELE of the survival function STj (t) can be proved
in the similar manner with the detailed proof in the Appendix.
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and Aj(θ) is given in (79).
5.5 Numerical Evaluation
In the following numerical examples, we choose a kernel function used in Whang (2003) for





0, if u < −1
0.5 + 10564 [u− 53u3 + 75u3 − 37u7], if |u| ≤ 1
1, otherwise.
(71)
The smoothing parameter h is chosen as 0.1 for a smooth visualization of the profile likeli-
hood.
5.5.1 Asymptotic Bias and Variance Studies
Consider interval-censored data. Chen, Lu and Lin (2005) investigated the asymptotic
efficiency of the empirical likelihood estimates versus the parametric MLE for mis-specified
lifetime distributions. They concluded that if the distribution assumption is correct for
the parametric MLE, the performance of the empirical likelihood estimates is still close to
the MLE with more than 80% asymptotic efficiency. When the distribution assumption is
incorrect, the asymptotic Mean Squared Error (MSE) is less than 10% of asymptotic MSE
of misspecified MLE (misMLE) in the censored sample cases. Since the ALT studies involve
extrapolations, the mis-specification of the regression model could be more important than
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the mis-specification of the lifetime distribution. For this reason, we focus our study on the
mis-specified regression model.
Suppose that the main interest is to estimate the 10% lifetime at the normal-use con-
dition. Our goal is to compare the percentile regression against the mis-specified model,
mean (and variance) regression. When the lifetime distribution is in a location-scale family,
the percentile is a linear function of location and scale parameters. In the case of a con-
stant scale, the percentile is a linear function of the location parameter, and the mean and
percentile regressions will lead to the same result. When the lifetime distribution is not
in the location-scale family, the separation between the mean and percentile regression can
be significant. For example, consider the Gamma(θ, κ) distribution, where θ > 0 is a scale
parameter and κ > 0 is a shape parameter. The q-th percentile is ξq = θΓ−1I (q; κ), where
ΓI is the incomplete Gamma function (Meeker & Escobar, 1998, page 99).
When the parametric model is mis-specified, the estimator obtained by maximizing
the log-likelihood is no longer asymptotically optimal. Under proper regularity conditions,
White (1982) showed that the misMLE will converge to a well defined limit of θ∗, which
minimizes the Kullback-Leibler Information Criterion, Eg(log[g(θ, t)/f(θ; t)]), where f is
the mis-specified pdf, g is the true pdf, and the expectations are taken with respect to the
true distribution with the parameter θ. The asymptotic variance for the misMLE can be
evaluated as
Σ(θ∗) = A(θ∗)−1B(θ∗)A(θ∗)−1, (72)
where
A(θ) = Eg(∂2 log f(t, θ)/∂θi∂θj),
B(θ) = Eg[∂ log f(t, θ)/∂θi · ∂ log f(t, θ)∂θj ].
Consider an ALT experiment with three levels, where low, middle, and high stress levels
are re-scaled as 0.5, 0.75 and 1, respectively, such that the normal-use stress level xD = 0.
Replicated samples are allocated at each stress levels according to a 4 : 2 : 1 proportion
(Meeker and Hahn, 1985) of their sample sizes. We will consider the log-normal and Gamma
distributions, representing location-scale and non-location-scale families, respectively.
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Experiment #1 - Log-normal Distribution: Assume that the location and scale pa-
rameters in LN(µ, σ) can be modeled using linear function of stress levels x as µ(x) = 1−x
and σ(x) = 2 − x. Then, the 100q% lifetime in log-scale is ξq(x) = µ(x) + zqσ(x) =
(1 + 2zq) + (zq − 1)x = x′β, where zq is the q-quantile of the standard normal distribution.
Four regression cases and two censoring are explored.
1. µ(x) = x′α, σ(x) = constant
2. µ(x) = x′α, log σ(x) = x′γ
3. µ(x) = x′α, σ(x) = x′γ (true parametric model)
4. ξq(x) = x′β, using the AMELE method to estimate β
The first three models are for the parametric MLE and the last one is for the AMELE.
Since the percentile here is a function of both location and scale parameters, a mis-specification
of the scale (or mean) model does not destroy the percentile’s linear relationship with the
stress variable. The first case studies the impact of a mis-specified variance model. The
second case is similar to the first. However, when the variance model is nonlinear, the
percentile regression becomes nonlinear.
Table 4, summarizing the proportions of failure data for the simulated data, shows that
the MSE in the misMLE Cases 1(a-b) is more than 74% larger than the MSE in AMELE’s
in all cases studied. The bias in the MisMLE makes the MSE significantly larger than
the AMELE’s. Since the log-linear variance model used in Case 1(b) can approximate the
true linear model better than the constant variance model, Case 1(b) has smaller bias.
Compared with the correct parametric MLE, the AMELE’s asymptotic variance is about
28% larger. When the model is mis-specified, the asymptotic variance could be seriously
under- or -over estimated. For example, the variance in Case 1(b) is about 34% larger than
the variance in the AMELE (Case 1(d)).
Experiment #2 - Gamma Distribution: Consider a non-location-scale Gamma(θ, κ)
family of distributions, where θ > 0 is a scale parameter and κ > 0 is a shape parameter.
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Table 10: Simulation Results of Experiment #1
Proportion Failing n=301 Case 1(a) Case 1(b) Case 1(c) Case 1(d)
(0.70, 0.80, 0.90) bias2 0.557 0.102 0.00 0.00
Var(ξ̂q) 0.089 0.335 0.158 0.221
(0.44, 0.50, 0.60) bias2 0.334 0.143 0.00 0.00
Var(ξ̂q) 0.078 0.369 0.163 0.221
Table 11: Simulation Results of Experiment #2
Proportion Failing n=301 Case 2(a) Case 2(b) Case 2(c)
(0.73, 0.82, 0.90) bias2 1.22 8.30 0.000
Var(ξ̂q) 0.38 3.77 0.25
Assume a linear percentile regression, ξq(xj) = β0 + β1xj = θjΓ−1I (q, κj). For simplicity, we
fix the κj = κ for all stress levels, and choose κ = 2 indicating an increasing hazard rate
function. Let β0 = 2, β1 = −1.
Although the Gamma distribution doesn’t belong to the location-scale family, the fol-
lowing parametrization is often recommended for numerical stability: µ = log(θ), σ =
1/
√
κ. Thus, the scale parameters θL, θM , θH are 2.8205, 2.3505, 1.8804, respectively. Since
θ = exp(µ) and the true model has a linear regression structure on percentile ξq(xj) =
exp(µ)Γ−1I (q, κj), θ = exp(µ) is a linear function of stress when κj = κ. Three models
are investigated below; the first two give simple, alternative structures of the regression
function of µ.
1. µ = x′α, σ = constant.
2. log(µ) = x′α (or µ = exp(x′α)), σ = constant.
3. ξq(x) = x′β, using AMELE method to estimate β.
Table 11 shows that the misspecification leads to an even larger asymptotic bias and




In Section 2, Figure 24 showed that Weibull distribution is not appropriate for modeling the
PCB data from Meeker and LuValle (1995). We consider it further, along with the AMELE
method, because it serves as benchmark for testing the AMELE. Following Meeker and
LuValle’s Weibull mean regression model,
FTj (t; β0, β1, σ) = ΦEV (Yj), Yj = (log(t)− µ(Xj))/σ,
where
µ(Xj) = β0 + β1logit(Xj), Xj = RH/100, logit(p) = log[p/(1− p)], (73)
and ΦEV is the cdf of the standard extreme value distribution. In this model, σ is the same
at all levels, and the logit-transformation can be justified physically (Meeker and LuValle,
1995). The parametric MLE estimates for model parameters are calculated as β̂0 = 9.10,
β̂1 = −3.78, σ̂ = 0.93, respectively.
Figure 26 gives profile likelihood plots for each of the three Weibull regression parame-
ters. The horizontal lines on Figure 26 are drawn such that the their intersection with the
profile likelihood provide approximate 95% confidence intervals (CIs) based on inverting the
likelihood-ratio (LR) test. Using these plots, one can obtain the 95% LR-based CIs for β0,
β1 and σ as (8.82, 9.43),(−4.17,−3.43) and (0.83, 1.05), respectively.
The estimate of the pth quantile ηp of Y = log(T ) is η̂p(x) = β̂0 + β̂1 +wpσ̂, where wp =
log[− log(1 − p)]. Confidence intervals for ξp(x) can be obtained by using the large-sample
normal approximation with the asymptotic variance calculated from the Fisher information
matrix (Lawless 1982, page 305). Under the normal-use condition (RH=10%), the point
estimate and CIs for the 5th percentile η0.05 are calculated as 14.64 and (13.54, 15.70),
respectively.
Figure 27 compares the confidence intervals for the percentile regression coefficients ξp
and β1 using AMELE method. Using the delta method, the corresponding point estimate
and CI of the 5th percentile lifetime at the normal-use condition are 12.30 and (11.83, 12.78),
respectively. Note that the width of this CI is only about 44% of the width for the CI calcu-
lated using the Weibull regression model. Back-transform the estimate to the original time
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Figure 26: Profile Likelihoods of β0, β1 and σ Using the Weibull Regression Model
















































Figure 27: Profile Empirical Likelihoods for β1 and ξ0.05 Using the AMELE Method
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scale, the 5th percentile lifetime is predicted as 25 years. Recall that based on the physics-
based kinetics model given in Meeker and LuValle (1995), the proportion of product failing
is less than 1% under the normal-use condition, and their prediction of the 5th percentile
is infinity. Comparing this result against with the AMELE prediction, the AMELE is more
conservative and arguably easier to interpret.
To validate the estimating equations pertaining to the log-5th-percentile’s linear regres-
sion relationship with the stress levels, i.e., E(Gj(Tj ; θ, Xj)) = 0, the AMELE-based LR-test
can be conducted according to Corollary 3.5. The LR statistic is Λ3 = 2.26 and the p-value
is 0.13. In this example, the percentile regression model seems plausible.
Next, we explore the difference in predicting the survival functions. Specifically, we
examine the survival function of the failure time at the normal-use condition under different
distribution assumptions. The data exploration analysis in Figure 2 of Section 2 shows that
the 5th percentile regression and quantile-range regression provide possible adjustments for
location and scale of the lifetime distributions at three stress levels. Consider the following
two cases for this comparison.
1. Case (i) − After adjusting the 5th percentiles, lifetime distributions are the same.
2. Case (ii) − After adjusting the 5th percentiles and re-scaling with the quantile-range,
lifetime distributions are the same.
Both cases can be justified by applying the nonparametric two-sample Wilcoxon-test
to the adjusted-data at the higher stress levels. The AMELE in Case (i) estimates the
5th percentile regression parameters as (β0, β1) = (6.2931,−2.6378). Correspondingly, the
AMELE in Case (ii) leads to (6.3060,−2.6753). Their prediction of the 5th percentile
lifetime are 20 and 22 years for Case (i) and (ii), respectively. Note that with the adjustment
from the scale, the lifetime distribution in Case (ii) should be much more spread out than
the one in Case (i). This shows in the estimates of the survival function plotted in Figure
(28). Figure (29) provides the point-wise confidence intervals for the survival function in
Case (ii). Because there are more censored observations in the right tail, those intervals are
larger than the ones in the left tail.
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Figure 28: AMELE of Survival Functions Under Different Assumptions.
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Figure 29: AMELE of Survival Function of the Failure Time
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5.6 Concluding Remarks
The AMELE method provides reasonable estimates in a real-life example useful in reliability
improvement comparisons. The proposed data-exploration based percentile and quantile-
range regressions are effective in overcoming the difficulty of observing mean lifetime in the
heavily censored data case for constructing commonly used mean and variance regression
models in ALT studies. The LR-based test provides a revenue for validating the model
formally. The asymptotic bias and variance studies show that the AMELE is reasonably
competitive against the parametric MLE method when the model is correctly specified, and
performs much better than the MLE when the model is incorrectly specified. Based on
the properties derived in this article, the AMELE method should be a strong candidate for
handling challenging data modeling and statistical inference problems.
5.7 Appendix:
Appendix A: Relationship of AMELE Estimator and Kaplan-Meier Estimator
From equations (54) - (56), it is clear that λj play an important role in the AMELE. If we
set λj = 0, i.e., no constraint is imposed on the empirical likelihood, the SMLE reduces to














, i = 2, · · · , kj + 1, an1(0) = 0, (75)
Pij,0 =
1




When additional information about the lifetime distribution regarding to parameter θ can
be provided by the estimating equations, the AMELE will incorporate it through θ via λj
and Gjh(t,θ).
The following show that S̃Tj ,0(t) is the well-known Kaplan-Meier estimate (Kaplan and
Meier, 1958). Denote by Wij = 1 −
∑i
v=1 Pvj , βij = Wij/W(i−1)j , i = 1, 2, . . . , kj + 1, j =
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1, 2 . . . ,m, so that Pij = Wij −W(i−1)j = (1−βij)
∏i−1





With this notation, it follows from (74) and (75) that for i = 2, 3 . . . , kj , j = 1, 2 . . . , m,







1− β1j = P1j = 1
n− c1j .
Note that, from (76), βij can be expressed in terms of β1j , β2j , . . . , β(i−1)j , and β1j =







v=1(cvj + 1)− cij
, 2, 3, . . . , kj , j = 1, 2 . . . ,m.
Denote by nij = nj −
∑i−1
v=1(cvj + 1) − cij the number of subjects at risk at time tij and













= ŜTj ,KM (t). (77)















, i = 2, 3, . . . , k + 1.
With the same notation used before, let Wvj = 1−avj,0, βvj = Wvj/W(v−1)j , i = 2, 3, . . . , k+
1. Then,














v=1 βvj . It follows that








βvj , i = 3, 4, . . . , k + 1, and 1− β2j = c1j
n1j − c1j ,
where nij = nj −
∑i−1
v=1(cvj + 1), for i > 1, the number of subjects at risk at time point tij












= ŜCj ,KM (tij), (78)
which is the Kaplan-Meier estimate of the survival function SCj (t) at time tij . (77) and
(78) will play critical roles in deriving the asymptotic distribution of AMELE.
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Appendix B: Properties of Gaussian Processes
Lemma B.1 Let W (t) be a Gaussian process satisfying (1) W (0) = 0 and E(W (t)) = 0
for any t; (2) for any (s, t),

















Suppose that Gh(t) is differentiable, and Gh(t) → G(t) as h → 0. Suppose R(t) → 0













Proof: We show the normality first. Let 0 = x0 < x1 < · · · < xn, and Ψn =
∑n
i=1 W (xi)(Gh(xi) − Gh(xi−1)). Then Ψn is a series of normal random variables. Sup-
pose that, as n → ∞, max1≤i≤n |xi − xi−1| → 0 and xn → ∞. Then we know that
Ψn
p−→ ΨG. It follows from the normality of every Ψn that ΨG is normal distributed as
well, and E(ΨG) =
∫∞
0 E(W (x))dGh(x) = 0.


































































































































The proof is thus completed.
Denote Wn(t) =
√
n(ŜT (t)−ST (t)), where ŜT (t) is the Kaplan-Meier estimator of ST (t).
We know Wn(t) converges to a Gaussian process W (t) satisfying W (0) = 0 and E(W (t)) = 0
with covariance function






Replacing R(t) and v(x)dx in (79) by ST (t) and ST (x)−2SC(x)−1dFT (x), respectively, we
obtain the following corollary.




n(ŜT (x) − ST (x))dGh(x). Gh(x) → G(x) as h → 0 for















Appendix C: Proof of Lemmas and Theorems
In the following proofs for Lemmas, subscript j is dropped for notational simplicity.
Proof of Lemma 1: First, we evaluate the EGh(T, θ0) and E
∂Gh(T, θ0)
∂θ
. Let FT denote
the cumulative distribution function for T . According to the percentile regression in (51),
the qth percentile of T − x′θ0 is 0. If we denote F0 to be the distribution function for
T − x′θ0, then F0(0) = q. By changing the order of the integral variables,
EGh(T, θ0) =
∫





K(u) [F0(−hu)− F0(0)] du.
Then, apply a Taylor expansion of F0 at 0, F0(−hu) = F0(0)+f0(0)(−hu)+· · ·+f r−10 (0)(−hu)r+
o(hr). Due to the property of K(u) in (52), EGh(T, θ0) = (−h)r(r!)−1κf r−10 (0) + o(hr) =
o(n−1/2). Similarly, we can show that E
∂Gh(T, θ0)
∂θ
= C(θ0) + o(1) = f(0)x′ + o(1), which
proves part (c).



















Gh(t,θ0)dFT (t) + O(n−1/2)
=
∫
(ŜT,KM (t)− ST (t))dGn(t,θ0) + O(n−1/2),
where
√
n(ŜT,KM (t) − ST (t)) converges to a normal process W (t) defined in Lemma B.1.
Thus, part (a) is proved.














dFT (t) = A(θ0). (80)
It follows from the uniform consistency of Kaplan-Meier estimate and the bounded deriva-
tives of Gh(t, θ), part (b) can be proved.
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Since we have 1n
∑k+1
i=1 Zih(θ)Zih(θ)> < ∞, it is easy to verify that maxi||Zih(θ) = o(n1/2).
Following the steps used in Owen (1990), we can establish that
||λ||
1 + ||λ|| maxi||Zih(θ)|| = Op(n
−1/2),
which implies that ||λ|| = Op(n−1/2).
Proof of Theorem 1:
According to (66), λj = −Aj(θ0)−1
[∫∞
0 Gjh(t,θ)dF̂Tj ,KM (t)
]
+ op(n−1/2). Because
E[Gjh(Tj , θ)] =
∫ ∞
0
Gjh(t, θ)dFTj (t) = 0
as h → 0, we know
∫ ∞
0
Gjh(t, θ)dF̂Tj ,KM (t) =
∫ ∞
0
Gjh(t, θ)d(F̂Tj ,KM (t)−FTj (t)) = −
∫ ∞
0
Gj(t, θ)d(ŜTj ,KM (t)−STj (t)).
Using integration by parts, it follows that
∫ ∞
0
Gjh(t,θ)dF̂Tj ,KM (t) =
∫ ∞
0
(ŜTj ,KM (t)− STj (t))dGjh(t, θ). (81)
According to Breslow and Crowley (1974, Theorem 5),
√
n(ŜTj ,KM (t) − STj (t)) converges
to a Gaussian process Wj(t), with E(Wj(t)) = 0 and
















Using Gaussian process properties (see Appendix Lemma B.2 for details), we can obtain
that
∫∞
0 Wj(t) dGjh(t,θ) is normal with mean zero and covariance matrix ΣGj (θ) defined
in (68) (see Appendix Corollary B.2). Thus,
√
njλj is asymptotic normal with mean zero
and covariance matrix
Σλj (θ) = Aj(θ)
−1ΣGj (θ)Aj(θ)
−1,
where Aj(θ) is given by (79). This completes the proof.
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Proof of Theorem 4:
Again, consider θ in a small ball {θ : ||θ − θ0|| ≤ n−1/2. Because λj(θ) = Op(n−1/2),
we make the Taylor expansion of S̃Tj (t) at λj = 0 following the similar procedure in Qin








n(1− aij(0))2 + op(n
−1/2)
)






where F̂Tj ,KM (t) = 1 − ŜnTj ,KM (t), and ŜTj ,KM (t) and ŜCj ,KM (t) are the Kaplan-Meier

























nj(S̃Tj (t)− STj (t)) =
√


























as nmin →∞. Then, we have
√
nj(S̃Tj (t)− STj (t)) =
√








The asymptotic normality follows from the fact that both Wn1j(t) =
√
nj(ŜnTj ,KM (t)−






0 Gjh(x,θ)dF̂Tj ,KM (x) are asymptotic normal, as
nmin →∞.
Note that, according to Breslow and Crowley (1974, Theorem 5), Wn1j(t) converges to
a Gaussian process W1j(t), with E(W1j(t)) = 0,

























nj(ŜnTj ,KM (x)− STj (x))dGjh(x,θ)
converges to a Gaussian process W2j(t), where






nj(S̃nTj (t)− STj (t)) = Wn1j(t) + Wn2j(t)
p−→ W1j(t) + W2j(t).




σS̃j(t) = Var(W1j(t)) + Var(W2j(t)) + 2Cov(W1j(t), W2j(t)),
where

















































































Here, we benchmark our asymptotic results against some well-known results in the lit-
erature. Consider the one-sample case where m = 1. If θ is the population mean, the
estimating function is G(t, θ) = t − θ. In this case, G is differentiable with regard to θ,
so we don’t require the smoothing parameter h. Because ∂G/∂θ = 1, C(θ) = A(θ)−1 and


















which is the same result as obtained by Breslow and Crowley (1974).
In the complete-sample case where SC(t) = 1 and G(θ) is differentiable, (82) reduces to



















ST (t)(1− ST (x))dG(x,θ) +
∫ ∞
t




























Using integration by parts and the fact that
∫ ∞
0
G(x,θ))dST (x) = −
∫ ∞
0




ST (x)dG(xθ) = −G(0, θ). (84)
Again, using integration by parts, we know that
∫ t
0























G(t,θ)G>(t, θ)dFT (t) = E[G(T, θ)G>(T, θ)].
Note that A(θ) = E[G(T, θ)G>(T, θ)] = ΣG(θ), and it follows that the asymptotic covari-














which is the same result as obtained by Qin and Lawless (1994).
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CHAPTER VI
FUTURE WORK BEYOND THESIS
There are several interesting topics that I would like to work on in the near future.
In the spatial smoothing procedure, the constrained optimization will lead to a smooth
intensity function integrating to the constraints. This problem is similar to the smooth-
ing splines problem which minimizes the penalized residual function. If theoretical proof
can show that the spatial intensity function is a natural spline, then the computational
complexity can be greatly reduce. In addition, the future research may include evalua-
tion of model uncertainty and estimation uncertainty in affecting the optimal decisions by
continuum approximation approaches.
The multi-level spatial model has been proposed to to characterize the hierarchy of
aggregation in logistics planning. The combination of information was shown to provide
more accurate predictions and better statistical inferences. It is interesting to see how
can we construct new methods to provide better information fusion and integration at the
multi-level decision framework.
Motivated by my intern experience in spare parts distribution at BellSouth Corporation,
I feel it’s important to develop a systematic method to integrate the reliability engineering
and inventory management to achieve optimal system performance. The current inventory
strategy of spare parts is based on the historical usage of products only, which often has very
low demand for each product during a year. By proposing spare parts inventory strategy
based on product reliability data, I expect that we can not only improve our estimation
accuracy by aggregating historical demand for similar products, but also we can identify
those products with unusual failure mechanism. This research work can be potentially
developed into an integrated business solution package.
The inference on mixing models has been a challenging problem. With recent advance-
ment in empirical likelihood, I would like to apply this new statistical inference methods
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on estimating the mixing parameters. Due to the nice property of empirical likelihood, I
expect to have some nice theoretical results on the asymptotic properties.
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