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Abstract-Alternating-Direction-Implicit (ADI) iteration may be applied with more than two 
directions, but the theory is more definitive with only two directions. Although three-spac+dimension 
elliptic boundary-value problems have been solved with three-direction AD1 iteration, an alternative 
two-direction approach is described here. Two of the three dimensions are treated jointly with an 
inner AD1 iteration. The interaction of this inner iteration with an outer AD1 iteration acting on the 
dimensions treated jointly and the third dimension is examined. 
1. A TWO-VARIABLE REPRESENTATION 
Analysis of AD1 iteration for three space variables is less definitive than analysis for two space 
variables. Let X, Y, 2 be the commuting components of matrix A which are associated with line 
sweeps parallel to the z, y, z axes, respectively. Douglas [l] proposed the iteration 
(X + Pjl)Uj_2/3 = -2 Y + 2 + 2 x - $1 
> 
u~-~ + 2b, 
(Y + Pj1)Uj_43 = YUj-1 + PjUj-2/3, 
(2 + &I)Uj = ZUj-1 +PjUj-l/3* 
Although Douglas suggested methods for choosing parameters thirty years ago, I am unaware 
at this time of any determination of optimum parameters as a function of spectral bounds. 
Moreover, error reduction as a function of parameter choice is not easily computed a priori. 
Perhaps a thorough literature search would uncover more extensive analysis. Rather than pursue 
this approach, we shall consider an alternative which allows a more definitive analysis. 
Two of the three commuting matrices may be treated jointly. Let these be designated as H 
and V and let the third be P. We wish to solve the system 
Au=(H+V+P)u=b. (2) 
The standard AD1 iteration 
(H + V +pjI)uj_1/2 = (pjI- P)uj-1 + b 
(P + qjI)uj = (qjI - H - I++/2 + b 
(34 
(3b) 
applies when solution of equation (3a) is expedient, but this is not often the case. Iteration 
pszameter sets pj and qj are determined from spectral bounds of H + V and P with the aid of 
W. B. Jordan’s transformation to an equivalent problem in which the spectral bounds for the 
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two steps are the same [2,3]. The analysis is simplified when applied in the transformed space. 
The parameters needed for the three-variable analysis are contained in the following summary of 
Jordan’s transformation. 
The spectrum of X = H + V is in the real interval [a, b] and the spectrum of 2 z P is in the 
real interval [c, d] with a + c > 0. We define 
m = 2(b - a)(d - 4 
- (a+c)(b+d) * (4 
Then the common positive eigenvalue interval for matrices X’ = H’ + V’ and 2’ G P’ of the 
transformed problem is [k’, 11, where 
k’ = 
1 
l+m+Jh$ZiGF)’ 
(5) 
We define the parameter 
2(a + d) 
u=(b+d). (6) 
Then the transformation coefficients are 
a = bo - a(1 + k’), 
p = a(1 + k’) - buk’, 
y = o - (1 + k’), 
6 = 1 + k’ - ok’. 
(74 
(7b) 
(74 
(74 
Iteration parameters wj are computed for the desired error reduction over the interval [k’, 11, and 
the corresponding parameters in equations (3a) and (3b) are 
CtWj -P 
Pj’ -ywj+b and qj= 
CkWj +P 
yWj+6' 
Eigenvalues z, z of X and 2 are related to x’, z’ of X’ and 2’ by 
z= at’-_p CtX’+p 
-72’ + ‘5 
and x=-. 
yx’+6 
(8) 
(9) 
The transformed iteration equations are: 
(X’ + wjI)Uj-1/2 = (WjI - z’)uj-1 + b 
(z’ + wjI)uj = (WjI - X’)uj-l/2 + be 
(104 
(lob) 
Suppose we approximate uj_i/2 by standard AD1 iteration applied to the commuting matrices 
(H’ + %I) and (V’ + ?I). If this “inner” AD1 iteration matrix is Tj, then equation (lOa) is 
replaced by 
uj_r/s = TjUj-1 + (I - Tj)(X’ + wjI)-‘[(WjI - Z’)uj-1 + b]. (11) 
The error vector ej s uj - u after the double sweep of equations (lOa) and (lob) is Ljej_1, 
where 
Lj = (2’ + Wjl)-‘(X’ + wjl)-‘(WjI - X')[(wjl - 2) + Tj(X’ + Z’)]. (12) 
Matrix Tj commutes with X’ and 2’. Let the spectral radius of the inner AD1 iteration be ej+ 
If this value is not sufficiently small, the iteration can diverge. This is illustrated by considering 
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a limiting case of the eigenvector whose X’-eigenvalue is 1 and whose Z’-eigenvalue is k’. The 
corresponding eigenvalue of Tj is ej. The corresponding eigenvalue of Lj is 
x ,tl q = twj - l>Iwj - k’ + cj(l+ k’)l 
3 j (Wj + l)(wj + k’) ’ (13) 
For one of the outer AD1 iterations, 2Uj can be close to k’ and thus small compared to unity. 
We consider the case where wj A k’. Then 1x1 A cjf2k’. We observe that ej must be less than 
2k’ for this eigenvalue to be less than unity. The composite J-step outer ADI iteration may still 
converge, but convergence can be seriously hampered by insufficient convergence of the inner 
ADI iteration. When sufficient inner AD1 iterations are performed to ensure HTj 11 < 2k’ for all j, 
the norm of the composite ADI iteration is bounded by the square-root of the value achieved 
with equation (3). This is due to the factor of (X’ + wj1)-‘(Wjl - X’) in equation (12). We 
shall discuss in the next section use of AD1 iteration as a preconditioner for a conjugate gradient 
iteration. In this application, modest error reduction is required of the AD1 iteration. 
The three-variable AD1 iteration is not performed in the transformed space, and the analysis 
leading to equations (12)-(13) must be modified accordingly. We find that with X = H + V and 
2 = P, equation (12) becomes 
Lj = (2 + qjI)-l(X +pjl)-‘(qjl - X)[(pjI - 2) + Tj(X + Z)]. 
Applying the WBJ transformation to this equation, we find that equation (13) becomes 
(Wj - 2’) 
xj(x’,z’) = twj +x,)Rj(Z',%'), 
where, if qj is the eigenvalue of Tj, 
Rj(d, z’) SE & (1 - qj)(Wj - Z’) + qj(Wj + x’) (6 - 74 
3 1 (6 + yx’) ’
(14) 
05b) 
When IRj) < 1 ss 2’ and E’ vary over [k’, 11, the error reduction is guaranteed to be no greater 
than the square-root of that attained by the iteration of equations (3a) and (3b). A careful 
analysis of the spectrum reveals two limiting cases. The first is for nj = cj, X’ = 1, Z’ = k’. 
Here, Rj(l, k’) > 0 and JRj(1, k’)l < 1 when 
2k’(6 + 7) 
“j < (1 + k’)(6 - 7Wj) ’ (164 
The second case is when nj = -ej, X’ = 1, z’ = 1. Here, Rj(l, 1) < 0 and (Rj(l, l)] < 1 when 
This iteration may not be efficient when significant error reduction is required and there are 
many H, V iterations for each P-step. A more efficient scheme could be developed by taking into 
account the effect of inner iteration on overall convergence when determining the inner iteration 
parameters. This has not yet been attempted. Estimating the error reduction bound as the 
square-root of that attained by equations (3a) and (3b) is pessimistic in that decay of relatively 
few error eigenvectors is affected as adversely by the inner iteration as the two limiting cases. 
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2. ADI-PRECONDITIONED 
CONJUGATE-GRADIENT ITERATION 
Consider the boundary-value problem in which the diffusion equation 
is to be satisfied over a rectangular parallelepiped with appropriate boundary conditions. The 
diffusion coefficient, D(z, y, z), is positive and the removal coefficient, R(z, y, z), is nonnegative. 
The discrete approximation over a rectangular grid reduces the numerical problem to solution of 
a real SPD (symmetric and positive-definite) system of linear equations with a coefficient matrix 
A = H + V + P which differs from an AD1 iteration model problem only in that the component 
matrices do not commute. The lack of commutation can seriously hamper convergence of AD1 
iteration. One technique which has proven to be quite successful is to approximate the actual 
problem by a separable model problem and to combine numerical solution of the model problem 
by AD1 iteration with a conjugate-gradient iteration on the difference between the model and 
the true problem [3,4]. 
It is known that the number of conjugate-gradient iterations required for convergence to a 
prescribed accuracy varies as the square-root of the condition number defined as 
p(B-IA) = IJB-‘A(( . II(B-‘A]-‘11, (18) 
where B is the preconditioner matrix that approximates A. When both B and A are SPD 
matrices, these norms may be chosen as the spectral radii of the arguments. If the model AD1 
problem were solved exactly for each conjugate-gradient iteration, the value for p would be the 
ratio of the maximum to minimum eigenvalues of the matrix B-IA. We denote this value by p,. 
The AD1 iteration approximates B-’ by (I - T)B-‘, where the inner AD1 iteration matrix T 
commutes with B. It is easily shown that if the spectral radius of Tj (for j AD1 iterations) is cj, 
then the condition number of the AD1 preconditioned conjugate-gradient iteration is bounded by 
Pj 
l+% _ 
1 - Ejpm* 
The total effort is often least when relatively few AD1 iterations are performed for each CG 
iteration. This will now be illustrated with numerical studies of a representative configuration. 
3. NUMERICAL STUDIES 
A separable problem was run first. For this purpose, a 30 x 30 x 20 z-c-y-a grid with spacing of 
lcm x lcm x 2cm was chosen with diffusion coefficient D(z, y, z) = 1.0 and removal coefficient 
R(z, y, z) = 0.03. The source on the right-hand side of equation (17) wss chosen as s(z, y, z) = 
zyz(40 - z)/(30 .30 .40). Boundary conditions were zero flow on the faces z = 30 and y = 30 
and zero values on the other four faces. Seven-point cell-centered difference equations were used. 
Convergence was examined for one, two, and four inner AD1 iterations per outer CG iteration. For 
each choice, the number of s-y sweeps for AD1 iteration j wss computed to guarantee satisfaction 
of the inequality in (16). 
The eigenvalue bounds for the three AD1 matrices and the WBJ parameters for the AD1 
iteration were: 
.002741 5 X(H), X(V) 5 4 .03615 5 X(P) 5 1.0 
(Y = 1.8292 fl= -.01566 7 = -.7822 6 = 1.0089 
k’ = .011557 
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Table 1. 
The AD1 error reduction interval in Table 1 has the rate attained by equations (3a) and (3b) as 
lower bound and that assured with equations (ll), (16a) and (16b) as upper bound. The upper 
bound becomes more realistic as the number of inner iterations is increased and the limiting cases 
dominate. The inner AD1 iterations per outer AD1 iteration for j outer AD1 iterations per CG 
iteration are displayed as [si, $2,. . . , sj] in Table 1. 
The initial guess at the solution was the zero vector and the initially computed residual norm 
was llr,-,jl = 193.6. The norms of the residuals after the CG outer iterations are shown in Table 2. 
Table 2. 
I j=l I Ilrtll t=1 = 31.51 15.70 2 4.779 3 1.488  0.5253 5 0.1401 6 0.0265 7 0.00794 8 0.00192 9 0.00048 1  
t=1 2 3 4 5 6 7 8 9 
llrtll = 15.51 2.60 0.3708 0.03123 0.0021 2.153-4 3.2E-5 l.l5E-5 4.11E-6 I j=4 I llrtll t=1  4.525 0.1734 2 0.003926 3 4.183-5 4 1.363-6 5 1.0673-7 6 
Let r be the actual error reduction for the AD1 iterations. If one assumes asymptotic conver- 
gence of the CG iteration comparable to that of Chebyshev extrapolation with optimum para- 
meters, then the residual norm reduction after t iterations should be by a factor of around cosh(t 
arccoshq). We compute rj from observed convergence using these relationships: 
r1 = 0.48, r2 = 0.26, rq = 0.05. 
We note that rr is smaller than expected but that the other values fall within the reduction 
intervals in the table. We may estimate relative efficiency by comparing flops for prescribed 
error reduction as a function of j. Each H, V iteration requires about ten flops. Each P iteration 
requires about fifteen flops, the added flops being due to the right-hand side evaluation. Each CG 
iteration requires about fifteen flops. We compute relative efficiency as a function of prescribed 
residual norm, as shown in Table 3. 
Table 3. 
H,V Iterations 
per G Iteration 
4 6 420 
6 3 315 
12 2 390 
4 6 420 
6 4 300 
12 2 390 
4 11 770 
6 7 735 
12 4 780 
t Flow 
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We note that j = 2 is best here. Although computation with j = 3 might be slightly better, 
relative insensitivity to j in this range and a greater interest in nonseparable problems precluded 
further study of this problem. The purpose of this study was to demonstrate the adequacy of 
the theory in predicting actual convergence rates. For j = 1 and j = 2, observed convergence 
was much better than the theoretical bound. For j = 4, the actual rate was closer to the bound. 
Efficient implementation of the method seems to involve relatively few AD1 iteration per CG 
iteration. 
This problem was made nonseparable by varying the diffusion and removal coefficients. The 
z, y, z mesh indices were i, j, k, respectively. The removal was chosen as 
R(i, j, k) = 0.03 + 0.01 
ij + jk + ki 
(i+j)(j+k)’ 
The diffusion coefficient was 
D(i, j,k) = i2 +jk 
j(i + j + k)’ 
(194 
Mb) 
Theory did not provide an estimate for p, because of the competition between removal and 
diffusion, but an approximate value was inferred from the numerical studies. We note that 
rj << 1 when j = 4 so that p4 A p,. We used this estimate to determme values for 71 and r2 
from the observed values for pl and pz: 
(Pj/Pco> - l 
7-j = (pJp,) + 1’ (20) 
For this case, the initial residual norm was llrsI[ = 196. The residual norms for the CG iterations 
are shown in Table 4. 
Table 4. 
ADI Iterations 
per CG Outer 
j=l t=1 2 3 4 5 6 7 8 9 10 
JIrtll = 180. 136. 118. 96. 67. 47. 33. 21. 12. 6.5 
j=2 t=1 2 3 4 5 6 7 8 9 10 
\lrt[I = 165. 107. 73. 49. 31. 19. 11. 6.1 3.7 2.1 
j=4 t=1 2 3 4 5 6 7 8 9 10 
ll?-tll = 154. 93. 58. 36. 21. 12. 6.5 3.4 1.9 1.0 
We first estimate p4 from the residual decay with j = 4. We compute C = (p4 + l)/(p4 - 1) 
from cosh[lO arccoshc) = 196./l. as C = 1.184, and estimate p4 - (C + l)/(C - 1) = 11.9. Using 
this value as our estimate for p, and the observed CG convergence for j = 1 and j = 2, we 
compute pl A 38.3 and p2 A 14.9. These are consistent with ri = 0.523 and 72 = 0.108. The 
precomputed estimated convergence intervals were rr E [0.48,0.69] and 72 E [0.068,0.26]. 
Flop counting for prescribed error reduction as a function of j indicated once again that 
relatively few AD1 iterations per CG iteration is optimal. The number of H, V AD1 iterations 
per AD1 iteration was 3 for j = 1, [3,3] for j = 2, and [3,1,2,3] for j = 4. Relative effort to 
attain a prescribed error reduction is illustrated in Table 5. 
For this sample problem, j = 1 was most efficient. In one application the CG iteration required 
a recomputation of coefficients with an associated increase in flops which led to a more favorable 
flopcount for j = 2. The optimum strategy is problem dependent, but for most applications 
a value for j less than four seems appropriate. In fact, if the CG overhead is not great and 
one takes care to perform sufficient H, V iterations, then j = 1 should not be far from optimal. 
Commutation of the H, V and P matrices for the separable preconditioner yields a rigor to the 
analysis which is highly desirable in application. 
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Table 5. 
F 
420 
525 
660 
840 
1050 
1485 
4. SUMMARY 
A strategy for solving three-space-dimension problems with AD1 iteration has been developed. 
Two of the dimensions are treated jointly with an inner AD1 iteration. This reduces the three- 
dimensional AD1 iteration to a two-dimensional AD1 iteration with one dimension resolved by 
an inner AD1 iteration. When AD1 is used to treat a separable preconditioner for a nonseparable 
problem, relatively modest error reduction is required in the AD1 preconditioning stage. The 
method seems well suited for such application. Numerical studies support the theory, and this 
approach has been used successfully in three-space-dimension neutron diffusion studies. 
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