The likelihood functions for spatial autoregressive models with normal but heteroskedastic disturbances have been derived [Anselin (1988, ch.6)], but there is no implementation of maximum likelihood estimation for these likelihood functions in general cases with heteroskedastic disturbances. This is the reason why less efficient IV-based methods, 'robust 2-SLS' estimation for example, must be applied if disturbance terms might be heteroskedastic. In this paper, we develop a new computer program for maximum likelihood estimation and confirm the efficiency of our estimator in cases with heteroskedastic disturbances, using Monte Carlo simulations.
Introduction
The likelihood functions for spatial autoregressive models with normal but heteroskedastic disturbances have been derived [Anselin (1988, ch.6) ], but there is no implementation of maximum likelihood estimation for these likelihood functions in general cases with heteroskedastic disturbances. This is the reason why less efficient IV-based methods, 'robust 2-SLS' estimation for example, must be applied if disturbance terms might be heteroskedastic. In this paper, we develop a new computer program for maximum likelihood estimation and confirm the efficiency of our estimator in cases with heteroskedastic disturbances, using Monte Carlo simulations.
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The organization of this paper is as follows. In Section 2, we review the general form of spatial autoregressive models including heteroskedasticity. We also discuss estimation methods for such models. In Section 3, we review the formulation of heteroskedasticity, and we define the econometric model which will be analyzed in this paper. In Section 4, we describe Monte Carlo simulations of spatial effects models. We present our conclusions in Section 5.
Spatial autoregressive models and heteroskedasticity
In this section, we review the general form of spatial autoregressive models proposed in Anselin (1988, ch.6 ), and we discuss estimation methods for such models. Anselin (1988, ch.6 ) describes the general form of a spatial autoregressive model as follows. y, X and are a vector of explained variables (n × 1), a matrix of explaining variables (n × k), and a vector of disturbances (n × 1) respectively.
General form of spatial autoregressive model
3 Two matrices W 1 and W 2 are so-called spatial weight matrices (n × n). It represents known spatial structure over the sample space. Scalar variables, ρ and λ, are parameters of spatial auto-correlation among dependent variables and disturbance terms. A vector µ contains the disturbance terms and its elements obey normal distributions independently. A matrix Ω is the covariance matrix of µ. h is a function which always takes positive values and determines the variance of each sample. α is a parameter vector of the function h. A vector z i represents the variance about the ith sample.
Ω ii = h(α, z i ) > 0, Ω ij = 0 for i = j
The following useful formulas can be derived. Here, ν is a vector of random variables which obey the standard normal distribution, N (0, 1), identically and independently.
Likelihood function
In this section, we adopt the formulation of the log likelihood function for the spatial model. L = −(n/2) ln π − (1/2) ln |Ω| + ln |A| + ln |B| − (1/2)ν ν (6) ν = Ω −1/2 B (Ay − Xβ) , ν = (B (Ay − Xβ)) Ω −1/2
ν ν = (Ay − Xβ) B Ω −1 B (Ay − Xβ)
A = I − ρW 1 , B = I − λW 2
First order derivatives
The number of parameters in the optimization is k + 1 + 1 + p = k + p + 2. First order conditions on all parameters are necessary for the optimization.
= −tr A −1 W 1 + (B (Ay − Xβ))
∂ L ∂ λ = −tr B −1 W 2 + ν Ω −1/2 W 2 (Ay − Xβ)
= −tr B −1 W 2 + (B (Ay − Xβ)) Ω −1 W 2 (Ay − Xβ)
∂ L ∂ α p = − 1 2 tr Ω −1 H p + 1 2 (B (Ay − Xβ)) Ω −2 H p B (Ay − Xβ)
= − 1 2 tr
H p is a diagonal matrix and its diagonal elements are ∂ h ∂ αp . The solution for β is derived from the first order conditions corresponding to Equation (10).
2.4 Second order derivatives
= − ν Ω −3/2 H p W 2 (Ay − Xβ)
H pq is a diagonal matrix. Its diagonal elements are
When a function specifying the heteroskedasticity is not given:
= (1/2) tr Ω −2 H p H q − tr Ω −1 H pq + ν −Ω −5/2 H q H p + (1/2) Ω −3/2 H pq B (Ay − Xβ)
When the heteroskedasticity is specified by a linear function:
In this case, we can use H pq = 0.
= (1/2) tr Ω −2 H p H q − (B (Ay − Xβ)) Ω −3 H q H p B (Ay − Xβ) 
(44)
2.6 Estimation methods for spatial autoregressive models
Maximum likelihood estimation for homoskedastic models
The maximum likelihood estimation (MLE) is a maximization problem regarding the likelihood function (Equation (6)). With the following assumptions, the model becomes homoskedastic.
Consequences :
tr
MLE is commonly used for this homoskedastic case and is more efficient than other estimation methods. However, the results of MLE may be doubtful if the assumption regarding the disturbance terms is not valid. If the estimated residuals, ν, do not obey the standard normal distribution N (0, 1), the disturbance terms may be heteroskedastic. In such cases, less efficient IV-based methods, 'robust 2-SLS' estimation for example, must be applied.
Spatial two-stage least squares method
Weaker assumptions than MLE are necessary in some other estimation methods. For an example, the spatial two-stage least squares method ('S-2SLS') may be applied to the spatial effect model defined below (Equation (62)). In the case of heteroskedastic disturbances, a heteroskedasticrobust version of the spatial two-stage least squares method ('S-2SLS-Robust') may be used instead of S-2SLS.
4 This method was used in some empirical analyses, including Kim et al. (2003) and Sedgley et al. (2008) .
Maximum likelihood estimation of heteroskedastic models
There is no essential difference between the likelihood functions of homoskedastic and heteroskedastic autoregressive models. The problem is that no implementation of maximum likelihood estimation for heteroskedastic models exists yet. Hereafter, we develop a new program for maximum likelihood estimation which facilitates efficient estimators when disturbance terms might be heteroskedastic.
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Modeling heteroskedasticity
Parametric formulations of heteroskedasticity have been categorized (Griffiths, 2003) . The following equation is a linear formulation.
Griffiths (2003, p.87) wrote "if (z 1i , · · · , z Si ) are non-overlapping dummy variables, the specification describes a partition of the sample into (S +1) subsamples, each one with a different error variance".
There are alternative specifications which ensure that Ω ii > 0:
3 Specification of heteroskedastic spatial autoregressive model
In this paper, we assume the following linear formulation of heteroskedasticity.
α is a vector of the heteroskedasity parameters. z i is a vector of variables which regulates the variance of the disturbance term for the ith sample. In our experiments we let
where the scalar variable z i is a dummy variable. We assume the values of z i are known as are the explaining variables in X. diag (a 1 , · · · , a n ) is a diagonal matrix with diagonal elements a 1 , · · · , a n .
Details of the optimization in maximum likelihood estimation
1. The solution for β is derived from the first order conditions.
2. For given values of ρ, λ, it is possible to solve P first order conditions ( ∂ L ∂ αp = 0) for α p , and obtain optimal values α * (ρ, λ).
3. The last step is a maximization problem for the concentrated likelihood functionL(ρ, λ). The initial values are ρ 0 = λ 0 = 0.
randomly distributed uniformly distributed spatially autocorrelated 
Monte Carlo Simulations
In this section, we present our experimental design and the results of Monte Carlo simulations intended to investigate the efficiency of maximum likelihood estimation for heteroskedastic spatial autoregressive models. A new program was developed which can compute the maximum likelihood estimation of a general model represented by equations (53) through (56). In this paper, we focus on the spatial effect model (SEM) for which we assume λ = 0.
Design
The following assumptions were made in the data generating process (DGP):
• The functional form of the DGP is a spatial autoregressive model with a normal but heteroskedastic disturbance term. As previously mentioned, we assume the functional form of heteroskedasticity is linear. The coefficient vector α is 1 × 2. One element is a constant term fixed to unity (α 0 = 1). We examine several values of α 1 . The diagonal elements of the covariance matrix are
In this paper, we consider the case where the disturbance is homoskedastic within subgroups.
The following equations and Figure 1 show the 'groupwise heteroskedasticity of errors'.
• The spatial structure is represented by a first-order rook contiguity spatial weight matrix.
Two sample sizes are considered: n = 100 (10 × 10) and 400 (20 × 20).
• There are three explaining variables, x ki ∼ N (0, 1) for k = 1, 2, 3, and a constant term x 0i = 1 for the ith observation. Their coefficients are β k = 1.
• We performed about 100 replications (r ≈ 100) for each value of ρ and α Equations (62) and (63). 7 There are four parameters to be estimated, β k , ρ, α 0 , and α 1 .
The total number of parameters is 4 + 1 + 0 + 2 = 7.
A symbol with an upper-bar (θ k ) denotes the true value of a parameter (θ k ). Table 1 shows a typical estimation result for n = 100. In this example, there is a positive spatial autocorrelation in the explained variable (ρ = 0.5) and the variances of half of the samples are larger the than other half (Ω ii =ᾱ 0 +ᾱ 1 = 13 or Ω ii =ᾱ 0 = 1). The row of 'BS/JB Test' shows p-values of Bowman and Shenton (1975) (Jarque and Bera (1987) ) normality test. In this example, the following points can be observed.
Results
Example estimation result
1. For all methods, there is not a large difference between the true value and the estimate.
6 The exact number of replications is approximate because some optimizations fail.
7 H p in Equation (58) may be expressed as follows, Please compare S-2SLS-Robust to S-2SLS, or ML-Hetero to ML-Homo.
3. α 1 is the parameter of heteroskedasticity in ML-Hetero. It is significanly non-zero and the null hypothesis α 1 = 0 is rejected in the likelihood ratio test between ML-Homo and ML-Hetero.
RMSE of estimators
In this section, we discuss the results of Monte Carlo experiments. The differences in the root mean square error (RMSE) of the estimates of the four methods reveal their efficiencies.
8 Tables   2 through 41 show the distributions of the parameter estimates.
Each panel in Figure 2 shows important RMSE results. For example, Figure 2 8 The definition of the root mean square error (RMSE) we used is
where r is the number of replications,θ k is the true value of the kth paramter, andθ kj is an estimate for jth replication. 3. There is not a big difference between S-2SLS-Robust and S-2SLS.
Conclusion
Likelihood functions of spatial autoregressive models with normal but heteroskedastic disturbances have been already derived [Anselin (1988, ch.6) ], but there was no implementation of maximum likelihood estimation for these likelihood functions in general with heteroskedastic disturbances.
This was the reason why less efficient IV-based methods, 'robust 2-SLS' estimation for example,
had to be applied when disturbance terms might be heteroskedastic. In this paper, a new computer program for maximum likelihood estimation was presented and the efficiency of this estimator for spatial models with heteroskedastic disturbances was confirmed using Monte Carlo simulations.
We can estimate models with spatially auto-correlated disturbance terms with the program developed in this paper. Additional simulations will show efficiencies in such cases. Experimental comparisons between our method and recently proposed methods Prucha, 2007, 2010;  Lin and Lee, 2010) must also be important. 15.
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