Abstract. We apply a reduction to the Beauville systems to obtain a family of new algebraic completely integrable systems, related to curves with a cyclic automorphism.
Introduction
Algebraic completely integrable systems (aci systems) occupy a distinguished place among the class of (complex) integrable systems [2, 13] . The first example is due to Euler, who shows that the spinning top which now bears his name can be integrated in terms of elliptic functions. Another well-known classical example is Kowalevski's top, which is the first example of an integrable system which is integrated in terms of hyperelliptic theta functions (of genus two). The discovery in the seventies that the KdV equation can also be integrated in terms of hyperelliptic theta functions (of any genus), revived the interest in integrable systems. Upon revisiting the classical examples, and several newly constructed ones, Adler and van Moerbeke coined the term algebraic complete integrability, unveiling the (algebro-) geometrical origin and meaning of their integrability in terms of theta functions: the generic fiber of the momentum map (the generic iso-level set of the constants of motion) is an affine part of an Abelian variety and the integrable vector fields are translation invariant on these Abelian varieties. This new point of view has been the starting point for a rich interaction between algebraic geometry and integrability. Many new aci systems have been discovered since then [1, 2, 5, 3, 8] . We shall recall Beauville's system [3] in §6.1. In this system, the generic fiber is the complement of the theta divisor in the Jacobian variety of a (compact) Riemann surface called the spectral curve. In the present paper, we restrict his system to the subspace for which 2000 Mathematics Subject Classification. 53D17, 37J35, 14H70, 14H40. Key words and phrases. Integrable systems; Jacobians; Algebraic integrability; Curves with automorphisms.
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spectral curves have certain automorphism, and apply reduction to obtain a new integrable system. Below we describe our system in more detail.
Let p be a prime number and set d = pd ′ for some integer d ′ > 0. Let M ∆ω p,d
to be the space of p×p matrices whose (i, j)-entry is a polynomial of the form ℓ ij (x) = d k=0 ℓ k ij x k ∈ C[x] such that ℓ k ij = 0 unless i − j ≡ k (mod p). For L(x) ∈ M ∆ω p,d , its characteristic polynomial det(yI p − L(x)) can be written as Q(x p , y) for some Q(x, y) ∈ C[x, y]. The assignment L(x) → Q(x, y) defines a canonical map
The space M ∆ω p,d is stable under the conjugate action of the centralizer G ∆ω of the class ∆ ω of diag(1, e 2πi/p , e 4πi/p , . . . , e 2(p−1)πi/p ) in P GL p (C) (which is an extension of Z/pZ by (C * ) p−1 ; see Lemma 3.7 (2) for details), and G ∆ω acts freely on M ∆ e of diag(e 2πe 1 i/p , . . . , e 2πepi/p ) in P GL p (C). We shall construct a certain subspace M ∆e p,d of the space of p × p matrices whose entries are polynomial of degree d (see §3.5), which is stable under the action of G ∆e by conjugation. Then everything explained in the previous paragraph will be carried out for general e and we will prove (1.1) with ω is replaced by e. However, for general e the description of M ∆e p,d and G ∆e will be more involved (see Lemma 3.4) . The structure of the paper is as follows. We study in Section 2 the relation between the Jacobians of two curves which are linked by a ramified cyclic covering of prime order. In Section 3 we introduce a space of polynomial matrices of size p and study its automorphisms of order p, with particular attention to the fixed point set of such an automorphism. In section 4, both the space and its fixed point set are related, to the corresponding spectral curves, upon using the momentum map and the results of Section 2. We recall Beauville's result and we use it to describe the fibers of the aci systems under construction. We deal with the Hamiltonian structure of the space of polynomial matrices, its fixed point sets and their quotients (by the adjoint action) in Section 5. In particular we obtain a multi-Hamiltonian structure of our newly constructed phase spaces. The algebraic integrability of our system is proven in Section 6. In the final Section 7 we useéale cohomology to reduce one of the conditions in the main theorem of Section 2.
Fixed point sets for automorphisms on Jacobians
For a smooth projective irreducible curve C over C, we write J(C) for the Jacobian variety of C. An automorphism of C leads to an automorphism of J(C). In the present section, we study the fixed point set of the latter automorphism, in particular we determine the structure and the number of its connected components.
Theorem 2.1. Let C and C ′ be smooth projective irreducible curves over C, and let f : C → C ′ be a finite morphism. Suppose that the corresponding extension C(C)/C(C ′ ) of function fields is a Galois extension of prime degree p. We denote by B ⊂ C ′ the set of branch points of f , and let N := |B|. Let T := Gal(C(C)/C(C ′ )) be the Galois group of C(C)/C(C ′ ). We suppose that the following two conditions are satisfied:
Then the cokernel of
Throughout this section, we keep the notation introduced in Theorem 2.1, in particular p denotes a prime number and T ∼ = Z/pZ denotes the Galois group of C(C)/C(C ′ ). We assume neither (1) nor (2) until §2.3.
Remark 2.2.
(1) The assumptions (1) and (2) of the theorem are redundant because, as we show in the appendix (see Theorem 7.1), conditions (1) and (2) are equivalent. Unfortunately, the proof of the latter equivalence useś etale cohomology. On the other hand, in the application to integrable systems, both (1) and (2) are easily verified (see Proposition 4.5 and (4.2)), thereby the use ofétale cohomology can be avoided to establish the main results of this paper. (2) Under the conditions of the theorem, it cannot happen that N = 1.
explicitly described (see §2.4), but we will not need this result.
Lemmas on Galois cohomology.
In the rest of this section, we use the following conventions. For a T -module A (i.e. an abelian group on which T acts linearly) we write H * (T, A) for the group cohomology of T with values in A, so that H 0 (T, A) = A T := {a ∈ A | τ * (a) = a for all τ ∈ T }. We use the standard notation µ p := {ζ ∈ C * | ζ p = 1}. We regard C * as a trivial T -module.
Lemma 2.3. We have
Proof. Choose a generator τ of T . Recall that for any T -module A the cohomology H * (T, A) can be computed as a cohomology of the complex (see [12, Chapter VIII, §4])
. If the T -module structure on A is trivial, then we have (1 − τ )(a) = 0 and D(a) = pa for any a ∈ A. For A = C * (and upon using multiplicative notation) this leads to the announced result.
Lemma 2.4. We have
Proof. The result for q = 0 is obvious. The vanishing for q > 0 is reduced to the cases q = 1, 2, because the group cohomology (in degree q 1) of a cyclic group depends only on the parity of q (see ibid.). We have H 1 (T, C(C) * ) = 0 by Hilbert's Theorem 90 (see [12, Chapter X, Proposition 2]). As for H 2 (T, C(C) * ), first we note that this group is isomorphic to the subgroup Br(C(C)/C(C ′ )) of the Brauer group Br(C(C ′ )) of C(C ′ ) consisting of all elements split by C(C) (see [12, Chapter X, Corollary to Proposition 6]), and then we apply Tsen's theorem to get Br(C(C ′ )) = 0 (see [12, Chapter X, §7] ). The lemma is proved.
Lemma 2.5. We have
Proof. We consider the following short exact sequence of T -modules:
The long exact sequence derived from this, together with the previous lemmas, completes the proof.
2.2.
Lemmas on Picard and divisor groups. For any irreducible smooth projective curve X over C, we write Pic(X) and Div(X) for the Picard group and divisor group of X respectively. Recall that J(X) is identified with the kernel of the degree map deg : Pic(X) → Z.
Lemma 2.6. We have an isomorphism
and an exact sequence
Proof. The first statement is obtained by applying the snake lemma to the following commutative diagram with exact rows
Suppose that N > 0. Let x ∈ C be a ramification point of f : C → C ′ . Then its class [x] ∈ Pic(C) is fixed by T and deg([x]) = 1. It follows that deg : Pic(C) T → Z is surjective, hence so is ( * ).
Lemma 2.7. We have
x ′ is an isomorphism. The lemma follows.
2.3.
Proof of Theorem 2.1. We consider the following commutative diagram with exact rows, in which vertical maps are induced by f :
By the last part of Lemma 2.5, Coker(α) is a cyclic group of order p. By Lemma 2.7, we have Coker(β) ∼ = (Z/pZ) N . By the first part of Lemma 2.6 and assumption (1), γ is injective. Lemma 2.5 (applied to q = 1) shows that δ is surjective. Therefore we get Coker(γ) ∼ = (Z/pZ) N −1 . Now the theorem follows from the second part of Lemma 2.6 and assumption (2).
2.4.
Explicit description of the isomorphism. Recall that B ⊂ C ′ is the set of branch points of f so that f restricts to a bijection f | f −1 (B) :
We writeβ for the composition of maps
where the first map is induced by the inverse of f | f −1 (B) .
By Kummer theory, there exists a rational function g ∈ C(C) such that g ′ • f = g p for some function g ′ ∈ C(C ′ ) and such that C(C) is generated by g over C(C ′ ). Since f is unramified outside B, the divisor div(g ′ ) ∈ Div(C ′ ) of g ′ can be written as div(g ′ ) = D 1 + pD 2 where D 1 (resp. D 2 ) is a divisor on C ′ supported on B (resp. on C ′ \ B). The proof of Theorem 2.1 shows that there is an exact sequence
where α is defined by α(n) := nD 1 (mod p), and β is induced byβ. Restricting to the degree zero part, one obtains a description of the isomorphism given in Theorem 2.1.
3. P GL p (C) action on the space of polynomial matrices 3.1. Space of polynomial matrices. Let p 2, d 1 be arbitrary integers. We use the standard notation Mat p (C) for the algebra of all p × p complex matrices, GL p (C) for the group of invertible elements of Mat p (C) and P GL p (C) for the quotient group GL p (C)/{cI p | c ∈ C * }.
We denote by M = M p,d the set of all p × p matrices whose entries are polynomials of degree d in x:
. As we will recall in Section 6, M/P GL p (C) is the phase space of the Beauville system, and is therefore fundamental in this paper.
We will need the following result.
3.2. The automorphism τ . We define on M an automorphism τ of order p by
where ζ := e 2πi/p . The action of P GL p (C) on M commutes with τ ; namely,
which, by abuse of notation, is denoted by the same latter τ . We define
of P GL p (C). We have defined a map
In the next subsection, we study the structure of R.
3.3. p-torsion elements in P GL p (C). We define an equivalence relation on the p-fold product (Z/pZ) p of Z/pZ as follows: Two elements (e 1 , . . . , e p ), (e ′ 1 , . . . , e ′ p ) ∈ (Z/pZ) p are equivalent if and only if there exist c ∈ Z/pZ and σ ∈ S p such that
(Here S p denotes the permutation group on p letters.) We choose a system of representatives E ⊂ (Z/pZ) p for this equivalence relation. For simplicity, we assume that the two elements 0 := (0, 0, . . . , 0) and ω := (0, 1, 2, . . . , p−1) of (Z/pZ) p belong to E. (In Lemma 3.3 below, we give an explicit construction of a system of representatives E.)
Let e = (e 1 , . . . , e p ) ∈ (Z/pZ) p . We define ∆ e to be the element of P GL p (C) represented by the diagonal matrix diag(ζ e 1 , ζ e 2 , . . . , ζ ǫp ) ∈ GL p (C), where ζ := e 2πi/p . We also define
Moreover, R e is a connected component of R for each e ∈ E. In particular, the number of connected components in R is the same as the cardinality |E| of E (cf. Lemma 3.3).
Proof. Similarly to E, we define S to be the quotient space of the p-fold product (C * ) p of C * (with the quotient topology) by the following equivalence relation: two elements (a 1 , . . . , a p ), (b 1 , . . . , b p ) ∈ (C * ) p are equivalent if and only if (a 1 , . . . , a p ) = (cb σ(1) , . . . , cb σ(p) ) for some c ∈ C * , σ ∈ S p . By associating to an element of P GL p (C) the list of its p eigenvalues (with multiplicities) we obtain a continuous map eig :
For any e = (e 1 , . . . , e p ) ∈ E, the image of R e by eig consists of the single element eig(∆ e ) ∈ S represented by (ζ e 1 , ζ e 2 , . . . , ζ ǫp ) ∈ (C * ) p , i.e.
Now we claim that for any ∆ ∈ R there is a unique e ∈ E such that ∆ is conjugate to ∆ e in P GL p (C) (so that eig(∆) = eig(∆ e )). We choose ã ∆ ∈ GL p (C) representing ∆. Then we have∆ p = cI p for some c ∈ C * . We may assume c = 1 by replacing∆ by c −1/p∆ . Then the minimal polynomial of∆ is a divisor of x p − 1, which has no multiple root. It follows that∆ is a diagonalizable matrix all of whose eigenvalues are p-th roots of unity, so that they can be written as (ζ e 1 , . . . , ζ ep ), which is a representative of eig(∆ e ) for a unique e ∈ E.
Therefore the map eig : P GL p (C) → S restricts to a continuous map eig | R : R → S ′ := {eig(∆ e ) | e ∈ E}. Let e ∈ E. It follows from the above claim that R e = eig | −1 R (eig(∆ e )). Since S ′ is finite and hence discrete in S, we find that R e is open and closed in R, so it is the disjoint union of connected components of R. As R e is the image of a continuous map P GL p (C) → P GL p (C) defined by g → g∆ e g −1 , R e is connected. This completes the proof.
By this lemma, we obtain a map
characterized by the property c E (R e ) = {e} for all e ∈ E. Note that we have c −1
obtained by composing c E with (3.4), will be used later.
3.4.
Construction of E. Let P be the set of all p-term sequences (µ i ) i∈Z/pZ of non-negative integers (indexed by Z/pZ) such that i∈Z/pZ µ i = p. The cardinality of P is 2p−1 p−1 . We define a map s : P → (Z/pZ) p by s((µ i ) i∈Z/pZ ) = (e 1 , . . . , e p ), where e 1 , . . . , e p are defined by the condition e j = i if and only if 1 +
We define two elements (µ i ) i∈Z/pZ , (µ ′ i ) i∈Z/pZ ∈ P to be equivalent if and only if µ i = µ ′ i+c for some c ∈ Z/pZ. We choose a representative P ′ ⊂ P for this equivalence relation. One method to construct such a P ′ is to choose a total ordering on P (e.g. the lexicographic order) and define P ′ to be the set of all elements which are maximal in their equivalence class.
(1) With respect to the equivalence relation introduced in §3.3, E is a representative of (Z/pZ) p .
(2) If p is a prime number, then we have
Proof. For e = (e 1 , . . . , e p ) ∈ (Z/pZ) p , we define µ(e) = (µ i ) i∈Z/pZ ∈ P by
This defines a map µ : (Z/pZ) p → P. It is easy to check that µ • s = id P . (In particular, s is injective and µ is surjective.) Moreover, for e = (e 1 , . . . , e p ), e ′ = (e ′ 1 , . . . , e ′ p ) ∈ (Z/pZ) p one has µ(e) = µ(e ′ ) if and only if there exists σ ∈ S p such that e j = e ′ σ(j) for all j = 1, . . . , p. Finally, for µ(e 1 , . . . , e p ) = (µ i ) i∈Z/pZ and c ∈ Z/pZ, we have µ(e 1 + c, . . . , e p + c) = (µ i+c ) i∈Z/pZ . (1) is a consequence of these observations. Suppose now that p is prime. Then the equivalence class of (µ i ) i∈Z/pZ ∈ P contains either p elements or only one element; the latter occurs only in the case µ i = 0 for all i. This shows (2).
3.5. Fixed points. Let ∆ ∈ R. We define
Thus, σ ∆ is an automorphism of M of order p and M ∆ is its fixed point locus, which is a linear subspace of M . For any g ∈ P GL p (C), we have that g∆g −1 ∈ R and we have a linear isomorphism
Now by Lemma 3.2, there is a unique e ∈ E such that ∆ = g∆ e g −1 for some g ∈ P GL p (C). Hence we get an isomorphism
which restricts to M ∆e ir ∼ = M ∆ ir . In Lemma 3.4 below, we provide an explicit description of M ∆e for all e ∈ (Z/pZ) p .
To state it, we need some more notation. For i, j ∈ Z, 1 i, j p, we use the standard notation E ij ∈ Mat p (C) for the p × p matrix whose only nonzero entry is its (i, j)-th entry, which is 1. For e = (e 1 , . . . , e p ) ∈ (Z/pZ) p and k ∈ Z, we define a subspace of Mat p (C) by
where i, j run through all 1 i, j p such that e i − e j ≡ k (mod p).
Lemma 3.4. Let e = (e 1 , . . . , e p ) ∈ (Z/pZ) p . Then we have
Proof. By the definition of τ and ∆ e , one sees
from which (3.10) follows.
We extract a detailed description for the two special cases as a corollary.
Corollary 3.5.
(1) For 0 = (0, 0, . . . , 0), we have
where ⌊·⌋ denotes the floor function. In particular, the dimension of
In particular, its dimension is (d + 1)p.
Proof. This follows immediately from the lemma.
They are stable under the action of P GL p (C) (see (3.8) ). By Lemma 3.2 and the above definitions, there are disjoint union decompositions
For each α ∈ P GL p (C), we define
14)
the centralizer of α, which is a subgroup of P GL p (C).
Lemma 3.6. If e ∈ E and ∆ ∈ R e , then the inclusion M ∆ ir ֒→ M e ir induces an isomorphism
Proof. The surjectivity follows from (3.9) and (3.13). To show the injectivity, we take L i (x) ∈ M ∆ ir (i = 1, 2) and g ∈ P GL p (C) satisfying
By Lemma 3.1, we get g ∈ G ∆ . This completes the proof.
For k ∈ Z/pZ, we define D * k to be the subset of P GL p (C) consisting of all elements represented by
Lemma 3.7.
(1) For 0 = (0, 0, . . . , 0) ∈ E, we have
Proof. (1) is obvious and (2) follows from Ad(∆ ω )(a ij ) = (ζ i−j a ij ) for any (a ij ) ∈ Mat p (C).
The momentum map and its generic fibers
We fix arbitrary integers p 2, d 1. 
belongs to V , therefore we obtain a map
Since conjugate matrices have the same characteristic polynomial, χ induces a mapχ
As we will recall in Section 6,χ is the momentum map of the Beauville system, so it is fundamental in this paper.
Let P = P (x, y) ∈ V and write P = y p + s 1 (x)y p−1 + · · · + s p (x) with
id. For i = 1, . . . , p, we denote by s i (∞) ∈ C the coefficient of x di in s i (x), and we put P (∞, y) :
For any P ∈ V we write M P for the fiber of χ over P ,
Then M P is stable under the action of P GL p (C) on M . We are going to describe M P /P GL p (C) in terms of Jacobian varieties under some assumptions on P .
4.2. Spectral curve. Fix P (x, y) ∈ V , and let us introduce another polynomial
We define a projective curve C P over C by gluing two affine curves Spec C[x, y]/(P (x, y)) and Spec C[z, w]/(P ′ (z, w)) by the relation x = z −1 , y = z −d w. The rational function x = z −1 on C P defines a finite morphism π P :
We define open subsets of V as follows:
Remark 4.1.
(1) Let P ∈ V . One has that P ∈ V ir if and only if P is irreducible. If this is the case, Lemma 3.1 shows that P GL p (C) acts freely on M P . (2) For P ∈ V sm , one has that P ∈ V spl if and only if P (∞, y) has no multiple root.
We will need the following results:
is regular for any L(x) ∈ M P and any c ∈ P 1 . (Recall that A ∈ Mat p (C) is called regular if its minimal polynomial is of degree p.)
4.3.
A result of Beauville. We fix P ∈ V sm . For each n ∈ Z, we set Pic
Recall that the Jacobian variety J(C P ) = Pic 0 (C P ) has a structure of an abelian variety of dimension g P , and Pic n (C P ) is a torsor under J(C P ) for each n ∈ Z. We define the theta divisor by
The following fundamental result is due to Beauville [3, Thm. 1.4].
Theorem 4.4 (Beauville). Let P ∈ V sm . Then there is an isomorphism
We briefly recall the construction of this isomorphism, following [3] . Fix P ∈ V sm and take an invertible sheaf L of degree g P − 1 on C P . Then π P * L is a free O P 1 -module of rank p. Moreover, it is isomorphic to O P 1 (−1) p if and only if the class of L belongs to Pic g P −1 (C P ) \ Θ P . Suppose this is the case and fix an isomorphism α :
define the same class in M P /P GL p (C). The isomorphism in Theorem 4.4. is given by this correspondence.
4.4.
Fixed points of τ . For the rest of this section, we assume that p is a prime number and that d = d ′ p for some integer d ′ 1. We apply the results of the previous sections to M = M p,d and also to M p,d ′ , and study their relation. Thus, to clarify the distinction, we will, for instance, write M p,d,P for what has been written as M P . We set
are equivalent, and if this is the case then Q(x p , y) ∈ V p,d,spl . Now we fix Q ∈ V ′ p,d ′ ,spl and set P := Q(x p , y) ∈ V p,d,spl . We define morphisms f Q : C P → C Q and f P 1 : P 1 → P 1 by f Q (x, y) → (x p , y) and f P 1 (x) = x p so that we obtain a commutative diagram
The branch locus of f Q is exactly π The automorphism τ on M p,d (see (3.2)) restricts to an isomorphism on
3)
The composition of this map with the inclusion M τ p,d,P ֒→ M p,d,P induces the left vertical map in the following commutative diagram:
where the right vertical map is defined as
As the left vertical map is obviously injective, we obtain the following result.
It is obvious from the definition that M τ p,d,P ⊂ M ′ p,d,P , but they do not coincide. Actually, the decomposition (3.13) restricts to Proof. By restricting the isomorphism given in Lemma 3.6, we obtain an isomorphism
In view of (4.5), M e p,d,P /P GL p (C) is a union of some connected components of M ′ p,d,P /P GL p (C), which is isomorphic to the complement of Θ P in
by Theorem 4.4. Let X be a connected component of Pic g P −1 (C P ) τ . Theorem 2.1, Proposition 4.5 and (4.2) show that X is isomorphic to J(C Q ) (as algebraic varieties). As Θ P is an ample divisor on Pic g P −1 (C P ), its restriction to X is again ample, and hence X \ Θ P is an affine open subvariety of X. This completes the proof.
Remark 4.7. Let π 0 be the set of connected components of Pic
whose cardinality is p 2p−2 by Theorem 2.1, Proposition 4.5 and (4.2). There is a map π 0 → E which sends X ∈ π 0 to unique e ∈ E such that the image of M e p,d,P /P GL p (C) in Pic g P −1 (C P ) by the isomorphism in Theorem 4.4 is contained in X. It seems to be an interesting problem to investigate this map.
Poisson structures and Hamiltonian vector fields
The goal of this section is to construct a (multi-) Hamiltonian structure on the quotient space M ∆e ir /G ∆e , by using the momentum map of G ∆e acting on M ∆e p,d+p . In what follows, we first recall the Hamiltonian structure on M p,q , next we use it to construct a (multi-) Hamiltonian structure on M ∆e p,q which will finally lead to a (multi-) Hamiltonian structure on M ∆e ir /G ∆e .
5.1.
Multi-Hamiltonian structure on M p,q . Let p 2, q 1 be integers. We briefly recall the multi-Hamiltonian structure on M p,q . For details, see [11, 9, 7] .
For L(x) ∈ M p,q and i, j, k ∈ Z, such that 1 i, j p, we write ℓ k (L(x)) ∈ Mat p (C) (resp. ℓ k ij (L(x)) ∈ C) for the coefficient of x k (resp. the (i, j)-th entry of ℓ k (L(x))). The ring O(M p,q ) of regular functions on M p,q is generated (as a C-algebra) by ℓ k ij , 1 i, j p, 0 k q. We also put ℓ k ij = 0 for k > d and for k < 0. The Poisson structures which are given in the following proposition are restriction to M p,q of a family of linear Poisson structure on the dual of the loop algebra of gl(p, C) = Mat p (C).
Proposition 5.1 ([10, eq. (10)], see also [11] ). For any integer µ with 0 µ q + 1 there exists a unique Poisson bracket {· , ·} µ on O(M p,q ) for which
where η kl µ := 1 if k, l < µ and η kl µ := −1 if k, l µ and η kl µ := 0 otherwise. Moreover, the brackets {· , ·} µ (µ = 0, . . . , q + 1) form a family of compatible Poisson brackets, i.e., any linear combination of these brackets is a Poisson bracket.
Let j and i 0 be integers. We define the Hamiltonian function
and the Hamiltonian vector field
Here we use the notation Res x=0 f (x) : 
Moreover, for any integer µ with 0 µ q + 1 we have that
In particular, each of the vector fields (5.3) is multi-Hamiltonian. Proof. We give only a sketch of the proof, as all claims are essentially in [10] .
(1) We get (5.2)-(5.5) from the formulae in [10] by setting P (L(x)) := Tr L(x) i+1 /(i + 1), ϕ(x) = 1/x j+1 and q(x) = x µ . (2) It immediately follows from (1); for i, j, µ as above and k 1 we have and let, for * = φ, µ (0 µ q + 1)
µ=0 c µ x µ be a polynomial of degree at most q + 1. For any 1 i, j, m, n p, we have
For its proof, we will use the following lemma. 
Proof. We multiply the left hand side in (5.7) by x − y and determine in the resulting polynomial the coefficient of ξ t+1−s for t = s − 1, . . . , q + s − 1, the other variables ξ i being zero by definition. For t = s − 1, s, . . . , 2s − 2 the coefficient of ξ t+1−s is given by
while for t = 2s, 2s + 1, . . . , q + s − 1 it is given by
for the remaining value of t, to wit t = 2s − 1, the coefficient of ξ t+1−s is zero, which again can be written as x s y t+1−s − x t+1−s y s . Summing up, the left hand side of (5.7), multiplied by x − y, is given by
as was to be shown.
Proof of Proposition 5.4. Using (5.1) and (5.7) we obtain
Taking a linear combination of the above for µ = 0, . . . , q + 1, we get (5.6).
5.2.
Reduced Poisson structure on a fixed point locus. Set ζ := e 2πi/p and fix e ∈ (Z/pZ) p . Recall that we have the automorphism σ ∆e on M p,q , where σ ∆e acts as
We determine in the following proposition for which values of µ the map σ ∆e is a Poisson automorphism of (M p,q , {· , ·} µ ). Proposition 5.6. Let µ be an integer such that 0 µ q +1. The map σ ∆e is a Poisson automorphism of (M p,q , {· , ·} µ ) if and only if µ ≡ 1 (mod p).
Proof. Since σ ∆e is an automorphism of M p,q , it is a Poisson automorphism of (M p,q , {· , ·} µ ) if and only if
for all 1 i, j, m, n p and 0 k, l q. Since the functions ℓ k ij are eigenfunctions of σ ∆e and since the right hand side of (5.1) is zero, except when j = m or i = n, the only restrictions on µ coming from (5.9) will come from these cases. Let us look at the case j = m, i = n. Then the left hand side of (5.9) is given by
while the right hand side is given by
Comparing these two expressions, we see that µ ≡ 1 (mod p). One finds the same result in the case i = n.
For 1 i, j p and 0 k q, we define a function
and we set
p,q , and {b k ij | (i, j, k) ∈ I e p,q } gives a system of coordinates on M ∆e p,q . On the other hand, we define functionsb k ij ∈ O(M p,q ) byb
By construction,b k ij is σ ∆e -invariant and is an extension of b k ij to M p,q for all i, j, k. Consequently, we can writeb ij (x) = x e i −e j α ij (x p ) for some 
where we write b ij (x) = q k=0 b k ij x k . It is explicitly written as follows:
Proof. By the definition of G ∆e (3.14), a class of x = (x ij ) 1 i,j p ∈ Mat p (C) in Lie P GL p (C) belongs to Lie G ∆e if and only if there exists c ∈ C such that ∆ e x ∆ −1 e = x + cI, but the l.h.s. is (ζ e i −e j x ij ) 1 i,j p hence c = 0 and x ij = 0 for e i = e j .
Since M ∆e is an affine space, its tangent space at any point can be identified with M ∆e . Thus, for E ∈ LieG ∆e , the linear map
can be regarded as a vector field on M ∆e .
We take φ(x) = xφ(x p ) whereφ(x) =
for the linear map which sends the class of E ij in LieG ∆e to
Note that µ is well-defined because µ(I)(B) = H 0,d+p (B) = 0 for any B ∈ M ∆e .
Proposition 5.11.
(1) The map µ (5.18) is a Lie algebra homomorphism, i.e., for any E, F ∈ Lie G ∆e ,
For any E ∈ LieG ∆e and B ∈ M ∆e , we have
Proof. It is enough to check the claims for the generators of Lie G ∆e .
(1) For B ∈ M ∆e , we have
These two coincide and the claim follows. (2) We write B = (β ij ) ij ∈ M ∆e . We take (n, m) ∈ T 0 and calculate both sides of (5.20) for E = E nm . The l.h.s. of (5.20) is:
Then the (i, j) entry of the r.h.s. of (5.20) is obtained by taking the negative of the value of (5.22) at B ∈ M ∆e . This coincides with the (i, j) entry of (5.21).
We prove (5.22). For 1 α, β p, we define f αβ ∈ O( M ∆e )[x, y] by:
We compute the highest order term in y of f in (x, y). 
Thus, the highest order term is
. Next, we consider the case (i, m) ∈ T 0 . Since we have (i, n) ∈ T − , [e m − e n ] = p and [e m − e i + 1] = p + e m − e i + 1. Then we have
which has as highest order term
In the same manner, we see that the highest order term in y of f mj (x, y) is
. By taking the coefficients of y d+2p in the above equality, we obtain (5.22).
We define a map
by µ(B)(E) := µ(E)(B) for all B ∈ M ∆e and E ∈ LieG ∆e . The map µ and µ are respectively called the comomentum map and the momentum map of G ∆e acting on M ∆e (cf. [7, §5.4.4 
]).
We apply a general result on the momentum map ([7, Prop. Let p 2, d 1 be integers. We define the elementary symmetric polynomial e k and the power sum f k in p variables x i (1 i p) by
Then we have 
), we denote the corresponding function on M p,d,ir /P GL p (C) by f . Then the components of the composi-
, where H ij is given by (5.2). The composition ψ • α agrees withχ defined in (4.1). We summarize this in the following lemma: Lemma 6.2. We have a commutative diagram:
For each µ = 0, 1, . . . , d + 1, we write {· , ·} B µ for the Poisson bracket on M p,d,ir /P GL p (C) induced from {· , ·} µ (5.1) on M p,d+1 (see [3, §5] , [6, §2.2]). As we recalled in Theorem 4.4, the fiber H −1 (m) is isomorphic to is an algebraic completely integrable system.
To prove this theorem we use the following results. Proof. Due to Theorem 4.6, for Q ∈ V p,d ′ ,spl the space χ −1 e (Q)/G ∆e is isomorphic to the disjoint union of affine open subsets of J(C Q ). In particular, χ e is dominant and we have dim χ On the other hand, we have g Q r because the Hamiltonian vector fields span the g Q -dimensional tangent space of χ −1 e (Q) for Q ∈ V p,d ′ ,spl . Therefore we get r = g Q . Now it follows from Lemma 6.5 that (M ∆e p,d,ir /G ∆e , {· , ·} quo 1+pn , H e ) is a Liouville integrable system. Finally, the algebraic completely integrability follows from Theorem 4.6 and Prop. 6.6.
Appendix: Pull-back on Jacobian variety
The aim of this appendix is to prove the following theorem.
Theorem 7.1. Let C and C ′ be smooth projective irreducible curves over C, and let f : C → C ′ be a finite morphism. Suppose that the corresponding extension C(C)/C(C ′ ) of function fields is a Galois extension of prime degree p. Then the pull-back f * : J(C ′ ) → J(C) is not injective if and only if f is
