Abstract: In today's scientific world, evolutionary algorithm is considered as a major area for research providing immense opportunity to researchers. Several works are done in this area to create different variants of the evolutionary algorithm and to further improve their performance. Differential Evolution (DE) is considered to be a dominant technique for optimization and is being used to solve various real time problems. In this paper, a revised mutation strategy has been implemented. This strategy uses two control parameters and two types of population. The results computed were compared with the existing mutation strategy with the results showing better performance for the new revised strategy.
Introduction
Many of real time problems in the scientific world can be considered as constrained optimisation problems. For solving these optimisation problems, we can use various evolutionary algorithms. Evolutionary algorithms are those algorithms that uses the technique prompted by biological evolution such as reproduction, selection, mutation and recombination. Various evolutionary algorithms have been developed in due course of time.
In 1995, Storn and Price proposed the Differential Evolution (DE) which is a powerful and efficient algorithm to solve optimisation problems. Like various other evolutionary algorithms, DE is also a population based stochastic method. DE is among the best of evolutionary algorithm for solving real valued test functions. DE has various significant features like its ease to implement, better performance, low space complexity and fewer control parameters. The efficiency and performance of DE greatly depends on the trial vector generation strategy and the control parameters used.
Various researches are being done on improving the performance of DE by changing the control parameters and the trial vector generation strategy. In this paper we are introducing a new mutation strategy for DE named as Revised Differential Evolution (ReDE). This strategy uses two types of control parameters: a variable parameter value and a constant parameter value between range (0,1) and two types of population: the population from previous generation and new population from current generation. This mutation strategy was implemented for Differential Evolution algorithm. The results obtained for best value, number of function evaluation and CPU time were computed for different dimensions. These results were then compared to the results obtained using traditional mutation strategies. Friedman's testing was done on the values obtained and ranks for the various mutation strategies were computed. Graphs were also plotted for the values obtained. After close and comparative study, it was seen that ReDE strategy has remarkably better results in comparison to the classical DE approaches.
Madavan et al. [1] extended the Differential evolution approach to a multi objective optimisation problem using a Pareto based approach. The result is a simple strategy that is self -adaptive and maintains the diversity of pareto set. Babu et al. [2] used the Differential evolution approach to solve a multi objective optimisation problem with two objective functions and a classical HimmelBlau function. In both the approaches, the results obtained were better. Rene et al [3] improvised the DE algorithm with the crowding scheme. This made it possible to track and maintain the local optima. Qin et al [4] proposed a novel self -adaptive Differential evolution (SaDE) in which the control parameters need not be specified. The performance was evaluated and compared. Efren et al [5] did a comparative study on variants of Differential evolution on global optimisation. After the study, the best strategy among different variants were obtained. Hong-Kyu Kim et al. [6] gave some modifications to the differential evolution strategy for the constraint global optimisation problem. This method was applied to the design of gas circuit breaker to increase small current interruption performance. Rahnamayan et al. [7] presented a novel algorithm to accelerate differential evolution. This method employs opposition based learning for population initialization and generation jump. Qin et al. [8] proposed a self-adaptive DE algorithm where the control parameters and trial vector generation strategies are gradually self-adapted by learning from previous experience. This method eliminated time consuming search for trial vector generation and control parameters.
Takahama et al. [9] proposed the Ɛ constrained differential evolution (ƐDE) combining Differential evolution with Ɛ constrained technique. This algorithm has faster execution and high quality results. Wang et al. [10] did a study on improving the performance of DE by combining the trial vectors strategies with control parameter settings. He also proposed a method composite DE (CoDE) using three trial vectors and three control parameters. Qu et al. [11] developed neighbourhood based differential evolution in which the mutation is performed within each Euclidean neighbourhood. The mutation neighbourhood maintains the multiple optima found during evolution and progress towards the respective global/local optimum. Saber et al. [12] gave an improved Differential evolution that uses a combination of differential mutation operations. This algorithm permits a covariance adaptation matrix evolution strategy algorithm for local search. Wei-Jie Yu et al. [13] proposed an adaptive DE(ADE) with two level adaptive parameter control scheme and a new mutation strategy. This technique has the advantage of balancing between fast convergence and population diversity.
Wenyin et al. [14] devised the adaptive ranking mutation operator (ARMOR) for differential evolution. This technique is expected to make DE achieve feasible solutions faster and converge faster. This technique is simple and can be easily combined with most of constrained DE variants. Qiao et al. [15] gave an algorithm by combining the heuristics with modified Differential evolution algorithm for situations where the communication range value is unknown. His proposed method gave better results compared to other nonconvex optimization techniques.
Variants of DE are developed to improve the optimisation performance. Das et al. [16] stated that DE is defensive to the choice of control parameters making DE inconvenient to adjust to different problems.Also, DE encounters premature convergence in which searching of solution is getting trapped in local minima. Many researches are done to make DE more robust in resistant to interdependency of search variables according to Das et al. [17] .De also faces issues on non linearly separable functions. For populations clusterd in limited regions, DE has less capability to move its population across large distance in search space. Owing to these reasons, there is a need to create variants for DE that performs better in these aspects.
Classical Differential Evolution:
Storn and Price [18] developed the Differential Evolution (DE) algorithm whose processes are almost similar to genetic algorithm. It is a simple real parameter optimization algorithm. DE uses a population of N candidate solutions given as Xi,G where i=1,2.. N in which index i depicts population and G shows the generation of the population. Differential Evolution algorithm depends on the three operations mainly mutation, selection and crossover.
Mutation: This operator makes DE different from other Evolutionary algorithms. It computes the weighted difference between the vectors in population. Mutation process starts by selecting three individuals at random from the population. For a given parameter Xi,G, three vectors Xr1,G , Xr2,G and Xr3,G are selected randomly such that r1, r2, r3 are distinct. Then the donor vector Vi,G is computed as:
Here F is the mutation factor which is a constant from [0,1].
Crossover: This process also called as recombination takes the successful solutions into the population. The trial vector Ui,G is created for the target vector Xi,G through binomial crossover. Elements of donor vector enter trial vector with probability Cr ε [0,1] is the crossover probability which is selected along with population size NP ≥ 4.
Here randi,j ≈ ᴜ[0,1] and Irand is random integer from 1,2…N.
Selection: This operation differs from the selection operation of other evolutionary algorithms. Here the population for next generation is selected from vectors in current population and its corresponding trial vectors. The target vector Xi,G is compared with the trial vector Vi,G and the lowest function value is taken into next generation.
Mutation, crossover and selection operations are continued until some stopping criteria is reached.
Revised mutation strategy
A new strategy has been proposed for mutation called Revised DE strategy (ReDE). As it involves the best solution vector, it coincides faster as compared to the traditional strategies having random vectors only. This strategy of mutation uses two sets of population: the old population represented as popold and the new population from which the variable 1 is chosen at random. Here, two parameters are being used. The parameter F known as amplifying parameter takes a constant value while the new parameter N takes a varying value which lies between (0,1).The proposed strategy is given as:
Experimental setting
The revised algorithm was implemented on i7 core processor, 64 bit operating system with 12 GB RAM using MATLABr2008b and a comparative result was obtained with five different mutation strategy of DE algorithm. We have taken fifteen different functions and computed the results. The value to reach (VTR) is the global minimum or maximum of the function or it is a value to stop the optimisation if it is reached. We have also tabulated various results by fixing the dimension as 25 and 50. The results are tabulated for comparison with the existing algorithms.
Computed on Best Value obtained after 25 runs (vtr=1.e-015): Computation on elapsed time of CPU in seconds after 25 runs (vtr=1.e-015): Computed on Best Value obtained after 50 runs (vtr=1.e-015): A comparative analysis was performed and study done on each of the technique. By setting the dimension as 25 and value-to-reach (VTR) as e-015, the best value, number of function evaluation (NFE) and the CPU time of different function strategies were calculated. It was noted that the proposed hybrid algorithm gave the best value for most of the standard functions.
By changing the VTR value to e-014 for dimension of 25, the best value was obtained for proposed algorithm for most of the standard functions. In some functions, the results were good for both classical DE and proposed algorithm. NFE for most of the standard functions were also best for the proposed algorithm. By changing the dimension to 50 and setting the VTR to e-015, best value and NFE was best for most of the standard functions using proposed algorithm. CPU time was also best for almost all standard functions using the proposed algorithm. The results shown in bold depict the best results obtained for different functions. From the results tabulated, it is clearly shown that the strategy ReDE gives good results for most of the functions used.
Graphical results
The above tabulated values were represented in a graphical form. The graphs show performance curve of five different function strategies. The x-axis represents the number of function evaluation and yaxis represents the objective function. The graph is plotted for the various values at each iteration for fixed VTR value of e-015 and dimension size of 25. A comparative study was done based on above graphs. The study showed that the revised mutation strategy gave better results compared to the existing mutation strategy for various functions. The graphs for schwefel and Michelawicz function show that ReDE gives different results from the traditional mutation strategy which has resulted in producing a better curve compared to the earlier techniques. The prevailing variants of DE use either two types of population or differs in the number of control parameters. As this strategy ReDE uses a combination of two sets of population with two different control parameters, the results were refined and the efficiency of the strategy was increased.
Statistical analysis
Based on the values from table 1, Friedman test was applied and the results obtained were tabulated. Table 6 represents the values obtained from the test and table 7 depicts the rank of the various mutation strategies used based on best value, NFE and CPU time. The above tables show that the new mutation strategy has significant performance in comparison to the existing mutation strategies. The rank obtained on the basis of NFE is the best for ReDE. The rank obtained on the basis of best value is comparatively better for best value case. These rankings obtained on the basis of Freidman's test justifies the efficiency of ReDE strategy. Based on the ranks obtained, a graphical representation of the results is shown below. The x axis of the graph represents the various strategies used and the y axis shows the ranks obtained. 
Conclusion
In the above proposed work, the revised strategy was compared against the existing mutation strategies. After performing the comparative study, it was found that the proposed strategy gave much better or almost similar results for most of the functions evaluated. The ranks obtained also justifies the efficiency of the strategy. Results wre compared on the basis of VTR, CPU time and NFE. A detailed study was done and graphs were plotted. Considering all the results and details, the proposed strategy is performing better than few classical strategies. Moreover, the proposed strategy is easy and simple to apply and do not disturb the basic structure of DE. This proposed strategy can be extended to real time problems and optimisation problems. Further the work can applied to the field of clustering , image thresholding , image enhancement , image analysis, digital image processing etc. for verifying the performance of the new mutation strategy in that area.
