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массовой доли алюминия в металле за сильной линейной 
корреляции между используемыми для пересчёта параметрами. 
По результатам проведения серии опытных плавок получен уточ-
нённый набор коэффициентов пересчёта ЭДС датчика в массо-
вую долю кислоторастворимого алюминия. 
На основании результатов моделирования процессов тепло- 
и массообмена в системе металл-шлак в условиях ввода алюми-
ния катанкой установлены степени усвоения алюминия, расхо-
дуемого  на связывание растворённого кислорода и на растворе-
ние в металле. По результатам проведения серии опытных пла-
вок установлено удовлетворительное соответствие результатов 
расчёта и фактических величин степени усвоения алюминия. 
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Быстрый рост трафика и внедрение новых сервисных услуг 
ставит перед провайдерами задачу, быстро реагировать на эти 
изменения и адаптироваться к изменяющейся ситуации. И хотя, 
на первый взгляд, IP-сети располагают необходимыми механиз-
мами для поддержания сети в рабочем состоянии, но все они не 
гарантируют рационального использования сетевых ресурсов. 
Поэтому при проектировании сети передачи данных важной 
является задача оптимизации выбора маршрута следования тра-
фика, обеспечивающего требуемую производительность сети и 
её адаптацию к изменениям трафика. Для этого необходимо 
применять в сети какой-либо метод управления трафиком. 
Cамым эффективным методом является применение техноло-
гии многопротокольной коммутации по меткам (MPLS - 
MultiProtocol Label Switching). Основой  MPLS лежит принцип об-
мена меток. Значение поля метки уникально для участка пути между 
соседними узлами сети MPLS, которые называются  маршрутизато-
рами, коммутирующими по меткам LSR (Label Switched Router). 
Пограничным входящим маршрутизатором LSR в каждый 
пакет, поступающий в сегмент MPLS, добавляется поле метки, 
класс услуги. При определении значения поля метки данного 
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пакета осуществляется определение его класса обслуживания 
FEC (Forwarding Equivalence Class). 
Возможности управления трафиком в сети MPLS реализовы-
ваются с помощью технологий трафика инжиниринга Traffic 
Engineering (TE), основным механизмом которых является исполь-
зование однонаправленных туннелей (MPLS TE tunnel) для задания 
пути прохождения определенного трафика. Так как туннели – одно-
направленные, то обратный путь может быть совершенно другим [1]. 
 
 
Математическая модель эффекта туннелирования в MPLS 
представляет собой сеть массового обслуживания с последова-
тельными очередями. Оцениваемыми параметрами являются 
среднее время обслуживания без прерывания (период занятости) 
и среднее время пребывания пакета в n-м узле. Обслуживаемые 
за период занятости (т.е. непрерывно, без освобождения) пакеты 
объединяются в группу на выходе узла и называются пачкой. 
Средняя длина такой пачки выражается числом пакетов.  
На вход граничного узла 1 поступает пуассоновский поток 
сообщений с интенсивностью входного потока заявок λ и сред-
ним временем обслуживания 1/µ. Сообщения, сгруппированные 
на узле n(n≥2), остаются сгруппированными и на последующих 
узлах n+1, n+2 [2]. 
Второй узел может рассматриваться как реальный источник 
пачек сообщений. Сложность поведения пакетов в нем обуслов-
лена двумя явлениями: сцеплением пачек, исходящих от перво-
го узла, и фрагментацией этих же пачек. 
Математический анализ этих двух явлений эффекта тунне-
лирования MPLS позволяет вывести следующую формулу для 
времени пребывания пакета в туннеле из N узлов: 
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где γ  – постоянная Эйлера ( 577,0≅γ ); 2N > ;р= λ/µ – 
нагрузка, обслуживаемая узлом LSP-маршрута. 
Формула (1) позволяет рассчитать целесообразность орга-
низации туннеля в LSP для индивидуальных пар «исходящий 
узел – узел назначения» при заданных загрузке сети ρ и норма-
тивов качества обслуживания [2]. 
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Автоматизация технологических процессов является одной из 
самых актуальных задач в настоящее время. Использование раз-
личных датчиков передающих сигнал для единой информационной 
системы в большей степени позволяет оптимизировать работу для 
человека-оператора, следящего за технологическим процессом.  
Существует система, в которой вдоль заданной траектории 
движется перемещающийся объект, на ней находятся контроль-
ные точки – датчики четкого и нечеткого вида, передающие 
сигнал о наличии объекта в заданный момент времени [1]. 
Движение перемещающегося объекта происходит в автомати-
ческом режиме, для этого задается начальное положение, конечное 
и скорость движения. Так же реализована возможность моделиро-
вания расстояния между контрольными точками. Когда наступает 
момент, при котором объект пересек конечную точку, система пе-
редает сигнал об остановке движения. Показания с датчиков сни-
мается каждый такт заданного контрольного времени. 
Система интерпретирует значения показаний датчиков 
четкого вида как «сработал» и «не сработал» фиксирую их для 
отчета. Для датчиков нечеткого вида по мимо интерпретации 
сигнала «сработал/не сработал» существует еще показатель сте-
пени уверенности срабатывания каждого датчика, основанного 
на мнение экспертов. 
Моделируются случаи сбоя датчиков, когда передаются 
ошибочные данные, в случае, когда датчик не обнаружил нали-
чие объекта, или когда объекта в зоне работы датчика не было, а 
