However, the choice of materials compatible with silicon IC technologies is limited and their properties are process-dependent. Therefore, integrated sensors often show worse performance than their discrete counterparts due to weak signals and to offset and nonlinear transfer characteristics; they increase demands on interface circuits.
Moreover, in several sensor applications (such as automotive, biomedical, environment monitoring, and industrial process control), the chip or the chips (in the same package) containing microsensors and interface circuits can be exposed to harsh environmental conditions, causing aging and degradation of on-chip electronic devices. This makes most circuit techniques, which rely on accurate component matching and complex analog functions, inconvenient for sensor applications.
Given these considerations, it is evident that microsensor interface features can be very diverse. They depend heavily on the quantity to be measured, the physical effect used, the system architecture, and the application. In any case, it is very important that the microsensor, the interface circuit, and often the package are designed together. Indeed, the optimum microsystem or micromodule is not necessarily obtained by interconnecting separately optimized sensors and interface circuits. Microsensor interface circuit design, therefore, requires specific and interdisciplinary knowledge as well as special techniques to achieve the reliability and performance demanded by the user.
Finally, profitable use of smart sensors in real products not only depends on good design; it is also related to a number of additional issues such as cost-effective production, packaging, and post-production testing. All these issues are considered in this chapter.
MICROSENSOR SYSTEMS
There are two possible approaches for implementing microsensor systems: the microsystem approach and the micromodule approach. In the microsystem approach, the sensor and the interface circuitry are integrated on the same chip, as shown in Fig. 17 .1. In this case, the whole system is realized using a fabrication process optimized for integrated circuits with a few compatible post-processing steps when necessary (typically, etching or deposition of materials). Therefore, the microsensor must be designed by taking into account the material characteristics (layer thickness, doping concentrations, and design rules) given by the standard IC process used (bipolar CMOS, BiCMOS) and any specific processing step has to be performed after the completion of the standard IC fabrication flow. Obviously, this situation reduces the degrees of freedom available for optimizing sensor performance, thus making the design more challenging. This approach also can raise cost and yield issues, especially when using modern technologies with small feature size (submicron technologies). In fact, while the silicon area occupied by the interface circuit is typically shrinking, together with the feature size of the technology, the sensor area in most cases remains constant. This is because it is determined by physical considerations, such as the mass of the structures or the angle of etched cavities, which are not changed by improvements in the technology. Therefore, while for integrated circuits the increasing cost per unit area is abundantly compensated by the reduction in the area, leading to an overall reduction of chip cost with the technology feature size, this might not be true for integrated microsystems. Moreover, a defect in the sensors may force us to discard the complete microsystem, even if the circuitry is working, thereby lowering the yield and again increasing the cost. (The yield for sensors is typically lower than for circuits.)
The microsystem approach also has considerable advantages. First, the parasitics due to the interconnections between the sensors and the interface circuitry are minimized and, more important, are well-defined and reproducible; this is very beneficial for system performance. In addition, the system assembly is simple, inexpensive, and independent of the number of connections needed, since all the interconnections are implemented during the IC fabrication process. Finally, when required, the use of the same technology allows us to achieve good matching between elements of the sensor and those of the interface circuitry, allowing accurate compensation of many parasitic effects.
In the micromodule approach, the sensors and the interface circuitry are integrated on different chips. They are included in the same package or mounted on the same substrate, as shown in bonding. With this approach, the two chips can be fabricated with two different technologies, which are optimized for the sensors and the circuitry, respectively. Typically, expensive submicron technologies are adopted to realize interface circuitry, while low-cost technologies with large feature size and few masks are used for implementing sensors. Therefore, the sensor designer can adjust the material properties of the technology to optimize the performance of the devices, and the cost and yield issues mentioned for the microsystem approach are no longer a concern. However, the micromodule approach also has a number of drawbacks. First, the assembling of the system can be quite expensive and a source of possible failures, and the number of interconnections allowed between the sensor and the circuitry is limited. Moreover, the parasitics due to the interconnections are some orders of magnitude larger, more unpredictable, and less repeatable than in the microsystem approach, thus destroying in many cases any improvements obtained in sensor performance by technology optimization. Finally, matching between elements of the sensor and elements of the interface circuitry cannot be guaranteed.
The advantages and disadvantages of both approaches are summarized in Table 17 .1. From the considerations just discussed, it is evident that both approaches have merits. The choice of the approach to follow depends substantially on the application, the quantity to be measured, the kinds of sensors, the specifications of the interface circuits, and the available fabrication technologies, thus producing a number of tradeoffs that must be analyzed before a decision is made. For example, Fig. 17 .3 illustrates the tradeoff between IC technology feature size and microsensor system cost. It can be clearly deduced from the indicative figures shown that if the sensor cost is constant, the microsystem approach is more convenient for technologies with large feature size, while the micromodule approach is more suitable for technologies with small feature size. 
MICROSENSOR SYSTEM APPLICATIONS
As mentioned earlier, microsensor systems are currently replacing discrete sensors in a number of areas because of their inherent advantages; namely, batch fabrication, low cost, high reliability, and on-chip signal processing. In sensing applications, however, the environments where systems INTERFACE CIRCUITRY AND MICROSYSTEMS, MALCOVATI, MALOBERTI 905 have to operate may be substantially different from the controlled and "mild" settings enjoyed by conventional integrated circuits. Sensors must be placed close to the quantity to be monitored; for example, in the human body, in an engine, or in an aggressive atmosphere. The operating environment of microsensor systems can consequently be both harsh and hostile. This introduces additional demands on the performance of integrated circuits, especially robustness. It is therefore useful to systematically consider the specific environmental conditions and requirements associated with the application areas where microsensors may be used (Table 17. 2). 
Automotive Sensors
The number of sensors used in modern cars is growing because of government regulations and market expectations. [7] [8] [9] High fuel efficiency, clean emissions, improved safety, and comfort are the most important functions requiring on-board sensors. Moreover, because of the increasingly large number of parts per year involved, sensors for the automotive market must be extremely low priced. Automotive environmental conditions, summarized in Table 17 .3, are especially difficult to address. Sensors can be placed inside the engine or outside the car, where they are subject to extreme temperature cycles, mechanical shocks, electromagnetic interference, and aggressive chemicals. Nevertheless, automotive sensors, like other car components, are required to be reliable and maintain their accuracy for 5 to 10 years.
It is evident from these considerations that automotive microsensor interface specifications are quite severe, making circuit design very challenging. An example of a microsensor system already introduced in the automotive market is the air-bag accelerometer. [10, 11] In this case, special functions such as self-test, calibration, and bus interface have been included in the system. Systems for engine emission and combustion control, based on microsensors, are also being developed. [12] [13] [14] [15] [16] [17] They combine physical and chemical sensors that measure the state of the engine; for example, pressure in the cylinder, oxygen content in the exhaust gases, and engine rotation speed. These data are processed and used to regulate spark ignition and fuel injection, to optimize the performance of the engine in terms of fuel consumption and pollution. 
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Biomedical Sensors
Miniaturization and low power consumption are very important for biomedical and, in particular, implantable sensors. Microsensor technology is therefore very well suited for this type of application. Implantable microsystems or micromodules are indeed being developed for invasive monitoring of patients as well as for delivering electrical and chemical stimuli to the body. [18] [19] [20] [21] [22] [23] The specifications for implantable systems are very stringent. Lowvoltage and low-power operation is imperative to ensure sufficiently long battery duration. The highest degrees of reliability and stability are required since substitution of a failed device requires surgical intervention and, in the worst case, a failure could be fatal. Packaging is crucial to protect the system from aggressive body fluids (such as blood) and vice versa. Finally, communication between the implanted system and the external world is limited, since only very few direct contacts are allowed.
Pacemakers are an important application of implantable microsensor systems. These devices are used to treat cardiac arrythmias such as bradycardia (slow heart rate) and tachycardia (rapid heart rate) by assisting the heart's natural pacemaking function with voltage pulses (5 to 10 V). Communication with the external world is provided by an inductive telemetry system operated at low frequencies or a transceiver, including an antenna, operated at radio frequencies. In some cases, the telemetry system also provides the power supply. [21, 22] 
Sensors for Household Appliances, Building
Control, and Industrial Control
Electronic components, including sensors, are becoming more numerous and complex in modern white goods. Control systems for washing machines, ovens, air conditioning systems, alarm systems, vacuum cleaners, industrial process control, and so forth all require sensing elements. Sensor specifications in the industrial, household, and automotive markets are somewhat similar because of the large number of parts per year involved and the comparable environmental conditions (Table 17. 3). In many cases, however, sensors for the household market must be particularly cheap, because the added value of the whole set of equipment is relatively low.
Recently, a number of microsensor systems for white goods have been proposed, [24] [25] [26] including flow sensors (for vacuum cleaners and air conditioning systems), temperature sensors (for ovens, washing machines, and air conditioning systems), magnetic sensors (for contactless switches), chemical sensors, and infrared sensors (for alarm systems).
Environmental Sensors
The release of various chemical pollutants into the atmosphere from industries, automobiles, and buildings, and into the hydrosphere causes environmental problems such as acid rain, greenhouse effect, ozone depletion, and polluted water. Microsensor systems for environmental monitoring are therefore being investigated. [27] [28] [29] The concentration of pollutants to be detected is usually quite small (in the parts-per-million range), and the selectivity of chemical microsensors is usually limited. This leads to tough specifications for on-chip interface circuits. Special nonlinear signal processing algorithms such as fuzzy logic and neural networks are widely used because by combining signals from several sensors, they allow significant information to be extracted, even in the presence of crosstalk and noise. Figure 17 .4 shows the block diagram of a generic microsensor interface circuit. This kind of architecture is valid for microsensor systems implemented with either the microsystem or the micromodule approach. In addition to the sensors, the system includes some analog front-end circuits (amplification and low-level processing), one or more analog-to-digital (A/D) converters, a digital signal processor, and an output interface.
INTERFACE CIRCUIT ARCHITECTURE
It is well known that signal processing in the digital domain is more robust than in the analog domain thanks to the larger noise margin. Therefore, although processing is performed more efficiently with analog tech-
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A niques, in the presence of harsh environmental conditions, the trend is to minimize the analog section, moving the A/D converter toward the input and leaving complex processing to the digital section. This means that the overall performance of the system becomes strongly dependent on the quality of the A/D converter. Moreover, since less analog signal processing is performed, the bandwidth and dynamic range specifications for the A/D converter itself become more severe.
In the block diagram of Fig. 17 .4, it is interesting to note the presence of feedback signals from the digital processor to the sensors and analog front-end, which allow the performance to be optimized by adjusting system parameters, depending on the output signal. For example, it is possible to correct the offset of the system by adjusting the reference voltages or to optimize the dynamic range by changing the gain of the analog front-end.
Requirements and Specifications
Sensor systems often emulate some kind of human sensing. Therefore, the properties of the electrical signals generated are related to the characteristics shown by natural perception: a relatively small bandwidth and quite a large dynamic range (often over a logarithmic span). Processing this kind of signal is usually not particularly difficult. However, when the dynamic range is large, noise contamination may become a problem. In this case, low-noise amplification and filtering, strictly limited to the band of interest, are necessary.
System specifications depend on both the function to be implemented and the application itself. Very often, however, a real-time response is required. In the case of human-like sensing, real-time means that a few milliseconds will always be available to process the signals; therefore, this is not a problem. By contrast, for control or recognition of fast-moving objects such as cars or planes, real-time can imply several megahertz of bandwidth.
Electronic equipment is becoming more and more portable, leading to battery-operated sensor systems with a small volume and weight. These features imply microsensor technologies, special packaging and assembling, low-voltage and low-power design methodologies, robustness, and shock resistance. For special cases (for example, in implanted devices, hearing-aids, or smart cards), it is also necessary to extract the power required for system operation from an electromagnetic flux irradiating the system itself. In this case, microactuators must be included in the system.
Before discussing the different sensor interface blocks in detail, it is useful to provide a sensor classification from the interface circuit point of view. The first parameter is the kind of output signal: current, voltage, or variation of resistance, capacitance, or inductance, as summarized in Table 17 .4. We can also consider different subclasses of sensors on the basis of signal level, bandwidth, and biasing requirements. Table 17 .5 provides critical parameters and tasks resulting from typical microsensor system specifications. It highlights challenging figures for signal level and bandwidth, and confers an immediate awareness of the difficulties to be faced in interface circuit design. 
ANALOG FRONT-END
The analog-front end of a microsensor interface circuit, directly connected to the sensing element, has to transform the raw sensor signal into something suitable for the subsequent A/D converter. The functions implemented in the analog front-end are typically limited to amplification and filtering, leaving more complex signal processing tasks to the digital section. Since the analog-front end is directly connected to the sensor, its features depend strongly on the kind of sensor considered. In this section, we consider in detail the characteristics of the analog front-end for sensors that provide voltage output, current output, or impedance variation.
17.5.1Voltage Output
A wide variety of possible microsensors provide voltage output, typically including pyroelectric, thermoelectric, and piezoelectric devices; transistor-based temperature sensors; and magnetic sensors based on the Hall effect. Depending on specifications and applications, one of a variety of analog front-end circuits should be adopted. When the output signal of the sensor is sufficiently large (in the millivolt range) and noise is not a main concern, standard operational or instrumentation amplifiers, together with continuous-time or switched-capacitor filters, are sufficient. These solutions are quite conventional and require only customary design know-how. This task is made easier by libraries of standard analog cells, which are often provided by silicon foundries. Situations in which the signal level approaches the limit given in Table 17 .5 are much more challenging. Custom interface circuits must be designed, and special care must be taken to address noise and offset rejection. Bipolar transistors and high power supply voltages help to solve noise problems. Low-voltage supplies of 5 or 3.3 V (or even lower for portable equipment) in CMOS technology are an even more critical constraint.
Before discussing a specific interface implementation, we will recall the noise power spectral density of a simple MOS transistor. This is given by (1) where g m is the transconductance of the device, W and L are the gate dimensions, C ox is the specific capacitance of the gate, k is the Boltzman constant, T is the absolute temperature, μ is the mobility of the channel, f is the frequency, and k F is the flicker noise coefficient.
Equation (1) shows how to minimize noise contributions. The white thermal part is reduced by increasing the transconductance (at the expense of power consumption and DC gain, while improving speed), whereas flicker noise, which is higher than in bipolar devices because conduction takes place near the Si/SiO 2 interface, can be curtailed by increasing the gate area. When power and area consumption are critical parameters, however, noise should be reduced at the system level. When low-frequency noise (1/f) is the main concern, one of the following techniques is normally used:
• Auto-zero or correlated double sampling [30, 31] • Chopper stabilization [32, 33] The auto-zero or correlated double sampling technique reduces the offset and low-frequency noise at the system level. [34, 35] This technique requires sampled data operation. The low-frequency noise and the offset are, in fact, canceled in two steps, during two nonoverlapping clock phases. In ) is subtracted from the corrupted signal (V S + V N ). If A is the gain of the circuit, the resulting transfer functions are ideally H S = A for the input signal, and (2) where f S denotes the sampling frequency for the offset and the noise. Therefore, if f S » B, and B denotes the bandwidth of the input signal, the in-band noise component is strongly attenuated. A practical implementation of this technique is reported by Malcovati et al. [36] The most important features of this circuit are summarized in Table 17 .6.
The operating principle of the chopper stabilization technique is illustrated in Fig. 17 .5. [37, 38] A noisy operational amplifier with noise corner frequency f Corner is preceded and followed by two identical modulators. The input signal, modulated with a square wave (Ck) having a frequency larger than f Corner , is shifted into a region of the spectrum where the noise of the amplifier is dominated by the thermal component. After amplification, the signal is then modulated again and shifted back into the original band. The offset and the large low-frequency noise of the amplifier, superimposed on the signal by the amplification process, are also modulated and, therefore, pushed to a high frequency, where they can be removed by a subsequent low-pass filter.
This technique is often used in continuous-time systems, since it does not require sampled signals and allows quite good noise figures to be obtained. However, because of operational amplifier nonlinearities, the harmonics of the square wave may give rise to intermodulation products in the signal band and degrade the noise performance of the circuit. Therefore, the operational amplifier has to be designed very carefully, possibly with a bandpass transfer function, to filter the offset and the high-order harmonics.
One of the best implementations of the chopper stabilization technique for microsensor applications is reported by Schaufelbühl et al. [39] and Menolfi and Huang. [40] The most important features of this circuit are summarized in Table 17 .7.
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Current or Charge Output
Sensors that provide a current output include particle detectors, optical sensors, ion-sensitive field effect transistors (ISFET), and magnetic sensors operated in the current (Lorentz) mode. The sensor currents can range from a few picoamperes to several microamperes. Charge preamplifiers are commonly used for very low currents (for example, in particle detectors). [41] [42] [43] [44] [45] [46] [47] [48] Since a long integration time is required, the bandwidth of these circuits is quite small.
A typical structure of a charge preamplifier is shown in Fig. 17 .6. Circuit operation is divided into two phases. First, the charge on the photodiode is integrated on capacitor C F while the voltage across the [39] and by Menolfi and Huang [40] Parameter Value In relatively wideband applications, nonintegrating transimpedance or current amplifiers should be used. [48] [49] [50] [51] [52] [53] [54] [55] [56] These circuits can achieve large amplification, but noise is a critical issue, especially when bipolar transistors are not available.
When the output current is sufficiently large, we can exploit the sensor to replace an active component (such as a current source) in an A/D converter or in a filter, thus minimizing the complexity of the system. In sampled data systems, the switched-current technique [57] can be used to implement auto-zeroed low-noise current amplifiers. In spite of some drawbacks that have not yet been fully solved (namely, charge injection and nonlinearity), this approach deserves further investigation, especially for low-voltage (battery-operated) applications.
As examples, we can consider the charge amplifier reported by Simoni et al. [58] and the current amplifier implemented in bipolar technology discussed by Bolliger et al. [59] The most important features of these two circuits are reported in Tables 17.8 and 17 .9, respectively.
The schematic current amplifier designed for UV sensing applications [59] is shown in Fig. 17.7 . The UV photodiode current and the DC bias 
With b around 200, R 3 = 20 kΩ, and a mirror factor K equal to 2, a transresistance gain of about 10 9 Ω can be achieved.
Impedance Variation
Silicon technologies allow a variety of resistive or capacitive structures whose value is controlled by a physical or a chemical quantity to be fabricated. Resistive sensors are usually based on piezoresistive effects (resistance variations due to stress in the material) or thermal effects (resistivity of conductors changes with temperature). Examples are strain gauges, piezoresistive pressure sensors, resistive Pirani gauges, and temperature sensors. Moreover, chemical sensors can be realized from mate- . rials whose conductivity changes according to the absorption of ambient gases. In contrast, capacitive microsensors are based on the variation in the permittivity or in the thickness of the dielectric layer of a capacitor induced by a physical or chemical quantity. Humidity, chemical compounds, pressure, and acceleration sensors can all be realized with this approach. The magnitude of the capacitive variation can range from hundreds of attofarads to a few picofarads. DC Wheatstone bridges are frequently used to transform resistance variations into voltages and compensate for parasitic effects. Referring to Fig. 17.8 , the output voltage of the bridge is given by (4) The amplitude of the bridge output signal depends on the magnitude of the resistive variation, which can range from a few milliohms to several hundreds of ohms. The whole bridge network, therefore, can be considered as a sensor providing voltage output. [60] [61] [62] When it is not possible or convenient to realize a bridge structure, a resistive sensor may replace any resistor in a circuit, which can therefore deliver an output signal sensitive to the quantity to be measured. For example, it is possible to design an RC oscillator whose output frequency is tuned by the resistive sensor. [63] [64] [65] INTERFACE CIRCUITRY AND MICROSYSTEMS, MALCOVATI, MALOBERTI 919 Capacitive sensors can be read out with an AC bridge or used to build an oscillator. In CMOS technology, it is possible to place the sensor directly in a switched-capacitor circuit, as shown in Fig. 17.9 . [66] [67] [68] [69] [70] In this circuit, the output voltage at the end of clock phase Φ 2 is given by (5) where C 1s is the sensor and C 1r is a reference capacitor equal to the sensor but not sensitive to the quantity to be measured. By choosing suitable values for C 2 , V sen , and V ref , it is possible to detect capacitance variations on the order of tens of attofarads (1 aF = 10 -18 F). [71] A practical implementation of this technique is reported by Gola et al. [72] The most important features of this circuit are summarized in Table 17 .10. 
A/D CONVERTER
A/D converters are becoming the most critical components of microsensor systems because the signal processing is reduced in the analog domain. For example, consider a sensor providing a maximum output signal of 10 mV on top of an offset voltage of ±100 mV (which is the case for Hall devices, for example). If we want to resolve 0.1% step by connecting an A/D converter directly to the sensor and performing the offset cancellation in the digital domain, we need 14-bit resolution. But if we implement some sort of offset cancellation in the analog domain in front of the A/D converter, the required resolution drops to 10 bits.
Before considering the most popular A/D converter architectures in detail, from the microsensor interface circuit point of view, it is useful to recall briefly a few concepts and definitions. The digitalization of an analog signal, or A/D conversion, involves discretization in both time and amplitude. For band-limited signals, sampling at the Nyquist rate (twice the signal bandwidth, or baseband) allows the original signal to be represented fully without distortion. However, discretization in amplitude, or quantization, always introduces an error (quantization error). During the quantization process, in fact, the input signal x is approximated with the closest quantized value x n , giving rise to the quantization error Q = x -x n . By considering Q as a stochastic variable, we can analyze the quantization effect with statistical methods, exploiting the same mathematical tools commonly used to handle noise. The quantization error is, therefore, generally identified as quantization noise. The power of the stochastic variable Q(P Q ) is given by its variance, according to (6) where Δ denotes the quantization step amplitude and ψ(Q) is the probability density of Q (-Δ⁄2 < Q < Δ⁄2). Assuming ψ(Q) to be uniform (ψ = 1⁄Δ), P Q is given by (7) Moreover, the spectrum of the quantization noise is generally considered to be white in the frequency range between DC and the sampling frequency f S . [73] INTERFACE CIRCUITRY AND MICROSYSTEMS, MALCOVATI, MALOBERTI 921
A straightforward way to reduce the quantization error is to increase the resolution of the quantizer, thus making the step size (Δ) smaller (Nyquist rate A/D converters). Another way is to reduce the fraction of the quantization noise in the signal band B by increasing f S above the Nyquist rate (oversampling), as shown in Fig. 17.10 (oversampled A/D converters) . In this case, the resulting in-band quantization noise power is given by (8) where M = 2B/f S is called the oversampling ratio. Naturally, a digital lowpass decimating filter must follow the oversampled A/D converter to eliminate the out-of-band quantization noise and resample the signal at the Nyquist rate. [74] An overview of several different A/D converter architectures, both Nyquist rate and oversampled, with typical resolution and conversion time (expressed in number of clock cycles) is reported in Table  17 .11. The table also considers how well each architecture is suited to microsensor applications.
The use of Nyquist rate A/D converters is imperative in high-frequency applications, such as video processing or high-speed data transmission, because in these cases, oversampling would lead to an impractical speed of operation. Several architectures and algorithms are available to implement Nyquist rate A/D converters. The number of clock periods required to perform a complete conversion cycle and the corresponding hardware complexity are the most distinctive features of each architecture. For example, flash converters perform one conversion per clock period, but they require 2 N comparators and 2 N reference elements, N denoting the desired resolution. By contrast, successive approximation converters need N clock periods to complete one conversion, but they require only one comparator and N reference elements. Subranging, halfflash, and pipeline A/D converters need between two and N clock periods per conversion, with decreasing hardware complexity. At the beginning of each conversion cycle, switch S 1 is closed and the whole capacitive array is charged at the input voltage V in (precharge and [78] [79] [80] [81] 6 bit 1 ⁄ f ck -Subranging and Pipeline A/D Converters [82] [83] [84] [85] [86] 12 bit < N ⁄ f ck = Folding A/D Converters [87] [88] 10 bit < N ⁄ f ck -Successive Approximation A/D Converters [89] [90] [91] [92] 12 bit N ⁄ f ck = Algorithmic A/D Converters [93] [94] [95] 12 bit
Dual-Slope A/D Converters [96] [97] 20 bit auto-zero phase). Then S 1 is opened and capacitor 2 N -1 C, corresponding to the most significant bit (MSB), is connected to V ref (b N -1 is set to one) , while the rest of the array is connected to ground. Due to charge redistribution in the array, the voltage at the input of the comparator becomes (9) If V C < 0, the MSB (b N -1 ) is confirmed to one and stored; otherwise, the MSB is set to zero. The same procedure is then repeated for the next bits. The capacitors that correspond to the already considered bits are connected to V ref if the corresponding bit is one, or to ground if the corresponding bit is zero. At the end of the algorithm, V C is therefore given by (10) with b N -1 … b 0 denoting the digital representation of the input signal. Successive approximation A/D converters are widely used in sensor applications, especially for portable or battery-operated devices, in view of their low power consumption. However, because they rely on accurate analog component matching, their performance may degrade when the chip is exposed to aggressive post-processing steps or environmental conditions. By contrast, flash, half-flash, subranging, and pipeline A/D converters, although very useful for image sensing applications, are definitely impractical for lowfrequency sensor applications, mainly because of their complexity.
Oversampling allows the resolution of an A/D converter to be improved by increasing the sampling frequency. This method alone is not very efficient, however, because we must quadruple the oversampling ratio M to gain one bit of resolution (or to attenuate the in-band quantization noise by 6 dB, according to Eq. (8) . Better efficiency can be obtained by pushing part of the quantization noise outside the baseband while maintaining the oversampling ratio (M) constant, as shown in Fig. 17 .12. This effect, called noise shaping, can be achieved by introducing a suitable negative feedback around the quantizer, which modifies the transfer functions for the input signal (H S ) and for the quantization noise (H Q ). In particular, when H S = 1 and
, the oversampled A/D converter is called an Lth order sigma-delta (ΣΔ) modulator. Thanks to the noise shaping effect, high-resolution ΣΔ modulators with a reasonable oversampling ratio can be realized using a single-bit quantizer (actually, a latched comparator). The quantization noise power spectral density in this case is given by [116] [117] [118] (11)
As usual, by integrating S Q over the baseband, we can calculate the total in-band quantization noise power as (12) The maximum signal-to-noise ratio (the signal-to-noise ratio calculated using the maximum signal amplitude Δ⁄2) is therefore given by (13) The SNR is often used as figure of merit to quantify the accuracy of an A/D converter as an alternative to the number of significant bits (or resolution), N. From the SNR, we can easily calculate N as (14) To remove the out-of-band shaped quantization noise efficiently, the low-pass decimating filter that follows an Lth order ΣΔ modulator must be at least of order L + 1. Usually, it consists of a "sinc" filter with a transfer function (15) INTERFACE CIRCUITRY AND MICROSYSTEMS, MALCOVATI, MALOBERTI 925 The most interesting oversampled A/D converters for sensor applications are first-and second-order ΣΔ modulators. Due to severe stability problems, which degrade the performance, reliability, and robustness of third-order or higher order modulators, their use in microsensor interfaces is generally impractical. Figure 17 .13 shows the block diagram and the linearized model of a first-order ΣΔ modulator. Due to the minimum number of analog components required (an integrator and a latched comparator), first-order ΣΔ modulators are the best candidates for sensor applications. However, because limit cycles (caused by the correlation between input signal and quantization noise) produce unpredictable noise tones in the baseband and degrade the SNR of the circuit, first-order modulators are not often used. Noise tones can be attenuated by introducing a high-frequency dither signal, which makes the input waveform sufficiently chaotic. However, this solution reduces the dynamic range of the modulator and complicates its design. Another approach to solving the problem of limit cycles consists of resetting the integrator of the first-order ΣΔ modulator before each conversion cycle. The block diagram of such a circuit, called an incremental A/D converter, is shown in Fig. 17 .14. Because of the periodic reset, the behavior of this circuit is deterministic rather than stochastic (i.e., for equal input signals, we obtain equal output bitstreams). Moreover, the decimating filter can be reduced to a simple up/down counter.
The incremental conversion algorithm is described by (16) where U and Q denote the output signals of the integrator and the comparator, respectively, and k denotes the current clock period. The N bit digital output signal obtained after 2 N clock periods is therefore given by (17) Second-order ΣΔ modulators are much less sensitive to limit cycles than their first-order counterparts because the quantization noise is a more complex function of the design parameters. Consequently, they are less correlated to the input signal. Also, given the higher order noise shaping, they allow the same resolution to be achieved with a lower oversampling ratio, as shown in Fig. 17 sists of two integrators and a comparator arranged in a closed-loop topology. Moreover, to ensure stability, a second feedback path connects the output of the comparator to the input of the second integrator. Second-order ΣΔ modulators have been intensively used to realize microsensor interfaces because they can maintain a high level of robustness against aging and degradation by trading analog component accuracy with speed of operation. Moreover, they can be easily reconfigured to accept signals from different kinds of sensors.
As an example, consider the fourth-order, single-loop, single-bit sigma-delta modulator reported by Brigati et al. [115] The block diagram and the chip photograph of this circuit are shown in Figs. 17.17 and 17.18, respectively; the performance achieved is summarized in Table 17 .12. [115] Figure 17.18 Chip micrograph of the fourth-order sigma-delta modulator reported by Brigati et al. [118] 
DIGITAL PROCESSING AND OUTPUT INTERFACE
In modern microsensor systems, most of the signal processing is performed in the digital domain. This section presents the most important functions typically included in microsensor systems, with particular emphasis on the wired and wireless output interfaces.
Digital Signal Processing
The most important signal processing functions required for sensor applications are filtering, calibration, and control. Filtering is obviously used to limit signal bandwidth and remove out-of-band spurs or to decimate the output signal of oversampled A/D converters. No particular solution needs to be adopted to implement filters for microsensor applications: Standard digital signal processing and design techniques can be used. Thus this topic will not be considered in detail in this chapter.
The response of integrated sensors is often nonlinear. In many cases, therefore, interface circuits have to include a calibration section to linearize the transfer characteristic of the sensor, avoiding the undesirable and unpredictable effects due to nonlinear terms. Moreover, since aging often modifies the response of the sensor during the lifetime of the device, the programmability of the calibration function is also important.
Linearization and calibration are typically implemented in the digital domain to exploit the flexibility of digital signal processing. The most common techniques for sensor calibration are based on lookup tables or polynomial correction. [119] [120] The last but not least important function typically implemented digitally in microsensor systems is the control of the system operation. This includes the timing generation, the selection of the mode of operation (for example, acquisition, calibration, transmission, and self-test), and the generation of the feedback signal for adjusting the sensor or analog front-end characteristics, mentioned in Section 17.4.
Wired Output Interfaces
A difficult and important task in large measurement and control systems is communication between a central computer and the sensors or the sensor subsystems, which are widely distributed throughout a plant, a building, or a car. The sensor output signals typically have different formats and may not be compatible with the input format of the central computer. Moreover, the number of wires involved can be very large, thus introducing cost and reliability problems.
Serial bus systems are the best candidates to solve these problems, since they require a minimum number of wires and allow simple transmission protocols to be implemented. Several serial bus standards have been proposed in recent years. Among them, the Philips I 2 C (Inter-IC) bus system has been specially developed to interconnect integrated circuits, including sensors. [121, 122] This system allows relatively small distance data transmission through a serial connection using only four lines, namely two power supply lines, a clock line, and a serial data/address line ( Fig.  17.19 ). The maximum transfer rate is 100 kbits/sec. Each device connected to the bus has its own unique 7-bit address and can operate as a transmitter or a receiver. A master starts the data transfer on the bus and generates the required clock signal. At the same time, any bus member, addressed by the master, is considered a slave. The I 2 C bus is a multimaster bus, since more than one device can initiate and terminate a data transmission. However, to avoid degradation of the message, only one device at a time can be the master.
A simplified version of the I 2 C bus system, called I 2 S [122] , has been recently developed especially for sensor applications. In this case, the transmission is controlled by a single master (typically a microprocessor), which interrogates the various slaves (typically the sensors). Finally, depending on the application, specific bus interfaces can be used and possibly be compatible with standard computer systems. Among them, we can cite the SPI bus, the PCI bus, the VXI bus, and the Ethernet. [123] [124] [125] 
Wireless Output Interfaces
In the past few years, new technologies based on infrared or radio transceivers have emerged to interconnect devices without using wires. These technologies are obviously very interesting for microsystem applications, since they allow great reductions in wiring costs.
The most promising approach for wireless interfaces, especially when short-range interconnections (less than 10 m) are required, is the Bluetooth standard. [126] Table 17 .13 summarizes the most important features of the Bluetooth interface. Several fully integrated Bluetooth transceivers are available on the market, either as commercial parts or as IP blocks [127] [128] [129] [130] to be included in custom integrated circuits, thereby allowing the wireless connection feature to be included in microsystems or micromodules without considerable design effort.
Other solutions for wireless interconnections, especially for applications operating over longer ranges, are based on cellular phone standards (GSM, UMTS, DECT) [131] or on wireless LANs (IEEE 802.11b or others). 
CONCLUSIONS
This chapter has addressed the most important issues in the design of sensor interface circuitry and microsystems. The considerations presented show how essential interface circuits are in compensating for sensor shortages and increasing the functionality of microsensor systems. However, designing good interface circuits is not enough to realize microsensor systems with optimal performance and minimum risk. In fact, it is also very important to consider interface circuitry, packaging, and testing issues, right from the design of the very first sensor. All of these aspects have to be taken into account at the specification level, with the objective of creating an optimal system that is not necessarily simply the interconnection of optimum blocks. Although the issues related to sensors and circuitry have been considered in detail in this chapter, packaging and testing contribute significantly to the industrial success or failure of a specific microsensor system and are not less important.
We hope that the world of microsensor system designers will continue to grow in the future under the impetus provided by sales of an everincreasing number of microsensors and micromodules.
