Generally contour matching is di cult, and the problem becomes more di cult when the motion between successive image frames is large. When the image frames are obtained while the camera is in motion, we can use constraints about the scene and the camera. In this paper we propose a contour matching algorithm which guarantees an accurate matching result, even for large motion contours. The key idea is to use epipolar geometry and geometric constraints. This contour matching method can be applied to contours from two or three di erent views. All of the processes are fully automatic and are successfully implemented and tested with many images.
Introduction
When contours move considerably between consecutive image frames, it is di cult to match them using neighborhood intensity information. When the images are contained while the camera is in motion with static scene, or the scene moves with rigid body motion, we can use geometric constraints, which can be utilized in the matching process. The most robust way to match them is to use epipolar geometry along with geometric constraints. This paper describes a contour motion estimation method using epipolar geometry. For further information on epipolar geometry, see 1, 2, 3] . After recovery of epipolar geometry, epipolar constraint is available in matching process. Some researchers have used the epipolar constraint to match several primitives, e.g., points 4], straight lines 5, 6, 7] , both points and straight lines 1], and line segments 8, 9] .
A contour in an image is de ned as a parameterized discrete curve sampled by an image grid. Contours are more general primitives than points or line segments and hence they contain more information about the image. A discrete contour is represented as a set of chained image points. Estimating contour motion is more di cult than that of points or line segments. There are few geometric invariances to apply and it is hard to enforce spatial constraints to image contours. Because of their complexity, it is still di cult to design a good estimation algorithm.
The idea of the algorithm presented in this paper is to enforce the recovered epipolar geometry in the contour matching process. The steps are as follows:
1. Find the contours in each image.
2. Recover the epipolar geometry of two images.
3. Match contours. 4 . Find false matches and re-compute the epipolar geometry.
Rematch contours.
False matches caused by large displacements are reduced using the recovered epipolar geometry. Each step is described in detail in the following sections. Between any two images (or equivalently, any two camera systems) there is an epipolar geometry. It is known that at least eight point matches are needed to recover this epipolar geometry 1]. To obtain the matching points, feature points corresponding to high curvature points are extracted from each image 10, 11] . Then, match candidates between two images are established using a correlation-based technique. There are several approaches that use the epipolar constraint to establish correspondences between two perspective images 12, 13, 14]. For our method, a correlation-based technique similar to the works of Deriche and Faugeras 13] or Xu and Zhang 15] is used to obtain match pairs.
Recovery of Epipolar Geometry
De nition 1 Let X k be a 3D point, x ik and x jk be its projections to image i and image j, respectively, and O i and O j be the optical centers of camera i and camera j, respectively, as shown in Fig. 1 For each point x ik in R i , its epipolar line l jk in R j is the intersection of the epipolar plane de ned by x ik with retinal plane R j . Thus all epipolar planes contain the line O i O j and they intersect R j at a common point, which is e ji . This leads to the following remark.
Remark 2 All epipolar lines of the points in R i pass through the epipole e ji .
If the line linking two optical centers is parallel to the horizontal scanlines of the cameras, the epipolar lines become horizontal too. This is the assumption of many stereo algorithms which have horizontal epipolar lines 15] . In this paper, we will not assume that epipolar lines are parallel to each other. After recovering epipolar geometry we will enforce the epipolar constraint to contour matching.
If the relative camera geometry is known, then, given a pixel, x ik , its epipolar line, l jk , can be computed and its corresponding point, x jk , has only to be searched along l jk rather than in the whole image. This is the well-known epipolar constraint needed for solving structure from motion problems when the intrinsic parameters of the cameras are known.
Longuet-Higgins 16] introduced a linear method called the 8-point algorithm for computing an essential matrix. The essential matrix is used to compute the structure of a scene from two views with calibrated cameras. The essential matrix is called a fundamental matrix in the case of uncalibrated cameras. The fundamental matrix F ij is a 3 3 matrix satisfying for any match pair (x ik ; x jk ) in the two images i and j. The fundamental matrix encapsulates the epipolar geometry of two cameras. The 8-point algorithm for an essential matrix may be used to compute the fundamental matrix. The 8-point algorithm is linear but it is excessively sensitive to noise in the matched points. Hartley 1, 17] improved the 8-point algorithm. He showed that a simple translation and scaling of the points in the image before formulating the linear equations leads to considerable improvement. In our contour matching scheme, Hartley's improved 8-point algorithm is used to compute the fundamental matrix. Then the nonlinear minimization process is used to make the linear solution more accurate. In the following, Hartley's linear 8-point algorithm and the nonlinear minimization procedure are described.
Each point match gives rise to one linear equation dealing with the nine unknown entries of F ij . Since the fundamental matrix F ij is de ned only up to an unknown scale, it is possible to nd a solution with at least 8 point matches. In fact, because of inaccuracies in match pairs, we seek the least-squares solution.
A more accurate solution can then be obtained by using nonlinear minimization with the initial F ij obtained from the previous linear method. From each point, x ik , the corresponding epipolar line, F ij x ik , was computed and the distance to the line, F ij x ik , from the matching point x jk was calculated. This was done in both directions. The cost function to be minimized is the squared sum of the distances of the points from epipolar lines.
Contour Matching
At this point, we assume that the epipolar geometry between two views is recovered. The epipolar geometry plays a key role in contour matching of large motion. A contour matching method which uses the epipolar geometry from two views is described in this section. Let C(S) be a space curve parameterized by arc length S. Let c i (s) and c j (s 0 ) be the projected image curves of C(S) to R i and R j , respectively. The epipolar geometry is shown in Fig. 2 .
Contour epipolar geometry for matching
In the situation illustrated in Fig. 3 , we consider a possible contour correspondence (c i (s); c j (s 0 )). In other words, given a contour c i (s) in image i, we seek its corresponding contour c j (s 0 ) in image j.
The Provided that the epipolar geometry between any two images has no error, there is a contour c j (t 0 ) corresponding to c i (s). Now we want to nd a solution contour, c j (s 0 ), which is a noise perturbed version ofc j (t 0 ). The noise-free contour c j (s 0 ) corresponding to c i (s) must satisfy At this point, contour c j (s 0 ) is just a candidate. Another evaluation process is needed to con rm the correspondence is not an accidental endpoint match. After deciding all of point correspondences of a contour, the contour distance is examined. A contour with a distance that is too large is discarded and we try to match the contour with another one. This contour selection process stops when the average contour distance is less than a prede ned threshold value or the matching fails for every contour. Given a set of points fx ik g of a contour in image i and fx jk g in image j we need to determine the correspondences between the pair of point sets. For a correct F ij , a pair of match points (x ik ; x jk ) must satisfy the epipolar constraint given in Eq. (1). Since we have a rough estimate of F ij , the constraint can be used for matching.
To nd the correspondent of c i (s k ) in image j, we use the epipolar line l j;c i (s k ) . The corresponding point, c j (s 0 k ), is expected to lie on l j;c i (s k ) from the epipolar constraint (see Fig.  4 ).
From the already matched pairs, q nearest neighbors, . 6 ). To remove these kinds of false matches, a major corresponding contour for c i (s) is de ned and all matches to points not on the major corresponding contour are ignored.
De nition 4 Let fc j1 ; : : : ; c jn g be the set of contours in image j that match at least one point on c i and let n c jk be the number of points on c jk that match to points on c i . Then c jk is the major corresponding contour if n c jk is greater than or equal to n c jl for all l, 1 l n; l 6 = k.
Contours other than the major corresponding contour are called minor corresponding contours.
All match points that do not correspond to the major corresponding contour are removed. The epipolar geometry is computed again from the new match pairs.
Again, a search window, W (2nx+1) (2ny +1) , is centered atĉ j (s 0 
Note that c j (s 0 l ); l = 1; : : : ; n 0 ; must be on the major corresponding contour and within the search window.
Algorithm
The contour matching algorithm is summarized as below.
Step 1: Find contours in each image using a zero-crossing edge detector and an edge linker.
Step 2: Find a set of seed matches using a classical correlation-based matching technique.
Step 3: Compute the epipolar geometry from the seed set 17].
Step 4: For each contour point, do steps 5{7.
Step 5: Find the initial estimation (Eq. 2).
Step 6: Match points using the epipolar constraint and correlation score (Eq. 3).
Step 7: Choose the major corresponding contour (Section 3.2). Discard contours which match to minor corresponding contours.
Step 8: Re-compute the epipolar geometry 17].
Step 9: For each contour point, rematch along the contour using the epipolar constraint (Eq. 5).
To recover the epipolar geometry in Steps 3 and 8, at least eight match points are required, though more than eight points are preferable.
Extension to Contour Matching in Three Views
When the correspondences between two views are established, more information can be obtained by matching one of the two views with a third view. We assume that the correspondence relation of two contours, c i (s) in image i and c j (s 0 ) in image j, are known and we want to nd the correspondence relation in image h. In the third view, the expected contourc h (t 00 ) is found by the fundamental matrix F ih and F jh . The unknown corresponding contour c h (s 00 ) can be found in the same way in the two view case, by setting the initial contour asc h (t 00 ) and putting the search window around it.
The only di erence from the two view algorithm in Section 3.3 is the initial estimation process in Step 5. Let (c i (s k ); c j (s 0 k )) be known matches in image i and j. Then the initial estimate,ĉ h (s k ), becomes the intersection of l h;c i (s k ) and l h;c j (s k ) .
Experiments
The contour matching method is applied to several real sequences: the cube box sequence, the mosaic box sequence, and the house sequence. The contours of each sequence are shown in Fig. 8 , and the contour matches are shown in Fig. 9 . The dotted lines in Fig. 9 denote sampled correspondences of contour points. For each sequence, three sets of match pairs were made from four consecutive images. The results of contour matching are summarized in Table 1 . The distributions of epipolar distance are shown in Fig. 10 . The Euclidean distance between a point and its epipolar line, in pixel units, is on the x axis and the frequency of match points is on the y axis. The algorithm matched two contours of very large motion (over 100 pixels) successfully. The performance depends on the initial estimation. Our implementation shows robustness in nding a seed set of image-to-image matches between two images. Rarely, when the process completely fails, the output is poor.
Conclusion
A new contour matching algorithm which uses geometric constraints is presented. Di erent from the general contour matching scheme, the input image sequences in this method are assumed to be obtained from a moving camera. Using an intensity preservation constraint, point matches are obtained and the epipolar geometry of two images is obtained from the match point sets. Contours are matched using the epipolar constraint as well as neighborhood intensity information. The use of epipolar geometry helps the algorithm overcome ambiguities in matching.
Many sequences of images have been tested to con rm the performance of this algorithm. The performance is tested using the Epipolar distance measure which measures the accuracy in image matching problems. According to this measure, the proposed method gave excellent results for the test image sequences. In the worst case, the average epipolar distance is approximately 1.5 pixels.
In cases when the initial seed match set contains many bad matches, the performance of this method may deteriorate. Fortunately, it is easy to nd such a set with good matches using a well-known correlation-based matching algorithm.
The computing time depends on the number of contours and the number of points on the contours. The elapsed time to match 1084 contours (a total of 18831 points) was about 17 seconds including all le operations on an SGI O2 workstation with an R10000 2.6 processor. Although the large motion estimation algorithm is slower than the small motion estimation algorithm, it is faster than other classical correlation-based point matching methods since the recovered epipolar geometry reduces the search space to a small neighborhood region.
