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Abstract
We consider three challenges in multi-block Alter-
nating Direction Method of Multipliers (ADMM):
building convergence conditions for ADMM with
any block (variable) sequence, finding available
block sequences to be fit for ADMM, and de-
signing useful parameter controllers for ADMM
with unfixed parameters. To address these chal-
lenges, we develop a switched control framework
for studying multi-block ADMM. First, since
ADMM recursively and alternately updates the
block-variables, it is converted into a discrete-
time switched dynamical system. Second, we
study exponential stability and stabilizability of
the switched system for linear convergence analy-
sis and design of ADMM by employing switched
Lyapunov functions. Moreover, linear matrix in-
equalities conditions are proposed to ensure con-
vergence of ADMM under arbitrary sequence, to
find convergent sequences, and to design the fixed
parameters. These conditions are checked and
solved by employing semidefinite programming.
1. Introduction
The alternating direction method of multipliers (ADMM) is
usually applied to solve the following convex minimization
problem with N ≥ 3 blocks of variables {xi}Ni=1:
minxi∈Xi,1≤i≤N
∑N
i=1 fi(xi) s.t.
∑N
i=1 Aixi = q, (1)
where Ai ∈ Rm×ni , q ∈ Rm, Xi ⊂ Rni are closed convex
sets, and fi : Rni → R = R
⋃{+∞} are closed proper
convex functions. After the ADMM was originally proposed
in the early 1970s (Glowinski & Marrocco, 1975; Gabay
& Mercier, 1976), it has received increasing attention in
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wide applications, such as in machine learning, computer
vision and signal processing (Chang et al., 2016; Hong
et al., 2016; Wang et al., 2017). Actually, the performance
of these applications heavily depends on the convergence
(at least acceptable accuracy) of ADMMs. It is well-known
that the convergence of two-block ADMM has been proved
in literature (Eckstein & Bertsekas, 1992). When N ≥ 3,
however, the systematic convergence analysis of multi-block
ADMM has been void for a long time.
Recently, global (linear) convergence and sublinear con-
vergence of multi-block ADMM have been proved under
the condition that functions are (strongly) convex and the
penalty factor is restricted to a certain region (Han & Yuan,
2012; Lin et al., 2015b; Sun et al., 2015; Lin et al., 2015a;
2016; Li et al., 2016; Xu et al., 2017; Lu et al., 2017).
Moreover, ADMMs are also extended into parallel or dis-
tributed manners by using a Jacobi-type scheme (Lu et al.,
2016; Deng et al., 2017). However, it is still unclear to
systematically study multi-block ADMMs due to the fol-
lowing disadvantages. First, since these proofs are designed
as an algorithm-by-algorithm basis (Lessard et al., 2016),
it lacks a unified framework to analyze the convergence
problem of multi-block ADMM. Second, most of multi-
block ADMM only consider a persistent block sequence
(i.e., x1, x2 · · · , xN ). This is conservative because it often
leads to divergent algorithms. Third, ADMMs with unfixed
parameters are usually divergent. In practice, it needs an
effective method to design the fixed parameters. Forth, two-
block ADMM is analyzed by adopting the integral quadratic
constraint (IQC) framework (Megretski & Rantzer, 1997)
from control theory, and formulating linear matrix equali-
ties (LMIs) conditions for its linear convergence (Nishihara
et al., 2015). However, it only limits to the simple two-
block ADMM. To study multi-block ADMM intensively,
therefore, we focus on the following three basic challenges.
Challenge 1: Build sufficient conditions to guarantee that
multi-block ADMM is convergent for any block sequence.
For the convergence problem, the first essential question is
whether multi-block ADMM is convergent when there is no
restriction on the block sequences. This basic challenge is
called convergence under arbitrary (block) sequence.
Challenge 2: Find block sequences that makes multi-block
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ADMM convergent. The arbitrary sequence is too strict
to preserve the convergence of multi-block ADMM. How-
ever, it may be convergent under restricted block sequences.
This leads us to find suitable sequences between the block-
variables to ensure the convergence of multi-block ADMM,
instead of the arbitrary sequence.
Challenge 3: Design fixed parameters that drive divergent
multi-block ADMM to be convergent. In fact, it is still pos-
sible to difficultly find a convergent block sequence in the
challenge 2 due to the unsuitable parameters (e.g., penalty
factors, damping factors, and matrices Ai in Eq. (1)). For ex-
ample, a counter example is constructed to show the failure
of three-block ADMM (Chen et al., 2016). This arouses the
third basic challenge that how to construct fixed parameters
to drive divergent ADMM to have a convergent trajectory.
In general, multi-block ADMM decomposes the convex
problem (1) into N smaller subproblems for the block-
variables xi. Specially, it alternately orchestrates switching
between these subproblems, which are solved by recursively
updating the corresponding block-variables. Clearly, this or-
chestration constitutes a block-variable switching sequence
on the N subproblems. Moreover, following the transfor-
mation of two-block ADMM (Nishihara et al., 2015), each
subproblem can be easily converted into a discrete-time
dynamical subsystem. Thus, multi-block ADMM can be
viewed as a discrete-time switched dynamical system that
consists of N different subsystems and a switching rule
between these subsystems (Liberzon et al., 1999). In par-
ticular, the related parameters are correspondingly changed
into the weight matrices of the subsystems.
Based on above discussions, therefore, the three basic chal-
lenges of multi-block ADMM can be solved by analyzing
the switched system with the switched control theory (Lin
& Antsaklis, 2009). Challenge 1 is translated into building
sufficient conditions for the stability of the switched system
under arbitrary switching. Some LMIs conditions for the
related parameters are constructed in subsection 4.1. Chal-
lenge 2 becomes to search for switching pathes on these
conditions to ensure the stability of the switched system
under suitable switching. A recursive search Algorithm 1
is proposed in subsection 4.2. Challenge 3 turns to ana-
lyze the stabilizability of the switched system by designing
feedback controller (regulative parameter matrices). Some
controllers are developed in subsection 4.3. This provides a
practical approach to design the fixed parameters for multi-
block ADMM instances. Overall, our main contributions
are summarized as follows:
• To the best of our knowledge, we are the first to con-
vert multi-block ADMM into a discrete-time switched
dynamical system. The convergence of multi-block
ADMM is analyzed and controlled by studying the
stability and stabilizability of this switched system.
• We propose efficient LMIs conditions to ensure the lin-
ear convergence of multi-block ADMM under arbitrary
sequence, and search for the convergent sequences on
the block-variables. The size of LMIs scales with the
number of the blocks.
• We design useful parameter controllers to drive multi-
block ADMM to be convergent. These controllers are
used to construct linear equality constraints for multi-
block ADMM, and adjust the directions of trajectories
of the variables in the feasible region. It is worth not-
ing that the counter example (Chen et al., 2016) can
converge by designing a parameter controller.
2. Preliminaries
In this section, we give some notations, and introduce the
classical ADMMs and the discrete-time switched system.
2.1. Notations
We give some notations as follows. An index set I is
denoted by {1, · · · , N+1}. A P-norm of y, ‖y‖P, is de-
noted as
√
yTPy. The condition number of A is denoted
as κA = σ1(A)/σp(A), where σ1(A) and σp(A) denote the
largest and smallest singular values of the matrix A. The
Hadamard product of matrices A and B is denoted as A ◦ B.
We denote a m × m identity matrix and zero matrix by
Im and 0m, respectively. A m × n all ones matrix is de-
noted as Jm×n. The i-th m×m identity matrix with ones
on the i-th main diagonal and zeros elsewhere is denoted
as Iim = diag(0, · · · , 1, · · · , 0). We denote the Kronecker
product of matrices A and B by A⊗B. We denote a symmet-
ric matrix
(
X Y
YT Z
)
by
(
X Y
? Z
)
. A positive-definite matrix
A is denoted as A > 0. In general, we let ∇f denote the
gradient of f if it is convex and differentiable, and let ∂f de-
note the subdifferential of f if it is convex. Suppose that the
functions fi : Rni → R = R
⋃{+∞} satisfy the following
assumption.
Assumption 1. For any function fij , i = 1, 2, · · · , N and
j = 1, 2, · · · , ni, there exist constants ν−ij and ν+ij such that
ν−ij ≤
fij(x1)− fij(x2)
x1 − x2 ≤ ν
+
ij , ∀x1, x2, x1 6= x2, (2)
where fij(·) is the gradient or subgradient of fij(·). For
example, fij(·)←
{
= ∇fij(·), fij is strong convex,
∈ ∂fij(·), fij is convex. .
2.2. Classical ADMMs
To solve the problem (1), we consider the augmented La-
grangian function:
Lβ(x1, · · · , xi, · · · , xN , λ) =
∑N
i=1 fi(xi)
+λT (
∑N
i=1 Aixi − q) + β2 ‖
∑N
i=1 Aixi − q‖22,
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with the Lagrange multiplier λ ∈ Rm and a penalty pa-
rameter β > 0. Roughly, most of ADMMs can be catego-
rized into Gauss-Seidel ADMM and Jacobian ADMM. The
Gauss-Seidel ADMMs update a variable xi by fixing others
as their latest versions in a sequential manner (Boyd et al.,
2011), while the Jacobian ADMMs update all the N block-
variables xi (1 ≤ i ≤ N) in a parallel manner (Deng et al.,
2017). The iterative scheme of the Gauss-Seidel ADMM
(GS-ADMM) is outlined below: for 1 ≤ i ≤ N ,
xk+1i =arg minxi fi(xi) +
β
2 ‖
∑
j<i Ajx
k+1
j
+Aixi +
∑
j>i Ajx
k
j + β
−1λk − q‖22
+ 12‖xi − xki ‖2Si ,
λk+1 =λk − γβ(∑Nj=1 Ajxk+1j − q),
(3)
and a general Jacobian ADMM, Proximal-Jacobian ADMM
(PJ-ADMM) (Deng et al., 2017), updates the variable xi in
parallel by: for 1 ≤ i ≤ N ,
xk+1i =arg minxi fi(xi) +
β
2 ‖
∑N
j=1,6=i Ajx
k
j
+Aixi + β−1λk − q‖22 + 12‖xi − xki ‖2Si ,
λk+1 =λk − γβ(∑Nj=1 Ajxkj − q), (4)
where ‖xi‖2Si = xTi Sixi, Si = αiI − βATi Ai (αi > 0)
and γ > 0 is a damping parameter. When Si = 0,
the ADMMs (3) and (4) can be rewritten as the standard
ADMM (Deng & Yin, 2016). When Si = αiI, it corre-
sponds to the standard proximal method (Parikh & Boyd,
2014). The convergent point of (3) and (4) is denoted as
x? = ((x?1)T , · · · , (x?N )T , (λ?)T )T .
2.3. Discrete-time Switched System
Consider a discrete-time switched dynamical system
ξt+1 = Biξt + CiG(ξt) +Diωt + Eiφ, i ∈ I, (5)
with an initialized system state ξ0 = φξ(0) and a control
input ω0 = φω(0), where t ∈ Z+, ξt ∈ Rnξ is the state,
ωt ∈ Rnω is the control input, φ is the offset input, G(·) is a
nonlinear function vector, Bi and Ci ∈ Rnξ×nξ are the state
transition matrices, andDi and Ei ∈ Rnξ×nω are the control
and offset input matrices. The system (5) is constructed for
GS-ADMM, while I = {1}, it becomes a discrete-time
dynamical system for PJ-ADMM.
Usually, it is popular to study the stability and stabilizability
of the system (5) by employing switched quadratic Lya-
punov functions (Daafouz et al., 2002). A global Lyapunov
function is constructed as V (t, ξt) = (ξt)TPσ(t)ξt, where
σ(t) : Z+ → I . The index σ(t) = i is called the active i-th
subsystem at the discrete-time t, and Pi (i ∈ I) is a positive
definite matrix for the Lyapunov function V (t, ξt) of the
i-th subsystem. The stability conditions of the system (5) is
provided by proving that the Lyapunov function V (t, ξt) is
decreasing. For better developing the switched Lyapunov
function for the system (5) in the section 4, we introduce
Finsler’s Lemma (Boyd et al., 1994) as follow.
Lemma 1 (Finsler’s Lemma): Let y ∈ Rm, P ∈ Rn×n and
H ∈ Rn×m such that rank(H) = r < m and P = PT > 0.
The following statements are equivalent:
1) yTPy < 0, ∀Hy = 0, y 6= 0.
2) ∃Y ∈ Rm×n : P + YH + HTYT < 0.
Finsler’s Lemma has been previously used in the control
literature (Fang et al., 2004). Lemma 1 aims to eliminate
design variables in matrix inequalities. In addition, the
definition of global exponential stability for the dynamical
system (5) is now given.
Definition 1. (Wu et al., 2010) The system (5) is said to be
exponential stability, if there exist a constant χ > 0 and a
factor 0 < τ < 1 such that
‖ξt − ξ?‖2 ≤ χτ t‖ξ0 − ξ?‖2. (6)
Definition 1 shows that when the ADMMs are written as
the system (5), they will converge to ξ? if the system (5)
is exponential stable. The system state sequence {ξt} is
said to converge linearly if 0 < τ < 1. When τ (called
convergence rate) is close to 0, ADMMs are fast convergent,
and vice versa.
3. ADMMs as Switched Systems
We convert the classical ADDMs into dynamical systems in
this section. GS-ADMM and PJ-ADMM are transformed
into discrete-time switched dynamical systems in subsec-
tions 3.1 and 3.2, respectively. Before transforming AD-
MMs, we denote Bi, Ci, Di and Ei as follow:
Bi =IiN+1B, Ci = IiN+1C, Di = IiN+1D, Ei = IiN+1E, (7)
B =

1− β
α̂1
− β
α̂1
· · · − β
α̂1
− 1
α̂1
− β
α̂2
1− β
α̂2
· · · − β
α̂2
− 1
α̂2
...
...
. . .
...
...
− β
α̂N
− β
α̂N
· · · 1− β
α̂N
− 1
α̂N−γβ −γβ · · · −γβ 0
 , α̂i =
αi
‖Ai‖2 ,
C =− diag
(
1
α̂1
, · · · , 1
α̂i
, · · · 1
α̂N
, 0
)
,
D =− diag
(
β
α̂1
, · · · , β
α̂i
, · · · , β
α̂N
, γβ
)
, E = D.
We cast ADMMs as a discrete-time switched dynamical
system with state sequences {ξt}, nonlinear functions G(·),
a control input ωt and an offset input φ.
State sequences {ξt}. Denote ξki = Aixki . We define se-
quences {ξt ∈ Rm(N+1)} for GS-ADMM in sequential
manner by
ξt =
(
(ξk+11 )
T , · · · , (ξk+1i−1 )T ,
(ξki )
T , (ξki+1)
T , · · · , (ξkN )T , (λk)T
)T
, (8)
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where t = k(N+1)+i−1 and i is the number of the updated
variables in the k-th iteration of GS-ADMM. Similar to GS-
ADMM, we also define sequences {ξk ∈ Rm(N+1)} for
PJ-ADMM in parallel manner by
ξk =
(
(ξk1 )
T , · · · , (ξki )T , · · · , (ξkN )T , (λk)T
)T
. (9)
In this paper, ξk is denoted as ξt for consistency.
Nonlinear functions G(·). Due to ξki = Aixki , gi : Rm →
R, where gi =
{
fi ◦ A−1i , fi is strong convex,
fi ◦ A†i + SXi , fi is convex.
,
A†i is any left inverse of Ai, and SXi is the {0,∞}-indicator
function. Based on the Assumption 1, a nonlinear function
vector G : Rd(N+1) → R is denoted by
G(·) = (g1(·), · · · , gN (·), gλ(·))T ⊗ Jd×1, (10)
where gi : R → R is used to simply represent a set
{gil}1≤l≤d, gil(·) is the gradient or subgradient of gil(·),
and gλ(·) = 0. Actually, gi(·) satisfies the following form:
µ−i ≤
gi(x1)− gi(x2)
x1 − x2 ≤ µ
+
i , ∀x1, x2, x1 6= x2,
where µ−i = minj{ν−ij/σ21(Ai), ν−ij/σ2p(Ai), 1 ≤ j ≤ ni},
µ+i = minj{ν+ij/σ21(Ai), ν+ij/σ2p(Ai), 1 ≤ j ≤ ni}, ν−ij
and ν+ij are defined in (2). For presentation convenience in
the following, we denote
F1= diag
(
µ−1 µ
+
1 , · · · , µ−Nµ+N , 0
)
,
F2= diag
(
µ−1 +µ
+
1
2 , · · · ,
µ−N+µ
+
N
2 , 0
)
.
(11)
The control input ωt. In this paper, we aim also at designing
the parameter feedback controllers,
ωt = Kiξt, i ∈ I, (12)
where Ki = Ki ⊗ Id, Ki = IiN+1K, K ∈ R(N+1)×(N+1) is
the control matrix. In subsection 4.3, our main objective is
to obtain a suitable parameter matrix K for the system (5).
The offset input φ. We consider the offset input φ =(
qT ,qT , · · · , 0T
)T
∈ Rd(N+1)×1.
3.1. GS-ADMM (3) as a Switched System (13)
Based on above denoted variables and Assumption 1, GS-
ADMM can be written as a discrete-time switched system
in the following Proposition 1.
Proposition 1. Denote system states ξt in (8) with activa-
tion function G(·) in (10). GS-ADMM (3) is converted into
the following switched system
ξt+1 =(B̂i ⊗ Id)ξt + (Ci ⊗ Id)G(ξt)
+ (Ei ⊗ Id)φ, i ∈ I, (13)
where B̂i = Bi or B̂i = Bi + DiKi. Bi, Ci, Di, Ei and Ki
are defined in (7) and (12).
Proposition 1 shows that GS-ADMM (3) is converted into
the switched system (13). The variable xk+1i is updated by
converting it into the system state ξt+1 with the i-th recur-
sive subsystem (B̂i,Ci,Di,Ei) for 1 ≤ i ≤ N . Similarly,
the Lagrange multiplier λk+1 is transformed into theN+1-th
recursive subsystem (B̂N+1,CN+1,DN+1,EN+1). The arbi-
trarily updating sequences among the block variables corre-
spond to the arbitrary switching between these subsystems
on I \ {N+1}. After computing all xk+1i , the system (13)
switches to the N+1-th subsystem. When B̂i = Bi, an
effective way will be provided to study the challenge 1 and
2 of GS-ADMM by analyzing the stability of the switched
system in subsection 4.1 and 4.2. By using the controller
ωt in (12), it also provides a new control method to make
GS-ADMM convergent by B̂i = Bi + DiKi, where Ki is
our solved control matrix in subsection 4.3.
By using the convergent point x? to further simplify the
switched system (13) in the proposition 1, the equilib-
rium point ξ? = ((ξ?1)
T , · · · , (ξ?N )T (λ?)T )T = ((A1x?1)T ,
· · · , (ANx?N )T , (λ?)T )T of (13) is shifted to the origin by
the transformation ξ
t
= ξt − ξ? and G(ξt) = G(ξt − ξ?)−
G(ξ?), which converts the system to the following form:
ξ
t+1
= (B̂i ⊗ Id)ξt + (Ci ⊗ Id)G(ξt), i ∈ I, (14)
where G(·) satisfies G(·) in (10) due to the transformation.
3.2. PJ-ADMM (4) as a Dynamical System (15)
Following the conversion of GS-ADMM, PJ-ADMM can
be considered as a dynamical system in Proposition 2.
Proposition 2. Denote system states ξt in (9) with activa-
tion function G(·) in (10). PJ-ADMM (4) is converted into
the following switched system
ξt+1 =(B̂⊗ Id)ξt + (C⊗ Id)G(ξt) + (E⊗ Id)φ, (15)
where B̂ = B or B̂ = B+DK. B, C, D, E and K are defined
in (7) and (12).
Proposition 2 shows that PJ-ADMM is transformed into a
dynamical system (15) due to the parallel manner. Com-
pared to the Proposition 1, (15) is similar to the switched
system (13) with I = {1}. When B̂ = B, the challenge 1
and 2 of PJ-ADMM will be analyzed by studying the stabil-
ity of the dynamical system in subsection 4.1 and 4.2. When
B̂ = B + DK, the parameter matrix K is designed for the
convergence of PJ-ADMM in subsection 4.3.
Similar to the system (14), by using the transformation the
system (15) is converted to the following form:
ξ
t+1
=(B̂⊗ Id)ξt + (C⊗ Id)G(ξt). (16)
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Remark 1: Similar to the works (Nishihara et al., 2015;
Lessard et al., 2016), the dimension of the parameters ma-
trices in our systems (13) and (15) depends on the number
of the block variables, instead of the size of Ai. Moreover,
these parameters only depend on the norm of the Ai, that is,
α̂i =
αi
‖Ai‖2 .
Remark 2: Our systems (13) and (15) are different from the
dynamical systems in the related literature (Nishihara et al.,
2015; Lessard et al., 2016; Hu & Lessard, 2017; Hu et al.,
2017). First, in these literature, the gradient or subgradient
of fi(·) is regarded as the control input ωt, while it is used
as a part of our systems since it is the self-driving force in
the ADMMs. Second, we can make the systems stable by
designing the parameter controller ωt, which provides a
new regularization method for the ADMMs.
4. Switched Control Theory for ADMMs
In above section, multi-block ADMM are casted as discrete-
time switched systems (14) and (16). In this section, we
solve the three basic challenges of multi-block ADMM by
employing the switched control theory. First, we study sta-
bilities of the switched systems for linear convergence of
multi-block ADMM under arbitrary sequence in subsection
4.1. Second, we find convergent sequences for GS-ADMM
by searching for stable switching subsystems in subsection
4.2. Third, we design parameter controllers to stabilize
the switched systems for driving multi-block ADMM with
unfixed parameters to be convergent in subsection 4.3. Fi-
nally, a geometric interpretation for the designed parameter
controllers is presented in subsection 4.4.
4.1. Building Convergence Conditions for Challenge 1
In this subsection, we propose linear convergence condi-
tions for GS-ADMM under arbitrary sequence by employing
switched quadratic Lyapunov functions (SQLFs) (Daafouz
et al., 2002) to study the exponential stability of the switched
system (14) with B̂i = Bi.
Theorem 1. Suppose that Assumption 1 holds. Fixing
0 < τ < 1, if there exist (N+1)×(N+1) positive definite
matrices Pi = PTi > 0 (i ∈ I) and nonnegative constants
Γ = diag(ι1, · · · , ιN+1) > 0 such that the linear matrix
inequalities: ∀(i, j) ∈ I × I,(
BTi PjBi − τ2Pi + ΓF1 BTi PjCi + ΓF2
? CTi PjCi + Γ
)
< 0, (17)
where F1 and F2 are defined in (11), then GS-ADMM under
arbitrary sequence is linear convergent, that is,
‖ξt − ξ?‖2 < min
(i,j)∈I×I
{√
κPij
}
τk‖ξ0 − ξ?‖2, (18)
where Pij = diag(Pi,Pj).
By using the Finsler’s Lemma, we obtain a new Theorem.
Theorem 2. Suppose that Assumption 1 holds. Fixing 0 <
τ < 1, if there exist (N+1)×(N+1) positive definite matrices
Pi = PTi > 0, matrices U1i,U2i,U3i ∈ R(N+1)×(N+1) (i ∈
I) and nonnegative constants Γ = diag(ι1, · · · , ιN+1) > 0
such that the linear matrix inequalities: ∀(i, j) ∈ I × I,Ξ11 Ξ12 BTi UT3i − U1i? Ξ22 CTi UT3i − U2i
? ? Pj − UT3i − U3i
 < 0, where (19)
[
Ξ11 = U1iBi + BTi U
T
1i − τ2Pi + ΓF1, Ξ12 = BTi
UT2i + U1iCi + ΓF2, Ξ22 = C
T
i U
T
2i + U2iCi + Γ,
]
,
F1 and F2 are defined in (11), then GS-ADMM under
arbitrary sequence is linear convergent.
Theorems 1 and 2 provide two sufficient LMIs conditions
to guarantee the linear convergence of GS-ADMM under
arbitrary sequence in (3) by ensuring the exponential stabil-
ity of the switched system (14). These conditions directly
construct the relationship between the parameters (i.e., α̂i,
β, γ, F1, F2) and the convergence rate τ by using SQLFs.
Based on the fixed parameters and τ , the conditions (17)
or (19) with the variables Pi,U1i,U2i,U3i and Γ are easily
solved by LMIs toolbox (Boyd et al., 1994) in the Matlab.
Moreover, the minimal rate τ can be found by performing
a binary search over τ to satisfy the conditions. To further
simplify these conditions, we employ common quadratic
Lyapunov functions (CQLFs) (Mason & Shorten, 2004),
that is, V (t, ξt) = (ξt)TPξt with P = PT > 0, for the
system (14) and have the following Corollary 1.
Corollary 1. Suppose that Assumption 1 holds. Fixing
0 < τ < 1, if there exist a (N+1)×(N+1) positive
definite matrix P = PT  0 and nonnegative constants
Γ = diag(ι1, · · · , ιN+1) > 0 such that the linear matrix
inequalities: ∀i ∈ I,(
BTi PBi − τ2P + CF1 BTi PCi + ΓF2
? CTi PCi + Γ
)
< 0,
where F1 and F2 are defined in (11), then GS-ADMM under
arbitrary sequence is linear convergent.
Remark 3: Our conditions for multi-block GS-ADMM
come from the switched control theory (Liberzon et al.,
1999), while the general analysis of two-block GS-ADMM
(Nishihara et al., 2015) is based on the IQC method (Megret-
ski & Rantzer, 1997). Although the analysis can be extended
for multi-block GS-ADMM by using a constant penalty pa-
rameter, it is conservative as this parameter is used to fix
all block variables.
Remark 4: When the gradient of nonlinear functions gi(x)
can be (approximately) linearized as gi(x) = gix (1 ≤ i ≤
N), where gi is a linearized parameter. For example, the
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functions fi are quadratic form. The related theories are
presented in Section S6 in supplementary materials.
Note that since the system (16) only has one subsystem with
B̂ = B and C, these LMIs conditions with i = j = 1 in
Theorems 1, 2, and Corollary 1 are also suitable for the
linear convergence of PJ-ADMM under arbitrary sequence.
4.2. Finding Switching Sequences for Challenge 2
In the above subsection, we provide some sufficient LMIs
conditions to guarantee that GS-ADMM is linear conver-
gent under arbitrary or given sequences on I. However,
arbitrary sequences are over strict to GS-ADMM since the
different block sequences will result in different (convergent
or divergent) trajectories. For instance, GS-ADMM (3) is
difficult to be guaranteed the convergence even if each block
variable is convergent. Thus, it is very important to build
convergent block sequences on I. We provide a solution to
find the convergent sequences in this subsection.
According to the Theorems 1 and 2, these sufficient con-
ditions are provided to search for a convergent block se-
quence on I , which correspond to the block variables in GS-
ADMM (3). This problem is to find a switching sequence
S = S[1, · · · , N+1] on I ×I , which satisfies the condition
ΨS[i]S[i+1] < 0 (1 ≤ i < N+1) and ΨS[1]S[n] < 0 in (17) or
(19). It is similar to the classical n Queens problem. Thus,
the convergent block sequences can be found by Algorithm
1 RecursiveSearch(S, 1). This backtracking algorithm is
effective for the challenge 2 although it is simple and old.
Note that Corollary 1 provides another sufficient condition
to check whether there exists a positive symmetric matrix
such that all subsystems are strictly complete. Thus, GS-
ADMM under all the block-switching sequences is conver-
gent if the condition (17) is satisfied. the block sequences
are not significant for PJ-ADMM because they updates the
block variables in parallel manner. Thus, we do not consider
the sequences problem in PJ-ADMM.
4.3. Designing Parameter Controllers for Challenge 3
Given the related parameters α̂i, β and γ, it is still difficult
to find the convergence conditions and build the convergent
block sequences for multi-block ADMM. In this subsection
we can control the parameters by designing controllers to
stabilize the switched systems for the convergence of multi-
block ADMM. For simplification, given a N×M matrix W,
the (i, j)-th entry and the i-th row vector are denoted as wij
and wi = (wi1, · · · , wij , · · · , wiM ), respectively.
4.3.1. CONTROLLING GS-ADMM (3)
GS-ADMM (3) can be controlled by parameter matrices
Ki in ωt (12). Ki (The red characters are used to show the
parameter controllers in ADMMs) only has the i-th row
Algorithm 1 RecursiveSearch(S, r)
if r = n+ 1&&ΨS[1]S[n]  0 in Eqs. (17) or (19)
print S
else
for j ← 1 to n
legal← True
for i← 1 to r − 1
if Ψij  0 in Eqs. (17) or (19)
legal← False
if legal
S[r]← j
RecursiveSearch(S, r + 1)
nonzero vector ki = (ki1, · · ·, kij , · · ·, ki(N+1)), which is
used to improve the i-th updating rule in GS-ADMM (3) as
the following form:
xk+1i =arg minxi fi(xi) +
β
2 ‖(1 + kii)Aixi
+
∑
j<i(1 + kij)Ajx
k+1
j
+
∑
j>i(1 + kij)Ajx
k
j
+β−1(1 + ki(N+1))λk − q− q̂i‖22
+ 12‖xi − xki ‖2Si ,
λk+1 =(1 + k(N+1)(N+1))λ
k
−γβ(∑Nj=1(1 + k(N+1)j)Ajxk+1j
−q− q̂i),
(20)
where Si = αiI − β(1 + kii)ATi Ai, and q̂i =∑N
j=1 kijAjx
?
j + ki(N+1)λ
?. The improved GS-ADMM
(20) is constructed by adding equality constraints∑N
j=1 kijAjxj + ki(N+1)λ = q̂i, i ∈ I, (21)
into the original GS-ADMM (3). ki is used to change the
direction of the trajectory ξ
t
i = Aixti into a convergent
region to improve the linear convergence of GS-ADMM.
More analyses are discussed in subsection 4.4.
Now, we give the following theory to obtain the parameter
control matrices Ki. According to the Proposition 1 and the
transformation, the improved GS-ADMM (20) is changed
into the switched system (14) with B̂i = Bi + DiKi. Based
on Theorem 2, Ki is designed in the following Theorem 3.
Denote the (i, i)-th entry of diagonal matrix Di by di.
Theorem 3. Suppose that Assumption 1 holds. Fixing
0 < τ < 1, if there exist (N+1)×(N+1) positive
definite matrices Pi = PTi > 0, matrices U3i,V =
diag(v1, · · · , vN+1) ∈ R(N+1)×(N+1) (i ∈ I) and nonneg-
ative constants Γ = diag(ι1, · · · , ιN+1) > 0 such that the
linear matrix inequalities: ∀(i, j) ∈ I × I,−τ2Pi + ΓF1 ΓF2 BTi UT3i + IiN+1V? Γ CTi UT3i
? ? Pj − UT3i − U3i
 < 0, (22)
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where F1 and F2 are defined in (11), then Ki =
vi
di
(U−13i IiN+1)T (i ∈ I) drive that GS-ADMM under ar-
bitrary sequence is linear convergent.
Theorem 3 provides an efficient method to design the pa-
rameter controllers Ki (i ∈ I) to make GS-ADMM linear
convergent by stabilizing the switched system (14). By
collecting all Ki, the parameter matrix K is established by
stacking the i-th row vector of Ki.
4.3.2. CONTROLLING PJ-ADMM (4)
In this subsection, PJ-ADMM (4) can be controlled by the
parameter matrix K. In particular, the i-th row nonzero
vector ki = (ki1, · · ·, kij , · · ·, ki(N+1)) of K is designed to
revise the i-th updating rule in PJ-ADMM (4) as:
xk+1i =arg minxi fi(xi) +
β
2 ‖(1 + kii)Aixi
+
∑N
j=1, 6=i(1 + kij)Ajx
k
j
+β−1(1 + ki(N+1))λk − q− q̂i‖22
+ 12‖xi − xki ‖2Si ,
λk+1 =(1 + k(N+1)(N+1))λ
k
−γβ(∑Nj=1(1 + k(N+1)j)Ajxkj
−q− q̂i),
(23)
where Si and q̂i are defined in (20). Similar to the improved
GS-ADMM, the improved PJ-ADMM (23) is constructed
by adding the constraint (21) into the original GS-ADMM
(4). It is transformed into the switched system (16) with
B̂ = B + DK. Following the Theorem 3, K is established
in the following Corollary 2.
Corollary 2. Suppose that Assumption 1 holds. Fixing
0 < τ < 1, if there exist (N+1)×(N+1) positive definite
matrices P = PT  0, matrices U3,V,H ∈ R(N+1)×(N+1)
and nonnegative constants Γ = diag(ι1, · · · , ιN+1) > 0
such that the linear matrix inequalities:−τ2P + ΓF1 ΓF2 BTUT3 + HTDT? Γ CTUT3
? ? P− UT3 − U3
 < 0, (24)
and U3D = DV, (25)
where F1 and F2 are defined in (11), then K = V−1H drives
that PJ-ADMM is linear convergent.
Corollary 2 builds the parameter controller K to obtain the
linear convergence of divergent PJ-ADMM by stabilizing
the system (16). In fact, the the trajectory of each variable is
adjusted by the corresponding row vector of K. Following
the linear transformation in Remark 5, the control theories
are proposed in Section S7 in supplementary materials.
Discussion: The convergence of two-block ADMM (Nishi-
hara et al., 2015) and some gradient methods (i.e. the Heavy-
ball method and Nesterov’s accelerated method) (Lessard
et al., 2016; Hu & Lessard, 2017) were proved by using the
integral quadratic constraint (IQC) (Megretski & Rantzer,
1997). In addition, IQC was also used to analyze the stochas-
tic optimization methods (Hu et al., 2017), and an optimized
network (OptNet) architecture was presented to integrate dif-
ferentiable optimization problems (specifically, in the form
of quadratic programs) (Amos & Kolter, 2017). However,
these methods do not analyze multi-block ADMM algo-
rithms with multi-variable. More importantly, all of them
do not consider the parameter control problem in these al-
gorithms. We employ the switched control theory to design
and control the multi-block ADMM algorithms.
4.4. A Geometric Interpretation for Controllers
In this subsection, we give a geometric interpretation to bet-
ter understand the parameter controllers Ki for GS-ADMM
and K for PJ-ADMM. We first show the geometric shapes
of GS-ADMM and PJ-ADMM. Following the Propositions
1, 2 and the transformations in the subsection 3, GS-ADMM
(3) and PJ-ADMM (4) are transformed into the system (14)
with B̂i = Bi and the system (16) with B̂ = B, respec-
tively. Considering one block variable ξi = ξi − ξ?i , where
ξi = Aixi and ξ?i = Aix?i , their updating rules are converted
into the recursive forms:
ξ
k+1
i =−
∑
j<i
β
α̂i
ξ
k+1
j + (1− βα̂i )ξ
k
i
−∑Nj>i βα̂i ξkj − 1α̂i λk − 1α̂i Gi(ξki ), (26)
ξ
k+1
i =− 1α̂i λ
k
+ (1− β
α̂i
)ξ
k
i −
∑N
j=1, 6=i
β
α̂i
ξ
k
j
− 1
α̂i
Gi(ξki ).
(27)
Following in a real space (ξ1, · · · , ξN , λ), the trajectory of
the variable ξi is based on a gradient term − 1α̂iGi(ξi) and a
hyperplane P1 pattern with a normal (or parameter) vector
bi = [− βα̂1 , · · · ,−
β
α̂i−1
, 1− βα̂i ,−
β
α̂i+1
, · · · ,− βα̂i ,− 1α̂i ] in
the left of Fig. 1. Given an initial point ξ
0
, since the purple
trajectory ξ
t+1
i is computed by (26) or (27), its direction is
determined by the parameter vector bi, which corresponds
to the i-th row vector of the parameter matrices Bi or B.
When this purple trajectory is divergent in the right of Fig. 1,
it is desired to find a suitable normal vector to make ξ
t+1
i
convergent. Our parameter controllers Ki and K are used
to control GS-ADMM and PJ-ADMM. Their improved ver-
sions are shown in (20) and (23), which are converted into
the system (14) with B̂i = Bi + DiKi and the system (16)
with B̂ = B + DK, respectively. Similar to (26) and (27),
the new rules of ξi are changed into the recursive forms:
ξ
k+1
i =−
∑
j<i
β
α̂i
(1 + kij)ξ
k+1
j
+(1− β
α̂i
(1 + kii))ξ
k
i −
∑N
j>i
β
α̂i
(1 + kij)ξ
k
j
− 1
α̂i
(1 + ki(N+1))λ
k − 1
α̂i
Gi(ξki ),
(28)
ξ
k+1
i =−
∑N
j=1,6=i
β
α̂i
(1 + kij)ξ
k
j
+(1− β
α̂i
(1 + kij))ξ
k
i
− 1
α̂i
(1 + ki(N+1))λ
k − 1
α̂i
Gi(ξki ).
(29)
Convergence Analysis and Design of Multi-block ADMM via Switched Control Theory
P
1
P2

Trajectory of 
each step
Controlling trajectory
of each step
Convergent Trajectory
Divergent Trajectory
Figure 1. Left: Based on a real space (ξ1, · · · , ξN , λ), a purple trajectory of the i-th variable ξi in each updating step is synthetized by a
hyperplane P1 with the parameter normal vector bi. Middle: A scarlet trajectory of the i-th variable ξi is controlled by a hyperplane P2
with a new parameter normal vector b̂i = bi + kiiki. Right: The divergent and convergent trajectories are plotted in the area Ω.
The vector ki is designed to update bi as a new parameter
vector b̂i for the hyperplane P2 pattern in the middle of
Fig. 1, where b̂i = bi + diiki and dii = − βα̂i . Thus, the
direction of the trajectory ξ
t+1
i is intuitively improved by
the vector b̂i. For example, the purple trajectory is revised
as the scarlet trajectory in the right of Fig. 1.
Why the parameter controllers ω(ξ) = DKξ does not
change the equilibrium point ξ? = 0 of PJ-ADMM?
First, the system (16) with B̂ = B has the unique equilib-
rium point ξ
?
= 0 since the problem (1) is convex. Second,
ξ
?
= 0 is an equilibrium point of the system (16) with
B̂ = B + DK because of ω(ξ?) = DKξ? = 0. Third, the
corresponding optimization problem is still convex because
the feedback controller is a linear equality constraint. Thus,
the equilibrium point ξ
?
= 0 is unique for the system (16)
with B̂ = B + DK. In fact, the key idea is to let the action
of the ADMMs at any moment in time depend on the actual
behavior of the the ADMMs that is being controlled. This
idea imposes a certain ’smart’ controller, which decides on
the direction of the variables in the next moment. Similarly,
ω(ξi) = DiKiξi does not change the equilibrium point
ξ
?
i = 0 of GS-ADMM.
An example. Here we consider the following strongly con-
vex problem with three variables (Chen et al., 2016):
min
x1,x2,x3
0.05x21 + 0.05x
2
2 + 0.05x
2
3, (30)
s.t. A1x1 + A2x2 + A3x3 = 0,
where A1 = [1, 1, 1]T , A2 = [1, 1, 2]T and A3 = [1, 2, 2]T .
The unique equilibrium point is x1 = x2 = x3 = 0. By
employing the PJ-ADMM with the parameters β = 1,
γ = 1, and Lagrange multipliers λ = [λ1, λ2, λ3]T
to solve this problem (30), it is divergent (Chen et al.,
2016). Based on our Proposition 2, the problem (30) is
transformed into a the dynamical system (16) with the
state ξ = (x1, x2, x3, λ1, λ2, λ3)T . By employing the
condition in Corollary C6 (in Section S7) or Corollary
2 with β = 1, γ = 1, α = 1 and τ = 0.9, we design a
parameter matrix K to control the divergent ADMM, where
K =

−0.6500 0.0400 0.0100 0.1000 −0.2000 −0.0000
0.0400 −0.7200 0.0200 −0.0000 −0.2000 0.2000
0.0100 0.0200 −0.8800 0.1000 −0.0000 0.1000
0.1000 −0.0000 0.1000 −1.0000 0.0000 0.0000
−0.2000 −0.2000 0.0000 0.0000 −1.0000 0.0000
−0.0000 0.2000 0.1000 −0.0000 −0.0000 −1.0000
 .
Each row vector of K is used to construct a linear equality
constraint for the corresponding variable. For instance,
k1 = (−0.65, 0.04, 0.01, 0.10,−0.20, 0.00) creates a
constraint (hyperplane) −0.65x1 + 0.04x2 + 0.01x3 +
0.10λ1 + 0.20λ2 + 0λ3 = 0 for x1. The normal vector
k1 to adjust the direction of the trajectory of x1. Similar
to (23), the controller ω(ξ) = Kξ is added into the the
divergent ADMM to make it convergent for solving the
problem (30).
Note that all proofs of our theories and more numerical
experiments are respectively provided in Sections S8 and
S9 in supplementary materials.
5. Conclusion
In this paper, we developed a switched Lyapunov framework
to study the three basic problems of multi-block ADMM:
building the convergence under arbitrary or given switching
sequences, finding convergent switching sequences, and de-
signing the fixed parameters. First, we employed switched
quadratic Lyapunov functions to provide sufficient condi-
tions to guarantee that multi-block ADMM is convergent.
Second, based on the sufficient conditions, we proposed a
backtracking algorithm to search for the convergent switch-
ing sequences. Third, we designed parameter controllers
to make multi-block ADMM convergent. These controllers
were in essence equality constraints to reduce the complex-
ity of the original multi-block ADMM. Finally, a geometric
interpretation showed the parameter controllers adjusted di-
rections of trajectories of the variables. More importantly,
this paper provided a new direction to analyze the multi-
block ADMM by employing the switched control theory.
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Control Theory: Supplementary Material
Classical ADMMs
Classical ADMMs can be categorized into Gauss-Seidel ADMM and Jacobian ADMM. The iterative scheme of the
Gauss-Seidel ADMM (GS-ADMM) is outlined below: for 1 ≤ i ≤ N ,{
xk+1i =arg minxi fi(xi) +
β
2 ‖
∑
j<i Ajx
k+1
j + Aixi +
∑
j>i Ajx
k
j + β
−1λk − q‖22 + 12‖xi − xki ‖2Si ,
λk+1 =λk − γβ(∑Nj=1 Ajxk+1j − q), (S31)
A general Jacobian ADMM, Proximal-Jacobian ADMM (PJ-ADMM), updates the variable xi in parallel by: for 1 ≤ i ≤ N ,{
xk+1i =arg minxi fi(xi) +
β
2 ‖
∑N
j=1,6=i Ajx
k
j + Aixi + β−1λk − q‖22 + 12‖xi − xki ‖2Si ,
λk+1 =λk − γβ(∑Nj=1 Ajxkj − q), (S32)
where ‖xi‖2Si = xTi Sixi, Si = αiI− βATi Ai (αi > 0) and γ > 0 is a damping parameter.
S6. Building Convergence Conditions for Challenge 1 with Linear Transformation
We consider a linear transformation of the switched systems. When the gradient of nonlinear functions gi(x) can be
(approximately) linearized as gi(x) = gix (1 ≤ i ≤ N), where gi is a linearized parameter. For example, fi is a quadratic
function, or the popular proximal function Proxθg(x) = arg miny{θg(x)− ||x− y||2} can be transformed as the following
form Proxθg(x) = gx, where g =
{
|x|−θ
|x| , if |x| > θ,
0, otherwise.
. The nonlinear function G(ξ) in Eq. (10) in the main body is
linearized as G(ξ) = (Gi ⊗ Id)ξ, where Gi = IiN+1G and G = diag (g1, · · · gN , 0). Thus,
S6.1. linearized GS-ADMM
The switched system in Eq. (14) in the main body for GS-ADMM is rewritten as a following linear switched system:
ξ
t+1
= (Bi ⊗ Id)ξt, i ∈ I, (S33)
where Bi = B̂i + CiGi. Based on the Corollary 1, Theorems 1 and 2 in the main body, we have the following Corollary C1.
Corollary C1. Suppose that Assumption 1 holds. Fixing 0 < τ < 1, the linearized GS-ADMM under arbitrary sequence
is linear convergent, if there exist (N+1)×(N+1) positive definite matrices P = PT > 0, Pi = PTi > 0, and matrices
U1i,U3i ∈ R(N+1)×(N+1) (i ∈ I) such that the linear matrix inequalities:∀(i, j) ∈ I × I,(
U1iBi + B
T
i U
T
1i − τ2Pi B
T
i U
T
3i − U1i
? Pj − UT3i − U3i
)
< 0, (S34)
or ∀(i, j) ∈ I × I,
BTi PjBi − τ2Pi < 0, (S35)
or ∀i ∈ I,
BTi PBi − τ2P < 0. (S36)
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Two conditions in Corollary C1 are provided for the linear convergence of the linearized GS-ADMM as it is used to solve the
convex problem in Eq. (1) in the main body with the linearized gradients of the functions, such as Quadratic Programming
problems.
S6.2. linearized PJ-ADMM
Similar to the linearized GS-ADMM, the system in Eq. (16) for PJ-ADMM in the main body is rewritten as a following
linear system:
ξ
t+1
= (B⊗ Id)ξt, (S37)
where B = B̂ + CG. Based on the Corollary C1, we have the following corollary C2.
Corollary C2. Suppose that Assumption 1 holds. Fixing 0 < τ < 1, the linearized PJ-ADMM is linear convergent, if there
exist (N+1)×(N+1) positive definite matrices P = PT > 0, and matrices U1,U3 ∈ R(N+1)×(N+1) such that the linear
matrix inequalities: (
U1B + B
TUT1 − τ2P B
TUT3 − U1
? P− UT3 − U3
)
< 0, (S38)
or
BTPB− τ2P < 0. (S39)
S7. Designing Parameter Controllers for Challenge 3 with Linear Transformation
Following the linear transformation in the above section, in this subsection we can control the parameters by designing
controllers to stabilize the linear switched control systems for the convergence of ADMMs with linear transformation.
S7.1. Controlling GS-ADMM (S40) with Linear Transformation
The switched system in Eq. (14) in the main body is rewritten as the following linear switched control system:
ξ
t+1
= ((Bi + DiKi)⊗ Id)ξt, i ∈ I, (S40)
where Bi = Bi + CiGi is defined in (S33).
Based on the conditions (S34) in the Corollary C1, it easily obtains the Corollary C3 to design the parameter controllers Ki
for the linear switched control system (S40).
Corollary C3. Suppose that Assumption 1 holds. Fixing 0 < τ < 1, if there exist (N+1)×(N+1) positive definite matrices
Pi = PTi  0, any matrices U3i,V = diag(v1, · · · , vN+1) ∈ R(N+1)×(N+1) (i ∈ I) such that the linear matrix inequalities:
∀(i, j) ∈ I × I, (
−τ2Pi BTi UT3i + IiN+1V
? Pj − UT3i − U3i
)
 0, (S41)
then Ki = vidi (U
−1
3i IiN+1)T (i ∈ I) drive that the linearized GS-ADMM under arbitrary sequence is linear convergent.
According to the condition (S35) in Corollary C1, it is difficult to solve the Ki because one can easily show that the resulting
inequalities are not jointly convex on Pj and Ki. So, we consider the condition (S36) in Corollary C1 by employing the
CQLFs (Mason & Shorten, 2004) for the system (S40). Thus, the condition (S36) is written as:
(Bi + DiKi)TP(Bi + DiKi)− τ2P < 0, ∀i ∈ I.
Generally, the problem of solving numerically the above form for (P,Ki) is very difficult since it is nonconvex. In order to
make this problem numerically well tractable, a sufficient condition is given in the following corollary by employing the
Schur complement (Boyd et al., 1994). Therefore, we have the following Corollary C4.
Corollary C4. Suppose that Assumption 1 holds. Fixing 0 < τ < 1, if there exist matrices Ni (i ∈ I) and positive definite
matrices Q = QT  0 such that: (−Q BiQ + DiNi
? −τ2Q
)
< 0, ∀i ∈ I, (S42)
then Ki = NiQ−1 (i ∈ I) drives that the linearized GS-ADMM under arbitrary sequence is linear convergent.
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S7.2. Controlling GS-ADMM (S43) with Linear Transformation
The switched system in Eq. ((16) in the main body is rewritten as the following linear switched control system:
ξ
t+1
= ((B + DK)⊗ Id)ξt, (S43)
where B = B + CG is defined in (S37).
Similar to the controlling GS-ADMM (S40), we have the following Corollary C5 based on the condition (S38) in Corollary
C2.
Corollary C5. Suppose that Assumption 1 holds. Fixing 0 < τ < 1, if there exist (N+1)×(N+1) positive definite matrices
P = PT  0, and matrices U,V,H ∈ R(N+1)×(N+1) such that the linear matrix inequalities:(
−τ2P BTUT + HTDT
? P− UT − U
)
< 0, and UD = DV, (S44)
then K = V−1H drives that the linearized PJ-ADMM is linear convergent.
According to the condition (S39) in Corollary C2, the following Corollary C6 is held by by employing the Schur complement
(Boyd et al., 1994).
Corollary C6. Suppose that Assumption 1 holds. Fixing 0 < τ < 1, if there exist matrices N and positive definite matrices
Q = QT  0 such that: (−Q BQ + DN
? −τ2Q
)
< 0, ∀i ∈ I, (S45)
then K = NQ−1 drives that the linearized PJ-ADMM is linear convergent.
S8. Proofs
Proof of Proposition 1: It is proved by calculating the gradient or the subgradient of xi-subproblem in GS-ADMM and set
it to zero. Using the fact that Ai has full rank and denoting that ξki = Aixki , the updating rule for xi from GS-ADMM (S31)
can be rewritten as follows:
xk+1i =A
−1
i arg min
ξi
fi(A−1i ξi) +
β
2
‖
∑
j<i
ξk+1j + ξi +
∑
j>i
ξkj + β
−1λk − c‖22 +
αi
2
‖xi − xki ‖2 −
β
2
‖ξi − ξki ‖2. (S46)
Since ‖ξi − ξki ‖2 ≤ ‖Ai‖2‖xi − xki ‖2, multiplying through by Ai the problem (S46) is transformed into
ξk+1i =arg min
ξi
gi(ξi) +
β
2
‖
∑
j<i
ξk+1j + ξi +
∑
j>i
ξkj + β
−1λk − c‖22 +
αi
2‖Ai‖2 ‖ξi − ξ
k
i ‖2 −
β
2
‖ξi − ξki ‖2. (S47)
Denote α̂i = αi‖Ai‖2 . The problem (S47) implies that
ξk+1i =ξ
k
i −
β
α̂i
(
∑
j<i
ξk+1j +
∑
j≥i
ξkj )−
1
α̂i
λk − 1
α̂i
gi(ξ
k+1
i ) +
β
α̂i
c,
where gi(·) is defined in Eq. (10) in main body, and since gi(xk+1i ) is difficult to be directly calculated, it is approximated
by gi(xki ), and we have,
ξk+1i =ξ
k
i −
β
α̂i
(
∑
j<i
ξk+1j +
∑
j≥i
ξkj )−
1
α̂i
λk − 1
α̂i
gi(ξ
k
i ) +
β
α̂i
c, (S48)
We denote that
ξt =((ξk+11 )
T , · · · , (ξk+1i−1 )T , (ξki )T , (ξki+1)T , · · · , (ξkN )T , (λk)T )T ,
ξt+1 =((ξk+11 )
T , · · · , (ξk+1i−1 )T , (ξk+1i )T , (ξki+1)T , · · · , (ξkN )T , (λk)T )T ,
where t = k(N+1) + i− 1 and i is the number of the updated variables in the k-th iteration of GS-ADMM.
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Thus, Eq. (S48) is transformed into the i-th subsystem
ξt+1 =(B̂i ⊗ Id)ξt + (Ci ⊗ Id)G(ξt) + (Ei ⊗ Id)φ, (S49)
where B̂i = Bi, B̂i,Ci and Ei are defined in Eq. (7) in main body.
By using the parameter feedback controllers ωt = Kiξt, i ∈ I, where Ki = Ki ⊗ Id, Ki = IiN+1K and K ∈ R(N+1)×(N+1)
is the control matrix, it holds B̂i = Bi + DiKi.
Similarly, we rewrite the updating rule for the Lagrange multiplier λ in GS-ADMM (S31) as
λk+1 = λk − γβ(
n∑
j=1
ξk+1j − c), (S50)
which can be transformed into the N+1-th subsystem.
Together, all subsystems confirm the relationship matrices in Proposition 1. The proof is complete. 
Proof of Proposition 2: Similar to the proof of Proposition 1, Proposition 2 is easily proved and we omit it. 
Remark R1: When Di = αiI in GS-ADMM (S31) and PJ-ADMM (S32), the weight matrices in Proposition 1 and 2 are
written as
Bi = IiN+1B, Ci = IiN+1C, Di = IiN+1D, Ei = IiN+1E, (S51)
B =

α̂1
α̂1+β
− βα̂1+β · · · −
β
α̂1+β
− 1α̂1+β
− βα̂2+β α̂2α̂2+β · · · −
β
α̂2+β
− 1α̂2+β
...
...
. . .
...
...
− βα̂N+β −
β
α̂N+β
· · · α̂Nα̂N+β − 1α̂n+β
−γβ −γβ · · · −γβ 0
 , α̂i =
αi
‖Ai‖2 , (S52)
C = −diag
(
1
α̂1 + β
, · · · , 1
α̂i + β
, · · · 1
α̂n + β
, 0
)
, (S53)
D = −diag
(
β
α̂1 + β
, · · · , β
α̂i + β
, · · · , β
α̂n + β
, γβ
)T
,E = D. (S54)
Proof of Theorem 1: Construct a switched quadratic Lyapunov function (Daafouz et al., 2002):
V (t, ξt) = (ξ
t
)TPσ(t) ⊗ Idξt,
where Pσ(t)  0 is to be determined. Defining
∆V (t, ξt) = V (t+ 1, ξt+1)− V (t, ξt) = (ξt+1)TPσ(t+1) ⊗ Idξt+1 − (ξt)TPσ(t) ⊗ Idξt,
and adding a convergence rate τ into ∆V (t, ξt) yield
∆V (t, ξt) ≤(ξt+1)TPσ(t+1) ⊗ Idξt+1 − τ2(ξt)TPσ(t) ⊗ Idξt (S55)
From the assumption 1 and the nonlinear function G in Eq. (10) in the main body, it is easy to see that the following
inequality holds for any nonnegative constants Γ = diag(ι1, · · · , ιN+1) > 0,(
ξ
t
G(ξt)
)T (
ΓF1 ΓF2
? Γ
)
⊗ Id
(
ξ
t
G(ξt)
)
≥ 0. (S56)
Adding the inequality (S56) and ξ
k+1
in Eq. (14) in the main body to (S55) yields
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∆V (t, ξt) ≤((Bσ(t) ⊗ Id)ξt + (Cσ(t) ⊗ Id)G(ξt))TPσ(t+1)((Bσ(t) ⊗ Id)ξt + (Cσ(t) ⊗ Id)G(ξt))
− τ2(ξk)TPσ(t)ξk +
(
ξ
t
G(ξt)
)T (
ΓF1 ΓF2
? Γ
)
⊗ Id
(
ξ
t
G(ξt)
)
=
(
ξ
t
G(ξt)
)T
Ψσ(t)σ(t+1) ⊗ Id
(
ξ
t
G(ξt)
)
, (S57)
where Ψσ(t)σ(t+1) =
(
BTσ(t)Pσ(t+1)Bσ(t) − τ2Pσ(t) + ΓF1 BTσ(t)Pσ(t+1)Cσ(t) + ΓF2
? CTσ(t)Pσ(t+1)Cσ(t) + Γ
)
.
Since ∆V (t, ξt) will be satisfied under arbitrary switching sequences, it has to hold for the special configuration σ(t) = i,
σ(t+ 1) = j, and for all ξ
t ∈ Rd(N+1). Then if Ψij < 0 for all (i, j) ∈ I × I, then ∆V (t, ξt) < 0 for any ξt 6= 0, that is,
the switched system under arbitrary switching sequences is stable.
Next, we prove that the switched system is exponentially stable. By using the transformation ξ
t
= ξt − ξ? in (S55), and the
nonnegativity of (S55), we have
(ξl − ξ?)TPσ(l)(ξl − ξ?) ≤ τ2(ξl−1 − ξ?)TPσ(l−1)(ξl−1 − ξ?).
Inducting from l = 1 to t, we see that for all t
(ξt − ξ?)TPσ(l)(ξt − ξ?) ≤ τ2t(ξ0 − ξ?)TPσ(0)(ξ0 − ξ?).
Thus, it holds Eq. (18) in the main body. The proof is complete. 
Proof of Theorem 2: Recall that the requirement ∆V (t, ξt) < 0 in (S55) by adding the inequality (S56), ∀ξt 6= 0 can be
stated as ∃Pi = PTi  0,Pj = PTj  0 such that
yTP⊗ Idy < 0, ∀ Hy = 0, y 6= 0, (S58)
where
y =
 ξ
t
G(ξt)
ξ
t+1
 , P =
−τ2Pi + ΓF1 ΓF2 0? Γ 0
? ? Pj
 , H = (Bi Ci −I) . (S59)
Applying the Lemma 1 in the main body with y, P, H, and Y =
U1iU2i
U3i
, the requirement ∆V (t, ξt) < 0 is equivalent
to the following conditions that there exist U1i,U2i,U3i ∈ R(N+1)×(N+1) (i ∈ I) such that the linear matrix inequalities:
∀(i, j) ∈ I × I,
P + YH + HTYT < 0,−τ2Pi + ΓF1 ΓF2 0? Γ 0
? ? Pj
+
U1iU2i
U3i
(Bi Ci −I)+ (Bi Ci −I)T
U1iU2i
U3i
T < 0,
U1iBi + BTi UT1i − τ2Pi + ΓF1 BTi UT2i + U1iCi + ΓF2 BTi UT3i − U1i? CTi UT2i + U2iCi + Γ CTi UT3i − U2i
? ? Pj − UT3i − U3i
 < 0. (S60)
Clearly, if it holds (S60), we have ∆V (t, ξt) < 0. Following the proof of Theorem 1, GS-ADMM under arbitrary sequence
is exponentially stable. The proof is complete.  Proof of Corollary S1: After the linearization Bi = Bi + CiGi, the system
does not contain the nonlinear function. Based on the proof of Theorem 1, we easily get the condition in Eq. (21) in the
main body by removing the Eq. (S56) from the Eq. (S57).
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Following the proof of Theorem 2, we set
y =
(
ξ
t
ξ
t+1
)
, P =
(−τ2Pi 0
? Pj
)
, H =
(
Bi −I
)
, Y =
(
U1i
U3i
)
.
Thus, it easily holds the condition in Eq. (22) in the main body. The proof is complete. 
Proof of Corollary 1: By employing common quadratic Lyapunov functions (CQLFs) (Mason & Shorten, 2004), that is,
V (t, ξt) = (ξt)TPξt with P = PT > 0, similar to the proof of Theorem 1, Corollary 1 is easily proved. 
Proof of Theorem 3: Based on the Theorem 2, substituting B̂i = Bi by B̂i = Bi + DiKi in the conditions (S60) with
U1i = 0 and U2i = 0 yields −τ2Pi + ΓF1 ΓF2 BTi UT3i + (IiN+1V)T? Γ CTi UT3i
? ? Pj − UT3i − U3i
 < 0. (S61)
When the condition in (S61) is held, the result then follows from Theorem 2, and Pj − UT3i − U3i < 0⇒ UT3i + U3i > Pj .
Since Pj > 0, UT3i + U3i > 0 implying that U3i is full ranked. Let IiN+1V = U3iDiKi. Thus, DiKi = U
−1
3i IiN+1V ⇒
Ki = vidi (U
−1
3i IiN+1)T . The proof is complete. 
Proof of Corollary 2: Similar to the proof of Theorem 3, we consider the Theorem 2 with i = j = 1. Substituting B̂ = B
by B̂ = B + DK in the conditions (S60) with i = j = 1, U1 = 0 and U2 = 0 yields−τ2P + ΓF1 ΓF2 BTUT3 + (U3DK)T? Γ CTUT3
? ? P− UT3 − U3
 < 0. (S62)
When the condition (S62) is held, the result then follows from Theorem 2, and P − UT3 − U3 < 0 ⇒ UT3 + U3 > P.
Since P > 0, UT3 + U3 > 0 implying that U3 is full ranked. Because D is a full rank matrix, V satisfying U3D = DV are
nonsingular and hence invertible. Then U3DK = DVK. Let H = VK. Thus, U3DK = DH and K = V−1H. The proof is
complete. 
Proofs of Corollary C1 and Corollary C2: Similar to the proofs of Theorem 1, 2, and Corollary 1, Corollary C1 and
Corollary C2 are easily proved. 
Proofs of Corollary C3: The proofs of Corollary C3 is similar to the proofs of Theorem 3. 
Proof of Corollary C4: Before proving Corollary C4, we first introduce the Schur complement Lemma.
Lemma L1 (Schur complement) (Boyd et al., 1994) For a given symmetric matrix S =
(
S11 S12
? S22
)
, where S11 ∈ Rr×r,
the following conditions are equivalent:
• 1) S < 0;
• 2) S11 < 0,S22 − ST12S−111 S12 < 0;
• 3) S22 < 0,S11 − S12S−122 ST12 < 0.
Consider the CQLFs (Mason & Shorten, 2004) V (t, ξt) = (ξt)TPξt with P = PT > 0, it holds
(Bi + DiKi)TP(Bi + DiKi)− τ2P < 0, ∀i ∈ I. (S63)
Generally, the problem of solving numerically (S63) for (P,Ki) is very difficult since it is nonconvex. In order to make this
problem numerically well tractable, applying the Schur complement formula to (S63) yields
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(−P−1 Bi + DiKi
? −τ2P
)
< 0, ∀i ∈ I.
The above form is still nonlinear due to the occurrence of terms P−1 and P. To overcome this problem, introduce the
substitution Q = P−1 and then multiply the result from the left and the right by diag(I,Q) to obtain(−Q BiQ + DiKiQ
? −τ2Q
)
< 0, ∀i ∈ I. (S64)
Let Ni = KiQ. (S64) is written as the condition in Eq. (S42). It is straightforward to see that (S64) with Ni = KiQ is
numerically solvable. Thus, Ki = NiQ−1. The proof is complete. 
Proofs of Corollary C5: The proofs of Corollary C5 is similar to the proofs of Corollary 2. 
Proofs of Corollary C6: The proofs of Corollary C6 is similar to the proofs of Corollary C4. 
S9. Numerical Experiments
In this section, three numerical experiments are used to demonstrate our theoretical results for the three challenges in the
introduction. We will do three experiments to confirm the convergence of GS-ADMM and PJ-ADMM. The first experiment
is used to verify the linear convergence of GS-ADMM under arbitrary sequence, The second and third experiments are used
to verify the linear convergence of PJ-ADMM. In addition, designing parameter controller to make divergent PJ-ADMM
convergent is shown in the counter example (Chen et al., 2016) in the main body.
We consider the square of `2 or `1-minimization problems for finding regression or sparse solutions of a linear system:
min
x
1
2
‖x‖2, s.t. Ax = c, (S65)
min
x
‖x‖1, s.t. Ax = c, (S66)
where x ∈ Rm, A ∈ Rm×N and c ∈ Rm. They have been widely used in signal and image processing, statistics, and
machine learning. Suppose that the data are partitioned into n blocks: x = (x1, x2, · · · , xn) and A = (A1,A2, · · · ,An),
N =
∑n
i=1 ni, and ni is the dimensions of the variable xi.
Experiment 1. Consider the `2 problem (S65) as the following strongly convex minimization with x1, x2 and x3:
min
x1,x2,x3
0.1x21 + 0.2x
2
2 + 0.1x
2
3, s.t. A1x1 + A2x2 + A3x3 = 0, (S67)
where A1 = (0.1,−0.2, 0.3)T , A2 = (−0.3,−0.2, 0.2)T and A3 = (0.1,−0.1, 0.1)T . Using the Proposition 1 in the main
body and introducing Lagrange multipliers x4 = (ν1, ν2, ν3)T , the example (S67) is transformed into a linear switched
system (S33) with the state x = (x1, x2, x3, ν1, ν2, ν3)T . Using the condition (S36) in our Corollary C1, the linearized
GS-ADMM under arbitrary sequence on all the x1, x2 and x3-subproblems will be convergent to solve the problem (S67).
Given the fixing values γ, β, α = α1 = α2 = α3 and τ , the feasibility of the condition (S36) is a semidefinite program with
variables P, and they are easily solved by the LMI toolbox in the Matlab. We find the minimal rate τ by performing a binary
search over τ such that the linear matrix inequality Φ  0 is satisfied. The results are shown in Fig. S2 (a) and (b) for a
wide range of β, for several choices of α and γ. Moreover, the convergence curves in Fig. S2 (c) show GS-ADMM under
arbitrary sequence is linear convergent.
In the next two experiments, we create real data for the convergence of PJ-ADMM. A solution x? is randomly generated
with p (p < n) nonzeros drawn from the standard Gaussian distribution. A is also randomly generated from the standard
Gaussian distribution, and its columns are normalized. x and A are partitioned evenly into n blocks. The vector c is then
computed by c = Ax? + δ, where δ ∼ N(0, σ2I) is Gaussian noise with standard deviation σ. We will find the minimal
rate τ by performing a binary search over τ such that the linear matrix inequalities Υ̂  0 or Υ  0 is satisfied. (their
feasibilities are a semidefinite program with variables P, and they are easily solved by the LMI toolbox in the Matlab.) In
addition, we also measure the relative error ‖x
k−x?‖2
‖x?‖2 in the parallel ADMM.
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Experiment 2. Consider N = 1000, m = 2000, p = 1000 and the standard deviation of noise σ is set to be 10−6,
respectively. We set the number of blocks n = 10. Since the activation function is g(x) = x = ∇ 12‖x‖2 in the problem
(S65), it can be linearly transformed into the linear system (S37). Using the Corollary C2, we search the convergence rates
τ by solving the LMIs condition (S39). when γ = 1, β changes from 0.1 to 1, and five values of α = αi (1 ≤ i ≤ 10) are
spaced between 10 and 200. The minimal convergence rates τ are shown in Fig. S3 (a). For example, when α = 10 and
β = 0.7, we obtain τ = 0.9294 and τ180 = 1.8901× 10−6, that is, PJ-ADMM will convergent, and Fig. S3 (b) also verifies
the blue curve downs to 10−6 after the k = 180 iterations. Moreover, the convergence curves in Fig. S3 (b) and (c) show
PJ-ADMM is convergent.
Experiment 3. Consider N = 2000, m = 1000, p = 100 and the standard deviation of noise σ is set to be 10−4,
respectively. We set the number of blocks n = 20. The shrinkage function g(x) = max{|x| − r, 0}sign(x) can be regarded
as an activation function since it is usually used to solve the `1-problem (S66). Moreover, g(x) satisfies g(x) = ρx, where
0 ≤ ρ < 1 and ρ =
{
0, |x| ≤ r,
(|x| − r)/|x|, |x| > r. . Therefore, the problem (S66) can be linearly transformed into the linear
system (S37). Similar to Experiment 2, we obtain the minimal convergence rates τ shown in Fig. S4 (a) by using the LMIs
condition (S39) in the Corollary C2. Moreover, Fig. S4 (b) and (c) plot the convergence curves to show that PJ-ADMM is
convergent. We observe that the iterations will decrease with β from 0.1 to 1 in Fig. S4 (c). However, the convergence rate
τ does not decrease. The plausible reason is the linearization of the shrinkage function. Fortunately, τ < 1 can ensure the
convergence of PJ-ADMM.
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Figure S2. (a) plots the convergence rates with different β and α when γ = 0.7. (b) plots the convergence rates with different β and γ
when α = 0.8. (c) also plots convergence curves of ADMM under arbitrary switching sequences with γ = 0.8, β = 3 and α = 0.8.
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Figure S3. (a) plots the convergence rates τ with different β and α when γ = 1 and n = 10. (b) plots the recover error with different α
when β = 0.7 and γ = 1. (c) also plots the recover error with different β when α = 50 and γ = 1.
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Figure S4. (a) plots the convergence rates τ with different β and α when γ = 1 and n = 20. (b) plots the recover error with different α
when β = 0.6 and γ = 1. (c) also plots the recover error with different β when α = 200 and γ = 1.
