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序文
研 究の動機
筆者は、大学の学部は経済学部に所属しており、経済学を学ぶ上で
必要な数学の知識は学習していたが、理学部で学ぶような純粋数学の知
識はほとんど身についていなかった。そのため、大学院に進学するまで
集合論を学習したことがなく、大学院の授業で初めてその基礎を学んだ。
そして、集合論の問題演習をしていく中で、もっと簡単な解法がないか
と考えるようになった。私の指導教員である小池敏司先生に伺い、ある
種の集合論的等式に対し、実解析関数のブロー解析不変量を用いた解法
があることを知った。特に、そこで興味深かったことは、上の集合論的
等式が整数に関わるものであったことである。このことから筆者は、福
井不変量は簡単に求めることのできる不変量でありながら、まだ知られ
ていない初等整数論的性質が隠されているのではないかと思うようにな
り、いまだに発見されていない福井不変量の性質と、不変量としての優
秀さに関心を持った。
筆者はもともと高校数学の教員志望であり、次年度から高校教員にな
ることが決まっているが、高等学校で数学を学ぶ目的について改めて考
えた。筆者は高等学校で数学を学習する目的は大学受験のためだけでは
なく、大学での学びや研究のための基礎学力を定着させることにあるの
ではないかと思い至った。そこで、大学への橋渡しとして、高等数学の授
業内でも発展的な トピックとして取り上げることのできるような題材を
探した。しかし、筆者は大学院で多くの講義を受講したが、大学で学ぶ
分野は多岐にわたることから、そのすべての橋渡しを授業内で行ってい
くのは現実的ではない。筆者が本論文の研究テーマとして福井不変量を
題材にすることに決めた理由の一つは、高等学校での学習の内容に生か
すことのできそうな可能性があると考えたからである。なぜならば、福
井不変量は初等整数論的性質を持つことから、近年高等学校で導入され
た初等整数論の単元の教材の問題作成などにおいて用いることが出来る
のではないかと考えたからである。
研 究の内容
本論文では、数学研究の題材として福井不変量に現れる初等整数論的
性質を取り上|六 その不変量に関する考察を通して、専門書には載って
いないような詳しい証明をつけるとともに、自分自身で新しく見つけた
性質も述べている。
福丼不変量とは、3章で詳しく述べるが、埼玉大学理学部の福井敏純氏
が導入した不変量であり、解析関数芽と任意の解析弧の合成関数の位数
の集合を指す。また、福井不変量は特に2変数実解析的特異点を分類す
る上で大変便利な不変量であることが知られている。特異点の定義に関
しては第 1章を参照してほしい。一変数関数の局所特異点論とは,大雑
把には関数の極値問題の精密化と捉えてよいが、究極的には関数の標準
形を求めることである。この方法は多変数関数に一般化されるし、更に
写像∫:Rれ→ Rpにも一般化される。この特異点論のテーマの一つに特
異点解消がある。代数幾何や解析学の問題は特異点があるために問題が
非常に難解になるが、特異点は本論文の第2章で述べるブローアップと
言う操作を繰 り返すことにより解消することができる。それは、上手い
座標変換を行えば単項式となる事を意味している。広中先生の仕事 卜1に
より、多項式や解析関数には特異点解消が存在することが知られている
が、特異点解消の存在定理により、多項式や解析関数の計算は、単項式
という簡単な式の計算に還元される。
本論文では、主として2変数解析関数に対する福井不変量を研究対象
とした。特異点論を扱う専門的な論文では、福井不変量を求めるための
計算公式について簡単な証明は載っているが、詳しい証明はついておら
ず、初心者にとって理解が困難である。本論文では、そのような人たちに
とっても理解しやすいように、より詳細な証明を与えている。また、福
井不変量に現れる初等整数論的性質の中で、安定的区間状という性質を
取り上1大 特に斉次多項式関数の福井不変量が安定的区間状となるため
の条件について研究した。その応用として、複素斉次多項式の福井不変
量が安定的区間状にならないものとして知られている例 Ю]が、斉次多項
式の例として最適なものであることを示した。更に、福井不変量の不変
量としての優秀さを示すために、福井不変量を含む最小の半群と比較し
た。2つの解析関数芽が与えられたとき、それらの福井不変量が一致すれ
4ばそれらを含む最小の半群も一致する。従って、比較する方法として、そ
れらの解析関数芽の福井不変量の半群が一致するならば、それぞれの福
井不変量も一致するかという主問題を提出した。もし、主問題が肯定的
に示されれば、福井不変量を含む最小の半群のほうが代数的構造を持つ
分、福井不変量よりも秀れた不変量ということになる。論文の後半では
主問題における否定的な例が存在するか否かについて検証した。尚、本
論文では、線形代数学と集合論の知識は既知のものとする。論文を執筆
する際に線形代数学では 11倒、集合論についてぃ司,1lqを参考にした。
論文の構成
以下、論文の構成について述べる。
第1章「準備」では、第1節で論文を読み進めていくうえで必須の知識
である、解析関数芽と特異点の概念の定義を述べる。一方、第2節では
初等整数論に関する基本的な定理について論じる。特に、兵庫教育大学
の修了生である安納秀佳さんの修士論文 卜llを参考に、いくつかの初等
整数論的性質も取り上げている。
第2章「ブロー解析同値」では、実解析関数芽に対するプロー解析同
値の概念を導入する。第 1節では、平面でのブローアップの定義を与え
る。第2節では第1節で与えたブローアップを用いて、2変数実解析関数
に対するブロー解析同値を定義する。
第3章「福井不変量」では、本論文の話題の中心となる福井不変量の定
義を述べ、第2章で扱ったブロー解析同値の定義を基に福井不変量がブ
ロー解析不変であることの証明を与える。次に、定義に基づいて、2変数
ブリスコーン多項式の福井不変量の計算公式を与えている。また、福井
不変量を計算する際に非常に有効な手法である特異点解消ツリーを紹介
する。更に、それを用いた解析関数芽の簡約化を通した福井不変量の計
算公式に対して、詳しい証明を与えた。章の最後には、研究の動機欄で
も触れたように、その福井不変量の公式の応用例として、集合論に関す
る一つの命題に対して福井不変量を用いた形式的で容易な解法を与えた。
第4章「安定的区間状」では福井不変量に現れる整数論的性質である
「安定的に周期的」と「安定的区間状」について述べる。第1節では、「安
定的に周期的」の定義について述べ、福井不変量は常に安定的に周期的
になることについて解説する。第2節では、まず複素関数の福井不変量
で安定的区間状にならない例を紹介し、節の後半では、福井不変量が安
5定的区間状となるための判定法を述べる。第3節では、第2節で与えた
例が複素斉次多項式の福井不変量が安定的区間状にならない例として最
適な例であることを証明する。
第5章「福井不変量を含む最小の半群」では、第1節で群と半群の定義
を述べ、第2節以降では、福井不変量を含む最小の半群について考察し、
福井不変量と福井不変量を含む最小の半群を比較し、どちらのほうがよ
り秀れた不変量であるかを検証する。実際、福井不変量は異なるが、福
井不変量を含む最小の半群は一致するような関数を構成する命題を定式
化し、示した。この5.3節、5.4節と4.3節は本論文で一番オリジナルな
部分である。
最後に、本研究を進めるにあたり、大学院入学当初からの3年間にわ
たる手厚い御指導をして頂いた、指導教員の小池敏司教授に心より御礼
申し上げます。毎週のゼミや修士論文執筆過程においてなかなか理解の
進まない私に懇切丁寧に御付き合い頂いたこと、そして研究以外の面で
も教育実習や教員採用試験の準備等をはじめとして、数学に関すること
だけにとどまらず、多岐にわたる知識や御助言を与えて下さったことに
深く感謝致します。特に3年生になってからは、毎日のように声を掛けて
頂いたことで、修士論文執筆に対する不安が拭い去られていたように思
います。
また、毎日のように院生室へ足を運んで頂き、激励 。応援をして下さっ
た小池敏司教授をはじめとして、学部。大学院の授業・講義等様々な面で御
世話になった数学教室の先生方、特にTeXの扱い方を丁寧に指導して下
さった濱中裕明教授、研究に関する重要なヒントを下さったL.Paunescu
先生に深く感謝致します。
数学教室で出会った先輩 。同輩 。後輩の皆さんとは、数学について、数
学教育について、教員について等をはじめとする様々なテーマについて
深く話すことが出来ました。そのことで自分の未熟さを改めて確認する
ことが出来たと共に、自分がどうあるべきかということについて考える
きっかけとすることが出来たことに感謝致します。
理数系教員養成特別プログラム受講生の皆さんとは、大学院における
教員免許の取得という共通の目的を持った仲間として大変有意義な3年
間を過ごせたと思います。大変な観察実習や教育実習等を乗り越えられ
たのも、皆さんとの協力の賜物だと思っております。
6教員免許を大学院で取得する理数系教員養成特別プログラムを開講し、
私に受講することを許可して下さった兵庫教育大学大学院の職員・教員・
関係者の皆様にも大変感謝しております。
そして、私に研究するための部屋を用意してくださり、様々な場面で
支援をしていただいた株式会社けやき代表取締役社長の森本幸弘氏に深
謝の意を表します。
最後に、将来への不安を覚えながらも迷走する私に大学院への進学を
許可し、日々支えてくださった父に心より御礼申し上げます。
平成28年12月20日
石黒 順也
第1章
この1章では本論文を読み解く上での準備として、解析関数芽の概念
と後で必要となる初等整数論的性質について述べる。
1.1 解析関数芽
最初にσr級関数とθ∞級関数について定義する。
定義 1.1.■∫(■1,…,αれ)をRれのある開集合1/で定義された関数とする。
自然数rに対して、びの各点Pにおける∫のr次までの偏微分係数
0れ≧Qけ …+%≦→
がすべて存在して、これらが1/において連続であるとき、∫をび上のr
回連続的微分可能関数またはθr級関数という。
さらに、すべての自然数rについて∫がび上でθr級であるとき、∫を
び上の無限回連続的微分可能関数またはθ∞級関数という。
定義 1。1.2∫(■1,…,″れ)をRηのある開集合びで定義された関数とする。
∫がび上でθ∞級であり、びの各点Pにおいてη重級数
れらな =。万計 而 淵
=募
肩0。1-・ンL し¨η_p紛れ'
サ
がPの十分小さな近傍で、絶対かつ一様に収束して∫(″1,・¨,″π)に等しく
なるとき、ノをび上の解析関数またはσω級関数という。
定義 1。1.3 Rηのある開集合びからRれの中への写像を∫=(A,…,ノL)
とする。各洗がび上でσr級(1≦r≦ω)であるとき、写像∫をびから
Rmへのθr級写像という。
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θr級であるがσr+1級ではない関数、θ∞級であるがσω級ではない関
数として次のような例がある。
例 1.1.4非負整数rに対し、関数ノ:R→Rを
(Z≧0)
(π=0)
(1.1)
と定義すると、fはR tt σr級であるが、原点でθr+1級ではない。
例 1.1.5r∈Rに対し、関数∫:R→Rを
胴=[尋Ξ  口
と定義すると、∫はR tt σ∞級であるが、原点でθω級ではない。
次に複素解析写像を定義する。
定義 1.1.6C"内のある領域 (連結開集合)Dで定義された関数、∫(zl,・…,為)
がD内の各点で全微分可能であるとき、ノは'で
正則であるという。ま
た、∫がDの各点Pで定義1.1.2と同様に収東幕級数展開されるとき、実
の場合と同様に∫を解析関数とよぶ。複素の場合には正則関数であること
と解析関数であることが同値であることがよく知られている。(例えば、
「 鋼を参照)DからCmへの写像ノ=(■,…,九)が解析写像であることを各∴がD
上の解析関数であることと定義する。
次に解析関数芽を定義する。
定義 1.1.7X、Yを位相空間、■をXの点とする。XからYの中への写
像全体の集合をM(X,Y)で表す。∫,クをM(X,Y)の元とする。■の近傍
Wが存在して、ノレ=θレとなるとき、∫とクは点πで同じ芽 (germ)を
持つという。同じ芽を持つという関係は同値関係である。ノ∈M(X,Y)の
属するこの同値関係による同値類のことを、∫のzにおける写像芽とい
い、[∫12であらわす。また、∫を写像芽[∫]"の代表元という。
X,YがそれぞれRれの開集合とRη、またはCれの開集合とCmでぁる
とき、解析写像を代表元として含む写像芽のことを解析写像芽という。
??
?
??
?
?
?
?
?
、
〓??
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本論文では写像芽[∫]ωを∫:(X,α)→yと表し、ノ(■)=ν∈yとなる写
像芽をノ:(X,π)→(Кν)と表すことにする。従って、∫:(R2,0)→(R,0)
と書くとき、∫は0∈R2における関数芽でノ(0)=0となるものを表し
ている。ここでR2の原点(0,0)を単に0と記している。
この小節の最後に写像の特異点の概念を定義する。
定義1.1.8K=RまたはCとし、∫=(■,…。,ル):(Kη,0)→(k,0)を
∫(0)=0となるθl級写像、複素の場合には正則写像のO∈Kηでの芽と
する。
(1)0∈Kれにおける∫のヤコビ行列(J√)。とは次のP tt η列の行列のこ
とである :
(2)0∈Kれがノの特異点(singultt point)であるとは、
rαηた(J∫)o<?ηをη(η,P)
となるときにいう。そうでないとき、O∈Kπをノの正則点(regular pOint)
とよ遮ミ。
特に、P=1のとき、即ちノが関数のとき、0∈Kれが∫の特異点であ
るための必要十分条件は任意のり,1≦づ≦ηに対し、需(0)=0となるこ
とである。
1。2 初等整数論的性質
ここでは本論文の主要テーマである福井不変量を計算するうえで必要
となる初等整数論的性質について、安納秀佳さんの修士論文 [111の中で
与えられた単位分数の和で表せる数について、結果のみを紹介する。
定義1.2.1自然数の集合ス={αl,α2, °¨,αd}およびη∈Nに対し、ηが
スで表現可能であるとは,
η=πlαl十m2α2+・…+mdαd
となる非負整数 ηl,m2,…・ maが存在することである。
?
?
?
?
?
?
??
…
??
?
?
?
?
?
?
??
‥．??
〓??
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命題 1.2.2 goc.α(αl,α2,・・・,αa)=1である自然数の集合4={αl,・・,αd}
に対し、あるν ∈Nが存在してノ 以上の自然数はすべてスで表現可能
である。
上記の福井不変量の計算には、以下に述べる命題の証明の過程が用い
られる。したがって、命題だけではなくその証明に用いられる補題も列
挙しておく。
補題1.2.3θ.c.αし,9)=1である自然数P,9に対し、0,9,29,…,(p-1)9
をpで割った余りはすべて異なる。
ここで、ク.c.do,9)=αである自然数P,9に対し、P=plα,9=91ごとす
るとgoc.α(pl,91)=1となることに注意すれば、補題 1.2.3の系として次
を導くことができる。
系1.2.4自然数P,9に対し、ク。c.d(P,9)=α、P,9の最小公倍数をレ,司=
p191α=p19=p91とする。このとき、0<π<91,0<η<plでηp=η9
となる自然数π,ηは存在しない。
証明 ηp=η9と仮定すると、P=pld,9=91αより、ク.c.α(Pl,91)=1
で、η■α=η91ごとなる。このとき、ηpl=η91となるので、これは補
題 1.2.3に矛盾する。従って、0<π<91,0<η<Plでηp=ηgとなる
自然数 π,ηは存在 しない。
□
補題 1.2.5 goc.αo,9)=αである自然数P,9に対し、あるν ∈Nが存在
して、ν 以上のごの倍数はP,9で表現可能である。
特に、g.coα(P,9)=1である自然数P,9に対し、あるM∈Nが存在し
てν 以上の任意の自然数はP,9で表現可能である。
補題 1.2.6自然数m,ηに対してm,ηの公倍数はm,ηの最小公倍数の倍
数である。
補題 1.2.7自然数αl,α2,…・,αd,たに対して、た|ク・C・α(αl,α2,…,αa)である
ための必要十分条件は、たがαl,α2,・¨,αdの全てを割り切ることである。
補題 1.2.8自然数αl,α2,・¨,αd,αみ1に対し
第1章 準備
goc.α(ク.c.α(αl,α2,“
°
,αd),αd+1)=goC・α(αl,α2,・¨,αd,αd+1)
が成 り立つ。
一つの自然数 αに対 し、goc.α(α)=αと定義する。このとき次の命題が
成 り立つ。
命題 1.2.9 goc.α(αl,α2, °¨,αた)=αである自然数αl,α2,…,αた(ん≧ 1)に対
し、あるν ∈Nが存在 して、αの倍数でν 以上の自然数はαl,α2,・・・,αた
で表現可能である。
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第2章 ブロー解析同値
本章では実解析関数芽に対するブロー解析同値の概念を導入する。そ
のために、最初にブローアップの定義を述べ、それを用いて実解析関数
に対するブロー解析同値を定義し、いくつかのブロー解析自明性定理を
与える。
2。1 平面のブローアップ
本論文では、主として2変数解析関数に対する福井不変量を研究対象
にするので、ここでは平面のブローアップについて詳しく説明する。
まず、用いる記号について説明する。
定義 2.1.1(α,β)≠(0,0)なる実数の組 (α,β)に対し、関係～を次で定
義する。
(α,β)～(α
′
,β
′)⇔ι∈R＼{0}で、α=ια′,β=ιβ′となるものが存在する。
この同値関係による (α,β)の同値類を記号 [α;β]で表し、同値関係 ～に
よるR2＼{0)の商空間を実射影直線とよび、P■(R)またはP■と表すこ
ととする。
Pl=Pl(R):=R2＼{ο}/～
ここでR2の原点 (0,0)を単に0と記 している。
次に平面の原点ブローアップについて定義する。
定義 2.1.2
ν={(α,ν)×[α;β]∈R2×Pll zα=νβ}
とおき、自然な射影R2×Pl→R2のνへの制限を
π:ν→R2,(″,ν)×[α;β]吟(・,ν)
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と書く。これを平面の原点ブローアップという。このとき、0∈R2のこ
とをブローアップπ:ν→R2の中心、E=π~1(0)のことを例外集合と
よ迭ミ。
このとき次の事実が容易に確かめられる。
定理 2.1.3
π~1(0)={0}×Pl
証明 任意の(α,β)∈Plに対し,Oα=Oβ=0より,{0}×Pl⊂Mに注意すると、
π~1(0)={(2,ν)×[α;βl∈ν lπ((・,ν)×[α;βl)=0}
={(π,ν)×[α;β]∈ν lπ=ν=0}
= {(0,0)×[α;β]∈ν}
= {0}×Pl
定理 2.1.4
π lM、π-1(ο):M＼π
~1(0)→R2＼{ο〕
は全単射である。
証明 まず、πレ、π-1(ο)が単射であることを示す。
□
(″,ν)×[α;βl,(″
′
,υ
′
)×[α
′
;β
′
]∈ν＼7r~1(0)
に対し、
π((",ν)×[α;βl)=二7「((π′,ν′)×[α′;β′1)
とする。このとき、
π((・,ν)×[α;βl)=(″,ν),7((″′,ν′)× [α′;β′1)=(″′,ν
′
)
より、″=″′,ν=ν′である。
一方、zα=νβ,■′α′=ν′β′であることより、上のことから、″α=
νβ,″α′=νβ′となり、
第2章 ブロー解析同値
が従う。よって、[α;β]=[α′;β′]となるので、
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(″,7)×[α;β]=(π′,υ′)×[α′;β′]
が言えるので、πレ、π-1(ο)は単射である。
次に、π lM、π-1(ο)が全射であることを示す。任意の(″,ν)∈R2＼{0}
とする。このとき、α=ν,β=″とすれば(α,β)≠(0,0)で、πα=νβ
より、
(π,ν)×[α;β]∈■イ＼π~1(0)
で、
7r((■,ν)×[α;βl)=(ω,ν)
となる。 よってπレ、π_1(ο)が全射である。
以上のことより、πレ、π-1(ο)は全単射である。
□
次に、ブローアップの地図について述べる。
定義 2.1.5平面のブローアップで得 られた集合 ν において、ν の被覆
{鴫y)として次を定義する。
び={(・,ν)×[α;βl∈R2×Pll"α=νβ,α≠0}
y={(υ
,ν)×[α;βl∈R2×Pll″α=υβ,β≠0}
ν=び∪yは明らかである。
写像9,φを次で定義する。
γび→嗅にの地』吟仁→=に3
体y→略にの地』吟ば』=嚇ω
このとき
φOグ≒ぱ ∩くの → ぱ ∩αう に → → は → =`0
は解析同型写像である。よって、ν はび(し,υ),7(υ′, ′)を次の関係式で
張り合わせて得られる図形であると考えることができる。
にの=`0
仏yをブローアップの地図といい、これをν の地図による表示という。
第2章 ブロー解析同値
こ こで
φOψ
~1:R2∩
ψ(び)一)R2∩φ(y),(し,υ)―→(υ′,υ′)
が解析同型写像であることを示す。
証明 まず、9が単射であることを示す。
=ら0
とすると、
となり、
=″′,[α;β]=[α′;β′|″
が従 う。また、
ν=:″=:;″=::"′=ν′
も言えるので、9は単射である。同様にφも単射である
Fの任意の元をとる。[α;β]∈次にりが全射であることを示す。″∈Rより(一∞,∞)
Pl,α≠0より、
(丁1<β<1)
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9((・,υ)×[α;β])=ψ((″′,ν′)×[α′;β′1)
鱒=はうよ頃:=多
としてよい。β→±1のとき、
重→土∞
α
であるので、:は″と独立に(一∞,∞)の任意の元をとる。
全射である。同様にφも全射である。したがって、
φ09~1:R2∩ψ(び)→R2∩φ(y)
は全単射となり、9oφ~1も全単射である。
また、し=″,υ=`より
ゲ=:=ン=ν=。・わ:=脚=∽
よって、9は
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ゲ=7'υ′=νより
し=Z=:(:π)=υ′ν=υ′υ′,υ=:=÷
となる。したがって、φoψ~1:R2∩9(1/)→R2∩φ(y)は
し→→に→==の
と表される。9oφ~1についても同様の表示を持つ。
このことから、いずれの写像も解析的なので、
φOにE∩αの→ぱ∩α吟仏→→は→==の
が 解析同型写像であることがわかる。
□
次に、n次元空間の原点ブローアップの定義も与えておく。
n次元空間の原点ブローアップの定義を述べるための準備として実射影
空間RPれの定義を述べる。
定義 2.1.6η次元球面を
y={(π
l,・・,″η+1)∈Rれ+11″:十・・・+αλ+1=1}
とする。このとき、Sη上の2点π,νに対して関係"～νを″=νまたは
一νによって定義すると、これは同値関係になる。
この同値関係によって Sηから導かれる商位相空間をη次元実射影空間
RPれ、貝「ち
RPれ:=Sれ/～
と定義する。
定義 2.1.7まず、R"×Pη-1の部分集合ν を次で定義する。
ν ={(31,・…,″れ)×[εl:・.:εη]∈Rη×Pπ
~1 1 αttε′=物εを,1≦り,ブ≦η}
自然な射影Rれ×Pη~1→Rηのνへの制限を
π:ν→ Rれ,(αl,一,・れ)×卜1:・・:ε』吟 (■1,・・メれ)
と書く。これを Rれの原点ブローアップという。
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この項の最後に、平面の原点ブローアップを用いた特異点解消につい
て説明する。代数幾何や解析学の問題は特異点があるために問題が非常
に難解になるが、特異点はブローアップという操作を繰 り返すことによ
り解消することができる。それは、上手い座標変換を行えば単項式とな
ることを意味している。広中先生の仕事 [卜l]により、多項式や解析関数
には特異点解消が存在することが知られているが、特異点解消の存在定
理により、多項式や解析関数の計算は、単項式という簡単な式の計算に
還元される。次の例でそのことを解説する。
例 2.1.8定義 2.1。2で定めたメビウスの帯ν に座標を定める。(X,y)を
座標に持つR2と(x′,y′)を座標に持つR2とを(XКy)=(X′,X′y′)で
決まる関係式を組み合わせてメビウスの帯ν を作り、
(″,ν)=(Xχy)=(X′,X′y′)
で平面の原点プローアップπ:ν→R2を定める。
ここで、(・,υ)=(XКy)を∫(■,ν)=″2_υ3に代入すると、
∫(XКy)=X2y2_y3=y2(x2_y)
(X,y)=(0,0)で定まる点で局所的に単項式ではないので、ここで更に
ブローアップする。(X,y)=(S,St)を代入すると
″2_ν3=y2(x2_y)=s3ι2(s_t)
(S,t)=(0,0)で定まる点で局所的に単項式ではないので、更にここでブ
ロー アップする。(s,ι)=09,9)と置くと
″2_ν3=y2(x2_y)=s3t2(s_t)=P396(g_1)
で、(P,9)=(0,0)の周 りで局所的に9-1は単元 (unit)となり、各点の近
傍で単項式となる。これで、■2_υ3の特異点解消が構成できた。
ここで関数ノ(■,ν)が点 (α,b)の近傍で単項式になるとは、正確には次
の意味である。点 (α,b)の近傍で定義された関数9(■,ν),φ(・,υ)が存在し
て次を満たす。
9c(α,b)9υ(α,b)
φc(α,b) φν(α,b)
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≠0,∫(・,ν)=9(Z,ν)Pφ(″,ν)9,(P,9)は負でない整数
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2.2 ブ ロ ー 解 析 同 値 と ブ ロ ー 解 析 自 明 性
最初に、2変数解析関数に対するブロー解析同値の定義を述べる。
定義 2.2。1実解析関数芽
∫,g:(R2,ο)→(R,0)
がブロー解析同値であるとは、有限個の一点ブローアップの合成
β:(ν,β
~1(0))→
(R2,ο)
β′:(ν′,β′
~1(0))→
(R2,ο)
と解析同型写像
Φ(■グ,β
~1(0))→
(ν
′
,β
~1(0))
位相同型写像
φ:(R2,ο)→(R2,ο)
が存在して、次の可換図式を満たすときにいう。
(ν,β
~1(0))    Φ
(1イ
′
,β
′~1(0))
(R2,0) (R2,0)
β β′
φ
∫ g
(R,0)
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注意2.2.2K=RまたはCとする。有限回の一点ブローアップの合成と
は、ある自然数ηに対し、次を満たす写像島:既→飛島_1(1≦を η)、
ただし、輸 =K2を満たす写像の合成β=島o・…O βl:蛇→K2のこ
とである。
(1)βl:″1→K2は0∈K2を中心とするプローアップである。
(2)2≦づ πに対し、島:14→ル亀_1は、島_10…・O βlの例外集合島_1
上の点を中心とするブローアップである。
定義2.2.3K=RまたはCとし、∫:(K2,0)→(K,0)を解析関数芽、
0∈y=∫~1(0)を解析曲線とする。このとき、有限回の一点ブローアッ
プの合成
β=島O島_10。…O βl:」‰ →K2
によるyの強変換(striCt transform)をβ-1(y＼{0})と定義する。
注意2.2.4-般のη変数の場合にも、上の可換図式においてβ,β′を実改
変 (rあl mOdincation)という改変を用いて、プロー解析同値の概念が導
入されている (μq)。実改変の概念は複雑なのでここでは述べないが、2
変数の場合は、1点ブローアップの合成で表されることが知られている。
(pl,14)実改変を用いて解析同値の概念が定義されている。理由は、それ
が実解析関数芽に対する同値関係を与えているからである([lq)。
ここで、写像 ν → Rれ,(但し、ν はη次元非特異多様体)が改変であ
るとは、Mの中にη-1次元以下の部分代数的集合ηが存在して、πの
ν ＼ηへの制限
π lM、れ:ν＼η→Rη＼π(η)
が解析同型写像となるときにいう。前節で見たように、原点ブローアップ
は改変の一つである。
次に、実解析関数族に対するブロー解析自明性の概念を導入する。
定義 2.2.51を開区間とする。 (″;t)=(01,・…,απ;ι)に関する解析関
数F(″;ι)をとり、解析関数の族{ん}t∈I,■(・)=F(・;ι)を考える。π:
(ν,E)→(Rれ,0),E=π~1(0)をRれの固有改変とする。
関数族 {ん}t∈Iが固有改変πを通 して解析的に自明であるとは、次の条
件
19
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(I)ん0(π×をαr)=(π×づごf)O〃
(II)FOん(″;t)はιに依存しない、すなわち、んoんt(2)はιに依存しない。
を満たす位相同型写像ん:侭π,0)×I→(Rれ,0)×r,(″;t)吟(んt(″);ι)
と実解析同型写像″:(ν,0×」,(ν;ι)吟(Jft(ν);ι)が存在するときに
いう。
特に、πが固有実改変tそのπにこだわらないときには、単に族{ん}t∈f
はブロー解析自明であるという。
可換図式を用いてかくと次のようになる。
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?
×1   7「
×jαI 
― (R2, (R,0)
π×zαf
×I          (R2, (R,0)
ブロー解析自明性に関する最初の定理は、T.―C.Kuoによって与えられ
ている。
定理2.2.6同次形式におけるブロー 解析自明性定理(pl)
π:(ν,E)→侭れ,0),E=π~1(0)を原点0でのブロー アップとする。
解析関数F(″;ι)を次のように書いておく
F(Zit)=Eズα;ι)十島+1(■;ι)十。っι∈J
ここで、すべての9≧αに対し、F9(″;ι)は″=(・1,…。,πれ)に関する9次
同次多項式である。
すべてのι∈Iに対して、初期形式Fd(″;t)が孤立特異点を持つと仮定
する。すなわち、
{π∈RI維屹→=…・=維仁→=0}={0}←∈⊃
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が成り立つならば、F(π;t)はRηの原点0でのブローアップπを通して、
実解析自明な族になる。
定理2.2.6の同次形式の場合のブロー解析自明性定理を、実 トー リック
改変を用いて重み付き同次形式の場合に一般化されたブロー解析自明性
定理が得られている。
定理2.2.7重み付き同次形式におけるブロー 解析自明性定理(pl)
解析関数 F(π;ι)を次のように書いておく :
F(π;t)=Fd(・;t)十二汗1(″;ι)+・.・,t∈I
ここで、すべての9≧αに対 し、F9(Z;t)はπ=(・1,・…,απ)に関する重
み付き次数gの重み付き同次多項式である。
すべてのι∈rに対 して、重み付き初期形式島 (″;t)が孤立特異点を持
つと仮定する。すなわち、
{″∈RI維は→=…・=維り=0}={ο}←∈⊃
が成 り立つならば、F(″;t)はある実 トー リック改変 πを通して、解析自
明な族になる。
注意 2.2.8ここでは実改変、実トー リック改変の定義は述べない。関心
のある方は(降1)または(口司)を参照されたい。実 トー リック改変も実改
変であることに注意しておきたい。
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第3章 福丼不変量
この章では、本論文の話題の中心となる福井不変量の定義を述べ、そ
れがブロー解析不変量であることの証明を与える。次に、定義に基づい
て、2変数ブリスコーン多項式の福井不変量を計算する。さらに、簡約化
を通した福井不変量の計算公式を紹介し、それを用いた計算例を述べる。
3el 福井不変量
この節では2変数解析関数に対して福井不変量の概念を定義する。そ
のためにまず、一変数解析関数芽に対する位数の定義を述べる。
定義 3.1.lK=RまたはCとし、θ:(K,0)→(K,0)を解析関数芽とす
る。このとき、θは次のように0∈Kの周りで収東幕級数展開できる。
θ(t)=Σ〕αれtれ ただしαm=券器手(0)
m=1
である。このとき、0∈Kでgの位数 (order)0(g(ι))はαm≠0となる最
小のmのことである。ただし、すべてのm∈Nに対しαれ=0のとき、
0(g(ι))=∞とする。
定義 3.1.2K=RまたはlK=Cとし、∫:(K2,0)→(K,0)を恒等的に
0ではない解析関数芽とする。λ(ι)を次のように表される任意の解析弧
(解析平面曲線)とする。
λ(ι)=(λl(ι),λ2(ι)):(K,0)→(K2,ο)
ただし、λづ(ι)はιに関する収東幕級数で、人。(0)=0とする。全ての解析
弧全体の集合を
A(1,2:K)={λ:(K,0)→(K2,ο)解析弧}
SπE=″一
手
十
手
より、0(∫(π))=1である。
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とおく。任意のλ∈A(1,2:K)に対し、ノ(λ(ι)):(K,0)→(K,0)のιに
関する位数,0(∫(λ(ι))),は自然数または∞である。ここで、そのような
位数全体の集合を考えて、
スK(∫)={0(ノ(λ(t)):λ∈A(1,2:K)}
とおき、∫の福丼不変量とよぶ。
例3.1.3実解析関数∫:侭,0)→(R,0)を∫(■)=Stη″とする。このと
き、0∈Rにおける位数0(∫(■))を求める。0∈Rでのsづη″のテイラー
展開は
.7-7+…・
注意 3.1.4-般のη変数解析関数芽∫:厖η,0)→卜,0)に対しても福
井不変量が同様に定義される。福井不変量の最初に現れる数 (最小の数)
は、解析関数∫の重複度と呼ばれているものになっている。
ここで、記号を導入し、補題を準備する。
(記号)
(1)自然数m∈Nに対し、N≧π={π,π+1,m+2,….)とおく。
(2)自然数π∈Nに対し、N≦m={1,2,3,….,m)とおく。
(3)自然数p∈Nに対し、PN:={P,ン,印,…・}と定義する。
補題 3。1.5K=RまたはCとする。c∈スK(ハかつた∈Nのときたc∈
スK(∫)である。即ち、c∈スK(∫)ならば、cN⊂スK(∫)である。
証明 解析弧 λ:(K,0)→(K2,0)に対し、0(∫Oλ(ι))=Cとする。
0(ノOλ(ι
た))=た0(∫Oλ(ι))=たCよりたc∈ス(∫)
□
次に、例を用いて福井不変量を計算するうえでの一つの重要なテクニッ
クを紹介する。
例3.1.6K=RまたはCとする。ノ:(K2,0)→(K,0)を∫(″,ν)=π4_ν6
とする。このとき、4と6の最小公倍数卜,q=12を超える13以上の自
然数はAK(∫)の元になることを示すテクニックを紹介する。
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2つの項の符号が異なることに着目し、上手く解析弧(z,7)の値を定め
ると、最低次の項を消去できることを利用する。任意の自然数ηに対し、
π=12+ηとする。このとき、
π(ι)=ι3+ι3+れ,ν(ι)=ι2
とおくと、
∫(t3+ι3+η,t2)=(ι3+ι3+η)4_(t2)6=4ι12+れ+6t12+2れ4ι12+3π tt ι12+4π
である。従って、m=12+η∈スK(∫)となり、N≧13⊂スK(ノ)であるこ
とがわかる。このことを用いて、∫の福井不変量は
スK(∫)=(4,6,8,12,13,14,15,…・}∪{CЮ}
であることが示される。詳細は後述の定理 3.2.3、定理3.2.4(1)を参照の
こと。
次に、上の関数の符号を変えた関数に対する福井不変量も述べておく。
例 3.1.7∫:(K2,0)→(K,0)をノ(■,ν)=π4+ν6とする。
(I)K=Rのとき、
AR(∫)=4N∪6N∪{oo}
={4,6,8,12,16,18,20,….}∪{∞}
である。詳細については定理3.2.4(2)を参照のこと。
(II)K=Cのとき、″=X,ν=づ:yとぃぅ複素線形変換を行うと、
∫(X,y)=∫(X,を:y)=X4_y6
となる。定義より、福井不変量は解析同型で不変より、例 3.1.6の結果を
用いて、
スc(∫)=スc(∫)={4,6,8,12,13,14,15,…・}∪{CЮ}
であることが従 う。
福井不変量は実解析関数芽に対するブロー 解析同値に関する不変量で
あることの証明を述べる。そのために、最初に弧持ち上げ性質(arc lifting
property)を証明抜きで与えておく。証明については(『1)または(pl)を
参照のこと。
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補題 3.1.8弧持ち上げ性質
πをR2の一点ブローアップの合成とし、γ∈A(1,2;R)とする。このと
き、解析弧γ*:侭,0)→(π,7~1(0))で、πOγ*=γとなるものが存在
する。
注意3.1.9弧持ち上げ性質は、一般のη次元の場合に対しても成り立つ。
更に、ブローアップの合成だけでなく、実改変に対しても同様に成り立つ。
定理 3.1.■0(T.Fttui)∫,θ:鰺2,0)→s,0)を実解析関数芽とする。
このとき、∫,gがブロー解析同値ならば、AR(∫)=AR(g)である。
証明 実解析関数芽ノ,g:侭2,0)→侭,0)がブロ 解ー析同値であり、た∈
スR(∫)とする。このとき、解析弧λ:s,0)→32,0)で、0(∫(λ(ι)))=た
となるものがある。
(M,β
~1(0))
(1イ
′
,β
′~1(0))
(R,0)
λ
(R2,0) (R2,0)
補題3.1.8を用いると、解析弧λ*:(R,0)
となるものが存在する。そうすると、
(R,0)
(M,β
~1(0))でβOλ*=λ
Φ
λ*
β β′
φ
∫
β′OΦOλ*:(R,0)→(R2,ο)
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は解析弧で、
gO(β′OΦOλ*)=go(φOβOλ*)
=gO(φOλ)
=(gOφ)(λ)
=∫(λ)
た=0(∫(λ))=0(gO(β′OΦOλ*))∈AR(g)
が言える。よって、
スR(∫)⊆スR(g)
が従う。同様に、スR(')⊆AR(∫)が示されるので、
スR(∫)=スR(g)
となる。
□
注意 3.1.11(1)上の注意3.1.9から任意のη変数の場合にも上の証明が
働くので、一般のη変数の場合にも福井不変量はブロー解析不変量にな
る。
(2)2変数複素解析関数に対しては、福井不変量が位相不変量になること
が知られている(卜1)。3変数以上の複素超関数に対して福井不変量が位相
不変量であるかどうかの問題は、複素平面の重複度に関するZariski予想
の一般化になり、きわめて難解な問題である。
3.2 2変数ブリスコーン多項式の福井不変量
最初に論文で用いる記号を準備する。P,gをp≧9となる自然数を表す
ことにする。このときP,9の最大公約数(P,9)=ごとするときp=pld,9=
91αと表すことにする。P,9の最小公倍数レ,d=p191α=αlP=P19であ
る。以下、この記号を用いる。
26
となり、
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定義 3.2.1(2変数複素ブリスコーン多項式)次の形式で与えられる2変
数複素多項式関数ノ:C2→c
バZ,υ)=ノ+ν9
を、2変数複素ブリスコーン多項式とよぶ。
定義 3.2.2(2変数実ブリスコーン多項式)次の形式で与えられる2変数
実多項式関数∫:R2→R
バ π,ν)=土″p tt ν9
を、2変数実ブリスコーン多項式とよぶ。
定理 3.2.3(2変数複素ブリスコーン多項式の福井不変量)
∫:c2→cをノ(■,ν)=ノ十ν9で定義される2変数ブリスコーン多項
式とする。このとき、
スc(∫)={P,2P,…。,(91-1)P}∪{g,29,…。(Pl-1)9}∪N≧レ,d {OO}
=pN∪αN∪N≧レ,切∪{oO}
である。
証明 最初に例3.1.6、例 3。1.7(2)のテクニックを用いてN≧レ,切 ⊂スc(∫)
であることを示す。そのためには、
∫(ι91,0)=∫(0,tpl)=ιレ'切
より、レ,d∈スc(∫)となるので、N≧レ,d+1⊂スC(∫)を示せばよい。任意
の自然数sに対し、解析弧 (t91+ι91+S,メ′1)を考えると
∫(ι91+t91+S,づ:tpl)=(ι91+ι91+3)p+(を:tpl)9
=グ囲Ⅲ十多いⅢ…十ル切や
となる。したがって、レ,91+S∈スc(∫)となるので、N≧レ,J+1⊂スC(ノ)
であることがわかる。
次に任意の解析弧をλ(ι)=(α(t),b(ι)):(C2,0)→(C,0)とする。
(I)α(ι)≡0かつb(ι)=0の場合、ノ(λ(ι))≡0となり、
∞=0(∫(λ(ι)))∈スc(∫)
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となる。
(fr)α(ι)≠0かつb(ι)≡0の場合、α(ι)は次のように表される。
α(t)=Σαんιたただしαm≠o
た=π
このとき、(α(ι),b(ι))をノに代入すると、
∫鰺0)=(Σαたιたソ=晩ιυ+Σ αttた
た=πし                た=ηP+1
と表される。晩 ≠0より、
スc(∫)∋0(∫(λ(ι)))=ηP∈PN
となる。1≦m<91となる任意の自然数πに対して、α(t)=tれとする
と、ηp∈Ac(∫)となるので、N<レ,Jに現れるこの場合の福井不変量全体
の集合はPN∩N<レ,切である。
(III)α(ι)≡0かつb(t)≠0の場合、(〃)と同様にN<レ,dに現れる福井不
変量全体の集合は9N∩N<レ,dである。
(ル
7)α
(ι)≠0かつb(t)≠0の場合、α(ι),b(ι)は次のように表される。
α(ι)=Σαたtたただしαm≠o
た=m
b(ι)=Σ鍼メ ただ tノ 硫 ≠0
た=η
このとき、λ(ι)=(α(t),b(t))を∫に代入すると
∫ひ0)=(Σαたιたソ十(Σbたιり9
ん=れ         た=π
=α乳♂叩+  Σノ  αitた・ bttιπ9■  】:ノ bitた
た=れp+1             た=29+1
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と表される。mαz"ψ,η9)<レ,引のとき、系1.2.4よりηp≠ηgとなり、
0(∫(λ(ι)))=mづη(mp,η9)∈ON∪gN)∩N<レ,J     (3.1)
となる。
以上より、(I)、(〃)、 (III)から
スc(∫)⊃((pN∪gN)∩N<レ,切)∪N≧レ,切∪{OO}
が成 り立つ。更に (」V)、(3.1)を合わせると
スc(∫)⊃((pN∪gN)∩N<レ,切)∪N≧レ,d∪{OO}⊃Ac(∫)
となることより、
スc(∫)={P,ン,…・,(91-1)P}∪{9,29,….,01-1)g}∪N≧レ,d∪{∞}
=pN∪9N∪N≧レ,d∪{oO}
である。
□
定理 3.2.4(2変数実プリスコーン多項式の福丼不変量)
ノ:R2→Rを∫(c,ν)=土ノ土ν9で定義される2変数ブリスコーン多
項式とする。
(1)pまたは9の少なくとも一方が奇数の場合、または、P,9がともに偶
数で∫(■,υ)=土ノ平υ9(複号同順)のとき、
AR(ノ)={P,ン,…・,(91-1)P}∪{9,29,….,(pl-1)9}∪N≧レ,切∪{∞}
=PN∪9N∪N≧レ,切∪{oO}
である。
(2)P,9がともに偶数でノ(■,υ)=土(ノ十ν9)のとき、
スR(∫)=pN∪9N∪{oo}
である。
証明 (1)この場合の証明は複素の場合と全く同様である。
(2)∫(■,ν)=ノ+ν9のときに示す。ノ(■,ν)=―(ノ十ν9)のときも同様で
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ある。任意の解析弧を入(t)=(α(ι),b(t)):(R,0)→2,0)とする。
(I)α(t)≡0かつb(ι)≡0の場合、ノ(λ(ι))≡0となり、
∞=0(∫(λ(t)))∈スR(∫)
となる。
(II)α(t)≠0かつb(t)≡0の場合、α(ι)は次のように表される。
∝ι)=ΣEαたιたたオゴヒ′απラ≠o
た=π
このとき、(α(t),b(1))を∫に代入すると、
∫ひ0)=(Σαたtたア=魂ιηtt Σ αlιた
た=れ                た=mp+1
と表される。晩 ≠0より
4R(∫)∋ο(∫(λ(ι)))=ηp∈pN
となる。任意のmに対して、α(ι)=ιれとするとηp∈スR(∫)となるの
で、この場合の解析弧全体が与える福井不変量全体の集合はPNである。
(III)α(ι)≡0かつb(ι)≠0の場合、(ff)と同様にこの場合の解析弧全体
が与える福井不変量全体の集合は9Nである。
(ル
″
)α(ι)≠0かつb(ι)≠Qの場合、α(ι),b(ι)は次のように表される。
α(ι)=ΣEαたノただしαれラ/0
ん=π
b(ι)=Σ磁メ ただ tノ 硫 ≠0
た=η
このとき、λ(ι)=(α(t),b(ι))をノに代入すると
ズλO)=(Σαたιたソ十(Σbたιたソ
た=れ         た=れ
= 《ソmp■  】E〕 αttιた―十bttιn9■ 下
'ノ
 bttι
た
ん=mp+1            た=π9+1
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と表される。P,9がともに偶数よりηp=ηgのときでもι岬 の係数とιη9
の係数の和は0にならない。従って、
4R(∫)∋ο(∫(λ(ι)))=mをη(mp,η9)∈pN∪9N    (3.2)
となる。
以上より、(f)、(〃)、 (III)から
スR(∫)⊃PN∪gN∪{oo}
が成 り立つ。更に (■/)、 (3.2)を合わせて
スR(∫)⊃pN∪9N∪{oo}⊃スR(∫)
となることより、
AR(∫)=pN∪gN∪{oo}
である。
□
3。3 簡約化を通した福井不変量の計算公式
この節では(Юl)の中で与えられている、簡約化を通した福井不変量の
計算公式を紹介する。(Юl)では専門家向けに非常に短い証明が与えられ
ているが、本節では詳しい証明を与える。
まずは準備として新しい概念を定義する。
定義 3.3.l R2の中にある開集合びからRへの実解析関数∫(■)が"*=
("1,πあ)において正規交叉(normal Crossing)であるとは、″*の近傍で
π*を原点とする座標系ν=(νl,ν2)と非負の自然数た1,た2(ただしヽ た1≠0
またはた2≠0)が存在して、
∫(ν)=α(ν)νll勁2
と書けることである。ここで、α(ν)はび上で lα(ν)|>0を満たすある実
解析関数である。一般のη変数実解析関数に対しても同様に正規交叉の
概念が定義される。
次に解析関数芽の零点集合の簡約化を定義する。
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定義3.3.2K=RまたはK=Cとし、ノ:(K2,0)→(K,0)を恒等的に
零ではない解析関数芽とする。Xを、C2を有限回一点ブローアップして
得られる滑らかな複素曲面とする。また、″∈Xを通る弧によって、複
素解析写像λ:(C,0)→(X,″),(λ(0)=″)を表すことにする。このとき、
Π:(X,E)→(C2,0),(E=Π~1(0))を∫-1(0)の簡約化といい、ΠはC2
の有限回一点ブローアップの合成でノOΠはEの各点で正規交叉である。
つまり、各点での局所座標 (■,ν)を用いて
∫OΠ(・,7)=C″ανb,(C≠0,α≧0,b≧0)
と表されるものとする。このような簡約化の存在は(bl)によって保証さ
れている。
定義3.3.2におけるEのことを例外集合または、例外因子と呼ぶ。ここ
で、D=(∫OΠ)~1(0)rea,D=Dl∪.…∪DsをDの既約分解 とする。こ
こで、redは被約 (redしCCa)のことである。これは例えばD上の点で局所
的に
∫OΠ(・,ν)=Cπαυ。,(C≠0,α≧1,b≧1)
のとき、D=(πν)-1(0)とみなして、D=″~1(0)∪ν~1(0)を意味する。
我々はEの周りでの零因子Dl,.…,D3に関心を持っているので、
E∩Dj≠0,(づ=1・…S)
と仮定してよい。よって、」={を1,.…,をp}⊂S=(1,….,s},に対し、 S
におけるIの補集合を{」1,…・,ブg},p+g=Sと表し、
Df=(Dを1∩・…∩Dをp)＼(D′1∪・…∪2ブ9)
とおく。
∫の簡約化 Π:(X,E)→(C2,0),に対 し、σ={」:DI∩E≠0}とお
く。このとき、次が成 り立つ。
命題 3.3.3∪f∈σ」=Sである。
証明 まず、∪f∈σI⊂Sを示す。任意の」∈σに対し、f⊂Sである。
よって∪r∈σf⊂Sである。
次に、S⊂∪.∈σを示す。Sの元である任意の正の整数をに対し、2∩E≠
φであるから、づ∈fとなる」∈σが存在する。ゆえに、づ∈∪f∈οfとな
る。したがって、S⊂∪J∈。Iである。
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以上より、∪I∈σI=Sが示された。
□
注意 3.3.4適当なΠを選ぶことによって (必要ならブローアップを続け
ることによって),Eも正規交叉していると仮定できる。このとき、Eは
いくつかの Dづの和集合である。また、」∈σかつ、I⊂J⊂Sならば、
J∈θである。なぜならば、Df∩E≠0,DI⊂DJである。したがって、
DJ∩E≠0となるので、J∈σである。
定義3.3.5各因子2の重複度πづは,ぅのジェネリックな点での∫oΠの
重複度として定義する。ここで、ジェネリックな点とは、Dづ上の点でほ
かの因子島 (プ≠
`)と
交わらない点を意味している。
f={を1,・…,ち}∈σに対し、
Ωr(∫)=(πolN+・…+mを,N)∪{∞}
とおく。これはの∩Eの点を通るX上の解析弧λ*に対するノOλの位数
全体の集合に他ならない。ここで、λ*は0∈C2を通る解析弧λの持ち
上|六 つまり、Πoλ*=λとなるもので、
(ノOΠ)Oλ
*=∫Oλ
となるものを考えている。
次に、Rの場合を考える。Cの場合と同様に、広中の特異点解消定理
を用いて簡約化する。このとき、簡約化、例外集合、例外因子は
Π :(aR,ER)→(R2,ο),ER=Π-1(0),DF(I∈σR)
であり、重複度πFとΩf(∫)も同様に定義される。更に、強変換もCの場
合と同様に考えられる。
定理 3.3.6∫:(K2,0)→(K,0)を解析関数芽、K=RまたはK=C、
Π:(X,Π~1(0))→(K2,0)を∫-1(0)の簡約化とする。このとき、
スK(∫)=∪ΩI(∫)
I∈σ
33
である。
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証明 定理を示すためには、∞∈AK(ハより
スK(∫)＼{∞}=∪」∈σΩI(∫)＼{∞}
を示せば十分である。
た∈スK(∫)ヽ{∞}とする。解析弧λ:(K,0)→(K2,0)で0(∫Oλ)=ん
となるものが存在する。このとき、人のΠによる持ち上げμ:(K,0)→
(X,Π
~1(0))が存在する。
ξをμの像とEとの唯一の共通点とする。これは唯一のDr,(I=
{を1,…・,をp},p=1,2)に属している。ξ∈Eならばf∈σは明らかで
ある。ξでの局所座標 (■,υ)で
ノOΠ(″,ν)=がνπ
となり、μは以下の式で与えられるものが存在する。
z=αlιαl+α2tα2+.…(ただし、αl≠o,o<αl<α2<・…)
ν=βlt。1+島ι。2+.…(ただし、βl≠0,0<bl<♭2<・…)
{ι,m)で0でないものの集合は{πぅ1,…・,π
")と
~致するから、
た=0(∫Oλ)=0(ノ0(ΠOμ))=0((∫OΠ)Oμ)=αl:十blm∈ΩI(∫)
である。したがって、
AK(D＼{∞}⊂∪Ωf(D＼{∞}
r∈σ
が成 り立つ。
逆を示すために、f={づ1,…・,ら}∈σ,(p=1,2)とする。p=2のとき
のみを示す。21,Dづ2'の重複度をJ,πとする。ここで、た∈ΩI(ノ)＼{∞}
とすると、た=αι+bm(α,b∈N)と表される。
ξ=21∩Dぅ2での局所座標形 (α,ν)でノOΠ(″,υ)=ZJνれ,解析弧 μ:
(K,0)→(X,ξ),μ(ι)=(ια,ιb)とし、λ:(K,0)→(K2,0)をλ(ι)=ΠOμ(ι)
と定義すると、人は解析弧で、
∫OΠOμ(t)=ta+h=ιた
である。よって、
た=0(∫OΠOμ)=0(∫Oλ)∈スK(∫)ヽ{CЮ}
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である。
p=1のときも同様に
Ω・(∫)ヽ{∞}⊂スK(∫)ヽ{∞}
が示される。したがって、
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∪ΩI(∫)＼{∞}⊂スK(∫)＼{∞}
I∈σ
が成 り立つ。
以上より、
スK(∫)＼{∞}=∪Ω・(∫)＼{∞}
I∈σ
が示された。
□
注意 3.3.7定理3.3.6は一般のπ変数の場合にも成り立つ。証明は2変数
の場合と同様である
定理3.3.6で簡約化を通した福井不変量の計算公式を与えた。この簡約
化からの情報を得る上で役に立つのが特異点解消ツリー(resOlution tree)
である。次に、∫(″,ν)=π2_ν3とぃぅ簡単な関数を用いて、ツリー の描
き方を説明する。
例3.3.81K=RまたはCとし、∫:(K2,0)→(K,0)を∫(■,ν)=″2_ν3
で定義される多項式関数とする。ここで、Z=∫~1(0)とおく。
(第1段階)∫は原点0∈K2で特異点を持つので、原点ブローアップΠl:
″1→K2を考える。このとき、″2の次数の方がν3の次数より低いので、∫
のブローアップ後の関数Fl=∫o Πlを考えるとき、Πl(X,y)=(Xχy)
で表される座標近傍銑=K2上で観ることにする。
Fl(X,y)=∫(XКy)=y2(x2_y)
このとき、ΠlによるZの強変換(同じZを用いる)はX2_y=0で与え
られ、Πlによる例外集合島 はy2=0で与えられる。第1段階のツリー
として、Fl~1(0)=Z∪■ を碗=K2上に描く。(K=Cのとき、C2は実
4次元でそのままではツリー を描くことができない。従って、実の場合の
ツリー で代用する。ただし、虚部に消えて実部に現れない曲線がある場
合はそのことを考慮して、それらの曲線も実の場合のツリー 上に書き加
えている。)
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°´        (El,2)
(第2段階)第1段階の■ とZは0∈銑 =K2で接しており、正規交叉し
ていない。従って、0∈碗 ⊂″1でのブローアップΠ21M2→νlを考え
る。このとき、強変換Zの定義式のX2_yのX 次数はyの次数よりも
高いので、Fl=∫oΠlのブローアップ後の関数F2=F10Π2=(∫OΠl)OΠ2
を考えるとき、Π2(X,y)=(X,Xy)で表される座標近傍y2=K2上で観
ることにする。
F2(X,y)=Fl(X,Xy)=X3y2(x_y)
このとき、Π20 ΠlによるZの強変換 (同じZを用いる)はX―y=0で
与えられ、例外因子島 はy2=0,Π2による例外集合島 はX3=0で与
えられる。第2段階のツリーとして、F21(0)=Z2∪■ ∪易 をy2=lK2
上に描く。
El,2)
(第3段階)第2段階の島,めとZは0∈1/2=K2で正規交叉していない。
従って、0∈y2⊂几らでのブローアップΠ3:ル亀→ M2を考える。この
とき、強変換Zの定義式のX―yのXの次数とyの次数は等しいので、
F2=∫O Π10 Π2のブ ロ ー ア ッ プ後 の 関 数 F3=F20Π3=(∫O Π10 Π2)O Π3
を考えるとき、1/3,73のどちらの座標近傍上で考えても大きな違いはな
い。ここでは、F2=∫O Π10 Π2のブローアップ後の関数F3=F20Π3=
(∫O Π10 Π2)O Π3を考えるとき、Π3(X,y)=(XКy)で表される座標近
傍銑=K2上で観ることにする。
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(島,3)
F3(X,y)=F2(XКy)= 3y6(y_1)
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このとき、Π30Π20 ΠlによるZの強変換 (同じZを用いる)は、y_1=0
で与えられ、例外因子島 はX3=0,Π3による例外因子島 はy6=0で
与えられる。例外因子 ム は鴫 上の無限大に飛んでいて現れない。第 3
段階のツリーとして、F31(0)=Z∪島 ∪助 を銑 =K2上に描き、島 を
鴫 の無限大に近い所に、民 に正規交叉するように描く。第3段階におい
て、Zは滑らかで、Z∪ュ ∪島 ∪五しは正規交叉しているので、F3は∫
の簡約化を与えている。我々はこの第3段階のツリーを重複度も込みで∫
の特異点解消ツリー (resOlution tree)と呼ぶ。
島 ,6)
定理3.3.6の計算公式を用いた福井不変量の計算例を挙げておく。
例 3.3.9∫:(K2,0)→(K,0)を
∫(π,ν)=α4_ν4
とする。
(1)R上の既約分解は、
∫(π,ν)=(″一ν)("十ν)(■2+ν2)
となる。Π:m→R2を原点ブローアッス E=Π-1(0)をその例外集合
とする。2章で見たように、ν は2つの座標近傍で覆われるが、その一
つを用いて
Π(X,y)=(Xtt y)
とすると、
∫OΠ(X,y)= x4y4_y4
= y4(x4_1)
= y4(x+1)(X-1)(X2+1)
であるから、特異点解消ツリーは以下のものになる。
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(Z,1)
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(E,4)
(Z2,1) (Zl,1)
以上より、AR(∫)=N≧4∪{∞}である。
(2)C上の既約分解は、
∫(π,ν)=(″一ν)(・+ν)(″+`ν)("十づν)
となる。Π:π→C2を原点ブローアップとし、E=Π-1(0)をその例外
集合とする。上と同様に、
Π(X,y)=(XКy),E=π~1(0)=(0,0)
とすると、
ノOΠ(X,y)= x4y4_y4
= y4(x4_1)
= y4(x+1)(X-1)(X2+1)
= y4(x+1)(X-1)(X+を)(X―づ)
であるから、特異点解消ツリーは以下のものになる。
(E,4)
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(Z4,1)(Z2,1) (Zl,1)(Z3,1)
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以上より、Ac(∫)=N≧4∪{∞}である。
注意 3.3.10Rの場合には、ぉ
1(0)={(0,0)}のとき、強変換 ろ =0とな
ること、一方、Cの場合には、そ=0となることはないことに注意する。
この節の最後に、定理3.3.6の集合論への応用を述べる。
命題 3.3.11自然数P,9∈Nに対し、
PN+9N=(p+9)N∪(pN十(p+g)N)∪(9N十(p+9)N)
である。
(福井不変量を用いる証明)
証明 関数∫:(R2,0)→$,0)を∫(″,ν)="pν9とすると、∫は既に正
規交叉になっているので、定理3.3.6より、
AR(ハ=(PN+9N)∪{00}
である。
一方、ノの簡約化を行うと、特異点解消ツリー は以下のものとなる。
(E,p+α)
(Zl,p) (Z2,9)
定理 3.3.6より、
スK(∫)=(p+9)N∪ON+0+9)N)∪(9N+0+g)N)∪{OO}
となる。以上より、命題が従 う。
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□
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(集合論的証明)
証明 まず、PN ttgN⊃0+9)N∪ON十(p+9)N)∪(gN+0+9)N)で
あることを示す。任意のm,η∈Nに対し、次が成 り立つ。
し十gパ∋(p+9)π⇒Pπ+9π∈pN+9N
O+9)N+PN∋0+9)π ttpη→ pい十η)十gm∈pN ttgN
O+9)N ttgN∋0+g)π tt pη→pm+(m ttη)g∈PN+9N
である。したがって、
PN+9N⊃し+9)N∪ON+(p+9)N)∪(9 +(p+α)N)
が成 り立つ。
次に、PN ttgN⊂(p tt g)N∪O 十(p+g)N)∪(gN+0+9)N)である
ことを示す。PN+gN∋pπ ttgηとする。π,ηの大小関係により場合分
けする。
(f)m=2のとき
pπ tt gη=0+g)π∈(p+9)Nである。
(J」)π>ηのとき
pπ tt gη=(p tt g)ηtt Pい一η)∈(p+g)N+pNである
(JJ」)m<ηのとき
pπ+9η=(p+9)π+α(η―m)∈し+g)N+gNである。
従って、
PN+9N⊂(p+9)N∪(PN十(p tt g)N)∪(9N+(p+9)N)
である。
以上より、命題が従 う。
□
上のような命題は、多項式関数を考えることによりいくらでも構成で
きる。それらは、福井不変量の計算公式を用いることにより、形式的な
操作で容易に示される。
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3。4 福井不変量の計算公式を用いるうえでの技巧
∫:(K2,0)→(K,0)を解析関数芽、K=RまたはCとするとき、
∫(″,ν)の既約分解を
ノし,ν)=Πんにのカ
′=1
と表すこととする。π
`を
民 の重複度、(1≦づ≦Ⅳ)とし、S′を ZJ・の重
複度、(1≦ブ≦た)とする。任意の民 をとる。
N
△幌)=mをN,△σ=∪△(鳥)
|=1
とおく。次に、任意の対(島,島)ただし、民∩島 ≠0をとる。〃り=島∩島
とする。
△″=∪(π,N+物N)
(jJ)
とおく。ただし、この和集合の和は民∩易 ≠0となる対 (り,プ)全体を亘る。
次に、任意の強変換みをとると、ZJ・はある一つの例外因子昆哺)と交
わる。このとき、
た
△s=∪(S′N tt muON)
′=1
とおく。以上の準備のもとに、K=Cのとき、定理 3.3.6は次のように言
い換えられる。
定瑠]3.4.1
スc(∫)=△G∪△fr∪△S∪{oo}
である。
例 3.4.2∫:(C2,0)→(C,0)を
∫(・,ν)=″2_ν4=(α_ν2)(″十ν2)
とする。このとき、一点ブロー アップを用いて∫~1(0)の簡約化を行う。
そのために、
Fl(X,y)=∫(χКy)=X2y2_y4
F2(X,y)=Fl(Xtt y)=y4(x2_1)
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とする。このとき特異点解消ツリーは次のようになり、
(El,2)はF2の式には表れないが無限大に現れている。
無限大に飛んでいる)。
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最初の例外集合
(言い換えると、
(島,4)
(Zl,1) (Z2,1) (El,2)
ここで、特異点解消ツリーが次を与える。
△(Pl)=2N,△(P2)=4N,△″=2N+4N,△6=4N tt N
よって、
スc(∫)={2,4,5,6,7,...}∪{∞}
である。
K=Cのとき∫(″,jらν)=π2+ν4=θ(z,ν)でノとgは線形同値である。
したがって、スc(ク)=スc(ノ)である。
一方、K=Rのとき、g(″,ν)=π2+ν4,θ-1(0)={0}である。θの簡
約化を上と同様に考える。
Cl(X,y)=θ(χКy)=y2(x2+y2)
G2(X,y)=Cl(XКy)=y4(x2+1)
とする。このとき、特異点解消ツリー は次のようになる。
(a,4)
(El,2)
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gの特異点解消ツリースR(g)はスc(g)とは異なる。しかし、K=Rの
ときも定理3.4.1は成り立っている。
もし、ぉ1(0)={ο}ならば実の強変換(striCt transform)ろ=0であ
るから△sは適切に解釈されるべきである。例えば、
∫(・,ν)=π(″2+ν2)
これをブローアップして、
Fl(X,y)=∫(XКy)=Xy3(x2+1)
よって、特異点解消ツリー は次の通りである。
(El,3)
(Z2,1) (Zl,1) (Z3,1)
x2+1の交点は複素平面に消えている。このようなものは計算に入れ
ない。″
1(0)≠
{ο}となぅのに対して、強変換 ら はある二嗜)と実平面
上の点と交わる。このとき、
△番=∪′(らN+mし(J)N)
とおく。ただし、和集合の和はな1(0)≠{ο}となる全てのプを亘る。
実の場合の定理は、複素の場合の3.4.1において △sを△ょに置き換えて
得 られる。即ち、次の定理が成 り立つ。
定理3.4.3スR=△C∪△″∪△番∪{∞}
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例 3.4。4定理3.4.3を用いて実の場合の例を計算する。
(1)g(・,ν)=Z2+ν4のとき
△c=2N∪4N=2N,△″=2N+4N⊂2
で、△番は考える必要がない。よって、
スR(∫)=2N∪{oo}
である。
(2)ノ(″,ν)=″(″2+ν2)のとき、
△c=3N,△:=N+3N
で、△″は考える必要がない。このとき、
AR(∫)=3N∪(N+3N)∪{oO}
=(3,4,….}∪{∞}
である。
この例の場合、AR(∫)の定義に基づく計算のほうが簡単である。実際
m∈Nとして、λ(t)=(tれ, )とすると、
∫Oλ(ι)=ιπ+2+ι3π
であるから、スR(∫)⊃{3,4,5,….}である。また、ARブ1,2は明らかより、
AR(∫)={3,4,5,….}∪{∞}
となる。このように定義に基づいた計算のほう_が簡単の場合もありうる
ので、定理3.4.1や3.4.3を用いる際には注意が必要である。
(3)∫(■,υ)=π4+ν6のとき、
Fl(X,y)=∫(XКy)=y4(x4+y2)
F2(X,y)=Fl(X,Xy)=X6ν4(x2+y2)
F3(X,y)=F2(XКy)=X6y12(χ2+1)
とする。
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(島,12)
(島,6) (■,4)
△c=4N∪6N
△″=(4N+12N)∪(6N+12N)⊂4N∪6N
で、△番は考える必要がない。よって、
スR(∫)=4N∪6N∪{∞}
である。
この例の場合、定義による計算は大変手間である。興味がある方はスR(∫)
の定義に基づく計算をし、比較してみてほしい。
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安定的区間状
この章ではЮ]で紹介されている福井不変量に現れる整数論的性質であ
る「安定的に周期的」と「安定的区間状」について述べることにする。
4。1 安定的に周期的
この節では、福井不変量によく現れる性質の一つである安定的に周期
的に関する性質を述べる。
定義 4。1.lK=RまたはCとし、∫:(K2,0)→(K,0)を恒等的にOで
はない解析関数芽とする。∫の福井不変量を
スK(∫)={αl,α2,・…}∪{CЮ},αl<α2<。…<αぅ<.…(にN)
とする。このとき、c,9,α∈Nで
%+た9=%+んα(C≦ブ<C+9,た∈N)
を満たすものが存在するとき、AK(∫)を安定的に周期的であるという。こ
の式を満たす最小の9を安定周期と呼ぶ。さらに、 c,α,m∈Nで
αれを=C十づα,を=0,1,2,….
を満たすものが存在するとき、スK(∫)を安定的区間状という。特に、α=1
であるとき、スK(∫)を安定的単位区間状と呼ぶ。
例 4。1。2ノ(″,ν)=π4+ν6とする。実の場合の福井不変量は例3.1.7で計
算している。
(1)実数の場合
AR(∫)={4,6,8,12,16,18,20,24,28,30,32,36,….}∪{∞}
4章
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である。よって、c=4,9=4,α12で安定的に周期的である。しかし、
スR(∫)は安定的区間状ではない。
(2)複素数の場合
Ac(∫)={4,6,8,12,13,14,15,….}∪{∞}
である。よって、c=12,9=1,αで安定的に周期的である。また
スc(∫)は安定的単位区間状である。
例 4.1.3∫(″,ν)=″2とする。K=RまたはCに対し、
スK(∫)=(2,4,6,8,...}∪{∞}
である。よって、c=2,9=1,α=2で安定的に周期的である。更に、
スc(∫)は安定的区間状であるが、安定的単位区間状ではない。
上記の例より、福井不変量は常に安定的に周期的であるように思われ
る。これが正しいことを以下に示す。
安定的区間状という性質は、次のように言い換えることができる。
補題4.1.4K=RまたはCに対し、スK(∫)が安定的区間状であることの
必要十分条件はs,α,π∈Nでαπ十二=(S十づ)α,(づ∈Z,づ≧0)を満たすも
のが存在することである。
証明 まず、αれ+づ=(s十づ)αとする。このとき、
αm+づ=(S十づ)α=Sα十づα (づ∈Z,づ≧0)
より、c=sdとして安定的区間状である。
逆に、スK(∫)が安定的区間状であるとすると、定義4.1.1より
απ+|=C十
`α
(づ∈Z,j≧0)
を満たすc,α,η∈Nが存在する。
αれ=C∈AK(∫)
とスK(∫)の定義4.1.1より、2c∈スK(∫)は、あるscNに対して、2c=
αm+sと表されるから、
2c=απ+S=C+Sα
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となる。よって、 c=sαである。従って、
απ+ぅ=C十づα=(S十づ)α
と表される。
□
系4.1.5K=RまたはCに対し、福井不変量AK(∫)は安定的に周期的
である。
証明 定理 3.3.6より福井不変量は
スK(∫)=∪ΩI(ハ
I∈σ
と表された。ただし、f={づ1,…。,づp}∈θに対し、
ΩI(∫)=1鴨,Nl+・…+π■N}∪{∞}
である。αI=goc.d{πづ,・…,
"}と
おくと、補題4.2.3と命題1.2.9より、
Ωf(∫),(ΩI(∫)＼{∞})は安定的区間状になる。■K(ノ)はΩI(∫)の有限個
の和集合より、安定的に周期的である。
4.2 安定的区間状
前節の例で見たように、複素関数の福井不変量で安定的区間状になら
ないものを見つけることはそれほど容易なことではない。ここでは、161
で与えられている斉次多項式の例を紹介する。
命題 4.2.1∫:(C2,0)→(C,0),を
∫(″,ν)=(Z一ν)2(._2υ)3(″_3υ)3(″_4ν)4
で定義される複素多項式関数とする。このとき、∫の福井不変量は、
スc(∫)=12N∪{12+2p lP∈N}∪{12+助川p∈N}∪{∞}
である。これは、
スc(ノ)=((2N∪3 )∩N≧12)∪{OO}
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とも表される。よってスc(ノ)は
Ac(∫)={12,14,15,16,18,20,21,22,24,26,….}∪{∞}
で、安定的区間状でない。
証明 λ:(C,0)→(C2,0)解析弧とする。このとき、λ(t)=(X(ι),y(ι))
ただし、
X(ι)=αotし十αlιυ+1+.…,y(ι)=botυ+bltυ+1+.…
とする。α。,b。≠0かつし,υ≧1のとき、X≡0(またはy≡0)ならば
υ=∞(または、υ=∞)とする。また、λ≡0または、X(ι)=たy(t)
(た=1,2,3,4)のとき、0(ノOλ)=∞となる。
次に、λ≠0かつX(ι)≠たy(ι)(た=1,2,3,4)のときを考える。し<υの
とき、∫Oλ(t)=α32t12●十(高次の項)である。したがって、0(∫Oλ(ι))=12υ
となる。よって、
{0(∫Oλ(ι))lλ,ただし、υ<υ}=12N
である。同様にして、し>υのとき
{0(∫Oλ(ι))lλ,ただし、し>υ}=12N
である。
最後にし=υのときを考える。
(I)αo=boのとき
X(ι)一y(ι)=Clιυ+1+c2ιυ+2+.…(cl≠0,υ≧υ)
X(t)一たy(ι)=dたtu十.… (aた≠o,た=2,3,4)
である。以上より、
ノOλ(ι)=Cit2(υ+⇒α3ι3しご:ι3υttι4し十(高次の項)
=clα3d:αlι12υ+2+4υ一o+(高次の項)
となる。したがって、0(∫Oλ(ι))=12鶴+2{(υ―)+1)である。よって、
{0(ノOλ(ι))lλ}=(12+助川p∈N}
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である。
(II)αo=2bOのとき
{0(∫Oλ(ι))lλ}=(12+3P lp∈N}
である。
(III)αo=3bOのとき
{0(∫Oλ(ι))lλ}={12+鞠,lp∈N}
である。
c7)αO=4bOのとき
{0(∫Oλ(ι))lλ}={12+衛川P∈N}
である。
(y)他の場合、{0(∫Oλ(ι))lλ}=12Nである。
以上より、
スK(∫)=12N∪{12+々州P∈N}∪{12+3p lp∈N}∪{00}
=((2N∪3N)∩N≧12)∪{OO}
となる。
□
上の命題において、sl=2,s2=3,s3=3,s4=4とするとき、
S=Sl+S2+S3+S4,ク・C・α(Sl,S2,S3,S4)=1
であり、プ=1,2,3,4に対して、(s,S′)=1になるものは存在しない。
以上の考察から次の補題の定式化のヒントを得た。
補題 4。2.2自然数sl,.…,Sたに対しs=sl+.…+sた,r=goc.α(Sl,.…,Sた)
かつαO=goc.ご((s,sl),…・,(S,Sた))とするとき、r=αOとなる。
証明 r=goc.α(sl,・…,Sた)より、s′=りT(1≦ブ≦た)であるから、rls
である。したがって、rl(S,S′)(1≦ブ≦た)より、
r l goC.α((S,Sl),…・,(S,Sた))=αo
である。
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-方、
S′=ち(S,S′)(1≦ブ≦ん)
と表される。ここで、
αO=θ.c.α((S,Sl),…・,(S,Sた))
より、(s,s′)=π′島と表される。よって、ら=ちπメo,(1≦グ≦た)と
なる。したがって、
r=goc.α(sl,….,Sた)
=ク・C・α(ιlπl島,…・,ιたmんαO)
=αO g.c.α(1lπl,….,ιたπた)
となるので、α。lrである。
以上より、r=αOを得る。
□
この節の後半では、福井不変量が安定的区間状になるための判定法を
述べる。ノ:(K2,0)→(K,0)を解析関数芽とする。
∫し,ν)=Π力し,ν)キ
′=1
を∫(″,ν)の既約分解とする。ここで、Π:(X,E)→(K2,0)を∫~1(0)
の簡約化とし、E=Π~1(0)は例外集合El,.…,ENの和集合とする。πぅ
は民 の重複度 (1≦づ≦ Ⅳ)、 そ は″
1(0)の強変換、s′はその重複度
(1≦づ≦た)とする。民∩島≠0かつづ≠グのとき、物=(mを,πDとお
く、つまり%りはπことη′の最大公約数である。このとき、
「E=∪{γり}
と定義する。和はを≠Jで民∩島≠0となる対(り,プ)の組全体を亘る。強
変換るがある例外因子二嗜)と交わるとき、助=(ら,πυO))とおき、
「s=∪{%}
と定義する。K=Rの場合は「sは″1(0)≠{0)となる%のみからなる
と解釈される。
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(1)∫
~1(0)={0}で簡約化が1回のブロー アップによって与えられる場合。
このとき、ツリーモデルはただ一つの例外集合からなる。ここで、m
をその重複度とすると、
AR(∫)=πN∪{∞}
となる。したがって、スR(∫)は安定的区間状である。このとき、「 ={π}と定義する。
(2)ノ
~1(0)≠{0}または簡約化が2回以上のブロー アップによって与え
られる場合。
このとき、各例外因子は他の例外因子または強変換と交わる。つまり、
「 E≠0またはFs≠0である。このとき、F=FE∪Fsと定義する。
以上の準備をもとに、Ю]で与えられた福井不変量が安定的区間状、更
に安定的単位区間状になるための初等整数論的特徴付けを証明抜きに紹
介する。
定理 4.2.3dを「 内の数の最大公約数とする。K=RまたはCに対し、
スK(∫)が安定的区間状であるための必要十分条件はご∈「 である。特に、
スK(∫)が安定的単位区間状であるための必要十分条件は1∈「 である。
こ こで 、
N               た
ν=∪{π`},輪=∪{πυO}づ=1           ′=1
とする。
注意4.2.4-般のη変数解析関数芽の福井不変量が安定的区間状になる
ための初等整数論的特徴付けもЮ]で与えられている。
次の4.3節の斉次多項式の福井不変量の安定的区間状を取り扱う上で必
要になる定理4.2.3の系を一つ述べておく。
系4.2.5 dOを「 s内の数の最大公約数とする。任意のπづ∈ν＼」‰がある物∈「sで割り切れると仮定する。このとき、スK(∫)が安定的区間状であるための必要十分条件はdO∈「 である。
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証明 αを「 内の数の最大公約数とする。任意のπ,∈ν＼」‰はある
竹 ∈「 sで割り切れるという仮定をもとに、αO=αを示す。
「 3⊂
Fより、αとあの定義からαl島(α≦αo)である。
次に、任意のπ∈「
に対し、ぁ lπを示す。
(1)αOの定義より、任意のπ∈「 sに対し、αOl π
である。
(2)任意のm∈ν ∩νЪに対し、α。lπも明らかである。
(3)任意のπ∈ν＼M、に対し、任意のmぅ∈ν＼」‰があるη∈「 sで割
り切れることより、あるη∈「 sで%lπが存在するからαOl mである。
(2),(3)より、m∈ν に対し、α61πである。また、π=(πを,η′)∈「 Eに対し、αOl πである。ただし、民∩島 ≠0(づ≠ブ)である。よって、任
意のπ∈「 に対し、αOl πであるから、αOl αである。
以上より、α。=dとなり、系の主張は定理4.2.3より従う。
4。3 斉次多項式の福井不変量の安定的区間状
4.2節の命題 4.2.1で与えられた例が、複素斉次多項式の例として最適
な例であることを自分自身で示すことができたので、この節でその証明
を与えておく。
定理 4.3.12変数複素斉次多項式の中で、福井不変量が安定的区間状に
ならないものの最小次数は12である。
系 4.3.2次数11以下の2変数複素斉次多項式の福井不変量は安定的区間
状である。
定理4.3.1は、系4.3.2と命題4.2.1より従うので、以下ではこの系を証明
することにする。また、∫(π,ν)=π4+υ6の例で見られるように、実・複
素の場合を扱っていても複素の場合を念頭においていることに注意する。
命題 4。3.3-次式に分解される斉次多項式∫(ω,ν)を、
∫(π,ν)=(αl +blν)Sl.…(αた″+わたν)Sた,(た∈N)
ただし、α。し≠%b.(づ≠ブ),S=Sl+・…+Sた,γ=θ.C.d(sl,…。,Sた)とお
く。また、「 s={(s,sl),…・,(S Sた)}とすると、スK(∫)が安定的区間状であるための必要十分条件はr∈「 sである。
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証明 ∫は斉次多項式であるから、この∫の特異点解消ツリー は一回のブ
ローアップで与えられる。
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(E:Sl+…。十 Sた)
(Zl: 穂)(Z4:S4)
(図 4.1)
(4:Sた)
このとき、「 E=0である。したがって、F=Fsである。
次に、s=sl+.…+Sたとおくと、
ν=埼={S},ルf＼埼=0
であり、系4.2.5の任意のmを∈ν＼ゴ比がある%∈「sで割り切れるとい
う仮定は自動的に満たされている。また、
rs=∪{仁S,)},αo=goc.α{(S,Sl),一,(S,Sた)}
J=1
とおくと、系4.2.5より、スK(∫)が安定的区間状であるための必要十分条
件はαO∈「 sである。ここで、補題4.2.2よりr=α。なので、スK(∫)が安
定的区間状であるための必要十分条件はr∈「 sである。
□
注意 4.3.42変数複素斉次多項式を既約分解すると、命題4.3.3の∫(■,υ)
のように、2変数複素1次多項式の積に分解される。
一方、2変数実斉次多項式を実多項式の範囲で分解したとき、∫(■,ν)=
.2+ν2のように、1次実多項式の積に分解されないものが存在すること
に注意する。
上の注意で述べたように、2変数複素斉次多項式を扱うとき、命題4.3.3
のように1次式の積で表されたものを考えれば十分である。
最初に、命題4.3.3より次の系が導かれる。
Sl)(Z2:S2)(Z3:S3)
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系 4。3.5斉次多項式
∫(π,ν)=(αl″十blν)Sl…。(αんπ tt bんν)Sん (た∈N)
ただし、αをし≠%bo(づ≠」)において、た≦2のとき福井不変量AK(のは
安定的区間状である。
証明 た=1のとき∫(2,ν)=(αl″+blν)Slであるから、
スK(∫)={Sl,2sl,3sl,.…}∪{CЮ}
である。よって、AK(∫)は安定的区間状である。
次に、た=2のときを考え、
∫(Z,ν)=(αl″+blν)Sl(α2π+b2ν)S2
とする。このとき、s=sl+s2,r=(Sl,S2)であり、「3={(S,Sl),(S,S2)}
である。このことから、
γ lSb rlS2,rlS
が言える。従って、
rl(S,Sl),rl(S,S2)
である。以上から、(s,sl)=αr,(∈N)とおける。また、ス,3∈Nで
S=Sl+S2=スαr,sl=Bαrとおける。よって、Bαr+s2=スαrとな
る。これを変形してs2=(■~3)αrと書ける。従って、αr l(sl,S2)であ
る。また、r=(Sl,S2)よりα=1である。
以上より、(s,sl)=rょりr∈「 sとなる。従って、命題4.3.3よリスK(∫)
は安定的区間状である。
□
系4.3.5より、たが2以下の場合の福井不変量スK(∫)に安定的区間状で
ないものが現れないことが分かった。次に、た=3のときスc(ノ)が安定
的区間状でない斉次多項式となる例が存在することを示す。
例4.3.6K=RまたはCに対し、
ノ(0,ν)=(π―ν)2(._2ν)3(″_3ν)25
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とする。このとき、
r=goc.d(2,3,25)=1,s=2+3+25=30
である。また、
「 s={(30,2),(30,3),(30,25)}
={2,3,5}
である。r/「sより、命題4.3.3から五K(∫)は安定的区間状でない。
以下、た≧3,s≦11のときに、福井不変量スK(∫)が安定的区間状にな
らないものが存在しないことを示す。そのために以下の補題を用意する。
補題 4.3.7命題4.3.3の形で与えられる斉次多項式ノ(″,ν)のおいて、あ
るグに対してs′=1のとき、福井不変量スK(∫)は安定的区間状である。
証明 ら=1のとき、r=1,(s,S′)=1よりr∈「 sである。よって、命
題4.3.3よりAK(∫)は安定的区間状である。
□
補題4.3.8命題4.3.3の形で与えられる斉次多項式∫(″,υ)のおいて、sが
素数のとき、福井不変量スK(∫)は安定的区間状である。
証明 た=1のとき、s=slとなる。このとき、r=s,「s={s}である。
したがって、r∈「 sとなり命題4.3.3よリスK(∫)は安定的区間状である。
次に、た≧2のときを考える。sは素数であるから、(s,so)=1,(1≦
づ≦た)となる。したがって、「s=(1}となり、このときも命題4.3.3よりスK(∫)は安定的区間状である。
以上より、sが素数のとき、斉次多項式∫(″,ν)の福井不変量スK(∫)は
安定的区間状である。
□
上の補題を用いて命題 4.3.3の形で与えられる斉次多項式の福井不変量
の安定的区間状について考えていこう。s≦11としたとき、s=sl+.…+Sん
であるから、た≧6では必ず s′=1となるものが存在する。したがって、補
題4.3.7よりた≧6の場合次数11以下の2変数複素斉次多項式の福井不変
量は安定的区間状である。よって系4.3.2を示すためには3≦た≦5,s≦11
の場合を調べればよい。以下では、この場合に福井不変量が安定的区間
状であることを示す。
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命題 4.3.9命題 4.3.3の形で与えられる次数 11以下の2変数複素斉次多
項式において、た=3のとき、福井不変量は安定的区間状である。
証明 た=3のとき、補題4.3.7と補題4.3.8より、flK(∫)が安定的区間状
でないものをs<11で探すにはs=6,8,9,10の場合を調べればよい。
(1)s=6のとき
Sl=S2=S3=2より、r=2,「s={2)であるからr∈Fsである。よっ
て、命題4.3.3よリスK(ハは安定的区間状である。
(2)s=8のとき
このときは次の2通りが考えられる。
(r)Sl=S2=2,s3=4の場合
このとき、r=2,「s={2,4}であるからr∈Fsである。よって、命題
4.3.3よリスK(∫)は安定的区間状である。
(〃)sl=2,s2=S3=3のとき
このとき、r=1,「s=(1,2)であるからr∈Fθである。よって、命題
4.3.3よリスK(∫)は安定的区間状である。
(3)s=9のとき
このときは次の3通りが考えられる。
(J)Sl=S2=2,s3=5のとき
このとき、r=1,「s={1)であるからr∈Fsである。よって、命題4.3.3
よリスK(∫)は安定的区間状である。
(II)Sl=2,s2=3,s3=4のとき
このとき、r=1,「3=(1,3)であるからr∈Fsである。よって、命題
4.3.3よりAK(∫)は安定的区間状である。
ば〃)Sl=S2=S3=3のとき
このとき、r=3,「s=(3}であるからr∈Fsである。よって、命題4.3.3
よリスK(∫)は安定的区間状である。
(4)s=10のとき
このときは次の4通りが考えられる。
(I)Sl=S2=2,s3=6のとき
このとき、r=2,「s={2}であるからr∈Fsである。よって、命題4.3.3
よリスK(/1は安定的区間状である。
(fr)Sl=2,s2=3,s3=5のとき
このとき、r=1,「s={1,2,5)であるからr∈Fsである。よって、命題
4.3.3よリスK(∫)は安定的区間状である。
(JJ」)Sl=2,s2=S3=4のとき
第4章 安定的区間状                     58
このとき、r=2,「s=(2}であるからr∈Fsである。よって、命題4.3.3
よリスK(∫)は安定的区間状である。
C7)Sl=S2=3,s3=4のとき
このとき、r=1,「s=(1,2)であるからr∈Fsである。よって、命題
4.3.3よリスK(ノ)は安定的区間状である。
いずれの場合にも、た=3のとき、次数11以下の2変数複素斉次多項
式の福井不変量は安定的区間状である。
□
命題 4.3.10命題4.3.3の形で与えられる次数 11以下の2変数複素斉次多
項式において、た=4のとき、福井不変量は安定的区間状である。
証明 た=4のとき、補題4.3.7と補題4.3.8より、太(のが安定的区間状
でないものをs≦11で探すには8≦s≦10を調べればよい。
(1)s=8のとき
Sl=S2=S3=S4=2より、r=2,「s=(2)であるからr∈Fsである。
よって、命題4.3.3よリスK(ハは安定的区間状である。
(2)s=9のとき
Sl=S2=S3=2,s4=3より、r=1,「3={1,3}であるからr∈Fsで
ある。よって、命題4.3.3よりAK(∫)は安定的区間状である。
(3)s=10のとき
このときは次の2通りが考えられる。
(∬)Sl=S2=2,s3=S4=3のとき
このとき、r=1,「s=(1,2}であるからr∈Fsである。よって、命題
4.3.3よリスK(∫)は安定的区間状である。
(J」)Sl=S2=S3=2,s4=4のとき
このとき、r=2,「s={2}であるからr∈Fsである。よって、命題4.3.3
よリスK(∫)は安定的区間状である。
いずれの場合にも、た=4のとき、次数11以下の2変数複素斉次多項
式の福井不変量は安定的区間状である。
□
命題 4。3.11命題4.3.3の形で与えられる次数 11以下の2変数複素斉次多
項式において、た=5のとき、福井不変量は安定的区間状である。
証明 た=5のとき、補題 4.3.7と補題 4.3.8より、人 (∫)が安定的区間状
でないものをs<11で探すにはs=10の場合を調べればよい。s=lo
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のとき、sl=s2=S3=S4=S5=2である。このとき、r=2,「s={2}
であるからr∈「 sである。よって、命題4.3.3よリスK(∫)は安定的区間状である。
□
以上より系 4.3.2が示され、定理 4.3.1が証明された。
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第5章 福井不変量とそれを含む
最小の半群
福井不変量を含む最小の半群を考える。もし、福井不変量が解析関数
芽に対する何らかの同値関係に対する不変量なら、その半群も不変量に
なる。本章では、それらの不変量に対する関係について議論する。
5。1 群、半群
まず、群の定義を述べる際に必要となる二項演算の定義を述べる。
定義 5。1.1集合Cの元を二つ入れたらGの元が一つ返ってくるような関
数をθ上の二項演算という。
二項演算は足し算、引き算、掛け算、割り算など、二つの数から一つ
の数を決める演算を一般化した概念である。
注意 5。1.2二項演算は必ずしも可換とは限らない。例えば、2次の正方
行列からなる集合Cの元に対する積は可換ではない。
次に、群の定義を述べる。
定義 5。1.3集合Gとその集合上の二項演算oの組が以下の三つの条件を
満たすときに、その対 (C,o)を群と定義する。
(1)任意のα,b,c∈θに対して (αob)OC=αO(bOC)を満たす。
(2)あるc∈Gが存在して、任意のα∈θに対して、αoe=coα=αを
満たす。
(3)任意のα∈σに対して、αob=boα=θを満たすb∈Gが存在する。
群における条件 (1)は、演算が結合法則を満たしていることを意味して
いる。(2)のθを単位元という。また、(3)のbをαの逆元と言い、α-1と
書く。
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更に、半群の定義を述べる。
定義 5。1.4集合とその集合上の二項演算の対で定義5.1.3の(1)のみを満
たすものを半群という。
最後に、自然数、整数、複素数、実数全体の集合などに対し、二項演
算として足し算と掛け算を取り挙げて、群と半群を具体的に説明する。
例 5。1.5まずは演算が和十の場合の例を紹介する。(N,十)は半群である。
(Z,十)、 (Q,十)、 侭,十)は群である。ν(2,p:R)をη ttp列の実行列全
体の集合とすると、(M(η,p:叫,十)は群である。
例 5。1.6演算が掛け算×の場合の例を紹介する。が,×)、 (Z,×)、 (Q,×)
は半群である。Q*=Q＼{0},R*=R＼{0}とすると、(Q*,×)、 (R*,×)
は群である。
福井不変量スK(∫)(厳密にはスK(∫)＼{0})は一般に足し算に関して半群
でない。以下にスK(∫)が半群とならない例を紹介する。
例 5。1.7∫:(K2,0)→(K,0)、ただし、K=RまたはCを
∫(π,υ)=″2_ν3
とする。このとき、づ∈Nとすると、
ノ←3+ι3+を,ι2)=(ι3+ι3+,)2_(ι2)3=2ι6十二十ι6+21
である。λ(t)=(t3+ι3+を,t2)とすると、0(∫Oλ(ι))=6+バづ∈N)であ
るから、∫(″,ν)の福井不変量スK(∫)は
スK(∫)=(2,3,4,6,7,8,...}∪{∞}
=2N∪3N∪N>6∪{OO}
である。よって、5=2+3/AK(∫)となるからスK(ノ)は半群ではない。
5。2 福井不変量を含む最小の半群
本題に入る前にまず記号を定める。
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記号5.2.lK=RまたはC、 ∫:(Kη,0)→(K,0)をσω級関数芽と
する。このとき、∫の福井不変量スK(∫)に対し、スK(∫)を和+に関して
スK(∫)ヽ{0)を含む最小の半群(または、福井不変量で生成される半群)と
定める。スK(∫)を福丼不変量AK(∫)を含む最小の半群という。
上の定義より、福井不変量とそれを含む最小の半群の間に次の性質が
成り立つことが容易にわかる。
命題 5。2.2K=RまたはCで
ノ,g:(Kn,0)→(K,0)
はともにθω級関数芽とする。このとき、次が成り立つ。
(1)AK(∫)⊂スK(g)ならば、スK(ノ)⊂スK(g)である。
(2)スK(∫)=AK(g)ならば、■K(∫)=スK(g)である。
実解析関数芽∫:(Rれ,0)→S,0)に対し、定理3.1.10で示したように、
福井不変量スR(ノ)はプロー解析不変量であった。また、注意3.1.11(2)で
指摘したように、2変数複素解析関数芽∫:(C2,0)→(C,0)に対し、福
井不変量スc(∫)は位相解析不変量であった。
一方、命題5.2.2(2)から、福井不変量AK(∫)を含む最小の半群スK(∫)
も上記の不変量になる。従って、∫,g:(Kれ,0)→(K,0)を解析関数芽とす
るとき、スK(∫)≠スK(g)ならAK(∫)≠スK(g)であるのでスK(∫)がスK(∫)
と同等の不変量であるか、より多くの関数を区別する秀れた不変量であ
るかどうかが自然に問題になる。
主問題 K=RまたはCで、
∫,g:(Kれ,0)→(K,0)
はθω級関数芽とする。このとき、スK(∫)=スK(g)ならばスK(∫)=AK(g)
であるか。
もし、問題が肯定的に示されれば、スK(∫)は代数的構造を持つ分、福
井不変量スK(∫)より秀れた不変量ということになる。
一方、否定的な例が存在する場合には、上で触れたように、福井不変
量の方が秀れているということになる。この問題を本論文の主問題とし
て提出する。
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5。3 3変数以上の実。複素関数の場合における主
問題に対する否定的な命題
この章では前節で提出した主問題に対して、3変数以上の実。複素解析
関数の場合に、いくつかの否定的な例を通して、ひとつの命題を定式化
していく。
最初に3変数の場合を確かめる。
ノ,ク:(K3,0)→(K,0)
∫,gをσω級関数芽とする場合にスK(∫)≠スK(g)であるがスK(∫)=スK(g)
となる最も簡単な例を紹介する。
例5.3.1(S.Koike)K=RまたはCで、多項式関数
∫,g:(K3,0)→(K,0)
を
∫(・,ν,Z)=π2+ν3+z5,ク(″,ν,Z)=π2+ν3
とする。このとき、ノ,クの福井不変量は
スK(D={2,3,4,5,7,6,8,9...}∪{∞}
スK(g)={2,3,4,6,7,8,9,...}∪{∞}
である。よって、スK(D≠スK(θ)である。
次に、それぞれの福井不変量を含む最小の半群について考えると、
ム (∫)=スK(ク)={2,3,4,5,6,7,8,9,….}
と な り、 一 致 す る 。 以 上 よ り 、 スK(∫)≠AK(g)であ る が ■K(∫)=AK(g)
であるので、主問題に対する否定的な例である。
一般的(ジェネリック)な解析関数芽は孤立特異点を持つことが知られ
ている。上の例において、0∈K3でノは孤立特異点を持つが、′は非孤
立特異点を持つ。従って、安定性を考慮すると、どちらも孤立特異点を
持つ場合にそのような否定的な例が存在するかが自然に問題になる。次
にそのような例を挙げる。
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例 5.3.2K=RまたはCとし、多項式関数
∫,g:(K3,0)→(lK,0)
を
∫(・,ν,Z)=″4+ν5+z9,g(π,ν,Z)=Z4+ν5+Z22
と定義すると、∫もgも0∈K3で孤立特異点を持つ。このとき、ノ,θの
福井不変量は
スK(∫)={4,5,8,9,10,12,15,16,18,20,21,….}∪{∞}
スK(g)={4,5,8,10,12,15,16,20,21,….}∪{CЮ}
である。また、それぞれの福井不変量を含む最小の半群は、
スK(∫)={4,5,8,9,10,12,13,14,15,16,17,18,19,20,21,…。}
スlK(g)={4,5,8,9,10,12,13,14,15,16,17,18,19,20,21,….}
である。以上より、AK(ノ)≠スK(g)であるがスK(∫)=スK(g)である。
以上の例より、3変数の場合の主問題に対する否定的な例を一般化する
ヒントを得て、それを証明することが出来たので以下に述べる。その定
式化のために3章で導入した記号を用いるのでもう一度思い出しておこ
う。
(記号)
自然数P,9∈Nに対し、それらの最大公約数 (P,9)をαで表すことにする。
このとき、P=pld,9=91dとおくと、P,9の最小公倍数レ,引=P191α=
p19=p91である。
定理 5。3.31K=RまたはCとし、ノ,9:(K3,0)→(K,0)を
∫(・,ν,Z)=ノ十ν9+ノ+9,g(″,ν,Z)=ノ十ν9+ZT
で定義される多項式関数とする。ただし、K=Rの場合はP,9のどち
らか一方は奇数とする。このとき、91>pl≧2,r≧p191αならば、
スK(∫)≠スK(g)だが、スK(ハ=スK(θ)である。
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証明 (1)スK(∫)≠スK(θ)を示す。
まず、P+9∈スK(∫)であることがわかる。
P191α一o+9)+α=plglα一ol+91)α+ご
=(Pl-1)(91-1)α≧2α
であるから、P191α≧し+α)+αである。従って、
γ≧P191α>P+9         (5.1)
となる。
一方、定理 3.2.3、定理3.2.4(1)より、
スK(″p tt ν9)∩N≦P191d=(pN∪gN)∩N≦p191d   (5.2)
である。また、P+9=plα+91d=(pl+91)αであり、(pl,91)=1より、
P1/Pl+91かつ /Pl+91である。従って、
P=Pld/ol+91)α=p+9,9=91d/01+91)d=p+α  (5.3)
となる。(5.1),(5。2),(5.3)より、p+g/スK(ク)となる。よって、スK(ハ≠
五K(g)である。
(2)スK(∫)=スK(g)を示す。K=RまたはK=Rのときは、Pまたは9の
どちらか一方が奇数であることから、定理 3.2.3、定理 3.2.4(1)より、
スK(・p+υ9)=pN∪gN∪N>p191d∪{OO}
AK(πp+ν9)={pS+9ι l(S,t)∈N≧o×N≧o＼{0,0}}∪N>p191d
である。ここで、
p+g∈pN+9N,p+9<p191α
より、
スK(ノ)=スK(・p+ν9)={pS tt gt l(S,ι)∈N≧o×N≧。＼{0,0}}∪N>p191d
である。また、r≧p191αより、
スK(θ)=スlK(πp+ν9)={ps+9ι l(S,ι)∈N≧o×N≧0＼{0,0}}∪N>P191d
である。従って、スK(∫)=スK(θ)である。
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注意 5。3.4定理5.3.3において、Pl=1ならば、Pl l Pl+91より、スK(∫)=
スK(g)となるからPl≧2で考える必要がある。
注意 5。3.5p=1のとき、
■K(∫)=スK(g)=N∪{CЮ}
となるから、p≧2の場合を考えている。
注意 5。3.6 pl=91のとき、(pl,91)≠となってしまうためpl≠91、即
ち91>Plの仮定は自然である。
注意 5。3。7定理5.3.3において、K=RでP,9ともに偶数の場合にも同
様のことが考えられるが、P,9,rの場合分けが繁雑になるのでここでは省
略する。
定理5.3.3の証明と同様に以下の定理を示すことができる。
定理 5。3.8∫,g:(R3,0)→(R,0)を
∫(・,ν,Z)=ノーν9+Zp+9,g(■,ν,Z)=ノーν9+ノ191d
で定義される多項式関数とする。このとき、91>pl≧2,r≧p191αなら
ば、AK(∫)≠スK(θ)だがスK(∫)=スK(ク)である。
次に、π≧4の場合を考える。
定理 5.3。9K=RまたはCとし、3変数多項式関数A,gl:(K3,0)→
(K,0)を定理5.3.3または定理5.3.8の仮定を満たすものとする。
次に、∫,g:(Kれ,0)→(K,0),η≧4を
∫(■1,″2,π3,・…,πη)=A(πl,32,π3)
g(■1,″2,■3,・… ,αη)=gl(πl,2,α3)
と定義すると、スK(∫)≠スK(θ)だが、スK(∫)=スK(g)である。
証 明
スlK(∫)=AK(■)≠スK(gl)=スK(g)
菰 (∫)=スK(■)=AK(gl)=スK(g)
□
より明らかである。
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注意 5。3.10定理5.3.9の∫,gは0∈Kηで孤立特異点を持たない。孤立
特異点を持つようにするためには、定理5.3.3、定理5.3.8の証明からわか
るように
∫(″1,″2,π3,・…,πれ)=A(・1,π2,″3)十π:4+…。十π矛
g(πl,Z2,■3,・…,αれ)=gl(ωl,″2,″3)十π肝十・…+″孵
としヽ S4,…・,Sη,r4,…°,しをP,9に対して十分大きなものを取ればよい
ことがわかる。
η≧3の場合には福井不変量のほうがそれで生成される半群より多く
の解析関数または解析的特異点を区別できるので、より秀れていること
がわかった。したがって、2変数の場合が問題になる。次節ではその問題
を扱う。
5.4 2変数の実関数の場合における主問題に対す
る否定的命題
2015年12月にシドニー大学のL.Paunescu氏が兵庫教育大学に滞在し
ているとき、次に紹介する例が主問題に対する反例になっているのでは
ないかというアドバイスを頂いた。
例 5。4.1(L.Pttnescu)K=RまたはCで、多項式関数
∫,θ:(K2,ο)→(K,0)
を
∫(″,ν)=π3+ν4,θ(″,υ)="3+π2ν tt ν4
とする。このとき、ノ,gの福井不変量は次のように計算される。
AK(∫)={3,4,6,8,9,12,13,…・}∪{∞}
スK(g)={3,4,5,6,7,8,9,10,11,12,13,…・}∪{∞}
4K(∫)は定義より、または定理3.2.3、定理3.2.4(1)を用いることにより
求まる。また、スK(∫)⊂スK(g)となることも容易にわかる。■K(ノ)∋7は
解析弧π(ι)=一t2+ι3,ν(ι)=―t2で与えられる。スK(∫)∋10は、解析
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弧″(ι)=―ι2,ν(t)=―ι3+ι4で与えられ、また、4K(∫)∋11は、解析
弧z(ι)=一t4,ν(ι)=ι3で与えられる。
しかし、スK(ノ)∋5を与える解析弧を見つけるのは、それほど容易でな
い。実際、5は解析弧
″(ι)=一ι一ι2+ι3,υ(ι)=ι
で与えられる。以上より、∫,θの福井不変量が求まり、スK(ノ)≠スK(g)で
あることが従う。
次に、それぞれの福井不変量を含む最小の半群について考える。
AK(∫)={3,4,6,7,8,9,10,…。}
41K(g)={3,4,5,6,7,8,9,10,…・}
である。したがって、5/スK(∫)で5∈スK(g)より、スK(∫)≠AK(g)であ
る。以上より、スK(ノ)≠スK(g)かつ■K(∫)≠スK(g)となり、主問題の反
例でないことがわかる。
L.Paunescu氏の考えた例は上でみたように主問題の反例とはなってい
なかった。これは5∈五K(g)を見るのが容易でなかったことによる。実
際、5/スK(g)ならば、スK(∫)=スK(g)となり、主問題の反例になって
い′3。
一方、多くの2変数関数の福井不変量の計算より、複素の場合より実
の場合に主問題の反例を構成するのが容易ではないかという印象を持つ
ようになり、次の例を考えてみた。
例 5.4.2K=RまたはCで、多項式関数
∫,9:(K2,ο)→(K,0)
を、
∫(″,ν)=π6+ν8,g(″,ν)=π6+″4ν2+ν8
と定義する。
(1)K=Rの場合:
∫の福井不変量は定理3.2.4(2)より、
スR(∫)=6N∪8N∪{∞}
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と求まる。一方、クの福井不変量を特異点解消ツリーを用いて求めるため
に、特異点解消プロセスを書くと、
g(・,υ)=π6+π4ν2+ν8
θl(X,y)=θ(XКy)=y6(x6+x4+y2)
θ2(X,y)=σl(X,Xy)=X8y6(x4+X2+y2)
G3(X,y)=σ2(X,Xy)=X16y6(x2+1+y2)
となる。したがって、gの福井不変量の特異点解消ツリーは、以下のよう
になる。
(E2:8)
(El:6)
(島:16)
(図 5.1)
これより、
スR(g)=6N∪8 ∪16N∪(6N+16N)∪(8N+16N)∪{oO}
=6N∪8N∪(6N+16N)∪{oO}
となる。従って、22∈AR(g)だが22グスR(∫)であることより、スK(∫)≠
4K(θ)が言える。
ここで22∈スR(θ)はヽ 解析弧λ(t)=(ι4,t3)で与えられる。
また、スR(∫),■R(g)は、
スR(∫)=スR(g)=6N∪8 ∪(6N+8N)
となる。
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以上より、この例は実関数の場合の主問題に対する反例になっている。
(2)K=Cの場合 :
∫の福井不変量は定理3.2.3より、gの福井不変量については、g(■,ν)=
″4(.2+ν2)+ν8ょり、計算テクニック(または特異点解消ツリー)を用い
て、次のように求まる。
Ac(∫)=6N∪8N∪N≧24∪{OO}
Ac(g)=6N∪8N∪(6N+16N)∪(8N+16N)∪(6N tt N)∪{OO}
=N≧6∪{∞}
である。従って、7∈スc(g)だが7グスc(∫)であることより、Ac(∫)≠
スc(g)が言える。
またスc(∫),スc(g)は、
スc(∫)=6N∪8N∪(6N+8N)∪(24N+N)
=6N∪8N∪(6N+8N)∪≧24
Ac(g)=N≧6
となり、7∈スc(g)だが7グスc(∫)であることより、スc(∫)≠スc(θ)で
ある。
従って、複素関数の場合は、主問題に対する反例になっていない。
例5.4.2(1)を一般化して、2変数実関数の場合における主問題に対する
否定的命題を次のように定式化した。
定理 5。4.3ノ,g:侭2,0)→(R,0)を
ノ(″,ν)=・2p+ν2●+1),g(″,ν)=αη十″2●-1)ν2+ν2(p+1)(p∈N≧2)
で定義された多項式関数とする。このとき、スR(∫)≠スR(g)であるが
スR(∫)=スR(g)である。
定理5.4.3を証明するために次の補題を用意する。
補題 5.4.4∫,g:侭2,0)→s,0)を
∫(・,ν)=αη+ν2o+1),g(.,ν)=Z2p+z2●-1)ν2+ν2(p+1)(p∈N≧2)
で定義された多項式関数とする。このとき、∫,θの福井不変量は次の通り
である。
(1)AR(∫)=ηN∪2(p+1)N∪{∞〕
(2)スR(g)=ηN∪2(p+1)N∪しり 十(p-1)2(p+1)N)∪{∞}
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証明 (1)は定理3.2.4(2)より従う。
次に、(2)を示すためにgの特異点解消ツリーを考える。
Cl(X,y)=θ(XКy)=y2p(xη tt X2(p-1)十y2)
σ2(X,y)=Gl(X,Xy)=X2●+⇒y2p(x2o一⇒十 2し-2)+y2)
Go(X,y)=0ぅ_1(X,Xy)=x(づ~1)20+1)yン(x2し―(″-1))+y2し―の+y2)(2≦を≦p)
Gp(X,y)=cP_1(X,Xy)=x°~⇒2o+1)yン(x2+1+y2)
となり、特異点解消ツリー は以下のようになる。ここでは、例外因子の
重複度のみを記 している。
(p-1)。2(p+1) o-3)。2(p+1)
(p-2)。2(P+1)
(図 5。2)
η
2・しり+1)N
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特異点解消ツリーより、
AR(g)=2PN∪(p+1)N∪2・2●+1)N∪…・∪(P-1)2o+1)N∪
しりN十(p-1)2o+1)N)∪(2o+1)N+2・2(p+1)N)∪
・…∪((p-2)2(p+1)N+(p-1)2(P+1)N)∪{OO}
である。ここで、
2し+1)N∪2・2●+1)N∪…・∪0-1)2し+1)N=2(p+1)N
(2(p+1)N+2・2(p+1)N)∪…・∪((p-2)2●+1)N+0-1)2(p+1)N)⊂2●+1)N
であるから、
スR(g)=ηN∪2(p+1)N∪O 十(p-1)2●+1)N)∪{○。}
である。
□
補題 5.4.5∫,θ:(R2,0)→(R,0)を
∫(",ν)="2p+υ2o+1),,(.,ν)=・2p tt α2o-1)ν2+ν2(2+1)(P∈N≧2)
で定義された多項式関数とする。このとき、福井不変量を含む最小の半
群は
スR(∫)=AR(g)=ηN∪2(p+1)N∪像フ +2し+1)N)
である。
証明 補題5.4.4の(1)より、スR(∫)の半群スR(∫)について和に関して閉
じているので
スR(∫)=2pN∪2(p+1)N∪ψり +2(P+1)N)
である。次に、スR(g)を求める。補題5.4.4の(2)より、
スR(g)=ηN∪2o+1)N∪しりN十(p-1)2(p+1)N)∪
のN+20+1)N)∪ψttN+αりN+し-1)2●+1)N))∪
(2(P+1)N tt υりN十(p-1)2o+1)N))∪
ψttN+2(P+1)N十(2pN十(P-1)2し+1)N))
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である。このとき、
ψttN+lp-1)2o+1)N)∪
"秒
N+2(p+1)N)∪
にりN tt ψゆN+0-1)2●+1)N))∪
(2(p+1)N+しりN+(p-1)20+1)N))∪
にりN+20+1)N+αttN+0-1)2(p+1)N)=ηN+2(p+1)N
より、
スR(g)=ηN∪2(p+1)N∪∈秒 +2(p+1)N)
である。したがって、
AR(∫)=スR(g)=ηN∪2(p+1)N∪(2pN+2(P+1)N)
である。
□
(定理 5。4.3の証明)
補題 5.4.4(2)より、
印 十(p-1)2(p+1)∈AR(g)
である。また、ゎ 十(p-1)2(p+1)を21p+1)で割ったときの余 りを考
えると2Pとなるので、2(p+1)で害」り切れない。次に、2pで割ったとき
の余 りを考えると
2p+(p-1)2●+1)=2P(1+o+1))+2o-1)
より余りは2●-1)となるので、p≧2からンで害Jり切れない。よって、
補題5.4.4(1)より、
わ十(P-1)2●+1)/AR(∫)
であるから、スR(∫)≠AR(g)である。更に補題5.4.5より、スR(∫)=AR(g)
であるから定理 5.4.3は示された。
□
以上より、3変数以上の実 。複素関数、2変数実関数の場合には、主問
題に対する否定的な例が存在することがわかった。このことから福井不
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変量は、福井不変量を含む最小の半群よりも秀れた不変量であることが
わかる。
残念ながら、2変数複素関数で主問題に対する否定的な例を見つけるこ
とができなかった。
最後に、次の問題を提起して私の修士論文を終える。
問題 5.4.6∫:(C2,0)→(C,0)を∫(0)=0となる2変数正則関数とす
る。このとき、スc(∫)=スc(g)ならばスc(∫)=スc(g)であるか。
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