Abstract. We consider Gaussian elliptic random matrices X of a size N × N with parameter ρ, i.e., matrices whose pairs of entries (X ij , X ji ) are mutually independent Gaussian vectors, E X ij = 0, E X 2 ij = 1 and E X ij X ji = ρ. We are interested in the asymptotic distribution of eigenvalues of the matrix W = 1 N 2 X 2 X * 2 . We have shown that this distribution is defined by its moments and we provide a recurrent relation for these moments. We have proven that the (symmetrized) asymptotic distribution is determined by its free cumulants, which are Narayana polynomials of type B:
Introduction
Consider a family of mutually independent real Gaussian vectors (X ij , X ji ), 1 ≤ i ≤ j, such that (1) E X ij = E X ji = 0 , (2) E X 2 ij = E X 2 ji = 1 , (3) E X ij X ji = ρ , for any i = j and some −1 < ρ < 1. Consider a square N × N random matrix X with entries X ij , for 1 ≤ i, j ≤ N . This matrix ensemble was introduced by Girko in [3] and was recently investigated (see, for example, [4, 8] ). Such matrices are called elliptic random matrices due to the fact that their asymptotic spectral distribution is the uniform distribution inside an ellipse in the complex plane.
Here we are interested in the singular values distribution of the random matrix 1 N X 2 . Namely, we denote by λ 1 ≤ λ 2 ≤ · · · ≤ λ N the eigenvalues of the matrix
and define its empirical spectral distribution function by F N (x) = 1 N and we define the expected spectral distribution function by
We are interested in the asymptotic distribution of squared singular values of 1 N X 2 , namely F (x) = lim N →∞ F N (x). Theorem 1.1. Let X be an N ×N real Gaussian elliptic random matrix and F N (x) be its expected spectral distribution function. Then the lim N →∞ F N (x) = F (x) exists, and this distribution function F (x) is uniquely determined by its moments
The sequence of moments M k (ρ) = U 2k (ρ), where polynomials U k (ρ) satisfy the recurrent relation:
The first several moments M k (ρ) are:
The case ρ = 0 is well known, and the corresponding distribution is the socalled Fuss-Catalan distribution [1, 5, 7] . Its moments are Fuss-Catalan numbers 3k k 1 2k+1 , the sequence A001764 in OEIS [11] . The case ρ = 1 is the case of Hermitian matrices X = X * , and the moments of the corresponding distribution are Catalan numbers with even indices 4k 2k 1 2k+1 . Our case generalizes both of these cases. Note, that 3k k
Let us consider the symmetrization of the distribution F (x). Namely, let the random variable ξ ≥ 0 have distribution F (x). Let η = ǫ √ ξ, where ǫ is a Rademacher random variable Pr{ǫ = ±1} = 1 2 independent of ξ. The distribution function of η is
and its 2k th moments are M k (ρ) and its (2k + 1) st moments are 0. Let us define free cumulants of any probability distribution µ with finite support. We start with the Cauchy transform s µ (z) which is defined by the series
where M m are the moments of the measure µ. Then R µ (z) is the solution of the equation
Then the free cumulants {c n } ∞ n=1 of the measure µ are given as the coefficients of a power series expansion of R µ (z):
is determined by its free cumulants c n (ρ).
Odd free cumulants are equal to zero, and even free cumulants are Narayana polynomials of type B:
It is known that Narayana polynomials of type A
appear as free cumulants of free Bessel law π 2,t [2] and as moments of MarchenkoPastur distribution [6] . For combinatorial aspects of Narayana polynomials of types A and B see [10] . The rest of the article is organized as follows. In the next section we give a proof of Theorem 1.1. In the third section we give some combinatorial relations for type A and type B structures and prove Theorem 1.2.
Moments
We use the method of moments to prove Theorem 1.1. The k th moment of the distribution
The trace of W k can be written as
where the sum (4k) is taken over all indices {i 0 , i 1 , . . . , i 4k }, such that i j ∈ {1, 2, . . . , N } and i 0 = i 4k . To compute the expectation of the trace we will use Wick's formula (see [12] for references). 
and
where the sum π∈P2n is taken over a set P 2n of all partitions of {1, 2, . . . , 2n} into pairs.
Since the vector (X i0i1 , X i1i2 , . . . , X i0i 4k−1 ) is a zero-mean multivariate Gaussian vector, one can apply Wick's formula to compute E Tr W k . To do this we will represent a pair partition as a chord diagram on 4k vertices in the following way. The j th vertex (1 ≤ j ≤ 4k) of the chord diagram corresponds to the j th factor in the product in (2.1). The j th vertex is colored white if j (mod 4) ∈ {0, 3}, i.e., if the corresponding factor is taken from the transposed matrix, and it is colored black if j (mod 4) ∈ {1, 2}. Two vertices are connected by a chord if the corresponding factors are paired. We use p 
Proof. For the sake of simplicity we will use the denotation X j
Indeed, all factors E X p X q are bounded, the number of summands in the sum (4k) is equal to N f , where f is the number of independent indices i j , or, in terms of chord diagrams, the number of boundary components. Since there is N 2k+1 in the denominator, a chord diagram makes an asymptotic non-zero contribution only if f ≥ 2k + 1. But f = 2k + 1 only for planar chord diagrams and f is less for non-planar diagrams. and i q = i p+1 . So, if a chord connects the p th and q th vertices of the same color, say black, then E X p X q = E X ipip+1 X iqiq+1 = E X ipip+1 X ip+1ip = ρ. If a chord connects a black vertex p th and a white vertex q th , then 
For the case on Fig.1a it gives us
and, finally,
Analogously, the chord diagram on Fig.1b gives
and the chord diagram on Fig.1c gives
Using Wick's formula, we obtain 1
Since the number of summands in the sum (4) is equal to N f , where f is the number of independent indices i j , or, in terms of chord diagrams, a number of boundary components, we have
In the large N limit we get
Let us now compute d∈D 0 2k ω(d). To do this we introduce two sets U k and V k of planar chord diagrams. The set U k contains all planar chord diagrams on 2k vertices, which vertices are colored black and white according to the rule: the j th vertex is black, if j (mod 4) ∈ {1, 2} and white otherwise. The set V k contains all planar chord diagrams on 2k vertices, which are colored black and white according to the rule: the j th vertex is black if j (mod 4) ∈ {0, 1}, and white otherwise. We use U k and V k for the set of diagrams from U k and V k (respectively) with inverted colors. Note, that the set U 2k = D 0 2k for all k. We define partition functions U k (ρ) and V k (ρ):
We assume that U 0 = V 0 contains one empty diagram, so U 0 (ρ) = V 0 (ρ) = 1.
Lemma 2.4. The partition functions U k (ρ) and V k (ρ) satisfy the following recurrent relations:
Proof. Consider a chord diagram d ∈ U k+1 . Its first vertex is connected with some vertex with an even number, since the diagram is planar. Let its first vertex be connected with the (4i + 4) th vertex. Then, after removing the first chord the diagram d splits into two diagrams: d 1 ∈ V 2i+1 and d 2 ∈ U k−2i−1 respectively (see Fig.2a 
It gives us
(a) d splits into d1 ∈ V3 and d2 ∈ U1 (b) d splits into d1 ∈ V2 and d2 ∈ U 2 Analogously one can compute V k+1 (ρ).
We have shown that for any natural k the moment M (N ) k (ρ) of the distribution F N (x) has a limit M k (ρ). We have proven that M k (ρ) = U 2k (ρ), where polynomials U k (ρ) satisfy the recurrent relation (1.1). Note, that U k (ρ) ≤ U k (1) for any ρ ∈ [−1, 1] and U k (1) is equal to the k th Catalan number, because the equations (1.1) with ρ = 1 turn into the classic relation for Catalan numbers. These reasons lead us to the inequalities
, so the moment problem is determined and the limiting distribution F (x) has a finite support. Theorem 1.1 is proven.
Free Cumulants
In this section we prove Theorem 1.2. At first we recall some notations and assertions concerning the relations between moments and free cumulants. For more details see [9] . Definition 3.1. Let S be a finite totally ordered set. We call π = {B 1 , B 2 , . . . , B r } a partition of the set S if the B i (1 ≤ i ≤ r) are pairwise disjoint, non-empty subsets of S such that B 1 ∪ B 2 ∪ · · · ∪ B r = S. We call B i blocks of π.
A partition π of the set S is called crossing if there exist p 1 < q 1 < p 2 < q 2 in S such that p 1 ∈ B i , p 2 ∈ B i , q 1 ∈ B j , q 2 ∈ B j and B i = B j .
If π is not crossing, then it is called non-crossing. The set of all non-crossing partitions is denoted by N C(S). If S = {1, 2, . . . , n}, then we use N C(n) for N C ({1, 2, . . . , n}).
Let µ be some probability distribution with a finite support, M n be its moments and c n be its free cumulants. Then
We will apply (3.1) to the distribution G(x). Its odd moments are equal to zero, and its even momentsM
We will assign planar chord diagrams to non-crossing partitions and we will prove Theorem 1.2 using double counting for (3.1).
Definition 3.2. We say that a contiguous interval S of a chord diagram d is closed, if for any vertex i ∈ S there exists a vertex j ∈ S such that i d ∼ j. We say that a diagram d ∈ U 2k is decomposable (see Fig.3 ), if for some l > 0 there exists a closed contiguous interval consisting of 4l vertices, such that the vertex following it is the end of some chord. In the other case we say that the diagram is atomic. We define the set of atomic diagrams on 2k vertices by B k . 
Proof. Let us define two auxiliary sets of chord diagrams A 2k+1 andÃ 2k+1 . The set A 2k+1 contains all decomposable diagrams from U 2k+1 , such that for any l > 0 an interval (4k − 4l + 1, 4k + 2) is not closed. The setÃ 2k+1 is the subset of V 2k+1 with the same restrictions. Denote by B k (ρ), A k (ρ) andÃ k (ρ) the partition functions of B k , A k andÃ k respectively. Considering the first chord of a diagram d ∈ B k and using the standard arguments (see 2.4), we obtain:
Let N B n (ρ) denote Narayana polynomial of type B:
and Q n (ρ) denote a derivative of Narayana polynomial of type A:
The equations (3.2) agree with Propositions 4 and 5 in [10] and polynomials A k (ρ), B k (ρ) coincide with the corresponding Narayana polynomials: To finish the proof of Theorem 1.2 we assign to any chord diagram d ∈ U 2n a non-crossing partition π ∈ N C(2n). If d is atomic, then it corresponds to a non-crossing partition with one block of size 2n. If d is decomposable, then let it have a closed block S of size 4l and let the j th chord have an end in the vertex, following S. Consider the block S and its complement S c as separate diagrams. The non-crossing partition, corresponding to d, splits into the non-crossing partition λ ∈ N C({1, 2, . . . , j, j + 2l + 1, . . . , 2n}) , corresponding to S c , and the non-crossing partition σ ∈ N C({j + 1, j + 2, . . . , j + 2l}) , corresponding to S (see Fig.4 ). The conclusion of Theorem 1.2 follows from this decomposition rule, Lemma 3.3 and Equation (3.1).
