In this paper, we analyze the mean queuing delay of selective-repeat automatic repeat request (SR-ARQ) protocol with the finite retransmission persistence. The retransmission persistence means the willingness of the protocol to retransmit a lost (or corrupted) packet to ensure reliable packet delivery across a lossy link. According to the retransmission persistence, SR-ARQ protocols have a different performance in terms of both packet delay and link reliability. So far, however, there is no serious study in the effect of the retransmission persistence on the SR-ARQ performance. We present a simple M/G/1 queuing model for the SR-ARQ protocol with the finite retransmission persistence by using the ideal SR-ARQ approximation. The mean queuing delay is obtained from the queuing model and verified its accuracy through the simulation results using the OPNET simulator. Both the analytical predictions and simulation results clearly show the effect of retransmission persistence on the queuing delay of the SR-ARQ protocol in various network conditions: packet loss rate and traffic condition over a wireless link.
Introduction 1)
To ensure high reliability for data communications over the wireless link, many wireless access networks employ SR-ARQ. The excessive retransmissions by SR-ARQ may cause the interaction problem between TCP and SR-ARQ that is mainly represented by the spurious TCP retransmission timeout. Also, the additional delay introduced by SR-ARQ may be undesirable for delay-sensitive applications such as video on demand (VOD) and voice over IP (VoIP) [1] .
Several previous studies have been carried out on the delay performance of SR-ARQ as well as its throughput [3] [4] [5] [6] . In [3] , Fantacci presented an analytical approach for analyzing the mean packet delay and the mean queue length at the transmitter based on the ideal SR-ARQ approximation. Rosberg and Shacham analyzed the re-sequencing delay and buffer occupancy at the re-sequencing buffer, assuming the heavy-traffic condition and a static radio channel [4] . In [5] , Kim and Krunz developed a mean analysis for the total delay that a packet experiences in a SR-ARQ protocol, assuming the ideal SR-ARQ approximation and the heavy traffic condition.
Also, they considered a time varying channel, a finite round-trip delay and a Markovian traffic source. [6] presented an analysis statistics on the delivery delay of a fully reliable SR-ARQ protocol assuming non-instantaneous feedbacks and the heavy traffic condition.
The existing analysis models, however, considered only the perfectly-persistence cases in which SR-ARQ protocols repeat retransmission of a lost (or corrupted) packet to infinity until the packet is successfully delivered. On the other hand, SR-ARQ protocols that are employed in real wireless access networks generally use the finite retransmission persistence that limits the maximum number of retransmission attempts for a lost packet [1, 10, 11] . Also, the existing queuing models did not definitely show the effects of the retransmission persistence on the queuing delay of the SR-ARQ protocol.
In this paper we focus on developing a queuing mode for a SR-ARQ protocol with the finite retransmission persistence, as the first step of its delay performance analysis. In our queuing model, if all of the retransmission trials for a packet fail, the SR-ARQ protocol gives up recovering the lost packet by dropping it from the protocol, and moves on to forwarding subsequent buffered in-sequence packets. Our queuing model for the SR-ARQ protocol, concerned with the retransmission persistence as well as the packet loss rate on a wireless link and the traffic condition, provides a closed-form equation for the mean queuing delay.
The remainder of this paper is organized as follows. In Section 2, we briefly describe the SR-ARQ protocol and its delay components. Section 3 presents a queuing model for the SR-ARQ protocol with the finite retransmission persistence. In Section 4, we verify the accuracy of the analytical predictions about the queuing delay with simulation results and show the effect of the retransmission persistence on the queuing delay. Section 5 concludes this paper.
SR-ARQ Description
We consider an SR-ARQ protocol with the following features. Every packet has a unique sequence number in the SR-ARQ protocol. The transmitter sends packets consisting of payload and header according to their sequence number. A copy of each transmitted packet is temporarily kept in a buffer until the feedback message (acknowledgment (ACK) or negative ACK (NAK)) arrives. At the receiver side, based on the outcome of the error detection procedure and a check on a packet sequence number, feedback messages (ACK or NAK) are sent back to the transmitter. Once an ACK is received, the packet is removed from the transmitter. If a NAK arrives, the transmitter decides whether it will conduct a retransmission for a lost packet or not, based on its retransmission persistence. The retransmission persistence is defined as the willingness of the protocol to retransmit lost packet to ensure reliable packet delivery across a link [1] . In our paper, the SR-ARQ protocol uses the maximum number of retransmission attempts as the retransmission persistence.
If the number of retransmission trials for a requested packet exceeds the predefined retransmission persistence, the SR-ARQ drops it from the protocol and moves on to forwarding subsequent buffered in-sequence packets. If a retransmission is permitted, the requested packet is inserted into the retransmission queue. A retransmission for a lost (or corrupted) packet is always prior to a transmission for new packets on a non-preemptive basis. Therefore, the transmitter cannot send a new packet until the retransmission queue becomes empty.
Generally, the overall packet delay of the SR-ARQ protocol consists of the queuing delay, the transmission delay and the resequencing delay as shown in (Fig. 1) [5]. When a packet arrives in the SR-ARQ transmitter, if there are other packets, it must wait in the transmission queue until its first transmission. The waiting time of a packet is the queuing delay. The second delay component is the time between the first transmission and the correct reception of the packet at the receiver. It is called the transmission delay. This mainly depends on the channel (Fig. 1) The packet delay components of the SR-ARQ protocol [5] behavior. The third delay component is the time spent in the receiver resequencing buffer. Generally, SR-ARQ protocols provide an ordered delivery of packets to the higher layer. Although a packet is received correctly, if there is a missing packet with a lower sequence number, the packet must wait in the resequencing queue until the missing packet is recovered. This time is the resequencing delay [5] .
Analysis Model for the Queuing Delay
In this section, we introduce a queuing model for the SR-ARQ protocol with the finite retransmission persistence based on the work [5] that analyzes the performance of the SR-ARQ protocol on the basis of queuing theory.
While [5] considers only the perfectly retransmission persistence case, our queuing model considers the finite retransmission persistence case that makes it possible to evaluate the effect of the retransmission persistence on the queuing delay of the SR-ARQ protocol.
Assumptions and Notations
Our model is based on an embedded Markov chain [5, 8] in which the number of packets in the queue is observed at the end of each time slot. For simplicity, we assume that the service time for a packet transmission is constant and the packet arrivals follow the Poisson process [7] . To get a simple closed-form equation for the mean queuing delay of the SR-ARQ protocol, a few assumptions are made as follows: 1) Time is slotted in a fixed length denoted by s (sec). A time slot corresponds to a single packet transmission.
2) The transmitter serves packets on first come first serve (FCFS) basis.
3) Packet losses on a wireless link occur following the Bernoulli process with the probability p (0< p <1).
4) A retransmission is always prior to a transmission
of a new packet.
5) The receiver detects all of the lost (or corrupted) packets exactly, and immediately requests a retransmission for the lost (or corrupted) packet to the transmitter.
6) The transmitter has an infinite queue for new packets and retransmissions, and the receiver has an infinite queue for the ordered delivery of packets to higher protocols.
7) The ideal SR-ARQ approximation [5] is adopted; i.e. the SR-ARQ transmitter gets a feedback with no delay after a packet transmission [3, 5] . 
Retransmission Probability
As mentioned before, the SR-ARQ protocol uses the maximum number of retransmission attempts for a packet as the retransmission persistence. In the case of the SR-ARQ protocol with the finite retransmission, the amount of retransmissions are limited by the value of retransmission persistence and closely depends on the queuing performance; mean queue length and mean queuing delay. To calculate the amount of retransmissions, we define the retransmission probability (prtx) that means the probability that when a packet loss is detected, the SR-ARQ transmitter retransmits it. Assuming an equilibrium state, we can calculated the value of prtx that let where n has the following distribution (reminding the assumption that packet losses follow the Bernoulli process).
In the case that a retransmission of a lost packet is decided by the probability prtx, the average number of packet transmission trials is given by
Substituting (1) into (3), we get the value of prtx corresponding to the value of r as follows. Then, the SR-ARQ protocol is modeled by the queuing system with the retransmission probability prtx, as shown in (Fig. 2) The mean queuing delay of the SR-ARQ protocol depends on the arrival rate and service rate of the system. To obtain the mean queuing delay, therefore, it does not need to consider all the transmission history of a packet. At the equilibrium, we can approximate the total traffic load (ratio of the total arrival traffic including both new packet arrivals and retransmitted packets to the service rate) using the retransmission probability without loss of accuracy. We will show validity of the use of the retransmission probability through the simulation results in Section 4. 
Recalling the assumption that a time slot corresponds 
Next, denote
Then, the queue length is expressed like this.
and A[k] are independent, the probability generating function (PGF) of the queue length at the equilibrium state is given by
denote the PGF of Q and the PGF of A, respectively. Then,
. (13) From (6), (7), and (11),
( 1 4 ) Next, reminding the assumption that the service time for a packet is constant and the packets arrive following the Poisson process,
( 1 5 ) As a consequence,
( 1 6 ) In order to derive the unknown term, P(Q=0), in (16) the Jackson's theorem [8] is applied. The packets injected to the SR-ARQ transmitter are divided into two types:
the new arrivals from the Poisson process with λnew and the arrivals for the retransmission as shown in (Fig. 2) The SR-ARQ transmitter is modeled by the open network queuing model [8] , and λrtx and λ are calculated as follows. 
denotes the first derivative of GQ(z) with respect to z evaluated in z=1. According to Little's formula [8] , the mean queuing delay (E[T]), is given by
The Analysis and Simulation Results
The mean queuing delay statistics have been computed according to the above analysis model for various values of the packet loss rate, the input traffic load (ρnew) into the SR-ARQ protocol, and the retransmission persistence.
To test the accuracy, we performed simulations using the OPNET simulator [11] under the same condition with the analysis except that the ideal SR-ARQ approximation is not adopted in the simulations. In other words, the SR-ARQ transmitter in the simulation can receive a feedback message for a data packet transmission only after the round trip time, about 100 ms, over a wireless link. In <Table 1>, we have summarized the values of parameters used for simulations.
( ( Fig. 4) shows the mean queuing delay in the same simulation with (Fig. 3) The mean queuing delay has the same pattern with the mean queue length. We can observe that the mean queuing delay is closely related to the retransmission traffic load as well as the input traffic load. Even when the input traffic load is not high, an abrupt increment of the mean queuing delay occurs due to high retransmission traffic load. As shown in (Fig. 5) , the retransmission traffic load is proportional to the input traffic load and the packet loss rate, and limited by the retransmission persistence. And, the difference in the retransmission traffic load according to the value of r becomes noticeable at high packet loss rate. In the high packet loss case (p=0.25), the input traffic load is not much (under 0.7) but, the retransmission traffic load grows above 0.2 that makes the total traffic load approach the leading point that results in an abrupt That is, in the low packet loss rate, 0.05, the retransmission traffic load stays under 0.05.
As shown in (22), the queuing delay closely depends on the amount of retransmissions as well as the amount of new packet arrivals. (Fig. 3) and (Fig. 4) show that there is a good agreement between the analytical results obtained by the proposed queuing model and simulation results. Particularly, as shown in (Fig. 5) , the retransmission traffic load calculated by (17) shows also good agreement with the simulation results.
( Fig. 6) shows the mean queuing delay, as a function of p in the high traffic condition (ρnew=0.8). The input traffic load was fixed in this scenario. Since the retransmission traffic load increases in proportion to the packet loss rate, however, the mean queuing delay also increases with p increasing. When p is more than 0.17, the mean queuing delay starts increasing very rapidly in two cases, retransmission persistence Inf and 2. On the other hand, SR-ARQ allowing only one retransmission keeps a low queuing delay as shown in (Fig. 6 ) However, SR-ARQ with low retransmission persistence shows poor performance in the aspect of the normalized reliability that is defined as the ratio of the number of successful packet deliveries to the number of total packet deliveries, compared to the other cases with the retransmission persistence Inf and 2, as shown in (Fig. 7) 5. Conclusion 
