We study the average-case complexity of finding all occurrences of a given pattern CX in an input text string. Over an alphabet of q symbols, let c&n) be the minimum average number of characters that need to be exa-mined in a-random text string of length n . We prove that, for large m , almost all patterns a of length m satisfy c&n) = Q(rlogq(E+2)1) if msnl2m, and c@,n) = 8 n m if n>2m. This in particular confirms a conjecture raised in a recent paper by Knuth, Morris, and Pratt [&I.
Introduction.
A basic string pattern matching problem is to find all occurrences given string (called pattern Aho, Hirshberg, and Ullman [2] .) Rives-t [6] proved that, for any pattern, an algorithm has to inspect n-m+1 characters for some text string. This means that, when n >> m , almost the entire text string has to be examined in the worst case. A different situation exists for the average--case complexity. Let c(a,n) be the minimum average number of characters that need to be examined in a random text string of length n , in order to locate all occurrences of a . Knuth described an algorithm [4, Section 81 to show that, for any given pattern Q! , c(a,n) 5 o(nriOgq ml/m) for = alphaset of size q l Thus, for large m , only a small fraction of the characters in the text string need to be looked at, Such "sublinear" algorithms are particularly attractive in situations when a text string is input only once, but will be updated and searched for patterns many times. Krnrth conjectured that the algorithm is optimal in the following sense: there exist patterns a of arbitrarily large length m such thai $.,n) > n(diOgq ml/m) for -all sufficiently large n. This conjecture is interesting since, as shown in [4] , there are patterns such as 0m for which only O(n/m) characters need to be tested on the average.
In this paper, we study the average-case complexity of pattern matching in the model of [4] . We'prove that, for large m , &no&, all patterns a of length m satisfy c@,n) = if m < n < 2n, and c(a,n) = 0 if n >2m.
--m
Moreover, all lower bounds actually apply to the best-case performance of any algorithms, not just their average case. These results in particular confirm the above-mentioned conjecture when n 2 2m . Note also a point of interest. In Knuth's algorithm, the text string is examined in a predetermined sequence of positions independent of the pattern (except its length m ); whereas for m 5 n 5 2m, we can show that any algorithm with a fixed sequence of probing positions have to examine n(rlogq(n-m+2)1) characters, even in the best case, for some patterns. Thus, "non-adaptive" pattern matching algorithms cannot be optimal when n is close to m, e.g. when n-m-(ln m)(ELn m).
Definitions and precise statements of the main results are given in Section 2. In Section 3, we familiarize ourselves with some useful concepts by analyzing the algorithm in [4] for m < n 5 2m . In the course of analysis, we shall also develop insight into the design of a faster
algorithm. An improved algorithm is then described and analyzed in Section 4 to establish the upper bounds. In Section 5, we define the complexity notion of a "certificate". Our lower bounds then follow from strange,r results that we can prove about the length of a minimum certificate. Certain properties of a type of optimal digital search trees 
,
In [4] it was shown that, for any pattern CXE xrn , n/m < c(a,n) < constant l nrlog (m+l)l /m . . well-defined and bounded away from zero. Indeed, as we have defined it, f(m,n) > 1 for all n > m . Notice also that, when n M 2m , we have fJm,n) w f2(m,n) w riogq(m+l)l l Figure 2 shows the qualitative behavior of f(m,n) as a function of n when m is fixed.
Remark
All the constants implied in the "O", Q", and "CP notations, as well as other constants used in the paper (e.g. al, a2 above), are absolute constants (independent of q, n, m, etc.).
. 
we now choose r = 2rlogq(d+2) 1 9 so that Pk < [(d+l)/(d+2)21k < [l/(d+2)lk . with Lr/&J < rlogq(d+2)l/2, the total length of cp is 3 (see Figure 3) . Note that the fact II~III < d is used here. We have thus shown that for such a pattern cx , the algorithm must look at more than L++J chaiacters. We have demonstrated that, for any pattern aexrn , and a random text string CE$ t the Basic Algorithm examines an average of o( rlogq(n-ti2) 1 characters assuming n-m 5 m/2 . Furthermore, there m exists a E C such that Q( rlogq(n-mt2)l characters are examined even e in the best case for the Basic Algorithm. Thus, to achieve the better time bound of O(fl(m,n)) , the algorithm has to be improved even beyond . its best-case performance.
3.2 A Closer Look at the Basic Algorithm.
In this subsection we give an alternative proof that the Basic Algorithm examines at most 0( rlog (d+2)1) q characters on the average. This analysis may seem less straightforward than the previous one. However, it will provide new insight into the pattern-matching process, and help motivate the improved algorithm to be presented in the next section.
Let us refer to the decision tree corresponding to the Basic Algorithm.
We will be interested in those nodes where a character of the prime substring x* is examined, i.e., those nodes at distance t < n' from the root. Initially, before any query is asked, an occurrence of a may NOW, the probability that c will be examined outside of 5' by the Basic Algorithm is quite small. In fact, it happens only if 5' is a substring of cx , which has probability less than (d+l)/$ .
Therefore, the cost of the Basic Algorithm is 
4.
An Improved Algorithm.
We will construct an algorithm whose performance is O(f,(m,n)) for This contradicts the asswnption that n(i) and x(j) are the same --. ordered partition of F(v) . 0
As the string c is initiaUy random, the probability that Now, suppose we draw a decision tree for Algorithm PM beginning from the top, but only going as far down as step 2 of the algorithm is done. 
5.
Lower Bounds to the Complexity of Pattern-Matching.
We shall prove Theorem 2 by showing the existence of a set of "hard"' patterns for which not only there is not any algorithm with good average behavior, but in fact there is not -any algorithm with good best-case behavior. In Section 5.1, we define the concept of a "certificate", and carry out some preliminary reductions for the proof of Theorem 2.
Section 5.2 proves a central lemma, and in Section 5.3 we complete the arguments for the lower bound. In Section 5.4 we prove Theorem 3 using a similar argument.
Preliminary Discussions.
For any I , lLa<n, let Sri(i) be the set of strings in Before proceeding, we would like to make one more reduction.
Lemma 5.2. Let n > 2m , then g&n) 2
Proof. For any string cecn , we write it as where 2m for l< j 5 Ln/2mJ
. Similarly, we write cp = 'Pl'P2 l m0 (PLn/aJ 7\ for any cpc Sri(l) . If cp is a certificate for a in xn , then each cpj must be a certificate for aj in 2m c .
(Note that the reverse may not be true.) Thus g(a,n) > Ln/2mJg(CX,2m) . 0
This lemma allows us to reduce condition (II) of Theorem 4 to the following:
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(II)' for each &zL , g(a,n) 2 a2fl(m,n) for m < n < 2m .
--This is so because g(a,2m) 2 a2fl(m,2m) implies g&n) 2
Ln/~JdWd > Ln/2mJ"a2rlogq(m/(~(~l) -some s>o.
-.
The next two subsections are devoted to +2)1 2 a$f,(m,n) for a proof of Theorem 4.
The Counting Lemma.
A certificate Q, for a is called a negative certificate if it disproves the containment of a as a substring, i.e., if A&c) = ~8
for all 5~ I(v) . We first observe the fact that any certificate shorter than t-he pattern itself must, be a negative certificate.
Fact. Let a~ xrn be a pattern. If cpe Sn(l) is a certificate for a and I <m, then cp is a negative certificate for a .
Proof.
Since cp does not check as many as m non-* characters, it is impossible for cp to certify the occurrence of a at any position in 5 E I(q) . Therefore, it must be that A(a,c) = fi , 0
The next lemma is essential to the proof of Theorem 4. It says that e not many patterns in m c can share a common certificate which is short.
Definition. To prove the lemma, m consider a random string from C . For each j E. J , the probability that there exists some ie B j with a[i] # cp [j+i] I I is l-l/q j . Since all the sets B. for 3 j E J are disjoint, the probability that this holds for all j is
Since each aepm(cp) must satisfy this condition, the lemma follows. 0
Proof of Theorem 4.
In this subsection we complete the proof of Theorem 4. Roughly, the idea is to use the Counting Lerrnna to bound the nwnber of patterns in zrn that have any "short" certificate. +ll-+ 5 (n q)'.e' ( > q l s" .
Since n < 2m , and J.n(l-q-l) L -q-l , (14) leads to 
We now finish the proof of Theorem 4. As discussed in Section 5.1, we can assume that n 5 2m . We can assume that m 2 xq 2o ln(m+1) .
Otherwise, f(m,n) = = O(l) t and we can choose L = c" to satisfy the conditions in Theorem 4.
For each n , m+xq2o ln(m+l) < n 5 2m , let pn = ( > 
We define L as follows.
where the union is taken over n 20 m+xq ln(m+1) < n < 2m .
OS)
--Now we need only check that L has the properties specified in Theorem4, Remark.
In the condition I; > qm I I of Theorem 4, the choice of the -factor 1 -_l_ rf?
is somewhat arbitrary. In fact, we can replace it by 1 --. any factor !---mb where b is any fixed positive number. Then, in the proof, we need to divide cases according to whether n is greater 2 (b+l) than or less than m+ xq ln(m+l) . The resulting constant a2 in the theorem will be different.
5.4
Proor' of Theorem 3.
4
We can assume that d = n-m > max{q ,x) , where x is defined as in Clearly, there are exactly q' elements in H , i.e., IHI = ql .
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Now, let pf be the set of patterns ae xrn such that Algorithm-(h,a)
halts for some text string in less than or equal to 1 steps. Remark.
The right hand side of (23) is O(exp(-d'15)) for large d .
We have in fact shown that, for any fixed h ehn , Algorithm-(A,@ has to examine SZ( r wq@+2) 1) characters in the best case for all but a O(exp(-dli5 )) fraction of the patterns CxEcm.
Proof of Theorem A.
In this appendix, we shall prove the following theorem used in Section 3.2 in the paper. For definitions and notations, see Section 3.2.
. . 
