We study the related problems of subspace tracking in the presence of missing data (ST-miss) as well as robust subspace tracking with missing data (RST-miss). Here "robust" refers to robustness to sparse outliers. In recent work, we have studied the RST problem without missing data. In this work, we show that simple modifications of our solution approach for RST also provably solve ST-miss and RST-miss under weaker and similar assumptions respectively. To our knowledge, our result is the first complete guarantee for both ST-miss and RST-miss. This means we are able to show that, under assumptions on only the algorithm inputs (input data and/or initialization), the output subspace estimates are close to the true data subspaces at all times. Our guarantees holds under mild and easily interpretable assumptions, and handle time-varying subspaces (unlike all previous work). We also show that our algorithm and its extensions are fast and have competitive experimental performance when compared with existing methods.
I. INTRODUCTION
Subspace tracking from missing data (ST-miss) is the problem of tracking the (fixed or time-varying) low-dimensional subspace in which a given data sequence approximately lies, when some of the data entries are not observed. The assumption here is that (sub-sequences of) the data sequence are well-approximated as lying in a subspace that is significantly lower-dimensional than the ambient dimension. Timevarying subspaces is a more appropriate model for long data sequences, e.g., long surveillance videos. For such data, if a single subspace model is used, the required subspace dimension may not be low enough. We study the ST-miss problem in two settings: the observed data is relatively clean or the observed data itself is corrupted by sparse outliers. We refer to these two problems as ST-miss and robust STmiss (RST-miss) respectively. RST-miss generalizes both STmiss and RST which involves ST in the presence of sparse outliers but but no missing data. ST-miss and RST-miss are also related to low-rank matrix completion (MC) and robust MC (RMC) respectively, with the difference that, for MC and RMC, estimates are not needed on-the-fly.
Example applications include recommendation system design, detection of anomalous behavior in dynamic social networks, e.g., see [1] , and video analytics. In video analytics, foreground occlusions are often the source of both missing and corrupted data: if the occlusion is easy to detect by simple means, e.g., color-based thresholding, then the occluding pixel can be labeled as "missing"; while if this cannot be detected easily, it is labeled as an outlier pixel. Missing data also occurs due to detectable video transmission errors (typically called "erasures"). In recommendation systems, data is missing because all users do not label all items, while sparse outliers occur due to some users entering a few wrong ratings, which could be due to typographic errors for example. In this setting, time-varying subspaces models the fact that, as different types of users enter the system, the factors governing user preferences change.
Brief review of related work. ST has been extensively studied in both the controls' and the signal processing literature, see [2] - [5] for comprehensive overviews of both classical and modern approaches. Best known existing algorithms for ST and ST-miss include Projection Approximate Subspace Tracking (PAST) [6] , [7] , Parallel Estimation and Tracking by Recursive Least Squares (PETRELS) [8] and Grassmannian Rank-One Update Subspace Estimation (GROUSE) [9] - [12] . Of these, PETRELS is known to have the best experimental performance. There have been some attempts to obtain guarantees for GROUSE and PETRELS for ST-miss [10] , [11] , [13] , however all of these results assume the statistically stationary setting of a fixed (not time-varying) unknown subspace and all of them provide only partial guarantees. This means that the result does not tell us what assumptions the algorithm inputs (input data and/or initialization) need to satisfy in order to ensure that the algorithm output(s) will be close to the true value(s) of the quantity of interest, either at all times or at least at certain times. For example, the guarantee of [10] for GROUSE also needs intermediate algorithm estimates to satisfy certain properties (see Theorem 4.6 given later). It does not tell us what assumptions on algorithm inputs will ensure that these properties hold. On the other hand, [13] guarantees closeness of the PETRELS output to a quantity other than the true value of the "quantity of interest" (here, the true data subspace); see Theorem 4.7. Of course, the advantage of GROUSE and PETRELS is that they are streaming solutions (require a single-pass through the data). This may also be the reason that a complete guarantee is harder to obtain for these.
A provable algorithmic framework for RST is Recursive Projected Compressive Sensing (ReProCS) [14] - [17] (the result of [15] was a partial guarantee while those of [16] , [17] were a complete ones). RST-miss has not received much attention: a popular heuristic is GRASTA [18] which comes without guarantees. Two other recent approaches include APSM [19] and ROSETA [20] ; APSM comes with a partial guarantee.
Provable MC and RMC, on the other hand, have been arXiv:1810.03051v1 [cs.
LG] 6 Oct 2018 extensively studied. Other works on related topics such as (streaming) PCA with missing data include [21] , [22] . We discuss all above works in in Sec. IV and in Tables I, II . Our work. We show that a simple modification of a ReProCS-based algorithm called Nearly Optimal RST via ReProCS (ReProCS-NORST) [17] also provably solves the ST-miss and RST-miss problems while being fast and memoryefficient. Unlike all previous work on (R)ST-miss, our guarantee is a complete guarantee (correctness result): we show that, with high probability (w.h.p.), under simple assumptions on only the algorithm inputs, the output subspace estimates are close to the true data subspaces; and get to within accuracy of the current subspace within a short delay. Our result allows time-varying (piecewise-constant with time) subspaces, and shows that NORST-miss can provably detect and track each changed subspace quickly. Both our basic algorithm and its extensions also have competitive experimental performance.
Notation. We use the interval notation [a, b] to refer to all integers between a and b, inclusive, and we use [a, b) := [a, b − 1]. . denotes the l 2 norm for vectors and induced l 2 norm for matrices unless specified otherwise, and denotes transpose. We use M T to denote a sub-matrix of M formed by its columns indexed by entries in the set T . For a matrix P we use P (i) to denote its i-th row. In our algorithm statements, we useL t;α := [ˆ t−α+1 , · · · ,ˆ t ] and SV D r [M ] to refer to the matrix of top of r left singular vectors of the matrix M . A matrix P with mutually orthonormal columns is referred to as a basis matrix and is used to represent the subspace spanned by its columns. For basis matrices P 1 , P 2 , we use SE(P 1 , P 2 ) := (I − P 1 P 1 )P 2 as a measure of Subspace Error (distance) between their respective subspaces. This is equal to the sine of the largest principal angle between the subspaces. It is also called "projection distance" [23] . If P 1 and P 2 are of the same dimension, SE(P 1 , P 2 ) = SE(P 2 , P 1 ).
A set Ω that is randomly sampled from a larger set (universe), U, is said be "i.i.d. Bernoulli with parameter ρ" if each entry of U has probability ρ of being selected to belong to Ω independent of all others.
We reusef C, c to denote different numerical constants in each use; C is for constants ≥ 1 and c for those < 1.
A. Problem Statement
ST-miss is precisely defined as follows. At each time t, we observe a data vector y t ∈ R n that satisfies
where P Ωt (z i ) = z i if i ∈ Ω t and 0 otherwise. Here ν t is small unstructured noise, Ω t is the set of observed entries at time t, and t is the true data vector that lies in a fixed or slowly changing low (r) dimensional subspace of R n , i.e., t = P (t) a t where P (t) is an n × r basis matrix with r n and with (I−P (t−1) P (t−1) )P (t) small compared to P (t) = 1. The goal is to track span(P (t) ) and t either immediately or within a short delay. Denoting the set of missing entries at time t as T miss,t , (1) can also be written as
We use z t := −I Tmiss,t t to denote the set of missing entries. Clearly, T miss,t = (Ω t ) c (here c denotes the complement set w.r.t. {1, 2, . . . , n}.
Writing y t as above allows us to tap into the ReProCS solution framework from earlier work [15] , [17] . This was developed originally for solving the RST or dynamic robust PCA (RPCA) problem. RST involves tracking t and P (t) from y t := t +ν t +x t where x t is a sparse vector with the outliers as its nonzero entries. ST-miss can be interpreted as a (simpler) a special case of RST, if we let x t = −I Tmiss,t I Tmiss,t t . It is simpler because the support of x t , T miss,t , is known.
RST-miss is a generalization of both RST and ST-miss. In RST-miss, we observe n-dimensional data vectors that satisfy
where g t 's are the sparse outliers. Let x t := P Ωt (g t ). We use T sparse,t to denote the support of x t . This is the part of the outliers that actually corrupt our measurements, thus in the sequel we will only work with x t . With x t defined as above, y t can be expressed as
Observe that, by definition, x t is supported outside of T miss,t and hence T miss,t and T sparse,t are disjoint. Defining the n × d matrix L := [ 1 , 2 , . . . d ], the above problems can also be interpreted as MC and RMC respectively; with the difference that, for MC and RMC, the estimates are needed only in the end (not on-the-fly). If the subspace P (t) is fixed or if it changes slowly enough, clearly L is low-rank.
B. Identifiability
The above problem definition does not ensure identifiability. If L is sparse, it is impossible to recover it from a subset of its entries. Moreover, even if it is dense, it is impossible to recover its entries if all the missing entries are from a few rows or columns. Finally, if the subspace changes at every time t, the number of unknowns (nr) is more than the amount of available data at time t (n) making it impossible to recover all of them. One way to ensure subspaces' identifiability is to assume that they are piecewise constant with time, i.e., that
with t j+1 − t j ≥ r. Let t 0 = 1 and t J+1 = d. We refer to the t j 's as the subspace change times.
As explained in earlier work on MC [24] - [26] , one way to ensure that L is not sparse is to assume that its left and right singular vectors are dense. This is the well-known incoherence or denseness assumption.
. Left singular vectors incoherent is nearly equivalent to imposing the assumption on the P j 's. As explained in [17, Remark 2.4] , the following statistical assumption on the a t 's provides a different way of imposing right incoherence: We assume that the a t 's are element-wise bounded, mutually independent and identically distributed (i.i.d.), and have zero mean.
We will refer to this as "statistical right incoherence". In fact, as we see in Theorem 2.2, first condition, an assumption slightly weaker than i.i.d. suffices.
Motivated by RPCA literature [27] , one way to ensure that the missing entries are spread out is to bound the maximum fraction of missing entries in any row and in any column. We use max-miss-frac-row and max-miss-frac-col to denote these. Since NORST-miss is an online approach that works on batches of α frames, we actually need to bound the maximum fraction of missing entries in any sub-matrix of X with α consecutive columns. We denote this by max-miss-frac-row α .
C. Contributions
We modify the ReProCS-NORST algorithm [17] to obtain ReProCS-based provably correct solutions for ST-miss and RST-miss; and consequently also for MC and RMC respectively. These are given in Sec. II and III respectively. We term the resulting algorithms NORST-miss and NORST-missrobust. We also provide a detailed discussion of existing guarantees and the pros and cons of our results w.r.t. to what exists; see Sec. IV. A second contribution of this work is the development of simple extensions of NORST-miss that significantly improve its empirical performance; and exhaustive experimental comparisons of NORST-miss and its extensions with existing ST-miss solutions (GROUSE and PETRELS) as well as with a few representative MC solutions. A similar comparison is done for NORST-miss-robust as well for both simulated and real (video) data. This helps demonstrate that as long as the fraction of missing entries is not too large, (i) basic NORST-miss is nearly as good as the best existing approach (PETRELS), while being faster and having a complete guarantee; and (ii) its extensions have better performance than PETRELS. See Sec. VI.
Our main result proves that NORST-miss tracks timevarying subspaces to accuracy within a delay that is nearoptimal 1 under the following mild assumptions: subspace changes are piecewise constant with time (necessary for identifiability), left and statistical right incoherence assumptions hold, the fraction of missing entries in any column of L is at most O(1/r) while that in any row (of α-consecutive column sub-matrices of it) is at most O(1), and the noise ν t is small. It also shows that NORST-miss has a near-optimal memory complexity and is order-wise as fast as vanilla PCA. Our result is the first complete guarantee for ST-miss and for RSTmiss. Moreover, unlike past work, it can deal with changing (piecewise constant) subspaces while also automatically reliably detecting subspace change with a short (near-optimal) delay. Our result provides a different type of guarantee for MC: unlike other work, it does not require a probabilistic model on the missing entries' set. However the tradeoff is that it needs many more observed entries. As compared to our guarantee for RST [17] , our ST-miss result has two important advantages: it does not need a good initialization of the first subspace (works with zero initialization), and it needs a much looser bound on how much the subspace can change at each change time. We explain the above points further in Sec. IV.
Our guarantee that NORST-miss-robust solves RST-miss holds under the above and a few other assumptions: a lower bound on most outlier magnitudes, accurate initialization of the first subspace, slow subspace change, and fraction of outlier entries in any column and in row being O(1/r) and O(1) respectively. Compared with guarantees for RMC, our result needs more observed entries, slow subspace change, and a lower bound on outlier magnitudes; but it does not need a probabilistic model on the set of missing or outlier entries, and improves the required upper bound on outlier fractions per row by a factor of r.
While the proof of our guarantees for ST-miss and RSTmiss has only minor differences w.r.t. the proof for NORST for RST given in [17] , the implications of our guarantees for the (R)ST-miss and (R)MC literature (see above and Sec. IV) are what make this work significant.
II. THE NORST-ST-MISS ALGORITHM AND GUARANTEE A. NORST-miss algorithm
The NORST-miss algorithm proceeds as follows. At any time t, it iterates between (a) a Projected Least Squares (LS) step in order to estimate the vector of missing entries, z t , followed by (b) Subspace Update to update the subspace estimateP (t) . Projected LS proceeds as follows. At time t, if the previous subspace estimate,P (t−1) , is an accurate enough estimate of P (t−1) , because of slow subspace change, projecting y t onto the orthogonal complement ofP (t−1) will nullify most of t . Let Ψ := I −P (t−1)P(t−1) . This means that the not-nullified part of t , b t := Ψ t , will be small. We computeỹ t := Ψy t and then recover the vector of missing entries, z t := −I Tmiss,t t , from it via LS while treating b t as noise. Sinceỹ t can be expressed asỹ t = Ψ Tmiss,t z t + b t , the LS estimate of z t satisfieŝ
Observe that the missing entries are recoverable as long as Ψ Tmiss,t is well-conditioned. A necessary condiiton for this is (n−r) > |T miss,t |. As we will see later, a sufficient condition is max-miss-frac-col < c/r because this ensures that the restricted isometry constant (RIC) [28] of Ψ of level |T miss,t | is small. We thus getˆ t = y t − I Tmiss,tẑt . Theˆ t 's are used for the Subspace Update step as follows. Lett j be the time at which the j-th subspace change is detected. Lett 0 = 0. This step toggles between the "update" and "detect" phases. It starts in the "update" phase which involves K SV D r steps with the k-th SV D r step done at t =t j + kα − 1. Each such step uses the previous α estimates ofˆ t , i.e., usesL t;α . At t =t j + Kα − 1 :=t j,f in , the update is complete and the algorithm enters the "detect" phase. To understand the detection strategy, assume that the previous subspace P j−1 has been accurately estimated by t =t j−1,f in and denote it byP j−1 . Let B t := (I −P j−1Pj−1 )L t;α . At every t =t j−1,f in + uα − 1, u = 1, 2, . . . , we detect change by checking if the maximum singular value of B t is above a pre-set threshold,
√ ω evals α, or not.
We initialize the algorithm asP 0 ← 0 n×r , i.e., with a zero initial estimate. Notice thus that, for the first α frames, the projected LS step is actually not doing anything since Ψ = I. As a result,ˆ t = y t for t = 1, 2, . . . , α. However, because of our tight bounds on the number of missing entries, the first PCA step still succeeds in giving a good estimate of the first subspace (follows because we are solving a PCA with sparse data-dependent noise problem [29] , [30] ). The complete algorithm is summarized in Algorithm 1.
B. Main Result
We will use the following definitions. We precisely define max-miss-frac-row α as follows. For a time interval, J , let γ(J ) := max i=1,2,...,n 1 |J | t∈J 1 {i∈Tmiss,t} where 1 S is the indicator function for statement S. Thus, t∈J 1 {i∈Tmiss,t} counts the maximum number of missing entries in row i of X J , and so γ(J ) is the maximum missing entry fraction in any row of the sub-matrix X J of X. Let J α denote a time interval of duration α. Then max-miss-frac-row α := max J α ⊆ [1,d] γ(J α ). Observe also that max-miss-frac-col = max t |T miss,t |/n. We will bound both these fractions in the main result.
Pick an ≤ min(0.01, 0.03 min j SE(P j−1 , P j ) 2 /f ). Let K := C log(1/ ). If 1) left incoherence and statistical right incoherence: P j 's are µ-incoherent; and a t 's are zero mean, mutually independent over time t, have identical covariance matrices, i.e. E[a t a t ] = Λ, are element-wise uncorrelated (Λ is diagonal), are element-wise bounded (for a numerical constant η, (a t ) 2 i ≤ ηλ i (Λ)); and are independent of all outlier supports T miss,t ;
s zero mean, mutually independent, and independent of t ; then, with probability (w.p.) at least 1 − 10dn −10 , 1) subspace change is detected quickly: t j ≤t j ≤ t j + 2α, 2) the subspace recovery error satisfies
The memory complexity is O(nr log n log(1/ ) and the time complexity is O(ndr log(1/ ).
Corollary 2.3 (Offline NORST-miss for MC). Under the assumptions of Theorem 2.2, offline NORST-miss (Line 28 of
if phase = detect and t =t j−1,f in + uα then 10:
if λ max (BB ) ≥ αω evals then 13: phase ← update,t j ← t, 14: end if 15: end if 16: if phase = update then 17:
The proof is similar to that given in [17] . Please see the Appendix for the changes.
III. ROBUST ST WITH MISSING ENTRIES (RST-MISS)
Consider the RST-miss problem. The main modification needed in this case is outlier support recovery. The original NORST for RST [17] used l 1 minimization followed by thresholding based support recovery for this purpose. In case of RST-miss the combined sparse vector isx t := x t − I Tmiss,t I Tmiss,t t . Support recovery in this case is thus a problem of sparse recovery with partial support knowledge T miss,t . In this case, we can still use l 1 minimization followed by thresholding. However a better approach is to use noisy modified-CS [31] , [32] which was introduced to exactly solve this problem. We use the latter. The second modification needed is that, just like in case of RST, we need an accurate subspace initialization. To get this, we can use the approach used in RST [17] : for the initial Cr log n log(1/ ) samples, we can use the AltProj algorithm for RPCA (while ignoring the knowledge of T miss,t for this initial period). We summarize the approach in Algorithm 2.
Algorithm 2 NORST-miss-robust. ObtainP 0 by C log r iterations of AltProj applied to Y [1;ttrain] with t train = Cr and with setting (y t ) Tmiss,t = 10 (or any large nonzero value) for all t = 1, 2, . . . , t train . 1: Input: y t , T miss,t Output:ˆ t ,P (t) 2: Extra Parameters: ω supp ← x min /2, ξ ← x min /15 3:P 0 ← obtain as given in the caption; 4: 
Lines 9 − 27 of Algorithm 1 11: end for 12: Offline (RMC solution): Line 28 of Algorithm 1.
We have the following guarantee for NORST-miss-robust. Let max-out-frac-row α be the maximum fraction of outliers per row of any sub-matrix of X with α consecutive columns; max-out-frac-col be the maximum fraction of outlier per column of X. Also define x min := min t min i∈Tsparse,t |(x t ) i | to denote the minimum outlier magnitude and let ∆ := max j SE(P j−1 , P j ). Remark 3.5. The lower bound on x min can be relaxed exactly as explained in [17, Remark 2.4 ]. The implication is that we can only require that the large magnitude outliers satisfy this lower bound while the rest of the outliers are such that the squared sum of their magnitudes is small enough.
The proof is similar to that given in [17] . Please see the Appendix for an explanation of the differences. The advantage of using modified-CS to replace l 1 min when recovering the outlier support is that it weakens the required upper bound on max-miss-frac-col by a factor of two. If we used l 1 min, we would need 2 · max-miss-frac-col + 2 · max-out-frac-col to satisfy the upper bound given in the first condition. Of course orderwise there is no change in the required bounds.
IV. DETAILED DISCUSSION OF PRIOR ART
Theoretical performance analyses can be split into two kinds -ones that come with a complete guarantee or correctness result and ones that come with only a partial guarantee. By complete guarantee or correctness result, we mean a result that makes assumptions on only the inputs to the algorithm (the observed data and the algorithm initialization if any) and guarantees that, the algorithm output will be close to the true value of the quantity of interest, either at all times, or after a finite delay. If a guarantee does not do this, we refer to it as a partial guarantee.
A. ST-miss, Streaming PCA with Missing Data and Online MC
In the subspace tracking literature, there are three wellknown algorithms for ST-miss: PAST [6] , [7] , PETRELS [8] and GROUSE [9] - [12] . All are motivated by stochastic gradient descent (SGD) to solve the PCA problem and the Oja algorithm [33] . These and many others are described in detail in a review article on subspace tracking [3] . GROUSE can be understood as an extension of Oja's algorithm on the Grassmanian. It is a very fast algorithm since it only involves first order updates. It has been studied in [9] - [11] . In follow-up work, the PETRELS [8] approach was introduced. It is slower than GROUSE, but has much better performance in numerical experiments.
To understand the main idea of PETRELS, let us ignore the small noise ν t . Then, y t can be expressed as y t = I Ωt I Ωt t = I Ωt I Ωt P (t) a t . LetP := P (t) . IfP were known, one could compute a t by solving a LS problem to getâ t := (I Ωt P ) † I Ωt y t . This of course implicitly assumes that I Ωt P is well-conditioned. This matrix is of size (n − |T miss,t |) × r, thus a necessary condition for it to be well conditioned is the same as the one for NORST-miss: it also needs n − |T miss,t | ≥ r although the required sufficient condition is different 2 . Of courseP is actually unknown. PETRELS thus solves forP by solving the following Here M † := (M M ) −1 M and λ is the discount factor (set to 0.98 in their code). To solve this efficiently, PETRELS first decomposes it into updating each row ofP , and then parallely solves the n smaller problems by second-order SGD. We summarize next the best guarantees for GROUSE and PETRELS in our notation. 14)). Assume that the subspace is fixed, i.e., that P (t) = P for all t. Denote the unknown subspace by P .
where θ i is the i-th largest principal angle between the two subspaces. Also, for a vector z ∈ R n , let µ(z) := n z 2 ∞ z 2 2 quantify its denseness. Assume that (i) P is µ-incoherent; (ii) the coefficients vector a t is independently from a standard Gaussian distribution, i.e., (a t ) i i.i.d. ∼ N (0, 1); (iii) the size of the set of observed entries at time t, Ω t , satisfies |Ω t | ≥ (64/3)r(log 2 n)µ log(20r); and the following assumptions on intermediate algorithm estimates hold:
• t ≤ min( rµ 16n , q 2 128n 2 r ); • the residual at each time, r t := t −P (t)P (t) t is "dense", i.e., it satisfies min{log n[ 0.045 log 10 C1rµ log(20r)] 0.5 , log 2 n 0.05 8 log 10 C1 log(20r)} with probability at least 1 −δ whereδ ≤ 0.6.
Observe that the above result makes a denseness assumption on the residual r t and the residual is a function ofP (t) . Thus it is making assumptions on intermediate algorithm estimates and hence is a partial guarantee. 2)). Assume that the subspace is fixed, i.e., that P (t) = P for all t. Assume that (i) the set of observed entries are drawn from the i.i.d. Bernoulli model with parameter ρ; (ii) the coefficients (a t ) is a zero mean random vector with diagonal covariance Λ and all higher-order moments finite; (iii) the noise, ν t are i.i.d and independent of a t ; (iv) the subspace P and the initial estimateP 0 satisfies the following incoherence assumption
:=P 0 P denotes the matrix of initial cosine similarities and Q(τ ) is the "scaling limit" which is defined as the solution of the following coupled ordinary differential equations:
where ρ is the subsampling ratio and µ = n(1 − λ) where λ is the discount parameter defined earlier. Then, for any fixed d > 0, the time-varying cosine similarity matrix Q
For further details, please refer to [13, Eq's 29, 33, 34] . The above is a difficult result to further simplify since, even for r = 1, it is not possible to obtain a closed form solution of the above differential equation. This is why it is impossible to say what this result says about SE(P (t) , P ) or any other error measure. Hence the above is also a partial guarantee.
[13] also provides a guarantee for GROUSE that has a similar flavor to the above result.
In another somewhat related recent work, the problem of streaming PCA with missing data was studied and a provable approach called modified block power method (MBPM) was introduced [21] . This problem is similar to ST-miss with a few key differences. It requires a streaming algorithm (single pass over data allowed); however since it is solving the PCA problem, it assumes a fixed unknown subspace; and it only requires the final estimate,P (d) , to be close to the true unknown subspace. Another related problem called "subspace learning with partial information" is studied in [22] . Theorem 4.8 (streaming PCA -missing data [21] , [22] ). Consider a data stream, for all t = 1, · · · , d, t = Az t +w t where z t are generated i.i.d from a distribution D s.t. E[(z t ) i ] = 0 and E[(z t ) 2 i ] = 1; and |(w t ) i | ≤ M ∞ almost surely and E[(w t ) 2 i ] = σ 2 . We observe each entry of t independently and uniformly at random with probability ρ. Assume that the SVD of A = U ΛV and
There are many differences between this guarantee and ours: (i) it only recovers a single unknown subspace (the PCA problem), and is unable to detect or track changes in the subspace; (ii) it requires that the missing entries follow the i.i.d. Bernoulli model; and (iii) it only provides a guarantee that the final subspace estimate,P (d) , is -accurate (it does not say anything about the earlier estimates). (iv) Moreover, even with setting σ 2 = 2 λ − in the above (to compare its noise bound with ours), the required lower bound on d implied by the above result is d ≥ Cr 2 log 2 n log(1/ ). This is r log n times larger than what our result requires. The lower bound on d can be interpreted as the tracking delay in the setting of ST-miss. On the positive side, MBPM is streaming as well as memory optimal while our approach is not streaming and only nearly memory optimal. See Table I for a summary. There are a few works with the term online MC in their title and a reader may wrongly confuse these as being solutions to our problem. All of them study very different "online" settings than ours, e.g., [35] assumes one matrix entry comes in at a time. The work of [36] considers a problem of designing matrix sampling schemes based on current estimates of the matrix columns. This is useful only in settings where one is allowed to choose which samples to observe. This is often not possible in applications such as video analytics.
B. Matrix Completion
There has been a very large amount of work on provable MC. We do not discuss everything here since MC is not the main focus of this work. The first guarantee for MC was provided in [24] . This studied the nuclear norm minimization (NNM) solution. After NNM, there has been much later work on non-convex, and hence faster, provable solutions: alternating-minimization, e.g., [37] - [40] , and projected gradient descent (proj GD), e.g., [41] - [43] . All these works assume a uniform random or i.i.d. Bernoulli model on the set of missing entries (both are nearly equivalent for large n, d). There has been some later work that relaxes this assumption. This includes [44] which assumes independent but not identical probability of the (i,j)-th entry being missed. The authors allow this probability to be inversely proportional to row and column "leverage scores" (quantifies denseness of a row or a column of L) and hence allows the relaxing of the incoherence requirement on L. If leverage scores were known, one could sample more frequently from rows or columns that are less dense (more sparse). Of course it is not clear how one could know or approximate these scores. There is also work that assumes a completely different probabilistic models on the set of observed entries, e.g., [45] .
In summary, all existing MC works need a probabilistic model on the set of observed (equivalently, missed) entries, typically i.i.d. Bernoulli. This is often an impractical requirement, e.g., erasures due to transmission errors or image/video degradation often come in bursts. Similarly video occlusions by foreground objects are often slow moving or occasionally static. Our work does not make any such assumption, but the tradeoff is that it needs many more observed entries. From Table II , notice that existing MC methods need only m = Ω(nr log 2 n) i.i.d. Bernoulli observed entries. On the other hand, our result (Theorem 2.2) does not need any model but needs m = Ω(nd(1 − 1/r)) observed entries 3 . A similar tradeoff has been seen in RPCA already: the guarantee of [46] assumed a uniform random model on the outlier supports and tolerated a constant fraction of corrupted entries. In other words it needed the number of uncorrupted entries to be just c(1 − c)nd. Later algorithms such as AltProj [27] did not assume any model but needed the number of uncorrupted entries to be c(1 − 1/r)nd.
Sample-Efficient-NORST-miss. We explain here a simple modification of NORST-miss that will reduce its sample complexity under the i.i.d. Bernoulli model. The reason that NORST-miss needs many more observed entries is because of the projected LS step which solves for the missing entries vector, z t , after projecting y t orthogonal toP (t−1) . This step is computing the pseudo-inverse of (I −P (t−1)P(t−1) ) Tmiss,t . Our bound on max-miss-frac-col helps ensure that this matrix is well conditioned for any set T miss,t of size at most max-miss-frac-col · n. Notice however that we prove that NORST-miss recovers P j to accuracy with a delay of just (K + 2)α = Cr log n log(1/ ). Once the subspace has been recovered to accuracy, there is no need to use projected LS to recover z t . One just needs to recover a t given a nearly perfect subspace estimate and the observed entries. This can be done more easily as follows (borrows PETRELS idea): letP (t) ← P (t−1) , solve for a t asâ t := (I Ωt P (t) ) † I Ωt y t , and set samples at each time t, w.h.p.. This follows from [34, Lemma 3] . Thus, with this approach, if d ≤ n, the number of observed entries needed is only n(1 − 1/r)Kα + Cr log r log 2 n(d − Kα) = C[n(1 − 1/r)r log n log(1/ ) + dr log r log 2 n] = Ω(nr log 3 n log(1/ )) as long as the observed entries follow the i.i.d. Bernoulli model for the time instants after the first Kα time instants after a subspace change. Or, we need the observed entries to be i.i.d. Bernoulli(1 − c/r)) for first Kα frames and i.i.d. Bernoulli(r log r(log n) 2 /n) afterwards.
C. NORST for RST [17]
While both the NORST-miss algorithm and guarantee are simple modifications of those for NORST for RST, our current result has two important advantages (because it solves a simpler problem than RST). (i) NORST-miss works with a zero initialization where as NORST (for RST) required a good enough initialization for which AltProj or PCP needed to be applied on an initial short batch of observed data. Also, NORST-miss just needs a bound of 0.8 on the amount of subspace change at each t j (this is a very loose bound since SE is always bounded by one; in fact with minor changes to the PCA in sparse data-dependent noise result of [29] , [30] , we can eliminate this bound. (ii) The sparse support recovery step is not needed in NORST-miss.
The reason for (ii) is that for missing data, the support of the "sparse component", i.e., −I Tmiss,t I Tmiss,t t , is known and so one does not need to solve a sparse support recovery problem, while NORST for RST does. To ensure exact support recovery, NORST requires that the previous subspace estimate is always a good approximation of the current subspace. Its required lower bound on outlier magnitudes depended on √ r times this mismatch. As a result, it required that the initial subspace estimate be good enough and the amount of subspace change be small compared to the minimum nonzero outlier magnitude divided by √ r. Since NORST-miss for ST-miss already knows the support, this assumption is not needed.
D. RST-miss and RMC
Existing solutions for RST-miss include GRASTA [18] , APSM [19] and ROSETA [20] . APSM comes with a partial guarantee, while GRASTA and ROSETA do not have a guarantee. The first few provable guarantees for RMC were [46] , [48] . Both studied the convex optimization solution which was slow. Recently, there have been two other works [47] , [49] which are proj-GD based approaches and hence are much faster. These assume an O(1/r) bound on outlier fractions per row and Note: Here, f (n) = Ω(g(n)) implies that there exist k > 0 and n 0 > 0 s.t for all n > n 0 , |f (n)| ≥ k · |g(n)| per column. All these works assume that the set of observed entries is i.i.d. Bernoulli. Our result removes this requirement; is able to automatically detect subspace changes quickly; and needs only an O(1) bound on outlier fractions per row. On the negative side, it needs many more observed entries; slow subspace change, and a lower bound on outlier magnitudes.
V. EXTENSIONS OF THE BASIC NORST-MISS APPROACH
In this section we describe two simple heuristics that help improve the performance of the basic NORST-miss idea described earlier. The same ideas in fact can also be used to improve the practical performance of NORST-miss-robust and in fact also of the original NORST algorithm for RST [17] .
NORST-sliding-window. In the basic NORST approach we use a different set of estimatesˆ t for each subspace update step. So, for example, the first subspace estimate is computed att j +α−1 using [ˆ t j ,ˆ t j +1 , . . . ,ˆ t j +α−1 ]; the second is computed att j +2α−1 using [ˆ t j +α ,ˆ t j +α+1 , . . . ,ˆ t j +2α−1 ]; and so on. This is done primarily to ensure mutual independence of the set of t 's in each interval because this is what makes the proof easier (allows use of matrix Bernstein for example). However, in practice, we can get faster convergence to anaccurate estimate of P j , by removing this restriction. This approach is of course motivated by the sliding window idea that is ubiquitous in signal processing. For any sliding-window method, there is the window length which we keep as α and the hop-length which we denote by β.
Thus, NORST-sliding-window (β) is Algorithm 1 with the following change: computeP j,1 using [ˆ t j ,ˆ t j +α+1 , . . . ,ˆ t j +α−1 ]; computeP j,2 using [ˆ t j +β ,ˆ t j +β+1 , . . . ,ˆ t j +β+α−1 ]; computeP j,3 using [ˆ t j +2β ,ˆ t j +2β+1 , . . . ,ˆ t j +2β+α−1 ]; and so on. Clearly β < α and β = α returns the basic NORST-miss.
NORST-buffer. Another question if we worry only about practical performance is whether re-using the same α data samples y t in the following way helps: At t =t j + kα − 1, the k-th estimate is improved R times. That is, we first obtainL t;α := [ˆ t−α+1 ,ˆ t−α+2 , . . .ˆ t ] which are used to computeP j,k via r-SVD. Let us denote this byP 0 j,k . Now, we use this estimate to obtain a second refined estimate of the same L t;α . We denote these asL (1) t;α and use these to getP (2) j,k . This process is repeated for a total of R + 1 (reuse) times. We noticed that using R = 4 suffices in most synthetic data experiments and for real data, R = 0 (which reduces to the basic NORST algorithm) suffices. This variant has the same memory requirement as NORST-original. The time complexity, however, increases by a factor of R + 1 since there are R + 1 times more subspace estimation steps. In other words, the computational complexity increases to O(ndr(R + 1) log(1/ )).
Hybrid: Buffer + Sliding Window. We can combine the two previous ideas and come up with hybrid variants that exploit the advantages of both extensions. We provide detailed experimental validation of the different extensions in Sec VI.
VI. EXPERIMENTAL COMPARISONS
We present the results of numerical experiments on synthetic and real data. All time comparisons are performed on a Desktop Computer with Intel Xeon E3-1200 CPU, and 8GB RAM. All synthetic data experiments are averaged over 100 independent trials.
A. Synthetic Data
Experiment 1: Single Subspace. In the first part of this experiment we consider the case of fixed subspace and compare NORST and its extensions, with several ST-miss, and MC algorithms. We consider the case of a single subspace since this is the primarily studied case in literature. We generate the data according to (1) and set ν t = 0. We generate the subspace basis matrix P ∈ R n×r with n = 1000 and r = 30. Thr a t ∈ R r (for t = 1, · · · , d and d = 4000) are generated independently as (a t ) i
/2r for i = 1, 2, · · · , r−1 and q r = 1. Thus, the condition number of Λ is f and we set f = 100. For the missing entries, we consider the Bernoulli model, i.e., we observe each entry of L independently with probability ρ = 0.9. The algorithm parameters for NORST-miss are set as, K = 33, α = 60. For the least-squares step, we use the Conjugate Gradient Least Squares (CGLS) method with tolerance as 10 −16 , and maximum iterations as 20. We compare with few ST and MC algorithms for which we could obtain the codes easily 4 . We set max_cycles = 1, forgetting parameter λ = 0.98 as specified. For GROUSE, we use step-size η = 0.1, maximum cycles as 1 as specified in the documentation. For the Nuclear Norm Minimization (NNM) implementation, we use two solvers, (i) Singular Value Thresholding (SVT) [50] with maximum iterations as 500, tolerance as 10 −6 , δ = 2, and τ = 5
√
nd as mentioned in the paper and (ii) Inexact Augmented Lagrangian Multiplier (IALM) [51] with maximum iterations 100 and tolerance 10 −6 as mentioned in the paper. We also compare with a recent MC algorithm called Approximate Structured-Iterative Hard Thresholding [52] and set maximum iterations 100, and the tolerence 10 −2 as mentioned in the paper. The results for this experiment are provided in Fig. 1a . Notice that in terms of online algorithms, NORSTsliding provides the best solution (in terms of both speed and number of samples) and for the offline case, NORST-offline significantly outperforms the Matrix Completion algorithms. This illustrates that in the regime of high observed entries, NORST-miss offers a viable tradeoff.
In the second part of the experiment, we compare the performance of the extensions to the NORST-miss algorithm, and compare with PETRELS for reference. We generated the true data (L) as in the first part of the experiment. For the missing entries support, we consider two cases (i) firstly, to demonstrate the effectiveness of NORST-miss on arbitrary support sets, we consider the Moving Object model [53, Model 6.19] with s = 200, and b 0 = 0.05 which translates to ρ = 0.8 4 We downloaded the PETRELS' code from the authors' website and all other algorithms from https://github.com/andrewssobral/lrslibrary. fraction of observed entries and (ii) secondly, we consider the Bernoulli model with ρ = 0.7.
We set the algorithm parameters for NORST-miss and its variants exactly as done in the first part. We illustrate the results for the Moving Object and Bernoulli supports in Figs. 1b and 1c respectively. Notice that the subspace error for all NORST algorithms converges to ≈ 10 −16 , and it can be significantly accelerated (w.r.t. number of samples) by using the heuristic extensions. Specifically, we see that NORST attains subspace error ≈ 10 −16 using fewer samples than PETRELS when the outliers are generated from the Moving Object model. Furthermore, all but one extension (NORST with β = 10, R = 1) are faster than PETRELS. Experiment 2: Changing Subspaces. In this experiment, we evaluate the ability to detect and track subspace changes. We generate the changing subspaces using P j = e γj B P j−1 as done in [17] , [54] where γ j controls the amount subspace change and B j 's are skew-symmetric matrices. In this experiment, we used the following parameters: n = 1000, d = 10000, J = 2, t 1 = 4000, t 2 = 8000, r = 30, γ 1 = 0.005, γ 2 = 0.004, and the matrices B 1 and B 2 are generated as B 1 = (B 1 −B 1 ) and B 2 = (B 2 −B 2 ) where the entries ofB 1 andB 2 are generated independently from a standard normal distribution and a t 's are generated similar as the first experiment. For the missing entries supports, we consider the Bernoulli Model with ρ = 0.9. The Matrix Completion algorithms are implemented in a piecewise-batch manner, i.e., we complete the matrices Y [tj ,tj +1) for each j individually rather than completing the complete matrix Y . The reason is that when the subspace change times are not provided, the algorithms fail to provide meaningful estimates and hence we do not report this. The results are provided in Fig. 2 . Notice that NORST and PETRELS detect and track subspace change, and converge to approx10 −16 , and that NORST-sliding outperforms PETRELS. In the sequel, we only consider NORST-miss and NORST-sliding(β = 10, R = 1) in comparisons. Experiment 3: RST-miss and RMC. In this experiment, we consider the RST-mss problem, i.e., we generate data according to (3) . We generate the low rank matrix, L, as done in experiment 1 (single subspace). We generate the sparse matrix, X as follows: we use the Moving Object Model to generate the support sets such that s/n = 0.05 and b 0 = 0.05 which translates to ρ sparse = 0.05 fraction of sparse outliers. The non-zero magnitudes of X are generated uniformly at random between [x min , x max ] with x min = 10 and x max = 25. We generated the support of observed entries using Bernoulli Model with probability ρ obs = 0.9.
For initialization step of NORST-miss-robust (Algorithm 2), for the first t train = 400 data samples, we set (y t ) i = 10 for all i ∈ T miss,t . We do this to allow us to use AltProj [27] , which is an RPCA solution, for obtaining the initial subspace estimate. The parameters for this step are set as 500 maximum iterations of AltProj, and tolerance 10 −3 . The other algorithm parameters for NORST-miss-robust are α = 60, K = 33, ω evals = 7.8 × 10 −4 , ξ = x min /15, and ω supp = x min /2 = 5. We compare 5 GRASTA [18] and PG-RMC [47] . For GRASTA we used the tolerance 10 −8 , and max_cycles= 1. For PG-RMC, we use the default tolerance 10 −1 and max. iterations 70. The results are illustrated in Fig. 3 . Observe that PG-RMC fails to obtain a meaningful estimate and GRASTA does not improve the error beyond 10 −2 .
B. Real Data
Here we consider the task of Background Recovery from errors and erasures. We evaluate NORST-miss, and other algorithms on the Meeting Room dataset which is a benchmark dataset in Background Recovery. The dataset contains 1755 images of size 64x80 in which a curtain is moving in the wind. Subsequently, there are 1209 frames in which a person walks into the room, writes on a blackboard, and exits the room. The first 1755 frames are used for ST-miss while the 5 we do not compare it with NNM based methods for which code is not available online Here, ρobs = 0.9 under Bernoulli model and ρsparse = 0.05 with moving object model. subsequent frames are used for RST-miss (since we can model the person as a sparse outlier [46] ). Bernoulli Missing Entries: We generate the set of observed entries using the Bernoulli model with ρ = 0.9 probability of observing an entry. In all subsequent experiments, we use the estimate of rank as r = 30. The parameters of NORSTmiss are α = 60, K = 3, and ω evals = 2 × 10 −3 . We noticed that PETRELS failed to retrieve the background with default parameters so we increased max_cycles= 10 and refer to this as PETRELS(10) in the sequel. Furthermore, we also ensured that the input data matrix has more columns than rows by transposing the matrix when necessary 6 . All other algorithms are implemented as done in the previous experiments. We observed that NORST-miss and SVT provide a good estimate of the background and NORST-miss is ≈ 150x faster. The normalized mean square error is provided in Fig.  6 . This is averaged over 10 independent trials.
Moving Object Missing Entries: Here, we generate the set of missing entries using the moving object model with ρ = 0.98. All algorithms are implemented as in the previous experiment. Interestingly, even though we observe 98% of the entries, the performance of all algorithms degrade compared to the Bern(0.9). This is possibly because the support sets are highly correlated over time and thus the assumptions of other algorithms break down. The results are shown in Fig. 4 . Observe that NORST-miss and SVT provide the best visual comparison and NORST-miss is faster than SVT by ≈ 400x. PETRELS(10) contains significant artifacts in the recovered background and IALM provides a static output in which the movements of the curtain are not discernible.
Robust Matrix Completion: In this experiment, we consider Background recovery applied on the second part of the dataset (last 1209 frames). In addition to the person who enters the room and writes on the board (sparse component), we generate missing entries from the Bernoulli model with ρ obs = 0.9. We initialize using AltProj with tolerance 10 −2 and 100 iterations. We set ω supp,t = 0.9 y t / √ n using the approach of [17] . The comparison results are provided in Fig. 5 . Notice that both GRASTA and PG-RMC fail to accurately recover the background. Although NORST-missrobust exhibits certain artifacts around the edges of the sparse object, it is able to capture most of the information in the background.
VII. CONCLUSIONS AND OPEN QUESTIONS This work studied the related problems of subspace tracking in missing data (ST-miss) and its robust version, RST-miss. We show that our proposed approaches are provably accurate under simple assumptions on only the observed data (in case of ST-miss), and on the observed data and initialization (in case of RST-miss). Thus, in both cases, the required assumptions are only on the algorithm inputs, making both results complete guarantees. Moreover, our guarantees show that our algorithms need near-optimal memory; are as fast as vanilla PCA; and can detect and track subspace changes quickly. We provided a detailed discussion of related work on (R)ST-miss, (R)MC, and streaming PCA with missing data, that help place our work in the context of what already exists. Finally, we also show that our proposed approaches -NORSTmiss and NORST-miss-robust -have competitive experimental performance as long as the fraction of missing entries is not too large (at most 30% in our experiments).
While our approaches have near-optimal memory complexity, they are not streaming. [17] ) and hence we do not repeat it here. We explain the main ideas of the rest of the proof. To understand it simply, assume thatt j = t j , i.e, that t j is known. Also assume that ν t = 0. The changes needed to handle a nonzero ν t are minor and are the same as those given in Appendix A.3 of [17] . Finally the extra steps needed to prove Corollary 2.3 are also similar to those in Appendix A.2 of [17] .
Using the expression forẑ t given in (5) , it is easy to see that the error e t := t −ˆ t satisfies e t = I Tmiss,t Ψ Tmiss,t Ψ Tmiss,t −1 I Tmiss,t Ψ t ,
with Ψ = I −P (t−1)P(t−1) . For the first α frames,P (t−1) = 0 (zero initialization) and so, during this time, Ψ = I. We need to analyze the subspace update steps one at a time. We first explain the main ideas of how we do this for j > 0 and then explain the different approach needed for j = 0 (because of zero initialization). Consider a general j > 0 and k = 1, i.e., the first subspace update interval of estimating P j . In this interval Ψ = I −P j−1Pj−1 and recall thatP j−1 =P j−1,K . Assume that SE(P j−1 , P j−1 ) ≤ .
Using the µ-incoherence assumption, the bound on max-miss-frac-col := max t |T miss,t |/n, SE(P j−1 , P j−1 ) ≤ (assumed above), and recalling from the algorithm thatP j := P j,K , it is not hard to see that 7 , for all j, SE(P j−1 , P j ) ≤ SE(P j−1 , P j−1 ) + SE(P j−1 , P j ) I Tmiss,t P j ≤ 0.1, I Tmiss,t P j,k ≤ SE(P j,k , P j ) + 0.1, I Tmiss,t P j−1 ≤ + 0.1, Ψ Tmiss,t Ψ Tmiss,t −1 ≤ 1.2 with Ψ = I −P j,kPj,k .
Next we apply the result of [29, Remark 4.18] (also see [30, Theorem 2.2, Remark 2.3]) to theˆ t 's. This bounds the subspace recovery error for PCA in sparse data-dependent noise. Sinceˆ t = t + e t with e t satisfying (6), clearly, e t is sparse and dependent on t (true data). In the notation of [29, Remark 4.18] , y t ≡ˆ t , w t ≡ e t , T t ≡ T miss,t , t ≡ t ,P =P j,1 , P = P j , and M s,t = − Ψ Tmiss,t Ψ Tmiss,t −1 Ψ Tmiss,t with Ψ = I −P j−1Pj−1 . Thus, using bounds from above, M s,t P = Ψ Tmiss,t Ψ Tmiss,t −1 I Tmiss,t ΨP j ≤ Ψ Tmiss,t Ψ Tmiss,t −1 I Tmiss,t ΨP j ≤ 1.2( + SE(P j−1 , P j )) ≡ q. Also, b ≡ b 0 which is the upper bound on max-miss-frac-row α . Using the bound on ∆ from Theorem 2.2, 1.2( +SE(P j−1 , P j )) < 1.2(0.01+∆) < 0.96 since ∆ ≤ 0.8. Thus q < 0.96. We apply [29, Remark 4.18] with ε SE = q/4. All its assumptions hold because we have set α = Cf 2 r log n and because we have let b 0 = 0.001/f 2 and so the required condition 3 √ bf q ≤ 0.9ε SE /(1 + ε SE ) holds. We conclude that SE(P j,1 , P j ) ≤ 1.2(0.01 + ∆)/4 = 0.3(0.01 + ∆) := q 1 w.h.p..
The above is the base case for an induction proof. For the k-th subspace update interval, with k > 1, we use a similar approach to the one above. Assume that at the end of the (k−1)th interval, we have SE(P j,k−1 , P j ) ≤ q k−1 := 0.3 k−1 (0.01+ ∆) w.h.p. In this interval, M s,t P ≤ 1.2 I Tmiss,t ΨP j ≤ 1.2SE(P j,k−1 , P j ) ≤ q k−1 = 1.2 · 0.3 k−1 (0.01 + ∆) ≡ q.
We apply [29, Remark 4.18] with ε SE = q/4. This is possible because we have let b 0 = 0.001/f 2 and so the required condition 3 √ bf q ≤ 0.9(q/4)/(1 + q/4) holds. Thus we can conclude that SE(P j,k , P j ) ≤ 1.2 · 0.3 k−1 (0.01 + ∆)/4 = 0.3 k (0.01 + ∆) := q k w.h.p. Thus starting from SE(P j,k−1 , P j ) ≤ q k−1 := 0.3 k−1 (0.01 + ∆), we have shown that SE(P j,k , P j ) ≤ 0.3 k (0.01 + ∆). This along with the base case, implies that we get SE(P j,k , P j ) ≤ 0.3 k (0.01 + ∆) for all k = 1, 2, . . . , K. The choice of K thus implies that SE(P j , P j ) = SE(P j,K , P j ) ≤ .
For j = 0 and first subspace interval (k = 1), the proof is a little different from that of [17] summarized above. The reason is we use zero initialization. Thus, in the first update interval for estimating P 0 , we have Ψ = I. In applying the PCA in sparse data-dependent noise result of [29, Remark 4.18] , everything is the same as above except that we now have M s,t = I Tmiss,t and so we get M s,t P ≤ 0.1. Thus in this case q = 0.1 < 0.96. The rest of the argument is the same as above.
The above provides the basic proof idea in a condensed fashion but does not define events that one conditions on for each interval, and also does not specify the probabilities. For all these details, please refer to Sections IV and V and Appendix A of [17] .
APPENDIX B PROOF OF COROLLARY 3.4
This proof is also similar to that of NORST for RST [17] . The difference is NORST-miss-robust uses noisy modified CS [31] , [32] to replace l 1 min. In comparison to the ST-miss proof summarized above, we also have to deal with arbitrary outliers, in addition to missing data. This uses requires sparse support recovery with partial subspace knowledge. This is solved by modified-CS followed by thresholding based support recovery. To bound the modified-CS error, we apply Lemma 2.7 of [32] . This uses a bound on b t = Ψ t and a bound on the (max-miss-frac-col · n + 2max-out-frac-col · n)-RIC of Ψ. We obtain both these exactly as done for [17, Lemma 4.7, Item 1]: the former uses the slow subspace change bound and the boundedness of a t ; for the latter we use the µ-incoherence/denseness assumption and bounds on max-out-frac-col and max-miss-frac-col, and the RIP-denseness lemma of [15] . With the modified-CS error bound, we prove exact support recovery using the lower bound on x min . algorithm parameter values of ξ and ω supp .
