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A new method is developed for finite element model calibration of structures with the results of 
modal testing. The proposed method applies multi-objective optimization to develop a set of 
calibrated models and employs sensitivity analysis to analyze and identify the most effective 
parameters for model calibration. The study consists of a full experimental study on modal 
identification of structures under ambient vibration conditions and an analytical study on finite 
element model calibration. The experimental study is focused on operational modal analysis of 
structures with covariance driven stochastic subspace identification in the time domain and 
frequency domain decomposition in the frequency domain. In the analytical part, the model 
calibration problem is defined as an optimization problem with the objective of minimizing the 
discrepancies between the modal frequencies and mode shapes identified from the test and 
estimated from the finite element model of the structure. Single objective and multi-objective 
formulations are developed for the model calibration problems and evolutionary algorithms are 
applied to solve these optimization problems. In order to reduce the complexity of the 
optimization problems and improve the quality of the calibration results, a variance-based 
sensitivity analysis is applied to examine the effectiveness of the updating parameters and 
remove unnecessary parameters from the calibration process.  
The effectiveness of the applied methodology is examined by conducting experimental 
and analytical studies on a three-span highway bridge on the Interstate 385 in Arlington, TN. 
Following the experimental study, a detailed finite element model of the bridge is developed and 
prepared for sensitivity analysis and model calibration with the proposed optimization 
 v 
techniques. A comparison of results is presented between the model calibration from single 
objective and multi-objective optimization. In addition, model calibration results with and 
without sensitivity analysis are presented to examine the effectiveness of this method. Finally, a 
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According to the ASCE bridge report card the nation’s roadways include more than 614,000 
bridges, of which almost 40 %  are 50 years or older, and 9.1 % were structurally deficient in 
2016 and on average there were 188 million trips across a structurally deficient bridge each day. 
The Federal Highway Administration (FHWA) estimates that to eliminate the nation’s bridge 
deficient backlog by 2028, we would need to invest $123 billion. In order to effectively allocate 
the money, the bridges condition needs to be inspected. Currently, visual inspection is the 
predominant nondestructive evaluation technique used in bridge inspections; however, a 
comprehensive study on the reliability of visual inspection by FWHA states that in-depth 
inspection alone is not likely to detect or identify the specific types of defects for which the 
inspection is prescribed, and may not reveal deficiencies beyond those that could be noted during 
a routine inspection. The report also states that some factors, such as time to complete the 
inspection, comfort with access equipment and heights, structure complexity and accessibility, 
etc. might affect the accuracy of the results of in-depth inspections. Apart from the costs 
associated with the visual inspection of the structures, in most cases accurate assessment of a 
structure condition is not possible by visual inspections and, therefore, modern Structural Health 
Monitoring (SHM) techniques should be considered.  
Advanced SHM techniques are designated to evaluate the condition of infrastructures. In 
general, all SHM approaches rely on the measurement of different response quantities to be used 
in estimation of the physical parameters of structural models. The updated model can then be 
used to predict the present state of the structure. In fact, many SHM techniques apply the results 
of experimental tests to improve an analytical model of the system. Finite element models are 
widely used analytical models that can precisely predict the response of structures to different 
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loading combinations. Despite their accuracy, the results of these models rely heavily on 
modeling assumptions such as geometries or material properties. A way to improve the accuracy 
of these models is to apply model calibration. For large scale structures such as bridges, updating 
the finite element models for modal properties is very common. 
Modal testing or experimental modal analysis is most commonly used in popular SHM 
and damage detection of structural and mechanical systems. Modal testing is a form of vibration 
testing that aims at detecting the modal properties (modal frequencies, mode shapes and damping 
ratios) of the system from the measured vibration records. Analytical models such as finite 
element models can also be used to obtain modal properties of structural or mechanical systems. 
Being unique characteristics of any structure, modal properties are suitable for SHM 
applications. Therefore, finite element model calibration with the results of modal testing has 
been widely used for condition assessment of structures (Mottershead et al. 2011). In practice, 
modal-based finite element model calibration aims at reconciling the differences between modal 
properties of analytical and experimental models (Horta et al. 2011). The problem, usually 
consists of two independent error functions, one for frequencies and another for mode shapes. 
This error minimization problem is formulated as an optimization problem where the objective is 
minimization of error terms and the decision variables are structural properties (Jaishi and Ren, 
2005; Mottershead et al. 2011). In the general form of this problem, the error terms are combined 
as a single objective problem. However, different studies have shown that the frequencies and 
mode shapes error terms are conflicting ,and the problem should be treated as a multi-objective 
optimization problem (Jin et al.,2014; Kim and Park 2001). Different types of decision variables 
are also used for this optimization problem including techniques which update stiffness and mass 
matrices, and methods which aim at updating the structural physical properties such as modulus 
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of elasticity, etc. (Mottershead et al. 2011). Although solving the optimization problem with the 
first type of decision variables is usually easier, in many cases the results have no physical 
meanings (Jaishi & Ren 2005). Therefore, in this study, model updating with the second type of 
decision variables is considered. Both single objective and multi-objective optimization 
formulations are applied, and due to the complexity of the optimization problems, evolutionary 
algorithms are used. Three different single objective optimization cases are considered. The first 
case is to calibrate the frequencies; the second case is to calibrate mode shapes; and in the third 
case, calibration of a weighted combination of these error terms is studied. Teaching learning 
based optimization (TLBO) algorithm (Camp and Farshchin, 2014; Rao et al. 2011) is used for 
optimization of the single objective cases. In the multi-objective case, the error terms are treated 
separately and the optimization aims at finding a set of optimum solutions known as Pareto set, 
which is computed by non-dominated sorting genetic algorithm (NSGA-II) (Deb et.al 2002). 
Although this multi-objective optimization problem is considered in another study by Jin et al. 
(2014) for model calibration of a bridge, the proposed methodology in this study results in better 
solutions and higher computational efficiency of the optimization.  These improvements are 
mainly because of application of a sensitivity technique for selection of updating parameters. The 
applied sensitivity analysis is considered in the study by NASA researchers (Horta et al. 2011) in 
model calibration of a lunch vehicle. Here a variance based sensitivity analysis method called 
Sobol’s technique (Sobol 2001) is applied. This sensitivity analysis is applied on analysis of all 
updating parameters to determine their effectiveness and select a subset of significant 
parameters. All model calibration cases are solved another time using this subset of updating 
parameters and results are compared to the results of model calibration with originally selected 
updating parameters. 
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In order to obtain the modal properties of structures for model calibration, experimental 
modal analysis methods can be applied. There are several ways to perform modal testing, which 
can be categorized as input-output and output-only methods (Reynders 2012). Input-output 
techniques such as hammer test or shaker are suitable for analysis of small scale mechanical 
systems where excitation of the object is economical and practical. However, for large scale civil 
engineering structures such as bridges, application of common excitation techniques is not 
practical or economical and additionally the structures are usually exposed to other sources of 
excitation such as wind or traffic loads, which makes the measurement of input loads difficult if 
not impossible (Rainieri & Fabbrocino  2014). Therefore, output-only techniques are suitable for 
this case. Output-only methods are also known as operational modal analysis (OMA) or ambient 
modal identification because response data are collected when structures operate under ambient 
vibration forces. The main idea behind OMA is to use operational loads such as wind or traffic 
instead of the artificial sources of excitation.  OMA has been successfully applied to many large 
scale structures such as wind turbines (James et al. 1993) and bridges (Peeters and De Roeck 
2001; Weng et al. 2008). More details about OMA are presented in the literature (Brincker and 
Ventura 2015; Parloo 2003; Rainieri and Fabbrocino 2014). Two of the most popular OMA 
methods are considered in this study. The frequency domain decomposition (FDD) (Rune 
Brincker et al. 2001) in the frequency domain and covariance driven stochastic subspace 
identification (SSI/COV) (Peeters and De Roeck 1999) in the time domain. 
To perform the experimental and analytical studies and examine the effectiveness of the 
proposed methodology, a full scale highway bridge on the interstate 385 (I-385) in Arlington, TN 
was considered. A series of modal experimental tests were conducted and the results used for 
calibration of the finite element model of the structure. The results of experimental studies and 
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different finite element model calibration case studies are presented and compared. The results 
indicate the effectiveness of the proposed methodology in comparison with the conventional 
methods. In fact, compared to the traditional single objective optimization, the multi-objective 
formulation provides a set of optimal solutions for the model calibration problem, which are not 
biased towards a specific objective function and allow interpretation and selection of the best 
solution after the optimization is done. In addition, application of sensitivity analysis captures the 
significance of the applied updating parameters, which allows for choosing the suitable set of 
parameters and obtaining realistic results for the mode calibration problem. 
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2 EXPERIMENTAL AND OPERATIONAL MODAL ANALYSIS 
In this chapter, after a general introduction to the concept of analytical and experimental modal 
analysis (EMA), operational modal analysis (OMA) is explained including a discussion of the 
fundamental assumptions, theoretical aspects, limitations, and applications. Following that, two 
of the most popular OMA methods are explained in detail: the first, in the time domain; and the 
second, in the frequency domain. Finally, a new methodology is proposed for modal 
identification of structures when data is collected in different setups. 
 
 Introduction to modal analysis 
Studying the dynamic behavior of structures is an important topic in many fields. Mechanical 
engineers must understand the dynamics of objects to control the vibration of machines. 
Aerospace engineers must understand structural dynamics to simulate space vehicles and 
airplanes. Civil engineers need to have an accurate understanding of structural dynamics to 
design and retrofit structures to withstand severe dynamic loading from earthquakes, hurricanes, 
and strong winds, or to identify the occurrence and location of damage within an existing 
structure. There are different methods to study the dynamic behavior of structures; one of the 
most well-known methods to characterize the dynamic behavior of structures is modal analysis. 
Concisely, modal analysis is the process of describing a structure in terms of its natural 
characteristics: fundamental frequencies, damping ratios, and mode shapes (modal properties). 
These modal properties could be used to develop modal models to predict the dynamic behavior 
of structures. Methods to investigate the modal dynamics of structures could be categorized into 
analytical modal analysis and experimental modal analysis (EMA) methods (Ewins 1984; Maia 
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1997). Analytical methods such as finite element (FE) models use structural characteristics such 
as material properties (mass and stiffness) and boundary conditions to describe the dynamic 
behavior of structures using equations of motion (Chopra 2012) while EMA methods use system 
identification techniques to develop mathematical models based on measured signals (Juang 
1994).  
EMA methods have grown steadily in popularity and have been successfully applied for 
characterization of the modal properties of many mechanical systems. From a general point of 
view, EMA methods develop a mathematical model for the relationship between the input of the 
system and the output responses. Therefore, these methods are suitable for small structures 
where measurements of excitation forces (input) and response signals (output) are possible. For 
large-scale civil engineering structures and structures operating under ambient sources of 
excitation, it is almost impossible to control or measure input forces. Therefore, common EMA 
methods that require both input and output signals for system identification cannot be applied. 
For such applications, through some assumptions, the EMA methods can be modified and used 
to determine the characteristics of the system based on only response measurements (output-only 
methods). 
Output-only methods are also known as operational modal analysis (OMA) or ambient 
modal identification because response data are collected when structures operate under ambient 
vibration forces. The main idea behind OMA is to use operational loads such as wind or traffic 
instead of the artificial sources of excitation.  OMA has been successfully applied to many large 
scale structures such as wind turbines (James et al. 1993) and bridges (Peeters and De Roeck 
2001; Weng et al. 2008). More details about OMA are presented in Section 2.4 and in the 
literature (Brincker and Ventura 2015; Parloo 2003; Rainieri and Fabbrocino 2014). 
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 Analytical modal analysis 
By definition, modal analysis characterizes the dynamic behavior of structures under vibrational 
excitation in terms of their modal properties. In analytical modal analysis, modal properties of a 
structure are determined by the material properties (mass, damping, and stiffness), and the 
boundary conditions of the structure. Figure 1 shows a representation of a single degree of 
freedom (SDOF) mass spring damper system.   
 
 
Fig 1 Dynamic representation of a SDOF system. 
 
The general motion of the SDOF system is defined by 
2
2
( ) ( )
( ) ( )
d x t dx t





where m, c, and k represent the mass, damping, and stiffness of the system, respectively; and x(t) 
and f(t) represent displacement and external forces at time t, respectively. 
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The Laplace transform of  (1) is 
 2 2
( ) 1
( ) ( ) ( )
( )
X S
mS cS k X S F S or H S
F S mS cS k




where ( )X S and ( )F S  are the displacement and force in the Laplace domain and ( )H S  is the 
“transfer function” of the SDOF system in the Laplace domain. Substituting Laplace variable S 











(3), also called frequency response function (FRF), is a mathematical representation of the 
relationship between input and output of a system in the frequency domain. The roots of the 
denominator of FRF are the poles (peaks) of the SDOF system, which corresponds to the natural 
frequencies or resonant frequencies of the system. Figure 2 shows the magnitude plot of FRF for 
different values of frequencies and damping ratios .  
 
 
Fig 2 FRF of a SDOF system (Chopra, 2012) 
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For a multi-degree of freedom (MDOF) system, the FRF matrix or transfer function matrix 
represents the relationship between several inputs and outputs of the system. The derivation of 
the FRF matrix for a MDOF system is similar to that for a SDOF system. For a MDOF system, 





       
2
2 22
( ) ( )
( ) ( ) ( )
d x t d x t
M C K x t f t B u t
dt dt
   
 
(4) 
where  M ,  2C , and  K are mass, damping, and stiffness matrices, respectively;  ( )x t is the 
state vector,  ( )f t  is the force vector which can also be represented as the product of the input 
vector of  ( )u t  and input influence matrix of  2B . (4) can be represented as a set of linear 
algebraic equations in the Laplace domain: 
         2 2 ( ) ( )M S C S K X S F S  
 
(5) 
The transfer function matrix  ( )H S  is: 
       
1
2
2( )H S M S C S K

    
 
(6) 
A Fourier transform of the transfer function matrix gives the following form in the frequency 
domain: 
       
1
2
2( )H i M C i K

      
 
(7) 
Similarly to the SDOF system, roots of the transfer function matrix correspond to the natural 
frequencies of the system. More details about analytical modal analysis are available in the 
literature (Chopra 2012; Craig et al. 2006). 
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 Experimental modal analysis 
Analytical modal models such as FE models require estimates of system characteristics such as 
material properties (mass and stiffness) and boundary conditions. Due to their simplicity and 
reliability, FE models are used in many analysis and design applications. However, for real-life 
applications such as complex structural or mechanical systems it is often difficult to develop a 
reliable FE model, mainly due to the error in estimating the system properties. Another approach 
for obtaining a modal model is to perform the so-called experimental modal analysis (EMA). In 
EMA, measured forces and vibrational responses are used to estimate the parameters of the 
modal model. 
EMA has been applied to many industrial applications such as mechanical systems (cars, 
rotatory machines, and wind turbines), aerospace systems (aircrafts, space shuttles, and space 
structures), and civil engineering structures (bridges, buildings, and offshore platforms). From an 
experimental point of view, modal analysis is a category in the field of system identification that 
deals with the development of mathematical models from observed experimental data (Juang 
1994). Figure 3 shows an idealization of a physical system where ( )f t  is the input to the system, 
( )y t  is output from the system, and ( )h t is the transfer function (a mathematical model for the 
relationship between the input and output of the system). 
 
 




Response of the system, shown in Figure 3, to a general input could be obtained from the 
following convolution integral 
( ) ( ) ( )y t h f t d


    
 
(8) 
where   is the integration variable. Equation (8) in the Laplace domain L[ ]  has the following 
form 
 ( ) ( ) ( )
( ) ( ) ( )
L y t L h f t d






   
 
(9) 
where H(S) is the transfer function of the system. (9) defines how to obtain the transfer functions 
(modal model) of a system from dynamic forces (inputs) and the corresponding vibrational 
response (outputs). Equation (9) is the fundamental equation for EMA techniques. 
The correlation between the analytical modal model, defined in (7), and the FRFs from EMA can 
be applied to identify the natural frequencies, mode shapes, and modal damping of a system. 
Figure 4 illustrates the basic concept of EMA for a MDOF system with a known input force ( )ix t  
applied at the i-th degree of freedom and a response ( )jy t  measured at the j-th measurement 
point. The applied force and measured responses in the time domain are then transformed to the 
frequency domain as Xi() and Yj() to obtain the FRFs. Recall, a FRF is a qualitative measure 
of the output spectrum of a system to an excitation and is used to characterize the dynamics of a 
system. In other words, a FRF is a measure of magnitude and phase of the output as a function of 
frequency to the input.  
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Fig 4 Illustration of the basic idea of EMA. 
For the general MDOF system shown in figure 4, the resulting FRF, defined as Hij(), would 
















In fact, FRFs preserve enough information to fully identify the dynamic characteristics of a 
mechanical or a structural system. The FRF can also be expressed in the form of a partial fraction 
expansion in terms of modal parameters as 
 







r r r r r r r r
r rr r r r
R R Q Q
H
i i i i 
   
   
 
   

       
 
(11) 
where mN  is the number of modes,  rR  is the residuals matrix,  r  represent the mode shape, 
rQ  is the scaling factor, and ,r r d ri     defines the pole of the r
th mode. The pole holds 
information about damped frequency and damping ratio.  Ewins (1984) and Maia (1997) have 
presented more details on the theoretical aspects of the EMA. 
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 Operational Modal Analysis 
2.4.1 Introduction to OMA 
OMA has recently become quite attractive for many mechanical and civil engineering 
applications; mainly due to its relatively low cost and ease of implementation. In addition, for 
large-scale mechanical systems and common civil engineering structures, such as bridges, the 
test structure is under ambient vibrational excitation by natural or artificial sources such as 
traffic, wind, human activities, etc. Ambient sources of excitation are difficult, or even 
impossible, to control or measure with current instrumentation. For these cases, it is necessary to 
develop identification processes for the characterization of modal parameters from only response 
measurements. Common EMA methods rely on the information from both input forces and 
output responses for identification. For large-scale structures, the stochastic nature of the input 
forces due to ambient vibration noise can be assumed as a broadband Gaussian white noise in 
space and time. With this assumption, the common input-output system identification EMA 
methods can be modified and applied for output only identification. 
OMA methods can be classified in either the frequency domain or the time domain. Time 
domain techniques apply the cross-correlation matrix between outputs measurements, while 
frequency domain techniques apply the cross power spectral density (CPSD) matrix. Various 
techniques have been developed and successfully applied for modal identification of different 
structural systems (Bendat and Piersol 1993; Rune Brincker et al. 2001; James et al. 1993; 
Peeters and De Roeck 2001; Van Overschee et al. 1996). A review and comparison of  OMA 
methods is available in a study by Reynders (2012). Among different OMA techniques, 
frequency domain decomposition (FDD) (Rune Brincker et al. 2001) in the frequency domain 
and stochastic subspace identification (SSI) based techniques (Van Overschee et al. 1996) in the 
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time domain have gained more popularity and have been successfully applied in many civil 
engineering applications. Due to their popularity, in this study, only the FDD method for the 
frequency domain and the SSI method for the time domain are described and applied in the 
experimental study. 
2.4.2 Fundamental assumptions and main steps of OMA 
OMA is a system identification technique based only on measured responses; it does not require 
input force information and makes assumptions about the nature of input excitation forces. Like 
any other technique, adherence to basic assumptions is the key to successful applications of 
OMA techniques. Below are some important assumptions on the nature of the input forces and 
the physical system: 
1- Power spectra of the input forces are broadband Gaussian white noise. 
2- The input forces are uncorrelated. 
3- The forces are distributed over the entire structure. 
4- Linearity of the system: response of a system to combination of inputs is equal to the 
combination of the response of the system to individual inputs. 
5- Stationarity of the system: the dynamic characteristics of the structure do not change 
over time; the coefficients of the differential equation governing the dynamic 
response of the structure are independent of time. 
6- Observability of the system: sensors are properly located to observe all modes of 
interest. 
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Based on these assumptions, the excitation is assumed to be randomly distributed both 
temporally and spatially and the system is assumed to be linear, stationary and observable 
(Tcherniak et al.  2011).  
In practice, performing OMA typically consists of the following three distinct steps (Eli 
Parloo 2003; Reynders 2012): 
1- Designing and conducting the test: involves determining the experimental setup (e.g. 
placement of sensors, etc.) and data acquisition parameters, (e.g. measurement time, 
sampling rate, etc.). OMA usually only considers freely available ambient excitation 
as sources (e.g. traffic, wind, waves, etc.). 
2- Processing measured data and identification of the modal model: the measured time 
histories are pre-processed (e.g. decimation, filtering, etc.) and used for computation 
of the auto and cross power spectral density for OMA identification. The auto and 
cross power spectral densities are used to estimate the modal model and modal 
parameters. 
3- Validating the modal model: the estimated modal model must be assessed for its 
physical representation of the dynamical behavior of the structure in the studied 
frequency band.  
 
2.4.3 Theory of OMA 
As discussed before, the relation between inputs and outputs of a system has the following form: 
    ( ) ( ) ( )Y H F  
 
(12) 
Multiplying Equation (12) itself, gives the fundamental equation for OMA 
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         
       
*
*
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
     
   





Y Y H F F H
S H S H
 (13) 
where  YYS    and  FFS    denote the power spectral density (PSD) matrices of outputs and 
inputs, respectively, and  
*
 is the symbol for complex conjugate of a matrix. Since the input 
signals are assumed to be white noise the value of PSD matrix for the inputs is a constant, 
  FFS . With this assumption, (13) becomes: 
     
*
( ) ( )
T
YYS H H      
 
(14) 
The pole-residue form of the output PSD matrix can be expressed as  
 





T H T HN
r r r r r r r r
YY
r r r r r
S
i i i i
            

       

       
 
(15) 
where  r  is the operational reference vector of the rth mode and corresponds to the modal 
participation vector  
T
r rQ  appearing in the pole-residue form of the FRF matrix but, unlike 
 
T
r rQ  ,  r depends on all the modal parameters of the system, the input locations, and the 
input correlation matrix (Peeters 2000). The poles of (15) hold information about natural 
frequencies and damping ratios and the residues hold information about the mode shapes; 
however, since the inputs are not measured, only un-scaled mode shapes can be obtained. 
In the time domain, the impulse response function (IRF), the counter part of the FRF, can be 
used for identification. The mathematical expression of IRF is: 

















(James et al., 1993) has shown that for the output-only case with the same assumption about the 
input being white noise, the correlation function is: 
       
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(17) 
(15) and (17) are the fundamental relationships for output only modal identification techniques in 
frequency domain and time domain, respectively. 
 
2.4.4 Time domain identification 
In the time domain, a linear discrete system may be represented by different forms. (4) is the 
most common form of a 2n  degree of freedom system, which is a set of 2n  second-order 
differential equations, written as a first-order system of differential equations in the state-space 





( ) , , ( )c c
IX
z t A B B u t
M K M CX
 
  
    
    
 
(18) 
where cA and cB are state and input influence matrices, respectively, ( )z t is the state vector, and 
( )u t is the inputs vector. (4) can be written in a more compact form as: 
( ) ( ) ( )c cz t A z t B u t 
 
(19) 
If the response of the dynamic system is monitored at some points with accelerometers, velocity 
or displacement transducers, the observation equation is 
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( ) ( ) ( ) ( )a v dy t C X t C X t C X t  
 
(20) 
where aC , vC , and dC  are output influence matrices for acceleration, velocity, and 
displacement, respectively.  
 (20) can be rewritten as 
( ) ( ) ( )y t C z t Du t 
 
(21 
where C  is the output matrix defined as 
1 1
2d a v aC C C M K C C M C
       (22) 
and D  is the input influence matrix defined as 
1




Equations ((19) and (21 constitute a continuous-time deterministic state-space model of a 
dynamical system. Since the input-output quantities ( )u t  and ( )y t  can be measured exactly the 
system is deterministic. However, this level of observability is not realistic and noise will always 
influence the input and output data. To account for noise, the general form of continuous state-
space equations will have the following forms 
( ) ( ) ( )
( ) ( ) ( )
c c c
c
z t A z t B u t w





where cw  and cv  are the process and measurement noises, respectively.  
State matrix cA holds the modal parameters of the dynamic system. The structure for the 
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where K  relates the structural frequencies and modal damping ratios as 
21K K K K Ki         (26) 




In practice, measurements are available at discrete time instances k t  where t  indicates the 
sampling time. The discrete time form of Equation (24) is  
1k k k k
k k k k
z A z Bu w
y C z Du v




where ( )kz z k t   is the discrete-time state vector, exp( )cA A t   is the discrete state matrix, 
  1c cB A I A B
   is the discrete input matrix, and kw and kv are the process and measurement noises 
at time k t , respectively. The process and measurement noises are both unmeasurable vector 
signals; however, they are both assumed to be white noise, with a zero means, and covariance 














E w v p q
v
    
    
     
  
   
   
 
(29) 
where E  is the expected value operator. In the case of output-only testing, the input ku remains 
unmeasured and it disappears from Equation (28). The stochastic state-space model for ambient 
vibration testing will then have the following form: 
1k k k
k k k
z A z w





In order to convert the discrete-time modal values to their continuous-time counterparts the 
following equations, as described in Juang (1994), can be applied. The eigenvalues of the 









Equation (30) is the fundamental equation for time domain output-only techniques such as SSI 
(Peeters and De Roeck 1999) or natural excitation eigen realization algorithm (NExT-ERA) 
(James et al. 1993). The following section describes the SSI technique, which is the most popular 
and widely applied OMA technique in the time domain. The most important property of 
stochastic state-space models, essential for output only identification, is the relationship between 







where jR is the correlation matrix of the outputs for any arbitrary time lag j t    and G is the 
“next state-output” correlation matrix 
1
T
k kG E x y   
 
(33) 
Covariance driven stochastic subspace identification (SSI-COV) is the most popular and widely 
used OMA technique in time domain. SSI-COV applied the covariance matrix between the 
outputs for identification of a stochastic state-space model. The output correlation matrix of 


























Using the factorization property in Equation (32) to all the jR matrices stored in the Toeplitz 





















where O and   are the extended observability matrix and the controllability matrices, respectively. 
The singular value decomposition (SVD) of the Toeplitz matrix is:  








T USV U U U S V
V
  
    
   
 
(36) 
where U and V are orthogonal matrices and S is a diagonal matrix containing the singular values 
of the block Toeplitz matrix. The rank of the decomposed matrix is equal to the number of non-
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Taking into account the structure of the observability and controllability matrices presented in 
Equation (35), the identification of the state-space model matrices A and C is straightforward. 
Matrix C is extracted from the first no (number of outputs) lines of the observability matrix. The 
most efficient and robust procedure to obtain matrix A is based on the shift structure of the 
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       
 
(38) 
where Oto contains the first ( 1)o bn j   lines of O  and 
boO  contains the last ( 1)o bn j  lines of O . 
The least squares problem is solved using Moore-Penrose pseudo-inverse of the matrix, denoted 
by the †  symbol.  
The modal parameters can be easily extracted from matrices A and C. First, the 
eigenvalues of  KA  , which are the poles of the discrete-time state-space model, are related to 
the poles of the continuous-time model K . Then, the poles with a positive imaginary 
































The multiplication of matrix C by the matrix with the eigenvectors of A (of order n) gives a 0n n  
matrix where the columns are the observable components of the mode shapes. In general, a key 
difficulty in applying system identification for parametric methods such as SSI is the selection of 
the proper model order and of the corresponding system poles. In practice, not all resulting 
eigenvalues of identification (poles of the obtained modal model) have a physical meaning. 
Many are due to mathematical effects or to noise and result from the selected model order rather 
than from dynamic system properties. Figure 5 shows the so-called stabilization diagram used to 
overcome errors in identifying physical poles.  
 
Fig 5 A typical stabilization diagram. 
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In particular, the stabilization diagram helps with the separation of physical poles from spurious 
mathematical ones. In order to construct the stabilization diagram, the model order is increased 
and poles are computed for each order. The real modes remain stable while spurious modes 

























where MAC stands for modal assurance criterion [0, 1] and is an indication of the coherence 
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2.4.5 Frequency domain identification 
The frequency domain modal identification techniques are divided into two groups: parametric 
and nonparametric (Eli Parloo 2003). The technique is referred to as parametric if a 
mathematical model is fitted to data. Identification with parametric techniques is more complex 
but usually shows better performance. On the other hand, the nonparametric techniques are 
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faster, easier to use, and provide quick graphical interpretation of the results. One of the more 
popular nonparametric modal identification methods is FDD (Rune Brincker et al. 2001). The 
following section presents a detailed description of FDD methods. 
 
2.4.5.1 Frequency Domain Decomposition (FDD) 
One of the first nonparametric output-only modal identification methods is the peak picking 
method, which works based on picking peaks in the PSD plot. Despite its practical advantages, 
this method has drawbacks for systems with closely spaced modes and structures with high 
damping ratios. The introduction of FDD has helped overcome these difficulties (Brincker et al. 
2000). Consider the modal expansion of the structural outputs as 
    ( ) ( )y t p t 
 
(44) 
where    is the modal matrix and  ( )p t  the vector of modal coordinates. The correlation 
matrix for the response given in Equation (44) can be computed as: 
 
   ( ) ( )
T
yy ppR R           
(45) 
The PSD is 
   ( ) ( )
H





 is the Hermitian operator.  
At each frequency i the PSD matrix can be factorized using the SVD as 
   ( )
H




where  iU  and  iV  are left and right singular vectors and  i  is the matrix of singular values 
for a Hermitian and positive definite matrix. For the PSD matrix, it follows that    i iU V  and 
the decomposition of Equation (47) can be rewritten as:  
   ( )
H
yy i i i iS U U    
 
(48) 
The comparison between Equations (46) and (48) suggests a one-to-one relationship between 
singular vectors and mode shapes at discrete frequencies iω : 
       ( )
H H
i pp i i i i iS U U      
 
(49) 
where the matrix 1 2[ ] [ , , ]i i iU u u  is a unitary matrix holding the singular vectors of the PSD. 




and the corresponding singular value is the auto PSD function of the corresponding SDOF 
system. In other words, the frequency at a peak corresponds to a modal frequency and the 
corresponding singular value at that peak corresponds to the related mode shape. 
In order to estimate the modal damping ratio at a certain frequency, the following 
procedure for isolating a peak could be applied. Isolation of a peak in the PSD could be done by 
comparing the mode shape estimate   at the peak with the singular vectors for the frequency 
lines around the peak. As long as a singular vector is found that has a high coherence with  , the 
corresponding singular value belongs to the SDOF density function. The coherence is estimated 
by using the MAC as defined in Equation (43). If at a certain line, none of the singular values has 
a singular vector with a MAC value larger than a certain limit value  , the search for matching 
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parts of the auto PSD function is terminated. The damping ratio of the mode corresponding to 
that peak could be then estimated by taking the spectral density function back to the time domain 
by an inverse FFT of the isolated SDOF auto PSD function (R Brincker et al. 2001). 
From the free decay time domain function, which is also the auto correlation function of 
the SDOF system, the natural frequency and the damping are found by estimating crossing times 
and the logarithmic decrement. First all, extremes kr , at both peaks and valleys, are found on the  











where 0r  is the initial value of the correlation function and kr  is the 
thk  extreme. Thus, the 
logarithmic decrement and the initial value of the correlation function can be found by linear 








where df is the damped natural frequency. 
 
2.4.6 OMA mode shape assembly strategies  
In many engineering applications, when structures are large or high resolution of mode shapes is 
desired, a single data collection setup is practically difficult or expensive. As a solution, it is 
more convenient to perform data acquisition in different setups with roving sensors. In this case, 
some sensors are kept in common in all setups (reference sensors) and other sensors will move 
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(roving sensors). In OMA, input forces are not measured and since excitation levels can change 
between different setups, different parts of identified mode shapes will not be scaled and an extra 
effort is required to rescale and merge the different parts to obtain global mode shapes. Two of 
the most common rescaling techniques are post-separate estimation re-scaling (classic) and pre-
global estimation re-scaling (non-parametric) (Parloo et al. 2003). The following sections 
describe different aspects of these techniques. 
 
2.4.6.1 Post-separate estimation re-scaling (classic or post-scaling) 
method 
In the post-scaling method, after modal identification of different sets of data is completed, the 
reference points are used to correctly scale and assemble different parts of the identified mode 
shapes. Figure 6 illustrates the basic framework of the post-scaling approach. Despite its 
simplicity, post-scaling requires separate system identification for each data set; for large sets of 
data, this might be difficult. In addition, system identification may result in different values of 
natural modes for different patches of data which makes the selection of proper values for mode 




Fig 6 Flowchart of the post-separate estimation re-scaling (classic) method 
 
2.4.6.2 Pre-global estimation re-scaling (non-parametric or pre-scaling) 
method: 
In this non-parametric method, the collected data is re-scaled prior to modal identification. The 
reference responses are used to re-scale the CPSDs of different patches of data. Different parts of 
the scaled CPSDs can then be merged to form the global CPSD matrix for modal identification. 
The following steps describe the non-parametric method:  
1. For each setup j , compute the CPSD matrix of the reference sensors with respect 
to each other: 
 ( ) 1,2,...,jNr NrCPSD Nr Number of referencenodes 
 
(53) 
1- For each setup j , compute CPSD of all responses with respect to reference sensors: 
 ( ) 1,2,...,jNo NrCPSD No Number of measurement nodes 
 
(54) 
2- Find the average CPSD of each setup: 
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   
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3- Scale all CPSD matrices: 
       1( ) ( ) ( ) ( )
   
      Scaled Initial Avgj j j jNo Nr No Nr Nr Nr Nr NrCPSD CPSD CPSD CPSD  (56) 
4- Assemble scaled CPSD matrices to generate the scaled global CPSD matrix, then 
perform the modal identification on the scaled CPSD matrix. 
Figure 7 summarizes the non-parametric re-scaling method. 
 
 
Fig 7 Flowchart of the pre global estimation re-scaling (non-parametric) method. 
 
 
2.4.6.3 Implementation of the non-parametric assembly in SSI/Ref 
SSI/Ref is one of the most common and efficient variations of SSI-COV (Peeters and De Roeck 
1999). In SSI-COV the covariance matrix is computed between all output channels, while in 
SSI/Ref the covariance is computed between the output channels and some reference channels. 
In addition, reference sensors are incorporated in the algorithm making it suitable for 
identification when data is collected in multiple measurement setups. An extension of this 
algorithm is also developed for modal identification when the excitation is non-stationary (Mevel 
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et al.  2002). In that study, the basic SSI/Ref is extended and a step-by-step algorithm is provided 
for identification of output-only systems when the excitation is non-stationary. Also developed in 
this study is a very simple procedure that applies the non-parametric assembly method for modal 
identification. After computation of the averaged CPSD matrix, as explained in the non-
parametric method, the inverse FFT can be applied to compute the averaged cross correlation 
matrix. The averaged and scaled cross correlation matrix can then be used in SSI/Ref for the 
computation of modal properties. 
 
2.4.7 Advantages and drawbacks of the OMA 
Application of OMA techniques have many advantages compared to the traditional EMA 
methods: 
1- In practice, during an OMA, the structure or mechanical system remains in its normal 
operational condition. 
2- Almost all large-scale structures (e.g. long span bridges or tall buildings) are exposed 
to ambient forces such as wind, traffic, etc. Under these conditions, it is almost 
impossible to isolate the structure from its environment to perform an EMA. 
3- In OMA, it is not required to excite the structure with input forces so tests are much 
easier and economical to perform. 
4- Due to the presence of ambient vibration sources for in-operation structures, OMA 
can be used to continuous monitoring structures. 
Despite its obvious advantages, there are also some drawbacks for an OMA such as: 
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1- Due to the lack of control over the input forces, the level of excitation of some 
modes might be insufficient to identify them. 
2- Main assumption of OMA is that input excitation is a white noise sequence; any 
violation from this assumption will result in extra peaks in the PSD that are not 
physical structural modes. 
3- Due to the stochastic nature of OMA, these techniques require longer signal 
records than EMA. 
4- Since the input signals are unmeasured, the identified mode shapes remain 
unscaled (Schwarz & Richardson 2003). 
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3 EVOLUTIONARY-BASED FINITE ELEMENT MODEL CALIBRATION 
This chapter provides detailed information about evolutionary-based finite element (FE) model 
calibration. After an introduction to the finite element model calibration problem and 
formulation of the vibration-based finite element model calibration as an optimization problem, 
the proposed formulation and solution methodologies are explained. Vibration-based finite 
element model calibration aims at reconciling the differences between modal properties of 
analytical and experimental models. The problem consists of two independent error functions, 
one for frequencies and another for mode shapes. In this study, the problem is first formulated as 
a single objective optimization problem which combines the error functions into a single 
objective function. A new formulation for single objective vibration-based finite element model 
calibration is proposed that properly scales and combines error terms. Then the problem is 
formulated as a multi-objective optimization problem which allows for simultaneous 
minimization of the error terms. Evolutionary algorithms are considered for optimization. 
Teaching-learning-based optimization (TLBO) and non-dominated sorting genetic algorithm 
(NSGA-II) are used for single objective and multi-objective optimization, respectively. 
 
 Introduction to finite element model calibration 
Finite element model calibration, also known as finite element model updating, has recently 
received a lot of attention. Updated finite element models can be applied in a wide range of 
studies such as validation of structural designs, assessment of structures after an extreme event 
such as an earthquake, damage detection, structural control, etc. (Friswell and Mottershead, 
1995; Jaishi and Ren, 2005). By definition, model calibration is the process of reconciling 
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differences between test results and analysis. Basically the purpose of vibration-based finite 
element model calibration is to modify geometry, mass, stiffness, and other structural parameters 
of the numerical model in order to obtain better agreement between numerical and vibration test 
results. In the case of modal-based model calibration, the goal is to obtain agreement between 
modal properties (modal frequencies and mode shapes) obtained from modal testing with the 
results of modal analysis of the finite element model. The finite element model calibration can be 
formulated as a mathematical optimization problem with the objective to minimize the difference 
between the modal properties of the test results and an analytical model (Friswell and 
Mottershead 1995). A number of vibration-based model updating methods have been proposed 
in the past decades. These methods can be categorized as direct methods and iterative methods 
(Friswell and Mottershead 1995). As its name states, direct methods directly updates the mass 
and stiffness matrices of the structure; however, it is very difficult to relate the changes inside the 
updated matrices to physical properties of the FE model. Iterative methods are more flexible and 
efficient for large scale structures with detailed FE models as physical properties such as 
geometries and material properties can be updated (Chen et al. 2014). A review of these 
techniques can be found in the work by Mottershad and Fierswell (1995) and Dobling and Farrar 
(1996). Due to the capabilities of iterative methods for calibration of large scale civil engineering 
structures, this approach is implemented in this study and different population-based techniques 
are applied for optimization of the model calibration problem.  
The objective function of the FE model calibration problem consists of two terms. The 
first term minimizes the difference between modal frequencies between the measurement results 
and FE predictions and the second term aims to minimize the difference between measured and 
predicted mode shapes. It is conventional to combine these terms into one function for 
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optimization (Jaishi and Ren, 2005). However, other studies have shown that due to the presence 
of error and the conflicting nature of the functions it is necessary to separate objective functions 
and solve the multi-objective optimization problem (Jin et al. 2014).  
Evolutionary algorithms are well suited for performing single objective and multi-
objective optimization. Various evolutionary-based optimization algorithms have been 
developed and successfully applied to different structural engineering optimization problems:  
Camp and Farshchin (2014a); Camp et al. (1998); Farshchin and Ghasemi (2014); Jin et al. 
(2014); Lagaros et al. (2002); and Pezeshk et al. (2000). Among these methods, teaching-
learning-based optimization (TLBO) and non-dominates sorting genetic algorithm (NSGA-II) 
have been shown to be two of the most successful techniques for optimization of complex single 
objective and multi-objective optimization problems, respectively. Due to their high performance 
and popularity, these techniques are applied in the current study. 
 
 Formulation of the modal-based finite element model calibration as a 
mathematical optimization problem 
As described in the previous section, the modal-based FE model updating problem aims at 
minimizing the difference between experimental modal properties measured from experimental 
tests and analytical modal properties predicted from the FE model. In this case the objective 
function consists of two main terms, one for frequencies residuals and the other for mode shapes 
residuals. The optimization problem can be defined as a single objective function which 
combines error terms into a single objective or a multi-objective optimization problem which 
treats the error terms as separate objectives. Both of these approaches are described in the 
following sections. 
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3.2.1 Single objective formulation 
In the conventional modal-based FE model calibration the objective function is formulated as a 
weighted least squares problem in which modal parameters are aggregated into a single objective 
function. Standard optimization techniques could then be used to find the optimal values of the 
structural parameters (design parameters) that minimize the objective function. A simple 
formulation of the single objective optimization problem which tries to balance between the 
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where E(X) is the composite error function, ( )
fE X  and ( )E X

 are the frequency and mode 
shape error terms, respectively; X represents the design vector consist of np updating parameters 
(design variables); 
if  is the 
thi natural frequency; EXP  indicates a measured variable; FEM  
indicates a variable that is obtained from the finite element analysis; N  is the number of modes; 
fw and w

 are weighing factors of frequency and mode shape terms, respectively; jLB and jUB  
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are the lower bound and the upper bounds of thj  design variable, respectively; and 
iMAC  is the 
modal assurance criterion value between the thi mode shape from the FE model and experimental 
results and has the following form (Allemang, 2002) 
    
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where  FEMi and  EXPi are mode shape vectors obtained from the FE model and experimental 
results, respectively. Identified mode shapes from experimental analysis are complex valued and 
should be converted to real mode shapes to be used in MAC computations. There are different 
approaches for converting mode shapes from complex to real (Friswell and Mottershead 1995; 
Rainieri and Fabbrocino 2014). For lightly damped structures, the most common approach to 
obtain real mode shapes from complex ones is to multiply the modulus of each element of the 
complex mode shape vector by the sign of the cosine of its phase angle. Therefore, the real mode 
shape vector element is positive if the phase angle of the corresponding complex mode shape 
element is between -90o and 90o otherwise the real mode shape element is negative (Friswell and 
Mottershead 1995). 
(57) presents a weighted sum for the model calibration problem and in fact combines the 
two error terms into one function. The main drawback of this equation is that the error terms are 
not scaled or balanced. Another variation of this formulation which tries to balance between the 




































Both formulations given in Equations (1) and (3) are not scaled. Arora (2012) presented a 
solution to this problem which uses a normalized weighted sum formulation to scale the 
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 are best solutions from separate optimization of frequency and mode shape 
error terms, respectively, which are used for scaling. Values of 
fW and  W

 are also weighing 
factors for the frequency and mode shape error functions, respectively. Although this equation 




result will be well-balanced between the residuals of frequencies and mode shapes. It is worth 
mentioning that, regarding the weighing factors, this formulation is different from the others in 
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that the weighing factors 
fW and  W

 give the same weight to all different modes, 1, ,i N of 
each error term. Equation (4) can be changed in such a way that, similar to the previous 
equations, gives different weights to different modes. However, since in each error function all 
the errors from different modes are from the same type and are not conflicting there is no need to 
use different weights. The normalized weighted sum formulation, given in Equation (4), is 
implemented in this study. 
 
3.2.2 Multi-objective formulation 
The results of the single objective optimization can be biased by the values assumed for the 
weighting factors. This is mainly a result of model error and measurement noise that allow for 
the possibility of more than a unique solution for the model calibration optimization problem. In 
other words, changing the weighing factors will result in different solutions. As a solution, the 
model updating problem can be formulated in a multi-objective context (Haralampidis et al. 
2005). The multi-objective formulation allows simultaneous minimization of multiple modal 
metrics (objective functions) and eliminates the need for using arbitrary weighing factors. In 
contrast to the conventional weighted single objective formulation, a multi-objective 
methodology can provide multiple Pareto solutions for the optimization problem (see figure 1). 
Pareto solutions are consistent with the data in the sense that there is not any other solution that 
will improve all objective functions without deteriorating at least one objective function. In 
figure 8Fig 8, the utopia point or ideal point is a unique solution (an impossible solution for 
multi-objective optimization) that represents a solution that is optimized for all objective 
functions. The compromise solution is the closest solution on the Pareto front to the utopia point.  
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Fig 8 Representation of a Pareto set. 
The existence of Pareto optimal models for the FE model calibration problem is due to 
uncertainties arising from model and measurement errors (Christodoulou et al. 2008). The multi-










































 Evolutionary algorithms in optimization 
Applications of population-based evolutionary optimization have become very common in 
science and engineering. Evolutionary methods seek to model both learned and innate natural 
behaviors that have been shown to be very efficient at transferring information among 
individuals within a group or population. Some of the most popular methods are: genetic 
algorithms (GAs), first introduced by Holland (1975) and Goldberg (1984), which model the 
process of natural evolution; ant colony optimization (ACO), developed by Dorigo (1992), which 
models some of the foraging behaviors of an ant colony; and particle swarm optimization 
algorithm (PSO), proposed by Kennedy and Eberhart (1995), which simulates the social behavior 
and interactions that occur in a flock of birds or a school of fish. Rao et al. (2011) introduced an 
innovative approach called teaching-learning-based optimization (TLBO) which uses simple 
models of teaching and learning within a classroom as the basis for an evolutionary optimization 
algorithm. TLBO considers the teacher’s effect on a population or class of students as well as the 
transfer of information between students in an iterative process to increase the performance level 
of the students and the overall performance of the class. All these metaheuristic methods 
systematically reduce the search space through iterative processes and focus the population, 
based on some measure of performance, towards feasible, high-quality solutions.  
Evolutionary algorithms are well suited for performing both single objective and multi-
objective optimization. In the case of multi-objective optimization, the main goal is to find the 
best set of Pareto optimum solutions or the Pareto set. Having the Pareto solution provides the 
designer with the ability to make a decision after optimization. A conventional single objective 
population-based optimization technique can be modified to perform multi-objective 
optimization. Various classical and evolutionary techniques have been successfully applied to 
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multi-objective optimization problems. Some of the most popular GA based multi-objective 
algorithms are: vector evaluated genetic algorithm (Schaffer 1985), multi-objective GA (MOGA) 
(Fonseca and Fleming 1993), and non-dominated sorting genetic algorithm (NSGA-II) (Deb et 
al. 2002). Among these algorithms NSGA-II has shown very promising results for FE model 
calibration (Jin et al. 2014). Due to the capabilities of TLBO and NSGA-II algorithms for 
solving the single objective and multi-objective optimization problems, respectively, these 
algorithms are implemented in this study.  
 
3.3.1 Teaching-Learning-Based Optimization for single objective 
optimization 
TLBO is a metaheuristic algorithm inspired by the traditional educational process in a class of 
students (Rao et al. 2011). There are two main mechanisms for exchanging information in a 
classroom: between a teacher and a student and inter-student collaboration. The primary 
objective of TLBO is to apply these mechanisms to improve average performance of individuals 
in a population. In a typical education environment, students study many different subjects. In 
TLBO, these subjects could be interpreted as different design variables. The number of hours 
that a student spends studying for each subject (their schedule) represents a solution (a design 
vector). The schedule’s quality will affect the student’s overall performance in the class. It is 
assumed that the distribution of student grades in a given class follows a normal distribution. 
Typically in such a class, a more qualified teacher will produce better student outcomes as 
measured by a higher mean value (performance criterion). Figure 9 illustrates this process: at 
iteration i , the best student in the class is selected as the teacher iT  and then the teacher shares 
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their knowledge with other students to improve overall performance or mean of the class from 
iM to 1iM  . TLBO mimics two learning behaviors of education process which are teacher-student 
interaction and student collaboration. These intra-class actions are implemented in two different 
consecutive processes: a Teacher Phase that simulates the influence of a teacher on students; and 
a Learner Phase that models the cooperative learning between students. 
 




3.3.1.1 Teacher Phase 
As mentioned before, the Teacher Phase models the teacher’s effect on students in the class. In 
the Teacher Phase, students change their state (design vector) based on the teacher’s state. In 
mathematical terms, student learning during the Teaching Phase is defined by 
( ) ( ) ( ) k knew oldX j X j j  (62) 
 
( ) ( ) ( )   Fj T r M j T j  (63) 
where ( )kX j  denotes the thj design variable for the thk design vector, FT  is a teaching factor, r  is 
a uniformly distributed random number within the range of [0, 1],  M j  is the mean of the class, 
and  T j  is state of the teacher. In (62) and (63), the  j term indicates the difference between 
the teacher and class’ mean for each design variable and its sign should be selected in such a way 
that the student always moves towards the teacher. The teaching factor FT  in (63) is the only 
adjustable parameter in the TLBO algorithm and is used to specify the size of the local search 
space around the design. Rao et al. (2011) presented data to indicate that a value of TF = 2 is 
appropriate to balance both the exploration and exploitation aspects of the search in the Teacher 
Phase; this value is used in this study. It is obvious that both teacher and mean values play 
important roles in directing the population through the search space. Since TLBO is an iterative 
process, at the end of each teaching cycle, the current best student will become the teacher for 
the next iteration. As defined in (63), the computation of the mean is important to establish the 
size of the movement. In the original TLBO formulation presented by Rao et al. (2011), the 














where N is the size of the population. However, it is shown that a weighted mean based on the 
value of individual fitness (student grade) can provide better results (Camp and Farshchin 























where kF is the penalized fitness of thk  student. The weighted mean gives more emphasis to 
qualified students and improves the overall performance of the TLBO algorithm. 
 
3.3.1.2 Learner Phase 
Interactive learning among students within a class helps improve their individual fitness and 
consequently, improves overall class performance. The procedure for the Learner Phase is given 
in the following steps: 
a) Randomly select a student p from the class 
b) Randomly select another student q from the class, in such a way that p q   
c) Evaluate the fitness of both students 
d) If p qF F  (student p  is better than student q), then 
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( ) ( ) ( ) ( )    
p p p q
new old oldX j X j r X j X j  (66) 
( ) ( ) ( ) ( )    
p p q p
new old oldX j X j r X j X j  (67) 
 
In (66)(67), r is a uniformly distributed random number within the range [0, 1]. The state 
of student p, within the search space of each design variable, moves towards student q if student 
q is better than student p or away from student q otherwise. The direction and magnitude of the 
change depends on each student’s current position within the search space and the difference in 
the states of p and q. In either case, student p attempts to improve its fitness. Figure 10 illustrates 
two possible updates for student p based on values of pF and qF . Figure 11 presents a detailed 
flowchart of this method. More details about TLBO algorithm can be find in the literature (Camp 
and Farshchin 2014a; Farshchin et al. 2016). 
 
3.3.1 Pareto multi-objective optimization with the fast non-dominated sorting genetic 
algorithm (NSGA-II) 
 
3.3.1.1 Fundamental processes of evolutionary-based multi-objective 
optimization 
As mentioned before, conventional single objective population-based optimization techniques 
can be modified to be used for multi-objective optimization. Usually, three main processes are 
required for the development of multi-objective optimization algorithms which are fitness 
assignment, diversity assignment, and elitism. Fitness assignment controls and directs the 
population toward better solutions. The diversity mechanism reduces the chance of premature 
convergence to a small region of Pareto front which allows to control the distribution of 
population. Finally, elitism help keep suitable solutions in the population that might be lost from 
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iteration to iteration. Figure 12 shows a flowchart illustrating the main steps of a population-
based multi-objective optimization algorithm. 
 
 
Fig 10 Illustration of learner phase for 
thj
 design variable, when (a) student q  is better than student p  
and (b) student 
p






Fig 11 TLBO algorithm flowchart. 
3.3.1.1.1 Fitness assignment 
There are various methods for fitness assignment. One of the most efficient methods is 
Pareto-based fitness assignment.  In these methods, for a given population, the non-dominated 
solutions will be specified and ranked as one, then these individuals will be eliminated from the 
population and the new non-dominated solutions will be ranked as two. This process will be 
repeated until the entire population is ranked. The lower the rank, the better (closer to the Pareto 
front) the solution. Figure 13 illustrated the ranking process. 
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3.3.1.1.2 Diversity mechanism 
A diversity mechanism should be applied in addition to the fitness assignment to reduce the risk 
of converging to a small region on the Pareto front. Various diversity mechanisms are available. 
The crowding distance method is both an efficient and popularity diversity mechanism. This 
method computes the density of the population around a solution as the mean of distance 
between two adjacent solutions. Figure 14 illustrates the crowding distance computation as the 
largest rectangle (or cuboid in higher dimensions) between i-1 and i+1 that includes the thi  
solution. The crowding distance for solution i is calculated based on the length of the sides of the 




In population-based algorithms, elitism is the process of selecting the best individuals in 
the search process and keep them in the population. This strategy improves the performance of 
the algorithm and allows for the simultaneous search of multiple local optima. In multi-objective 
optimization, elitism is one of the most effective ways to successfully converge to the Pareto set. 
One method is to keep an archive of the best solutions and allows them to continue to contribute 
to the optimization process. 
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Fig 12 Common stages of population-based multi-objective algorithms 
  
 





Fig 14 Illustration of the computation of crowding distance. 
 
3.3.1.2 NSGA-II algorithm formulation 
NSGA-II was introduced by Deb et.al. (2002) is a modified version of the basic NSGA algorithm 
that applies elitism, fitness assignment, and crowding distance-based diversity mechanism to 
estimate the Pareto front for multi-objective problems. Since the non-dominated sorting process, 
explained in figure 13, is computationally expensive, a new fast non-dominated sorting 
procedure is implemented. The main steps of NSGA-II are as follows. First, an initial population 
P0 is randomly generated. After the population is analyzed, a new population 0Q is generated 
based on dominance and crowding distance, using selection, crossover, and mutation. From this 






 t t tR P Q                                                     : combine parent and children population 
F =fast non-dominated-sort                         :  , ,...1 2F F F  all non-dominated fronts of Rt 
until 1 tP N                                                :till the parent population is filled   
          Crowding-distance-assignment (Fi)       :calculate crowding distance in Fi 
          
1 1  t t iP P F                              :include 𝑖-th non-dominated front in the parent pop 
sort  1 t nP                                                      :sort in descending order using n  
              :1 1 0 t tP P N                                              :chose the first 𝑁 elements of 1tP  
Qt+1= make-new-pop (Pt+1)            :use selection, crossover and mutation to create t=t+1                                                           
a new population Qt+1 
Fig 15  Population generation in NSGA-II, after second iteration (Lee and El-Sharkawi, 2008). 
 
The NSGA-II algorithm generates a combined population t t tR P Q  with the size of 2N.  
This population will then be non-dominated sorted. The new population Pt+1 will be developed 
by adding individuals with the best rank until the population size is equal to N. Tournament 
selection and crowding distance operator ( n ) are applied to generate the new population Qt+1. 
Figure 16 shows the schematic of the NSGA-II process. More details about this technique could 
be found in (Deb et al. 2002; Lee and El-Sharkawi 2008). 
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4 GLOBAL SENSITIVITY ANALYSIS FOR PARAMETER SELECTION 
Generally speaking, reducing the number of design parameters is one way to reduce the 
complexity of any optimization problem. In model calibration problems, this corresponds to 
reducing the number of updating parameters. Sensitivity analysis is a powerful tool that can help 
identify the most effective input parameters. In this study, after an introduction to sensitivity 
analysis, Sobol’s method of sensitivity analysis is described. Sobol’s method is one of the most 
effective ways of performing sensitivity analysis, especially for the type of problems considered 
in this study. Sobol’s method can provide useful information regarding the relative importance of 
input parameters with respect to each other which can be easily applied in parameter selection.  
 
 Introduction to sensitivity analysis 
Proper selection of updating parameters in a model calibration problem plays a key role in 
successful optimization of the problem, especially for large structural systems with a large 
number of input variables (Horta et al. 2011). Analyzing the influence of updating parameters on 
the system output can significantly facilitate the parameter selection process. Sensitivity analysis 
allows the identification of the most influential updating parameters and has many applications 
in different areas such as risk assessment (Frey and Patil 2002), economics (Andronis et al. 
2009), and engineering (Arwade et al. 2010; Horta et al. 2011). Local and global sensitivity 
analyses are the two main types of sensitivity analysis (Saltelli et al. 2008). The common way of 
conducting a local sensitivity analysis is to change one variable at a time and investigate the 
effect on the model output.  In global methods, however, all variables can be changed 
simultaneously and sensitivity indices are computed for the effects of individual inputs and their 
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interactions on the model output. In the global sensitivity analysis, the sensitivity indices are 
used to estimate the effect of individual variables or group of variables on the model output. 
These indices should be regarded as a tool for studying the mathematical model of a system 
rather than its specified solution (Sobol 2001). These indices could be interpreted as an 
indication of the influence of input variables on the output of the system. The sensitivity indices 
can be ranked and used to estimate the relative importance of parameters with respect to each 
other.  
Sensitivity analysis has long been used in FE model calibration (Friswell and 
Mottershead 1995; Jaishi and Ren 2005). Many studies, in practice, apply sensitivity (gradient 
information) to iteratively update an initial FE model toward models with less discrepancies. In 
fact, this approach is a form of local sensitivity analysis and is suitable especially for single 
objective FE model calibration. In this study, however, goal sensitivity is applied to rank and 
select the most influential updating parameters, prior to optimization. The technique can be used 
to facilitate the optimization process by reducing the number of active updating parameters and 
accordingly the complexity of the optimization problem. Horta et al. (2011) used this approach to 
select the critical parameters of a FE model calibration problem with a single objective function. 
In this study, sensitivity analysis for critical parameter identification is applied to both single 
objective and multi-objective optimizations. 
 
 Sensitivity analysis 
Sensitivity analysis is the study of the effects of changing input variables on the resulting output 
of a system and can be applied for different purposes, such as:  
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1) Understanding the true relationships between input and output variables in a system 
or model; 
2) Detecting the significance of model input variables and improving the model output 
by eliminating inputs that have little or no effect on the output; and 
3) When the number of parameters in a model calibration problem is large, the results of 
sensitivity analysis can improve the quality of the optimization process by focusing it 
on the most sensitive parameters.  
 
4.2.1 Local sensitivity analysis 
Local methods, such as one-at-a-time (OAT), compute the partial derivative of the output Y with 








where X0 indicates is a fixed point in the input space. Since Equation (1) considers a fixed point 
in the input space this local method is not able to explore the whole input space. In fact, local 
methods can only examine the behavior of the model in the immediate region around the selected 
parameter. While local methods are simple, they cannot compute the effects of simultaneous 
variation and interaction between variables. 
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4.2.2 Global sensitivity analysis 
Global sensitivity analysis methods, unlike local methods, can analyze the effects of both 
individual inputs and interactions between inputs on the output over their entire range. There are 
two general types of global sensitivity analyses: regression-based methods and variance-based 
methods. Regression-based methods fit a regression model to the relationship between input and 
output and variance-based methods estimate the contributions of input variables by decomposing 
the variance of the output. Variance-based methods have an advantage in that they do not need 
any model for the relationship between input and output variables. Variance-based methods are 
sometimes called ANOVA (analysis of variance). Sobol’s decomposition is a method of global 
sensitivity analysis and one of the family of ANOVA techniques (Arwade et al. 2010). This 
method gives a description of the importance of individual input variables over the entire domain 
as Sobol’s indices. 
 
 Variance-based sensitivity analysis 
Variance-based sensitivity analysis is based on decomposition of the variance of the output of the 
model corresponding to different inputs or sets of inputs (interaction between inputs). For a 
given model with several inputs and one output, the goal of decomposition is to find what 
percentage of the output variance is caused by each of input variables or interaction of variables 
which can then be interpreted as measures of sensitivity. Variance-based sensitivity is suitable 
for many applications since it is able to compute sensitivity across the entire input space, deal 
with nonlinear responses, and measure the effect of interactions. 
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 Sampling methods and distribution of the input parameters are very important in 
variance-based sensitivity analysis. Sensitivity indices are defined to compute the importance of 
the given input factor on system outputs. Sobol’s method is one of the most established and 
widely used variance-based methods for computing sensitivity indices. 
 
 Sobol’s method of sensitivity analyses 
While there are many methods for analysis of variance as a sensitivity measure, this study 
applies Sobol’s method (Sobol 2001). In addition, Sobol’s method is capable of computing the 
total sensitivity indices (TSI) which measures the main effects and all the interactions related to 
different input parameters. Many variance-based method are based on the following quantity  
 ( | )
( )




where Y is the output variable, X is the input variable,  |E Y X  is the expectation of Y on a 
fixed value of X, VarX  is the variance is taken over all possible values of X, and Var(Y) is the 
total variance of the output Y. 
Sobol’s method applies the decomposition of variance to compute the Sobol’s sensitivity 
indices (Sobol 2001). This method computes the sensitivity by decomposing model output 
function Y = f (X) into summands of variance. Here, X is a vector of d uncertain model inputs
 1 2, , , dX X X . In addition, inputs are assumed to be independent and follow a uniform 
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where 0f  is a constant value, if  is a function of iX , ijf  is a function of iX  and jX , etc. A 
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As a result, the terms of the functional decomposition could be defined in terms of conditional 
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where ~iX  denotes the set of all variables but not iX , if  is known as the main effect of iX  
which is the effect of variation in only iX , and ijf  is the effect of simultaneous variation in iX  
and jX which is known as a second-order interaction. Assuming that the ( )f X is square-
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The left hand side of Equation (6) is equal to the variance of Y, and the right hand side 
represents the variance terms, that are decomposed to sets of iX . Therefore, the decomposition 
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(75) 
and so on. Equation (8) represents the contribution of different inputs and their interactions in the 
variance of the model output. 








There are similar expressions for the higher-order interactions indices ,ij ijkS S , and so on. The 
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(77) 
When the number of variables is large, computation of the indices, as defined in (77), can be 
computationally expensive. For these cases, Homma and Saltelli (1996) defined another measure 
of sensitivity called the total effect 
iT
S which measures the contribution of iX  to the output 
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variance, including all variance caused by its interactions, of any order, with any other input 
variables, given as: 
~ ~ ~ ~
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because the interaction effect between iX  and jX is counted in both iTS  and jTS . The Monte 
Carlo method can be used to estimate the first-order and total-effect indices. For more 
information please see Saltelli et al. (2008) and Sobol (2001). 
According to the effectiveness of the Sobol’s sensitivity analysis in finite element model 
calibration (Horta et al., 2011), this method is applied to analyze the sensitivity of the considered 





5 EXPERIMENTAL STUDY AND OPERATIONAL MODAL ANALYSIS  
OF A BRIDGE ON I-385 
 
Experimental modal testing is performed on a three span composite bridge on I-385, near 
Arlington Tennessee. After an overview of the bridge and the experiments, details are provided 
on the instrumentation, the data acquisition system, signal processing, and modal identification. 
Different OMA techniques are applied for modal identification from data collected from a series 
of vibration tests on I-385 bridge. MATLAB codes for FDD and SSI/Ref are developed and used 
for system identification. Comparisons are presented for modal identifications from different test 
configurations and different OMA methods 
 
  Overview of the bridge and the experiment 
The I-385 bridge is a three span composite bridge, located on interstate 385 (I-385) near 
Arlington, TN. Figure 17 shows a side view of the bridge. The bridge consists of four steel 
girders extended continuously along all spans that cross through two concrete cap beams at piers 
and are fully embedded in abutments at both ends. Figure 18 shows one of the concrete cap 
beams at the pier. As a result, the bridge super structure is continuously connected and has a 
uniform deformation under external loads. Acceleration data was collected on the bridge for 
modal identification.  
Three experiments were conducted on the bridge. During Experiment 1, only a few 
accelerometers were used and data was collected at just three points. The main objective of this 
experiment was to test configuration and effectiveness of the data acquisition equipment and to 
obtain some preliminary insights on the modal behavior of the bridge to help develop full 
operational modal tests. Experiment 2 was focused on a full modal identification of the bridge 
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where data was collected in both vertical and lateral directions at 22 points. Experiment 3 was 
conducted to validate the results of Experiment 2 to obtain more resolution in the mode shapes 
by collecting data at 46 locations on the bridge. 
 
Fig 17 A side view of the I-385 bridge, near Arlington, TN. 
 
 
Fig 18 Illustration of one of the bridge piers. 
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Both time domain (SSI) and frequency domain (FDD) techniques were applied for modal 
identification. These methods were programmed in the MATLAB and tested with the results of 
several numerical and experimental studies. Due to a limited number of sensors, data acquisition 
was done in multiple setups with three common sensors for Experiments 2 and 3. Both classic 
and pre-scaling methods in both FDD and SSI applied for mode shape assembly. 
 
 Applied equipment and data collection 
The data acquisition system used for testing is capable of recording accelerations over a 
frequency range of 0.05 Hz to 450 Hz. This frequency range should be more than adequate to 
capture the fundamental vibrational behavior of the bridge. The accelerometers used in this 
study, manufactured by Wilcoxon Research (731A seismic accelerometer), are ultra-high 
sensitive devices which guaranty high performance under ambient vibration testing conditions. 
Figure 19 shows one of the 731A accelerometers with its power unit/amplifier. The 
accelerometers are uniaxial, therefore a mounting frame, shown in figure 20, is used to install the 
accelerometers in both horizontal and vertical directions.  
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Fig 19 Wilcoxon 731A accelerometer and its power unit/amplifier. 
 
Fig 20 Mounting frame for accelerometers in horizontal and vertical directions. 
 Preliminary analysis of the quality of the collected signals at the site 
Since access to the bridge is limited, it is a good practice to analyze the quality of the collected 
data during the test and perform additional data collection, if necessary, before leaving the site. 
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This can be done by visual inspection of the time history signals or by applying more 
sophisticated signal processing techniques. A simple visual inspection can provide very useful 
information about the quality of the signals and help detect possible malfunctions in sensors or 
data acquisition system. Figure 21 shows a very common defect in the data due to a malfunction 
in the sensors, which can easily be detected by visual inspection. Despite its simplicity, in many 
cases the visual inspection is not very effective and cannot reveal all possible problems in the 




Fig 21 Sample of a bad signal because of the sensor malfunction. 
 
Figure 22 shows another common type of defective signal that might not be easily 
detectable by visual inspection, especially when the signal is recorded for a long period of time 
(typical for OMA). In this study, a system identification algorithm based on the FDD method 
was developed to analyze the quality of the collected data during the test and detect bad signals 
and locate any malfunctioning sensors. This algorithm is based on the fact that modal dampings 
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are low and the complexity of mode shapes is very low which is the case for common civil 
engineering structures. Therefore, after a quick FDD identification, a high complexity in a mode 
shape can be an indication of bad data from a related sensor.  
Figure 23 shows the complexity plot of the first mode shape obtained from the 
identification of the data set that includes the signal of sensor number 3 (shown in figure 22). It 
is clear from this figure that the deflection of modal point related to the signal 3 (which is shown 




Fig 22 Sample of a bad signal. 
 
 
Fig 23 Application of the complexity plot assessment of the data quality. 
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 Signal processing 
The raw time history signals should be preprocessed before system identification. The 
preprocessing usually involves the following steps: 
1- Instrument response removal - Instrument introduced distortion and scaling of the 
data should be removed. This is a very important initial step and should be performed 
before proceeding to calibration. The instrument response can be easily removed by 
deconvolution of the instrument transfer function from the signals. 
2- Calibration or scaling of the signals - The raw data that comes out of the data 
acquisition are just digits without any physical units. In principle, OMA does not 
require units and the relative values are adequate for computing modal properties; 
however, each sensor has its own scaling factor and it is necessary to scale the 
magnitude of all signals to the same level for accurate estimation of modal properties.  
3- Detrending and filtering - Detrending is the subtraction of the mean or best-fit line 
from the signal. Detrending is generally done by applying a high-pass filter to the 
signal. In addition, a low pass filter was applied to the signal to remove frequencies 
higher than a specified value. 
 
 Experiment 1 - preliminary test 
Experiment 1 was a preliminary test with three accelerometers to examine the capability of the 
data acquisition equipment to conduct an OMA test and to examine the modal behavior of the 
bridge. Figure 24 shows the placement of sensors on the middle span of the bridge, along the 
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south edge (at 165.75 ft., 209.00 ft., and 252.25 ft. from the right end). Simultaneous acceleration 
data were collected in the vertical direction and for 10 minutes.  
 
Fig 24 Experiment 1 sensor locations: top, plan view; bottom, side view. 
Figure 25 shows the processed acceleration data. FDD and SSI are applied for modal 
identification. Figure 26 shows the stabilization diagram of the SSI and the singular value plot of 
FDD in a single graph. These figures clearly indicate a high correlation between the results of the 
two methods and show that the stable modes are lined up at the peaks of the FDD plot. Table 1 
lists the identified modal properties from both techniques. A comparison between the results 
indicates a high correlation between the natural frequencies. Figure 27 shows the MAC values 
between identified mode shapes. 
The high correlation between the identified mode shapes (high MAC values) come from 
the fact that the number of points to present the mode shapes (the number of sensors) is very low. 
It is worth mentioning that since the SSI fits a parametric model to the data, the identification 
results are more reliable than the results of a non-parametric method such as FDD which requires 
the user to visually interpret the results and manually select the peaks. 
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 Experiment 2 - full modal identification of the bridge  
Experiment 2 was a full OMA of the bridge after successful testing of the data acquisition 
equipment and modal identification methods in Experiment 1. In Experiment 2 signals were 
collected in multiple setups due to equipment limitations (the number of sensors, wiring 
limitations, etc.). Figure 28 shows the relative location and direction of each sensor in 
Experiment 2. For points 1 to 11, the acceleration data were collected in both horizontal (green) 
and vertical (red) directions and for points 12 to 22 the data were collected in only vertical 
direction. Table 2 lists the configuration of the sensors for different setups. The test was carried 







Fig 25 Processed accelerograms of the collected data for Experiment 1. 
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Fig 26 Singular values of the power spectral density matrix of the response. 
 
Table 1. Identified modal properties of the preliminary test. 
 
FDD results SSI results 
Mode number Frequency (Hz) Frequency (Hz) Damping ratio (%) 
1 2.0166 2.0144 1.0630 
2 2.5049 2.4980 0.3955 
3 3.0713 3.0673 1.0734 
4 4.0088 4.0129 0.5530 
5 4.2285 4.2252 0.7704 
6 5.7959 5.7978 0.7216 









Fig 28 Locations, numbers, and directions of the sensors in Experiment 2. 
5.6.1 Modal identification with post-scaling assembly technique 
To identify the modal properties of the bridge using a post-scaling assembly technique, the 
identification process should be conducted separately on all data setups. Figures 29 to 37 show 
the results of identification with this technique for both FDD and SSI methods at different setups. 
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Table 2. The configuration of sensors in different setups of Experiment 2. 
Setup number Reference sensors Vertical sensors Horizontal 
sensors Vertical Horizontal 
1 1, 2 1H* 1, 2, 4, 5, 6, 7 7, 6, 5 
2 1, 2 1H - 4, 3, 1, 8 
3 1, 2 1H 9, 10 2, 9, 11 
4 1, 2 1H - 10 
5 1, 2 None 3, 12, 13, 14, 15 - 
6 1, 2 None 16, 17, 18, 20, 22 - 
7 1,2 None 8, 11, 19, 21 - 
1H*: this is the reference sensor at point 1 in the horizontal direction. 
 
 




































Fig 37 The results of post-scaling assembly identification for experiment 2, setup 7 in vertical 
direction. 
 
Tables 3 to 5 list the identified modal properties with FDD and SSI methods that are 
present in all setups. 
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1 2.0215 2.0117 2.0117 2.0117 2.0215 2.0117 2.0117 2.0117 2.0313 
2 2.4707 2.4902 2.4805 2.4805 2.4707 2.4805 2.5 2.5 2.4902 
3 3.0371 3.0469 3.0469 3.0664 3.0371 3.0469 3.0664 3.0762 3.0664 
4 --- --- --- --- --- --- --- --- --- 
5 4.0137 4.0039 4.0234 4.0137 4.0137 4.0234 4.0039 4.0234 4.0332 
6 4.3066 4.2578 4.2773 4.248 4.3066 4.2773 4.2871 4.248 4.3066 
7 5.8301 5.7813 5.791 5.8008 5.8301 5.791 5.8105 5.8105 5.8496 
8 9.4238 9.4238 9.4434 9.4043 9.4238 9.4434 9.4531 9.4141 9.4629 
 





















1 2.0108 2.0062 2.0157 2.0165 2.0127 2.0157 2.0092 2.013 2.0361 
2 2.4728 2.4881 2.485 2.4841 2.4729 2.485 2.4968 2.5004 2.4889 
3 3.0406 3.0472 3.0571 3.0556 3.0407 3.0568 3.0639 3.0722 3.062 
4 3.8474 3.8512 3.857 3.8595 3.9787 3.8567 3.9254 3.8928 3.9381 
5 3.9819 4.0073 4.0129 3.9991 3.9787 4.0237 4.0353 4.0315 4.0238 
6 4.285 4.2532 4.2865 4.2265 4.2594 4.2551 4.2767 4.2672 4.3021 
7 5.8251 5.7913 5.8101 5.801 5.8243 5.8099 5.8051 5.8155 5.8104 
8 9.4421 9.3697 9.4517 9.3995 9.444 9.4535 9.467 9.4499 9.4719 
 





















1 0.6898 0.9614 0.6842 0.7006 0.7425 0.6836 1.1867 0.866 0.8974 
2 0.3515 0.4478 0.2292 0.454 0.3527 0.2165 0.3635 0.5319 0.4907 
3 0.2191 0.5717 0.414 0.4069 0.218 0.4393 0.6164 0.4586 0.5273 
4 0.6008 1.4014 1.09 1.5968 0.9897 1.378 1.1708 0.7543 1.1145 
5 1.4948 1.173 1.5217 1.0936 0.9897 1.434 1.0744 0.5101 1.0499 
6 1.2924 0.997 0.9951 1.7522 1.4288 1.7079 0.5002 1.074 0.8061 
7 0.5304 0.3975 0.4694 0.449 0.5788 0.4697 0.3201 0.5766 0.5493 
8 0.7856 1.3931 0.3633 0.8069 0.8258 0.3669 0.4037 0.7777 0.4304 
 
The results show a high correlation between the obtained modal frequencies in different 
setups for all modes for both FDD and SSI methods. Table 6 lists the averaged values of modal 
frequencies and modal dampings for both FDD and SSI. The modal identification with the post-
scaling method requires separate modal identification of multiple data sets. In addition, due to 
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the manual selection of peaks in FDD method, the modal identification becomes a cumbersome 
task. For example, the identification of 4th mode (at 3.89 Hz) was not possible with the FFD 
technique. 
 
Table 6. Post-scaling modal identification for the Experiment 2, averaged over different setups. 
 FDD results SSI results 





1 2.016 2.015 0.823578 
2 2.485 2.486 0.381978 
3 3.054 3.055 0.430144 
4 --- 3.890 1.121811 
5 4.017 4.010 1.149022 
6 4.279 4.268 1.172633 
7 5.811 5.810 0.482311 
8 9.433 9.439 0.683711 
 
After modal identification of separate setups, the reference sensors were used to properly 
scale and merge parts of the mode shapes and obtain the global mode shapes. Figures 38 and 39 




Vertical mode shape at 2.01 Hz 
 
 
Horizontal mode shape at 2.01 Hz 
 
Vertical mode shape at 2.48 Hz 
 
 
Horizontal mode shape at 2.48 Hz 
 
Vertical mode shape at 3.04 Hz 
 
 
Vertical mode shape at 3.04 Hz 





Vertical mode shape at 3.84 Hz 
 
 
Horizontal mode shape at 3.84 Hz 
 
Vertical mode shape at 4.01 Hz 
 
 
Horizontal mode shape at 4.01 Hz 
 
Vertical mode shape at 4.27 Hz 
 
 
Horizontal mode shape at 4.27 Hz 
 
Vertical mode shape at 5.81 Hz 
 
Horizontal mode shape at 5.81 Hz 
 
Vertical mode shape at 9.44 Hz 
 
 
Horizontal mode shape at 9.44 Hz 
Fig 39 Post-scaled assembled mode shapes of Experiment 2; frequencies over 3.04 Hz. 
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To indicate the correlation between identified mode shapes, it is conventional to compute 
and plot the MAC matrix as is shown in figure 40. 
 
 
Fig 40 MAC between the post-scaled assembled mode shapes of Experiment 2 
 
5.6.2 Modal identification with pre-scaling assembly technique 
As explained earlier, the pre-scaling assembly technique aims at scaling the collected data before 
the identification. In this study, pre-scaling is implemented in both FDD and SSI techniques. As 
detailed before in pre scaling method, the PSD of different setups will be scaled and merged to 
obtain a global PSD. The global PSD can then be used for modal identification. Figure 43 shows 
the results of modal identification with this technique for both FDD and SSI. Table 7 lists a 
comparison of pre-scaled the modal frequencies from FDD and SSI. 
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Fig 41 Identification results with the pre-scaling method for Experiment 2.  
 
Table 7. The results of identification with the pre-scaling method for Experiment 2. 
 
FDD results SSI results 
Mode number Frequency (Hz) Frequency (Hz) Damping (%) 
1 2.012 2.015 1.0121 
2 2.481 2.486 0.3788 
3 3.047 3.050 0.6336 
4 3.857 3.847 1.4709 
5 4.023 4.004 1.0175 
6 4.277 4.2473 1.6820 
7 5.801 5.8027 0.8405 
8 9.453 9.452 0.643 
 
The identification results indicate a high correlation between the modal frequencies of FDD and 
SSI. As indicated before, the pre-scaling method uses the scaled global PSD matrix (or 
equivalently correlation matrix in the time domain) for identification and, as a result, scaled 
global mode shapes will be obtained directly from the identification. Figure 42 shows the 
identified mode shapes from the pre-scaling technique. Figure 44 is a plot of the MAC matrix of 
these mode shapes. 
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Vertical mode shape at 2.01 Hz 
 
 
Horizontal mode shape at 2.01 Hz 
 
Vertical mode shape at 2.48 Hz 
 
 
Horizontal mode shape at 2.48 Hz 
 
Vertical mode shape at 3.05 Hz 
 
 
Vertical mode shape at 3.05 Hz 
 
Vertical mode shape at 3.85 Hz 
 
 
Horizontal mode shape at 3.85 Hz 





Vertical mode shape at 4.00 Hz 
 
 
Horizontal mode shape at 4.00 Hz 
 
Vertical mode shape at 4.25 Hz 
 
 
Horizontal mode shape at 4.25 Hz 
 
Vertical mode shape at 5.80 Hz 
 
 
Horizontal mode shape at 5.80 Hz 
 
Vertical mode shape at 9.45 Hz 
 
 
Horizontal mode shape at 9.45 Hz 






Fig 44 MAC between the pre-scaled assembled mode shapes of Experiment 2 
 
5.6.3 Comparison between the pre-scaling and post-scaling results 
A comparison between the pre-scaling and post-scaling results indicates the effectiveness of both 
methods in modal identification of the bridge. Although the final results are almost identical, the 
automation of the identification process in the pre-scaling technique makes it more attractive for 
this type of modal identification. Table 8 lists a comparison of the modal frequencies obtained 
from pre-scaling and post-scaling techniques and clearly indicates that the identified modal 
frequencies are almost identical (maximum difference is about 1 %). Table 8 shows MAC values 
between the mode shapes from these techniques. Based on the MAC values, the only mode shape 
that does not show good correlation is the mode at 3.89 Hz. The reason is that this mode is not 
excited well. Other than this specific mode, the rest of mode shapes show very high correlation 
in terms of MAC values (all MAC values are higher than 0.97). 
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1 2.015 2.015 0 
2 2.486 2.486 0 
3 3.055 3.050 0.16 
4 3.890 3.847 1.12 
5 4.010 4.004 0.15 
6 4.268 4.2473 0.49 
7 5.810 5.8027 0.13 
8 9.439 9.452 0.14 
 
Table 9. MAC value between mode shapes obtained from the pre and post-scaling methods. 
Mode number 1 2 3 4 5 6 7 8 
MAC value 0.9945 0.9997 0.9897 0.6643 0.9745 0.9719 0.9943 0.9908 
 
 Experiment 3 - high resolution modal identification of the bridge 
The main objective of Experiment 3 was to identify the mode shapes using more data points. In 
this experiment, 46 locations were used for data collection. According to the results of 
Experiment 2, in all identified mode shapes, the vertical components of mode shapes are clearly 
dominant and, in many cases, the horizontal components are not significant. Therefore, only the 
vertical direction was recorded for this test. Figure 45 shows the configuration and location of 






Fig 45 The location and number of sensors in Experiment 3. 
 
Table 10. The configuration of the sensors in different setups of Experiment 2. 
Setup number Reference sensors Roving sensors 
1 1, 2 1, 2, 3, 4, 5, 7, 8 
2 1, 2 9, 10, 12, 13 
3 1, 2 14, 15, 17, 18 
4 1, 2 19, 20, 21, 22, 23 
5 1, 2 24, 25, 26, 27 
6 1, 2 28, 29, 30, 31 
7 1, 2 32, 33, 34, 35 
8 1, 2 36, 37, 38, 39 
9 1, 2 40, 41, 42, 43 
10 1, 2 44, 45, 46 
11 1, 2 6, 11, 16 
 
Results of modal identification for the Experiment 2 clearly showed that the pre-scaling 
technique could be easily and effectively applied for modal identification of the bridge. 
Experiments 3 applies pre-scaling for modal identification. 
Table 11 lists the frequencies of the seven stable modes identified with the SSI method in 
Experiment 3. It is clear from figure 46 that the stable modes are at the peaks of the first singular 
values of the PSD plot. These peaks were considered in the identification with FDD method. 
figure 46 shows the results of modal identification with the SSI and FDD methods. The 
identified mode shapes are plotted in figure 47. In order to present the similarity between the 
mode shapes the MAC matrix is computed and shown in figure 48. 
 
 91 
Table 11. Identification results with the pre-scaling method for Experiment 3. 
 
FDD results SSI results 
Mode number Frequency (Hz) Frequency (Hz) Damping (%) 
1 2.0313 2.0208 1.0572 
2 2.4805 2.4759 0.8327 
3 3.0566 3.0649 0.6837 
4 4.043 4.0483 0.9492 
5 4.3066 4.3116 1.1265 
6 5.8008 5.8006 0.5360 









Mode shape at 2.02 Hz 
 
 
Mode shape at 2.48 Hz 
 
 
Mode shape at 3.06 Hz 
 
 
Mode shape at 4.05 Hz 
 
 
Mode shape at 4.31 Hz 
 
 




Mode shape at 9.40 Hz 




Fig 48 MAC between the identified mode shapes of Experiment 3. 
 
 Comparison of results from Experiments 2 and 3 
The modal frequencies and mode shapes of Experiments 2 and 3 are compared in tables 12 and 
13. The results indicate that the temperature change does not have a significant effect on the 
modal properties of the bridge. The change in the identified modal properties is less than 2 
percent and the high values of the MAC values indicates a high correlation between mode shapes 
of the two tests. In addition, the high correlation between the identified modal properties in two 




Table 12. Comparison between the frequencies of Experiments 2 and 3 
Mode 
number 
Modal frequencies (Hz), 
Experiment 2 
Modal frequencies (Hz), 
Experiment 3 
Difference (%) 
1 2.015 2.0208 0.3 
2 2.486 2.4759 0.4 
3 3.05 3.0649 0.5 
4 4.004 4.0483 1.1 
5 4.2473 4.3116 1.5 
6 5.8027 5.8006 0.1 
7 9.452 9.3969 0.6 
 
 
Table 13. MAC values between modes shapes of Experiments 2 and 3. 
Mode number 1 2 3 4 5 6 7 





6 NUMERICAL RESULTS OF THE BRIDGE MODEL CALIBRATION 
In this chapter, the details are presented on the FE model of the I-385 bridge and the results of 
model calibration. An initial FE model of the bridge is developed based on the available 
construction plans and by conducting site visits and surveying. Different updating parameters are 
considered for the model calibration and a variance-based sensitivity analysis is conducted on the 
FE model to examine the significance of the updating parameters and select the most effective 
parameters for model calibration. The model calibration problem is formulated and solved as 
single objective and multi-objective optimization problems. Three different single objective 
cases are considered: (1) calibration of only model frequencies; (2) calibration of only mode 
shapes; and (3) simultaneous calibration of frequencies and mode shapes. In the multi-objective 
optimization, the frequency and mode shape error terms are treated as separate objective 
functions with the goal of finding Pareto solutions. All scenarios are solved with initially 
selected updating parameters and sensitivity-based selected updating parameters to examine the 
effectiveness of the applied sensitivity based parameter selection method. The results of model 
calibration with these methods are compared to investigate the effectiveness of single and multi-
objective optimizations. In addition, a new methodology is presented for selection of the best 
Pareto solution. 
 
 Initial FE model of the bridge 
An initial FE model for the superstructure of the I-385 bridge is developed based on the available 
construction plans and by conducting site visits and surveys. The bridge is modeled in ABAQUS 
(ABAQUS, 2014) as a structure with linear elastic behavior. Figure 49 shows some graphics of 
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the bridge model. The bridge is a three span composite structure consisting of four continuous 
steel girders across the bridge spans. Figure 2 show the two piers of the bridge, each consist of a 
post-tensioned concrete cap beam over a concrete column. To increase the accuracy of the 
analysis results, different types of elements are used in the modeling. Solid (3D) elements are 
used to model the columns and cap beams, shell (2D) elements are used to model girders, and 
bar (1D) elements are used to model bracing beams, reinforcing rebars and tendons (for post-
tensioning) as specified in the construction plans. The rebars and tendons are fully coupled with 
the concrete and the tendons are pre-tensioned with the force as specified in the plans. The 
bridge deck consists of four continuous steel girder and a concrete slab. The girders cross 
through the cap beams and embed in the abutment beams at each end. These girders are fully 
coupled with the cap beams and concrete beams at abutments. The slab is modeled with solid 
(3D) elements that is fully connected to the upper surface of top flange of the girders across their 
lengths. Finally, the girders are laterally connected to each other with beams which are modeled 
with bar elements and coupled with the girders as shown in figure 51. 
 
 Modal properties of the initial FE model 
Results of the modal analysis for the initial FE model are presented in Tables 14 and 15, and 
figures 52 and 53. The results indicate that the predicted modal frequencies from the initial FE 
model are very close to the measured values; however, modes 4 and 5 of the initial FE model are 
switched. In fact, modes 4 and 5 of the initial FE model are the 5th and 4th measured modes, 
respectively. The MAC plot also shows a low correlation between the mode shapes measured 













Fig 50 Details of pier concrete cap beams and columns 
 
 
Fig 51 Details of modeling of the intersection between girders and cap beams and lateral bracing of 
girders. 
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Initial FE Model 
Frequency (Hz) 
Difference % 
1 2.02 1.89 6.44 
2 2.48 2.07 16.53 
3 3.06 2.93 4.25 
4 3.85 3.68 N.A 
5 4.05 3.75 N.A 
6 4.31 4.01 6.96 
N.A:  These modes are switched and cannot be compared. 
 
 
Table 15 MAC values between the experimental and FE model mode shapes. 





















Fig 53  MAC plot between the mode shapes measured and predicted from the initial FE model. 
 
 Programming details for the FE model calibration 
MATLAB is used to program the optimization (calibration) codes and ABAQUS is applied to 
perform the modal analysis. In order to automate the calibration process, the ABAQUS Graphic 
User Interface (GUI) was used to model the bridge for modal analysis. Then, the input file was 
exported as a text file and used in the model calibration with ABAQUS in the Command Line 
Interface (CLI). Using the CLI it is easy to modify the input file, run the analysis and extract the 
results. These features makes the CLI a convenient tool for the automation of an iterative FE 
model calibration. In addition, to improve the computational efficiency of the calibration 
process, the ABAQUS runs were conducted in parallel on a high performance computing cluster. 
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 Selected modal properties in the FE model calibration 
Selection of the proper modal properties is a critical step of a modal-based FE model calibration. 
In practice, it is not ideal to use too many modal frequencies and mode shapes. According to 
(Mosavi, Sedarat, O’Connor, Emami-Naeini, & Lynch, 2014), there are three major practical 
limitations to this approach. First, ambient vibration is not strong enough to fully excite higher 
modes due to the lack of excitation energy. Second, including more vibration modes in 
calibration results in a more complex optimization problem and less reliable calibrated model. 
Finally, in conventional structures, the global vibration response of the structure is dominated by 
the contribution of the lower modes. In addition to these limitations, including the higher modes 
in model calibration might result in reducing the importance of the lower modes in the 
optimization. From the initial FE model and the experimental test results, the first six modes, as 
shown in figure 52, are selected for model calibration. Additionally, in all the identified mode 
shapes the vertical components are dominant and there are no purely horizontal mode shapes for 
this bridge. Therefore, similar to many other studies (Chen et al. 2014; Jaishi and Ren 2005; 
Mosavi et al. 2014), only vertical components of mode shapes are considered in the model 
calibration. In fact, since the horizontal component of many identified mode shapes are not 
significant, including them in the calibration will result in more calibration error. 
 
 Results of the sensitivity study for parameter selection 
Selection of the proper updating parameters is one of the most critical steps of any model 
calibration problem. The updating parameters are usually related to material properties, 
geometries, and boundary conditions (Chen et al. 2014; Jaishi and Ren 2005; Mosavi et al. 
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2014). In this study, the variance-based analysis as described in Chapter 5 is applied to examine 
the effectiveness of the updating parameters and select the most significant parameters in the 
model updating.  
Initially, 16 parameters were considered for model updating. Table 16 shows these 
parameters and their nominal values which are taken from the bridge construction plans.  These 
are the values that are used in the initial FE model.  
Figure 54 and 55 show the sensitivity of the FE model frequencies and mode shapes to each 
design parameter, respectively. The results of the sensitivity analysis indicate that about seven of the 
selected parameters do not have significant effect on the modal properties. Therefore, the remaining nine 
parameters, as listed in table 17, are used for the model calibration. 
Regarding the range of the updating parameters, different researchers suggest using a 
range with respect to the uncertainty of the updating parameters (Jaishi and Ren 2005; Zhang et 
al. 2001). These ranges are about ±20 % and ±40 % of the nominal values of parameters with 




Table 16. Considered updating parameters and their updating bound. 
No. Parameter Nominal value Bound (%) 
1 Slab thickness 9.25 in.  ±20 
2 Cap beam 1, concrete density 0.0002248 ±50 
3 Cap beam 1, concrete E 3.82368e+06 ±50 
4 Cap beam 2, concrete density 0.0002248 ±50 
5 Cap beam 2, concrete E 3.82368e+06 ±50 
6 Column 1, concrete density 0.0002248 ±50 
7 Column 1, concrete E 3.12202e+06 ±50 
8 Column 2, concrete density 0.0002248 ±50 
9 Column 2, concrete E 3.12202e+06 ±50 
10 Guardrail concrete density 0.0002248 ±50 
11 Columns rebars density 0.0007345 ±20 
12 Columns rebars E 2.9e+07 ±20 
13 Slab concrete density 0.0002248 ±50 
14 Slab concrete E 3.12202e+06 ±50 
15 Girders steel density 0.0007345 ±20 
16 Girders steel E 2.9e+07 ±20 











Fig 55 Total effect indices of mode shapes objective function using Sobols’ method 
 
Table 17. Sensitivity-based selected updating parameters. 
No. Parameter Nominal value Bound (%) 
1 Slab thickness 9.25 in. ±20 
2 Column 1, concrete E 3.12202e+06 ±50 
3 Column 2, concrete E 3.12202e+06 ±50 
4 Guardrail concrete density 0.0002248 ±50 
5 Columns rebars E 2.9e+07 ±20 
6 Slab concrete density 0.0002248 ±50 
7 Slab concrete E 3.12202e+06 ±50 
8 Girders steel density 0.0007345 ±20 
9 Girders steel E 2.9e+07 ±20 
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 Single objective FE model calibration 
Table 18 summarizes three different scenarios for single objective FE model calibration of the 
bridge. The first case considers calibration of only frequencies, the second case considers 
calibration of only mode shapes, and the third case aims at simultaneous calibration of both 
frequencies and mode shapes. The terms min
fE  and minE

, listed in table 18, are scaling factors 
obtained from optimization of the first and second calibration scenarios. In the third calibration 
problem, the same weights are given to the frequency and mode shapes objective functions. 
TLBO with a population size of 50, as suggested by Rao et.al. (2011) and is shown to be 
effective in other studies (Farshchin et.al., 2016) is applied in all single objective optimization 
problems. In order to examine the effectiveness of the sensitivity based parameter selection, all 
calibration scenarios are solved once with all 16 updating parameters and then with sensitivity 
based selected updating parameters (hereafter referred to as the reduced case). 
 
Table 18. Considered single objective FE model calibration scenarios. 
Case Description Objective function 
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6.6.1 Case 1 - frequency calibration study 
Case 1 uses only frequencies to perform the FE model calibration. Table 19 and figure 56 present 
the updated frequencies for both cases. Results indicate a high correlation between the measured 
and FE model calibrated frequencies. Most modes matched within less than 1 % error, except for 
mode 2. In addition, the model calibration has resolved the mode switching problem.  
 
Table 19.  Comparison between measured modal frequencies and predicted values from 






Initial FE model 
frequencies  
(Hz) 




measured and updated 
FE model (reduced case)  
1 2.02 1.89 2.030 (2.030) 0.48 % (0.48 %) 
2 2.48 2.07 2.317 (2.318) 6.56 % (6.53 %) 
3 3.06 2.93 3.053 (3.054) 0.23 % (0.20 %) 
4 3.85 3.68 3.853 (3.863) 0.07 % (0.33 %) 
5 4.05 3.75 4.058 (4.059) 0.20 % (0.23 %) 
6 4.31 4.01 4.334 (4.338) 0.56 % (0.65 %) 
 
Figure 57 plots the updated and measured mode shapes. The mode shapes for updated 
cases are almost identical and the difference is so small that it could not be observed visually. 
Figure 57 shows plots of the mode shapes of the reduced case. However, for better comparison 
MAC values between the measured and the updated FE model cases are computed and plotted in 
figure 58. Although the mode shapes are not included in the calibration, a high correlation 
between the mode shapes of both calibration cases with the measured mode shapes is obtained. 
Table 20 presents updated values of all parameters for this model calibration problem. 
Focusing on the parameters that are excluded from the model updating it is clear that these 
variables could significantly vary without significantly improving the results. 
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Fig 57  Comparing measured (on the left) and frequency calibrated mode shapes (on the right) for the 




Fig 58 MAC values between measured mode shapes and those predicted from the initial and 
frequencies calibrated FE models. 
 







Updated value, reduced 
case, discrepancy from 
nominal (%) 
1 Slab thickness 9.25 in. 6.9 9.42 
2 Cap beam 1, concrete density 0.0002248 25.1 0 
3 Cap beam 1, concrete E 3.82368e+06 -9.9 0 
4 Cap beam 2, concrete density 0.0002248 31.9 0 
5 Cap beam 2, concrete E 3.82368e+06 -21.5 0 
6 Column 1, concrete density 0.0002248 -20.6 0 
7 Column 1, concrete E 3.12202e+06 31.6 44.7 
8 Column 2, concrete density 0.0002248 -4.5 0 
9 Column 2, concrete E 3.12202e+06 39.3 41.8 
10 Guardrail concrete density 0.0002248 -28.7 2.4 
11 Columns rebars density 0.0007345 -17.5 0 
12 Columns rebars E 2.9e+07 13.9 19.1 
13 Slab concrete density 0.0002248 -31.6 -32.1 
14 Slab concrete E 3.12202e+06 -44.1 -29.8 
15 Girders steel density 0.0007345 20 20 




6.6.2 Case 2 - mode shapes calibration study 
Case 2 considers only mode shapes in calibrating the FE model. Table 21 and figure 59 present 
the updated frequencies for both cases. These results indicate a poor correlation between the 
measured frequencies and those predicted by the calibrated FE model.  
Figure 60 compares the measured and updated mode shapes. Similar to Case 1, the 
difference is not visually observable. Figure 61 shows the MAC values between the measured 
and FE model computed mode shapes from different cases. Results indicate a very high 
correlation between the mode shapes of both calibration cases with the measured mode shapes. 
Similar to Case 1, the calibration has resolved the mode switching problem. 
Table 22 presents the updated values of all parameters for both cases. It is obvious from 
this table that concentrating the calibration on just mode shapes, most of the updating parameters 
have converged to values at their boundary limits. 
 
Table 21.  Comparison between measured modal frequencies and predicted values from the 





Initial FE model 
frequencies  
(Hz) 




measured and updated 
(reduced case) FE model  
1 2.02 1.89 1.986 (1.847) 1.66 % (8.57 %) 
2 2.48 2.07 2.268 (2.052) 8.54 % (17.26 %) 
3 3.06 2.93 3.145 (2.947) 2.76 % (3.70 %) 
4 3.85 3.68 3.710 (3.426) 3.67 % (11.01 %) 
5 4.05 3.75 3.958 (3.641) 2.26 % (10.09 %) 





Fig 59 Comparison of measured frequencies with predicted values from FE models for mode shape 
only calibration. 
 







Updated value, reduced 
case, discrepancy from 
nominal (%) 
1 Slab thickness 9.25 in.  1.1 1.1 
2 Cap beam 1, concrete density 0.0002248 50 0 
3 Cap beam 1, concrete E 3.82368e+06 50 0 
4 Cap beam 2, concrete density 0.0002248 -0.3 0 
5 Cap beam 2, concrete E 3.82368e+06 50 0 
6 Column 1, concrete density 0.0002248 -29.9 0 
7 Column 1, concrete E 3.12202e+06 1.1 -40.2 
8 Column 2, concrete density 0.0002248 -50 0 
9 Column 2, concrete E 3.12202e+06 2.7 -50 
10 Guardrail concrete density 0.0002248 49.3 50 
11 Columns rebars density 0.0007345 20 0 
12 Columns rebars E 2.9e+07 -20 -20 
13 Slab concrete density 0.0002248 -50 -50 
14 Slab concrete E 3.12202e+06 24.7 15.5 
15 Girders steel density 0.0007345 -20 -20 













Fig 61 MAC values between measured mode shapes and those predicted from the initial and mode 
shape calibrated FE models. 
 
6.6.3 Case 3 - simultaneous calibration of frequencies and mode shapes 
Case 3 considers the simultaneous calibration of frequencies and mode shapes for the FE model. 
Table 18 lists the applied weighted model calibration function. As explained before, in this 
function the parts related to the frequencies and mode shapes are scaled to reduce the bias 
towards any one objective. In this study, equal weights are given to each objective function.  
Table 23 and figure 62 present the updated frequencies for both cases and figure 63 
presents the updated mode shapes. The results indicate a very high correlation between the 
modal properties of the updated model and measured. In order to qualitatively measure the 
similarity between the measured and updated mode shapes, the MAC values are computed and 
plotted in figure 64 Results indicate a very high correlation between the mode shapes of both 
calibration cases with the measured mode shapes. Similar to previous studies, model calibration 
has resolved the mode switching problem. 
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Table 23. Comparison between measured modal frequencies and predicted values from the initial 





Initial FE model 
frequencies (Hz) 
Updated FE model 
(reduced case) 
frequencies (Hz)  
Difference between 
measured and updated 
FE model (reduced case)  
1 2.02 1.89 2.029 (2.029) 0.44 % (0.44 %) 
2 2.48 2.07 2.337 (2.322) 6.12 % (6.80 %) 
3 3.06 2.93 3.095 (3.062) 1.13 % (0.07 %) 
4 3.85 3.68 3.856 (3.862) 0.16 % (0.31 %) 
5 4.05 3.75 4.082 (4.064) 0.78 % (0.34 %) 
6 4.31 4.01 4.338 (4.338) 0.65 % (0.65 %) 
 
 
Fig 62 Comparing frequencies measured, updated and predicted from the initial FE model for 














Fig 64 MAC values between measured mode shapes and those predicted from the initial and 
simultaneous calibrated FE models. 
 
Table 24 lists the updated values of all parameters. The results indicated that the modal 
properties are almost the same for both calibration cases; however, the reduced case utilized 
fewer updating parameters for model calibration. According to the results, the low sensitivity 
updating parameters, such as density of cap beam 1, tend to converge to values at the extreme 
limits. The reason is that due to the low influence of these parameters on the objective function, 
any significant effect requires significant change in the values of these updating parameters. In 
addition, according to the results the effect of removing the low sensitivity updating parameters 
on the final calibration results is insignificant. As a result, removing the low sensitivity updating 
parameters reduces the complexity of the optimization problem as the number of decision 
variables is reduced and results in a more realistic solution. 
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Updated value, reduced 
case, discrepancy from 
nominal (%) 
1 Slab thickness 9.25 in.  4.7 10.8 
2 Cap beam 1, concrete density 0.0002248 48.4 0 
3 Cap beam 1, concrete E 3.82368e+06 50 0 
4 Cap beam 2, concrete density 0.0002248 -50 0 
5 Cap beam 2, concrete E 3.82368e+06 46.7 0 
6 Column 1, concrete density 0.0002248 -24.6 0 
7 Column 1, concrete E 3.12202e+06 49.3 45.8 
8 Column 2, concrete density 0.0002248 28.3 0 
9 Column 2, concrete E 3.12202e+06 50 45.1 
10 Guardrail concrete density 0.0002248 -6.5 -0.8 
11 Columns rebars density 0.0007345 15.1 0 
12 Columns rebars E 2.9e+07 -20 11.8 
13 Slab concrete density 0.0002248 -37.1 -30.4 
14 Slab concrete E 3.12202e+06 -36.1 -34.5 
15 Girders steel density 0.0007345 20 15.5 
16 Girders steel E 2.9e+07 -20 -11.1 
 
 Comparing the obtained frequencies in different single objective calibration 
studies 
In this section, a comparison is presented of the results of FE model calibration for different 
single objective cases. The results are compared for the case where insensitive updating 
parameters are excluded in the calibration. The modal frequencies of different cases are 
compared in table 25 and figure 65. Results indicate the similarity of the modal frequencies 




Table 25.  Comparing between measured frequencies and those obtained from different 


















1 2.02 1.89 2.03 1.847 2.029 
2 2.48 2.07 2.318 2.052 2.322 
3 3.06 2.93 3.054 2.947 3.062 
4 3.85 3.68 3.863 3.426 3.862 
5 4.05 3.75 4.059 3.641 4.064 
6 4.31 4.01 4.338 3.897 4.338 
 
 
Fig 65 Comparing measured frequencies to those obtained from different single objective FE model 
calibration cases. 
 
 Multi-objective FE model calibration 
In this case, the calibration problem is formulated and solved as a multi-objective optimization 
problem where different terms of the error function are dealt with as separate objective functions. 
The NSGA-II algorithm is applied to optimize the multi-objective function. Multi-objective 
 120 
model calibration is conducted on both optimization cases of updating parameters. Figure 66 
presents the Pareto solutions for both multi-objective cases and indicates a high similarity 
between the estimated Pareto solutions from both cases. In addition, the conflicting nature of 
error function terms is obvious from this plot; specifically, the reduction in one error function 
results in increase in the other objective function and vice versa.  
Due to the similarity of the results for both cases, only the optimizations that considered 
all updating parameters in the FE model are presented here. A series of graphs are presented to 
examine the contribution of each mode in the total error and their effects along the Pareto front 
Figure 66 shows the Pareto front for the multi-objective calibration optimization of the 
FE model. Solutions along the front vary from ones on the left edge, where the mode shape error 
function is higher and the frequency error function is lower to ones at the right edge of the front, 
where the frequency error function is higher and the mode shape error function is lower. Figure 
67 represents the contribution of different modes to frequency error values for different Pareto 
solutions. figure 68 shows the contribution of each mode to the frequency error and indicates 
that, other than Mode 2, the frequency error increases as Pareto solutions move towards lower 
mode shapes error. In addition, these graphs also show that near the best frequency solutions the 
difference between the experimental and analytical frequencies are negligible for all modes other 




Fig 66 Resulting Pareto solutions for both multi-objective cases. 
  
 







Fig 68 Contribution of each mode in the total frequency error. 
 
Figure 69 shows the contribution of different mode shapes in the mode shapes error 
values for different Pareto solutions. Figure 70 shows the contribution of individual modes in the 
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mode shapes error and indicate that changes in mode shape error are not significant for the first 
four modes and Modes 5 and 6 contribution more to the mode shape error. 
 
Fig 69 Contribution of different modes in the total mode shapes error for different Pareto solutions for 
the case with all updating parameters included in the optimization. 
  
Figure 71 and 72 show the state of the updating parameters (decision variables) for the 
Pareto solutions. For each updating parameter the vertical dashed lines represent the lower and 
upper limits, the horizontal red line indicates the range that Pareto solutions selected a value, and 
the vertical blue line  shows the mean value of these values, which is the average of all Pareto 
solutions for the related updating point. Comparing the results for the two cases, it can be seen 
that similar mean values are obtained for the sensitive updating parameters. However, insensitive 
parameters tend to converge to values close to the boundaries of the selected range, which in turn 
results in misleading results for these updating parameters. In fact, due to their low sensitivity 
these variables tend to select a value at the extreme boundaries to make a significant contribution 
































Fig 72 Results of multi-objective optimization considering only sensitive updating parameters. 
 
In Figures 71 and 72, mean value of each updating parameter represents a point which 
most Pareto solutions tend to select as a value. In other words, these mean values represent a 
point with the probability of developing the most number of Pareto solutions. As a result, it could 
be stated that the closer the design variables of a Pareto solution are to the mean point of the 
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design variables, the higher the possibility of obtaining that solution during calibration. The 


































where  Dist P  is the overall distance of thp  Pareto solution from the mean point, dN represents 




jX , and 
UB
jX  represent the value of Pareto solution, mean value, lower bound and upper bound of the 
thj  
design variable, respectively. For each solution, Equation (1) normalizes the distance of each 
design variable from its mean and then sum these values to measure the overall distance of the 
Pareto solution from the mean point. 
Figure 73 shows the computed distances for all Pareto solutions for both cases. These 
graphs show that within a certain region of Pareto front, solutions are relatively close to the mean 
design variable values. Specifically, these regions begin around Pareto solution 100 for the case 
considering all updating parameters and 120 for the case with only sensitive updating 
parameters.  
Figure 26 shows results for the multi-objective optimization, all single objective 
optimizations, and the Pareto solution with the minimum distance from the mean variables point 
(hereafter referred to as preferred solution) for FE model calibration using: (a) all parameters and 







Fig 73 Measure of overall distance from the mean value for different Pareto solutions when (a) all 









Fig 74 Pareto front, results of single objective optimizations, and the preferred solution for calibration 
when (a) all parameters are considered and (b) insensitive parameters are eliminated. 
 
According to figure 74, the preferred solution is close to the knee point of the Pareto front 
curves, where there is a good balance between frequency and mode shapes errors. Modal 
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properties of preferred solutions for both cases are presented in table 26 and figures 75 and 76. 
The results indicate a high correlation between the modal properties of the preferred solution and 
experimental solution.  
 
Table 26.  Comparison between modal frequencies measured and predicted from initial FE 














1 2.02 1.89 2.029 (2.029) 0.45 % (0.45 %) 
2 2.48 2.07 2.315 (2.312) 6.65 % (6.77 %) 
3 3.06 2.93 3.154 (3.144) 3.07 % (2.75 %) 
4 3.85 3.68 3.823 (3.821) 0.70 % (0.75 %) 
5 4.05 3.75 4.057 (4.051) 0.17 % (0.02 %) 





Fig 75 Comparing the measured modal frequencies with the ones predicted from the initial FE model 
and the preferred solution from the multi-objective optimization cases. 
 
 
Fig 76 MAC values between measured mode shapes and mode shapes predicted from the initial FE 

































In this chapter details of analytical study on finite element model calibration of the I-385 Bridge 
were presented. A sensitivity study was conducted to determine the significance of the updating 
parameters and different optimization cases applied for calibration of the finite element model. 
The sensitivity analysis showed that about half of the initially selected updating parameters are 
significant. The model calibration problem was studied as single objective and multi-objective 
optimization problems. Three single objective optimization cases were conducted. The first case 
studied calibration of only modal frequencies. The calibration for this case resulted in a model 
with modal frequencies very close to the measured frequencies. The maximum difference was 
about 6 % for the second frequency, while the error for the rest of frequencies was less than 1 %. 
The predicted mode shapes from this model are also very close to the measured mode shapes 
where all MAC values between mode shapes of FE model and measured are greater than 90 %. 
The second case focused on calibration of only mode shapes. The mode shapes of the resulting 
model for this case are very close to the measured mode shapes with all MAC values close to 
one. However, the resulting frequencies are not as good as the ones obtained from frequency 
calibration case. In the third case an objective function combined of frequencies and mode 
shapes error functions was optimized. A new formulation for this case was introduced to 
eliminate the bias of objective function towards one of the error terms. The results of this mode 
calibration case showed very promising estimates for both frequencies and mode shapes. In fact, 
the frequencies errors are very close to the errors of mode in case 1 and the mode shapes errors 
are very close to the errors in case 2. The next study focused on multi-objective optimization of 
the finite element model. For this case, the error terms was treated independently and the 
optimization focused on computation of the Pareto solutions. The NSGA-II algorithm employed 
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for optimization of this optimization problem. The optimization for this case resulted in a set of 
solutions which confirmed the conflicting nature of the frequency and mode shape error terms. 
The Pareto solutions obtained from this study were analyzed and compared to the results 
obtained from single objective studies. The results showed a good distribution of Pareto solutions 
between the results of single objective cases. In addition, a formulation for selection of a suitable 
solution that provides balance between both objective functions was provided. The proposed 
methodology used an average of the Pareto solutions to compute a preferred solution. Results 
indicated a high correlation between the modal frequencies and mode shapes of the preferred 
solution with the measured values. With a maximum error of about 6 % for the frequencies, the 
MAC values between mode shapes are much higher than any of the previous cases which 
indicates the superiority of the multi-objective optimization combined with the methodology of 
selecting the preferred solution over single objective optimization. 
In a further study, all optimization cases were conducted with the sub set of updating 
parameters that were selected through sensitivity analysis. The results for this study showed that 
almost the same result were obtained for all cases with this new set of updating variables. 
Despite the similarity of the results, the calibrated models with the new set of updating 
parameters are more valuable, as they present a solution with more realistic values for the 
updating variables. This is mainly due to the fact that the low significant updating parameters, 
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