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It is customary to identify the beginnings of modem numerical linear 
algebra with the introduction of the digital computer in the mid nineteen 
forties. Although this view has some validity, in its extreme form it ignores a 
lot of history. The Chinese were solving linear equations by Gaussian 
elimination perhaps as early as 250 B.C., a tradition which culminated in the 
discovery of determinants in Japan, ten years before Liebniz introduced them 
in Europe. 
In the West the origins of numerical linear algebra are hard to discern, 
since they are shrouded in the Latin that was universal then and is all but 
unintelligible today. Writing in 1809, Gauss refers to the customary (vulgaris) 
method of elimination for solving equations. It is reasonable to conjecture 
that this method is what we now call Gauss-Jordan elimination, a clumsy and 
expensive method for solving equations and inverting matrices. It certainly 
cannot have been Gaussian elimination, since Gauss states explicitly that his 
new method is an improvement over the old. In any event, we may surmise 
that by the beginning of the nineteenth century people were solving linear 
systems numerically by some well-known technique. 
There is a strong case for calling Gauss himself the first practitioner of 
modern numerical linear algebra. Not only did he introduce the method that 
bears his name, but he regarded the resulting triangular array of numbers 
(the term matrix would be an anachronism here) as a platform from which 
other computations could be performed. Thus he uses it to compute quadratic 
forms like bTA - lb without explicitly inverting the matrix A. He introduced 
the inner product form of his algorithm, which now goes under the names of 
Crout and Doolittle. Moreover, he developed updating formulas for adding 
observations to a least squares problem. 
Wherever one chooses to place the beginning of matrix computations, it is 
certain that by the mid forties it had entered an expansive phase, from which 
it has not yet emerged. This period may be divided into two parts. The first, 
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from roughly 1945 to 1965, was a pioneering age in which the foundations of 
the subject were established. Workers in this period were concerned with 
analyzing the effects of rounding error, improving iterative methods for the 
systems that arose from the discretization of partial differential equations, 
and developing satisfactory algorithms for the algebraic eigenvalue problem. 
The second period, which continues today, is an age of exploitation, in which 
the tools developed in the first are being used to build new ones. It will be 
convenient to treat the concerns of these two periods separately. 
In hand calculations it is possible to spot when rounding error has vitiated 
the results. Calculations on a computer cannot be monitored by a human and 
require rounding-error analysis for their justification. Gaussian elimination 
served as the focus for the initial attempts to understand the role of rounding 
error in matrix computations. After a period of pessimism, von Neumann and 
Goldstine showed in 1947 that Gaussian elimination would solve very large 
positive definite systems accurately, provided they were not sensitive to 
perturbations in the matrix elements. In 1960 J. H. Wilkinson gave a 
definitive resolution of the problem by showing that when Gaussian elimina- 
tion is used to solve the problem 
Ax=b, 
the computed solution a? satisfies 
(A+E)Z=b, (1) 
where E is roughly of the same size as errors made in rounding the elements 
of A. The implication is that if E causes the solution to be unsatisfactory, 
then it was already unsatisfactory, owing to the initial rounding of A. This 
technique of backward round~ng-error analysis is applicable to many other 
matrix problems. 
To summarize the other two areas briefly, the breakthrough in iterative 
methods was David Young’s I948 thesis, which showed that the ad hoc 
techniques used before the forties could be placed on a sound computational 
and mathematical base. This provided the impetus for a number of other lines 
of investigation, so that within a dozen years there were a variety of 
well-understood iterative techniques which could be used to solve partial 
differential equations. 
Since engineers and scientists have a lively interest in the results of 
numerical computation, it is not surmising that many advances in the field 
have come from outsiders. Francis’s QR algorithm, which determines the 
eigenvalues of a matrix by reducing it to triangular form using unitary 
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similarity transformations, is one such contribution. Although it has a pre- 
cursor in the LR algorithm, Francis improved it to such an extent that to 
compare the two is like putting a biplane beside a 747. 
By 1965 numerical linear algebraists understood rounding error, possessed 
a variety of iterative methods to solve large systems, and had conquered the 
eigenvalue problem. Moreover, these accomplishments had been documented 
in three remarkable books. Varga’s Matrix Zterative Analysis is full of elegant 
mathematics with practical consequences. Householder in his The Theory of 
Matrices in Numerical Analysis uses matrix methods to show the common 
underpinnings of many seemingly diverse algorithms. Finally Wilkinson’s 
comprehensive The Algebraic Eigenvalue Problem is nothing less than an 
exposition of everything known about computing with dense matrices before 
1965. All these books remain useful today. 
The development of the subject since 1965 has included a number of 
advances. Here is a list of the most important ones. 
The develqment 0; new decompositions. Gaussian elimination can be 
regarded as decomposing a matrix into the product of a lower and an upper 
triangular matrix. Once this decomposition has been computed, it can be 
used for many things-not just to solve linear equations. In recent years this 
point of view has been developed by the introduction of new decompositions 
and the resurrection of older ones. 
The direct solution of sparse systems. These systems are characterized 
by comparatively few nonzero elements in their matrices. By taking ad- 
vantage of this spar&y it is often possible to reduce the work of Gaussian 
elimination to the point where it is competitive with iterative methods. 
Updating m4ztrix decompositions. Given a decomposition of a matrix, the 
problem is to recompute it after the matrix has been altered, usually by the 
addition of a matrix of low rank. The solution has applications in areas where 
the underlying system changes from step to step; e.g., optimization al- 
gorithms. 
The conjugate gradient and Lancws algorithms. These two algorithms 
are closely related. The conjugate gradient algorithm was proposed in the 
fifties and was widely regarded as a rather ineffective direct method for 
solving linear equations. It turned out to be a very effective iterative method, 
especially when combined with partial information about the system through 
a technique known as preconditioning. This is now the iterative method of 
choice in a wide variety of applications. The taming of the numerical 
instabilities that plagued the Lanczos algorithm has given us a powerful new 
tool for finding eigenvalues and eigenvectors of large symmetric matrices. 
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Perturbation thee y. Although backward roundingerror analysis answers 
many questions, there is still a need to know the effects of the error E in (l), 
for which a perturbation analysis is necessary. The development of perturba- 
tion theory for other decompositions has increased our insight into matrix 
algorithms and their applications. 
Mathematical softzoare. There has been an increasing tendency to col- 
lect matrix algorithms into well-tested, well-documented packages, e.g., 
EISPACK, LINPACK, and several packages for sparse systems. 
Unfortunately, the expository literature has not kept up with these 
developments. Except for the contents of B. N. Parlett’s book The Symmetric 
Eigenvalue Problem, the advances of the past twenty years are for the most 
part to be found in the technical literature. It is therefore gratifying that 
Gene Golub and Charles Van Loan, two highly regarded experts in the field, 
should undertake to write an upto-date book on numerical linear algebra. 
In evaluating this book, it is important not to expect complete coverage. 
Each of the topics listed above is worthy of its own treatment, and even with 
the most rigorous compression the ensemble would require at least three 
lengthy volumes for a proper exposition. Golub and Van Loan have wisely 
chosen to limit themselves largely to the numerical treatment of dense 
matrices. 
The book divides rather naturally into four parts. The first is a systematic 
development of the background materials-a review of matrix algebra, 
norms, and geometry, and an introduction to the numerical transformations 
that are used everywhere in dense matrix computations. 
The second part, which is the heart of the book, is devoted to the 
standard algorithms for solving linear systems, least squares problems, and 
eigenvalue problems. Here the authors follow the historical sequence of 
treating rounding error in connection with Gaussian elimination. The chapter 
on the solution of special systems, including Toeplitz systems, is especially 
valuable. The chapter on least squares is based primarily on orthogonal 
transformations, as are the two chapters on eigenvalue problems. The former 
also contains a nice treatment of how to detect rank degeneracy. 
The third part is the authors’ nod to sparse systems and consists of two 
chapters, one on Lanczos algorithms and the other devoted primarily to the 
method of conjugate gradients. These chapters necessarily lack the depth of 
the preceding chapters, since the iterative treatment of sparse matrix prob- 
lems is a very large area. The book concludes with a chapter on the 
evaluation of functions of matrices and another on special topics. 
This is a well-written book with many examples and exercises. Each 
section is followed by a complete set of bibliographical notes, which consider- 
ably enhances the value of the book as a reference. 
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However, to judge from my experience and the comments of others, the 
book does not sit well with students. This is something of a puzzle, since in 
addition to providing informative examples and challenging problems, the 
authors have clearly taken pains to see that the book is well organized. The 
problem, I conjecture, is that the authors have attempted more topics than 
can properly be treated in a textbook. Most textbooks achieve the continuity 
that students find so appealing by following a linear sequence of carefully 
chosen topics. Unfortunately, a survey as comprehensive as Matrix Cornputu- 
tions does not lend itself to this style, and readers who are new to the subject 
sometimes have trouble seeing the forest for the trees. 
But it is enough that the authors have given us a fine survey of an 
important part of numerical linear algebra. It should be in the personal 
library of anyone interested in matrix computations and numerical analysis, 
where it is certainly worthy to stand beside its illustrious predecessors. 
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