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RÉSUMÉ 
Les services de stockage infonuagique (cloud storage) sont devenus, à l'ère du Big 
Data, le choix standard en matière de stockage de données notamment grâce à 
leur rentabilité ainsi qu'à l'apparente capacité de stockage illimité qu 'ils offrent. 
En raison du succès, toujours aussi croissant de ces services, les fournisseurs de 
stockage infonuagique sont de plus en plus incités à améliorer davantage leurs in-
frastructures de stockage afin de garantir des condit ions strictes de disponibilité 
ainsi qu'un temps de réponse adéquat suite à des requêtes d 'accès aux données 
stockées. D 'autant plus que des études récentes ont globalement estimé le coût as-
socié à l'arrêt d 'applications critiques d'entreprise ( critical business applications) 
entre $84,000 et $108,000 par heure. 
En dépit de nombreux efforts visant à préserver la disponibilité des données dans 
les systèmes de stockage infonuagiquc, les solutions existantes ont souvent ten-
dance à négliger l'aspect hétérogène de l 'infrastructure de stockage sous-jacente 
en termes de capacité, vitesse d 'E/ S, taux de pannes, et c. Naturellement , nous 
nous posons la question à savoir : quel est l 'impact de l'hétérogénéité sur la capa-
cité d 'un fournisseur de stockage infonuagique à satisfaire les exigences en termes 
de disponibilité? Et le cas échéant, quelle stratégie de gestion de données devrait 
être adoptée pour faire face au défi qu'apporte l 'hétérogénéité dans l 'accommode-
ment des cont raintes en termes de disponibilité? 
Ainsi, dans ce mémoire, nous présentons une plateforme de gestion de données qui 
prend en considération différents paramètres des disques durs ayant une influence 
sur la satisfaction de Garant ie de Niveau de Service ( Ser·vice Levet Agr·eement -
SLA) en termes de temps d 'accès ct de disponibilité des données tout en garan-
t issant une surcharge ( overhead) minime en termes de stockage, de migration de 
données et de consommation d 'énergie. 
Nous nommons cc nouveau mécanisme de gestion de réplicas de données, Heron . 
Il sc base sur un algorithme génétique auquel nous combinons des techniques de 
prévision de la demande et des pannes de disque durs pour ajuster, de manière 
autonome, le nombre et l 'emplacement des réplicas de données de sorte à garantir 
la disponibilité des données tout en tenant compte des fluctuations de performance 
dues à l'hétérogénéité des équipements de stockage et du trafic. 
À travers des simulat ions réalistes, nous constatons qu 'Heron, suivant plusieurs 
Xli 
scénarios de simulation ct en comparaison à d 'autres solutions ne tenant pas 
compte de l'hétérogénéité, présente en moyenne une différence de 4% pour le taux 
de violation en termes de disponibilité et de temps de réponse. En out re, Heron ré-
duit considérablement la quantité de réplicas créés et migrés au fil du temps ainsi 
que l'énergie totale consommée. Enfin, nous montrons également qu 'Heron induit 
une pénalité globale significativement moindre, suite aux violations en termes de 
disponibilité. 
Mots clés : Systèmes de stockage infonuagiques , disponibilité des données, tolé-




1.1 Mise en context e 
La création et le partage de l'information s'apparentent , de nos jours, à un phé-
nomène banal d 'un monde ult ra connecté à travers Internet . En effet, de façon 
quotidienne, un nombre considérable d 'individus s' instruisent, t ravaillent , commu-
niquent à travers les réseaux sociaux, et c. Puis , s 'a joute à cela qu'au cours de ces 
deux dernières décennies, en plus de la multiplication d 'équipements générateurs 
de contenus (t ext e, audio et vidéo) , nous assistons à une vulgarisation des moyens 
de stockage des données ainsi qu 'à une modernisation des réseaux de communi-
cations avec comme résultat, une explosion de données devenue aujourd 'hui la 
source de nombreux défis faisant l'objet de sérieuses études (Somasundaram et 
Shrivastava, 2009; Beath et al., 2012 ; Milligan et Selkirk, 2002). . 
D 'ailleurs, selon une étude réalisée par Gartner (Adams et Mishra, 2010) , on 
estime qu 'au niveau des centres de données, le défi majeur à surmonter consiste 
à gérer convenablement le volume exponent iel de données , cela bien avant les 
problématiques liées à la gestion de la performance et cl 'évolut ivité elu système. 
C'est sans cloute ce qui explique, que dès 2011 , plus de 62% des grandes ent reprises 
prévoyaient, clans un futur proche, d 'investir et de migrer leurs activités vers une 




On peut facilement comprendre cet engouement par rapport aux solutions de 
stockage infonuagique car la rentabilité économique ct la compétitivité des entre-
prises sont aujourd 'hui devenues fortement dépendantes , dans un environnement 
concurrentiel sans cesse plus acerbe, de leur capacité à accéder et traiter de façon 
fiab le et efficace leur données. Autrement dit , la disponibilité des données est de-
venue un aspect essentiel à l 'essor économique et au survie même des activités de 
1' entreprise (Doughty, 2000). 
La disponibilité est définie comme étant la probabilité qu'un système soit opéra-
tionnel à chaque fois que son utilisation est requise (Elsayed, 1996) , représentant 
de ce fait la proportion du temps pour laquelle un système est en état de marche. 
Pour témoigner de l'importance de la disponibilité des données pour les entre-
prises, une étude (ITG, 2016) indique que 87% des entreprises ayant subi , pour 
une quelconque raison, une perte d'accès à leur données pendant plus d'une se-
maine sont inévitablement tombées en faillite dans l'année qui suit . De même, une 
étude récente (Arnold , 2010) estime globalement le coût associé à l 'arrêt d 'un ser-
vice critique entre 84 000$ et 108 000$ par heure. Pire encore, on estime que pour 
25% des entreprises, les pertes dépassent plus de 500 000$ par heure (Sombers, 
2007) sans compter que selon Dunn et Bradstreet, plus de 59% des entreprises du 
Fortune 500 subissent une indisponibilité de service d'au moins 1,6 heures chaque 
semaine ; c'est-à-dire, l'équivalent d 'une perte annuelle de 46 000 000$ (Arnold, 
2010) . 
C'est donc sans surprise que les entreprises exigent désormais un respect strict 
de conditions d'accès aux données par l 'intermédiaire de contrats de garanties de 
qualité de service (service leveZ agreements - SLA) dans lequel la disponibilité oc-
cupe une place fondamentale du fait qu'une indisponibilité des données peut avoir 
,-------------- --- --------------
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des conséquences désastreuses, notamment une interruption de service, entraînant 
des pertes de revenues auxquelles s'ajoutent d'énormes dommages en termes de 
réputation. Tout cela se traduit potentiellement en une chute des prix des ac-
t ions de l'entreprise, en pertes d'utilisateurs, etc. (Somasundaram et Shrivastava, 
2009; Beecher et al., 2013). 
Au-delà des préoccupations relatives à la disponibilité des données, les défis liés 
à la gestion et au traitement de données dans un centre de stockage infonuagique 
sont également grandement amplifiés par des considérations légales, réglementaires 
et contractuelles (Somasundaram et Shrivastava, 2009) . À t itre d 'exemple, les ins-
titutions bancaires sont tenues par un cadre légale et réglementaire de maintenir 
de manière fiable et intègre leurs données sur une longue période d 'années (Soma-
sundaram et Shrivastava, 2009 ; Abadi , 2009) tout en maintenant des impératifs 
de qualités de service rigoureuse. En plus de cela, elles (les institutions bancaires) 
sont en possession de données plus ou moins sensibles limitant géographiquement 
les possibilités de stockage de données pour des raisons géopolitiques et géoéco-
nomiques. Ces contraintes se voient alors répercutées aux opérateurs de stockage 
infonuagique à qui on interdit de stocker/ répliquer certains types de données dans 
un centre de données situé dans un pays étranger. De même, on pourrait exiger 
d'un opérateur de stockage infonuagique qu'il conserve des données bien au-delà 
de la date d'accès final par le propriétaire des données occupant ainsi de l'espace 
de stockage . Tout cela , bien sûr , rend particulièrement difficile la tâche consistant 
à garant ir une disponibilité convenable des données. 
C'est donc clans ce contexte que les solutions de stockage infonuagique se sont 
imposées comme étant un paradigme de premier plan pour le stockage et la livrai-
son des données grâce à leur souplesse, en permettant effectivement de mutualiser 
et de simplifier les opérations informatiques grâce à la virtualisation . De même, 
les systèmes de stockage infonuagique représentent , pour les entreprises , une so-
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lution rentable à la fois d 'un point de vue économique ct opérationnelle grâce à 
son modèle de paiement à l'usage des ressources tout en permettant de déléguer 
les complexités opérationnelles liées à la gestion des données à un opérateur de 
stockage infonuagique (cloud stara ge provider - CSP). 
Dès lors, les CSP se voient confier à travers un SLA, la lourde tâche de garantir 
une disponibilité adéquate des données stockées. Dans cette perspective, les CSPs 
ont typiquement recours , entre autres techniques, à l 'utilisation de la réplication 
de données comme un moyen efficace d 'assurer les exigences SLA, notamment en 
termes de disponibilité et de temps d 'accès aux données dans leur systèmes. À 
titre d 'exemple, on peut citer Amazon S3, GFS (Ghemawat et al., 2003), HDFS 
(Shvachko et al., 2010) , etc. 
La réplication de données est une technique qui permet, à travers une démulti-
plication des sources d 'une donnée, d 'assurer la continuité des services dans un 
environnement prompt à de multiples et diverse défaillances (matérielles, logi-
cielles et humaines) . Étant l 'une des stratégies les plus utilisées dans un centre de 
données pour garantir la disponibilité (Con, 2014), le mécanisme de réplication de 
données a naturellement fait l'objet de nombreuse études dont l'objectif est d'ac-
croître la disponibilité et la fiabilité de systèmes complexes (Sun et al., 2012; Wei 
et al. , 2010; Lin et al., 2013a; Abad et al., 2011; Li et al., 2012; Goel et Buyya, 
2007) . Les réplicas de données sont alors employés comme moyen de récupération 
des données en cas de pannes, plus particulièrement des disques durs, préservant 
de ce fait, la disponibilité des données . Ils peuvent, également , servir à alléger la 
charge du trafic destiné vers certains disques durs avec pour objectif de réduire le 
temps d'accès aux données stockés. 
Dans ce cadre, le principal défi pour un CSP par rapport à la réplication de données 
consiste à déterminer, pour chaque bloc de données, le nombre et l 'emplacement 
7 
optimal des réplicas nécessaire à la satisfaction des exigences édictées par les SLAs. 
1.3 Problématique 
En dépit du fait que la réplication de données représente une technique efficace 
pour préserver la disponibilité des données dans un environnement propice aux 
défaillances, la réplication de données pose, dans le contexte du stockage info-
nuagique, de nombreuses problématiques pour les CSP qui auront la lourde t âche 
d 'apporter des solutions efficaces et rentables . 
D 'une façon générale, les données en provenance des clients du système de sto-
ckage infonuagique ont des caractéristiques d 'importance extrêmement variées, 
non seulement par rapport au fonctionnement des services des clients infonua-
giques mais également des contraintes légales , réglementaires , de t emps d 'accès , 
etc. 
À travers cet te étude, nous voulons mettre en exergue plusieurs problématiques du 
mécanisme de réplication de données dans le cadre d 'infrastructures de stockage 
infonuagique, et qui posent un obstacle à l 'accomplissement de l 'objectif consist ant 
à garantir les exigences SLA tout en considérant un aspect largement ignoré par 
les recherches actuelles, à savoir , l'hét érogénéité des équipements de stockage. 
La première problématique est que les pannes d 'équipements constituent une oc-
currence plus ou moins fréquente en raison de la grande échelle de l'infrastructure. 
Les pannes vonL des problèmes d 'énergies, des pannes de disques durs, en passant 
par des interruptions réseaux jusqu 'à l'erreur humaine. Autant d 'aspects qui ont 
des effet s non négligeables et qui peuvent provoquer une indisponibilité ou, pire , 
des pertes de données (Bonvin et al., 2010 ; Pinheiro et al., 2007) même en 
présence de réplicas de données. 
Dans le cadre de ce t ravail , nous focalisons notre attention sur les pannes de 
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disques durs ainsi que leurs effet s sur la disponibilité des données d 'autant plus 
que de nombreuses études (Pinheiro et al., 2007; Schroeder et Gibson , 2007; Vi-
shwanath et Nagappan , 2010; Sankar et al., 2013) concluent qu 'ils sont à l 'origine 
des pannes dans les centre de données (plus de 71% selon (Sankar et al. , 2013)). 
Une panne de disque dur a, par conséquent, une influence cruciale sur la disponi-
bilité des données puisque la disponibilité d 'une donnée dépend fortement de la 
disponibilité du disque dur le contenant . 
Au delà d 'être la cause principale de l'indisponibilité des données, le comporte-
ment pré-panne (Jailure behaviour ) des disques demeure également très complexe. 
C'est dans ce cadre que des travaux récents (Schroeder et Gibson , 2007; Pinheiro 
et al., 2007; Schroeder et Gibson, 2010) ont, en part iculier , mis l'accent sur le 
fait qu 'en réalité, les disques durs éprouvent des variations en termes de taux de 
pannes (Jailure rate) au fil du temps selon divers paramètres t els que l'âge, le t aux 
d 'utilisation, le modèle, et c. Cela entre nettement en contradiction avec l 'hypo-
thèse assez répandue selon laquelle le taux de panne des disques durs peut être 
considéré comme étant const ant ou encore modélisable selon une courbe baignoire 
( bathtub curve). Si bien que modéliser la disponibilité ou encore la fiabilité d'un 
disque dur suivant suivant une distribution exponentielle des pannes de disques 
devient invalide puisque le taux de pannes est variable au fil du temps. D 'ailleurs, 
sur ce point , une étude (Schroeder et Gibson, 2007) dénote qu 'il existe souvent 
un écart significatif (un facteur de 6 à 30) entre les valeurs de t aux de pannes 
constantes retenues et celles observées en réalité. Dans ces conditions, considérer 
une distribution exponentielle pourrait aboutir à quantifier de manière erronée la 
disponibilité (Sun et Han, 2001 ; Elerath, 2000 ; Shah et Elerath , 2005), entraînant 
de ce fait de mauvaises décisions pour garantir la disponibilité des données dans 
le cadre de la réplication de données . 
Au-delà de la variation du taux de pannes au fil du temps, il existe évidemment 
----------- -
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une hétérogénéité inhérente au niveau même des disques durs . En effet , il existe 
typiquement, au sein d'une infrastructure de stockage infonuagique, des milliers de 
serveurs contenant des disques durs dont les caractéristiques varient notamment en 
termes de capacité, d 'âge, de vitesse d'E/ S (c-à-cl entrée/ sortie), de consommation 
énergétique, de modèle, etc. (Boutaba et al., 2011; Backblaze, 2015). 
Cette hétérogénéité des caractéristiques est confirmée par l 'opérateur Backblaze 
dans son analyse de près de 50000 disques durs au sein d 'un infrastructure de 
stockage infonuagique réel. Effectivement, les disques durs provenaient de plus 
d 'une quinzaine de modèles avec des caractéristiques toutes aussi diverses. Par 
exemple, selon le modèle considéré, la capacité de stockage varie entre 1 à 4 TB, 
la puissance de consommation énergétique active entre 4.4 à 12 W , etc. (Backblaze, 
2015). 
En outre, (Sharma et al., 2011) expliquent qu 'une infrastructure de stockage 
homogène est pratiquement impossible d 'un point de vue économique au-delà du 
fait que cela rendrait le CSP trop dépendant d'un unique fabricant. 
Dès lors, si l'on tient compte de l 'hétérogénéité, un certain nombre d 'observations 
pertinentes se dégagent et doivent être prises en considération dans le cadre de la 
gestion de données clans un centre de données . 
En premier lieu , négliger l 'hétérogénéité des t aux de pannes ainsi que leur varia-
tion au fil du temps peut entraîner une mauvaise estimation de la disponibilité des 
données au fil du temps . Pour cette raison, le nombre de réplicas ainsi que leurs 
emplacements doivent , idéalement, non seulement t enir compte de la disponibilité 
même des disques durs récipiendaires mais également , pouvoir être dynamique-
ment réajustés (c-à-cl le nombre et les emplacements des réplicas) au gré des 
variations de taux de pannes des disques durs. 
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Un autre aspect à t enir en compte concerne la variabilité de la demande. En 
ce sens que les centres de données reçoivent typiquement des requêtes d 'accès à 
diverses ressources avec des niveaux de demande et d 'exigences en termes de per-
formance tout aussi variés (Zhang et al. , 2013 ; Zhang et al., 2011 ; Sharma et al., 
2011 ; Lin et al., 2013b; Boutaba et al., 2011). À partir de là, le CSP se retrouve 
régulièrement confronté à un dilemme selon lequel, il doit obligatoirement tra iter 
les requêtes d 'accès aux données d 'utilisateurs de manière à conjointement satis-
faire les impératifs des clients (c-à-cl rapidité de réponse, bas coût de traitement, 
et c. ) ainsi que ceux des CSP (c-à-cl efficience des ressources et de la consomma-
tion d 'énergie, coûts de traitement pour les opérations , et c.) (Dclimitrou et al., 
2011 ; Delimitrou et Kozyrakis, 2013). 
D 'autant plus que le t emps de réponse suite aux requêtes d'accès aux données a 
non seulement un impact direct sur la qualité de service des utilisateurs (Bauer 
et Adams, 2012) mais également un impact économique non négligeable. À ce 
propos, d 'après (Linden, 2006) , on observe une réduction de t rafic de l 'ordre de 
20% pour Google .com lorsque le t emps de réponse dépasse plus de 500 ms. De 
façon similaire, pour 100 ms en plus , le nombre d'achats sur Amazon.com diminue 
de 1%. 
Il es t donc essentiel, dans ce contexte, que les requêtes d 'accès aux données clients 
soient redirigées vers les emplacements contenant un réplica en t enant compte de la 
réalité liée à l 'hét érogénéité de leur capacité de traitement . En effet, un modèle de 
gestion des données qui ne tient pas compte de l 'hétérogénéité de performance des 
disques durs pourrait certes distribuer les requêt es d 'accès au niveau des emplace-
ments des réplicas de manière équitable. Toutefois , cette strat égie pose problème 
dans la mesure où certains disques durs, ayant des vitesse de t raitement E/ S dif-
férentes, peuvent ne pas être capables de traiter convenablement les requêtes dans 
les délais requis, entraînant ainsi des violations d 'exigences SLA. 
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Une dernière considération pour une stratégie de gestion de données dans un 
centre de données hét érogène consist e à prendre en compte les coûts liés à la 
gestion des données notamment au cours du processus de création, de migration 
et de suppression de réplicas de données. Dans le cadre de centre de données où 
l'infrastructure de stockage sous-jacente se caractérise par une hétérogénéité et 
une variabilité prononcées , assurer une stabilité des configurations afin d'éviter 
des opérations fréquentes de création et de migration de réplicas devient une 
nécessité ét ant donné qu 'un réplica se doit d 'être une copie exact e d 'une donnée 
en tout temps, nécessitant donc des opérations de synchronisation entre tous les 
réplicas. Autrement dit , toute opération de gestion effectuée sur un réplica doit 
être répercutée au niveau des réplicas restants, impliquant , de ce fait , un échange 
potentiellement important de données entre emplacements de réplicas qui peut 
potentiellement être à l'origine de dégradations de performances réseau en termes 
de latence ainsi qu 'une augmentation de la consommation de bande passante et 
de l 'énergie. En outre, il est important de noter que, typiquement , les réplicas 
nouvellement migrés ou créés ne sont accessibles qu 'une fois la synchronisation 
complète (Somasundaram et Shrivastava, 2009) . Dès lors, dépendant de la t aille 
des réplicas et en fonction des performances à la fois des disques durs impliqués 
et du réseau dans sa globalité, les opérations de gestion peuvent alors prendre des 
durées significatives durant lesquelles les conditions édictées par le SLA ne sont 
plus respectées . 
Pour ces raisons, nous estimons qu 'un système de gestion de réplicas dans un 
context e de centre de données à infrastructure de stockage hétérogène doit être 
pro-active. En ce sens qu 'il doit utiliser des outils de prédictions de la demande et 
de pannes de disques durs afin de tirer des t endances significatives permettant de 
décider la stratégie opt imale à appliquer , en fonction des variations de la demande 
ct de la disponibilité des disques durs. Par exemple, faudrait-il const amment ré-
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ajuster le nombre ct l'emplacement des réplicas pour garantir la disponibilité ainsi 
qu'un temps de réponse adéquat ou encore maintenir un nombre excédent de répli-
cas, en dépit d'une consommation énergétique accrue afin de maintenir la stabilité 
du système lorsque l'on détecte une recrudescence de la demande dans un futur 
proche. 
Tout au long de ce mémoire, nous nous évertuerons à répondre à ces interrogations. 
1.4 Méthodologie 
Dans le but d'évaluer la pertinence de notre platcfonnc de gestion de données 
dans un système stockage infonuagique hétérogène, nous définissons tout d'abord 
le fonctionnement de notre plateforme au sein de laquelle nous décrivons la manière 
dont les données sont, dans un premier temps, stockées et puis récupérées à travers 
des requêtes d'accès émises par les clients du système de stockage . 
Nous formulant> ent>uite analytiquement la problématique de la gestion des répli-
cas dans une infrastructure de stockage infonuagique hétérogène par un problème 
d'optimisation dont l'objectif est de minimiser les coûts de gestion des réplicas 
tout en portant une attention particulière à respecter les contraintes de disponi-
bilité et de temps de réponse suite à une requête d 'accès. On notera que dans 
le cadre de cette étude, nous partons de l'idée qu'il existe deux considérations 
importantes à prendre en compte. La première est que la sévérité des exigences en 
termes de disponibilité dénote également l'importance de ces données au.-x yeux de 
l 'utilisateur propriétaire des données. La deuxième concerne la stabilité globale du 
système. Ainsi, la solution proposée doit à la fois garantir que les données ayant 
des exigences SLA plus strictes soient satisfaites en priorité mais qu'également, 
elle (la solution) puisse sélectionner un schéma d'allocation de réplicas (c'est à 
dire, les emplacements ct le nombre de réplicas pour une donnée) tendant vers 
une solution proche de l 'optimal et stable au fil du temps en dépit du fait qu 'elle 
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ne l'est pas au présent. 
Une analyse de la complexité est ensuite faite afin de déterminer notamment la 
faisabilité de la problématique posée. À la suite de cela, nous présentons une 
heuristique basée sur un algorithme génétique avec pour objectif de trouver une 
stratégie de gestion de réplicas proche de l'optimal pour chaque donnée stockée 
clans l 'infrastructure de stockage infonuagique. 
La performance de notre solution est évaluée par comparaison avec deux stratégies 
alternat ives : une approche stat ique et une approche gloutonne. Dans la stratégie 
statique, nous nous focalisons à fixer le nombre et les emplacements de réplicas 
tandis que la stratégie gloutonne se préoccupe d 'optimiser les emplacements de 
réplicas. L'objectif de ces comparaisons étant de comprendre l'ét endue de l'impact 
de l'hétérogénéité sur la gestion de données. Autrement dit, jusqu 'à quel niveau 
d 'hétérogénéité peut -on se contenter d 'influer simplement sur le nombre ou/ et les 
emplacements de réplicas? Suffirait-il simplement d 'ajouter de nouveaux réplicas 
pour combler les défis qu 'apportent l'hétérogénéité des équipements de stockage 
clans l 'infrastructure de st ockage infonuagique? 
À notre connaissance, il n 'y a pas encore d 'études similaires clans la littérature. 
1.5 Contribut ion ct organisat ion du mémoire 
L'objectif de cc mémoire est de traiter la problématique de la gestion des don-
nées clans un centre de données ayant une infrastructure de stockage hétérogène 
en prenant en compte les considérations d 'hét érogénéité de la demande et des 
caract érist iques de disques durs, notamment des t aux de pannes , de capacité de 
stockage, de vitesse cl 'E/ S (ent rée/ sort ie) , ent re autres. Dans ce cadre, nous pré-
sentons un platcforme de gestion de réplicas qui exécute en son sein l 'algorithme 
Heron (HEteROgeN eous-aware replica managem ent ) qui se base sur un algorithme 
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génétique et qui prend en considération la variation de la charge de trafic ct des 
caract éristiques de disques durs au fil du t emps avec comme objectif de satisfaire 
les exigences SLA en termes de disponibilité et de temps d 'accès aux données 
tout en minimisant la consommation d 'énergie. En somme, la contribution de ce 
mémoire consiste à : 
1. Décrire l 'état de l'art de la modélisation de la disponibilité dans le context e 
de la réplication de données. Nous parlerons des t ravaux: existants a insi que 
des caract éristiques p ertinentes ayant trait à l'hét érogénéité, la prévision des 
pannes de disques durs et de t r afic et des modèles de gestion des données 
dans le stockage infonuagiquc. 
2. Formuler une étude analytique t enant compte de l'hétérogénéité afin de satis-
faire diverses contraintes de disponibilité et de temps d 'accès dans le context e 
de la réplication de données dans un centre de données. Nous analysons en-
suite la complexité du problème en t ermes de temps de calcul pour prouver 
qu 'il s'agit d 'un problème NP-difficile, dont on conjecture qu 'il n 'existe pas 
d 'algorit hmes exécutables par une machine déterministe en un t emps rai-
sonnable. 
3. Proposer un nouveau mécanisme de gestion de données que nous appelons 
Heron, tenant compte des contra intes identifiées lors de l 'analyse analytique 
avant de fournir des résultats d 'expérimentation . Nous comparons la solu-
tion proposé, Heron , avec deux solutions qui ne t iennent pas compte de 
l'hétérogénéité des équipements de st ockage, notamment en t ermes de taux 
de pannes : une approche st atique ainsi qu 'une approche gloutonne. Ces 
dernières se différencient par l 'aspect (le nombre ou l'emplacement) dont ils 
se préoccupent principalement . 
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On notera la publication suivante comme étant pertinente à ce mémoire : 
M. Dieye, M. F . Zhani and H. Elbiaze, 11 0n Achieving High Data Availability in 
Heter-ogeneous Cloud Stomge Systems 11 , In 2017 IFIP / IEEE International Sympo-
sium on Integrated Network Management (IM). 
Une extension de ce précédent t ravail est en cours et vise à adapter , dans notre 
plateforme de gestion de réplicas, plusieurs solutions existantes de gestion de ré-
plicas. De plus, nous tirons avantage, dans ce futur travail, de données fournies 
par Backblaze, plus récentes et complètes en relation avec les pannes de disques 
durs. 
Le présent mémoire sera organisé comme suit : 
Nous commençons par discuter , au chapitre II , des notions relatives au concept de 
modélisation de la disponibilité. Dans ce contexte, nous dét aillons les interactions 
entre les concepts de fiabilité, de maintenabilité et de disponibilité. Nous différen-
cions alors la disponibilité instantanée de celle asymptotique. À partir de là, nous 
discut ons d 'une formulation de la disponibilité instantanée capable de prendre en 
compte les variations des taux de pannes . 
En ayant posé les bases de notre analyse, nous présentons au chapitre III les 
différents travaux dans la littérature pertinents à notre étude. Notamment , nous 
parlons des t ravaux concernant la caract érisation ainsi que les t echniques de pré-
vision des pannes de disques durs. Nous concluons ce chapit re en discutant des 
t ravaux qui t raitent de la réplication de données dans le contexte d 'un environne-
ment infonuagique. 
Le chapitre IV est consacré à la présentation générale de notre plat eforme de 
gestion. Au chapitre V, nous formulons analytiquement le problème de la gestion 
des réplicas clans le cadre d 'une infrastructure de stockage infonuagique hétérogène 
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avant de proposer une analyse de la complexité du problème dans laquelle nous 
établissons que notre problème est NP-difficile, justifiant de ce fait l 'ut ilisation 
d 'une heuristique que nous détaillons également au chapit re V. 
Au chapit re VI , nous évaluons les performances de notre solut ion en la comparant 
avec une approche statique et une approche gloutonne. Dans ce même chapit re, 
nous analysons les résultats de cette évaluation. Nous fournissons enfin nos conclu-
sions au chapit re VII. 
CHAPITRE II 
GÉNÉRALITÉS SUR LA MODÉLISATION DE LA DISPONIBILITÉ 
Afin de mieux cerner les contours de notre problématique, nous présentons à tra-
vers ce chapitre les propriét és notables ayant t rait à la modélisation mathématique 
ainsi qu 'à la gestion de la disponibilité avec comme objectif de pouvoir prendre 
les meilleures décisions en termes de réplication de données. 
2.1 Définition 
La disponibilité est définie comme ét ant la probabilité qu'un système soit opéra-
tionnel à chaque fo is que son utilisation est requise (Elsayed , 1996). Elle constitue 
ainsi l 'un des indicateurs clés de performance d 'un système de stockage infonua-
gique, indiquant la fréquence à laquelle un système est en état de fonctionnement 
et permet , en outre, de renseigner sur la rentabilité du système à la fois pour l'opé-
rateur de stockage infonuagique qui cherche à éviter de payer des pénalités suite à 
une incapacité à satisfaire une exigence SLA mais également pour les clients dont 
la rentabilité économique dépend de la continuité de leurs services. 
P ar définition, le concept de disponibilité combine, en son sein, les concepts de 
fiabilit é et de maintenabilité , quant ifiant respectivement la durabilit é et la quantité 
de maintenance/ réparations envisageable pour la durée de vie du système. 
Dans ce cadre, il convient alors de définir au préalable les notions de fiabilité et 
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d e  m a i n t e n a b i l i t é  p o u r  m i e u x  c o m p r e n d r e  l a  m o d é l i s a t i o n  d e  l a  d i s p o n i b i l i t é .  
2 . 2  N o t i o n s  d e  b a s e  
•  F i a b i l i t é  
L a  f i a b i l i t é  e s t  l a  p r o b a b i l i t é  q u ' u n  p r o d u i t  o u  s e r v i c e  f o n c t i o n n e  a d é q u a t e m e n t  
e t  s a n s  p a n n e  d u r a n t  u n e  p é r i o d e  d e  t e m p s  s p é c i f i é e  ( E l s a y e d ,  1 9 9 6 ) .  
D ' u n  p o i n t  d e  v u e  m a t h é m a t i q u e ,  l a  f i a b i l i t é  s e  d é f i n i t  s e l o n  u n e  v a r i a b l e  a l é a t o i r e  
X  ~ 0  d é n o t a n t  l e  t e m p s  é c o u l é  a v a n t  l a  p a n n e  d e  l ' é q u i p e m e n t  ( E l s a y e d ,  1 9 9 6 ) .  
L a  f i a b i l i t é  à  u n  t e m p s  t ,  n o t é e  R ( t ) ,  s ' e x p r i m e  a l o r s  c o m m e  u n e  f o n c t i o n  d e  
r é p a r t i t i o n  c u m u l a t i v e  d é f i n i e  p a r  :  
R ( t )  =  P { X  >  t } ,  t  >  0  
( 2 . 1 )  
C e t t e  f o r m u l e  r e p r é s e n t e  l a  p r o b a b i l i t é  d ' u n  é q u i p e m e n t  à  f o n c t i o n n e r  c o n v e n a -
b l e m e n t  a u - d e l à  d u  t e m p s  t  p r é d é f i n i .  
M a r c h e  
P a n n e  
- - - - - _ ) . -
" (  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ~ 
P (  X >  t )  
F i g u r e  2 . 1  I l l u s t r a t i o n  d e  l a  f i a b i l i t é  d ' u n  é q u i p e m e n t  n o n  r é p a r a b l e .  
D e  m a n i è r e  a n a l o g u e ,  l ' é t a t  d e  p a n n e  d ' u n  é q u i p e m e n t  s e  d é n o t e  é g a l e m e n t  à  
t r a v e r s  u n e  f o n c t i o n  d e  r é p a r t i t i o n  c u m u l a t i v e  d e  p a n n e s  F ( t ) ,  m u t u e l l e m e n t  e x -
c l u s i v e  a v e c  R ( t )  d e  s o r t e  q u e  :  
F ( t )  +  R ( t )  =  1 ,  t  >  0  
( 2 . 2 )  
O n  p e u t ,  d è s  l o r s ,  d é f i n i r  l a  d e n s i t é  d e  p r o b a b i l i t é  d e  p a n n e s  f ( t )  e t  d é r i v e r  l e s  
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formulations suivantes reflét ant les relations mathématiques entre la fiabilité et la 
probabilité du temps avant une panne : 
R(t) = 1- F (t) = 1- 1t f (x )dx 




À partir des relations précédentes, la probabilité qu 'un équipement tombe en 
panne dans un intervalle de temps [t , t + 6-t] en fonction de la fiabilité R(t) est 
exprimée par la relation suivante : 
t +b..t j t f(t) dt= R(t)- R(t + 6-t) (2 .5) 
Ces relations nous permettent de mettre en évidence la corrélation entre la fiabilité 
et la fréquence d 'occurrences de pannes d 'un équipement encore appelée taux de 
pannes. 
• Taux de pannes 
Le taux de pannes >.(t) indique, pour l 'équipement considérée la fréquence d 'oc-
currence de pannes pour un intervalle de t emps [t , t + 6-t] (Elsayed , 1996). 
Il se définit alors comme étant la probabilité conditionnelle qu'une panne survienne 
en une unité de t emps dans l'intervalle considéré, avec comme condition qu'une 
panne ne soit survenue pas antérieurement au t emps t : 
>.(t) = P{t < X~ t + 6-t 1 X > t} 
6-t (2.6) 
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À(t ) = P{t <X::; t + llt } 
llt · P{X > t} 
1 j i+iH 
/\ (t) = llt R(t) t j(t) dt 





Le t aux de panne instantané, c'est à dire le taux de pannes à un inst ant t précis, 
est déduit à travers la relation suivante : 
À(t ) = lim R(t) - R(t + llt) = _1_ [ _ dR(t) ] 
L'. H O llt R(t) R(t) dt (2.10) 
Nous ét ablissons alors les relations suivantes ent re la fiabilité, le t aux de pannes 
et la probabilité de pannes . Ainsi, en t enant compte de la relation 2.4 nous avons 
(Elsayed , 1996) : 
À(t) = j(t) = _1_ [dF(t)] 
R(t ) R(t ) dt (2 .11) 
R(t) = e- f~ >. (x) dx = 1 - 1t À(x) dx (2.12) 
• Maintenabilité 
La maintenabilité est un concept faisant référence à la capacité de maintenir le 
fonctionnement ou de réparer l'équipement en accord avec les condit ions de fonc-
t ionnement et d 'intervalle de temps limite définies. 
De façon identique à la fiabilité, supposons une variable aléatoire Y 2 0 dénotant 
le t emps nécessaire pour réparer un équipement ou service. Nous définissons alors 
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la fonction de répartit ion cumulative du temps de réparation M(t) comme étant : 
M(t) = P{Y S t}, t > 0 (2. 13) 
En prenant la densité de probabilité du temps de réparation m(t) d 'un équipement 
dans un intervalle de temps [t, t+ .t:.t], m(t) , nous dérivons les relations suivantes: 
Jt+6t M(t) = t m(t) (2.14) 
j ·t+6t t m(t) = M(t + .t:.t) - M(t) (2 .15) 
Le taux de réparations 11(t) peut se définir comme étant la probabilité qu 'un 
équipement ou service, tombé en panne à partir de t, puisse être réparé avant 
t + .t:.t : 
( ) l ' p { t < y s t + .t:.t 1 y > t} 11t = zm 
6t- >0 .t:.t 
m(t) (2. 16) 
1- M(t) 
Après avoir résumé les concepts fondamentaux de fiabilité, de t aux de pannes 
et de maintenabilité, nous pouvons dès lors discuter de la modélisation de la 
disponibilité dans ce qui suit. 
2.3 Modélisation de la disponibilité 
La disponibilité part du principe que les équipements/ services peuvent être réparés 
vers un état fonctionnel après l'occurrence d 'une panne. À ce t itre, elle représente 
un indicateur de performance plus réaliste d'un système tel que celui du stockage 
infonuagiquc. En somme, maintenir la disponibilité d'un équipement sc résume à 
deux aspects : Le premier consiste à s'assurer que l'équipement ne tombe pas en 
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panne aussi longtemps que possible. Le deuxième étant de réparer l 'équipement 
aussi rapidement que possible. 
Une approche habit uellement ut ilisée pour modéliser la disponibilité est le proces-
sus de renouvellement ( ren ewal process ) (Elsayed , 1996) . En résumé, un processus 
de renouvellement a pour but de décrire la fréquence d 'occurrence d 'un phénomène 
(par ex . une panne) du syst ème et se décrit comme étant une alternance de sé-
quences d 'états (par ex. état de panne et état de fonctionnement ) telle qu 'illustrée 
par la figure 2.2. 
Formellement , un processus de renouvellement est défini comme ét ant une sé-
quence illimitée de variables aléatoires posit ives, indépendantes et ident iquement 
distribuées dans lequel on considère que le système est réparé à neuf (renouvelé) 
ent re chaque séquence. 
T(t) 
A(t) =- R(t) 
------ - ---- -+ 
T; D· 1 
----- --- ----)> 
X; 
0 
Figure 2.2 Un processus de renouvellement. 
Dans le cadre de la disponibili té, nous considérons ~ comme étant la ie période 
de fonctionnement et Di, la ie période de panne où s'effectue en parallèle des 
opérations de réparation. Nous avons pour chaque période i = {1 , 2 ... , t}, une 
séquence de variables aléatoires X i = ~+ Di que nous illustrons à la figure 2. 2. 
À présent, considérons Ti avec i = {1 , 2, ... , t}, une variable aléatoire posit ive, indé-
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pendante ct identiquement distribuée avec une fonction de répartition cumulative 
W(t ) et une densité de probabilité w(t) . De façon similaire, nous définissons pour 
Di 1 i = {1 , 2, .. . , t} , une variable aléatoire positive, indépendante et identique-
ment distribuée avec une fonction de répartition cumulative G(t) et une densité 
de probabilité g(t) . P ar transitivité, X i avec i = {1, 2, ... , t} est également posi-
tive, indépendante ct identiquement distribuée. xi avec i = { 1) 2, ... ) t} étant la 
somme de deux variables aléatoires indépendantes, nous avons par le théorème de 
convolution , j(t) la densité de probabilité associé à X i comme étant la convolution 
entre w et g t elle que : 
] (s ) = 'ÛJ (s) g(s) (2.17) 
Il est alors possible de catégoriser l'ét at de fonctionnement d 'un équipement selon 
deux cas de figures (Elsayecl , 1996) : 
Pour le premier cas , l'équipement n 'est jamais tombé en panne dans l'inter-
valle [0 , t], correspondant alors à la définition de la fiabilité R(t) . 
- Le second cas correspond à celui où l 'équipement est en état de fonction-
nement de nouveau après avoir été réparé à un t emps x 1 0 < x < t. La 
disponibilité équivaut alors à la probabilité J~ R(t - x) m (x ) dx . 
Combinant ces deux probabilités, la disponibilité est alors définie par la relation 
suivante (Elsayed , 1996) : 
A (t) = R(t ) + 1t R (t- x) m (x ) dx (2.18) 
avec m (x ) représentant la fonction densité de probabilité du processus de renou-
vellement elu syst ème. 
Cet te équation sc résout en appliquant la transformée de Laplace (Elsayccl , 1996) : 
Â(s) = R(s) [1 + m(s)J (2.19) 
Â _ R(s) 
(s) - 1 - w(s)g(s) (2.20) 
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avec 
rh(s) = w(s)g(s) 
1- w(s)g(s) (2.21) 
En rappelant que W(t) représente la fonction de répartition cumulative dénotant 
les périodes d 'états de fonctionnement du système, on a alors par définition : 
R(t) = 1- W(t) (2.22) 
Par application de la t ransformée de Laplace, on obtient alors : 
R(s) = 1- w(s) 
s 
(2.23) 
En réécrivant l 'équation 2.20 en tenant compte de l'équation 2.23 , on obtient : 
A 1- 'w(s) 
A ( 8 ) = ---::s [-1 -w-:-( s-'-)§'--:-( s-:-:-)] (2.24) 
Nous aurions obtenu la disponibilité instantanée A(t) en effectuant une transfor-
mée de Laplace inverse. Cependant, une expression analytique de la transformée 
de Laplace inverse est difficile à obtenir . C'est pour cette raison que l'on se tourne 
souvent vers des solut ions numériques ou des méthodes d'approximations avec des 
conditions particulières pour déterminer la disponibilité instantanée A(t) . 
La disponibilité instantanée se définit comme étant la probabilité qu 'un système 
soit opérationnel à un instant t ponctuel. D'un autre côté, la disponibilité asymp-
totique est définie comme étant la probabilité qu'un système soit disponible en 
considérant une période de temps t rès large (Elsayed, 1996) . L' avantage est que 
l 'on peut aisément obtenir une solution analytique et par conséquent, est fréquem-
ment utilisée dans l'analyse de la disponibilité de nombreux systèmes. 
En effet , en partant de l'équation 2.24, nous obtenons la disponibilité asympto-
tique As en posant : 




En t ransposant dans le domaine laplacien et en appliquant le théorème de la valeur 
finale, nous avons : 
A .. = lim sÂ(s) 
s-tO 
(2.26) 
Selon la définition du transformée de Laplace, nous avons : 
w(s) = 1= e-st w(t) dt (2.27) 
En considérant s très petit (en d 'aut res termes t très grand), alors nous avons 
e-st ~ 1 - st telle que : 
w(s) = 1= (1- st) w(t) dt (2.28) 
Si nous considérons une distribution exponentielle pour w( t) and g( t), nous déri-
vons alors : 
1û(s) = 1- ~ 
À 
(2.29) 
où À représente le t aux de pannes du système. De façon similaire, nous avons : 
.iJ(s) = 1- ~ 
f1 
avec ft , le taux de réparations du système. 
(2.30) 
Dès lors, nous pouvons reformuler la disponibilité asymptotique comme suit : 
1 
As= 1 À 1 
:x:+~ 
(2.31) 
En dénotant t par le temps moyen de pannes MTTF (mean ti me ta fa ilur-e) et ~ 
par le temps moyen de réparations MTTR (mean time ta r-epair), nous retrouvons 
la formulation usuelle de la disponibilité asymptotique : 
A _ MTTF 
s - MTTF+MTTR (2.32) 
En somme, la disponibilité asymptotique décrite ici s'appuie sur l 'hypothèse selon 
laquelle le taux de pannes durant le cycle de vie du système est constant . En pra-
tique, cette hypothèse suscite beaucoup de critiques et a été largement réfutée à 
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travers des études récentes (Schroeder ct Gibson, 2007; Schroeder et al., 2010; Pin-
heiro et al., 2007; Elerath, 2000; Elerath et Shah, 2004). En réalité, le taux de 
pannes de::> équipements pertinents du système de ::>tockage infonuagique exhibe 
une variation au fil du temps selon les références (Pinh iro et al., 2007; Schroeder 
et Gibson, 2007). Par conséquent, supposer une disponibilité asymptotique sim-
plifie excessivement l'analyse de la disponibilité en sous-estimant la disponibilité 
réelle face aux variations de taux de pannes au fil du temps (Sun et Han, 2001). 
Il devient ainsi critique, dans le cadre d'un système de stockage infonuagique, 
de pouvoir déterminer la disponibilité instantanée pour assurer une satisfaction 
continue des exigences SLA. 
Dans le cadre de ce travail, nous calculons la disponibilité instantanée en nous 
basant sur les travaux de (Sun et Han , 2001) qui fournit une approximation de 
la disponibilité instantanée tenant compte de la variation des taux de pannes . En 
effet, ces auteurs partent du principe selon lequel une variation notable du taux de 
pannes n'est observable que sur une période de temps assez large (par ex. annuel 
ou mensuel). À ce titre, on peut raisonnablement supposer, pour des périodes de 
temps moins large (par ex. quelques semaines ou quelques mois), que le taux de 
pannes varie peu, et par conséquent peut être considéré comme constant. 
Ainsi, ils considèrent un système avec un taux de pannes en escalier où le taux de 





t > h 
En combinant les équations 2.11 et 2.12, on déduit la fonction d 'nsité de proba-
bilité f(t) comme suit : 
{
Ào f(t) = 
Àl 
(2.34) 
2 7  
P a r  g é n é r a l i s a t i o n ,  n o u s  r e f o r m u l o n s  l e s  é q u a t i o n s  2 . 3 3  e t  2 . 3 4  t e l l e  q u e  :  
{
À o  
À =  
À i - 1  
t  " 5 :  h l  
( 2 . 3 5 )  
h i - l  <  t  " 5 :  h i ,  i  >  1  
f ( t )  =  {  À o  .  
À i - 1  
e - > - o t  
t  " 5 :  h l  
( 2 . 3 6 )  
.  a i - l  .  e - > - i - 1  .  ( t - h ; - 1 )  
h i - l  <  t  " 5 :  h i ,  i  >  1  




=  e - > - o h 1  
a i =  a i - l  .  e - > - i - 1  ·  ( h ; - h ; _
1
)  
t  " 5 :  h l  
( 2 . 3 7 )  
h i - l  <  t  " 5 :  h i ,  i  >  1  
E n  o u t r e ,  o n  c o n s i d è r e  é g a l e m e n t  q u e  l e  s y s t è m e  p e u t  ê t r e  r é p a r é  s o u s  u n  t e m p s  
c o n s t a n t .  D a n s  l e  c a d r e  d ' u n  i n f r a s t r u c t u r e  d e  s t o c k a g e  i n f o n u a g i q u e ,  c e t t e  h y -
p o t h è s e  e s t  r a i s o n n a b l e  d ' a u t a n t  p l u s  q u e  s e l o n  ( S c h r o e d e r  e t  G i b s o n ,  2 0 0 7 ) ,  l e  
t e m p s  m o y e n  n é c e s s a i r e  p o u r  l a  r é p a r a t i o n  d e  t o u t  t y p e  d e  p a n n e s ,  p e u t  e n  p r a -
t i q u e  ê t r e  e s t i m é  à  6  h e u r e s .  A i n s i ,  e n  c o n s i d é r a n t  u n  t a u x  d e  p a n n e s  e t  u n  t a u x  
d e  r é p a r a t i o n s  c o n s t a n t  p o u r  u n  i n t e r v a l l e  d e  t e m p s  s u f f i s a m m e n t  p e t i t  ( p a r  e x .  
j o u r s ,  m o i s ) ,  ( S u n  e t  H a n ,  2 0 0 1 )  m o d é l i s e n t  l a  d i s p o n i b i l i t é  e n  u t i l i s a n t  u n e  c h a î n e  
d e  M a r k o v  n o n - h o m o g è n e .  
À D  
) . 1  
F i g u r e  2 . 3  I l l u s t r a t i o n  e l u  m o d è l e  d e  M a r k o v  d ' u n  s y s t è m e  r é p a r a b l e .  
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Pour t ~ h1 , considérons un système de Markov avec un t aux de pannes .>.0 ct un 
t aux de réparations /1 · On dénote alors deux ét ats, mutuellement exclusifs, pour 
le système : un ét at de fonctionnement S0 et un ét at de panne 8 1 . 
Les ét at s de transitions du système à l 'instant t + 6.t sont alors définis comme 
suit : 
Po (t + 6.t) = [1 - Ào 6.t] · P0 (t) + 11 6.t P1(t) 
P1 (t + 6.t) = [1- 11 6.t] · P1(t) + Ào 6.t P0 (t) 
Par dérivation, nous avons : 





En supposant que le système soit initialement en ét at de marche, les équations 
ci-dessus peuvent être résolues en appliquant la t ransformée de Laplace : 
s · Po(s) - Po(O) = - À0 Pa( s) + 11 P1(s ) (2 .42) 
(2.43) 
À partir de l 'équation 2.43 , nous dérivons la suivante : 
(2.44) 
En combinant les équations 2.42 et 2.43, nous avons : 
R () s+ /1 0 8 
= s · ( s + Ào + 11 ) (2.45) 
P ar décomposition en fractions part ielles, nous reformulons l 'équation 2.45 comme 
suit : 
____~!:___ ~ 
Pa(s ) = Ào+/1- + Ào+/1-
s s + Ào + 11 (2.46) 
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En appliquant la transformée de Laplace inverse nous obtenons la disponibilité 
instantanée pour t ::::; h1 : 
Pa(t) = A(t) = À 1-l + À Ào . e - (Ào+J.L) t 
o+J-l o+J-l 
(2.47) 
De manière analogue, pour un intervalle de temps hi- l < t ::::; hi 1 i > 1, nous 
obtenons la disponibilité telle que : 
(2.48) 
En combinant les équations 2.47 ct 2.48, nous retrouvons la formulation de la 
disponibilité instantanée proposée par (Sun et Han , 2001) : 
A(t) = 
_J.L_ + [A(h) - -~-· e - (À;+J•}(t-h;} ] À, + J.L ' À;+J.L 
(2 .49) 
Il est important de noter que l'on peut accroître la précision de l 'estimation de 
la disponibilité instantanée en réduisant les intervalles de t emps où les taux de 
pannes varient (Sun et Han, 2001) . 
La formulation présentée ci-dessus a l'avantage de prendre en compte la variation 
des taux de pannes au fil du temps tout en proposant une expression analytique 
simple de la disponibilité instantanée, en supposant raisonnablement que le taux 
de pannes et le taux de réparat ions peuvent être considérés comme étant constant 
pour un intervalle de temps moins large. 
Dans la mesure où la solut ion que l'on propose s'inspire d'un algorithme géné-
t ique (détaillé au chapitre 5), nous calculons de manière fréquente une fonction 
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d 'évaluation afin d 'évaluer la qualité d 'une solution potentielle. Ainsi, disposer 
d 'une expression simple mais néanmoins suffisamment précise est essentiel pour 
l 'efficacité de notre système. 
Évidemment , la formulation met également en exergue l'importance du taux de 
pannes ainsi que la variation de celui-ci dans la valeur calculée. Ainsi , dans le 
contexte d 'une infrastructure de stockage infonuagique avec des disques durs , ré-
cipiendaires des données et hétérogènes du point de vue du taux de pannes, cela 
a une influence non-négligeable sur la disponibilité des données. 
Pour ces raisons, nous exploitons cette formulation dans le cadre de la solution 
que nous présentons dans ce travail. 
Dans le contexte de la réplication des données, garantir la disponibilité des données 
consiste à dupliquer un équipement en plusieurs instances et à les faire fonction-
ner en parallèle de sorte qu 'une instance puisse prendre le relais dès lors qu 'une 
panne se produit . Ainsi, la disponibilité d 'un système en configuration parallèle se 
détermine en calculant la probabilité qu'au moins une copie du système soit fonc-
tionnel. Pour cela, dénotons par As, la probabilité qu 'un système soit indisponible. 
Nous avons alors : 
(2.50) 
En d 'autres t ermes, le système n 'est indisponible que si tous les équipements copies 
le sont également. Étant mutuellement exclusive, la disponibilité peut être déduite 
de l 'indisponibilité comme suit : 
(2.51) 
En supposant que les équipements soient indépendants, nous avons alors la dis-
ponibilité d'un système composé de plusieurs équipements fonctionnant en mode 
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parallèle comme suit : 
(2 .52) 
n 
As = 1- IJ P(ei ) (2.53) 







P ar ailleurs, il es t également important de noter que la disponibilité d'un système 
est généralement décrite à travers le nombre de 11 9 11 obtenus ou par un qualificatif 
dénotant la criticité elu système ainsi que l'étendue de la durée d 'indisponibilité 
envisageable (Bauer et Adams, 2012) que nous présentons dans le tableau 2.1. 
En effet , au-delà elu fonctionnement ou non du syst ème, la disponibilité consti-
tue également une métrique quantifiant l'importance du système par rapport à 
l'accomplissement d 'une tâche. Ainsi, selon (Bauer ct Adams, 2012 ; FAA-HDBK-
006A, 2008) , on peut distinguer t rois niveaux de cri t i cité : 
- Usuel (99%) : l'indisponibilité elu système a un impact mineur clans l'accom-
plissement de la. t âche considérée . 
- Essentiel (99.9%) : l'indisponibilité a un impact significatif quant à l 'exécu-
tion de la. t âche . 
- Crit ique (99 .999%) : l'indisponibilité mettrait de façon inacceptable en clan-
ger la matérialisation de la t âche considérée . 
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Quant. de 9 Qualification Indispo. Indispo. au Signification 
1 (%) du système à l'année mois (min.) pratique 
(min.) 
1 1 90 Disponibilité 52 596 4 383 Indisponibilité 
non maîtrisée de 5 se-
maines par 
an 
2 1 99 Disponibilité 5 259 438.3 Indisponibilité 
maîtrisée de 4 jours 
par an 
3 1 99.9 Disponibilité 525.9 43.83 Indisponibilité 
bien maitri- de 9 heures 
sée par an 
4 1 99.Q9 Tolérant aux 52 .6 4.38 Indisponibilité 
pannes de 1 heure 
par an 
5 1 99.999 Hautement 5.26 0.44 Indisponibilité 
disponible de 5 minutes 
par an 
6 1 99.9999 Très haute- 0.53 0.04 Indisponibilité 
ment dispo- de 30 se-
nible condes par 
an 
7 1 99.99999 Ultra dispo- 0.05 - Indisponibilité 
nible de 3 secondes 
par an 
Tableau 2.1 Degrés de disponibilité d'un système. (GR-2841-CORE, 1994) 
CHAPITRE III 
REVUE DE LITTÉRATURE 
La gestion des réplicas au sein d'une infrastructure de stockage a suscité beaucoup 
d 'att ent ion clans la littérature. Les travaux effectués en ce sens se sont typiquement 
fo calisés à résoudre divers aspects liés au bon fonctionnement et à la rentabilité 
économique et énergétique des systèmes de stockage tels que l'amélioration de la 
disponibilité, de la fiabilité, de la cohérence des données ou encore la minimisation 
de la consommation d 'énergie et de l'espace de stockage utilisée par la réplication. 
À travers ce chapitre, nous récapitulons brièvement les contributions antérieures 
qui sont liées aux aspects pert inents à notre étude. Plus précisément , nous nous 
intéressons aux travaux qui ont trait à la caractérisation et à la prévision des 
pannes de disques durs ainsi qu'à la gestion des réplicas de données clans le cadre 
d 'une infrastructure de stockage infonuagique hétérogène. 
3.1 Caractérisation et prévision des pannes de disque 
Les pannes de disque durs ont été rapportées comme étant l'une des causes ma-
jeures d 'indisponibilité des données et, au pire des cas, des pertes de données 
(Pinheiro et al., 2007; Schroeder et Gibson, 2007). En conséquence, la caracté-
risation des pannes de disques durs a retenu l'attention de nombreux travaux de 
recherche (Pinheiro et al., 2007; Schroeder et Gibson, 2007; Li et al., 2014; Zhu 
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et al. , 2013). À cc t itre , (Schroeder et Gibson, 2007) observent que le t aux de 
pannes des disques durs s'accroît au fil du temps avec un t aux de remplacement 
variant communément ent re 2% à 4%, atteignant même pour cer tains systèmes 
jusqu'à 13%. De plus, ils observent également que le comportement pré-panne 
(i.e., variation des taux de pannes) variait au niveau même des disques durs de 
modèles similaires en fonction de paramètres ct des condit ions de fonctionnement 
t els que la t empérature ou encore le volume de t rafic. 
Allant dans cc sens, (Vishwanath ct Nagappan, 2010) confirment à travers leur 
recherche la place prépondérante des pannes de disques durs au sein d 'un infra-
structure infonuagique. Ainsi, ils observent que les pannes de disques durs repré-
sentaient 78% des pannes à la source des pannes de serveur ou d 'interrupt ion de 
services. En outre, ils remarquent également que les serveurs ayant auparavant 
subi une panne sont davantage prédisposés à des pannes ult érieures dans un futur 
proche. 
(Ford et al. , 2010) analysent en détail une variété de paramètres systèmes pouvant 
provoquer une indisponibilité de données dans une infrastructure de stockage ap-
partenant à Google. Bien que reconnaissant que les pannes de disques durs peuvent 
êt re à l 'origine de pertes de données, ils est iment que le plus grand obst acle à la 
disponibilité sont les explosions de pannes (.failure burst ) qu'ils définissent comme 
étant un intervalle de t emps durant lequel sc produit quasi simultanément un 
grand nombre de pannes d 'équipements. 
Dans leur t ravaux, (Pinheiro et al., 2007) constatent, après avoir groupé les 
disques durs selon leur âge, que les t aux de pannes annuels variaient en moyenne 
entre 1.7% et 8.6%. Ils pointent également dans 1 ur étude la forte corrélation qui 
p eut exister entre certains at t ributs S.M.A.R.T (Se lf-Monitoring, Analysis and 
R eporting Technology) et les pannes de disques durs. S. M. A.R.T est un méca-
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nismc de supervision de divers paramètres afin de diagnostiquer et détecter les 
défaillances mécaniques des disques durs. 
P artant de ce constat, de récentes études (Li et al. , 2014; Zhu et al., 2013) 
se sont fo calisées sur des modèles de prédiction de pannes de disques durs sur 
la base de leurs attributs S.M.A.R.T non seulement capable d'atteindre un taux 
de prédiction t rès élevé mais également un niveau de faux posit ifs très bas. Plus 
précisément, (Li et al., 2014) présentent une approche utilisant, dans un premier 
temps, un arbre de classification permettant de prédire la panne d 'un disque dur. 
Dans un second temps , ils s 'intéressent à quantifier l 'état de santé courant d'un 
disque dur à travers un modèle d'arbre de régression. À la suite de leur étude, ils 
obtiennent comme résultats un taux global de précision autour de 95% pour un 
taux de faux posit if, qui dénote la proportion de disques dur incorrectement pré-
dite comme tombant en panne, sous 0.1%. Suivant la même logique, (Zhu et al. , 
2013) proposent quant à eux un modèle de prédiction basé sur les réseaux neuro-
naux avec rétro-propagation. Les résultats rapportés tournent également autour 
de 95% de précision pour la prédiction avec un taux de faux positifs de 0.48%. 
3.2 Mécanismes de réplication de données dans l'infonuagique 
Au cours des dernières années, les problématiques ayant trait à la réplication de 
données au sein des systèmes infonuagiques ont suscité un vif intérêt auprès des 
chercheurs, qui sc sont focalisés principalement sur la quant ification du nombre mi-
nimal de réplicas nécessaire ainsi que leurs emplacements dans le système. Tout 
cela en fonction de plusieurs aspects tels que la minimisation des coûts , de la 
consommation d ' space de stockage et du temps de réponse ou encore la maximi-
sation de la disponibilité des données (Rahman et al., 2006; Wei et al., 2010; Abad 
et al., 2011; Li et al. , 2011; Sun et al. , 2012; Liao et al., 2012; Li et al., 2012 ; Lin 
et al., 2013a). 
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Ainsi, (Abad et al., 2011) ont proposé DARE, un mécanisme de réplication de 
données pour des clusters MapReduce qui s'adapte à la popularité des fichiers. 
Cependant, la méthode proposée exige une consommation d 'espace de stockage 
élevée. De plus, les auteurs ne tiennent pas compte de l 'hétérogénéité des noeuds 
de stockage. 
Quant à (Liao et al. , 2012) , ils ont proposé DRDS, une stratégie dynamique de 
gestion de réplicas qui vise à réduire la consommation d 'espace de stockage ainsi 
que la maintenance liée en supprimant les réplicas non essentiels du point de vue 
performance tout en garant issant la satisfaction d 'exigences QoS. Toutefois, ce 
travail ne discute pas de la variabilité de la demande ou encore de la variation en 
t ermes de taux de pannes de l'infrastructure de stockage. 
(Ci don et al., 2013) proposent la réplication Copyset visant à réduire la fréquence 
d 'occurrence de pertes de données dans les infrastructures de stockage infonua-
gique lors de pannes globales d 'énergie. Ainsi, la réplication Copyset se charge de 
trouver un compromis quasi opt imal ent re le nombre de noeuds sur lesquels une 
donnée est distribuée et la probabilité que cet te donnée soit perdue lors d 'une 
p anne. Cet te approche, cependant, ne s' intéresse pas à l 'hétérogénéité des noeuds 
de stockage auxquels les réplicas sont distribuées. 
(Harnik et al. , 2009) présentent une méthode de réplicat ion dans une infrastruc-
ture de stockage infonuagique visant principalement à réduire la consommation 
électrique, durant les périodes où la demande en termes d 'accès aux données est 
plus faible, en opérant dans un mode de basse puissance énergétique sans toute-
fois sacrifier d 'autres aspects importants du syst ème t els que la disponibilité ct la 
fiabilité. Ils concluent qu 'en général, les algorithmes gloutons de réplication per-
mettaient globalement d 'obtenir une bonne économie énergétique en comparaison 
de méthodes de réplication aléatoires. Les résul tats que nous t rouvons dans notre 
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étude concordent avec cette conclusion. 
(Sun et al., 2012) proposent dans leur travaux une stratégie de réplication dyna-
mique déclenchant la réplication de données, une fois que la popularité du fichier 
dépasse un seuil défini. Ils établissent également une relation entre la disponibilité 
et le nombre de réplicas nécessaire. Cependant, leur modèle de centre de données 
est constitué de noeuds de stockage homogène et , par conséquent, ne tient pas 
compte de variation de taux de pannes . 
Finalement , (Bonvin et al. , 2010), proposent une stratégie de réplication auto-
suffisante, visant à garantir la disponibilité et dans laquelle ils emploient la notion 
d 'économie virtuelle au sein d'un environnement basé sur la théorie des jeux. Cela 
consiste notamment à faire en sorte que chaque partition de données agisse comme 
un optimiseur indépendant. Ainsi , selon les bénéfices engendrés en t ermes de coûts 
de stockage et de maintenance, une partition de données peut alors décider de 
migrer , de se répliquer ou de se supprimer. L'objectif global est alors que chaque 
partition de données jouisse d 'un gain maximal. 

CHAPITRE IV 
VUE D 'ENSEMBLE DE HERON : NOTRE PLATEFORME DE GESTION DE 
RÉPLICAS 
Dans ce chapitre, nous proposons d 'abord un aperçu de l'environnement d 'étude 
clans lequel nous déployons notre solution. Ainsi, nous expliquons le principe de 
fonctionnement ainsi que les interactions entre les différentes modules qui com-
posent notre plateforme de gestion de réplicas chargé de garantir la satisfaction 
des exigences SLA dans le contexte d 'une infrastructure de stockage infonuagique 
hétérogène. 
4.1 Principe de fonctionnement 
Sommairement , les systèmes de stockage peuvent être vus comme étant des sys-
t ème dont l 'objectif est de stocker (ou récupérer) de l 'information codée sous forme 
de fichiers à destina tion (ou en provenance) d 'une infrastructure de stockage com-
posée d 'un grand nombre de serveurs, plus précisément de disques durs. Typique-
ment , chaque fichier est généralement répart i en de mult iples blocs de données -
que nous appelons par la suite blocs logiques - à t ravers un mécanisme appelé 
entrelacement de disques (data striping) dont le principe consiste à fragmenter 
les données en morceaux de données ensuite repart is sur plusieurs disques tout 
en permettant un accès parallèle. L'avantage est que cela permet d 'améliorer les 
performances d 'écriture/ lecture. T ypiquement, les disques durs sont logiquement 
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divisés en blocs - que nous dénommons ci-après blocs physiques. Par souci de 
simplicité, nous considérons que les t ous les blocs physiques et logiques sont de 
t ailles fixes . Dès lors, chaque bloc logique est un-à-un mappé à un bloc physique 
et le contenu du bloc logique est st ocké à l'emplacement du bloc physique. Par la 
suite, le contenu d'un bloc physique peut êt re répliqué sur d 'autres blocs physiques 
constituant ainsi un emplacement de réplicas . À part ir de là, le contenu de chaque 
bloc logique est accessible à partir de n 'importe quel bloc physique à condi t ion 
que le disque dur contenant celui-ci soit t oujours en état de marche. 
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Figure 4 .1 Architecture de la plateforme de gestion. 
Dans ce contexte, nous présentons notre plateforme de gestion de réplicas, qui est 
illustrée à la figure 4. 1 et qui représente un modèle de gestion de données visant à 
prendre en compte l 'hét érogénéité des équipements de stockage, structuré autour 
de quatre ( 4) composants que nous détaillons clans les sections suivantes. 
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4.2 Structure de mappage entre blocs L-à-P 
La structure de mappage permet de mettre en relation les blocs de données ct 
leurs emplacements physiques (c-à-cl les disques durs récipiendaires). Elle joue 
également le rôle d'intermédiaire entre le module proxy et le module de gestion , 
en ét ant une couche d 'abstraction dans laquelle les opérations de réplication (créa-
tion, migration et suppression) nécessaires sont exécutées de façon transparente 
sur des emplacements de réplicas sans que cela n 'impacte sur les opérations de 
lecture/ écriture en cours. 
·································································································································································· ···) 
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Figure 4. 2 La structure de mappage. 
liste d'emplacements de 
réplicas 
Module de gest1on 
Module proxy 
P ar souci d 'efficience et compte t enu elu grand nombre de blocs de données sto-
ckées au sein de notre infrastructure de stockage, notre structure de mappage est 
une t able de hachage, t elle qu 'illustrée à la figure 4.2, dans laquelle nous associons 
chaque bloc de données à une list e d 'emplacements de réplicas. Bien évidemment , 
nous choisissons cette structure de données elu fait de sa vitesse en termes d 'opé-
rations de recherche, particulièrement face à des conditions strictes SLA en t ermes 
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de t emps de réponse. En outre, nous notons que la liste d 'emplacements de réplicas 
est une liste doublement chaînée interagissant à la fois avec le module proxy et le 
module de gestion. Plus précisément, le module de gestion est capable de modifier , 
d 'ajouter et de supprimer des éléments de la liste des emplacements selon les déci-
sions prises pour éviter une violation des exigences SLA. Également , le module de 
gestion peut aussi, en attente d 'une solut ion, raccourcir temporairement la liste 
des emplacements lors d 'une prédiction de panne d'un disque dur afin d'éviter que 
des requêtes d 'accès y soient routées. D'autre part , le module proxy parcourt la 
liste d'emplacements pour déterminer les différents disques durs dans lesquels un 
bloc de données en particulier est stockée. 
L 'avantage d'une liste chaînée est que les opérations d'insertion et de suppres-
sion s'effectuent en temps constant, const ituant ainsi un atout essentiel, dans la 
mesure où un nombre d 'opérations potentiellement important peuvent avoir lieu 
pour garantir la satisfaction des exigences SLA en fonction de l 'hétérogénéité de 
l 'infrastructure de stockage. 
4.3 Module Proxy 
Le module proxy, illustré à la figure 4.3 , sert d'interface entre les clients et le 
système de stockage infonuagique, en ce sens que les clients émettent des requêtes 
d 'accès à leurs données (étape 1) en s'attendant de les recevoir sous les condi-
tions d'accès édictées par SLA. Lorsqu'un fichier est requis par un utilisateur , 
le proxy vérifie dans la table de mappage (étape 2), décrite précédemment, les 
emplacements des blocs de données du fichier considéré ainsi que leurs réplicas. 
Nous noterons par ailleurs que le module proxy joue également un rôle de réparti-
teur de charge en distribuant les requêtes d 'accès aux différents réplicas en fonction 
de leur vitesse de traitement en E/ S (étape 3). Dès lors, une fois les traitements 
nécessaires effectués, le module proxy reconstitue le fichier requis (étape 4 et 5) 
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avant de l'acheminer au client (étape 6). 
D'autre part, lorsqu'un fichier est téléversé ( upload) au niveau du système de 
stockage infonuagique, le module proxy communique avec le module de gestion 
(étape 7) afin de s'enquérir sur la manière adéquate de stocker les données dans 
l 'optique de satisfaire les exigences SLA. 
,·····1 
u 
Module de gestion 
=-------------------------------------------\ --- ----------------------------- -
Module Proxy 
Figure 4.3 Le module proxy. 
Structure cie mappage entre 
blocs L.à.P 
Une fois que le module de gestion détermine le schéma d' allocation de réplicas 
approprié pour chaque bloc de données , il copie le contenu des blocs de données 
et met à jour la structure de mappage entre blocs L-à-P (étape 8 et 9) . 
4.4 Module de supervision, d 'analyse et de prédiction 
Une fois qu 'une donnée est stockée dans le système de stockage infonuagique, le 
module de supervision , d 'analyse et de prédiction (abrégé module SAP) , illustré à 
la figure 4.4, surveille les requêtes d 'accès pour chaque bloc de données (étape 1) 
et vérifi.e que les exigences SLA sont bien respectées . Le module SAP effectue 
également une analyse de ces requêt es (étape 4) afin de déterminer si le module 
de gestion doit chercher un nouveau schéma d 'allocation de réplicas afin que le 
système puisse continuer à satisfaire les exigences SLA. À cet effet , le module SAP 
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procède à des opérations de prédiction à partir des données recueillies lors de la 
supervision. 
Tout d'abord, en surveillant le nombre de requêtes par blocs de données, le module 
SAP tente de détecter les pics futurs de trafic en utilisant un modèle de prévision 
particulier dénommé ARIMA (A utoRegressive Integrated M oving A vera ge ) dont 
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Figure 4.4 Le module SAP. 
Module de geslion 
La raison est que dans un environnement infonuagique, la méthode ARIMA a 
été démontrée comme ét ant celle fournissant les meilleurs résultats en termes de 
précision dans le cadre de la prédiction des requêtes de ressources ( Calheiros et al. , 
2015; Zhao et al., 2012; Zhang et al. , 2012; Zhang et al., 2013; Vakilinia et al., 
2016). À cet égard, (Calheiros et al., 2015) estiment la précision de prédiction 
d'ARIMA jusqu'à 91% dans son analyse des traces réels de requêtes en provenance 
de serveurs web. Dans la même veine, (Zhang et al., 2013) ont analysé , à travers 
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ARIMA, des traces réelles en provenance des clusters de t raitement Google ( Google 
compute cluster·s ) pour prédire les t aux d 'arrivée ainsi que le nombre de t âches . 
Ils indiquent que l'erreur quadratique moyenne des prédictions ( root square er-r-or) 
était inférieure à 1%. 
Par ailleurs, dans le cadre de ce travail , nous tirons profit de la t echnique décrite 
par (Li et al. , 2014) qui fait usage d 'arbres de classification et d 'arbres de régres-
sion pour prédire les pannes de disques durs en utilisant les a tt ributs S.M.A.R.T 
des disques durs. Nous effectuons un résumé de la t echnique de prévision des 
disques durs en annexe B. 
Toutefois, il est également important de noter qu'au sein de la plateforme que 
nous proposons, d 'aut res modèles de prédiction peuvent être facilement utilisés 
en alternative . 
4.5 Module de gestion 
Ce module a la responsabilité de déterminer, pour chaque bloc de données au sein 
elu système de stockage infonuagique, le schéma d'allocation de réplicas approprié 
afin de satisfaire les exigences SLA édictées à travers une heuristique que nous 
dét aillons au prochain chapitre. 
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Figure 4 .5 Le module de gestion 
Tel qu 'illustré à la figure 4.5, le module de gestion prend comme paramètres 
d 'entrées les statistiques recueillies ainsi que les prédicats t irés du module SAP 
pour déterminer un schéma d 'allocation st able pour chaque bloc de données du 
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système. 
Une fois qu 'une décision est prise concernant les emplacements de réplicas des 
blocs de données, le module de gestion est aussi responsable de la mise à jour de 
la structure de mappage entre blocs L-à-P, permett ant ainsi lier les blocs logiques 
et physiques de façon transparente par rapport au module proxy. 
Dans ce qui suit, nous décrivons la problématique de la gestion des réplicas dans 
un système de stockage infonuagique hétérogène en proposant tout d 'abord une 
formulation analytique du problème avant d 'analyser sa complexité. En partant 
de là, nous proposons Heron, une heuristique ayant comme objectif de t rouver 
une solut ion proche de l 'opt imal pour chaque bloc de données st ocké au sein de 
l 'infrastructure de stockage. 
CHAPITRE V 
GESTION DES RÉPLICAS DANS UN SYSTÈME DE STOCKAGE 
INFONUAGIQUE HÉTÉROGÈNE AVEC HERON 
En partant de l'environnement d'étude précédemment décrit , nous désirons main-
tenant formuler mathématiquement le problème de la gestion des données dans 
une infrastructure de stockage infonuagiquc hétérogène, de manière à pouvoir ana-
lyser les contraintes mais également évaluer la complexité du problème avant de 
pouvoir proposer une solution proche de l'optimale. 
5.1 Formulation du problème 
Dans l'opt ique de simplifier notre analyse, nous supposons un modèle à temps dis-
cret T = {0 , 1, 2, ... , ITI} avec t ET dénotant une période de temps à laquelle nous 
prenons une décision de gestion concernant les réplicas ( c-à-d. création, migration 
ou suppression). 
En accord avec les études récentes (Vishwanath et Nagappan, 2010; Pinheiro 
et al., 2007; Schroeder et Gibson, 2007; Schroeder et Gibson, 2010) imputant la 
majorité des pannes et interruptions de services clans l 'infrastructure de stockage 
infonuagique aux pannes de disques - et plus particulièrement selon (Vishwanath 
ct Nagappan, 2010) qui estiment que 78% des pannes dans le système sont dûs aux 
disques durs - nous pouvons donc raisonnablement considérer la disponibilité des 
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données comme ét ant largement dépendante de la disponibilité en elle-même des 
disques durs. 
Dans ces condit ions, nous considérons pour notre modèle, un centre de données 
constitué d 'un ensemble de disques durs que nous notons H = {0 , 1, 2 ... , IHI}. 
L'infrastructure de stockage étant hét érogène, supposons qu 'il y a M modèles de 
disques durs différents dans l 'infrastructure de stockage. On associe alors chaque 
disque dur h E H à un modèle mE M . Pour chaque modèle de disque dur m , on 
le caractérise à partir d'un ensemble de spécifications fournies par le fabricant : 
la capacité de stockage cm E N* et le t emps de service zm , défini comme ét ant le 
t emps nécessaire afin de traiter une unique requêt e d 'E / S pour le modèle de disque 
concerné. Enfin, une puissance énergétique à l'ét at actif et en veille, dénotées 
respectivement par p m ,act E ffi.+ et p m,idle E ffi.+. 
Nous effectuons un mappage entre les disques durs et leurs modèles correspondants 
à travers une matrice QIMi xiHI avec qm ,h = !lorsqu 'un disque dur h E H provient 
d 'un modèle m . Nous pouvons alors dériver le temps de service d'un disque dur 
comme étant celui de son modèle à travers la relation suivante : 
5 h = :z= q m,h . zm 
mE M 
Vh E H , q m,h = {0 , 1} (5.1) 
P our modéliser la variation au fil du t emps du taux de pannes des disques durs , 
nous considérons pour chaque disque h E H de modèle m E M, un ensemble 
Àm,h = p~•,h, >.;: ,1\ ... , >.ï;t} avec l 'élément À";'\ désignant le taux de pannes 
observé au temps t E T pour le disque h E H. 
Dans notre analyse, nous supposons que t outes les données appartenant aux ut i-
lisateurs sont partit ionnées en bloc de données, par la suite mappées au niveau 
des disques durs. À cet effet , nous dénotons l'ensemble des blocs de données par 
B = {0 , 1, 2 ... , IBI} avec b EN+ représentant la taille d'un bloc b E B . 
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Étant donné qu 'une donnée stockée n 'est disponible que si tous ses fragments le 
sont également , nous répercut ons les exigences SLA des données en provenance des 
utilisateurs (par ex. des fichiers) sur chacun des blocs de données correspondants. 
Pour cett e raison , nous définissons pour chaque bloc de données b E B , une 
disponibilité minimale A~hr et un t emps de réponse maximal W,.t. Cela ét ant, 
pour la suite de not re analyse, nous nous focalisons sur la satisfaction des exigences 
SLA pour les blocs de données. 
En out re, nous considérons par souci de simplicité du langage, que tous les blocs 
de données consti tuent des réplicas de données. À ce titre, nous définissons une 
matrice R IB lxlHl xlTI qui effectue un mappage entre les emplacements de chaque 
réplica de bloc de données et les disques durs sur lesquels ils sont placés. L'élément 
T~,h = 1 dénote alors le fait qu 'un réplica de bloc de données est placé sur un disque 
dur h. Nous imposons alors deux contraintes pour l 'assignation des réplicas : 
T~,h E {0, 1} (5. 2) 
Lr·~·h · b::; L qm,h · Cm \lh E H , \lt E T (5.3) 
bEB mEM 
La contrainte 5. 2 sert à éviter que l 'on perde plusieurs - ou pire tous les réplicas 
- du fait qu 'un seul disque soit tombé en panne. De même, la contrainte 5.3 
assure que l 'on ne dépasse pas la capacité du disque avant que l 'on y assigne un 
réplica de taille b. Analysons à présent le nombre et le placement des réplicas 
nécessaires à la satisfaction des exigences relatives à la disponibilité des blocs de 
données . 
5 .1.1 Modélisation des contraintes et des coûts de gestion 
En considérant que les pannes de disques durs constit uent la principale cause 
d 'indisponibilité des données dans un centre de données, nous simplifions not re 
analyse en supposant que la disponibilité des blocs de données sont ident iques 
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à celui du disque dur sur lequel ils sont stockés. Par là même, nous considérons 
également que les fluctuations du t aux de pannes influençant la disponibilité du 
disque dur influent également sur la disponibilité des blocs de données. 
Ainsi, dans le cadre de ce travail , nous pouvons modéliser la disponibilité des 
disques durs à travers la méthode présentée au chapitre 2 et qui se base sur les 
travaux de (Sun et Han, 2001) . Étant donné que les pannes de disques durs sont 
prédites à l'avance, nous pouvons raisonnablement présumer que l'on peut réparer 
un disque dur sous un temps constant ou à défaut prendre une décision concernant 
les blocs de données afin de préserver la satisfaction des exigences SLA. 
Dès lors, nous calculons pour chaque disque dur h E H la disponibilité instantanée 
A;"'h à l 'instant t (voir chapitre 2) : 
{~ + ~e-(>.~'·"+11-)t sit E [0 1] Am ,h _ >.;;'' +11- >.;;'• '+ 11- ' t -
__i!:_ + [Am,h- __ 11-_e- (>.~"·"+l')(i- t)] . t . [2 3 [Tf] 
m h t m h Sl , 'l E 1 1 • • • 1 \ ' +!1- ·\' +!1-
(5.4) 
avec À;"'h et p. dénotant respectivement le taux de pannes ct le taux de réparations 
du disque dur h à l'instant t E T et l 'instant i = t + 1 [ i E T 
Pour garantir la disponibilité des données au sein de l'infrastructure de stockage, 
nous t irons avantage de la réplication de données, consistant à démultiplier les 
sources servant les données. Étant donné qu 'un bloc de données est disponible, si 
au moins un réplica est disponible, nous modélisons les réplicas selon une configu-
ration parallèle (précédemment expliqué au chapitre 2) . La disponibilité instanta-
née des blocs de données est alors définie par la formule suivante : 
A~= 1- II (1- (A;"'h · r~'b)) , 'rib, 'Vh, 'rit (5.5) 
hEH 
Dans l 'optique d 'assurer la satisfaction des SLA relatives à la disponibilité, nous 
51 
imposons la contrainte suivante : 
(5.6) 
avec A~h,. l 'exigence de disponibi lité définie pour le bloc de données b. 
Nous nous préoccupons à présent dans notre analyse de satisfaire les exigences en 
termes de délai de réponse pour les requêtes d 'accès à un bloc de données. 
Il exist e, au sein d 'un infrastructure de stockage infonuagique, une hétérogénéité 
en termes de vitesse d 'E/ S du fait que les disques durs proviennent de modèles 
ayant des spécifications différentes, conduisant naturellement à des divergences 
d 'un disque dur à un autre sur les délais de traitement. Cela étant , nous définissons 
D~ , la demande en termes de requêtes d 'accès, exprimée en termes de requêtes 
d'E/ S par seconde (I/ 0 requests per seconds - IOPS) , pour un bloc de données b 
à un instant t. La demande Dr est alors distribuée à travers les différents réplicas 
du bloc de données b, tout en respectant une contrainte de délai de traitement 
WtbhT · Nous modélisons à cet effet un disque dur comme étant une file d'attente 
M/ M/ 1/ K dans laquelle patientent les requêtes d 'E/ S, en attendant d 'être servies. 
Nous déterminons le temps d 'attente w~' par la relation suivante : 
wh = h . db,h (-1-- (k + 1) . (p~)k+l) < wb h,b 1 (5.7) 
t Pt t 1 _ p~' 1 _ (p~')k+l - th,., rt = 
avec p~' et db,h dénotant pour le disque dur h, respectivement l'utilisation de la 
file d 'attente ct le taux d 'arrivée des requêt es cl 'E / S. La variable k représente la 
taille de la file d 'attente. À partir de la relation précédente, nous déduisons pour 
chaque emplacement de réplica d'un bloc b, une partie d~,h de la demande globale 
D~ à recevoir tenant bien sur compte des spécifications en termes de vitesse cl 'E/ S 
elu disque dur ainsi que la contrainte de délai de réponse : 
(db,h)-l > ~ h (--1- - (k + 1) . (Pht )k+l ) 
t - wtbh,. 1 - P~' 1 - (p~')k+ l (5.8) 
5 2  
N o u s  d e v o n s  a l o r s  n o u s  a s s u r e r  d ' a v o i r  u n  n o m b r e  s u f f i s a n t  d e  r é p l i c a s  d e  d o n n é e s  
a f i n  d e  d i s t r i b u e r  l a  d e m a n d e  Dr  e n  r e s p e c t a n t  l e s  c o n t r a i n t e s  d e  t e m p s  d ' a c c è s  
p o u r  c h a q u e  b l o c  d e  d o n n é e s  :  
D b  - " " '  r h b  .  d b , h  \ f t  \ l b  
t  - L . . . . . , ;  t  t  '  
( 5 . 9 )  
h E H  
A u - d e l à  d u  f a i t  q u e  n o u s  d e v o n s  s a t i s f a i r e  l e s  e x i g e n c e s  S L A  p o u r  c h a q u e  b l o c  
d e  d o n n é e s  d a n s  n o t r e  s y s t è m e ,  n o u s  d e v o n s  é g a l e m e n t  a s s u r e r  l a  s t a b i l i t é  g l o b a l e  
d u  s y s t è m e ,  e n  c e  s e n s  q u e  l e s  d é c i s i o n s  p r i s e s  ( c r é a t i o n ,  m i g r a t i o n  e t  s u p p r e s s i o n  
d e  r é p l i c a s )  p o u r  s a t i s f a i r e  l e s  e x i g e n c e s  S L A  d u  b l o c  d e  d o n n é e s  n e  d o i v e n t  p a s  
i n d u i r e ,  a u  g r é  d e s  d i f f é r e n t s  p a r a m è t r e s  d ' h é t é r o g é n é i t é ,  u n e  f l u c t u a t i o n  c o n t i n u e  
d e s  s c h é m a s  d ' a l l o c a t i o n  d e  r é p l i c a s .  U n  s c h é m a  d ' a l l o c a t i o n  d e  r é p l i c a  d e  d o n n é e s  
p o u r  u n  b l o c  d e  d o n n é e s  e s t  d é f i n i  c o m m e  é t a n t  u n  v e c t e u r  d e  d i s q u e s  d u r s  s u r  
l e s q u e l s  s o n t  s t o c k é e s  u n  r é p l i c a  d u  b l o c  d e  d o n n é e s .  
C ' e s t  d a n s  c e  c a d r e  q u e  n o u s  t r a d u i s o n s  c h a q u e  o p é r a t i o n  d e  g e s t i o n  d e  r é p l i c a  e n  
u n  c o û t  m o n é t a i r e .  A i n s i ,  s u p p o s o n s  p o u r  c h a q u e  d i s q u e  d u r  d e  m o d è l e  m u n  c o û t  
K , m  s e  r a p p o r t a n t  à  l ' e s p a c e  d e  s t o c k a g e  c o n s o m m é  e x p r i m é  e n  t e r m e s  d e  $ / M B .  
N o u s  p o u v o n s  a i s é m e n t  d é d u i r e  l e  c o û t  d e  s t o c k a g e  t o t a l  i n d u i t  p a r  u n  b l o c  d e  
d o n n é e s  b  d o n n é  p a r  l a  r e l a t i o n  s u i  v a n t e  :  
K,~ =  L  L  q m , h  .  K , m  
m E M h E H  
b , h  
r t  
b  V b ,  \ f t  
( 5 . 1 0 )  
a v e c  c m  r e p r é s e n t a n t  l a  c a p a c i t é  d e  s t o c k a g e  d u  d i s q u e  e t  b  l a  t a i l l e  d u  b l o c  d e  
d o n n é e s  b .  N o u s  d é d u i s o n s  a l o r s  l e  c o û t  a s s o c i é  à  l a  c r é a t i o n  d ' u n  r é p l i c a  d e  d o n -
n é e s :  
z~ =  K , L
1  
- K,~ V b ,  \ f t  
( 5 . 1 1 )  
D e  p a r  l a  r e l a t i o n  p r é c é d e n t e ,  i l  e s t  é v i d e n t  q u e  d a n s  l ' o p t i q u e  d e  r é d u i r e  l e  c o û t  
g l o b a l ,  l a  d i m e n s i o n  ( e n  d ' a u t r e s  t e r m e s  l e  n o m b r e  d e  r é p l i c a s )  d u  s c h é m a  d ' a l l o -
c a t i o n  d e  r é p l i c a  o p t i m a l  d e v r a  ê t r e  a u s s i  m i n i m e  q u e  p o s s i b l e .  
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Outre la consommation d 'espace de stockage, nous t enons également à optimiser 
la consommation énergétique dans notre système. À cet effet , nous considérons 
une variable binaire ~~ ·" E { 0, 1} indiquant si une opération de lecture/ écriture ou 
de gestion de réplicas est exécutée sur un disque dur h, pour un bloc de données b 
à un instant t. À l'inverse nous dénotons par J~ E 0, 1 si le disque est au repos ou 
non à un instant t. Toute opération induit alors un coût énergétique Et (Zcdlewski 
et al., 2003) : 
(5 .12) 
avec cp représentant le coût de l 'énergie au sein d 'un centre de données exprimé 
en $/ kWh. Les variables Ef•act ct Ef,idle dénote respectivement l 'énergie active et 
au repos consommées au niveau des disques durs contenant le bloc de données b 
concerné par l'opération. Elle sont définies par les relations suivantes : 
Ef·act = L L q m, h . pm,act . sh . ,t·" . b \::lb, \:ft (5.13) 
mEM h EH 
Eb,idle _ """' """' m ,h . m ,idle . Kh 
t - L..__.. L..__.. q p Ut \::lb, \:ft (5. 14) 
m EM h EH 
avec pm,act et pm,idte indiquant respectivement la puissance énergétique active et 
au repos pour le modèle de disque m. 
La migration d 'un réplica de données constitue un risque à la disponibilité des 
données puisque que l 'on ne peut écarter la possibilité d 'une panne durant ce 
processus. Ainsi, nous infligeons une pénalité vt à l 'opérateur de stockage info-
nuagique lorsqu 'un bloc de données est indisponible durant ce processus. Nous 
visons, à travers cette pénalité à nous assurer que le meilleur chemin est pris (c-à-
cl celui présentant le moindre risque de pannes) entre les deux disques impliqués 
dans le processus de migrations. Ainsi, nous dénotons par y:,1.'tu le temps d 'arrêt 
dû à la migration d 'un bloc de données b d'un disque dur h à un autre u à un 
instant t. Nous considérons également un coût monétaire f3 exprimé en $/ sec. de 
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sorte que : 
(5.15) 
En combinant les coûts déterminés par les équations 5. 11 , 5.12 et 5.15, nous for-
mulons le coût total comme suit : 
Cb b Eb b t = Zt + t + 1/t Vb, Vt (5.16) 
Afin de maximiser la stabilité du système ou, en d 'autres termes, mm1m1ser le 
traitement addit ionnel lié à la gestion de la synchronisation des réplicas , nous 
devons nous assurer que les schémas d 'allocation de réplicas choisis soient assez 
solides pour , non seulement supporter les fluctuations des taux de pannes des 
différents disques durs, mais également la variation de la demande pour les blocs 
de données . 
Dans notre travail, nous faisons usage d 'un module de supervision, de prédiction 
et d'analyse, chargé de prédire les pannes de disques durs ainsi que le trafic du 
centre de données durant un intervalle de temps donné. Cependant, il est impor-
tant que nous veillions à calibrer adéquatement l'étendue des prédictions dans le 
temps pour non seulement éviter des coûts inutiles dus à un sur-approvisionnement 
de ressources mais également pour conserver une meilleure précision des valeurs 
prédites . 
Ainsi, soit 0 = {t , t + 1, ... , t +lOI} , la portée t emporelle des prédictions considé-
rées. Nous nous intéressons dans ce t ravail , à découvrir les schémas d 'allocation 
de réplicas permettant de minimiser globalement les coûts tout en assurant la 
satisfaction des exigences SLA pour chaque bloc de données. L'objectif global est 
donc de minimiser les coûts amortis à travers la fonction objective ci-dessous tout 
en respectant les contraintes (5.6), (5 .8) ct (5.9). 
1 T 




Dans notre problématique, nous optons d 'opt imiser les coûts amort is dans la 
mesure où une décision optimale prise à un instant t peut s'avérer être mauvaise 
ultérieurement et vice-versa. Ainsi, en incluant les prédictions dans notre fonction 
objectif, nous remplissons nos objectifs SLA tout en réduisant les coûts au fil du 
temps . 
5.1.2 Analyse de la complexité asymptotique 
On pourra aisément const ater que la problématique décrite ci-dessus possède un 
nombre de contraintes et de paramètres exponentiels rendant sa résolution en un 
temps raisonnable t rès difficile. 
Pour nous convaincre de cela, supposons une version relaxée de la problématique 
décrite ci-dessus - que nous dénommons H eronrelax - et dans laquelle nous 
éliminons les contraintes 5. 2, 5.12 et 5.15. Supposons également , par souci de 
simplicité, que pour un disque dur h, les t aux de pannes Àm,h = {)..;''h} et qu 'en 
outre tous les disques durs ont une capacité de stockage constante c ainsi qu 'un 
coût de stockage K constant. 
À t ravers les condit ions édictées ci-dessus, nous avons alors Cf = zf. On constate 
facilement qu 'optimiser les coûts de gestion de réplicas revient alors à minimiser 
le nombre de disques durs ut ilisés pour stocker les réplicas. 
Ainsi, soit n le nombre de réplicas de données nécessaires pour satisfaire les 
cont raintes (5.3, 5. 6, 5.8 et 5.9) avec bj E f::r+ dénotant la taille elu bloc de données 
j 1 j E N = { 1, 2, ... , n }. Soit également K E N* représentant le nombre de disques 
rl.urs ut ilisés dans l'ensemble des disques durs H = {0 , 1, 2 ... , IHI} pour stocker 
le nombre de réplicas de données n , au sein de notre infrastructure de stockage 
infonuagique. 
H eronrelax peut clone être formulé mathématiquement comme suit : 
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Tel que : 
. ""'IHI 
mm K = L...... xi 
i=l 
Ln ~ · Yi,j :S C · Xi, 
j=l 
ViE H 
Ln Yi,j = 1, Vj EN 
j=l 
Yi,j E {0 , 1} , ViE H , Vj EN 






avec Xi, une variable binaire qui vaut 1 si un disque dur i est utilisé pour stocker 
un réplica. La variable binaire Yi,j = 1 dénote le fait qu'un réplica de données j est 
stocké sur un disque dur i. Ainsi , l'objectif d ' H eronrelax (5 .18) consiste à utiliser 
la moindre quantité de disques durs pour stocker les réplicas de données tout en 
respectant les contraintes 5.19 - 5.22. La première contrainte (5 .19) permet de 
s'assurer que l'on ne dépasse pas la capacité de stockage pour chaque disque dur. 
Les contraintes suivantes 5.20 , 5.21 permettent de garantir que chaque réplica de 
données est assigné à un unique disque dur. La dernière contrainte indique, quant 
à elle, si un disque dur est utilisé pour stocker un réplica ou non. 
Nous pouvons dès lors assimiler H eronrelax à une généralisation du . problème de 
bin packing (bin packing problem - BPP) qui a été largement prouvé et classé 
comme étant un problème NP-difficile (Coffman et al., 1997). En conséquence, 
nous pouvons également classer H eronrelax comme étant NP-difficile. 
La problématique précédemment décrite est une extension d'Heron relax, en ce 
sens qu'elle incorpore des contraintes ainsi que des facteurs temporels et d'hété-
rogénéité en termes de taux pannes pour les disques durs qui ne font qu'ajouter 
des dimensions de calcul supplémentaires à H eron relax. Donc, par transition, nous 
pouvons considérer la problématique comme étant un problème NP-difficile. 
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Le BPP consiste à ranger des objets de volumes différents à l'intérieur d 'un nombre 
fini de conteneurs de volume fixe V avec comme objectif d 'ut iliser le minimum de 
conteneurs possibles. Étant donné un ensemble de conteneurs C1, C2, ... , Cn ayant 
chacun une capacité fixe c. Soit alors à ranger n objets de poids w1 , w2 , .. . , Wn· Une 
formulation mathématique du BPP est proposée comme suit (Martello et Toth, 
1990) : 
Tel que: 
m'in l:.=n Y i 
i= l 
l:.=n Wj Xi,j :::; C · Yi, ViEN= {1 , 2, ... ,n} 
j = l 
'1\'n 
L...t Xi,j = 1, Vj EN 
j=l 
Yi E {0 , 1} , ViEN 






où Yi est égal à 1 si le conteneur Ci est ut ilisé et xi,j = 1 si un objet j est assigné 
à un conteneur ci . 
Le BPP a été largement étudié dans la littérature. À cet effet, plusieurs contri-
butions ont été faites dans le but de proposer des stratégies d 'approximation 
proche de l 'opt imal. Ainsi , on peut citer parmi les approches visant à résoudre 
le BPP, le meilleur ajustement décroissant ( best fit deC'reasing - BFD) ct le pre-
mier ajustement décroissant (first fit decreasing - FFD). Le principe de ces deux 
approches est de trier d 'abord les objets par ordre de poids décroissant avant 
de chercher à caser chaque objet, respectivement dans le meilleur emplacement 
(celui laissant moins d'espace libre par conteneur) et le premier emplacement dis-
ponible. Il a été démontré que l'approche FFD constitue un algorithme borné à 
au plus 11/ 9-approché de l 'optimal + 1 conteneur (Yue, 1991). P ar ailleurs, les 
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auteurs de (Dosa, 2007) prouvent qu 'il est possible d'avoir une borne plus pré-
cise de 11/ 9 - approché de l'optimal + G/ 9. D 'un autre coté , (Yue et Zhang, 1995) 
proposent une variante de l'approche FFD, le MFFD dans laquelle une borne de 
71 / 60-approché de l 'optimal + 1 conteneur est prouvée. 
Cependant, vue la complexité du problème, pour un scénario de grande taille si-
milaire à une infrastructure de stockage infonuagique où il existe de milliers de 
disques avec des par:amètres hétérogènes en plus de facteurs temporels et éner-
gétiques, il est clair que ces techniques ne peuvent pas permettre de trouver une 
solution optimale dans les temps requis. C'est dans ce cadre que nous proposons, 
dans la section suivante, une heuristique dont l'objectif est de trouver une solution 
proche de l 'optimale dans un temps raisonnable. 
5.2 Solution proposée : HERON 
À présent, nous détaillons la conception d 'Heron, plus particulièrement l 'heuris-
t ique sous-jacente, basée sur un algorithme génétique ( Genetic Algorithm - GA) 
et qui vise à trouver un schéma d 'allocation de réplicas proche de l'optimal pour 
chaque bloc de données stockés au sein de l'infrastructure de stockage infonua-
gique. 
5.2.1 Description du fonctionnement de l'heuristique 
Un GA est une variante d 'algorithmes de recherche évolut ionnaire, popularisés 
sous l'impulsion des travaux de John Rolland (Rolland, 1975), et construit au-
tour des principes de l'évolution biologique naturelle pour résoudre des problèmes 
d 'optimisation complexes. Selon ces principes, chaque individu d'une population 
est contraint d 'améliorer ou encore d'adapter ses propriétés biologiques s'il ve ut 
espérer survivre face aux nombreux défis des générations(Mitchell , 1996). 
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Un des avantages pnnc1paux d'un GA provient du fait qu'il permet d 'utiliser 
des informations antérieures pour réorienter de manière efficiente la recherche 
d'informations vers des régions plus prometteuses du vaste espace de recherche, 
pour obtenir des solutions quasi-optimales (Ye et al. , 2011). 
Nous nous intéressons aux GAs pour résoudre notre problème pour plusieurs rai-
sons. Tout d'abord, ils représentent (les GAs) une approche intéressante dans le 
cas où le problème considéré dispose d'un grand nombre d'optimum locaux. Il est 
facile de voir que dans notre cas, un schéma d'allocation considéré comme optimal 
à un instant t, peut devenir problématique quelques instants plus tard au gré des 
variations des taux de pannes des disques et de la demande. Également, du fait 
de l 'hétérogénéité des équipements, du nombre de paramètres à tenir en compte 
ainsi que la contrainte de temps à laquelle nous devons trouver une solut ion alter-
native pour éviter une violation des exigences SLA, la solution optimale de notre 
problème consiste à trouver le minimum d'une fonction multi-objective complexe. 
Ce dernier a.spect représente un obstacle pour des méthodes à base de gradients 
(gradient based methods) puisqu'elles nécessitent l'existence d'un gradient de la 
fonction objective qui n 'est pas toujours disponible ou qui est complexe à obtenir , 
en plus du fait qu 'elles considèrent l'ensemble de l'espace de recherche pour trou-
ver une solut ion globale. Une conséquence de cela est que les méthodes à base de 
gradients peuvent se retrouver bloquées dans des optimums locaux en plus de n e 
pas trouver de solutions optimales dans un temps convenable, à l'inverse des GAs 
qui sont plutôt des solut ions sc focalisant sur des régions particulières de l'espace 
de recherche pour converger vers une solution optimale ou suffisamment proche 
de l'optimale (Mitchell , 1996; Ye et al., 2011). 
Également , les GAs sont des méthodes facilement parallélisables, en cc sens que 
l'exploration se fait simultanément en plusieurs points de l 'espace de recherche ce 
qui permet d'éviter le blocage sur un optimum local à la différence d'algorithmes 
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classiques partant d 'un seul point de l 'espace. Par conséquent , nous pouvons ai-
sément réduire le temps nécessaire à la découverte d 'une solut ion optimale, avant 
le t emps limite pour éviter une violation des exigences SLA, en distribuant l'exé-
cution de l'algorithme sur plusieurs machines . 
On notera quand même que pour des problèmes de petite envergure, les GAs, 
ét ant une méthode stochastique, ne représentent pas souvent la meilleure solu-
tion (en termes d 'efficacité). Dans ce cas, on devrait plutôt se t ourner vers des 
méthodes exactes/ à base de gradients. Toutefois, pour notre problème, on peut 
considérer que l'hétérogénéité des équipements de stockage ne pose réellement 
problème qu 'au sein d 'une infrastructure de grande envergure puisqu 'un proces-
sus d 'homogénéisation serait presque impossible pour des questions économiques 
et logistiques (Sharma et al., 2011) d 'où l 'intérêt de notre étude. Ainsi, pour 
la suite de notre analyse, nous ne considérons qu 'une infrastructure de stockage 
infonuagique de grande envergure (de l 'ordre de plusieurs milliers de disques durs). 
Le point le plus important pour nous est que les GAs intègrent de façon inhérente 
l 'aspect hétérogène de l'espace de recherche. En effet , en théorie, la diversité de 
l 'espace de recherche permet aux GAs de converger plus rapidement vers la so-
lution optimale à travers l 'opérateur de croisement qui t ire également profit des 
informations accumulées au fil des générations (Mitchell , 1996 ; Ye et al. , 2011). 
Rappelons brièvement qu 'en biologie, les organismes vivants se composent de cel-
lules dont les noyaux comportent des chromosomes formant des chaînes d 'ADN. 
Sur chacun des chromosomes, il existe une suite de nucléotides constit uant une 
chaîne, le gène, dont l 'ut ilité est de coder des fonctionnalités spécifiques de l'orga-
nisme comme la couleur des cheveux, l 'intelligence, la taille, etc . Cela étant , selon 
la théorie néo-darwinienne de l'évolut ion , les gènes d 'une population donnée desti-
nées à subsister au fil du temps sont ceux qui sont les plus adaptés aux besoins de 
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l'espèce par rapport à son environnement . Ce processus d 'adaptation sc concrétise 
à t ravers une phase de reproduction inter-individus dans laquelle une génération 
d 'individus moins adaptés sont éliminés afin d 'améliorer la capacité d 'adaptation 
de générations fut ures (Mitchell , 1996) . 
De façon analogique, les algorithmes génétiques codifient les paramètres elu pro-
blème d 'optimisation comme étant une combinaison de gènes formant des chromo-
somes. On associe dès lors les solut ions potentielles elu problème d 'optimisation 
à un chromosome qui dénote un point de l'espace de recherche. P ar l'intermé-
diaire d'un fonction d 'évaluation , ou encore fonction fitn ess, ce chromosome est 
évalué afin de quant ifier sa proximité par rapport à la solution opt imale (Cormier , 
; Mitchell1996). Ainsi, par élimination régulière de chromosomes non adaptés à 
chaque génération et en raffinant les qualités des chromosomes subsistants par un 
couplage de chromosomes parents ayant les meilleurs atouts génétiques, il peut 
être prouvé que l 'on converge progressivement vers une solution opt imale ou quasi 
optimale (Cerf, 1994). 
Dans le cadre de notre étude, après avoir caractérisé efficacement l'hétérogénéité 
l 'infrastructure de stockage, nous tirons profit à la fo is des informations antérieures 
ainsi que des prédictions obtenues concernant la demande et les pannes de disques 
durs pour satisfaire les exigences SLA tout en minimisant les coûts de gestion. 
La première étape d 'exécution d 'un algorithme génétique consiste à t ransposer 
adéquatement le problème d 'optimisation ainsi que ses paramètres en des t ermes 
génétiques (i .e. chromosome, gène, etc.) étant donné que l'efficacité de l'algorithme 
génétique en dépend fortement (Tollari , 2003). Ainsi, chaque solution potentielle 
elu problème d 'optimisation sera encodé sous la forme d 'un chromosome avec des 
gènes (i.e paramètres de la solution) sur lequel on applique un processus évolut if. 
L 'avantage de ce processus de codage étant qu 'il offre une abstraction elu problème 
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d 'optimisation dans la mesure où il permet d'appliquer un processus plus ou moins 
générique à des problèmes spécifiques. 
Pour notre étude, nous associons à chaque bloc de données, un schéma d'alloca-
tion de réplicas représentant le nombre et l'emplacement des réplicas du bloc de 
données nécessaires à la satisfaction des exigences SLA. Ainsi, dès lors que nous 
détectons une possibilité que ces conditions ne pourraient plus être satisfaites dans 
un futur proche ( c-à-d. prévision de pannes de disques, prévision de pic ou tombée 
significative de la demande, etc.), le module de gestion sc charge alors de t rouver 
un schéma d 'allocation de réplicas alternative pour le bloc de données concerné, 
déclenchant de ce fait, l'exécution de l 'heuristique présenté ici. 
Notre modèle de codage consiste à associer chaque schéma candidat d 'allocation 
de réplicas à un chromosome, représentant ainsi une solut ion potentielle du pro-
blème. Un schéma candidat d 'allocation de réplicas a comme gènes, des disques 
hétérogènes tant du point de vue de la variation du taux de pannes au fil du temps 
mais également en termes de capacités de stockage, de traitement et de vitesse 
d'E/ S. Nous t irons alors profit du codage par valeur où chaque gène est représenté 
par l'identifiant unique du disque contenant un réplica du bloc de données. 
Le codage par valeur réelle constitue souvent la forme de représentation du chro-
mosome la plus convenable et réaliste pour la résolution de problèm etl d 'optimisa-
t ion dans la mesure où il permet de coder le chromosome en utilisant une séquence 
de valeurs liées au problème. Ainsi, on pourra utiliser des nombres réels (Montana 
et Davis, 1989; Schull\e-Kremer, 1994), des chaînes de caractères (Kitano, 1990) , 
etc. (Mitchell , 1996). 
Ce type de codage s'avère utile pour des problèmes spécifiques dont il est nécessaire 
de modifier les opérateurs de croisement ct de mutation afin de tenir compte des 
contraintes particulières du problème considéré. Il est à noter que dans ses travaux, 
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Figure 5.1 Représentation d 'un chromosome dans Heron. 
John Bolland (Bolland , 1975), afin d'étay:r la pertinence et les performances du 
codage binaire, semble également indiquer que le codage par valeur serait plus 
enclin à des performances moindres (Mitchell , 1996). Cette hypothèse a cependant 
été contestée par des études empiriques (Antonisse, 1989; J anikow et Michalewicz, 
1991 ; Wright et al., 1991) démontrant notamment que, dans certains cas, le codage 
par valeur du chromosome permet des performances meilleures (Mitchell , 1996). 
À la figure 5. 1, nous illustrons un chromosome codé dans Heron représentant un 
schéma d'allocation de réplicas alternatif pour un bloc de données dont on détecte 
une possibilité de violation des exigences SLA. Chaque gène du chromosome est 
codé par l'identifiant de disque dur , ce qui nous permet d 'obtenir les différents 
paramètres (modèle, consommation d'énergie) du disque dur. 
5.2.2 Mécanisme de réduction de l 'espace de recherche 
Les algorit hmes génétiques constituent une classe d'algorit hmes opérant globale-
ment sur une population d 'individus. Ainsi, une fois l 'étape de représentation elu 
chromosome achevée, la phase suivante consiste à générer une population initiale 
constituée de chromosomes, représentant chacun une solution potentielle du pro-
blème. Il est important de noter que l'efficacité de l'algorithme génétique dépend 
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également de la taille de la population considérée, puisque l'on part du principe 
selon lequel la probabilité de trouver les meilleurs solutions s'accroît en accord 
avec celle-ci (la taille) ainsi que la diversité des individus composant la population 
initiale. En même temps , une population de grande taille augmente la complexité 
temporelle de l'algorit hme, ralentissant ainsi la convergence. 
Étant donné la quantité de disques durs pouvant constituer une infrastructure de 
stockage infonuagique (de l 'ordre de centaines de milliers), auquel s'ajoute pour 
chaque disque dur divers paramètres hétérogènes, il est essentiel qu'Heron soit 
capable de prendre une décision concernant le schéma d'allocation de réplicas 
alternatif à appliquer pour le bloc de données concerné tout en continuant de 
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Figure 5.2 Étapes avant l'exécut ion des opérations de réplication. 
Tel que nous le représentons à la figure 5.2, nous définissons pour chaque bloc de 
données un temps de décision t~ec auquel un schéma d'allocation alt matif doit 
être trouvé et à partir duquel les opérations de réplication sont exécutées (création , 
migration et suppression de réplicas). On notera également qu'avant toute prise 
de décision, il existe pour chaque bloc de données une période de confirmation 
dans laquelle nous nous assurons que la prévision est exacte. Dans le cas des 
disques durs cela se justifie étant donné, qu'il n'est pas rare d'observer des pannes 
65 
temporaires dont la durée ne dépasse pas, en général, plus de quinze (15) minutes 
(Ford et al., 2010) . 
Dans la mesure où il y a deux aspects principaux (pannes de disques ou pic/ tombée 
notable de la demande) nécessitant que l 'on cherche un schéma d 'allocation alter-
natif, le t emps de décision t~ec est contraint par la relation suivante : 
(5.28) 
où nous dénotons par t J et tw, les t emps où nous prévoyons respectivement une 
panne de disque et un pic/ tombée de la demande concernant le bloc de données 
concerné. 
Étant donné que la demande peut varier de manière assez fréquente et afin de 
garder une certaine st abilité du système, nous devons également nous assurer de 
ne chercher un schéma d 'allocation alternatif que lorsque la différence entre la 
demande actuelle et celle prédite est notable. Nous avons donc, au sein d 'Heron , 
la condition suivante : 
(5 .29) 
avec DL r, Dfw et Dfh,. dénot ant respectivement la demande reçue présentement , 
celle prédite et la différence seuil. 
C'est dans ce cadre que nous définissons un mécanisme de réduction de l 'espace 
de recherche dont l'objectif est d 'améliorer l'efficacité et la robustesse d 'Heron, en 
biaisant la recherche de solutions vers des régions plus prometteuses de l'espace 
de recherche, en t enant compte de la sévérité des exigences SLA. Une fois l'espace 
de recherche réduit , nous laissons à un algorithme génétique (détaillé plus bas) , 
le soin de l'explorat ion des solutions potentielles. 
Une première ét ape dans le mécanisme de réduction de l'espace de recherche 
consiste à évaluer globalement le niveau d 'hétérogénéité elu système de stockage 
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infonuagiquc afin d 'identifier les paramètres de disques sur lesquels sc focaliseront 
la recherche. 
Nous introduisons dès lors la notion d 'ensemble de disques 11 premium 11 • Dans la 
mesure où la disponibilité représente la préoccupation majeure d 'Heron, nous 
définissons l'ensemble des disques durs premium comme ét ant celui regroupant les 
disques durs dont le t aux de pannes évalué est en dessous d 'un t aux de pannes seuil 
J('1h1•• La valeur de cette dernière est obtenue comme étant le centroïde minimum 
d 'un partitionnement en k-moycnncs (Hartigan ct Wong, 1979) - avec k = 3 -
appliqué sur l'ensemble des t aux de pannes des disques durs de l 'infrastructure de 
stockage infonuagique. 
Nous considérons également cinq (5) paramètres de disques principaux dans le 
cadre de notre mécanisme de réduction de l'espace : 
- la puissance énergétique active pm,act servant à indiquer la consommation 
énergétique potentielle, plus particulièrement si le disque dur sc devait de 
contenir des blocs de données qui seront en forte demande; 
l 'écart-type crh des t aux de pannes typiques du modèle de disque comme 
indication du degré de fluctuation au fil du t emps; 
l d d d d . "'\"n,h - a moyenne es t aux e pannes u 1sque "' ; 
- le t emps de service s" du disque qui nous servira à estimer la vitesse d 'E / S 
du disque; 
l 'utilisation moyenne du disque 1rh en vertu de la corrélation qui existe entre 
l 'utilisation du disque ct le t emps de réponse. 
Ainsi, le mécanisme de réduction de l'espace de recherche, en fonction de la pro-
portion de disques premium par rapport à la population entière de disques durs au 
sein de l 'infrastructure de stockage infonuagiquc, se focalise sur des disques ayant 
des paramètres particuliers qui ont tendance à être plus compliqués à optimiser au 
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niveau du système de stockage infonuagique. Par exemple, pour une infrastructure 
dont la proportion de disques durs premium est très large, nous p ensons qu 'il est 
plus judicieux de focaliser la recherche de solutions en optimisant plutôt le nombre 
et l'emplacement de réplicas nécessaires pour satisfaire les exigences SLA ayant 
t rait au temps de réponse des requêtes d 'accès. 
Ainsi, nous définissons dans Heron deux notions : un ensemble de paramètres de 
disques durs primaires et un ensemble de paramètres de disques durs secondaires 
qui dénotent respectivement les paramètres plus ou moins cruciaux à la satisfac-
t ion des exigences SLA du bloc de données concerné. Évidemment, les paramètres 
retenus dépendent de la sévérité des exigences SLA du bloc de données. 
L'objectif dans cc cas est d 'associer un profil de régions, au sein de l 'espace de 
recherche en fonction de la sévérité des exigences SLA ainsi que la proportion 
des disques premium, clans l 'optique de réduire non seulement la dimension de 
l 'espace de recherche mais également afin de contrôler l 'hétérogénéité des disques 
durs. Pour cela, plusieurs méthodes sont envisageables : apprentissage supervisé, 
apprent issage non supervisé , réseaux de neurones, arbres de décision , etc. 
Pour Heron, nous faisons plutôt usage d 'arbres de décision pour dét erminer les 
p aramètres de disques primaires ct secondaires. Pour un centre de données ayant 
une très forte proportion de disques durs premium (par ex. plus de 90%) et pour 
des blocs de données ayant des exigences en termes de disponibilité élevées (par 
ex. plus de 99.99%), nous illustrons à la figure 5. 3 un exemple d 'arbre de décisions 
simplifié pour déterminer les paramètres de disques primaires et secondaires. De 
façon plus dét aillée, nous considérons que dans cc typ e d 'environnement , étant 
donné que la plupart des disques durs ont un faible t aux de pannes, nous devons 
focaliser l'effort de recherche d 'emplacements de réplicas principalement sur les 
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Figure 5.3 Arbre de décision simplifié. 
On peut alors considérer la puissance énergétique active du disque, pm,aci, comme 
étant un paramètre secondaire. 
99.999 % 
0. 1 ms 
Espace de rec11erc11e 
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Mécanism de réduction de l'espace de 
rec 11erct1e 
Espace oe recherche réduit 
···, 1 
Scl1é1na d'alloc Jtion de 
répllcas 
Figure 5.4 Mécanisme de réduction de l'espace de recherche. 
Dès lors que les paramètres primaires et secondaires sont définis, nous construisons 
--------------------
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un espace de recherche réduit constitué d 'un groupe principal et d 'un groupe de 
diversité contenant des disques durs regroupés resp ectivement en fonction des 
paramètres primaires et secondaires avec des dimensions variables selon la sévérité 
des exigences SLA. Nous illustrons l 'espace de recherche réduit à la figure 5.4 . 
Pour chaque groupe, nous désignons un disque dur de référence p ar rapport aux 
paramètres considérés autour duquel nous regroupons les disques durs similaires. 
Ainsi , nous appliquons une fonction de simila rité défini e comme suit : 
(5 .30) 
avec k E P représentant les paramètres de disques et hi le disque de référence 
considéré. Les disques ayant le meilleur score sont sélectionnés en s 'assurant bien 
sûr qu 'ils ont une capacité de stockage suffi.sante pour le bloc de données. Lorsque 
des disques durs ont des scores similaires, l'utilisation moyenne 1r" est utilisée pour 
les départager . 
Une fois la population init iale établie, une évaluation de la qualité de chaque indi-
vidu de la population est faite à travers une fonction d 'évaluation (encore fonction 
fitn ess ou encore fonction objectif). Cette fonction dét ermine la pertinence d'une 
solution potentielle du problème, permettant de ce fait de promouvoir ou refuser 
la participation d 'un individu jugé non adapté à la phase de reproduction de la 
popula tion (principe du survival of the fitt est de Darwin) . Ainsi , elle (la fonction 
d 'évaluation) permet une élimination graduelle des individus de qualité moindre 
et la subsist ance des individus ayant des caractéristiques similaires à la solution 
opt imale du problème d 'optimisation . 
Nous présentons le fonctionnement du mécanisme de réduction de l'espace à tra-
vers l'algorit hme 1. 
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Algorithme 1 Mécanisme de réduction de l'espace de recherche 
Entrées : Population entière de disques durs H = {1 , 2, ... , IHI}, A~,.,., Db 
{DLi > ... , DLl > Dr, Dr+l , ... , D r+o} , arbre de décision p 
Sortie : Population réduite de disques durs I = {1 , 2, ... , III} avec III < IH I 
1: Jt'thr +-- k - means(H, 3) 
2: H' = {\fh E H 1 À7''" ::; Jt ,thr } 
3: if panne de disque avec bloc bor IDLr- DL ::; Drhrl then 
4: t~ec +--min( tf, tw) 
' " 11 paramètres primaires et secondaires : pb, pb 
5: (p~, p~) +-Parcourir l'arbre de décision P 
' " 11 groupe pr·incipal, groupe secondaire : gb, gb 
6: g~, g~ +-- 0 
11 disques de référence gr-oupe primaire, secondair·c : r~, r~ 
7: .9;emp +-- 0, .9;en•p +-- H , g;~mp +-- 0, g;~mp +-- H 
8: for g E .9;emp do 
9: Calculer la formule en (5.30) avec hi = r~ et hj = g 
10: end for 
11: for g' E g;~mp do 
12: Calculer la formule en (5.30) avec hi = r~ ct hj = g' 
13: end for 
14: Trier .9;e,np> g;~mp 
11 dimensions max. groupes pTimaire et secondaire : dim(g~) , dim(g~) 
15: i,j +-- 0 
16: while i S dim(g;emp) do 
17: Prendre prochain élément k dans g;emp et mettre dans g~ 
18: i +-- i + 1 
19: end while 
20: while j S dim(g;~mp) do 
21: Prendre prochain élément k dans g;~mp et mettre dans .9~ 
22: j +-- .i + 1 
23: end while 
24: I +-- g~ u .9~ 
25: end if 
26: return I 
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5. 2. 3 Description des paramètres de l'heuristique 
Après avoir ainsi réduit 1 'espace de recherche originel, en retenant les profils de 
disques durs les plus susceptibles de faire partie de la solution optimale, nous 
laissons à un algorithme génétique le soin de faire l 'exploration des solutions po-
tentielles. C 'est dans ce cadre que nous expliquons ci-bas les dét ails des opérat eurs 
génétiques ut ilisés. 
• Sélection 
Le processus de sélection consiste à choisir parmi les individus présents dans la 
population init iale, ceux ayant la plus forte probabilité de contribuer à l'obtention 
de meilleurs solutions au fil des générations à travers le processus de croisement 
et de mutation. 
Au début , Heron génère une population initiale composée de schémas candidat s 
d 'allocation de réplicas construits en effectuant une sélection aléatoire de disques 
\
durs au sein de l 'espace de recherche réduit jusqu 'à satisfaction des contraintes 
(5 .2, 5.3 , 5.6, 5.8 et 5.9) pour chaque schéma candidat d'allocation de réplicas. 
Il est également impératif de tenir compte de la fluctuation de la demande des 
requêtes d 'accès aux données et la variabilité de celles-ci. Cependant , satisfaire 
cette exigence en tout t emps aurait requis que conformément à la variation de 
la demande on ajoute ou supprime des réplicas. Cela nuit bien évidemment à la 
st abilité globale du syst ème. 
Dès lors, au sein de Heron, nous prédisons la t endance de la demande des requêt es 
d 'accès en ut ilisant la technique de prévision ARIMA. Nous nous assurons alors 
que l'horizon de prédiction ( c.à. d . l 'étendue de la prédiction en avance) est assez 
proche par rapport au temps présent pour conserver une précision acceptable ct 
évi ter un sur-approvisionnement prématuré de réplicas pouvant ainsi occasionner 
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des surcoûts. 
Ainsi, soit Df la demande en termes de requêtes d 'accès à l 'inst ant présent t pour 
un bloc de données b. Soit {D~+l' Df+2 , .. . , D~+~ } avec i représentant l 'hori:wn 
de prévision. Nous maintenons la st abilité du système face à la fluctuation de 
la demande en t ermes de requêtes d 'accès aux données en prenant la demande 
ajustée D~j t elle que : 
(5 .31) 
Avec la demande ajustée pour un bloc de données b, nous t enons compte des 
contraintes (5.8 et 5.9) . Cela a, potentiellement , pour conséquence un sur-appro-
visionnement de réplicas t emporaire sur la période de t emps {t , t + 1, .. . , t + i} 
Étant donné qu 'une pré-sélection a ét é faite à travers le mécanisme de réduction 
de l 'espace de recherche visant à regrouper les meilleurs individus de la population , 
nous considérons la sélection aléatoire comme ét ant raisonnable. 
La complexité pour générer un schéma candidat d 'allocation est O(n · m ) avec n 
et m dénotant respectivement la t aille de l'espace de recherche réduit et le nombre 
de réplicas nécessaires pour satisfaire les exigences SLA. 
• Croisement 
La prochaine étape de l 'exécution d 'Heron consiste à effectuer des opérations 
de croisement de chromosomes. Le croisement est un processus de reproduction 
à travers lequel deux parents ayant réussi à traverser le processus de sélection 
génèrent un ou des enfants biologiquement mieux adaptés en combinant leurs 
caractéristiques . Dans le contexte d 'Heron , il s 'agira de combiner deux schémas 
d 'allocations pour en construire un schéma fils d 'allocation qui optimisera mieux 
la fonction objective. Le croisement consistera également à déterminer la manière 
dont les enfants héritent des caract éristiques de leurs parents . 
par~n t l 11111111111111111111 
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Figure 5.5 Exemple de croisement uniforme 
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Pour Heron, nous choisissons d 'utiliser un croisement uniforme (Syswerda, 1989) 
tel qu 'illustré à la figure 5.5 ct qui consiste à déterminer de manière probabilist e 
si une caractéristique (plus précisément un disque dur servant d 'emplacement de 
réplicas) d 'un parent devrait être hérité par un enfant. L 'avantage du croisement 
uniforme est qu 'il nous permet de maximiser la meilleure information en prove-
nance de l'un des deux parents. 
Schema orrginal d'alloca ton de repltcas 
1 · :. 1 
Schémas canàtdats d'allocation de répltca s 




Schema rils d'allocation de répltcas 
Figure 5.6 Croisement des schémas d 'allocation de réplicas. 
Notre stratégie de croisement consiste à toujours retenir le schéma d 'allocation 
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précédemment appliqué pour le bloc de données - que nous appelons pour la 
suite schéma original d 'allocation - comme ét ant un des parents du processus 
de croisement . Nous prenons alors successivement comme aut re parent un schéma 
candidat d 'allocation auparavant généré pour générer un schéma fils d 'allocation 
comme illustré à la figure 5.6. 
L'objectif global de notre strat égie de croisement est de nous assurer qu 'entre le 
schéma original d 'allocation et le schéma fils d 'allocation , il exist e au moins un 
certain niveau de similitude, et ce pour deux raisons : la première est que cela évite 
d 'effectuer simultanément un nombre élevé d 'opérations de réplication; la seconde 
raison est que cela permet d' assurer la st abilité globale du syst ème améliorant la 
gestion de la cohérence des réplicas . 
Évidemment , les schémas d 'allocation n 'ont pas les mêmes t ailles du fait que les 
disques sont hétérogènes. Ainsi, le nombre nécessaire de réplicas pour satisfaire 
les exigences SLA varient . 
La complexité temporelle pour construire un schéma fils d 'allocation est O(n) 
avec n dénotant la t aille maximale entre les deux parents. 
• Mutation 
Le rôle de cet opérateur est d 'introduire un aléa, permettant une exploration 
efficiente de nouvelles régions de l 'espace de recherche avec comme objectif d 'éviter 
une convergence prématurée ainsi que les optimums locaux (Mitchell , 1996) en 
s'assurant qu 'il y ait un minimum de diversité génétique au sein de la population . 
Le principe de la mutation est de modifier aléatoirement une portion de bits 
ou un groupe de gènes du chromosome de sorte à générer un nouvel individu. 
Effectivement , un des problèmes du croisement est que le schéma fils d 'allocation 
généré peut ne pas être un schéma valide ( c.à.d violant par exemple des contraintes 
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de placement des réplicas). Ainsi, après le croisement , un schéma fils d 'allocation 
non valide est susceptible de subir une mutation de certaines caractéristiques afin 
de le corriger en fonction de la probabilité de mutation. 
On not e également que la mutation ne s'applique pas forcement à t ous les individus 
de la popula tion . En effet, la fréquence selon laquelle les individus subissent une 
mutation de gènes est dét erminée par la probabilité de mutation. Afin d 'éviter une 
recherche aléatoire, la valeur de la probabilité de mutation retenue (de manière 
statique ou dynamique) doit rest er relativement basse (typiquement moins de 2%). 
Nous procédons ensuite à déterminer la qualité des schém as fils d 'allocation à 
travers une fonction évaluation correspondant à l'équation 5. 17. Dès lors, nous 
trions chaque schéma fils d'allocation par ordre décroissant en fonction de son 
score d 'évaluation. 
Afin d 'accélérer l 'exécution d 'Heron ct éviter les optimums locaux, nous plaçons 
t emporairement les disques durs apparaissant régulièrement au sein des schém as 
fils d 'allocation mal classés dans une liste noire de sorte à ce qu'ils n 'apparaissent 
plus au sein de schémas fils d 'allocations ultérieurs. 
À l'issue de la phase de mutation , les schémas d 'allocation infaisable ( infeasible ) 
sont éliminés et une portion des schém as fils d 'allocation ayant les meilleurs scores 
d 'évaluation sont portés à la prochaine itération de sélection, croisement et muta-
t ion. Ce processus - appelé élit isme - a pour objectif de s'assurer qu'à chaque 
nouvelle itération , les solutions potentielles s'améliorent globalement. La condition 
cl 'arrêt des itérations est définie par le temps de décision elu bloc de données t~ec · 
À la fin des itérations, le schéma d 'allocation ayant le meilleur score d 'évaluation 
est adopté comme solut ion fin ale pour le bloc de données concerné. Si la dimension 
elu schéma original d 'allocation est plus petite que celle elu schém a adoptée d 'allo-
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cation, une migration de réplieas s'effectue avant la création des réplicas restants 
du schéma adopté. À l'inverse, si la dimension du schéma original d 'allocation est 
plus petite que celle du schéma adopté d 'allocation , une migration des réplicas 
s'effectue ent re les deux schémas avant que les réplicas du schéma original soient 
supprimés. Nous résumons la stratégie décrite ci-dessus à l'algorit hme 2. 
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Algorithme 2 Algorithme génétique 
Entrées : Population rédui te de disques durs I {1, 2, .. . ,I I I}, Schéma d'allocation 
original S~,-;, t~ec 
Sortie : Schéma d 'allocation alternatif S~lt 
1: t cur· +-- temps courant 
11 Ensemble de schémas issus de l 'élitisme : P~1; +-- 0 
11 D·imension max de P;1; : JP;1;1 
2: while t cur :S: t~ec do 
11 Pop·ulat·ion initiale : pb +-- 0 
11 Dimension max. de pb : IPbl 
Sé lection 
3: j +-- 0 
4: D~j = rnax( {Df+l , Df+2' ... , Df+o }) 
11 Schéma candidat d 'allocation : S~an 
5: s~an +-- 0 
6: while j :S: IPbl do 
7: while contraintes (5.6) , (5.8) et (5.9) non respectées avec Df = D~j do 
8: disqueT emp +-- rand( i 1 i E I) 
9: if contraintes (5.2), (5.3) respect ées then 
10: S~an +-- S~an U disqueTemp 
11: end if 
12: end while 
13: pb +-- pb u s~an 
14: s~an +-- 0 
15: j +-- j + 1 
16: end while 
Croiseme nt 
11 Ensemble de schémas fi ls : Pjils +-- 0 
17: for pb E pb do 
Il Schémas fiils d 'allocat·ion · Sb Sb 
· enf ' enfl 
18: (S~nf' S~,. 11 ) +-- croisementUniforrne(S~ri' pb) - (Syswerda, 1989) 
19: Pj;1,+-- Pj;1, U (S~nf ' S~nfl) 
20: end for 
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Mutation 
11 Ensemble des schémas fils invalides : pibnv 
22: PPnv +--- pibnv U {pb E Pjils 1 pb ne respecte pas contrainte (5.2) } 
11 pTObabilité de mutation : rn 
23: Selon rn , modifier p' E pibnv 
24: Calculer la fonction d 'évaluation , eval en 5. 17 pour {pb E Pjils} et trier PJils 
25 : for k = 0; k < IP~lil; k + + do 
26: Prendre prochain élément dans Pjils trié 
27: end for 
28: t cur +--- temps courant 
29: end while 
30: Sb +--min[ eval(pb) Vpb E Pjits l 
31: return sb 
CHAPITRE VI 
ÉVALUATION DES PERFORMANCES DE HERON 
Dans cette section, nous comparons les performances de notre solution, Heron , 
décrite auparavant , avec deux approches de gestion de réplicas largement utilisées 
dans la littérature et qui ne tiennent pas compte de l'hétérogénéité des taux de 
pannes pour les disques durs au sein de l 'infrastructure de stockage infonuagique. 
6.1 Environnement de simulation 
Pour les besoins de nos simulations , nous implémentons Heron à travers un outil 
de simulation d 'infrastructure infonuagique dénommé CloudSim (Calheiros et al. , 
2011). 
Ainsi , nous créons trois fichiers traces dans lesquels nous renseignons les para-
mètres de notre environnement de simulation, à savoir, les requêtes d 'accès aux 
données initiales, les spécifications des disques durs composant notre infrastruc-
ture de stockage infonuagique ainsi que les paramètres relatifs à l 'exécution de 
l'algorithme génétique. 
Également , nous créons une nouvelle classe HardDrive en étendant la classe Cloud-
Sim Stomge.java. Pour prendre en compte l 'hétérogénéité, nous spécifions dans 
notre classe le modèle du disque à la création d 'une nouvelle instance. 
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Nous effectuons également les extensions des classes CloudSim suivantes pour 
programmer les modules de notre plateforme de gestion : 
Cloudlet. java pour l'envoi des requêtes d 'accès en provenance des clients ; 
PowerDatacenterBroker.java pour jouer le rôle du module proxy; 
Datacenter.java pour jouer à la fois le rôle du module SAP et de gestion; 
SimEntity.java pour créer une nouvelle entité capable d'effectuer le rôle du 
module de mappage entre blocs L-à-P. 
Nous modélisons la demande concernant les requêtes d 'accès aux fichiers ainsi que 
leurs tailles en nous basant sur les fichiers de trace fournis par Yahoo ! (Yahoo, 
2015). Nous l'adaptons à notre infrastructure de stockage infonuagique en ut ilisant 
la méthode cl ' échantillonage stratifié ( stratified sampling) (Thompson, 2012). Nous 
nous assurons que la variabilité de la demande d 'accès aux données au fil du 
temps en distribuant le t emps d 'arrivées entre requêtes d 'accès selon un mélange 
de distributions exponentiel, pareto et weibull. Nous fixons l'horizon de prédiction 
à deux périodes de temps correspondant à environ 6 jours. 
Nous considérons qu'au sein de notre infrastructure de stockage infonuagique, tous 
les fichiers stockés sont mappés à un ensemble de blocs de données de t aille fixe 
auxquels sont assignés des exigences SLA. Par souci de simplicité, lorsque le client 
du stockage infonuagique assigne des exigences SLA à un fichier , nous considérons 
que tous les blocs de données constituant ce fichier requièrent également les mêmes 
exigences SLA. 
Soit alors deux type d'exigences : la disponibilité minimale et le temps de réponse 
maximum suite à une requête d 'accès. Nous assignons la disponibilité et le temps 
de réponse requis en choisissant aléatoirement une valeur respectivement dans les 
ensembles {99.0, 99.9 , 99.99, 99 .999 , 99.9999} et {0.1,0.2,0.5,1} (s). Initialement 
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dans l'infrastructure de stockage, nous disposons de 100000 blocs de données dont 
nous voulons garantir la sat isfaction des exigences SLA tout en minimisant les 
coûts liés à la gestion des réplicas. 
Modèle 
Taux de pannes (%) 
Cap. (TB) Puiss. Act . (W) 
Année 1 Année 2 Année 3 
WD10EADS 1.0 5.4 4.29 3.90 9.91 
WD10EACS 1.0 7.5 0.01 5.21 0.01 
ST31500541AS 1.5 5.8 10.52 9.52 12.07 
ST31500341AS 1.5 11.6 23.29 23.53 26.29 
HDS722020ALA330 2.0 9.4 1.03 1.07 2.81 
DT01ACA300 3.0 6.4 6.93 3.68 2.80 
WD30EFRX 3.0 4.4 3.79 6.94 8. 79 
ST33000651AS 3.0 9.3 6.91 4.80 3.55 
STM3000D MOO 1 3.0 8.0 10.35 43.08 30.94 
HDS723030ALA640 3.0 8.6 1.01 2.27 
HDS5C3030ALA630 3.0 6.4 0.99 0.59 
HMS5C4040ALE640 4.0 6.2 3.85 1.41 
HDS5C4040ALE630 4.0 6.0 1.65 0.91 
ST4000DXOOO 4.0 7.5 1.12 1.12 
ST4000DMOOO 4.0 7.5 4.17 2.58 
Tableau 6. 1 Modèles de disques dans l'infrastructure de stockage infonuagiquc. 
Afin de modéliser une infrastructure de stockage hétérogène, nous simulons 5000 
disques durs de modèles et fournisseurs différents. Nous rapportons, au tableau 6.1 , 
les caractéristiques pertinentes pour chaque modèle de disque dur. Nous reprenons 
ici les données fournies par (Backblazc, 2015) ct provenant de l'évaluation de plus 








Le t aux de pannes seuil utilisé dans le mécanisme de réduction de l'espace de 
recherche est fixé à 2.37% correspondant au centroïde de plus p etite valeur du 
k-moyennes ( k-means clustering) avec k = 3 appliqué sur les donnees du Tableau 
6.1. 
À des fins réalist es, nous configurons le t aux de pannes annuel de chaque disque 
dur dans un intervalle de ±20% de celui estimé du modèle de disque. Ainsi , en 
fonction de la valeur du taux de pannes annuel, chaque disque dur est suscep tible 
de tomber en panne tout au long de l'année. Avant qu 'une panne de disque sc 
produise, elle est détect ée, confirmée, et une notification est envoyée trois (3) 
jours à l 'avance au module de supervision, d 'analyse et de prédiction. Cela est une 
hypothèse raisonnable dans la mesure où, selon (Li et al. , 2014) , il est possible de 
maintenir une prédiction à un niveau de précision de 96% et une notification en 
avance de 352 heures. Le module de gestion est alors chargé de trouver les schémas 
d 'allocation de réplicas alternatives pour tous les blocs de données affectés par la 
panne du disque dur dans l'optique de continuer à garantir les exigences SLA. 
Afin d 'étudier l'impact de l 'hétérogénéité de l 'infrastructure de stockage, nous 
considérons, dans nos simulations, t rois scénarios différents illustrés dans le t a-
bleau 6.2. De scénario en scénario, nous réduisons la proport ion de disques durs 
premium dans l'infrastructure de stockage infonuagique t out en augmentant le 
nombre de disques durs ayant des t aux de pannes élevés . 
À des fins de comparaisons, nous évaluons l'efficacité d 'Heron avec deux approches 
- st atique et glouton - que nous résumons à travers les algorit hmes 3 et 4. Notre 
objectif ici, vu qu'il existe peu d 'études sur la disponibilité dans une infrastruc-
t ure de stockage infonuagique, est de comprendre l 'influence de l 'hétérogénéité 
lorsqu 'on se focalise sur le nombre des réplicas (dans le cas de l'approche st a-
t ique) ou l'emplacement des réplicas (dans le cas de l'approche gloutonne) . 
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Tableau 6.2 Scénarios de simulation 
Scénario 1 Scénario 2 
Modèle # de disques Modèle 
WD10EADS 125 ST31500541AS 
ST31500341AS 130 ST3000DM001 
ST31500541AS 370 WD30EFRX 
HDS722020ALA330 1500 HMS5C4040ALE640 
ST33000651AS 375 ST4000DMOOO 
HDS5C3030ALA630 2500 ST4000DXOOO 
Scénario 3 







Algorithme 3 Stratégie statique 
Input : blocs de données B = {1, 2, ... , IBI} 
Output : Schémas d'allocations statiques 
1: for b E B do 
2: Choisir aléatoirement 3 disques durs distincts. 
3: Placer réplica de b. 
4: end for 







L'approche statique consiste sommairement à créer, pour chaque bloc de données , 
trois réplicas que l'on place sur trois disques durs sélectionnés aléatoirement. Par 
souci d '' qui té, nous nous assurons que les réplicas sont placés dans des disques 
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Algorithme 4 Stratégie gloutonne 
Input : bloc de données b 1 b E B = {1 , 2, ... , IBI}, m 
Output : Schémas d'allocation 
1: Choisir initialement un groupe de disque G jusqu 'à satisfact ion des exigences SLA 
2: Récupérer pour chaque disque dur h, le taux de pannes ).h à l 'instant t actuel 
3: Récupérer pour chaque disque dur h, le temps de service s" 
1/ Arrêt du boucle : m 
4: for i = 0; i < m ; i + + do 
5: for g E G do 
6: Trier selon 5_9 
7: Choisir aléatoirement un disque dur f 
11 Fonction utili té : u() 
8: Calculer u(5.Y, §Y) et (5.!, sf) 
9: if u( 5.9, s9 ) ;:::: (5.1, sf) then 
10: Remplacer g par f 
11: e nd if 
12: end for 
13: end for 
durs distincts . 
L'approche gloutonne, quant à elle, lorsqu 'une violation des exigences SLA est 
détectée, s'applique à d 'abord choisir aléatoirement un groupe de disques durs sa-
tisfaisant les exigences SLA. Ensuite, au fil des itérations, les membres du schéma 
d 'allocation du bloc de données sont progressivement remplacés par des disques 
durs ayant une meilleure utilité. La fonction utilité calcule la contribut ion appor-
t ée par l'ajout d 'un disque selon deux paramètres : le t aux de pannes actuels et le 
temps de service. On peut aisément voir que cette fonction cherche typiquement, 
les disques durs ayant un t aux de pannes ct un temps de service bas. Nous arrêtons 
les itérations de l'approche gloutonne à 50. 
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6.2 Résultat s 
Afin d'évaluer la pertinence de not re solution, nous considérons six (6) métriques : 
le t aux de violation en t ermes de disponibilité, le t aux de violation en t ermes de 
temps de réponse suite à une requêt e d 'accès aux données, le nombre de réplicas 
créés, le nombre de migration effectuées, la consommation énergétique t otale et le 
coût à la suite de violations en t ermes de disponibilité. 
Une violation de disponibilité se produit seulement lorsque tous les réplicas sont 
indisponibles lors d 'une requête d 'accès aux données concernées à cause notam-
ment de pannes de disques durs. Une violation de temps de réponse intervient 
lorsque, suite à l'émission d 'une requête d 'accès à un bloc, le système de stockage 
infonuagique retourne les données au-delà du temps indiqué lors de la spécification 
des exigences SLA. 
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Figure 6.1 Violation en t ermes de disponibilité. 
Globalement , on observe qu 'à t ravers nos scénarios de simulation , Heron induit 
moins de violations en termes de disponibilité que l' approche st atique et celle 
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gloutonne. Nous illustrons cela à la figure 6.1. Heron tire profit de sa capacité à 
prédire les pannes de disques durs pour éviter une indisponibilité conjointe des 
réplicas . De plus , Heron , à cause du sur-approvisionnement de réplicas pour lisser 
la variation de la dem ande en termes de requêtes d'accès, améliore la disponibilité . 
Il est intéressant de noter que dans les scénarios où il y a une majorité de disques 
durs premium (scénarios 1 et 2) , la méthode statique fournit des résultats concur-
rençant ceux de Heron et de la méthode gloutonne laissant supposer qu'une stra-
tégie consistant à simplement a jouter des réplicas sans sc soucier de leur empla-
cements pourrait etre convenable dans un context e d 'hét érogénéité contrôlée (à 
savoir que la plupart des disques durs ont de très faibles taux de pannes) . Toute-
fois , on constate également que cette stratégie atteint ses limites dans un scénario 
(scénario 3) où il y a une plus basse majorité de disques durs premiums. En effet , 
dans cc scénario, il existe un plus forte probabilité que les disques durs contenant 
les réplicas tombent en panne dans un intervalle très proche. 
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HERO N ~ 3·ST4TI C ~ GREEDY r.:::s:sJ 
Figure 6 .2 Violation en termes de temps de réponse suite à une requête d 'accès . 
Cela explique également les résultats présentés à la figure 6.2. On notera aussi 
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que le t aux de violations en t ermes de t emps d 'accès est plus élevé que le t aux de 
violations en t ermes de disponibilité. On explique cela par le fait qu 'une panne 
de disque dur n 'engendre pas forcement une violation des exigences en t ermes 
de disponibilité, t ant qu 'il demeure d 'autres réplicas . Cependant , relativement 
au t emps de réponse, les réplicas jouent également un rôle d 'équilibrage de la 
charge . Ainsi, une panne peut entraîner une violation de t emps de réponse pour 
certains blocs de données subissant une demande et une variabilité forte. Bien que 
Heron permet te de lisser la fluctuation de la demande, elle implique également une 
création de réplicas plus élevée par rapport à l'approche gloutonne telle qu 'illustré 
à la figure 6. 3. P ar conséquent, la consommation énergétique est également plus 
forte pour Heron par rapport à la méthode gloutonne. Évidemment , cela est un 
compromis nécessaire pour tenir en compte de la variabilité de la demande de 
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Scenarios 
HERON ['Z:';s] 3-ST ATI C ~ GREEDY cs:sJ 
Figure 6.3 ombre de réplicas créés. 
P ar ailleurs, nous observons à la figure 6.5 que Heron réussit à réduire de façon 
substant ielle le nombre de migrations effectuées lors de l'instauration des schémas 
d 'allocation de réplicas en comparaison avec l'approche gloutonne. La différence se 
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Figure 6.4 Énergie totale consommée. 
situant dans le fait qu'Heron, à travers son opérateur de croisement, s'évertue à ce 
que d'un schéma d'allocation à un autre, on retient des emplacements de réplicas 
du schéma original d 'allocation si possible, de sorte à minimiser le nombre de 
migrations . 
4 k 
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Figure 6.5 Nombre total de migrations effectuées. 
A l'inverse, l 'approche gloutonne peut engendrer d 'un schéma d 'allocation à un 
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autre, un changement complet d 'emplacements de réplicas résultant en un nombre 
significatif de migrations de réplicas . 
Enfin, un autre aspect que nous considérons, pour mieux distinguer les avantages 
d 'Heron par rapport à l'approche gloutonne, consist e à appliquer un mécanisme 
de pénalisation monét aire dans lequel nous appliquons un coût de plus en plus 
croissant en accord avec la sévérité des exigences SLA en termes de disponibilité. 
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Figure 6.6 Coût suite aux violations en t ermes de disponibilité. 
À la figure 6.6 , nous montrons les coûts pour le pire scénario de simulation (scé-
nario 3). Nous remarquons qu 'en comparaison à d 'autres approches, Heron réussit 
maintenir un bas coût à la suite de violations en t ermes de disponibilité. Cela est 
une conséquence du mécanisme de réduction de l 'espace de recherche dans lequel 
les blocs de données ayant des exigences SLA strictes obt iennent un espace de 




L'hétérogénéité de l'infrastructure de stockage infonuagique, plus particulière-
ment , son impact par rapport à la disponibilité des données, a été largement 
ignorée par les études précédentes. Pourtant , de nombreuses études récentes ont 
indiqué que d 'un modèle de disque à un autre, les fréquences de pannes mesurées 
par le taux de pannes variaient significativement , mais qu'en plus ce t aux était 
variable au fil du t emps. On se pose donc la question à savoir quel est l'impact 
de ces phénomènes dans un modèle de gestion des données faisant usage de la 
réplication pour garantir la disponibilité des données? 
Dans ce cadre, nous avons étudié la problématique de la gestion des réplicas dans 
le cadre d 'une infrastructure de stockage infonuagique hétérogène. Notre objectif 
consistait à pouvoir garantir la satisfaction des exigences SLA tout en minimisant 
les coûts de gestion induits , à la fo is par la vari abilité de la demande en termes 
de requêtes d 'accès aux données des utilisateurs mais également la variation des 
taux de pannes des disques durs au fi l elu temps. Ainsi, nous avons formulé la 
problématique sous forme d 'un problème d 'optimisation et nous avons montré 
qu 'il faisait partie des problèmes NP-difficile, de par le fait qu 'il s'agissait d'une 
généralisation elu «bin packing problem». 
À partir de là, nous avons proposé une plat eforme de gestion de réplicas dans 
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laquelle figure une heuristique dénommée Heron ct qui sc base sur un algorithme 
génétique pour chercher une solution stable et proche de l'optimal pour chaque 
bloc de données dans le système de stockage. 
La performance de Heron a été évaluée et comparée à deux modèles de gestion de 
réplicas fréquemment utilisés dans la littérature : une approche statique et une ap-
proche gloutonne, et ce pour nous permettre de situer l'impact de l 'hét érogénéité 
sur les objectifs SLA. Les résultats mont rent que l 'approche statique ét ait capable 
de concurrencer l'approche gloutonne ct Heron lorsque l 'hétérogénéité en termes 
de taux de pannes demeure relativement faible. Cependant , sa consommation 
énergétique ainsi que l'espace de stockage consommée rest e un point faible. Égale-
ment , dans nos simulations, l 'approche gloutonne parvient à obtenir de meilleurs 
résultats que Heron en matière de consommation énergétique, du fait que Heron 
effectue du sur-approvisionnement de réplicas pour lisser les demandes d 'accès 
aux données futures. Toutefois , globalement , Heron obtient de meilleurs résul-
t ats en garantissant un t aux moindre de violations en termes de disponibilité, de 
migrations effectuées. 
Nous envisageons, dans de futurs travaux, d 'adapter à notre modèle plusieurs 
contributions préalablement existantes dans la littérature tout en gardant l 'équité 
nécessaire en t ermes de comparaison. Nous· tirerons également avantage de plus 
de données, (complètes et récentes) concernant les pannes de disques durs, en 
provenance de Backblaze. 
Nous comptons utiliser ces travaux pour améliorer notre plateforme et ainsi avoir 
un regard plus approfondi sur l'impact de l 'hétérogénéité des disques durs dans la 
satisfaction des SLA. 
--·---------------- -- - --------
APPENDICE A 
MÉCANISME DE PRÉVISION DE LA DEMANDE : ARIMA 
La prévision de la demande s'effectue à travers une série temporelle consistant 
à analyser mathématiquement le comportement passé d 'un phénomène afin d 'en 
déduire avec la meilleure précision possible le comportement futur (Zhani, 2011). 
Dans le cadre de notre travail , nous nous intéressons à prédire la demande liée 
aux requêtes d'accès aux données en provenance de clients du système de stockage 
infonuagique. Il est important de noter que dans le cadre de notre étude, nous 
fo calisons surtout notre attention à détecter une tendance claire concernant la 
demande, plus particulièrement croissante, de facon à éviter une violation par 
rapport au temps de réponse exigé pour les données. 
Ainsi , on considère un modèle de prévision représenté par une fonction f et dont 
les anciennes observations de la demande concernant une donnée sont définies à 
travers une série temporelle y (t), y(t- 1) , y(t- 2) , ... , y(t- n ) avec n, le nombre 
d 'observations antérieures. La valeur prédite y(t + h) à un horizon prévisionnel h 
est définie t elle que : 
y(t + h ) = f ( y(t), y(t- 1) , y(t- 2) , ... , y(t- n ) ) (A.l) 
Pour la suite de notre analyse, considérons un modèle de prévision particulier 
dénommé ARIMA (AutoRegressive Integrated Moving Average) et que nous uti-
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lisons dans le cadre de notre travail. La raison est que dans un environnement 
infonuagique, la méthode ARIMA a été démontré comme étant celle fournissant 
les meilleurs résultats en t ermes de précision dans le cadre de la prédiction des 
requêtes de ressources (Calheiros et al., 2015; Zhao et al. , 2012; Zhang et al., 
2012; Zhang et al., 2013; Vakilinia et al., 2016). À cet égard, (Calheiros et al. , 
2015) estiment la précision de prédiction d 'ARIMA jusqu'à 91% dans son ana-
lyse des traces réels de requêtes en provenance de serveurs web . Dans la même 
veine, (Zhang et al., 2013) ont analysé, à travers ARIMA, des traces réelles en 
provenance des clusters de traitement Google ( Google compute clusters) pour pré-
dire les taux d 'arrivée ainsi que le nombre de tâches . Ils indiquent que l 'erreur 
quadratique moyenne des prédictions ( root square error) était inférieure à 1%. 
Supposons, donc, le modèle ARIMA(p,d, q) pour lequel les variables p, d et q 
désignent respectivement le nombre de termes auto-régressifs, le nombre de diffé-
renciations et le nombre de moyennes mobiles. Ainsi , le modèle ARIMA combine, 
dès lors, trois modèles : un modèle d 'auto-régression, un modèle de différenciation 
ou d 'intégration , et un modèle à moyenne mobile. 
L'auto-régression (AutoRegressive - AR) peut être défini comme étant un modèle 
dans lequel la valeur du résultat dépend linéairement d 'un ensemble de valeurs 
précédentes et d 'une expression d 'erreur stochastique. Un processus à moyenne 
mobile (Moving Average - MA), quant à lui, estime que la valeur du résultat est 
linéairement dépendante de l'expression d 'erreur stochastique courante ainsi que 
des expressions d 'erreurs précédentes. 
La combinaison des modèles AR ct MA constitue le modèle auto-régressif à 
moyenne mobile (AutoRegr·essive Moving Average - ARMA) . Formellement, une 
série temporelle y(t) suit un processus ARM A(p, q) si elle est stationnaire et si 
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pour chaque instant t : 
y(t) = r/J 1 · y(t - 1)+ ... +!/JP · y(t - p)+c(t)+B1 · c(t- 1)+ ... +8'1 · E(t - q) (A.2) 
avec rPi et e1 désignent des valeurs réels et c(t), dénotant un bruit blanc de va-
riance a-2 . 
Nous reformulons l'équation A.2 de manière plus concise : 
i=l i=l 
où L dénote l 'opérateur "retard " (lag operator). Le modèle ARMA emploie p+ q+ l 
paramètres inconnus déterminés à travers les fonctions d'auto-corrélation (ACF) 
et d'auto-corrélation partielle (PACF). Les paramètres rPi et ei peuvent être es-
timés grâce à la méthode d'estimation de la plausibilité maximale (Maximum 
Likelihood- MLE) (Aldrich et al., 1997) . 
On notera qu 'il est possible qu'une série temporelle viole l'hypothèse de station-
narité à cause des variations. Or , la stationnarité est un paramètre essent iel dans 
la détermination des modèles ARIMA. Autrement dit , la variance ainsi que la 
valeur moyenne de la série temporelle sont constantes au fil elu temps. Ainsi, on 
procède à la stationnarisation de la série temporelle à travers une différenciation 
d'ordre d, obtenant ainsi une version intégrée {Integrated - I) de la série. 
Le modèle ARIMA constitue clone une version intégrée elu modèle ARMA. Ainsi , 
une série temporelle y(t) suit un processus ARIMA lorsque l'expression (1 -
L)d · y(t) suit un processus ARM A(p, q) avec d, une valeur entière. Nous avons 
clone le modèle AR! M A(p, d, q) tel que : 
~T' . d ( 1 - L......t rPi · L') · ( 1 - L) y(t) = (1 + Lq ei . Li) . c(t) (A.4) 
i= l i = l 

APPENDICE B 
MÉCANISME DE PRÉVISION DES PANNES DE DISQUES DURS 
La prédiction des pannes au niveau des disques durs a suscité, ces dernières années, 
de nombreuses études (Murray et al. , 2005 ; Hamerly et Elkan, 2001 ; Hughes et al., 
2002; Murray et al. , 2003 ; Zhao et al. , 2010; Xu et al., 2016 ; Wang et al., 2011) , 
s'évertuant principalement à exploiter les données S.M.A.R.T (Se lf-Monitoring, 
Analysis and R eporting Technology) présentes sur la plupart des disques durs 
modernes afin de bâtir des modèles de prédictions de pannes. Essentiellement , les 
données S.M.A.R.T permettent de collecter en permanence diverses informations 
ayant trait à la santé du disque dur telles que la température, le nombre de secteurs 
défectueux, le taux d 'erreur lors de la lecture d'un données, etc. 
Cependant , les résultats obtenus par les études auparavant citées étaient géné-
ralement modestes (moins de 60% en taux de prédiction correctes pour un taux 
de fausses alertes basses) et présentaient diverses difficultés dans la mesure où les 
méthodes utilisées ne permettaient pas d 'avoir des performances stables en termes 
de prédiction (Li et al., 2014). 
C'est cl ans ce cadre que nous basons notre étude sur la base elu modèle de pré-
diction de pannes de disques durs fourni par (Li et al., 2014) qui se base princi-
palement sur les arbres de classification et de régression pour obtenir un taux de 
prédiction correcte de pannes autour de 95% pour un taux de fausses alertes de 
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0.1% environ. 
L'avantage par rapport aux aut res t echniques est que ces arbres de décisions 
constit uent des modèles ayant une performance et précision hautement fiables (Li 
et al., 2014). Ainsi , ces arbres de décisions permettent non seulement de prédire 
adéquatement les panne de disques durs mais également d'évaluer numériquement 
la santé de ceux-ci. 
Nous l'utilisons donc dans notre t ravail afin de pouvoir prédire les pannes de 
disques durs et prendre ainsi des mesures correctives permet tant de garant ir que 
les données stockées sur les disques concernés puissent demeurer disponibles. 
Nous présentons, ici, le fonctionnement de ce modèle de prédiction qui utilise 
en réalité deux types d 'arbres de décision : un arbre de classification servant à 
déterminer si le disque dur tombera en panne et un arbre de régression dont 
l'objectif est 'de quantifier l'état de santé des disques durs. 
Le modèle d'arbre de classification 
La classification du disque dur se fait à t ravers un arbre de décision dans 
lequel chaque noeud dénote la probabilité qu 'un disque dur tombe en panne 
selon la valeur S.M.A.R.T observée au niveau du disque dur tel qu 'illustré 
à la figure B .1. 
L'arbre de classification utilise le gain d 'information comme critère de scis-
sion à chaque noeud , consistant à fouiller à travers l'ensemble des at tributs 
S.M.A.R.T pour t rouver celui qui permet de maximiser le gain d 'informa-
t ions. 
Ainsi, soit un noeud D scindé en deux noeuds enfants D1 et D2 selon un 
attribut S.M.A.R.T, vi. Le gain d 'information à travers cette scission peut 
être déterminé à partir de la formule suivante : 
gain(D , vi ) = in f o(D) - in f o(D , vi) (B.1) 
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Figure B.l Exemple d 'arbre de classification pour la prédiction des pannes de 
disques durs (Li et al. , 2014). 
où ·info(D) représente l'entropie d 'information au niveau du noeud D ct 
info(D , vi), la somme des entropies d 'informations des noeuds enfants après 
scission selon l'attribut S.M.A.R.T vi· 
Le concept d 'entropie d'information sert à dénoter le biais du jeu de données 
par rapport à une valeur objectif ct se définit par la relation suivante : 
in fo(D) = -plog2(p) - qlog2(q) (B.2) 
avec p, q 1 p+q = 1 dénotant les probabilités de classification des échant illons 
considérés pour le noeud D . On définit la somme des entropies d 'informa-
t ions des noeuds enfants de la sorte : 
info(D, vi) = 1 1~11 1 info(Dl) + ~~~2ll injo(D2) (B.3) 
où IDI dénote le quantité totale d 'échantillons pour le noeud D. À chaque 
étape de la construction de l'arbre de classification, l'algorithme de clas-
sification calcule essentiellement le gain d 'information pour l'ensemble des 
scissions possibles avant de choisir celle fournissant le gain d 'information 
ma.,'Cimal. 
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Afin d'améliorer la classification, (Li et al., 2014) utilisent une stratégie 
d'apprentissage consistant à ajuster de manière itérative les probabilités 
de classification. De plus, afin de réduire les fausses alarmes, deux types 
d'erreurs, à travers un jeu de poids, sont distingués : les fausses positives et 
les fausses négatives, affectant notamment le choix du paramètre S.M.A.R.T 
choisi pour un noeud donné. 
Le modèle d'arbre de régression 
Au-delà de l'arbre de classification qui permet uniquement de déterminer si 
le disque dur est prévu de tomber en panne, le modèle fourni par (Li et al. , 
2014) permet également de quantifier l 'état de santé du disque dur. Cela en 
partant de l 'idée que la détérioration de l'état du disque dur se fait plutôt 
graduellement et, qu'en conséquence, un mécanisme d'évaluation de la santé 
du disque est essentiel. 
L'arbre de régression utilise la méthode des moindres carrés comme critère 
de scission. Ainsi, pour chaque noeud, la scission retenue est celle ayant une 
somme des carrés minimale. Celle-ci se calcule à travers la formule qui suit : 
n 
sq = 2:)Yi- Y) 2 (B.4) 
i=l 
avec n dénotant la quantité d 'échantillons pour le noeud considéré, Yi la 
valeur de l'attribut S.M.A.R.T pour la ieme échantillon et Y la moyenne des 
échantillons pour la valeur de l'attribut S.M.A.R.T considérée. 
Pour chaque disque dont il est prédit qu'il tombe en panne, on quantifie la 
santé du disque en considérant une fenêtre de détérioration par la formule 
suivante : 
(B.5) 
avec wd représentant la taille de la fenêtre de prédiction et i l 'échantillon 
considéré. 
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