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Introduction and statements
Let us consider the Dirichlet problem for the prescribed mean curvature equation
where Ω is a bounded domain in R N with a C 0,1 boundary ∂Ω, f : Ω × R → R is a Carathéodory function and λ > 0 is a real parameter. The potential F of f is defined by
The existence of multiple non-trivial solutions of (1.1) has been discussed by several authors in the last years [4, 5, 7, 9, 11, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . In particular, K.C. Chang and T. Zhang proved in [9] that, for the one-dimensional and the radially symmetric versions of (1.1), the existence of at least three non-trivial classical solutions is implied by an assumption relating the behaviour at s = 0 of the quotient λf (x, s)/s to the higher eigenvalues of the linearization of the curvature operator at 0, coupled with a global boundedness condition on λf (x, s), with bound depending on the diameter of Ω. Note that the former condition is satisfied, for any given λ > 0, if f (x, s) is sublinear at s = 0.
The aim of this note is to show that the subquadraticity of the potential F (x, s) at s = 0 is sufficient to guarantee the existence of three non-trivial weak solutions, for each small λ > 0, even in a genuine PDE setting, i.e., in any space dimension N and without any special symmetry. We however point out that our assumptions, when are referred to the one-dimensional or the radially symmetric problem, do not completely generalize those considered in [9] . On the other hand, here, the existence of two further bounded variation solutions is obtained assuming a superlinearity condition on the potential at infinity. In this way some previous results in [13, 15, 21] are completed and improved. Finally, we show that the existence of an infinite sequence of weak solutions can be established, for each small λ > 0, via the Lusternik-Schnirelmann theory, provided the function f (x, s) is odd with respect to s and F (x, s) is subquadratic at s = 0. If, in addition, the potential is superlinear at infinity, then the existence of a further infinite sequence of bounded variation solutions follows from [17] .
Before stating our results we introduce the notions of solution of (1.1) we are going to use in this paper. Here, H N −1 denotes the (N − 1)-dimensional Hausdorff measure and, for w ∈ BV (Ω), w |∂Ω denotes the trace of w on ∂Ω, Dw = (Dw) a + (Dw) s is the Lebesgue decomposition of the measure Dw in its absolutely continuous part and its singular part with respect to the N -dimensional Lebesgue measure in R N , |Dw| denotes the total variation of the measure Dw, |Dw| = |Dw| a + |Dw| s is the Lebesgue decomposition of |Dw| and Dw |Dw| is the density of Dw with respect to its total variation |Dw|. Remark 1.1. From [2, 3] it follows that a weak solution is a bounded variation solution and, if a bounded variation solution belongs to W for every v ∈ BV (Ω). Here the functional J : BV (Ω) → R is defined by
where, for any w ∈ BV (Ω),
for i = 1, 2, . . . , N + 1 and F (x, s) s 2 dx = +∞ and lim sup
Then there exists λ * ∈ ]0, +∞] such that, for every λ ∈ ]0, λ * [, problem (1.1) has at least two non-trivial weak solutions u
λ ∈ C 1 (Ω), satisfying, for i = 1, 2,
Further, if we replace (h 4 ) with (h 5 ) there exists a constant p ∈ ]1, 2[ such that
uniformly a.e. in Ω, i.e., for every k > 0 there exists r k > 0 such that F (x, s) ≥ k|s| p for a.e. x ∈ Ω and every |s| ≤ r k ; and (h 6 ) there exist constants r 0 > 0 and ϑ > 1 2 such that F (x, s) − ϑsf (x, s) ≥ 0 for a.e. x ∈ Ω and every |s| ≤ r 0 , then, for every λ ∈ ]0, λ * [, problem (1.1) has an additional non-trivial weak solution
for a.e. x ∈ Ω and every s ∈ R; (h 8 ) F (x, s) ≥ 0 for a.e. x ∈ Ω and every s ∈ R; (h 9 ) there exist a constant p ∈ ]1, 1 * [ and a function a ∞ ∈ L ∞ (Ω), with a ∞ (x) ≥ 0 a.e. in Ω and a ∞ (x) > 0 in a set of positive measure, such that
in Ω, i.e., for every ε > 0 there exists r ε > 0 such that
p for a.e. x ∈ Ω and every |s| ≥ r ε ;
and
uniformly a.e. in Ω, i.e., for every ε > 0 there is r ε > 0 such that F (x, s) − ϑf (x, s)s ≤ ε|s| for a.e. x ∈ Ω and every |s| ≥ r ε . Then there exists λ
at least five non-trivial bounded variation solutions u
and, for i = 4, 5, lim
Remark 1.5. If, in addition to all hypotheses of Theorem 1.4, we assume (h 7 ) and (h 12 ) there exist constants ϑ ∈ ]0, 1[ and r > 0 such that
for a.e. x ∈ Ω and every |s| ≥ r, then the existence of a further sequence of bounded variation solutions of problem (1.1) follows from Theorem 1.1 in [17] . [14] and [19] , it follows that the one-dimensional problem
with f like in Example 1.6, has at least six non-trivial solutions. The sixth solution is a special function of bounded variation (cf. [1, Chapter 4]), having exactly one positive and one negative hump, jump discontinuities at the points 0, It might be interesting to know whether the existence of a sixth non-trivial solution of the N -dimensional problem (1.1) can be proved too, at least for the right-hand sides f considered in Example 1.6. 
where r 0 is defined in (h 3 ). Then we set, for a.e. x ∈ Ω and every s ∈ R,
Note that, by (h 3 ),
for a.e. x ∈ Ω and every s ∈ R. Let us consider the modified problem
K λ is of class C 1 and weakly lower semicontinuous, being the sum of a convex and a weakly continuous function (see, e.g., [10, Chapter 2] ). Moreover, u ∈ H 1 0 (Ω) is a solution of (2.8) if and only if u is a critical point of K λ .
Step 2. For any given λ > 0 let us set
Then, for eachλ > 0 there exist constants τ ∈ ]0, 1] and κ > 0 such that
We first prove that, for every λ > 0 and every u ∈ U λ , (2.14)
where r 0 is defined in (h 3 ). Indeed, testing (2.9) against (u λ − r 0 ) + , which is in H 1 0 (Ω) by Stampacchia theorem (see [24, Section 1.8]), and using (2.3) and (2.5), we get
Therefore we have (u λ − r 0 )
Similarly we see that u λ (x) ≥ −r 0 a.e. in Ω. Next, by (2.14) and (2.6), the regularity theory for (2.8) (see [12] ) implies that, for eachλ > 0, there exist constants τ ∈ ]0, 1] and κ > 0 such that (2.11) and (2.12) hold. Finally, in order to prove (2.13), we assume by contradiction that there exist sequences (λ n ) n ⊂ ]0,λ[, with lim n→+∞ λ n = 0, and
and a constant η > 0 such that, for every n, u n ∈ U λn and (2.15)
Estimate (2.12) and the Arzelà-Ascoli theorem yield the existence of a subsequence of (u n ) n , we still denote by (u n ) n , converging in C 1 (Ω) to some function u ∈ C 1 0 (Ω). Testing (2.9) against u n and using (2.3), (2.6) and (2.14), we get
Hence, letting n → +∞ and passing to the limit, we conclude that u = 0, thus contradicting (2.15).
Step 3. For every λ > 0 the modified problem (2.8) has at least one weak solution u
λ , which is a local minimizer of K λ in C 1 0 (Ω) and satisfies
ν being the unit outer normal to Ω at x ∈ ∂Ω. Let us consider the problem
for a.e. x ∈ Ω and every s ∈ R. A solution of (2.16) is a function u ∈ H 1 0 (Ω) satisfying
is of class C 1 and weakly lower semicontinuous, being the sum of a convex and a weakly continuous function. Moreover, u ∈ H (Ω) such that 0 ≤ w(x) ≤ 1 in Ω and w(x) = 1 in ω + . By (h 4 ) there exists a sequence (r n ) n , with r n > 0 for every n and lim
Moreover, by (2.7), we have for every n (2.20)
Hence, we get
for all n large enough. This implies that
and hence u λ = 0. Testing (2.17) against −u − λ and using (2.3) and (2.6), we obtain
Therefore we have u − λ = 0, i.e., u λ (x) ≥ 0 a.e. in Ω. This implies that u λ is a solution of (2.8) too. Hence, by Step 2, u λ ∈ C 1 (Ω). The strong maximum principle and the boundary point lemma (see [23, Corollary 8.3, Corollary 8.4 ]) also yield u λ (x) > 0 in Ω and ∂u λ ∂ν (x) < 0 on ∂Ω, ν being the unit outer normal to Ω at x ∈ ∂Ω. This shows that, for every λ > 0, problem (2.8) has a solution u λ , which minimizes K λ in the open positive cone
Step 4. For every λ > 0 the modified problem (2.8) has at least one weak solution u (2) λ , which is a local minimizer of K λ in C 1 0 (Ω) and satisfies
ν being the unit outer normal to Ω at x ∈ ∂Ω. Arguing like in the proof of Step 3, we can prove that, for every λ > 0, problem (2.8) has a solution u (2) λ which minimizes
Step 5. For each λ > 0, any local minimizer of
As K λ is weakly lower semicontinuous and each ball
n } is weakly compact, we can assume that
As K λ is of class C 1 , by Lagrange multipliers rule there is µ n ∈ R such that
Hence, testing (2.22) against u n − u, we get
and therefore we conclude that µ n ≤ 0. This implies that u n is a solution of the elliptic problem
Two cases may occur: either there isμ < 0 such that µ n ≥μ for every n, or, possibly passing to a subsequence, still denoted by (µ n ) n , lim n→+∞ µ n = −∞. In the first case, we have, for all n,
16 ≤ a(s) − µ n ≤ 1 + |μ| for every s ≥ 0. Using (2.6) too and arguing as in Step 2, we conclude that there are constants τ ∈ ]0, 1] and κ > 0 such that for every n (2.24)
In the second case, we rewrite (2.23) in the form (2.25)
We have, for all n large enough,
for every s ≥ 0 and, by (2.6),
for a.e. x ∈ Ω and every s. Hence we derive, as above, that (2.24) holds for every n. Therefore, by Arzelà-Ascoli theorem, we conclude in any case that there exists a subsequence of (u n ) n which converges to u in C 1 (Ω), thus contradicting the fact that u is a local minimizer of
Step 6. There exists λ * ∈ ]0, +∞] such that, for every λ ∈ ]0, λ * [, problem (1.1) has at least two non-trivial weak solutions u
λ ∈ C 1 (Ω), which are local minimum
λ ) < 0. The conclusion immediately follows from the previous steps.
Part 2. In this part of the proof we assume (h 1 ), (h 2 ), (h 3 ), (h 5 ) and (h 6 ). Note that (h 5 ) implies (h 4 ).
Step 7. The Palais-Smale condition. Fix λ > 0 and assume that (u n ) n ⊂ H 1 0 (Ω) is a Palais-Smale sequence, i.e., sup n |K λ (u n )| < +∞ and lim
We shall prove that there exist a subsequence of (u n ) n , which we still denote by (u n ) n , and u ∈ H 1 0 (Ω) such that lim
(Ω) and hence, passing to a subsequence if necessary, we may assume that (u n ) n converges weakly in
, we may further assume that (u n ) n converges to u in L 2 (Ω). The strong convergence in H 1 0 (Ω) of (u n ) n to u will follow from [6, Lemma 3] . To this end we define the generalized Dirichlet form
(Ω), and we observe that all hypotheses of [6, Lemma 3] are satisfied. Hence condition (S) therein will guarantee that (u n ) n converges to u strongly in H We have
Further, from (2.6) and as lim
We also have
Indeed, as K λ (u) ∈ H −1 (Ω) and as lim n→+∞ u n = u weakly in H 1 0 (Ω), we see that
Finally, from (2.6) and lim
Step 8. There exists λ * ∈ ]0, +∞] such that, for every λ ∈ ]0, λ * [, problem (1.1) has at least three non-trivial weak solutions u
λ , u
λ ∈ C 1 (Ω). As the constant ϑ appearing in (h 6 ) satisfies ϑ > 
λ , satisfy (2.29)
Without loss of generality we can also assume that u (1) λ and u (2) λ are isolated local minimum points, because otherwise the conclusion is achieved, and K λ (u 
λ ). Since, by Step 7, K λ satisfies the Palais-Smale condition, the mountain pass theorem (see, e.g., [10, Theorem 5.7] ) yields the existence of a critical point u (3) λ of K λ , i.e., a solution of (2.8) and hence, by (2.29), of (1.1), such that
λ . In order to prove that u (3) λ is non-trivial, we show that K λ (u
This is a consequence of the following statement.
Claim. There exists γ ∈ Γ such that K λ (γ(t)) < 0 for all t ∈ [0, 1]. First we show that the function ψ : [0, 1] → R, defined by ψ(t) = K λ (t u (1) λ ), satisfies ψ(t) < 0 for every t ∈ ]0, 1]. Indeed, assume by contradiction that there exists t 0 ∈ ]0, 1[ such that ψ(t 0 ) ≥ 0. Since ψ(0) = 0 and ψ(1) < 0, we can also suppose without restriction that ψ (t 0 ) = 0. Using (2.26), (2.29), (h 6 ) and (2.27), we get
which is a contradiction. Similarly we can verify that K λ (t u (2) λ ) < 0 for all t ∈ ]0, 1]. Next, let E be a two-dimensional linear space such that u (1) λ , u (2) λ ∈ E and E ⊂ C 1 (Ω). We show that there is a constant ρ, with 0 < ρ < min{ u
By the equivalence of norms in E, we can find a constant δ 1 > 0 such that, for
. Hence, using (2.28), we get, for all v ∈ E with v H 1 0 (Ω) ≤ δ 1 ,
.
As p ∈ ]1, 2[, there exists ρ > 0 small enough such that, for every v ∈ E with
Finally, we take a path γ ∈ Γ, having range contained in the (arcwise connected) set given by the union of the two segments {t u 
λ (x) ≤ 0 a.e. in Ω and, for i = 4, 5, lim
λ L q (Ω) = +∞, where q is defined in (h 7 ). This subsection is entirely devoted to the proof of this result. Of course, it is sufficient to show the existence of a non-negative solution, as the same arguments can be used to prove the existence of a non-positive one.
Step 1. A modified problem. As we are looking for non-negative solutions of (1.1), we can modify f by setting f (x, s) = 0 for a.e. x ∈ Ω and every s < 0. By (h 3 ) we have f (x, 0) = 0 a.e. in Ω and hence condition (h 2 ) is satisfied. Note further that assumptions (h 7 ) and (h 10 ) still hold, while in (h 9 ) we only have
uniformly a.e. in Ω. For each n ≥ 1, let a n :
where r ∈ ]1, min{p,
and in (h 10 ), respectively. Note that p ≤ q, where q is defined in (h 7 ). We also set, for every s ≥ 0,
Let us consider the modified problem (2.30) −div a n (|∇u| 2 )∇u = λf (x, u) in Ω,
A solution of (2.30) is a function u ∈ W 1,r 0 (Ω) satisfying
for every v ∈ W 1,r 0 (Ω). For each n and λ > 0, we define the C 1 functionals J n and
Let u ∈ W 1,r 0 (Ω) be a solution of (2.30). Since J n is convex we have
and hence
Step 2. Mountain pass geometry for small λ > 0. Define
Moreover, for each λ > 0 and each w ∈ W 1,r 0 (Ω), with w(x) > 0 a.e. in Ω, there exists t = t λ,w > 0 such that
and, for every n,
Assumptions (h 7 ) and (h 8 ) imply that
for a.e. x ∈ Ω and every s ∈ R. Using Jensen, Hölder and Poincaré inequalities, we get, for every u ∈ S and any n,
where µ q is a constant coming from Poincaré inequality. Taking now
we see that there is a constant c 0 > 0 such that, for each λ ∈ ]0, λ 0 ] and every n,
This yields the first conclusion of the claim. Next we note that (h 9 ) and (2.36) imply that, for every ε > 0, there exists ∈ L−1 (Ω) such that
for a.e. x ∈ Ω and every s ≥ 0. Fix λ > 0 and choose w ∈ W 1,r 0 (Ω), with w(x) > 0 a.e. in Ω, and ε > 0 such that Ω (a ∞ − ε)w p dx > 0. By (2.37) we get, for every t ≥ 1 and every n,
Since p > r we derive lim t→+∞ I λ,n (tw) = −∞ uniformly with respect to n. Accordingly, the last conclusion of the claim is achieved too.
Step 3. Mountain pass levels. We define, for each λ ∈ ]0, λ 0 ] and n ≥ 1, the mountain pass level c λ,n = inf
= tw}, with t, w satisfying (2.34) and (2.35).
Step 4. The Palais-Smale condition. Fix λ > 0 and n ≥ 1. Assume that (u k ) k ⊂ W 1,r 0 (Ω) is a Palais-Smale sequence, i.e., sup
then there exist a subsequence of (u k ) k , which we still denote by (u k ) k , and u ∈ W 1,r 0 (Ω) such that lim
Palais-Smale sequence we have that, for some c > 0 and any k large enough,
, where ϑ comes from (h 10 ). Hence we get
for all large k. By assumptions (h 10 ) and (h 7 ), for every ε > 0 there exists c ε ∈ L−1 (Ω) such that
for a.e. x ∈ Ω and every s ∈ R. Let d > 0 be such that, for every s ∈ R,
Using (2.41), (2.40) and Poincaré inequality, from (2.39) we have, for all large k,
where µ 1 is a constant coming from Poincaré inequality. Hence, taking ε > 0 small enough, we can find a constant K > 0 such that (Ω) of (u k ) k to u will follow from [6, Lemma 3] . To this end we define the generalized Dirichlet form
(Ω), and we observe that all hypotheses of [6, Lemma 3] are satisfied. Arguing as in Step 6 of Theorem 1.2, we show that
Hence condition (S) in [6, Lemma 3] guarantees that (u k ) k converges to u strongly in W 1,r 0 (Ω).
Step 5. Existence of solutions of the regularized problem. We are now in position of proving the existence of solutions of (2.30), which are obtained as critical points of mountain pass type of the functional I λ,n .
Claim. There exist constants λ 0 > 0 and c 0 > 0 such that, for each λ ∈ ]0, λ 0 ] and each n ≥ 1, the functional I λ,n has a critical point u λ,n , which is a non-trivial solution of (2.30) satisfying u λ,n (x) ≥ 0 a.e. in Ω and
Further, for each λ ∈ ]0, λ 0 ] there is a constant k 1 = k 1,λ > 0 such that, for every n,
, where λ 0 has been obtained in Step 2, and n ≥ 1. The existence of a non-trivial critical point u λ,n of I λ,n , with
follows from Steps 2, 3, 4 and the mountain pass theorem (see, e.g., [10, Theorem 5.7] ). Testing (2.31) against −u
As f (x, s) = 0 for a.e. x ∈ Ω and all s ≤ 0, we conclude that u − λ,n (x) = 0 a.e. in Ω, that is u λ,n (x) ≥ 0 a.e. in Ω.
Estimate (2.42) is a direct consequence of (2.33). Finally estimate (2.43) follows from
where Γ λ has been defined in (2.38).
Step 6. Norm estimates on the solutions of the regularized problem. We want to prove that, for each λ ∈ ]0, λ 0 ], there is a constant k 2 = k 2,λ > 0 such that, for each n and any solution u λ,n of (2.30) satisfying (2.43), we have
. For any n, let u λ,n be a solution of (2.30) satisfying (2.43). We have
We know that for every ε > 0 there exists c ε ∈ L−1 (Ω) such that (2.40) holds. Using (2.41), (2.40) and Poincaré inequality, we obtain
where µ 1 is a constant coming from Poincaré inequality. This yields the existence of a constant k 2 = k 2,λ > 0 such that (2.44) holds for every n.
Step 7. Convergence of the regularization scheme. For any fixed λ ∈ ]0, λ 0 ], let u n be a solution of (2.30) such that (2.42) and (2.44) hold. We know that u n satisfies (2.32), that is
0 (Ω) ≤ k 2 for every n, by compactness there exists a subsequence of (u n ) n , which we still denote by (u n ) n , and a function u ∈ BV (Ω) such that lim
by lower semicontinuity, lim inf
We have
for every w ∈ L q (Ω). Letting n → +∞ in (2.45), we obtain for every w ∈ W Therefore (1.4) holds for every v ∈ BV (Ω), which means that u is a solution of (1.1). Note that, as u n (x) ≥ 0 a.e. in Ω for each n, we also have u(x) ≥ 0 a.e. in Ω. Let us prove that u(x) > 0 on a set of positive measure. Assume by contradiction that u(x) = 0 a.e. in Ω. As lim 
Proof of Theorem 1.4.
We apply the Lusternik-Schnirelmann theory, in the form of Theorem 5.2.23 in [8] , to prove, for any given λ > 0, the existence of infinitely many critical points of the functional K λ defined in Step 1 of the proof of Theorem 1.2. Then Step 2 of the same proof will yield the existence of λ * ∈ ]0, +∞] such that, for every λ ∈ ]0, λ * [, problem (1.1) has infinitely many weak solutions. We know that K λ is of class C 1 in H 1 0 (Ω), is bounded from below and is even, due to assumption (h 11 ), as we cautiously chose the function χ even in the definition (2.5) of g. From Step 7 of the proof of Theorem 1.2, where only (h 1 ), (h 2 ) and (h 3 ) are needed, we also know that K λ satisfies the Palais-Smale condition. In order to get the conclusion, it is therefore sufficient to show that, for any given m-dimensional linear subspace E of H 1 0 (Ω), with E ⊂ L ∞ (Ω), there is ρ > 0 such that sup{K λ (v) | v ∈ E, v H 1 0 (Ω) = ρ} < 0 = K λ (0). We argue as in the last step of the proof of Theorem 1.2. From (h 5 ), it follows that there is a constant r 1 > 0 such that G(x, s) ≥ |s| p for a.e. x ∈ Ω and every |s| ≤ r 1 . By the equivalence of norms in E, we can find a constant r 2 > 0 such that, for every v ∈ E, if v H 1 0 (Ω) ≤ r 2 , then v L ∞ (Ω) ≤ r 1 , and a constant k > 0 such that, for every v ∈ E, k v H 1 0 (Ω) ≤ v L p (Ω) . Hence, using (2.3) too, we get, for all v ∈ E with v H 1 0 (Ω) ≤ r 2 ,
As p ∈ ]1, 2[, there exists ρ > 0 small enough such that
2 − λk p ρ p−2 < 0, for all v ∈ E with v H 1 0 (Ω) = ρ.
