Although depth cameras acquire depth in dynamic scenes, the captured depth images are often noisy and of low resolution. Depth images have the physical nature of being represented by smooth regions and edges in between them, i.e. depth images have high edge sparsity in the gradient domain. In this paper, we propose intensity guided depth upsampling using edge sparsity and super-weighted L 0 gradient minimization. First, we get mutual structure between intensity and depth using joint mutual structure filtering. Second, we generate an initial depth image using recursive interpolation. Next, we generate weights for L 0 gradient minimization based on gradient and entropy of the intensity image, and upsample the depth image using super-weighted L 0 gradient minimization. In super-weighted L 0 gradient minimization, we combine two main terms: Hybrid data fidelity and weighted L 0 gradient regularization. The hybrid data fidelity term combines both zero-order and first-order data differences to suppress staircase artifacts, while the weighted L 0 gradient regularization term preserves depth structures and removes noise. Finally, we further refine the depth image using adaptive fast weighted median filtering. Experiments on Middlebury and realworld scene datasets verify that the proposed method produces edge preserving depth upsampling results and outperforms state-of-the-arts in terms of both visual quality and quantitative measurements.
I. INTRODUCTION
ACQUIRING accurate depth information of real world scenes is essential for many computer vision tasks and applications such as 3D object modeling, depth image based rendering, virtual reality, robotics, and automotive driver assistance. However, fast and accurate depth acquisition from scenes is not trivial.
A. BACKGROUND
To obtain depth information, active range sensing methods have been studied. In active methods, emissive light-waves are projected to the scene, and the measured depth information is obtained from the echo signal. Serving as the earliest active methods, laser range scanners [1] capture depth images with extremely high accuracy, however, such methods are The associate editor coordinating the review of this manuscript and approving it for publication was Md. Moinul Hossain . often expensive and time-consuming. Therefore, their applications are limited to a static scene.
To acquire depth information in dynamic scenes, time-offlight (ToF) depth cameras have been developed and shown impressive results [2] . In a ToF camera, depth information is estimated between the camera and scenes by extracting phase information from the received echo signal [3] . However, inherent physical restrictions of the range sensors limit the application of ToF cameras. For example, depth images captured by ToF cameras are noisy. Moreover, the captured depth images by ToF cameras are of relatively low resolution (LR), e.g., SwissRanger SR4000 only captures depth images with the resolution of 176×144 [4] , compared with color images. Thus, many studies have been conducted to improve the quality of depth images captured by ToF cameras, and are classified into two main groups: non-image guided and image guided approaches. Non-image guided depth image upsampling benefits from image super-resolution (SR) VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and interpolation. Traditional depth upsampling methods focus on combining a sequence of LR depth images to obtain a high resolution (HR) depth image [5] . Since the multiple LR depth images can provide complementary information, the resultant HR depth image is reliable and robust. In [6] , LidarBoost approach was proposed to solve the problem of multiple LR depth images fusion. The core idea of LidarBoost approach was to minimize an energy function which explicitly considered characteristic of the sensor and geometry prior of depth images. However, such fusion methods of LR depth images are based on the assumption that multiple depth sensors only have small movement, which is not often true in practice. HR depth image can also be obtained by single depth image. Compared with multiple LR depth images fusion, single depth upsampling is more challenging. Based on the assumption that depth can be clustered as local planar planes, Zhong et al. [7] proposed an edge preserving depth interpolation method. The depth image was acquired by solving a gradient domain constrained optimization formulation. However, this simple interpolation method suffers from staircase artifacts. Recently, learning based methods become more and more popular for single depth upsampling. Aodha et al. [8] firstly proposed a patch based method to synthetically increase the resolution of LR depth image using a generic database of HR local patches. For each LR input depth patch, they searched for several HR candidate patches in the database, and the selection of the right HR candidate patch at each location was formulated as a Markov Random Field (MRF) labeling problem. Inspired by locality coordinate constraints, Xie et al. [9] proposed a robust coupled dictionary learning method. The local constraints effectively reduced the prediction uncertainty and overcame the over-fitting problem. An adaptively regularized shock filter was utilized to enhance edges and reduce jagged noise. In addition, L 0 gradient constraint was incorporated to make the resultant depth image more robust to noise. Based on the observation that edges are of particular importance in the textureless depth image, Xie et al. [10] presented an edge guided depth upsampling method. They constructed HR edge map by modeling it as an MRF labeling problem. Then, they obtained HR depth image by an edge guided filter. However, dictionary learning methods [8] , [10] generally have high computational complexity due to dictionary training and patch matching. Deep convolutional neural networks (CNN) are also used to upsample depth image. Riegler et al. [11] incorporated a variational method with CNN to recover HR depth image. However, single depth upsampling is prone to over-smoothing edges when depth images contain complex edge patterns [9] . Liu et al. [12] combined weighted least squares (WLS) and auto regressive (AR) model into robust weighted least squares (RWLS). They handled the inconsistency between the guidance image and its depth image, and preserved sharp depth discontinuities. Krishnamurthy and Ramakrishnan [13] proposed a segmentation-based method for upsampling of noisy LR depth images using HR color images. Its drawback is a significant amount of time costs to upsample depth images.
B. MOTIVATION
Image guided depth upsampling enhances LR depth image guided by its registered HR image based on the assumption that the guided and depth images have structural consistency, i.e. they have mutual edges and smooth regions. However, this assumption does not hold when adjacent pixels have similar intensities but distinct depths, or have similar depth but distinct intensities. Thus, the upsampled depth images suffer from artifacts such as texture copying and edge blurring [14] . Depth images have the physical nature of being modeled by smooth regions and edges in between them [15] , i.e. depth images have high edge sparsity in the gradient domain. Inspired by the physical nature, we proposed an intensity guided edge preserving depth upsampling using edge sparsity and super-weighted L 0 gradient minimization in this paper. To model the gradient-domain edge sparsity, we use super-weighted L 0 gradient minimization which consists of hybrid data fidelity and weighted L 0 gradient regularization (see Section III.B for details). The weights come from the intensity image to transfer the clear structure to the depth image while reflecting its global smoothness. The hybrid data fidelity term is the combination of both zero-order and firstorder data differences to suppress staircase artifacts, while the weighted L 0 gradient regularization term successfully preserves depth structures and removes noise. To further refine the reconstructed depth image, we use adaptive fast weighted median filtering.
The preliminary result of this paper was presented in [16] . In this extended paper, we present recursive interpolation to generate an initial HR depth image. Moreover, to suppress staircase artifacts, we introduce hybrid data fidelity into weighted L 0 gradient minimization, called super-weighted L 0 gradient minimization. Fig. 1 illustrates the whole framework of the proposed method. Compared with existing methods, main contributions of this paper are summarized as follows:
1) Depth images have the physical nature of being represented by smooth regions and edges in between them, called high edge sparsity in the gradient domain. We model such nature in the gradient domain and use it as priori information for depth reconstruction. 2) We generate an initial HR depth image from LR one based on zero-order reverse filtering, named recursive interpolation. Since the proposed framework is based on weighted L 0 gradient minimization which is a nonconvex function, the initial depth image is necessary to obtain its HR one while reducing its convergence time.
The initial depth image reduces the influence of sensor noise as well as recovers the lost high frequency information of LR depth image to some extent. Moreover, the recursive interpolation is very efficient, thus the proposed method needs a very low computational cost. 3) We get a joint weight for L 0 gradient regularization from non-filtered and filtered intensity images to combine global and local information. The local information derives from the gradient of the intensity image, while the global information comes from the entropy of the smoothed intensity image by joint mutual structure filtering. 4) We integrate hybrid data fidelity into weighted L 0 gradient minimization to suppress staircase artifacts, named super-weighted L 0 gradient minimization (''super'' means that hybrid data fidelity is used). The remainder of this paper is organized as follows. Related work is explained in Section II. In Section III, we describe the proposed method in detail. Experimental results and corresponding analysis are given in Section IV. Finally, Section V concludes this work.
II. RELATED WORK
Since our method needs an aligned HR intensity image, we briefly review some representative works on image guided depth upsampling in this section. It can be mainly classified into three categories: Learning based, filtering based, and optimization based methods.
A. LEARNING BASED METHOD
Learning based methods benefit from sparse representation and CNN. Kiechle et al. [17] presented a bimodal co-sparse analysis model from RGB-D pairs. Auto-regressive model together with dictionary learning were proposed in [18] and [19] . With the development of CNN, depth upsampling based on CNN becomes more and more popular. Image guided depth map upsampling with CNN aims at learning the end-to-end mapping between LR and HR depth maps [20] - [22] . Though learning based methods can obtain depth images with high quality, they need huge external training datasets.
B. FILTERING BASED METHOD
Filtering based depth upsampling methods do not need external training datasets and compute each pixel using the weighted average of its neighboring pixels. Kopf et al. [23] proposed a joint bilateral upsampling (JBU) method to enhance the resolution of depth image. Yang et al. [24] utilized iterative joint bilateral filter (JBF) on each depth probability cost volume to upsample depth image. However, this method is time-consuming because its runtime is proportional to the number of depth candidates. Although JBU based methods [23] , [24] often perform well in depth upsampling, they are prone to introduce edge blurring and texture copying artifacts when the LR depth image contains high level noise or the fundamental assumption (guided and depth images have structural consistency) fails. To suppress such artifacts, Chan et al. [14] designed a noise-aware filter for depth upsampling. The noise-aware filter behaves like bilateral filter (BF) on smooth regions and JBF on transition areas according to the depth variance at each location. In addition to BF and JBF, depth upsampling can also be achieved by guided image filter [25] , weighed mode filter [26] , weighted median filter [27] , tree filter [28] , joint geodesic distance filter [29] , and joint trilateral filter [30] .
C. OPTIMIZATION BASED METHOD
Optimization based methods formulate depth upsampling as an optimization problem by minimizing the objective function which is composed of data fidelity and regularization terms. For optimization based methods, external training datasets are also not needed. Diebel and Thrun [31] firstly used MRF to upsample the LR depth image. It consists of a data fidelity term and a regularization term. The data fidelity term is to penalize the difference between variables and their corresponding data, while the regularization term whose weight computed from the aligned color image is to penalize the difference between adjacent variables. However, this method tends to produce over-smooth results. Park et al. [32] designed a hybrid regularization term consisted of color similarity, depth similarity, segmentation, saliency, and non-local means to preserve structure. Yang et al. [33] presented an adaptive color guided auto-regressive model to obtain HR depth image. Key of this model is to compute reasonable autoregressive coefficients by considering similarities between non-local color and depth information. However, the autoregressive model has very high computational complexity. Based on MRF model, Ferstl et al. [34] designed a new regularization term by using anisotropic total generalized variation model. Jung et al. [35] proposed an intensity guided weighted L 0 gradient minimization method to enhance the resolution of the depth image. Following WLS framework [36] , several methods have been proposed and achieve good performance [37] - [39] . In addition, depth upsampling based on robust estimation also obtains high quality depth images [40] - [42] . Compared with filtering based methods, optimization based methods always have better performance while need more runtime.
Inspired by L 0 gradient minimization in [43] and weighting strategy in [44] , we propose an intensity guided edge preserving depth upsampling method based on edge sparsity and super-weighted L 0 gradient minimization. The intensity is used to determine the weight. Then, the adaptive fast weighted median filter is utilized to further refine the reconstructed depth image. Since our method belongs to optimization based method, it can acquire depth images with high quality. Moreover, our method has high computational efficiency because of the included fast algorithms, e.g., fast Fourier transform (FFT), fast implementation of relative smoothness, and fast weighted median filter.
III. PROPOSED METHOD
In our previous work [35] , we have proposed intensity guided depth upsampling through weighted L 0 gradient minimization. We use L 0 gradient to construct the regularization term whose weight is computed by both intensity and depth images. Although this method can effectively suppress texture copying and edge blurring artifacts, sometimes oversmoothing appears in the reconstructed images due to the utilization of the smoothed initial depth image. Moreover, too many parameters (4 parameters in total) require careful selection to construct the edge aware weight, which is not trivial to find the optimum solution. The 4 parameters are α, β, T I and T D , where α and β are positive constants for computing the weights, and constants T I and T D are two predefined thresholds for Middlebury dataset to divide an image into edge area and smooth area. Since the weighted L 0 gradient framework is non-convex, staircase artifacts are prone to appear in the resultant images. To address them, we propose intensity guided edge preserving depth upsampling based on edge sparsity and super-weighted L 0 gradient minimization.
Let C H and D L be the input HR guided and LR depth images, respectively. Assume these two images are well registered (i.e. color and depth cameras are well calibrated) so that each pixel in D L corresponds to a unique pixel in C H . If the guided image C H is in RGB space, we convert it to huesaturation-intensity (HSI) space and use only the intensity image I H . If the guided image is an intensity image (i.e. C H = I H ), the color space conversion is bypassed. First, we downsample the HR intensity image I H to the same resolution of the depth image D L , i.e. LR intensity image I L . Second, we get the consistent edge structure between I L and D L using joint mutual structure filter [45] . Next, based on zero-order reverse filter [46] we perform recursive interpolation on D L to generate an HR initial depth image D 0 . Then, regarding D 0 as the input, we produce HR intermediate depth image G H using super-weighted L 0 gradient minimization. We obtain the weights for L 0 gradient minimization from the gradient magnitude of HR intensity image (W I ) and entropy of the filtered LR intensity image (E I ). Finally, we refine the intermediate depth image G H using adaptive fast weighted median filtering with the weight from itself.
A. JOINT MUTUAL STRUCTURE FILTERING
Since intensity and depth represent different information of the scene, they have inconsistent structure (e.g., adjacent pixels have similar intensities but distinct depths, or have similar depths but distinct intensities) to some extent [35] . To obtain their consistent edge structure, i.e. structural information contained in both intensity and depth images, we use joint mutual structure filter (JMSF) [45] . Since we have assumed D L and C H are well registered and conversion from C H to I H is pixel-to-pixel, each pixel in D L is mapped to a unique pixel in I H . Because the target and guided images should have the same resolution in JMSF, we extract I L from I H to ensure I L and D L have the same resolution. Although we also interpolate D L to the same resolution of I H , we do not adopt it because: 1) Interpolating D L increases the computational burden (computational complexity of JMSF is proportional to the total number of pixels); 2) Interpolating D L produces an image with blurring edges, which affects the quality of the results. The objective function of JMSF is as follows:
where a p , b p , c p and d p are the regression coefficients. Parameters ε 1 , ε 2 , ε 3 , and ε 4 are constants, and N 1 (p) is the local window centered at p with radius of r 1 . In (1), the first and second are structure similarity terms, the third and fourth are image smoothness terms, and the last two are data fidelity terms. Details of solution to (1) can be referred to [45] . After filtering, mutual structure of the filtered intensity image I F and depth image D F are obtained (see Fig. 2) .
In our previous work [35] , we have pointed out that depth has high edge sparsity, and to support such observations we present an example in Fig. 3 . Fig. 3 shows that depth image has high sparsity in the gradient domain, while in the spatial domain it no more has high sparsity. Therefore, edge sparsity of depth images are used as priori information to reconstruct HR depth image. We consider gradient magnitude as the edge, and model the edge sparsity using super-weighted L 0 gradient minimization as follows: where G H is an HR depth image, for each pixel p, the gradient ∇G H ,p = (∂ x G H ,p , ∂ y G H ,p ) T is computed as difference between nearby pixels. E D 0 (·) is the hybrid data fidelity term as follows:
where · 2 is the L 2 -norm, α is a constant that we set it to 0.5, gradient ∇D 0,p = (∂ x D 0,p , ∂ y D 0,p ) T , and D 0 is the initial depth image whose resolution is the same as I H . Based on zero-order reverse filter [46] , we design a recursive interpolator, and operate it on D L to obtain D 0 . The binary function H (∇G H ,p ) is given as follows:
Now, we elaborate (2):
D t ← f med (D t ); 6: end for 7: D 0 ← D M . Ensure: Generated HR initial depth image D 0 .
1) RECURSIVE INTERPOLATION
Since the objective function (2) is non-convex, it can only find a local minimum. Therefore, (2) is sensitive to the initial value, i.e. different initial values for D 0 may produce different solutions. However, generating D 0 is non-trivial because only LR D L (may contain high level noise) can provide depth information. Relationship between D 0 and D L is considered as follows [18] :
where f (·) is the degradation function (e.g., downsampling for ToF sensor), and n is the additive noise. To recover D 0 from D L , we should determine reverse function f −1 (·) and suppress noise n. However, determining f −1 (·) is difficult because exact expression of f (·) is unknown. Fortunately, such difficulty can be solved by zero-order reverse filtering (DeFilter) [46] . The DeFilter aims at removing part of or all filtering effect (i.e. effect of f (·) in our situation) without needing to know the exact filter in prior (i.e. exact expression of f (·) is not needed). Core of the DeFilter is fixed-point iteration. Based on DeFilter, we propose recursive interpolation to recover D 0 from D L in Algorithm 1. In Algorithm 1, f −1 bic (·) means bicubic extraction. Denote D L as the input. We produce an intermediate resultD using bicubic interpolation, and assignD to D 0 (D 0 , t = 0). During the update process, we extract the residualD − f bic (f −1 bic (D t−1 )) that involves a level of textures and details. During the recursive process, we add the residual into D t−1 to make D t contain details. Then, we perform median filtering on D t . We perform more iterations to get the HR initial depth image D 0 . Fig. 4 shows results by the different initializations for D 0 . Bicubic interpolation produces a result with blurring edges. Although super-resolution based on convolutional neural network (SRCNN) [47] enhances edges, it also amplifies the noise. However, our recursive interpolation successfully enhances edges while suppressing noise.
2) HYBRID DATA FIDELITY TERM
In [48] , Nikolova et al. reported that non-convex non-smooth regularization offers much richer possibilities to restore high quality images with good edges. Note that L 0 gradient minimization [35] , [43] uses a non-convex non-smooth L 0 gradient regularization term, thus preserving edges well. However, the penalization of the norm of the gradient encourages the recovered images with sparse gradients, thus resulting in reconstructed images with staircase artifacts and over-sharpening, i.e. after processing, smooth transition regions are transformed into piece-wise constant regions. Thus, we introduce a weighting strategy of incorporating edge aware weighting into L 0 gradient minimization to preserve depth structures, remove noise and address halo artifacts, denoted as weighted L 0 gradient minimization. Then, for further suppressing staircase artifacts, we integrate hybrid data fidelity into the weighted L 0 gradient minimization, named super-weighted L 0 gradient minimization. Fig. 5(a) shows that the weighted L 0 gradient minimization [35] suffers from staircase artifacts. To alleviate staircase artifacts, we introduce a hybrid data fidelity term (combination of zeroorder and first-order data differences) [49] , [50] in (3), called super-weighted L 0 gradient minimization, and the weighted L 0 gradient regularization term successfully preserves depth structures and remove noise. Different from [49] , [50] , we do not use Gaussian filter to smooth ∇D 0 because our generated D 0 already suppresses the influence of noise. Combination of hybrid data fidelity term and L 0 gradient regularization term was also presented in [51] , however, no guided image was considered in that work. Fig. 5(b) shows the result with the hybrid data fidelity term (3) . Compared with Fig. 5(a) , staircase artifacts are suppressed and structures are better preserved by super-weighted L 0 gradient minimization.
3) WEIGHTING SCHEME
To recover structures of the depth image, we need to carefully design the edge aware weight W . In [52] , Liu et al. showed that there was large performance improvement when integrating the depth image into the weight. In [32] , [33] , [35] , the weight is made up of the intensity image and initial interpolated depth image (from the original LR depth image). However, this weighting scheme sometimes produces oversmoothing edges due to the blurring effect of the initial interpolated depth image. In [40] , [52] , the weight consists of the intensity image and dynamic depth image (i.e. the generated depth image of each iteration is used to build the weight). Although this scheme achieves good performance, it needs additional runtime to update the weight for each iteration. In [39] , a two-step weighting scheme has been considered. In the first step, only the guided image is used to compute the weight, and an intermediate HR depth image is obtained. In the second step, only the generated intermediate HR depth image is used to compute the weight. We point out that this scheme is very efficient if the second step only needs few iterations, in this situation, updating the weight contributes little to the total runtime. In our method, we follow the twostep weighting scheme [39] , and the edge aware weight in the first step is computed as follows:
where λ is a positive constant, positive constant ε prevents division by zero, W I ,p is the gradient magnitude of I H ,p , and E I is the entropy of I F . W I ,p and E I are computed as follows:
where p k is the probability associated with gray level k in I F , log 2 (·) is the logarithmic function with base of 2.
In our method, we compute W using the gradient magnitude of HR I H and the entropy of LR I F . W I represents local information of the HR intensity image and is able to transfer clear structure to the depth image. W I ,p is often large when p is at an edge of I H and small when p is in a smooth area of I H . In human visual perception, edges cause effective stimulation to interpret a scene [53] , and pixels at sharp edges are often more important than those in smooth areas. Therefore, W I satisfies the human visual perception. According to Shannon's entropy theory [54] , image with low entropy is more homogenous than that with high entropy, and note that the filtered image I F contains the mutual structure of intensity and depth images. Therefore, entropy E I is used to reflect the global smoothness of the depth image.
4) OPTIMIZATION ALGORITHM
(2) is solved by alternating optimization with half-quadratic splitting [43] , [55] as follows:
where h p and v p are auxiliary variables with respect to ∂ x G H ,p and ∂ y G H ,p , respectively, and γ is an adjusting parameter whose selection and updating is the same as [43] . (9) is equivalent of (2) when γ is large enough. The alternating minimization is used to solve (9) as follows: 1) Computing G H : When h and v are fixed, G H can be estimated by solving:
Based on the convolution theorem of Fourier Transform (FT), when derivative operators are diagonalized after FFT, (10) can be solved faster:
where F(·) is FFT operator, F(·) is complex conjugate of F(·), and F −1 (·) is inverse FFT operator. ''•'' denotes component-wise multiplication, plus and division are component-wise as well.
2) Computing (h, v):
When G H is fixed, (h, v) can be estimated by solving:
(h, v) can be obtained as [35] :
C. ADAPTIVE FAST WEIGHTED MEDIAN FILTERING
Based on super-weighted L 0 gradient minimization in (2), we get HR depth image G H , but G H contains texture copying artifacts. To remove them, we exploit fast weighted median filtering (FWMEF) [27] . Although G H contains texture copying artifacts, it has much weaker texture patterns than the original guidance signal I H . Therefore, texture copying artifacts are further suppressed in the resultant depth image by using G H as the new guidance (G H is used to compute the weight in the second step) [39] . We obtain D H by FWMEF as follows [27] :
where N 2 (p) is the local window centered at p with radius of r 2 , the value of r 2 is depending on the resolution of the input image. |·| is the absolute value. The (second step) weight w pq is given as follows:
Adaptive bandwidth σ p is computed as follows:
A small σ p successfully preserves depth edges but does not work well in smoothing noise. On the contrary, a large σ p works well in smoothing noise but causes blur in depth edges. The relative smoothness ρ p [52] , [57] is obtained by:
where G Hmin and G Hmax are the minimal and maximal values inside N 2 (p); N 2 (G Hmin ) and N 2 (G Hmax ) denote the patch centered at pixels whose values are G Hmin and G Hmax , respectively; G H ,s and G H ,t are the values of high resolution intermediate depth image inside N 2 (p), respectively; s, t are the subscripts of G H ,s and G H ,t , respectively. Due to the patch-wise consideration, ρ p is robust against noise. Fig. 5(c) shows the FWMEF result that texture copying artifacts are effectively suppressed. Algorithm 2 describes the entire algorithm of the proposed method.
IV. EXPERIMENTAL RESULTS
To verify the superiority of the proposed method, we compare it with state-of-the-arts such as guided image filter (GIF) [25] , MRF with non-local means regularization term (MRF-NLM) [32] , zero-order cross based local multipoint filtering (CLMF0) [56] , joint geodesic distance filter (JGF) [29] , anisotropic total generalized variation (ATGV) [34] , fast guided interpolation (FGI) [39] , adaptive color guided auto-regressive model (AR) [33] , and weighted Solve G H using Eq. (11); 8: γ ← 2γ ; 9: end while 10: Compute relative smoothness ρ p (19); 11: Compute adaptive bandwidth σ p (18); 12: Compute (second step) weight w (17); 13: Compute D H by solving Eq. (16) [27] . Ensure: HR depth image D H . L 0 gradient minimization (L 0 ) [35] on Middlebury and realworld scene datasets. We perform experiments on a PC with Intel i3-4160 CPU (3.6GHz) and 4GB RAM using MATLAB 2014b.
In our experiments, parameters in (1) are set according to [45] , i.e. we set ε 1 , ε 2 , ε 3 , and ε 4 to 10 −4 , 5 × 10 −4 , 1, and 30, respectively; and we set r 1 to 2 depending on the resolution of the input image. We perform 20 iterations to solve (1) and reach convergence [45] . For recursive interpolation, M is set to 20 empirically. We implement median filtering in Algorithm 1 using [27] . For (3), α is set to 0.5 [58] . For (6), λ and ε are set to 1600 and 10 −4 , respectively. In (9) , γ is automatically adjusted in iterations starting from a small value 0.02 (γ 0 ). In each iteration, γ is multiplied by 2, and (7) converges until γ reaches 10 5 (γ max ) [43] . For quantitative comparison, we exploit the mean absolute difference (MAD) and bad matching percentage (BMP) between the upsampled and ground truth depth images. In MAD and BMP, smaller values indicate that the results are closer to the ground truth, i.e. the upsampled depth images have a higher precision. MAD and BMP are computed as:
where N is the total number of pixels, D M and D T represent upsampled depth and ground truth depth images, respectively. δ is the depth error tolerance [59] , and [·] is the Inverse bracket where it is 1 if the condition is true, and 0 otherwise.
A. EXPERIMENTS ON MIDDLEBURY DATASET
We perform our experiments on 6 test images provided by Middlebury dataset [60] : Art, Books, Moebius, Reindeer, Laundry, and Dolls. Each set includes a disparity image obtained from structured light and a registered RGB image. [25] . (c) MRF-NLM [32] . (d) CLMF0 [56] . (e) JGF [29] . (f) ATGV [34] .
(g) FGI [39] . (h) AR [33] . The RGB image is used as the HR guided image and the disparity image is used as the ground truth. The images are firstly mixed with additive Gaussian noise with a variance of 25, and then the noisy images are downsampled at four upsampling rates (x2, x4, x8, and x16) [33] . For x2, x4, x8, and x16, we set r 2 in (16) to 7, 13, 19, and 19, respectively [27] . We provide MAD comparisons in Table 1 .
In the table, bold and underlined numbers indicate the best and second best performance, respectively. From Table 1 , it can be observed that the proposed method achieves the lowest MAD for most cases. BMP comparisons are given in Table 2 . We set depth error tolerance δ for Middlebury Dataset to 1 [41] . The proposed method achieves the lowest BMP for most cases. We also present visual comparisons in Figs. 6 and 7, but we do not present bicubic interpolation results due to its poor performance. We also do not provide the results of weighted L 0 gradient minimization [35] because the proposed method outperforms it in suppressing staircase artifacts and preserving depth structures as shown in Fig. 5 . Filtering based methods GIF [25] , CLMF0 [56] , and JGF [29] perform worse in removing noise because of the limited denoising ability. While optimization based methods MRF-NLM [32] , ATGV [34] , FGI [39] , AR [33] , and ours can all effectively filter the annoying noise. Generally speaking, FGI, AR, and the proposed method outperforms the others in preserving depth structures. Because of the recursive interpolation and weighted L 0 gradient regularization, the proposed method has better ability of preserving structures than FGI and AR. In aspect of suppressing texture copying and edge blurring artifacts, the proposed method also achieves better results. This is because we use the two-step weighting scheme. Moreover, in the first step both the global and local information of the intensity images are used, and the combination of them transfers clear structures and protects details of the depth image. By using the second step weighting, the proposed method further suppresses the texture copying artifact while improving quality of the resultant depth image. Owing to the utilization of the hybrid data fidelity term, the staircase artifacts are hard to be observed. Average runtime of Middlebury dataset is 16.01, 9.97, 9.01, and 7.98 seconds for x2, x4, x8, and x16 scale factors, respectively. From Tables 1 and 2 , AR method has comparable performance with ours. However, AR method has very high computational complexity because the AR coefficients are determined based on the non-local principle. For each scale factor, runtime of AR method is over 3,000 seconds. Therefore, the proposed method generates high quality depth images with low computational complexity.
B. EXPERIMENTS ON ADSC DATASET
In this experiment, we evaluate the proposed method on ADSC dataset [26] . In ADSC dataset, LR depth images (captured by SwissRanger SR4000 camera, with the resolution of 176×144) and corresponding HR color images (captured by Poing Grey Flea camera [61] , with the resolution of 512×384) are provided in pair. The LR depth images are mapped to the HR (color images) space with calibration parameters. For ADSC dataset we set r 2 in (16) to 7. Visual comparison is shown in Fig. 8 . It can be observed that the proposed method preserve edges better than GIF and ATGV. Moreover, the proposed method achieves better performance FIGURE 8. Visual comparison on ADSC dataset. First to fourth columns: Color images, GIF [25] , ATGV [34] , and ours. The proposed method outperforms GIF and ATGV in suppressing both texture copying and edge blurring artifacts.
FIGURE 9.
Visual comparison on ToF-Mark dataset. First to fourth columns: Intensity images, GIF [25] , ATGV [34] , ours, and ground truth. First to third rows: Books, Shark, and Devil. GIF contains blurry edges, while ATGV and ours preserve edges well. The proposed method outperforms ATGV in suppressing texture copying artifacts.
in suppressing texture copying and edge blurring artifacts. Average runtime of the proposed method is 2.42 seconds on ADSC dataset.
C. EXPERIMENTS ON TOF-MARK DATASET
We also perform experiments on ToF-Mark dataset [34] . Each ToF-Mark image pair includes an LR depth image of real values in millimeter (mm) with the resolution of 160 × 120, a registered HR intensity image of size 810 × 610 and ground truth depth images. For ToF-Mark dataset, we set r 2 in (16) to 13. MAD and BMP evaluation on ToF-Mark dataset are given in Tables 3 and 4 , respectively. In the tables, the depth error tolerance δ for ToF-Mark Dataset is set to 255×0.05 according to [41] . The proposed method achieves the lowest MAD and BMP for all three test images. As shown in Fig. 9 , both the proposed method and ATGV can preserve edges better than GIF. ATGV produces the results with more serious texture copying artifacts than the proposed method (see Figs. 9 (h) and (i)). Average runtime of the proposed method is 3.01 seconds on ToF-Mark dataset.
V. CONCLUSION
In this paper, we have proposed intensity guided depth upsampling using edge sparsity and super-weighted L 0 gradient minimization. Based on the physical nature that depth images have high sparsity in the gradient domain, we have obtained the edge sparsity prior using gradient magnitude. First, we have obtained the mutual structure between the downsampled intensity and depth images using joint mutual structure filtering. Second, we have generated an HR initial depth image using recursive interpolation. Then, we have upsampled LR depth image through super-weighted L 0 gradient minimization based on the weight from gradient and entropy of the intensity image. Finally, we have refined the depth image using adaptive fast weighted median filtering. Experimental results demonstrate that the proposed method significantly enhances depth images while preserving structures and suppressing texture copying and edge blurring artifacts as well as outperforms state-of-the-art methods in terms of MAD and BMP. We expect that the proposed method can be applied to augmented and virtual reality (AR/VR), 3D object modeling, and 3D printing. In our future work, we will investigate depth restoration from mixed Gaussian and impulse noise. Moreover, we will consider improving optimization using alternating direction method of multipliers (ADMM).
