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Abstract
For any n× n matrices A and C, we consider the star-centers of three sets, namely, the
C-numerical range WC(A) of A, the set diag U(A) of diagonals of matrices in the unitary orbit
of A, and the set S(A) of matrices whose C-numerical ranges are contained in WC(A) for
all C. For normal matrices A, we show that the set of star-centers of WA∗(A) is a bounded
closed real interval, and give complete description of the sets of star-centers of diag U(A) and
of S(A). In particular, we show that if A is normal with noncollinear eigenvalues, then each of
S(A) and diag U(A) has exactly one star-center. For general square matrices A, we also give
sufficient conditions for the sets of star-centers of diag U(A) and of S(A) to be singleton sets.
© 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let Cn×n denote the set of all n× n complex matrices, and Un the set of all n× n
unitary matrices. For any A,C ∈ Cn×n, the C-numerical range of A is defined and
denoted as
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WC(A) :=
{
tr (CU∗AU) : U ∈ Un
}
.
Denote by U(A) the unitary orbit {U∗AU : U ∈ Un} of A, which is the set of all
matrices unitarily similar to A. Then WC(A) is the image of U(A) under the linear
functional 
 : Cn×n −→ C given by 
(X) := tr (CX).
The concept of the C-numerical range was first introduced by Goldberg and Straus
[6]. As a generalization of the classical numerical range W(A) := {x∗Ax : x ∈ Cn,
x∗x = 1}, it was studied quite extensively over the past two decades. For a compre-
hensive survey see [9]. If C is the diagonal matrix diag (c), where c = (c1, . . . , cn) ∈
Cn, then WC(A) reduces to the c-numerical range of A defined by
Wc(A) :=
{
n∑
i=1
cix
∗
i Axi : xi, . . . , xn ∈ Cn are orthonormal
}
,
which further reduces to W(A) when c = (1, 0, . . . , 0). The following properties of
WC(A) can be easily verified.
Proposition 1.1. Let A,C ∈ Cn×n, α, β ∈ C. Then
(a) WC(A) = WA(C),
(b) WV ∗CV (U∗AU) = WC(A) for any U, V ∈ Un, and
(c) WC(αI + βA) = αtrC + βWC(A).
One major topic in the study of the C-numerical range is its convexity. For any
A ∈ Cn×n, denote by σ(A) the spectrum (λ1, . . . , λn) of A, where λ1, . . . , λn are
the eigenvalues of A, and σ(A) is said to be collinear if λ1, . . . , λn are collinear on
the complex plane. Westwick [17] proved that if C is normal and σ(C) is collinear,
then WC(A) is convex for all A (for another proof see [14]). On the other hand, Au-
Yeung and Tsing [4] proved that if A ∈ Cn×n is normal and σ(A) is not collinear
(hence n  3), then WA∗(A) is not convex. This extended the results on the cases of
n = 3, 4 obtained in [1,2]. For other conditions for convexity of WC(A), where both
A and C are not normal, see [9,11].
For any A = (aij) ∈ Cn×n, define
S(A) := {B ∈ Cn×n : WC(B) ⊂ WC(A) for all C ∈ Cn×n} ,
and let diag(A) denote the vector (a11, a22, . . . , ann) of diagonal elements of A (re-
call that if c is a vector, then diag(c) means a diagonal matrix instead). Furthermore,
if S is a subset of square matrices let diag S denote the set {diag (A) : A ∈ S}. It has
been shown in [5,14] that S(A) is a useful tool in studying the C-numerical range.
Note that the collection of all the first entries of elements in diag U(A) is precisely
W(A). Hence diag U(A) is also a generalized numerical range [3]. Also, it is obvious
that {cTx : x ∈ diag U(A)} = Wc(A) for all c ∈ Cn.
Suppose A is normal. If σ(A) is collinear, then a result of Horn [7] implies that
diag U(A) is convex, and Poon [14] proved that S(A) is convex; on the other hand,
Au-Yeung and Sing [3] proved that diag U(A) is not convex if σ(A) is not collinear.
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Although WC(A) and diag U(A) may fail to be convex even for normal A and C,
it turns out that, for general A,C ∈ Cn×n, all three sets WC(A), S(A) and diag U(A)
are always star-shaped. Here a nonempty subset S of a real linear space is said to be
star-shaped with respect to a star-center x ∈ S (or to a set X ⊂ S of star-centers, re-
spectively) if [x, y] ⊂ S (or [x, y] ⊂ S for all x ∈ X, respectively), whenever y ∈ S,
where [x, y] denotes the line segment {tx + (1 − t)y : t ∈ [0, 1]} with endpoints x
and y. The following are basic results on star-shapedness of the sets we considered.
Proposition 1.2 [5,16]. For any A,C ∈ Cn×n,
(a) S(A) is always star-shaped with respect to 1
n
(trA)In,
(b) WC(A) is always star-shaped with respect to 1n (trC)(trA),
(c) diag U(A) is always star-shaped with respect to 1
n
(trA)(1, . . . , 1).
Apart from the above results, not much is known about the sets of star-centers of
S(A),WC(A), and diag U(A) except for some special cases in which S(A),WC(A),
or diag U(A) are convex. In this paper we examine the sets of star-centers of these
generalized numerical ranges. We shall show in Section 2 that, for normal matrices
A, the set of star-centers of WA∗(A) is always a closed and bounded real interval.
With this, we give in Section 3 complete description of the sets of star-centers of
S(A) and diag U(A) for normal matrices A, and also give some sufficient conditions
for the sets of star-centers of S(A) and diag U(A) to be singleton sets for general
A ∈ Cn×n.
We remark that, quite recently, work has been done (mostly by T.Y. Tam) on
generalized numerical ranges and diagonals of matrices under a Lie-theoretic setting
(e.g., see [10,15]). We think that it would be worthwhile to study star-centers in this
new area.
In the remaining part of this section we present some results on the basic proper-
ties of star-centers. Let V, W be real linear spaces, and let S be a nonempty subset of
V. We denote by (S) the set of all star-centers of S. Note that (S) is nonempty if
and only if S is star-shaped. The following result is trivial.
Proposition 1.3. S is convex if and only if (S) = S.
The result below can be obtained easily by using simple linearity argument.
Proposition 1.4. Let L : V → W be a real affine map. If S ⊂ V and s is a star-
center of S, then L(s) is a star-center of L(S); in other words, L((S)) ⊂ L(S). In
addition, if the restriction map L|S : S → L(S) is injective, then L((S)) = L(S).
Notice that, in the above proposition, if L is not injective on S, then it may not
be true that L((S)) = L(S). For example, if V = W = R2, S = {(x, y) ∈ R2 :
x = 0 or y = 0}, and L(x, y) = (x, 0) for all (x, y) ∈ R2, then (S) = {(0, 0)} and
L((S)) = {(0, 0)} = {(x, 0) : x ∈ R} = L(S) = L(S).
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Let conv S denote the convex hull of any nonempty subset S of a linear space. In
particular if S = {x, y}, then conv S = [x, y]. The convexity of (S) is established
in the following.
Proposition 1.5. (S) is always convex.
Proof. We need to consider only the case when (S) is not empty (by convention the
empty set is convex). Let x, y ∈ (S), and consider any z ∈ S. Note that [y, z] ⊂ S
because y ∈ (S), and hence
conv{x, y, z} =
⋃
s∈[y,z]
[x, s] ⊂ S
because x ∈ (S). If follows that [s, z] ⊂ S for any s ∈ [x, y]. As z ∈ S is arbitrary,
we have [x, y] ⊂ (S), and the result follows. 
If, in addition, V is a normed space, we have the following result.
Proposition 1.6. Let S ⊂ V be closed. Then (S) is also closed.
Proof. Again we need only to consider the case when (S) is nonempty. For any
accumulation point x of (S), pick a sequence {xk}∞k=1 of elements in (S), where
limk→∞ xk = x. Let z ∈ S and t ∈ [0, 1]. Since txk + (1 − t)z ∈ S for all k,
limk→∞ txk + (1 − t)z = tx + (1 − t)z, and S is closed, we have tx + (1 − t)z ∈ S
also. As this is true for all z ∈ S and all t ∈ [0, 1], we have x ∈ (S), and the result
follows. 
2. Star-centers of WA∗(A) for normal A
Let Pn denote the set of n× n permutation matrices, Dn the set of n× n dou-
bly stochastic matrices, and On the set of n× n ortho-stochastic matrices, which
are doubly stochastic matrices Q = (qij) such that qij = |uij | 2 (i, j = 1, . . . , n) for
some (uij) ∈ Un. The inclusion relations Pn ⊂ On ⊂ Dn are obvious, and the Birk-
hoff Theorem (for a proof see, for example, [13]), which states that conv Pn = Dn,
is well-known. The result below can be verified easily.
Lemma 2.1. Let a, c ∈ Cn. Then
Wdiag(c) (diag(a))= Wc (diag(a))
= {cTx : x ∈ diag U(diag(a))}
= {cTOa : O ∈ On}.
G. Cheung, N.-K. Tsing / Linear Algebra and its Applications 337 (2001) 109–119 113
Let O(·) denote the big O symbol, where for any scalar functions f, g : D →
R, f (x) = O(g(x)) means that |f (x)|  Kg(x) for all x ∈ D and some positive
constant K which is independent of x ∈ D. In the proof of the following result the
domain D is the interval [0,∞).
Theorem 2.2. Let A ∈ Cn×n be normal. Then WA∗(A) is a closed, bounded real
interval.
Proof. If A is a scalar matrix, then clearly WA∗(A) = WA∗(A) = {n|α|2}, where
A = αI , and the theorem holds. Consequently, and by Proposition 1.1(b), we may
assume without loss of generality thatA = diag (a), where a = (α1, . . . , α1, α2, . . . ,
α2, . . . , αk, . . . , αk) ∈ Cn is such that k  2, α1, . . . , αk are distinct, αi appears ni
times in the entries of a for i = 1, . . . , k, and n1, . . . , nk are positive integers such
that n1 + · · · + nk = n.
For any arbitrary matrix X, denote by
∑
(X) the sum of entries of X; and if
X ∈ Cn×n, partition X as X = [Xpq ]p,q∈{1,...,k} such that Xpq ∈ Cnp×nq . Let z0 :=
a∗a =∑kp=1 np|αp|2, which is the (unique) point in WA∗(A) having maximum
modulus and is nonnegative. Suppose z ∈ WA∗(A) is close to but not equal to z0,
so that z = z0 − (r + s
√−1) for some small r > 0 and s ∈ R. By Lemma 2.1,
there exists Q = [Qpq ]p,q∈{1,...,k} ∈ On such that z = a∗Qa. Then r + s
√−1 =
z0 − z = a∗(I −Q)a. As Q ∈ On ⊂ Dn, Q is real and satisfies np −∑(Qpp) =∑k
q=1 (q /=p)
∑
(Qpq) =∑kq=1 (q /=p)∑(Qqp) for all p = 1, . . . , k. Hence
2r = a∗(I −Q)a + (a∗(I −Q)∗a)∗
= a∗(2I − (Q+QT))a
= 2
k∑
p=1
|αp|2
(
np −
∑
(Qpp)
)
−
k∑
p,q=1 (p /=q)
αpαq
(∑
(Qpq)+
∑
(Qqp)
)
=
k∑
p=1
|αp|2
k∑
q=1 (q /=p)
∑
(Qpq)+
k∑
p=1
|αp|2
k∑
q=1 (q /=p)
∑
(Qqp)
−
k∑
p,q=1 (p /=q)
αpαq
(∑
(Qpq)+
∑
(Qqp)
)
=
k∑
p,q=1 (p /=q)
(
|αp|2 + |αq |2 − αpαq − αpαq
)∑
(Qpq)
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=
k∑
p,q=1 (p /=q)
|αp − αq |2
∑
(Qpq).
Since |αp − αq | > 0 for all p /= q, this implies ∑(Qpq) = O(r) whenever p /= q.
Also, we have
2s
√−1= a∗(I −Q)a − (a∗(I −Q)∗a)∗
= a∗(QT −Q)a
=
k∑
p,q=1 (p /=q)
αpαq
(∑
(Qpq)−
∑
(Qqp)
)
. (2.1)
Let U = (uij) = [Upq]p,q∈{1,...,k} ∈ Un be such that Q = (|uij|2). Then ‖Upq‖2F =∑
(Qpq) = O(r) for all p /= q, where ‖ · ‖F denotes the Fröbenius norm defined by
‖X‖2F := tr(X∗X). Suppose p, q ∈ {1, . . . , k} are such that p /= q. Let
X = U∗qpUqq, Y =
k∑
t=1 (t =p,q)
U∗tpUtq .
Then ‖X‖F = O(r1/2) and ‖Y‖F = O(r). Since it is always true that ‖X + Y‖2F =‖X‖2F + O
(‖X‖F‖Y‖F + ‖Y‖2F), it follows that∥∥∥∥∥∥U∗qpUqq +
k∑
t=1 (t =p,q)
U∗tpUtq
∥∥∥∥∥∥
2
F
= ∥∥U∗qpUqq∥∥2F + O(r1/2 · r + r2)
= ∥∥U∗qpUqq∥∥2F + O(r3/2). (2.2)
As U is unitary, it follows that Inp =
∑k
t=1 UptU∗pt , and hence∥∥Upq∥∥2F = tr (U∗pqInpUpq)
= tr
(
U∗pq
(
k∑
t=1
UptU
∗
pt
)
Upq
)
=
k∑
t=1
tr
(
U∗pqUptU∗ptUpq
)
=
k∑
t=1
∥∥U∗ptUpq∥∥2F.
Subtracting ‖U∗ppUpq‖2F from both sides yields
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∥∥Upq∥∥2F − ∥∥U∗ppUpq∥∥2F =
k∑
t=1 (t /=p)
∥∥U∗ptUpq∥∥2F

k∑
t=1 (t /=p)
∥∥Upt∥∥2F∥∥Upq∥∥2F
= O(r2). (2.3)
Interchanging the roles of p and q in (2.3) gives∥∥Uqp∥∥2F − ∥∥U∗qpUqq∥∥2F = ∥∥Uqp∥∥2 − ∥∥U∗qqUqp∥∥2F = O(r2). (2.4)
Observing that
∑k
t=1 U∗tpUtq = 0, we have
U∗ppUpq = −

U∗qpUqq +
k∑
t=1 (t /=p,q)
U∗tpUtq

 . (2.5)
Using (2.2)–(2.5), we obtain∑
(Qpq)=
∥∥Upq∥∥2F
= ∥∥U∗ppUpq∥∥2F + O(r2)
=
∥∥∥∥∥∥U∗qpUqq +
k∑
t=1 (t =p,q)
U∗tpUtq
∥∥∥∥∥∥
2
F
+ O(r2)
= ∥∥U∗qpUqq∥∥2F + O(r3/2 + r2)
= ∥∥Uqp∥∥2F + O(r3/2)
=
∑
(Qqp)+ O(r3/2).
Hence
∑
(Qpq)−∑(Qqp) = O(r3/2) for all p /= q and thus, by (2.1), s = O(r3/2).
Consequently, if y ∈ C is not real, then z = z0 − (r + s
√−1) /∈ [y, z0] whenever
r > 0 is small enough, which means y /∈ WA∗(A). Therefore WA∗(A) ⊂ R. As
WA∗(A) is compact, by Propositions 1.2(b), 1.5 and 1.6, WA∗(A) is nonempty,
bounded, convex and closed. The result then follows. 
Corollary 2.3. Let A ∈ Cn×n be normal, with the property that its spectrum σ(A),
as a collection of n points on the complex plane, has rotational symmetry such that it
is invariant under a rotation of an angle which is not a multiple of π about a certain
point on C. Then
WA∗(A) = { 1n |trA|2}.
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Proof. Let A satisfy the hypothesis of the corollary. By Proposition 1.1, and by
replacing A by A− αI for suitable α ∈ C if necessary, we may assume without
loss of generality that σ(A) is invariant under a rotation of angle θ about the or-
igin, where θ is not a multiple of π . Then eθ
√−1A ∈ U(A), and hence WA∗(A) =
WA∗(eθ
√−1A) = eθ
√−1WA∗(A), which implies WA∗(A) = eθ
√−1WA∗(A) =
eθ
√−1
WA∗(A). It then follows from the preceding theorem that WA∗(A) ⊂ (R ∩
(eθ
√−1R)) = {0}, and thus WA∗(A) cannot contain more than one element. In view
of Proposition 1.2(b), the result follows. 
For example, if n  3 and A = diag (1, ω, ω2, . . . , ωn−1), where ω = e 2n π
√−1 is
a primitive nth root of unity, then WA∗(A) = {0} by the preceding corollary.
3. Star-centers of S(A) and diagU(A)
In this section we consider star-centers of S(A) and diag U(A), and obtain com-
plete description of S(A) and diag U(A) when A is normal. First we need some
lemmas.
Lemma 3.1. Let A, C ∈ Cn×n.
(a) (cf. [8]) WC(A) is a singleton set if and only if A or C is a scalar matrix.
(b) (cf. [12]) Suppose both A and C are not scalar matrices. Then WC(A) has empty
interior if and only if both A,C are normal, and each of σ(A) and σ(C) is
collinear in the complex plane.
Lemma 3.2. Let A,C ∈ Cn×n and c ∈ Cn. Then
(a) {tr(CX) : X ∈ S(A)} ⊂ WC(A),
(b) {cTx : x ∈ diag U(A)} ⊂ Wc(A).
Proof. This follows from Proposition 1.4 and the equalities WC(A) = {tr(CX) :
X ∈ S(A)} and Wc(A) = {cTx : x ∈ diag U(A)}. 
Theorem 3.3. Let A ∈ Cn×n. Suppose there exists C ∈ Cn×n such that C is not a
scalar matrix and WC(A) is a singleton set. Then
S(A) = { 1
n
(trA)In}.
Proof. Let A,C satisfy the hypothesis of the theorem, and let B ∈ S(A). Note
that UXU∗ ∈ S(A) whenever X ∈ S(A) and U ∈ Un. Hence for any U ∈ Un, X ∈
S(A) and t ∈ [0, 1], we have tB + (1 − t)UXU∗ ∈ S(A) and thus t (U∗BU)+ (1 −
t)X = U∗ (tB + (1 − t)UXU∗) U ∈ S(A) also. This implies U(B) ⊂ S(A). By
Lemma 3.2(a),
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WC(B) = {tr(CX) : X ∈ U(B)} ⊂ {tr(CX) : X ∈ S(A)} ⊂ WC(A).
Since, by assumption, WC(A) is a singleton set, so is WC(B). By Lemma 3.1(a)
and the assumption that C is not a scalar matrix, B must be a scalar matrix. Since
B ∈ S(A) ⊂ S(A), we have WD(B) ⊂ WD(A) for all matrices D. In particular,
{trB} = WI(B) ⊂ WI(A) = {trA}, which implies trB = trA. This and Proposition
1.2(a) certify that S(A) contains only the matrix 1
n
(trA)In as element. 
Theorem 3.4. Suppose A ∈ Cnxn is normal, and σ(A) is not collinear. Then
S(A) = { 1
n
(trA)In}.
Proof. Let B ∈S(A). Then, for any U ∈ Un, by Lemma 3.2(a), Proposition 1.1(b),
and Theorem 2.2,
tr
(
A∗(U∗BU)
)= tr (UA∗U∗B) ∈ {tr (UA∗U∗X) : X ∈ S(A)}
⊂ WUA∗U∗(A)
= WA∗(A) ⊂ R.
Thus WA∗(B) ⊂ R has empty interior. Then B must be a scalar matrix; otherwise,
by Lemma 3.1(b) and the assumption that σ(A) is not collinear, WA∗(B) must have
nonempty interior, which is a contradiction. Using argument similar to that at the
end of the proof of the preceding theorem, the result follows. 
Theorem 3.5. Let A ∈ Cn×n. Suppose there exists c ∈ Cn such that the entries of c
are not all equal and Wc(A) is a singleton set. Then
diag U(A) = { 1
n
(trA)(1, . . . , 1)}.
Proof. Let A, c satisfy the hypothesis of the theorem, and let b ∈ diag U(A).
Note that Px ∈ diag U(A)whenever x ∈ diag U(A) and P ∈ Pn. Hence for any P ∈
Pn, x ∈ diag U(A) and t ∈ [0, 1], we have tb + (1 − t)P Tx ∈ diag U(A), and thus
t (P b)+ (1 − t)x = P (tb + (1 − t)P Tx) ∈ diag U(A) also. This implies {Pb : P
∈ Pn} ⊂ diag U(A). By Lemma 3.2(b),{
cTPb : P ∈ Pn
} ⊂ {cTx : x ∈ diag U(A)} ⊂ Wc(A).
As Wc(A) is a singleton set, we have cTb = cTPb for all P ∈ Pn, which implies
that entries of b are all equal because entries of c are not. As sum of entries of any
element in diag U(A) must equal trA, it follows that b ∈ diag U(A) ⊂ diag U(A)
must equal 1
n
(trA)(1, . . . , 1). This and Proposition 1.2(c) together give the result.

Theorem 3.6. Suppose A ∈ Cn×n is normal, and σ(A) is not collinear. Then
diag U(A) = { 1
n
trA)(1, . . . , 1)}.
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Proof. Let b ∈ diag U(A). It has been shown in the proof of the preceding theorem
that Pb ∈ diag U(A) for any P ∈ Pn. Let a = σ(A). Then by Lemma 3.2(b) and
Theorem 2.2,{
a∗Pb : P ∈ Pn
} ⊂ {a∗x : x ∈ diag U(A)} ⊂ Wa(A)
= WA∗(A) ⊂ R.
By Lemma 2.1 and the fact that On ⊂ Dn = conv Pn, we have Wa(diag (b)) =
{a∗Ob : O ∈ On} ⊂ conv {a∗Pb : P ∈ Pn} ⊂ R, which means that Wa(diag (b))
has empty interior. By Lemma 3.1(b), entries of b must be all equal. Using
argument similar to that at the end of the proof of the preceding theorem, the result
follows. 
For normal matrices A with collinear σ(A), it is known that S(A) is convex and
is equal to conv U(A), and that diag U(A) is convex and is equal to conv {Pσ(A) :
P ∈ Pn} (= {Dσ(A) : D ∈ Dn}) (see Section 1). Combining these and Theorems 3.4
and 3.6, we have the following complete description of S(A) and diag U(A) for
normal A.
Theorem 3.7. Let A ∈ Cn×n be normal. Then
S(A) =
{
S(A) = conv U(A) if σ(A) is collinear,{ 1
n
(trA)In
}
otherwise,
and
diag U(A) =
{
diag U(A) = conv {Pσ(A) :P ∈ Pn} if σ(A) is collinear,{ 1
n
(trA)(1, . . . , 1)
}
otherwise.
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