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1. INTRODUCTION {#hbm24821-sec-0001}
===============

Language mapping with functional magnetic resonance imaging (fMRI) is used in clinical settings to assist in presurgical planning and prevent the removal of eloquent cortex (Binder et al., [1997](#hbm24821-bib-0006){ref-type="ref"}; Bookheimer, [2007](#hbm24821-bib-0012){ref-type="ref"}; Stippich et al., [2007](#hbm24821-bib-0075){ref-type="ref"}; Sunaert, [2006](#hbm24821-bib-0076){ref-type="ref"}). This procedure is usually implemented with task‐based protocols in which the subject is asked to perform one or more language tasks inside the scanner (Binder, Swanson, Hammeke, & Sabsevitz, [2008](#hbm24821-bib-0008){ref-type="ref"}; Sunaert, [2006](#hbm24821-bib-0076){ref-type="ref"}). Due to clinical impairments, it is common that patients cannot perform the task optimally, and this can have a negative impact on the quality of the exam (Price, Crinion, & Friston, [2006](#hbm24821-bib-0055){ref-type="ref"}). Furthermore, different clinically‐tailored task protocols can recruit different brain regions, and this may lead to undesirable inconsistency in the mapping results (Binder et al., [2008](#hbm24821-bib-0008){ref-type="ref"}; Pillai & Zaca, [2011](#hbm24821-bib-0053){ref-type="ref"}; Wilson, Bautista, Yen, Lauderdale, & Eriksson, [2017](#hbm24821-bib-0087){ref-type="ref"}). Resting‐state fMRI (rsfMRI) has recently been suggested as an alternative method to map language in the brain: it does not require task‐execution nor intensive subject cooperation, and thus is appropriate to patients who are not good candidates for the conventional task‐based protocol, including children, elderly, patients with language impairments and, arguably, patients under sedation (Branco et al., [2016](#hbm24821-bib-0015){ref-type="ref"}; Sair et al., [2016](#hbm24821-bib-0059){ref-type="ref"}; Tie et al., [2014](#hbm24821-bib-0078){ref-type="ref"}).

Resting‐state fMRI registers spontaneous hemodynamic fluctuations during rest that co‐activate within functionally coupled regions, reflecting the underlying macrostructural organization of the brain (Biswal, Zerrin Yetkin, Haughton, & Hyde, [1995](#hbm24821-bib-0010){ref-type="ref"}; Deco, Jirsa, & McIntosh, [2011](#hbm24821-bib-0020){ref-type="ref"}; Fox & Raichle, [2007](#hbm24821-bib-0029){ref-type="ref"}). Through methods such as seed‐based correlation (Fox et al., [2005](#hbm24821-bib-0030){ref-type="ref"}) or independent component analyses (Beckmann, DeLuca, Devlin, & Smith, [2005](#hbm24821-bib-0002){ref-type="ref"}; Damoiseaux et al., [2006](#hbm24821-bib-0018){ref-type="ref"}), patterns of co‐activation can be identified, extracted and used to map well‐known networks such as the fronto‐parietal network (FPN), the default mode network (DMN) and the language network (Shirer, Ryali, Rykhlevskaia, Menon, & Greicius, [2011](#hbm24821-bib-0065){ref-type="ref"}). Even though the subject is not performing a task, the obtained mapping results are replicable over time (Branco, Seixas, & Castro, [2018](#hbm24821-bib-0014){ref-type="ref"}; Shehzad et al., [2009](#hbm24821-bib-0064){ref-type="ref"}) and consistent across subjects (Damoiseaux et al., [2006](#hbm24821-bib-0018){ref-type="ref"}), track major cognitive functions (Laird et al., [2011](#hbm24821-bib-0045){ref-type="ref"}; Smith et al., [2009](#hbm24821-bib-0070){ref-type="ref"}) and even predict individual task performance (Parker Jones, Voets, Adcock, Stacey, & Jbabdi, [2017](#hbm24821-bib-0052){ref-type="ref"}; Tavor et al., [2016](#hbm24821-bib-0077){ref-type="ref"}).

Previous studies have demonstrated that rsfMRI can map brain regions similar to those observed in language task‐based protocols, both in healthy (Tie et al., [2014](#hbm24821-bib-0078){ref-type="ref"}) and in clinical subjects (Branco et al., [2016](#hbm24821-bib-0015){ref-type="ref"}; Sair et al., [2016](#hbm24821-bib-0059){ref-type="ref"}). These regions mapped with rsfMRI have been attributed to language (the resting‐state language network) by analyzing the spatial overlay with maps derived from task‐based protocols. The assumption is that if the maps are spatially similar, they underpin the same cognitive processes. However, this approach is not entirely convincing because spatial overlay per se does not uncover which cognitive processes are actually being captured (Jackson, Cloutman, & Lambon Ralph, [2019](#hbm24821-bib-0041){ref-type="ref"}). This is particularly relevant for language mapping because domain‐general regions implicated in cognitive control, working‐memory, and attention lie side by side with language‐specific regions (Blank & Fedorenko, [2017](#hbm24821-bib-0011){ref-type="ref"}; Fedorenko, Duncan, & Kanwisher, [2012](#hbm24821-bib-0024){ref-type="ref"}; Geranmayeh, Wise, Mehta, & Leech, [2014](#hbm24821-bib-0033){ref-type="ref"}; Humphreys & Lambon Ralph, [2014](#hbm24821-bib-0039){ref-type="ref"}), and their recruitment during language tasks can affect the overlap results. Indeed, this approach has led to inconsistent reports on the functional role of resting‐state networks, including the language network (Shirer et al., [2011](#hbm24821-bib-0065){ref-type="ref"}; Smith et al., [2009](#hbm24821-bib-0070){ref-type="ref"}). A case in point is the left FPN. It has been argued that the left FPN subtends language and, more generally, cognition (Laird et al., [2011](#hbm24821-bib-0045){ref-type="ref"}; Smith et al., [2009](#hbm24821-bib-0070){ref-type="ref"}). However, the left FPN has also been labeled as the executive network, while another network with adjacent non‐overlapping regions is referred to as the language network (Shirer et al., [2011](#hbm24821-bib-0065){ref-type="ref"}). Recent software for resting‐state analyses (CONN functional connectivity toolbox, Whitfield‐Gabrieli & Nieto‐Castanon, [2012](#hbm24821-bib-0085){ref-type="ref"}) segregates the FPN and the language network, yet the left FPN is used as a proxy for language function in a number of studies (e.g., Smirnov et al., [2014](#hbm24821-bib-0068){ref-type="ref"}; Zhu et al., [2014](#hbm24821-bib-0090){ref-type="ref"}). It has also been argued the FPN can be separated into two left‐lateralized networks (Geranmayeh et al., [2014](#hbm24821-bib-0033){ref-type="ref"}), one that is domain‐specific for language and another recruited by task‐execution that is domain‐general, but evidence regarding the specific role of regions found within the FPN, the language resting‐state network, and their potential overlap remains scant.

Other well‐known rsfMRI networks have been related to language, yet there is no account as to whether their involvement would be specific to language or not. One such case is the DMN, that has been attributed to semantic processing (Binder, Desai, Graves, & Conant, [2009](#hbm24821-bib-0005){ref-type="ref"}; Seghier & Price, [2012](#hbm24821-bib-0063){ref-type="ref"}). Evidence linking the DMN to semantic processing comes from studies that observed smaller task‐induced deactivations in semantic compared to perceptual decision tasks and in hearing words versus pseudowords (Binder, Medler, Desai, Conant, & Liebenthal, [2005](#hbm24821-bib-0007){ref-type="ref"}; Humphries, Binder, Medler, & Liebenthal, [2007](#hbm24821-bib-0040){ref-type="ref"}), and from the observation of a partial spatial overlap between the DMN and the semantic system (Binder et al., [2009](#hbm24821-bib-0005){ref-type="ref"}). At odds with these findings are others showing that the reduced deactivations for semantic tasks appear only in a small number of voxels within the left inferior parietal lobule whereas other regions have very heterogeneous functional profiles (Seghier & Price, [2012](#hbm24821-bib-0063){ref-type="ref"}); other studies suggest that DMN deactivation can be attributed to task difficulty (McKiernan, Kaufman, Kucera‐Thompson, & Binder, [2003](#hbm24821-bib-0047){ref-type="ref"}; Esposito et al., [2009](#hbm24821-bib-0022){ref-type="ref"}; but see Seghier & Price, [2012](#hbm24821-bib-0063){ref-type="ref"}); and recent work shows distinct spatial and task‐response profiles for multimodal semantic brain regions and the DMN (Jackson et al., [2019](#hbm24821-bib-0041){ref-type="ref"}). So, the involvement of the DMN in language processing remains unclear. A similar appraisal applies to a subset of the multiple demand network that is known in the resting‐state literature as the dorsal attention network, DAN (Fedorenko, Duncan, & Kanwisher, [2013](#hbm24821-bib-0025){ref-type="ref"}; Geranmayeh, Chau, Wise, Leech, & Hampshire, [2017](#hbm24821-bib-0032){ref-type="ref"}), and that is also recruited during the execution of language tasks (e.g., Fedorenko et al., [2013](#hbm24821-bib-0025){ref-type="ref"}). Note, however, that this network is recruited in a wide range of cognitive tasks (Vossel, Geng, & Fink, [2013](#hbm24821-bib-0083){ref-type="ref"}). A provisional conclusion from the findings reviewed above is that one should examine how each of these networks specifically responds to language, and determine if the rsfMRI language network captures language processes with a high degree of sensitivity and specificity before resting‐state fMRI can be used to map language in clinical contexts.

One additional issue requiring clarification is that even if the rsfMRI language network is specifically implicated in language processing, it is currently unknown which processes it maps: is it low‐level processes such as auditory decoding or phonological retrieval, or rather higher‐level syntactic and lexico‐semantic processes? Contemporary large‐scale language models predict that separate brain systems -- a dorsal and a ventral pathway comprising several brain regions along the frontal and temporal lobe coordinate to perform complex language computations such as syntax, semantics and phonology (Hickok & Poeppel, [2007](#hbm24821-bib-0038){ref-type="ref"}; Saur et al., [2008](#hbm24821-bib-0060){ref-type="ref"}). In this distributed language‐network, brain regions not included in the classic language model also play an important role in language processing (Hagoort, [2014](#hbm24821-bib-0035){ref-type="ref"}; Tremblay & Dick, [2016](#hbm24821-bib-0079){ref-type="ref"}), including the supplementary motor area (SMA, Hertrich, Dietrich, & Ackermann, [2016](#hbm24821-bib-0037){ref-type="ref"}; Lima, Krishnan, & Scott, [2016](#hbm24821-bib-0046){ref-type="ref"}), the anterior temporal lobe (Jackson, Hoffman, Pobric, & Lambon Ralph, [2016](#hbm24821-bib-0042){ref-type="ref"}; Ralph, Jefferies, Patterson, & Rogers, [2016](#hbm24821-bib-0057){ref-type="ref"}), the middle frontal gyrus, the inferior temporal gyrus, and also homolog brain regions in the right hemisphere (Price, [2012](#hbm24821-bib-0054){ref-type="ref"} for an in‐depth review). It has also been argued that language is best understood as a network rather than as an isolated set of highly‐specialized brain regions (Fedorenko & Thompson‐Schill, [2014](#hbm24821-bib-0028){ref-type="ref"}), and this has been backed up by evidence that regions in the language network are structurally and functionally connected (Saur et al., [2008](#hbm24821-bib-0060){ref-type="ref"}; Turken & Dronkers, [2011](#hbm24821-bib-0080){ref-type="ref"}). This makes rsfMRI a suitable technique to explore the neural underpinnings of the language network. However, whether rsfMRI is able to target these functionally‐relevant brain regions such that it can be applied in clinical settings remains a matter of debate. This is indeed a critical matter because the majority of studies comparing rsfMRI to task‐based fMRI only show partial and moderate spatial overlap of the maps resulting from the two techniques (Branco et al., [2016](#hbm24821-bib-0015){ref-type="ref"}; Sair et al., [2016](#hbm24821-bib-0059){ref-type="ref"}; Tie et al., [2014](#hbm24821-bib-0078){ref-type="ref"}). It is possible that, for example, rsfMRI only captures a subset of the functional language network, and this possibility should not be overlooked as the relevance of rsfMRI for presurgical planning depends on its ability to find eloquent brain regions that, if damaged, could lead to long‐term deficits.

In this study, we investigate the functional profile of regions within the rsfMRI language network. Subjects will perform a rsfMRI protocol followed by a comprehensive task‐based protocol that includes tasks with increasingly higher linguistic content. Subjects will visualize stimuli without linguistic content (non‐linguistic symbols), and read stimuli with phonological information (pseudowords), phonological plus semantic information (words), phonology and syntax (pseudosentences), and phonological, semantic and syntactic information (sentences). Response profiles for these conditions will be examined at the group level for inferential purposes, and at the single‐subject level to test the validity of this procedure in clinical settings. With this approach, we aim to clarify which processes are mapped within the rsfMRI language network. We will also explore the functional role of other networks that have been linked to language processing (left FPN, Smith et al., [2009](#hbm24821-bib-0070){ref-type="ref"}), share spatial features with the language network (DMN, Binder et al., [2009](#hbm24821-bib-0005){ref-type="ref"}), or take part in domain‐general processing that---although recruited by language tasks--might not be language specific (DAN network, Fedorenko, [2014](#hbm24821-bib-0023){ref-type="ref"}; Shirer et al., [2011](#hbm24821-bib-0065){ref-type="ref"}). This will provide a deeper understanding of the resting‐state language network, and will elucidate whether it can be considered a domain‐specific network to be used with confidence for language mapping in presurgical planning.

2. METHODS {#hbm24821-sec-0002}
==========

2.1. Participants {#hbm24821-sec-0003}
-----------------

Sixteen adults took part in this experiment (seven male and nine female, mean age = 25.6 ± 3). All were native speakers of European Portuguese and right‐handed according to the Edinburgh Handedness Test (Oldfield, [1971](#hbm24821-bib-0051){ref-type="ref"}). Exclusion criteria were sight problems, neurological or neuropsychiatric diseases, and language or learning disorders. The study was conducted in accordance with the Declaration of Helsinki and approved by the local ethics committee (FMUP.17.07.2015). A brief explanation of the experiment was given and written informed consent was collected from all participants, who were told they could withdraw from the experiment at any time if they wished to (none did). Participants received a small monetary compensation for their time.

Sample size was estimated by calculating the number of subjects required for a statistical power equal or above 80%. This was done in a pilot study with an independent sample, *N* = 9 (1 run per subject), using the tool fmripower (Mumford & Nichols, [2008](#hbm24821-bib-0049){ref-type="ref"}). One‐sample *t* tests were computed in the rsfMRI language network region‐of‐interest (ROI). For the high‐level linguistic condition, sentences, 11 subjects were required for 80% power. We also examined statistical power within the task‐responsive DAN network; all conditions had over 80% power with a sample size of 12 subjects. Power curves and additional information can be found in [Figures S1](#hbm24821-supitem-0001){ref-type="supplementary-material"} and [S2](#hbm24821-supitem-0001){ref-type="supplementary-material"}.

2.2. MRI acquisition {#hbm24821-sec-0004}
--------------------

Subjects were scanned in a Siemens 3T Trio scanner with a 32 channel headcoil. Functional images were acquired using an EPI sequence with the following parameters: time of repetition (TR) = 2000 ms; time of echo (TE) = 30s; GRAPPA acceleration factor iPAT = 2; field of view (FOV) = 192 × 192 mm^2^; flip angle = 90°; slice thickness = 3.7 mm; in‐plane pixel size 2.7 × 2.7 mm^2^ and axial slices = 34. The first 8 s of acquisition in each run were excluded due to T1 equilibration effects. Temporal signal‐to‐noise ratio (tSNR) was calculated to ensure critical regions of interest (ROI) could capture changes in the bold response during task‐execution (Jackson et al., [2016](#hbm24821-bib-0042){ref-type="ref"}; Murphy, Bodurka, & Bandettini, [2007](#hbm24821-bib-0050){ref-type="ref"}; Simmons, Reddish, Bellgowan, & Martin, [2009](#hbm24821-bib-0066){ref-type="ref"}). To do so, for each voxel in the brain, the average of the signal over time was divided by its standard deviation, after motion correction and before other preprocessing steps. With the common exception of the ventral anterior temporal lobe and the medial prefrontal cortex, all regions showed appropriate tSNR (whole‐brain tSNR maps can be inspected in [Figure S3](#hbm24821-supitem-0001){ref-type="supplementary-material"}). A high‐resolution T1 image was also acquired for registration purposes with the following parameters: TR = 2,530 ms; TE = 3.42 ms; GRAPPA acceleration factor iPAT = 2; FOV = 256 × 256 mm^2^; flip angle = 7°; slice thickness = 1 mm; in‐plane pixel size 1 × 1 mm^2^ and axial slices = 176.

2.3. Resting‐state fMRI procedure {#hbm24821-sec-0005}
---------------------------------

Resting‐state fMRI was acquired before task‐based fMRI to ensure that the subjects were not influenced by, or thinking about, the task during rest. Subjects were instructed to lie still in the scanner with their eyes closed, to think of nothing in particular, and to avoid falling asleep. The resting‐state protocol lasted 8 min.

2.4. Task design, materials and procedure {#hbm24821-sec-0006}
-----------------------------------------

The language task included five conditions composed of stimuli with increasingly higher linguistic content: non‐linguistic symbol strings, pseudowords, words, pseudosentences and sentences. The rationale for this approach is that if the regions within the network are involved in language processes, then brain responses to the task will be increasing on par with the linguistic demand (Bedny, Pascual‐Leone, Dodell‐Feder, Fedorenko, & Saxe, [2011](#hbm24821-bib-0004){ref-type="ref"}; Fedorenko et al., [2016](#hbm24821-bib-0027){ref-type="ref"}). Importantly, as linguistically degraded stimuli require more reading effort than words and sentences (e.g., Bedny et al., [2011](#hbm24821-bib-0004){ref-type="ref"}; Fedorenko, Hsieh, Nieto‐Castañón, Whitfield‐Gabrieli, & Kanwisher, [2010](#hbm24821-bib-0026){ref-type="ref"}), a linear increase in brain responses to high‐level linguistic content should not be due to a higher involvement of task‐related general processes such as cognitive control, memory and attention. Materials for this task were selected as follows. First, a set of 72 European Portuguese two‐ and three‐syllable words (mean number of letters = 5, range 4--6) were selected according to word frequency, imagery and concreteness using the online tool P‐PAL (Soares et al., [2014](#hbm24821-bib-0074){ref-type="ref"}). Words had medium to high frequency (mean = 21.9 ± 34.8 occurrences per million), high imaginability (5.96 ± 0.39, in a scale of 1--7), and high concreteness ratings (6.53 ± 0.23, in a scale of 1--7). Pseudowords were then generated by replacing one to three phonemes in each word. To make sure that pseudowords were orthographically and phonologically valid, the bigram frequency of pseudowords was matched to that of the original word list (*t* = 1.06, *p* = .29, *ns*). Non‐linguistic symbols were created by converting each pseudoword to a symbol string using a false font from the Brussels Artificial Characters Sets (*BACS2sans*, Vidal, Content, & Chetail, [2017](#hbm24821-bib-0082){ref-type="ref"}). This false font is matched with the letters of the alphabet for complexity, symmetry, line intersections and number of strokes, and so it is appropriate to establish a visually‐matched baseline with no linguistic information. Sentences were created by combining two content words from the word list with function words (e.g., "but," "because"), one verb, and adjectives such that a syntactically valid and semantically meaningful relationship between words was achieved. Finally, pseudosentences were created by converting content words from each sentence into pseudowords while keeping function words intact; as a result, pseudosentences were semantically meaningless but retained the syntactic and phonological structure of the original sentence (e.g., Bedny et al., [2011](#hbm24821-bib-0004){ref-type="ref"}; Castro & Lima, [2010](#hbm24821-bib-0016){ref-type="ref"}). In the interest of ecological validity, sentences and pseudosentences had larger lengths than word and pseudoword lists (see below). This difference in length was kept to a minimum: mean number of letters for sentences and pseudosentences = 34.08 ± 3.7, mean number of letters for word and pseudoword lists = 30 ± 1.7. An example for each condition can be seen in Figure [1](#hbm24821-fig-0001){ref-type="fig"}(a).

![(a) Example of an experimental trial for each condition. Six items are presented in quick succession followed by two alternatives. (b) Reaction times for each condition. Vertical bars denote 95% confidence intervals (c) Self‐reported task difficulty (1--7, 1 = very easy; 7 = very hard). Vertical bars denote 95% confidence intervals](HBM-41-545-g001){#hbm24821-fig-0001}

We used a probe detection task to maintain subjects\' engagement throughout the experiment. This task has been successfully used for single‐subject language mapping by Fedorenko et al. ([2010](#hbm24821-bib-0026){ref-type="ref"}). Figure [1](#hbm24821-fig-0001){ref-type="fig"}(a) shows one example of a trial. Subjects viewed a set of six stimuli in quick succession (1,500 ms each), followed by two stimuli simultaneously presented on the screen (3,000 ms). One of the two stimuli had been presented in the preceding sequence, the other had not.

Subjects were instructed to view (symbols conditions) or covertly read (all remaining conditions) the stimulus sequence, and then select from the two alternatives the one that had been presented previously. They did so by pressing a two‐button MRI‐compatible controller, the left one for the left stimulus, the right one for the right stimulus. The position of the correct probe was pseudorandomized and was presented at each side with equal odds (50%). Subjects were told to view/read the stimuli and refrain from using other strategies to aid in task performance. Before entering the scanner subjects ran a computer simulated version of the task to ensure that they understood the instructions and to familiarize themselves with the procedure.

To maximize fMRI signal detection, stimuli were presented using a block design with active periods of 24 s (two trials) alternating with 15 s of rest (fixation cross). Experimental conditions were presented in separate runs to avoid carryover and task‐switching effects. A single run for one condition had six active and six rest periods and lasted for 4 min. Subjects performed two runs in each condition, for a combined acquisition time of 40 min (two runs, five conditions). The order of conditions and runs was counterbalanced across subjects following a balanced Latin square design.

Stimuli were presented in a 21‐in. MRI compatible monitor at a visual angle of 3°--4° using the MATLAB plugin Psychtoolbox (version 3.0, Brainard, [1997](#hbm24821-bib-0013){ref-type="ref"}). Subjects responded to the task using a two‐button pad (Cedrus Lumina Response Box LP‐400) connected to a Lumina 3G controller that recorded the button presses and corresponding reaction times. Eye‐tracking was recorded throughout the experiment to monitor task compliance. After scanning, subjects filled a post‐experiment survey where they rated the subjective difficulty of the task in each condition (1, very easy; 7, very hard). The whole experiment, including set‐up, structural and functional acquisitions lasted 80 min.

2.5. FMRI pre‐processing {#hbm24821-sec-0007}
------------------------

All analyses were performed using the Oxford Centre for Functional Magnetic Resonance Imaging of the Brain Software Library (FMRIB, Oxford, UK; FSL version 5.0.10). The same pre‐processing pipeline was used for resting‐state and task‐based fMRI data: motion correction was performed using MCFLIRT (Jenkinson, Bannister, Brady, & Smith, [2002](#hbm24821-bib-0043){ref-type="ref"}); non‐brain tissue was removed with BET (Smith, [2002](#hbm24821-bib-0069){ref-type="ref"}); spatial smoothing was applied using a 8 mm Full Width at Half Maximum (FWHM) Gaussian kernel; data were denoised using ICA‐AROMA (Pruim et al., [2015](#hbm24821-bib-0056){ref-type="ref"}); white matter and cerebral spinal fluid signals were estimated from the respective masks obtained with FAST (Zhang, Brady, & Smith, [2001](#hbm24821-bib-0089){ref-type="ref"}), and were removed through multiple linear regression to eliminate any residual artifacts in the data; and data were temporally filtered using a high‐pass filter at 80 and 100 seconds FWHM for task‐based and rsfMRI, respectively. Finally, data were normalized to standard MNI space, first by warping functional data to structural space through FLIRT boundary‐based registration (Jenkinson et al., [2002](#hbm24821-bib-0043){ref-type="ref"}), and then by warping structural space data to standard MNI space using a linear transformation (FLIRT) with 12 degrees of freedom, further complemented with nonlinear registration (FNIRT, Andersson, Jenkinson, & Smith, [2007](#hbm24821-bib-0001){ref-type="ref"}).

Exclusion criteria for excessive motion were peak displacements larger than 3.75 mm (voxel size), or average relative displacements larger than 0.5 mm. For rsfMRI, all protocols were included (average relative displacement = 0.06 ± 0.06 mm). For task‐based fMRI, one subject had a peak displacement above 3.75 mm in one of the runs (pseudosentences condition, second run). Statistics for this condition were calculated using only the first, non‐affected run. The remaining data had overall low motion indices (mean relative displacements of 0.06 ± 0.04 mm).

2.6. Resting‐state analyses {#hbm24821-sec-0008}
---------------------------

Resting‐state networks were extracted with independent component analysis (ICA). To do so, pre‐processed data was analyzed using MELODIC multi‐session temporal concatenation ICA (Beckmann & Smith, [2004](#hbm24821-bib-0003){ref-type="ref"}). The number of extracted components was estimated with FSL default Laplacian approximation (Beckmann & Smith, [2004](#hbm24821-bib-0003){ref-type="ref"}). Independent components (ICs) were thresholded using a mixture‐model cut‐off of 0.5 for an equal weight on false positives and false negatives (Woolrich, Behrens, Beckmann, & Smith, [2005](#hbm24821-bib-0088){ref-type="ref"}). Group‐level networks were then identified using a template matching procedure: the spatial overlap between each IC and a set of published group templates (Shirer et al., [2011](#hbm24821-bib-0065){ref-type="ref"}) was calculated using the Dice coefficient (Rombouts, Barkhof, Hoogenraad, Sprenger, & Scheltens, [1998](#hbm24821-bib-0058){ref-type="ref"}), and ICs were ranked according to the spatial similarity with networks of interest, from highest to lowest. The five highest ranked ICs for each network were visually inspected to confirm the accuracy of the procedure. The language, FPN and DMN networks were well characterized by one single IC. The DAN network was split into two mirrored ICs, left and right‐lateralized, and both were identified by the template matching procedure as first‐ and second‐ranked, respectively. The two ICs were combined to create a single DAN mask, considering that the original group template is bilaterally distributed (Shirer et al., [2011](#hbm24821-bib-0065){ref-type="ref"}).

After template matching, the statistical threshold for each network was further adjusted by visual inspection to compensate for different network threshold cut‐offs. Thresholds were selected such that the networks were visually similar to the templates used and included the major regions identified by Damoiseaux et al. ([2006](#hbm24821-bib-0018){ref-type="ref"}), Smith et al. ([2009](#hbm24821-bib-0070){ref-type="ref"}), and Shirer et al. ([2011](#hbm24821-bib-0065){ref-type="ref"}): z \> 7 for the language network; z \> 6 for the FPN; z \> 5 for the DMN; and z \> 4 for DAN network. For transparency, unthresholded maps can be consulted at <http://neurovault.org> (<https://neurovault.org/collections/SARZAHAW)> [)]{.ul}. To better scrutinize the language network, a complementary region‐of‐interest (ROI) approach was used. To do so, statistical peak coordinates within each cluster were obtained using the FSL cluster tool. Then, each suprathreshold voxel within the network was assigned to a single ROI, according to the shortest Euclidean distance to each statistical peak. This resulted in a set of ROIs, one for each statistical peak.

Single‐subject language networks were extracted with the same approach, but using single‐session ICA MELODIC. Again, the resulting components were identified by template‐matching and supplemented by visual inspection for quality assurance. After visual inspection, single‐subject thresholds were fixed at z \> 4 for all subjects.

Finally, since ICA overtitting/underfitting can bias the network topography and impact the functional dissociation between rsfMRI networks (Jackson et al., [2019](#hbm24821-bib-0041){ref-type="ref"}), we examined the stability of the language network at different dimensionalities. To do so, group‐level ICA analyses were further repeated with fixed dimensionalities, from 20 to 100 ICs, in steps of 10. Voxelwise correlations between the original IC, and the resulting ICs at each dimensionality, were performed as a way to quantify similarity and change as a consequence of ICA dimensionality.

2.7. Task‐protocol analyses {#hbm24821-sec-0009}
---------------------------

For task‐based protocols, first‐level analyses were conducted for each condition using FSL FEAT (FMRI Expert Analysis Tool, Smith et al., [2004](#hbm24821-bib-0071){ref-type="ref"}). FILM pre‐whitening was used on the EPI images and a simple contrast between block conditions convolved with the built‐in double‐gamma hemodynamic response function (HRF) was performed, also adding a first‐order temporal derivative to compensate for single‐subject HRF variability and slice‐timing effects. The two acquired runs for each condition were then combined in higher‐level fixed‐effects GLM using a *z* \> 3.1 threshold and a Gaussian Field Theory corrected cluster *p* threshold of .05. To estimate the magnitude of brain responses for each condition, average percentage signal increases were estimated using FSL Featquery. This was performed using the network masks for the main analyses and individual ROIs for complementary ROI analyses. All statistical analyses were performed on percent signal change values.

3. RESULTS {#hbm24821-sec-0010}
==========

3.1. Task performance {#hbm24821-sec-0011}
---------------------

Button presses from five subjects in one of the scanning sessions were not correctly recorded due to a technical problem, and so RT and accuracy from these subjects were not analyzed, but all subjects filled the post‐experiment survey (please note these responses are not critical to the task and were used only to examine task compliance and difficulty). For all conditions accuracy rates were well above chance (50%) showing that subjects performed the task efficiently: 76% correct for symbols, 95% for pseudowords, 97% for words, 97% for pseudosentences and 99% for sentences. We compared the reaction times of correct responses for each condition using a repeated measures ANOVA including all conditions in a single within‐subjects factor, Task. Reaction times can be inspected in Figure [1](#hbm24821-fig-0001){ref-type="fig"}(b). A main effect of Task showed significant differences between conditions (*F*(4, 40) = 55.33, *p* \< .001, $n_{p}^{2}$ = .85). Post‐hoc analyses showed that symbols had slower reaction times than the four linguistic conditions (vs. pseudowords, *p* = .001; vs. words, pseudosentences and sentences, *ps* \< .001). Other significant differences included slower reaction times for pseudowords compared to pseudosentences (*p* = .04) and sentences (*p* \< .001). Sentences had the fastest reaction times compared to words and pseudosentences (*all ps* \< .01). In the post‐experiment survey, subjects rated symbols as the hardest condition (mean = 5.8, range 1--7), followed by pseudowords and pseudosentences (means of 3.4 and 2.9, respectively). Words and sentences were rated as the easiest conditions (means of 1.7 and 1.5, respectively, see Figure [1](#hbm24821-fig-0001){ref-type="fig"}(b)).

3.2. Resting‐state network extraction and template matching {#hbm24821-sec-0012}
-----------------------------------------------------------

The resting‐state language network was well identified (first ranked accordingly to the template matching algorithm), and was spatially similar to the language template used for classification (Dice = .24). The network contained several brain regions that are traditionally involved in language processing, including the inferior frontal gyrus, pars triangularis and opercularis; the posterior superior temporal gyrus; and the posterior middle temporal gyrus. The FPN, DMN and DAN were also successfully identified with the template matching procedure, with Dice values of 0.35 for the left FPN, 0.32 for the DMN, and 0.27 and 0.33 for the two ICs comprising the DAN network (left and right ICs, respectively). For a complete list of all clusters, statistical significance and MNI coordinates of the language network, please see Table [1](#hbm24821-tbl-0001){ref-type="table"}. An overlap map of the classification templates with the rsfMRI networks can be seen in the [Figure S4](#hbm24821-supitem-0001){ref-type="supplementary-material"}.

###### 

Group‐level results and MNI coordinates for the language network

  Brain region                                  \# voxels   MNI coordinates   *z*‐Score         
  --------------------------------------------- ----------- ----------------- ----------- ----- ------
  L posterior middle temporal gyrus             6,250       −56               −34         −2    18.3
  L inferior frontal gyrus, pars triangularis               −50               28          −2    17.5
  L middle temporal gyrus                                   −62               −44         6     16.1
  L posterior supramarginal gyrus                           −60               −50         10    15.9
  L inferior frontal gyrus, pars opercularis                −54               18          18    15.1
  L temporal pole                                           −54               6           −18   12.5
  Superior frontal gyrus                        425         −4                16          62    12.3
  Superior frontal gyrus                                    −6                30          58    8.25
  R posterior superior temporal gyrus           388         52                −36         2     10.7
  Frontal pole                                  367         −8                48          42    12.3
  L middle frontal gyrus                        276         −42               4           56    10.6
  R temporal pole                               16          52                12          −18   7.49

*Note*: Labels taken from the Harvard‐Oxford cortical atlas.

Abbreviations: L, Left; MNI, Montreal Neurological Institute; R, Right.

At the single‐subject level, and for the language network, results were again consistent with the language template (mean Dice = 0.21, range 0.15--0.30) and, despite some individual variability, targeted classic language regions for all subjects. Regions of high convergence were the left IFG and the left superior and middle temporal gyri. The single‐subject rsfMRI language maps for all subjects, as well as an intersubject probabilistic overlay map, are shown in Figure [2](#hbm24821-fig-0002){ref-type="fig"}. They can also be consulted in <http://neurovault.org> (<https://neurovault.org/collections/SARZAHAW)>).

![(a) Language network maps for all 16 subjects. (b) Probabilistic overlay map showing locations of high convergence across subjects. Cases 2, 12 and 14 had their minimum threshold set to *z* = 3 for illustration purposes \[Color figure can be viewed at <http://wileyonlinelibrary.com>\]](HBM-41-545-g002){#hbm24821-fig-0002}

Turning now to ICA dimensionality, we found no evidence of underfitting or overfiting close to the dimensionality automatically determined using the default MELODIC Laplacian estimation (original number of ICs = 52). Voxelwise correlations between the original language network, and the language network at dimensionalities between 20 and 70 were quite high (*r* \> .70), with no other competing IC exceeding an *r* \> .30. In dimensionalities above 80, the language network started to split into two or more components, clustering the frontal and temporal brain regions separately (see [Figure S5](#hbm24821-supitem-0001){ref-type="supplementary-material"}).

3.3. Group‐level results {#hbm24821-sec-0013}
------------------------

To test for differences in percent signal changes across conditions within the language network ROI, a repeated‐measures ANOVA was calculated including all five conditions in a single within‐subjects factor, Task. A main effect of Task was observed (*F*(1, 15) = 25.59, *p* \< .001, $n_{p}^{2}$ = .63). Further Bonferroni posthoc tests were conducted to examine pairwise differences. Of main interest here to highlight language involvement is the contrast between symbols (non‐linguistic baseline) and each linguistic condition. Words (*p* = .013), pseudosentences (*p* \< .001) and sentences (*p* \< .001) significantly differed from symbols (pseudowords, *p* = .34, *ns*). Also, sentences and pseudosentences showed significantly higher percent signal change than words (*p* \< .013 for pseudosentences and *p* \< .04 sentences) but did not differ from each other (pseudosentences vs. sentences, *p* = 1, *ns*). Importantly, we expected to observe a linear increase in percent signal changes on par with the increase in linguistic content. To test this, we ran polynomial contrasts and examined the resulting model fits. We observed a significant linear model fit, *F*(1, 15) = 62.87, *p* \< .001, $n_{p}^{2}$ = .81: conditions with higher linguistic content yielded higher percent signal changes (see Figure [3](#hbm24821-fig-0003){ref-type="fig"}).

![Group‐level resting‐state functional magnetic resonance imaging networks and corresponding mean percent signal changes for each condition. Psen, pseudosencentes; Pwor, pseudowords; Sen, sentences; Sym, symbols; Wor, words. Vertical bars denote 95% confidence intervals \[Color figure can be viewed at <http://wileyonlinelibrary.com>\]](HBM-41-545-g003){#hbm24821-fig-0003}

Additionally, we wanted to examine whether the five conditions showed significant activation during the task, that is, whether the percent signal changes differed from zero. We used a Bayesian approach to evaluate evidence for and against the null hypothesis (percent signal change \>0) using JASP (JASP Team 2017). For this purpose, Bayesian one‐sample t‐tests were calculated for each condition (a Cauchy prior of .707 was used as default in JASP, Wagenmakers et al., [2017](#hbm24821-bib-0084){ref-type="ref"}). The symbols condition had a Bayes factor (BF~+0~) of 0.17 indicative of moderate evidence in favor of the null hypothesis. Pseudowords had a BF~+0~ of 5.13, indicating moderate evidence in favor of alternative hypothesis. All the remaining conditions showed decisive evidence in favor of the alternative hypothesis, with BF~+0~ = 789.72, BF~+0~ = 66,598.83 and BF~+0~ = 840,668.69 for words, pseudosentences and sentences, respectively.

To further characterize the language network, a comprehensive ROI analysis was performed by dividing the language network into 12 ROIs, each corresponding to a statistical peak coordinate. The results from all statistical contrasts for the ROI analyses can be seen in Table [2](#hbm24821-tbl-0002){ref-type="table"}. The majority of ROIs showed the expected language response (see Figure [4](#hbm24821-fig-0004){ref-type="fig"}). The frontal pole and the more anterior superior frontal gyrus ROIs did not respond to linguistic content. In line with the main analysis, pseudosentences and sentences showed the highest percent signal changes and, generally, the strongest evidence in favor of the alternative hypothesis (percent sinal change \>0).

###### 

ROI statistics for the language network

  Brain region                                  Task main effect   Linear contrast                          
  --------------------------------------------- ------------------ ----------------- ----- ------- -------- -----
  L posterior middle temporal gyrus             22.72              \<.001            .60   36.39   \<.001   .71
  L inferior frontal gyrus, pars triangularis   15.01              \<.001            .50   42.77   \<.001   .74
  L middle temporal gyrus                       18.69              \<.001            .56   29.21   \<.001   .66
  L posterior supramarginal gyrus               24.59              \<.001            .62   70.44   \<.001   .82
  L inferior frontal gyrus, pars opercularis    16.87              \<.001            .53   27.40   \<.01    .65
  L temporal pole                               6.63               \<.01             .31   17.89   \<.01    .54
  Superior frontal gyrus                        7.71               .001              .34   20.71   \<.01    .58
  Superior frontal gyrus                        3.88               .087              ---   3.78    .85      ---
  R posterior superior temporal gyrus           20.49              \<.001            .58   45.81   \<.001   .75
  Frontal pole                                  5.20               .014              .26   8.25    .14      ‐
  L middle frontal gyrus                        6.93               \<.01             .32   13.09   .03      .47
  R temporal pole                               5.28               .012              .26   19.77   \<.01    .57

*Note*: *p* values are Bonferroni corrected for the number of comparisons (alpha = .05/12 ROIs). Labels taken from the Harvard‐Oxford cortical atlas.

Abbreviations: L, Left; R, Right; ROI, region‐of‐interest.

![Mean percent signal changes for each condition, for each of the 12 region‐of‐interests (ROIs) used to examine the language network. Bar graphs are color‐coded in respect to each ROI in the center figure. Vertical bars denote 95% confidence intervals. Psen, pseudosencentes; Pwor, pseudowords; Sen, sentences; Sym, symbols; Wor, words. Vertical bars denote 95% confidence intervals \[Color figure can be viewed at <http://wileyonlinelibrary.com>\]](HBM-41-545-g004){#hbm24821-fig-0004}

3.4. Single‐subject results {#hbm24821-sec-0014}
---------------------------

Considering the relevance of rsfMRI for presurgical planning, we wanted to explore whether group‐level results would be replicable at the single‐subject level. As for the group‐level analyses, a repeated‐measures ANOVA was calculated including the single‐subject percent signal changes of the five conditions in a single within‐subjects factor, Task. Again, a main effect of task was observed (*F*(4, 60) = 9.792, *p* \< .001, $n_{p}^{2}$ = .40). Bonferroni posthoc tests showed that pseudosentences and sentences elicited higher percent signal changes than symbols (*p* = .008 and .048, respectively) and pseudowords (*p* \< .001 and *p* = .025, respectively). Words showed higher percent signal changes than pseudowords (*p* = .025), and words, sentences and pseudosentences did not differ significantly from each other (all *p*s \> .58). More importantly, we tested for linear effects in the linguistic conditions and found a significant linear model fit, *F*(1, 15) = 23.02, *p* \< .001, $n_{p}^{2}$ = .61, with results following the same linear trend as observed for group‐level results: more linguistic content corresponded to higher percent signal changes. Considering now the evidence in favor of significant activity during task execution (percent signal change \>0), symbols and pseudowords showed moderate evidence in favor of the null hypothesis (percent signal change \>0), with BF~+0~ of 0.34 and 0.35, respectively, whereas higher‐level linguistic stimuli showed decisive evidence in favor of the alternative hypothesis, with BF~+0~ of 283.98, 139.16 and 219.42 for words, pseudosentences and sentences, respectively.

3.5. Network specificity {#hbm24821-sec-0015}
------------------------

We further examined whether the group‐level language‐responsive profile was restricted to the language network or whether it was also observed in other well‐established networks. To do so, we calculated percent signal changes within three additional networks: the FPN, the DMN, and the DAN network. A 5 × 4 repeated‐measures ANOVA was calculated with within‐subject factors Task (symbols, pseudowords, words, pseudosentences and sentences) and Network (Language, FPN, DMN, and DAN). To test the linear language‐specific response across conditions, we ran a linear contrast for the factor Task, and a simple contrast for the factor Network (language vs. each other network). We observed a Task x Network interaction (*F*(12, 180) = 13.46, *p* \< .001, $n_{p}^{2}$ = .47). Within‐subject contrasts showed that the language network had a significantly higher linear model fit than the other networks (interactions Task x Network, *Fs* \> 28.8, *ps* \< .001, $n_{p}^{2}$ \> .66).

For completeness, we also examined task effects for each network separately to test for the presence of linear effects within the FPN, DMN, and DAN networks. The FPN network did not show significant differences between conditions (*F*(4, 60) = 2.07, *p* = .095, *ns*) and generally was not recruited by the task (low to negligible percent signal change). The DMN also did not show statistically significant differences between conditions (*F*(4, 60) = 2.44, *p* = .056, *ns*). Despite the trend‐level statistical significance, results were generally characterized by linear deactivation---all conditions elicited negative percent signal changes, and the less linguistic content, the lower the percent signal changes (see Figure [3](#hbm24821-fig-0003){ref-type="fig"}). Finally, the DAN network showed a significant main effect of Task (*F*(4, 60), *p* \< .001, $n_{p}^{2}$ = .56) and a significant linear fit (*F*(1, 15) = 40.00, *p* \< .001, $n_{p}^{2}$ = .73). This effect was in the opposite direction of the one found for language: conditions with less linguistic material had the highest percent signal changes.

3.6. Voxelwise correlation between task results and rsfMRI {#hbm24821-sec-0016}
----------------------------------------------------------

We further assessed whether rsfMRI was able to identify the same regional patterns that can be identified by task‐based fMRI at a fine‐grain level (voxelwise correlation). We first calculated the contrast sentences \> pseudowords (e.g., Fedorenko et al., [2010](#hbm24821-bib-0026){ref-type="ref"}), and used resulting maps as a language localizer. Then, to examine similarity in these fine‐grain activity patterns, we performed a voxelwise correlation of the unthresholded maps for the language localizer and the rsfMRI language network. This was performed restricted to voxels within the language network, and for both group‐level maps and single‐subject maps. We found a moderate voxelwise correlation (*r* = .42) at the group‐level, and a poor voxelwise correlation (mean *r* = .27, 95% CI 17.8--36.2, range 0.01--0.6) in single‐subject data, suggesting that the rsfMRI networks are not very efficient in capturing the same fine‐grain patterns that are observed during task execution. The localizer maps alongside the resting‐state networks for each subject can be inspected in the [Figure S6](#hbm24821-supitem-0001){ref-type="supplementary-material"}. Localizer maps are additionally available in NeuroVault (<https://neurovault.org/collections/SARZAHAW)>).

4. DISCUSSION {#hbm24821-sec-0017}
=============

The goal of the present work was to investigate the functional profile of the rsfMRI language network. To do so, we examined if brain regions mapped with rsfMRI were engaged in tasks and stimuli with increasingly higher linguistic content as compared to a non‐linguistic baseline. Our findings can be summarized in three key points. First, the language network responded selectively to linguistic involvement, with higher linguistic content leading to higher percent signal changes. This response pattern was observed for the majority of ROIs within the network, which suggests that this network subtends high‐level language processing. Second, selective responses to linguistic content were also found at the single‐subject level, attesting the feasibility of this procedure for single‐subject mapping. Third, other networks previously linked to language processing did not respond to, nor were modulated by, language complexity, and thus are not directly linked to language processing; they probably tap domain‐general processes that subtend task execution. Taken together, the above findings demonstrate that maps extracted with rsfMRI identify linguistically‐relevant regions in the brain. This holds promise for applications of rsfMRI to study language processes in participants with poor task performance.

In this study, we used a multi‐level experimental design to determine if regions within the network responded predominantly to language‐rich conditions, as should be the case if they play a key linguistic role (Bedny et al., [2011](#hbm24821-bib-0004){ref-type="ref"}; Fedorenko et al., [2016](#hbm24821-bib-0027){ref-type="ref"}). The language network as a whole showed significant percent signal changes in conditions with linguistic content, and was characterized by a linear trend whereby higher linguistic content led to larger percent signal changes. Further, a comparison between conditions also showed that sentences and pseudosentences had higher percent signal changes when compared to words, pseudowords and symbols. Considering that sentences combine three aspects of language---phonology, semantics and syntax (Hagoort, [2014](#hbm24821-bib-0035){ref-type="ref"}; Hickok & Poeppel, [2007](#hbm24821-bib-0038){ref-type="ref"})---this finding was expected, and we interpret it as a correlate of the increased linguistic demands of sentences in comparison to words. This response pattern was also observed in previous studies (Fedorenko et al., [2010](#hbm24821-bib-0026){ref-type="ref"}; Fedorenko et al., [2016](#hbm24821-bib-0027){ref-type="ref"}). In contrast, symbols (the nonlinguistic baseline) did not elicit significant percent signal changes; instead they show moderate evidence in favor of the null hypothesis (percent signal changes equal or lower than zero). This effectively rules out the possibility that the language network was solely supporting domain‐general processes (e.g., memory, attention) recruited by the probe‐detection task used in this study.

Sentences and pseudosentences showed equivalent percent signal changes from baseline. This result is somewhat surprising because even though both have similar syntactic and phonological characteristics, the pseudosentences lack semantic content. It also stands at odds with previous findings showing that in a similar probe‐detection task sentences elicit larger percent signal changes than pseudosentences in language‐specific ROIs (Bedny et al., [2011](#hbm24821-bib-0004){ref-type="ref"}). One possible explanation of this result is the predictability of the experimental material used here. Even though subjects were explicitly instructed to avoid using other strategies during task performance, as pseudosentences were generated by replacing content words with pseudowords while keeping function words intact, it could be that subjects retrieved some meaning even in the absence of content words. In fact, in the post‐experiment survey two subjects reported that as the "sentence" was somehow right (it respected syntactic structure) they tended to unintentionally fill in the gaps and make some sense of it. With this in mind, it is worth pointing out that pseudosentences showed the highest variability out of all conditions (almost twice as large as in the sentence condition, see confidence intervals in Figure [3](#hbm24821-fig-0003){ref-type="fig"}(a)), a result which could hint at the use of different strategies across subjects. As a consequence of this variability and despite the fact that pseudosentences had the absolute highest percent signal change, it was sentences that had the highest statistical power and evidence in favor of the alternative hypothesis (percent signal change \>0), Bayes factors (BF~+0~) of 840,668 versus 66,598 for pseudosentences.

To complement the findings observed at the network level, we examined the response patterns in a set of ROIs derived from the rsfMRI language network. Similarly to the main results, the majority of ROIs within the language network showed a language‐sensitive response, higher linguistic content eliciting larger brain responses. These ROIs include brain regions consistently reported in the literature as language‐related; more specifically, the inferior frontal gyrus pars triangularis and opercularis (also known as Broca\'s area), the middle frontal gyrus, posterior regions of the superior and middle temporal gyri (also known as Wernicke\'s area), and temporal regions including the superior temporal sulcus and the anterior temporal lobe (Jackson et al., [2016](#hbm24821-bib-0042){ref-type="ref"}; Price, [2012](#hbm24821-bib-0054){ref-type="ref"}). While the exact functional role subtending each ROI is outside the scope of this manuscript, the linear trend of higher linguistic content leading to larger percent signal changes was found for most of the language‐sensitive ROIs. Some studies emphasize specific computations in some of these ROIs. For instance, a main involvement of the IFG in syntactic processing (Friederici, [2002](#hbm24821-bib-0031){ref-type="ref"}; Segaert, Menenti, Weber, Petersson, & Hagoort, [2011](#hbm24821-bib-0062){ref-type="ref"}; Tyler et al., [2011](#hbm24821-bib-0081){ref-type="ref"}) and the involvement of the posterior MTG for lexical access (Davey et al., [2016](#hbm24821-bib-0019){ref-type="ref"}; Hickok & Poeppel, [2007](#hbm24821-bib-0038){ref-type="ref"}). We did not, however, find evidence of this regional specificity. Our results instead accord well with studies comparing low‐level to high‐level linguistic material (Fedorenko et al., [2016](#hbm24821-bib-0027){ref-type="ref"}), where language‐rich conditions elicit larger responses than language‐poor conditions, such as pseudowords and pseudosentences, in several frontal and temporal ROIs. In line with these results are recent demonstrations that syntactic processing is distributed over the whole language network (Blank & Fedorenko, [2017](#hbm24821-bib-0011){ref-type="ref"}).

The resting‐state language network also mapped other less established language‐related brain regions, namely dorsal brain regions including the superior frontal gyrus extending into the pre‐SMA, and the frontal pole. The involvement of these regions in language processing has been previously noted, although not consistently (Price, [2012](#hbm24821-bib-0054){ref-type="ref"}). It is not surprising that these regions were mapped using functional connectivity, considering the strong underlying structural connectivity between these dorsal regions and the inferior frontal gyrus via the frontal aslant tract (Catani et al., [2013](#hbm24821-bib-0017){ref-type="ref"}; Dick, Garic, Graziano, & Tremblay, [2018](#hbm24821-bib-0021){ref-type="ref"}). Still, these regions showed moderate to no involvement in our task. Can we take this as evidence that they do not play a role in language processing? Probably not. While we tried to capture several key language processes in our protocol, not all language‐related processes were assessed. Speech production, motor planning, auditory feedback and prosody were left out of this protocol due to time constraints. Interestingly, these dorsal regions extending into the pre‐SMA and SMA have been suggested to play a part in auditory perception, imagery and motor control for speech (Hickok & Poeppel, [2007](#hbm24821-bib-0038){ref-type="ref"}; Lima et al., [2016](#hbm24821-bib-0046){ref-type="ref"}; Price, [2012](#hbm24821-bib-0054){ref-type="ref"}). Thus it is quite likely that our task‐based protocol was not sensitive enough to capture them. Even so, it is remarkable that these two non‐responsive ROIs represented only a small part of the language network (11% of all voxels within the language network). The vast majority of the network showed a clear language‐specific profile.

An important question to address is whether the rsfMRI language network is able to map language efficiently and with good sensitivity at the single‐subject level---the end goal of rsfMRI mapping in clinical settings. This is so because group‐level results tend to smooth over individual differences that could be relevant in the context of single‐subject mapping (Fedorenko et al., [2010](#hbm24821-bib-0026){ref-type="ref"}). In this study, and to circumvent this limitation, we also examined task‐based responses in single‐subject data in subject‐specific ROIs, extracted independently for each subject. The language rsfMRI networks were efficiently mapped for all subjects, were quite similar to the language network template, and mapped conventional language regions. This is yet another demonstration that rsfMRI is able to map the language network in the brain of single‐subjects, in line with previous studies (Branco et al., [2016](#hbm24821-bib-0015){ref-type="ref"}; Sair et al., [2016](#hbm24821-bib-0059){ref-type="ref"}; Tie et al., [2014](#hbm24821-bib-0078){ref-type="ref"}). Also, the single‐subject language networks were specifically engaged in language, showing a similar pattern to that observed in the group‐level results: sentences and pseudosentences elicited larger percent signal changes than symbols, pseudowords and words, and higher linguistic demands lead to larger percent signal changes. To our knowledge, this is the first demonstration that the language network, as extracted with ICA, is able to recruit regions that are linguistically relevant at the single‐subject level and thus can be used to map language efficiently, including high‐level brain regions implicated in syntactic and semantic processing. It is worth pointing out, though, that despite finding consistent responses within the inferior frontal gyrus and the middle temporal lobe (mapped in the majority of subjects, see Figure [2](#hbm24821-fig-0002){ref-type="fig"}(b)), resting‐state maps can be quite variable across subjects in other brain regions including the anterior temporal lobe, the middle frontal gyrus and the inferior temporal gyrus. Whether this reflects a limitation of the technique, or rather a subject‐specific language topography, is not clear and should be studied in the future. Finally, although regions within the rsfMRI language network seem to respond to language complexity, it should be noted that the local patterns identified by rsfMRI match poorly to those identified by a conventional task‐based localizer. It is well described that the language rsfMRI network and its task‐based homolog overlap only partially (Branco et al., [2016](#hbm24821-bib-0015){ref-type="ref"}; Tie et al., [2014](#hbm24821-bib-0078){ref-type="ref"}), so this result is not unexpected. Causal studies using TMS and invasive brain stimulation are required to provide a more definite answer as to whether the mismatch between task‐based and rsfMRI language maps proves clinically relevant.

There is currently conflicting evidence as to whether the language network is sufficient for language processing or whether other networks also play a role. In the latter case, it is crucial to examine what role exactly: is it language‐specific or is it confounded by domain‐general cognitive demands? We examined the three networks that have been associated to language processing, the left FPN, DMN and DAN networks. The FPN plays an important role for executive functions (e.g., Seeley et al., [2007](#hbm24821-bib-0061){ref-type="ref"}). Considering our simple memory task, we did not expect marked increases in percent signal changes for this network. On the other hand, some studies have suggested that the left FPN plays a role in language, as regions within the network are recruited by tasks tapping into language and cognition (Laird et al., [2011](#hbm24821-bib-0045){ref-type="ref"}; Smith et al., [2009](#hbm24821-bib-0070){ref-type="ref"}). In our study, the left FPN did not respond to the task nor to increasing linguistic content. This finding suggests that the recruitment of the left FPN for language‐related processes might be due to task‐related executive demands. Whether FPN would show a language‐characteristic response in tasks involving more active manipulation of linguistic stimuli is an open question that requires further study. The DMN is often referred to as the task‐negative network (Biswal et al., [2010](#hbm24821-bib-0009){ref-type="ref"}; Fox et al., [2005](#hbm24821-bib-0030){ref-type="ref"}; Shehzad et al., [2009](#hbm24821-bib-0064){ref-type="ref"}), and so we expected it to show negative percent signal changes, with higher activity during rest epochs as compared to task epochs. Unsurprisingly, the DMN showed a general deactivation for all conditions and, consistent with previous studies (Binder et al., [2005](#hbm24821-bib-0007){ref-type="ref"}; Humphries et al., [2007](#hbm24821-bib-0040){ref-type="ref"}), a (non‐significant, trend‐level) linear pattern similar to that of language: conditions with higher linguistic content were less deactivated than those with weaker content. Hence, one should not to discard the idea that the DMN and the language networks interact dynamically over the course of task execution (Seghier & Price, [2012](#hbm24821-bib-0063){ref-type="ref"}; Simony et al., [2016](#hbm24821-bib-0067){ref-type="ref"})---in this case, by showing less deactivation when linguistic demands are higher. Finally, we examined the DAN, a network recruited in tasks requiring sustained attention. Considering the nature of our task, we expected generally high percent signal changes irrespective of condition. On the other hand, this network should not be modulated by linguistic content (Fedorenko, [2014](#hbm24821-bib-0023){ref-type="ref"}) but instead by task‐demands, with more demanding tasks showing higher percent signal changes. This was exactly what we observed: all conditions elicited an overall positive and significant involvement in the task, and the condition with the highest percent signal change was the symbols condition---the non‐linguistic baseline, which was also consistently the hardest condition (in accuracy, reaction times and also self‐rated difficulty). This is strongly indicative of supra‐modal, domain‐general processing, in line with the idea that these regions stand side by side with language regions but do not track linguistic input (Blank & Fedorenko, [2017](#hbm24821-bib-0011){ref-type="ref"}; Fedorenko et al., [2016](#hbm24821-bib-0027){ref-type="ref"}). Taken together, these results show that the language network is highly specific and this language‐specific response is not better explained by any other network other than the language network.

In this work, we show how language is efficiently mapped with rsfMRI in healthy subjects. It becomes now necessary to translate this knowledge to clinical settings, as the impact of pathology in resting‐state functional connectivity is not yet fully understood. Previous evidence suggests that rsfMRI is able to map language in epilepsy and tumor patients (Branco et al., [2016](#hbm24821-bib-0015){ref-type="ref"}; Sair et al., [2016](#hbm24821-bib-0059){ref-type="ref"}), but it is likely that damage in large tracts such as the aslant and arcuate fasciculi, or damage in connectivity hubs, may impact functional connectivity (e.g., Gratton, Nomura, Pérez, & D\'Esposito, [2012](#hbm24821-bib-0034){ref-type="ref"}), potentially leading to poor mapping results. Further, although rsfMRI has great potential to capture plastic changes triggered by pathology (Hartwigsen & Saur, [2019](#hbm24821-bib-0036){ref-type="ref"}; Klingbeil, Wawrzyniak, Stockert, & Saur, [2019](#hbm24821-bib-0044){ref-type="ref"}), there are many open questions that need to be answered: can rsfMRI map these changes over time? Can rsfMRI be used to predict outcomes, or used to guide treatment? In summary, despite the promising progress in brain mapping using rsfMRI, and its novel applications in the clinical setting such as presurgical planning, further research is needed, and caution is warranted before generalizing these findings to the clinical realm.

This study has some limitations. Due to time restrictions and to avoid subject fatigue during the scanning session, we only included one task and five conditions in the experimental protocol. Lower‐level perceptual processes (including speech perception and visual letter recognition), motor processes (speech articulation or hand motor control in writing/typing), and prosody perception / production were not investigated in the current paradigm. Ideally, studies employing more diverse language tasks should be performed to better gauge the specificity and sensitivity of rsfMRI for language mapping. Also, the order of the experimental conditions was counterbalanced across subjects, but not within‐subjects. Half of the subjects viewed, for example, symbols first, then pseudowords, and vice‐versa, but each run had only one stimulus type and this could have influenced the percent signal changes across conditions; some of the ROIs within the language rsfMRI network, namely the left and right anterior temporal lobe, had signal loss that could have diminished the sensitivity and magnitude of the language response. Another limitation is that we employed a data‐driven approach (ICA) to extract the language networks, and in the future it will be important to examine language responses of the language network as extracted through other methods including seed‐based correlation (Smitha, Arun, Rajesh, Thomas, & Kesavadas, [2017](#hbm24821-bib-0072){ref-type="ref"}) or artificial neural networks (e.g., Mitchell et al., [2013](#hbm24821-bib-0048){ref-type="ref"}). Finally, we did not examine how the language network dynamically responded to linguistic information, and how it interacted with the other networks. This could provide important clues regarding the functional connectivity profile underlying language processing and its relationship with other networks. We will pursue this goal in the future.

5. CONCLUSION {#hbm24821-sec-0018}
=============

In summary, we examined the functional profile of the language rsfMRI network with a multi‐level language protocol tapping into low‐ and high‐level linguistic processes. We have shown that brain responses within the language network are modulated by linguistic content, a result that strongly suggests that this network is critical for language processing. This pattern emerged not only in group‐level analyses, but also in single‐subject data, and was evident in the majority of the regions of interest within the network. Importantly, these responses were only observed for the language network; other rsfMRI networks did not show a language‐specific profile. Taken together, these results show that the language resting‐state network can account for key language processes that are of utmost importance in the context of mapping eloquent functions in clinical settings, with important implications for presurgical planning. This strengthens the view that resting‐state fMRI is a suitable technique for language mapping and can be used to complement---and potentially replace---task‐based fMRI approaches for language mapping.
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**Figure S1** Power curves for the symbols, pseudowords, words and sentences conditions within the dorsal attention network ROI. Data collected from a pilot study with an independent sample of nine subjects, one run per subject. The pseudosentences condition was not run in the pilot study. The red arrow denotes the estimated sample required to achieve 80% power, black arrow denotes the projected power using the study final sample (16 subjects).

**Figure S2**. Power curves for the symbols, pseudowords, words and sentences conditions within the language network ROI. Data collected from a pilot study with an independent sample of nine subjects, one run per subject. The pseudosentences condition was not run in the pilot study. The red arrow denotes the estimated sample required to achieve 80% power, black arrow denotes the projected power using the study final sample (16 subjects).

**Figure S3**. Upper panel: group‐average temporal signal to noise ratio (tSNR) across the whole‐brain for the resting‐state protocol, calculated for each voxel by diving the mean of the temporal signal by its standard deviation. Bottom panel: tSNR values for the language network ROI, and each of the 12 parcels extracted using rsfMRI. Horizontal line denotes a tSNR of 40 as a quality threshold recommendation for optimal signal detection.

**Figure S4**. Overlap between resting‐state fMRI networks and the FINDlab templates.

**Figure S5**. Language rsfMRI network as extracted using a range of preset dimensionalities (20--100 ICs). Only components showing a voxelwise correlation of *r* \> .30 to the original network are shown. The language network only starts to split at dimensionalities of 80 and above.

**Figure S6.** Untresholded language rsfMRI network and corresponding language localizer maps (taskfMRI, sentences \> pseudowords contrast) for all 16 subjects. Threshold scales individually adjusted for illustration purposes; corresponding minimum and maximum values in brackets.

###### 

Click here for additional data file.
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