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In this study, the optimal ensemble size and the factor affecting 
its determination for Sub-seasonal to Seasonal (S2S) prediction are 
explored. The results show that the prediction skill, which is 
quantified by the mean square skill score (MSSS), increases with 
increasing ensemble size in a perfect model with an unbiased and 
reliable ensemble spread to observed variance. In this idealized 
prediction system, 10 to 20 ensemble members lead to 90% to 95% 
of the skill improvement in the theoretical maximum (infinite 
ensemble size). This theoretical estimation is applied to the European 
Centre for Medium-Range Weather Forecasts (ECMWF) S2S real-
time forecast that consists of 51 ensemble members. The MSSS of 
the 500-hPa geopotential height, which represents tropospheric skill, 
is in good agreement with the theoretical estimation, indicating that 
approximately 10 to 20 members are needed to obtain a skill 
improvement close to the theoretical maximum. However, the 
stratospheric skill, verified at the 50-hPa geopotential height, is 
substantially lower than the theoretical estimation. This result is 
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particularly true in the tropical stratosphere, where only 20-30% skill 
improvement of the theoretical maximum can be obtained even when 
using all ensemble members. The substantial overestimation of the 
stratospheric skill is mainly due to model mean bias. The role of mean 
bias in the ensemble size effect is highly dependent on ensemble 
spread and natural variability. By removing the bias, overestimation 
in the stratosphere can be reduced so that it is possible for 10-20 
members to be optimal. Extending the results to all the levels and 
seasons available in the S2S dataset indicates that the effect of mean 
bias is remarkable in the tropical and summer hemispheric upper 
stratosphere. 
 
Keyword: Sub-seasonal to Seasonal (S2S) prediction, Ensemble 
prediction system (EPS), Ensemble size effect, Optimal ensemble 
size, Prediction skill 
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Sub-seasonal to seasonal (S2S) prediction targets a forecast 
from 2 weeks to 2 months and serves as a bridge between weather 
and climate forecast (e.g., Robertson and Vitart, 2018). Prediction of 
this time-scale is valuable information for decision-makers since 
various social and economic decisions fall into this time range, such 
as disaster mitigation, public health care, and the economy (Vitart et 
al., 2017). As the importance of this time-scale prediction is taken 
into account, the World Meteorological Organization (WMO) launched 
the project for the S2S forecast to constitute collaborative research 
among the leading group around the world (Vitart et al., 2012; WMO, 
2013). 
Improving the S2S predictability, which has been considered a 
“predictability desert,” is one of the main issues of this research 
project. Several studies tried to verify and improve S2S predictability 
(e.g., Vitart, 2017; Lim et al., 2018). These studies suggested that 
the “predictability desert” occurs because the S2S time-scale is 
too long to preserve the memory of an initial condition, and at the 
same time, it is too short to be influenced by a boundary condition 
that has a long memory. 
Constructing an ensemble forecast system is one of the 
straightforward and conventional methods to enhance the 
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predictability of the forecast system (Gneiting and Raftery, 2005). It 
is well known, theoretically and practically, that increasing the 
number of ensemble members leads to improved model predictability. 
However, since expanding ensemble size demands expensive 
computational resources, determining the optimal ensemble size in 
operating an ensemble system is an essential concern for establishing 
an efficient forecast system. Previous studies showed that 
economically efficient predictions could be made for 10-20 ensemble 
members for probabilistic forecasts (Kumar et al., 2001; Richardson, 
2001).  
While optimal ensemble size for probabilistic forecasts has been 
discussed, few works have analyzed for deterministic forecasts 
(Deque, 1997). It is probably due to a deterministic forecast using an 
ensemble mean has not been considered the primary purpose of 
establishing an ensemble prediction system, although it is still a 
useful technique in monthly and seasonal prediction. Partly, Murphy 
(1988b) and Brankovic et al. (1990) proved that the deterministic 
model error decreases as the number of ensembles increases. 
To investigate how the predictability of a forecast system can be 
improved, a perfect model, which completely predicts the evolution 
of real atmosphere when given a true state as an initial condition, 
should be assumed (Leith, 1974; Murphy 1988). This assumption 
implies that the model uncertainty is ignored and that only the 
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uncertainty in an initial condition is considered. However, it is hard 
to apply this assumption directly to a practical forecast system. It is 
particularly true for S2S prediction systems since the models usually 
have its own bias to the specific direction which increases with the 
forecast step. In other words, in a practical forecast system, 
expanding ensemble size does not always guarantee an improvement 
in the prediction skill, as referred to in previous studies (e.g., Murphy 
1988b; Brankovic et al., 1990). Since this bias is inhomogeneous in 
region and season, the skill improvement through expanding 
ensemble size probably depends on the verifying region and season. 
In this vein, this study revisits the theoretical discussion by 
Murphy (1988b) and applies it to the practical model results, the 
European Centre for Medium-range Weather Forecast (ECMWF) S2S 
real-time forecast data, which consists of an adequate number of 
ensemble members of 51. The difference in the predictability and the 
ensemble size effect by region and season will be explored, and the 
reason for this difference will be partly discussed. 
In chapter 2, the optimal ensemble size for the idealized forecast 
system is discussed. It is applied to the ECMWF model in chapter 3, 
and the possible causes of the discrepancy between the estimated 
and practical skills are also described. Finally, chapter 4 summarizes 





2.1. Error Estimation in a Perfect Model 
One of the most basic methods for quantitatively verifying a 
forecast system is the mean square error (MSE), which is calculated 
based on the error between the forecast and the corresponding 
observation. The MSE indicates the Euclidian distance between them 
in terms of geometry. From this point of view, the MSE for a certain 
forecast step of 𝜏 and 𝑒 ensemble members can be defined as 





















𝑓𝑖𝑗 represents the forecast at initialization time 𝑖 and grid point 
𝑗, and 𝑜𝑖𝑗 indicates the corresponding observation. 𝑓 is the ensemble 
result with the 𝑒  members containing a control member. 𝑤𝑗 
represents latitudinal weighting, and 𝑁𝑓  and 𝑁𝑔  indicate the total 
initialization time and the number of grid points, respectively. The 
MSE will be 0 when the forecast system completely predicts the 
observation (the perfect prediction) and will increase infinitely as the 
distance between them increases. 
It is possible to describe the change in the MSE as a function of 
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the ensemble size and the MSE of the individual ensemble member 
(Murphy, 1988b). As mentioned in the introduction, a perfect model 
that can fully predict the atmospheric condition when the true state 
is given as the initial condition should be assumed. Under this perfect 
model condition, the forecast system shares statistical 
characteristics, such as the mean and variance, with the observation. 
Moreover, the nonlinearity of a forecast system is considered small 
enough, so that all ensemble members from random perturbed initial 
conditions can be considered reliable. In this condition, the true state 
(or the observed state) can be thought of as one of the elements 
extracted from the probability density function (PDF) of the infinite 
forecast, and the 𝑒  ensemble members are defined by the same 
number of samples from the PDF. When 𝑓̅ is the infinite member 
ensemble mean, the MSE of the forecast, initialized in 𝑖, at forecast 
step 𝜏  with ensemble number 𝑒 , 𝑀𝑆𝐸𝑓𝑖
(𝜏, 𝑒) , can be written as 
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In this case, if the finite ensemble extracted from the forecast 
PDF is sufficiently reliable, and averaged over infinite repetitive 
extraction the last term is approximated to zero. When the variance 
in PDF is represented by 𝐷, the estimated MSE for initialization 𝑖 
(𝑀𝑆𝐸𝑓𝑖
̅̅ ̅̅ ̅̅ ̅̅ (𝜏, 𝑒)) is 
𝑀𝑆𝐸𝑓𝑖
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When the above equation is averaged over large enough forecast 
events, the last term on the right-hand side would be equal to 〈𝐷〉 
since the true state is sampled from the same PDF with forecasts. 
Therefore, the estimated MSE containing ensemble size 𝑒 (𝑀𝑆𝐸𝑓̅̅ ̅̅ ̅̅ ̅(𝜏, 𝑒)) 
and the minimum (when using an infinite ensemble size) are obtained 
as follows.  













𝑀𝑆𝐸?̃?(𝜏) ≈ 𝑀𝑆𝐸𝑓̅̅ ̅̅ ̅̅ ̅(𝜏, 1) = 2〈𝐷〉 
𝑀𝑆𝐸𝑓̅̅ ̅̅ ̅̅ ̅(𝜏, 𝑒) =
𝑒 + 1
2𝑒




𝑀𝑆𝐸𝑓̅̅ ̅̅ ̅̅ ̅(𝜏, ∞) =
1
2





Here, 𝑀𝑆𝐸?̃?(𝜏) indicates the average MSE of individual ensemble 
members. Those equations imply that even the ensemble system 
providing an infinite number of members, cannot reduce the error to 
zero but by half. For more details, see Murphy (1988b). 
 
2.2. Evaluation Metrics (MSSS and SIR) 
The mean square skill score (MSSS, or skill score) is a measure 
of the predictability of the forecast, based on the MSE. The MSSS is 





𝑀𝑆𝐸𝑐(𝜏) − 𝑀𝑆𝐸𝑓(𝜏, 𝑒)
𝑀𝑆𝐸𝑐(𝜏)
 (4) 














The climatological forecast is traditionally used as the reference 
forecast so that the MSE of the reference forecast 𝑀𝑆𝐸𝑟𝑒𝑓  is the 
same as the variance in nature. The MSE of the perfect model 
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𝑀𝑆𝐸𝑝𝑒𝑟𝑓𝑒𝑐𝑡  is zero. 𝑐𝑖𝑗  is the climatology corresponding to the 
initialization date and forecast step. The skill score would be 1 for a 
perfect prediction and decreases toward negative infinity as the error 
of the forecast increases. If MSSS is lower than 0, the predictability 
of the forecast is lower than the reference. It can also be said that 
the forecast error is larger than the natural change since 𝑀𝑆𝐸𝑐 
indicates the variance in the observation. Therefore, it is relevant to 
refer to the forecast limit as the time when MSSS becomes zero. 
By substituting Eq. (2) and (3) into Eq. (4), the estimated MSSS 
(𝑀𝑆𝑆𝑆̅̅ ̅̅ ̅̅ ̅̅ ), as a function of ensemble size, can be described as follows. 
𝑀𝑆𝑆𝑆̅̅ ̅̅ ̅̅ ̅̅ (𝜏, 𝑒) = 1 −








𝑀𝑆𝑆𝑆̅̅ ̅̅ ̅̅ ̅̅ (𝜏, 𝑒) ≈ 1 −
𝑒 + 1
2𝑒
(1 − 𝑀𝑆𝑆?̃?(𝜏)) (5) 
𝑀𝑆𝑆𝑆̅̅ ̅̅ ̅̅ ̅̅ (𝜏, ∞) ≈
1
2
(1 + 𝑀𝑆𝑆?̃?(𝜏)) (6) 
 
Here, 𝑀𝑆𝑆?̃?(𝜏)  indicates the average MSSS of individual 
ensemble members. From the above equations, it is shown that the 
skill of using e ensemble members is a function of the skill of a single-
member forecast and the number of ensemble members (Eq. (5)). 
The maximum skill is obtained with an infinite ensemble (Eq. (6)). 
Figure 1a shows how the skill increases with the ensemble size for 
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the average skill of individual members. There is a limit to the skill 
improvement depending on the skill of individual members, as shown 
in Eq. (6). Moreover, if the skill of the individual ensemble member 
is lower than -1, then the skill is below 0, which is the threshold of 
the forecast limit. In other words, to improve the prediction skill of 
the forecast system through the ensemble method, the predictability 
of individual members must be sufficiently secured. 
The skill improvement ratio (SIR), which is defined by the 
increase of MSSS from the average skill of individual members 
against the theoretical maximum, is written as follows. 
𝑆𝐼𝑅(𝜏, 𝑒) =
𝑀𝑆𝑆𝑆(𝜏, 𝑒) − 𝑀𝑆𝑆?̃?(𝜏)






Under the perfect model condition, SIR is independent of the 
average skill of individual members (Figure 1b). Ten or twenty 
ensemble members can lead to a SIR equivalent of 90% or 95% of 
the theoretical maximum. This result indicates that the prediction 
skill of a model will be higher if more ensemble members are used. 
However, the result suggesting that ten or twenty ensemble 
members are enough to obtain the theoretical limit is consistent with 




3. Application to the S2S Prediction System 
 
3.1. ECMWF S2S Real-time Forecast 
Among the various models participating in the S2S project, the 
real-time forecast data of the ECMWF prediction model were used 
for analysis. The model has a sufficient number of perturbed 
ensemble members of 51, including the control forecast. The ECMWF 
model data, which are provided through the S2S database, are 
initialized twice a week and integrated up to the forecast step of 46 
days (Vitart et al., 2017). 
All forecasts initialized in the period from June 2015 to May 2018 
are analyzed, and those initialized in DJF (December-January-
February) and JJA (June-July-August) are primarily presented. The 
total number of initializations is 294 forecasts, and the numbers 
corresponding to the DJF and JJA period is 77 and 80, respectively. 
Verifications are conducted for geopotential height forecasts at 50-
hPa and 500-hPa representing the stratosphere and the troposphere, 
respectively. The region is separated into the Northern Hemisphere 
(30°N-90°N), the tropics (30°S-30°N), and the Southern 
Hemisphere (30°S-90°S). 
The ECMWF model uses the Variable Resolution Ensemble 
System (VAREPS, Buizza et al., 2007; Vitart et al., 2008), which 
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changes the resolution of the model from 16 km to 31 km (from 64 
km to 32 km in the earlier version) at the forecast step of 15 days 
(10 days in the earlier version). Although the purpose of VAREPS is 
to save computational resources, it most likely affects deterministic 
predictability. Other detailed configurations of the ECMWF model are 
summarized in Table 1. For verification, the geopotential from 
ECMWF Reanalysis data-Interim (ERA-Interim, Dee et al., 2013) is 
interpolated to a horizontal resolution of 1.5°×1.5°, and 
instantaneous data on 00 UTC are used. Daily climatology as the 
reference forecast in Eq. (4) is calculated from the 1981 to 2010 
period with ERA-Interim. 
 
3.2. Prediction Skills 
Figure 2 shows the MSSS of the ECMWF model and the 
theoretically estimated skill over the forecast steps. Solid gray lines 
represent the skill of individual ensemble members, and a solid black 
line indicates their average. Solid colored lines represent the 
ensemble results of the model with a specific ensemble size. Dashed 
lines represent the estimated value in Eq. (5). The color of the 
dashed lines indicates the ensemble size; a thicker color implies that 
more ensemble members are used. The black line indicates the 
theoretical maximum. 
Overall for the regions and levels, the prediction skills start from 
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1 at the initialization and are maintained for a few days. The MSSSs 
sharply decrease with the forecast steps, which depend on the choice 
of region and level. The general stratospheric skills continuously 
decrease during integration (Figure 2a-c). In the troposphere, the 
declining skill tends to be saturated around the forecast step of 15-
20 days (Figure 2d-f). 
As shown in Eq. (7), the prediction skill is expected to improve 
by 50% of the theoretical maximum when the ensemble size is two. 
For 10, 20, and 51 ensemble members, the SIR is expected to 
increase by 90%, 95%, and more than 98%, respectively. There are 
vast discrepancies between the practical skill of the model and the 
estimated skill in the stratosphere (Figure 2a-c). The skill is robust 
in the tropics, and despite the expansion of the ensemble size, the 
skills hardly approach the estimate, and the SIR only reaches 20-30% 
(Figure 3b). Ensemble size two shows a lower skill than both the 
estimated value and the average skill of individual ensembles. For the 
extratropical stratosphere in the Northern/Southern Hemisphere, the 
MSSS is substantially lower than the estimate during the forecast 
period. For the tropospheric skill evaluated with Z500, the skill of the 
practical model is in good agreement with the estimate in both MSSS 
(Figure 2d-f) and SIR (Figure 3d-f). This result indicates that 
approximately 20 ensemble members are needed to gain the 95% 
prediction skill of the maximum prediction skill in the troposphere. 
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These characteristics of prediction skill are also found in JJA (Figure 
4). It reveals that overestimation in the stratosphere is apparent not 
only in the tropics but also in the summer hemisphere. These results 
suggest that the ensemble size effect is not consistent with level and 
region. 
Note that there is a discontinuous change in the prediction skill 
at forecast step 15 days in the tropical stratosphere (Figure 3d and 
4d) and the Northern Hemisphere in JJA (Figure 4a), which is due to 
changes in the horizontal resolution at a certain step of integration, 
the VAREPS. However, it is hard to recognize this discontinuity in 
the troposphere or other regions of the stratosphere. This strategy 
is useful for saving computing power without a critical decrease in 
prediction skill except in the tropical stratosphere. 
 
3.3. Role of Mean Bias in Overestimation of Skill 
The discrepancy between the estimated and practical skills 
implies that expanding ensemble size does not ensure as much of an 
improvement in a prediction skill as expected. As a contrapositive, 
this discrepancy indicates that the assumption, referred to as the 
perfect model condition, does not hold for the practical model, 
especially in the stratosphere. Since a perfect model has a fully 
reliable ensemble spread to observed variance, the PDFs of both the 
observation and the forecast should have the same statistical 
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characteristics, such as the mean and variance. Assuming that the 
PDFs of the observation and forecast exhibit a normal distribution at 
each grid point, the entire PDF of each population can be described 
with only mean and variance. 






























The variance in observed states can be approximated by 𝑀𝑆𝐸𝑐 
because a climatology can be considered as the population mean of 










Note that for a perfect prediction, the mean bias would be zero, 
and the ensemble spread would be the same as the variance in the 
observation (𝑀𝑆𝐸𝑐). Figure 5 shows the distributions of the statistical 
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characteristics of Z50 and Z500 in DJF at the forecast step of 30 
days. In the stratosphere, there is a negative bias over the global area, 
and it is notably vast in the Northern (winter) Hemisphere. The 
ensemble spread and observed variance are also robust in this region. 
Only little bias appears in the tropical stratosphere and the summer 
hemisphere, where the discrepancies between practical skill and 
estimated skill are apparent. 
In the troposphere, there is a positive bias in the summer 
hemisphere, but the bias is relatively small compared to that in the 
stratosphere, and a small ensemble spread and observed variance 
appear in the tropics. The mean bias and ensemble spread of the 
ECMWF model increases with forecast step, and the ensemble spread 
is similar to the observed variance in both levels when the forecast 
step exceeds approximately 20 days (not shown). 
These results suggest that the extent of the bias does not explain 
the efficiency of the ensemble size effect directly. Instead, both the 
means of and the variances in the two PDFs should be considered 
simultaneously. If the difference between the means (bias) is large, 
and the variances in both PDFs are large enough, it is possible for the 
PDF of the model to capture the observed state. In contrast, if the 
extents of the variances are small, the forecast PDF easily deviates 
from the observed state even with a similar bias (Figure 6). 
Assuming that the ensemble spread and observed variance are the 
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same, which seems acceptable in Figure 5, the agreement of the two 
PDFs is simplified to a t-test problem that rejects a mean bias of 0 as 
follows (𝑠𝑓 and 𝑠𝑜 are the standard deviations of the forecast and 









(𝑁𝑓 × 𝑁𝑒 − 1)𝑠𝑓
2 + (𝑁𝑓 − 1)𝑠𝑜
2
𝑁𝑓 × 𝑁𝑒 + 𝑁𝑓 − 2
 
(11) 
     ≈
|𝑀𝐵𝑗(𝜏)|
√
(𝑁𝑓 × 𝑁𝑒 − 1) 𝐸𝑁𝑆𝑠𝑗(𝜏) + (𝑁𝑓 − 1) 𝑀𝑆𝐸𝑐𝑗(𝜏)
𝑁𝑓 × 𝑁𝑒 + 𝑁𝑓 − 2
 
 
(𝜈 = 𝑁𝑓 × 𝑁𝑒 + 𝑁𝑓 − 2)  
 
Here, 𝜈 represents the degree of freedom of statics t 𝑡𝑗. This t-
value indicates whether the mean bias is statistically significant or 
negligible at each grid point 𝑗  (Figure 7). The PDF of both the 
forecast and the observed states are distinguished at the 90% 
confidence level ( |𝑡| = 1.65 ) in the tropical stratosphere at the 
forecast step of 30 days. In mid-high latitudes, the t-value is smaller 
than 1.28, which rejects hypothesis at the 80% confidence level. This 
t-value increases with the forecast step (not shown). At the forecast 
step of 15 days, the region of rejecting the hypothesis at the 90% 
confidence level is narrower than 30 days. At the forecast step of 46 
days, which is the maximum forecast step for the ECMWF real-time 
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forecast data, the t-value increases over the 95% confidence level 
(|𝑡| = 1.96). In the troposphere, the extent of the t-value is small 
enough that the mean bias can be considered as 0. This result 
suggests that expanding ensemble size may not necessarily lead to 
an improvement in the predictability, even if the absolute extent of 
the bias is vast, depending on whether the PDFs coincide with each 
other. Furthermore, a statistically significant bias cannot be solved 
through only an ensemble system, which means that the physical and 
dynamical processes in the model should be developed for the area 
where bias occurs. 
One of the simplest ways to prevent the problem of a statistically 
significant mean bias is to subtract the model bias from the forecast 
value, referred to as bias correction. Figures 8 and 9 show the MSSS 
in DJF and JJA, respectively, against forecast step for 𝑓′, which is 
the model result after bias correction as follows. 
𝑓𝑖𝑗
′ (𝜏, 𝑒) = 𝑓𝑖𝑗(𝜏, 𝑒) − 𝑀𝐵𝑗(𝜏)  
 
Compared with the results in Figure 2, these results show that 
not only an improvement in the MSSS in each area but also a practical 
skill consistent with theoretical skill. In particular, these changes in 
prediction skill and ensemble size effect are most pronounced in the 
S2S time-scale (forecast step > 10 days) for the stratosphere. In 
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short, the simple bias correction process removing the model bias 
reduces the t-value (Eq. (11)), which indicates improvement of the 
effectiveness of the ensemble size effect so that improving the skill 
to the same level as the theory. Furthermore, this result implies that 
a bias correction with weak physical or dynamical meaning can 
correct the PDF of the forecast state from a statistical perspective. 
 
3.4. Vertical and Seasonal Extension 
To confirm whether the above discussion can be applied to only 
some levels and seasons, the same t-value analysis is extended by 
level and season. First, to ensure that 50-hPa and 500-hPa 
geopotential height forecasts are representative of the stratospheric 
and tropospheric skills, respectively, the mean t-value is obtained by 
averaging each region at all altitudes① provided by the S2S database 
(Vitart et al., 2017). Figure 10 shows that as the forecast step 
increases, a statistically significant mean bias appears in the tropical 
and summer hemispheric stratosphere over 100-hPa pressure level. 
This mean bias is not only related to the sudden skill drop in the 
summer stratosphere reported in previous studies (Domeisen et al., 
2019; Son et al., 2019) but also shows that the substantially low 
ensemble prediction skill of the 50-hPa geopotential height forecasts 
                                            
① 1000/925/850/700/500/300/200/100/50/10-hPa pressure levels 
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is consistent in the upper stratosphere.  
However, unlike that at 50-hPa, the t-value at the 10-hPa tends 
to show a maximum at 10-15 forecast days and gradually decreases 
in the summer hemisphere (Figure 10c). Although the extent of the 
mean bias at this forecast step is smaller than that at a longer lead 
time, the ensemble spread is relatively smaller than the observed 
variance (not shown). This result indicates that the ensemble spread 
grows too slowly to represent the model uncertainty. The decline in 
the efficiency of the ensemble size effect in the upper stratosphere 
is affected by the mean bias, and the ensemble spread also plays an 
important role in the summer hemispheric 10-hPa level. The detailed 
role of ensemble spread needs to be explored in a future study. 
Figure 11 shows the t-value averaged over three months in each 
area. The stratospheric t-value is substantially higher than the t-value 
of the troposphere that is less than |𝑡| = 0.67, which indicates that the 
model mean bias is significant at the 50% confidence level, which is 
consistent with the results of previous chapters. In the stratosphere, 
the Northern Hemispheric t-value is higher than the Southern 
Hemispheric t-value (Figure 11a and c). The tropospheric t-values 
are substantially close to zero, which implies that the bias in the 
troposphere is considered negligible. 
In regard to the seasonal variation, both extratropical 
stratospheric domains represent high t-values except in the winter 
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season. As the forecast step increases, the seasonal variation in the 
t-value becomes apparent, which can be seen as the influence of the 
mean bias that increases with the forecast step. Note that seasonal 
variation in the extratropical stratospheric t-value is more affected 
by the observed variance and corresponding ensemble spread than 
the extent of the mean bias itself, as shown in Figure 6 (Figure 11a 
and c). On the other hand, the tropical stratosphere, which has a 
relatively small natural variability, represents high t-values, and the 
seasonal variation in the mean bias directly affects the change in t-
value. As a result, the t-value tends to increase during the transition 
seasons. These results indicate that the decrease in the ensemble 
size effect due to the mean bias in the tropical and summer 
hemispheric stratosphere also appears in other seasons, and its 
magnitude is dependent on the seasons either. As shown in chapter 
3.3, the effect of mean bias can be partially removed through the bias 
correction; however, fundamentally, the cause of the mean bias in 
each domain should be explored and improved by model development 





4. Summary and Conclusions 
 
In this study, the deterministic prediction skill is theoretically 
estimated to optimize the ensemble size for efficient prediction. When 
assuming a perfect model condition, it is possible to estimate the 
prediction skill from the skill of individual members and the number 
of ensemble members. The SIR, which is defined by the increase in 
MSSS against the theoretical maximum (or infinite ensemble size), is 
independent of the skill of individual members. When determining the 
optimal number of ensemble members based on skill improvement, 
more than 10 or 20 ensemble members are needed to obtain skill 
improvement equivalent to 90% or 95% of the theoretical maximum. 
This theoretical approach is applied to the ECMWF S2S real-time 
forecast data that consist of 51 ensemble members. In the 
troposphere, the prediction skill of the model is in good agreement 
with the theoretical estimation. It implies that approximately 20 
ensemble members are needed to establish the ensemble system, 
which has a SIR of 95% of the theoretical maximum. On the other 
hand, the stratospheric prediction skill underperforms compared to 
the estimate, especially in the tropics and summer hemisphere. 
If the model has a statistically significant bias from the reference, 
the perfect model condition cannot hold. The discrepancies between 
the estimated and actual skills are ascribed to the bias, and their 
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variances have critical roles. These discrepancies are assured and 
partly solvable through the bias correction, which is the process that 
eliminates bias from the forecasts. 
The above discussions are also extended to level and season. It 
turns out that a bias affecting the ensemble size effect consistently 
appears in the upper stratosphere (above 100-hPa pressure level). 
The 10-hPa t-value, which shows the maximum at 10 to 15 forecast 
days, suggests that the ensemble spread is also crucial in this level 
and that its role needs to be explored in a future study. The 
stratospheric bias is considered statistically significant overall 
seasons, though the bias can be assumed to be zero in the 
troposphere.  
Even though expanding the ensemble size is a relatively 
straightforward and ensuring way to improve prediction skills, this 
study suggests that expanding the ensemble size is not a sufficient 
solution. Ultimately, elimination of bias should be performed through 
developing the model itself, which is physically and dynamically more 
meaningful than the bias correction. Moreover, the SIR (Eq. (7)) used 
as an indicator of the efficiency of the ensemble size effect is not 
related to the skill of the individual ensemble members; however, the 
MSSS (Eq. (5)) which represents the predictability of the prediction 
system is eventually determined by the average skill of individual 
ensembles. These results suggest that it is essential to increase the 
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performance of the model itself as well as to expand the ensemble 
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14/05/2015 CY41R1 d 0-46 51 
32km(~10d) 
64km(10d~) 
1 degree NO 
08/03/2016 CY41R2 d 0-46 51 
16km(~15d) 
31km(15d~) 
1 degree NO 
22/11/2016 CY43R1 d 0-46 51 
16km(~15d) 
31km(15d~) 
1/4 degree YES 
11/07/2017 CY43R3 d 0-46 51 
16km(~15d) 
31km(15d~) 














Figure 2. MSSS of individual ensemble members (gray lines) and the 
ensemble results (colored solid lines) and estimated MSSS with 
ensemble size (colored dashed lines) of the 50-hPa (left) and 500-
hPa (right) geopotential height forecasts initialized in DJF. The 
averaged skill of individual ensemble members and the theoretical 






Figure 3. SIR of the 50-hPa (left) and 500-hPa (right) geopotential 
height forecasts initialized in DJF. The color of the lines indicates 
forecast steps from initialization. A black dashed line represents the 










Figure 5. Mean bias (top), square root ensemble spread (middle), 
and square root 𝑀𝑆𝐸𝑐 distribution of the 50-hPa (left) and 500-hPa 
(right) geopotential height forecasts at the forecast step of 30 days 





Figure 6. Schematic diagram of the probability density function 
(PDF) of the observed state (red line) and model ensembles (blue 
shaded) when the PDFs have a large (a) and small (b) variance. 
Without the model bias, the model ensemble PDF can capture the 
observation regardless of the size of the variance (left); however, 
when bias occurs, it is relatively hard for the PDF with the smaller 





Figure 7. Distribution of t-value for the mean bias of the 50-hPa 
(above) and 500-hPa (below) geopotential height forecasts at the 















Figure 10. Vertical distribution of t-value for the mean bias of 
geopotential height forecasts against forecast steps for those 




Figure 11. Monthly difference in averaged t-value for the mean bias 








계절내 및 계절(S2S) 예측을 위한  
적절한 앙상블 크기 설정에 대한 연구 
 





본 연구는 계절내 및 계절(S2S) 예측을 위한 최적의 앙상블 크기와 
그 결정에 영향을 미치는 요인에 대해 다루고 있다. 바이어스가 없고 관
측의 분산에 잘 부합하는 앙상블 스프레드를 갖춘 완벽한 모델에서, 평
균제곱기술(Mean Square Skill Score; MSSS)로 정량화되는 모델의 예
측성은 앙상블 크기가 증가함에 따라 항상 향상됩니다. 이러한 이상적인 
예측시스템에서 10-20개의 앙상블 멤버가 있으면 이론적으로 얻을 수 
있는 최대(무한 개 앙상블 멤버)의 90에서 95%에 해당하는 예측성 향
상을 기대할 수 있다. 51개의 앙상블 멤버를 가진 유럽중기예측센터
(European Centre for Medium-Range Weather Forecasts; ECMWF)의 
S2S 실시간 예측 자료를 위의 이론적 추정과 비교하였다. 대류권의 예
측성을 나타내는 500-hPa 지위고도의 MSSS는 이론적인 추정치와 잘 
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일치하며, 이는 10-20개의 멤버로 이론적인 최대치에 근접한 예측성 향
상을 얻을 수 있음을 의미한다. 그러나 50-hPa 지위고도의 MSSS로 평
가된 성층권 예측성은 이론적 추정에 비해 상당히 낮은 것으로 나타났다. 
특히 열대 성층권 영역에서는 모든 앙상블 멤버를 사용했을 때에도 예측
성 향상이 이론값의 20-30% 수준에 불과했다. 성층권에서 나타나는 과
대추정 경향은 주로 모델의 평균 바이어스에 기인한다. 이 같은 앙상블 
크기 효과에 대한 바이어스의 영향은 앙상블 스프레드와 관측의 분산에 
크게 영향을 받는다. 단순히 바이어스를 제거하는 바이어스 보정(bias 
correction)을 통해 성층권에서의 과대추정을 완화할 수 있으며, 대류권
과 마찬가지로 10-20개를 최적 앙상블 규모로 취할 수 있다. 전체 고도
와 계절에 대한 확장을 통해, 열대 및 여름반구 상부 성층권에서 동일하
게 바이어스의 영향이 극명하게 나타남을 확인할 수 있다.  
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