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INFER˚NCIA BAYESIANA E SIMULA˙ˆO
ESTOC`STICA (AMOSTRAGEM DE GIBBS) NA ESTIMA˙ˆO
DE COMPONENTES DE VARI´NCIA E DE VALORES
GENÉTICOS EM PLANTAS PERENES
Marcos Deon Vilela de Resende
1. Sinopse
A prediçªo de valores genØticos e a estimaçªo de componentes de
variância sªo atividades essenciais no melhoramento de plantas perenes, sendo
que o procedimento padrªo de estimaçªo/prediçªo Ø o REML/BLUP (mÆxima
verossimilhança restrita/melhor prediçªo linear nªo viciada). Uma deficiŒncia
do procedimento REML/BLUP para a estimaçªo/prediçªo de componentes de
variância/valores genØticos refere-se ao fato de que o mØtodo REML propicia
intervalos de confiança apenas aproximados para os parâmetros  genØticos,
atravØs do uso de aproximaçıes e suposiçıes de normalidade assintótica. Isto
porque a distribuiçªo e variância dos estimadores nªo sªo conhecidos e, assim,
questıes referentes à efetividade da seleçªo a ser praticada nªo podem ser
respondidas com rigor.
A anÆlise Bayesiana baseia-se no conhecimento da distribuiçªo a posteriori
dos parâmetros genØticos e possibilita a construçªo de intervalos de confiança
(melhor definido como intervalo de probabilidade ou intervalo de confiança
Bayesiano) exatos para as estimativas dos parâmetros genØticos.  Assim, esta
anÆlise propicia uma descriçªo mais completa sobre a confiabilidade dos
parâmetros genØticos do que o mØtodo REML (Gianola & Fernando, 1986;
Resende, 1997; 1999).
A inferŒncia estatística Bayesiana baseia-se na distribuiçªo condicional
do parâmetro (q) dado o vetor de dados (y), ou seja na distribuiçªo a posteriori
do parâmetro dadas as observaçıes fenotípicas, a qual eqüivale a:
( ) ( )( )∫= θθθ
θθ
θ
dfyf
fyf
yf
R )(
)(
, em que:
f(y½q)  funçªo densidade de probabilidade da distribuiçªo condicional de um
vetor de observaçıes  (y) dado q (denominada funçªo de verossimilhança
ou modelo para os dados).
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f(q) - funçªo densidade de probabilidade da distribuiçªo a priori, que Ø tambØm
a densidade marginal de q.  Esta funçªo denota o grau de conhecimento
acumulado sobre q, antes da observaçªo de y.
θθθ dfyfR∫ )()(  -   distribuiçªo marginal ou preditiva de y com respeito a
q, onde R Ø a amplitude da distribuiçªo de q.
Verifica-se entªo que a distribuiçªo a posteriori Ø proporcional a
verossimilhança x priori, ou seja, a funçªo de verossimilhança conecta a priori
à posteriori, usando para isto os dados do experimento (observaçıes).  Dessa
forma, a distribuiçªo a posteriori contempla o grau de conhecimento prØvio
sobre o parâmetro (q) e tambØm as informaçıes adicionais propiciadas pelo
experimento (y).
Para a situaçªo em que tanto a distribuiçªo a priori quanto a distribuiçªo
das informaçıes sªo normais, ou seja, ),(~)(),(~ 22 σθθθ NYeruN  com
2σ  conhecido, a distribuiçªo a posteriori de q Ø tambØm normal, ou seja
),(~)( 21 1ruNyY =θ  onde:
222
122
22
1 ;
−−−
−−
−−
+=
+
+
= σ
σ
σµµ rr
r
yr
Usando esta distribuiçªo a posteriori, pode-se demonstrar que os
fundamentos bÆsicos da prediçªo de valores genØticos sªo essencialmente de
natureza Bayesiana, conforme apresentado inicialmente por Robertson (1955).
Os efeitos genØticos aditivos sªo definidos como desvios e uma populaçªo
de efeitos genØticos apresenta zero como mØdia e 2
aσ  como variância.  A
melhor prediçªo do efeito genØtico de um indivíduo sem nenhuma informaçªo,
tomado aleatoriamente da populaçªo Ø a mØdia populacional u, a qual pode ser
tomada como o estimador a priori, cuja variância Ø 2
aσ . Tomando uma informaçªo
y do indivíduo, um segundo estimador do efeito genØtico Ø o desvio (y-u)
fenotípico em relaçªo à mØdia populacional, o qual possui variância 222 aye σσσ −= ,
em que 2yσ  Ø a variância de y.  Estes dois estimadores independentes podem
ser combinados linearmente da melhor maneira possível, tomando as recíprocas
das respectivas variâncias como pesos.  Sob o enfoque Bayesiano, a esperança
da distribuiçªo a posteriori corresponde à mØdia ponderada pela precisªo, das
mØdias da priori e da verossimilhança. Assim, tem-se:
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como no enfoque da inferŒncia estatística clÆssica, onde h2 Ø a herdabilidade.
Este Ø tambØm (considerando y como a mØdia dos indivíduos selecionados) o
estimador para o ganho genØtico para a seleçªo massal.
No contexto Bayesiano, as equaçıes de modelo misto (denominadas
equaçıes de modelo misto de Robertson) sªo dadas por:


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onde r1 = E(b)  e 0 = E (a).
Tomando a informação a priori sobre os efeitos fixos (b) como não
informativa (expressa como ∞→S  e então 01 →−S ), tem-se  que esta
equação resultante eqüivale às equações do modelo misto (EMM):


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, em que:
).(; 22 βσσ VarSeAGIR ae ===
O problema bÆsico da implementaçªo da anÆlise Bayesiana refere-se à
integraçªo numØrica (no espaço do parâmetro) da funçªo densidade de
probabilidade a posteriori.  Tal integraçªo, por mØtodos analíticos, Ø impossível
na prÆtica.  Assim, tem sido utilizado o procedimento de simulaçªo estocÆstica
denominado amostragem de Gibbs (GS) para a viabilizaçªo da estimaçªo
Bayesiana (Sorensen, 1996).
AlØm das distribuiçıes (normais) assumidas para os efeitos aleatórios
(a) no modelo linear clÆssico e para a verossimilhança do vetor de observaçıes
(y), a abordagem Bayesiana requer atribuiçıes para as distribuiçıes a priori
dos efeitos fixos e componentes de variância.  De maneira geral, sªo atribuídas
distribuiçıes a priori nªo informativas ou uniformes para os efeitos fixos e
componentes de variância, como forma de caracterizar um conhecimento a
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priori vago sobre os referidos efeitos e componentes (Gianola & Fernando,
1986).
Utilizando-se distribuiçıes a priori nªo informativas para os efeitos fixos
e componentes de variância, tem-se que as modas das distribuiçıes marginais
a posteriori dos parâmetros genØticos correspondem às estimativas obtidas
por REML e gera estimativas de componentes de variância pelo mØtodo VEIL
(ou de verossimilhança integrada) apresentados por Gianola & Foulley (1990).
A grande vantagem da anÆlise Bayesiana, neste caso, refere-se à obtençªo
dos desvios padrıes e intervalos de confiança exatos para os parâmetros
genØticos bem como a obtençªo de estimativas mais precisas.  Resende (1999b)
empregando as abordagens REML e GS obteve estimativas de 0,32 + 0,06 e
0,34 + 0,005, respectivamente, para a herdabilidade no sentido restrito para
o carÆter diâmetro em Pinus caribaea var. hondurensis, confirmando a grande
precisªo do mØtodo Bayesiano.
Quanto à estimaçªo dos efeitos fixos (efeitos de blocos por exemplo) e
a prediçªo dos efeitos aleatórios (valores genØticos), tem-se que as mØdias das
distribuiçıes marginais a posteriori dos parâmetros de locaçªo (efeitos fixos e
aleatórios), dado os componentes de variância ou parâmetros de dispersªo,
eqüivalem às soluçıes das equaçıes do modelo misto do BLUP desde que sejam
atribuídas prioris nªo informativas para os efeitos fixos, prioris normais para os
efeitos aleatórios e  verossimilhança normal para o vetor de observaçıes.  Neste
caso, a vantagem da abordagem Bayesiana refere-se à obtençªo de valores
genØticos preditos com menores desvios padrıes.
Em resumo, a anÆlise Bayesiana propicia estimativas mais precisas de
componentes de variância, parâmetros genØticos, valores genØticos e ganhos
genØticos.  Adicionalmente, a estimaçªo Bayesiana permite a anÆlise exata de
amostras de tamanho finito.  Este œltimo aspecto Ø muito importante,
especialmente para programas de melhoramento baseados em conjuntos de
dados desbalanceados, onde tal abordagem propicia uma elegante anÆlise de
amostra finita, a qual nªo pode ser obtida pela metodologia freqüentista de
modelos mistos.
2. Introduçªo
A prediçªo de variÆveis aleatórias e a estimaçªo de componentes de
variância e efeitos fixos via metodologia de modelos mistos apresentam grande
relevância na genØtica quantitativa aplicada ao melhorameto de plantas perenes.
Embora a metodologia de modelos lineares mistos (MMLM) tratada pela
abordagem da InferŒncia Estatística Freqüentista apresente vÆrias propriedades
desejÆveis, publicaçıes recentes tŒm mostrado uma superioridade da MMLM
quando abordada do ponto de vista da InferŒncia Estatística Bayesiana.
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Em 1986, o trabalho clÆssico de Gianola & Fernando (1986) propôs a
abordagem Bayesiana como uma estratØgia conceitual para resoluçªo de
problemas em melhoramento animal, a qual foi detalhada por Gianola et al.
(1990).  Devido às excelentes propriedades teóricas e prÆticas da anÆlise
Bayesiana, acredita-se que a mesma tornar-se-Æ rotineira em melhoramento
de espØcies perenes, transformando-se no procedimento padrªo de estimaçªo
de componentes de variância e de prediçªo de valores genØticos.
Os geneticistas quantitativos foram influenciados pelo renascimento
Bayesiano que ocorreu em meados da dØcada de 1960. Lindley & Smith (1972)
apresentaram uma ligaçªo entre modelos mistos e as abordagens Bayesianas.
Dempfle (1977) e Ronningen (1971) pesquisaram as conexıes entre BLUP e
estimadores Bayesianos. Entretanto, somente na dØcada de 1990, a utilizaçªo
da InferŒncia Bayesiana em melhoramento animal tornou-se rotineira,
destacando-se os trabalhos de Gianola & Foulley (1990); Gianola et al. (1990),
Weigel & Gianola (1993); Wang et al. (1993, 1994a e b); Jensen et al. (1994);
Sorensen et al. (1994); Varona et al. (1994); Varona (1994); Tassel et al.
(1995); Rodriguez et al. (1996); Arendonk et al. (1996), Garcia-Cortez &
Sorensen (1996) e Rekaya (1997).
Outros trabalhos, enfatizando a estimaçªo Bayesiana de parâmetros
genØticos, mas nªo no contexto dos modelos lineares mistos, foram
desenvolvidos (Toro & Prunonosa, 1984; Saio & Hayashi, 1990) atravØs do
uso do espaço paramØtrico como informaçıes a priori.  No Brasil, a anÆlise
Bayesiana vem sendo recomendada para avaliaçªo genØtica em melhoramento
animal (Magnabosco, 1997; Rosa, 1999) e florestal (Resende, 1997; 1999).
A estimaçªo Bayesiana de variÆveis aleatórias apresenta grande
relevância em diversas Æreas do conhecimento alØm da genØtica quantitativa,
especialmente na biometria, econometria, engenharia, física e inteligŒncia
artificial, dentre outras. Segundo Sun et al. (1996), de maneira genØrica, uma
anÆlise Bayesiana exata pode ser obtida para os modelos de componentes de
variância baseados tradicionalmente na teoria da normalidade, permitindo, para
qualquer parâmetro de interesse, uma detalhada inferŒncia, para amostras de
tamanho finito. Esta Ø uma das grandes vantagens da anÆlise Bayesiana.
3. Estimaçªo e prediçªo Bayesiana
A origem da InferŒncia Estatística Bayesiana ocorreu com o  lançamento
da obra An Essay Towards Solving a Problem in the Doctrine of Chances, a
título póstumo, de autoria do Reverendo Thomas Bayes.  Esta obra foi publicada
em 1763, por Richard Price, e apresenta o teorema denominado Teorema de
Bayes (Murteira, 1990).
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O teorema de Bayes fundamenta-se em probabilidades condicionais.  Para
enunciar tal teorema torna-se relevante apresentar alguns conceitos bÆsicos
de probabilidade, conceitos estes apresentados em vÆrios livros de estatística,
por exemplo em Mood et al. (1974).
3.1. Conceito de probabilidade, probabilidade condicional e
Teorema de Bayes
O conceito de probabilidade Ø a base de toda a Estatística. A definiçªo
de probabilidade Ø aceita por praticamente todos os estatísticos. Entretanto,
vÆrias interpretaçıes de probabilidade existem, destacando-se a  Física ou
ClÆssica, a Freqüentista, a Lógica e a Subjetiva.
(i)      Probabilidade Freqüentista
Sob o enfoque freqüentista, as freqüŒncias relativas de ocorrŒncia dos
resultados convergem para a probabilidade de ocorrŒncia destes resultados
quando  o  nœmero  n  de  repetiçıes  do  experimento  tende  a  ser  grande.
Por exemplo, a freqüŒncia  de um resultado A Ø dada por
][lim APf
n
nf AnAA =⇒= ∞→ , em que nA Ø o nœmero de vezes em que ocorreu o
resultado A e P[A] denota a probabilidade de A.
(ii)      Probabilidade Física ou ClÆssica
A interpretaçªo clÆssica de probabilidade baseia-se no conceito de
resultados igualmente provÆveis. Assim, a probabilidade de um resultado ou
evento Ø dada pela razªo 1/N, em que N Ø o nœmero de resultados possíveis.
(iii)      Probabilidade Subjetiva
Segundo esta interpretaçªo, a probabilidade que uma pessoa atribui a
um possível resultado de algum processo representa seu próprio julgamento da
chance de o resultado ser obtido. Assim, a probabilidade de um evento A Ø a
medida do grau de confiança que a pessoa deposita em A.
(iv)     Probabilidade Lógica
A interpretaçªo lógica de probabilidade pode ser derivada em funçªo do
conhecimento científico que Ø de domínio pœblico, ou seja, do conhecimento
comum a todos.
A seguir  sªo apresentadas algumas definiçıes relevantes de
Probabilidade.
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Espaço de probabilidade: um espaço de probabilidade Ø a tripla (W , A,
P[.]), onde W  Ø o espaço amostral, A Ø uma coleçªo de eventos e P[.] Ø uma
funçªo de probabilidade com domínio em A.
Probabilidade condicional:  Se A e B sªo eventos em A, para um dado
espaço de probabilidade (W ,A, P[.]), a probabilidade condicional de um evento
A dado o evento B, indicado por P[A|B] Ø definido por:
[ ] [ ][ ] [ ] ,0
, 〉= BPse
BP
BAPBAP
[ ] [ ] [ ] [ ] [ ]⋅⋅=⋅= ABPAPBAPBPB,AP
Desta forma, como P[A½B] Ø uma probabilidade, valem para ela todas
as propriedades de probabilidade.  A prova de que a proporçªo P[A,B]/P[B] Ø
uma probabilidade vem da verificaçªo dos axiomas:
(i)      P[A½B] = P[A,B]/ P[B] ³ 0
(ii)     P[W½B] = P[W ,B]/ P[B] = P[B]/ P[B] = 1
(iii)     Se A1, A2, ... An ..., Ø uma seqüŒncia de eventos mutuamente exclusivos
em A, entªo:
[ ]∑∞
=
∞
=
=


1
1
1
1
ii
BAPBAP U
Regra da multiplicaçªo:   Para  um  dado  espaço  de  probabilidade
(W ,A, P[.]),  se A1, A2, ... An sªo  eventos  em A, para o qual [A1, A2, ... An-1]
> 0; entªo:
P[A1.A2.... An] = P[A1]. P[A2½A1]. P[A3½A1A2] ....P[An½A1.A2 ... An-1]
Eventos independentes:  Para  um  dado  espaço   de  probabilidade
(W ,A, P[.]),  sejam A e B dois eventos em A.  Os eventos A e B sªo definidos
ser independentes se, e somente se, uma das condiçıes for satisfeita:
(i)       P[A,B] = P[A].P[B]
(ii)      P[A½B] = P[A] se P[B] > 0
(iii)      P[B½A] = P[B] se P[A] > 0
Teorema de probabilidade total:  Para  um  dado espaço de probabilidade
(W ,A, P[.]),  se B1, B2, ..., Bn Ø uma coleçªo de eventos mutuamente disjuntos
em A satisfazendo:
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Considere o seguinte exercício: duas caixas possuem bolas vermelhas
(V) e azuis (A). A caixa 1 (C1) possui 60V e 40A enquanto a caixa 2 (C2) possui
10V e 20A.  Suponha que uma caixa seja tomada aleatoriamente e uma bola
tomada aleatoriamente dentro desta caixa. Qual a probabilidade de que a bola
seja vermelha?
Tem-se:
P[C1] = 0,5;     P[C2] = 0,5
P[VôC1] = 0,60;     P[VôC2] = 10/30 = 0,3333
Aplicando o teorema da probabilidade total, tem-se:
P[V] = P[V Ç  C1] + P[V Ç  C2]
   = P[VôC1] . P[C1] + P[VôC2]. P[C2]
   = 0,60 . 0,5 + 0,3333 . 0,5
   = 0,4666
Teorema de Bayes:  Para  um  dado espaço de probabilidade (W ,A, P[.]),
se B1, B2, ..., Bn Ø uma coleçªo de eventos mutuamente disjuntos em A
satisfazendo:
[ ] :...,,2,10
1
A∈=〉=Ω
−
AtodoparaentãonjparaBPeB j
n
j
jU
[ ] [ ] [ ][ ] [ ].
1
j
n
j
j
kk
k
BPBAP
BPBAP
ABP
⋅
⋅
=
∑
−
Considere novamente o exemplo das bolas e caixas. Qual a probabilidade
de ter sido tomada a caixa 1, sabendo-se que a bola amostrada foi a vermelha?
Aplicando-se o teorema de Bayes, tem-se:
6428,0
4666,0
5,0.60,0
][
][].[
.][].[][].[
][].[][ 11
2211
11
1 ===
+
=
VP
CPCVP
CPCVPCPCVP
CPCVP
VCP
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Assim, o Teorema de Bayes envolve os conceitos de Probabilidade
Condicional e Probabilidade Total.
O Teorema de Bayes definido em termos de densidades de probabilidade,
tem a seguinte formulaçªo para a distribuiçªo de uma variÆvel aleatória contínua:
( ) ( )( ) .)(
)(
∫= θθθ
θθ
θ
dfyf
fyf
yf
R
(1), onde:
q   vetor de parâmetros
y   vetor de dados ou de informaçıes obtidas por amostragem
f(q½y)  distribuiçªo condicional de q dado y, ou distribuiçªo a posteriori (que
Ø a base da estimaçªo e prediçªo Bayesiana).
f(y½q)  funçªo densidade de probabilidade da distribuiçªo condicional de uma
observaçªo (y) dado q (denominada funçªo de verossimilhança ou
modelo para os dados).
f(q)   funçªo densidade de probabilidade da distribuiçªo a priori, que Ø
tambØm a densidade marginal de q.  Esta funçªo denota o grau de
conhecimento acumulado sobre q, antes da observaçªo de y.
f(y½q) f(q)  funçªo  densidade conjunta de y e q.
( ) ( ) [ ])()(),( θθθθθθ θ === ∫∫ yfEdfyfdyfyf RR  - distribuiçªo
marginal ou preditiva de y com respeito a q, onde R Ø a amplitude da
distribuiçªo de q.  Eq significa esperança com respeito à distribuiçªo
de q. (A integraçªo da distribuiçªo conjunta, no espaço paramØtrico,
produz a marginal de y).
Como f(y) nªo Ø funçªo de q (ou seja, f(y) Ø constante para qualquer q),
a forma usual da formulaçªo de Bayes Ø: f(q½y) a f(y½q) f(q), onde a indica
proporcionalidade.
A  expressªo  (1) advØm das expressıes f(q,y) = f(y½q) f(q) e
f(q,y)=f(q½y) f(y), as quais sªo obtidas a partir do teorema da probabilidade
condicional.
Verifica-se pela expressªo (1) que um fator lógico que diferencia o enfoque
Bayesiano da abordagem freqüentista refere-se ao tipo de informaçªo utilizada.
Na concepçªo Bayesiana, toda informaçªo de que se dispıe Ø œtil e deve ser
utilizada.  Por outro lado, a estatística clÆssica utiliza apenas observaçıes de
dados reais, desprezando-se as informaçıes subjetivas (Gamerman & Migon,
1993).
A componente amostral ou experimental Ø comum aos modelos clÆssicos
e Bayesianos, mas com interpretaçıes diferentes.  Embora os modelos
Bayesianos passem por uma extensªo dos modelos clÆssicos, existe uma
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divergŒncia fundamental entre os dois enfoques: no modelo clÆssico o parâmetro
Ø um escalar ou um vetor desconhecido, porØm fixo, ao passo que no modelo
Bayesiano, o parâmetro Ø considerado como escalar ou vetor aleatório (nªo
observÆvel), pois para os Bayesianos tudo o que Ø desconhecido Ø incerto e,
portanto, toda a incerteza deve ser quantificada em termos de probabilidade
(Murteira, 1988; 1990).  Em funçªo disto, os modelos Bayesianos tratam
formalmente a informaçªo a priori, atravØs da distribuiçªo de probabilidade
(subjetiva ou lógica) a priori.  As informaçıes a priori e amostrais permitem a
atualizaçªo periódica da distribuiçªo de probabilidade a posteriori e, portanto,
permite modificar e atualizar as estimativas dos parâmetros.
O teorema de Bayes Ø uma regra para atualizaçªo de probabilidades e
pode ser utilizado para cÆlculo de probabilidades a posteriori em mais que um
estÆgio. Considerando ainda o exemplo das duas caixas com bolas vermelhas
(V) e azuis (A), qual a probabilidade de ter sido amostrada a caixa 1 (C1), tendo-
se amostradas 2 bolas vermelhas?
][].[][].[
][].[
.][
][].[][
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O raciocínio usado na expressªo acima Ø de que, no cÆlculo da
probabilidade a posteriori após a retirada da segunda bola vermelha V2, a
probabilidade a priori a ser utilizada refere-se à probabilidade a posteriori no
estÆgio anterior (após a retirada da primeira bola vermelha V1). Assim, tem-se:
P[V2ôC1] = P[VôC1] = 0,60;
P[C1ôV1] = P[C1ôV] = 0,6428, conforme cÆlculado anteriormente;
P[V2ôC2] = P[VôC2] = 0,3333;
P[C2ôV1] = 1 - P[C1ôV] = 0,3572;
7641,0.
3572,0.3333,06428,0.60,0
6428,060,0][ 211 =
+
⋅
=∩VVCP
A ordem com que as informaçıes sªo processadas pelo Teorema de
Bayes Ø irrelevante, sendo que a posteriori resultante Ø sempre a mesma.
TambØm, as observaçıes podem ser processadas em um œnico grupo, uma a
uma, ou divididas em subgrupos que o resultado final permanece o mesmo
(Gamerman, 1996).
A expressªo (1) fornece a regra de atualizaçªo de probabilidades sobre
q, partindo de f(q) e chegando a f(q½y).  Assim, a distribuiçªo a posteriori Ø
proporcional à verossimilhança X priori, ou seja, a funçªo de verossimilhança
conecta a priori à posteriori usando para isto os dados experimentais (amostrais).
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Dessa forma, a distribuiçªo a posteriori contempla o grau de conhecimento
prØvio sobre o parâmetro [f(q)] e tambØm as informaçıes adicionais propiciadas
pelo experimento [f(y½q)].  A distribuiçªo [f(y)] preditiva ou marginal de y,
antes de se observar y Ø œtil para verificar a adequaçªo da priori atravØs das
prediçıes que ela fornece para y.  Após observar y Ø œtil para testar o modelo
como um todo (Gamerman & Migon, 1993).
Assumindo distribuiçªo normal para a priori e para as observaçıes, ou
seja, ),(~)(),(~ 22 σθθµθ NYerN  com 2σ  conhecido, a distribuiçªo a
posteriori de q Ø tambØm normal, ou seja ),(~)( 21 1rNyY µθ = , onde:
222
122
22
1 ;
−−−
−−
−−
+=
+
+
= σ
σ
σµµ rr
r
yr
Assim, verifica-se que a precisªo ou inverso da variância conota
informaçªo, ou seja, a relaçªo ),1,0(),/( 222 ∈+= −− wrrw σ  mede a
informaçªo contida na priori em relaçªo à informaçªo total (priori +
verossimilhança).  Dessa forma, pode-se rescrever m1 = w m + (1-w) y, de
forma que a mØdia da posteriori eqüivale à mØdia ponderada pela certeza na
priori e na verossimilhança.  Verifica-se tambØm que a precisªo )( 21−r  da posteriori
eqüivale à soma das precisıes da priori e da verossimilhança.
Em termos de estimaçªo, enquanto para a estatística freqüentista
possam existir vÆrios estimadores para um determinado parâmetro, para a
Estatística Bayesiana existe, em princípio, um œnico estimador, o qual conduz a
estimativas que maximizam a funçªo densidade de probabilidade a posteriori.
Assim, inferŒncias sobre q sªo realizadas a partir da densidade a posteriori
atravØs da expressªo geral ( ) ∫ = θθθ dyfyp R )(  onde p denota probabilidade
(Gianola & Fernando, 1986).
Ao nível do i-Øsimo elemento do vetor q, a esperança condicional de qi
dado y Ø ∫
∫


θθθ
θθθθ
dfyf
dfyf
R
iR
)()(
)()(
, o  qual   Ø  o  usual   estimador   Bayesiano
de qi.
O teorema de Bayes pode ser estendido para inferŒncias sobre dados
nªo observados (dados futuros, por exemplo) (Lindley, 1965; Gammerman &
Migon, 1993).  Sendo y~  um vetor de dados nªo observados, tem-se
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)(),~(),~( yfyyfyyf θθθ = , (2)
que Ø a funçªo densidade de probabilidade conjunta ou funçªo preditiva.  A
funçªo densidade de probabilidade marginal ou funçªo preditiva  de y~  Ø dada
por θθθ dyyfyyf R ),~()~( ∫= (3)
θθθθ dyfyyfR )(),~(∫=
θθθθ dyfyfR )()~(∫=
)]~([ θθ yfE y=
As expressıes (2) e (3) representam a base para os problemas de prediçªo
Bayesiana.  Do exposto, torna-se claro que a estimaçªo trata da compreensªo
de um fenômeno (realidade) atravØs de afirmaçıes probabilísticas a respeito
de quantidades nªo observÆveis e a prediçªo trata de se fazer afirmaçıes
probabilísticas acerca de quantidades a serem observadas no futuro.
3.2. Funçªo de verossimilhança
A funçªo de verossimilhança formaliza a contribuiçªo dos dados
amostrais para o conhecimento sobre q, visto que a mesma conecta a
distribuiçªo a priori à distribuiçªo a posteriori.
A funçªo de verossimilhança )];([ yθl  de q Ø a funçªo que associa a
cada  q,  o  valor f(y|q).   Dessa  forma )();( θθθ |=→ yfyl .   A  funçªo
);( yθl  associa (para  um valor  fixo  de y) a  probabilidade de   ser observado
y a  cada  valor de q.  Assim,  quanto  maior  o valor  de l  maiores  sªo  as
probabilidades atribuídas  pelo  particular valor de q  considerado,  ao valor
fixado de y.  Ao fixar um valor de y e variar os valores de q observa-se a
plausibilidade ou verossimilhança de cada um dos valores  de q.  É interessante
observar que: 1);(1)( ≠==| ∫∫ KdymasydyfR θθθ θ l , ou seja a integral
da funçªo densidade de probabilidade eqüivale a 1, mas a funçªo de
verossimilhança nªo integra 1 (Gamerman & Migon, 1993).
É importante ressaltar que os termos probabilidade e verossimilhança
sªo conceitos diferentes. No cômputo da verossimilhança, fixa-se a amostra
ou conjunto de dados (y) e varia-se o parâmetro q, procurando encontrar o
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parâmetro verossímel ou plausível com o conjunto de dados. Por outro lado, no
cÆlculo de uma probabilidade utiliza-se de uma distribuiçªo com parâmetro q
conhecido  e  calcula-se a probabilidade de se observar um determinado valor
y = y0. Em outras palavras, o problema da probabilidade Ø predizer a chance
de ocorrer y sabendo q e o problema da verossimilhança Ø fazer afirmaçıes
sobre q com base no valor observado y.
No cÆlculo de probabilidades fixa-se q (conhecido) e varia-se y ao passo
que no cÆlculo da verossimilhança fixa-se y e varia-se q.
Como exemplo, considere a distribuiçªo y ~ Binomial (2, q), em que:
2 = n = nœmero de repetiçıes do experimento;
q = parâmetro da binomial = probabilidade de sucesso;
y = 0, 1, 2 = espaço amostral (y Ø o nœmero de sucessos);
q Î (0,1) = espaço paramØtrico ou domínio de variaçªo do parâmetro q.
A funçªo de probabilidade eqüivale a p(y½q) = 

 2y  qy (1 - q)2-y, a qual
eqüivale à própria  funçªo  de  verossimilhança, l (q; y),  quando  se  observa y
= y0. Considerando os diferentes elementos do espaço amostral, tem-se as
seguintes funçıes de verossimilhança:
(i) se y = 0, entªo l (q; y = 0) = 

 2
0 q0 (1 - q)2 = (1 - q)2;
(ii) se y = 1, entªo l (q; y = 1) =  

 2
1 q1 (1 - q)1 = 2q (1 - q);
(iii) se y = 2, entªo l (q; y = 2) =  

 2
2 q2 (1 - q)0 = q2.
Tendo-se observado y = 0, variando-se q no intervalo de 0 a 1 na funçªo
de verossimilhança l (q; y = 0) = (1 - q)2, verifica-se que o ponto de mÆximo
desta funçªo ocorre quando q = 0.  Por outro lado, tendo-se observado y = 1,
variando-se q no intervalo de 0 a 1 na funçªo l (q; y = 1) = 2  q (1 - q),
verifica-se que o ponto de mÆximo ocorre quando q = ‰. Finalmente, tendo-
se observado y = 2, verifica-se que o mÆximo de l (q; y = 2) = q2 eqüivale a
1. Estas funçıes de verossimilhança encontram-se plotadas na Figura 1.
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l
 (θ; y)
Figura 1. Funçıes  de  verossimilhança  para  diferentes  valores observados y
= 0, 1, 2.
Em resumo, se for observado:
y = 0 Þ θˆ = 0 maximiza l (q; 0);
y = 1 Þ θˆ = ‰  maximiza l (q; 1);
y = 2 Þ θˆ = 1 maximiza l (q; 2).
Genericamente, uma funçªo de verossimilhança pode ser construída
conforme descrito a seguir. Sendo, y1, y2, ..., yn uma amostra aleatória
independente e identicamente distribuída, com funçªo de probabilidade ou
funçªo densidade de probabilidade dada por f (y½q), em que q Ø o parâmetro da
funçªo, a funçªo de verossimilhança de 
~
y  = (y1, y2, ..., yn)  Ø  dada por
l (q;
~
y )=f(
~
y ½q) = f (y1, y2, ... yn½q), funçªo essa que associa a cada q, um
valor de f(y½q).
A funçªo conjunta l (q;
~
y )=f(
~
y ½q) = f (y1, y2, ... yn½q) fatora nas
marginais de forma que eqüivale ao produtório l (q;
~
y )=f (y1½q) ... f (yn½q) =
).(
1
θi
n
i
yf
=
Π  Como exemplo, considere a distribuiçªo normal N( 2, σθ ). Neste
l
 (θ; y=0)
  1
      
l
 (θ; y=2)
                
     
l
 (θ; y=1)
0,5
     0                   0,5                    1      θ
19Documentos, 46
caso, a funçªo de verossimilhança desta normal eqüivale a l (q;
~
y )= f (
~
y ½q)
= 
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onde y  Ø a mØdia aritmØtica dos yi.
A funçªo de verossimilhança Ø a base do Princípio da Verossimilhança, o
qual postula que toda a informaçªo contida na amostra ou experimento encontra-
se representada nesta funçªo.  Existem diferentes verossimilhanças que podem
ser empregadas na estimaçªo paramØtrica tais quais verossimilhança
incondicional marginal, verossimilhança condicional e verossimilhança parcial.
Gianola et al. (1989) apresentam detalhes sobre a estimaçªo envolvendo estes
diferentes conceitos.
3.3. Distribuiçıes a priori
A distribuiçªo a priori constitui-se no œnico elemento novo na anÆlise
Bayesiana em relaçªo à anÆlise clÆssica.  A determinaçªo desta distribuiçªo Ø
subjetiva, entretanto dados experimentais podem ser utilizados nesta etapa.
A premissa desta distribuiçªo Ø que ela represente o estado atual de
conhecimento sobre q, antes de serem analisados os resultados experimentais.
Zellner (1971) distingue dois tipos de informaçªo a priori, uma baseada em
dados passados e outra completamente subjetiva (nªo baseada em dados).  Na
presença de dados experimentais prØvios ou quando baseada em fundamentos
teóricos, a priori deve ser obtida de uma maneira científica (por formas
funcionais).
A distribuiçªo a priori tem importância maior quando a quantidade (n) de
dados experimentais atuais Ø pequena.  Caso contrÆrio a priori tende a ser
dominada (pois recebe menor peso) pela verossimilhança, ou seja, com n ® ¥,
as abordagens freqüentista e Bayesiana sªo coincidentes.  Em outras palavras,
o peso da verossimilhança Ø maior do que o peso da priori, se a variância dos
dados observados Ø menor que a variância da priori.  É importante ressaltar,
entretanto, que atribuir probabilidade zero a priori, significa atribuir zero tambØm
a posteriori pois, neste caso, sendo a posteriori = priori x verossimilhança, nªo
hÆ verossimilhança que faça a posteriori diferente de zero.
3.4. Priori nªo informativa
Existem situaçıes em que o conhecimento sobre determinado fenômeno
Ø vago ou inexistente.  Nestes casos, a distribuiçªo a priori Ø dita vaga, difusa
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ou nªo informativa, nªo precisa ou de variância alta, significando que a densidade
a priori reflete ignorância (Jeffreys, 1961).
Assim, a priori nªo informativa poderia ser representada por f(q)a
constante; -¥<q<¥ (4)
Uma priori deste tipo poderia ser especificada atravØs de uma distribuiçªo
com variância tendendo ao infinito (Gianola & Fernando, 1986) e neste caso,
maior Œnfase ou peso serªo dados à verossimilhança (dados experimentais ou
amostrais).
Entretanto, para inferŒncia sobre uma variância s2, prioris da forma
mencionada tornam-se informativas (Jeffreys, 1961) e uma priori nªo
informativa poderia ser representada por .0;
1)( 222 ∞<< σσασf
Para prioris nªo informativas, supuseram-se inicialmente distribuiçıes
uniformes como representantes de situaçıes onde nªo se dispıe de informaçªo
inicial, ou seja, f(q) a constante (q variando na reta), fato que implica em nªo
favorecer qualquer valor particular de q (Bayes, 1763).
Gamerman & Migon (1993) apresentam algumas dificuldades inerentes
a esta escolha:
(i) f(q) Ø imprópria, ou seja, a integral sobre todos os possíveis valores de
q nªo converge: .)( ∞→∫ θθ df
(ii) se )(θφφ =  Ø transformaçªo 1 a 1 (biunívoca) de q e se q tem
distribuiçªo uniforme entªo pelo teorema de transformaçıes de
variÆveis, a densidade de f serÆ: φ
θ
αφ
θφθφ
d
d
d
dff ))(()( = .
Assim, o raciocínio que conduz à especificaçªo f(q) a constante, deveria
levar tambØm a f(f) a constante, o que nªo Ø verdade.  O ideal seria estabelecer
uma regra que fosse invariante e que f(f) nªo fosse imprópria.
Entretanto, o interesse principal reside na distribuiçªo a posteriori e como
esta Ø, em geral, própria (pois (4) Ø absorvida na constante de integraçªo
associada com a posteriori) mesmo quando a priori nªo o Ø, a eventual
impropriedade das distribuiçıes a priori nªo Ø importante (Gamerman & Migon,
1993).  A classe de prioris nªo informativas proposta por Jeffreys (1961) Ø
invariante, mas eventualmente imprópria.
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3.5. Determinaçªo subjetiva da priori
Sendo q uma quantidade desconhecida e considerando os seus possíveis
valores, a probabilidade a priori de cada valor possível de q pode ser avaliada
diretamente atravØs de instrumentos auxiliares (loterias, roletas) quando q for
discreta.  No caso de distribuiçıes contínuas, tŒm sido sugeridas as abordagens
do histograma, da funçªo distribuiçªo e da verossimilhança relativa (Gamerman
& Migon, 1993).
3.6. Determinaçªo da priori por formas funcionais
De algum conhecimento sobre q pode-se descrever sua densidade por
uma determinada forma funcional, ou eventualmente, pode-se definir uma família
paramØtrica de densidades.  Adicionalmente deve-se verificar se a densidade
escolhida estÆ representando bem a informaçªo disponível. Gamerman & Migon
(1993) citam que, por exemplo, poder-se-iam fazer as seguintes consideraçıes
sobre q:
(i) q se distribui simetricamente em relaçªo à moda;
(ii) a densidade de q decai rapidamente quando se afasta da moda,
implicando uma variância pequena;
(iii) intervalos muito afastados da moda tŒm probabilidade desprezível.
Tais consideraçıes poderiam caracterizar aproximadamente a família
da distribuiçªo normal com seus hiperparâmetros, ou seja, parâmetros que
auxiliam a especificaçªo da priori.
Uma abordagem sistemÆtica para a determinaçªo de distribuiçıes a priori
pode ser enunciada tal qual o caso das distribuiçıes conjugadas. A propriedade
de preservaçªo da classe de distribuiçıes quando a distribuiçªo do parâmetro
Ø atualizada define conjugaçªo.
No tópico 3.1., enunciou-se que se a distribuiçªo dos dados Ø (y|q)~N(q,
s2) e a distribuiçªo a priori Ø q~N(u, r2), a distribuiçªo a posteriori de q Ø
(q|y)~N(m1, 21r ).  Assim, tem-se a priori e a posteriori com distribuiçªo normal,
ou seja, priori normal conjugada a posteriori normal.  Este tipo de priori, segundo
Gamerman & Migon (1993) torna a anÆlise mais tratÆvel, permitindo explorar
a natureza seqüencial do mØtodo Bayesiano.
Sendo { }θθθ ∈|= ),(yfF  uma família de distribuiçıes amostrais, uma
classe de distribuiçªo Y  Ø conjugada a F se:
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∀ f ∈ F e f(θ) ∈ Ψ  então  f(θ|y) ∈ Ψ
Quanto à definiçªo de distribuiçıes conjugadas, algumas ressalvas devem
ser feitas (Gamerman & Migon, 1993):
(i) a classe Y  pode  ser  muito  ampla,  por  exemplo,   quando   se   tem
Y  = {todas as distribuiçıes} e F qualquer.  Neste caso, a definiçªo
nªo tem valor prÆtico;
(ii) a   classe  Y   pode ser muito restrita, por exemplo, quando Y  = {P:
P(q = q0) = 1}.  Isto implica que qualquer amostra nªo darÆ informaçªo
alguma, pois tem-se a certeza de que  q = q0 e, portanto, esta certeza
serÆ mantida na posteriori.  Assim, a definiçªo tambØm nªo terÆ valor
prÆtico.  Dessa forma, recomenda-se entªo a atribuiçªo de probabilidade
positiva a todo e qualquer valor possível de q por mais improvÆvel que
ele seja.
Em conclusªo, a classe Y  deve ser ampla o suficiente para proporcionar
a escolha de uma distribuiçªo a priori conveniente e, ao mesmo tempo deve
ser restrita o suficiente para que a definiçªo de distribuiçıes conjugadas seja
œtil.
Como principais famílias conjugadas podem ser citadas:
(i) família de distribuiçıes Beta conjugada à Binomial;
(ii) família de distribuiçıes Normais conjugada à Normal;
(iii) família de distribuiçıes Gama conjugada à Poisson;
(iv) família de distribuiçıes Gama conjugada à Exponencial;
(v) Normal-Gama conjugada à Normal.
3.7. InferŒncia Bayesiana, InferŒncia freqüentista e InferŒncia
verossimilhança
A inferŒncia estatística tem evoluído muito nas œltimas dØcadas,
principalmente em funçªo do aumento dos recursos computacionais. Desde o
início do desenvolvimento da estatística atØ recentemente, houve grande
supremacia da inferŒncia freqüentista, a qual, em geral, tem sido creditada
como Fisheriana e se apóia, principalmente, na consistŒncia assintótica atravØs
da qual, um modelo estimado converge para o verdadeiro modelo. A propriedade
de se incorporar a informaçªo a priori na anÆlise, sob o enfoque Bayesiano,
sempre gerou muita controvØrsia, em determinada fase do desenvolvimento
da estatística (Efron, 1978; Lindley, 1978; Smith, 1984). Atualmente, este
tipo de discussªo parece nªo ser mais relevante, com as diferenças entre as
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duas abordagens bem compreendidas e as virtudes de cada uma delas utilizadas
quando mais conveniente (Gamerman, 1996).
Atualmente, uma das marcantes características da inferŒncia estatística
moderna Ø o papel central da funçªo de verossimilhança, a qual foi introduzida
por Fisher (1922). Segundo Lindsey (1999), poucos estatísticos modernos
percebem que Fisher nunca foi um freqüentista para inferŒncia (embora ele
tenha geralmente usado uma interpretaçªo freqüentista de probabilidade), sendo
muito mais próximo aos Bayesianos, tais quais Jeffreys, do que da escola de
Neyman-Pearson (os verdadeiros freqüentistas, que introduziram a teoria dos
testes de hipóteses entre 1936 e 1938).  Segundo tal autor, a inferŒncia
estatística no sentido Fisheriano enfatiza a obtençªo do mÆximo de informaçªo,
dado o conjunto de observaçıes, sem incorporaçªo de conhecimento e
informaçªo a priori, exceto aquelas necessÆrias para a construçªo de modelos
(o princípio da verossimilhança baseia-se na suposiçªo de que o modelo ou a
funçªo sªo verdadeiros e que somente os valores corretos dos parâmetros
necessitam ser determinados). Portanto, a inferŒncia Fisheriana refere-se
essencialmente à inferŒncia verossimilhança.
O uso da funçªo de verossimilhança como um meio direto de fazer
inferŒncia, conforme sugerido por Fisher, Ø um enfoque recente em estatística
(Edwards, 1972; Bardorff-Nielsen, 1976; Gomes, 1981; Pereira, 1997; Lindsey,
1999), caracterizando a inferŒncia verossimilhança.
O artigo de Pereira (1997) caracteriza muito bem os pontos fortes da
inferŒncia verossimilhança, tais quais: (i) a funçªo de verossimilhança fornece
uma medida exata da incerteza, resumindo toda a informaçªo que os dados
fornecem sobre um parâmetro desconhecido q;  (ii) a verossimilhança Ø uma
medida relativa, de forma que nªo Ø possível obter uma medida de plausibilidade
absoluta e por isto, somente as razıes de verossimilhança sªo relevantes;  (iii)
a funçªo de verossimilhança relativa, dada por ynn
nyny
yny
nyR
−
−
−
−
= )(
)1();( θθθ  pode
ser utilizada para obtençªo de níveis de significância aproximados, atravØs dos
testes da razªo de verossimilhança;  (iv) existe uma relaçªo entre a funçªo de
verossimilhança e os mØtodos convencionais de teoria de grandes amostras,
ou seja, alØm de fornecer uma medida exata de plausibilidade, a funçªo de
verossimilhança dÆ uma indicaçªo de aplicabilidade de resultados assintóticos
em casos particulares;  (v) os mØtodos de verossimilhança sªo exatos tanto
para pequenas quanto para grandes amostras, nªo dependendo de propriedades
assintóticas das vÆrias distribuiçıes amostrais.
Assim,  em inferŒncia Bayesiana, certos mØtodos que assumem
distribuiçıes a priori nªo informativas, sªo essencialmente de inferŒncia
verossimilhança, tais como o mØtodo VEIL (ou da verossimilhança integrada de
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Gianola & Foulley, 1990) de estimaçªo de componentes de variância, os quais
mantŒm a propriedade de conduzir a anÆlise exata de amostra de tamanho
finito.
4. Fundamentos Bayesianos da prediçªo de valores genØticos
Os fundamentos bÆsicos da prediçªo de valores genØticos sªo
essencialmente de natureza Bayesiana, conforme verificado inicialmente por
Robertson (1955) e Dempfle (1977) e mostrado a seguir, considerando a
distribuiçªo a priori, normal, conjugada à posteriori normal.
Os efeitos genØticos aditivos sªo definidos como desvios e uma populaçªo
de efeitos genØticos apresenta zero como mØdia e 2
aσ  como variância.  A
melhor prediçªo do efeito genØtico de um indivíduo sem nenhuma informaçªo,
tomado aleatoriamente da populaçªo Ø a mØdia populacional m, a qual pode ser
tomada como o estimador a priori, cuja variância Ø 2
aσ . Tomando uma informaçªo
y do indivíduo, um segundo (dado observado) estimador do efeito genØtico Ø o
desvio (y-u) fenotípico em relaçªo à mØdia populacional, o qual possui variância
222
aye σσσ −= . Estes dois estimadores independentes podem ser combinados
linearmente da melhor maneira possível, tomando as recíprocas das respectivas
variâncias como pesos.  Sob o enfoque Bayesiano, a esperança da distribuiçªo
a posteriori corresponde à mØdia ponderada pela precisªo, das mØdias da priori
e da verossimilhança (tópico 3.1.).  Assim, tem-se:
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como no enfoque freqüentista, onde h2 Ø a herdabilidade. Este Ø tambØm
(considerando y como a mØdia dos indivíduos selecionados) o estimador para o
ganho genØtico para a seleçªo massal, conforme apresentado e derivado da
mesma forma por Lerner (1958).
No melhoramento, duas fontes independentes de informaçªo tŒm
importante aplicaçªo prÆtica, mesmo quando se tem apenas o estimador a
priori.  Por exemplo, quando se deseja selecionar 30 indivíduos para reproduçªo,
mas a partir de um teste de apenas 40 indivíduos tomados aleatoriamente da
populaçªo.  Neste caso, o procedimento mais eficiente Ø selecionar os 20
melhores (que provavelmente estarªo acima da mØdia populacional) identificados
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com base no teste e tomar os outros 10 (nªo testados) aleatoriamente da
populaçªo.  Espera-se que, dentre os 10, em torno de 5 estejam acima da
mØdia populacional.  Robertson (1955) demonstrou claramente a utilidade de
duas fontes de informaçªo independentes para derivar vÆrias fórmulas de
prediçªo.
5. Estimaçªo Bayesiana de índices de seleçªo unicaracterísticos
A prediçªo de valores genØticos de genitores com base em testes de
progŒnies Ø derivada a seguir, com base em Gianola & Fernando (1986), visando
elucidar a relaçªo entre índice de seleçªo e estimadores Bayesianos.
Considere uma amostra de 5 genitores nªo aparentados, tomados
aleatoriamente de uma populaçªo de genitores e suas capacidades de
transmissªo  (metade  de seus valores genØticos) representados pelo vetor
q= [S1, ..., S5], distribuídos a priori como ),(~ 2SgN σ . Logicamente, neste
caso, o interesse reside nas inferŒncias sobre q, dados os resultados do teste
de progŒnies.  O modelo para a mØdia da progŒnie do genitor i Ø:
,,...,1;
.
SieSy iii =++= µ  onde m Ø uma constante conhecida e
)/,0(~ 2
. iei nNe σ  Ø a mØdia dos resíduos associados com as observaçıes
da progŒnie ni  do genitor i.  Uma vez que m Ø assumido como conhecido, pode-
se escrever: .
.iiii eSyw +=−= µ
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Uma vez que os genitores nªo sªo aparentados, a densidade a priori Ø
dada por:
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Com a suposiçªo de independŒncia
SiwSfwwSf iiSi ,...,1);(),...,( 1 ==
A densidade a posteriori da capacidade de transmissªo do i-Øsimo genitor
Ø entªo:
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Este resultado eqüivale a uma densidade normal com mØdia:
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Observa-se que a mØdia a posteriori corresponde à mØdia ponderada da
mØdia a priori (g) e da mØdia da amostra (wi), com os pesos sendo as recíprocas
de suas variâncias.
Denominando ])/()/[()( 121212 −−− += ieSS na σσσ , tem-se:
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que Ø a mØdia condicional de uma distribuiçªo normal bivariada.
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que eqüivale ao clÆssico índice de seleçªo para avaliaçªo da capacidade de
transmissªo de um touro via teste de progŒnies (Vleck et al., 1987; Vleck,
1993).
6. Relaçªo entre BLUP e estimadores Bayesianos
Duas derivaçıes da metodologia BLUP sob o enfoque Bayesiano sªo
apresentadas a seguir, uma delas com base em Ronningen (1971) e Dempfle
(1977, 1989) e outra com base em Robertson (1955).
,
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Para ambas as derivaçıes tem-se o seguinte modelo e suposiçıes,
assumindo G e R conhecidos:
y = Xb + Za + e = Wt + e;       W = [X Z];       t’= [b’ a’];
E(a) = 0;       E(e) = 0;       E(y) = Xb;
Var(a) = G;       var(e) = R;      cov (a, e) = 0;      var(y) = ZGZ’+ R.
A primeira derivaçªo (Dempfle, 1977) usa o teorema de Bayes e assume-
se que adicionalmente t ~ N (r, M);  e ~ N (0, R);  y ~ N(Xb, WMW+ R),
onde:
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Dado t, y ~ N(Wt, R), e dado r, t ~ N(r, M).  A verossimilhança de y
dado t Ø
L (t; y) = k1 exp[-(y Wt)R
-1 (y  Wt)/2] = f (y|t), e a densidade da
distribuiçªo a priori de t Ø
f(t) = k2 exp [-(t - r) M
-1 (t  r)/2].
Assim, a distribuiçªo a posteriori de t Ø proporcional a
f(t|y) a L(t; y) f(t) a k3 exp{-[(y  Wt)R
-1 (y  Wt) + (t  r)M-1 (t-r)]/2}.
Esta equaçªo pode ser expressa tambØm em termos da densidade
conjunta a posteriori dada por:
f(a, b) a exp { - ½ (y – Xb - Za)’ R-1 (y – Xb - Za)}
      x exp { - ½ (b – r1)’ S-1 (b – r1)}
      x exp { - ½ (a – E(a))’ G-1 (a – E(a))}.
Uma vez que esta distribuiçªo Ø simØtrica e unimodal (normal), a moda,
a mediana e a mØdia sªo idŒnticas e uma grande classe de funçıes de perda
comum (funçªo de perda quadrÆtica, funçªo de perda absoluta ou funçªo de
perda uniforme) conduz ao mesmo estimador.  Determinando a moda, obtØm-
se o vetor mØdio da distribuiçªo conjunta a posteriori, por maximizaçªo e nªo
integraçªo. Diferenciando a expressªo com respeito a t (b e a) e igualando a
zero, obtØm-se:
[ ] rMyRWtMWRW 1111 'ˆ' −−−− +=+ , onde ][ˆ ytEt = .
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Este sistema Ø equivalente a:
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onde r1 = E(b)  e 0 = E (a).
Tomando a distribuiçªo a priori sobre os efeitos fixos como nªo
informativa (expressa como ∞→S  e entªo 01 →−S ), tem-se  que esta equação
resultante eqüivale às equações do modelo misto (EMM):



=




+ −
−
−−−
−−
yRZ
yRX
aGZRZXRZ
ZRXXRX
1
1
111
11
'
'
ˆ
ˆ
''
'' β
A equaçªo para tˆ , pode ser derivada também pela maximização de f (y,
t) para variações em t, sendo o estimador, neste caso, denominado máximo a
posteriori (MAP) (Henderson, 1982a, 1984).
A segunda derivaçªo baseia-se em Robertson (1955) e fundamenta-se
na combinaçªo de dois estimadores (fontes de informaçªo) independentes:
(i) o estimador BLUE ou de mínimos quadrados generalizados de t
yRWWRWt 1111 ')'(ˆ −−−=   e
(ii) o estimador a priori de t
.)(ˆ2 rtEt ==
Estes estimadores apresentam as matrizes de variância-covariância
MWRWt 111 )'()ˆvar( −−=  e ,0)ˆvar( 2 =t
com variâncias do erro de estimaçªo
11
1 )'()ˆvar( −−=− WRWtt  e .)ˆvar( 2 Mtt =−
Combinando-se os dois estimadores obtØm-se:
}ˆ)ˆvar(ˆ)ˆ{var(])ˆvar()ˆ[var(ˆ 21211111211 tttttttttttc −−−−− −+−−+−= , que eqüivale a
.'ˆ]'[ 1111 rMyRWtMWRW c −−−− +=+
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Fazendo as mesmas suposiçıes sobre os efeitos fixos, esta expressªo
eqüivale às equaçıes de modelo misto. As equaçıes de modelo misto
apresentadas em (5) sªo denominadas equaçıes de modelo misto de Robertson.
7. Relaçªo entre estimadores de mÆxima verossimilhança e
estimadores Bayesianos
Assumindo como uniforme a distribuiçªo a priori dos parâmetros a serem
estimados e maximizando (obtendo a moda) a distribuiçªo a posteriori, o
estimador resultante Ø eqüivalente ao de mÆxima verossimilhança  ML
(Henderson, 1984; Gianola & Fernando, 1986).  De fato maximizando f (a, b)
(tópico anterior) (mas considerando uma priori nªo informativa para b) com
respeito a a e b obtØm-se um estimador denominado de mÆxima verossimilhança,
por Henderson et al. (1959), embora f(a, b) (tópico anterior) nªo seja uma
funçªo de verossimilhança e sim uma densidade a posteriori.  Mesmo assim,
pode ser obtido a partir das EMM que
ββ ˆ')'()( 111 ==| −−− yVXXVXyE   e
aXyVGZyaE ˆ][')( 1 =−= − β
βˆ  Ø um estimador GLS e tambØm ML de b e aˆ  Ø um estimador ML de
E(a½b, y), eqüivalendo à mØdia da distribuiçªo condicional na qual b Ø fixado.
8. Estimaçªo Bayesiana de índices de seleçªo multicaracterísticos
Com a tØcnica dos índices de seleçªo multicaracterísticos deseja-se
predizer um vetor nªo observÆvel T = Aq1  (denominado agregado genotípico)
em que A e q1 referem-se a uma matriz conhecida, contendo os pesos
econômicos relativos dos diferentes caracteres e um vetor de valores genØticos,
respectivamente.
O vetor de dados Ø dado por:
y = q2 + Z q1 + e,  onde:
q2 - vetor de constantes especificando a locaçªo da distribuiçªo marginal
de y
Z  matriz de incidŒncia para q1
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Para este modelo tem-se:
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, onde V = ZGZ+R e G e R sªo conhecidas.
A densidade a posteriori de q1 Ø f(q1|y) a f(y|q1) . f(q1), a qual tem
distribuiçªo normal pois f(y|q1) e f(q1) tambØm tem distribuiçªo normal.  Esta
posteriori eqüivale a:
f(q1½y) a exp { - ‰ (y q2 - Zq1) R-1 (y q2 - Zq1)} x
      x exp { - ‰ (q1 - 0) G
-1 (q1 - 0)}, pois E (q1) = 0
Uma vez que esta distribuiçªo Ø simØtrica e unimodal, a mØdia e a moda
sªo a mesma, de forma que a distribuiçªo pode ser diferenciada com respeito
a q1 e igualada a zero para se obter a mØdia a posteriori.  Fazendo-se isto
obtØm-se
ZR-1 Z + G-1 E (q1|y) = [ZR
-1 (y - q2) +G
-1 0]
Resolvendo-se esta equaçªo para E (q1|y) obtØm-se
E (q1|y) =(ZR
-1 Z + G-1)-1 [ZR-1 (y - q2) +G
-1 0]
que eqüivale à equaçªo para o BLP ou índice de seleçªo associado a q1.  Dessa
forma, necessita-se ainda incluir as informaçıes econômicas para se obter T.
Uma vez que T Ø linear em q1, a posteriori T Ø tambØm normal com vetor
mØdio  E(T|y) = A E (q1|y).
ObtØm-se, assim, o estimador Bayesiano de T, bastando para isto,
encontrar a mØdia da distribuiçªo a posteriori de q1|y  e posteriormente
incorporar as informaçıes econômicas (A).
9. Estimaçªo Bayesiana de componentes de variância e relaçªo
com ML e REML
No contexto dos modelos lineares mistos, os valores genØticos (q1) sªo
preditos simultaneamente à estimaçªo dos efeitos fixos (q2) e dos componentes
de variância (q3).  Na abordagem Bayesiana,  a  avaliaçªo genØtica  pode  ser
obtida,   de  maneira   geral,   pela  construçªo  da  densidade  a  posteriori  f
(q1, q2, q3|y) e, se necessÆrio, pela integraçªo de f (q1, q2, q3|y) em relaçªo a q2
e q3. Estes (q2 e q3) sªo denominados parâmetros de nuissance e por isso
devem ser integrados fora, exceto q2 em alguns casos, onde o mesmo constitui-
se em uma parte integrante da funçªo de mØrito total (neste caso, a funçªo de
mØrito depende da combinaçªo linear de q1 e q2).
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A obtençªo de q1 requer a integraçªo ou o conhecimento de q2 e q3.
Henderson (1973) propôs o mØtodo BLUP para situaçıes em que q3   Ø conhecido
e q2 nªo o Ø.  Para situaçıes em que q3 nªo Ø conhecido, este autor sugeriu que
o procedimento de mÆxima verossimilhança (ML) propiciaria estimativas
razoÆveis.  Conforme Gianola & Fernando (1986), argumentos Bayesianos,
que nªo requerem normalidade e linearidade permitem validar a intuiçªo de
Henderson.
A distribuiçªo de q1, q2, e q3, dado y Ø proporcional a
f (q1, q2, q3|y) a  f (y|q1, q2, q3) . f (q1, q2, q3)
Concentrando o interesse em q1 (o vetor de valores genØticos), deve-se
integrar  q2 e q3 atravØs de
32323211 ),(),,()( 32 θθθθθθθθ θθ ddyfyfyf RR ⋅⋅=| ∫∫
Tomando a distribuiçªo conjunta a posteriori de forma que a maioria da
densidade esteja na moda )ˆ,ˆ( 32 θθ , tem-se:
),ˆ,ˆ()( 332211 yfyf θθθθθθ ===| & .
Usando prioris nªo informativas para q2 e q3, tem-se que 32 ˆˆ θθ e  sªo
precisamente  estimadores  ML  de  q2  e  q3,  pois  neste caso f(q2, q3|y) a
f(y|q2, q3), ou seja a densidade de q2 e q3 dado y Ø proporcional à funçªo de
verossimilhança, de forma que a moda da posteriori conjunta corresponde ao
mÆximo da funçªo de verossimilhança, produzindo estimadores ML.
Uma abordagem alternativa para inferŒncia sobre q1  consiste em obter
3332121
ˆ
ˆ),,ˆˆ,(),( θθθθθθθ ondeyfyf =|=| &  refere-se à moda da
densidade marginal de q3, dado y. Para obtençªo de 3
ˆ
ˆθ  deve-se integrar q2
em ),(),( 3232 θθαθθ || yfyf  e entªo maximizar f(q3|y).  Usando-se uma
priori nªo informativa para q3, sob normalidade 3
ˆ
ˆθ  Ø um estimador de mÆxima
verossimilhança restrita (REML) para q3 (Harville, 1977).  Assim, se o interesse
reside na inferŒncia conjunta para q1 e q2 basta usar
),ˆˆ,(),( 332121 yfyf θθθθθθ =|=| & , que sob normalidade Ø equivalente a
soluçªo das equaçıes de modelo misto com q3 substituído pelas estimativas
REML de q3 (desde que se tenha usado prioris nªo informativas para q2 e q3).
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InferŒncias sobre componentes de variância devem ser baseadas em
f(q3|y) a f(y|q3) . f(q3), onde q3 contØm variâncias e, portanto, f(q3|y) Ø definida
na amplitude (0, ¥ ) para cada um dos elementos de q3, de forma que nunca
surgem problemas de estimativas negativas de componentes de variância (Box
& Tiao, 1973).  f(q3|y) Ø obtida integrando-se q1 em f(q1, q2, q3|y)  produzindo
f(q2, q3|y) e integrando-se q2 nesta œltima.  Neste caso, f(q2, q3|y) conduz aos
estimadores ML de q2  e q3  e f(q3|y)  conduz a um estimador REML de q3.
Segundo Gianola & Fernando (1986), isto (eliminaçªo das influŒncias de q2 ou
dos efeitos fixos) mostra precisamente porque REML deve ser preferido em
relaçªo a ML, ou seja, estes argumentos sªo mais fortes do que os apresentados
por Patterson & Thompson (1971), que enfatizaram a propriedade de vício do
ML.
10. Estimadores melhorados para a mØdia de tratamentos
A anÆlise Bayesiana pode ser œtil tambØm no contexto da anÆlise de
experimentos de variados tipos e objetivos na pesquisa agropecuÆria.
Considerando o delineamento experimental de blocos ao acaso com t
tratamentos, b blocos e n plantas por parcela (plantas obtidas aleatoriamente
de uma populaçªo), tem-se o modelo matemÆtico:
ijjiij ebtY +++= µ , onde onde m, ti, bj e eij referem-se aos efeitos da
mØdia geral, de tratamentos, de blocos e do resíduo, respectivamente.  Nas
anÆlises clÆssicas, os efeitos ti  e eij podem ser assumidos como aleatórios e bj
como fixo, visto que estas suposiçıes nªo alteram os resultados da anÆlise de
variância e das comparaçıes de mØdias, conforme Steel & Torrie (1980).
Aplicando o mesmo princípio (regressªo) da prediçªo de valores genØticos
para a prediçªo da mØdia de tratamentos, tem-se que a fraçªo de )(
...
YYi −
(efeito de tratamento) que realmente determina a mØdia do tratamento Ø
)(
...
2 YYR i − , em que:
FbR tet /11)//( 2222 −=+= σσσ , onde F Ø o valor do teste F de Snedecor
da anÆlise de variância.
Assim,   a  determinaçªo   (R2)  associada   ao  efeito    de  tratamento
pode  ser  generalizada   para  efeitos  fixos  ou  aleatórios  de  tratamentos,
pois  depende  apenas  de  F  que  Ø  idŒntico  para  ambos  os  modelos.   A
mØdia  (valor  esperado  em uma  nova  repetiçªo  do  ensaio  ou  em  uma
aplicaçªo  do  tratamento  ao  nível  operacional)  verdadeira  do  tratamento
(M) Ø, entªo, melhor predita, fazendo-se
.............
)/1()/11())(/11( YFYFYYYFM ii +−=+−−= . Em outras palavras, a
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melhor prediçªo da mØdia Ø dada pela fraçªo (1-1/F) da mØdia aritmØtica do
tratamento mais a fraçªo (1/F) da mØdia geral.  Esta expressªo para a mØdia,
alØm de ser mais coerente com a prÆtica, considera adequadamente a precisªo
experimental na estimaçªo da mØdia de tratamento, pois quanto mais preciso
(> F) o experimento, menor Ø a correçªo (-1/F) aplicada sobre as mØdias de
tratamento.  Neste caso (agora supondo fixos os efeitos de tratamentos), níveis
de significância diferentes (por exemplo 5% e 1%) conduzirªo a mØdias
ajustadas diferentes, embora na metodologia convencional conduzissem a
inferŒncia e mØdias idŒnticas.
Do ponto de vista da estatística freqüentista, a mØdia amostral Ø o melhor
estimador nªo viciado (BLUE) da mØdia populacional.  O estimador apresentado,
que apresenta um regressor (no caso 1-1/F) da mØdia amostral do tratamento
em relaçªo à mØdia geral Ø viciado (Gianola & Fernando, 1986).  Entretanto,
existem estimadores e preditores viciados que propiciam menor erro quadrÆtico
mØdio do que os estimadores BLUE (Henderson, 1984), sendo assim vantajosos
em relaçªo aos estimadores nªo viciados (Efron, 1975).
Os trŒs principais procedimentos de estimaçªo caracterizam os
estimadores: melhor estimador linear nªo viciado (BLUE); estimador de mínimo
erro quadrÆtico mØdio e estimador Bayesiano. Esses trŒs estimadores sªo
similares e idŒnticos sob certas circunstâncias (Henderson, 1984).
A utilizaçªo e reconhecimento das vantagens dos estimadores viciados
iniciou-se com o trabalho de Stein (1955) que constituiu um verdadeiro paradoxo
na Estatística.  Stein demonstrou que a mØdia aritmØtica Ø estimador nªo
admissível, isto Ø, que existem estimadores que propiciam menor erro quadrÆtico
mØdio ou menor risco que a mØdia aritmØtica.  Neste contexto, James & Stein
(1961), apresentaram um estimador melhorado para a mØdia populacional, o
qual Ø dado por 
........
* )( YYYkM i +−= , onde k Ø um fator regressor da mØdia
amostral de determinado tratamento sobre a mØdia geral.  Constata-se assim,
a similaridade entre M e M*.
O fator k apresentado por James & Stein Ø dado por
2
.....
2
)(
)3(
1
YY
t
K
i −∑
−
−=
σ
, onde  t  refere-se  ao nœmero  de tratamentos e 2σ
refere-se à variância  residual.   Notando a similaridade entre (t - 3) e o nœmero
de graus de liberdade (t - 1) para tratamentos, verifica-se tambØm a grande
similaridade entre k e (1  1/F).  Stein (1955) demonstrou que a mØdia aritmØtica
Ø um estimador admissível apenas quando existem apenas uma ou duas mØdias
a serem estimadas, de forma que a correçªo somente torna-se necessÆria
quando trŒs ou mais tratamentos forem considerados, conforme intuitivamente
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esperado.  O estimador melhorado apresentado por James & Stein (1961), nªo
necessita de qualquer suposiçªo referente aos efeitos fixos ou aleatórios ou
distribuiçıes das mØdias a serem estimadas (Efron & Morris, 1977).  Os
estimadores de mínimo erro quadrÆtico mØdio tŒm recebido mais atençªo
recentemente (Bibby & Toutenburg, 1977).
 O procedimento de estimaçªo Bayesiana Ø mais antigo (1763) do que o
mØtodo de Stein e tambØm minimiza o erro quadrÆtico esperado, de forma que
o estimador de James-Stein Ø muito similar ao estimador de Bayes, tornando-
se idŒnticos para grande nœmero de tratamentos (Efron & Morris, 1977).  Em
inferŒncia Bayesiana nªo existe qualquer distinçªo entre efeitos fixos ou
aleatórios, sendo que os parâmetros a serem estimados sªo considerados
variÆveis aleatórias (Gianola & Fernando, 1986) que devem ser estimadas
considerando as incertezas associadas a elas.  No caso de inferŒncias sobre
mØdias populacionais de tratamentos, sob o enfoque Bayesiano, Box & Tiao
(1973) apresentam como regressor exatamente a quantidade (1  1/F).
Com base no exposto, recomenda-se, para inferŒncias (com menor risco)
prÆticas na Ærea de pesquisa agropecuÆria, a apresentaçªo das mØdias de
tratamento como 
.....
)/1()/11( YFYFM i +−= , onde ....., YeYF i  referem-se ao
valor de F para  tratamentos na anÆlise de variância, mØdia de tratamentos e
mØdia geral, respectivamente.
11. Problemas da abordagem clÆssica de prediçªo de valores
genØticos e vantagens da abordagem Bayesiana
No procedimento de modelos mistos para avaliaçªo genØtica, torna-se
necessÆria a especificaçªo de propriedades das distribuiçıes dos vetores a e e,
principalmente em  termos de seus primeiro e segundo momentos.  Para
derivaçªo do BLUP nªo Ø necessÆrio assumir uma forma de distribuiçªo,
devendo-se assumir apenas que:
E(a) = 0;      E(e) = 0;     Var(a) = G;     Var(e) = R;     COV(a, e)=0
Devido a isto tem-se:
E(y) = Xb      Var(y) = ZGZ+ R = V
Estas pressuposiçıes sªo vÆlidas em ausŒncia de seleçªo.  Em presença
de seleçªo, E(a) e COV(a, e)  podem ser diferentes de zero bem como G e R
podem ser alteradas em relaçªo a seus valores originais para uma populaçªo
nªo selecionada e nªo endógama.
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Como propriedades desejÆveis do BLUP, podem ser ressaltadas
(Henderson, 1982a; Ronningen & Vleck, 1985):
(i) Ø um preditor nªo viciado
(ii) minimiza a variância do erro de prediçªo dentro da classe das prediçıes
lineares nªo viciadas
(iii) minimiza o quadrado mØdio dos erros de prediçªo dentro da classe das
prediçıes lineares invariantes a translaçªo (nªo afetadas por mudanças
nos efeitos fixos)
(iv) maximiza a correlaçªo entre ii aeaˆ  dentro da classe das prediçıes
lineares nªo viciadas.
Assumindo distribuiçªo normal multivariada para a e e, propriedades
adicionais interessantes sªo asseguradas (Henderson, 1982a).
(i) se os indivíduos candidatos à seleçªo apresentam a mesma quantidade
de informaçªo, a seleçªo maximiza a mØdia esperada dos valores
genØticos dos indivíduos selecionados [E(a|y)].  (E(a|y) foi denominado
Best Predictor por Henderson, 1973).
(ii) aˆ  Ø estimador ML de E(a|y)
(iii) aˆ  Ø estimador MAP (mÆximo a posteriori) de a
(iv) ae ˆˆβ  sªo estimativas Bayesianas, tomando-se como funçªo de perda
os desvios absolutos ou quadrÆticos e como estimativas a priori E(a) =
0   e Var (b) = S, com S-1 ®  0.
(v) As soluçıes BLUP eea ˆˆ , podem ser usadas em algorítmos eficientes
para estimaçªo de componentes de variância por ML e REML, os quais
permitem ao BLUP, controlar vícios devidos a certos tipos de seleçªo.
Com relaçªo aos efeitos da seleçªo na prediçªo de valores genØticos,
Henderson (1975, 1982b) mostrou (assumindo normalidade) que se os
componentes de variância da populaçªo nªo selecionada sªo conhecidos, as
equaçıes de modelo misto ignorando a seleçªo ainda conduzem a prediçªo
BLUP sob seleçªo, desde que o critØrio de seleçªo seja funçªo linear das
observaçıes e de translaçªo invariante (ou seja, que o critØrio de seleçªo nªo
envolva os efeitos fixos).  Entretanto, prediçıes envolvendo efeitos fixos
baseadas em um modelo que ignora a seleçªo, nªo sªo BLUP sob seleçªo. Fries
& Schenckel (1993) abordam com detalhes esta questªo.
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Torna-se  claro entªo, que BLUP sob um modelo de seleçªo requer, pelo
menos, o conhecimento das variâncias antes da seleçªo.  Estimativas de
componentes de variância pelos mØtodos ML e REML sªo livres de algumas
formas de vício devidos à seleçªo (Thompson, 1979; 1982; Gianola et al.,
1989).
Assumir distribuiçªo normal multivariada de y, a e e, implica assumir
que os caracteres sejam determinados por um infinito nœmero de locos nªo
ligados de pequenos efeitos aditivos (modelo infinitesimal) (Mrode, 1996).  Com
o modelo infinitesimal, alteraçıes na variância genØtica devidas à seleçªo, tais
como desequilíbrio gamØtico (covariância negativa entre freqüŒncias alØlicas
em diferentes locos) ou mudanças devidas a endogamia e deriva genØtica sªo
consideradas nas equaçıes de modelo misto atravØs da inclusªo da matriz de
parentesco completa (Sorensen & Kennedy, 1983).  Alteraçıes na variância
devidas a cruzamentos preferenciais, tambØm sªo consideradas da mesma
forma.  Considerando o modelo infinitesimal, os componentes de variância
podem ser estimados de forma nªo viciada por REML, desde que os dados
utilizados incluam informaçıes sobre as quais a seleçªo foi baseada.
Dentre as propriedades desejÆveis do BLUP, duas estªo associadas à
propriedade Best:  minimizaçªo do quadrado mØdio do erro de prediçªo e
maximizaçªo da correlaçªo entre os valores genØticos verdadeiros e os preditos.
A terceira refere-se à propriedade de nªo vício ]ˆ)ˆ([ aaaE =| . Estas trŒs
propriedades sªo interessantes do ponto de vista estatístico, entretanto, somente
a propriedade de maximizaçªo da correlaçªo entre aea ˆ  apresenta uma conexªo
direta com o problema do melhoramento por seleçªo.  Uma vez que o objetivo
das funçıes dos dados Ø ordenar os candidatos à seleçªo e praticar a seleçªo
de forma a se maximizar o ganho genØtico com seleçªo, as propriedades de
mínima variância e normalidade assintótica talvez sejam irrelevantes (Gianola
& Fernando, 1986; Gianola, 1995).  Esta assertiva pode ser confirmada
considerando que com dados desbalanceados, independentemente da
distribuiçªo, o ordenamento dos candidatos com base em E(a|y)  e a seleçªo
daqueles com os maiores valores, maximiza a mØdia dos indivíduos selecionados,
conforme demonstrado por Bulmer (1980); Goffinet (1983) e Fernando & Gianola
(1986).
A seguir serªo relatados alguns pontos desfavorÆveis da abordagem
clÆssica e vantagens da inferŒncia Bayesiana para estimaçªo.  As propriedades
desejÆveis dos estimadores pontuais e intervalares na estatística clÆssica sªo
baseadas em hipotØticas repetiçıes do experimento em um nœmero infinito de
vezes e nªo considera apenas os dados disponíveis.  Isto significa que, na teoria
de amostragem, q Ø uma quantidade conhecida fixa e o intervalo de confiança
Ø aleatório.  Assim, sob hipotØtica repetiçªo de y, espera-se que o intervalo
contenha q  em uma certa proporçªo das amostras (repetiçıes).  Entretanto,
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tendo-se os dados observados (uma repetiçªo do vetor y), q estarÆ dentro ou
fora do intervalo.  Em anÆlise Bayesiana, inferŒncias sªo realizadas diretamente
da distribuiçªo a posteriori, baseando-se apenas nos dados disponíveis e na
distribuiçªo a priori.  A partir da posteriori, estimativas pontuais podem ser
obtidas para resumir as características de tal distribuiçªo e tambØm estimativas
intervalares e inferŒncias probabilísticas podem ser realizadas.  Por exemplo,
no caso da seleçªo de genitores com base em testes de progŒnies, pode-se
fazer inferŒncias probabilísticas sobre a capacidade de transmissªo do genitor
i dado wi, fazendo-se 
)1,0(~)(
)( N
wSVar
wSESZ
ii
iii
|
|−
=  e computar para quaisquer
valores fixados q1 e q2, a probabilidade ),()(}{ 1221 zFzFwqSqP ii −=|<<   onde
F Ø a funçªo distribuiçªo acumulada da normal padrªo.
Os procedimentos freqüentistas de estimaçªo, ML e REML, apresentam
propriedades desejÆveis que sªo bem definidas somente para amostras muito
grandes, ou seja, somente apresentam justificativas assintóticas.  Entretanto,
a maioria dos programas de melhoramento de espØcies perenes baseia-se em
amostras de tamanho finito (pequeno).  O teorema de Bayes propicia soluçıes
precisas para o problema de amostras de tamanho finito, pois para cada conjunto
de dados, pequeno ou grande, existe uma distribuiçªo a posteriori exata para
realizaçªo de inferŒncias.  Existe tambØm uma teoria assintótica Bayesiana,
de forma que com grandes amostras obtØm-se resultados similares aos obtidos
com o mØtodo ML ou REML.
Em muitos casos, a distribuiçªo dos dados (y) nªo depende exclusivamente
do grupo de parâmetros de interesse (q1, por exemplo), mas depende tambØm
de outros parâmetros incidentais  denominados  parâmetros  de nuisance
(q2, por exemplo).  Neste  caso,  a  densidade  conjunta  a  posteriori possui a
forma f(q1, q2|y) a f(y|q1, q2)   f(q1, q2),  onde f(q1, q2)  Ø a densidade conjunta
a priori de q1 e q2.  Uma vez que o interesse concentra-se em inferŒncias sobre
q1 na ausŒncia de  q2, os parâmetros nuisance podem ser eliminados
integrando-se a densidade conjunta a posteriori com respeito a q2.  Assim,
tem-se:
2221
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onde 
2θ
R indica o espaço de q2  (Zellner, 1971).
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Como exemplo considere a questªo da prediçªo do valor genØtico de um
indivíduo (qi) a partir de uma mØdia fenotípica (yi).  A priori, qi  ~N.I.I.D. (0, h
2),
E(yi|qi) = qi  e Var(yi|qi)=1-h2, onde h2 Ø a herdabilidade.  Neste caso, a densidade
condicional f(qi|h2 = K, yi) Ø normal com mØdia E(qi|h2 = K, yi) = K yi.
Uma  vez  que  existe  apenas  um dado (ponto), pode-se expressar
f(h2|yi) a f(h2), onde f(h2) e f(h2|yi)  sªo as densidades a priori e marginal a
posteriori da herdabilidade, respectivamente.  Suponha que a priori h2 pode
assumir trŒs valores (0; 0,10 e 0,20) com probabilidades P[h2 = 0] = 0,10;
P[h2 = 0,10] = 0,40; P[h2 = 0,20] = 0,50.  A herdabilidade neste exemplo Ø
um parâmetro de nuisance uma vez que o interesse reside na inferŒncia
marginal sobre o valor genØtico.  Assim, h2 deve ser eliminado usando
22211 )(),()(
2
θθθθθ
θ
dyfyfyf R∫=|  da seguinte forma:
f(qi|yi) = f(qii|h
2 = 0, yi) x 0,10
          + f(qii|h
2 = 0,10, yi) x 0,40
          + f(qii|h
2 = 0,20, yi) x 0,50
          = 0,10 E(qii|h
2 = 0, yi)
          + 0,40 E(qii|h
2 = 0,10, yi)
          + 0,50 E(qii|h
2 = 0,20, yi)
          = 0,14 yi
O valor 0,14 corresponde à mØdia a priori da distribuiçªo dos possíveis
valores de herdabilidade.  A expressªo ii yyf 14,0)( =|θ  ilustra que a
herdabilidade foi efetivamente integrada (eliminada), pois esta expressªo nªo
depende mais de h2 (Gianola & Fernando, 1986).
Segundo Box & Tiao (1973) Ø muito importante examinar cuidadosamente
f(q2|y).  Se f(q2|y) Ø aguda, isto Ø, quando a maioria da densidade estÆ próxima
de sua moda 2ˆ(θ , diga-se), entªo ),ˆ)()( 2211 yfyf θθθθ ==| &  e a moda ou
estimativas do tipo mÆxima verossimilhança (ML Ø modal pois refere-se a um
ponto de mÆximo) podem ser usados como verdadeiros valores de f(q1|q2, y).
Como mostrado, isto Ø eqüivalente a realizar inferŒncias com base na distribuiçªo
marginal de q1 (valores genØticos) dado y (dados).  Quanto às estimativas de
componentes de variância, Gianola & Foulley (1990) mostraram que estimativas
obtidas por REML sªo marginais apenas com respeito aos efeitos fixos mas sªo
condicionais a outros parâmetros nuisance do modelo.  A anÆlise Bayesiana
propicia uma marginalizaçªo adicional que Ø particularmente interessante para
modelos com grande nœmero de componentes de variância.
(usando o fato de que a
densidade condicional
),( 21 iyKhf =|θ é normal
com média
ii KyyKhE ==| ),( 21θ ).
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Quanto à questªo da prediçªo de valores genØticos sob modelo de seleçªo,
em anÆlise Bayesiana, as inferŒncias sobre valores genØticos e parâmetros
genØticos devem ser realizadas com base na densidade a posteriori construída
como se a seleçªo e cruzamentos preferenciais nªo tivessem ocorrido.  Os
resultados obtidos dessa forma eqüivalem aos obtidos pela abordagem clÆssica,
assumindo normalidade multivariada e sªo vÆlidos para qualquer distribuiçªo.
Estes resultados sªo demonstrados a seguir com base em Gianola & Fernando
(1986).
Considere q1, um  vetor desconhecido de valores genØticos, e q2 (efeitos
fixos)  e  q3  (componentes  de  variância),  vetores  desconhecidos de parâmetros
de nuisance e as decisıes de seleçªo  e cruzamento baseadas em dados
disponíveis   em   y0   (vetor  n0 x 1).  Dependendo  de y0,  dados  adicionais yi
(i = 1, ...,s) sªo obtidos a partir de decisıes de seleçªo e cruzamentos baseadas
em y0.  Em ausŒncia  de seleçªo e cruzamentos preferenciais y0, y1, ..., ys, q1,
q2 e q3  tŒm distribuiçªo conjunta com densidade f(y0, y1, ..., ys, q1, q2, q3).
A densidade marginal de f(y0, yi, q1, q2,q3) Ø obtida após apropriada
integraçªo e as inferŒncias devem ser baseadas em f(q1, q2, q3|y0, yi), com
posterior integraçªo (eliminaçªo) de q2 e q3.
Sendo Ri, a discreta e disjunta partiçªo do espaço no-dimensional, a
densidade conjunta de y0, yi, q1, q2, q3 Ø definida se y0 Î  Ri.  Assim, pode-se
escrever:
f(y0, yi, q1, q2, q3|y0 Î  Ri) = ][
),,,,(
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Usando probabilidade condicional, tem-se que:
f(y0, yi|y0 Î  Ri) = ][
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0
0
i
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yyf
∈
onde f(y0, yi) Ø a densidade conjunta de y0 e yi, considerando que a
seleçªo nªo tenha ocorrido.  Combinando estas duas œltimas expressıes obtØm-
se:
f(q1, q2, q3|y0, yi, y0 Î  Ri) = ][/),(
][/),,,,(
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   = f(q1, q2, q3|y0, yi)
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Este resultado prova que, se as decisıes de seleçªo e cruzamento forem
baseadas em y0 e, se y0 corresponde aos dados disponíveis para anÆlise, as
inferŒncias sobre valores genØticos, efeitos fixos e componentes de variância
devem ser realizados a partir da densidade a posteriori considerando que a
seleçªo nªo tenha ocorrido, concordando com os resultados de Henderson
(1975, 1982b) e Thompson (1982) que sªo dependentes da suposiçªo de
normalidade.  Assim, a distribuiçªo condicional, dado o conjunto completo de
dados, Ø a mesma distribuiçªo em ausŒncia ou presença de seleçªo e
cruzamentos preferenciais e, para obter este resultado, a abordagem Bayesiana
nªo assumiu linearidade, normalidade ou invariância a translaçªo.
Em resumo, podem-se relatar as principais vantagens dos mØtodos
Bayesianos, conforme sumarizaçªo realizada por Resende (1997):
-  rotineiramente  componentes de  variância sªo  estimados pelo mØtodo
REML e utilizados na prediçªo de valores genØticos e cÆlculo do ganho
genØtico.  Entretanto, atravØs deste procedimento, a distribuiçªo e variância
dos estimadores nªo sªo conhecidos e assim questıes referentes à efetividade
da seleçªo nªo podem ser respondidas com rigor.  O mØtodo Bayesiano de
estimaçªo de componentes de variância, implementado via simulaçªo
estocÆstica como por exemplo atravØs do procedimento denominado
amostragem de Gibbs (GS), propicia uma descriçªo mais completa sobre a
confiabilidade dos parâmetros genØticos do que o mØtodo REML.  A
abordagem Bayesiana (conhecimento da distribuiçªo a posteriori dos
parâmetros) possibilita a construçªo de intervalos de confiança (ou de
probabilidade) exatos para as estimativas dos parâmetros genØticos, estando
a confiabilidade (precisªo) dos parâmetros associada à quantidade e precisªo
das informaçıes utilizadas.  Dessa forma, o mØtodo GS propicia estimativas
mais precisas de componentes de variância, parâmetros genØticos, valores
genØticos e ganhos genØticos.  O mØtodo REML propicia apenas intervalos
de confiança aproximados para os parâmetros genØticos, atravØs do uso de
aproximaçıes e suposiçıes de normalidade (argumentos assintóticos).  De
maneira geral, o mØtodo GS apresenta estimativas com menores desvios
padrıes que o mØtodo REML, especialmente para valores baixos de
herdabilidade.  A diferença de precisªo entre os dois mØtodos reduz-se para
conjuntos de dados extremamente grandes e, neste caso, a tendŒncia Ø
obterem-se resultados similares.
-   permite  a  utilizaçªo  de  informaçıes  a  priori,  a eliminaçªo de parâmetros
de  nuisance, a integrada estimaçªo  prediçªo  decisªo e a anÆlise
exata de amostras de tamanho finito (pois os dados sªo fixados na distribuiçªo
a posteriori).  Este œltimo aspecto Ø muito importante, especialmente para
programas de melhoramento baseados em pequenos conjuntos de dados
desbalanceados, onde a anÆlise Bayesiana propicia uma elegante anÆlise de
amostra finita, a qual nªo pode ser obtida pela metodologia padrªo de
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modelos mistos.  O teorema de Bayes propicia soluçıes precisas para o
problema de amostras de tamanho finito, pois para cada conjunto de dados,
pequeno ou grande, existe uma distribuiçªo a posteriori exata para a realizaçªo
de inferŒncias. Existe tambØm, uma teoria assintótica Bayesiana, de forma
que, com grandes amostras obtŒm-se resultados similares aos obtidos com
o mØtodo REML. Quanto aos parâmetros de nuisance,  verifica-se que as
estimativas de componentes de variância obtidas por REML sªo marginais
apenas com respeito aos efeitos fixos mas sªo condicionais a outros
parâmetros nuisance  do modelo.  A anÆlise Bayesiana permite uma
marginalizaçªo adicional particularmente interessante para modelos com
grande nœmero de componentes de variância.
-  a principal  característica  da anÆlise  Bayesiana refere-se à riqueza da
informaçªo propiciada por esta abordagem, possibilitando a obtençªo de
estimativas pontuais e os intervalos de probabilidade para as distribuiçıes a
posteriori dos parâmetros.  Assim, inferŒncias sobre parâmetros genØticos,
valores genØticos e efeito de grupos genØticos podem ser realizados com
segurança.
-   sob modelo  de seleçªo, as  inferŒncias sobre  valores  genØticos e parâmetros
genØticos podem ser realizados com base na densidade a posteriori,
construída como se seleçªo e cruzamentos preferenciais nªo tivessem
ocorrido,  pois a distribuiçªo destes parâmetros Ø a mesma com ou sem
seleçªo e cruzamentos preferenciais (desde que seja usada a matriz de
parentesco completa e tambØm os dados originais que orientaram as decisıes
de seleçªo).
-   a anÆlise  Bayesiana Ø capaz de resolver o problema dos valores genØticos
ordenados, os quais apresentam distribuiçªo desconhecida e cujas
propriedades da distribuiçªo normal nªo se aplicam.
-   a abordagem  Bayesiana  apresenta,  tambØm,  vantagens  computacionais
pois nªo exige soluçªo para as equaçıes de modelo misto e, portanto, pode
ser praticada em microcomputadores exigindo pouca memória (similar aos
requerimentos de processos iterativos), embora o tempo de processamento
seja muito maior.
12. Implementaçªo prÆtica da anÆlise Bayesiana
Os resultados de interesse gerados pela anÆlise Bayesiana sªo, em geral,
as distribuiçıes marginais a posteriori dos parâmetros genØticos, efeito de grupo
genØtico e valores genØticos.  Assim, inferŒncias baseadas na mØdia, mediana,
moda e desvios padrıes destas distribuiçıes sªo realizadas na prÆtica.
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O problema bÆsico da implementaçªo da anÆlise Bayesiana refere-se à
integraçªo numØrica. A integraçªo (no espaço do parâmetro) da funçªo
densidade de probabilidade a posteriori, por exemplo:
θθθθ
θ
dypgygE R )()(])([ ∫= , onde:
θθ =)(g , para obtençªo da mØdia a posteriori e
)(,)()( 2 yEg θµµθθ =−= , para obtençªo da variância a posteriori ou
risco de Bayes, pode ser realizada atravØs dos mØtodos (Gamerman, 1997):  (i)
analítico para aproximaçªo de integral;  (ii) automÆticos ou de quadratura;  (iii)
simulaçªo estocÆstica para obtençªo de distribuiçıes a posteriori.  Os mØtodos
analíticos para aproximaçªo de integrais, tais como a Discrepância de Kulback
Liebler, a Aproximaçªo Assintótica à Normal e o MØtodo de Laplace sªo
funcionais atØ determinada dimensªo do problema e estªo associados a
resultados assintóticos e à normalidade.  O mØtodo de quadratura Ø puramente
matemÆtico e vem sendo substituído vantajosamente por mØtodos
computacionalmente intensivos, os quais sªo essencialmente estatísticos, tais
como os mØtodos de simulaçªo estocÆstica.  Dentre os mØtodos de simulaçªo
estocÆtica destacam-se: (i) Monte Carlo;  (ii) Monte-Carlo com Funçªo de
Importância;  (iii) Reamostragem ou Bootstrap Bayesiano;  (iv) Monte-Carlo 
Cadeias de Markov.
Dentre estas trŒs grandes classes de algorítmos para aproximar as
integrais, os mØtodos de Monte-Carlo  sªo largamente indicados e utilizados
para integraçªo multivariada.  Os mØtodos de Monte-Carlo referem-se a
processos de aproximaçªo de valores esperados (integrais com respeito a uma
distribuiçªo de probabilidade) por meio de amostras, podendo ser referidos
tambØm como um caso especial de simulaçªo de um processo estocÆstico.
Em genØtica quantitativa, para implementaçªo prÆtica da anÆlise
Bayesiana, uma das maiores dificuldades tØcnicas Ø a marginalizaçªo.  A
obtençªo de distribuiçıes marginais por processos analíticos Ø praticamente
impossível (Sorensen, 1996).  Assim, a obtençªo da distribuiçªo marginal a
posteriori (marginalizaçªo da distribuiçªo conjunta a posteriori) tem sido obtida
pelo mØtodo da amostragem de Gibbs (GS) atravØs da amostragem e atualizaçªo
das distribuiçıes condicionais.
O mØtodo da amostragem de Gibbs pertence à classe de mØtodos,
denominada Monte-Carlo  Cadeias de Markov, a qual Ø sustentada em
propriedades das Cadeias de Markov.  O nome Gibbs advØm da distribuiçªo de
Gibbs, que Ø muito utilizada na Ærea de Física Estatística ou Mecânica Estatística.
O amostrador de Gibbs explorando as distribuiçıes condicionais completas
atravØs de algorítmo iterativo foi proposto inicialmente por Geman & Geman
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(1984) para aplicaçıes na Ærea de processamento de imagens. Entretanto,
somente em 1990, este trabalho foi divulgado para toda a comunidade da Ærea
de estatística atravØs de Gelfand & Smith (1990) que publicaram em periódico
da Ærea de estatística, trabalho comparando o amostrador de Gibbs com outros
processos de simulaçªo estocÆstica. A partir de entªo, houve uma revoluçªo
na inferŒncia estatística com uma impressionante realizaçªo de trabalhos
baseados nesta tØcnica (Gamerman, 1996).
Para ilustrar a aplicaçªo da tØcnica da amostragem de Gibbs na avaliaçªo
genØtica de espØcies perenes serÆ considerado o modelo individual univariado,
conforme Sorensen (1996).
Modelo
y = Xb + Za + e, onde:
y  = vetor de dados, de ordem n;
b = vetor de efeitos fixos, de ordem p;
a = vetor de valores genØticos aditivos, de ordem q;
e = vetor de erros, de ordem n;
X, Z = matrizes de incidŒncia que associam b e a aos dados (y).
Assume-se inicialmente que a distribuiçªo condicional dos dados, b, a e
2
eσ  Ø normal multivariada:
),(~,, 22 ee IZaXNay σβσβ + , onde I Ø a matriz identidade e 2eσ  a
variância residual.
Assumindo o modelo quantitativo infinitesimal, tem-se que a distribuiçªo
de a Ø tambØm normal multivariada:
),(~, 22 aa AONAa σσ , onde A Ø a matriz de parentesco genØtico aditivo
e 2
aσ  Ø a variância genØtica aditiva na populaçªo base.
Os parâmetros de interesse para inferŒncias sªo: 22,, ea ea σσβ . Para
conduzir a anÆlise Bayesiana torna-se necessÆrio especificar as distribuiçıes a
priori para 22, ea e σσβ  (a distribuiçªo de a jÆ foi especificada).
Como  priori  para  b pode-se  assumir p(b) a constante,  que  especifica
aproximadamente a noçªo de conhecimento a priori vago para b.  Esta
44 Documentos, 46
distribuiçªo a priori Ø imprópria, mas pode-se tornar própria, desde que se
especifiquem os limites superior e inferior para p(b).
As distribuiçıes a priori dos componentes de variância ( 22
ae e σσ ) poderiam
ser uniforme da forma ασ )( 2ip  contante, ),(0 2 max2 aeiii =<≤ σσ , onde,
de acordo com o conhecimento acumulado sobre o carÆter, 2
maxi
σ seria o valor
mÆximo que 2iσ poderia assumir, a priori.  Alternativamente, poderia ser
especificada uma priori mais informativa para os componentes de variância,
assumindo uma distribuiçªo qui-quadrado escalonada invertida, da forma:
),(
2
exp)(),( 2
2
)1)2/((222 aeiSSp
i
ii
iiii
i
=


−+−
σ
υ
σαυσ υ , onde u sªo os graus
de liberdade da distribuiçªo qui-quadrado e 2iS , o valor inicial da variância.
Esta distribuiçªo reduz-se a uma distribuiçªo uniforme imprópria se
02 2 =−= ii Seυ .
Definidas estas distribuiçıes, pode-se agora escrever a distribuiçªo
conjunta a posteriori dos parâmetros do modelo.
),,,(),,,(),,,( 222222 eaeaea aypapyap σσβσσβασσβ
),,,()()()()( 22222 eaeaa aypppapp σσβσσσβ= , onde
omitiu-se o condicionamento nos hiperparâmetros (parâmetros que auxiliam na
especificaçªo da priori) e na conhecida matriz de parentesco A.
Considerando a distribuiçªo a priori dos componentes de variância como
uma qui-quadrado escalonada invertida, tem-se que a distribuiçªo conjunta a
posteriori pode ser reescrita:


 +
−


 +−−−−
−
−


+
+
−



+
+
−
2
21
1
22
2
2
1
2222
2
'(
exp
2
)()'(
exp),,,(
a
aa
q
a
e
ee
n
eea
SaAa
SZaXyZaXyyap
a
e
σ
υ
σ
σ
υββ
σασσβ
υ
υ
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Desejando assumir distribuiçªo a priori uniforme para ,22 ea e σσ  basta
fazer ),(02 2 eaiSe ii ==−=υ  na expressªo acima.
Para implementaçªo do GS, deve-se derivar todas as distribuiçıes
condicionais a posteriori a partir da distribuiçªo conjunta a posteriori
apresentada acima.
Denominando-se ]''['][, aeZXWondeWZaX βθθβ ===+ , tem-se
que a matriz dos  coeficientes  das  equaçıes  de  modelo  misto  Ø  dada  por
C = W W + S, onde ∑ 


=
− 221 /0
00
aea σσ
. A distribuiçªo condicional a
posteriori de q Ø:
yWCpordadoéqueemCNy eea 'ˆˆ),,ˆ(~,, 2122 =− θθσθσσθ , ou seja, pelas
equaçıes de modelo misto.
Para derivar a distribuiçªo condicional a posteriori para bi (o i-Øsimo
elemento do vetor b) devem-se fazer as partiçıes:








+
=


===
−
−
−−−−
−
−−−
−
−−
α
θθθ
1,,
,,
'''
'''
'''
;)'(');','('
AZZXZXZ
ZXXXXX
ZXXXXX
CC
CC
CWWW
ii
iiiii
iiiii
iiii
iiii
iiii ,
onde: iae −= βσσα ,/ 22  Ø o vetor de efeitos fixos com o i-Øsimo elemento
excluído, de ordem p-1, Xi Ø o i-Øsimo vetor coluna da matriz X e X-i Ø a matriz
X com Xi excluído.
Assim, tem-se: ),,ˆ(~,,, 21
,
22
eiiieaii CNy σθσσθθ −−  em que iθˆ  Ø dado por
).'(ˆ
,, iiiiiii CyWC −−−= θθ
Tem-se tambØm:
ZaXXXyXXXyXyW iiiiíiiiii '''ˆ)'(;'' −−== −− ββ  e finalmente pode-se
escrever a distribuiçªo condicional a posteriori de bi:
)(')'(ˆ:
),)'(,ˆ(~,,,,
1
2122
ZaXyXXXqueem
XXNya
iiiiíi
eiíieaii
−−=
−−
−
−
−
ββ
σβσσββ
(3)
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Para derivar a distribuiçªo condicional a posteriori de ai, deve-se proceder
de maneira similar.  Assim, tem-se:








++
++=


=
−
−−−−
−
−−−
−
−−
−
−
−
−−
−
−
−
−
−
−
αα
αα
1
,
1
,
1
,
1
,1
,
1
,
1
,
1
1
'''
'''
'''
;
iiiiiiiii
iiiiiiiii
ii
iiii
iiii
AZZAzZXZ
AZzAzzXz
ZXzXXX
C
AA
AA
A
0',''
)'(''ˆ)'(;''
1
,
1
,
1
,
=−−=
+−−=+=
−−
−
−
−
−
−−
−
iiiiiii
iiiiiiiiiiiiii
ZzpoisaAXzyz
aAZzXzyzaAzzyzyW
αβ
αβα
Finalmente, a distribuiçªo condicional a posteriori de ai Ø:
))'(,ˆ(~,,,, 211
,
22
eiiiiieaii AzzaNyaa σασσβ −−− + (4)
A obtençªo das distribuiçıes condicionais a posteriori completas dos
componentes de variância serÆ descrita a seguir.  Para 2
aσ , deve-se tomar da
distribuiçªo conjunta a posteriori somente os termos que envolvem 2
aσ . Assim:


 +− − ++−
2
211
2222
2
'
exp)(),,,(
a
aa
q
aea
SaAayap
a
σ
υ
σασβσ
υ



−
=



+−
2
21
2
~
2
2
~
~
exp)(
a
aa
a
Sa
σ
υ
σ
υ
, em que
aaaaaa qeSaAaS υυυυ +=+=
− ~~/)'(~ 212
A expressªo de ),,,( 22 yap ea σβσ  Ø proporcional à distribuiçªo qui-
quadrado (c2) escalonada invertida, com aυ
~  graus de liberdade e parâmetro de
escala 21' aa SaAa υ+
− .
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Assim:
2
~
222 ~~
~,,,
aaaea
Sya υχυσβσ (5)
e para amostrar desta distribuiçªo deve-se inicialmente trabalhar com um qui-
quadrado com aa q υυ +=~  graus de liberdade, inverter este nœmero e
posteriormente multiplicÆ-lo por 21' aa SaAa υ+
− .
De maneira similar tem-se para :2eσ


 +−−−− ++−
2
21
2222
2
)()'(
exp)(),,,(
e
ee
n
eae
SZaXyZaXyyap
e
σ
υββ
σασβσ
υ



−
=



+−
2
21
2
~
2
2
~
~
exp)(
e
ee
e
Se
σ
υ
σ
υ
, onde
eeeeee SZaXyZaXySen υυββυυ ~/))()'((~~ 22 +−−−−=+= .
A expressªo  de ),,,( 22 yap ae σβσ  Ø proporcional à distribuiçªo qui-
quadrado escalonada invertida, com ee n υυ +=
~  graus de liberdade e parâmetro
de escala 2)()'( ee SZaXyZaXy υββ +−−−− .
Assim, tem-se:
2
~
222 ~~
~,,,
−
eeeae
Sya υχυσβσ (6)
A implementaçªo da amostragem de Gibbs consiste em amostrar
sucessivamente de (3), (4), (5) e (6).
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Considere o exemplo:
Indivíduo Bloco Pai Mªe Yi
1 1 - - -
2 2 - - -
3 1 1 - Y3
4 2 1 2 Y4
5 1 3 4 Y5
6 2 1 4 Y6
7 1 5 6 -
Considerando o modelo individual tem-se )',( 21 βββ =  para os blocos 1
e 2 e )',...,( 71 aaa =  para os valores genØticos  aditivos dos sete indivíduos.
Assumindo distribuiçıes a priori uniforme para os componentes de variância,
tais que ),(,0,2 2 eaiSii ==−=υ  e valores iniciais 0,50,5 22 == ea e σσ , deve-
se trabalhar com as equaçıes de modelo misto atualizando o valor 22 / ae σσα = ,
a cada iteraçªo.  A matriz dos coeficientes das equaçıes de modelo misto em
funçªo de a eqüivale a:
















−−
−+−−
−+−−
−−+−−
−+−
−
−−−
=
ααααααα
ααααααα
ααααααα
ααααααα
ααααααα
ααααααα
ααααααα
β
β
ββ
46,223,123,100,000,000,000,000,000,0
23,162,2162,000,100,000,000,100,100,0
23,162,062,2100,100,100,000,000,000,1
00,000,100,100,3150,000,150,000,100,0
00,000,000,150,083,2100,066,000,000,1
00,000,000,000,100,050,150,000,000,0
00,000,100,050,066,050,033,200,000,0
00,000,100,000,100,000,000,000,200,0
00,000,000,100,000,100,000,000,000,2
7
6
5
4
3
2
1
2
1
765432121
a
a
a
a
a
a
a
C
aaaaaaa
Os parâmetros de locaçªo sªo )...,,,(' 7121 aaββθ =  e assumindo que
os valores iniciais sªo zero,  tem-se 0)0( =θ e pode-se iniciar a amostragem
com uma cadeia de comprimento igual a n (i = 1, ..., n).
A primeira  amostragem  para  )1(1β  Ø  obtida  de (3) ou seja obtØm-se
)1(
1β   de  ))2(,ˆ(~,,,, 2112221 eea Nya σβσσββ − .  Dados   os   valores  iniciais,
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a mØdia da distribuiçªo normal Ø 2/)(ˆ 531 YY +=β  e a variância Ø 21)2( eσ− , ou
seja, 5/2.
)1(
2β  por sua vez, Ø retirado de uma distribuiçªo normal com mØdia
2/)(ˆ 642 YY +=β  e variância 5/2.
)1(
1a   por sua vez, Ø retirado de ))33,2(,ˆ(~,,,, 2112211 eea aNyaa σασσβ −− , que
provØm de (4), onde 15,033,2/0ˆ 21 ==== ασα ea e .
)1(
2a  Ø retirado de uma distribuiçªo normal ))50,1(,ˆ( 212 eaN σα − , onde
15),50,1/()50,00(ˆ 2)1(12 ==−= ασαα eaa e , onde 0,50 provØm de C.
Para o indivíduo nœmero 6, o valor genØtico na primeira iteraçªo, )1(6a , Ø
retirado de:
),)62,21(,ˆ( 216 eaN σα −+  onde
15,
62,21
)62,000,100,1(
ˆ
2
)1(
5
)1(
4
)1(
1
)1(
26
6 ==+
+−−−−
= ασ
α
αααβ
e
aaaY
a e
Para o indivíduo nœmero 7, o valor genØtico na primeira iteraçªo, )1(7a . Ø
retirado de:
),)46,2(,ˆ( 217 eaN σα − , onde
15,
46,2
)23,123,1(0
ˆ
2
)1(
6
)1(
5
7 ==
−−−
= ασ
α
αα
e
aa
a e
Tendo-se amostrados todos os parâmetros de locaçªo do modelo, deve-
se computar:
)()'( )1()1()1()1()1( ZaXyZaXySSe −−−−= ββ
)1(1)1()1( )'( aAaSSa −=
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A primeira iteraçªo do amostrador Ø completada, retirando-se os
componentes de variância, usando :)1()1( ea SSeSS
2
2
)1(22
~,,,
−
−qaea SSya χσβσ (7)
2
2
)1(22
~,,,
−
−neae SSya χσβσ (8)
A segunda iteraçªo inicia-se atravØs de atualizaçıes das equaçıes de
modelo misto com 22 / ae σσα = , onde 22 ae e σσ  sªo os valores amostrados de (7)
e (8)  e prossegue com a amostragem de )2(θ  da mesma maneira realizada
para )1(θ  e com o cômputo de )2()2( ae SSeSS  da mesma maneira realizada para
)1()1(
ae SSeSS , e assim sucessivamente.
Em termos mais simples, o algorítmo GS pode ser apresentado de forma
resumida:
1. Fornecer os valores iniciais dos parâmetros de locaçªo e dispersªo do
modelo.  Estes valores iniciais podem ser calculados atravØs de
procedimentos padrıes tais como a estimaçªo de componentes de
variância por REML ou quadrados mínimos.  Assumindo a mØdia geral
y  como œnico efeito fixo, pode-se calcular y  como a mØdia aritmØtica
das observaçıes e ( )yyha ii −= 2 . Devem ser fornecidos os valores
iniciais para 2222 /,,, aeaeii eay σσασσ = .
2. Gerar valores para os efeitos fixos.  Sendo o único efeito fixo, a média
geral, tem-se:
2/1)/(ˆ nrndyy eσ+=
3. Gerar valores para os efeitos aleatórios:
2/122 ])1[(ˆ aIAi rrndaa σ−+= , onde aarˆ  é a acurácia dada por
2/12
ˆ
)/1( aiaa PEVr σ−= , onde PEVi  é o iésimo elemento da inversa
da matriz dos coeficientes das EMM multiplicado por 2
eσ .
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4. Calcular a soma de quadrados do resíduo (SSE) e a variância residual
2
eσ . Assumindo que a distribuição a priori para a variância residual é a
inversa de uma qui-quadrado, tem-se:
2)ˆˆ( ii ayySSE −−∑=
2
2
n
e X
SSE
=σ
5. Gerar um  valor  para  a  variância  dos efeitos aleatórios de valores
genØticos.
2
1
2 ˆ'ˆ
q
a X
aAa −
=σ
6. Calcular o novo valor do parâmetro
2
2
ˆ
a
e
σ
σ
α =
7. Repetir os passos de (2) a (6) até que se obtenha a convergência da
cadeia.
13. Diagnóstico de convergŒncia
Este tema foi apresentado em detalhes por Gamerman (1996) e aqui
serªo apresentados alguns aspectos prÆticos principais, com base na referida
literatura.
As cadeias de Markov estªo inseridas no contexto da teoria dos processos
estocÆsticos, teoria esta, definida como a parte dinâmica da teoria de
probabilidades, onde se estuda uma coleçªo de variÆveis aleatórias, com respeito
a sua interdependŒncia e comportamento limite. Para a inferŒncia Bayesiana,
Ø de maior relevância o estudo do comportamento assintótico da cadeia, quando
o nœmero de iteraçıes tende a ¥ , uma vez que a inferŒncia deve ser baseada
na distribuiçªo (a posteriori) estacionÆria, ou seja, em equilíbrio.
À medida em que o nœmero de iteraçıes aumenta, a cadeia se aproxima
da condiçªo de equilíbrio. Dessa forma, Ø necessÆrio assumir a convergŒncia
em uma determinada iteraçªo cuja distribuiçªo esteja próxima da distribuiçªo
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em equilíbrio (atingido teoricamente quando n ®  ¥ ), ou seja, após um nœmero
suficientemente grande de iteraçıes.
A forma bÆsica de se obter uma amostra de tamanho m da posteriori Ø
produzir m cadeias independentes (geradas a partir de m valores iniciais
diferentes) e, após a convergŒncia, retirar os valores da œltima iteraçªo de
cada cadeia. Outra opçªo consiste em retirar m amostras da mesma cadeia
após a convergŒncia, visto que se estarÆ amostrando da distribuiçªo a posteriori
em equilíbrio. Neste œltimo caso, Ø importante relatar que as amostras sucessivas
nªo sªo independentes, de forma que torna-se necessÆrio descartar vÆrias
iteraçıes entre cada duas amostras a serem salvas. Como o processo Ø
Markoviano, a dependŒncia diminui com o aumento da distância entre iteraçıes,
obtendo-se, assim, independŒncia entre as amostras salvas.
Considerando a segunda opçªo, no contexto do diagnóstico da
convergŒncia, tornam-se relevantes as quantidades: M = nœmero de iteraçıes
prØ-convergŒncia ou período de descarte ou período de aquecimento da cadeia;
N = nœmero de iteraçıes após a convergŒncia; K = nœmero de iteraçıes
entre amostras sucessivas ou intervalo entre amostras. O tamanho total da
cadeia Ø dado por T = M + N.
O valor de K pode ser determinado calculando as autocorrelaçıes na
sØrie de valores gerados e verificando a partir de qual ponto pode-se considerar
as autocorrelaçıes como nulas. Uma vez que o valor de K Ø muito menor que
o de M, os mØtodos baseados em uma œnica cadeia (mais longa) sªo preferidos
computacionalmente.
Outra forma de anÆlise de convergŒncia refere-se à estimaçªo do erro
de Monte Carlo, conforme apresentado no tópico 15.  Em resumo, para a
aplicaçªo prÆtica, algumas recomendaçıes sªo apresentadas a seguir.
Devido ao fato de que valores aleatórios sªo utilizados inicialmente como
realizaçªo do conjunto de parâmetros, Ø necessÆrio um período de descarte de
amostras atØ que as amostras de GS possam ser consideradas como provenientes
da distribuiçªo conjunta a posteriori, ou seja da distribuiçªo em equilíbrio
estacionÆrio.  Em geral, tem sido utilizado o esquema tradicional de cadeia
longa (œnica) de Gibbs, onde o processo de reamostragem Ø contínuo.  Assim,
de maneira geral, um grande (da ordem de 10.000 a 1.000.000) nœmero de
ciclos  tem sido utilizado, sendo descartadas as primeiras amostras (da ordem
de poucos milhares) e amostras de cada parâmetro sªo salvas a cada pequeno
(da ordem de 50 a 100) nœmero de iteraçıes.  O intervalo entre amostras
salvas Ø necessÆrio como forma de obtençªo de amostras independentes, visto
que amostras sucessivas apresentam correlaçªo serial. O nœmero total de
amostras salvas Ø utilizado para cômputo das estimativas pontuais e intervalares
de interesse.  O software MTGSAM (Tassell & Vleck, 1995) tem sido utilizado
com sucesso para a implementaçªo da anÆlise Bayesiana.
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14. Estimaçªo Bayesiana via modelos lineares robustos
No tópico 12 foram assumidas verossimilhanças normais para os dados
observados.  Entretanto, a distribuiçªo Gaussiana usualmente assumida nos
modelos de genØtica quantitativa nem sempre se ajusta aos dados observados.
Neste caso, a presença de dados atípicos (outliers) podem distorcer os resultados
e inferŒncias obtidos com base na suposiçªo de normalidade, visto que a
distribuiçªo normal nªo Ø robusta a observaçıes discrepantes, conforme relato
de Rogers & Tukey (1972).
Visando contornar este problema, distribuiçıes simØtricas de caudas
longas (tais como a t de Student, a Slash e a normal contaminada) tem sido
aplicadas recentemente (StrandØn, 1996; Rosa, 1999) visando a estimaçªo
robusta.  Estas distribuiçıes mencionadas pertencem ao grupo de distribuiçıes
denominado normal/independente.  Conforme relatado por Rosa (1999) a
distribuiçªo normal/independente pode ser definida como a distribuiçªo de um
vetor k dimensional dado por y = m + e|(w)1/2, onde m Ø o vetor de locaçªo de
dimensªo k, w Ø uma variÆvel aleatória positiva com densidade p(w|v), onde v
Ø um parâmetro de robustez, e Ø um vetor aleatório k dimensional, normalmente
distribuído com mØdia 0 e matriz de covariância å  nªo singular.
Neste caso, a distribuiçªo de y, condicional a w, Ø normal com mØdia m
e matriz de covariância å|w.  A distribuição de y é dada por:
wdvwpwypvyp )(),,(),,( ∫ ∑=∑ µµ
Dessa forma, a distribuiçªo de w define a distribuiçªo de y.  As
distribuiçıes normal/independente tŒm algumas propriedades comuns, tais quais
(Lange & Sinsheimer, 1993): (i)  se y ~p (y|m, å, v), ou seja se y tem distribuiçªo
normal/independente, entªo E[y|m, å , v] = m e Var [y|m, å , v] = E[w-1|v] å ,
desde que existam o primeiro e segundo momentos;  (ii) p(y|m, å, v) Ø simØtrica
e unimodal, de forma que a moda e a mediana sªo iguais à mØdia m.
Dentre as distribuiçıes robustas mencionadas, a t de Student tem um
œnico parâmetro de robustez, que sªo os graus de liberdade da distribuiçªo.
Quanto menor o nœmero de graus de liberdade, mais pesadas sªo as caudas
das distribuiçıes t.  Na distribuiçªo Slash, a robustez tambØm Ø definida por
um œnico parâmetro.  Por outro lado, a distribuiçªo normal contaminada
apresenta dois parâmetros de robustez, sendo que um fornece a proporçªo de
contaminantes e o outro define como a variância das duas (contaminantes e
nªo contaminantes) populaçıes difere (Rosa, 1999).  Verifica-se que estas
distribuiçıes robustas sªo modificaçıes da distribuiçªo normal (Gaussiana),
modificaçıes estas em funçªo dos parâmetros de robustez.  Assim,  a
distribuiçªo Gaussiana Ø um caso particular de distribuiçªo normal/independente
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eqüivalendo às distribuiçıes t e Slash com parâmetro v infinito ou à distribuiçªo
normal contaminada quando a proporçªo de contaminantes Ø nula.
A implementaçªo da anÆlise Bayesiana usando distribuiçıes normal/
independente ao invØs da suposiçªo Gaussiana pode ser realizada via amostrador
de Gibbs, de maneira similar à descrita no tópico 12.
Em melhoramento animal, a presença de dados discrepantes pode ser
devida ao tratamento preferencial aos melhores animais, conforme constatado
por StrandØn (1996).  Neste caso, os modelos robustos tendem a fornecer
resultados mais plausíveis e devem ser adotados.
15. Aplicaçªo a dados experimentais
A seguir sªo apresentados resultados obtidos por Resende (1999),
relativos à avaliaçªo genØtica de um carÆter quantitativo em uma espØcie
vegetal perene.
Foram utilizados dados de quatro experimentos (testes de progŒnies de
irmªos germanos) desbalanceados de Pinus caribaea var. hondurensis com um
total de 89 progŒnies, sendo 65 diferentes e algumas comuns aos experimentos.
As 65 progŒnies foram obtidas de 76 genitores e no total foram avaliados
3.886 indivíduos. Os experimentos foram implantados pela Champion Papel e
Celulose S.A., no município de Santana no Estado do AmapÆ, no delineamento
em blocos casualizados com nove repetiçıes e cinco plantas por parcela.
Considerou-se a variÆvel diâmetro avaliada aos nove anos e meio e o modelo
aditivo infinitesimal.
O modelo linear univariado eqüivale a:
y = Xb + Za + Wc + e,  em que:
y, b, a, c e e = vetores de dados, de efeitos fixos (blocos), de valores
genéticos, de efeitos de ambiente comum (parcela) e erros aleatórios,
respectivamente.
X, Z e W = matrizes de incidência para b, a e c, respectivamente.
As seguintes distribuições foram assumidas:
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A = matriz de parentesco genØtico aditivo.
I   = matriz identidade de ordem apropriada.
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Sob este modelo, a herdabilidade (h2) e a correlaçªo devida ao ambiente
comum da parcela (c2) sªo, respectivamente:
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A anÆlise Bayesiana deste modelo linear mais geral (incluindo o efeito de
parcela) Ø apresentada a seguir:
Distribuiçªo conjunta a posteriori dos parâmetros do modelo
),,,,,(),,,,,(),,,,,( 222222222 ecaecaeca caypcapycap σσσβσσσβασσσβ
),,,,,()()()()()()( 22222222 ecaecaca cayppppcpapp σσσβσσσσσβ=
Assumindo a distribuiçªo a priori dos componentes da variância como
uma qui-quadrado escalonada invertida, tem-se que:
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Distribuiçªo conjunta a posteriori
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Incorporando na matriz C (item 12) as submatrizes relacionando W com
Z e X, obtØm-se as distribuiçıes condicionais a posteriori para cada parâmetro:
Distribuiçªo condicional a posteriori de bi
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Distribuiçªo condicional a posteriori de 2
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sªo definidos analogamente ao item 12.
AlØm das distribuiçıes assumidas para os efeitos aleatórios no modelo
linear freqüentista e para a verossimilhança do vetor de observaçıes, a
abordagem Bayesiana requer atribuiçıes para as distribuiçıes a priori dos efeitos
fixos e componentes de variância.  Uma distribuiçªo a priori nªo informativa ou
uniforme foi atribuída a b, refletindo conhecimento a priori vago sobre os efeitos
fixos, de forma que p(b)aK (constante).  Para os componentes de variância,
distribuiçıes c2 inversas foram assumidas como priori, conforme especificado
no tópico anterior.  Considerou-se adicionalmente ui = -2 e 
2
iS = 0, de forma
que a distribuiçªo se tornasse uniforme, e, portanto, nªo informativa.
Para a inferŒncia Bayesiana sobre os parâmetros de interesse empregou-
se a tØcnica da amostragem de Gibbs.  O principal aspecto deste procedimento
refere-se ao fato das inferŒncias basearem-se na distribuiçªo marginal a
posteriori dos parâmetros, sendo que a marginalizaçªo da distribuiçªo conjunta
a posteriori Ø obtida via o amostrador de Gibbs, atravØs de amostragens e
atualizaçıes das distribuiçıes condicionais.  Em resumo, a abordagem Bayesiana
baseia-se na construçªo da distribuiçªo marginal a posteriori de um parâmetro
de interesse, tratando-o como uma variÆvel aleatória e aplicando cÆlculo de
probabilidades.  Este procedimento implica problemas multidimensionais, uma
vez que todos os outros parâmetros do modelo devem ser integrados (eliminados),
fato que raramente Ø possível usando os mØtodos numØricos padrıes.  O
procedimento iterativo da amostragem de Gibbs refere-se a uma tØcnica de
integraçªo estocÆstica que cria uma cadeia de Markov, que Ø uma distribuiçªo
(conjunta a posteriori) estacionÆria associada à distribuiçªo a posteriori de
interesse.  Tomando-se amostras, iterativamente, das distribuiçıes condicionais
a posteriori, com contínua atualizaçªo, obtØm-se a distribuiçªo conjunta a
posteriori em equilíbrio e, após um nœmero de iteraçıes suficientemente grande,
a œltima amostra desta seqüŒncia e qualquer amostra subseqüente Ø uma
amostra da distribuiçªo conjunta a posteriori.  Este resultado implica que cada
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uma amostra da distribuiçªo marginal a posteriori apropriada.
Para a anÆlise Bayesiana empregou-se o software MTGSAM (Tassell &
Vleck, 1995) e para a anÆlise clÆssica empregou-se o software MTDFREML
(Boldman et al., 1995).  Foram avaliados vÆrios tamanhos de cadeia de Markov
e intervalos entre amostragens.
Para anÆlise de convergŒncia do processo de estimaçªo foram
consideradas cadeias de tamanhos 10.000, 15.000 e 20.000 ciclos, intervalos
de 50 e 100 entre amostras dos parâmetros de interesse e período de descarte
de 2.000 ciclos.  Alguns resultados referentes aos parâmetros genØticos sªo
apresentados na Tabela 1.
Tabela 1. Resultados comparativos entre algumas estratØgias de amostragem
de Gibbs, empregadas para estimaçªo (mØdias) dos parâmetros
genØticos herdabilidade  (h2) e correlaçªo de ambiente comum (c2).
Tamanho da cadeia Intervalo entre amostras h2 c2
10.000 100 0,34 0,032
20.000 100 0,34 0,032
15.000 50 0,38 0,029
20.000 50 0,36 0,030
Os resultados apresentados na Tabela 1, juntamente com outros nªo
apresentados, permitiram concluir que a convergŒncia do processo de
amostragem ocorreu com intervalos de 100 entre amostras e com tamanho de
cadeia de 10.000 ciclos (visto que a cadeia de 10.000 ciclos encontra-se dentro
da cadeia de 20.000 ciclos e que ambas conduziram a resultados idŒnticos).
Outra forma de anÆlise de convergŒncia refere-se à estimaçªo do erro
de Monte Carlo, que Ø uma estatística associada ao erro de estimaçªo de
determinado parâmetro devido ao nœmero de amostras utilizadas na cadeia de
Gibbs, sendo que este erro Ø inversamente proporcional ao tamanho da cadeia
(Tassel & Vleck, 1996).  Este erro pode ser calculado atravØs da variância dos
parâmetros amostrados sucessivamente a cada intervalo dividida pelo nœmero
de amostras salvas, sendo que a raiz quadrada deste erro fornece uma
aproximaçªo para o desvio padrªo do erro associado ao comprimento da cadeia.
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Considerando a cadeia de tamanho 20.000 e intervalo de 100 entre amostras,
o desvio padrªo do erro associado ao tamanho da cadeia foi de 0,0004 para a
herdabilidade (Tabela 2), resultado que revela que os 18.000 ciclos, após o
período de descarte, foram suficientes para obtençªo de precisas estimativas
das mØdias a posteriori.  Dessa forma, optou-se por apresentar os resultados
referentes ao tamanho de cadeia de 20.000 ciclos e com amostras salvas a
cada 100 ciclos.  O tempo de processamento para esta anÆlise foi de cerca de
10 horas em um computador Pentium 100 Mhz, com 16 MB de memória.
Na Tabela 2 sªo apresentadas as estimativas de parâmetros genØticos
pelos procedimentos REML e GS.
Tabela 2.  Estimativas descritivas das distribuiçıes marginais a posteriori da
herdabilidade  (h2), correlaçªo devida ao ambiente comum (c2) e
variância fenotípica ( 2yσ ) obtidas pelo procedimento da amostragem
de Gibbs (GS), bem como estimativas destes parâmetros obtidas
pelo mØtodo da mÆxima verossimilhança restrita (REML). CarÆter
diâmetro em Pinus caribaea var. hondurensis.
   Parâ-      GS       REML
  metro
MØdia + s* Moda Mediana s** Intervalo de          Estimativa
Confiança (95%)
h2 0,34 + 0,005 0,34 0,34 0,0004 0,33    0,35 0,32 + 0,06
c2 0,032 + 0,003 0,032 0,032 0,0002 0,026    0,038 0,031 + 0,01
2
yσ 8,2441 + 0,02 - - - - 8,0624
s* =  desvio padrão;  s** = desvio padrão Monte Carlo.
Os resultados pontuais obtidos pelas abordagens freqüentista e Bayesiana
foram similares (Tabela 2), conforme esperado.  Uma vez que foram utilizadas
distribuiçıes a priori nªo informativas na anÆlise Bayesiana, as modas das
distribuiçıes marginais a posteriori dos parâmetros genØticos foram similares
às correspondentes estimativas REML.  Do ponto de vista Bayesiano, as
estimativas obtidas por REML correspondem às modas das distribuiçıes conjuntas
a posteriori dos componentes de variância, dada a utilizaçªo de prioris uniformes
para os efeitos fixos e componentes de variância.  A tØcnica GS possibilitou
estimativas de componentes de variância pelo mØtodo VEIL (ou da
verossimilhança integrada) apresentado por Gianola & Foulley (1990).
A grande vantagem da anÆlise Bayesiana, neste caso, refere-se à
obtençªo dos desvios padrıes e intervalos de confiança exatos para os
parâmetros genØticos e valores genØticos preditos.  Verificou-se que a tØcnica
GS propiciou estimativas muito mais precisas que aquelas obtidas por REML.
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Estimativas com precisıes similares empregando  o  procedimento  GS  foram
obtidas  por  Varona  et al. (1994), para caracteres quantitativos em gado de
leite e por Soria et al. (1998) em Eucalyptus globulus.  Na Tabela 3 sªo
apresentados os valores genØticos  preditos  dos  melhores genitores,  obtidos
pelos  procedimentos  GS e BLUP, bem como os ganhos genØticos associados.
Tabela 3. Estimativas descritivas das distribuiçıes marginais a posteriori dos
valores genØticos preditos dos 10 melhores genitores, obtidos pelo
procedimento da amostragem de Gibbs (GS), bem como valores
genØticos preditos pelo procedimento BLUP. CarÆter diâmetro em
Pinus caribaea var. hondurensis.
Genitor MØdia + Desvio Ordem  BLUP + SEP* AcurÆcia  Ordem (BLUP)
Padrªo (GS) (BLUP)
130 2,70 + 0,03 1 2,61 + 0,80 0,86 1
49 2,23 + 0,07 2 2,15 + 0,94 0,81 3
104 2,19 + 0,06 3 2,26 + 0,86 0,84 2
73 2,07 + 0,07 4 1,96 + 0,99 0,78 5
114 2,03 + 0,09 5 1,96 + 1,06 0,75 6
56 1,99 + 0,07 6 1,89 + 0,96 0,80 7
100 1,97 + 0,03 7 1,97 + 0,78 0,87 4
92 1,90 + 0,03 8 1,82 + 0,79 0,87 8
76 1,80 + 0,05 9 1,81 + 0,96 0,80 9
125 1,79 + 0,03 10 1,69 + 0,65 0,91       10
 GS BLUP
Ganho 2,066 + 0,04 (1,99  2,14)** 2,011 + 0,28    (1,46 - 2,56)***
  genØtico (cm)
Ganho 13,93 + 0,27 (13,40  14,46)** 13,56 + 1,88  (9,88 - 17,24)***
 genØtico (%)
* desvio padrªo do erro de prediçªo.
** intervalo com 95% de confiança (probabilidade).
*** cÆlculo considerando uma acurÆcia mØdia de 0,88.
As diferenças observadas nos valores genØticos preditos pelos
procedimentos GS e BLUP/REML foram pequenas, conduzindo a uma ligeira
alteraçªo na ordem dos melhores pelos dois procedimentos (Tabela 3).  Do
ponto de vista Bayesiano, uma vez que nenhuma distinçªo existe entre efeitos
fixos e aleatórios, as soluçıes das equaçıes de modelo misto do BLUP
correspondem às mØdias das distribuiçıes marginais a posteriori dos parâmetros
de locaçªo (efeitos fixos e aleatórios), dados os componentes de variância, ou
parâmetros de dispersªo.  As condiçıes para que haja esta correspondŒncia
entre BLUP e GS para os parâmetros de locaçªo sªo: atribuiçªo de prioris
uniformes (nªo informativas) para os efeitos fixos, prioris normais para os efeitos
aleatórios e verossimilhança normal para o vetor de observaçıes.  Estas
premissas foram atendidas neste trabalho, fato que explica os resultados obtidos.
Segundo Wang et al. (1994), uma deficiŒncia do procedimento BLUP/
REML Ø que os erros de estimaçªo dos componentes de dispersªo nªo sªo
considerados por ocasiªo da prediçªo de valores genØticos. A abordagem
Bayesiana e a teoria de probabilidade a ela associada impıem que as inferŒncias
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devem ser baseadas nas distribuiçıes marginais a posteriori dos parâmetros de
interesse, de forma que toda a incerteza sobre os parâmetros Ø considerada
completamente.  Isto Ø conseguido a partir da distribuiçªo conjunta a posteriori
de todos os parâmetros.  Desta distribuiçªo, a distribuiçªo marginal a posteriori
do valor genØtico de um indivíduo Ø obtida por sucessivas integraçıes
(eliminaçıes) de todos os parâmetros de nuissance do modelo, tais como
efeitos fixos, outros efeitos aleatórios (ambiente comum) e componentes de
variância e parâmetros associados (h2 e c2 no caso).
O aspecto ressaltado por Wang et al. (1994) Ø muito relevante
considerando, principalmente, que para que as propriedades desejÆveis do BLUP
sejam asseguradas, Ø necessÆrio o conhecimento exato dos componentes de
variância.  Dessa forma, a anÆlise Bayesiana, que permite estimativas quase
exatas dos componentes de variância, tende a conduzir tambØm a uma maior
aproximaçªo entre ganhos genØticos preditos e realizados com seleçªo.  Este
œltimo aspecto pode, em parte, ser visualizado atravØs dos desvios padrıes
dos ganhos genØticos apresentados na Tabela 3, sendo que o procedimento GS
propiciou uma inferŒncia muito mais segura (menor desvio padrªo ou risco)
sobre o ganho genØtico a ser capitalizado com a seleçªo dos 10 melhores
genitores.
Os parâmetros genØticos iniciais utilizados foram obtidos pelo
procedimento REML e as distribuiçıes a priori foram tomadas como nªo
informativas.  Se as distribuiçıes a priori  para estes parâmetros fossem tomadas
como informativas, menores desvios padrıes para os parâmetros seriam obtidos.
Quanto às estimativas pontuais (mØdias a posteriori), tem sido verificado que
os valores obtidos sªo similares quando se consideram prioris muito informativas
e nªo informativas (Tassell & Vleck, 1996).
As seguintes conclusıes podem ser relatadas: (i) a anÆlise Bayesiana
propicia resultados adicionais àqueles obtidos pela abordagem freqüentista,
destacando-se os intervalos de confiança Bayesianos para as estimativas de
parâmetros genØticos, valores genØticos e ganhos genØticos;  (ii) as estimativas
dos parâmetros genØticos, valores genØticos e ganhos genØticos pelo
procedimento da amostragem de Gibbs tendem a ser mais precisas do que pelo
procedimento REML/BLUP;  (iii) a anÆlise Bayesiana Ø uma tØcnica elegante e
flexível que permite a simultânea estimaçªo dos parâmetros genØticos, efeitos
fixos e valores genØticos de maneira precisa,  mesmo para amostras de tamanho
finito.
É importante relatar que o uso da abordagem Bayesiana em genØtica
quantitativa nªo se restringe aos modelos lineares Gaussianos mas, engloba
tambØm os modelos lineares generalizados (Tempelman, 1998), os modelos
nªo lineares e os modelos robustos (Gianola, 2000). De maneira geral, alØm da
riqueza de informaçıes propiciada, a anÆlise Bayesiana oferece maior
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flexibilidade quanto aos modelos de anÆlise, visto que permite o ajuste de
modelos de grande complexidade.
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