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Extension of SBL Algorithms for the Recovery of
Block Sparse Signals with Intra-Block Correlation
Zhilin Zhang∗, Student Member, IEEE and Bhaskar D. Rao, Fellow, IEEE
Abstract— We examine the recovery of block sparse signals and
extend the recovery framework in two important directions; one
by exploiting the signals’ intra-block correlation and the other by
generalizing the signals’ block structure. We propose two families
of algorithms based on the framework of block sparse Bayesian
learning (BSBL). One family, directly derived from the BSBL
framework, require knowledge of the block structure. Another
family, derived from an expanded BSBL framework, are based
on a weaker assumption on the block structure, and can be used
when the block structure is completely unknown. Using these
algorithms we show that exploiting intra-block correlation is very
helpful in improving recovery performance. These algorithms
also shed light on how to modify existing algorithms or design
new ones to exploit such correlation and improve performance.
Index Terms— Sparse Signal Recovery, Compressed Sensing,
Block Sparse Model, Sparse Bayesian Learning (SBL), Intra-
Block Correlation
I. INTRODUCTION
Sparse signal recovery and the associated problems of
compressed sensing have received much attention in recent
years [1]. The basic model is given by
y = Φx+ v, (1)
where y ∈ RM×1 is a known measurement vector, Φ ∈
R
M×N (M ≪ N) is a known matrix (generally called a
basis matrix) and any M columns are linearly independent,
x ∈ RN×1 is a sparse signal to be recovered, and v is an
unknown noise vector. In applications, x generally has addi-
tional structure. A widely studied structure is the block/group
structure [2]–[4]. With this structure, x can be viewed as a
concatenation of g blocks, i.e.,
x = [x1, · · · , xd1︸ ︷︷ ︸
x
T
1
, · · · , xdg−1+1, · · · , xdg︸ ︷︷ ︸
xTg
]T (2)
where di(∀i) are not necessarily identical. Among the g
blocks, only k (k ≪ g) blocks are nonzero but their locations
are unknown. It is known that exploiting such block partition
can further improve recovery performance.
A number of algorithms have been proposed to recover
sparse signals with the block structure. Typical algorithms in-
clude Model-CoSaMp [3], Block-OMP [4], and Group-Lasso
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type algorithms such as the original Group Lasso algorithm
[2], Group Basis Pursuit [5], and Mixed ℓ2/ℓ1 Program [6].
These algorithms require knowledge of the block partition (2).
Other algorithms, such as StructOMP [7], do not need to know
the block partition but need to know other a priori information,
e.g., the number of nonzero elements in x. Recently, CluSS-
MCMC [8] and BM-MAP-OMP [9] have been proposed,
which require very little a priori knowledge.
However, few existing algorithms consider intra-block cor-
relation, i.e., the amplitude correlation among the elements
within each block. In practical applications intra-block corre-
lation widely exists in signals, such as physiological signals
[10] and images. In this work we derive several algorithms
that explore and exploit intra-block correlation to improve
performance. These algorithms are based on our recently
proposed block sparse Bayesian learning (BSBL) framework
[11]. Although the framework was initially used to derive
algorithms for a multiple measurement vector (MMV) model
[12], it has not been used for the block sparse model (1)-
(2). The successes of sparse Bayesian learning methods in
past contexts motivate us to consider their extension to this
problem and fill this gap.
One contribution of our work is that the proposed algorithms
are the first ones in the category that adaptively explore and
exploit intra-block correlation. Experiments showed that the
developed algorithms significantly outperform competitive al-
gorithms. We also suggest a promising strategy to incorporate
intra-block correlation in the Group-Lasso type algorithms to
improve their performance.
Another contribution is the finding of the effect of intra-
block correlation on algorithms’ performance. We find the
effect of intra-block correlation is quite different from the
effect of temporal correlation in an MMV model [11]. This is
interesting, since an MMV model can be viewed as a special
case of a block sparse model and temporal correlation in an
MMV model corresponds to intra-block correlation in a block
sparse model.
The third contribution is the development of a simple
approximate model and corresponding algorithms to solve the
problem when the block partition is entirely unknown. These
algorithms are effective especially in noisy environments.
In this paper bold symbols are reserved for vectors and ma-
trices. For square matrices A1, · · · ,Ag , diag{A1, · · · ,Ag}
denotes a block diagonal matrix with principal diagonal blocks
being A1, · · · ,Ag in turn. Tr(A) denotes the trace of A.
γ  0 means each element in the vector γ is nonnegative.
Parts of this work have been published in [13].
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II. OVERVIEW OF THE BSBL FRAMEWORK
This section briefly describes the BSBL framework [11],
upon which we develop our algorithms. In this framework,
each block xi ∈ Rdi×1 is assumed to satisfy a parameterized
multivariate Gaussian distribution:
p(xi; γi,Bi) ∼ N (0, γiBi), i = 1, · · · , g
with the unknown parameters γi and Bi. Here γi is a non-
negative parameter controlling the block-sparsity of x. When
γi = 0, the i-th block becomes zero. During the learning
procedure most γi tend to be zero, due to the mechanism of
automatic relevance determination [14]. Thus sparsity at the
block level is encouraged. Bi ∈ Rdi×di is a positive definite
matrix, capturing the correlation structure of the i-th block.
Under the assumption that blocks are mutually uncorrelated,
the prior of x is p(x; {γi,Bi}i) ∼ N (0,Σ0), where Σ0 =
diag{γ1B1, · · · , γgBg}. Assume the noise vector satisfies
p(v;λ) ∼ N (0, λI), where λ is a positive scalar. Therefore
the posterior of x is given by
p(x|y;λ, {γi,Bi}
g
i=1) = N (µx,Σx)
with
µx = Σ0Φ
T
(
λI+ΦΣ0Φ
T
)−1
y,
Σx = (Σ
−1
0 +
1
λ
ΦTΦ)−1.
Once the parameters λ, {γi,Bi}gi=1 are estimated, the
Maximum-A-Posteriori (MAP) estimate of x, denoted by x̂,
can be directly obtained from the mean of the posterior, i.e.,
x̂← Σ0Φ
T
(
λI+ΦΣ0Φ
T
)−1
y.
The parameters can be estimated by a Type II maximum
likelihood procedure [14]. This is equivalent to minimizing
the following cost function
L(Θ) , −2 log
∫
p(y|x;λ)p(x; {γi,Bi}i)dx
= log |λI+ΦΣ0Φ
T |+ yT (λI+ΦΣ0Φ
T )−1y,
(3)
where Θ denotes all the parameters, i.e., Θ ,
{λ, {γi,Bi}
g
i=1}. This framework is called the BSBL
framework [11].
Each algorithm derived from this framework includes three
learning rules, i.e., the learning rules for γi, Bi, and λ.
The learning rule for γi is the main body of an algorithm.
Different γi learning rules lead to different convergence speed
1
, and determine the best possible recovery performance when
optimal values of λ and Bi are given.
The λ learning rule is important as well. If an optimal (or a
good sub-optimal) value for λ cannot be obtained, the recovery
performance can be very poor even if the γi learning rule could
potentially lead to perfect recovery performance.
As for Bi(∀i), it can be shown [11] that in noiseless
environments, the global minimum of (3) always leads to
the true sparse solution irrespective of the value of Bi; Bi
1The λ learning rule also affects the speed, but its effect is not dominant.
only affects local convergence (such as changing the shape of
the basins of attraction of local minima). Therefore, one can
impose various constraints on the form of Bi to achieve better
performance and prevent overfitting.
An interesting property of the framework is that it is capable
of directly recovering less-sparse or non-sparse signals as
shown in [10].
III. ALGORITHMS WHEN THE BLOCK PARTITION IS
KNOWN
In this section we propose three algorithms, which require
knowledge of the block partition (2).
A. BSBL-EM: the Expectation-Maximization Method
This algorithm can be readily derived from our previous
work [11] on an MMV model with suitable adaptation. Thus
we omit details on algorithm derivation. However, several
necessary changes, particularly for enhancing the robustness
of the learning rules for λ and Bi, have to be made here.
Following the Expectation Maximization (EM) method [11],
we can derive the learning rules for γi and λ:
γi ←
1
di
Tr
[
B−1i
(
Σix + µ
i
x(µ
i
x)
T
)]
, ∀i (4)
λ ←
‖y −Φµx‖
2
2 +Tr(ΣxΦ
TΦ)
M
, (5)
where µix ∈ Rdi×1 is the corresponding i-th block in µx,
and Σix ∈ Rdi×di is the corresponding i-th principal diagonal
block in Σx. Note that the λ learning rule (5) is not robust in
low SNR cases. By numerical study, we empirically find that
this is due in part to the disturbance caused by the off-block-
diagonal elements in Σx and ΦTΦ. Therefore, we set their
off-block-diagonal elements to zero, leading to the learning
rule
λ ←
‖y−Φµx‖
2
2 +
∑g
i=1Tr(Σ
i
x(Φ
i)TΦi)
M
, (6)
where Φi ∈ RM×di is the submatrix of Φ, which corresponds
to the i-th block of x. This λ learning rule is better than
(5) in generally noisy environments (e.g., SNR < 20dB). In
noiseless cases there is no need to use any λ learning rules. Just
fixing λ to a small value, e.g., 10−10, can yield satisfactory
performance.
Similar to [11], using the EM method we can derive a
learning rule for Bi. However, assigning a different Bi to each
block can result in overfitting. When blocks have the same
size, an effective strategy to avoid the overfitting is parameter
averaging [11], i.e., constraining Bi = B(∀i). Using this
constraint, the learning rule for B can be derived as follows
B←
1
g
g∑
i=1
Σix + µ
i
x(µ
i
x)
T
γi
. (7)
However, the algorithm’s performance can be improved by
further constraining the matrix B. The idea is to find a positive
definite and symmetric matrix B̂ such that it is determined
by one parameter but is close to B especially along the
main diagonal and the main sub-diagonal. Further, we find
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that for many applications modeling elements of a block as
a first-order Auto-Regressive (AR) process is sufficient to
model intra-block correlation. In this case, the corresponding
correlation matrix of the block is a Toeplitz matrix with the
following form:
Toeplitz([1, r, · · · , rd−1]) =
 1 r · · · r
d−1
.
.
.
.
.
.
rd−1 rd−2 · · · 1
 (8)
where r is the AR coefficient and d is the block size. Here we
constrain B̂ to have this form. Instead of estimating r from
the BSBL cost function, we empirically calculate its value by
r , m1m0 , where m0 (resp. m1) is the average of the elements
along the main diagonal (resp. the main sub-diagonal) of the
matrix B in (7).
When blocks have different sizes, the above idea can still
be used. First, using the EM method we can derive the rule
for each Bi: Bi ← 1γi
[
Σix+µ
i
x(µ
i
x)
T
]
. Then, for each Bi we
calculate the averages of the elements along the main diagonal
and the main sub-diagonal, i.e., mi0 and mi1, respectively, and
average mi0 and mi1 for all blocks as follows: m0 ,
∑g
i=1m
i
0
and m1 ,
∑g
i=1m
i
1. Finally, we have r , m1m0 , from which
we construct B̂i for the i-th block:
B̂i = Toeplitz([1, r, · · · , r
di−1]) (∀i) (9)
We denote the above algorithm by BSBL-EM.
B. BSBL-BO: the Bound-Optimization Method
The BSBL-EM algorithm has satisfactory recovery per-
formance but is slow. This is mainly due to the EM-based
γi learning rule. For the basic SBL algorithm, Tipping [14]
derived a fixed-point based γi learning rule to replace the
EM-based one, which has faster convergence speed but is not
robust in some noisy environments. Here we derive a fast γi
learning rule based on the bound-optimization method (also
known as the Majorization-Minimization method) [1], [15].
The algorithm adopting this γi learning rule is denoted by
BSBL-BO (it uses the same learning rules for Bi and λ as
BSBL-EM). It not only has fast speed, but also has satisfactory
performance.
Note that the original cost function (3) consists of two terms.
The first term log |λI +ΦΣ0ΦT | is concave with respect to
γ  0, where γ , [γ1, · · · , γg]T . The second term yT (λI +
ΦΣ0Φ
T )−1y is convex with respect to γ  0. Since our goal
is to minimize the cost function, we choose to find an upper-
bound for the first item and then minimize the upper-bound
of the cost function.
We use the supporting hyperplane of the first term as its
upper-bound. Let γ∗ be a given point in the γ-space. We have
log |λI+ΦΣ0Φ
T | ≤ log |λI+ΦΣ∗0Φ
T |
+
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )(γi − γ
∗
i )
=
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γi
+ log |Σ∗y|
−
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γ∗i (10)
where Σ∗y = λI +ΦΣ∗0ΦT and Σ∗0 , Σ0|γ=γ∗ . Substituting
(10) into the cost function (3) we have
L(γ) ≤
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γi
+yT (λI+ΦΣ0Φ
T )−1y + log |Σ∗y|
−
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γ∗i
, L˜(γ) (11)
The function L˜(γ) is convex over γ, and when γ = γ∗ we
have L(γ∗) = L˜(γ∗). Further, for any γmin which mini-
mizes L˜(γ), we have the following relationship: L(γmin) ≤
L˜(γmin) ≤ L˜(γ
∗) = L(γ∗). This indicates that when we
minimize the surrogate function L˜(γ) over γ, the resulting
minimum point effectively decreases the original cost function
L(γ). We can use any optimization software to optimize (11).
However, our experiments showed that this could take more
time than BSBL-EM and lead to poorer recovery performance.
Therefore, we consider another surrogate function.
Using the identity
yT (λI+ΦΣ0Φ
T )−1y ≡ min
x
[ 1
λ
‖y−Φx‖22 + x
TΣ−10 x
]
, (12)
where the optimal x is µx, we have
L˜(γ) = min
x
1
λ
‖y−Φx‖22 + x
TΣ−10 x
+
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γi + log |Σ
∗
y|
−
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γ∗i .
Then, a new function
G(γ,x) ,
1
λ
‖y −Φx‖22 + x
TΣ−10 x
+
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γi
+ log |Σ∗y| −
g∑
i=1
Tr
(
(Σ∗y)
−1ΦiBi(Φ
i)T )γ∗i
is defined, which is the upper-bound of L˜(γ). Note that
G(γ,x) is convex in both γ and x. It can be easily shown that
the solution (γ⋄) of L˜(γ) is the solution (γ⋄,x⋄) of G(γ,x).
Thus, G(γ,x) is our final surrogate cost function.
Taking the derivative of G with respect to γi, we can obtain
γi ←
√
xTi B
−1
i xi
Tr
(
(Φi)T (Σ∗y)
−1ΦiBi)
. (13)
Due to this γi learning rule, BSBL-BO requires far fewer iter-
ations than BSBL-EM, but both algorithms have comparable
performance.
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C. BSBL-ℓ1: Hybrid of BSBL and Group-Lasso Type Algo-
rithms
Essentially, BSBL-EM and BSBL-BO operate in the γ-
space, since their cost function is a function of γ. In contrast,
most existing algorithms for the block sparse model (1)-(2)
directly operate in the x-space, minimizing a data fit term
and a penalty, which are both functions of x. It is interesting
to see the relation between our BSBL algorithms and those
algorithms.
Using the idea we presented in [16], an extension of the
duality space analysis for the basic SBL framework [17], we
can transform the BSBL cost function (3) from the γ-space to
the x-space. Since λ andBi(∀i) can be viewed as regularizers,
for convenience we first treat them as fixed values.
First, using the identity (12) we can upper-bound the BSBL
cost function as follows:
L(x,γ) = log |λI+ΦΣ0Φ
T |+
1
λ
‖y−Φx‖22 + x
TΣ−10 x.
By first minimizing over γ and then minimizing over x, we
have:
x = argmin
x
{
‖y −Φx‖22 + λgc(x)
}
, (14)
with the penalty gc(x) given by
gc(x) , min
γ0
{
xTΣ−10 x+ log |λI+ΦΣ0Φ
T |
}
. (15)
Define h(γ) , log |λI + ΦΣ0ΦT |. It is concave and non-
decreasing w.r.t. γ  0. Thus we have
log |λI+ΦΣ0Φ
T | = min
z0
zTγ − h∗(z) (16)
where h∗(z) is the concave conjugate of h(γ) and can be
expressed as h∗(z) = minγ0 zTγ−log |λI+ΦΣ0ΦT |. Thus,
using (16) we can express (15) as
gc(x) = min
γ,z0
xTΣ−10 x+ z
T
γ − h∗(z)
= min
γ,z0
∑
i
(xTi B−1i xi
γi
+ ziγi
)
− h∗(z). (17)
Minimizing (17) over γi, we have
γi = z
− 1
2
i
√
xTi B
−1
i xi (∀i) (18)
Substituting (18) into (17) leads to
gc(x) = min
z0
∑
i
(
2z
1
2
i
√
xTi B
−1
i xi
)
− h∗(z). (19)
Using (19), the problem (14) now becomes:
x = argmin
x
‖y −Φx‖22
+λ
[
min
z0
∑
i
(
2z
1
2
i
√
xTi B
−1
i xi
)
− h∗(z)
]
. (20)
To further simplify the expression, we now calculate the
optimal value of z
1
2
i . However, we need not calculate this value
from the above expression. According to the duality property,
from the relation (16) we can directly obtain the optimal value
as follows:
z
1
2
i =
(∂ log |λI +ΦΣ0ΦT |
∂γi
) 1
2
=
(
Tr
[
BiΦ
iT
(
λI+ΦΣ0Φ
T )−1Φi
]) 12
. (21)
Note that zi is a function of γ, while according to (18) γi
is a function of xi (and zi). This means that the problem
(20) should be solved in an iterative way. In the k-th iteration,
having used the update rules (18) and (21) to obtain (z(k)i )1/2,
we need to solve the following optimization problem:
x(k+1) = argmin
x
‖y−Φx‖22 + λ
∑
i
w
(k)
i
√
xTi B
−1
i xi, (22)
where w(k)i , 2(z
(k)
i )
1/2
. And the resulting x(k+1) will be
used to update γi and zi, which are in turn used to calculate
the solution in the next iteration.
The solution to (22) can be calculated using any
Group-Lasso type algorithm. To see this, let ui ,
w
(k)
i B
−1/2
i xi, u , [u
T
1 , · · · ,u
T
g ]
T and H , Φ ·
diag{B
1/2
1 /w
(k)
1 , · · · ,B
1/2
g /w
(k)
g }. Then the problem (22) can
be transformed to the following one:
u(k+1) = argmin
u
‖y −Hu‖22 + λ
∑
i
‖ui‖2. (23)
Now each iteration is a standard Group-Lasso type problem,
while the whole algorithm is an iterative reweighted algorithm.
In the above development we did not consider the learning
rules for the regularizers λ and Bi. In fact, their estimation
greatly benefits from this iterative reweighted form. Since
each iteration is a Group-Lasso type problem, the optimal
value of λ can be automatically selected in the Group Lasso
framework [18]. Also, since each iteration provides a block
sparse solution, which is close to the true solution, Bi can be
directly estimated from the solution of the previous iteration.
In particular, each nonzero block in the previous solution can
be treated as an AR(1) process, and its AR coefficient is thus
estimated. The AR coefficients associated with all the nonzero
blocks are averaged 2, and the average value, denoted by r¯, is
used to construct each B̂i according to (9).
The above algorithm is denoted by BSBL-ℓ1. It can be seen
as a hybrid of a BSBL algorithm and a Group-Lasso type al-
gorithm. On the one hand, it has the ability to adaptively learn
and exploit intra-block correlation for better performance, as
BSBL-EM and BSBL-BO. On the other hand, since it only
takes few iterations (generally about 2 to 5 iterations in noisy
environments) and each iteration can be implemented by any
efficient Group-Lasso type algorithm, it is much faster and
is more suitable for large-scale datasets than BSBL-EM and
BSBL-BO.
The algorithm also provides insights if we want to equip
Group-Lasso type algorithms with the ability to exploit intra-
block correlation for better recovery performance. We can
consider this iterative reweighted method and change the ℓ2
2The averaging is important. Otherwise, the algorithm may have poor
performance.
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norm of xi, i.e., ‖xi‖2, to the Mahalanobis distance type
measure
√
xTi B
−1
i xi.
IV. ALGORITHMS WHEN THE BLOCK PARTITION IS
UNKNOWN
Now we extend the BSBL framework to address the situa-
tion when the block partition is unknown. For the algorithm
development, we assume that all the blocks are of equal size h
and the nonzeros blocks are arbitrarily located. Later we will
see that the approximation of equal block size is not limiting.
Note that though the resulting algorithms are not very sensitive
to the choice of h, algorithmic performance can be further
improved if a suitable value of h is selected. We will comment
more on h later.
Given the identical block size h, there are p , N − h + 1
possible (overlapping) blocks in x. The i-th block starts at the
i-th element of x and ends at the (i+ h− 1)-th element. All
the nonzero elements of x lie within a subset of these blocks.
Similar to Section III, for the i-th block, we assume it satisfies
a multivariate Gaussian distribution with the mean given by 0
and the covariance matrix given by γiBi, where Bi ∈ Rh×h.
So the prior of x has the form: p(x) ∼ Nx(0,Σ0). Note that
due to the overlapping locations of these blocks, Σ0 is no
longer a block diagonal matrix. It has the structure that each
γiBi lies along the principal diagonal of Σ0 and overlaps
other neighboring γjBj(j 6= i). Thus, we cannot directly use
the BSBL framework and need to make some modifications.
To facilitate the use of the BSBL framework, we expand
the covariance matrix Σ0 as follows:
Σ˜0 = diag{γ1B1, · · · , γpBp} ∈ R
ph×ph (24)
Note that γiBi no longer overlaps other γjBj(i 6= j). The
definition of Σ˜0 implies the following decomposition of x:
x =
p∑
i=1
Eizi, (25)
where zi ∈ Rh×1, E{zi} = 0, E{zizTj } = δi,jγiBi (δi,j = 1
if i = j; otherwise, δi,j = 0), and z , [zT1 , · · · , zTp ]T ∼
Nz(0, Σ˜0). Ei ∈ RN×h is a zero matrix except that the part
from its i-th row to (i+h−1)-th row is replaced by the identity
matrix I. Then the original model (1) can be expressed as:
y =
p∑
i=1
ΦEizi + v , Az+ v, (26)
where A , [A1, · · · ,Ap] with Ai , ΦEi. Now the new
model (26) is a block sparse model and can be solved by the
BSBL framework. Thus, following the development of BSBL-
EM, BSBL-BO, and BSBL-ℓ1, we obtain algorithms for this
expanded model, which are called EBSBL-EM, EBSBL-BO,
and EBSBL-ℓ1, respectively.
In the derivation above we assume that all blocks have the
equal known size, h. However, this assumption is not crucial
for practical use. When the size of a nonzero block of x, say
xj , is greater than or equal to h, it can be recovered by a
set of (overlapped) zi (i ∈ S, S is a non-empty set). When
the size of xj is less than h, it can be recovered by a zi for
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Fig. 1. Empirical 99% phase transitions of all the algorithms (a) when the
intra-block correlation was 0, and (b) when the intra-block correlation was
0.95. Each point on a phase transition curve corresponds to the success rate
larger than or equal to 0.99.
some i. The experiments in Section V and in [13] show that
different values of h lead to similar performance.
The above insight also implies that even if the block
partition is unknown, one can partition a signal into a number
of non-overlapping blocks with user-defined block sizes, and
then perform the BSBL algorithms. Nonetheless, performance
of the BSBL algorithms are generally more sensitive to the
block sizes than the EBSBL algorithms when recovering block
sparse signals [19] 3.
Use of the expanded model when the block partition is
unknown is quite different from existing approaches [7]–[9].
Our new approach has several advantages. Firstly, it simplifies
the algorithms, which, in turn, increases robustness in noisy
environments, as shown in Section V. Secondly, it facilitates
exploitation of intra-block correlation. Intra-block correlation
is common in practical applications. Exploiting such cor-
relation can significantly improve performance, yielding an
advantage to our approach over existing methods which ignore
intra-block correlation.
V. EXPERIMENTS
Due to space limitations, we only present some represen-
tative experimental results based on computer simulations 4.
Experiments on real-world data can be found in [10].
In the following, each experiment was repeated for 400
trials. In each trial the matrix Φ was generated as a zero mean
random Gaussian matrix with columns normalized to unit
ℓ2 norm. In noisy experiments the Normalized Mean Square
Error (NMSE) was used as a performance index, defined by
‖x̂ − xgen‖22/‖xgen‖
2
2, where x̂ was the estimate of the true
signal xgen. In noiseless experiments the success rate was used
as a performance index, defined as the percentage of successful
trials in the 400 trials (A successful trial was defined as the
one when NMSE ≤ 10−5).
In noiseless experiments, we chose Mixed ℓ2/ℓ1 Program
[6] to solve (23) in each iteration of BSBL-ℓ1; in noisy
experiments, we chose Group Basis Pursuit for this purpose.
For all of our algorithms, when calculating r, instead of
3When directly recovering non-sparse signals, performance of the BSBL
algorithms is not sensitive to block sizes [10].
4Matlab codes can be downloaded at
http://dsp.ucsd.edu/
˜
zhilin/BSBL.html.
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using the original formula r = m1m0 , the formula r ,
sign(m1m0 )min{|
m1
m0
|, 0.99} was used to ensure that the calcu-
lated r satisfies −1 < r < 1. The same modification applies
to r¯.
A. Phase Transition
We first examined empirical phase transitions [20] 5 in exact
recovery of block sparse signals in noiseless environments
for our three BSBL algorithms, Block-OMP, Model-CoSaMP,
Mixed ℓ2/ℓ1 Program, and Group Basis Pursuit. The phase
transition is used to illustrate how sparsity level (defined as
ρ = K/M , where K is the number of nonzero elements
in x) and indeterminacy (defined as δ = M/N ) affect each
algorithm’s success in the exact recovery. Each point on the
plotted phase transition curve corresponds to an algorithm’s
success rate greater than or equal to 99% in 400 trials. Above
the curve the success rate sharply drops.
In the experiment we varied the indeterminacy δ = M/N
from 0.05 to 0.5 with N fixed to 1000. For each M and
N , a block sparse signal was generated, which consisted of
40 blocks with an identical block size of 25 elements. The
number of nonzero blocks varied from 1 to 20; thus the
number of nonzero elements varied from 25 to 500. The
locations of the nonzero blocks were determined randomly.
The block partition was known to the algorithms, but the
number of nonzero blocks and their locations were unknown
to the algorithms. Each nonzero block satisfied a multivariate
Gaussian distribution with zero mean and covariance matrix
Σgen. By manipulating the covariance matrix, and thus chang-
ing intra-block correlation, we examined the effect of intra-
block correlation on each algorithm’s phase transition.
We first considered the situation when the intra-block cor-
relation was 0 (i.e., Σgen = I). The empirical phase transition
curves of all the algorithms are shown in Fig.1 (a). We can
see that the three BSBL algorithms had the best performance,
and the phase transition curves of BSBL-EM and BSBL-BO
were identical. It is worth noting that when δ ≥ 0.15, BSBL-
ℓ1 exactly recovered block sparse signals with ρ = 1 with a
high success rate (≥ 99%).
The results become more interesting when the
intra-block correlation was 0.95 (i.e., Σgen =
Toeplitz([1, 0.95, · · · , 0.9524])). The empirical phase
transition curves are shown in Fig.1 (b), where all the three
BSBL algorithms had improved performance. BSBL-ℓ1
exactly recovered sparse signals with ρ = 1 even for
δ < 0.15. BSBL-EM and BSBL-BO could exactly recover
sparse signals with ρ = 1 when δ ≥ 0.25. In contrast,
all the four non-BSBL algorithms showed little change in
performance when the intra-block correlation changed from
0 to 0.95.
These results are very interesting and surprising, since this
may be the first time that an algorithm shows the ability to
recover a block sparse signal of M nonzero elements from M
measurements with a high success rate (≥ 99%). Obviously,
5The phase transition graph was initially used to describe each algorithm’s
ability to recover a sparse signal with no structure. In this experiment it was
used to describe each algorithm’s ability to recover a block sparse signal.
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Fig. 2. (a) shows the benefit of exploiting the intra-block correlation. (b)
shows the performance of BSBL-EM for three correlation conditions.
exploiting the block structure and the intra-block correlation
plays a crucial role here, indicating the advantages of the
BSBL framework.
B. Benefit of Exploiting Intra-Block Correlation
The above results suggest there is a benefit to exploiting
intra-block correlation. To further clarify this, another noise-
less experiment was carried out. The matrix Φ was of the size
100×300. The signal consisted of 75 blocks with an identical
size of 4 elements. Only 20 of the blocks were nonzero.
All the nonzero blocks had the same intra-block correlation
(generated as in Section V-A) ranging from -0.99 to 0.99.
Different from the first experiment, each nonzero block was
further normalized to unit ℓ2 norm in order to remove the
interference caused by different ℓ2 norms of the blocks.
BSBL-EM, BSBL-BO and BSBL-ℓ1 were applied with
and without correlation exploitation. In the first case, they
adaptively learned and exploited the intra-block correlation.
In the second case, they ignored the correlation, i.e., fixing
Bi = I(∀i).
The results are shown in Fig.2 (a). First, we see that
exploiting the intra-block correlation greatly improved the
performance of the BSBL algorithms. Second, when ignoring
the intra-block correlation, the performance of the BSBL
algorithms showed no obvious relation to the correlation 6.
In other words, no obvious negative effect is observed if
ignoring the intra-block correlation. Note that the second
observation is quite different from the observation on temporal
correlation in an MMV model [11], where we found that if
temporal correlation is not exploited, algorithms have poorer
performance with increasing temporal correlation values 7.
In the previous experiment all the generated nonzero blocks
had the same intra-block correlation. We might then ask
6This phenomenon can also be observed from the performance of the
compared algorithms in Section V-A, where their performance had little
change when intra-block correlation dramatically varied.
7Temporal correlation in an MMV model can be viewed as intra-block
correlation in a vectorized MMV model (which is a block sparse model).
However, it should be noted that the basis matrix in the vectorized MMV
model has the specific structure Φ ⊗ IL [11], where Φ is the basis matrix
in the original MMV model, ⊗ indicates the Kronecker product, IL is the
identity matrix with the dimension L×L, and L is the number of measurement
vectors in the MMV model. This structure is not present in the block sparse
model considered in this work, which is believed to account for the different
behavior with respect to the intra-block correlation investigated here.
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whether the proposed algorithms can still succeed when the
intra-block correlation for nonzero blocks is not homogenous.
To answer this question, we considered three cases for gen-
erating each nonzero block: (1) the intra-block correlation
values were chosen uniformly randomly from -1 to 1; (2) the
correlation values were chosen uniformly randomly from 0 to
1; (3) the correlation values were chosen uniformly randomly
from 0.7 to 1.
BSBL-EM was then applied with and without correlation
exploitation, as described in the previous experiment. The
results are shown in Fig.2 (b), with the three correlation cases
indicated by ‘Case 1’, ‘Case 2’, and ‘Case 3’, respectively.
We can see in Case 3 (least variation in intra-block correlation
values) the benefit of exploiting the correlation was significant,
while in Case 1 (most variation in intra-block correlation
values) the benefit disappeared, but exploiting the correlation
was not harmful. However, Case 1 rarely happens in practice.
In most practical problems the intra-block correlation values
of all nonzero blocks tends to be positive and high, which
corresponds to Case 2 and Case 3.
C. Performance in Noisy Environments
We compared the BSBL algorithms, Mixed ℓ2/ℓ1 Program,
Group Lasso, and Group Basis Pursuit at different noise levels.
In this experiment M = 128 and N = 512. The generated
block sparse signal was partitioned into 64 blocks with an
identical block size of 8 elements. Seven blocks were nonzero,
generated as in Section V-A. The intra-block correlation value
for each block was uniformly randomly varied from 0.8 to 1.
Gaussian white noise was added such that the SNR, defined
by SNR(dB) , 20 log10(‖Φxgen‖2/‖v‖2), ranged from 5 dB
to 25 dB for each generated signal. As a benchmark result,
the ‘oracle’ result was calculated, which was the least-square
estimate of xgen given its true support.
The results are shown in Fig.3 (a). All three BSBL algo-
rithms exhibited significant performance gains over non-BSBL
algorithms. In particular, the performance curves of BSBL-EM
and BSBL-BO were nearly identical to that of the ’oracle’. The
phenomenon that BSBL-ℓ1 had slightly poorer performance at
low SNR and high SNR situations is due to some sub-optimal
default parameters in the software implementing Group Basis
Pursuit [5]. We found the phenomenon disappeared when
using other software. Figure 3 (b) gives the speed comparison
of the three algorithms on a computer with dual-core 2.8 GHz
CPU, 6.0 GiB RAM, and Windows 7 OS. It shows BSBL-ℓ1
was the fastest due to the use of Group Basis Pursuit in its
inner loop.
D. Performance When Block Partition Is Unknown
We set up a noisy experiment to compared all of our
algorithms with StructOMP (given the number of nonzero
elements), BM-MAP-OMP (given the true noise variance), and
CluSS-MCMC, under the conditions where the block partition
is unknown. The matrix Φ was of the size 192 × 512. The
signal xgen contained g0 nonzero blocks with random size
and random locations (not overlapping). g0 was varied from
2 to 10. The total number of nonzero elements in xgen was
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Fig. 3. (a) Performance comparison in different noise levels. (b) Comparison
of the computational speed of the three BSBL algorithms in the noisy
experiment.
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Fig. 4. Performance comparison when block partition was unknown.
fixed to 48. The intra-block correlation value for each block
uniformly randomly varied from 0.8 to 1. SNR was 15 dB.
As we stated in Section IV, knowledge of the block size h
is not crucial in practical use. To empirically evaluate this,
we calculated performance curves for all our algorithms using
fixed values of h = 4 and h = 8. The results are shown in
Fig.4. To improve figure readability, we only display BSBL-
EM and EBSBL-BO. We also applied T-MSBL [11] here. Note
that when T-MSBL is used for the block sparse signal recovery
problem (1), it can be viewed as a special case of BSBL-EM
with h = 1. The results show that our algorithms outperformed
StructOMP, CluSS-MCMC, and BM-MAP-OMP. The results
also show that for both BSBL-EM and EBSBL-BO, setting
h = 4 or h = 8 led to similar performance.
VI. CONCLUSION
Using the block sparse Bayesian learning framework and
its extension, we proposed a number of algorithms to recover
block sparse signals when the block structure is known or
unknown. These algorithms have the ability to explore and
exploit intra-block correlation in signals and thereby improve
performance. We experimentally demonstrated that these al-
gorithms significantly outperform existing algorithms. The
derived algorithms also suggest that the iterative reweighted
framework is a promising method for Group-Lasso type algo-
rithms to exploit intra-block correlation.
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