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Abstract
Tight wavelet frames and orthonormal wavelet bases with a general dilation matrix have applications in
many areas. In this paper, for any d × d dilation matrix M , we demonstrate in a constructive way that we
can construct compactly supported tight M -wavelet frames and orthonormal M -wavelet bases in L2(Rd) of
exponential decay, which are derived from compactly supported M -re.nable functions, such that they can
have both arbitrarily high smoothness and any preassigned order of vanishing moments. This paper improves
several results in Battle (Comm. Math. Phys. 110 (1987) 601), Bownik (J. Fourier Anal. Appl. 7(2001) 489),
Gr5ochenig and Ron (Proc. Amer. Math. Soc. 126 (1998) 1101), Lemari9e (J. Math. Pures Appl. 67 (1988)
227), and Strichartz (Constr. Approx. 9 (1993) 327).
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1. Introduction
In her celebrated paper [8], Daubechies constructed univariate compactly supported dyadic or-
thonormal wavelet bases with arbitrarily high smoothness and any preassigned order of vanishing
moments. Since then compactly supported wavelets have found to be very useful in many areas in
both theory and application. However, generalization of the univariate construction in [8] to high
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dimensions and general dilation matrices turns out to be rather diGcult. For example, let
M =

0 1 0 0
0 0 1 0
0 0 −1 2
−1 0 −1 1
 : (1.1)
As pointed out in [2], it is even not known whether there are any compactly supported orthonormal
wavelets associated with the above dilation matrix in (1.1).
As a generalization of orthonormal wavelet bases, tight wavelet frames preserve almost all the
nice properties of orthonormal wavelet bases except the orthonormality. The theory of tight wavelet
frames has been extensively studied and well developed over the recent years. To mention only a
few references on tight wavelet frames, the reader is referred to [3,7,10–14,18,23,24,27,28] and many
references therein. Recently, Gr5ochnig and Ron in [13] obtained an interesting result on tight frames
which says that for any dilation matrix, compactly supported tight wavelet frames with arbitrarily
high smoothness can be constructed. In order to state their result more precisely, let us introduce
some notation here.
A d×d integer matrix M is called a dilation matrix if limk→∞M−k=0. We say that a is a mask
on Zd if a is a .nitely supported sequence on Zd such that
∑
k∈Zd a(k) = 1. Wavelets are derived
from re.nable functions via a standard multiresolution technique ([9]). An M -re6nable function 
is a solution to the following re.nement equation:
= |detM |
∑
k∈Zd
a(k)(M · −k); (1.2)
where a is a mask and M is a dilation matrix. For a mask a on Zd and a d × d dilation matrix
M , it is known that there exists a unique compactly supported distributional solution, denoted by
Ma throughout the paper, to the re.nement equation (1.2) such that ˆ
M
a (0) = 1, where the Fourier
transform of f∈L1(Rd) is de.ned to be
fˆ(
) :=
∫
Rd
f(x)e−ix·
 dx; 
∈Rd
and can be naturally extended to tempered distributions.
Given a function  , we say that  is derived from an M -re.nable function  if
 = |detM |
∑
k∈Zd
b(k)(M · −k); (1.3)
for some sequence b on Zd. Throughout this paper, we denote
 j;k := |detM |j=2 (Mj · −k); j∈Z; k ∈Zd: (1.4)
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Let  be a .nite collection of functions in L2(Rd). We say that  generates a (normalized) tight
M-wavelet frame if∑
 ∈
∑
j∈Z
∑
k∈Zd
|〈f;  j;k〉|2 = ‖f‖22 ∀ f∈L2(Rd); (1.5)
where 〈f; g〉 := ∫Rd f(x)g(x) dx and ‖f‖22 := 〈f;f〉. If in addition for all j; j′ ∈Z and k; k ′ ∈Zd,
〈 j;k ; j′ ; k′〉= 0 and 〈 j;k ;  j′ ; k′〉= (j − j′)(k − k ′) ∀  ; ∈ with  = ;
where  is the Dirac sequence such that (0)= 1 and 0 otherwise, then we say that  generates an
orthonormal M-wavelet basis.
The concept of vanishing moments of a wavelet (and frame) system plays an important role in
many applications. Let N0 denote all the nonnegative integers. For  = (1; : : : ; d)∈Nd0 , || :=
1 + · · ·+ d, := 1! · · · d!, 9 := 911 · · · 9dd , and 
 := 
11 · · · 
dd for 
= (
1; : : : ; 
d)∈Rd. We say
that  has vanishing moments of order r if∫
Rd
 (x)x dx = 0 ∀  ∈ and ∈Nd0 with ||¡r: (1.6)
The main result in Gr5ochnig and Ron [13] is as follows: Given a dilation matrix M on Rd and
a positive integer r, there exists a .nite collection  of compactly supported Cr(Rd) functions
which are derived from an M -re.nable function with compact support such that  generates a tight
M -wavelet frame in L2(Rd).
Though the above result by Gr5ochnig and Ron [13] is very interesting, the constructed tight wavelet
frames have vanishing moments no more than one. Part of the reason is that the tight frames in
[13] are built from tiles which have vanishing moments no more than one. On the other hand, for
some applications, the order of vanishing moments is an important property. Recently, interesting
progresses have been made in [3,10,11] to obtain univariate tight wavelet frames with high vanishing
moments.
Based on an observation in Han [16] and using the unitary extension principle developed by Ron
and Shen [27] and some ideas from Gr5ochnig and Ron [13], one of the purposes of this paper is to
improve the result in [13] as follows.
Theorem 1.1. Let M be a d × d dilation matrix. For any positive integer r, there exists a 6nite
collection  of compactly supported Cr(Rd) functions which are derived from an M-re6nable
function with compact support such that  has vanishing moments of order r and  generates a
tight M-wavelet frame in L2(Rd).
However, as in Gr5ochnig and Ron [13], the number of elements in  in Theorem 1.1 may be
signi.cantly greater than |detM | − 1 and may even increase exponentially with respect to r. Using
recent results in [3,10], based on a simple observation, we shall be able to further improve Theorem
1.1 such that the number of elements in  in Theorem 1.1 is less than dM6 ( 32)
d|detM |, where
dM is an integer depending only on the dilation matrix M . More precisely, we have the following
result.
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Theorem 1.2. Let M be a d×d dilation matrix in Rd. For any positive integer r, there exists a 6nite
collection  of compactly supported functions in Cr(Rd) which are derived from an M-re6nable
function with compact support such that  has vanishing moments of order r and  generates
a tight M-wavelet frame in L2(Rd). Moreover, the number of elements in  is less than dM and
dM6 ( 32)
d|detM |, where dM is a positive integer depending only on M.
Battle [1] and Lemari9e [25] proposed the well known Battle–Lemari9e orthogonal 2-wavelets which
have exponential decay and are derived from B-spline re.nable functions. Under the assumption that
there exists a self-aGne tiling for a given dilation matrix, Strichartz [29] showed that there exists an
r-regular orthonormal M -wavelet basis in L2(Rd), where we say that f is r-regular if f∈Cr(Rd)
and (1 + ‖ · ‖)k9f(·)∈L∞ for all k ∈N and ∈Nd0 with ||6 r. However, as pointed out at
the beginning of this paper, there is no self-aGne tiling for the dilation matrix in (1.1). Recently,
Bownik in [2] further generalized the result in [29] to show that for any dilation matrix M , one
can construct an r-regular orthonormal M -wavelet basis in L2(Rd). However, the generators of such
orthonormal M -wavelet bases in [2] do not have exponential decay (but they have all vanishing
moments).
We say that a function f is a Cr(Rd) function of exponential decay if there exists ¿ 0 such that
e‖·‖9f(·)∈L∞ for all ∈Nd0 with ||6 r. Obviously, if f is a Cr(Rd) function of exponential
decay, then f must be r-regular. Another purpose of this paper is to improve the results in [1,2,25,29]
to show that
Theorem 1.3. Let M be a d× d dilation matrix. For any positive integer r, there exists a set 
consisting of |detM |−1 number of Cr(Rd) functions of exponential decay, which are derived from
a Cr(Rd) M-re6nable function with compact support, such that  has vanishing moments of order
r and  generates an orthonormal M-wavelet basis in L2(Rd).
An outline of the paper is as follows. In Section 2, we shall introduce some auxiliary results.
In particular, we demonstrate that if a compactly supported M -re.nable function (vector)  lies in
L2(Rd) with a .nitely supported (matrix) mask, then  belongs to the Sobolev space W2 (Rd) for
some ¿ 0. Consequently, we show that if a compactly supported wavelet function  is obtained
from a compactly supported M -re.nable function in L2(Rd) and
∫
Rd  (x) dx=0, then  generates a
Bessel M -wavelet sequence in L2(Rd). In Section 3, we shall prove Theorem 1.1 in a constructive
way. Then we shall demonstrate that one can reduce the number of elements in  in Theorem 1.1
to be less than dM6 ( 32)
d|detM | which is summarized in Theorem 1.2. Finally, in Section 4, we
shall prove Theorem 1.3 in a constructive way.
2. Auxiliary results
In this section, we shall show that if  is an M -re.nable function (vector) with a .nitely supported
(matrix) mask, then ∈L2(Rd) implies that  belongs to the Sobolev space W2 (Rd) for some ¿ 0.
In the second part of this section, we shall generalize a result in [5,30] to show that if a compactly
supported function  ∈L2(Rd) such that  ∈W2 (Rd) for some ¿ 0 and
∫
Rd  (x) dx = 0, then  
generates a Bessel M -wavelet sequence (that is, {|detM |j=2 (Mj · −k) : j∈Z; k ∈Zd} is a Bessel
sequence in L2(Rd)).
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As in Jia and Micchelli [22], we de.ne the bracket product as follows:
[f; g](
) :=
∑
k∈Zd
f(
+ 2k)g(
+ 2k); 
∈Rd: (2.1)
When f and g are compactly supported functions in L2(Rd), it is easy to see that [fˆ; gˆ](
) =∑
k∈Zd e
ik·
 ∫
Rd f(x − k)g(x) dx. For a sequence a on Zd, its symbol is de.ned to be
aˆ(
) :=
∑
k∈Zd
a(k)e−ik·
; 
∈Rd: (2.2)
The following result is essentially known in the literature. For completeness, we provide a proof
here for a general dilation matrix.
Lemma 2.1. Let M be a d × d dilation matrix. Let a be a 6nitely supported mask on Zd such
that aˆ(0) = 1 and∑
∈M
|aˆ(
+ 2)|26 1 ∀
∈Rd; (2.3)
where M denotes a set of complete representatives of distinct cosets of (MT)−1Zd=Zd. (If the
equal sign in (2.3) holds almost everywhere, then a is called an orthogonal mask with respect to
the lattice MZd.) Then Ma is a compactly supported function in L2(Rd). If b is a 6nitely supported
mask on Zd such that bˆ(0) = 1,∑
∈M
bˆ(
+ 2)6 1 ∀ 
∈Rd (2.4)
and bˆ(
)¿ 0 for all 
∈Rd, then Mb is a compactly supported continuous function in C(Rd).
Proof. Let N := MT. Then ˆMa (
) =
∏∞
j=1 aˆ(N
−j
). De.ne f0 := ![−;)d and
fn(
) := aˆ(N−1
)fn−1(N−1
) = !Nn[−;)d(
)
n∏
j=1
aˆ(N−j
); n∈N:
We now prove by induction that [fn; fn]6 1 for all n∈N∪ {0}. Clearly, when n=0, [f0; f0] = 1.
If [fn−1; fn−1](
) =
∑
k∈Zd |fn−1(
+ 2k)|26 1, then
[fn; fn](
)
=
∑
k∈Zd
|aˆ(N−1(
+ 2k))|2|fn−1(N−1(
+ 2k))|2
=
∑
∈M
∑
k∈Zd
|aˆ(N−1
+ 2+ 2k)|2|fn−1(N−1
+ 2+ 2k)|2
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=
∑
∈M
|aˆ(N−1
+ 2)|2
∑
k∈Zd
|fn−1(N−1
+ 2+ 2k)|2
6
∑
∈M
|aˆ(N−1
+ 2)|26 1:
So [fn; fn](
)6 1 for all n∈N and 
∈Rd. Note that ‖fn‖22 =
∫
[−;)d [fn; fn](
) d
6 (2)
d and
fn(
)¿ 0 for all 
∈Rd. By Fatou’s lemma, we have∫
Rd
|ˆMa (
)|2 d
=
∫
Rd
lim
n→∞ |fn(
)|
2 d
6 lim inf
n→∞
∫
Rd
|fn(
)|2 d
6 (2)d:
So ˆMa ∈L2(Rd) and therefore, Ma ∈L2(Rd) with ‖Ma ‖26 1.
Similarly, we can prove that ˆMb ∈L1(Rd) and therefore, Mb is a compactly supported continuous
function.
In order to present the following result, let us introduce some notation. For an r × r matrix A,
we denote Aj;k the (j; k)-entry of A. By A∗ we denote its transpose of the complex conjugate of A;
that is A∗ = AT. We say that A is positive semide6nite, denoted by A¿ 0, if A∗ = A and x∗Ax¿ 0
for all x∈Cr . Similarly, A¿B means A− B¿ 0. For an r × r matrix A, de.ne
‖A‖1 :=
r∑
j=1
r∑
k=1
|Aj;k | and trace(A) :=
r∑
j=1
Aj;j:
When A is an r × r matrix such that A¿ 0 (that is, A is positive semide.nite), it is easy to verify
that
trace(A)6 ‖A‖16 r × trace(A) (2.5)
since A¿ 0 implies |Aj;k |6 (Aj;j + Ak;k)=2 for all 16 j; k6 r.
For ¿ 0, the Sobolev space W2 (Rd) consists of all the functions f∈L2(Rd) such that∫
Rd |fˆ(
)|2(1 + ‖
‖2) d
¡∞.
Now we have the following result.
Theorem 2.2. Let M be a d× d dilation matrix. Let = (1; : : : ; r)T be an M-re6nable function
vector satisfying the re6nement equation
= |detM |
∑
k∈Zd
a(k)(M · −k); (2.6)
where a is a 6nitely supported sequence of r × r matrices on Zd. If ‘ ∈L2(Rd) is a compactly
supported function for all ‘ = 1; : : : ; r, then there exists ¿ 0 such that ‘ ∈W2 (Rd) for all ‘ =
1; : : : ; r. Consequently, (1 + ‖ · ‖)ˆ‘(·)∈L∞(Rd) for all ‘ = 1; : : : ; r.
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Proof. Let N := MT and m := |detM |. From the re.nement equation in (2.6), we have
ˆ(Nn
) = aˆn(
)ˆ(
) with aˆn(
) :=
n∏
j=1
aˆ(Nn−j
); (2.7)
where aˆ(
) :=
∑
k∈Zd a(k)e
−ik·
. For r×1 column vectors f; g of functions, denote the r× r matrix
[f; g](
) :=
∑
k∈Zd f(
+ 2k)g(
+ 2k)
∗. Therefore,
[ˆ(Nn·); ˆ(Nn·)](
) = aˆn(
)[ˆ; ˆ](
)aˆn(
)∗: (2.8)
Let ej denote the jth coordinate unit vector in Rd. De.ne an r × r matrix u as follows:
u(
) := [ˆ; ˆ](
)
d∑
j=1
|1− e−iej·
|2 = [ˆ; ˆ](
)
d∑
j=1
|1− e−i
j |2; 
= (
1; : : : ; 
d)∈Rd: (2.9)
Since all the functions ‘ in  = (1; : : : ; r)T are compactly supported functions in L2(Rd), it is
easy to verify that [ˆ; ˆ](
) =
∑
k∈Zd e
ik·
 ∫
Rd (x − k)(x)∗ dx is an r × r matrix of 2-periodic
trigonometric polynomials. So u is a matrix of 2-periodic trigonometric polynomials.
Note that the Fourier transform of −(·−M−nej) is (1− e−iM−nej·
)ˆ(
). It follows from (2.8)
and the de.nition of u in (2.9) that∫
[−;)d
aˆn(
)u(
)aˆn(
)∗ d

=
d∑
j=1
∫
[−;)d
|1− e−iej·
|2[ˆ(Nn·); ˆ(Nn·)](
) d

=m−n
d∑
j=1
∫
Rd
[(1− e−iM−nej·
)ˆ(
)][(1− e−iM−nej·
)ˆ(
)]∗ d

=(2)dm−n
d∑
j=1
∫
Rd
[(x)− (x −M−nej)][(x)− (x −M−nej)]∗ dx:
Let M be a set of complete representatives of distinct cosets of (MT)−1Zd=Zd. De.ne the well
known transition operator T (for example, see [5,6,9,15,21]) as follows:
Tf(
) :=
∑
∈M
aˆ(N−1
+ 2)fˆ(N−1
+ 2)aˆ(N−1
+ 2)∗;
where f is a matrix of 2-periodic functions. Note that aˆn(
)=aˆn−1(N
)aˆ(
). It can be easily proved
by induction that for n∈N,∫
[−;)d
aˆn(
)u(
)aˆn(
)∗ d

=
∫
[−;)d
aˆn−1(N
)aˆ(
)u(
)aˆ(
)∗aˆn−1(N
)∗ d
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=
1
m
∫
N [−;)d
aˆn−1(
)aˆ(N−1
)u(N−1
)aˆ(N−1
)∗aˆn−1(
)∗ d

=
1
m
∫
[−;)d
aˆn−1(
)
∑
∈M
aˆ(N−1
+ 2)u(N−1
+ 2)aˆ(N−1
+ 2)∗aˆn−1(
)∗ d

=
1
m
∫
[−;)d
aˆn−1(
)Tu(
)aˆn−1(
)∗ d

=m−n
∫
[−;)d
T nu(
) d
:
Note that u(
)¿ 0 and Tnu(
)¿ 0 for all n∈N and 
∈Rd. Consequently, by (2.5),∫
[−;)d
‖Tnu(
)‖1 d

6 r × trace
(∫
[−;)d
T nu(
) d

)
=rmn trace
(∫
[−;)d
aˆn(
)u(
)aˆn(
)∗ d

)
=r(2)d trace
 d∑
j=1
∫
Rd
[(x)− (x −M−nej)][(x)− (x −M−nej)]∗ dx

=r(2)d
d∑
j=1
r∑
‘=1
‖‘ − ‘(· −M−nej)‖22:
Since ‘ ∈L2(Rd) and M is a dilation matrix, we have limn→∞ ‖‘ − ‘(· −M−nej)‖22 = 0 for
all j = 1; : : : ; d and ‘ = 1; : : : ; r. Hence,
lim
n→∞
∫
[−;)d
‖Tnu(
)‖1 d
= r(2)d
d∑
j=1
r∑
‘=1
lim
n→∞ ‖‘ − ‘(· −M
−nej)‖22 = 0: (2.10)
Let V := span{Tnu : n∈N} equipped with the norm ∫[−;)d ‖f(
)‖1 d
; f∈V . Since both aˆ and u
are matrices of 2-periodic trigonometric polynomials, it is easy to see ([6,9,15]) that V is a .nite
dimensional space (it can be easily checked that the degree of Tnu must be uniformly bounded).
By (2.10), we must have (T |V )¡ 1, where (T |V ) denotes the spectral radius of the operator T
acting on the invariant space V . Take (T |V )¡¡ 1. Then there is a constant C ¿ 0 such that
trace
(∫
[−;)d
T nu(
) d

)
6
∫
[−;)d
‖Tnu(
)‖1 d
6Cn ∀ n∈N: (2.11)
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Now we prove that ∈W2 (Rd) for 0¡¡ 0:5 ln(−1)=ln(1 + d‖N‖), where ‖N‖ := sup{‖Nx‖ :
‖x‖= 1; x∈Rd} using a well known technique in Fourier analysis (see [5,6,9]).
Since M is a dilation matrix, using the Jordan canonical form of M , it is not diGcult to show that
there exists an open set Q such that 0∈Q ⊆ [−1; 1]d and N−1Q ⊆ Q. Take U =Q \N−1Q. Then it
is easy to see that Rd =Q ∪∪∞n=1NnU . Since 0 ∈ U ⊆ [− 1; 1]d, we have C1 := min
∈U
∑d
j=1 |1−
e−iej·
|2 ¿ 0. It follows from (2.8) that
r∑
‘=1
|ˆ‘(Nn
)|2
6 trace([ˆ(Nn·); ˆ(Nn·)](
))6C−11 trace
[ˆ(Nn·); ˆ(Nn·)](
) d∑
j=1
|1− e−iej·
|2

=C−11 trace(aˆn(
)u(
)aˆn(
)
∗) ∀ 
∈U:
Note that U ⊆ [− ; )d. By (2.11), we deduce that for every n∈N,
r∑
‘=1
∫
U
|ˆ‘(Nn
)|2 d

6C−11 trace
(∫
[−;)d
aˆn(
)u(
)aˆn(
)∗ d

)
=C−11 m
−n trace
(∫
[−;)d
T nu(
) d

)
6CC−11 m
−nn:
Note that max
∈NnU ‖
‖6 ‖N‖nd1=2 since U ⊆ [− 1; 1]d. Since∫
U
|ˆ‘(Nn
)|2 d
= m−n
∫
NnU
|ˆ‘(
)|2 d
;
we have
r∑
‘=1
∫
NnU
|ˆ‘(
)|2(1 + ‖
‖2) d

6 (1 + d‖N‖)2n
r∑
‘=1
∫
NnU
|ˆ‘(
)|2 d

=(1 + d‖N‖)2nmn
r∑
‘=1
∫
U
|ˆ‘(Nn
)|2 d

6CC−11 [(1 + d‖N‖)2]n:
52 B. Han / Journal of Computational and Applied Mathematics 155 (2003) 43–67
Since 1 := (1 + d‖N‖)2¡ 1 (by the choice of ) and Rd = Q ∪ ∪∞n=1NnU , it yields that
r∑
‘=1
∫
Rd
|ˆ‘(
)|2(1 + ‖
‖2) d

=
r∑
‘=1
∫
Q
|ˆ‘(
)|2(1 + ‖
‖2) d

+
r∑
‘=1
∞∑
n=1
∫
NnU
|ˆ‘(
)|2(1 + ‖
‖2) d

6 (1 + d)2d
r∑
‘=1
‖ˆ‘‖∞ + CC−11
∞∑
n=1
n1 ¡∞:
So ‘ ∈W2 (Rd) for all ‘ = 1; : : : ; r.
To complete the proof, we prove that if f∈W2 (Rd) for some 0¡6 1 and f is compactly
supported, then (1 + ‖ · ‖)fˆ(·)∈L∞.
For 0¡6 1, it is easy to see that there exists a constant C1 ¿ 0 such that |sin(x=2)|6C1|x|
for all x∈R. Therefore, for all y∈Rd, we have
‖f − f(· − y)‖22
=4(2)−d
∫
Rd
|fˆ(
)|2
∣∣∣∣sin y · 
2
∣∣∣∣2 d
6 4(2)−dC21 ∫
Rd
|fˆ(
)|2|y · 
|2
6 4(2)−dC21‖y‖2
∫
Rd
|fˆ(
)|2‖
‖2 d
= C2‖y‖2;
where C2 := 4(2)−dC21
∫
Rd |fˆ(
)|2‖
‖2 d
¡∞ since f∈W2 (Rd).
Observe that
fˆ(
) =−
∫
Rd
f(x − 
=‖
‖2)e−ix·
 dx; 
 = 0:
Since f is compactly supported, there exists a constant C3 depending only on the support of f such
that ‖f − f(· − y)‖16C3‖f − f(· − y)‖2 for all ‖y‖6 . It follows that
|2fˆ(
)| =
∣∣∣∣∫
Rd
[f(x)− f(x − 
=‖
‖2)]e−ix·
 dx
∣∣∣∣6 ‖f − f(· − 
=‖
‖2)‖1
6C3‖f − f(· − 
=‖
‖2)‖26C1=22 C3‖
=‖
‖2‖ = C1=22 C3‖
‖− ∀ ‖
‖¿ 1
which completes the proof.
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Given  ∈L2(Rd), we say that  generates a Bessel M-wavelet sequence if there exists a constant
C ¿ 0 such that∑
j∈Z
∑
k∈Zd
|〈f;  j;k〉|26C‖f‖22 ∀ f∈L2(Rd);
where  j;k := |detM |j=2 (Mj · −k). For univariate Bessel wavelet sequences, see [4]. Let ∈L2(R)
be a univariate compactly supported 2-re.nable function such that the shifts of  are stable. When
 =
∑
k∈Z b(k)(2 · −k) for a .nitely supported sequence b on Z such that
∑
k∈Z b(k) = 0, then
it was discovered by Cohen and Daubechies in their interesting paper [5] that  generates a Bessel
2-wavelet sequence. Later on, Villemoes in his interesting paper [30] generalized this result to show
that when  is a compactly supported function in L2(R) with
∫
R  (x) dx = 0 and  ∈W2 (R) for
some ¿ 0, then  generates a Bessel 2-wavelet sequence. However, Villemoes’ interesting proof
assumes the existence of a compactly supported orthonormal 2-wavelet basis (on the other hand,
as we pointed out before, it is unclear whether there exists a compactly supported orthonormal
M -wavelet basis with the dilation matrix M in (1.1)). In the rest of this section, we show that by
generalizing Villemoes’ proof in [30], we have the following result:
Theorem 2.3. Let M be a d× d dilation matrix. If  ∈L2(Rd) is a compactly supported function
such that
∫
Rd  (x) dx = 0 and  ∈W2 (Rd) for some ¿ 0, then  generates a Bessel M-wavelet
sequence. Consequently, for any compactly supported M-re6nable function ∈L2(Rd), if  =∑
k∈Zd b(k)(M · −k) for some 6nitely supported sequence b on Zd such that
∑
k∈Zd b(k) = 0,
then  generates a Bessel M-wavelet sequence.
In order to prove Theorem 2.3, let us introduce some auxiliary results which generalize [30].
Lemma 2.4. Let M be a d×d dilation matrix. Let ∈L2(Rd) be a compactly supported function
with
∫
Rd (x) dx = 0. If  ∈W2 (Rd) for some 0¡¡ 1, then∑
k∈Zd
|〈 −j;0; 0; k〉|26C‖(MT)−j‖2 ∀ j∈N ∪ {0};
where ‖(MT)−j‖ := sup{‖(MT)−jx‖ : ‖x‖= 1; x∈Rd} and
C := (2)−d
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
k∈Zd
‖ ·+2k‖−2|ˆ(·+ 2k)|2
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
∫
Rd
‖
‖2| ˆ (
)|2 d
¡∞: (2.12)
Proof. Note that  ̂−j;0(
) = |detM |j=2 ˆ ((MT)j
). By the Parseval identity, we have∑
k∈Zd
|〈 −j;0; 0; k〉|2
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=(2)−d
∫
[−;)d
∣∣∣∣ ∑
k∈Zd
 ̂−j;0(
+ 2k) ˆ(
+ 2k)
∣∣2 d

6C1
∫
[−;)d
∑
k∈Zd
| ̂−j;0(
+ 2k)|2‖
+ 2k‖2 d

6C1
∫
Rd
| ̂−j;0(
)|2‖
‖2 d

6C1|detM |j
∫
Rd
| ˆ ((MT)j
)|2‖
‖2 d

6C1
∫
Rd
| ˆ (
)|2‖(MT)−j
‖2 d

6C1‖(MT)−j‖2
∫
Rd
| ˆ (
)|2‖
‖2 d
;
where C1 := (2)−d‖
∑
k∈Zd ‖·+2k‖−2|ˆ(·+2k)|2‖∞. Since ˆ(0)=0 and  is compactly supported
in L2(Rd), it is not diGcult to see that
∑
k∈Zd ‖ · +2k‖−2|ˆ(· + 2k)|2 ∈L∞ since ˆ(
)‖
‖− is
bounded near the origin and [ˆ; ˆ]∈L∞. So the constant C in (2.12) is .nite.
Similar to [30], for a nonnegative integer n, we de.ne (DMnu)(k) := u(M−nk) if k ∈MnZd, and
0, otherwise. De.ne (DM−nu)(k) = u(Mnk); k ∈Zd and n∈N. For two .nitely supported sequences
u and v on Zd, their convolution is de.ned to be
(u ∗ v)(j) :=
∑
k∈Zd
u(j − k)v(k); j∈Zd:
De.ne ‖u‖2 := (
∑
k∈Zd |u(k)|2)1=2. Similar to [30, Lemma 3.2], we have
Lemma 2.5. Let J be a positive integer and n be a nonnegative integer. For every sequence u
which is supported on Zd ∩Mn{x∈Rd : ‖x‖6 J} and v∈ ‘2(Zd),
‖(DMnv) ∗ u‖26 (2J + 2)d=2‖v‖2‖u‖2 (2.13)
and
‖DM−n(v ∗ u)‖26 (2J + 2)d=2‖v‖2‖u‖2: (2.14)
Proof. For any integer j∈Zd, de.ne a sequence uj by uj(k)= u(k) if k ∈Zd ∩Mn(j+ [0; 1)d), and
0, otherwise. Since u is supported on Zd ∩Mn{x∈Rd : ‖x‖6 J}, it is evident that u=∑‖j‖6J+1 uj
and ‖u‖22 =
∑
‖j‖6J+1 ‖uj‖22. Note that uj is supported on Zd ∩Mn(j+ [0; 1)d), it is straightforward
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to check that ‖(DMnv) ∗ uj‖2 = ‖v‖2‖uj‖2 for all j∈Zd. Consequently,
‖(DMnv) ∗ u‖26
∑
‖j‖6J+1
‖(DMnv) ∗ uj‖2 = ‖v‖2
∑
‖j‖6J+1
‖uj‖2
6 ‖v‖2
 ∑
‖j‖6J+1
1
1=2  ∑
‖j‖6J+1
‖uj‖22
1=26 (2J + 2)d=2‖v‖2‖u‖2:
The inequality in (2.14) follows from the one in (2.13) by duality.
Proof of Theorem 2.3. Let m := |detM | and A be an m × m unitary matrix of real numbers such
that all the entries in the .rst row of A are m−1=2. Take aˆj(
) :=
√
m
∑m
k=1 Aj;ke
−iMTnk ·
, where
{n1; : : : ; nm} = M which is a set of complete representatives of distinct cosets of (MT)−1Zd=Zd.
Then by Lemma 2.1, Ma1 ∈L2(Rd) and it is known ([9,13,14,27]) that {1; : : : ; m−1} generates a
tight M -wavelet frame in L2(Rd), where ˆ‘(MT
) := aˆ‘+1(
)ˆMa1 (
), j = 1; : : : ; m− 1. So
f =
m−1∑
‘=1
∑
j∈Z
∑
k∈Zd
u‘; j(k)‘j;k ; f∈L2(Rd);
where u‘;j(k) := 〈f; ‘j;k〉. Let cj(k) = 〈f;  j;k〉. By a simple computation, we have
cj =
m−1∑
‘=1
∞∑
n=0
DM−n(u‘;n+j ∗ w1‘;n) +
m−1∑
‘=1
∞∑
n=1
(DMnu‘;j−n) ∗ w2‘;n;
where w1‘;n(k) = 〈‘0;−k ;  −n;0〉 and w2‘;n(k) = 〈‘−n;0;  0; k〉. By Theorem 2.2, we can assume that both
 and ‘; ‘=1; : : : ; m−1 belong to W22 (Rd) for some 0¡2¡ 1. By Lemma 2.4, there is a constant
C1 ¿ 0 such that
max{‖w1‘;n‖2; ‖w2‘;n‖2}6C1‖(MT)−n‖2 ∀ n∈N ∪ {0}; ‘ = 1; : : : ; m− 1:
Since  and 1; : : : ; m−1 are compactly supported, we can assume that their supports are contained
in the set {x∈Rd : ‖x‖6 J} for some integer J . Now it is straightforward to check that all the
sequences w1‘;n and w
2
‘;n are supported on M
n{x∈Rd : ‖x‖6 J1} where J1 := J (1+supn∈N∪{0} ‖M−n‖).
Consequently, by Lemma 2.5, we have
‖cj‖26
m−1∑
‘=1
∞∑
n=0
‖DM−n(u‘;n+j ∗ w1‘;n)‖2 +
m−1∑
‘=1
∞∑
n=1
‖(DMnu‘;j−n) ∗ w2‘;n‖2
6C2
m−1∑
‘=1
[ ∞∑
n=0
‖u‘;n+j‖2‖w1‘;n‖2 +
∞∑
n=1
‖u‘;j−n‖2‖w2‘;n‖2
]
6C1C2
m−1∑
‘=1
[ ∞∑
n=0
‖u‘;n+j‖2‖(MT)−n‖2 +
∞∑
n=1
‖u‘;j−n‖2‖(MT)−n‖2
]
6C1C2
m−1∑
‘=1
∑
n∈Z
‖u‘;j−n‖2‖(MT)−|n|‖2;
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where C2 := (2J1 + 2)d=2. Consequently, by Young’s inequality,
∑
j∈Z
‖cj‖226C21C22
(
m−1∑
‘=1
∑
n∈Z
‖(MT)−|n|‖2
)2 m−1∑
‘=1
∑
n∈Z
‖u‘;n‖22:
Since
∑m−1
‘=1
∑
n∈Z ‖u‘;n‖22 = ‖f‖22 and
∑
j∈Z ‖cj‖22 =
∑
j∈Z
∑
k∈Zd |〈f;  j;k〉|2. We have∑
j∈Z
∑
k∈Zd
|〈f;  j;k〉|26C3‖f‖22 ∀ f∈L2(Rd);
where C3 := C21C
2
2 (
∑m−1
‘=1
∑
n∈Z ‖(MT)−|n|‖2)2 ¡∞. So  generates a Bessel M -wavelet sequence.
3. Compactly supported tight wavelet frames
In this section, we shall prove Theorems 1.1 and 1.2 in a constructive way to show that for
any dilation matrix M , we can always construct compactly supported tight M -wavelet frames with
arbitrarily high smoothness and any preassigned order of vanishing moments.
Before proceeding further, let us introduce some concepts and notation. We say that a sequence
a on Zd satis.es the sum rules of order r (see [20]) with respect to the lattice MZd if∑
k∈MZd
a(j + k)p(j + k) =
∑
k∈MZd
a(k)p(k) ∀ j∈Zd; p∈4r−1;
where 4r−1 denotes the set of all polynomials with total degree less than r. We say that a sequence
b on Zd has vanishing moments of order r if∑
k∈Zd
b(k)p(k) = 0 ∀ p∈4r−1: (3.1)
Let M be a d× d dilation matrix. Let M be a set of complete representatives of distinct cosets
of (MT)−1Zd=Zd with 0∈M . By  we denote the Dirac sequence such that (0) = 1 and (k) = 0
for all k ∈Zd\{0}. It is easy to verify that a sequence a satis.es the sum rules of order r with
respect to the lattice MZd if and only if 9aˆ(2) = 0 for all ∈M \{0} and ∈Nd0 with ||¡r.
Similarly, a sequence b has vanishing moments of order r if and only if 9bˆ(0) = 0 for all ∈Nd0
with ||¡r.
In order to prove Theorem 1.1, we need the following result which was mentioned in Han [16]
and plays a crucial role in our proof of Theorem 1.1. For completeness, let us present a detailed
proof here.
Lemma 3.1. Let M be a d×d dilation matrix with m := |detM |. Let M denote a set of complete
representatives of distinct cosets of (MT)−1Zd=Zd with 0∈M . For any positive integer r, there
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exist 6nitely supported sequences a0; a1; : : : ; am−1 such that
(a)
∑
k∈Zd a0(k)=1 and a0 is an orthogonal mask satisfying the sum rules of order r with respect
to the lattice MZd;
(b) All the sequences aj; j = 1; : : : ; m− 1 have the vanishing moments of order r;
(c) The following equation holds:∑
∈M
aˆj(
+ 2)aˆk(
+ 2) = (j − k) ∀
∈Rd; j; k = 0; : : : ; m− 1: (3.2)
Moreover, such sequences a0; a1; : : : ; am−1 can be easily obtained in a constructive way.
Proof. Since M is a nonsingular integer matrix, there exist two integer matrices E and F such that
|det E|= |det F |= 1 and
EMF = G := diag(m1; : : : ; md); m1; : : : ; md ∈N; m1¿ · · ·¿md¿ 1: (3.3)
Since M is a dilation matrix, we have MZd ( Zd and therefore, there is an integer 1¡s6d such
that ms ¿ 1 and ms+1 = · · ·= md = 1.
It is a well known fact [9] that for any dilation factor greater than one, there exists a compactly
supported orthonormal wavelet basis which has any preassigned order of vanishing moments. In our
situation, this means that for each dilation factor mj ¿ 1; j = 1; : : : ; s, there exist .nitely supported
sequences bj‘; ‘ = 0; : : : ; mj − 1 such that
mj−1∑
k=0
bˆj‘(
+ 2k=mj)bˆ
j
n(
+ 2k=mj) = (‘ − n) ∀ 
∈R; ‘; n= 0; : : : ; mj − 1
and the mask bj0 satis.es the sum rules of order r with respect to the lattice mjZ and all the
sequences bj1; : : : ; b
j
mj−1 have vanishing moments of order r. Such sequences b
j
‘; ‘=0; : : : ; mj− 1 and
j = 1; : : : ; s can be easily constructed [9].
Now consider the tensor product sequences on Zd given by
s∏
j=1
bˆjkj(
j); (
1; : : : ; 
d)∈Rd; kj ∈{0; : : : ; mj − 1}:
Since there are m =
∏s
j=1 mj tensor product sequences, let us denote such sequences on Zd by
Bj; j=0; : : : ; m−1 with Bˆ0(
1; : : : ; 
s; 
s+1; : : : ; 
d) :=
∏s
j=1 bˆ
j
0(
j). Due to the tensor product structure,
it is clear that B0 satis.es the sum rules of order r with respect to the lattice GZd, all the sequences
Bj; j = 1; : : : ; m− 1 have vanishing moments of order r, and∑
∈G
Bˆj(
+ 2)Bˆk(
+ 2) = (j − k) ∀ 
∈Rd; j; k = 0; : : : ; m− 1:
Now de.ne the .nitely supported sequences a0; a1; : : : ; am−1 on Zd as follows:
aˆj(
) = Bˆj((ET)−1
); j = 0; 1; : : : ; m− 1; 
∈Rd; (3.4)
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where the matrix E is given in (3.3). Equivalently, aj(k) := Bj(Ek) for k ∈Zd and j=0; : : : ; m− 1.
Now we check that all the conditions in Lemma 3.1 are satis.ed.
Note that M := ETG is a set of complete representatives of the distinct cosets of (MT)−1Zd=Zd.
For every ∈M \{0} and ∈Nd0 with ||¡r, we have 9aˆ0() = (9[Bˆ0((ET)−1·)])() = 0 since
[9Bˆ0]((ET)−1) = 0 for all ∈M \{0} and ∈Nd0 with ||¡r. Hence, a0 satis.es the sum rules
of order r with respect to the lattice MZd.
By a simple computation, for any j; k = 0; : : : ; m− 1, we have∑
∈M
aˆj(
+ 2)aˆk(
+ 2)
=
∑
∈M
Bˆj((ET)−1
+ 2(ET)−1)Bˆk((ET)−1
+ 2(ET)−1)
=
∑
∈G
Bˆj((ET)−1
+ 2)Bˆk((ET)−1
+ 2)
=(j − k):
Finally, it is straightforward to check that all the sequences aj; j = 1; : : : ; m − 1 have vanish-
ing moments of order r since the sequences Bj; j = 1; : : : ; m − 1 have the vanishing moments of
order r.
Note that the mask a0 which is constructed in Lemma 3.1 is an orthogonal mask which can satisfy
any preassigned order of sum rules with respect to the lattice MZd. Though the shifts of the L2
re.nable function Ma0 may not be stable, we may still be able to obtain an orthogonal M -re.nable
function by perturbing the orthogonal mask a0 to obtain another suitable orthogonal mask. For
perturbing an orthogonal mask to obtain another orthogonal mask, see Han [16].
The following result will also be needed later.
Lemma 3.2. Let M be a d × d dilation matrix with m := |detM |. Let a0; a1; : : : ; ar be 6nitely
supported sequences on Zd satisfying
r∑
j=0
aˆj(
)aˆj(
+ 2) = () ∀ 
∈Rd; ∈M : (3.5)
Suppose that b0; : : : ; bs are 6nitely supported sequences such that
s∑
k=0
|bˆk(
)|2 = 1 ∀ 
∈Rd:
Then the sequences given by aˆjbˆk ; j = 0; : : : ; r and k = 0; : : : ; s satisfy
r∑
j=0
s∑
k=0
aˆj(
)bˆk(
)aˆj(
+ 2)bˆk(
+ 2) = () ∀ 
∈Rd; ∈M :
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Proof. By a direct computation, for any ∈M , we have
r∑
j=0
s∑
k=0
aˆj(
)bˆk(
)aˆj(
+ 2)bˆk(
+ 2)
=
 r∑
j=0
aˆj(
)aˆj(
+ 2)
( s∑
k=0
bˆk(
)bˆk(
+ 2)
)
=()
(
s∑
k=0
bˆk(
)bˆk(
+ 2)
)
= ():
Therefore, we are done.
Proof of Theorem 1.1. Let m := |detM |. Let a0; a1; : : : ; am−1 be the sequences constructed in Lemma
3.1. Let bj = aj; j = 0; : : : ; m − 1. Note that (3.2) is equivalent to (3.5) when r = m − 1. So apply
Lemma 3.2 n times, we have mn number of .nitely supported sequences cnj ; j = 0; : : : ; m
n − 1 such
that (3.5) holds with r = mn − 1 and aj being replaced by cnj . Without loss of generality, we
can assume that cˆn0(0) = 1. Since c
1
0 (Note that when n = 1, c
1
0 = a0) is an orthogonal mask with
respect to the lattice MZd, by Lemma 2.1, Mc10 ∈L2(R
d). Since ˆMcn0 (
) = [ˆ
M
c10
(
)]n. By Theorem
2.2, when n is large enough, then Mcn0 ∈Cr(Rd). De.ne  := { 1; : : : ;  m
n−1}, where  ˆ j(MT
) :=
cˆnj (
)ˆ
M
cn0
(
); j = 1; : : : ; mn − 1. By the unitary extension principle in Ron and Shen [27], then 
generates a tight M -wavelet frame in L2(Rd). Note that all the sequences cnj ; j = 1; : : : ; mn − 1 have
vanishing moments of order r. So  has vanishing moments of order r and  consists of compactly
supported functions in Cr(Rd).
From the above proof, we see that as in Gr5ochnig and Ron [13], the number of elements in 
in Theorem 1.1 may be signi.cantly greater than |detM | − 1 and may even increase exponentially
with respect to r. In the following, let us discuss how to further improve Theorem 1.1 by reducing
the number of elements in .
Recently, interesting results on tight wavelet frames have been obtained in Chui et al. [3],
Daubechies et al., [10], as well as dual wavelet frames in Daubechies and Han [11]. We need
the following result on tight wavelet frames which follows from Theorem 2.3 and [10] (For the
univariate setting, see [3,11] as well).
Proposition 3.3. Let M be a d × d dilation matrix. Let ∈L2(Rd) be an M-re6nable function
with a 6nitely supported mask a0. For any 6nitely supported sequences 9; a1; : : : ; ar such that
9ˆ(0) = 1; aˆj(0) = 0 ∀ j = 1; : : : ; r
and
aˆ0(
+ 2)aˆ0(
)9(MT
) +
r∑
j=1
aˆj(
+ 2)aˆj(
) = ()9ˆ(
) ∀ ∈M ; (3.6)
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where M denotes a set of complete representatives of distinct cosets of (MT)−1Zd=Zd with 0∈M .
De6ne  ˆ j(MT
) := aˆj(
)ˆ(
); j = 1; : : : ; r. Then { 1; : : : ;  r} generates a tight M -wavelet frame
in L2(Rd).
The key and simple observation here is that for a general dilation matrix M , all the equations in
Proposition 3.3, as well as the de.nition of order of sum rules and the de.nition of interpolatory
masks and orthogonal masks, depend only on the lattice MZd rather than directly on the dilation
matrix M . In short, for a general dilation matrix M , when we only deal with sequences, then almost
all the equations involving sequences depend only on the lattice MZd rather than the dilation matrix
M itself. For example, we may have two diQerent dilation matrices M and N such that MZd=NZd.
Hence, (MT)−1Zd = (NT)−1Zd and therefore, (MT)−1Zd=Zd = (NT)−1Zd=Zd.
Given a dilation matrix M , we have (3.3) and the positive integers mj; j = 1; : : : ; d are uniquely
determined by M . Assume that ms ¿ 1 and ms+1 = · · ·= md = 1, we can de.ne
dM :=
s∏
j=1
(mj + 1) (3.7)
which is uniquely determined by M and dM6m1 · · ·ms
∏s
j=1 (1 + 1=mj)6 (
3
2)
d|detM |.
Now we prove Theorem 1.2.
Proof of Theorem 1.2. Our proof largely follows the proof of Lemma 3.1. From the proof of Lemma
3.1, we assume (3.3) holds such that ms ¿ 1 and ms+1 = · · ·= md = 1.
Take n to be a .xed positive integer. De.ne cˆn; j0 (
) := (1 + e
−i
 + · · · + e−i(mj−1)
)n=mnj for
j=1; : : : ; s. Clearly, cn; j0 is the mask of the B-spline mj-re.nable function of order n. By generalizing
the results in [3,10] on constructing tight wavelet frames, we can show that one can have .nitely
supported sequences 9n;j; cn; j1 ; : : : ; c
n; j
mj such that all the conditions in Proposition 3.3 holds with M
being replaced by mj and ak being replaced by c
n; j
k . Moreover, all c
n; j
k ; k = 1; : : : ; mj have vanishing
moments of order n. Note that from (3.6), we must have 9ˆn; j(
)¿ 0 for all 
∈R. So there is a
.nitely supported sequence 9n;j1 such that 9ˆ
n; j
1 (0) = 1 and |9ˆn; j1 (
)|2 = 9ˆn; j(
).
Denote bˆn; j0 (
) := 9ˆ
n; j
1 (mj
)cˆ
n; j
0 (
) and b
n;j
k = c
n; j
k ; k = 1; : : : ; mj and j = 1; : : : ; s. Similarly, as in
the proof of Lemma 3.1, we can obtain dM := (m1 + 1)× · · · × (ms + 1) number of tensor product
sequences on Zd as follows:
s∏
j=1
bˆn; jkj (
j); (
1; : : : ; 
d)∈Rd; kj ∈{0; : : : ; mj}:
Since there are dM such tensor product sequences, let us denote such sequences on Zd by Bnj ; j =
0; : : : ; dM − 1 with Bˆn0(
1; : : : ; 
d) =
∏s
j=1 bˆ
n; j
0 (
j). Now rede.ne Bˆ
n
0(
1; : : : ; 
d) :=
∏s
j=1 cˆ
n; j
0 (
j). Let
9n(
1; : : : ; 
d) :=
∏s
j=1 9ˆ
n; j(
j). Due to the tensor product structure, it is clear that Bˆn0(0)=1 and all
the conditions in Proposition 3.3 holds with M being replaced by G and ak being replaced by Bnk .
Moreover, Bn0 satis.es the sum rules of order n with respect to the lattice GZd, and all the sequences
Bnj ; j = 1; : : : ; dM − 1 have vanishing moments of order n.
Now de.ne .nitely supported sequences an0; a
n
1; : : : ; a
n
dM−1 on Z
d as follows:
aˆnj (
) = Bˆ
n
j ((E
T)−1
); j = 0; 1; : : : ; dM − 1; 
∈Rd;
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where the matrix E is given in (3.3). De.ne 9ˆ(
)=9ˆn((ET)−1
). Then 9(k)=9n(Ek) and anj (k) :=
Bnj (Ek) for k ∈Zd and j = 0; : : : ; dM − 1.
Similar to the proof of Lemma 3.1, now it is easy to check that all the conditions in Proposition
3.3 are satis.ed.
We now show that when n is large enough, then Man0 ∈Cr(Rd). Note that when n = 1, the cor-
responding mask a10 is an orthogonal mask with respect to the lattice MZd since each mask c
1; j
0 is
an orthogonal mask with respect to the lattice mjZ. By Lemma 2.1, we have Ma10 ∈L2. Note that
aˆn0(
)=[aˆ
1
0(
)]
n and ˆMan0 (
)=[ˆ
M
a10
(
)]n. By Theorem 2.2, when n is large enough, then Man0 ∈Cr(Rd).
De.ne  ˆ j(MT
) := aˆnj (
)ˆ
M
an0
(
); j = 1; : : : ; dM − 1. By Proposition 3.3, { 1; : : : ;  dM−1} generates a
tight M -wavelet frame in L2(Rd). Since anj ; j=1; : : : ; dM − 1 have vanishing moments of order n, so
all the functions  j; j = 1; : : : ; dM − 1 have vanishing moments of order r since n¿ r.
4. Orthonormal wavelet bases of exponential decay
In this section, we demonstrate in a constructive way that for any dilation matrix M , we can
construct a Cr orthonormal M -wavelet basis of exponential decay for any positive integer r.
The following result is very crucial in our proof of Theorem 1.3.
Proposition 4.1. Let M be a dilation matrix with m := |detM |. Then there exists a 6nitely sup-
ported sequence a on Zd such that
(a)
∑
k∈MZd a(j + k) = m
−1 for all j∈Zd and ∑k∈Zd a(k) = 1;
(b) aˆ(
)¿ 0 for all 
∈Rd and a(k)¿ 0 for all k ∈Zd;
(c) a(0) =m−1 and a(Mk) = 0 for all k ∈Zd\{0}, that is, a is an interpolatory mask with respect
to the lattice MZd;
(d) aˆ(
) = 0 if and only if 
∈ 2(MT)−1Zd\2Zd.
Proof. Let M be a set of complete representatives of distinct cosets of (MT)−1Zd=Zd with 0∈M .
For example, we can take M := (MT)−1Zd ∩ [0; 1)d. Take
bˆ(
) :=
[∑
k∈M
e−iM
Tk·

] ∑
k∈Zd∩M [0;1]d
e−ik·

 : (4.1)
Then clearly, bˆ(0) = 0. So we can de.ne cˆ(
) := |bˆ(
)|2=|bˆ(0)|2 = bˆ(
)bˆ(
)=|bˆ(0)|2. It is straightfor-
ward to check that cˆ(0)=1, cˆ(
)¿ 0 for all 
∈Rd, and c(k)¿ 0 for all k ∈Zd. Since cˆ(
) contains
the factor
∑
k∈M e
−iMTk·
, the sequence c must satisfy∑
k∈MZd
c(j + k) = m−1 ∀ j∈Zd: (4.2)
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That is, c must satisfy the sum rules of order 1. Now we de.ne the sequence a as follows:
a(k) =

c(k) if k ∈Zd\MZd;
m−1 if k = 0;
0 if k ∈MZd\{0}:
(4.3)
It is obvious that (c) in Proposition 4.1 holds. By (4.2), it is also straightforward to see that∑
k∈MZd
a(j + k) = m−1 ∀ j∈Zd: (4.4)
To complete the proof, let us prove (b) and (d). Note that (4.4) is equivalent to aˆ(0)=1 and aˆ(
)=0
for all 
∈ 2(MT)−1Zd\2Zd.
Since cˆ(
) is real-valued and
∑
k∈MZd c(k) = m
−1, we observe that
aˆ(
) = cˆ(
) + m−1 −
∑
k∈MZd
c(k)e−ik·
 = cˆ(
) +
∑
k∈MZd
c(k)(1− cos(k · 
)):
Since c(k)¿ 0 for all k ∈Zd, we have aˆ(
)¿ cˆ(
)¿ 0 for all 
∈Rd. Moreover, we observe that
aˆ(:) = 0 implies that
∑
k∈Zd c(Mk)(1 − cos(Mk · :)) = 0. Consequently, aˆ(:) = 0 implies that Mk ·
: = k · (MT:)∈ 2Zd whenever c(Mk) = 0. By the de.nition of the sequence c, it is easy to
see that c(Mej) = 0 for all j = 1; : : : ; d, where ej denotes the jth coordinate unit vector in Rd.
Hence, if aˆ(:) = 0, then we must have ej · (MT:)∈ 2Zd for all j = 1; : : : ; d which is equivalent to
:∈ 2(MT)−1Zd. Since aˆ(0) = 1 = 0, when aˆ(:) = 0, then we must have :∈ 2(MT)−1Zd\2Zd.
We are done.
Proposition 4.2. Let M be a d×d dilation matrix and let a be the mask in Proposition 4.1. Then
the re6nable function Ma satis6es:
(a) Ma is a compactly supported continuous function such that 
M
a (0) = 1 and 
M
a (k) = 0 for all
k ∈Zd\{0} (that is, Ma is a fundamental function);
(b) Ma (x)¿ 0 for all x∈Rd and ˆMa (
)¿ 0 for all 
∈Rd;
(c) ˆMa (:) = 0 if and only if :∈ 2Zd\{0}.
Proof. Let N := MT. From the re.nement equation, we have
ˆMa (
) =
∞∏
j=1
aˆ(N−j
); 
∈Rd: (4.5)
If ˆMa (:) = 0, then aˆ(N
−j:) = 0 for some j∈N. Since aˆ(
) = 0 if and only if 
∈ 2N−1Zd\2Zd,
aˆ(N−j:)=0 implies N−j:∈ 2N−1Zd. That is, :∈ 2Nj−1Zd ⊆ 2Zd since j∈N. Since ˆMa (0)=1,
when ˆMa (:) = 0, we must have :∈ 2Zd\{0}. Conversely, for any :∈ 2Zd\{0}, then := 2Nj0k
for a unique j0 ∈N∪{0} and k ∈Zd\NZd. So aˆ(N−1−j0:)= aˆ(2N−1k)=0 and therefore, ˆMa (:)=0
for all :∈ 2Zd\{0}. So (c) holds.
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Now de.ne
fˆn(
) := !Nn[−;)d(
)
n∏
j=1
aˆ(N−j
); n∈N:
Since
∑
∈M aˆ(
 + 2) = 1 and aˆ(
)¿ 0 for all 
∈Rd, then fˆn(
)¿ 0 for all n∈N and by
induction it is easy to check that
∑
k∈Zd fˆn(
 + 2k) = 1 for all 
∈Rd and n∈N. By Fatou’s
lemma,∫
Rd
ˆMa (
) d
=
∫
Rd
lim
n→∞ fˆn(
) d
6 lim infn→∞
∫
Rd
fˆn(
) d

= lim inf
n→∞
∫
[−;)d
∑
k∈Zd
fˆn(
+ 2k) d
= (2)
d:
So ˆMa ∈L1 and Ma is a continuous function. By (c), we have C := inf 
∈[−;]d ˆMa (
)¿ 0. There-
fore, by (4.5), |fˆn(
)|6C−1ˆMa (
) for all 
∈Rd and for all n∈N. By the Lebesgue Dominated
Convergence Theorem, for every x∈Rd, we have
lim
n→∞fn(x) = limn→∞ (2)
−d
∫
Rd
fˆn(
)e
i
·x d
= (2)−d
∫
Rd
ˆMa (
)e
i
·x d
= Ma (x):
Since
∑
k∈Zd fˆn(
+ 2k) = 1, for every k ∈Zd, we have
fn(k) = (2)−d
∫
Rd
fˆn(
)e
ik·
 d
= (2)−d
∫
[−;)d
eik·

∑
j∈Zd
fˆn(
+ 2j) d
= (k):
Therefore, Ma (k) = limn→∞ fn(k) = (k) for all k ∈Zd.
Lemma 4.3. Let M be a d×d dilation matrix with m := |detM |. Let a be the mask in Proposition
4.1. Take aˆ0(
) := [aˆ(
)]n for a positive integer n. For any given positive integer r, when n is large
enough, then Ma0 ∈Cr(Rd) and we can construct 6nitely supported sequences aj; j = 1; : : : ; m − 1
such that∑
∈M
aˆj(
+ 2)aˆk(
+ 2) = 0 ∀ j; k = 0; 1; : : : ; m− 1 and j = k (4.6)
and ∑
∈M
|aˆj(
+ 2)|2 = 0 ∀ 
∈Rd; j = 0; 1; : : : ; m− 1; (4.7)
where M denotes a set of complete representatives of distinct cosets of (MT)−1Zd=Zd. Moreover,
all the sequences aj; j = 1; : : : ; m− 1 have vanishing moments of order r.
Proof. By Proposition 4.2 and Theorem 2.2, Ma ∈L2 and (1 + ‖ · ‖)ˆMa (·)∈L∞ for some ¿ 0.
Since ˆMa0 (
) = [ˆ
M
a (
)]
n, when n is large enough, then Ma0 ∈Cr(Rd).
Using a simple observation as in [29], we now construct the .nitely supported sequences aj; j =
1; : : : ; m− 1 which satisfy (4.6) and (4.7). Let {0; : : : ; m−1}=M with 0 = 0. Given a sequence b
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on Zd, we de.ne an m× 1 column vector ˜ˆb(
) of 2-periodic trigonometric polynomials as follows:
˜ˆb(
) := [bˆ(
+ 20); : : : ; bˆ(
+ 2m−1)]T and 〈˜bˆ;˜ˆc〉(
) :=
m−1∑
j=0
bˆ(
+ 2j)cˆ(
+ 2j):
De.ne the sequences bj to be bˆj(
) := e−iM
Tj·
; j = 1; : : : ; m− 1. Since a is an interpolatory mask
such that
∑m−1
j=0 aˆ(
 + 2j) = 1, then it is easy to see that ˜ˆa(
);
˜ˆb1(
); : : : ;
˜ˆbm−1(
) are linearly
independent for all 
∈Rd. Now perform a standard Gram–Schmidt orthonormalization process on
these vectors to get desirable .nitely supported sequences. Suppose that ˜ˆc0; : : : ;˜ˆc‘−1 are mutually
orthogonal vectors of 2-periodic trigonometric polynomials, and 〈˜cˆj;˜ˆcj〉(
) = 0 for all 
∈Rd and
j=0; : : : ; ‘−1. If ˜ˆc0(
); : : : ;˜ˆc‘−1(
); ˜ˆb‘(
) are linearly independent for all 
∈Rd, then we can replace
b‘ by c‘, where
cˆ‘(
) := 〈˜cˆ0;˜ˆc0〉 × · · · × 〈˜cˆ‘−1;˜ˆc‘−1〉
bˆ‘(
)− ‘−1∑
j=0
〈˜bˆ‘;˜ˆcj〉cˆj(
)=〈˜cˆj;˜ˆcj〉
 :
Clearly, c‘ is a .nitely supported sequence and all ˜ˆc0(
); : : : ;˜ˆc‘−1(
);˜ˆc‘(
) are mutually orthogonal.
So, after performing the Gram–Schmidt orthonormalization process on these vectors ˜ˆa(
); ˜ˆb1(
); : : : ;
˜ˆbm−1(
), we have .nitely supported sequences cj; j = 0; : : : ; m − 1 such that c0 = a and 〈˜cˆj;˜ˆck〉 = 0
for all j; k = 0; : : : ; m − 1 and j = k, and 〈˜cˆj;˜ˆcj〉(
) = 0 for all 
∈Rd and j = 0; : : : ; m − 1.
Now we replace c0 be a0. Then we must have that ˜ˆa0(
);˜ˆc1(
); : : : ;˜ˆcm−1(
) are linearly independent
for all 
∈Rd. Otherwise, ˜ˆa0(
) is a linear combination of ˜ˆc1(
); : : : ;˜ˆcm−1(
). Since the vectors
˜ˆcj(
); j=1; : : : ; m− 1 are orthogonal to ˜ˆa(
), we must have 〈˜aˆ0; ˜ˆa〉=0 which is contradiction since
〈˜aˆ0; ˜ˆa〉=
∑
∈M [aˆ(
+ 2)]
n+1 ¿ 0 for all 
∈Rd by ∑∈M aˆ(
+ 2)¿ 0 and aˆ(
)¿ 0.
Now we can perform another Gram–Schmidt orthonormalization process on the vectors ˜ˆa0(
);
˜ˆc1(
); : : : ;˜ˆcm−1(
) to obtain the desirable sequences aj; j = 1; : : : ; m − 1. Since a0 satis.es the sum
rules of order at least n, the sequences aj; j = 1; : : : ; m− 1 must have vanishing moments at least r
(in fact n) since n¿r.
Lemma 4.4. Let p(z1; : : : ; zd) be a holomorphic function in the domain
=t := {(z1; : : : ; zd)∈Cd : t−1 ¡ |zj|¡t; 16 j6d} (4.8)
for some t ¿ 1. If f is a Cr(Rd) function of exponential decay, de6ne another function g by
gˆ(
1; : : : ; 
d) := p(e−i
1 ; : : : ; e−i
d)fˆ(
1; : : : ; 
d); (
1; : : : ; 
d)∈Rd;
then g is also a Cr(Rd) function of exponential decay.
Proof. Since p is a holomorphic function in =t and =t is a Reinhardt domain, then p in =t has a
Laurent series (see [26, pp. 12–14]) as follows:
p(z1; : : : ; zd) =
∑
k∈Zd
ckzk ; z = (z1; : : : ; zd)∈=t;
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where zk := zk11 · · · zkdd ; k = (k1; : : : ; kd) and for k = (k1; : : : ; kd),
ck = c(k1 ;:::;kd) = w
−k(2)−d
∫ 
−
· · ·
∫ 
−
p(w1ei?1 ; : : : ; wdei?d)e−i(k1?1+···+kd?d) d?1 · · ·d?d;
where w = (w1; : : : ; wd)∈=t . Take wj := t1=2 sgn kj ; j = 1; : : : ; d. Then w = (w1; : : : ; wd)∈=t and
w−k = t−|k|=2. Therefore, there is a constant C1 such that |ck |6C1t−|k|=2 for all k ∈Zd. Since f is a
Cr(Rd) function of exponential decay, there exist ¿ 0 and C2 ¿ 0 such that |9f(x)|6C2e−|x|
for all x∈Rd and ∈Nd0 with ||6 r. Note that g(x) =
∑
k∈Zd ckf(x − k). So g∈Cr(Rd) and for
∈Nd0 with ||6 r,
|9g(x)|6
∑
k∈Zd
|ck | · |9f(x − k)|6C1C2
∑
k∈Zd
e−|x−k|−1=2|k| ln t ;
where |(x1; : : : ; xd)| := |x1|+ · · ·+ |xd|. Since t ¿ 1, we have 1 := min(; 12 ln t)¿ 0. Then
|x − k|+ 1
2
|k| ln t¿ 1(|x − k|+ |k|)¿ 1
√
|x − k|2 + |k|2
=
1√
2
√
|x|2 + |x − 2k|2¿ 1
2
(|x|+ |x − 2k|)
for all x∈Rd and k ∈Zd. So for every ∈Nd0 with ||6 r, we have
|9g(x)|6C1C2
∑
k∈Zd
e−1|x|=2e−1|x=2−k| = C1C2e−1|x|=2
∑
k∈Zd
e−1|x=2−k|6C3e−1|x|=2;
where C3 := C1C2 maxx∈[0;1)d
∑
k∈Zd e
−1|x−k|¡∞. So g is also a Cr(Rd) function of exponential
decay.
Proof of Theorem 1.3. Let a0; a1; : : : ; am−1 be given in Lemma 4.3. Then Ma0 ∈Cr(Rd) and [ˆMa0 ;
ˆMa0 ](
) = 0 for all 
∈Rd. Let p(z1; : : : ; zd) :=
∑
k∈Zd z
k
∫
Rd 
M
a0 (x + k)
M
a0 (x) dx. Since 
M
a0 is a
compactly supported function in L2(Rd), then p is a polynomial and therefore p(z) is holomorphic.
Since p(e−i
1 ; : : : ; e−i
d) = [ˆMa0 ; ˆ
M
a0 ](
) = 0. De.ne q(z) = p(z)−1=2. Then q(z) is a holomor-
phic function in the domain =t for some t ¿ 1, where =t is de.ned in (4.8). De.ne ’ˆ(
) =
q(e−i
1 ; : : : ; e−i
d)ˆMa0 (
); 
=(
1; : : : ; 
d)∈Rd. By Lemma 4.4, ’ is a Cr(Rd) function of exponential
decay. For j = 1; : : : ; m− 1, de.ne
 ˆ j((MT)
) :=
∑
∈M
|aˆj(
+ 2)|2
−1=2 aˆj(
)’ˆ(
):
By Lemma 4.4, we can similarly prove that  j; j = 1; : : : ; m − 1 are Cr(Rd) functions of exponen-
tial decay. Now by a standard result from multiresolution analysis ([9]), { 1; : : : ;  m−1} generates
an orthonormal M -wavelet basis in L2(Rd). Clearly, all the functions  1; : : : ;  m−1 have vanishing
moments of order r by Lemma 4.3.
For any given dilation matrix M , in this paper we didn’t discuss the issue of symmetry of a
wavelet system. By slightly modifying the arguments in this paper, one can show that symmetric
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tight M -wavelet frames and symmetric orthonormal M -wavelet bases of exponential decay can be
constructed. For discussions on symmetry properties of M -re.nable functions and algorithms for
eGciently computing the smoothness exponents of M -re.nable functions using symmetry, the reader
is referred to [16,17].
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