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ABSTRACT 
A proper splitting of a rectangular matrix A is one of the form A = M- N, where 
A and M have the same range and null spaces. This concept was introduced by R. 
Plemmons as a means of generalizing to rectangular and singular matrices the 
concept of a regular splitting of a nonsingular matrix as introduced by R. Varga. In 
consideration of the linear system Ax = b, A. Berman and R. Plemmons used a proper 
splitting of A into M-N and showed that the iteration xcifl)= M +Nx(‘)+ M +b 
converges to A+b, the best least-squares solution to the system, if and only if the 
spectral radius of M +N is less than one. The purpose of this paper is to further 
develop the characteristics of proper splittings and to extend these previous results by 
replacing the Moore-Penrose generalized inverse with a least-squares g-inverse, a 
minimum-norm g-inverse, or a g-inverse. Also, some criteria are given for comparing 
convergence rates of n/r,-Nj, where A = M, - NI = M, - N,, and a method is deve- 
loped for constructing proper splittings of special types of matrices. 
1. INTRODUCTION 
Consider the real rectangular linear system of equations 
where x is an n-vector and 0 is an m-vector. In the event that m = n and A is 
nonsingular, R. Varga [14] introduced the concept of a regular splitting of 
the matrix A. This is a splitting A = M - N where M is nonsingular and 
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nonnegative and N is nonnegative. A regular splitting of the matrix A gives 
rise to the iterative procedure 
x(i+ 1) = M -l&i) + M -lb, 
(1.2) 
which converges to the solution of (1.1) when P(M - ‘N) < 1. Varga showed 
that for regular splittings (1.2) converges if and only if A-‘> 0, i.e. A is 
monotone. These results have been extended by Ortega and Rheinboldt [lo], 
Mangasarian [9], and Vangergraft [12]. 
The concept of a proper splitting of a rectangular matrix A, that being 
A = M - N where the range and null spaces of A and M are the same, was 
developed by R. Plemmons [2] in order to generalize to rectangular and 
singular matrices the concept of a regular splitting of a nonsingular matrix. 
Berman and Plemmons [23 have considered the iteration 
#+ 1) = M +&i) + M +b, (1.3) 
where M + * 1s the Moore-Penrose g-inverse of M and A = M - N is a proper 
splitting of A, and have shown that p(M +N) < 1 if and only if (1.3) coverges 
to A +B for each x(O). This iterative scheme does not involve the use of the 
normal system A tAx = A 'b and avoids the problem of A ‘A being frequently 
ill conditioned, as pointed out in [5]. Previous results have also been 
extended by Berman and Plemmons by considering matrices that leave cones 
invariant. 
Applications of g-inverses are rapidly increasing, for example in network 
theory, mathematical programming, and mathematical statistics [ 1 I]. The 
purpose of this paper is to further develop characteristics of proper splittings 
and to extend the results of Berman and Plemmons by replacing the 
Moore-Penrose g-inverse with a least-squares g-inverse, a minimum-norm 
g-inverse, or a g-inverse. In addition, some criteria are developed for 
comparing convergence rates of M,-N,, i = 1, 2, where A is properly split 
into M, - N, and M, - N,, and a method is developed for constructing a 
proper splitting for special types of matrices. 
2. NOTATION AND PRELIMINARIES 
Throughout the paper the following definitions and notation will be used. 
R” denotes the n-dimensional real space. 
R: denotes the nonnegative o&ant in R". 
R mxn denotes the m x n real matrices. ' 
0 denotes the zero matrix. 
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Z,, denotes the identity matrix of order n. 
For X, y E R n, (x, y) denotes the inner product. 
For XER”, J/x]] denotes the norm of x defined by ]]x]] =(x,x)l/‘. 
For W a subspace of R”, P& denotes the orthogonal projection on W. 
For AERmX”, 
A T denotes the transpose of A, 
%(A) denotes the range space of A, 
%(A) denotes the null space of A, 
(A)’ denotes the ith column of A, and 
o(A) denotes the spectral radius of A. 
For AER”X”, 
A - denotes a generalized inverse ( g-inverse) of A defined by AA -A = A; 
A; denotes a minimum-norm g-inverse of A, defined by AAGA = A and 
A,A=Pl %(A =); 
A,- denotes a least-squares g-inverse of A defined by AAl = A and AA,- 
= P&,,; and 
A + denotes the Moore-Penrose g-inverse of A defined by AA + = P&(,, and 
A +A = P& 
A nonempty subset K of R n is a cone if 0 < A implies that XK c K. 
A cone K is convex if K + K c K, is pointed if K n - K = {0}, and is 
polyhedral if there is a matrix A E R n x k such that K = AR I. 
The polar, K*, of a cone K is the closed cone K*={ yER”jxEK 
implies (x, y) > O}. 
The interior, K ‘, of a closed convex cone K is given algebraically as 
K”={xEK(O#~EK* implies (x,y)>O}. 
A cone is solid if K0 is nonempty. 
By a positive cone is meant a pointed, solid, convex cone. A positive cone 
K c R n induces a partial ordering of R n given by x < Ky if and only if 
y-XEK. 
LEMMA 1 (Greville [6]). LetPERmX”, QERnxk then (PQ)+=Q+P+ 
if and only if 
QQ ‘PTPQ= PTPQ and P+PQQTPT= QQ’P’. (1.4) 
LEMMA 2 (Ben-Israel [l]). Let A E Rmx”, b E R”, and K be a closed 
convex cone in R n such that %(A) + K is closed, then the following are 
equivalent: 
(a) The system Ax = b, x E K is consistent, 
(b) A ‘y E K* implies (b, y) > 0. 
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LEMMA 3 (Krein and Rutman [S]). Zf K is a positive cone in R” and 
A ERnX” has the property AK c K, then K contains an eigenvector of A 
whose eigenvalue is p(A). 
3. PROPER SPLITTINGS 
For AERmX” the splitting A = M - N is called proper provided that 
‘% (A) = % (M) and L% (A) = % (M). It is noted that the splittings that arise 
in many iterative techniques, such as the Jacobi and Gauss-Seidel ones, used 
in solving the nonsingular system Ax = b are proper splittings. In fact, any 
splitting of A into M - N where A and M are both nonsingular is a proper 
splitting. In order to generalize previous results obtained for the case where 
A is nonsingular to the case where A is possibly singular or rectangular, the 
iterative method 
%(k+ 1) = M -N@’ + M -b 
(34 
is used, where M - denotes any g-inverse of M. In order to investigate 
conditions for the convergence of (3.1), the results of the following theorem 
are needed. 
THEOREM 1. Let A = M - N be a proper splitting of A E R m x “, and let 
M - denote a g-inverse of M; then 
(a)A=M(Z-M-N), 
(b) Z - M -N is nonsingular, 
(c) A - = (I - M -N)- ‘M - is a g-inverse of A, and 
(d) A-b is the unique solution to the system x = M -Nx + M -b for any 
bER”. 
Proof. Since 94, (A) = % (M), it follows that 9% (N) c 9 (M). This means 
that MM -N = N, since MM -M = M, and hence A = M (I - M -N). To show 
that I- M -N is nonsingular, suppose that there is an x E R n such that 
M -Nx = x. This means that MM -Nx= Mx or Nx= Mx, which gives xE 
% (A). However, %(A) = s(M), so that Nx= Mx=O; hence x=0, and 
Z - M -N is therefore nonsingular. For part (c), notice that 
=MM-A=A. 
since 9 (A) = % (M) and MM -M = M. The (d) part follows from the fact 
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that x = M -Nx + M -b if and only if (I - M -N)x = b if and only if x = (I - 
M-N)-'b. n 
REMARKS. If A = M - N is a proper splitting of A, then M = A + N is a 
proper splitting of M. It follows that if A - is a g-inverse of A, then 
M = A (I + A -N), Z + A -N is nonsingular, and (I + A -N) - ‘A - is a g-inverse 
of M. If in fact A - is chosen to be (I - M -N)- 'M -, obtained from an initial 
choice of M -, then the matrix (I+ A -N)-‘A - is indeed M -, since 
M-=(I-M-N+M-N)M-=(I-M-N)[Z+(Z-M-N)-'M-N]M- 
=(z-M-N)(z+A-N)M-; 
hence M-=(z+A-N)-'(Z-M-N)-'M-=(Z+A-N)-'A-. 
COROLLARY 1. Let AE R"+" andA=M-N to a proper splitting ofA; 
then 
(a) Ai = (I- MiN)-'ML is a minimum-norm g-inverse of A, 
(b) A,- = (I - Ml-N) - 'Ml- is a least-squares g-inverse of A, and 
(c) A + = (I - M +N)- 'M + is the Moore-Penrose g-inverse of A. 
Proof. For part (a): the proper splitting of A means that %(Ar) 
= %(MT), so that %(NT)c%(MT). However, MLM=P&M=j, so that 
M[MNT=NT, or NM;M=N. Also C~(N)CC%(M), and MM;M=M 
means that MM,N= N. Hence A,A=(Z- M,N)-'M,A=(Z- 
M,N)-1M,,JM-N)=(Z-M,-N)-'(M,M-M,-NM,-M)=(Z-M,N)-' 
(z- M,N)M,M=M,M=P~(M~)=P~(Ar). Part (c) follows from the fact 
that AA,- = M(Z- Ml-N)(Z- Ml-N)-'Ml- = MM,- = P&,,=P&), For 
part (d) note that M + is both a least-squares and a minimum-norm g-inverse 
of M and %[(I- M+N)-'M+]= %(MT)= %(AT). Hence (Z- 
M +N) -'M + is the Moore-Penrose g-inverse of A. l 
REMARKS. By essentially considering transposes, it also follows that if 
A=M-N is a proper splitting of A, then A=(Z-NM-)M, I-NM- is 
nonsingular, A-=M-(Z-NM-)-', and if x is the solution to x = NM -x + 
b, then M-x= A -b. The corresponding results for the different types of 
g-inverses also hold. 
Consider a proper splitting of A into M - N, and let M - represent any 
g-inverse of M; then A=M-N=M-MM-N=M(Z-M-N). It has been 
shown above that the proper splitting guarantees the nonsingularity of 
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I - M -N, so that the solutions of the iterative method (3.1) can be related to 
.the solutions of Ax= b, if (3.1) converges. This idea leads to the following 
corollary. 
COROLLARY 2. Let A E Rmxn, A = M - N be a proper splitting of A, 
and bER”. The iteration 
X(k+ 1) = M -N,#) + M -b 
converges to A -b, where A 
M, for every x(O) 
- is the same type of g-inverse of A us M - is of 
if and only if p(M -N) < 1. 
4. CONVERGENCE CRITERIA. 
With regard to the iterative technique (3.1), it is desirable to develop 
conditions for which p(M -N) < 1, where M - denotes any g-inverse of 
MERmX”. Some of the proofs are similar to those in [2] and thus will be 
omitted. 
THEOREM 2. Let K be a positive cone in R “, and let A = M-N be a 
proper splitting of A such that M -NK 2 K. Zf A _ = (I - M -N)-IM -, then 
p(M-N)= 
P(A -N) 
l+p(A-N) ’ 
and hence p(M-N) < 1, if and only if A-NK c K. 
Proof. The proof of this theorem is similar to that of Theorem 2 in 
PI. a 
While the above result holds for all g-inverses, the following theorem is 
true for minimum-norm g-inverses. 
THEOREM 3. Let A = M - N be a proper splitting of A E Rmx”, let MG 
denote any minimum norm g-inverse of M, and let Ai = (Z - MiN)-lMl. 
Then the following statements are equivalent: 
A,N > 0 and M,,IIN > 0; (4.2) 
AX=N for some X E Rnx”, X 20, %(X)c%(Ar), 
MY=N forsome YER”~“, Y>O, %(Y)c%(MT); (4.3) 
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A ‘9 E R ; + L%(A) implies Nry > 0, 
(4.4) 
M'yER:+ En(M) implies Nry>O. 
Proof Since ?k (N) C_ %(A) and ALA is symmetric, it follows that 
‘?k (A,N) c 5%. (A ‘). H ence the first part of (4.2) implies that of (4.3) with 
X = AGN, and it can be shown in a similar manner that the second part of 
(4.2) implies the second part of (4.3). Since R (X) CR (A r) and AGA 
= P,&,r), (4.3) implies (4.2). The consistency theorem of Ben-Israel can be 
used to show that (4.4) is equivalent to (4.3). His result is that the system 
Ax = (N)j, x20, BE%, forj=1,2 ,..., 12, 
is consistent if and only if 
A ‘y E [ %(A ‘) n RF]* implies ((N)j,y) > 0. 
But %((A')~R: is a closed convex cone, being polyhedral and its polar is 
R; + %(A). n 
COROLLARY 3.1. LetA=M-NbeapropersplittingofAERmX”,M~ 
be a minimum-norm g-inverse of M, and A, =(I- M,,IIN)-‘Mm-. Zf A,M,N 
satisfy (4.2), (4.3), or (4.4), then 
P(K~') = 
PKN) 
l+p(A,N) * 
Proof. This follows directly from Theorems 2 and 3 where K = R;. n 
THEOREM 4. Let L c R “‘, K CR n be positive cones, and let A = M - N 
be a proper splitting of A E R mX n, where M - is a g-inverse of M and 
A-=(I-M-N)-‘M-. Suppose that M-LcK and M-NK cK. The fol- 
lowing statements are equivalent: 
(a) A-LCK, 
(b) A -NK c K, and 
(c) PW -W =P@ -N)lP + P(A -N)l. 
Proof. The proof of this theorem is similar to that of Theorem 3 in 
[21. n 
118 LINDA MARIE LAWSON 
5. COMPARISON OF CONVERGENCE RATES 
FOR DIFFERENT PROPER SPLITTINGS 
Suppose that A = M, - Nl = M, - N, are two different proper splittings 
such that Ai- =(I- Ml-N,)-'Mlb and A; =(I- M2-N2)-1M2p, the two g- 
inverses of A obtained from Ml- and M,-, are equal. The following theorem 
compares the spectral radii of Ml-N, and M,N,. 
THEOREM 5. Let A = M, - Nl and M, - N, be two proper splittings of A 
where 0 < N, < N,, equality excluded. A- = (I- MlmN,)-lMls = (Z- 
M,N,)-'M,. If A- >O, M,-N,> 0, and Mi- > 0,for i = 1,2, then 
O<p(M,N,) <p(M,N,)< 1. 
Proof From Theorem 4 it follows that p(M,-NJ= p(A-N,)/[l+ 
p(A -N,)] for i = 1, 2, so that the desired result can be obtained by showing 
that O<o(A -N,) < P(A-NJ. The proof of this is similar to the proof of 
Theorem 1 in [ 131. n 
When working with a matrix M-N that converges to zero, i.e., limi,, 
(M -N)'= 0, one can consider the asymptotic rate of convergence, 
R,(M -N), defined as [15] 
R,(M-N)= -lnp(M-N). 
This idea is used in the following corollary. 
COROLLARY 5.1. Let A = M, - NI = M, - N2 be two proper splittings of 
AERmX” that satisfy the conditions of Theorem 5. Then 
O<R,(M,N,)<R,(M;N,). 
Notice that the conditions required for the above results are somewhat 
simplified if Mi- = Mi+, because of the uniqueness of the Moore-Penrose 
g-inverse of A. Also, in the event that A is nonsingular the following results 
are obtained. 
COROLLARY 5.2 (Varga [14]). Let A = M, - N, = M, - N, be two proper 
splittings of the nomingulur matrix A E Rnx”. Zf A - ’ > 0, Mi- > 0, Mi- ‘Ni 
> 0 for i = 1,2, and 0 < N, Q N2 (equality excluded), then 0 < P(M,~N,) 
<p(Ma-‘N,)<l, and R,(M;1N,)>R,(M2-1N,)>0. 
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6. METHODS FOR CONSTRUCTING PROPER SPLITTINGS 
Given a matrix A E R m x “, the problem is to construct a matrix M E 
R mxn so that A = M - N is a proper splitting of A and so that M lends itself 
readily to the calculation of a g-inverse M -. If M - is to be the Moore- 
Penrose g-inverse, one might, for example, require M to be a partial isometry 
matrix [4], in which case M + = MT. The following theorem gives a sufficient 
condition under which such a splitting can be found, and the proof gives a 
method for computing such a splitting. Other proofs can be given using the 
fact that the columns of such an M form an orthogonal basis for the column 
space of A. 
THEOREM 6. If AE Rmx” has full column rank, then there exists a 
matrix M such that A = M - N is a proper splitting of A, and M + = M ‘. 
Proof. If m = n, then A is nonsingular, so that M can be chosen to be 1,. 
If m > n, there exist m - n linearly independent vectors { yr, . . . , y,,_,} 
spanning 532 (A ‘), This collection of vectors can be extended to form a basis 
for R”, say { Y1 ‘..“yn-n,~~-n+l,“., a,}. The Gram-Schmidt orthogonal- 
ization process can be applied to this collection to form an orthogonal basis 
{P r, . . . , &,,}, where each Pi is a linear combination of the y’s and (Y’S whose 
subscripts are less than or equal to i. Hence /3, E 9Z (A ‘) for i = 1,. . . , m - n 
and /?,e%(AT) for i=m-n+l ,...,m. This means that PiECl(AT) 
=%(A) for i=m-n+l,..., m, so that %(A)=({ &_,+1 ,..., &}). If we 
choose 
then A = M - N is a proper splitting of A and A+ = MT, since MTM = I,. n 
The technique involved in the previous proof yields an algorithm for 
constructing proper splittings of matrices with full column rank. This is as 
follows. 
i; 
every 
(4 
Determine vectors that span ‘?X (A ‘); 
find n orthogonal vectors (Y~, i = 1,. , . , n, each of which is orthogonal to 
vector in 92 (A ‘), and let S = (a,, . , . ,a,); 
let M = SD, where 
120 
EXAMPLE 1. Suppose 
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Notice that A has full column rank and that 
Choose 
Let S=((Y~,CQ,(Y~) and D=diag(l/~/2,1/~/10,1/~). Then 
M=SD= 
and 
N= 
0 3/v/10 1/m 
l/V/2 0 -l/V% 
l/v% 0 1/m 
\ 0 l/V10 -3/v/12 j 
-1 3/v%! l/Vi5 +2 
l/G -1 -l/v% -1 
. 1/v/2+1 -1 l/vB 
-2 l/Vi6 -3/v% -1 
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Since I- M +N= I- M’N- M’A, we have A+ = (MTA)-lMT, or 
A++ I 13 8 30 5 -5 30 21 6 
-23 5 -5 9 
Consider the case where A E R m Xn does not have full column rank but 
has columns that are scalar multiples of other columns. For this special case 
a proper splitting can be constructed with the aid of the following lemma. 
LEMMA 3 (R. Cline [3]). Let A=(U,V)ERmX” and C=(Z-UU+)V. 
Then 
if and only if C= V. 
THEOREM 7. Let A E R m Xn, let the rank of A be k, and suppose 
1= n - k. Zf there exist 1 columns of A, say cx1, cxz,, . . , al, such that aI = cjcxi 
where i#l,Z ,..., 1, i=l,..., 1, and ai is a column of A, then there exists a 
permutation matrix P such that A = MPT- N is a proper splitting of A, 
where 
with 
M=(U, U, ..a U, V) 
Furthermore, for each i = 1, #. , r there exist vectors ai, bi such that Vi = aibiT, 
which implies that Vi’ =(1/IIaiJ2(lbilj2)biqT and V can be chosen so that 
v+=v=. 
Proof. For simplicity, the proof will be given for the case where 1 = 1, 
since the generalization to an arbitrary 1 is obvious. Since one column of A is 
a multiple of another, there must exist a permutation matrix P E R ” x ” such 
that AP= (a,,ccu,,a,, . . . , (Y”_~), where ‘%(A)=({crr,...,o,,_r}) and c is a 
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“%(AP)= 
An orthonormal set of vectors { PI,. . . ,fi,_ 1} can be found such that 
({P r ,,.., p,_r})= ‘%(A). Hence for M=(&,cR~,/~~ ,..., /3,-r) it is true that 
q(M)= ~(MPT)= %(A) and q(M)= %(AP), or “%(MP’)= ‘%(A). Let 
U=(p,,cp,)=p,(l,c)~R~~‘, and let V=(P2,P3,...,P,_1)~Rnx(n-2). 
Then 
and V+ = VT, since the &,i=l,..., n - 1 are orthonormal. Also, 
U+V=k 
i 1 
1 p,‘(&...,p,_,)=o, 
C 
where k is some scalar, so that C = (I - UU ‘) V = V. By Lemma 3 it follows 
that 
and from Lemma 1 it follows that (MPr)+ = PM +. n 
Notice that if the collection { RI,. . . , ,l?,_ 1} is simply orthogonal, rather 
than orthonormal, the V can be chosen to be ( /3,, &, . . . , &_ l)D, where 
D=diag(l/ll P1ll~..~~llll P,-J). 
EXAMPLE 2. Let 
1 00 2 0 0 0 
0 20 0 -2 0 0 
A= --l -‘: : -2 
0 0 
‘: ; ; ERGS’. 
0 13 0 -1 9 1 
~ 0 00 0 0 0 1, 
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The rank of A is 4, and if 
1.23 
1 0 0 0 
0 2 0 0 
PI= -; > Pz= _y 3 P,= ; 3 Pq= ; 3 
0 1 3 1 
\ 0, ~ 0, 1O, -1, 
then A=(p,,Pz,PJ,al,a,,~3,P4)’ wherea,=2P,,a,=-p,,cr,=3P,. Since 
%(AT)= 
choose 
I . 
1 0 0 0 
0 2 0 0 
a,= -; ) a,= _; , a,= ; > and a,= 
0 
0 
0 0 1 0 
~ 0, < 0, ,O, ,l, 
Notice that 3 (A) = ({ 6,, S,, 6,,6,}), and for P= (e,, e4, e2, es, es, e,, e,) it fol- 
lows that 
AP= 
f1 2 . 0 0’ 00. 0 
0 0 . 2 -2. 00. 0 
-1 -2 . 0 0. 00 * 0 
0 0 .--1 1. 00.0 
0 0 . 1 -1. 39. 1 
<O 0 . 0 0 0 0 1 
U,= 
1 2 1 
0 0 0 
-1 -2 = 
0 0 
-; (1 2), 
0 0 0 
.o 0 , 0, 
so that 
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Let M = (a,, 24, a,, - 6,, a,, 36,, 6,); then Ck (M) = Cii (A) = 3 (AI’), and 
2 0 0 
-1 0 0 
0 1 0 
S(M)= 0 , 1 , 0 =3(M). 
0 0 3 
0 0 -1 
Hence A = MPT- N is a proper splitting of A. Furthermore, let 
rJ+=$(;)(l 1 0 -1 0 0 0); 
0 
2 
u,= _‘: (1 -lb 
0 
~ 0, 
so that 
(Jz” = I lo ( _; 1 (0 2 0 -1 0 0); 
0 
0 
U,= ; (1 3), 
1 
,O, 
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so that 
u++j(;)p 0 0 0 1 0); 3- 
and 
10 
0 
v= ; , 
0 
\l, 
so that V+ = VT. Then 
M += ‘2+ =1: $ 
G+ 
,Vf, 
1 0 -1 
2 0 -2 
. . . . . . * . . 
0 2 0 
0 -2 0 
. . . . . , . I 1 
0 0 0 
0 0 0 
‘ . . * * . . . . 
0 0 0 
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