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Abstract: To fully understand how the brain works, it is necessary to relate the
brain’s function to its anatomy. Cortical anatomy is subject-specific. It is character-
ized by the thickness and number of intracortical layers, which differ from one cortical
area to the next. Each cortical area fulfills a certain function. With magnetic res-
onance imaging (MRI) it is possible to study structure and function in-vivo within
the same subject. The resolution of ultra-high field MRI at 7T allows to resolve
intracortical anatomy. This opens the possibility to relate cortical function of a sub-
ject to its corresponding individual structural area, which is one of the main goals of
neuroimaging.
To parcellate the cortex based on its intracortical structure in-vivo, firstly, im-
ages have to be quantitative and homogeneous so that they can be processed fully-
automatically. Moreover, the resolution has to be high enough to resolve intracortical
layers. Therefore, the in-vivo MR images acquired for this work are quantitative T1
maps at 0.5 mm isotropic resolution.
Secondly, computational tools are needed to analyze the cortex observer-independ-
ently. The most recent tools designed for this task are presented in this thesis. They
comprise the segmentation of the cortex, and the construction of a novel equi-volume
coordinate system of cortical depth. The equi-volume model is not restricted to in-
vivo data, but is used on ultra-high resolution post-mortem data from MRI as well.
It could also be used on 3D volumes reconstructed from 2D histological stains.
An equi-volume coordinate system yields firstly intracortical surfaces that follow
anatomical layers all along the cortex, even within areas that are severely folded
where previous models fail. MR intensities can be mapped onto these equi-volume
surfaces to identify the location and size of some structural areas. Surfaces com-
puted with previous coordinate systems are shown to cross into different anatomical
layers, and therefore also show artefactual patterns. Secondly, with the coordinate
system one can compute cortical traverses perpendicularly to the intracortical sur-
faces. Sampling intensities along equi-volume traverses results in cortical profiles that
reflect an anatomical layer pattern, which is specific to every structural area. It is
shown that profiles constructed with previous coordinate systems of cortical depth
disguise the anatomical layer pattern or even show a wrong pattern. In contrast to
equi-volume profiles these profiles from previous models are not suited to analyze the
cortex observer-independently, and hence can not be used for automatic delineations
of cortical areas.
Equi-volume profiles from four different structural areas are presented. These pro-
files show area-specific shapes that are to a certain degree preserved across subjects.
Finally, the profiles are used to classify primary areas observer-independently.
v
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Chapter 1
Introduction
The human brain connects us with our environment through our senses, enables us
to process information brought in through our senses, and controls the body to react.
Processing and reactions depend on our environment and experiences. The brain is
a highly dynamic and adaptive organ, it can learn and change in response to our
environment and experiences.
Neuroscience studies the brain with respect to its anatomy and function at many
different scales from the molecular and cellular level to the systems level to study
behaviour and cognition. However, the organization of the brain is so complex that
it is still not fully understood. The brain consists of about 100 billion neurons. Their
cell bodies are mostly situated in the cortex, a sheet covering the brain that has a
varying thickness between 2 mm and 4 mm. The human cortex is well-known for its
heavily convoluted structure. The heavy bending is due to the brain’s selective growth
within the confines of the skull.
Cortical anatomy is classically studied post-mortem and in two dimensions. Histolog-
ical slices are stained for neuronal cell bodies to study the cytoarchitecture and for
myelin to study the pattern of the nerve fibers, called myeloarchitecture. Cytoarchitec-
ture and myeloarchitecture are different representations of the spatial arrangement of
neuronal cell bodies. Both representations show that the cortex is organized in layers
that run parallel to the cortical surface. The geometry of these layers within the heav-
ily convoluted cortex is studied and modeled in this thesis to create an anatomically
motivated coordinate system of the cortex.
The pattern of the layers varies from one cortical area to the next, in order to fulfill a
specific cognitive function. The whole cortex can be parcellated into different cortical
areas. One of the pioneers to parcellate the entire cortex from cytoarchitectonic stains
was Brodmann (1909). His nomenclature of Brodmann areas (BA) is still in use
today. A famous cortical area of his parcellation is BA 17, which is situated at the
back of the brain and processes visual information from the optic nerves. Its distinct
myeloarchitectonic feature is a dense myelinated band, called the stria of Gennari,
which is even macroscopically visible.
Magnetic resonance imaging (MRI) nowadays is offering the opportunity of studying
cortical anatomy non-invasively in-vivo and in three dimensions. Moreover, the ac-
tivity of the cortex can be imaged with functional MRI (fMRI). It is one of the main
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goals of neuroimaging to relate structure and function of every cortical area of an indi-
vidual, because this will bring us one step further to understand how the brain works.
To reach this goal one needs a subject-specific structural parcellation, because cortical
structure varies from one individual to the next. With the new developments in MRI,
such as high-field MRI at 7 T, unprecedented resolutions below 0.5 mm in-vivo allow to
study individual cortical layers and therefore differentiate between different structural
areas. Accordingly, in-vivo parcellations of the cortex seem at hands-reach.
In order to objectively parcellate the cortex, we need tools to analyze its structure
observer-independently. One of these tools is a method to construct a coordinate
system of cortical depth. From this coordinate system one can deduce intracortical
surfaces and profiles. It was realized that intensities along surfaces constructed with
previous models change with local cortical curvature (Sereno et al., 2013). In this
project it is shown that part of this dependence can be removed. Moreover, results
presented in this thesis show that surfaces computed with previous models do not
follow the anatomical layers. Perpendicularly to the computed surfaces run the cortical
profiles. They represent the anatomical layer pattern along the cortical depth. If
constructed with previous models, they reflect the layer pattern only to a certain
degree if not even erroneously. When such profiles are used in cortical parcellations,
they are likely to introduce wrong boundaries (de Vos et al., 2004).
The core of this thesis is on how to construct a coordinate system of cortical depth
that yields intracortical laminae that do follow anatomical layers. A novel equi-volume
model is developed that constructs a coordinate system for cortical depth that is
anatomically meaningful and able to represent intracortical structure on surfaces and
profiles. The equi-volume model is compared to previous models using state-of-the-art
imaging techniques and pre-processing tools. It is validated on ultra-high resolution
post-mortem data, and on high resolution in-vivo data. Results in this work show
that not only the model but also the resolution of the MR image influences how well
a profile can represent cortical structure. Cortical structure from different cortical
areas is analyzed using subject-specific labels. Moreover, surfaces are constructed at
different cortical depths to show how cortical anatomy of a whole hemisphere changes.
Finally, preliminary mapping results are shown in-vivo in single subjects.
 Chapter 2: This chapter covers the basics of neuroanatomy, nuclear magnetic
resonance (NMR) and MRI that are relevant for this project.
 Chapter 3: Theoretical background of current image analysis tools that are
used to analyze structural data of the human cortex is presented. This chapter
motivates why it is important to be able to model a coordinate system of cortical
depth with so-called layering models. Previous layering models, namely the
Laplace and the equidistant model, are reviewed.
 Chapter 4: Here, scanning protocols and the experiments for chapters 6 and 7
are presented. At the very beginning, the chapter describes preliminary work on
two-dimensional stains that shows that the Laplace model computes intracorti-
cal surfaces that are not able to follow anatomical layers. To fully answer the
question whether the Laplace model follows cortical geometry or not, one has
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to analyze the cortical structure in three dimensions, thus in three-dimensional
MRI.
 Chapter 5: Implementations of the previous models employed for this thesis
are described. Then the so-called equi-volume principle found by Bok (1929) is
presented. The last section of this chapter shows how the equi-volume princi-
ple inspired the novel equi-volume model, and how this model can be used to
compute intracortical surfaces.
 Chapter 6: Intracortical surfaces computed with previous models and the novel
equi-volume method are compared to the geometry of anatomical layers. More-
over, profiles from the three different models are compared. It is analyzed
whether the cortical profiles reflect the radial pattern of the anatomical lay-
ers as expected. Finally, the relationship between intensities along computed
surfaces and local cortical curvature is studied.
 Chapter 7: In this chapter it is firstly demonstrated what effect the standard
in-vivo resolution of this project (0.5 mm isotropic) has on the structural-area
specific shape of cortical profiles. Secondly, it is examined whether these shape
characteristics are preserved across subjects. Thirdly, patterns of intracortical
structure are analyzed on hemispherical surfaces at different cortical depths. In
the last section, profiles are used to map primary areas observer-independently,
as a first step towards fully-automatic in-vivo cortical parcellations.
3
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Chapter 2
Theoretical Background
2.1 Neuroanatomy of the human cerebral cortex
The human cerebral cortex is a heavily convoluted sheet on the surface of the cerebrum.
It is of varying thickness between 1 mm and 5 mm. The microscopic organization is
the spatial arrangement of neurons that is revealed in cyto- and myeloarchitecture.
The architecture is uniform within a structural area and determines the function of
this area.
2.1.1 Macroscopical structure
Macroscopically, the cortex is structured in bumps, so-called gyri separated by grooves,
called sulci. They form to fit the cortical sheet of about 1100 cm2 into the skull (Bear
et al., 2007). The sulcal and gyral pattern is both, innate and acquired: The cortex
of monocygotic twins shows a similar but not identical pattern, whereas the pattern
of dicygotic twins is completely different. However, there are features that are to be
found in every individual like the central sulcus running medio-laterally (yellow line in
fig. 2.1A) or the calcarine fissure that runs posterior-anteriorely (dashed yellow line in
fig. 2.1B). In general, the cortex consists of five lobes (fig. 2.1A): superiorly the frontal
lobe (blue) and the parietal lobe (green) that are separated by the central sulcus,
the temporal lobe (pink) in the inferior part, the occipital lobe in the posterior brain
(orange) and the insula hidden under frontal and temporal lobe.
2.1.2 Neurons: cell bodies and fibers
The brain is a system of about 1011 individual neurons (Bear et al., 2007). The
cortex contains the neuronal cell bodies that each have a diameter between 10µm and
20µm. They can be studied by staining them in histological tissue slices (fig. 2.2).
They connect to each other via fibers and synapses that enable them to transmit
nerve impulses. The nerve impulses are so called action potentials that the neuron
fires. Communication within the brain is enabled via association fibers that connect
cortical areas within a hemisphere, via commisural fibers like the corpus callosum that
5
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Figure 2.1: Surface of the cerebral cortex and cytoarchitectonic map of Brodmann (1909):
(A) lateral view; (B) medial view. The transparent colors indicate the superficial
lobes of the cerebrum: frontal lobe (blue), parietal lobe (green), temporal lobe
(pink), occipital lobe (brown). The cortex is characterized macroscopically by
gyri and fundi. Gross features are consistent across individuals, for example the
central sulcus marked by the yellow line in (A) and the calcarine fissure indicated
by the dashed yellow line in (B). The black numbers and patterns indicate the
structural Brodmann areas (BA). The corresponding functional areas are typed
in red. The cross in the lower right corner indicates the orientation of the depicted
hemispheres: anterior (A), posterior (P), superior (S) and inferior (I). Modified
from Brodmann (1909).
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connect corresponding cortical areas between hemispheres and via projection fibers
that connect cortical areas with subcortical regions. Moreover, the fibers connect the
central nervous system to muscles and glands in the body. Action potentials only
travel in one direction within a fiber. Therefore, there are fibers that provide input to
the neuronal cell body, so-called dendrites. Every neuron usually has several dendrites
that are a few millimeters long. The output from the cell body travels along so-called
axons. This transmitter can reach a length of more than one meter and each neuron
usually only has a single axon.
The neurons are by 1:10 outnumbered by other cells, the so-called glia cells (Bear
et al., 2007). These are astrocytes that fill and chemically regulate the space between
the neurons, microglia that remove debris of dead or degenerating cells and oligoden-
drocytes. Oligodendrocytes reach out to the neurons’ fibers to wrap myelin sheaths
around them. Myelin is a bilayer that is made up of approximately 80% lipids and 20%
protein (Laule et al., 2007). It mainly insulates the fiber to speed up the conduction of
action potentials. Myelin can also be studied under the microscope by being stained in
histological sections (fig. 2.3). Not every neuronal fiber is myelinated, and the degree
of myelination also varies according to the neuron’s function in the brain.
Axons and myelin sheathes are called white matter (WM) due to the white color of the
fat in the myelin sheathes. It appears brown on myelin stained sections (fig. 2.3) and
light on cell stained sections (fig. 2.2) since it does not contain neuronal cell bodies. On
the other hand the neuronal cell bodies together with the dendrites and synapses are
called grey matter (GM) which is dark on cell stained sections (fig. 2.2). GM appears
lighter than WM on myelin stained sections (fig. 2.3) since it contains considerably
less fibers than WM. The cortical GM is separated from the WM by the GM/WM
boundary surface (yellow lines in fig. 2.2 and fig. 2.3). This inner boundary is nicely
defined on cell stained sections. Because of fibers penetrating into the cortex, the
GM/WM boundary is in some parts of the cortex hard to make out on myelin stained
sections (section 4.1). The outer cortical boundary is called the GM/CSF boundary,
because in living brains it separates the cortex from the cerebro-spinal fluid (CSF).
The WM fibers bring information to the GM neuronal cell bodies and also conduct
information away from them. GM appears in the form of cerebellar cortex, deep-brain
nuclei and cerebral cortex which this work concentrates on.
2.1.3 Cortical layers in cyto- and myeloarchitecture
In the following, neuronal cells may be referred to simply as cells, if not stated oth-
erwise. Microscopically, the cortical neurons are organized in layers that parallel the
cortical surface. The neuronal cell bodies in isocortex form six distinguishable lay-
ers. The outermost layer is numbered as the first layer, while the layer touching the
GM/WM boundary is called the sixth layer (fig. 2.4 left-hand side). The number of cell
bodies per layer, the thickness of each layer and the number of layers varies throughout
the cortex and is called the cytoarchitecture.
7
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Figure 2.2: Cell stained section of the occipital pole (coronal view). (A): calcarine fissure
(CF) at the primary visual cortex BA 17. Due to the concentration of stained cell
bodies in gray matter (GM), GM is dark and white matter (WM) is light. The
black arrow points to cell bodies that are organized in layers that run parallel
to the cortical boundary. (B), (C): Magnifications of small regions in (A). Cell
bodies are stained with a Merker silver impregnation (Merker, 1983). The section
is 30µm thick and was originally situated next to the tissue shown in fig. 2.3. The
resolution of the micrograph is 52µm/pixel. More close-ups are shown in fig. 4.1
B and D, and in fig. 4.3B (including a scale bar).
8
2.1 Neuroanatomy of the human cerebral cortex
B
C
CF
SoG
A
GM / WM
boundary
Figure 2.3: Myelin stained section of the occipital pole (coronal view). (A): calcarine fissure
(CF) at the primary visual cortex BA 17 that is characterized by the stria of
Gennari (SoG). The WM is dark due to the concentration of myelinated fibers.
(B): Long radial fibers suggesting that the cutting angle of the section was parallel
to the length of the fiber and hence to the cortical collumns. (C): Short fibers
probably not represented in their full length because the cutting angle of the
section was oblique to the fiber axis. Here, myelin is stained with a Gallyas stain
(Gallyas, 1979). The section is 30µm thick and was originally situated next to
the tissue shown in fig. 2.2. The resolution of the micrograph is 52µm/pixel.
More close-ups are shown in fig. 4.1 A and C, fig. 4.2, and in fig. 4.3C (including
a scale bar).
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Figure 2.4: Neurons are organized in cortical layers that run somewhat parallel to the cortical
surface. The layers are represented in the cortical cytoarchitecture (left), and
in the myeloarchitecture (right). The myeloarchitectonic fibers run tangentially,
partly in dense bands, or radially. The inner cortical layers close to the GM/WM
boundary are usually more heavily myelinated than the outer ones. Modified
from Vogt (1910).
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The layers are also reflected in the myeloarchitecture (fig. 2.4 right-hand side). It is
characterized by the density of myelinated fibers, the number of myelinated layers
and their thickness. The layers consist of tangential fibers. Perpendicularly to these
densely myelinated bands run the radial fibers (fig. 2.3 B).
Cortical columns run parallel to the radial fibers and perpendicularly to the layers.
The cortical columns are the functional modules of the isocortex. They are poorly
visible on stained sections but can be observed by a penetrating microelectrode. All
neuronal cells that respond to a single peripheral stimulus are part of one cortical
column (Hubel and Wiesel, 1963).
2.1.4 Microscopical structure: cortical areas and maps
Brodmann (1909) found that there are patches in the cortex with rather uniform
cytoarchitecture. His cytoarchitectonic map divides the cerebral cortex into 44 Brod-
mann areas (BA) shown in fig. 2.1. Each area fulfills a certain function. The primary
motor area M1 in the precentral gyrus corresponds to BA 4. The cortex of BA 4 is
with a width of up to about 5 mm the thickest cortex. The post-central gyrus contains
BA 3, BA 1 and BA 2 that make up the somatosensory cortex. BA 3 consists of BA 3a
in the fundus of the central sulcus and BA 3b in the anterior wall of the post-central
gyrus which is the primary somatosensory area S1 (Geyer et al., 1999). BA 41 mainly
in the transverse temporal gyri is the primary auditory cortex A1 (Duvernoy, 1991).
Next to the calcarine sulcus lies primary visual cortex V1 that Brodmann called BA 17.
In places it is only 1 mm thin. Its myeloarchitecture is even macroscopically visible
because of a very distinct and densely myelinated band, the stria of Gennari. The
borders of all other areas are not visible macroscopically.
The manual division of the cortex into uniform areas that results from studying cell-
body stained sections is to a certain degree subjective. Von Economo and Koskinas
(1925) included more criteria than Brodmann into their system of area classification.
Moreover they chose cutting angles of their sections perpendicularly to the gyris’ and
sulcis’ axis, to ensure the two-dimensional sections to represent the cortical anatomy
undistortedly. Their cytoarchitectonic map consists of 107 cytoarchitectonic areas (von
Economo and Koskinas, 1925; Triarhou, 2013). Because of this subjectivity, observer-
independent methods have been developed to analyze the cortex (section 3).
However, the Brodmann map has become the standard structural reference for func-
tional MRI studies. That is, locations of brain functions are attributed to certain
Brodmann areas. Matching coordinates from the three-dimensional MRI space to the
BA locations on the surface of the cerebrum has been done by Talairach and Tournoux
(1988). Their Talairach atlas however is based only on a single post-mortem brain.
This is problematic, mainly because borders between microanatomical cortical areas
are topographically variable across different brains. Unfortunately, the individual’s gy-
ral and sulcal landmarks only predict primary areas and that only to a certain degree
(Fischl et al., 2008). Therefore, the MNI (Montreal Neurological Institute) space has
been developed, where several hundred in-vivo MR images of the human brain have
11
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been registered (i.e. matched) to Talairach space and subsequently averaged. Any
brain can be registered relatively easy to the average MNI brain. MNI space thereby
defines a common reference space with a certain orientation, but also enables to assign
any location of brain activity to a certain BA using Talairach coordinates. This proce-
dure is still problematic, because the BA map is only based on one post-mortem brain.
A way to take more account of inter-individual differences in structural area location
is to map the cytoarchitecture on stains of several post-mortem brains and to register
these maps. These probabilistic cytoarchitectonic maps predict a cytoarchitectonic
area at a given location with a certain probability (Eickhoff et al., 2005b; Morosan
et al., 2001).
On the myeloarchitectonic side, there is no complete and accepted myeloarchitectonic
atlas of the cerebral cortex, and by no means is there a probabilistic myeloarchitectonic
map. This is firstly because it is much harder to find objective criteria that charac-
terize myelin density, as opposed to the number of neuronal cell bodies. Secondly,
the apparent myelin density is dependent on the staining protocol. Finally, stained
sections only show a two-dimensional section of the three-dimensional fiber. The rep-
resentation of the fiber on the stain is highly dependent on the cutting angle. When
the cutting angle of the section is parallel to the fiber, i.e. perpendicular to the cortical
surface the myelinated axon is reflected as a long fiber (fig. 2.3 B). However, when the
cutting angle is oblique to the fiber orientation, the myelin stain only shows a small
cross-section (fig. 2.3 C). Cytoarchitectural studies do not have to deal with this prob-
lem so much, since cell bodies are rather short and round ( fig. 2.2 B, C). Nevertheless,
myeloarchitecture has been studied. Pioneers in this field were Vogt and Vogt (1919)
that categorized the myelination of cortical bands qualitatively. A first quantitative
approach was conducted by Hopf (Hopf, 1955, 1956; Hopf and Vitzthum, 1957). Hopf
stated that myeloarchitecture can be mainly characterized by the varying appearance,
thickness and degree of myelination of two myelinated bands, the so-called bands of
Baillarger. The outer band of Baillarger is usually situated in cytoarchitectonic layer
IV and the inner band in layer V (fig. 2.4). To gain a more objective measurement of
the degree of myelination at different cortical depths, Hopf used photometric repro-
ductions of myelin stained sections. He sampled optical density values along traverses
that run from the inner to the outer cortical boundary. Thereby he gained an objec-
tive measure of the myelination pattern along the cortical depth. Hopf mapped the
results on the cortical surface. Qualitative results are shown in fig. 2.5. Note that the
primary areas M1, S1 and A1 are highly myelinated.
Section 2.3.3 will outline that MR images gain most of their contrast from myelin.
This opens the possibility to studies on three-dimensional myeloarchitecture. But even
more importantly, MR imaging is non-invasive and new technical developments have
increased the spatial resolution on structural images even in-vivo below 1 mm, showing
cortical myelinated bands. This means that in-vivo myeloarchitectonic mapping is
feasible. This allows to correlate structure and function of one and the same individual
(section 3.3). The methods described in this thesis are developed for studying and
mapping the myeloarchitecture of the cortex observer-independently.
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Figure 2.5: Collage of myeloarchitectonic maps: The frontal lobe (Hopf, 1956), the parietal
lobe (Hopf and Vitzthum, 1957) and the temporal cortex (Hopf, 1955). BA 4
and BA 3 (that are based on cytoarchitecture) consist of two areas in Hopf’s
myeloarchitectonic map. Compared to the rest of the cortex, BA 4, BA 3 and
BA 1 are highly myelinated. Modified from Geyer (2013).
2.2 Nuclear Magnetic Resonance
NMR is the acronym for nuclear magnetic resonance and is the basis for MRI. With
NMR the nuclei of atoms in a sample can be studied because they interact with
external magnetic fields. One of these fields is an oscillating magnetic field ~B1 with
the radiofrequency matching the frequency of the nucleus, which is the resonance
condition. In the following, we restrict ourselves to hydrogen nuclei because this work
is concerned with MR imaging of the human body that contains about 75% water.
This section describes how a static magnetic field ~B0 magnetizes a proton system and
how this magnetization ~M0 can be measured by flipping the magnetization away from
~B0 towards the transverse plane using an oscillating ~B1 field. The section ends with
the Bloch equation that describes the motion of the magnetization. For more details
on NMR in MRI the reader is referred to Haacke et al. (1999).
2.2.1 Proton spins in a static magnetic field ~B0
Every proton has a magnetic moment ~µ that interacts with external magnetic fields.
From quantum mechanics, we know that ~µ is quantized because of its spin µz = mγ~.
The spin’s magnetic quantum number can take the two values m = ±1
2
. This means
that the spin is either aligned parallel or antiparallel to the external magnetic field ~B0
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(fig.2.6). Assuming ~B0 is oriented in z-direction, the energy of the magnetic moment
in the two different states is
E(m) = −~µ · ~B0 = −µzBz = −mγ~Bz (2.1)
with the gyromagnetic ratio for the proton γ = 2pi · 42.576MHz
T
and the Planck
constant h = 6.626110−34Js with ~ =
h
2pi
.
B0
E
m=-1/2
m=1/2
Figure 2.6: The general Zeeman effect: Introducing an external magnetic field ~B0 to a spin
system leads to a splitting of the nuclear energy levels. The spins in the lower
energy level are aligned parallel to ~B0 and have the energy Elow = −12~ω0. The
spins with higher energy Ehigh =
1
2~ω0 are antiparallel to ~B0.
Parallel alignment leads to a lower energy level and is characterized by m = 1
2
. A spin
in the higher energy level is aligned antiparallel and is associated with m = −1
2
. The
difference between the two energy levels is
∆E = Ehigh(m = −12)− Elow(m = +12) = γ~Bz (2.2)
A proton can change the magnetic energy level by emitting or absorbing a photon
with the frequency ω0 and the energy ~ω0. Hence, ∆E = ~ω0 and equation 2.2 gives
ω0 = γB0 (2.3)
ω0 is the Larmorfrequency that also is the precession frequency of ~µ around ~B0. This
precession is the result of ~µ trying to align fully to ~B0 but being hindered by the spin
that can be described as an angular momentum. In fact, the parallel and antiparallel
spins precess on two cones, one that is oriented in the direction of ~B0 and the other
cone being directed antiparallel to ~B0.
The net magnetization is the sum of the spins, where two spins that are antiparallel
to each other sum up to zero net magnetization. The NMR signal depends on the
net magnetization. It is formed if there is a so-called spin excess, i.e. more spins
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in the lower energy state. In the following we are going to see how ~B0 enables this
spin excess, with the temperature working against it. Consider a system of N spins
that is in contact with a reservoir of temperature T . The reservoir can be the lattice
around the proton. The temperature yields the thermal energy kT with the Boltzmann
constant k = 1.380610−23J/K, and makes the spins occupy the two stable energy levels
in equal numbers. Counteracting is ~B0 that tries to align the spins magnetic moments
parallel. The spin excess ∆N is the difference between the number of spins that are
parallel to ~B0 with energy Elow and the spins that are anti-parallel to ~B0 with energy
Ehigh. The number of spins in the respective state is calculated by multiplying N
with the probability of the spin system to have the respective energy. The Boltzmann
probability of a system having energy E when the system is in thermal equilibrium
with a reservoir at temperature T is
P (Em) =
exp(−Em
kT
)∑
m exp(−EmkT )
(2.4)
where m = −1
2
, 1
2
which corresponds to the high and low energy states (fig. 2.6).
At human body temperature ~ω0
kT
 1 and using equations 2.4, 2.1 and 2.3, we can
make the following approximation
∆N = N · P (Elow)−N · P (Ehigh) ' N ~γB0
2kT
(2.5)
The spin excess for N = 106 protons at T = 300K and B0 = 7T is ∆N ≈ 24. This
means that for every million of protons that are not aligned to the external field due
to thermal energy, there are only about one million plus 24 more protons that are
aligned to the external field.
The sum of all magnetic moments of the single spins is the macroscopic net magnetiza-
tion ~M0 along ~B0 that ultimately leads to the NMR signal. Because of the small spin
excess, most of the magnetic moments cancel each other out and one might think that
~M0 is rather small. However, there is a vast number of protons in a sample, so that
the small spin excess does result in a significant net magnetization ~M0. The average
total magnetic dipole density M0 for N spins is
M0 = ρ0
1
2∑
m=− 1
2
P (E(m))µz(m) ' ρ0γ
2~2
4kT
B0, ~ω0  kT (2.6)
with the equilibrium spin density ρ0 = N/V for a volume V . Hence, M0 ' ∆NV µ. When
imaging humans, the temperature is to be kept constant, and equation 2.6 shows that
the macroscopic magnetization M0 can only be increased by increasing B0.
2.2.2 Excitation with ~B1
The equilibrium magnetization ~M0 is precessing around ~B0 with the Larmorfrequency
ω0. The single spins that make up ~M0 also precess around ~B0 all with ω0. | ~M0|  | ~B0|
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because the spin excess is small. Therefore, ~M0 can not be measured when being close
to the field direction of ~B0. A circularly polarized field ~B1 is introduced by a transmit
coil to tip ~M0 towards the x-y-plane perpendicular to ~B0. This is called the excitation
of the magnetization ~M . ~M in the transverse plane is moving and therefore induces a
voltage that is measured by a receive coil.
~B1 is a radiofrequency (RF) pulse. The pulse duration tp determines how far ~M0 is
flipped towards the x-y-plane, i.e. the flip angle α:
α = γ
∫ tp
0
B1(t)dt (2.7)
For a short, hard pulse α = γB1tp. Common pulses are the 90°-pulse and the 180°-
pulse. The 90°-pulse flips all of ~M0 into the transverse plane, and is used for sig-
nal detection. The 180°-pulse inverts ~M0 and is needed for preparation of so-called
inversion-recovery experiments (section 2.3.2). The frequency of oscillation ~B1 is cho-
sen in resonance with ω0, since | ~B1|  | ~B0|. Hence, ~B1 is precessing around ~B0 with
ω0.
The motion of ~M is an overlay of two precessions. One around ~B0 with ω0, and
the other precession is around ~B1 with ω1. By convention, the laboratory frame of
reference is described with xˆ, yˆ, zˆ with ~B0 being parallel to zˆ (where xˆ, yˆ, zˆ are the
unit vectors). This motion can be simplified, by changing into a rotating coordinate
system. This moving frame of reference rotates around ~B0, so that the z-axis of the
rotating and the laboratory frame are identical. Moreover, the rotation frequency is
chosen to be ω0. In this rotating frame ~B1 is not rotating around ~B0, but is at rest.
Hence the motion of ~M is simplified to one precession, namely the precession around
the resting ~B1 with the spin frequency ω1.
2.2.3 Relaxation times T1, T2 and T
∗
2
The magnetization of the spins M is composed of a the longitudinal magnetization
Mz, and of the transverse magnetization ~Mxy = Mxxˆ + Myyˆ (where xˆ, yˆ, zˆ are unit
vectors). Before the oscillating ~B1 field is introduced, the net magnetization is oriented
along B0 and is in equilibrium i.e. ~Mz = ~M0. Suppose we choose a 90°-pulse that
flips the equilibrium magnetization ~M0 into the transverse plane, thereby promoting
the protons from the low- to the high-energy state. Then Mz is decaying and Mxy is
growing until it has reached its maximum | ~Mxy| = | ~M0|. Then the spins are all in the
transverse plane and in the phase coherence, thereby summing up to ~Mxy. Rotating
~Mxy then induces a voltage in the receiver coil, the free induction decay.
The spins in the transverse plane start to dephase once the RF pulse has been turned
off. But no energy is lost to the surroundings. Dephasing is due to intrinsic magnetic
field inhomogeneities that cause spin-spin interactions. Transverse relaxation is char-
acterized by the time constant T2. Free protons that are highly mobile have longest
T2, because their rapidly fluctuating magnetic field averages out over time. Bound
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protons on the other hand cause relatively static magnetic fields and inhomogeneities
that result in shortest T2. This is for example the case for protons bound to myelin.
External magnetic field inhomogeneities add to the dephasing of spins in the trans-
verse plane. This process is characterized by the time constant T2,inhomo. The sum of
those dephasing processes determines the decay of the transverse magnetization Mxy.
The combined transverse relaxation processes are characterized by T∗2:
1
T ∗2
=
1
T2
+
1
T2,inhomo
(2.8)
The T∗2-relaxation is quicker than the dephasing purely due to spin-spin interaction:
T ∗2 < T2. T
∗
2 in the cortex is about 32 ms (Cohen-Adad, 2014) at 7T.
After the RF pulse has been turned off the spins are in high energy states. However,
protons transfer from the high to the low energy states because of the spins’ interaction
with the lattice, i.e. the atomic neighborhood to which magnetization is transferred.
These interactions are dipole-dipole interactions between the molecules that depend
on the molecules’ motions relative to each other. Energy is lost to the lattice and the
spins gradually realign to ~B0, restoring Mz to M0. This process is called longitudinal
relaxation and is characterized by T1. It takes much longer than the transverse relax-
ation: T1  T2. T1 of WM and GM grows with B0 (Tofts, 2005). At 7T T1 of WM
is about 1 second, of GM it is about 2 seconds and CSF has a T1 value of about 3.5
seconds (Marques et al., 2010).
During the relaxation processes the signal decays. The NMR signal allows to determine
T1, T2 and T
∗
2. Since the sample’s tissue properties determine the relaxation times,
the sample can be probed by measuring the NMR signal. Chapter 2.3 explains how to
measure the relaxation times of protons at different locations in MRI.
2.2.4 The Bloch equations
Precession of the magnetization ~M and relaxation is described by the Bloch equation
d ~M
dt
= γ ~M × ~Bext + 1
T1
(M0 −Mz)zˆ − 1
T2
~Mxy (2.9)
where ~Bext is the external magnetic field.
When the ~B1 field has been turned off at t = 0, the solution to the Bloch equation for
a constant external field Bext = B0zˆ is
dMx
dt
= ω0My − Mx
T2
(2.10a)
dMy
dt
= −ω0Mx − My
T2
(2.10b)
dMz
dt
=
M0 −Mz
T1
(2.10c)
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Suppose the ~B1 field was oriented along the x-axis and flipped ~M0 completely into
the transverse plane with a 90°flip angle, so that My(0) = M0,Mx(0) = 0,Mz(0) = 0.
Then the equations of motion for the magnetization components are
Mx(t) = M0 sin(ω0t)e
−t/T2 (2.11a)
My(t) = M0 cos(ω0t)e
−t/T2 (2.11b)
Mz(t) = M0(1− e−t/T1) (2.11c)
The two equations 2.11a and 2.11a describe the rotation and decay of Mxy. The
regrowth of Mz to M0 is described by equation 2.11c. These two motions of the longi-
tudinal and transverse relaxation are simultaneous and result in the relaxation shown
in figure 2.7.
Figure 2.7: Motion of the spin’s magnetization vector after an excitation into the trans-
verse plane. The simultaneous transverse and longitudinal relaxation result in a
corkscrew motion. The transverse magnetization decays, whereas the longitudi-
nal component is regrowing to equilibrium. From Haacke et al. (1999).
Considering equation 2.11c, T1 is the time whenMz/M0 = 1−1/e (fig. 2.8A). Equations
2.11a and 2.11b at small times t  1 show that T2 is the time when Mxy/M0 ≈ 1/e
(fig. 2.8B).
Since the NMR signal is solely measured in the transverse plane and is hence caused
by Mxy, Mxy is sometimes referred to as the NMR signal itself. We change to the
notation in the complex plane, where the transverse signal M+(t) is
M+(t) = Mx(t) + iMy(t) = M0e
−t/T2eiω0t (2.12)
The real part of M+(t) describes the signal with sin(ω0t) as a high-frequency oscillation
that is modulated by the decay constant e−t/T2 . Considering equation 2.6, M+(t) is
proportional to the spin density ρ0 and to the external magnetic field B0. Magnetic
resonance spectroscopy can probe samples due to the latter, since different chemical
compounds are in slightly different external magnetic fields. M+(t) also depends on
the phase of the spins in the complex plane ω0t, which will be generalized in the next
section to connect the location of the spin to its signal.
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Figure 2.8: Relaxation of longitudinal (A) and transverse (B) magnetization. The solution
to the Bloch equations (equations 2.11a, 2.11b, 2.11c) describe the relaxation
together with the characterizing transverse and longitudinal relaxation time con-
stants T1 and T2 (section 2.2.3). After a 90°-pulse the longitudinal magnetization
Mz regrows towards the equilibrium value M0 with Mz(t)/M0 = 1− e−t/T1 . The
transverse magnetization fades towards 0 with Mxy/M0 = e
−t/T2 .
19
Chapter 2 Theoretical Background
2.3 Magnetic Resonance Imaging
MRI is based on the NMR signal. This chapter explains the basics of MRI, which
enables in-vivo imaging of the human brain. Ultra-high field scanners make it possi-
ble to go to submillimeter resolution, which reveals intracortical details, discussed in
section 2.3.3. More basics of MRI are explained for example in McRobbie et al. (2003)
and http://www.cis.rit.edu/htbooks/mri/, and details can be found in Haacke et al.
(1999).
2.3.1 Encoding of spatial location and k-space
MRI is the acronym for magnetic resonance imaging and links the NMR signal to its
location. This is achieved by so-called frequency encoding of the proton’s location. A
magnetic field gradient ~G(~r) (for example with a strength of 40mT/m) is added to
the external magnetic field ~B0.
~G(~r, t) = (Gx(t), Gy(t), Gz(t)) (2.13)
At the isocenter of the magnet, the product between gradient and location ~G(~r, t) · ~r
is zero and the resonance frequency of the proton is exactly the Larmorfrequency ω0.
The resonance frequency ω(~r) of the proton varies with its location. A radiofrequency
pulse with the frequency
ω(~r, t) = ω0 + ωG(~r, t) = ω0 + γ ~G(~r, t) · ~r (2.14)
excites the spins at location ~r.
In 2D-MRI a slice of the object is imaged. A slice selection gradient Gz is applied that
excites only a certain slice of the object. The signal of the slice is recorded line by
line. The lines are encoded with a phase-encoding gradient Gy, while each step in the
line is encoded with a frequency-encoding gradient Gx, also called read-out gradient
(fig. 2.9).
In this project 3D MRI is used, where a volume is excited. 3D-MRI therefore de-
livers a higher signal, with the disadvantage of longer image acquisition. Two phase-
encoding and a frequency-encoding gradient are used to sample the volume, which will
be described in more detail. Assuming a 90°-pulse has been applied, then the initial
transverse magnetization is simply the equilibrium magnetization Mxy(t = 0) = M0.
The spins have accumulated a phase φG during the time t
′ the gradient was turned on
after the radiofrequency excitation.
φG(~r, t
′) = −
∫ t′
0
ωG(~r, t)dt (2.15)
When we sample the signal at a time that is small compared to T∗2, transverse relax-
ation effects can be neglected, and the signal depends on the phase φG
s(t) =
∫∫∫
ρ(~r)eiφG(~r,t
′)d3r (2.16)
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Introducing the spatial frequency ~k, we see that the MRI signal is the Fourier transform
of the spin density in k-space:
~k(t′) =
γ
2pi
∫ t′
0
~G(~r, t) dt (2.17a)
s(~k) =
∫∫∫
ρ(~r)e−2pii
~k·~r d3r (2.17b)
The spin density and hence the image of the 3D object can be reconstructed by taking
the inverse Fourier transform of the signal in k-space:
ρ(~r) =
∫∫∫
s(~k)e2pii
~k·~r d3k (2.18)
The traversal of k-space to sample the signal of a three-dimensional object requires
frequency and phase encoding. The frequency-encoding gradient Gx is turned on, while
the signal is sampled at time steps ∆t, thereby reading along one line in k-space:
∆kx =
γ
2pi
Gx∆t (2.19)
The location of the proton in x-direction is encoded by its resonance frequency that
changes with Gx. Each read line is sampled at fixed (ky, kz). To change to another line
at different (ky, kz) the gradients ∆Gy and ∆Gz are applied for a time τy and τz.
∆ky =
γ
2pi
∆Gyτy (2.20a)
∆kz =
γ
2pi
∆Gzτz (2.20b)
During the times τy and τz, the spins accumulate a different phase φG. Thereby the
phase encodes the location of the proton in y- and z-direction.
The strength of the frequency encoding gradient determines how strong the proton’s
resonance frequency depends on its location. The stronger the gradient or ∆k, the
higher and more fine-detailed is the resolution ∆x, ∆y and ∆z.
∆x =
1
n∆kx
, ∆y =
1
n∆ky
, ∆z =
1
n∆kz
(2.21)
where n is the number of sampling steps in the respective encoding direction. This
implies that high spatial frequencies k represent the small details or edges of the object.
On the other hand, the overall intensity distribution and contrast are represented by
low spatial frequencies. The field of view in time space is
FOVx =
1
∆kx
, FOVy =
1
∆ky
, FOVz =
1
∆kz
. (2.22)
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Figure 2.9: Gradient-echo sequence diagram. An RF pulse excites the transverse magneti-
zation in a slice selected by Gz. Gy is the phase encoding gradient that selects a
certain line in k-space. Gx is the read-out gradient that rephases the spins and
samples the signal at all the points in the k-space line after the echo time TE .
The time between two RF pulses is called the repetition time TR. Modified from
McRobbie et al. (2003).
2.3.2 Sequences and contrasts
An MRI sequence is a certain combination of RF pulses and magnetic field gradients
that enables to record the whole k-space i. e. to image the whole object. Moreover,
the choice of sequence parameters determines what kind of signal is recorded, that is
the weighting to certain relaxation times or to proton density only. Two important
times in a MRI sequence are the repetition time TR and the echo time TE. TR is the
time after which the sequence is repeated again. This is done until the whole k-space
has been recorded. TE is the time between the application of the RF pulse and the
signal.
One very basic sequence is the gradient-echo sequence. Every TR an excitation pulse
(for example a 90°-pulse) is applied. A gradient is applied to dephase the spins in the
transverse plane. During the acquisition of the signal a frequency encoding gradient
with different polarity rephases the spins. Total rephasing causes a signal called the
gradient echo, which occurs in the center of the acquisition window at time TE (fig. 2.9).
The signal of the gradient echo is linked to T∗2 in the following way:
S ∝ ρ(1− e−TR/T1)e−TE/T ∗2 (2.23)
The sequence parameters TE and TR can be chosen to weight the image contrast
towards a certain relaxation time or the proton density ρ. For TR  T1 (long TR) and
TE  T2 (short TE) the signal is weighted by the effective spin density ρ. T1 contrast is
obtained by setting TR in the range of T1 and TE  T ∗2 . A gradient-echo sequence gives
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T∗2 image contrast when TE is in the range of T
∗
2 and TR  T1. Mapping quantitative
relaxation times instead of acquiring weighted intensities has advantages concerning
the interpretation and image processing (section 2.3.3). However, the measurement
time is extended. In case of T∗2 mapping with a T
∗
2-weighted gradient-echo sequence,
several images with different TE are acquired. T
∗
2 can be deduced by fitting the signal
mono exponentially (Cohen-Adad, 2014).
The FLASH (Fast Low-Angle Shot) sequence (Haase et al., 1986) is a special gradient-
echo sequence that uses especially small flip angles. Therefore, in-vivo only little RF
power is deposited in the subject, i.e. small SAR (specific absorption rate). TR hence
can be very small, which allows very fast imaging, or acquiring a high signal and thus
resolution. T1-weighted images can be measured using the FLASH sequence with
TE  T ∗2 . In this work a T∗2-weighted FLASH sequence is used. Therefore, TE is
chosen in the range of T∗2. Note that the small TR in FLASH sequences is not able
to fulfill TR  T1, which would be useful for heavy T∗2-weighting. Therefore, there is
also T1 weighting. Nevertheless, this influence is small, since the small flip angle does
not allow Mz to vary much.
The second very basic sequence is the spin-echo sequence. Every TR a 90°-pulse is
applied. The spin-echo is caused by a 180°-pulse that flips the dephasing spins in the
transverse plane. The spins keep moving in the same direction as during dephasing,
but since they have been flipped, they start to rephase and form the signal at TE. The
time between the 90°and the 180°-pulse is TE/2. The spin-echo depends only on the
spin-spin interactions that cause the de- and rephasing. Therefore, the signal depends
on T2, and not on T
∗
2:
S ∝ ρ(1− e−TR/T1)e−TE/T2 (2.24)
The spin-echo sequence can be weighted for T2 with TR  T1 and TE being in the
range of T2. Mapping T2 is possible by recording several images with different TE and
fitting the signal.
Inversion recovery sequences weighted for T1 have the advantage to increase the T1
contrast. At the beginning of the sequence, an inversion pulse, which is a 180°-pulse,
is applied that flips Mz along the z-axis to negative z-values. Due to longitudinal
relaxation Mz decreases towards 0, and then increases towards equilibrium M0 again.
At the inversion time TI an excitation pulse flips Mz into the transverse plane. The
TI value determines how large Mz is that is flipped into the x-y-plane, and hence how
large the signal is. Subsequently, a gradient-echo sequence can be used to read out
the signal. The signal of such an inversion-recovery gradient-echo sequence repeated
every TR follows:
S ∝ ρ(1− 2e−TI/T1) (2.25)
The signal does not depend on T∗2, because a very small TE is used. T1-weighted im-
ages with enhanced contrast can be measured by combining an inversion pulse with a
T1-weighted FLASH sequence. This combined sequence is known as MPRAGE (mag-
netization prepared rapid-acquisition gradient echo, Mugler and Brookeman (1990)).
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Figure 2.10: The inversion recovery signal. Strongly T1-weighted images can be acquired
with the inversion recovery sequence, where an inversion pulse tips the equi-
librium magnetization M0 from z to −z. The signal is obtained by applying
an excitation pulse at time TI that tips the magnetization at least partly into
the transverse plane. To measure quantitative T1, images with different TI
are acquired and the signal is fitted with equation 2.25 with the proportionality
constant being the signal from the full equilibrium magnetization M0. From
Buxton (2002).
Precise measurements of T1 need a series of T1-weighted images acquired with different
inversion times. TR is chosen to be about 5 times T1, so that Mz can fully recover.
Fitting the signal with equation 2.25 gives T1. Unfortunately, the scanning time of this
exact technique is too long for in-vivo high-resolution imaging. Therefore, one has to
estimate T1 from less measurements. One way is to use the FLASH sequence with
different flip angles (Preibisch and Deichmann, 2009). The other way is to acquire
only two MPRAGE images with different inversion times and compute their ratio. T1
can then be estimated with high precision using a look-up table that relates the signal
intensity to T1 of human in-vivo brain (Marques et al. (2010), section 4.2).
2.3.3 Ultra-high resolution MRI
In the previous section we have seen how MRI contrast can be weighted for certain
relaxation times, and how relaxation times can be measured quantitatively. The goal
of this project is to develop tools for fully-automatic cortex parcellations into different
structural areas in-vivo. On the MRI side this goal needs a technique that delivers
quantitative signal intensities that reduce inter-subject and inter-scan variability and
facilitate automatic computational analysis. Moreover, to reach the goal the MR
contrast has to provide sufficient resolution to reveal intracortical details. Further,
the contrast has to relate to a biological substrate and show the same intracortical
contrast as sections under the microscope. Finally, care has to be taken to keep scan
times at a minimum, because long scan times cause image artifacts due to subject
motion.
Higher SNR can be achieved by optimizing the hard- and software. Faster sampling
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is required to reduce effects of subject motion. Registering images of several scans
can help to improve the SNR, but is limited by the noise that is introduced during
registration. On the hardware side, recent technological innovations provide a higher
SNR. Multi-channel coils that contain an array of detectors instead of a single detector
and are near to the imaged volume increase the SNR. The coils transmit the RF pulse
(transmit field), and receive the MRI signal (receive field). Ultra-high magnetic fields
at 7 Tesla (T) provide a higher SNR (Turner, 2013b). The MRI signal depends on
the effective spin density ρ(~r) = ω0M0(~r)B⊥, where B⊥ is the receive field magnitude.
This implies with equations 2.6 and 2.3 that the signal is proportional to B20 . However,
the noise also grows with increasing field strength, so that the SNR grows approxi-
mately linearly with B0. Disadvantages of ultra-high magnetic fields like higher power
deposition in the subject and transmit field nonuniformities have been met by special
hardware like multi-channel transmit coils, and on the software side by the develop-
ments of special sequences, such as the GRASE sequence (Feinberg and Oshio, 1991;
Trampel et al., 2013) and the MP2RAGE sequence (Marques et al., 2010).
The higher SNR can be used to acquire images with a higher contrast-to-noise ratio
(CNR), or to obtain resolutions in the sub-millimeter range to reveal intracortical
details. The higher SNR could also be used to decrease scan time, which is impor-
tant to lessen artifacts from subject motion. Quantitative measures require several
image acquisitions and hence faster sampling to gather all the information that allows
a quantitative computation of relaxation times. The resulting quantitative images
enable comparisons between different individuals, long-term studies of single subjects
and automatic computational analysis methods that rely on certain intensity values
of different brain structures.
2.3.4 Intracortical MRI: different contrasts and their sources
Contrast of the favored MRI technique needs to relate clearly to a biological substrate
that constitutes the anatomical structure of the cortex. In general, MRI contrasts
arise from different local magnetic environments in the tissue. In the cortex, the
main sources of contrast are myelin and non-heme iron (iron that is not part of the
hemoglobin molecules in the blood). Myelin and iron co-localize in most parts of the
brain, because iron serves the needs of oligodendrocytes for producing and sustaining
myelin sheaths (Cohen-Adad, 2014). The signal of protons directly bound to myelin
decays too fast to be used widely in imaging (Laule et al., 2007). However, imaged
water protons near the myelin macromolecules are in a macroscopically different mag-
netic environment than water protons that are further away in intra- or extracellular
water (inside the axon or further away from the axon). This provides myelin-related
contrast. On the other hand, non-heme iron is paramagnetic causing susceptibility dif-
ferences in the tissue. The latter shorten relaxation times and lead to iron dependent
contrast.
MR contrasts that rely on myelin reveal intracortical myeloarchitecture that is char-
acterized by myelinated bands. In chapter 2.1 we have seen how myeloarchitecture is
related to intracortical structure.
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Intra-cortical contrast was first observed in T2-weighted and T1-weighted images. T2-
weighted images are often created with spin-echo sequences. However, it is argued
that these sequences actually gain most of their contrast from T1, proton density
differences, and from magnetization transfer effects (Turner et al., 2008; Trampel and
Turner, 2013), because T2 only shows only very little contrast between gray and white
matter (Oros-Peusquens et al., 2008). Walters et al. (2003) first showed striate and
extrastriate cortex in post-mortem brain samples at a resolution of 0.059 × 0.068 ×
0.600 mm3 using a fast spin-echo sequence at 4.7 T. The bands on the MRI were verified
to be myelinated bands using myelin stained sections. The same type of sequence was
used later at 7 T to show the stria of Gennari in congenitally blind subjects at 0.5 mm
isotropic resolution (Trampel et al., 2011).
The following section reviews the most common intracortical MR contrasts with rea-
sonable SNR that is high enough to image the cortex in-vivo.
T1 contrast
In post-mortem studies it was shown that T1 gains most of its contrast from myelin
(Stu¨ber et al., 2014; Turner, 2013a). The free water protons near myelin transfer
their magnetization to the myelin’s cell membranes (Koenig, 1991). This leads to T1
being much shorter for water near the myelin sheaths than further away. The contrast
of an in-vivo T1 map resembles that of a myelin stain (Turner, 2012). Myelin-rich
regions have lower T1 values, but are usually hyperintense on T1-weighted images.
The intracortical bands seen on T1-,weighted in-vivo MRI correspond to myelinated
bands on histological sections (Eickhoff et al., 2005a). However, we note that T1 does
not solely depend on myelin, but is also influenced by iron (Cohen-Adad, 2014; Ogg
and Steen, 1998).
In-vivo structure on T1-weighted images of extrastriate cortex and its function was
related by Walters et al. (2003). At only 1.5 T, they were able to image the cortex in-
vivo with a resolution of 0.5×0.556×0.556 mm3 by employing a surface coil. Because of
their excellent tissue contrast, T1-weighted images have also been used to determine
sulcal morphology (Clark et al., 1992), generate surface-based brain atlases (Fischl
et al., 2002), and for tissue segmentations (section 3.1).
T1-weighted images are only qualitative and their signal and contrast inhomogeneities
may lead to tissue misclassifications. T1 maps on the other hand are quantitative
and to a large degree homogeneous, but need more measurements. Fast T1-mapping
techniques enable in-vivo T1 maps (Preibisch and Deichmann, 2009; Marques et al.,
2010; Lutti et al., 2014). Using the MP2RAGE technique (Marques et al., 2010), a T1
map of the whole brain with a resolution of 0.7 mm isotropic can be obtained at 7 T
in only 11 minutes, while a whole hemisphere can be imaged at even 0.5 mm isotropic
resolution in 28 minutes (Tardif et al., 2013c). These T1 maps have a SNR that is
high enough for subsequent image analysis. They are to a large degree free from RF
receive-field bias, which makes them homogeneous enough for image processing. Little
bias from RF transmit field remains and can be corrected for by acquiring a transmit
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field B+1 map with which true flip angles and thus more accurate T1 can be calculated
(Sereno et al., 2013; Marques and Gruetter, 2013).
Because of their high homogeneity and their clear relation to myeloarchitecture, T1
maps have been used in a range of studies to visualize the myelination pattern across
hemispheres (Sereno et al. (2013); Marques and Gruetter (2013); Tardif et al. (2013c),
fig. 3.2, fig. 3.3). Myelination patterns have been used to map primary auditory cortex
structurally (Sigalovsky et al., 2006). These maps have been combined with tonotopic
fMRI (Dick et al., 2012). In visual cortex myelination patterns have been compared to
retinotopic fMRI mappings (Sereno et al., 2013). Another study compared ex-vivo T1
values in the primary motor and primary somatosensory cortex with histology (Geyer
et al., 2011). These studies showed that especially the primary sensory areas, such as
primary auditory, visual and motor cortices, are regions of distinctly low T1.
T∗2 contrast
Iron and myelin both contribute to T∗2 contrast leading to a higher CNR than on
T1 maps. Since they co-localize often in WM, the contrast between gray and white
matter is very high in T∗2 images. To which degree either iron or myelin contribute to
the contrast is an intense field of research. In gray matter, it is iron that dominates
the contrast (Fukunaga et al., 2010; Deistung et al., 2013; Stu¨ber et al., 2014). Due
to their high intracortical CNR, images of Fatterpekar et al. (2002) revealed intra-
cortical bands not only in striate cortex but remarkably also in isocortex, allocortex
and periallocortex. These bands on the post-mortem MR images showed good corre-
lations with myelinated bands on histological stains. At 7 T, T∗2-weighted magnitude
images are also able to reveal layer-specific details in-vivo in reasonable scan times.
Deistung et al. (2013) obtained whole-brain images in a scan time of 17 minutes. T∗2-
weighted images at 0.4 mm isotropic resolution reveal the stria of Gennari (Deistung
et al., 2013; Sanchez-Panchuelo et al., 2012). To calculate the T∗2 maps several echoes
are needed, and thus the signal and the resolution obtainable in-vivo in a reasonable
scan time is lower than for qualitative T∗2-weighted images. Cohen-Adad et al. (2012)
showed in-vivo intracortical patterns on T∗2 maps but only with anisotropic voxel sizes
of 0.33x0.33x1.00 mm3. They also showed that T∗2 contrast in the cortex depends on
the orientation to the main magnetic field ~B0.
T∗2-weighted images have a high SNR and CNR efficiency, such that high-resolution
images of the cortex can be acquired. For this reason T∗2-weighted images are used in
this project mainly for post-mortem validation experiments (section 6.1). The down-
side of T∗2 in the cortex are inhomogeneities caused by RF receive bias fields, and
moreover T∗2 in myelin fiber bundles depends on the orientation of the fibers to the
main magnetic field (Cohen-Adad et al., 2012). Therefore, T∗2 has not been segmented
fully-automatically into GM and WM. Hence, T∗2 can not be used straightforward to
analyze cortical myeloarchitecture in-vivo in group studies. Quantitative T1 maps on
the other hand are bias free and homogeneous. T1 maps are thus ideal for automatic
tissue segmentation as well as subsequent intracortical structural analysis. They are
used in this work for in-vivo group studies (section 7).
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Chapter 3
Image analysis with computed cortical
laminae
In neuroimaging the term “image analysis” refers to fully-automated methods that
are able to find subdivisions of the brain observer-independently. These subdivisions
can be for example tissue classes like GM, homogeneous structural cortical areas or
connectivity networks. Finding the subdivisions observer-independently is of utter im-
portance, because manual delineations are highly subjective (Lashley and Clark, 1946).
Moreover, manual delineations are labor intensive, which is of special importance in
group studies involving many subjects.
The human brain is a highly complex organ, both structurally and functionally. This
makes image analysis especially challenging. Parcellations of fMRI data have been
achieved (Ryali et al., 2013). However, a fully-automatic parcellation of the whole
cortical structure has not been done yet in-vivo, mainly due to limited resolution and
contrast (Turner, 2013b). Complete cortical maps like the Brodmann map (section 2.1)
are based on post-mortem data.
Why are in-vivo cortical parcellations (sometimes called in-vivo Brodmann maps) of
structural data needed? To relate brain structure and function in one and the same
individual. This is one of the main goals of neuroimaging, because function is deter-
mined by anatomy. Functional MRI has become a very important tool in neuroscience.
Usually, fMRI data is related to structural area probabilities (section 2.1). The prob-
abilities come from atlases that are based on several registered post-mortem brains
(Eickhoff et al., 2005b). However, the location of a structural area in an individ-
ual can differ to a large extent from the location indicated by the probabilistic atlas
(Sereno et al., 2013), because the folding pattern but also the microarchitecture of the
cortex varies between individuals.
First attempts of fully-automatic parcellations of the cortex are predictions of struc-
tural areas based on cortical thickness (Fischl and Dale, 2000; Hutton et al., 2008).
Moreover, folding patterns do predict primary areas to a certain extent (Fischl et al.,
2008). Another approach is to combine fMRI with cortical structure patterns on in-
flated hemispheres, so-called structural mappings (section 3.3).
The goal of this work is to develop tools for fully-automatic analysis for in-vivo struc-
tural data that aim at cortical parcellations. A first step towards a parcellation is
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structural mapping where the intracortical structure of a whole hemisphere is mapped
onto a computed cortical surface. The cortical surface can be the GM/WM boundary
surface, the GM/CSF boundary surface or an intracortical surface. These surfaces
require an accurate tissue segmentation into GM, WM and CSF (sections 3.1, 4.3.1), a
precise and topographically correct reconstructions of cortical boundaries (section 3.2),
and finally a realistic model for computing intracortical laminae (section 5). The in-
tracortical laminae are computed layers that are delimited by intracortical surfaces.
3.1 Segmentation challenges of ultra-high resolution
images
Tissue segmentation in the brain is challenging because the cortex is extremely con-
voluted. Ultra high-field MR images at submillimeter resolution (section 2.3.3) show
unprecedented intracortical detail and bring new challenges for accurate tissue seg-
mentation. The first challenge lies in the sheer amount of data. 0.5 mm isotropic
resolution images have 8 times more data volume than 1.0 mm isotropic resolution
images. The segmentation algorithm needs to be able to handle this without requiring
unrealistic computation times. The second challenge lies in the new structural details
that become visible at submillimeter resolution, including the cerebral arteries and
the dura mater (Bazin et al., 2014). These details make it difficult to divide a ROI for
example into GM and WM only. The third challenge is novel contrast. T1-weighted
images show excellent tissue contrast (Clark et al., 1992) and have been extensively
used for tissue segmentation into GM, WM and CSF. Segmentation methods that have
been developed for T1-weighted images at lower resolution (3 mm to 1 mm isotropic)
are included in software packages such as SPM (Ashburner and Friston, 2005) and
FreeSurfer (Dale et al., 1999). However, T1 maps have become the most common con-
trast to analyze myeloarchitecture and some brain structures give different contrasts in
these two modalities. For example, the dura almost disappears on some T1-weighted
images, whereas the dura is hard to distinguish from cerebellar and cerebral cortices
on T1 maps (Lutti et al., 2014).
Most software packages currently available have been developed to handle qualitative
MR contrasts at about 1 mm isotropic resolution. However, there are first attempts
to go beyond this resolution and contrast. FreeSurfer was adapted to process T1
maps from 7 T (Fujimoto et al., 2011), and images at 0.8 mm (Lutti et al., 2014) and
0.5 mm (Lu¨sebrink et al., 2013). Lutti et al. (2014) showed that fine intra-cortical
detail from 0.8 mm images is preserved by mapping image intensities onto cortical
surfaces with 0.5 mm instead of the standard 1 mm distance between the grid points
on the surface (tessellation). To our knowledge, the only framework for cortical MRI
processing to date that was explicitly invented to process very high-resolution images
(up to 0.4 mm isotropic) and quantitative T1 maps acquired using the MP2RAGE
sequence was proposed by Bazin et al. (2014), and is used for this work (sections 4.3.1,
4.3.5). The framework involves the levelset method, which will be presented in the
next section.
30
3.2 Reconstruction of cortical surfaces with the level set method
3.2 Reconstruction of cortical surfaces with the level
set method
Smooth cortical surfaces can be constructed from a tissue segmentation using the
level set method. This method is at the core of the CRUISE (Cortical Reconstruction
Using Implicit Surface Evolution) software package (Han et al., 2004). CRUISE has
been validated in Tosun et al. (2004), and has been used in a number of studies,
including cortical thickness measurements (Thambisetty et al., 2010; Tosun et al.,
2011; Durazzo et al., 2011). In this project, CRUISE is used to construct the GM/WM
and the GM/CSF surfaces from the segmentation by Bazin et al. (2014) (section 4.3.1).
The segmentation labels certain voxels as being WM, other voxels as being GM. The
constructed surface is then a digital representation of the GM/WM interface with
subvoxel precision that can be manipulated.
A B
Figure 3.1: Reconstructed inner GM/WM cortical boundary surface (A) and outer GM/CSF
cortical boundary surface (B). The reconstruction is done with the topology pre-
serving geometric deformable model (TGDM) in CRUISE. Surfaces are repre-
sented as level set functions. They are initialized on a tissue segmentation and
then evolved through space to result in smooth surfaces that are free from self-
intersections. From Han et al. (2004).
Smooth surfaces can be constructed by evolving a surface through space until the
boundaries from a given segmentation are met. Surface evolution is done using geo-
metric deformable models (Han et al., 2003). The geometric shape of the surface is
determined by the normal component of the evolution velocity. The geometric de-
formable model is implemented here using the level set method. A level set function
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is a signed distance function. The surface C(~p, t) is given as the zero level set
C(~p(~x), t) =
{
~x
∣∣ϕ(~x, t) = 0 } (3.1)
where ~p parametrizes ~x. The zero level set matches the propagating surface at all
times. The level set function has values that increase with the distance from the
surface, being positive on one side and negative on the other side.
We can evolve such a level set function ϕ and thereby move the zero level set, i.e. the
surface (Sethian, 1999). The geometric deformable model is given by the following
equation of motion that describes the position of the evolving surface:
∂ϕ(~x, t)
∂t
= Fprop(~x, t)|∇ϕ(~x, t)|+ Fcurv|∇ϕ(~x, t)|+ ~Fadv · ∇ϕ(~x, t) (3.2)
where ∇ is the spatial gradient and |∇| denotes the norm of the gradient (Han et al.,
2003). F are speed terms that are determined by global, local and independent prop-
erties of the surface. Fprop is a contraction or expansion term that can be determined
by the shape and position of the zero level set, Fcurv is determined by the intrinsic
geometry such as the local curvature of the evolving surface and Fadv is an indepen-
dent advection term. The equation of motion can be discretized on a Cartesian grid
solved numerically with a finite difference scheme. To increase computational speed,
the evolution equation 3.2 is only solved in a small neighborhood around the surface,
i.e. around the zero level set. When the surface hits the boundary of this so-called
narrow band, the band is reinitialized, with the zero level set being at the center. Han
et al. (2003) established a narrow band algorithm that is able to preserve the topol-
ogy of the evolving surface. Preservation of surface topology is not trivial, given that
the surfaces are represented by level set functions that are defined on a discretized
grid. The topology preserving geometric deformable model (TGDM) is able to model
surfaces that are touching at opposing cortical bands of narrow sulci, and produces
surfaces that are free from self-intersections.
The TGDM is used in CRUISE to construct smooth GM/WM and WM/CSF surfaces
(fig. 3.1) from a given segmentation. The segmentation can come from the classical
fuzzy segmentation algorithm or from the segmentation used in this project that also
results in a fuzzy segmentation (section 4.3.1). Fuzzy segmentations assume that there
can be more than one tissue class within one voxel, making the segmentation more
robust to noise and image inhomogeneities (Pham and Prince, 1999; Pham, 2001). The
voxels are labeled with tissue specific membership functions. The membership function
gives the proportion of the respective tissue (GM, WM or CSF) in the respective image
voxel. To construct a smooth GM/WM boundary (fig. 3.1A), the TGDM is applied to
the level set function of the WM membership isosurface until convergence. Here, Fprop
is proportional to the WM membership function. Fprop forces the surface outward
when the surface is within WM, and inward in case the surface is outside WM. Fcurv
is proportional to the mean curvature, and ~Fadv is set to zero.
Finding the outer GM/CSF surface is more challenging, because it is touching itself in
narrow sulci. One voxel in such a sulci may contain the CSF between opposing cortical
banks, and the two banks themselves. Because of this possible heavy partial voluming
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effect, the GM membership function from the segmentation needs to be modified.
The Anatomically Consistent GM Enhancement (ACE) algorithm (Han et al., 2004)
creates thin separations between close cortical banks at a sulcus. The GM membership
function is reduced within narrow sulci. A central surface is constructed evolving the
reconstructed GM/WM surface towards the central layer of the ACE corrected GM
membership function. For reconstruction of the outer GM/CSF boundary (fig. 3.1B),
the reconstructed central surface is evolved towards an initial GM/CSF surface, given
by the combined GM and WM membership functions. A TGDM with a Fprop and a
Fcurv term is applied. Fprop expands the surface when it is inside GM, and contracts
it if outside. Fcurv keeps the reconstructed outer cortical boundary surface smooth.
3.3 Myeloarchitectonic patterns on inflated
hemispheres
There are two main ways how human cortical myeloarchitecture has been analyzed
in-vivo. The first one is mapping MRI intensities of a single cortical depth onto an
inflated 2D surface of a cortical hemisphere. Reconstruction of cortical boundary
surfaces has been described in section 3.2. Intracortical surfaces can be constructed
with standard models (section 3.5 and 5.1) or the novel equi-volume model that is
developed for this project (section 5.2).
The MR image from which the cortical surface is computed and the MR image that
yields the mapped intensities may be different. The only prerequisite is that they
are registered so that the brains are in the same image space and match onto each
other. Thus the surfaces are employed to analyze fMRI data (Sanchez-Panchuelo et al.,
2012; Bridge et al., 2005), and high-resolution fMRI data at different cortical depths
(Polimeni et al., 2010b; Trampel et al., 2012; Olman et al., 2012).
On the other hand, intracortical surfaces can also be used to analyze structural data,
where mappings on inflated cortical hemispheres reveal patterns that resemble the
myeloarchitecture of the cortex across the hemispheres (figs. 3.2, 3.3). These mappings
were done with quantitative T1 images (Sereno et al., 2013; Dick et al., 2012; Weiss
et al., 2011; Marques and Gruetter, 2013; Tardif et al., 2013c) and T∗2 maps (Cohen-
Adad et al., 2012), and further with qualitative T1/T2-weighted images (Glasser and
Van Essen, 2011). The patterns can be visualized on surfaces at different cortical
depths (fig. 3.3) and change accordingly (Lutti et al., 2014) as expected from histo-
logical studies, where on average deep layers are more heavily myelinated than low
layers. Other contrasts reveal similar patterns such as T∗2 maps (Cohen-Adad et al.,
2012) and the ratio between T1-weighted and T2-weighted images (Glasser and Van
Essen, 2011). The patterns display heavily myelinated areas, which are mainly func-
tional primary areas such as M1, S1, A1 and V1 (section 2.1). V1 and A1 have been
verified with fMRI (Sereno et al., 2013; Dick et al., 2012).
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Figure 3.2: T1 mapped onto convoluted (A) and inflated (B) cortical surfaces of a hemisphere
computed with the level set method. (A): The central sulcus (CS) and the Sylvian
fissure (SF) that are typical sulci found in every human subject. (B): Inflating
the surface shows what is hidden in the sulci. Primary areas such as M1, S1, A1
and V1 are in areas of distinct low T1 values because they are highly myelinated.
From Weiss et al. (2011).
34
3.3 Myeloarchitectonic patterns on inflated hemispheres
S
I
AP
cortical depth fraction 0.8
cortical depth fraction 0.5
cortical depth fraction 0.2
(mid cortical depth)
(near white matter)
(near cortical surface)
Figure 3.3: Maps of decurved 1/T1 at different cortical depths, revealing cortical depth de-
pendent myelination patterns. Bright yellow indicates high myelin content, blue
indicates low myelin content. The same primary areas as in fig. 3.2 are high-
lighted with a high myelin content. In general, myelin content increases going
from CSF to WM (fig. 2.4). From Lutti et al. (2014).
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3.4 Profiles revealing myeloarchitectonic laminar
patterns
SoG
V1
V2
A B
Figure 3.4: Analyzing myeloarchitecture with cortical profiles. (A): Traverses across the
cortex in V2 (red lines) and V1 (blue lines), which is characterized by the stria
of Gennari (SoG, blue arrow). In this study V1 and V2 were also characterized
with fMRI data. (B): Cortical profiles from sampling intensity values along the
traverses. The average profile from V1 clearly depicts the stria of Gennari as a
deep dip. From Bridge et al. (2005).
The second way to analyze myeloarchitecture are cortical profiles. Traverses that
cross all cortical depths between the two cortical boundaries (fig. 3.4A) have to be
constructed (section 3.5 and 5.2). Along the traverses image intensities are sampled.
These profiles characterize structural areas (Clark et al., 1992; Walters et al., 2003;
Bridge et al., 2005; Trampel et al., 2011) by revealing the myeloarchitectonic laminar
pattern. A change in a profile is interpreted as a change of myeloarchitecture. Gener-
ating traverses across the cortex requires high resolution. Profiles in MRI studies have
mainly been used to characterize the laminar pattern across cortical depth in visual
areas (Trampel et al., 2011; Sanchez-Panchuelo et al., 2012; Koopmans et al., 2011).
That the shape of profiles in BA 17 stems from a region that functionally is V1 has
been verified with fMRI by Walters et al. (2003), Sanchez-Panchuelo et al. (2012) and
Bridge et al. (2005). The latter show two average profiles from the functionally defined
primary and secondary visual cortices that clearly reveal the structural differences be-
tween these two areas (fig. 3.4B). Profiles from MRI have also enabled to compare the
MR lamination pattern to profile patterns obtained from histological stained sections
(Fatterpekar et al., 2002; Walters et al., 2003; Eickhoff et al., 2005a).
On two-dimensional histological stained sections profiles enable to parcellate the cortex
observer-independently ex-vivo (Annese et al., 2004; Schleicher et al., 2005; Eickhoff
et al., 2007). Such a fully-automatic parcellation implies that boundaries between
homogeneous structural areas are found in an arbitrary region of the cortex. In this
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sense, to our knowledge the human cortex has not been parcellated fully-automatically
in-vivo yet. This is mainly due to limited resolution and contrast of in-vivo human
MRI. However, Bridge et al. (2005) found the boundary between V1 and V2 by em-
ploying profiles from regions that were characterized firstly as V1 and V2 by fMRI
data. Geyer et al. (2011) distinguished V1 profiles and regions from the surrounding
cortex by automatic clustering of profiles that exhibited the dip indicating the stria
of Gennari.
Profiles in 2D are biased by the cutting angle of the tissue section. A profile sampled on
a section with an oblique cutting angle may represent a very distorted laminar pattern
along the cortical depth. Cutting-angle bias can to a certain degree be prevented by
cutting the sections perpendicularly to the GM/CSF boundary surface. However, the
cutting-angle problem is only solved entirely by analyzing the cortex in 3D either on
stacks of stained sections (Amunts et al., 2013) or on three-dimensional MR images
with isotropic voxels, as in this project.
A B
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Figure 3.5: 2D myelin stain with Laplace traverses (black arrow in (A)) computed be-
tween the GM/WM boundary and the outer cortical boundary. (B): Observer-
independent parcellation of cortical myeloarchitecture into visual areas V3
(cyan), V2 (dark blue) and V1 (red) that contains the stria of Gennari SoG
(orange arrow in (A) and (B)). The intermediary zone between V1 and V2 is
labeled green. The transition zone between V2 and V3 in yellow. Modified from
Annese et al. (2004).
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3.5 Standard computational cortical layering models
Cortical layering models are used to compute intracortical surfaces from reconstructed
cortical boundary surfaces. By interpolation between these surfaces a 3D coordinate
system of cortical depth can be constructed. This coordinate system contains traverses
that run perpendicularly to the surfaces and it contains intracortical surfaces at ran-
dom cortical depths. This is the surface-based method for generating profiles. With a
voxel-based method a 3D coordinate system of cortical depth is created directly from
the segmented boundaries, which is computationally more efficient, however lacking
accuracy.
The two standard models for creating cortical-depth coordinate systems are the Laplace
model and the equidistant model (section 5.1). A voxel-based Laplace model was pro-
posed by Jones et al. (2000) to construct traverses for cortical thickness measurements
on 3D MRI (Jones et al., 2000; Hutton et al., 2008). The Laplace method solves
the Laplace equation between the GM/WM and the GM/CSF surfaces of the cortex,
setting each of these as an equipotential. Cortical traverses may then be constructed
along the gradient of this layering. Cortical thickness can be measured along the
traverses. Such Laplace traverses have the advantage of creating a one-to-one cor-
respondence between the cortical boundaries, and do not criss-cross as do traverses
constructed simply as straight lines or projections orthogonally to the boundaries.
Laplace traverses therefore have been claimed to provide more accurate and stable
cortical thickness estimates (Haidar and Soul, 2006). Cortical thickness measure-
ments based on Laplace traverses using the voxel-based approach have been made by
Yezzi and Prince (2003) and Hutton et al. (2008). Surface-based Laplace methods
employ the solution to the Laplace equation to generate one-to-one correspondences
between the cortical boundary surfaces (Im et al., 2006). The Laplace equation has
also been used to model intracortical surfaces for high-resolution fMRI (Zimmermann
et al., 2011).
The voxel-based Laplace method has been adapted to two-dimensional stains to par-
cellate the cortex observer-independently. Intensity values are sampled along Laplace
traverses to generate Laplace profiles. Schleicher et al. (2005) used Laplace profiles on
cytoarchitectonic stained sections, quantifying the differences between mean profiles
of a sliding window to provide observer-independent detection of areal borders. This
approach has been employed not only to study striate and extrastriate areas (de Sousa
et al., 2010), but also to analyze neurotransmitter receptor distribution patterns (Eick-
hoff et al., 2007). Annese et al. (2004) applied Laplace profiles for myeloarchitectonic
parcellation (fig. 3.5). The main reasons for employing Laplace profiles are that they
provide a one-to-one correspondence between the cortical boundary surfaces, that
they terminate perpendicularly at each boundary surface, and that they do not in-
tersect. The implementation for the Laplace model used in this work is described in
section 5.1.1.
The second standard model for constructing coordinate systems of cortical depth is
the equidistant model. Each equidistant intracortical surface keeps a constant distance
fraction from the two cortical boundary surfaces. Equidistant profiles are obtained by
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constructing traverses perpendicularly to the intracortical surfaces, and then sample
the traverses at equally spaced Euclidean cortical depths. The equidistant model is
the most prominent model for constructing intracortical surfaces for mappings of fMRI
and structural MRI data (Polimeni et al., 2010b; Olman et al., 2012; Sereno et al.,
2013). The implementation of the equidistant model used in this project is described
in section 5.1.3.
3.6 Curvature bias of computed laminae and profiles
Within a cortical area intensity values inside an anatomical layer are expected to be
constant, because cortical areas are assumed to have a uniform laminar pattern. How-
ever, it has been shown that intensities on computed intracortical equidistant surfaces
change with local cortical curvature (Sereno et al., 2013). This curvature bias could
reflect a true variation in myelin content, because the radial fibers are more dense on
gyral crowns than in the sulcal fundi (Annese et al., 2004; Bok, 1929). On the other
hand, the curvature bias can be a methodological artifact, in case that the computed
intracortical layers do not follow anatomical layers. How well intracortical laminae
constructed with the two standard and the novel layering model follow anatomical
layers is studied in sections 6.1 and 6.2. The curvature bias can introduce erroneous
boundaries between cortical areas. The relationship between lamina intensity of dif-
ferent layering models and curvature is studied in detail in section 6.3.1. There have
been attempts to remove the curvature bias using a regression of T1 against curvature
(Sereno et al., 2013), or using measurements of curvature versus the respective cortical
depth of an intracortical anatomical layer from post-mortem studies (Polimeni et al.,
2010a).
In section 2.1 it was stated that cortical columns and layers have a perpendicular rela-
tionship. For traverses to reflect the layer pattern within a structural area adequately,
they should be constructed parallel to the cortical columns. This implies that once the
intracortical surfaces are prone to curvature bias, the perpendicularly constructed tra-
verses are as well. To solve this problem, Koopmans et al. (2011) and Eickhoff et al.
(2007) aligned the traverses to certain intracortical anatomical landmarks. De Vos
et al. (2004) studied the relationship between local curvature and areal boundaries
in parcellations of two-dimensional sections stained for cytoarchitectonics. The areal
boundaries were deduced from samplings along Laplace profiles. They noted that
the folding of the cortex can introduce artificial boundaries in observer-independent
mapping with Laplace profiles. It is clear that to address the curvature bias question
thoroughly, it is vital to have access to a three dimensional image of the cortex. How
well profiles from different layering models reflect the myeloarchitectonic pattern is
studied in section 6.1 and 6.2.
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Materials and methods
4.1 Histology
This section shows how the cortical laminar pattern of stained sections is reflected
in cortical profiles. Moreover, the profiles from cell stains are used to determine the
GM/WM boundary on myelin stains. The GM/WM boundary is in some regions not
represented in the myelin picture because myelin does not just stop at the GM/WM
boundary but rather often extends into the cortex. This means that the GM/WM
boundary is sometimes hard to make out on MR images, because contrast in MR
images is mainly determined by myeloarchitecture rather than cytoarchitecture.
The visual cortex of a human post-mortem brain (fixed in 4 % formalin, obtained from
an autopsy with informed consent from the patient’s relatives) is cut with a freezing
microtome into 30µm thick sections. Brain slices can only be stained for either myelin
or cell bodies. Therefore, the sections are stained alternately for myelin (Gallyas
stain, Gallyas (1979)) and cell bodies (Merker silver impregnation, Merker (1983)).
The sections included a length of the stria of Gennari (orange arrow in fig. 4.2 A).
Micrographs of the sections are obtained with a Zeiss Axio Imager microscope (reso-
lution 52µm/pixel, fig. 2.2, 2.3, 4.1, 4.2, 4.3). To be able to accurately compare the
myeloarchitecture to the cytoarchitecture spatially, it is essential to register pictures of
adjacent slides as perfectly as possible onto each other. The images from adjacent sec-
tion pairs are masked and co-registered using the software package AIR 5 (Automated
Image Registration, RP Woods).
Cortical profiles are determined using the Laplace equation approach (Jones et al.,
2000; Annese et al., 2004). The Laplace equation is solved between the GM/CSF
boundary and the GM/WM boundary (section 5.1.1). The inner GM/WM cortical
boundary is easier to determine from cytoarchitecture than from myeloarchitecture
(fig. 4.1). Therefore it is obtained from thresholding the cell body stained section.
Isocontours of the continuous solution mapped onto the registered myelin stain are
shown as thin red lines in fig. 4.2 A. The isocontour that follows the stria of Gennari
in the gyral crown (orange isocontour and green arrow in fig. 4.2 A) is diverging from
it in the sulcal wall (red arrow). However, for the computed isocontour and the
perpendicular traverses to adequately reflect cortical anatomy, the isocontour should
parallel the stria of Gennari everywhere in the observable cortex (section 3.6). That
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A B
DC
Figure 4.1: The GM/WM boundary on myelin (A, C) and cell stained sections (B, D). The
boundary is distinct on the cell stained sections (green arrows in B and D). How-
ever, the myelin stain shows regions where so many radial fibers are penetrating
GM that the GM/WM boundary is vague (red arrows in A and C). This figure
consists of close-ups of figs. 2.2, 2.3, and 4.3 B and C.
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this is not the case could be due to an oblique cutting angle between the stained
tissue section and the anatomical layers (section 3.4). To exclude the cutting angle
bias, this question will be studied further with high-resolution post-mortem 3D MRI
(section 6.1).
BA
Figure 4.2: Laplace laminae (A) and traverses (B) between the GM/WM and the GM/CSF
boundaries on a myelin stained section containing the stria of Gennari (orange
arrow). The lamina that follows the stria in the gyral crown (green arrow)
diverges from it in the sulcal wall (red arrow). Whether this is due to the Laplace
model itself or merely an effect of the 2D representation on the histological stain
is studied in 3D in post-mortem MRI in section 6.1.
Traverses are constructed with the gradient of the solution to the Laplace equation
(fig. 4.2 B). To study the boundaries, traverses are extended by 20% at both ends (these
extensions may criss-cross). The cell micrograph’s and registered myelin micrograph’s
signal intensity is sampled along the traverses. Each traverse is sampled at 100 points
to ensure normalization for profile averaging.
Profiles in fig. 4.3 A resulted from averaging all single cell and myelin profiles, respec-
tively (all traverses shown in fig. 4.2 B). They reflect the cyto- and myeloarchitectural
laminar patterns of the sections. The innermost dense cell layer marked with the
magenta arrow in fig. 4.3 B is reflected as a dip in the cell profile (magenta arrow in
fig. 4.3 A and B). The stria of Gennari becomes visible in the myelin profile also as
a distinct dip (orange arrows in fig. 4.3 A and C). The average profiles reflect WM
as a plateau at high sampling depths. The GM/WM boundary is determined at a
certain sampling depth on the average cell profile (purple dashed line in fig. 4.3 A) and
marked at every traverse on both stains (purple dots in fig. 4.3 B and C). This enables
to define the GM/WM boundary on the myelin stain even in the gyral crown where
it is vague due to the high density of penetrating fibers (purple arrow in fig. 4.3 C).
The problem of penetrating fibers occurs in many cortical areas, especially in M1 and
in gyral crowns. The segmentation algorithm by Bazin et al. (2014) that is used for
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Figure 4.3: Cortical profiles on histological stained sections. The profiles reflect a dense cell
layer (magenta arrow in (A) and (B)) and the stria of Gennari (orange arrow in
(A) and (C)) as dips in intensity. The GM/CSF boundary (green dashed line)
and the GM/WM boundary (purple dashed line) are determined from the cell
profile and plotted onto the stained sections. (B) and (C) are close-ups of figs.2.2
and 2.3, and contain fig. 4.1.
this project for in-vivo MRI processing is able to determine both cortical boundaries
automatically (section 4.3.1).
4.2 MR scanning
To analyze cortical myeloarchitecture in 3D and in-vivo, scanning of post-mortem sam-
ples and in-vivo subjects is performed using a 7 T whole-body MR system (Siemens,
Germany).
4.2.1 Ultra-high resolution post-mortem data
The equi-volume layering method is validated on post-mortem MR images with a very
high resolution and CNR. The contrast of choice thus is T∗2-weighted data, because
of its high CNR. However, the processing of T∗2-weighted images demands manual
intervention in the tissue segmentation. This is feasible on few and small data sets,
such as the two post-mortem images that are used in this project.
A formalin-fixed block of human post-mortem brain containing the occipital pole was
obtained from an autopsy with informed consent from the patient’s relatives (post-
mortem time 28 hours). Another formalin-fixed block containing the pre- and post-
central gyri was obtained with informed consent from the donor from the Netherlands
Brain Bank Amsterdam (post-mortem time 8 hours). No neurological pathologies
were recorded for any of the brains. The blocks are scanned using a home built dual
loop circularly polarized (CP) RF transmit coil. A gradient echo FLASH sequence
(section 2.3.2) is used to obtain a T∗2-weighted image of the occipital pole (150µm
isotropic resolution, TE = 9ms, TR = 50ms). Fig. 4.4A shows the calcarine sulcus and
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the heavily myelinated stria of Gennari that characterize BA 17. Another gradient echo
FLASH sequence is used to obtain a T∗2-weighted image of the pre- and post-central
gyri (70µm isotropic resolution, TE = 25ms, TR = 60ms). Fig. 4.4B shows the central
sulcus with the precentral gyrus on the left, in its posterior wall containing BA 4. On
the right-hand side of the central sulcus is the post-central gyrus that contains BA 3b
(section 2.1.4). The data is checked to have no ringing artifacts.
A B
2.0mm
1.5mm
SoG
CF
CS
BoB
Figure 4.4: Cortical myelinated bands on 3D MR images. T∗2-weighted FLASH images of
post-mortem samples: (A) Occipital pole sample with the calcarine fissure (CF)
and the stria of Gennari (SoG), 150µm isotropic resolution. (B) Pre- and post-
central gyri sample with the precentral gyrus on the left showing two bands
of Baillarger (BoB) and the post-central gyrus on the right showing one band,
downsampled to 140µm isotropic resolution due to computation efficiency in
image analysis.
4.2.2 The MP2RAGE sequence
In this work, the MP2RAGE sequence is used to obtain in-vivo T1 maps of the human
cortex that are to a large degree free from spatial image intensity inhomogeneities.
MRI at high static magnetic fields B0 opens the possibility of imaging at higher reso-
lution. However, one major disadvantage of higher fields are increased image intensity
inhomogeneities from transmit fields from RF pulses (section 2.3.3). At higher fields,
the resonance frequency (equation 2.3) is larger, which means that the transmitted
wavelength is smaller down to about 1m, which is in the order of human body size.
The transmitted waves interfere and hence may not flip the magnetization exactly by
the desired angle, which causes image inhomogeneities. Moreover, as for lower static
magnetic fields, there are receive field inhomogeneities. Receive field inhomogeneities
make the signal amplitude inhomogeneous throughout the image. Transmit field inho-
mogeneities result in slightly different flip angles at different locations. In T1-weighted
images, the degree of T1-weighting depends on the local flip angle and thus varies
spatially in the image.
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One possible solution to receive field inhomogeneities was found by Marques et al.
(2010). They acquired two MPRAGE images (section 2.3.2) in a row in one and the
same sequence at two different inversion times TI1 and TI2. The two complex images
ITI1 and ITI1 are combined as follows
S =
I∗TI1ITI2
|ITI1|2 + |ITI2|2 (4.1)
where I∗TI1 is the complex conjugate of ITI1. Since the two images are equally affected
by receive field inhomogeneities, this combination that implies a ratio gets rid off these
receive field inhomogeneities. To deal with transmit field inhomogeneities, firstly an
adiabatic inversion pulse (Hurley et al., 2010) flips the equilibrium magnetization
relatively slowly but exactly by the desired 180°. Secondly, the flip angles in the two
MPRAGE read-out blocks are small (in this work α1 = 5°, α2 = 3°) so that T1 maps
are less sensitive to receive and transmit field inhomogeneities.
Each of the acquired MPRAGE images is mostly T1-weighted, but there is also proton
density and T∗2-weighting. The two images are equally proton density and T
∗
2 weighted.
Their combination in equation 4.1 cancels proton density and T∗2 weighting effects out.
Therefore, the resulting image S is very heavily T1-weighted and provides a nice
basis for calculating quantitative T1. Another effect of the combination is that the
combined image has an increased CNR compared to the single MPRAGE images. This
is because, in the single images the T∗2 and proton density weighting reduces CNR.
However, the SNR of the combined image has decreased due to noise propagation
during combination.
To gain maximum CNR between GM, WM and CSF the following parameters were
optimized for 7T: TR, TI1, TI2, α1, and α2 (flip angles of each MPRAGE read-out).
T1 can be estimated by fitting the signal from the two MPRAGE signals acquired at
the two different inversion times (figure 2.10).
4.2.3 High-resolution in-vivo T1 maps
T1 maps are to a large degree free from image intensity inhomogeneities (section 4.2.2),
and can therefore be segmented fully-automatically (section 4.3.1). Hence they can be
used to analyze cortical myeloarchitecture in several subjects.
The in-vivo studies for this work are carried out with ethical approval from the local
university and informed consent was obtained. In this work, high-resolution in-vivo
T1 maps have an isotropic resolution of 0.5 mm, since this resolution is doable in half
an hour scan time for a whole hemisphere.
10 healthy subjects (25.6 +/- 3.0 years, 5 female subjects) are scanned with a 24-
channel receive-only head coil (NOVA medical, Wilmington, USA). Maps of T1 are
acquired using the MP2RAGE sequence with the following scan parameters (Marques
et al., 2010; Hurley et al., 2010): TI1 = 900ms, TI2 = 2750ms, TR = 5000ms,
TE = 2.45ms, α1 = 5°, α2 = 3°, bandwidth = 250 Hz/Px, echo spacing = 6.8ms (TR
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within the MPRAGE read-out). The partial Fourier technique is used (partial Fourier
= 6/8), where part of k-space is not recorded to save read-out time. The skipped part
can be reconstructed from the complex conjugate in the recorded part.
Two sagittal image slabs covering the left and right hemispheres are acquired sep-
arately, each at 0.5 mm isotropic resolution (28:02 min). A whole brain scan at
0.7 mm isotropic resolution is also acquired for merging the high-resolution slabs
(section 4.3.5). The whole brain image is acquired in only 10:57 min, by using the
GRAPPA technique (Griswold et al., 2002) with an acceleration factor of 2. This
means that only every second line in k-space is recorded to save read-out time. One
subject is discarded due to poor image quality. In the 9 other subjects no residual
inhomogeneities are detected in these T1 maps (fig. 4.5, 4.8A). Excepted are the lower
temporal lobes that have decreased intensities because of insufficient transmit field
strength of the used coil in these regions (coronal view in fig. 4.5).
Figure 4.5: Three-planar view of an in-vivo T1 map of the human brain with 0.5 mm isotropic
resolution.
4.2.4 High-resolution in-vivo T∗2-weighted images
For in-vivo validation of the equi-volume model, a T∗2-weighted image with an isotropic
resolution of 0.4 mm is acquired from one subject. The gradient echo FLASH sequence
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(section 2.3.2) is used with TE = 17.7ms, TR = 35ms, and flip angle = 11°. The image
has a larger intracortical CNR than a 0.5 mm T1 map and thus shows the stria of Gen-
nari very clearly (fig. 6.8A). However, because of intensity dependence on the direction
to the main magnetic field ~B0 (section 2.3.4) it can only be processed by registering it
to a 0.7 mm T1 map on which the layerings are computed (section 4.3.5).
All the in-vivo data is checked to have no serious motion artifacts, and it is checked
for ringing artifacts.
4.3 Image preprocessing and experiments
This section describes the image preprocessing steps and methods for in-vivo and
post-mortem data. Moreover, the experiments to the results presented in chapters 6
and 7 are described. Image processing is done using MIPAV (NIH, Bethesda, USA),
and home built software implemented in MATLAB (The MathWorks Inc., Natick,
Massachusetts) to compute the Laplace layering (section 5.1.1). In house developed
plug-ins for JIST are used with MIPAV (figure 4.11) and include the fully-automatic
segmentation (section 4.3.1), cortical curvature estimation (section 4.3.2), the equidis-
tant layering (section 5.1.3), the equi-volume layering (section 5.2.2), and computation
of traverses (section 5.1.2). These plug-ins make up the novel framework for fully-
automatic analysis of cortical myeloarchitecture described in the second part of sec-
tion 4.3.5.
4.3.1 Fully-automatic tissue segmentation
The method described here for tissue segmentation is explicitly invented to process
very high-resolution images (up to 0.4 mm isotropic) and quantitative T1 maps (sec-
tion 2.3.4) acquired using the MP2RAGE sequence (sections 3.1, 4.2.2). It is proposed
by Bazin et al. (2014) and consists of four steps. CRUISE can reconstruct cortical
surfaces from the resulting segmentation (section 3.2, fig. 4.8C).
In the first step a brain mask is obtained, which is an image with ones where the
brain is and zero everywhere else including the skull. The skull stripping starts with
thresholding the second inversion time image ITI2 at the level of background noise.
The largest component of the resulting image is identified as the brain. The dura
mater (part of the meninges) is more visible at 7T due to the improved resolution.
Its intensity is similar to the gray matter intensity, and there is little CSF between
the dura mater and the gray matter. Estimating CSF locations is hard in sulcal folds
because there are partial voluming effects with gray matter intensities. Therefore,
at these locations a CSF partial volume filter has to be applied that computes the
direction of highest intensity difference at each given voxel. The difficult location of
the dura is estimated by combining a probabilistic prior that comes from the already
obtained brain mask with a CSF partial volume filter.
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The second step is to build an atlas and normalize it spatially and intensity-wise.: A
new statistical brain atlas (with a resolution of 2 mm) is built from two atlases based
on manual delineations (IBSR v.2 data set, Brainweb atlas). It includes the shape
and location probabilities of 30 distinct structures ranging from cerebral gray and
white matter to the dura and arteries. Moreover, it includes intensity priors for each
structure and expected topology and connectivity properties. The atlases intensity
priors are used to initialize a fuzzy C-means clustering algorithm to separate the T1-
weighted image from the MP2RAGE sequence into WM, GM and CSF. This gives
new estimates of the intensities of WM, GM and CSF to which the atlases’ intensities
are then normalized. Also, this first clustering result is used spatially by registering
the shape atlas linearly and subsequently non-linearly to the WM mask from the T1-
weighted image and to the formerly obtained brain mask. Accordingly, the intensity
atlas can be transformed spatially.
The third step consists of calculating membership functions for every structure. Mem-
bership functions (section 3.2) encode the likelihood of a voxel to belong to each struc-
ture. They are calculated from the T1-weighted image (called S in section 4.2.2) and
the T1 map, given the statistical shape and intensity atlases. The resulting mem-
bership functions are adaptive shape and intensity priors that constitute a first seg-
mentation, but without the final topology and still including a significant amount of
noise.
The fourth and last step is the so-called constrained multi-compartment level set
segmentation. Here, the membership functions are transformed into smooth, topology-
constrained shapes. A so-called multi-compartment geometric deformable model (MG-
DM) evolves the level set functions (Bogovic et al., 2013). The MGDM prevents
overlaps or vacuums between objects, and is a method based on the TGDM described
in section 3.2. It is done in a multi-scale fashion, starting with the scale of the atlas and
increasing it stepwise until data space resolution is reached. The final segmentation
contains level set functions for every brain structure.
To be able to handle the large amounts of data, the more global steps of the segmenta-
tion, such as intensity normalization and atlas alignment, are done at a coarser scale,
thus saving computation time. Only the final step integrating topology, intensity and
shape priors, involves all structures at once and at the finest scale. It is important for
the segmentation and boundary surface reconstruction to be precise, since errors lead
to wrong estimations of cortical depth and hence to erroneous analysis of myeloarchi-
tecture. Even an error of one voxel has a large impact, considering that even thick
cortex of 4mm thickness has only 8 voxels across the cortical depth when imaged at
0.5 mm isotropic resolution.
4.3.2 Curvature Estimation
A prerequisite of the equi-volume model (section 5.2.2) is to compute the curvatures
kin and kout at the inner GM/WM and outer GM/CSF cortical boundary surfaces.
Curvature estimates are typically based on second order derivatives, which are very
49
Chapter 4 Materials and methods
noise-sensitive. In order to provide adequate regularization, curvatures are estimated
by fitting a centered paraboloid to the respective level set surface. The paraboloid at
a point X is given by the following quadric equation with known parameters Q and L:
XTQX+LTX = 0. The point of interest X0 is in the center of the curvature sampling
neighborhood Xn, Xn ranging between a minimum and a given maximum distance to
X0 in the three dimensions. The distance between the quadric at the voxel in the
neighborhood Xn and the quadric at the point of interest X0 is (Xn − X0)TQ(Xn −
X0)+L
T (Xn−X0). The distance between the level set surface at Xn and the level set
surface at X0 is ϕ(Xn)−ϕ(X0). Therefore, the coefficients Qˆ and Lˆ need to be found
that minimize the difference between the quadric distance and the level set distance
at X0:
Qˆ, Lˆ = argmin
∑
n
w(Xn)
[
(Xn −X0)TQ(Xn −X0) + LT (Xn −X0)− (ϕ(Xn)− ϕ(X0))
]2
(4.2)
with a weighting factor w(Xn) = exp(− (ϕ(Xn)−ϕ(X0))22σ2 ) to lower the influence of values
in the sampling neighborhood further away from X0. The coefficients Qˆ and Lˆ can
be estimated linearly by solving a system with nine unknowns. From the geometry
of paraboloids, the primary and secondary curvatures k1 and k2 of the paraboloid
approximation to the level set surface at X0 can be obtained as the eigenvalues of Q
in the orthogonal direction to L. k1 and k2 are magnitudes of the principal directions
that are perpendicular to each other and in the tangent plane of our point of interest.
k < 0 means concavely curved, k > 0 describes convex curvature.
4.3.3 Preprocessing of post-mortem data
To analyze the intracortical structure of the post-mortem data, the T∗2-weighted post-
mortem images (section 4.2.1) are segmented firstly into GM and WM. An automatic
algorithm, FANTASM (Pham and Prince, 1999), is used to get a first crude estimation.
The automatic segmentation method is not only challenged by image inhomogeneities,
but also by the intracortical contrast of the stria of Gennari (thickness of about 280µm)
and the bands of Baillarger visible at this high isotropic resolution of 150µm and
70µm respectively. Therefore, careful manual intervention is required subsequently
to obtain a refined segmentation. From the segmented images, the inner GM/WM
cortical surface and the outer GM/background surface are determined.
The segmentations are used to compute the Laplace solution (fig. 4.6 D, G) as described
in section 5.1.1. Therefore, the cut edges of the post-mortem brain blocks have to be
marked as so-called mirror points, simulating a continuation of the cortex. From this
Laplace layering 19 intracortical surfaces are computed.
Moreover, 19 equidistant and 19 equi-volume surfaces are computed as described in
sections 5.1.3 and 5.2.2. Inward stratification is used, i.e. evolving the outer cortical
boundary towards the inner cortical boundary. For ultra-high resolution post-mortem
data this is the preferred way, since the outer GM/CSF surface is very well defined,
being surrounded by background only, while the inner cortical surface is not clearly
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defined at some locations because of the fine details at the GM/WM interface visible
at this high resolution. To estimate the curvatures for the equi-volume model, the size
of the curvature sampling neighborhood has to be chosen appropriately for each area
and the given resolution. The optimal size depends on the variation of curvature per
voxel. For the calcarine sulcus data the maximum distance of the curvature sampling
neighborhood is set to 0.45mm and to 0.7mm for the pre- and post-central gyri data.
The laminae are interpolated to give continuous values layering the cortex (fig. 4.6).
Traverses are constructed perpendicularly to the surfaces from the three models (sec-
tion 5.1.2). Intensity values along the traverses are sampled to deduce single profiles.
B
E
equi-volume
C
F
equidistant
D
G
LaplaceA
Figure 4.6: Layering the cortex on the T∗2-weighted image of the occipital pole post-mortem
sample using the equi-volume model (A, B, E), the equidistant model (C, F)
and the Laplace model (D, G) at 150µm isotropic resolution. (B), (C) and (D)
show the cortical depth coordinate systems in a sulcal fundus. (E), (F) and
(G) show the coordinate systems in a gyral crown. The cortical depth values
for the equidistant and the equi-volume model are interpolations between the 19
computed intracortical surfaces (sections 5.1.3 and 5.2.2). The Laplace model
generates continuous values directly (section 5.1.1). (B) to (G) are close-ups of
fig. 6.2 B, C and D.
This project is mainly concerned with developing tools for in-vivo MR images at
500µm isotropic resolution. Therefore, the occipital pole sample’s segmented inner and
outer cortical boundary surfaces are additionally subsampled to 500µm isotropic res-
olution. Equidistant and equi-volume intracortical surfaces (interpolations in fig. 6.6),
traverses and single profiles are then calculated from these subsampled boundary sur-
faces similarly to processing the 150µm data described above.
4.3.4 Experiments with occipital pole post-mortem data
To evaluate the equi-volume model on post-mortem data with ultra-high resolution
(section 6.1.1), the stria of Gennari is labeled manually in highly curved regions on the
occipital pole data i.e. on the gyral crowns and in the fundi (fig. 6.2A). The resulting
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mask of the stria is a binary image, with ones at labeled stria locations and zero
everywhere else. Single profiles are averaged where traverses and the labels coincided.
This means that intensities from the same cortical depths are averaged. The results
are average profiles with means and standard deviations at 21 different cortical depths
(section 6.1.2).
The labels image is an image with the same size as the image the stria of Gennari is
labeled on. There are values of 1 at the labels and zeros everywhere else on the labels
image. This labels image is subsampled to 500µm isotropic resolution, and used to
average profiles from the single profiles at 500µm (section 6.1.2).
The relationship of cortical curvature to image intensity within a computed intra-
cortical surface is compared between the equi-distant and the equi-volume model
(section 6.3.1). The 10th surface (out of 21 cortical surfaces) is constructed with
the equidistant model and another 10th surface is constructed with the equi-volume
model. The level set functions of these surfaces are thresholded between -0.4 and 0.4
and the intensity values within these volumes are sampled. Primary curvature values
of the surfaces are estimated (section 4.3.2). Intensity values on the 10th intracorti-
cal surface are plotted against the corresponding primary curvature values and linear
models are fit.
There is a CNR gradient in the T∗2-weighted image of the tissue block due to a tissue
fixation artifact. The contrast of the T∗2-weighted image is higher in the peripheral
region and lower towards the center. Therefore, results in section 6.1.2 and the post-
mortem data results in section 6.3.1 are restricted to the high contrast part.
4.3.5 Preprocessing of in-vivo data
T∗2-weighted image
To analyze the T∗2-weighted image (section 4.2.4), it is registered to a T1 map at 700µm
isotropic resolution of the same subject (section 4.2.3). This permits to use the layering
computed from the T1 map to analyze the T
∗
2-weighted image.
The layering is computed from the T1 map the following way. The T1 map is normal-
ized into the MNI brain space (section 2.1.4), and resampled to a cubic resolution of
0.4 mm. The normalization consisted of a rigid registration using six degrees of free-
dom and normalized mutual information as cost function. Afterward, the normalized
image is segmented fully automatically with the method described in section 4.3.1.
The inner and the pial surfaces are reconstructed following the CRUISE approach
(section 3.2). The segmentation is used to compute the Laplace solution as described
in section 5.1.1). Moreover, 19 equidistant and 19 equi-volume surfaces are computed
(sections 5.1.3 and 5.2.2). Interpolations between the computed intracortical equi-
volume surfaces are shown in fig. 6.8B.
The T∗2-weighted image is then registered onto the segmentation of the T1 map. This
registration is landmark based and rigid, using six degrees of freedom to preserve the
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cortical geometry. Note that there are small distortions between the T1 map and the
T∗2-weighted image due to the different band widths during scanning.
To evaluate the equi-volume model on in-vivo data (section 6.2.1), the stria of Gennari
is labeled on the registered T∗2-weighted image. This is done only in regions where the
stria is clearly visible. Moreover, care is taken to label only regions where the cortical
segmentation of the T1 map appeared accurate on the T
∗
2-weighted image. In contrast
to the ex-vivo experiment, not only highly curved regions are labeled, but parts of flat
cortex have to be included in order to have enough values to establish a meaningful
histogram (fig. 6.8A, inset).
Processing T1 maps at 500µm isotropic resolution with the novel framework
To analyze the T1 maps of all nine subjects (section 4.2.3), a novel fully-automatic
framework for in-vivo MRI based myeloarchitectonic analysis of the cortex is applied.
The framework (fig. 4.7) consists of merging the 0.5 mm images of the two hemispheres,
the fully-automatic segmentation decried in section 4.3.1, reconstruction of the cortical
boundary surfaces (section 3.2), computation of intracortical surfaces and of cortical
profiles (section 5).
For merging the two MP2RAGE images of the hemispheres at 0.5 mm isotropic reso-
lution, firstly, the whole-brain image is resampled to 0.4 mm isotropic resolution. Sub-
sequently it is co-registered to MNI brain space (section 2.1.4). This rigid registration
is done using six degrees of freedom (cost function: normalized mutual information).
The two 0.5 mm slabs are then co-registered similarly to the whole-brain image in
MNI space. The hemispheres are merged by choosing at every voxel the T1 value
with the highest signal in the second inversion time image (Bazin et al., 2013). The
fused 0.4 mm T1 map is segmented as described in section 4.3.1 and cortical boundary
surfaces are reconstructed (section 3.2) within a computation time of 6 h (fig. 4.8C).
Intracortical surfaces are computed from the reconstructed boundary surfaces with
the equidistant and the equi-volume model. In this case, outward layering is used,
i.e. evolving the inner cortical boundary surface towards the outer one. For in-vivo
data this is preferable, since the inner GM/WM surface is better defined than the
GM/CSF surface. Segmentation of the latter is relatively difficult because of signal
from the dura mater and partial voluming with the cerebrospinal fluid, whereas the
inner cortical boundary is relatively clearly defined at this resolution.
19 intracortical surfaces are computed with the equidistant and the equi-volume model,
respectively (section 5). The first equidistant surface is 5% of the total cortical depth
away from the inner boundary surface, the second one 10%, and so on. The first
equi-volume surface confines 5% of the total volume of the modeled truncated cones,
the second one 10%, and so on. To estimate the curvatures for the equi-volume model,
the maximum distance of the curvature sampling neighborhood is set to 0.8mm. The
surfaces are interpolated to give continuous values layering the cortex (fig. 4.8D). Com-
puting the equi-volume layering of the entire cortex takes about 2.5 h for a 0.4 mm
isotropic merged T1 map of the entire brain. Traverses are computed perpendicularly
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to the equidistant and equi-volume surfaces (section 5.1.2). T1 values are sampled
along the traverses to get single profiles.
whole brain at 0.5 mm
merging the
 two hemispheres
segmentation
reconstruction of
 cortical boundary
 surfaces
layering
computing
traverses
statistical atlas
right slab at 0.5 mm
whole brain at 0.7 mm
left slab at 0.5 mm
Inner cortical boundary surface and T1 map
Equi-volume intracortical surfaces and T1 map
s
Intracortical surface and traverses
Figure 4.7: The framework for fully-automatic 3D cortical analysis includes merging, segmen-
tation (section 4.3.1), reconstruction of cortical boundary surfaces (section 3.2),
computation of intracortical surfaces and layerings (sections 5.1.3 and 5.2.2), and
estimation of traverses (section 5.1.2).
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Figure 4.8: In-vivo single-subject T1 map with 0.5 mm isotropic resolution (axial view) with
processing results. (A): Whole axial slice with the calcarine fissure (CF, light-
red arrows) in the occipital pole. (B): Close-up of the calcarine sulcus region
showing the stria of Gennari (SoG) as a hypointense band (orange arrow). (C):
Fully automatically reconstructed GM/WM (blue) and GM/CSF (red) boundary
surfaces. (D): Equi-volume layering of the cortex computed between the cortical
boundary surfaces. Merging of the two hemispheres into a single image (A), and
computation of (C) and (D) are done with the fully-automatic framework for 3D
cortical analysis (fig. 4.7).
55
Chapter 4 Materials and methods
4.3.6 Evaluation experiments on in-vivo data
To evaluate the novel framework, the following three experiments are carried out.
To compare how well different layering methods reflect intracortical structure on cor-
tical profiles of in-vivo MRI (section 6.2.2) average profiles from three manual ROIs
are calculated. These three ROIs lie within putative Brodmann area 17 in subject S1.
The first region of interest (ROI) is a gyral crown and is called BA 17I. The second
one is called BA 17II and is a sulcal fundus. The third in-vivo ROI consists of BA 17I
and BA 17II and is called BA 17III. The fourth ROI contains a few gyri and sulci and
is called BA 17IV (fig. 4.9C).
The relationship between cortical curvature and image intensity in a computed intra-
cortical surface of subject S1 is compared using the equi-distant and the equi-volume
model (section 6.3.1). The 10th surface (out of 21 cortical surfaces) of a hemisphere
is constructed with the equidistant model and another 10th surface is constructed
with the equi-volume model.The level set functions of these surfaces are thresholded
between -0.4 and 0.4 and the T1 values within these volumes are sampled. Primary
curvature values of the surfaces are estimated (section 4.3.2). Two ROIs of different
surface areas (2.8 cm2, 44.5 cm2) are chosen within putative Brodmann area 17 that
is highly convoluted. The first ROI is BA 17IV, and the second ROI called BA 17V
is occupying most of the cortex next to the calcarine fissure and thus contains most
of BA 17. T1 on the 10th intracortical surface of each ROI is plotted against the
corresponding primary curvature values and linear models are fit.
For studying the impact of the layering model on the myelination pattern on the left
hemisphere of subject S1 (section 6.3.2), T1 values are sampled at the 10th intracortical
surface of the equidistant and the equi-volume model. The T1 values are mapped onto
the inflated central surface (Tosun et al., 2004). To relate the patterns to the bending
of the cortex, primary curvature values of the GM/WM boundary surface are mapped
onto this surface.
4.3.7 Application experiments on in-vivo data
The above described framework is used to analyze the myeloarchitecture of various
Brodmann areas in all of the 9 subjects (section 7). Three ROIs are labeled in the
left hemispheres on the 0.5 mm T1 maps of the 9 subjects. Each ROI is within a
different putative BA, according to certain anatomical landmarks (section 2.1). The
first ROI is labeled in the posterior wall of the precentral gyrus (blue in fig. 4.10), being
located within putative BA 4. The second ROI is located in the anterior wall of the
post-central gyrus (green in fig. 4.10) and is supposed to be within BA 3b. The third
ROI consists of labels within putative BA 1 in the crown of the post-central gyrus (red
in fig. 4.10). The profiles are averaged within the ROIs to get characteristic average
profiles of each BA in single subjects and for the group (section 7.2).
The labels at the 10th intracortical surface are sampled along the profiles, and thus
can be mapped onto the surface and inflated (section 7.3.1).
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For primary area classification (section 7.4), BA 17 and BA 2 (in the posterior wall of
the post-central gyrus) are also labeled in all of the 9 subjects.
A
B
C
SoG
CF
Figure 4.9: The calcarine fissure (CF, light-red arrows) in putative BA 17 in coronal views
of a T1 map with 0.5 mm isotropic resolution. (B): Stria of Gennari (SoG).
(C): Manual labels of an ROI that contains the SoG. The shown ROI is part of
BA 17IV of which the profile is shown in fig. 6.9E and the curvature-versus-T1
plot is shown in fig. 6.10 C and D.
CS 
CS 
CS
CS
 
BA4
 
BA3b BA1  
sagittal
axial
sagittal axial
Figure 4.10: Manual labels of ROIs at the central sulcus (CS, light-red arrows) in putative
Brodmann areas BA 1 (red), BA 3b (green) and BA 4 (blue). Average profiles
are shown in figs. 7.2 and 7.3.
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4.3.8 Software
The methods used in this thesis for fully-automatic 3D cortical analysis have been
made publicly available as a plug-in for the MIPAV software package (McAuliffe et al.,
2001) and the JIST pipeline environment (Lucas et al., 2010). The framework (second
paragraph of section 4.3.5, fig. 4.7) includes skull stripping, whole brain segmentation
and reconstruction of the cortical boundary surfaces and can routinely handle high res-
olution images at up to 400µm (Bazin et al., 2014). It is designed for T1 maps but can
also be applied to T1-weighted images. Segmented images from the pipeline or gener-
ated by other software packages such as FreeSurfer can be used as an input to compute
intracortical surfaces with the equidistant or the equi-volume model (Waehnert et al.,
2014b). Intracortical surfaces can as well be constructed from manual segmentations
with resolutions up to 150µm. Finally, profile based analysis can be performed on any
contrasts co-registered with the T1 map (first paragraph of section 4.3.5). The tools
are freely available at http://www.cbs.mpg.de/institute/software/cbs-hrt/index.html
and on NITRC (http://www.nitrc.org/projects/cbs-tools/).
MIPAV JIST
http://www.nitrc.org/
projects/cbs-tools
Figure 4.11: Software. The fully-automatic framework for 3D cortical analysis described in
the second paragraph of section 4.3.5 (fig. 4.7) is a set of plug-ins called CBS
tools. They also include the novel equi-volume model as a plug-in and can be
used in the JIST (Java Image Science Toolkit) pipeline environment together
with the MIPAV (Medical Image Processing, Analysis and Visualization) soft-
ware package.
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Computational cortical layering
models
We have seen in section 3 why the computation of intracortical layers is necessary in
neuroimaging, and also why it is important to model intracortical surfaces realistically.
If not done realistically, the computed laminae cross through several anatomical layers.
This entails firstly that the mappings (figs. 3.3, 3.2) based on this wrong laminae will
show myeloarchitecture from different anatomical layers. In this case the myeloarchi-
tectonic pattern on the inflated hemisphere may also be due to the lamina changing
the anatomical layer owing to a change of local curvature (section 6.3.1). However,
the myeloarchitectonic pattern should actually show the boundaries between cortical
areas only, since cortical areas have uniform structure within a given anatomical layer.
The second implication of the laminae crossing through anatomical layers is that the
cortical profiles computed from traverses that run perpendicularly to the computed
laminae do not represent the anatomical pattern across the cortical depth.
The two implications are due to a curvature bias. If the cortex was not bent and
was a flat sheet instead, one would just have to construct laminae that parallel the
cortical boundaries in order for the intracortical laminae to parallel the intracortical
anatomical layers. It is the cortical bending that has to be taken into account by
a realistic cortical layering model. For this work the two standard equidistant and
Laplace models are implemented and a novel equi-volume model is developed.
The input data for any cortical layering method is a segmentation of the WM/GM
boundary and the GM/CSF boundary. In this project, the data is segmented as
described in section 4.3. The segmentation can be used to compute a Laplace layering
as described in section 5.1.1, which is based on the publication Waehnert et al. (2012).
Moreover, the segmentation can be used to reconstruct the inner and outer cortical
boundary surfaces with the level set method (section 3.2). This level set method
can then be applied to construct equidistant or equi-volume layerings as described
in sections 5.1.2, 5.1.3, and 5.2 that are based on the publications Waehnert et al.
(2014b), and Waehnert et al. (2013c).
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5.1 Implementation of standard models
5.1.1 The Laplace model
Applications of Laplace traverses and their advantages are explained in section 3.5.
Continuous layering following the Laplace model is calculated using home-built soft-
ware implemented in MATLAB (The MathWorks Inc., Natick, Massachusetts). A
first implementation was done for 2D histology analysis (section 4.1, Fausett (2007)).
This section describes the extended implementation for 3D of the voxel-based Laplace
model used in this work, which was published in Waehnert et al. (2012).
Let x be a one-dimensional vector reaching every point in the 3D computational
domain Ω of the cortex. To solve the Laplace equation, u(x) has to fulfill the following
conditions:
∆u(x) = 0 ∀x ∈ Ω\Γ (5.1)
u(x) = c1 ∀x ∈ Γ1 (5.2)
u(x) = c2 ∀x ∈ Γ2 (5.3)
where Γ are the voxels on all the boundary surfaces with Γ = Γ1 + Γ2 + Γref . Γ1 and
Γ2 are the voxels of the GM/WM and GM/CSF boundary surfaces. An image of a
post-mortem block also contains other boundary surfaces where the tissue has been
cut. These voxels are called reflection points Γref . Ω\Γ are all the inner points of the
cortex. The boundary conditions c1 and c2 are chosen as different constant numbers,
for example c1 = 0 and c2 = 1.
In a discrete computational domain one can use the finite difference method to solve
equation 5.1. Using the Taylor expansion for u(x+ h) and u(x− h) one gets
u(x+ h)− u(x− h) ' 2u(x) + h2 d
2
dx2
u(x) (5.4)
Hence, the Laplace operator on the three-dimensional discretized domain can be
rewritten as
∆u(x) ' d
2
dx2
u(x, y, z) +
d2
dy2
u(x, y, z) +
d2
dz2
u(xk, yk, zk) =
=
1
h2
· [u(x+ h, y, z)− 2u(x, y, z) + u(x− h, y, z)]
+
1
h2
· [u(x, y + h, z)− 2u(x, y, z) + u(x, y − h, z)]
+
1
h2
· [u(x, y, z + h)− 2u(x, y, z) + u(x, y, z − h)] (5.5)
where h is the step-size in the Taylor expansion in every dimension. To solve the
Laplace equation numerically, the computational domain Ω is discretized into the
points xk. Then we can rewrite equation 5.5:
∆u(xk) ' 1
h2
(∑
i
u(xi)− 6u(xk)
)
(5.6)
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where xi are the neighbors of xk. There are two neighbors in every dimension, resulting
in a total of six neighbors xi.
Equation 5.6 and boundary conditions 5.2 and 5.3 yield a system of linear equations:∑
k
(Alk · uk) = vl (5.7)
where uk are the values of the solution u at the grid points xk. The condition for the
inner points Ω\Γ is given by equation 5.1. Therefore, for every inner point vl = 0:∑
k
(Alk · uk) = 0 (5.8)
From equation 5.6 follows that
Akk = − 6
h2
Aki =
1
h2
∀xk ∈ Ω\Γ,xi neighbor of xk (5.9)
To meet the first boundary condition for Γ1 (equation 5.2) one sets
vl = c1 since ∀xl ∈ Γ1 ⇐⇒
∑
k
(Alkuk) = c1 where All = 1, Alk = 0
Accordingly, for the points xl in the second boundary Γ2 (equation 5.3)
vl = c2 since ∀xl ∈ Γ2 ⇐⇒
∑
k
(Alkuk) = c2 where All = 1, Alk = 0
For the so-called reflecting points xl ∈ Γref , A is constructed as for the inner points,
but in one direction there is no neighbor, so the value of the neighbor opposite to this
position is taken twice. All the other entries in A are set to zero. Now u = A−1 ·v is the
solution to the Laplace equation in the cortex Ω. Laplace traverses can be calculated
from the Laplace layering u as described at the end of the next section.
5.1.2 Computing cortical layerings and traverses using the level
set method
The following describes how to obtain intracortical laminae from the inner and outer
cortical boundary surfaces reconstructed with the level set method (section 3.2). One
can evolve a level set function of a given cortical boundary surface ϕ to a target level
set surface ϕd at a certain cortical depth using the following TGDM:
∂ϕ
∂t
+ (ϕ− ϕd) · |∇ϕ| = κ|∇ϕ|. (5.10)
ϕ can either be the level set of the inner GM/WM cortical surface that is evolved
outwards towards the level set of the outer GM/CSF surface or ϕ can be the level set
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of the outer surface to construct an inward layering. Which of the two ways is more
appropriate depends on the data and is discussed in the experimental sections 4.3.3
and 4.3.5. The regularization term κ|∇ϕ| keeps the evolved level sets of the surfaces
smooth and avoids shocks. Because the intracortical surfaces are close to each other,
the computations are fast and memory efficient even at high resolution.
In this work, the target level set is a parametrized weighted average of the level sets
of the inner and outer cortical surfaces ϕin and ϕout. The choice of the parameter ρ
allows the target to be at any distance between the two surfaces.
ϕ = (1− ρ) · ϕin − ρ · ϕout, ρ ∈ [0, 1]. (5.11)
Varying ρ and hence ϕ, one can construct a set of level set surfaces {ϕd}d=1,...,N ,
layering the cortex. A lamina is the volume between two neighboring surfaces.
Orthogonal traverses can be easily generated based on the level set representation.
From any starting location x, one obtains the projection onto the closest surface ϕd
as:
xd = x− ϕd(x) ∇ϕd(x)|∇ϕd(x)| (5.12)
and one can then project xd onto the next closest surface, until one has constructed
a curved 3D traverse that intersects all the cortical surfaces. The classical approach
for constructing traverses is to follow the gradient of the layering function, which can
be for example the solution to the Laplace equation (section 5.1.1). Compared with
this classical approach, the use of discrete laminae guarantees that the traverses are
directly generated and sampled in a regular fashion. The projection formula (equa-
tion 5.12) also prevents the formation of unlikely traverses when the approximated
layering function gradient would introduce vortices in the classical approach. There-
fore, Laplace profiles in this work are also computed with equation 5.12, where one
uses the Laplace solution to provide laminae and intracortical surfaces.
5.1.3 The equidistant model
The geometry of the intracortical laminae (constructed as described in section 5.1.2)
depends on the choice of ρ in equation 5.11. If ρ is chosen to be constant, the resulting
surface keeps a constant distance fraction from the segmented boundaries. We call this
the equidistant model. Using the software described in section 4.3.8, this equidistant
layering has been used before by Trampel et al. (2012) for lamina-specific fMRI. Khan
et al. (2011) also used weighted averages of the level set functions from the inner and
outer cortical boundary surfaces to construct equidistant intracortical surfaces and
from these constructed traverses and profiles. More applications of the equidistant
model are mentioned in section 3.5.
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5.2 The novel anatomically motivated equi-volume
model
The level set layering method (equation 5.11) can be used as well with the equi-volume
model to compute intracortical surfaces. In this case, ρ is not constant like in the
equidistant model, but changes with cortical curvature to preserve volume fractions of
cortical segments.
In fig. 6.1 we see that intracortical laminae generated with the Laplace and the equidis-
tant model (section 5.1) that follow a band of Baillarger in one location (green arrows
in fig. 6.1 A and B) are not able to follow the band all along the observable cortex,
especially in highly curved parts (yellow arrows in fig. 6.1 A and B). A real alterna-
tive to these previous models for modeling cortical layers has to take into account the
folding of the cortex, in the same way the neurons have to maintain their function
although the cortex is being folded. The deep folding of the cerebral cortex in higher
mammals enables to maximize surface area for given skull volume. The folding pattern
was explained using the idea of white matter axonal tension (Van Essen, 1997), an
idea supported by modeling cortico-cortical connections (Hilgetag and Helen, 2006).
However, Xu et al. (2010) argue that the folding pattern does not arise from axonal
tension, but from different growth rates of the cortical layers. Smart and McSherry
(1986) studied the development of the ferret brain. They found that the gyri form
by longitudinal and radial expansion of the initially lissencephalic cortex between rel-
atively fixed sulcal fundi. They affirmed the result by Bok (1929) in case of a fully
developed cortex (section 5.2.1).
The following section is on the equi-volume principle that relates cortical folding of
gyri and sulci to the thickness and volume of cytoarchitectonic layers. The next section
is on how this work uses this principle to compute a realistic cortical depth coordi-
nate system that can generate intracortical laminae that follow the visible anatomical
layers all along the observed cortex (fig. 6.1C). Realistic modelled laminae are a pre-
requisite to be able to generate intracortical surfaces for MRI and fMRI analysis, and
to be able to generate cortical profiles that reflect the intracortical myeloarchitecture
adequately.
5.2.1 Bok’s equi-volume principle
There is a known relationship between the cortical depth of anatomical layers and local
cortical curvature (section 3.6). In 1929 Bok proposed that layer thickness changes to
compensate local cortical curvature, in order to preserve volume fractions of cortical
segments. The novel equi-volume layering model that is developed for this project
(section 5.2.2) was inspired by Bok (1929).
Von Economo and Koskinas (1925) observed earlier that cortical layer thickness changes
with local cortical curvature. Layers at high local curvature are thick, and layers in
locations of low cortical curvature are thin. This holds firstly for the thickness of
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one and the same layer. Inner cortical layers, such as cytoarchitectonic layers V and
VI are thick at the gyral crowns, where the curvature of the inner GM/WM cortical
boundary is high. These inner layers become thin in the fundi of the sulci, where the
curvature of the inner cortical boundary is low (fig. 5.1). Vice versa, outer cortical
layers, such as cytoarchitectonic layers I and II, are thin on the crowns of the gyri,
where the curvature of the outer cortical boundary is low, and thick in the fundi of
the sulci, where the curvature of the outer cortical boundary is high. Secondly, the
thickness of the cortical layers with respect to each other at one location roughly fol-
lows the same rules. The outermost layers in a gyral crown have low curvature and
are thin, whereas the innermost layers in a gyral crown at high curvature are thick.
In a sulcal fundus the outermost layers are heavily bent and therefore relatively thick,
whereas the innermost layers are bent little and relatively thin. Bok (1929) made the
same observations measuring the thickness of cytoarchitectonic layers on post-mortem
stains of the fully developed adult human brain. He tried to find an explanation for
this behaviour.
Bok pictured an artificial system of layer segments resembling a checkerboard pattern.
This can be compared to a Cartesian coordinate system with Euclidean distances. The
geometry of the checkerboard pattern changes when the layering is bent. One way the
coordinate system behaves when it is bent, is to keep the volume and the arrangement
of the segments constant, while the thickness and width of the compartments change
to compensate for the bending. Bok found that this thought experiment matched his
observations of the fully folded cortex.
To deduce the volume relationships, he measured areas of cortical layer segments
(yellow squares in fig. 5.1) and whole segments (purple dashed square in fig. 5.1). Layer
segments are segments of single cytoarchitectonic layers delimited perpendicularly to
the cortical boundaries by main dendrites. Whole segments comprise all six layer
segments at the same location. Bok measured the area of whole segments and layer
segments quantitatively. From this he calculated the ratio between the area of a layer
segment and the area of the corresponding whole segment. He deduced the ratio
between the volumes of a layer and a whole segment, which will be called volume
fraction of a layer segment.
What Bok found is that the volume fraction of a layer segment is constant within
one layer. Neighboring segments of one and the same layer have the same volume
fraction, whether they are located on a gyral crown or the fundus of a sulcus. So the
volume fraction is constant with respect to the curvature of the cortex. This comes
about because the thickness of the cortical segment adjusts to adapt to the curvature,
thus compensating for the folding. This means that a layer segment near the white
matter is squeezed and thick in a gyral crown, and a layer segment near white matter
in a sulcal fundus is stretched and thin. Bok found that not only the layer thickness
compensates for folding, but also the form of the neurons changes with local curvature.
Neurons are oriented perpendicularly to the cortical layers. They are stretched radially
(perpendicularly to the layers) in thick layers. On the other hand, they are stretched
tangentially (parallel to the layers) in thin layers. He argued that these compensations
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Figure 5.1: Sketch of a cytoarchitectonic stain showing the six cytoarchitectonic cortical
layers. The thickness of cortical layers varies with local cortical curvature. They
are thick at places of high curvature, and thin where the cortex is bent little.
This holds for the thickness within one and the same layer, but also for the layers
with respect to each other at a certain location. The equi-volume principle by
Bok says that cortical layer thickness changes to preserve volume fractions of
layer segments, thus compensating for cortical curvature. Layer segments are
thick and squeezed at locations of high curvature, and they are thin at places of
low curvature. Modified from Bok (1929).
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enable the neurons to preserve their spatial arrangement and their segment volume,
enabling the cortex to maintain its function although it is severely folded.
5.2.2 Computational equi-volume layering
Figure 5.1 shows that the actual cortical layers do not maintain a constant distance
from the inner and pial surfaces. Hence, the equidistant model is not appropriate.
In this section the novel equi-volume model that has been developed for this project
is described. It was published in Waehnert et al. (2014b) and is able to compute a
coordinate system of cortical depth that relates to cortical folding. This coordinate
system is deduced from computed intracortical equi-volume surfaces that parallel the
layers observed in myeloarchitecture (chapter 6). The equi-volume laminae between
the surfaces
1. are thick at high curvatures and thin at low curvatures, for both cases of firstly
within one and the same layer and secondly traversing from one boundary surface
to the other along a traverse.
2. keep the volume fraction of cortical laminae segments constant.
A lamina segment is a segment of a lamina that is confined by computed boundary
or intracortical surfaces. The perpendicular limitation of the lamina segments is ex-
plained below. The change of thickness compensates for curvature changes to keep
the volume fraction of the lamina segment with respect to the whole segment con-
stant. Note that the equi-volume model was inspired by Bok’s equi-volume principle
(section 5.2.1). However, it is not able to rebuild the six cytoarchitectonic layers. The
MR images show the cortical myeloarchitecture. But even the number and thickness
of myeloarchitectonic layers that change from one cortical area to the next, can not be
modelled without a complete cortical parcellation is an input. The input of the equi-
volume model are merely the two cortical boundary surfaces, and it is as a tool that
helps to analyze the cortex. Another limitation of the equi-volume model is that it is
not meant to measure actual cortical volumes. It is only calculating model volumes
that qualitatively follow the relations that volumes of Bok’s cortical segments have.
To achieve the two goals described above, cortical model segments are constructed
that model the local shape of the cortex. A segment has the form of a truncated
cone with bent walls. A whole segment with volume Vt has a flat bottom with area
Ai at the inner GM/WM cortical boundary surface, and a flat top with area Ao at
the outer GM/CSF surface (fig. 5.2). The straight center lines of the truncated cones
will be called columns and are deduced from computed equidistant traverses. Ai and
Ao are deduced from primary and secondary curvatures k1 and k2 of the inner and
outer cortical boundary surfaces at the end points of the columns. Therefore k1 and
k2 are estimated (section 4.3.2). Further the cortical thickness d is estimated along the
columns.
With the equi-volume model, an intracortical surface can be computed for a desired
volume fraction α. This surface divides Vt into the volumes Vi and Vo of the inner and
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outer laminae segments with
Vi = α · Vt, α ∈ [0, 1] (5.13)
Vt = Vi + Vo (5.14)
α determines the size of the volume fractions Vi and Vo. To keep the volume fraction
constant in all the whole segments, the distance fraction ρ along the column has to
change with local curvature k. The following describes how the equi-volume model
transforms a desired volume fraction α into a distance fraction ρ, and how ρ changes
with local cortical curvature. ρ divides the truncated cone into the wanted volumina
Vi and Vo (inset in fig. 5.2). After the computation of ρ, a TGDM evolves either ϕin
or ϕout until each point on the layer has distance ρ from the inner cortical boundary
and distance 1− ρ from the outer cortical boundary (section 5.1.2).
The total volume Vt of the truncated cone is the integration of the area A from the
bottom to the top. The surfaces of each segment at the inner and outer cortical
boundaries are the areas Ai and Ao that are large at small curvatures and small at
high curvatures, following Bok’s observations qualitatively. The areas are depicted as
ellipses in fig. 5.2. However, they can also be described as rectangles. The difference
is only a constant factor of pi
4
that cancels out in equation 5.29. Hence,
Ai = li,1 · li,2 (5.15)
Ao = lo,1 · lo,2 (5.16)
where l1 and l2 are the lengths of the areas related to primary and secondary curvatures
k1 and k2.
The relation between lengths l and curvature k is modelled using the intercept theorem.
Suppose we want to model a cortical segment at a gyral crown (left-hand side in
fig. 5.2C). Here, Ai has to be smaller than Ao. Suppose there is a unit square at half
the cortical thickness 1
2
d between Ai and Ao that has an area of 1 and unit lengths
lu with length 1. We can choose Ai < 1 < Ao to ensure Ai < Ao. This is achieved
by setting li < lu < lo at the gyral crown. The radius of curvature of li is 1/|ki|, and
the radius of curvature of lo is 1/|ko|. Using the intercept theorem (fig. 5.3 A and B)
gives:
li
1
|ki|
=
lu
1
2
d+ 1|ki|
(5.17)
lo
1
|ko|
=
lu
1
|ko| − 12d
(5.18)
Solving equations 5.17 and 5.18 for li and lo respectively gives
If |ki| > |ko| (gyral crown) :
li =
1
1 + 1
2
· d · |ki| (5.19)
lo =
1
1− 1
2
· d · |ko| (5.20)
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Figure 5.2: The equi-volume model. Section through the cortex with the inner (i) GM/WM
boundary in blue and the outer (o) GM/CSF boundary in red. Sketches of
cortical model segments are shown in (A) and (B) in gray. (C): The sizes Ai and
Ao of the tops and bottoms of the whole segments scale inversely with curvature
k. A < 1 at places of high local curvature, and A > 1 in locations with small
cortical curvature. Inset: The volumes Vi and Vo are determined by the distance
fraction ρ, which depends on the size of Ai, Ao, and the cortical thickness d. The
black surface in (B) and the green one in (C) is illustrating α = 12 . The surfaces
divide the whole segments into lamina segments Vi and Vo with equal volumes.
The distance fraction ρ of these intracortical surfaces varies with curvature k. At
straight segments ρ = 12 , whereas ρ >
1
2 in a gyral crown, and ρ <
1
2 in a sulcal
fundus.
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A B
Figure 5.3: Model to relate the bottom Ai with length li (A) and top Ao with length lo (B)
of cortical segments with local cortical curvature at a gyral crown, where the
model assumes Ai < 1 < Ao and lu = 1. (A): The radius of curvature of Ai is
1/ki. The intercept theorem gives equation 5.19. (B) The radius of curvature of
Ao is 1/|ko|. Equation 5.20 is obtained by applying the intercept theorem.
When the outer boundary becomes more flat, |ko| becomes smaller, and lo and Ao
become larger. If |ki| and |ko| become very small, the cortex becomes flat and Ai → 1
and Ao → 1, so Ao → Ai. The implications for ρ in such a case will be discussed
below.
To model a cortical segment at the sulcal fundus, one assumes Ai > 1 > Ao (fig. 5.2C,
right-hand side). One can simply interchange li and lo in figures 5.3A and 5.3B and
then also in equations 5.19 and 5.20 and conclude:
If |ki| < |ko| (sulcal fundus) :
li =
1
1− 1
2
· d · |ki| (5.21)
lo =
1
1 + 1
2
· d · |ko| (5.22)
Equations 5.19 until 5.22 hold for primary and secondary curvatures. In short, they
express that whether a length l is smaller, larger or equal to 1 depends on the relation
between the curvatures of the inner and outer boundary surfaces. Inserting equations
5.19 and 5.21 for primary and secondary curvatures into 5.15 gives equation 5.23.
Inserting equations 5.20 and 5.22 into 5.16 gives equation 5.24.
Ai =
1
1 + sgn(|ki,1| − |ko,1|) · 12 · d · |ki,1|
· 1
1 + sgn(|ki,2| − |ko,2|) · 12 · d · |ki,2|
(5.23)
Ao =
1
1 + sgn(|ko,1| − |ki,1|) · 12 · d · |ko,1|
· 1
1 + sgn(|ko,2| − |ki,2|) · 12 · d · |ko,2|
(5.24)
where sgn(|ki,m| − |ko,m|) =

+1, if |ki,m| > |ko,m|
0, if |ki,m| = |ko,m|
−1, if |ki,m| < |ko,m|
(5.25)
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Depending on which of the curvatures is larger, |ki| or |ko|, the area Ai is either larger
or smaller than Ao.
The function of the area with respect to the height h of the truncated cone along the
segment column is modeled as
A(h) = Ai + (Ao − Ai) · h
d
(5.26)
At a gyral crown where Ao > Ai, A(h) is increasing as in fig. 5.4. At a sulcal fundus
Ao < Ai and A(h) is decreasing.
Ai
Ao
d
Figure 5.4: Model for the growth of the area of the cortical segment with its height. The
area A grows linearly with the height h of the truncated cone at a gyral crown.
At the GM/WM boundary surface at h = 0 the area is Ai. At the GM/CSF
surface at h = 1 the area is Ao.
Vt, the total volume of the truncated cone, is obtained by integrating the area A from
the bottom face (h = 0) to the top face of the segment (h = d):
Vt =
d∫
0
A(h) dh = Ai · d+ Ao − Ai
2
· d (5.27)
Vi is the volume of the inner lamina segment and hence obtained by integrating A(h)
from bottom (h = 0) to the distance ρ · d:
Vi =
ρd∫
0
A(h) dh = Ai · d · ρ+ Ao − Ai
2
· d · ρ2 (5.28)
Equations 5.27 and 5.28 with equation 5.13 gives an equation quadratic in ρ. It has
two roots (solutions). The correct solution shall guarantee that Vi grows with growing
ρ, i.e. dVi/dρ > 0, and is
ρ =
1
Ao − Ai ·
(
−Ai +
√
αA2o + (1− α)A2i
)
, α ∈ [0, 1], ρ ∈ [0, 1] (5.29)
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The following discusses how ρ behaves in certain situations. If we want to build a layer
that fills the whole cortex from the inner to the outer boundary, we have to choose
α = 1. In this case equation 5.29 gives ρ = 1. The segment column is cut at it’s end
where ρ = 1, so at the outer cortical boundary. In case we choose α = 0 equation 5.29
gives ρ = 0. The third case discussed here is Ao → Ai, where the top and bottom of
the truncated cone have areas of almost identical sizes. This happens when the two
boundaries are formed equally at a certain location. This most probably happens,
when there is no curvature, so this piece of cortex is flat. In a flat piece of cortex
(rarely found in nature), Bok reckoned that the ratio of the thicknesses of the layers
(related to ρ) is equal to the ratio of the volumes of layers (related to α), since the
length of the segments parallel to the cortical boundaries is constant across the layers
if the curvature is zero. And indeed, applying l’Hoˆpital’s rule to equation 5.29 gives
ρ → α. This just means that ρ in those cases can be described by the equidistant
model. For example, if one wants to divide a flat piece of cortex into two laminae
with equal volumes, one has to choose α = 1
2
. Equation 5.29 then gives ρ = 1
2
, which
means that the flat cortex has to be cut at half the euclidean distance (fig. 5.2C in the
middle).
To construct a lamina having a constant volume αVt, ρ is determined for every segment
column and thus varies with curvature and location: ρ = ρ(ki, ko) = ρ(x, y, z). Then
the complete level set of one of the cortical surfaces is evolved to the target level set
ϕd with the respective ρ using equations 5.10 and 5.11. This operation is repeated
for N laminae with increasing or decreasing volume αVt in order to obtain the final
layering.
In this work 21 equi-volume cortical surfaces are computed. The first surface is the
GM/WM boundary surface, the 21st one is the GM/CSF surface. 19 intracortical
surfaces are computed. The following α are chosen: α1 = 0.05, α2 = 0.10, α3 = 0.15,...,
α19 = 0.95. The interpolation between these intracortical surfaces forms a realistic
coordinate system of cortical depth that is able to generate intracortical laminae that
follow visible cortical layers all along the cortex (section 6).
The equi-volume model is a plug-in that can be used with JIST, and has been released
publicly as part of the CBS tools software package (section 4.3.8). It is part of the
framework for analyzing T1 maps at 500µm isotropic resolution (second paragraph in
section 4.3.5), but it can as well handle segmented images generated by other software
packages such as FreeSurfer or intracortical surfaces reconstructed from manual seg-
mentations with resolutions up to 150µm. The coordinate system computed with the
equi-volume model can generate intracortical surfaces to visualize myeloarchitectonic
patterns, as well as cortical profiles for analysis over all cortical depths.
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Validation of the novel equi-volume
model
Now that we know why it is important to model cortical laminae (section 3), and how
the laminae can be modelled with previous models and the novel equi-volume model
developed for this project (chapter 5), the question is: How does the equi-volume
model perform compared to previous models? The materials and methods used to
answer this question are presented in sections 4.2 and 4.3. To evaluate this question,
ultra-high resolution images of post-mortem samples are used. Further, the layering
models are compared on in-vivo data with lower resolution that is segmented fully-
automatically, since the novel layering model was developed to analyze such in-vivo
data.
Quantitative validation is possible by comparing the cortical depth values of the stria of
Gennari in the three coordinate systems computed with the Laplace, the equidistant
and the equi-volume model. In other words, it is studied whether the intracortical
laminae generated with the different layering models are able to follow an anatomical
layer all along the cortex in 3D. This part is based on the publications Waehnert
et al. (2014b), Waehnert et al. (2012), and Waehnert et al. (2013c). Moreover, the
question is answered of how well the profiles computed with the different models reflect
the pattern of myeloarchitectonic layers across the cortex. The last section presents
experiments that illustrate the impact of the equi-volume model on the relationship
between curvature and lamina intensity. The last two sections are based on the paper
Waehnert et al. (2014a).
6.1 The equi-volume model versus previous models on
post-mortem samples
6.1.1 Comparing computed surfaces and anatomical layers
Comparing the three models qualitatively is performed on the pre- and post central
sulcus sample. The original very high resolution of 70µm turned out to be very com-
putationally expensive, so the image was subsampled to 140µm (fig. 4.4B). Laminae
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Figure 6.1: Qualitative analysis of the Laplace method (A), the equidistant (B) and the equi-
volume model (C) on post-mortem pre- and post-central gyri data (fig. 4.4B):
Each lamina is selected to follow the band of Baillarger in the gyral crown on the
right-hand side. Green arrowheads mark locations where the lamina follows the
myelinated band. Yellow arrows indicate that the chosen lamina fails to follow
the band. The lamina is masked out towards the edge of the sample where it
is influenced by boundary effects. Laminae computed with the previous Laplace
and equidistant models fail to follow the band all along the observable cortex,
whereas the equi-volume lamina does follow the observed anatomical layer, even
in places of high cortical curvature.
that follow the band of Baillarger in the crown of the post-central gyrus are chosen
from the layerings computed with previous models and the novel equi-volume model.
Fig. 6.1A shows the Laplace lamina. It follows the band everywhere in the post-central
gyrus and it follows the outer band in most parts of the gyri (green arrows). However,
the lamina deviates from the band in the highly curved region of the gyrus on the
left-hand side and in the fundus of the central sulcus (yellow arrows).
The lamina chosen from the equidistant layering to follow the band of Baillarger in the
gyral crown on the right-hand side, also fits the upper band everywhere in the gyrus
on the left-hand side (green arrows in fig. 6.1B). Apparently, the distance between the
band and the GM/CSF boundary surface is the same in both gyri. In the sulcal walls
the lamina follows the bands better than the Laplace lamina. In the sulcal fundus,
the equidistant lamina is nearer to the anatomical layer than the Laplace lamina.
However, the thickness of the cortical layers changes with cortical curvature in order
to keep the segment volume constant. Thus, the layers near the GM/CSF surface are
thicker in the fundus than in the crowns. This results in the band in the fundus being
deeper than the equidistant lamina (yellow arrows).
The equi-volume lamina selected to follow the band of Baillarger in the crown of the
gyrus on the right-hand side, follows the slight curves of the band in the anterior
wall of the gyrus on the right-hand side noticeably better than the equidistant lamina
(fig. 6.1C). It also tracks the upper band in the gyrus on the left-hand side. Most
importantly, the equi-volume layering compensates for the curvature in the sulcal
fundus so that the lamina selected to follow the band in the crown, is also able to
74
6.1 Post-mortem samples
follow the band in the fundus.
In the following, the layerings computed at the calcarine sulcus region are evaluated.
A lamina estimated with the Laplace model is thinner at the highly curved regions
than at locations with low curvature. Moreover, comparing the laminae that stratify
the cortex from the inner to the outer boundary surface, one notices that the laminae
at the boundary surface with the higher curvature are thinner than the laminae at
the boundary surface with lower curvature (fig. 6.2B, figs. 4.6 D, G). The laminae from
the equidistant model have equal thicknesses everywhere, independent of curvature
(fig. 6.2C, figs. 4.6 C, F).
The laminae in the equi-volume model are thick when they are closer to the surface
with greater curvature and thinner when they are closer to the little curved boundary
surface. A lamina computed with the equi-volume model, having a specific thickness
at the flat part of the cortex, is thinner at locations of low curvature and thicker at
locations of high curvature (fig. 6.2D, figs. 4.6A, B, E). Hence, the laminae thicknesses
of the equi-volume layering behave contrary with respect to curvature than the Laplace
laminae thicknesses.
The cortical depth of the stria of Gennari is compared to literature values. Brodmann
(1909) described the stria of Gennari as located in cytoarchitectonic layer IVb. Von
Economo and Koskinas (1925) measured the position of cytoarchitectonic layer IVb at
different locations. In the sulcal wall it is between 0.47 and 0.61 relative Euclidean cor-
tical depth. Our layering values increase from the inner to the outer cortical boundary
(the opposite of von Economo’s convention). Therefore one can model von Economo’s
values with a boxcar function that has a value of one between 0.39 and 0.53 cortical
depth and zero at other cortical depths. Von Economo’s measurements from a flat
sulcal wall can be compared to equi-volume cortical depth values even from curved
cortex, since the well-adapted coordinate system from the equi-volume model com-
pensates for curvature. To account for partial volume effects and the resolution of the
data (150µm), the boxcar function is convolved with a Gaussian that has a standard
deviation of half the resolution with which the MR image is acquired. The convolved
von Economo data is depicted in fig. 6.2H, I, and K as an ocher curve. Mean and
standard deviation are µEG1 = 0.46± 0.06.
To study the behavior of the different layerings quantitatively, the following technique
is used. The stria is labeled manually in highly curved regions of the cortex, i.e. on
the gyral crowns and in the fundi of the sulci (fig. 6.2A). This binary image is a mask
of the stria of Gennari, with 1 at labeled stria locations and 0 everywhere else. This
stria mask is multiplied voxel-wise with the layering of the model to be evaluated.
The resulting image consists of the cortical depth values at the labeled stria and 0
everywhere else (fig. 6.2 E, F, G). A histogram of this resulting image is the last step
of the analysis (fig. 6.2 H, I, K).
The layering of an ideal model would contain a thin lamina that follows the stria of
Gennari everywhere. The cortical depth values at the stria would be constant, and
the resulting histogram would form a single narrow peak. However, fig. 6.2H shows a
bimodal histogram of the Laplace cortical depths at labeled stria locations. The right
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Figure 6.2: Quantitative analysis of layering models on post-mortem data. (A): Manual
labels (green) on highly curved parts of the stria of Gennari (SoG) marked on the
T∗2-weighted image of the post-mortem occipital pole sample at 150µm isotropic
resolution (fig. 4.4A). (continued)
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Figure 6.2: Quantitative analysis of the three layering models on post-mortem data, con-
tinued. (B): Laplace layering. Laplace laminae are thin at high local curvature
(red lamina in fig. 4.6D). (C): Equidistant layering keeping a constant distance
fraction between the computed intracortical surface and the lamina. Lamina
thickness is independent of cortical curvature. (D): Equi-volume layering pre-
serving a constant model-volume fraction between the computed intracortical
surfaces and the boundary surface. Laminae are thick at high local curvature
(red lamina in fig. 4.6B). (E), (F), (G): Laplace, equidistant and equi-volume cor-
tical depth at the stria as results of masking (B), (C), and (D) with the labels in
(A), respectively. Colors and hence cortical depth values at crowns and sulci are
very different with the Laplace model, more similar for the equidistant, and even
more similar for the equi-volume model. (H), (I), (K): Histograms of cortical
depth values at stria (E, F, G). The Laplace and equidistant histograms are bi-
modal, where the peaks of the equidistant histogram are closer than the Laplace
peaks. The histogram of the equi-volume depth values is unimodal. The orange
line depicts the position and width of the stria (von Economo and Koskinas,
1925) accounting for the image’s resolution.
mode represents the depth values at the gyral crowns (orange in fig. 6.2E) and the
mode on the left-hand side are the values at the fundi of the sulci (blue in fig. 6.2E).
This means that there is no Laplace lamina that follows the stria all along the cortex
(fig. 6.3A). The bimodality of the histogram now is a quantitative description of the
Laplace equation not being able to characterize the topology of the actual cortical
layers. Fig. 6.2I shows that the histogram of the equidistant cortical depths at marked
stria locations is also bimodal. Again, the depth values at the gyral crowns make
up one mode and the values at the fundi of the sulci give the other mode. But the
two modes in the equidistant model are closer than in the Laplace model. Hence, the
equidistant model is closer to modelling the stria of Gennari than the Laplace model.
Fig. 6.3B shows that an equidistant lamina still does not follow the labels all along the
cortex, but that it is closer than the Laplace lamina.
Fig. 6.2K shows a different behavior of the histogram obtained with the equi-volume
model: this histogram is unimodal. This means that the equi-volume layering does
contain a lamina that follows the stria of Gennari everywhere that is observable within
the cortex, no matter how much it is curved. The mean and standard deviation of
this histogram is µpm = 0.48± 0.09. Since it is unimodal it can be compared with the
Gaussian distribution described by µEG1 = 0.46 ± 0.06 (ocher curves in fig. 6.2 H, I,
K). Vice versa, the location of the lamina of the values µpm is depicted in fig. 6.2C on
the MR image, qualitatively showing that the lamina does follow the stria of Gennari
and its labels everywhere that is observable within the cortex. This can also be seen in
fig. 6.4 depicting a three-dimensional picture. It shows the T∗2-weighted image in the
three planes. The two surfaces of the lamina are shown in red and the labels on the
stria of Gennari in yellow. The two gyri on the left-hand side are straight. The gyrus
on the right-hand side is bent, indicating that the equi-volume model also performs
well on cortex regions that are bent in two directions.
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A: Laplace B: equidistant C: equi-volume
Figure 6.3: Intracortical laminae (red) constructed with the Laplace (A), the equidistant (B)
and the equi-volume model (C) from the manual segmentation of the T∗2-weighted
image of the occipital pole post-mortem sample at ultra-high resolution shown
in gray values (150µm isotropic, fig. 4.4A). Laminae computed with the previous
Laplace and equidistant models that follow the stria of Gennari (green labels,
fig. 6.2A) in the fundi fail to follow the stria in the gyri. However, the equidistant
lamina is closer to follow the stria than the Laplace lamina. The equi-volume
lamina follows the anatomical layer well all along the observed cortex (fig. 6.4).
Figure 6.4: Views on a three-dimensional figure showing that the equi-volume lamina (red)
follows the stria of Gennari (yellow) throughout the observed volume. The T∗2-
weighted image of the post-mortem occipital pole sample at 150µm isotropic
(fig. 4.4A) is shown in three perpendicular planes. The surface of the labels on
the stria of Gennari (fig. 6.2A) is shown in yellow. The two surfaces of the lamina
in fig. 6.3C are depicted in red.
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6.1.2 Cortical profiles reflecting an anatomical layer
Cortical profiles characterize structural areas and reveal laminar structure that can
not be seen by just looking at the volume image (section 3). In the previous section
we have seen that surfaces computed with the Laplace and the equidistant model
do not follow anatomical cortical layers in areas of curvature, whereas equi-volume
surfaces are able to do so. It is questionable whether profiles that are computed from
traverses perpendicularly to these surfaces can be averaged over a cortical area to
define its characteristic laminar structure. Therefore, cortical profiles are studied in
the calcarine sulcus region computed with previous models and the novel model. It is
investigated how well the stria of Gennari that decreases the MR intensity is reflected
in the averaged profiles.
Original ultra-high resolution
This question is answered firstly with the T∗2-weighted image of the occipital pole post-
mortem sample at ultra-high resolution (150µm isotropic). Fig. 6.5 shows average
profiles. In all of this work, a cortical profile starts at the left-hand side at the outer
GM/CSF cortical boundary, which is marked with CSF in the profile plot. The profile
goes through all cortical depths, marked as sampling depths, corresponding to the
21 computed intracortical surfaces. The profile reaches the inner GM/WM cortical
boundary on the right-hand side, which is marked with WM in the profile curve.
Fig. 6.5A shows average T∗2-weighted profiles at the gyral crown labels and fig. 6.5B
shows average profiles averaging all single profiles at the sulcal fundi labels. The dip is
more pronounced for the gyral crowns than for the fundi of the sulci. This is because
the sulcal fundi are thinner (1.41+/-0.28 mm) than the gyral crowns (1.88+/-0.35 mm,
Bok (1929)). This entails that the stria of Gennari is thinner in the fundi. Overall,
profiles in fundi are at higher intensities than in gyri. The reason may be tangential
myelinated fibers in deep cortical layers that are denser in the crowns than in the
fundi.
In fig. 6.5A and B the dip occurs at different cortical depths depending on the model
that was used to construct the surfaces. The order of the dips’ depths can be under-
stood by considering the differences of the cortical coordinate systems in the different
models. Fig. 6.5A shows average profiles from the gyral crowns. The Laplace profile
(blue) has its dip closest to the GM/CSF boundary, while the equidistant dip is fur-
ther away, and the equi-volume dip is nearest to the GM/WM boundary. We know
that Laplace laminae near the GM/WM boundary are thin at gyral crowns (fig. 4.6G),
while equi-volume laminae are thick (fig. 4.6E), and equidistant laminae have an in-
termediate thickness (fig. 4.6F). This means that there are relatively many Laplace
laminae near the GM/WM boundary in gyral crowns, while the number of computed
equi-volume intracortical surfaces is comparably small. In turn, there are many in-
tracortical surfaces or units of sampling depth between the GM/WM boundary and
the Laplace dip, resulting in the dip being close to the GM/CSF boundary in the
plot. On the other hand, the small number of equi-volume surfaces near the GM/WM
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Figure 6.5: Average magnitude and standard deviation cortical profiles from the primary
visual cortex region in post-mortem T∗2-weighted data at 150µm isotropic res-
olution. Average magnitude profiles show the stria of Gennari as a dip. The
order of the dips (arrows) in the average profiles from the crowns (A) and the
fundi (B) reflects the differences in cortical-depth coordinate systems (fig. 4.6).
(C) Average profile from crowns AND fundi and the corresponding standard de-
viation (D). Profiles from (A) and (B) are normalized and plotted per model in
(E), (F) and (G). The dip occurs at similar cortical depths in crowns and fundi
only in the equi-volume model.
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boundary results in the equi-volume dip being close to the GM/WM boundary in the
profile curve. Comparing how the layerings behave in sulcal fundi (fig. 4.6 B, C and
D) explains the different cortical depths of the stria’s dip in fig. 6.5B.
Fig. 6.5C shows averages from all single profiles labeled in crowns and fundi. The
average magnitude profiles calculated with the equi-volume model and the Laplace
model exhibit a dip, whereas the equidistant profile does not. Fig. 6.5 E, F and G
illustrate why. The dips of the Laplace crowns and fundi profiles are furthest apart
compared to the equidistant and the equi-volume models. The dips in the Laplace
model are so far apart, that their average still results in a dip that only represents the
stria of Gennari in the crowns. Averaging the equidistant profiles results in no dip,
since the crowns’ dip averages out the fundis’ dip.
The dips in the equi-volume crowns and fundi average profiles are almost at the
same cortical depths. Therefore, the overall average equi-volume profile (green line in
fig. 6.5C) conserves the dip, representing the stria in crowns and fundi. This means
that the equi-volume layering contains a surface that is able to follow the stria of
Gennari all along the sampled regions, regardless whether they are in crowns or fundi;
whereas one and the same equidistant or Laplace surface can not follow the stria of
Gennari in the crowns and fundi simultaneously, as already stated in section 6.1.1.
Moreover, the standard deviations along the mean profiles is smallest using the equi-
volume model (fig. 6.5D). The mean cortical profiles and standard deviation profiles
reflect the underlying myeloarchitecture adequately only, if the equi-volume model is
used to construct the traverses. This is especially important in applications that use
the profiles for automatic parcellations. The Laplace model is furthest from represent-
ing the cortical structure and therefore is not considered any longer in the following.
Subsampled in-vivo resolution
Since this project is concerned with developing tools for in-vivo data, the effect the
image’s resolution has on the characteristics of the profile is studied. Average profiles
from the occipital pole post-mortem data subsampled to in-vivo resolution are studied
to bridge the experiments on the ultra-high resolution post-mortem data and on the in-
vivo data. The ultra-high resolution post-mortem image at 150µm isotropic (fig. 4.4A)
demanded manual segmentation, and therefore is segmented more optimally than the
in-vivo data (section 4.3). Moreover, the ultra-high resolution post-mortem data is a
T∗2-weighted image that has a higher CNR in the cortex than the in-vivo T1 maps
(section 2.3.4). The subsampled post-mortem data is at the resolution of the in-vivo
data, but with the segmentation and CNR of the ultra-high resolution post-mortem
data. Layerings and single profiles are calculated at the in-vivo resolution of 500µm
(section 4.3.3). Labels (fig. 6.2A) are as well subsampled to 500µm isotropic resolution.
Averaging over crowns and fundi separately, results in a dip that is considerably less
pronounced than for the 150µm data (fig. 6.7). There is almost no dip in the fundis’
average profile (fig. 6.7B). This is again, because fundi are thinner than gyri, and
hence the stria in the fundi is thinner. However, the order of the cortical depths at
which the dip appears in the crowns’ average profile can be explained by the different
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Figure 6.6: Layering the cortex on subsampled data (500µm isotropic resolution) using the
equi-volume model (A, B, D) and the equidistant model (C, E). In (B) the
laminae at the outer cortical boundary are at darker red and orange color shades
than in (C), indicating that the equi-volume laminae at high cortical curvature
are thicker than the equidistant laminae, as expected.
thicknesses of the computed laminae in the equidistant and the equi-volume model as
before (fig. 6.7A).
Averaging single profiles from crowns and fundi simultaneously results in an average
profile without a dip. However, the standard deviations along the profile are consider-
ably lower in case of the equi-volume model (fig. 6.7D). Moreover, the cortical depths
at which the stria lies are more similar in the equi-volume coordinate system than in
the equidistant one (fig. 6.7 E, F). However, the dips are not as close as in the equi-
volume coordinate system at ultra-high resolution (fig. 6.5G). We can conclude that
the performance of the equidistant and the equi-volume model is more comparable in
the subsampled data than on the original high-resolution data.
6.2 The equi-volume model versus previous models on
in-vivo data
6.2.1 Comparing computed surfaces and anatomical layers
Quantitative evaluation of the three different models is performed by comparing the
cortical depths of the stria of Gennari in the three coordinate systems. Like in the
experiment with the calcarine sulcus post-mortem sample (section 6.1.1), a mask la-
beling the stria is created (inset of fig. 6.8A). The stria is labeled only in regions where
it is clearly visible. Moreover, care is taken to label only regions where the cortical
segmentation of the T1 map appeared accurate on the T
∗
2-weighted image (section 4.3).
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Figure 6.7: Average magnitude and standard deviation cortical profiles from the primary
visual cortex region showing the stria of Gennari on ex-vivo data subsampled to
0.5 mm isotropic resolution. Only the crowns’ profiles show dips (A). The stria
is too thin to show in the fundis’ profiles (B). Averaging over crowns and fundi
simultaneously almost clears away the dip (C). However, the standard deviation
is smaller using the equi-volume model (D). Moreover, the cortical depths at
which the dip occurs in crowns and gyri are closer in the equi-volume model (F)
than in the equidistant model (E).
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In contrast to the ex-vivo experiment, not only highly curved regions are labeled, but
parts of flat cortex had to be included, in order to have enough values to establish
a meaningful histogram. The histograms shown in fig. 6.8 C, D and E are obtained
50
150
250
50
150
250
50
150
250
0 0.25 0.5 0.75 1
0
Laplacemodel
0
0 0.25 0.5 0.75 10
µ=0.63+/−0.24
µ=0.55+/−0.16
Equidistantmodel
Equi−volumemodel
C
D
E µiv=0.54+/−0.15
SoG
A
B
cortical
depth
1CSF
0WM
Figure 6.8: Quantitative analysis of the Laplace, the equidistant and the equi-volume model
on in-vivo data. (A) T∗2-weighted image of the occipital pole, 400µm isotropic
resolution, inset: mask (green labels) of the stria of Gennari (SoG, orange arrow)
on well segmented cortex. (B): Equi-volume layering from interpolating 19 com-
puted intracortical equi-volume surfaces computed on the co-registered T1 map.
(C), (D), (E) blue bar plots: histograms of cortical depth values at the stria of
Gennari labels for the different models with respective mean and standard de-
viation µ. Ocher lines: Cortical depth and width of the stria of Gennari (von
Economo and Koskinas, 1925) accounting for the image’s resolution. Subject S3.
by multiplying the stria mask with the layerings of the three different models, respec-
tively. As described in section 6.1.1, data from von Economo and Koskinas (1925) is
convolved with a Gaussian that accounts for the resolution of the T∗2-weighted image
(400µm isotropic). This results in a curve that has µEG2 = 0.46± 0.11.
The Laplace model gives a histogram that is wide, flat and does not resemble a Gaus-
sian distribution (fig. 6.8C). This means that the labeled stria has a wide range of
cortical depth values. Hence, the Laplace layering does not contain any lamina that
follows the stria of Gennari all along the cortex. It is possible though that the Laplace
model would give a bimodal histogram if the stria labels contained only voxels from
highly curved regions. Even then and given the fact of lower resolution, these findings
confirm the result from the analysis of the post-mortem data: The Laplace equation
does not conform to observable cortical layers. Therefore, the Laplace model is no
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longer considered in the following.
This is different in the case of the equidistant model. Here, the histogram looks almost
unimodal (fig. 6.8D). The bimodality of the equidistant histogram of the post-mortem
data (fig. 6.2I) has vanished. This may be due to the values from the voxels in flat
cortex, but also due to lower resolution. The mean and the standard deviation is
µ = 0.55 ± 0.16. This means that the equidistant layering contains a broad lamina
that follows the stria of Gennari everywhere in the cortex.
However, the equi-volume model gives the narrowest histogram and it is clearly uni-
modal. Mean and standard deviation are µiv = 0.54 ± 0.15. Hence, the equi-volume
layering contains a narrow lamina that follows the stria everywhere that is observable
within the cortex. In other words, the stria of Gennari is at a constant cortical depth
in the equi-volume coordinate system all along the observable cortex. This confirms
the result from the post-mortem data: The equi-volume coordinate system conforms
to observable cortical layers.
6.2.2 Cortical profiles reflecting an anatomical layer
The impact of the layering model on profiles from the in-vivo data is studied, since
these profiles are used for in-vivo single subject myeloarchitectonic analysis (chapter 7).
Average profiles from the ROIs BA 17I and BA 17II (section 4.3.6) in fig. 6.9A and B
show the same results and can be similarly explained as the subsampled post-mortem
profiles from crowns and fundi (fig. 6.7A, B). In short, the stria of Gennari is thinner
in fundi than in crowns, and therefore there is no dip in fig. 6.9B, whereas the profile
fig. 6.9A does reflect the stria of Gennari as a dip. Moreover, the order of the dips
in the crown’s profile in fig. 6.9A can be explained by considering the thickness of
laminae in the different layering models (fig. 4.6). In a gyral crown near the GM/WM
boundary, equi-volume laminae are thicker than equidistant laminae. Therefore, there
are less computed intracortical surfaces or sampling depth units between the equi-
volume dip and the GM/WM boundary than between the equidistant dip and the
GM/WM boundary.
However, contrary to the subsampled post-mortem data, averaging all single profiles
from BA 17III results in a profile that does exhibit a dip (fig. 6.9C), thus reflecting the
stria of Gennari. This is the case for both the equidistant and the equi-volume profile,
with the dip being slightly more pronounced in the equi-volume profile. Average
profiles from BA 17IV (fig. 6.9 E) reflect the stria only as a very shallow dip that has
vanished completely using the equidistant model.
Another difference between in-vivo and subsampled ex-vivo profiles are the shapes of
the standard deviation profiles (fig. 6.9 D, F). There is a slope towards the GM/CSF
boundary that encompasses almost half of all of the sampling depths. On the other
hand, the subsampled ex-vivo standard deviation profiles (fig. 6.7D) exhibit a more
shallow shape with a bump. The broad slope in the in-vivo profiles is due to partial
voluming with CSF that is not totally removed with the fully-automatic segmentation
algorithm and has high T1. There is no CSF in the post-mortem samples.
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Figure 6.9: Average profiles computed with different layering models on in-vivo data with
500µm isotropic resolution in the primary visual cortex region. The stria of
Gennari shows as a dip in the average profile of a single crown (A) but not in the
average profile of a single fundus, since the cortex in the fundus is thinner (B).
(C): Averaging all profiles from the crown in (A) and the fundus in (B) results in
average profiles with a more pronounced dip in case of the equi-volume model.
(E): Averaging all profiles from a larger ROI that contains a few crowns and
fundi. The dip disappears in the equidistant profile and is hinted in the equi-
volume profile. (D), (F): standard deviation profiles of the magnitude profiles
in (C) and (E). Note that the standard deviation of T1 is smallest using the
equi-volume model. Subject S1.
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We can conclude that large ROIs, like BA 17IV, have to deal with small segmentation
inaccuracies of cortical boundary surfaces. Traverses at different locations are slightly
misaligned. Due to the limited resolution, the shape of the profile is thus lost averaging
over very large ROIs. However, also on in-vivo data, the average mean equi-volume
profile reflects the stria of Gennari best, and the standard deviation is smaller using
the equi-volume model (fig. 6.9D and F). The equi-volume model is thus crucial to
preserve intra-cortical structure in profiles averaged over areas of curvature.
6.3 Dependence of computed surfaces on cortical
curvature
6.3.1 Within a structural area
In section 3.3 we have seen that myeloarchitecture of a whole hemisphere can be visu-
alized on inflated intracortical surfaces. A computed intracortical surface that follows
anatomical layers is expected to sample constant intensities within a structural area no
matter how curved the cortex is. This means that the image intensity is independent
from the local cortical curvature. But Sereno et al. (2013) observed a relationship
between T1 of an intracortical surface and curvature (section 3.6). Here, the influence
of the cortical layering model on the relationship between intensity and curvature is
studied.
Intensity and respective curvature values of a central intracortical surface are plotted
and fit with a linear model. The slope of the linear fit is consistently steeper for the
data of the equidistant surface than for the equi-volume surface (fig. 6.10). Moreover,
the standard deviation of intensities or T1 values is consistently smaller in an equi-
volume lamina than in an equidistant lamina. The same results were found in other
subjects, different Brodmann areas, and for surfaces at other cortical depths. This
means that the equidistant model introduces an extra dependence between intensity
values on the surface and the local cortical curvature that can be removed using the
equi-volume model. There still remains a dependence between intensity and curvature
even when the equi-volume model is used.
6.3.2 Artifactual patterns on inflated surfaces
We now leave restricted ROIs within certain structural areas. Instead, we restrict our-
selves in the cortical depth and compare myelination patterns on a whole hemisphere
to study the difference between the equidistant and the equi-volume model.
In the frontal lobe, there are differences between the equidistant and the equi-volume
inflated T1 maps. Namely, there is a pattern of low T1 values on the equidistant surface
compared to other values in that region (fig. 6.11 C). In the same region on the inflated
equi-volume surface this pattern has mostly vanished (fig. 6.11 D). The patterns of low
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A B
C D
E F
BA17IV BA17IV
BA17V BA17V
Figure 6.10: Intensity versus curvature in several ROIs in putative Brodmann area 17. (A),
(B), (C), (D): in-vivo, subject S1. (E), (F): post-mortem occipital pole sample.
Intensities or T1 values are sampled in a central equidistant lamina and in an
equi-volume lamina at the same cortical depth. Red lines are linear fits to the
scatter plots. The slope of the fits is given (red numbers). The larger the
absolute value of the slope, the more the intensity or T1 value depends on the
local curvature. The ROI BA 17V is much larger than the ROI BA 17IV and
occupies most of putative BA 17.
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T1 co-locate with areas of high curvature, mostly being convex (fig. 6.11 A and B).
As we have seen in sections 6.2.1 and 6.2.2, the difference in performance between the
equidistant and the equi-volume model is rather small on in-vivo data. This explains
the subtleness pattern differences in the rest of the brain between the equidistant and
the equi-volume inflated T1 maps.
The patterns that are solely apparent on the equidistant surface and not on the equi-
volume surface are interpreted as artifactual patterns of T1. The equidistant surface
does not follow one anatomical layer and crosses into other layers at places of high
local cortical curvature. This leads to a depth dependent change in myelination that
is purely caused by the bending and not by a change of structural area.
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Figure 6.11: Artifactual T1 patterns due to the equidistant layering model. (A): Curvature
values mapped onto the convoluted GM/WM boundary surface, and in (B) onto
the inflated GM/WM surface. Gyri have positive curvature values, while sulci
have negative curvature values. (C), (D): Unsmoothed T1 values mapped onto
inflated central surfaces constructed using the equidistant model and the equi-
volume model. Arrows point to the same locations in (B), (C) and (D). There
are more artifactual patterns of low T1 in the frontal pole using the equidistant
model, because the equidistant layers cross varying anatomical layers. T1 values
are thresholded to clearly show artifacts. Subject S1.
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Chapter 7
Applying the equi-volume model:
Analyzing cortical architecture in-vivo
in different structural areas
We have seen in chapter 6 that the equi-volume model can be used to create a coordi-
nate system within the cortex that is well suited to analyze intracortical myeloarchi-
tecture on 3D in-vivo MRI. Therefore, the novel framework (section 4.3.5) is used in
this chapter to analyze intracortical structure using this 3D grid. Firstly, the effects of
resolution and subject variability are studied on cortical profiles in the central sulcus
region. The section on the effect of resolution is based on the publication Waehnert
et al. (2013a). Further, myeloarchitectonic patterns on inflated hemispheres are com-
puted at different cortical depths, and they are compared to inflated manual labels.
Finally, cortical profiles are used to identify primary areas fully-automatically. This
last section is based on the publication Waehnert et al. (2013b). Except for this last
section, the whole chapter is based on the paper Waehnert et al. (2014a).
7.1 Impact of resolution on cortical profiles
The standard resolution of in-vivo MRI in this project is 0.5 mm isotropic (section 4.2.3).
Recent studies that analyze myeloarchitectonic patterns on cortical hemispheres in-
vivo use images with lower resolution. Glasser and Van Essen (2011) used 1 mm
isotropic resolution, Cohen-Adad et al. (2012) showed patterns at 0.33×0.33×1mm3,
Sereno et al. (2013) acquired their images at 0.8 mm isotropic and Marques and Gruet-
ter (2013) showed myelination patterns at 0.65 mm isotropic. To the author’s best
knowledge, the highest resolution images of whole human brain cortical myeloarchitec-
ture in-vivo were acquired for this project, the resolution being 0.5 mm isotropic. The
question arises how much more information images with 0.5 mm isotropic resolution
convey compared to images with for example 0.7 mm isotropic resolution. Therefore,
the impact of imaging resolution on the representation of myeloarchitecture in average
profiles is studied in this section.
Fig. 7.1 A and B show average magnitude profiles from the labeled ROIs within puta-
tive BAs 1, 3b and 4 together with the average over the whole cortex (black dashed
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Figure 7.1: Impact of acquisition resolution on computed average profiles from in-vivo data
(subject S1). ROIs in the central sulcus region within putative BA 1 (red), BA 3b
(green), BA 4 (blue) and comprising the whole cortex (dashed black). Left col-
umn: 0.7 mm isotropic resolution. Right column: 0.5 mm isotropic resolution.
(A), (B): Average magnitude profiles show a shape that is more characteristic
of the underlying myeloarchitecture at 0.5 mm. (C), (D): Standard deviations
become smaller going from 0.7 mm to 0.5 mm because segmentation and layering
work better.
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line). Like the cortical profiles in the calcarine sulcus region (fig. 6.9) the average
profiles in general go from high T1 values at the GM/CSF boundary to low values
at the GM/WM boundary. This reflects that in general low cortical layers are not
as densely myelinated as deep cortical layers. Moreover, partial voluming effects with
neighboring WM and CSF enhance the slope. Partial voluming between cortical lay-
ers at the low cortical depths with CSF increase T1 values at the GM/CSF boundary.
The partial voluming between the deep highly myelinated cortical layers and the very
highly myelinated white matter renders the T1 values towards the GM/WM boundary
low.
At the GM/WM boundary, all the average profiles are at similar values at 0.5 mm
(fig. 7.1B) compared to the 0.7 mm data (fig. 7.1A). This means that the partial vo-
luming effects at this boundary are smaller at 0.5 mm than at 0.7 mm, entailing that
the boundary can be estimated more precisely at 0.5 mm.
The middle portion of the profiles of the ROIs are not prone to partial voluming effects
with WM or CSF. The middle part reflects the underlying myeloarchitecture with the
limitation of partial voluming between the anatomical layers. The three ROIs are
all in heavily myelinated areas, therefore their average profiles are mostly below the
average profile from the whole cortex. From histological studies BA 4 is known to be
very heavily myelinated in the deep to middle cortical layers, and is more myelinated
than the other two areas in the upper layers (Hopf (1968)). This results in a low T1
plateau in fig. 7.1B, which does not show in fig. 7.1A at 0.7 mm. BA 1 is known to
contain two equally myelinated bands (Hopf, 1970). Due to partial voluming effects
in the MR image, the two bands appear as a plateau in fig. 7.1B above the one from
BA 4. The BA 1 plateau is only slightly hinted at 0.7 mm in fig. 7.1A. Hopf (1970)
showed with profiles on myelin stains that BA 3b also has two bands of Baillarger.
However, in BA 3b the inner band is myelinated more heavily than the outer band.
Partial voluming with CSF has a larger effect for BA 3b as compared to BA 1 and
BA 4, since BA 3b is thinnest. Therefore, partial voluming of myelinated bands and
with CSF result in a slope of the average profile of BA 3b at both resolutions. This
heavy partial voluming also disguises the fact that BA 3b and BA 1 are on average
comparably myelinated (Hopf, 1970).
Fig. 7.1C and D show standard-deviation profiles for the labeled BAs and the whole-
cortex average profile. Each ROI lies within one BA that is supposed to be uniform
in myeloarchitecture. Therefore the standard deviations of the ROIs are lower than
the ones of the whole cortex. In the deep layers, the standard deviations of the ROIs
in BA 1 and BA 3b drop considerably by increasing the resolution from 0.7 mm to
0.5 mm. This is very pronounced in BA 1 that lies at the top of the gyral crown and
is bent heavily. Note that the equi-volume layering enables better profile averaging
especially in curved areas. Obviously, segmentation and layering work better at 0.5 mm
resolution compared to 0.7 mm. The gap between the standard deviations from the
uniform ROIs and the diverse whole cortex profile is larger at 0.5 mm.
One can conclude that the average profiles from ROIs within certain structural areas
exhibit more characteristic shapes in accordance with the underlying myeloarchitec-
ture. The profile shapes are more characteristic for a certain structural area at 0.5 mm
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resolution. Moreover, the standard deviation profiles are more uniform within a struc-
tural area at 0.5 mm. This is due to reduced partial voluming at better resolution
along the traverses within the cortex. The reduced partial voluming with CSF and
WM at the boundaries enables more accurate segmentations as well, and reduces the
width of contamination of the cortical profiles.
7.2 Intersubject variability of cortical profiles
The results of section 7.1 suggest that certain structural Brodmann areas can be char-
acterized by profile shapes. In this section it is studied how consistent these charac-
teristic profile shapes are across subjects.
One sees the following trends, comparing the average profiles subject-by-subject in
fig. 7.2 to the known characteristic shapes suggested by fig. 7.1B that arise from myeloar-
chitecture described in section 7.1. The average magnitude profile of BA 4 is the lowest
in 8 of the 9 subjects. BA 4 is indeed known to be very heavily myelinated through-
out the whole cortical depth. The average magnitude profile of BA 1 is mostly above
BA 4 in 8 of the 9 subjects and shows a plateau in 6 of the 9 subjects. The plateau
does result from the known myeloarchitecture and partial voluming as explained above
(section 7.1). The average magnitude profile of BA 3b in fig.7.2 shows a slope and no
plateau in all of the subjects, as expected from myeloarchitecture under the influence
of the MRI partial voluming effects (section 7.1).
Three of the 9 subjects are shown in fig. 7.3 A, B and C together with cortical-depth
specific standard deviations. Fig. 7.3 A and B show subjects with profiles that reflect
nicely the known myeloarchitecture. Fig. 7.3C shows profiles from another subject that
does not represent the known myeloarchitecture as clearly. This can be concluded from
the shape of the BA 1 profile that does not show the expected plateau. Moreover, the
standard deviations in all putative BAs are higher in subject S3 than in the other two
subjects.
The average of all 9 subjects is shown in fig. 7.3D. The shapes of the group aver-
age profiles match the expected shapes from myeloarchitecture under the influence of
MRI partial voluming. Hence, profile shapes characterizing the underlying myeloar-
chitecture are mostly preserved across subjects. However, in deep cortical layers the
standard deviation of the group profiles overlap considerably. This suggests that the
profiles may not be area-specific enough yet for automatic cortical parcellations in
group studies.
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Figure 7.2: Average profiles of 9 different subjects using subject-specific labels of ROIs in
putative BA 1, 3b and 4. S1 is also shown in fig. 7.1B. Most of the profiles of
the nine subjects reflect the known myeloarchitecture under the effect of MRI
partial voluming (section 7.1). BA 4 is expected to show a plateau at low T1 in
its average profile. BA 1 has also a plateau as a characteristic shape but at higher
T1 than the BA 4 plateau. And the characteristic shape of BA 3b is a slope.
7.3 Myeloarchitectonic patterns on inflated
hemispheres
Instead of analyzing myeloarchitecture with cortical profiles, one can also study sur-
faces of hemispheres. This restricts the observer to a certain cortical depth, but enables
to view the whole cortex instead of a certain ROI. The results presented in this section
are consistent over all of the 9 studied subjects.
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Figure 7.3: Average cortical profiles and cortical-depth specific standard deviations from
ROIs in the central sulcus region plotted for three different subjects S1 (A), S2
(B) and S3 (C). (A) and (B) reflect the known myeloarchitecture nicely, whereas
(C) does not. (D): Group-average cortical profiles from ROIs in the central sulcus
region from 9 subjects. All 9 subject-specific profiles are shown in fig. 7.2.
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7.3.1 Comparison of patterns with inflated labels
The contours of the inflated labels of subject S1 are shown in fig. 7.4C superimposed
on the corresponding inflated 0.5 mm T1 map. The latter is the T1 map of the 10th
inflated equi-volume surface (also shown in fig. 6.11D and 7.5B).
The contour of the ROI in BA 4 is in a region of low T1 and thus high myelination.
The inflated label of the ROI in BA 3b contains higher T1 values and thus suggests
to be less densely myelinated. As noted above, the cortex that contains BA 3b is
relatively thin compared to BA 4 and BA 1. Therefore, partial voluming effects with
neighboring CSF are stronger in BA 3b than in BA 4 and BA 1. Hence, the high T1
values within the contour of BA 3b may not only be due to a decreased concentration
of myelin within the cortex, but also due to this just explained partial voluming effect.
The contour of the ROI in BA 1 is within an area of lower T1 values compared to
the contour of BA 3b. But the stripe that contains the contour of the ROI in BA 1
is on average less myelinated than the stripe that contains the contour of the ROI
that lies within putative BA 4, which is consistent with the known myeloarchitecture
(section 7.2).
The pattern of T1 in the area of the inflated labels is consistent with the T1 values
at 50% cortical depth in the profiles in fig. 7.3A. The profiles at 50% cortical depth
also show that BA 4 is at lowest T1, BA 3b is at highest T1, and the T1 of BA 1 is
intermediate at central cortical depth.
7.3.2 Patterns at different cortical depths
To minimize partial voluming with extra cortical regions, the 5th, 10th and 15th sur-
faces are chosen instead of surfaces that are nearer to the cortical boundary surfaces.
Comparing myelination patterns across the three cortical depths (fig. 7.5) one observes
firstly that the myelination is decreasing going towards the GM/CSF boundary. Sec-
ondly, the parietal and occipital lobes are more heavily myelinated than the frontal
and temporal lobes.
The myelination pattern in the central sulcus region in fig. 7.5B is also shown in
fig. 7.4C. The stripe that contains the ROI within putative BA 4 is most highly myeli-
nated compared to the neighboring regions in all three cortical depths. But it is
myelinated the most in the 5th surface near the white matter (fig. 7.4 A). The M1/S1
pattern is conserved over cortical depths. The T1 values in the M1/S1 region and
their change over cortical depths fit with the information of the profiles in fig. 7.3A
that are from the same subject. The BA 4 profile and the M1 stripe are at lowest T1
throughout all cortical depths. Fig. 7.4 suggests that the light stripe next to the M1
stripe is BA 3b. It is lighter than BA 4 and BA 1 near CSF (fig. 7.5C) and at central
cortical depth (fig. 7.5B). Also, the BA 3b profile is above the BA 1 and BA 4 profiles
at low and central cortical depths (fig. 7.3A). At high cortical depths near WM, the
BA 3b profile is at T1 comparable to or lower than the BA 1 profile. Therefore it is
hard to discern the BA 3b stripe from the BA 1 stripe in the surface near WM shown in
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Figure 7.4: Comparison of inflated labels and T1 patterns. (A), (B): Manual labels on
anatomical landmarks of putative Brodmann areas 1 (red), 3b (green) and 4
(blue). (A): Axial view. (B): Sagittal view. (C): Contours (black) of inflated
labels on the corresponding inflated unsmoothened T1 map (top view). The
inflated labels of BA 4 and BA 1 exhibit low T1 values and are thus heavily
myelinated, whereas BA 3b has higher T1. Subject S1.
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fig. 7.5A. These findings also match known myeloarchitecture, which describes BA 3b
to contain a heavily myelinated band at high cortical depths (Hopf, 1970).
The patterns at different cortical depths also fit with the myeloarchitecture described
in the literature, which says that BA 4 is most heavily myelinated compared to BA 1
and BA 3b (section 7.1). However, Hopf (1970) found that on the average degree of
myelination of BA 3b is comparable to the one of BA 1. This finding is neither reflected
in our profiles nor in the T1 pattern, probably because of partial voluming with CSF
that has an effect down to deeper cortical depths in BA 3b compared to BA 1 (and
BA 4). This is due to the anterior wall of the post-central gyrus that contains BA 3b.
This wall is thinner than the crown of the precentral gyrus that contains BA 1. This
increased partial voluming may render BA 3b at higher T1 values than caused by pure
myeloarchitecture itself. Current studies of myelin patterns on in-vivo T1 maps show
similar patterns, though at lower resolution (Lutti et al., 2014).
7.4 Fully-automatic primary-area classification using
cortical profiles
This section shows how cortical profiles can be classified observer-independently. Heav-
ily myelinated areas of the cortex are identified by using subject-specific cortical pro-
files of T1, since T1 gains most of its contrast from myelin (section 2.3.4). The results
of this section show that mainly primary areas (such as M1 and S1) are high-lighted
by the classification algorithm, which is why it is called primary-area classification.
This is a first step towards parcellating the primary Brodmann areas in individuals
in-vivo. A parcellation of a certain Brodmann area determines its extend including its
boundaries observer-independently.
For each subject, all single profiles from subject-specific ROIs within putative BAs
1, 2, 3b, 4 and 17 are averaged. Note that all of these areas are known to be heav-
ily myelinated. Therefore the resulting subject-specific ROI profiles µROI are model
profiles for heavily myelinated areas. Moreover, for each subject all profiles from the
entire cortex are averaged to obtain subject-specific cortex profiles µcort, which rep-
resent model profiles for non-heavily myelinated areas. The corresponding standard
deviations σROI and σcort are calculated as well (fig. 7.6A).
To classify the single profiles, they are compared to µcort and µROI. Since heavily
myelinated areas are to be classified, the classification parameter should result in high
values in case the single profile to be classified is similar to µROI, and in low values
in case the single profile is similar to µcort. A similarity index s is calculated using
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Figure 7.5: Inflated unsmoothened T1 map of subject S1 at different cortical depths, namely
the 5th (A), 10th (B) and 15th (C) surfaces out of 21. The intracortical surfaces
are computed with the equi-volume model. Overall, myelin content increases
towards WM (fig. 2.4). The M1/S1 pattern can be recognized at low and central
cortical depths. M1 corresponds to BA 4, S1 corresponds to BA 3 (fig. 2.1).
100
7.4 Primary-area classification
Gaussian process distance metrics:
dx =
1
n
n∑
t=0
(
p(t)− µx(t)
σx(t)
)2
(7.1)
rcort =
1
n
n∑
t=0
p(t)− µcort(t)
σcort(t)
(7.2)
s = e−
1
2
dROI · (1− e− 12dcort) · 1
1 + e2rcort
(7.3)
where dx is a measure for the normalized difference between the single profile p to
be classified and the average model profile µx, which is either µcort or µROI. t is the
sampling depth of the profiles. σx is either σROI or σcort. rcort is a measure for the
normalized unsigned difference between p and µcort.
The first term of equation 7.3 characterizes how similar a single profile is to µROI.
The second term measures how different p is from µcort. One expects a profile from
a highly myelinated region to be strictly below µcort, i. e. less myelinated than the
average cortex. Therefore, the third term of equation 7.3 uses rcort in a sigmoid
function to quantify to which degree p is at lower T1 values than µcort. The steep
sigmoid function is much smaller than 0.5 in case p > µcort, and it is much larger than
0.5 in case p < µcort.
The three terms are combined to give maximal contrast for s. The higher s is, the
more similar the single profile is to µROI, the more dissimilar it is to µcort, and the
more it is below µcort. High values of s imply high myelination (fig. 7.7). Similarity
values are calculated for each single profile and mapped onto inflated central cortex
surfaces (fig. 7.8). Results from three subjects are shown, but are similar across all of
the 9 subjects.
Lower temporal lobe areas had to be excluded from the results, since the weak transmit
RF field in these areas gives unreliable values of T1. In general, the frontal regions have
low similarity values s since they are not heavily myelinated. But the M1/S1 region
and the occipital and parietal lobes seem to contain a number of heavily myelinated
regions.
In fig. 7.7B we see that putative BA 4, BA 1 and BA 2(point) are highlighted, whereas a
large ROI in putative BA 3b is not. This suggests that BA 3b is not heavily myelinated.
The average profile of BA 3b is at low T1 only in deep cortical layers (section7.2, Hopf
(1970)). This can also be seen in fig. 7.6B, where µ3b is below µcort for deeper cortical
layers. At some high cortical depths, σ3b contains µROI and not µcort, which means
that the single profiles of BA 3b at those cortical depths are more similar to heavily
myelinated regions than to the average myelination of the cortex. However, at low
cortical depths µ3b is above µcort. This means that BA 3b at low cortical depths is less
myelinated than the average cortex. The similarity value s for BA 3b becomes very
small, since the signed distance rcort becomes positive which makes the third term in
equation 7.3 very small (fig. 7.7). This means that the classification algorithm that is
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Figure 7.6: Subject-specific model profiles for primary-area classification, here shown for sub-
ject S4. (A): Model profile µROI for a heavily myelinated ROI, and model profile
µcort for the cortex, which on average is less heavily myelinated and therefore
used as a model for not heavily-myelinated areas. For primary-area classification
single profiles are compared to µROI and µcort. Also shown are the corresponding
standard deviations σROI and σcort. (B): The average profile of BA 3b µ3b is
above µcort at low cortical depths (left-hand side). Therefore BA 3b is at least
partly classified as not heavily myelinated (fig. 7.7B).
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Figure 7.7: Unsmoothened similarity values s (colored) on the corresponding T1 map (gray
values, 0.5 mm isotropic resolution) of subject S4. (A): The frontal regions exhibit
low values s, while the central sulcus region (white square) and the occipital and
parietal lobes are high-lighted. (B): Close-up of the central sulcus (CS) region.
Similarity values s are high in ROIs in putative BA 4, 1 and 2 as expected.
An ROI in BA 3b has very low s values since BA 3b is not heavily myelinated
throughout all cortical depths (fig. 7.6B).
designed to pick out profiles that are below µcort, fulfills its goal, since the ROI that
contains µ3b is not highlighted.
Overall, the similarity values s are highest in areas included in the primary motor and
somatosensory cortices M1 and S1, primary visual cortex V1 and primary auditory
cortex A1 (fig. 7.8). These areas are known to be early (Flechsig, 1920) and highly
myelinated. However, some other regions not known to be highly myelinated are also
picked out due to noise in MR imaging and image processing. Note that primary
auditory cortex A1 was not labeled and not included in the model profile for heavily
myelinated areas µROI. Nevertheless regions in A1 are high-lighted by the similarity
values s as primary areas.
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Figure 7.8: Unsmoothened similarity values s mapped onto surfaces of hemispheres.
(S4): Lateral (marginal regions) views on the convoluted and inflated hemi-
spheres of subject S4. Moreover, superior (from above) and medial (towards
central regions of the whole brain) views. The primary areas M1, S1, A1 and V1
are high-lighted. Due to noise other areas are highlighted as well especially in
the occipital lobes of subject S1 and S5. Note that A1 is classified as a distinct
primary area in all three subjects although it was not included in the labels for
the model profile µROI.
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Discussion
8.1 The novel equi-volume model
This thesis was mainly concerned with developing a cortical layering method that
constructs an anatomically motivated coordinate system of cortical depth. With this
coordinate system, one can construct intracortical surfaces that are able to follow
anatomical layers, even in highly curved regions. In other words, the anatomical layer
runs through the constructed coordinate system at constant cortical depth values.
Moreover, the coordinate system can be used to compute cortical traverses that span
the cortex from the GM/WM to the GM/CSF cortical boundary. Sampling intensity
values along the traverses results in profiles that reflect the intensity pattern perpen-
dicularly to the layers. These profiles are like fingerprints for cortical areas.
This work shows that the equi-volume model is able to construct such an anatom-
ically motivated coordinate system (section 5.2). The project was motivated by the
finding that the Laplace model computes laminae that do not follow the anatomical
layers (Waehnert et al., 2012). In fact, studying different layering models in detail
(section 6.1), it was found that the Laplace laminae are thin at places of high cortical
curvature, whereas equi-volume laminae are thick. In other words, Laplace laminae
show a relationship with local curvature that is opposite to the relationship of equi-
volume laminae and curvature.
The Laplace laminae not following the anatomical layers has implications on the
Laplace traverses that are constructed perpendicularly to the layers. The first im-
plication is that it is questionable how useful cortical thickness measurements along
Laplace traverses are, since they do not parallel cortical columns. Originally, Laplace
traverses were introduced for such cortical thickness measurements (Jones et al., 2000;
Hutton et al., 2008). The Laplace traverses have nice properties, like no criss-crossing
and hitting the cortical boundaries perpendicularly. Therefore they were also adapted
to parcellate the cortex observer-independently on two-dimensional stains into struc-
tural areas (Schleicher et al., 2005; Annese et al., 2004).
It was found by de Vos et al. (2004) that automated parcellation of 2D cell stainings
using Laplace traverses was inaccurate in areas of high cortical curvature. Therefore
they tried to improve the Laplace profiles by applying the Bok (1929) principle of
sampling at intervals of equal areas. In this work it was found that the stria of
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Gennari on Laplace profiles averaged over crown and gyri appears only at the cortical
depth of gyral crowns (fig. 6.5C). Using such an average profile for parcellations would
also place the boundary of BA 17 (which contains the stria of Gennari) erroneously.
Histological studies of cortical geometry on two-dimensional stained sections depend
strongly on the cutting angle to the cortical surfaces. Therefore it is important to study
cortical geometry in three dimensions. Techniques are emerging that align images of
two-dimensional stains in a three dimensional volume (Amunts et al., 2013). These
images show the cortex’ cyto- and myeloarchitecture in unprecedented detail and in
three-dimensions. The analysis and parcellations of these histological volumes, as well
as post-mortem MRI that allow spatial resolutions unobtainable in-vivo, would benefit
from employing the equi-volume model.
The inspiration for the equi-volume model came from Bok (1929) (section 5.2.1). He
found the so-called equi-volume principle, where the volume fraction of cortical seg-
ments is preserved while their form changes to compensate for local cortical curvature
changes. The cortical segments are stretched radially (perpendicularly to the cortical
surfaces) in locations of high cortical curvature, and they are stretched tangentially
(parallel to the cortical surfaces) in places of low cortical curvature (fig. 5.1). Adapting
the shape of individual neurons and cortical segments to curvature enables the neu-
rons to maintain their function, despite severe folding. This folding was studied during
neurogenesis by Smart and McSherry (1986). According to them, Bok did impose an
idealized geometrical structure, but they confirmed his results.
The computational equi-volume model does not aim to rebuild anatomical layers,
which in any case vary in relative thickness across cortical areas. Moreover does it not
measure actual cortical volumes. Instead it intends to provide a coordinate system of
depth on which to describe these layers, independently of the cortical folding. As far
as the author knows, this is the first implementation of the equi-volume model using
MRI data.
During the course of this PhD, more elaborate equi-volume models were also ex-
perimented with apart from the model that is described in this thesis. One model
approximated the local cortical shape with three-dimensional trapezoids, but was far
too sensitive to noise of the curvature estimation. A different implementation of the
equi-volume model did not use direct curvature estimations the way they are described
in this thesis, but used a simple projection method instead. The results were similar
to the ones presented, but the standard deviations were larger than from the current
equi-volume model. The decision for the current equi-volume model was made, since
it has a closed-form solution (equation 5.29) and performs best in terms of balancing
robustness, accuracy and precision.
The main weakness of this implementation of the equi-volume model is the estimation
of curvature. To give consistent values, the size of the curvature sampling neighbor-
hood must be chosen appropriately. This requires some care at ultra-high resolution
(≤ 150µm). When the sampling window is smaller than the scale of curvature the
estimates become noisy and result in irregular laminae. When the sampling neigh-
borhood is too large, the quadric approximation may not be adequate to model the
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surface locally and the resulting curvature estimates tend towards zero. In this case,
the equi-volume model turns into the equidistant model, which may be an acceptable
approximation at low resolution. Moreover, the computation time increases cubically
with the size of the curvature sampling neighborhood.
To validate the equi-volume model, its performance on post-mortem and in-vivo data
was compared to those of the equidistant and the Laplace model. The validation was
done on post-mortem T∗2-weighted data (section 6.1), and the validation with in-vivo
surfaces was also done on T∗2-weighted data (section 6.2.1). However, the equi-volume
model was developed mainly to analyze in-vivo T1 maps. T
∗
2 contrast comes from
two sources, namely myelin and iron (Fukunaga et al., 2010; Duyn, 2011; Deistung
et al., 2013), whereas T1 contrast has only one source, myelin (Koenig, 1991; Turner,
2013a; Stu¨ber et al., 2014). Hence, T∗2 data has a higher intracortical CNR than T1
data. Therefore, the anatomical layers are depicted with more contrast on T∗2 images.
This is the reason for employing them for validation. However, T∗2 images can not be
used for in-vivo analysis of myeloarchitecture in group studies, since T∗2 depends on
the direction of the myelin fibers with respect to the direction of the main magnetic
field B0 (section 2.3.4, Cohen-Adad et al. (2012)). This means T
∗
2 images can not be
segmented fully-automatically without a bias, which is a mandatory prerequisite for
analyzing group data.
T1 maps on the other hand are homogeneous and can therefore be processed observer-
independently. It would be desirable to have homogeneous data with a higher CNR
than MP2RAGE T1 maps (Marques et al., 2010). Turbo spin echo (TSE) T1-weighted
images do show a better contrast, however they suffer from especially high SAR.
One solution may be offered by the GRASE sequence, which combines spin echo and
gradient echo techniques. GRASE images have lower SAR than TSE images, and a
very high SNR per unit time. Still, their SAR is so high that they can not be used
yet for whole brain imaging (Feinberg and Oshio, 1991; Trampel et al., 2013). An
alternative is T1 mapping with a longer scanning time enabled by motion correction
(Schulz et al., 2012; Maclaren et al., 2013).
Comparing the three layering models on ultra-high resolution post-mortem data with
an isotropic resolution of 150µm, there is a striking difference in the results of the
three models. The equi-volume model is the only model that computes an intracortical
surface that is able to follow anatomical layers all along the observable cortex. This
was demonstrated quantitatively with a unimodal histogram of cortical depth values
at the stria of Gennari, with a mean and standard deviation of µpm = 0.48 ± 0.09
that is comparable to the literature value µEG1 = 0.46 ± 0.06 (fig. 6.2). The equi-
volume profiles also performed much better than the equidistant and the Laplace
profiles. Only the equi-volume average profiles depicted the stria of Gennari as a dip
at constant cortical depth values and had smallest standard deviation (fig. 6.5). On
post-mortem data, the Laplace model clearly performed worst, while the equi-distant
model performed better and the equi-volume model produced by far the best results.
To study the effect of image resolution on the performance of the layering models, the
post-mortem images were downsampled from 150µm to 500µm isotropic resolution.
The equi-volume model performed slightly better than the equidistant model, since the
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standard deviation of the equi-volume profile was smaller than that of the equidistant
profile. However, the difference between the equidistant and the equi-volume profiles
was far smaller than on the ultra-high resolution post-mortem data given the coarser
spatial resolution. The fact that the stria of Gennari on the profiles from the down-
sampled data (fig. 6.7) is not as well represented as on the in-vivo T1-profiles from
small ROIs (fig. 6.9C) may have to do with the shrinking of the post-mortem tissue
during fixation, resulting in a thinner stria of Gennari. Another reason may be the size
of the ROI that was larger on the subsampled post-mortem data than the BA 17III ROI
on the in-vivo data. Averaging over large ROIs tends to wash out the characteristic
shape on the average profile (fig. 6.9E).
Validating the equi-volume model on in-vivo intracortical surfaces showed that the
equi-volume model clearly performed best. On the other hand, the Laplace model
clearly performed worst (fig. 6.8C). As for the downsampled post-mortem data, the
equi-volume and the equidistant model did not perform that different. This is firstly
because of the coarser resolution of the in-vivo data, as suggested by the experiments
with the downsampled post-mortem data. Secondly, this can be attributed to inaccu-
racies in the automatic segmentation of the cortex that lead to misalignments of the
single profiles during averaging. This is supported by experiments with larger ROIs
that give average profiles that reflect the stria of Gennari only as a rather shallow
and broad dip. Both reasons also cause the stria of Gennari to be relatively poorly
represented in the in-vivo profiles (fig. 6.9 E). Hence, for low resolutions the equidis-
tant model may be an acceptable approximation to the equi-volume model. Still,
even on the in-vivo data set with cortical boundary surfaces defined from 0.7 mm
resolution data, the equi-volume model was most successful (fig. 6.8). Moreover, the
equi-volume profile from the large ROI does represent the stria of Gennari, whereas
it disappears completely using the equidistant model (fig. 6.9 E). In a small ROI, the
equi-volume dip is slightly more pronounced than the equidistant dip (fig. 6.9 C). In
both the small and the large ROI, the equi-volume standard deviations are smaller
than the equidistant standard deviations, which is important when applying the pro-
files in fully-automated methods (fig. 6.9 D and F). Overall, the equi-volume model
also performed most successfully with in-vivo data.
It was found that use of the equidistant model adds some extra artifactual depen-
dence between T1 on an intracortical surface and local cortical curvature. This extra
dependence is diminished using the equi-volume model (fig. 6.10 A to D). The negative
slope of the linear fits implies that T1 is lower in convex regions and higher in concave
regions. Sereno et al. (2013) and Lutti et al. (2014) have suggested that this can be
explained by the radial myelinated fibers in deep cortical layers near the white matter.
These fibers are known to be squeezed in the convex gyral crowns and pulled apart
in the concave sulcal fundi. It remains an open question, however, whether in-vivo
T1 maps at the current resolution of about 0.5 mm to 0.8 mm are sensitive enough to
detect differences in the density of myelinated fibers due to curvature. The equidistant
model, as used by Sereno et al. (2013) and Lutti et al. (2014), clearly already intro-
duces a dependence between T1 and curvature. The model related dependence must
be first removed before this question can be further investigated. This dependence is
decreased using the equi-volume model, as shown by the convergence towards zero of
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the slope of the linear fit between T1 and curvature for the equi-volume data. With
the limited resolution and noise level of the in-vivo data currently available, it did not
appear to be possible to answer the question to what degree the remaining relationship
between T1 maps and curvature is associated with the variable density of myelinated
radial fibers. For this reason the higher resolution T∗2-weighted post-mortem data was
also analyzed. Indeed, low intensities were found for convex regions of cortex and high
intensities were found for concave regions (fig. 6.10 E and F). This is even supported
by the average profiles from separate crowns and sulci ROIs (fig. 6.5 A and B, fig. 6.7
A and B). This could be attributable to variations in density of radial fibers, but more
experiments on ultra-high resolution data that is homogeneous and does not depend
on the direction to B0 as T
∗
2 does, are needed to fully address this question.
8.2 Analyzing cortical myeloarchitecture in-vivo with
T1 maps
The novel equi-volume model was proposed in section 5.2 and validated in chapter 6. It
was thus applied to analyze cortical myeloarchitecture in-vivo in chapter 7. The whole
framework that enabled fully-automatic analysis of cortical myeloarchitecture consists
of the segmentation into GM, WM and CSF, the reconstruction of cortical bound-
ary surfaces, the equi-volume layering and the profile sampling (second paragraph in
section 4.3.5).
The segmentation makes use of 0.5 mm isotropic resolution (instead of 1.0 mm as most
often used by other software packages), and of quantitative T1 values (section 4.3.1).
The cortical boundary surfaces are reconstructed more accurately from this high res-
olution quantitative information, which is important for an adequate construction of
traverses. These accurate traverses are a prerequisite to compute profiles of the cor-
tex that can be averaged to reflect the underlying myeloarchitecture, as was done in
this work. Moreover, the accurate traverses provide more reliable cortical thickness
measurements (Tardif et al., 2013a).
The equi-volume model enables the construction of profiles that characterize the under-
lying myeloarchitecture. However, there are certain limitations. The first limitations
are SNR and CNR. The resolution of 0.5 mm isotropic obtainable for a whole-brain
scan, is high by the usual standards of in-vivo human MRI, but still limited consider-
ing the thickness of the intracortical layers that determine cortical myeloarchitecture.
The cortex is about 2 mm to 4 mm thick, so that cortical profiles from images with
0.5 mm isotropic resolution have information only from about 4 to 8 voxels. Partial
voluming within the cortex can cause uniform intensity even in regions that contain
both myelinated bands of Baillarger. Moreover, partial voluming with CSF and WM
can as well influence the profile shape at the boundaries, or the intensities mapped
onto a hemispherical surface.
Another limitation in our methodology is the noise in the boundary surface segmen-
tations. Given the small number of voxels crossed by the typical traverse from one
109
Chapter 8 Discussion
boundary to the other, small sub-voxel segmentation errors cause the reconstructed
cortical boundary surfaces to miss the real cortical boundary surfaces by maybe only
one or two voxels. This in turn means that the beginning or end of some of the tra-
verses do not match the anatomical cortical boundary surfaces. The misalignment
between traverses leads to an effective smoothing of cortical profiles when they are
averaged. Thus, profiles from large ROIs do not show the shape that characterizes
the underlying myeloarchitecture (fig. 6.9 E), whereas profiles from smaller ROIs do
(fig. 6.9C).
Within the constraints of these limitations, the following discusses in detail to what
degree the known myeloarchitecture is reflected in average profiles and in patterns
on the inflated hemispheres. It is important to note that the profiles and surfaces
at different cortical depths do reflect the same information. The myeloarchitecture
of BA 4 is a very dense myelination from low cortical layers down to the GM/WM
boundary. BA 4 is myelinated the most compared to BA 3b and BA 1 (Hopf, 1968).
On average BA 1 and BA 3b are myelinated to a comparable degree. They both contain
two distinct bands of Baillarger. These are equally dense in BA 1, while in BA 3b the
inner band is more heavily myelinated than the outer band (Hopf, 1970).
BA 4 is represented in profiles and surfaces according to the described myeloarchitec-
ture. In average profiles, BA 4 shows the characteristic shape of a plateau at lowest T1
(figs. 7.2 and 7.3). Low T1 means high degree of myelination. Moreover, BA 4 is rep-
resented on the inflated hemispheres as a distinct stripe of low T1 through all cortical
depths (figs. 7.4 and 7.5). BA 1 reflects the underlying myeloarchitecture within the
constraints of intracortical partial voluming that turns the two bands into a plateau.
This characteristic profile shape is at higher T1 than the BA 4 plateau (figs. 7.2 and
7.3). This information on the average profiles also matches the inflated hemispheres
where BA 1 is in a region of low T1 but still higher than BA 4 (figs. 7.4 and 7.5).
BA 3b does also reflect the described myeloarchitecture but is probably prone to more
partial voluming than BA 4 and BA 1. Intracortical partial voluming between the
more densely inner myelinated band and the lighter myelinated outer band results in
a slope in the average profiles (figs. 7.2 and 7.3). Moreover, the BA 3b stripe is visible
at middle and low cortical depths (figs. 7.4 and 7.5 B, C), but at the surface near WM
BA 3b is somewhat hard to distinguish from the BA 4 and BA 1 stripes (fig.7.5A),
which reflects the inner myelinated band.
Despite these agreements between myeloarchitecture in the literature and the infor-
mation on average profiles and inflated T1 maps, neither profiles nor inflated surfaces
show that BA 1 and BA 3b are on average equally myelinated as stated in the liter-
ature (fig. 2.5). One possible explanation is the age difference between post-mortem
and in-vivo data, since the myelination of the human brain is particularly slow (Miller
et al., 2012). Our subjects are younger than 30, but histological data usually comes
from cadaver brains of aged subjects. However, our finding may also result from par-
tial voluming with CSF, which would have a larger effect on the cortex of BA 3b that
is thinner than BA 1.
In general, the myelination patterns observed on the inflated hemispheres coincide with
the literature (figs. 7.4 and 7.5). Posterior regions are more myelinated than frontal
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regions. In infancy, posterior regions are known to be myelinated earlier than anterior
regions (Flechsig, 1920; Laule et al., 2007). Moreover, iron that has been shown to be
often co-localized with cortical myelin (Fukunaga et al., 2010), is more abundant in the
occipital than in the frontal cortex (Langkammer et al., 2010). The inflated T1 maps
in this work show that the presumed locations of primary functional areas have lower
T1 values than surrounding regions. Similar patterns have been shown by others on T1
maps, T1-weighted/T2-weighted images and T
∗
2 maps (Sereno et al., 2013; Glasser and
Van Essen, 2011; Cohen-Adad et al., 2012). Some of these identifications have been
verified with fMRI (Sereno et al., 2013; Dick et al., 2012; Sanchez-Panchuelo et al.,
2012).
Our results are however in notable disagreement with other literature in the interpre-
tation of the myelination pattern in the central sulcus region (fig. 7.4). Other in-vivo
studies interpret the stripe this work assigns to BA 1 as BA 3b (Glasser and Van
Essen, 2011; Van Essen and Glasser, 2014). The latter conclusion was drawn from
group-average MR data with structural area boundaries from a probabilistic cytoar-
chitectonic atlas based on post-mortem brains. In contrast, our results are based on
non-smoothed individual data and manual labels on the same individual defined on
undistorted cortex. This difference illustrates the severe difficulty of accurately locat-
ing features on smoothed cortical maps without reference to the individual anatomy.
To the authors knowledge, this work was the first one that compared inflated labels
directly to inflated patterns of intracortical intensity in one and the same subject. This
is a necessary step in assigning patterns to certain BAs, besides functional mapping
with fMRI.
In the last results section of this thesis, the computed profiles were classified observer-
independently to identify primary areas (section 7.4). This is a proof of concept of
the applied framework, since areas were identified that are already highlighted in T1
maps (fig. 7.5), such as heavily myelinated primary regions including putative BA 4,
1, 2, 17, 41, and 42. Other regions are also picked out due to noise from imaging and
image processing. A1 has high similarity values even though it was not labeled and
included in the subject-specific model profiles µROI. This indicates that the model
profiles could probably also be used across subjects. It is worth noting that a large
ROI in BA 3b was classified as being not heavily myelinated (fig. 7.7). This was due to
the average profile of BA 3b lying partly above the model profile of the cortex, whereas
the algorithm was designed to classify only areas as heavily myelinated that had single
profiles below the cortex model profile. This suggests that the classification algorithm
can be tweaked to other profile features to do more refined classifications.
111
112
Chapter 9
Conclusion and outlook
This project examined how well different coordinate systems of cortical depth match
the morphology of intracortical anatomical layers. The novel equi-volume model com-
putes a coordinate system that matches better than the earlier Laplace and equidistant
models. Therefore, equi-volume intracortical surfaces reflect cortical myeloarchitec-
tonic patterns with minimal artifacts from cortical curvature. The shapes of profiles
from 0.5 mm isotropic resolution T1 maps reflect cortical myeloarchitecture patterns
at different cortical depths. Profiles from the presented framework are a first step to-
wards automated in-vivo parcellation of intracortical structure. Future work needs to
be dedicated to improve image resolution and contrast-to-noise ratio, and to decrease
the noise in image processing. However, image processing can make even more of the
current data by incorporating extra information. More information could be obtained
for instance from group averages (Tardif et al., 2013c), or from different contrasts like
T∗2.
In this work, the surfaces and profiles computed with the previous Laplace and equi-
distant models were compared to the results yielded by the novel equi-volume layering
model. The Laplace coordinate system yields intracortical surfaces that fail to follow
anatomical layers, both on in-vivo (fig. 6.8C) and on ultra-high resolution post-mortem
data (figs. 6.1A, 6.2 E and H, 6.3A). Accordingly, Laplace profiles do not represent the
intracortical layer pattern correctly (fig. 6.5E). Thus, Laplace profiles should not be
used for observer-independent cortical analysis and parcellation.
The intracortical surfaces from the equidistant coordinate system still fail to follow
anatomical layers, but they are closer than the respective Laplace surfaces on ex-vivo
data (figs. 6.1B, 6.2 F and I, 6.3B). On lower resolution in-vivo data the equidistant
model might be an approximation to the equi-volume model (fig. 6.8D). However,
it was shown that the equidistant surfaces show some artifactual T1 patterns that
do not represent the intracortical myeloarchitecture (fig. 6.11C). This is because the
equidistant surfaces do not follow anatomical layers exactly, but instead cross between
different anatomical layers at places of high local curvature (fig. 6.11 A and B). This
reasoning is supported by experiments that show that the dependence of computed
lamina image intensity on cortical curvature is stronger using the equidistant model,
than using the equi-volume model (fig. 6.10 A, C and E).
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This intensity-on-curvature dependence is removed partly by the equi-volume model,
which yields surfaces with less artifactual patterns (fig. 6.11D). Equi-volume surfaces
with mapped unsmoothened T1 patterns from single subjects were computed at three
different cortical depths (fig. 7.5). The remaining dependence (fig. 6.10 B, D and F)
may be due to the radial fiber effect (section 8.1, last paragraph). The equi-volume
model is able to remove dependence on local cortical curvature from the computed
intracortical surface, because the distance between the surface and the intracortical
boundaries changes according to the varying local cortical curvature. This ensures that
the local volume fraction of modeled cortical segments is preserved (fig. 5.2). This way
of modeling and computing intracortical surfaces matches the geometry of anatomical
layers that also change their thickness to compensate for cortical curvature changes
in order to keep the volume fraction of cortical segments constant. This so-called
equi-volume principle was discovered by Bok (1929) (fig. 5.1).
Consequently, constructed equi-volume laminae that are chosen to match an anatomi-
cal layer at a certain location, e.g. in a gyral crown, are able to follow this anatomical
layer all along the observable cortex, e.g. even in the sulcal fundus where laminae
computed with previous models fail. This holds on post-mortem data (figs. 6.1C, 6.2
G and K, 6.3C, and 6.4) but also on lower resolution in-vivo data (fig. 6.8E). Hence,
computed equi-volume profiles do reflect the stria of Gennari at a constant equi-volume
cortical depth at ultra-high resolution of 150µm isotropic (fig. 6.5G). For lower resolu-
tion of 0.5 mm isotropic, equi-volume profiles still reflect cortical-area specific laminar
patterns best (fig. 6.7, 6.9C). The capability of an equi-volume profile reflecting the
laminar pattern is limited by segmentation inaccuracies and noise (section 8.2, third
paragraph). In large ROIs small segmentation errors cause the profile shape to vanish
(fig. 6.9E). However, even in these large ROIs the standard deviations along the equi-
volume profiles are lower than along the equidistant profiles, which is important for
all observer-independent applications (fig. 6.9 D and F).
Equi-volume profiles were used to analyze the intracortical structure of three different
Brodmann areas (BA) in the central sulcus region. At first, it was shown that profiles
from T1 maps of 0.5 mm isotropic resolution reflect the known myeloarchitecture of
the respective BAs better than profiles from T1 maps with 0.7 mm isotropic resolution
(fig. 7.1). Secondly, BA-specific profile shapes are preserved across subjects to a certain
degree (fig. 7.2). However, there are overlaps between group-average profiles (fig. 7.3D),
so that the profiles can not be used yet to discriminate the three areas observer-
independently. This means that cortical parcellations are not possible yet.
There are three main reasons why cortical parcellations are not possible yet with the
data and image processing tools used in this project. The first reason is the noise in
the fully-automatic segmentation (as discussed above and in the third paragraph of
section 8.2). Second reason is the resolution of 0.5 mm. This is still low compared to
the thickness of the cortex that is between 2 mm and 4 mm, and also compared to the
thickness of anatomical layers one wants to resolve (thickness of the stria of Gennari
is about 0.3 mm). The low resolution leads to considerable partial voluming between
the cortex and CSF or WM influencing the profile at the outer boundaries, but also
the surface mappings (especially BA 3b as discussed in section 8.2). Moreover, there is
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partial voluming between the cortical laminae, not allowing yet for example to see both
bands of Baillarger. The third reason is the low CNR of the T1 maps used. T1 maps
have a low CNR compared to T∗2 images, because they get their intracortical contrast
mainly from myelin (Koenig, 1991; Stu¨ber et al., 2014; Turner, 2013a), whereas T∗2
contrast is fed by two sources, namely myelin and iron (Fukunaga et al., 2010; Duyn,
2011; Deistung et al., 2013). However, only T1 maps are homogeneous enough for fully-
automatic segmentation algorithms (section 4.3.1), since T∗2 suffers from an intensity
dependence on the orientation of the myelinated fibers with respect to the direction
of the main magnetic field ~B0 (Cohen-Adad et al., 2012).
One possible solution to these problems is to generate better data with higher SNR.
The higher SNR could be traded off to increase the image resolution or its CNR. Higher
SNR can be obtained with the GRASE sequence (section 2.3.3). Another possibility
for getting higher SNR is to average more images in longer scanning sessions. Longer
sessions are possible with prospective motion correction, where the scanning sequence
parameters for the positioning are adapted to the subject’s motion. The resulting
image is free from motion artifacts (Schulz et al., 2012; Maclaren et al., 2013).
Despite the fact that a complete cortical parcellation is not possible yet, the observer-
independent primary-area classification in section 7.4) is a first step towards this goal.
It shows once more that the framework is coherent, since primary areas are highlighted
at the same locations as on the input T1 maps. The same profile assignment strategy
has already been applied to a non-primary area (Tardif et al., 2013b). Moreover, with
the equi-volume profiles from the framework presented in this work one can already
map Brodmann areas in the central sulcus region by incorporating information from
cytoarchitecture (Dinse et al., 2013).
One could incorporate even more information from other sources to parcellate the
cortex. Single-subject data could be enhanced by group-averages with a higher SNR.
This requires a registration procedure between the subjects that preserves intracortical
structure (Tardif et al., 2013c). Other sources of information are different contrasts
like T∗2 or susceptibility (Wharton and Bowtell, 2010; Deistung et al., 2013) that both
have a higher CNR than T1 maps. T
∗
2 or susceptibility images could be analyzed
with the surfaces and profiles computed from the T1 maps. This requires a good
registration algorithm as well, that is able to register the different contrasts. Another
type of image that could be processed with the equi-volume surfaces and profiles are
myelin maps that reflect the pure myelin content of the cortex. Myelin maps have
already been calculated for post-mortem data and need T1 and T
∗
2 contrast as inputs
(Stu¨ber et al., 2014). Further, the equi-volume surfaces and profiles can be used to
analyze functional layer-dependent MRI (Kim and Kim, 2010; Koopmans et al., 2011;
Olman et al., 2012). Other markers that also could help to parcellate the cortex are
cortical thickness (Fischl et al., 2002), or diffusion MRI that has been used to probe
structural differences within gray matter (Leuze et al., 2014).
The equi-volume model for analyzing cortical structure that was presented in this work
can be used to analyze ultra-high resolution volumetric post-mortem data, whether
derived from MRI or stacked histology, and thus improve cortical atlases. In-vivo
MR studies can also benefit from this novel cortical layering method. The improved
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analysis of cortical structure in-vivo will bring neuroscience one step further towards
correlating brain function with its cortical anatomy in one and the same subject.
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