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1 Einleitung
1.1 Motivation
Elektronische  Daten,  Informationen  und  deren  Verarbeitung  spielen  eine  zunehmend 
wichtige  Rolle  im  Alltag.  Die  Menge  elektronischer  Daten  über  Objekte,  denen  man 
tagtäglich  begegnet,  steigt  rasant.  Die  Nutzung  von  Informationen  über  Objekte  der 
realen  Welt  schreitet  auch  immer  weiter  voran,  und  vor  allem  wirtschaftliche  und 
strategische Interessen treiben den Hunger nach möglichst vielen Daten stets weiter.
Entsprechende Verfahren zur Verknüpfung von Daten, der Verarbeitung deren Semantik 
und  ähnliche  Entwicklungen,  bringen  die  Verwendung  solcher  Daten  immer  mehr  ins 
alltägliche Leben der Menschen.
In  Hoffnung  auf  einen  Mehrwert,  aus  Gründen  der  Effizienz  und  Kostenreduzierung, 
werden immer mehr Objekte mit  digitalen Daten versehen. Seien es kleine alltägliche 
Produkte aus dem Supermarkt oder sogar die Kennzeichnung ganzer Häuser für offizielle 
Pläne und Straßenkarten.
Drahtlose  Kommunikationsnetzwerke  (wie  WLAN,  RFID,  HSDPA,  u.a.)  stellen  die 
Infrastruktur zum Datenaustausch bereit, die auch den Anforderungen in einem  mobilen 
Umfeld gerecht werden.
Daten  mobiler  Objekte,  wie  die  Positionsangabe,  können  mittlerweile  von  recht 
preisgünstigen  Satelliten-Empfängern  für  die  weitere  Nutzung  geliefert  werden.  Die 
Anzahl an Personen, die digitale Daten über ihre eigene Position besitzt, wird durch die 
derzeit  steigende  Verbreitung  mobiler  Geräte  wie  Smartphones  und  GPS-
Navigationsgeräten immer höher.
Die Positionsbestimmung über Satelliten ist mittlerweile Bestandteil vieler elektronischer 
Geräte (wie z.B. Mobiltelefonen, PDAs und Netbooks), die im Alltag, oft mobil,  von der 
breiten Masse der Menschen genutzt wird. Kartenmaterial ist außerdem in großen Mengen 
vorhanden und wird zwangsläufig laufend erweitert.
Neben einem GPS-Empfänger, verfügen mittlerweile auch einige Geräte (wie z.B. Laptops, 
Smartphones oder digitale Fotokameras) über Orientierungssensoren und Videokameras. 
Solche Eingabegeräte erhöhen den Informationsgehalt der zu verarbeitenden Daten und 
können so zusätzlichen Nutzen generieren.
Die  immer  effizientere  Stromversorgung  trägt  außerdem  dem  Wunsch  nach  höherer 
Mobilität Rechnung.
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Zur Visualisierung der gewonnenen Daten stehen immer mehr, und vor allem flexiblere 
Möglichkeiten zur Verfügung. Die an unterschiedliche Einsatzgebiete angepasste Form der 
Bildwiedergabe  und  verbesserte  Bedienungsmöglichkeiten  kommen  der  praktischen 
Verwendung im Alltag immer mehr entgegen. Der Trend zu transparenten Displays und 
Miniatur-Projektoren dürfte auch in Zukunft nicht abnehmen.
All  diese  Neuerungen  werden  zunehmend  preiswerter  und  immer  besser  in  die 
bestehende Infrastruktur integriert.
Es  ist  vorwiegend  eine  technisch  getriebene  Entwicklung,  die  die  Kombination  neuer 
Werkzeuge  (wie  z.B.  GPS-Empfänger,  mobile  Computer  und  Netzwerke,  flexible 
Bildschirme, ...) erlaubt.
Schließlich  drängt  sich  die  Frage  auf,  in  welcher  Weise  sich  diese  technische 
Weiterentwicklung für den Menschen sinnvoll nutzen lässt.
Inwieweit können diese Errungenschaften die Arbeit der Menschen erleichtern, die Kosten 
senken oder die Gesundheit und Sicherheit erhöhen ?
Wie sieht die Anwendbarkeit in der Praxis aus ? Können diese technischen Werkzeuge den 
komplexen Anforderungen von Mensch und Umwelt entsprechen ?
In den folgenden Kapiteln möchte ich den Einsatz solcher modernen digitalen Hilfsmittel 
näher untersuchen und deren möglichen Nutzen in der Praxis diskutieren.
1.2 Beschreibung des Systems
Das hier beschriebene System (siehe auch Kapitel 4) soll einen Beitrag zur technischen 
Weiterentwicklung  und  Gewinnung neuer  Erkenntnisse  in  der  Augmented  Reality  (AR, 
siehe Kapitel 2) leisten. 
In der Augmented Reality kommt es in Echtzeit zu einer Verschmelzung der virtuellen und 
realen Welt. Durch diese unmittelbare Verschmelzung können vom Benutzer sehr schnell 
zusätzliche  Informationen  gewonnen  werden,  die  wiederum einen  Mehrwert  erzeugen 
können und somit von Nutzen sind.
Um solche Informationen zu erhalten, muss zuerst eine Große Menge an Daten generiert, 
verarbeitet  und  in  verwendbare  Form  gebracht  werden.  Die  Daten  werden  von 
verschiedenen Geräten erzeugt und liegen somit in unterschiedlicher Weise vor. Deshalb 
müssen  alle  einzelnen  Komponenten  über  definierte  Schnittstellen  in  das 
(Gesamt-)System  integriert  werden.  Danach  können  die  Daten  vereinheitlicht  und 
aggregiert  werden.  Schlussendlich  sollen  diese  vom Menschen  möglichst  einfach  und 
intuitiv aufgenommen werden können.
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Um das von mir beschriebene System anschaulich darzustellen, möchte ich eine grobe 
Systemarchitektur  definieren,  die  die  einzelnen  Komponenten  und  deren 
Zusammenwirken im Überblick darstellt (siehe Abbildung 1).
Die elementaren Komponenten ergänzen und unterscheiden einander hinsichtlich ihrer 
Aufgabe  und  Funktionsweise.  Die  Herausforderung  besteht  darin,  die  einzelnen 
Bestandteile so in ein gesamtes System zu integrieren, dass brauchbare Informationen 
gewonnen  werden  können.  Die  verschiedenen  Hardwarekomponenten  eines  solchen 
Systems werden über angepasste Schnittstellen mit dem Kern verbunden und über eine 
Software gesteuert.
Eine  grundlegende  Komponente,  die  der  Kernsoftware  Bescheid  gibt,  wo  sich  der 
Benutzer, bezogen auf die Umwelt befindet, ist die Positionsbestimmungseinheit. Sie ist 
für  die  exakte  Positionsbestimmung  im  dreidimensionalen  Raum zuständig  und  muss 
laufend Daten an die Verarbeitungssoftware liefern. In der Praxis können dafür etwa die 
Satellitennavigation, die Ortung über drahtlose Netzwerke oder ähnliche Systeme dienen.
Parallel  dazu  ist  die  Orientierungseinheit  für  die  Ermittlung  der  Blickrichtung  des 
Benutzers  zuständig.  Durch  präzise  Sensoren,  wie  sie  auch  etwa  in  der  Flugtechnik 
Verwendung finden, können Neigung, Ausrichtung und Bewegung des Kopfes gemessen 
und digital verwendet werden.
Außerdem  kann  der  Benutzer  auf  unterschiedliche  Art  und  Weise  über  eine 
Benutzerschnittstelle mit dem System kommunizieren und dieses steuern.
Zusätzlich können über diverse Netzwerke hilfreiche Daten ausgetauscht und unmittelbar 
verwertet werden.
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Diese  Eingabeeinheiten  leiten  die  gewonnen  Daten  an  die  Verarbeitungseinheit  (z.B. 
mobilen Computer) weiter. 
Zu den Aufgaben der Verarbeitungseinheit gehört das Lesen, Aufbereiten und Verknüpfen 
der Daten. Dazu sind mitunter Berechnungen und Umwandlungen notwendig, um die von 
den  Eingabeeinheiten  gewonnen  Informationen  danach  für  die  (optisch)  aufbereitete 
Darstellung bzw. für die anderweitige Ausgabe verwenden zu können.
Schließlich  kann  die  Ausgabe  über  eine  Feedback-Schleife  wieder  in  die  Eingabe  des 
Systems einfließen, um Erkenntnisse über die Umwelt zu gewinnen und die Leistung zu 
verbessern.
1.3 Einsatzmöglichkeiten
Die Verwendungsmöglichkeiten eines solchen Systems hängen natürlich in hohem Maß 
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Abbildung 1: Grobe Struktur des Systems
von der Zuverlässigkeit und Bedienbarkeit im praktischen Einsatz ab. Hoch professionelle 
Systeme wurden bereits aus militärischen Interessen entwickelt und finden beispielsweise 
in  der  Luftfahrt  Verwendung.  So  können  manche  Hubschrauberpiloten  über  Head-Up-
Displays (HUD) wichtige Informationen in Echtzeit  einsehen, während sie Flugmanöver 
durchführen.
Ähnliche,  aber  etwas  einfachere  Systeme,  werden in  modernen Autos  verwendet,  um 
wichtige Informationen auf die Windschutzscheibe zu projizieren und somit den Blick des 
Lenkers in Richtung Fahrbahn zu belassen.
Denkbar  wären  Einsatzmöglichkeiten  in  der  Bergrettung,  bei  der  die 
Hubschrauberbesatzung  wichtige  Informationen  einsehen  könnte.  Insbesondere  bei 
schlechter  Sicht  (z.B.  Nebel,  Schneesturm,  Regen,  Dunkelheit,  Staub,  ...)  könnte  der 
Einsatz eines mobilen Augmented Reality System von Nutzen sein.
Ähnliche Szenarios wären im Flugbetrieb auf den Bodenstationen vorstellbar. So könnte 
das  Bodenpersonal  bzw.  der  Tower  (Flug-)Objekte  trotz  schlechter  Sichtverhältnisse 
erkennen.
Benutzer  solcher  Tracking-  und  Visualisierungssysteme  (z.B.  die  Einsatzleitung  im 
Katastrophenschutz) könnten auch Einsatzkräfte von einem hohen Standpunkt aus leiten.
Eventuell  möglich wäre der Einsatz  auch bei  sehbehinderten Personen,  die durch den 
dreidimensionalen Raum navigiert werden könnten.
Einsatzkräfte,  wie  die  Feuerwehr,  könnten  Kartenmaterial  über  Fluchtwege, 
Treppenhäuser und Aufzüge zur Verwendung in solchen Systemen nutzen.
Geologen könnten bestimmte Landstriche beobachten und interessante Informationen zur 
Bodenbeschaffenheit, Wasser- oder Luftzusammensetzung einsehen. 
Ähnliches  wäre  beim  Blick  auf  unterirdische  Infrastrukturen,  wie  Kabelleitungen, 
Wasserleitungen und Tunnels interessant.  Hinter  Mauerwerk befindliche Rohrleitungen, 
Kamine und Luftschächte könnten visualisiert werden.
Ein solches System kann mit Hilfe in Echtzeit aufbereiteter, visualisierter Informationen 
die  Planung,  Kontrolle,  Orientierung  und  Steuerung  von  Prozessen  durch  die  rasche 
Aufnahme über die Sinnesorgane (wie das Auge) verbessern.
AR-Systeme, die die Realität um die optische Wahrnehmung erweiterten, können  Boden 
zu Boden, Luft zu Luft, Boden zu Luft oder Luft zu Boden verwendet werden.
Ein  Einsatz  kann insbesonders bei  schlechten Sichtverhältnissen,  wie sich im Sichtfeld 
befindlichen  Objekten,  Nebel,  Sand,  Regen,  Schnee,  großen  Distanzen,  unwegsamen 
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Gebieten,  ungenügend Licht oder sonstigen,  durch schlechte Umweltbedingungen (wie 
Gegenlicht, Lichtstörungen, Reflexionen, usw.) beeinträchtigten Situationen, hilfreich sein.
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2 Augmented Reality
2.1 Allgemeines
Bewegt man sich in einer realen Umgebung (also z.B. im freien Feld, in der Stadt, in der 
Luft,  ...),  so  existieren  bereits  oft  Informationen,  die  von  Interesse  sind,  jedoch 
normalerweise nicht ohne Weiteres für den Menschen verwendet werden können. In einer 
urbanen  oder  natürlichen  Umgebung  beispielsweise  kann  eine  solche,  in  Echtzeit 
gelieferte und kontextbezogene Information, von Nutzen sein. Somit kann dem Benutzer 
erweitertes Wissen über seine Umgebung zur Verfügung gestellt werden [Romao02].
Bei der Nutzung von Augmented Reality Systemen wird die Wahrnehmung der realen Welt 
mit  Hilfe  elektronischer  Hilfsmittel  um bestimmte Elemente  erweitert.  In  der  Literatur 
findet man in diesem Zusammenhang oft den Bergriff „Mixed Reality”. Eine interessante 
Darstellung  dieser  Mixed  Reality  beschreiben  Milgram,  Takemura,  Utsumi  und Kishino 
[Milgram94].
Sie definieren ein „Reality-Virtuality Continuum“, das sich von der realen Umwelt (Real 
Environment)  über die  Augmented Reality  (AR) und Augmented Virtuality  (AV) bis  zur 
Virtual  Environment  (VE),  also  der  komplett  virtuellen  Welt,  erstreckt.  Abbildung  2 
veranschaulicht den eindimensionalen Zusammenhang dieser Begriffe. 
Ganz links des Kontinuums wird die Umwelt durch reale Objekte beschrieben, die durch 
Beobachtung der realen Welt wahrgenommen werden können. Im Gegensatz dazu wird 
am anderen Ende ganz rechts eine Umwelt, die nur aus künstlichen Objekten, welche mit 
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Abbildung 2: Reality-Virtuality Continuum
Hilfe von computergenerierten Grafiken erzeugt werden, dargestellt. Der Benutzer nimmt 
in diesem Fall  die reale  Welt  um sich nur sehr eingeschränkt wahr (insbesondere die 
visuelle  Wahrnehmung).  Alles  was  dazwischen  liegt,  gehört  zum  Bereich  der  Mixed 
Reality, in der die reale Welt und virtuelle Objekte gemeinsam dargestellt werden. In der 
Augmented Virtuality werden reale Objekte zu virtuellen hinzugefügt.
Das  in  dieser  Arbeit  beschriebene  System lässt  sich  am ehesten  in  den  Bereich  der 
Augmented  Reality  einordnen,  wobei  sich  natürlich  einige  Überschneidungen  bis  zur 
Virtual Environment (auch oft „Virtual Reality“ oder deutsch „Virtuelle Realität“ genannt) 
ergeben.
In der virtuellen Realität begibt sich der Benutzer in eine vollkommen synthetische Welt, 
in der Elemente oft jenen der realen Welt nachgebildet werden. Die visuelle Darstellung 
erfolgt oft  über Head-Mounted-Displays (HMD), welche die Sicht des Benutzers auf die 
Anzahl  der  gebotenen Pixel  einschränken und in  der Bildqualität  somit  weit  unter der 
vollen Wahrnehmungsmöglichkeit des menschlichen Auges liegen.
In der virtuellen Realität können physikalische Gesetze wie die Gravitation, die Zeit oder 
Materialeigenschaften deutlich von den tatsächlichen Größen abweichen, da sie in einer 
virtuellen Umgebung dargestellt werden. In der realen Welt müssen diese physikalischen 
Gesetze natürlich ihre Gültigkeit bewahren.
Die Augmented Reality hingegen erlaubt es dem Benutzer reale Objekte wahrzunehmen, 
mit  dem Unterschied,  dass virtuelle  Objekte die  Sicht  überlagern können.  Sie  ergänzt 
sozusagen die reale Welt um virtuelle Elemente, die im Idealfall möglichst nahtlos in die 
reale Umwelt integriert werden [Azuma97].
In manchen Fällen kann es auch sinnvoll sein, reale Objekte absichtlich auszublenden. So 
könnte ein Augmented Reality System in der Architekturplanung ein real existierendes 
Objekt  mit  einem virtuellen  Objekt  überblenden,  welches  in  Zukunft  an  dieser  Stelle 
stehen sollte.
 
Für Azuma kennzeichnen folgende Eigenschaften die Augmented Reality:
● reale und virtuelle Objekte werden in der realen Umwelt kombiniert,
● ein AR-System läuft interaktiv und in Echtzeit, und
● reale und virtuelle Objekte werden aneinander ausgerichtet.
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Diese  Eigenschaften  beschränken  jedoch  keinesfalls  die  Art  und  Weise,  wie  die 
Informationen  für  den  Benutzer  (visuell)  aufbereitet  werden.  Das  heißt,  dass  die 
Aufbereitung  nicht  notwendigerweise  über  ein  Head-Mounted-Display  erfolgen  muss. 
Genauso wenig ist die Wahrnehmung auf optische Reize beschränkt. In der Augmented 
Reality können potentiell alle menschlichen Sinne erweitert werden.
In vielen Fällen können ortsbezogene Informationen in Augmented Reality Systemen von 
großem Nutzen sein. So kann die Position des Benutzers in die internen Berechnungen 
und die Präsentation der Informationen einbezogen werden. Auf diese Weise kann das 
Spektrum um abstrakte und räumliche Aspekte sinnvoll erweitert werden [Schmal03].
2.2 Motivation und  Ziele der Augmented Reality 
Durch  die  Nutzung  von  Augmented  Reality  soll  es  dem  Anwender  möglich  werden, 
sinnvolle  Informationen,  die  vor  allem  mit  der  unmittelbaren  Umgebung  im 
Zusammenhang stehen, zu erhalten.
Oft  sind  solche  Informationen  bereits  vorhanden,  können  jedoch  unter  normalen 
Umständen  (Real  Environment,  siehe  Abbildung  2)  nicht  ohne  Weiteres  (mangels 
technischer Unterstützung) vom Benutzer aufgenommen werden.
Mit  Hilfe  eines  AR-Systems  kann  dem  Nutzer  beispielsweise  eine  kontext-  und 
ortsbezogene Information über ein Head-Mounted-Display übermittelt  werden. Dadurch 
soll  die  Wahrnehmung  der  Umgebung  erweitert  und  effizienter  werden.  Es  ist  auch 
möglich, Informationen zu erhalten, die durchs freie Auge nicht wahrnehmbar wären.
Um dies zu bewerkstelligen, müssen die zur Verfügung gestellten Daten georeferenziert 
und Funktionen eines geografischen Informationssystems (GIS, Geographical Information 
System) für die Übertragung der virtuellen in die reale Welt geboten werden [Romao02].
2.3 Probleme und Grenzen der Augmented Reality
Der  Benutzer  eines  Augmented  Reality  Systems  sollte  möglichst  gut  wahrnehmbare 
Informationen geliefert bekommen, um sie in der Praxis nutzen zu können. Ein solches 
System besteht aus einer Menge funktional abhängiger Module, die möglichst effizient 
zusammenarbeiten müssen:
• Die Position und die Blickrichtung müssen elektronisch erfasst und für die visuelle 
Darstellung aufbereitet werden.
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• Die notwendigen (umgebungsbezogenen) Informationen müssen verwaltet und in 
strukturierter Form verarbeitet werden. 
• Die Registrierung synthetischer Bilder mit realen Objekten (stellt derzeit eine große 
Herausforderung dar) muss durchgeführt werden. 
• Schließlich  müssen  all  diese  Daten  in  geeigneter  Form  präsentiert  werden 
[Romao02].
Die steigende Komplexität, die insbesonders durch die Anzahl der Hardwarekomponenten 
und die Software entsteht, geht mit erhöhter Fehleranfälligkeit einher. Die Genauigkeit 
der Messungen bzw. der Berechnungen spielt bei der Verwendung eine entscheidende 
Rolle,  da  die  Wahrnehmungsfähigkeit  des  Menschen  schon  geringste  Abweichungen 
erkennt.
Die Zuverlässigkeit und die Ausfallsicherheit sind besonders bei kritischen Anwendungen 
von  entscheidender  Bedeutung  und  müssen  beim  Einsatz  von  Augmented  Reality 
Systemen berücksichtigt werden. 
2.4 Bestandteile eines Mobilen Outdoor Augmented Reality  
Systems
2.4.1 Positionsbestimmung durch Nutzung des GPS
2.4.1.1 Entwicklung des GPS
Das  Global  Positioning  System  (GPS)  ist  das  derzeit  weltweit  meist  genutzte 
Satellitennavigationssystem.  Es  wurde in  den USA vom „United  States  Department  of 
Defense“ unter dem offiziellen Namen „NAVSTAR GPS“ (Navigation System with Timing 
And Ranging Global Positioning System) entwickelt. Im Jahre 1977 wurde der erste Satellit  
gestartet. Am 17. Juli 1995 erklärte das „U.S. Air Force Space Command“ (AFSC) mit der 
Erfüllung  der  „Full  Operational  Capability“1 die  Ziele  des  ursprünglichen  Designs  als 
erreicht.  Diese sahen vor allem vor,  dass einem GPS Nutzer,  egal ob in Ruhe oder in 
Bewegung,  genaue  Informationen  über  seine  dreidimensionale  Position,  seine 
Geschwindigkeit,  sowie  über  die  Zeit  überall  auf  oder  nahe  der  Erde  ständig  zur 
Verfügung gestellt werden sollten. Am 15. März 2008 ging der derzeit aktuellste BlockIIR-
M  Satellit  in  Betrieb.  Die  aktuelle  Konstellation  besteht  aus  32  BlockII/IIA/IIR/IIR-M 
Satelliten.2 Weitere  Modernisierungsmaßnahmen wurden  2000  im U.S.  Kongress  unter 
dem Namen „GPS III“ beschlossen. 
1 http://tycho.usno.navy.mil/gpsinfo.html   (13.10.2008)
2 http://tycho.usno.navy.mil/gpscurr.html   (13.10.2008)
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Man unterscheidet drei Phasen des Aufbaus des GPS. 
Die erste Phase (1974-1979), auch Überprüfungsphase genannt, untersuchte vor allem 
die  Konzeption  und  Kosten.  Von  1979-1985  konzentrierte  man  sich  in  der 
Entwicklungsphase auf  die  technische Entwicklung.  Es  wurden  erste  Prototypsatelliten 
gestartet  und  wichtige  Entwicklungsarbeit  für  Empfangssysteme  geleistet.  Schließlich 
wurde das GPS-System von 1985-1995 in der Ausbauphase nach und nach voll ausgebaut. 
Im Februar 1989 wurde der erste Block II Satellit  in seine Umlaufbahn befördert. 2007 
befanden sich insgesamt 28 aktive Satelliten im Orbit. Vier davon gehörten zum Block II, 
18 weitere zum Block IIA und 6 moderne zum Block IIR (R steht für „replenishment“). Die 
neuen  Block  IIR-Satelliten  können  im  Vergleich  zu  ihren  Vorgängern  vom Boden  aus 
umprogrammiert werden, verfügen über zwei ständig in Betrieb befindliche Atomuhren, 
haben mehr Treibstoff zur Verfügung, um eventuelle Positionswechsel durchzuführen, und 
haben außerdem die Fähigkeit des „cross link ranging“, mit dem Bahndaten weitgehend 
unabhängig  vom  Kontrollzentrum  berechnet  werden  können.  Aus  militärischer  Sicht 
wichtig ist außerdem die Fähigkeit bis zu 180 Tage lang ohne Kontakt zur Bodenstation 
die Bahndaten autonom zu berechnen. Deren Nachfolger, die IIF Satelliten, sollen eine 
Lebensdauer von 15 Jahren haben und werden L5- und M-Signale ausstrahlen, wodurch 
die Positionsgenauigkeit  auf  0,5 m erhöht werden soll.  2010 sollen Block III  Satelliten 
Positionsangaben im dm-Bereich liefern.
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Abbildung 3: Satelliten und deren Umlaufbahn 
um die Erde
Das GPS besteht aus mindestens 24 Satelliten (derzeit 28) die mit den Bodenstationen 
über Mikrowellensignale in Verbindung stehen. Die Satelliten umkreisen in einer Höhe von 
20180 km in sechs unterschiedlichen, um 55 Grad zum Äquator geneigten Bahnen, die 
Erde, womit von jedem Punkt der Erde eine Funkverbindung zu mindestens vier Satelliten 
möglich sein soll.  Vier Stück sind die Mindestanzahl,  um eine räumliche Ortung, unter 
Einbeziehung  der  Höhe,  zu  ermöglichen.  Jeder  Satellit  hat  Atomuhren  an  Bord  und 
umkreist die Erde in genau einem Sternentag (an einem Sternentag dreht sich die Erde 
exakt einmal um 360 Grad).
Die  amerikanischen  Luftstreitkräfte  (genauer  die  „United  States  Air  Force  50th State 
Wing“) sind für die laufende Verwaltung, dieses mit jährlich etwa 750 Millionen US Dollar 
zu  Buche  schlagenden  Systems,  zuständig.  Das  System  wurde  vorrangig  unter 
militärischen Gesichtspunkten entwickelt, ist jedoch für die zivile Nutzung frei verfügbar 
(vorausgesetzt,  dass  der  Benutzer  über  einen  funktionsfähigen  GPS-Empfänger  und 
ausreichenden GPS-Empfang verfügt). 
Der freie zivile Zugang hat auch dazu beigetragen, dass die Nutzung des GPS weltweit für 
unterschiedlichste  Einsatzzwecke  Verwendung  findet.  Vor  allem im Vermessungs-  und 
Ortungswesen, sowie in der Navigation spielt das GPS eine wichtige Rolle. 
Die drei elementaren Fähigkeiten des GPS 
• „absolute location“ (absolute Ortung), 
• „relative movement“ (relative Bewegung) und 
• „time transfer“ (Zeitmessung)
werden  alle  mehr  oder  weniger  in  unterschiedlichsten  Anwendungen  genutzt.  Die 
absolute Ortung vor allem zur Überwachung und Navigation. Die Erfassung der relativen 
Bewegung  (welche  anhand der  Koordinaten  und der  Zeit  abgeleitet  werden  kann)  ist 
interessant,  um die  aktuelle  lokale  Geschwindigkeit  und die  Orientierung (anhand der 
letzten Bewegung) zu berechnen. Die Möglichkeit die Zeit weltweit und jederzeit exakt zu 
messen,  kann  beispielsweise  in  Kommunikationssystemen  (Synchronisation)  genutzt 
werden. 
Um sich gegen die feindliche Nutzung von GPS zu schützen, kontrollieren die USA den 
Export von GPS-Empfängern, die hinsichtlich ihrer Verwendung (bei einer Höhe von 60000 
ft und einer Geschwindigkeit von 1000 Knoten) beschränkt sind.3 
3 Arms Control Association, Missile Technology Control Regime, www.armscontrol.org
Seite 17 von 122
Im  Gegensatz  zum  zivilen  Signal  „SPS“  (Standard  Positioning  Service),  darf  das 
militärische  Signal  „PPS“  (Precise  Positioning  Service)  nur  von  autorisierten  Stellen 
genutzt werden.
Die Anzahl der GPS-Empfänger ist in den letzten Jahren bemerkenswert gestiegen, da die 
Preise für dieselben niedriger und die Einsatzmöglichkeiten immer vielfältiger wurden. Der 
Anteil  der  privaten  Nutzer  hat  sich  ebenfalls  beträchtlich  erhöht.  [Wikipedia,  Global
Positioning System] 
Im  2.  Quartal  des  Jahres  2007  wurden  weltweit  7,4  Millionen  Geräte  zur  mobilen 
Navigation verkauft, was einer Steigerung von 116% gegenüber dem Vorjahr entspricht.4 
In  den  Vereinigten  Staaten  (die  einen  Anteil  von  23% vom weltweiten  Markt  haben) 
wurden  im  letzten  Quartal  2006  mehr  Geräte  verkauft  als  in  den  3  vorangegangen 
Quartalen zusammen.5 Eine weitere interessante Beobachtung ist, dass (Stand: 2. Quartal 
2008)  bereits  38%  der  sogenannten  „Smartphones“  über  einen  eingebauten  GPS-
Empfänger verfügen und 58% über eine integrierte Wi-Fi-Schnittstelle.6
2.4.1.2 Beschreibung der drei Segmente des GPS
Das GPS kann in ein Weltraumsegment, ein Kontrollsegment und ein Benutzersegment 
eingeteilt  werden. Ersteres betrifft  alle  Satelliten,  die  sich im Weltraum befinden.  Das 
Kontrollsegment umfasst alle zur Überwachung und Steuerung dienenden Bodenstationen 
des  Systems  (Hauptquartier,  Monitorstationen  und  Antennen).  Das  Benutzersegment 
beinhaltet  den  Bereich  der  zivilen  und  militärischen  Anwendungen  des  Systems. 
Abbildung 4 beschreibt deren Zusammenwirken.
4 http://www.canalys.com/pr/2007/r2007083.htm   (13.10.2008)
5 http://www.canalys.com/pr/2007/r2007031.htm   (13.10.2008)
6 http://www.canalys.com/pr/2008/r2008082.htm   (13.10.2008)
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Weltraumsegment
Das Weltraumsegment besteht derzeit aus 28 aktiven Satelliten, die gleichzeitig auf sechs 
unterschiedlichen Bahnen die Erde ständig umkreisen. Aufgrund der Rotation der Erde 
befindet sich der selbe Satellit nach 23h und 56min wieder an seinem Ausgangspunkt. 
Abbildung  5 zeigt  den  Wirkungsbereich  eines  Satelliten,  der  sich  genau  über  dem 
Schnittpunkt des Äquators und des Null-Meridians befindet. Der Wirkungsbereich ist jener 
Bereich, in dem die Signale des Satelliten empfangen werden können. Die Satelliten sind 
normalerweise so verteilt, dass mindestens vier unterschiedliche Signale gleichzeitig auf 
die Erde treffen. Diese Anzahl ist notwendig, um die Koordinaten und die Höhe des GPS-
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Abbildung 4: Weltraum-, Kontroll- und Benutzersegment des 
GPS
Abbildung 5: Wirkungsbereich eines Satelliten mit Schnittpunkt  
Äquator/Nullmeridian
Empfängers eindeutig zu bestimmen.
Alle Satelliten senden auf einer Frequenz von 1575,42 Mhz Daten aus, die durch die an 
Bord befindlichen Atomuhren untereinander synchronisiert sind. Mit einer Taktrate von 50 
Bit pro Sekunde werden Informationen, wie 
● Satellitenzeit und Synchronisationssignale
● präzise Bahndaten des Satelliten (Ephemeriden)
● Zeitkorrekturinformationen zur Bestimmung der exakten Satellitenzeit
● ungenauere Bahndaten aller Satelliten (Almanach)
● Korrektursignale zur Berechnung der Laufzeit
● Daten über die Ionosphäre
● und Informationen über den technischen Zustand des Satelliten
übermittelt.
Da  die  Übertragungszeit  sämtlicher  Informationen  etwa  12,5  min  beträgt,  sollte  der 
Benutzer diese Zeitspanne abwarten, um möglichst genaue Ergebnisse zu erhalten (siehe 
GPS-Navigationsnachricht in Abbildung 8).
Jeder Satellit sendet regelmäßig ein nur ihm zugeordnetes und nur einmal vorkommendes 
Muster aus einer scheinbar zufälligen Folge (Pseudo Random Noise Code, PRN) aus. Mit 
dessen Hilfe kann der Benutzer den Satelliten eindeutig identifizieren und die Laufzeit der 
Signale messen.
Kontrollsegment
Das militärische Kontrollsegment besteht aus einer Reihe von Stationen, die die Kontrolle 
und Steuerung der Satelliten ermöglichen. Um die für die Echtzeitnavigation benötigten 
Navigationsdaten  zu  erzeugen,  müssen  die  Bahndaten  und  das  Verhalten  der 
Satellitenuhren beobachtet und extrapoliert werden. Danach werden diese Vorhersagen 
über Bahndaten und das Uhrenverhalten an die Satelliten geschickt, die diese wiederum 
für die Weitergabe an das Benutzersegment verwenden können [Bauer03]7.
Das Kontrollsegment (Operational Control System, OCS) besteht aus einem Hauptquartier 
und aus fünf mit Atomuhren ausgestatteten Monitorstationen, welche sich weltweit in der 
Nähe  des  Äquators  verteilt  befinden.  Zusätzliche  drei  Bodenstationen  übermitteln  die 
notwendigen Informationen an die Satelliten. Zu den wichtigsten Aufgaben gehören die 
Beobachtung  der  Satellitenbewegungen  und  die  Berechnung  der  Bahndaten 
7 Bauer, S. 158
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(Ephemeriden). Das Kontrollsegment überwacht die Satellitenuhren und ist auch für die 
Zeitsynchronisation  der  Satelliten  zuständig.  Außerdem  werden  dort  Bahndaten  und 
technische Informationen übermittelt  [Zogg02]8.
Derzeit befinden sich folgende Stationen weltweit verteilt auf der Erde:
● Colorado Springs (USA): Master Control Station, Monitor Station
● Gaithersburg,  Maryland  (USA):  Master  Control  Station  (springt  im  Falle  eines 
Ausfalls der ersten Monitor Control Station ein)
● Cape Canaveral, Florida (USA): Monitor Station, Ground Antenna
● Kwajalein (Atoll der Marshall Insel im Pazifik): Monitor Station, Ground Antenna
● Diego Garcia (Indischer Ozean): Monitor Station, Ground Antenna
● Ascension (südlicher Atlantik): Monitor Station, Ground Antenna
● Hawaii: Monitor Station
Die  Monitorstationen  stellen  der  Master  Control  Station  ihre  gesammelten  Daten  zur 
Verfügung,  damit  diese  dann  die  Satellitenbahndaten  und  das  Verhalten  der 
Satellitenuhren  extrapolieren  und  berechnen  kann.  Das  Ergebnis  wird  dann  in  eine 
Navigationsnachricht (Navigation Message) verpackt und über die Ground Antenna an die 
entsprechenden Satelliten gesendet.
Zusätzlich zu den vorher genannten Stationen liefert die „National Imagery and Mapping 
Agency“  (NIMA)  Beobachtungsdaten,  die  in  die  Berechnungen  der  Satellitenbahnen 
einfließen.
Die Genauigkeit der in Echtzeit berechneten (extrapolierten) broadcast-Bahndaten liegt 
bei  etwa 2-5  m.  Genauere  Positionsinformationen  kann  man  im Nachhinein  über  den 
zivilen „International GPS Service“ (IGS, igscb.jpl.nasa.gov) beziehen. Der IGS berechnet 
auf Datengrundlage von etwa 100 weltweit verteilten Beobachtungsstationen die Orbits 
der Satelliten. Mit einer zeitlichen Verzögerung von etwa zwei Wochen werden die auf 
einige Zentimeter genauen Daten laufend veröffentlicht [Bauer03]9.
Von Januar 1994 bis Mai 2000 wurden die Positionsangaben aus militärischem Interesse 
für  zivile  Nutzer  absichtlich  verschlechtert  (auf  etwa  100  m genau).  Diese  künstliche 
Verfälschung der Signale (Selective Availability, SA) kann jederzeit regional oder global 
von den USA ein- und ausgeschaltet werden [Zogg02]10.
8 Zogg, S. 210
9 Bauer, S. 158
10 Zogg, S. 211ff
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Benutzersegment
Nach ca. 67 ms kommen die vom Satelliten ausgesendeten Signale beim Empfänger auf 
der Erde an. Diese Dauer ist entscheidend für die Berechnung der genauen Position. Mit 
Hilfe  der Laufzeit  der Signale  kann die genaue Entfernung zu jedem Satelliten eruiert 
werden und in weiterer Folge die Breite, Länge und Höhe des GPS-Empfänger, sowie die 
Zeit bestimmt werden. Zur genauen Berechnung der Position ist der Empfang von vier 
unterschiedlichen Satellitensignalen notwendig. 
Der grobe Aufbau eines GPS-Empfängers wird in Abbildung 6 dargestellt.
Die schwachen Satellitensignale werden auf einer Frequenz von 1572,42 Mhz über die 
Antenne empfangen. Der LNA (Low Noise Amplifier) verstärkt das Signal bevor störende 
Einflüsse anderer Signale mit dem HF-Filter entfernt werden. Danach wird das  analoge 
GPS-Signal  mit  der  Frequenz  des  Lokaloszillators  gemischt  und  mit  einer 
Verstärkungsregelungsstufe  (Amplitude  Gain  Control,  AGC)  konstant  gehalten  und 
digitalisiert.  Im  Zwischenfrequenzfilter  (ZF-Filter)  werden  die  in  der  Mischstufe 
entstandenen Spiegelfrequenzen auf einen zulässigen Pegel reduziert. 
Der Signalprozessor kann gleichzeitig  verschiedene Satellitensignale  korrelieren (durch 
ständiges vergleichen von Codes) und dekodieren. Danach gibt er sämtliche ermittelte 
Daten (z.B. Laufzeiten der Satelliten) aus. 
Der Controller, der sowohl mit einem RAM (Random Access Memory) als auch ROM (Read 
Only  Memory)  ausgestattet  ist,  berechnet  anhand  dieser  Daten  alle  für  die 
Benutzerausgaben benötigten Werte, wie Position, Zeit, Geschwindigkeit und Kurs. 
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Abbildung 6: Grober Aufbau eines GPS-Empfängers
Über die Ein- und Ausgabegeräte kann der Benutzer mit dem GPS-Empfänger interagieren 
[Zogg02]11.
2.4.1.3 Relative GPS-Positionierung
Die Genauigkeit der Positionsangaben, die ein GPS-Empfänger liefert, ist von einer Menge 
von Einflussfaktoren abhängig. Durch die relative GPS-Positionierung (Differential Global 
Positioning System, DGPS) können viele Fehlerquellen (wie z.B. Orbitfehler, die Refraktion 
oder Satellitenuhrfehler) deutlich reduziert werden. 
Wie  der  Name schon sagt,  werden  bei  der  relativen  GPS-Positionierung  nicht  nur  die 
absoluten  GPS-Signale  der  Satelliten  verwendet,  sondern  auch  Daten  von  GPS-
Referenzmeßstationen,  die  sich  in  der  Nähe  des  GPS-Empfängers  befinden.  GPS-
Referenzmeßstationen  kennen  ihre  absolute  Position  sehr  genau  und  können  durch 
Differenzbildung  dieser  bekannten  Daten  von  den  abweichenden  GPS-Signalen  die 
Ungenauigkeit berechnen. Diese Abweichung wird dann zum GPS-Empfänger übertragen. 
Abbildung 7 beschreibt dieses Konzept.
11 Zogg, S. 213
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Abbildung 7: Differenziells GPS (DGPS)
Durch die Einbeziehung der relativen Daten von Referenzstationen können insbesonders 
Fehler, die bei örtlich zusammenhängenden GPS-Messungen auftreten, reduziert werden. 
Je näher sich eine GPS-Referenzmeßstation zum GPS-Empfänger befindet, desto genauer 
können die  Positionsangaben ermittelt  werden.  Die  Genauigkeit  der  Positionsangaben, 
unter  Verwendung  der  relativen  GPS-Positionierung,  kann  im  Bereich  von  unter  1  m 
liegen. Ist die Entfernung zur Referenzstation größer als 100 km, so muss mit größeren 
ionosphärisch  bedingten  Restfehlern  gerechnet  werden.  Alle  Fehlerquellen,  abgesehen 
von jenen, die vom Empfängerrauschen und vom Mehrwegempfang stammen, können 
somit eliminiert werden.
Um  Messungen  bis  in  den  Millimeterbereich  durchführen  zu  können,  muss  die 
Trägerphase  des  Satellitensignals  ausgewertet  werden.  Die  Phasenmessung  ist 
mehrdeutig  und  muss  deshalb  durch  die  Beobachtung  mehrerer  Satelliten  zu 
verschiedenen  Zeiten  und  durch  ständigen  Vergleich  zwischen  Anwender-  und 
Referenzempfänger in umfangreichen Gleichungssystemen berechnet werden.
Die  Kompensation  der  Fehler  durch  DGPS  erfolgt  in  drei  Phasen.  Zuerst  werden  die 
Korrekturgrößen  bei  der  Referenzstation  bestimmt.  Danach  werden  diese  von  der 
Referenzstation  zum Anwender  übertragen.  Schließlich  kommt es  beim GPS-Anwender 
dann zur Korrektur der gemessenen Pseudostrecken.
Zur Übertragung der Korrekturdaten hat sich international als Standard das RTCM-Format 
(Radio Technical Commission for Maritime Services Special Committee) durchgesetzt. Es 
wird über ein geeignetes Übertragungsmedium wie GSM, Telefon oder Radio übertragen, 
sodass  die  Daten  mit  möglichst  geringem  Zeitverzug  beim  Empfänger  ankommen 
[Zogg02]12.
Die Aktualisierung dieser Daten verändert sich normalerweise nicht so schnell wie die der 
Position des GPS-Empfängers, deshalb ist die Übertragung dieser Daten in vergleichsweise 
größeren Abständen ausreichend [Bauer03]13.
2.4.1.4 DGPS-Korrekturdaten
In unserem System wird der RTCM SC-104 Standard verwendet, um die Korrekturdaten zu 
übertragen. Den RTCM Recommended Standards for Differential  NAVSTAR GPS Service 
gibt  es  in  der  Version  2.0  (1990)  und  Version  2.1  (1994).  Letztere  ist  eine 
Weiterentwicklung der Version 2.0 und unterscheidet sich hauptsächlich durch zusätzliche 
Daten für die Echtzeitnavigation (RTK, Real Time Kinematic).
Der Standard besteht aus 63 Nachrichtentypen, wobei die Nachrichtentypen 1, 2, 3 und 9 
vor allem für Korrekturen, die auf Codemessungen beruhen, eingesetzt werden. 
12 S. 257ff
13 Bauer, S. 221ff
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Jeder Nachrichtentyp ist  in  Wörter  mit  einer  Größe von 30 Bits unterteilt  und beginnt 
jeweils mit dem einheitlichen Kopf von zwei Wörtern (Word 1 und Word 2). Aus diesen 
Informationen ist ersichtlich, welcher Nachrichtentyp folgt und welche Referenzstation die 
Korrekturdaten  übermittelt  hat.  Nach  dem Nachrichtenkopf  folgt  der  jeweilig  für  den 
Nachrichtentyp spezifische Dateninhalt (Word 3 ... Word n).
Nachrichtentyp  1  übermittelt  die  Pseudorange-Korrekturdaten  für  alle  von  der 
Referenzstation sichtbaren GPS-Satelliten, basierend auf aktuellen Bahndaten. Außerdem 
umfasst dieser Nachrichtentyp auch die zeitliche Änderung der Korrekturdaten.
Nachrichtentyp  2  übermittelt  die  Delta-PSR-Korrekturdaten,  basierend  auf  älteren 
Bahndaten.  Diese  Information  wird  benötigt,  wenn  der  GPS-Benutzer  seine 
Satellitenbahndaten noch nicht aktualisieren konnte. Es wird die Differenz zwischen den 
auf den alten und neuen Ephemeriden beruhenden Korrekturwerten übermittelt. 
Nachrichtentyp 3 übermittelt die dreidimensionalen Koordinaten der Referenzstation. 
Nachrichtentyp 9 übermittelt die gleichen Informationen wie Nachrichtentyp 1, jedoch nur 
für eine beschränkte Anzahl (max. 3) von Satelliten. Übermittelt werden nur die Daten 
derjenigen Satelliten, bei den sich die Korrekturdaten oft ändern [Zogg02]14.
2.4.1.5 GPS-Navigationsnachricht
Um  die  aktuelle  Position  des  GPS-Empfängers  in  Echtzeit  zu  bestimmen,  wird  ein 
kontinuierlicher  Datenstrom  in  Form  einer  GPS-Navigationsnachricht  von  der 
Verarbeitungseinheit eingelesen. Dieser enthält die für spätere Berechnungen benötigen 
Daten. Die GPS-Navigationsnachricht enthält Informationen wie:
● Systemzeit und Zeitkorrekturwerte
● eigene Bahndaten (Ephemeriden)
● angenäherte Bahndaten aller anderen Satelliten (Almanach)
● technischer Zustand, etc.
14 Zogg, S. 238
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Die Daten werden in logisch zusammengefassten Einheiten mit einer Größe von jeweils 
1500 Bit  von jedem Satelliten regelmäßig  übertragen (mit  einer  Übertragungszeit  von 
etwa 30 s). Man bezeichnet diese 1500 Bit Einheit auch Rahmen (Frame). Ein Frame ist 
wiederum in 5 Unterrahmen (Subframes) mit einer Größe von je 300 Bit unterteilt.  Ein 
Subframe besteht aus je 10 Wörtern mit einer Größe von 30 Bit. Um einen Subframe vom 
Satelliten zum GPS-Empfänger zu übertragen werden etwa 6 s benötigt. Ein vollständiger 
Almanach  wird  in  25  verschiedenen  Rahmen  übertragen.  Demnach  benötigt  die 
Übertragung eines gesamten Almanach etwa 12,5 min. Diese Zeitdauer sollte man auch 
abwarten, bevor man genaue Positionsberechnungen vornimmt. 
Wie in Abbildung 8 ersichtlich, beginnt jeder Subframe mit zwei Spezialwörtern. Ersteres 
ist  das  Telemetrieword  (Telemetry-Word,  TLM)  gefolgt  vom Übergabewort  (Hand-Over 
Word, HOW) [Bauer03]15.
Eine vollständige Navigationsnachricht umfasst 25 Rahmen. Um die vom GPS-Empfänger 
berechneten Daten in  die  Verarbeitungseinheit  zu übertragen,  kann auf  internationale 
15 Bauer, S. 169
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Abbildung 8: Struktur einer GPS-Navigationsnachricht
Normen  bzw.  auf  vom  Hersteller  definierte  Formate  und  Protokolle  zurückgegriffen 
werden. 
In unserem Fall wird die Übertragung über eine serielle Schnittstelle durchgeführt. Für den 
Datenaustausch wird die von der National-Marine-Electronics-Assoction normierte NMEA-
0183-Spezifikation verwendet.
2.4.1.6 NMEA
Zur  Übertragung  der  GPS-Informationen  sind  folgende  Datensätze  gebräuchlich 
[Zogg02]16:
● GGA (GPS Fix Date, Fixe Daten für das globale Positionierungssystem)
● GLL  (Geographic  Position  –  Latitude/Longitude,  Geographische  Position  – 
Länge/Breite) 
● GSA (GNSS DOP and Active Satellites, Verminderung der Genauigkeit und aktive 
Satelliten beim globalen Satellitennavigationssystem)
● GSV (GNSS Satellites in View, Satelliten in Sicht)
● RMC  (Recommended  Minimum  Specific  GNSS  Data,  empfohlener  minimaler 
spezifischer Datensatz für das globale Satellitennavigationssystem)
● VTG (Course over Ground and Ground Speed,  horizontaler  Kurs und horizontale 
Geschwindigkeit)
● ZDA (Time & Date, Zeit und Datum)
2.4.1.7 Berechnung der Kontrollsumme
Die  Kontrollsumme  (Checksum)  wird  durch  eine  EXOR-Verknüpfung  aller  8  Datenbits 
(ohne  Start-  und  Stopbits)  von  allen  übermittelten  Zeichen,  inklusive 
Begrenzungskommas, berechnet. Die EXOR-Verknüpfung beginnt nach dem Zeichen „$“ 
und  endet  vor  dem Begrenzungszeichen  für  die  Kontrollsumme mit  dem Zeichen  „*“ 
(Asterisk).
Das 8-Bit Resultat dieser Verknüpfung wird danach in 4 Bit große Datensätze (Nibbles) 
aufgeteilt  und  dann  in  den  entsprechenden  Hexadezimalwert  umgewandelt.  Die 
Kontrollsumme  besteht  aus  den  zwei  in  ASCII-Zeichen  umgewandelten 
Hexadezimalwerten. 
Zur besseren Veranschaulichung der Überprüfung der Kontrollsumme sei folgender NMEA-
16 Zogg, S. 218
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Datensatz gegeben und in Tabelle 1 dargestellt:
$GPRTE,1,1,c,0*07
07 ist die Kontrollsumme
1. Nur  die  Zeichen  zwischen  dem Zeichen  „$“  und  dem Zeichen  „*“  werden  zur 
weiteren Berechnung herangezogen: GPRTE,1,1,c,0
2. Diese 13 ASCII-Zeichen werden in 8-Bit Werte umgewandelt
3. Jedes einzelne Bit der 13-ASCII-Zeichen wird mit einem EXOR verknüpft (d.h. ist die 
Anzahl der Einsen ungerade, dann ist der EXOR-Wert Eins)
4. Das Resultat wird in zwei Nibbles aufgeteilt
5. Von jedem Nibble wird der Hexadezimalwert bestimmt
6. Beide  Hexadezimalzeichen  werden  zur  Bildung  der  Kontrollsumme  als  ASCII-
Zeichen gesendet.
Zeichen ASCII (8-Bit-Wert)
G 0 1 0 0 0 1 1 1
P 0 1 0 1 0 0 0 0
R 0 1 0 1 0 0 1 0
T 0 1 0 1 0 1 0 0
E 0 1 0 0 0 1 0 1
, 0 0 1 0 1 1 0 0
1 0 0 1 1 0 0 0 1
, 0 0 1 0 1 1 0 0
1 0 0 1 1 0 0 0 1
, 0 0 1 0 1 1 0 0
C 0 1 1 0 0 0 1 1
, 0 0 1 0 1 1 0 0
0 0 0 1 1 0 0 0 0
EXOR-Wert 0 0 0 0 0 1 1 1
Nibble 0000 0111
Hexadezimalwert 0 7
ASCI-Zeichen von CS 0 7
Tabelle 1: Ermittlung der Checksumme von NMEA-Datensätzen
2.4.2 Displays für Augmented Reality
Ein  Ziel  der  Augmented Reality  ist  es,  die  reale  und virtuelle  Welt  möglichst  nahtlos 
ineinander fließen zu lassen. Entsprechende Systeme verwenden für die Wiedergabe von 
Bildern meist see-through HMDs (Head-Mounted-Displays).
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Da die Bildausgabe von der aktuellen Position abhängt, muss zuerst die Positionsfindung 
und die  Feststellung der Orientierung erfolgen.  Diese Informationen gelangen dann in 
einen  Szenengenerator,  in  dem dann  die  zur  aktuellen  realen  Umgebung  passenden 
virtuellen Bilder erzeugt, und schließlich so wiedergegeben werden, als würde man sie aus 
der Position des Auges wahrnehmen. Das see-through Display überblendet diese Bilder 
dann mit der Sicht der realen Welt, wodurch die gewünschte Illusion (in der die virtuelle 
und reale Umgebung ineinander verschmelzen) erzeugt wird.
Displays  für  die  Augmented Reality  sind  bilderzeugende Systeme,  die  eine  Reihe von 
optischen, elektronischen und mechanischen Komponenten verwenden, um Bilder in der 
optischen Linie zwischen Beobachter und dem Objekt zu erzeugen. Je nach Konstruktion 
kann die Oberfläche, auf der die Bilder erzeugt werden, unterschiedlich beschaffen sein 
[Bimber05].
Die  ersten  Projekte  in  der  Augmented  Reality  entstanden  meist  mit  Head-Mounted-
Displays [Sutherland68].
Die  klassischen zwei  Arten  von Displays  werden von Milgram,  Takemura,  Utsumi  und 
Kishino beschrieben [Milgram94].
Sie  unterscheiden  zwischen  „see-through“  und  monitorbasierten  („video-see-through“) 
Displays.  Diese  sind  die  zwei  gebräuchlichsten  Formen,  um  Überblendungen  in  der 
Augmented Reality zu visualisieren.
2.4.2.1 Optische see-through Displays
Diese Art von Displays zeichnet sich dadurch aus, dass der Benutzer die reale Welt (fast) 
wie gewohnt sehen kann. Im Militär und in der Luftfahrt findet diese Art von Display schon 
seit  einigen Jahren,  meist  als  Head-Up-Display  (HUD),  Verwendung.  Ähnliche  Systeme 
kommen auch in der Autoindustrie und im medizinischen Bereich zum Einsatz. 
Wie der Name schon sagt, sieht der Benutzer durch ein optisches transparentes Display 
durch. Meist wird ein solches auf dem Kopf befestigt, wobei ein transparenter Spiegel vor 
dem Auge als Bildschirm fungiert.  Die computergenerierten Grafiken können so direkt 
über die reale Umgebung eingeblendet werden, wie man in Abbildung 9 sehen kann.
Probleme können bei ungünstiger Überlagerung dieser künstlich erstellten Einblendungen 
mit  realen  Objekten  auftauchen.  Eine  weitere  Schwierigkeit  liegt  in  der  Stereo-
Darstellung, bei der die unterschiedlichen Blickwinkel beider Augen berücksichtigt werden 
müssen. 
Fällt  die  Stromversorgung  aus,  kann  die  reale  Welt  weiterhin  wie  gewohnt  gesehen 
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werden. 
2.4.2.2 Video see-through Displays
Bei Verwendung von video see-through Displays kann der Benutzer die reale Welt nur 
durch das Display wahrnehmen. Die reale Welt wird mit mindestens einer Videokamera 
aufgenommen bzw. digitalisiert. Fällt die Stromversorgung während der Benutzung aus, 
„erblindet“ der Benutzer unverzüglich. Das Konzept von video see-through HMDs wird in 
Abbildung 10 beschrieben.
2.4.2.3 Vergleich von optischen und video see-through Ansätzen
Video  see-through  Displays bieten  gegenüber  optischen  see-through  Displays  laut 
[Azuma95] weitere Vorteile:
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Abbildung 9: Konzept des optischen see-through HMD
Abbildung 10: Konzept des video see-through HMD
Flexibilität der Komposition
Ein grundlegendes Problem von optischen see-through Verfahren ist, dass die virtuellen 
Objekte  die  realen  Objekte  nicht  deckend  überblenden,  da  die  optischen  Hilfsmittel 
sowohl Licht aus realen als auch virtuellen Quellen erlauben. Die Folge sind „geisterhafte“ 
oder  nur  teilweise  transparente  virtuelle  Objekte.  Dadurch  wird  die  Illusion  der 
„gänzlichen“ Realität beeinträchtigt. 
Video  see-through  Verfahren  zeichnen  sich  hingegen  durch  eine  weitaus  höhere 
Flexibilität hinsichtlich der Zusammenführung virtueller und realer Bilder aus. Da beide in 
digitaler  Form  vorhanden  sind,  können  die  einzelnen  Pixel  ohne  großen  Aufwand 
angepasst werden. Dies erlaubt weitaus bessere Überblendungen, was entscheidend zur 
höheren „Realitätsnähe“ beiträgt. 
Blickfeldwinkel
Optische  see-through  Displays  besitzen  optische  Verzerrungen,  die  vom Zentrum aus 
gesehen radial zunehmen. Besonders der äußere Bereich der Optik unterliegt somit meist 
verstärkt  optischer  Beeinträchtigungen,  was  bei  weiten  Blickfeldwinkel  problematisch 
werden kann. Die optische Korrektur solcher Verzerrungen ist vergleichsweise aufwändig 
und teuer.
Bei  video  see-through  Displays  können  die  digitalen  Bilder  hingegen  einfacher 
(vorausgesetzt die optische Verzerrung kann gut charakterisiert werden) durch Software-
Filter neutralisiert werden.
Bildverzögerungen
Die aktuellen video see-through Displays können sich kleine Bildverzögerungen zu Nutze 
machen,  um Registrierungsfehler  zu  eliminieren.  Die  Verzögerung  der  Bildwiedergabe 
wird dabei genutzt, um die virtuellen Bilder an die realen Bilder anzugleichen. Maßgebend 
für die Dauer der Verzögerung ist die längere der beiden Verzögerungen. Der Benutzer 
sieht  somit  sowohl  die  realen,  als  auch  die  virtuellen  Objekte  „nachhinken“.  Die 
Voraussage zukünftiger Bilder ist möglich, jedoch sehr komplex und derzeit noch nicht 
zufriedenstellend möglich. 
Bei optischen see-through Systemen kann die Wiedergabe der realen Welt nicht künstlich 
verzögert werden, da diese unmittelbar wahrgenommen wird. 
Vorteile optischer see-through Displays gegenüber video see-through Displays:
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Einfachheit
Video see-through Displays müssen den virtuellen und den realen Videostrom miteinander 
synchronisieren.
Bei optischen see-through Displays muss man sich hingegen nur um einen Videostrom 
kümmern. Haben diese einen schmalen Blickfeldwinkel, entfällt oft auch das Problem der 
Korrektur von Verzerrungen.
Auflösung
Bei video see-through Displays wird sowohl die Auflösung realer als auch virtueller Bilder 
auf jene des Displays reduziert. Die Auflösung aktueller Displays reicht bei weitem nicht 
an die Wahrnehmungsfähigkeit des menschlichen Auges heran. 
Bei  optischen see-through Displays  werden hingegen nur  die  virtuellen  Bilder  auf  die 
Auflösung  des  Displays  reduziert.  Die  reale  Welt  kann  in  gewohnter  Auflösung 
wahrgenommen werden.
Auge-Abweichung
Video see-through Systeme verwenden Videokameras, die die reale Welt wiedergeben. 
Dadurch kommt es zu einer Abweichung zwischen der Position der Videokamera und jener 
des Auges. Der Benutzer sieht aus Sicht der Videokameras, die sich in der Regel nicht an 
der Position des menschlichen Auges befinden. 
Diese  Abweichung  kann  durch  Spiegel  reduziert  werden,  jedoch  nicht  ohne  größeren 
Aufwand. 
Bei optischen see-through Systemen lassen sich Abweichungen vergleichsweise einfach 
ausgleichen.
In  [Milgram94]  wird  außerdem  eine  Taxonomie  beschrieben,  die  noch  weitere 
Charakteristika dieser beiden Arten von Displays beschreibt:
● Reality (In wieweit ist die Umgebung real oder virtuell?)
● Immersion (In wieweit taucht der Beobachter in die virtuelle oder reale Welt ein?)
● Directness  (Werden  die  Objekte  direkt  oder  erst  nach  künstlicher  Aufbereitung 
wahrgenommen?)
Weiters  werden  zur  näheren  Beschreibung  von  Mixed  Reality  Displays  folgende  drei 
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Dimensionen diskutiert:
● Extent of World Knowledge (EWK, Wie viel weiß der Beobachter über die Objekte 
und die Welt die er wahrnimmt ? )
● Reproduction Fidelity (RF, Beschreibt die relative Qualität, die bei der künstlichen 
Aufbereitung der Bilder erzeugt werden kann)
● Extent of Presence Metaphor (EPM, Ausmaß, wie präsent sich der Benutzer in der 
dargestellten Umgebung fühlt)
Displays  in  der  Mixed  Reality  unterscheiden  einander,  neben  vielen  anderen 
Eigenschaften, vor allem durch die räumliche Anordnung der Displays und die Art der 
Bilderzeugung.
Retina  Displays  und  Head-Mounted-Displays  werden  auf  dem  Kopf  des  Beobachters 
befestigt (head-attached), wobei die Bilderzeugung direkt im bzw. vor dem Auge erfolgt. 
Hand-Held Displays befinden sich in unmittelbarer Nähe des Anwenders. 
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Abbildung 11: Bilderstellung für Augmented Reality
2.4.2.4 Vergleich unterschiedlicher Displays
Eine andere Möglichkeit besteht in der Entkopplung der Displays vom Beobachter, sodass 
eine räumliche Distanz zwischen Beobachter und Displays entsteht. [Bimber05]
Head-Attached-Displays  oder  Head-Worn-Displays  (HWD)  werden  hier,  je  nach 
verwendeter Technologie, in drei unterschiedliche Arten unterteilt:
● Retina Display: 
Mit Hilfe von Lasern wird das Bild direkt auf die Retina das Auges erzeugt.
Vorteile: 
■ Damit können hellere und feinere Bilder als mit monitorbasierten Displays 
erzeugt werden.
Nachteile: 
■ Monochrome Darstellung (in rot, da andere Laser derzeit zu teuer sind)
■ Brennweite ist fix
■ Keine stereoskopische Varianten erhältlich
● Head-Mounted-Display: 
Kleine Displays direkt vor dem Auge erzeugen das Bild, wobei hier weiters zwischen
- optischem see-through und 
- video see-through 
unterschieden werden kann.
Vorteile: 
■ Relativ günstig
■ Weit verbreitet
■ Mobiler Einsatz 
Nachteile: 
■ Geringe Auflösung 
■ Eingeschränkter Blickwinkel
■ Fixed  Focal  Length  Problem:  Problem  der  Schärfe  bei  gleichzeitiger 
Beobachtung  der  realen  Welt  und  eingeblendeten  Grafiken  (gilt  nur  für 
optisches see-through)
■ Komplizierte  Kalibrierung  und  genaues  Head-Tracking  (speziell  bei 
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optischem see-through) erforderlich
■ Starke  Belastung  für  die  Augen  bzw.  das  Gehirn  bei  unnatürlicher 
Darstellung
● Head-Mounted-Projectors: 
Miniaturprojektion direkt auf die reale Umgebung
Vorteile: 
■ Größere Darstellung
■ Größerer Blickwinkel
■ Geringere Verzerrungen
Nachteile: 
■ Schwer
■ Geeignete Oberfläche für Projektion notwendig
■ Stark vom Umgebungslicht abhängig
Hand-Held-Displays  wie  Tablet-PCs,  PDAs  oder  Mobiltelefone  erzeugen  Bilder  in 
unmittelbarer Nähe des Benutzers. Sie vereinen Prozessor, Speicher, Bildschirm, Kamera, 
diverse Verarbeitungs- und Kommunikationskomponenten in einem Gerät und sind somit 
mobil und vielseitig einsetzbar. Weitere erwähnenswerte Vorteile sind der günstige Preis 
und die weite Verbreitung.
Nachteile  sind  vorrangig  die  derzeit  noch  geringe  Rechen-  und  Speicherkapazität. 
Außerdem werden solche Geräte, wie der Name schon sagt, meist in der Hand getragen, 
was bei head-attached Displays entfällt. 
Da  körpernahe  Displays  in  einigen  Anwendungsfällen  jedoch  technologische  und 
ergonomische Nachteile aufweisen, wurde in den letzten Jahren das Konzept der Spatial 
Augmented Reality (SAR) entwickelt. Diese entkoppeln den Großteil der Technologie vom 
Benutzer und integrieren diesen in die Umgebung. 
Drei Ansätze räumlich entfernter Displays werden von Bimber beschrieben, die entweder 
über video see-through, optisches see-through oder Projektion funktionieren.
Neuartige Ansätze gehen über die traditionellen Head-Mounted-Displays oder Hand-Held-
Displays  hinaus  und  verwenden  große,  räumlich  aneinander  ausgerichtete  optische 
Elemente,  wie  Beam-splitter,  transparente  Bildschirme,  Hologramme  oder 
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Videoprojektionen zur visuellen Darstellung der Informationen. Diese sind vor allem als 
Ergänzung zu den traditionellen Paradigmen zu sehen [Bimber05].
2.4.3 Tracking
2.4.3.1 Allgemeines 
Für  die  Bestimmung  der  genauen  Position  im  dreidimensionalen  Raum  sind  sechs 
Freiheitsgrade (DOF, degrees of freedom) notwendig. Drei davon geben die Verschiebung 
im Raum (Translation; X, Y, Z) an und drei beziehen sich auf die Orientierung (Eulersche 
Winkel: yaw, pitch, roll) im Raum.
Tracking-Systeme  beruhen  auf  unterschiedlichen  Technologien,  wobei  vor  allem 
mechanische, akustische, magnetische und optische Verfahren zum Einsatz kommen. 
Um die Leistung der Positionsbestimmung in unterschiedlichen Anwendungsgebieten zu 
erhöhen, werden auch hybride Tracking-Systeme verwendet. 
● Mechanische  Positions-Tracker  messen  die  Änderung  der  Position  durch  eine 
physikalische  Verbindung  zu  einem  Referenzpunkt.  Ein  solches  System  kam 
beispielsweise  bei  einem  der  ersten  Augmented  Reality  Systeme  1968  bei 
Sutherland zum Einsatz. Als Nachteile sind das eingeschränkte Bewegungsfeld und 
die  geringe  Flexibilität  zu  sehen.  Positiv  zu  erwähnen  sind  hingeben  kurze 
Reaktionszeiten  und  die  Unabhängigkeit  gegenüber  ferromagnetischen  Stoffen 
oder Licht.
● Beim  akustischen  Positions-Tracking  sind  zwei  unterschiedliche  Messmethoden 
verbreitet. Zum einen die Flugzeitmethode (Time-of-Flight, TOF), und zum anderen 
die  Phasen-Kohärenz  (Phase-Coherent,  PC).  Bei  beiden  werden  Ultraschall-
Frequenzen (über  20 kHz)  verwendet,  weswegen diese  Positionsfinder  auch als 
Ultraschall-Tracker bezeichnet werden.
Die  Flugzeitmethode  misst  die  Ausbreitungszeit  einer  akustischen  Welle.  Dabei 
wird ein akustisches Signal über einen Lautsprecher (Sender) abgeschickt und von 
einem Mikrofon (Empfänger) eingefangen. Bei dieser Methode kommt es zu kurzen 
Reaktionszeiten und einer geringen Wiederholrate (ca. 25 Hz).
Bei der Phasen-Kohärenz-Methode wird die Distanz durch Vergleich der Phase eines 
Referenzsignals  mit  der  Phase  des  empfangenen  Signals  bestimmt.  Dieses 
Verfahren erlaubt hohe Datenraten, da die Phase kontinuierlich gemessen werden 
kann.
Beide  Verfahren  sind  anfällig  für  Störsignale,  wie  sie  beispielsweise  in  der 
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Computerperipherie auftreten. 
● Beim magnetischen  Tracking  bestehen  Sender  und Empfänger  aus  jeweils  drei 
Spulen, die ein Magnetfeld erzeugen. Durch Bewegung kommt es zur Induktion von 
Strom,  mit  dessen  Hilfe  die  Position  und  die  Orientierung  eindeutig  bestimmt 
werden können. Der größte Nachteil bei solchen Trackern ist die Empfindlichkeit 
gegenüber  ferromagnetischen  Stoffen.  Vorteilhaft  hingegen  ist  die  hohe 
Wiederholrate.
● Optische  Tracking-Systeme  bedienen  sich  meist  lichtempfindlicher  Dioden  oder 
Videokameras,  um  optische  Signale  zu  empfangen.  Folgende  drei  Arten  sind 
gebräuchlich:
○ Fixed-Transducer
○ Pattern-Recognition
○ Laser Ranging
Im Bereich der Augmented Reality ist die Mustererkennung sehr verbreitet, bei der 
als Sender ein bestimmtes Muster und als Empfänger eine Videokamera dienen. 
Aufgrund der Verzerrung des Musters, die durch die zweidimensionale Darstellung 
in der Aufnahme entsteht, kann die Position und Orientierung im dreidimensionalen 
Raum berechnet werden.
Optische  Tracking-Verfahren  benötigen  oft  hohen  Rechenaufwand,  sind  jedoch 
meist recht einfach einzusetzen [Pecinovsky2000].
2.4.3.2 Position-Tracking 
Die meisten Augmented Reality  Systeme basieren entweder auf  einer  vergleichsweise 
präzisen Positionsbestimmung in einer oft abgeschlossenen, kleinen Umgebung, oder auf 
derzeit noch ungenauerem Tracking in einem größeren Außenbereich.
In  letzterem  Fall  kommt  in  der  Regel  GPS-Technologie  zum  Einsatz,  die  soweit  der 
Empfang sichergestellt  ist,  weltweit  Positionsdaten  liefert.  Diese sind  meist  nicht  sehr 
genau, können jedoch mit bestimmten Verfahren (z.B. mit DGPS oder in Kombination mit 
anderen Tracking-Verfahren) verbessert werden. 
Jene  Systeme,  die  in  räumlich  stark  eingeschränkter  Umgebung  verwendet  werden, 
bedienen sich meist magnetischer, ultrasonarer oder optischer Technologien. Mit diesen 
Verfahren können, vor  allem im Innenbereich,  sehr genaue Ergebnisse erzielt  werden. 
Außerdem wurden auch Verfahren entwickelt, die bereits aufbereitete Videoaufnahmen 
nutzen, um dann einen Abgleich mit Echtzeit-Videoaufnahmen durchzuführen. 
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Eine andere Variante ist „Visual-Tracking“, bei dem mit Hilfe von „Fiducial Makers“ ein 
Bezug zur realen Welt hergestellt wird.
Eine möglichst hohe Anzahl an Fiducial Markers wird dazu an markanten Punkten in der 
Umgebung angebracht. Mit Hilfe einer Video-Kamera wird die Umgebung dann auf diese 
eindeutigen  Bezugspunkte  abgetastet  und  das  geometrische  Modell,  das  im  Vorfeld 
bereits erstellt wurde, entsprechend an der Realität ausgerichtet.  Gerhard Reitmayr und 
Dieter  Schmalstieg  haben  an  der  Technischen  Universität  Wien  ein  solches  System 
entwickelt,  das  als  „wide  area  indoor  tracking“,  also  eine  erweiterte  Indoor-
Positionsbestimmung gesehen werden kann.  Neben einem Sony Glasstron see-through 
steroscopic color HMD und einem Intersense InterTrax2 Orientierungssensor verwendeten 
sie eine Webkamera für die Videoaufnahmen [Schmal03].
Eine Interessante Weiterentwicklung dieses Systems (Tourist Guide Application), bei der 
unter anderem GPS für die outdoor-Navigation benutzt wird, wurde 2004 in [Schmal04] 
veröffentlicht. 
Augmented Reality Systeme sollen es dem Benutzer ermöglichen, sich möglichst frei zu 
bewegen. Damit ist einerseits gemeint, dass er sich in alle Himmelsrichtungen, sowie auf 
und  ab  bewegen  kann,  andererseits  dabei  auch  seinen  Kopf,  je  nach  Interesse, 
positionieren kann. Gleichzeitig soll das System die gewünschte Information liefern. 
2.4.3.3 Head-Tracking
Die  genaue  Positionsbestimmung  des  Benutzers,  sowie  die  Feststellung  der  genauen 
Blickrichtung, stellen eine große Herausforderung an die Technik eines Augmented Reality 
Systems. Diese ist umso größer, wenn ein optisches see-through Display verwendet wird. 
In  diesem  Fall  müssen  alle  Komponenten  hoch  präzise  arbeiten,  um  die  optische 
Wahrnehmung möglichst realistisch erscheinen zu lassen. Da der Beobachter stets die 
reale  Umgebung  sieht,  fallen  kleine  Unregelmäßigkeiten  bei  darüber  eingeblendeten 
computergenerierten Darstellungen sofort auf bzw. wirken störend. 
Abbildung 12 soll dies illustrieren:
Der  Benutzer  fixiert  seinen Blick  auf  ein  Objekt  in  2  m Entfernung.  Weicht  die  neue 
Blickrichtung nur um 1,5° von der ursprünglichen ab bzw. tritt ein technisch bedingter 
Fehler  dieser  Größe  auf,  so  kommt  eine  Abweichung  von 52 mm in  2  m Entfernung 
zustande.  Würde  dieses  Objekt  im  Augmented  Reality  System  durch  eine 
computergenerierte  grafische  Einblendung  hervorgehoben  werden,  so  läge  diese  um 
52mm daneben.
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Die  Illusion  der  Verschmelzung  realer  und  virtueller  Objekte  geht  durch  eine  solche 
Abweichung verloren, da das menschliche Auge diese sofort erkennt.
In der Virtual Reality ist dieses Problem leichter beherrschbar. Der Benutzer taucht dort 
komplett  in  eine  virtuelle  Umgebung  ein,  sodass  annäherungsweise  Daten  der 
Blickrichtung und der Position des Kopfes meist ausreichen, um ein einheitliches Bild zu 
erzeugen. Dort müssen reale und virtuelle Objekte nicht aneinander ausgerichtet werden, 
da diese nicht, wie in der Augmented Reality, koexistieren.
Eine weitere Herausforderung stellt die Latenzzeit der Tracker und der Grafikaufbereitung 
dar (combined latency). Sie gibt die Verzögerung von der Messung der Tracking-Daten bis 
zur Darstellung derselbigen auf dem Display an. Besonders negativ wirkt sich diese bei 
schnellen Bewegungen aus.
Um Augmented Reality  Systeme im Freien  und mobil  einsetzen  zu  können,  muss  die 
Erfassung der Tracking-Daten auch über größere Distanzen hinweg mit hoher Genauigkeit 
durchführbar sein [Azuma93].
2.5 Ähnliche Augmented Reality Systeme
2.5.1 Touring Machine
Die Forscher Feiner, MacIntyre, Höllerer und Webster der Columbia Universtiy in New York 
beschrieben  1997  in  einem  Artikel  unter  dem  Namen  „Touring  Machine“  ein  sehr 
interessantes  mobiles  outdoor  Augmented  Reality  System.  Es  bestand,  neben  dem 
Rechner  zur  Datenverarbeitung,  aus  einem  see-through  Display  mit  eingebautem 
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Abbildung 12: Abweichung bei Änderung der Blickrichtung um 1,5°
Orientierungstracker (Magnetometer/Inclinometer), einer GPS-Empfangseinheit und einem 
Handheld-Computer, der als Benutzerschnittstelle diente. 
Ziel war es, während sich der Benutzer der Touring Machine frei innerhalb des Campus' 
bewegen konnte, Informationen zu interessanten Objekten über den  optischen 3D see-
through-Display  bzw.  den  2D  Handheld-Display  zu  übermitteln.  Im  Headworn-Display 
wurden Textmarkierungen über die gewünschten Gebäude bzw. Objekte eingeblendet. Da 
die  Textmarkierungen  nicht  an  einem  fixen  Punkt  des  Objektes  positioniert  werden 
mussten,  konnte  die  Ungenauigkeit  der  Tracker  bzw.  Registrierungsprobleme  etwas 
vernachlässigt werden. Die Positionsbestimmung über DGPS ermöglichte eine Genauigkeit 
von etwa 1 m [Feiner97].
2.5.2 ANTS
Aus  Portugal  stammen  einige  sehr  interessante  wissenschaftliche  Untersuchungen  zu 
einem Augmented Reality System, das den Benutzer um georeferenzierte Information der 
Umgebung bereichert.  Teresa Romao und ihre Kollegen erstellten „ANTS“ (Augmented 
Environments),  ein  komponentenbasiertes  Client-Server  Modell,  dessen  Komponenten 
voneinander  unabhängig  sind,  jedoch  funktional  zusammenarbeiten.  Dieses  flexible 
Design  erlaubt  es,  je  nach  Rechenkapazität,  mehr  oder  weniger  Rechenlast  zwischen 
Client und Server zu verteilen. Außerdem kann der Server von mehreren Clients über das 
HTTP-Protokoll17 angesprochen werden.
Das System besteht aus einem GPS-Empfänger für die Bestimmung der Position, einem 
Head-Tracker, um die Orientierung des Kopfes zu bestimmen, und einer Videokamera für 
die Erkennung von Bildmustern und Kontrollpunkten. Mit Hilfe der Videoaufnahmen kann 
die Abweichung der realen von der berechneten Position (mit Hilfe der Koordinaten des 
GPS) verringert werden.  Außerdem besteht die Möglichkeit  über eine Benutzereingabe 
explizite Positionsangaben zu machen.
ANTS  wird  unter  anderem  verwendet,  um  die  Wasserqualität  natürlicher  Seen  zu 
visualisieren.  Das  gleiche  System  kann  auch  die  natürliche  Umgebung  mit  bereits 
vergangenen oder zukünftigen Gebäuden „erweitern“. Dieses System könnte im Bereich 
der  Archäologie  oder  Architektur  Anwendung  finden.  Genauso  wie  es  die 
Zusammensetzung  der  Erde  beziehungsweise  unterirdische  Infrastrukturen,  wie 
öffentliche  Versorgungsnetzwerke  (wie  z.B.  Gas-,  Strom-  und  Wasserleitungen)  leicht 
sichtbar  machen  kann.  Mit  konventionellen  Beobachtungsmethoden  ist  so  eine 
Echtzeitvisualisierung derzeit nicht möglich [Romao02].
17 Das Hypertext Transfer Protocol dient zur Übertragung von Daten in einem Netzwerk
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2.6 Data Management
Daten  sind  heutzutage  in  riesigen  Mengen  vorhanden.  Sie  befinden  sich  an 
unterschiedlichen Orten und sind in heterogenen Systemen gespeichert. Werden solche 
Daten um eine Semantik erweitert und in einen örtlichen Zusammenhang gebracht, sind 
diese deutlich besser für den mobilen Einsatz geeignet.
Die Verwaltung und Aufbereitung der Daten für ein mobiles Augmented Reality System 
stellen eine große Herausforderung für die Entwickler dar. Solche Systeme arbeiten oft 
sehr dynamisch und müssen eine Reihe von Daten, die vor allem ortsbezogener Natur 
sind,  verarbeiten.  Um ortsbezogene Daten zu verwenden,  ist  es  meist  notwendig,  ein 
Modell der Umgebung zu benutzen. Dieses wird durch semantische und kontextbezogene 
Elemente  einer  möglicherweise  sehr  dynamischen  Umgebung  beschrieben.  Die 
Verwaltung wird dadurch gegenüber statischen Systemen zusätzlich erschwert. 
Daten für die intuitive Verwendung von Augmented Reality Systemen sind in manchen 
Fällen  bereits  in  bestehenden  Systemen  (Legacy  Systems18)  vorhanden  und  könnten 
praktischerweise  direkt  in  das  Datenmodell  des  mobilen  Benutzer  integriert  werden. 
Neben diesen Datenquellen können jedoch auch neue Daten während der Verwendung 
entstehen, die dann auch entsprechend behandelt und verwaltet werden müssen. 
Ein  weiterer  Faktor  in  der  Datenverwaltung  spielt  die  gemeinsame  und  zeitgleiche 
Benutzung  von  Daten  durch  mehrere  Benutzer.  So  können  in  einer  „ubiquitous“ 
Computerumgebung19 mehrere Anwendungen und Benutzer einander ein gemeinsames 
Daten- bzw. Umgebungsmodell teilen. Idealerweise sollte ein solches  Datenmodell einen 
gemeinsamen Zugriff für das Lesen, Erstellen und Ändern von Daten gestatten. 
Da jedoch die meisten Applikationen nicht auf ein und demselben Datenmodell beruhen, 
und deshalb unterschiedliche Abstraktions- und Repräsentationsebenen der verarbeiteten 
Daten  verwenden,  kann  es  sehr  komplex,  ineffizient  und  fehleranfällig  werden, 
Modelldaten über unterschiedliche Applikationen und Clients hinweg konsistent zu halten. 
Gerhard  Reitmayr  und  Dieter  Schmalstieg  beschreiben  in  diesem Zusammenhang  ein 
Konzept, dass auf einer n-tier Technologie20 beruht und der Auszeichnungssprache XML21 
basiert.  Inspiriert  von  aktuellen  Internet-Applikations-Frameworks  besteht  diese 
Architektur  aus  drei  Schichten,  einer  zentralen  Speicherschicht,  die  auf  einem 
gemeinsamen  Datenmodell  beruht,  einer  Transformationsschicht,  die  die  Daten  der 
vorangegangenen  Schicht  für  die  Anforderungen  der  speziellen  Applikation  filtert  und 
anpasst, und schließlich als letzte Schicht die Applikation selbst. Abbildung 13 beschreibt 
18 Altsystem (etablierte, historisch gewachsene Anwendung)
19 Allgegenwärtige rechnergestütze Informationsverarbeitung im Alltag
20 Mehrschichtiges Strukturierungsprinzip für die Architektur von Softwaresystemen
21 XML, Extensible Markup Language. Auszeichnungssprache zur Darstellung hierarchisch strukturierter Daten in 
Form von Textdateien. Wird z.B. für den Austausch von Daten zwischen Computersystemen verwendet 
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diese Variante.
Die erste Schicht, die aus einer zentralen XML-basierten Datenbank besteht, speichert das 
gemeinsame  Datenmodell  für  alle  Applikationen.  Mit  Hilfe  von  bekannten  XML-
Werkzeugen  werden  die  Daten  von  den  unterschiedlichen  Quellen  importiert  und 
transformiert.  Sobald  sie  sich  in  der  Datenbank  befinden,  können  diese  einfacher 
verwaltet werden. Zur Laufzeit können Applikationen diese organisierten Daten dann je 
nach Bedarf anfordern. Diese werden dann von der generellen Form in die entsprechende, 
zur Applikation gehörende Struktur, transformiert. Dies passiert in der Mittelschicht. Die 
Applikationen  selbst,  also  die  3.  Schicht,  verwendet  dann  nur  mehr  ihre  eigenen 
Datenstrukturen.
Dieses  mehrschichtige  Modell  bietet  eine  Reihe  von  Vorteilen.  Die  zentrale 
Datenspeicherung  reduziert  die  Redundanz  erheblich  und  ermöglicht  eine  effiziente 
Datenverwaltung. Außerdem wird damit der Aspekt der Skalierbarkeit berücksichtigt. Da 
durch die Mittelschicht die generelle Datenspeicherung von der Präsentation entkoppelt 
wird, können Applikationen unabhängig und effizient entwickelt werden.
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Abbildung 13: Variante des Datenmanagements in der Augmented 
Reality
Sobald das Modell und die Datenstrukturen stehen, müssen noch einige Schritte für die 
Abarbeitung der Daten durchgeführt werden. Diese sind insbesondere das Befüllen der 
Datenbank,  die  Transformation  und  Manipulation  der  Daten,  und  schließlich  die 
Bereitstellung dieser für den Benutzer durch die entsprechende Applikation [Schmal03a].
2.7 User Interface, Information Browsing, Navigation und 
Collaborative Work
In einem Augmented Reality System werden eine Menge von Daten generiert, bearbeitet 
und  schließlich  zur  Verwendung  des  Benutzers  in  entsprechender  Form  an  diesen 
ausgegeben. 
Ziel  ist  es,  die  Schnittstelle  zum Benutzer  möglichst  anwenderfreundlich,  intuitiv  und 
effizient zu gestalten. 
Erfolgt  die  Schnittstelle  zum  Benutzer  über  ein  Head-Mounted-Display,  können 
Informationen als grafische Objekte, die in die Umgebung angepasst werden, als Texte, 
Bilder oder 3D-Grafiken vermittelt werden [Schmal04].
Wird das Augmented Reality System zum Zweck der Navigation an ein bestimmtes Ziel 
genutzt,  kann  beispielsweise  mit  Hilfe  von  Pfeilen,  Wegpunkten  oder  anderen 
Richtungsangaben  navigiert  werden,  die  sich  je  nach  Bewegung  und  Position  des 
Benutzers in Echtzeit an die entsprechende Änderung anpassen. 
Eine  andere  Variante  wäre  ein  „Annotation“-Modus,  bei  dem  bestimmte  Objekte 
kommentiert werden können. So kann der Benutzer Markierungen setzen oder bestimmte 
Informationen über ein Objekt wahrnehmen oder verändern [Schmal03a].
Zusätzlich  kann  der  Benutzer  jederzeit  über  einen  „Information  Browsing“-Modus 
allgemeine, sowie ortsbezogene Informationen über eine Menüstruktur abrufen.
Eine  weitere  Dimension  von  Augmented  Reality  Systemen  ist  die  gemeinschaftliche 
Nutzung der Applikationen, in der Gruppen von Benutzern mitwirken können [Schmal04].
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3 OpenGL
3.1 Allgemeines
OpenGL  (Open  Graphics  Library)  ist  eine  Softwareschnittstelle  zu  grafikverarbeitender 
Hardware.  Sie  besteht  aus  hunderten  von  Prozeduren  und  Funktionen,  die  es  dem 
Programmierer  ermöglichen,  Objekte  und  Operationen  zu  spezifizieren,  um 
hochqualitative  farbige Grafiken zu erzeugen.  Diese Grafiken können sowohl  zwei-  als 
auch dreidimensional sein. Sie bestehen aus sehr einfachen grafischen Grundelementen 
wie Punkten, Linien, Polygonen und Bitmaps. 
OpenGL wurde 1992 vom Unternehmen Silicon Graphics Inc. (SGI) entwickelt und seitdem, 
unter  Beteiligung  vieler  anderer  namhafter  Firmen  (wie  Apple,  Creative  Labs,  Intel, 
NVIDIA, Sony Computer Entertainment, Sun Microsystems, Texas Instruments, etc.), im 
Rahmen der OpenGL ARB (Architecture Review Board) Working Group bis dato als Version 
3.0 freigegeben [Segal06].
Bisher  wurde  die  Spezifikation  von  vielen  Entwicklern  weltweit  vor  allem  im  CAD 
(Computer  Aided  Design),  in  der  Visualisierung  wissenschaftlicher  Untersuchungen,  in 
diversen  Computersimulationen,  in  Computerspielen  und  natürlich  auch  in  der  Mixed 
Reality verwendet. 
3.2 OpenGL Design
Die grundlegenden Operationen von OpenGL bestehen darin, Primitive wie Punkte, Linien 
und Polygone in Pixel zu konvertieren. Dieses geschieht mit der so genannten „OpenGL 
State Machine“22. Die meisten OpenGL-Befehle leiten Primitive an die Grafik-Pipeline oder 
bestimmen, wie diese von der Pipeline verarbeitet werden. 
OpenGL ist ein prozedurales low-level API (Application Programming Interface), bei der der 
Programmierer  exakt definieren muss, wie die darzustellende Szene gerendert werden 
soll.  Dies  gibt  ihm  einerseits  die  Freiheit  eigene  Algorithmen  zu  entwickeln,  setzt 
andererseits  auch  ein  gewisses  Wissen  über  die  internen  Abläufe  (insbesondere  die 
Grafik-Pipeline) von OpenGL voraus. Abbildung 14 illustriert die vereinfachte Version des 
Grafik-Pipeline Prozesses. 
22 siehe http://www.opengl.org/documentation/specs/version1.1/state.pdf, 25. Septemer 2007
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Die Befehle kommen von links in die Graphics Library (GL). Manche Befehle spezifizieren 
geometrische Objekte  die  gezeichnet  werden sollen,  während andere  bestimmen,  wie 
diese im Laufe der weiteren Verarbeitung behandelt werden sollen. Die meisten werden in 
der „Display List“ akkumuliert, um später in der GL verarbeitet zu werden. Andernfalls 
werden die Befehle durch die Prozess-Pipeline geschickt.
Im  „Evaluator“  werden  Kurven  und  Oberflächengeometrie  angenähert  indem 
Polynomfunktionen  der  Eingabewerte  evaluiert  werden.  Danach  werden  die 
geometrischen Primitive, die über ihre Eckpunkte definiert wurden, bearbeitet. In diesem 
Schritt werden die Vertizen transformiert und beleuchtet, sowie Primitive dem Sichtfeld 
(Viewing Volume) entsprechend zurecht geschnitten. Der „Rasterizer“ erstellt eine Reihe 
von  Frame-Buffer-Adressen  und  -Werten,  indem  eine  zweidimensionale  Beschreibung 
eines Punktes, einer Linie oder eines Polygons herangezogen werden. Jedes Fragment, 
das auf diese Weise produziert wird, kommt zum nächsten Schritt, wo Operationen an den 
individuellen  Fragmenten  durchführt  werden,  bevor  sie  schließlich  den  Frame-Buffer 
wechseln.  Außerdem  gibt  es  die  Möglichkeit  die  Vertex-Verarbeitung  der  Pipeline  zu 
umgehen  und  direkt  einen  Block  von  Fragmenten  zu  den  unterschiedlichen 
Fragmentoperationen zu senden.
Die Reihenfolge in  Abbildung  14 ist  nicht zwingend,  so können beispielsweise kurvige 
Oberflächen transformiert werden, bevor sie zu Polygonen konvertiert werden.
Das Design von OpenGL erlaubt insbesonders:
● die  Komplexität  verschiedener  3D-Grafikbeschleuniger  zu  verbergen,  da  dem 
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Abbildung 14: Blockdiagramm der Graphics Library in OpenGL
Programmierer eine einfache einheitliche Schnittstelle geboten wird, und
● die unterschiedlichen Möglichkeiten der Hardware-Plattformen zu verbergen, indem 
für alle die gleichen OpenGL-Befehle gelten (falls die Hardware nicht unterstützt 
wird, wird dies über die Software emuliert).
3.3 Grafikausgabe
Um in  OpenGL  ein  Objekt  im  dreidimensionalen  Raum für  die  Ausgabe  zu  zeichnen, 
müssen  einige  grundlegende  Schritte  vorausgehen.  Das  gewünschte  Objekt  muss 
irgendwo im Raum positioniert werden und kann dann aus einem bestimmten Blickwinkel 
von  einer  bestimmte  Stelle  aus  betrachtet  werden.  Um  sich  diesen  Vorgang  besser 
vorstellen zu können, kann man sich mit der Kamera-Analogie behelfen. 
Sie  geht  davon  aus,  dass  der  Transformations-Prozess  der  notwendig  ist,  um  die 
gewünschte Szene in OpenGL zu zeichnen, dem Ablauf einer Fotoaufnahme entspricht, 
wie folgt beschrieben:
1) Zuerst wird das Stativ an einer bestimmten Position aufgestellt und die sich darauf 
befindende Fotokamera auf die gewünschte Szene gerichtet. Dies entspricht der 
„Viewing-Transformation“ in OpenGL.
2) Danach  wird  das  Modell  bzw.  die  abzulichtende  Objekt  den  Wünschen 
entsprechend  positioniert.  OpenGL  bedient  sich  analog  der  „Modeling-
Transformation“.
3) Um  das  Modell  wie  gewünscht  darstellen  zu  können,  wählt  der  Fotograf  ein 
passendes Objektiv. Dies entspricht der „Projection-Transformation“.
4) Schließlich  wird  für  die  passende  Abbildung  des  Fotos  ein  entsprechendes 
Ausgabemedium  gewählt.  In  OpenGL  geschieht  dies  mit  der  „Viewport-
Transformation“.
Zu  beachten  ist,  dass  die  Reihenfolge  dieser  Schritte  jener  entspricht,  in  der  die 
Transformationen im Programmcode geschrieben werden müssen, was nicht heißt, dass 
diese auch der Reihenfolge der mathematischen Operationen auf die Vertizen der Objekte 
gleicht.  Die  Viewing-Transformation  muss  vor  der  Modeling-Transformation  im  Code 
definiert werden. Die Projection- und Viewport-Transformationen können jedoch an einer 
beliebigen Stelle, bevor die Szene gezeichnet wird, erfolgen. 
Um eine Viewing-, Modeling- oder Projection-Transformation zu spezifizieren, wird zuerst 
eine  4x4-Matrix  M  konstruiert.  Diese  wird  dann  mit  den  Koordinaten  jedes  Vertex  v 
multipliziert, um die Transformation zu erhalten:
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Vertizen haben immer vier Koordinaten (x,y,z,w), wobei w in den meisten Fällen gleich 1 
ist und im zweidimensionalen Raum z gleich 0 ist.
Viewing-  und  Modeling-Transformationen  werden  automatisch  auf  die  Normalvektoren 
(werden nur in „eye coordinates“ verwendet) der Fläche angewandt, zusätzlich zu den 
Vertizen. Dadurch bleibt die Konsistenz zwischen Vertizen und deren Normalen erhalten. 
Diese Transformationen werden zu einer Modelview-Matrix kombiniert, die dann auf die 
eingehenden Objekt-Koordinaten angewandt wird und so die „eye coordinates“ ergeben.
Falls zusätzliche Clipping-Planes definiert wurden, werden diese nun angewandt. 
Danach  wird  die  Projection-Matrix  angewandt,  um die  „Clip  Coordinates“  zu  erhalten. 
Diese Transformation definiert das „Viewing Volume“. Objekte, die sich außerhalb dieses 
Bereiches befinden, werden nicht in der Grafikdarstellung ausgegeben. 
Als nächstes wird die „Perspective Division“ durchgeführt, bei der die Koordinatenwerte 
durch w dividiert werden, um normalisierte Koordinaten zu erhalten.
Schließlich  werden  die  transformierten  Koordinaten  mit  Hilfe  der  „Viewport-
Transformation“ in Window-Koordinaten umgewandelt [Shreiner07]23.
Die Aufbereitung der Grafiken für die Ausgabe auf dem Bildschirm umfasst insbesonders 
folgende Aufgaben:
● Transformationen:
Sie werden durch Matrix-Multiplikationen, wie Modeling-, Viewing- und Projection-
Operationen  bewerkstelligt.  Diese  Operationen  beinhalten  Rotation,  Translation, 
Skalierung,  Reflexionen  sowie  orthografische  und  perspektivische  Projektionen. 
Normalerweise wird eine Kombination dieser Operationen verwendet, um ein Bild 
zu zeichnen.
● Clipping:
Da das Bild in einem Fenster ausgegeben wird, müssen Objekte, die sich außerhalb 
der Fenster befinden, entfernt werden. In der dreidimensionalen Computergrafik 
geschieht  dies,  indem  Objekte  auf  der  einen  Seite  der  „Clipping-Plane“ 
hinausgeworfen werden.
● Viewport-Transformation:
Schließlich muss zwischen den transformierten Pixel und den Bildschirmpixel eine 
Übereinstimmung erreicht werden. Dies erfolgt durch die Viewport-Transformation 
23 S. 106ff
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[Shreiner07]24.
3.4 Viewing- und Modeling-Transformationen
Viewing- und Modeling-Transformationen hängen in OpenGL eng miteinander zusammen. 
Schließlich werden diese beiden Transformationen kombiniert. So kann man sich diese 
Transformationen aus verschiedenen Betrachtungsweisen vorstellen.
Eine Möglichkeit ist, sich Transformation in einem globalen, fixierten Koordinatensystem 
vorzustellen. Bei diesem Ansatz bewegt sich das zu zeichnende Objekt im Raum, wobei 
das Koordinatensystem in seinem Ursprung (0, 0, 0) verharrt.  Zu beachten ist hierbei, 
dass  die  Transformationen im Programmcode  in  umgekehrter  Reihenfolge zu  notieren 
sind.  Möchte man beispielsweise ein  Objekt  um 45° drehen und entlang der  X-Achse 
verschrieben, so muss die Translation im Code vor der Rotation notiert werden. Würde 
man dies nicht beachten, so würde sich das Objekt bei der Rotation um den Ursprung (der 
sich in (0, 0, 0) befindet) von der X-Achse entfernen.
Eine  weitere  Betrachtungsweise  wäre  die  Annahme  eines  sich  bewegenden,  lokalen 
Koordinatensystems. Dieses Koordinatensystem befindet sich immer im Mittelpunkt des 
Objekts. Bei diesem Ansatz stimmt die Reihenfolge der Transformationen im Code mit 
ihren natürlichen überein. 
Jeder  dieser  beiden  Ansätze  hat  Vor-  und  Nachteile,  je  nachdem  für  welchen 
Anwendungsfall  man  ihn  einsetzt.  Letzterer  erweist  sich  als  handlicher,  wenn  man 
beispielsweise Gelenke eines Roboters zeichnen will,  bei dem sich Schulter,  Arme und 
Finger relativ zum Körper bewegen können.
Wie  vorher  beschrieben,  ist  entscheidend  in  welcher  Reihenfolge  man  die 
Transformationen im Code notiert.  Meist  erhält  man ein  anderes Ergebnis,  wenn man 
Transformation B vor Transformation A durchführt,  als wenn man dies in umgekehrter 
Reihenfolge täte. 
Alle Viewing- und Modeling-Transformationen werden in 4x4 Matrizen dargestellt.  Jedes 
Transformations-Kommando multipliziert eine zusätzliche 4x4 Matrix  M mit der aktuellen 
Matrix  C,  woraus  CM entsteht.   Schließlich  werden  die  Vertizen  v mit  der  aktuellen 
Modelview-Matrix multipliziert. Das bedeutet aber auch, dass diese letzte Multiplikation 
zuerst angewandt wird:
glMatrixMode(GL_MODELVIEW);
glLoadIdentity();
24 S. 105
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glMultMatrix(N);
glMultMatrix(M);
glMultMatrix(L);
glBegin(GL_POINTS);
glVertex3f(v);
glEnd();
In diesem Code enthält die Modelview-Matrix die Matrizen  I (Identity-Matrix),  N,  NM und 
schließlich  NML. Die transformierten Vertizen sind  NMLv. Die Vertex-Transformation sieht 
also folgendermaßen aus:  N(M(Lv)), d.h.  v wird zuerst mit  L multipliziert, das Ergebnis 
daraus Lv wird mit M multipliziert, die daraus resultierende Matrix MLv wird schließlich mit 
N multipliziert. 
Modeling-Transformationen  werden  in  OpenGL  mit  den  Routinen  glTranslate(), 
glRotate() und  glScale() durchgeführt.  Es  wäre  aber  auch  möglich  ein  Objekt  zu 
transformieren,  indem die  entsprechenden  Matrizen  erstellt,  und  diese  dann  mit  der 
Funktion glMultMatrix() angewendet werden.
Viewing-Transformationen  verändern  die  Position  und  Orientierung  des 
Betrachungspunktes. Wie schon vorher beschrieben, kann man entweder die Kamera von 
den Objekten  oder  die  Objekte  von  der  Kamera  wegbewegen.  So hat  eine  Modeling-
Transformation, die ein Objekt gegen den Uhrzeigersinn dreht, die gleichen Auswirkungen 
wie eine Viewing-Transformation, die die Kamera im Uhrzeigersinn (im gleichen Winkel) 
dreht.  Viewing-Transformation  müssen  im  Code  immer  vor  den  Modeling-
Transformationen notiert werden, da Modeling-Transformation zuerst angewandt werden. 
Es bestehen mehrere Möglichkeiten Viewing-Transformationen zu erstellen:
● Verwendung  von  glTranslate()-  und  glRotate()-Routinen,  die  entweder  das 
Objekt oder die Kamera bewegen 
● Verwendung der Utility Library Routine  gluLookAt(), die mehrere Rotations- und 
Translationskommandos entkapselt 
● Erstellung eigener, meist etwas komplizierterer Routinen
[Shreiner07]25
3.5 Kinematik: Translation und Rotation
Bei Translationen und Rotationen gehen wir von einem fixen Koordinatensystem aus, das 
25 S. 117ff
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als Basis für Bewegungen im 3D-Raum dient. Dieses besteht aus drei linear unabhängigen 
Vektoren,  die  die  Basis  bilden,  und  einem  Referenzpunkt  oder  Ursprung,  der  nicht 
verschoben oder rotiert werden kann, was auch als inertes System bezeichnet wird. Die 
Basis besteht aus zueinander rechtwinkeligen Einheitsvektoren, auch orthonormale Basis 
genannt.  Dieses  fixe  Koordinatensystem kann  auch  als  Welt-System bzw.  Welt-Raum 
bezeichnet werden. Jeder Punkt in diesem Koordinatensystem enthält drei Zahlen, die die 
Position entlang der X-, Y- und Z-Achse beschreiben.
Soll  ein  Körper  im  3D-Raum  erstellt  werden,  so  kann  dieser  mit  Hilfe  eines  lokalen 
Koordinatensystems beschrieben werden. Als Ursprung für diesen Körper  wird  pcm  
angenommen. Die dazugehörige orthogonale Basis sei P= {P0 ,P1 , P2 } , was den lokalen 
X-, Y- und Z-Achsen des Körpers entspricht, wie in Abbildung 15 zu erkennen.
Es kann praktisch sein, sich P0 ,P1und P2 als die Spalten einer Matrix P  vorzustellen, 
sodass:
P=[P x
0
P y
0
P z
0
Px
1
Py
1
P z
1
P x
2
P y
2
P z
2]
Dies macht es einfach, einen Vektor aus dem lokalen Raum des Körpers in den Welt-
Raum, und umgekehrt, zu transformieren:
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Abbildung 15: Darstellung lokaler Körper im 
3D-Raum
vworld=Pv local
und
v local=P
T vworld weil P
T=P−1 für eine orthonormaleBasis
Einen Punkt kann man folgendermaßen transformieren:
pworld=Pplocalpcm
und
plocal=P
T  pworld−pcm
[DeLoura02]26
3.6 Die Vektor-Kamera
Die  Vektor-Kamera  ist  eine  generalisierte  Form der  matrixbasierten  Kamera.  Matrizen 
enthalten oft mehrere verkettete Operationen, und sind deshalb meist schwierig zu lesen. 
Die  Vektor-Kamera  hingegen  benutzt  nur  einfache  Vektoren,  um  ihre  Orientierung, 
Position, Sichtfeld und ihr Bildverhältnis zu beschreiben. Sie benutzt jedoch die gleichen 
Informationen, die auch bei der matrixbasierten Kamera zu finden sind. 
Die View-Matrix (Welt-zu-Kamera-Matrix) besteht aus vier Vektoren. Drei dieser Vektoren 
repräsentieren  die  drei  Achsen  im  Raum  und  definieren  somit  die  Orientierung  der 
Kamera.  Der  vierte  Vektor  beschreibt  die  Position  der  Kamera  im  Welt-Koordinaten-
System. Insgesamt ergeben sich dadurch sechs Freiheitsgrade.
Ein großer Vorteil der Vektor-Kamera ist die Möglichkeit, sie sowohl im lokalen, als auch 
im Welt-System verwenden zu können. Die Positions-Vektoren und die Orientierung der 
Kamera  werden  im  Welt-System  gespeichert.  Sie  können  jedoch  auch  in  ein  lokales 
System transformiert  werden,  indem die  Inverse  der  Lokal-zu-Welt-Matrix  des  Modells 
verwendet wird. Die neue Position und Orientierung der Kamera sind somit relativ zum 
lokalen System. Befinden sich sowohl die Kamera, als auch die Objekte im Welt-System, 
so  muss  keine  inverse  Matrix  berechnet  und  keinerlei  Transformationen  durchgeführt 
werden. 
26 Artikel „Integration der Gleichungen für die Bewegung starrer Körper“ von Miguel Gomez, S. 154
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In Abbildung 16 sieht man die U-, V- und N- Vektoren, die parallel zu den X-, Y- und Z-
Ursprungsvektoren verlaufen, wenn die Kamera keine Rotation besitzt und sich auf der 
Position (0,0,0) befindet. Der U-Vektor zeigt nach rechts, der V-Vektor nach oben und der 
N-Vektor in Richtung der Kamera. Daraus folgt eine 3D-Abbildung, die aus den U-, V-, N-
Vektoren,  der  Kamera  und  zwei  Sichtfeld-Parametern  erzeugt  wird.  Die  Sichtfeld-
Parameter können aus dem benutzerdefinierten Sichtfeld berechnet werden, die dann um 
das  Bildverhältnis  skaliert  werden.  Dies  kann  beispielsweise  folgendermaßen  codiert 
werden:
float AspectRatio = ScreenHeight/ScreenWidth;
float FOV = PI / 2;
float hFrac = tan(FOV * 0.5);
float vFrac = tan(FOV * 0.5 * AspectRatio);
Erfährt die Kamera weder Rotation noch Translation, so können die Vektoren wie folgt 
definiert werden:
O vector = -U vector * hFrac + V vector * vFrac;
S vector = U vector * hFrac * 2;
T vector = -V vector * vFrac * 2;
Die 3D-Abbildung wird durch die Addition dieser drei Vektoren erzeugt. Der Abstand zum 
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Abbildung 16: Beschreibung einer Vektor-Kamera im 
3D-Raum
Near-Plane wird mit 1.0 angenommen, also an der Kameraposition beginnend wird 1.0 * 
Vektor N addiert. Danach wird Vektor O addiert. Dadurch wird der Screen-Ursprung im 3D-
Raum definiert.  Die  Vektoren  S  und  T  entspringen  aus  diesem Punkt  und  definieren 
Geraden  von  konstantem Screen  X  bzw.  Screen  Y.  Durch  die  Verwendung  der  Welt-
Position  der  Kamera  und  der  Welt-System-Vektoren  S  und  T  kann  mit  der  folgenden 
Methode  jeder  Punkt  im  Welt-System  in  Bildschirmkoordinaten  projiziert  werden.  Ein 
Vektor wird erzeugt, beginnend an der Welt-System-Position der Kamera, der an der Welt-
System-Position des zu projizierenden Vertex endet. Wenn der Vertex im Sichtbereich der 
Kamera liegt, kann jener 3D-Punkt berechnet werden, an dem der Strahl den 3D-Screen 
der Vektor-Kamera schneidet. 
Dann kann mittels des Skalarprodukts sowohl die Distanz entlang des Vektors S, als auch 
jene des Vektors T gefunden werden, was im Wesentlichen die Werte in 2D konvertiert. 
Diese 2D-Werte werden dann entsprechend der Bildschirmauflösung skaliert  und in 2D-
Bildschirmkoordinaten ausgegeben [DeLoura02]27.
Die  Kamera-Vektoren  werden  im  Welt-Koordinatensystem  gespeichert,  doch  Modelle 
werden  typischerweise  im  lokalen  Koordinatensystem  (oder  auch  Modell-
Koordinatensystem genannt) gespeichert. Das Modell ist um (0,0,0) zentriert und wird von 
einer  „Lokal-zu-Welt-Matrix“  begleitet.  Diese  „Lokal-zu-Welt-Matrix“  definiert  wie  das 
Objekt rotiert und verschoben wird, um es in seine endgültige Welt-Koordinatensystem-
Orientierung und -Position zu bringen. 
Da die Modelldaten im lokalen System gespeichert sind, wäre es vorteilhaft in der Lage zu 
sein, im lokalen System zu arbeiten. Um dies zu erreichen, muss die Kamera aus dem 
Welt-System in das lokale System bewegt werden. Die Kamera muss um das Objekt rotiert 
und verschoben werden, sodass die neue Orientierung und Position der Kamera dasselbe 
Raumverhältnis annimmt, wie wenn das Objekt mittels Lokal-zu-Welt transformiert worden 
wäre und von der Kamera im Welt-Koordinatensystem betrachtet würde. Die Lösung ist 
die Inverse der Lokal-zu-Welt-Matrix des Objekts. Die Inverse einer Rotationsmatrix wird in 
zwei  Schritten  berechnet.  Der  erste  führt  eine  Transposition  der  oberen  3x3-
Rotationsmatrix durch. Der zweite Schritt  verwendet drei Skalarprodukte, um die neue 
Position zu berechnen. Diese inverse Matrix kann nun die entgegengesetzte Operation 
„Welt-zu-lokal“ durchführen. 
Tatsächlich gibt es zwei Lokal-zu-Welt-Transformationen, die gespeichert werden müssen. 
Die Kamera hat eine angenommene Lokal-zu-Welt-Matrix, die bereits auf die Orientierung 
und Position der Kamera angewandt wurde; also muss nur mehr die Lokal-zu-Welt-Matrix 
des Objekts behandelt werden. Die neu erzeugte Welt-zu-lokal-Matrix definiert, wie die 
Orientierung und Position der Kamera rotiert und verschoben werden, um das räumliche 
27  Artikel „Die Vektor-Kamera“ von David Paul, S. 351
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Verhältnis zwischen dem Objekt und der Kamera beizubehalten. 
Die Kamera in das lokale Koordinatensystem zu bewegen ist schneller zu berechnen, als 
die lokalen Daten in das Welt-Koordinatensystem zu bewegen. Nur vier Transformationen 
sind  erforderlich,  um  die  Kamera  in  das  lokale  System  zu  bringen,  während  es  N 
Transformationen benötigt, um ein Objekt mit N Vertizen lokal-zu-Welt zu transformieren. 
Sind  die  Modelldaten  und  die  Kameradaten  einmal  im  selben  Koordinatensystem, 
erfordert  die  Projektion  der  Modelldaten  vergleichsweise  wenig  Rechenleistung 
[DeLoura02]28.
28  Artikel „Die Vektor-Kamera“ von David Paul, S. 354
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4 Prototyp
Wie  in  den  vorangegangenen  Kapiteln  ausgeführt,  ist  die  Planung,  Entwicklung  und 
Umsetzung  eines  AR-Systems  ein  komplexes  Vorhaben,  bei  dem,  je  nach 
Anwendungszweck  und  technischer  Ausstattung,  viele  unterschiedliche  Komponenten 
reibungslos  zusammenarbeiten müssen.  Da diese voneinander abhängen,  können sich 
Fehler und Ungenauigkeiten über das ganzen System hinweg „ausbreiten“ und somit die 
Leistung erheblich beeinträchtigen. 
Zusätzlich erschwerend gestaltet  sich der Einsatz  in  einem mobilen und von diversen 
Umwelteinflüssen  geprägten  Umfeld,  da  diese  Umstände  Ungenauigkeiten  und  die 
Fehleranfälligkeit deutlich erhöhen.
Folgend  wird  ein  Versuch  unternommen,  ein  kleines  AR-Systems  zu  entwickeln,  um 
dessen Anwendbarkeit in der Praxis zu beurteilen.
Zu diesem Zweck wird in Anlehnung an Abbildung 1 ein Prototyp erstellt und getestet.
Ziel  ist  es,  Erkenntnisse  über  die  Funktionsweise  und  Genauigkeit  der  Komponenten, 
sowie die Entwicklung der dazugehörigen Software zu gewinnen.
4.1 Position-Tracking
Im derzeitigen Stadium der Entwicklung des Prototypen wird auf die Unterstützung der 
satellitengestützten  Positionsfindung  verzichtet,  um  die  folgenden  Messungen  (siehe 
Kapitel 5) auf die Abweichung der Orientierung beschränken zu können. 
Im Anhang F befinden sich Befehlsfolgen zur Kommunikation mit dem Satellitenempfänger 
GB-500 der Firma TopCon, die für die Positionsbestimmung verwendet werden können.
4.2 Orientation-Tracking
Für die Messung der Orientierung des Kopfes des Benutzers wird ein Sensor-Modul der PNI 
Corporation  namens TCM5 verwendet (siehe Abbildung  17).  Es  liefert,  ähnlich wie bei 
einem Flugzeug,  Orientierungsdaten  aller  3  Axen  (heading,  pitch,  roll)  in  Eulerschen 
Winkeln. 
Die  magnetischen  Sensoren  können  Veränderungen  des  magnetischen  Erdfeldes,  die 
durch diverse Störquellen auftreten können, kompensieren, sofern diese konstant sind. 
Die  Stromversorgung  des  12  g  schweren  Moduls  wird  mit  3.6  bis  5  VDC  bei  einem 
maximalen Verbrauch von 20 mA hergestellt. 
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Das  TCM5  Modul  wird  auf  dem  Kopf  des  Benutzers  befestigt,  sodass  jegliche 
Kopfbewegung  registriert  und  durch  den  Rechner  verarbeitet  werden  kann.  Die 
Genauigkeit  der  Messdaten  spielt  hierbei  eine  entscheidende  Rolle,  da schon geringe 
Abweichungen von der tatsächlichen Lage des Kopfes, vor allem über größere Distanzen 
hinweg, zu einer fehlerhaften Darstellung der virtuellen Objekte im Display führen (siehe 
Abbildung 12). 
Neben den Ungenauigkeiten, die aus technischen Gründen bei größeren Neigungswinkel 
zunehmen,  können  so  genannte  „Hard-Iron“-  und  „Soft-Iron“-Verzerrungen  fehlerhafte 
Messdaten erzeugen. 
Hard-Iron-Verzerrungen  können  auftreten,  wenn  sich  das  Modul  in  der  Nähe  von 
Permanentmagneten,  magnetischem Stahl  oder  anderen  Objekten  aus  Eisen  befindet. 
Diese Art von Verzerrung bleibt konstant, sofern sich die relative Position zu den Sensoren 
nicht ändert. Sie hat konstante Auswirkungen auf alle drei Axen und kann mit Hilfe der 
Firmware kompensiert werden.
Soft-Iron-Verzerrungen ergeben sich aus Interaktionen zwischen dem magnetischen Feld 
der Erde und magnetisch „weichem“ Material (mit hoher Permeabilität) in der Nähe der 
Sensoren.  Auch diese  Art  von  Verzerrung kann durch  das  TCM5 Modul  berücksichtigt 
werden. 
Probleme können durch nicht statische, magnetische Einflüsse entstehen, da diese mit 
Hilfe der Software nicht heraus gerechnet werden können. So kann das magnetische Feld 
durch vorbeifahrende Fahrzeuge oder durch das Ein- und Ausschalten elektrischer Geräte 
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Abbildung 17: TCM5 Kompass Modul (3 
Axen)
beeinflusst  werden.  Diese  Art  von  Einschränkung  tritt  jedoch  bei  allen  Arten  von 
Kompassen auf [PNI07].
Weiters ist zu beachten, dass der magnetische Norden nicht unbedingt mit dem wahren 
Norden  übereinstimmen  muss.  Aufgrund  der  magnetischen  Deklination  (oder  auch 
magnetischen  Variation)  kann  es  zu  Abweichungen  Richtung  Westen  oder  Osten,  je 
nachdem wo man sich auf der Erde befindet, kommen. Die magnetische Deklination gibt 
den Winkel zwischen magnetischem und wahrem Norden an. Sie ändert sich im Verlauf 
der Zeit und mit der Position auf der Erde [NGDC07].
Das Kompassmodul verfügt über eine RS-232 Kommunikationsschnittstelle, über die es 
konfiguriert wird und Daten ausgelesen werden. Für den mobilen Einsatz wird ein RS-232-
USB Konverter verwendet, um das Modul auch an einem Computer mit USB-Schnittstelle 
anschließen  zu  können.  Die  mobile  Stromversorgung  erfolgt  über  handelsübliche  AA 
Mignon Akkus. Abbildung 18 zeigt den Aufbau im praktischen Einsatz. 
4.3 Visualisierung
Die  Visualisierung  der  künstlichen  Umgebung  erfolgt  über  ein  optisches  see-through 
Display,  wie  in  Abbildung  19 zu  sehen  ist.  Es  besteht  aus  einem  Rahmen  mit 
Montagebändern, die auf dem Kopf montiert werden. Vorne befindet sich ein Einstellrad 
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Abbildung 18: Orientierungssensor mit Stromversorgung und Datenkabel
zur Regulierung der Schärfe und ein transparenter Spiegel auf dem die Grafikausgabe 
eingeblendet wird. Somit wird die reale Umgebung optisch mit Elementen der virtuellen 
Umgebung angereichert.
Die Verbindung zum Computer erfolgt über ein  VGA-Kabel.  Die  Stromversorgung über 
einen 220 V Stecker.
Neben diversen Berechnungen durch die Software für die Bewegung im virtuellen 3D-
Raum,  müssen  auch  einige  Konfigurationen  zur  korrekten  Darstellung  am  Display 
durchgeführt werden. So muss beispielsweise die Größe des Sichtfeldes am Display genau 
bekannt sein, der Mittelpunkt bestimmt, sowie der Blickfeldwinkel ermittelt werden.
4.4 Bild-Registrierung
Die  Bild-Registrierung,  also  die  Ausrichtung  virtueller  an  realen  Objekten  für  die 
Bildausgabe,  kann  man  beispielsweise  bei  computergenerierten  Einblendungen  in 
Filmproduktionen beobachten. 
Funktioniert die Bild-Registrierung erfolgreich, kann damit die visuelle Wahrnehmung des 
Zuschauers  unterstützt  werden.  In  TV-Sportübertragungen  kann  man zum Beispiel  oft 
beobachten,  dass  das  Spielfeld  durch  eingeblendete  farbige  Linien  oder 
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Abbildung 19: Dieser optische see-through Display dient zur Visualisierung der  
künstlichen Objekte
Werbeeinblendungen  mit  virtuellen  Bildern  überlagert  wird.  Ein  wichtiger  Unterschied 
dieser  Visualisierungssysteme  zu  Head-Mounted-Display  basierten  Systemen  ist,  dass 
letztere  mobil  sind  und  innerhalb  von  Millisekunden  auf  Änderungen  der  Position 
reagieren müssen.
In einer Augmented Reality Umgebung müssen reale und virtuelle Objekte koexistieren, 
und  zwar  so,  dass  der  Benutzer  möglichst  keinen  (störenden)  Unterschied  zwischen 
diesen beiden wahrnimmt. Genau hier liegt eines der grundlegenden Probleme. Virtuelle 
und  reale  Objekte  müssen  so  aneinander  ausgerichtet  werden,  dass  sie  zusammen 
passen, da sonst die Illusion der Koexistenz verloren geht. Dies ist jedoch eine schwierige 
Herausforderung an die Technik, da hier sehr hohe Präzision notwendig ist.
Bei optischen see-through Systemen tritt dieses Problem besonders zum Vorschein, da 
das menschliche Auge eine viel höhere Sensibilität  als  das Display besitzt  und bereits 
geringste Abweichungen erkennt. Dadurch können Unterschiede von nur wenigen Pixel 
leicht wahrgenommen werden. Bei manchen (z.B. medizinischen) Anwendungsszenarien 
muss auf wenige Millimeter genau gearbeitet werden, was höchste Anforderungen an die 
Registrierung von Objekten erfordert. Solange virtuelle Objekte visuell zu weit von den 
dazugehörigen  realen  Objekten  abweichen,  kann  nicht  ernsthaft  an  einen  Einsatz  in 
kritischen Applikationen gedacht werden.
Die Beseitigung solcher „Registrierungsfehler“ erweist sich als schwierige Aufgabe.
Registrierungsfehler können in statische und dynamische Fehler unterschieden werden. 
Dynamische Registrierungsfehler treten in Bewegung auf, also sobald der Benutzer die 
Position seines Kopfes (bzw. des Tracking-Sensors) ändert.
Statische Registrierungsfehler  hingegen treten  unabhängig  davon auch auf,  wenn der 
Benutzer seinen Kopf still hält. Ursachen dafür sind insbesonders:
● Verzerrungen im optischen System
● Falsche Ausrichtung des Head-Mounted-Displays
● Fehler im Tracking des Kopfes
● Falsche  Beobachtungsparameter  (z.B.  Blickfeldwinkel,  räumliche  Distanz  zum 
Sensor, ...)
Ein  typischer  dynamischer  Registrierungsfehler  ist  die  Ende-zu-Ende  Latenz,  die  das 
virtuelle Bild mit zeitlicher Verzögerung über der realen Umgebung „schwimmen“ lässt. 
Dies ist besonders bei schnellen Bewegungen zu beobachten.
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4.4.1 Statische Registrierungsfehler
Als erster Schritt zur Minimierung dieser Art von Fehlern ist ein hoch präzises Tracking-
System  notwendig,  das  auch  über  weite  Distanz  hinweg  einwandfrei  funktioniert. 
Statische Fehler sollten aus möglichst allen potentiellen Positionen und Blickwinkeln des 
Benutzers gering sein. Es hilft nur wenig, wenn statische Abweichungen von nur einem 
fixen  Standort  aus  minimiert  werden,  denn  in  einem  mobilen  System  kann  sich  die 
Position ständig ändern.
Die nähere Vorgangsweise zur Reduzierung statischer Registrierungsfehler wird in Kapitel 
4.4.3 beschrieben.
4.4.2 Dynamische Registrierungsfehler 
Sobald sich der Benutzer bewegt, beginnen die virtuellen Objekte ihren realen Pendants 
„nachzuhinken“.  Die  Ursache liegt in  der Systemlatenz.  Zuerst  wird  eine gewisse Zeit 
benötigt, um die genauen Positionsdaten zu verarbeiten und die virtuellen Objekte für das 
Display  zu  erzeugen.  Ändert  der  Benutzer  nun innerhalb  jener  Verzögerung,  die  vom 
Auslesen der Positionsdaten bis zur visuellen Darstellung benötigt wird, den Kopf, werden 
die  dazugehörigen  virtuellen  Bilder  nicht  richtig  dargestellt.  Eine  Möglichkeit  diese 
dynamischen  Fehler  zu  reduzieren,  ist  die  Vorhersage  wahrscheinlicher  zukünftiger 
Kopfbewegungen  des  Benutzers.  Anstatt  jene  Daten  zu  verwenden,  die  unmittelbar 
ausgelesen werden, werden schon zukünftige (wahrscheinliche) Positionsdaten (zu jenem 
Zeitpunkt, an dem das Bild erneuert wird) für die visuelle Darstellung verwendet. Ist diese 
Vorhersage korrekt, werden dynamische Fehler weitgehend eliminiert [Azuma94].
4.4.3 Kalibrierungstechniken zur Minimierung statischer 
Abweichungen
Virtuelle Objekte, die durch das Head-Mounted-Display dargestellt werden, müssen mit 
realen Objekten für das menschliche Auge koexistieren. Das heißt, dass die Anordnung 
dieser  beiden  unterschiedlichen  Objekte  zueinander  genau  sein  sollte,  um  das 
menschliche  Gehirn  durch  einfach  wahrnehmbare  Bilder  so  gering  wie  möglich  zu 
belasten. Andernfalls könnte man kaum von (positiv) erweiterter Realität sprechen.
Die verwendete Hardware und Software muss auf die optische Achse des menschlichen 
Auges  bezogen  kalibriert  werden,  um  eine  möglichst  realitätsnahe  Darstellung  zu 
vermitteln.
Stellt man sich dies im 3D-Raum vor, so könnte man die Sicht durch das menschliche 
Auge, mathematisch übertragen, mit Hilfe eines Augen-Koordinatensystems beschreiben. 
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Genauso wie das digitale Pendant, der Orientierungssensor auf dem Kopf des Benutzers 
(also  im Regelfall  gegenüber  dem Augen-Koordinatensystem anders  ausgerichtet),  ein 
Head-Tracker-Koordinatensystem besitzt.
Diese beiden Koordinatensysteme müssen mit  den virtuell  dargestellten  Objekten des 
computergenerierten  3D-Raumes in  einem bekannten Zusammenhang stehen,  um die 
realen und virtuellen Objekte genau aneinander ausrichten zu können.  Schließlich werden 
die unterschiedlichen Koordinatensysteme in einem allgemeinen Welt-Koordinatensystem 
beschrieben, welches beispielsweise das metrische System verwendet.
Die  Kalibrierung  für  die  statische  Registrierung  erfordert  Wissen  über  bestimmte 
Positionen und Orientierungsvektoren in der realen Welt. Außerdem sind zur Berechnung 
der Positions- und Orientierungsabweichung des Auges gegenüber dem Head-Tracker der 
Blickfeldwinkel und die genaue Position des Zentrums des Blickfeldes notwendig.
Azuma beschreibt  in  [Azuma95]  eine  Vorgehensweise,  wie  man  diese  Daten  erfassen 
kann.  Er  nimmt  dazu  ein  reales  Objekt,  das  als  Orientierungshilfe  dient.  Dies  kann 
beispielsweise  eine  Kiste  sein,  dessen  Kanten  orthogonal  zueinander  stehen.  Die 
Eckpunkte  und  Kanten  des  realen  Objekts  werden  genau  vermessen  und  mit 
Orientierungshilfen  (wie  z.B.  Nägel)  versehen.  So  lässt  sich  ein  genau  bekanntes 
dreidimensionales Koordinatensystem (Frame-Space) aus der Kiste ableiten. Damit lässt 
sich  das  Koordinatensystem  der  Kiste  in  das  allgemeine  Welt-Koordinatensystem 
transformieren.
Da das Zentrum des Frame-Buffers nicht notwendigerweise mit dem des virtuellen Bildes 
übereinstimmt, muss dieses ermittelt werden. Mit Hilfe der genauen Pixelkoordinaten des 
tatsächlichen Zentrums können die virtuellen Bilder entsprechend projiziert werden.
Außerdem muss die  Abweichung der Position und der Orientierung des Head-Trackers 
zum rechten Auge ermittelt werden.
Die  Orientierung  kann  mit  Hilfe  von  Quaternionen  (siehe  Kapitel  4.6  und  Anhang  A) 
beschrieben bzw. verändert werden. Wenn die Orientierung des Auges mit jener der Kiste 
übereinstimmt,  kann  auf  folgende  Weise  die  Abweichung  der  Orientierung  gemessen 
werden:
Qwf=Qwe
wobei Qwf  jenes Quaternion darstellt, das Punkte und Vektoren vom Koordinatensystem 
der Kiste in jenes der Welt rotiert und Qwe  vom Koordinatensystem des Auges in jenes 
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der Welt rotiert.
Die gewünschte Abweichung der Orientierung  Qet  vom Head-Tracker zum Auge kann 
dann folgendermaßen berechnet werden:
Qte=Q tw∗Qwe
Qte=Qwt 
−1∗Qwf
Qet=Q te
−1
Qwt  kann vom Head-Tracker ausgelesen werden und Qwf  wurde am Anfang bei der 
Vermessung der Kiste ermittelt.
Als nächstes wird die Distanz vom Auge des Benutzers zur linken oberen Ecke der Kiste 
gemessen. Man zwingt das Auge eine bestimmte Distanz entlang der Blicklinie zur Ecke 
der Kiste einzunehmen, indem man sich an im Raum bekannte Punkte positioniert bzw. 
orientiert.
Somit können Punkte und Vektoren vom Head-Tracker-Koordinatensystem in das Auge-
Koordinatensystem  umgewandelt,  und  eine  Translation  vom  Ursprung  des  Auge-
Koordinatensystems  zum  Ursprung  des  Head-Tracker-Koordinatensystems  gemacht 
werden.
Der Benutzer macht also zwei Schritte. Den ersten mit etwas größeren Abstand (etwa 1-2 
m), um die Orientierung zu kalibrieren (bei diesem Schritt müssen die Nägel noch nicht 
beachtet werden, siehe Abbildung  24). Den zweiten aus kurzer Distanz (unter 1 m), bei 
der durch die Ausrichtung zweier Nägel die Abweichung der Position bestimmt wird.
4.5 Kamerasteuerungs-Techniken
4.5.1 Ich-Perspektive-Kamera
Einfache  Ich-Perspektive-Kamera-Modelle  beruhen  auf  Utilities  wie  gluLookAt() von 
OpenGL.  Bei  gegebener  Kameraposition,  Blickrichtung  und  Up-Vektor  berechnet  diese 
Funktion eine Orientierungs-View-Matrix.  Die View-Matrix  wird dann im OpenGL-Matrix-
Stack  platziert  und mit  Orientierungsmatrizen  für  jedes Objekt  in  der  Szene verkettet 
sowie gerendert.
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Die Orientierung im dreidimensionalen Raum kann mit drei Euler-Winkeln repräsentiert 
werden:  yaw, pitch und roll  (auch gier,  nick und roll  bzw. azimuth,  elevation und roll 
genannt). Abbildung 20 zeigt diese drei Winkel.
Eine  Methode  zur  Berechnung  der  Orientierungsmatrix  besteht  darin,  die 
Rotationsmatrizen der drei Achsen zu vereinigen. Für Steuerungszwecke ist es notwendig, 
die aktuelle Position zu kennen und Informationen über die Kamerarichtungen der X-, Y- 
und Z-Achse zu haben.
Folgender  Code  beschreibt  eine  Funktion,  die  Vektoren  errechnet,  welche  dann  als 
Parameter  für  die  OpenGL  gluLookAt()-Funktion  verwendet  werden  können,  um die 
View-Matrix der Kamera zu erstellen:
void FlyCam::ComputeInfo() { 
  float cosY, cosP, cosR; 
  float sinY, sinP, sinR; 
  cosY = cosf(Yaw); 
  cosP = cosf(Pitch); 
  cosR = cosf(Roll); 
  sinY = sinf(Yaw); 
  sinP = sinf(Pitch); 
  sinR = sinf(Roll); 
// Forward Vector 
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Abbildung 20: Flugzeug mit drei relativen Achsen
 
  fwd.x = sinY * cosP; 
  fwd.y = sinP; 
  fwd.z = cosP * -cosY; 
// Look At Point 
  at = fwd + eye; 
// Up Vector 
 
  up.x = -cosY * sinR - sinY * sinP * cosR; 
  up.y = cosP * cosR; 
  up.z = -sinY * sinR - sinP * cosR * -cosY; 
// Side Vector (right) 
  side = CrossProduct(fwd, up); 
} 
[DeLoura02]29
4.5.2 Alternative Kameratechnik
Es  gibt  eine  Reihe  von  Alternativen  zur  Ich-Perspektive-Kamera.  Je  nach 
Anwendungsszenario können in OpenGL genau adaptierte Transformationen durchgeführt 
werden (siehe Kapitel 3.4).
Eine typische „Viewing-Transformation“, die auch bei Flugsimulatoren eingesetzt wird, ist, 
die  Welt  aus Sicht  eines Piloten  darzustellen.  Folgende Routine kann dazu verwendet 
werden:
void pilotView(GLfloat planex, GLfloat  planey, GLfloat planez, Glfloat 
roll, Glfloat pitch, Glfloat heading) 
 {
 glRotatef(roll, 0.0, 0.0, 1.0);
 glRotatef(pitch, 0.0, 1.0, 0.0);
 glRotatef(heading, 1.0, 0.0, 0.0);
 glTranslatef(-planex, -planey, planez);
 }
Mit  dieser  Variante  können  eventuelle  Rundungsfehler,  die  bei  der  Berechnung  von 
Vektoren entstünden, reduziert werden.
Bei den Rotationen ist auf die richtige Bezeichnung der Achsen zu achten. Außerdem ist 
die Reihenfolge der Rotationen auch von Bedeutung, worauf man beispielsweise bei der 
Umwandlung in Quaternione achten sollte.
4.6 Quaternione
Ein  oft  verwendetes  mathematisches  Mittel,  um  die  Orientierung  und  Rotation  eines 
29  Artikel „Kameasteuerungs-Techniken“ von Dante Treglia II, S. 356
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Richtungsvektors zu verändern, ist die Quaternion-Multiplikation.  Ein Quaternion (siehe 
Anhang A) besteht,  vereinfacht gesagt, aus einem Vektor und einem Winkel,  also vier 
Zahlen. Der (Einheits-)Vektor gibt die Orientierung der Achse, um die im angegebenen 
Winkel rotiert wird, an.
Quaternione  spielen  eine  wichtige  Rolle  in  Kamera-Orientierungs-Techniken.  Die 
Benutzung  von  Quaternionen  bringt  einige  Vorteile,  um  intern  Orientierungen  zu 
repräsentieren.  Die  3-Parameter-Repräsentation  von  Euler-Winkeln  erfordert 
Trigonometrie  und  neun-Parameter-orthogonale  Matrizen.  Quaternione  hingegen 
erfordern nur vier Parameter und sind weniger rechenintensiv.
Wenn es zur Blickrichtung-Interpolation kommt, ist die Euler-Winkel-Implementierung in 
sich fehlerhaft. Wird beispielsweise ein Objekt um 90° um die Y-Achse rotiert (Yaw-Winkel 
= PI/2), rotiert diese Operation die X-Achse auf die negative Z-Achse, da jede Rotation 
separat berechnet wird. Demzufolge ist das Ergebnis einer Rotation um die X-Achse um 
einen Winkel ɵ dasselbe wie eine Rotation um -ɵ um die Z-Achse.
Mit anderen Worten, die Kamera rollt, wenn eine Änderung im Yaw-Winkel erfolgt. Diese 
parametrische  Singularität  wird  „Gimbal  Lock“  genannt.  Die  Interpolation  durch 
Singularitäten  führt  zu  seltsamen  und  unerwünschten  Resultaten.  Bei  Quaternionen 
hingegen tritt dieses Problem nicht auf, und sie können sehr einfach interpoliert werden. 
Durch die Repräsentation der Kamera-Orientierung mit Quaternionen können auch weiche 
Interpolationen zwischen zwei Perspektiven durchgeführt werden. 
Ausgefeiltere  Implementierungen  der  Orientierungskontrolle,  so  wie  jene,  die  in 
kommerziellen  Flugsimulationssystemen  zu  finden  sind,  verwenden 
Winkelgeschwindigkeiten über Quaternione.
Um aus drei Euler-Winkeln ein Quaternion zu erzeugen kann folgender Code verwendet 
werden:
quaternion &SetEuler(float yaw, float pitch, float roll) { 
 
  float cosY = cosf(yaw / 2.0F); 
  float sinY = sinf(yaw / 2.0F); 
  float cosP = cosf(pitch / 2.0F); 
  float sinP = sinf(pitch / 2.0F); 
  float cosR = cosf(roll / 2.0F); 
  float sinR = sinf(roll / 2.0F); 
SetValues( 
  cosR * sinP * cosY + sinR * cosP * sinY, 
  cosR * cosP * sinY - sinR * sinP * cosY, 
  sinR * cosP * cosY - cosR * sinP * sinY, 
  cosR * cosP * cosY + sinR * sinP * sinY 
); 
return *this; 
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}
[DeLoura02]30
4.7 Planung
Der Prototyp des Augmented Reality Systems besteht aus einigen Komponenten, die gut 
zusammenarbeiten müssen, um entsprechende Ergebnisse zu erhalten. So ist es wichtig, 
dass alle Einheiten wie Orientierungssensor,  Computer,  Head-Mounted-Display  und die 
Stromquelle einwandfrei funktionieren und für den (mobilen) Einsatz vorbereitet werden.
Um  die  Genauigkeit  des  Orientierungssensors  besser  beurteilen  zu  können,  wird  in 
unserem praktischen Versuch jedoch auf einen dezidierten Positions-Tracker verzichtet 
und die Position anhand vorher definierter Orientierungspunkte bzw. anderer Hilfsmittel 
(z.B. Messlatte mit Wasserwaage) festgestellt. 
Zuerst wird die Minimierung des statischen Registrierungsfehlers versucht.
Die statische Registrierung erfordert Wissen über die Position und die Orientierung der 
Objekte  in  der  realen  Welt,  den  Blickfeldwinkel,  das  Zentrum des  Blickfeldes  und die 
Positions-  und  Orientierungsabweichungen  vom  Tracker  zum  rechten  Auge  (dem 
verwendeten HMD entsprechend) des Benutzers.
Um einen Bezug zwischen der realen und der virtuellen Welt herzustellen, wird außerdem 
ein reales Referenzobjekt benötigt, um das Auge des Benutzers auf dieses kalibrieren zu 
können.
Die einzelnen Parameter werden in Anlehnung an [Azuma95] in folgender Reihenfolge 
ermittelt:
1. Ermittlung der Position und Orientierung des Referenzobjekts
2. Ermittlung des Blickfeld-Zentrums
3. Ermittlung der Orientierungs-Abweichung zwischen Tracker und rechtem Auge
4. Ermittlung der Positions-Abweichung zwischen Tracker und rechtem Auge
5. Ermittlung des Blickfeldwinkels
4.7.1 Ermittlung der Orientierung und Position des 
Referenzobjekts
Als  Referenzobjekt  dient  eine Kiste  mit  bekannten Abmessungen.  Diese wird an einer 
genau definierten Position im Raum platziert. Optimalerweise befindet sich diese etwa in 
30  Artikel: „Kamerasteuerungstechniken“ von Dante Treglia II, S. 356
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Augenhöhe und weniger Meter in Blickrichtung der Augen entfernt. 
Die  Orientierung  des  Referenzobjekts  wird  dann  mit  dem  Koordinatensystem  des 
dreidimensionalen Raumes in OpenGL gleichgesetzt, d.h.:
v1=100 v2=
0
1
0 v3=
0
0
1
Dies ergibt folgende Matrix für die Verwendung in OpenGL:
M frame=[1000
0
1
0
0
0
0
1
0
x
y
z
1]
Für die Kalibrierung eignet sich ein markanter Punkt des Referenzobjekts wie etwa eine 
Ecke. Als Referenzposition wird die vordere linke Ecke der oben verlaufenden Kante (siehe 
Abbildung 21, Punkt D) verwendet. 
Die Werte x,y,z stehen für die Position der Kiste, also die Translation vom Ursprung. Zur 
Angabe der  Werte  wird  das  metrische System genutzt  (m),  was  in  unserem Fall  laut 
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Abbildung 21: Referenzobjekt mit dazugehörigem Koordinatensystem
eigenen Messungen folgendes bedeutet:
x=0.0
y=0.95
z=0.0
Die Orientierung des Referenzobjekts wird mit Hilfe des Orientierungssensors gemessen. 
In unserem Fall zeigt sie in entlang der Z-Achse des Welt-Koordinatensystems.
4.7.2 Ermittlung des Blickfeld-Zentrums
Das Zentrum des Frame-Buffers muss nicht unbedingt mit dem Zentrum des virtuellen 
Bildes,  welches  vom  rechten  Auge  wahrgenommen  wird,  übereinstimmen.  Deswegen 
muss eine Projektion durchgeführt werden, um die Grafiken wie gewünscht darstellen zu 
können. Die Projektion muss an die Optik des jeweiligen Systems angepasst werden. Dazu 
wird angenommen, dass der Frame-Buffer das gesamte durch die Optik wahrnehmbare 
Bild darstellt.
Mit folgendem Vorgehen werden die Radien der horizontalen und vertikalen Achsen,  und 
somit das Blickfeld-Zentrum ermittelt:
Im Frame-Buffer wird ein zweidimensionales Fadenkreuz gezeichnet, das nicht von den 
Angaben des Tracker abhängt, sondern statisch, also immer an der gleichen Stelle, im 
Display erscheint. Definiert wird dieses durch die Zentren und Radien der Achsen X und Y, 
wodurch sich vier Werte ergeben:
center x
center y
radiusx
radiusy
Diese werden im Koordinatensystem definiert. Danach werden die Radien, vom Zentrum 
ausgehend,  so  lange  erhöht  und  angepasst,  bis  auf  jeweils  beiden  Seiten  die  Linien 
gleichzeitig über den Rand hinaustreten, wie in Abbildung 22 zu sehen ist. 
Jene Werte, bei denen sowohl entlang der X-, als auch der Y-Achse, beide Linien gerade 
noch  am  äußersten  Rand  sichtbar  sind,  ergeben  das  Zentrum  und  Radien  des 
Fadenkreuzes, das genau in der Mitte liegt. 
In unserem Fall ergeben sich folgende Werte:
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center x=397 px
center y=304 px
radiusx=396 px
radiusy=296 px
4.7.3 Ermittlung der Orientierungs-Abweichung zwischen Tracker 
und rechtem Auge
Die  Abweichung  der  Orientierung  des  Trackers  zum  rechten  Augen  muss,  bevor  die 
virtuellen Bilder erzeugt werden, ausgeglichen werden, damit die realen und virtuellen 
Objekte für den Benutzer ineinander verschmelzen.
Um diese Abweichung zu messen, wird der Blick des Benutzers (also des rechten Auges) 
so gewählt, dass er genau auf die vorher definierte Ecke (Punkt D in Abbildung 21) des 
Referenzobjekts zielt und entlang der oberen Kante auf Augenhöhe verläuft. Gleichzeitig 
wird das Zentrum des vorher definierten Fadenkreuzes auf  die  Ecke der Kiste gelegt, 
sodass die  horizontalen und vertikalen Linien entlang der Kanten des Referenzobjekts 
verlaufen. Abbildung 23 und 24 illustrieren diese Vorgangsweise.
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Abbildung 22: Kalibrierung des Zentrums des Blickfeldes
Dadurch  fällt  die  Orientierung  des  Auge-Koordinatensystems  mit  jenem  des  Frame-
Koordinatensystems (Koordinatensystem des Referenzobjekts) zusammen.
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Abbildung 23: Ermittlung der Orientierungs-Abweichung
Abbildung 24: Ausrichtung der Orientierung zur statischen Registrierung
Abbildung 25 zeigt die unterschiedlichen Koordinatensysteme, die bei der Kalibrierung zu 
berücksichtigen sind.
Folgende  Quaternione  repräsentieren  die  Rotationen  der  Punkte  und  Vektoren  der 
unterschiedlichen Koordinatensysteme, um in den World-Space zu gelangen:
Qwf
Qwt
Qwe
wobei
M frame=[1000
0
1
0
0
0
0
1
0
x
y
z
1] Qwf=
1
0
0
0

und 
Qwt
durch die Eulerschen Winkel des TCM5 Orientierungssensors berechnet wird.
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Abbildung 25: Darstellung der unterschiedlichen Koordinatensysteme
Somit  kann  die  Orientierungs-Abweichung  vom Tracker-Koordinatensystem zum Auge-
Koordinatensystem berechnet werden:
Qte=Qwt 
−1∗Qwf
Qet=Q te
−1
Neben  der  Orientierungs-Abweichung  muss  nun  die  Positions-Abweichung  festgestellt 
werden, also der „Eye->Tracker“-Offset. In den bisherigen Schritten lag die Position des 
rechten Auges entlang der verlängerten Linie der linken oberen Kante. Wo sich das Auge 
genau befand, war bis jetzt jedoch unbekannt.
Um den  Abstand des  Auges  vom Punkt  D (linke  obere  Ecke)  des  Referenzobjekts  zu 
ermittelt, wird wie folgt vorgegangen.
Zuerst werden auf dem Referenzobjekt zwei markante Punkte, die in unserem Fall durch 
zwei  Nägel  bestimmt werden,  auf  den oben verlaufenen Kanten,  wie  in  Abbildung  26 
ersichtlich, festgelegt.
Das virtuelle Fadenkreuz wird wie bisher ausgerichtet, jedoch muss jetzt zusätzlich die 
Position des Auges so gewählt werden, dass die beiden Nägel aus Sicht des Auges   zu 
einem  Nagel  „verschmelzen“.  Dadurch  kann  die  Distanz  vom  Punkt  D  zum  Punkt  P 
eindeutig berechnet werden.
Die Positionen der beiden Nägel sind im Frame-Space bekannt. Durch Anwendung der 
vorher ermittelten Transformationen bzw. Annahmen können diese Werte in den World-
Space umgerechnet werden.
Punkt T, also die Position des Trackers ist ebenfalls bekannt. Somit kann der Vektor PT  
im World-Space gebildet und so rotiert werden, dass er im Eye-Space definiert ist. Dafür 
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Abbildung 26: Die Positionen der Nägel auf dem Referenzobjekt definieren 
die Distanz zum Auge
wird das Quaternion Qew  benötigt, das folgendermaßen berechnet wird:
Qew=Q et∗Qwt 
−1
Qet  wurde bereits ermittelt, und Qwt  liefert der Orientierungs-Tracker.
Der Benutzer muss also zuerst für die Ermittlung der Orientierungs-Abweichung etwas 
weiter entfernt vom Referenzobjekt die oben beschriebene Vorgehensweise befolgen und 
in  einem zweiten  Schritt,  zur  Ermittlung  der  Positions-Abweichung,  in  etwas  kürzerer 
Distanz zum Referenzobjekt den „Eye->Tracker“-Offset bestimmen.
4.7.4 Ermittlung des Blickfeldwinkels
Schließlich  wird  als  letzter  Parameter  der  Winkel  des  Blickfeldes  (FOV,  field-of-view) 
ermittelt. Es genügt den Winkel entlang einer der beiden (horizontalen bzw. vertikalen) 
Richtungen zu messen, sofern das Verhältnis dieser beiden zu einander bekannt ist und 
die Optik gleichmäßig verläuft.  Ist beispielsweise die vertikale Abmessung bekannt, so 
lässt sich der dazugehörige horizontale Wert leicht berechnen. In Abbildung  28 ist die 
Vorgehensweise zur Ermittlung des Blickfeldes illustriert.
Auf der Vorderseite des Referenzobjekts werden, wie in Abbildung 27 zu erkennen, zwei 
parallele  Linien  gezeichnet,  die  durch  eine  darauf  normal  stehende Linie  in  der  Mitte 
verbunden werden. Die Positionen dieser Linien sind im Frame-Space bekannt.
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In unserem Fall verläuft die untere Linie entlang der X-Achse auf der Höhe von Y = 5.0. 
Die obere Linie verläuft parallel dazu auf Y = 20.0.
Das virtuelle Fadenkreuz wird auf einen Radius von 125 px eingestellt, so, dass dieses 
ohne Probleme sichtbar ist. Danach stellt sich der Benutzer vor das Referenzobjekt und 
positioniert sich so, dass die virtuellen Linien des Fadenkreuzes die gezeichneten Linien 
auf dem Referenzobjekt überlagern. Diese Operation zwingt die X-Achse des Eye-Spaces 
parallel mit der X-Achse der Frame-Spaces zu verlaufen, da ansonsten die virtuellen Linien 
nicht parallel zu den realen Linien sein würden. Indem nun jede Linie mit der X=0 Fläche 
im Eye-Space geschnitten wird, kann man den Zustand auf eine zweidimensionale Ebene 
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Abbildung 28: Konzept der FOV-Kalibrierung
Abbildung 27: Eine Holzkiste mit Bleistiftmarkierung (und Nägeln) als  
Referenzobjekt zur Berechnung des Blickfeldwinkels
reduzieren. Dieser Schritt kann in Abbildung 29 beobachtet werden.
Da  die  Positionen  der  realen  Linien  bekannt  sind,  können  diese  anhand  der  vorher 
ermittelten  Transformationen  vom  Frame-Space  in  den  World-Space  umgewandelt 
werden. Jede Linie wird mit der Fläche X=0 geschnitten, wodurch man die Punkte (y2, z2 
bzw. y3, z3), welche die beiden Linien beschreiben, erhält.
Danach kann der Winkel ß folgendermaßen berechnet werden:
ß=tan−1 y2z2 
ß=−tan−1 y3z3 
Der  gesamte  Blickfeldwinkel  ist  jedoch  größer  als  zwei  Mal  ß.  Der  Radius  des 
Fadenkreuzes wurde auf 125 px gesetzt, was insgesamt 250 px ergibt, was aber noch 
geringer als der Radius Y radius , der das gesamte Blickfeld abdeckt, ist. Der Frame-Buffer 
hat 600 px in vertikaler Richtung, was natürlich deutlich mehr als 250 px ist. Abbildung 30 
zeigt, wie das gesamte Blickfeld berechnet werden kann.
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Abbildung 29: 2D-Ansicht der FOV-Kalibrierung
Y fov  ist auf 125 px gesetzt. Y radius  auf den Wert, der bei der Ermittlung des Zentrum 
erhalten wurde,  Y radius = 296. Somit kann schließlich der gesamte Blickfeldwinkel wie 
nachfolgend beschrieben berechnet werden:
tan  ß=
Y fov
R
tan ßØ=
Y radius
R
Rtan  ß=Y fov
Rtan ßØ =Y radius
tan ßØ
tan ß 
=
Y radius
Y fov
ßØ=tan−1Y radiusY fov tan ß 
FOV=2  ßØ
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Abbildung 30: Berechnung des gesamten Blickfeldes
4.8 Umsetzung
Nachdem  die  Stromversorgung  zur  Verfügung  gestellt  wurde,  werden  die  einzelnen 
Komponenten an den Körper montiert und miteinander verbunden.
Ziel  des  praktischen  Versuches  ist  es,  das  Zusammenspiel  zwischen  der  OpenGL-
Applikation, des TCM5 Orientierungssensors und des Nomad HMDs zu testen, sowie den 
„orientation offset“ zu ermitteln.
In OpenGL müssen zunächst einige grundlegende Einstellungen definiert werden, um die 
Grafikausgabe entsprechend der gewünschten Wiedergabe zu gestalten.
Für  unseren  Prototyp  wird  wahlweise  eine  „fullscreen“-Ausgabe bzw.  eine  Ausgabe in 
einem Fenster mit 800x600 px zur Verfügung gestellt.
Der Viewport und die Perspektive werden dann festgelegt:
glViewport(0, 0, width, height);
glMatrixMode(GL_PROJECTION);
glLoadIdentity();
gluPerspective(fov_hmd, width/height, 0.1f, 1000.0f);
glMatrixMode(GL_MODELVIEW);
glLoadIdentity();
Der Viewport wird den gewünschten Dimensionen entsprechend gesetzt. Danach wird die 
zu  bearbeitende  Matrix  für  die  Perspektive  gewechselt.  Der  Blickfeldwinkel  für  die 
perspektivische Projektion wird,  wie  schon früher ausgeführt,  ermittelt  und in  fov_hmd 
gespeichert.  In  unserem Fall  entspricht  dieser  Wert  einem Winkel  von 15.5 Grad.  Die 
Distanz zwischen dem Viewport und den Clipping Planes wird mit 0.1 und 1000.0 entlang 
der negativen Z-Achse definiert.
Um die Positionen und Bewegungen im dreidimensionalen Raum zu beschreiben, werden 
Vektor-  bzw.  Matrixklassen  verwendet,  mit  denen  die  notwendigen  Berechnungen 
erfolgen. Bei der Verwendung von Arrays in C++ ist auf die Anordnung der Spalten bzw. 
Zeilen zu achten.
Für  weitere  Berechnungen  ist  es  in  vielen  Fällen  ratsam,  Matrizen  in  Quaternione 
umzuwandeln, und dafür eine entsprechende Klasse zu nutzen. Bevor die Werte jedoch 
für die Grafikausgabe verwendet werden, sollten diese wieder in Matrizen beschrieben 
werden.
Für die Angabe der Position des Trackers wird folgender Typ erstellt:
typedef struct {
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 GLfloat x, y, z;
 } XYZ;
static XYZ visor;
In  der Variable  visor wird die Position des rechten Auges gespeichert.  Der Wert von 
visor kann über die Tastatur geändert werden. Da wir derzeit noch keine GPS-Daten über 
den Tracker auslesen, müssen wir keinen entsprechenden „offset“ vom Tracker zum Auge 
anwenden.
Außerdem  wird  angenommen,  dass  das  Frame-Koordinatensystem  mit  dem  Welt-
Koordinatensystem übereinstimmt. Sowohl der Raum in dem der Test durchgeführt wird, 
als  auch  das  Referenzobjekt,  werden  im  metrischen  System  vermessen.  Das 
Referenzobjekt wird auf den Ursprung positioniert und hat die gleiche Orientierung, wie 
das Welt-Koordinatensystem.
Die Orientierung des Trackers wird vom TCM5 Modul  folgendermaßen ausgelesen und 
verwendet:
static GLfloat heading, pitch, roll;
TCM5 *TCM5Sensor = NULL;
TCM5Sensor = new TCM5();
TCM5Sensor->GetData(&heading, &pitch, &roll);
Wie im Code ersichtlich, werden drei globale Variablen erstellt, die die Eulerschen Winkel 
des Head-Trackers speichern.  Die  Klasse TCM5 stellt  Methoden für  die  Bedienung des 
Orientierungssensors zur Verfügung. So wird die Orientierung mit der Methode GetData() 
regelmäßig ausgelesen.
Somit können wir die Position und die Orientierung des Trackers in OpenGL verwenden.
Nun muss die ModelView-Matrix bestimmt werden, um die Kamera und das Modell für die 
Grafikausgabe einzurichten.
Die  Angabe  der  Kameraposition  und  -orientierung  kann  auf  unterschiedliche  Arten 
erfolgen.  In  unserem Fall  wird  eine Variante  verwendet,  die  auch bei  Flugsimulatoren 
angewandt wird und für derzeitige Zwecke ausreicht.
void pilotView(GLfloat *offset) {
 glLoadMatrixf(offset);
 glRotatef(roll, 0.0, 0.0, 1.0);
 glRotatef(pitch, 1.0, 0.0, 0.0);
 glRotatef(heading, 0.0, 1.0, 0.0);
 glTranslatef(-visor.x, -visor.y, -visor.z);
}
Durch  diese  Funktion  wird  die  Kamera  zuerst  vom Ursprung  um die  Werte  in  visor 
wegbewegt.  Danach  werden  die  Rotationen  um die  Y-,  X-  und Z-Achse  durchgeführt. 
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Wurde  zuvor  ein  „offset“  ermittelt  (siehe  statische  Registrierung),  so  wird  dieser  als 
„Ausgangsmatrix“ genommen. 
Das  Modell,  in  unserem Fall  das  Referenzobjekt  für  die  statische Registrierung,  muss 
außerdem noch definiert werden:
static GLfloat M_Frame16[16];
In  dieser  16x1  Matrix  wird  die  Orientierung  und  die  Position  des  Referenzobjekts 
gespeichert.
Mit der Funktion  MatToQuat(GLfloat m[16], quaternion *q) kann diese Matrix in ein 
Quaternion umgewandelt werden. Dies ist für weitere Berechnungen von Vorteil.
Als nächster Schritt wird die statische Registrierung in Angriff genommen.
Die  statische  Registrierung  besteht  aus  zwei  Elementen,  die  gemeinsam den  “offset” 
bilden.  Einerseits  wird  mit  Hilfe  des  Orientierungssensors  der  “orientation  offset” 
berechnet, andererseits wird der “translation offset” durch Werte des Positions-Trackers 
ermittelt.  Da die Kombination dieser beiden Abweichungen den gesamten “offset” der 
statischen Registrierung bildet, ist es schwierig zu erkennen, mit welcher Genauigkeit die 
einzelnen Korrekturen funktionieren. 
Deshalb wird in  einem ersten Schritt  die Berechnung des “orientation offset” von der 
Berechnung des “translation offset” getrennt. Die Position des Head-Trackers bzw. des 
Auges werden manuell eingegeben.
Der “orientation offset” wird mit Hilfe eines Referenzobjekts in der realen Welt ermittelt, 
wodurch in weiterer Folge die entsprechenden (Orientierungs-)Werte in die virtuelle Welt 
transformiert werden können.
Zur Orientierung in der realen Welt dient das TCM5 Modul, welches Orientierungsdaten in 
Eulerschen Winkeln  liefert.  Anhand der  Werte  heading,  pitch und  roll lässt  sich die 
Blickrichtung im dreidimensionalen Raum eindeutig feststellen. 
Als  Ausgangspunkt  werden  diese  Winkel  auf  den  Wert  “0”  gesetzt.  Dies  ist  die 
Blickrichtung  des  Referenzobjekts  bzw.  die  Orientierung  des  Koordinatensystems  in 
OpenGL.
Das  vorher  vermessene  Referenzobjekt  wird  dann  auf  dem  Ursprung  des 
Koordinatensystems  positioniert.  Die  Orientierung  des  Referenzobjekts  entspricht  dem 
Koordinatensystem in OpenGL, d.h. die Z-Achse verläuft in Richtung Nord-Süd und die X-
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Achse von West nach Ost. Um dies zu überprüfen, wird der Kantenverlauf mit dem TCM5 
Modul  gemessen.  Zur  Hilfe  kann  ein  Laserpointer  bzw.  eine  Wasserwaage  verwendet 
werden.
Somit stimmt das Koordinatensystem des Referenzobjekts (Frame-Space) mit dem World-
Space überein.
Als nächstes wird auch noch der Eye-Space in die gleiche Orientierung gezwungen, indem 
man  das  virtuelle  (und  zentrierte)  Fadenkreuz  des  Head-Mounted-Displays  mit  den 
orthogonal aufeinander stehenden Kanten des Referenzobjekts legt.
Um schließlich den “orientation offset” zwischen dem Auge und dem Orientierungssensor 
festzustellen, werden jene Eulerschen Winkel gespeichert, die das TCM5 Modul während 
dieses Vorgangs ausgibt.
Somit sind sowohl die Maße des Referenzobjekts, also die Positionen der Eckpunkte in der 
realen Welt, als auch in der virtuellen Welt bekannt. Die Positionswerte in OpenGL werden 
in Metern angegeben.
Um die Kalibrierung der Orientierungsabweichung zu testen, positioniert sich der Benutzer 
in einem genau definierten Abstand entlang der Z-Achse. Mit Hilfe einer Messlatte kann 
der Abstand des Referenzobjekts zum rechten Auge kontrolliert  werden. Entspricht die 
Distanz etwa 2 m, so wird die Kamera (also der Wert in visor.z) in OpenGL entlang der Z-
Achse um 2 Einheiten vom Ursprung verändert. 
Die  Registrierung  wird  dann  mit  einem virtuellen  Referenzobjekt  (welches  genau  die 
gleichen  Abmessungen  wie  sein  reales  Pendant  besitzt)  und  einem  virtuellen 
Koordinatensystem, dessen Z-Achse entlang der Blicklinie bei der Kalibrierung verläuft, 
überprüft.  Durch  Bewegungen  des  Kopfes  und  gleichzeitigem  Blick  auf  das 
Referenzobjekts, können die Abweichungen (aller drei Achsen) beobachtet werden.
Wichtig ist bei diesem Vorgehen, dass die Position des Auges stets an der gleichen Stelle 
verharrt.  Um Fehler durch Bewegungen des Kopfes bei der Kalibrierung zu reduzieren, 
können  mehrere  Versuche  durchgeführt,  und  ein  Durchschnittswert  gebildet  werden 
(siehe Kapitel 5.2).
Leider sind die Werte des TCM5 Moduls nicht immer zuverlässig und korrekt. Während 
einiger Versuche wurde das Modul in einem Radius von 2 m vom Computer (Länge des 
Datenkabels) im Raum bewegt. Innerhalb dieses Bereichs wurden Abweichungen von über 
50  Grad,  bei  gleicher  Orientierung,  jedoch  unterschiedlicher  Position  gemessen. 
Vermutlich  hängen  diese  Fehler  mit  metallischen  Gegenständen  oder  elektronischen 
Geräten in der näheren Umgebung zusammen. Wahrscheinlich würde der Versuch auf 
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freiem Feld geringere Abweichungen mit sich bringen.
Schließlich wurden für die Ermittlung des “orientation offsets” zwei Punkte (Position des 
Referenzobjekts und Position des Auges) im Raum gewählt, bei denen die Abweichung 
möglichst gering war.
Folgende Darstellungen geben Einblick in die Visualisierung durch die Software:
Abbildung  31 zeigt, wie die grafische Ausgabe über das Display aussieht.  In der Mitte 
durch Kreis A gekennzeichnet,  kann man das tatsächliche Zentrum erkennen, das wie 
vorher  beschrieben,  festgelegt  wurde.  In  unserem Fall  betragen  die  Koordinaten  des 
Zentrums (397,304), der Radius entlang der X-Achse 396 px und entlang der Y-Achse 296 
px (in dieser Abbildung wurde der Radius y für die Kalibrierung des Blickfeldwinkels auf 
150 px gestellt). Kreis B zeigt den Referenzpunkt, der für die Kalibrierung des „orientation 
offsets“  anvisiert  werden  muss.  Zusätzlich  befindet  sich  dort  der  Ursprung  eines 
Koordinatensystems  mit  gleicher  Orientierung,  wie  das  Referenzobjekt  selbst.  Kreis  C 
zeigt  das  Referenzobjekt,  das  schon vorher  vermessen wurde und jetzt  entsprechend 
dargestellt wird.
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Abbildung 31: Visualisierung über das Display
Abbildung  32 zeigt den „orientation offset“, der durch die unterschiedliche Ausrichtung 
des Trackers und des Auges bzw. Referenzobjekts auftritt. Die Abweichung wird durch den 
Pfeil zwischen den Zentren der Kreise A und B beschrieben. Zu beachten ist, dass das 
reale Referenzobjekt in dieser Abbildung nicht zu sehen ist, da diese Ansicht der Ausgabe 
auf LCD-Monitor entspricht und nicht dem unseres see-through Head-Monuted-Displays.
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Abbildung 32: Orientation Offset (Orientierungsabweichung)
Abbildung  33 und  34 zeigen,  wie  der  „orientation  offset“  angewandt  wurde.  Auf 
Knopfdruck wird die Abweichung gespeichert und für zukünftige Bewegungen angewandt. 
Kreis A und Kreis B liegen jetzt dicht bei einander.
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Abbildung 33: Orientation Offset wurde durch die Software reduziert
Weitere Informationen zur Software sind dem beigelegten Programm zu entnehmen.
4.9 Bedienung der Software
Die Software lässt sich über das Keyboard und den Orientierungs-Tracker steuern.
Pfeil links, rechts Änderung der Position entlang der X-Achse
Pfeil oben, unten Änderung der Position entlang der Z-Achse
n, m Änderung der Position entlang der Y-Achse
a, d Drehung um die Vertikalachse (yaw)
w, s Drehung um die Querachse (pitch)
q, e Drehung um die Längsachse (roll)
r Registrierung der Orientierung
o Marker setzen
Tabelle 2: Steuerung der Software über das Keyboard
Die  Position  und  Orientierung  des  Referenzobjekts  werden  direkt  in  den  Sourcecode 
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Abbildung 34: Verschmelzen des realen mit dem virtuellen Objekt nach 
statischer Registrierung
