Market Volatility has been investigated at great lengths, but the measure of historical volatility, referred to as the relative volatility, is inconsistent. Using historical return data to calculate the volatility of a stock return provides a measure of the realized volatility. Realized volatility is often measured using some method of calculating a deviation from the mean of the returns for the stock price, the summation of squared returns, or the summation of absolute returns. We look to the stocks that make up the DJIA, using tick-by-tick data from June 2015 -May 2016. This research helps to address the question of what is the better measure of realized volatility? Several measures of volatility are used as proxies and are compared at four estimation time intervals. We review these measures to determine a closer/better fit estimator to the true realized volatility, using MSE, MAD, Diebold-Mariano test, and Pitman Closeness. We find that when using a standard deviation based on transaction level returns, shorter increments of time, while containing some levels of noise, are better estimates of volatility than longer increments.
Introduction
The volatility of the return of an equity is an important measure for investors interested in maximizing profits over some period of time. Volatility from the standpoint of the investor, is the fundamental risk and return tradeoff of the investment. An investment that is purchased at the "right price" is a good investment, provided that the investor can meet his/her investment objectives relative to return. The price of an investment is determined by several factors, including the risk associated with the investment, and volatility is one way we measure risk.
Many applications of volatility exist in trying to determine pricing for both stocks and their associated derivatives. Several well-known models, like Black-Scholes, have been used for decades, and incorporate volatility into the pricing model. In these models, the volatility is based on existing prices and other variables, thus resulting in an implied volatility. The challenge in these models is that the measure of volatility is not one that can be calculated independently of the model. The other parameters of the model are identified, along with the current price, and the volatility is found as the unknown.
A problem in financial literature is that there are many proposed methods utilized to measure the volatility of a stock's return. As noted by Anderson and Bollerslev (1998) , "The computation of daily return variances from high-frequency intraday returns parallels the use of daily returns calculating monthly ex-post volatility, as exemplified by Schwert (1989 Schwert ( , 1990a and Schwert and Sequin (1990) . This idea has previously been applied by others, Hsieh (1991) and Schwert (1990b) in measuring daily equity market volatility from the sample standard deviations for bonds and currencies." Statistically, return volatility is simply a measure of dispersion of returns. With this in mind, the standard deviation of the returns should provide a simple and measureable indication of the historical variation of the returns. This is not a new concept, though the utilization of high-frequency data, particularly the transaction level trade data (tick level data), has been ignored as it introduces various levels of noise. The noise, while difficult to estimate, is none the less part of the inherent variation of the returns, so why shouldn't we include this in our measure of "true" volatility? Anderson, Bollerslev, Diebold, and Ebens (2001) suggest that the best estimation approach is found when using a time interval of five minutes to mitigate the effects of "market microstructure frictions, including price discreteness, infrequent trading, and bidask bounce effects". Liu, Patton and Sheppard (2015) support the use of the five minute interval when measuring relative volatility based on a broad study across several asset classes, although their sample within each asset class was relatively small. In contrast, this paper attempts to provide evidence to support the use of the standard deviation of transaction level change in return as the correct measure of intra-day volatility for a stock price.
Ñíguez (2016) used proxies that include the increments of quadratic variation discussed by Ghysels et al. (2006) , and compared these proxies to four models of monthly volatility measures to estimate the EuroStoxx 50 index. In that analysis, Ñíguez used daily and monthly returns over a 19 year period, providing 5176 daily and 239 monthly observations. In our study, we utilized transaction level data for all 30 Dow Component Stocks over a single year, providing approximately 75 million unique trade observations. This large amount of data translates to an average of 10,000 transactions per stock, and 250 trading days.
Methodology
The approach taken in this study is to use transaction level data of the individual stock, not of the index, to measure the standard deviation of the return. We take the transaction data for each trade of all Dow Jones Industrial Average (DJIA) stocks over a 12 month period. The time line provides 250 trading days observed, with the number of daily trades ranging between a few thousand trades per day up to over fifty thousand trades per day. The data provides approximately 75 million observations across the 30 DJIA components for this time period.
To establish the measure of volatility we take the sequential trades for each equity through the course of each trading day. Hansen and Lunde (2005) utilized a log based method for calculating return, thus we calculate the return from one transaction to the next as (1) There could be a need to adjust for variation in volume when dealing with daily or monthly time periods to account for the highly skewed distribution of the trade volumes and to offset for extreme values of the trading volumes (Barron, 1995) . When using high frequency data at the transaction level, we see that a vast majority of trades are round lots of 100 shares. Since the adjustment would essentially create a constant, we chose not to adjust for the minimal volume variation. The unadjusted return is used to calculate the daily standard deviation of the return as (2) where is the mean of the return for all transactions in the day and n is the number of transactions in the day. The SD is the proposed measure of volatility of the daily returns for each stock evaluated.
We additionally compare two alternative proxies for return volatility, using the summed squared return and the summed absolute return as suggested by Koopman et al. (2005) . For the summed squared return are calculate SS proxy as (3) For the summed absolute returns we calculate the ABS proxy as (4) Liu, Patton, and Sheppard (2015) suggest that the increment of time used to estimate the volatility is best when a five minute interval is used to estimate the realized volatility. Their investigation used data from 31 assets across 5 asset classes, using data over an 11 year period, though for some assets there were limitations on data availability. In their study, they used a proxy for the quadratic variation using the squared open to close returns from transaction prices in their main analysis. In order to test this against our proposed measure of volatility, we take time sequenced intervals to assess their claim. Using intervals of one, five, 15, and 30 minutes, we estimate the realized volatility by measuring the volatility over each of the time intervals.
We calculate the return from one 1-minute interval to the next as
The return for the one minute interval is used to calculate the one minute interval estimate of the daily standard deviation of the return as (6) where is the mean return for all one minute intervals in the day and n is the number of one minute intervals in the day.
Following the suggestion of Morgan (1996) , we then scale the measured daily standard deviation based on the square of the number of intervals in each trading day (450 minutes per trading day, giving a scaling of for the 1 minute interval, for the 5 minute interval, etc.) to give the scaled standard deviation for each of the four intervals. These become the proxy comparisons for each time interval against the daily standard deviation estimates.
This method of scaling for the number of time intervals was referred to as (Christoffson et.al. (1998) ), where h is the number of time intervals being scaled. Christofferson et.al. (1998) suggest that scaling works when log prices are independently and identically distributed, and also for percentiles "if log changes are not only iid, but also normally distributed. As this applies in our case, we extend for this investigation that the also holds when converting for intraday trading. Investigation into this assumption that the will hold when applied to scaling for intraday trading is another area we would consider for future studies. Of consideration when making that investigation is the length of the time interval that the scaling holds (Danielsson & Zigrand, 2006) .
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(7) We proceed to replicate this approach for the five minute, the 15 minute and the 30 minute intervals using the same methods. We then compare each estimate based on the time interval back to the proxy. For SS and ABS proxies we do not make the time interval scaling adjustment.
Liu, Patton, and Sheppard (2015) measured the accuracy of the estimators using the QLIKE loss function, as well as pair-wise comparisons using a "robust t-statistic on the average difference in loss." In our analysis we chose to use several methods to assess the performance of the interval estimators of the true realized volatility. The Mean Squared Error (MSE) and Mean Absolute Deviation (MAD) are common measures of performance of estimators. A third, less common method is the Pitman Closeness measure. As an additional pair-wise comparison technique we also employed the Diebold and Mariano (1995) style pairwise tests between our volatility estimators.
The methodology for calculating the MSE for the one minute intervals was to take the squared deviation between the estimate SD1 and the ScSD1 for each trading day and to calculate the mean of this squared deviation as (7) where d is the trading day and N is the total number of trading days.
The methodology for calculating the MAD for the one minute intervals was to take the absolute deviation of between the SD1 and the ScSD1 for each trading day and to calculate the mean of this absolute deviation as (8) where d is the trading day and N is the total number of trading days.
While less utilized in the applied literature, Pitman Closeness has been a topic of discussion as a method of assessing the performance of an estimator of a parameter for decades. To address a discussion on methods to assess how well an estimator performed, Pitman [1937] proposed a method of comparing the closeness of two estimators of a parameter to determine which of the two is "closer" to the true value of the parameter being estimated. Using Pitman Closeness, if 1  and 2  are both estimators of
For empirically estimating the Pitman Closeness (PC) of the one minute interval based estimator of ScSD1 and the five minute interval estimator of ScSD5, we find the absolute deviations of each estimator from their respective proxies and see which is closer as follows For each trading day evaluated from d=1 to N, (10) then we increment a counter value PC1 by 1, if not then we do not increment the counter value. After assessing comparisons across all N days, we compare the performance of the one minute interval estimator versus the five minute interval estimator as (11) then the one minute interval estimator is Pitman Closer to its proxy than the five minute interval estimator. Otherwise,
then the five minute interval estimator is Pitman Closer to its proxy than the one minute interval estimator. In the unlikely event that the ratio is equal to 0.50, the two estimators would be equally likely, and neither would be Pitman Closer than the other.
Results
In our evaluation of the DOW components over the 250 trading days, we calculated the SD and its time interval scaling, for each equity. In comparing the time based interval estimators for each equity, we found that the smaller time interval was always a better performing estimator than all intervals tested of longer duration. Summary level data is shown in Table 1 . Panel A provides the mean, standard deviation, minimum, and maximum MAD, MSE, and Pitman Closeness for each of the time based estimators of calculated standard deviation proxy across the 30 equities. Panel B provides the mean, standard deviation, minimum, and maximum MAD, MSE, and Pitman Closeness for each of the time based estimators of the summed squared proxy across all 30 equities. Panel C provides the mean, standard deviation, minimum, and maximum MAD, MSE, and Pitman Closeness for each of the time based estimators of the summed absolute value proxy across all 30 equities. The equity level comparisons using the MSE, MAD, and Pitman Closeness are provided in the appendix. For robustness, we examine the performance of our volatility proxies using the process found in Diebold and Mariano (1995) . Diebold and Mariano (1995) compare the accuracy of two different forecasts of a time series. Relying on the notation used by Diebold and Mariano (1995) , let the two forecasts be and and let the time series be The errors in forecasting the time series are denoted as and . The test statistic, , for testing a null hypothesis of whether one forecast outperforms the other is , where is the sample mean loss differential and is a consistent estimate of the loss differential at frequency 0. Table 2 contains the results for Diebold and Mariano (1995) style pairwise tests between our volatility estimators. Pairwise tests are performed for each security of the thirty securities that we examine. The reported values reflect the number of securities where the row measure outperformed the column measure. For example, in Panel A the intersection between the row labeled "15 Minute" and the column labeled "5 Minute" contains a value of 2. This means that the 15 minute proxy outperformed the 5 minute proxy for two of our thirty securities. All results reported in this table are significant at least at the 5% level.
Panel A reports the results of the scaled standard deviation measure. For this metric, the Diebold and Mariano tests show that the 5 minute estimator consistently outperforms the other three estimators. Panel B reports results for the sum of squared returns measure. For this metric, the results show that the shorter the time interval of the estimators, then the better the results. Overall, the 1 minute estimators outperforms all others. Panel C reports the results for the sum of absolute returns measure. The results for this metric are similar to those in Panel B; the shorter the time interval the better, with the 1 minute estimators performing the best. These results tend to support our other findings. 
Conclusions
While the results of this evaluation are not surprising, they do provide a basis for contradicting the suggestions of Anderson et al (2001) and Liu, Patton, & Sheppard (2015) that the use of the five minute interval for estimating the realized volatility is superior. A second concern of the Liu, Patton & Sheppard (2015) research is that the measure of return and relative volatility come from the open to close measure across the interval, rather than the incremental changes in price. Our results support that a shorter time interval, as economically available, should be used when estimating the realized volatility of stock price returns as the traditional standard deviation. Composite comparisons of MSE, MAD, and PC ScSD1, ScSD5, ScSD15, ScSD30 against proxies 
