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Abstract
We investigate higher variations of Lagrangians in the framework
of finite order variational sequences. In particular we obtain explicit
expressions for second variations that are naturally related to the ge-
ometric structure of the problem. We recover the definition of the
Jacobi morphism and of the Hessian at an arbitrary order, and show
the relation between them. We investigate the relation between Ja-
cobi fields, symmetries of higher variations and conserved currents;
we show that a pair given by a symmetry of the l-th variation of a
Lagrangian and by a Jacobi field of the s-th variation of the same La-
grangian (with s < l) is associated with a (strongly) conserved current.
Furthermore we prove that a pair of Jacobi fields always generates a
(weakly) conserved current. The example of the Jacobi equation for
a Yang-Mills theory on a Minkowskian background is worked out and
the current associated with two Jacobi fields is obtained in this case.
Key words: variational sequence, higher order variation, Jacobi morphism,
conservation law, Yang–Mills theory.
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1 Introduction
This paper deals with a geometric formulation of the calculus of variations,
focusing on the study of second and higher variations of Lagrangians on
finite order prolongations of fibered manifolds [13, 14, 61], a quite natural
framework for this topic [1, 2, 12, 28, 31, 32, 38, 39, 47, 61, 64]. In this
formulation higher variations can be interpreted as variations of suitable
‘deformed’ Lagrangians. This fact appears to be of interest in theoretical
physics, in particular concerning issues on variations of currents [24]; see for
example some results dealing with application of the second variation in the
theory of gravitation [17, 26]. Remarkably, we also get an extension to field
theory of some important features concerning so-called higher-order Noether
symmetries and related conserved quantities in mechanics [60].
Undoubtably an important intrinsic feature of prolongation spaces is the
contact structure (see [14, 61]) and in particular, the so called finite order
contact ideal [40, 41, 43, 44, 45]. The finite order variational sequence is the
quotient, by a suitably defined contact subsequence, of the de Rham sequence
of sheaves of forms. It turns out that it is a resolution (by soft sheaves of
forms) of the constant sheaf on the relevant configuration manifold (see e.g.
[40, 43]). The idea behind the construction of this sequence can be traced
back to Lepage: assigning to a Lagrangian the corresponding Euler–Lagrange
operator can be identified with the exterior differential of a Lagrangian form
up to a “congruence”, i.e. by quotient of the contact structure [48]; see
also [50]. The classes and arrows in the sequence are relevant objects for
the calculus of variations. For example the the Euler–Lagrange mapping,
which assigns to a Lagrangian its Euler–Lagrange equations, can be identified
with a morphism in the variational sequence; on the other hand, equivalence
classes are interpreted as differential forms relevant for calculus of variation
(Lagrangians, currents, source forms and so on). This can be shown in
various way; in what follows we refer to Krbek and Musilova´ ’s use of the so
called interior Euler operator (intrinsically defining the integration by parts
procedure) [34, 35, 36].
Through the representation by the interior Euler operator we obtain some
important results concerning higher variations and related conservation laws.
By means of an inductive process, as a first original result, in section 2 we
obtain higher variations in terms of the interior Euler operator. In section
3 the second variation case is analyzed in detail: we define the Jacobi mor-
phism in terms of the interior Euler operator, recovering several properties
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discussed in [28] for first order field theories, i.e. self adjointness along criti-
cal solutions and the relation with the Hessian of the action functional; here
such properties are extended to higher order field theories. An important
characterization of higher variations in terms of Jacobi morphisms is given
in Remark 3.3.
The explicit example of the Jacobi equation for a Yang-Mills theory on
a Minkowskian background is worked out in section 4. Our result can be
compared with the classical definition of a Jacobi operator for Yang–Mills
Lagrangians, see e.g. [3, 7], adapted to our specific case.
Therefore we focus on conservation laws: after recalling the concepts of
Lagrangian symmetry and of generalized symmetry, in section 5 we obtain
relevant results which explicate the relation between Jacobi fields, symmetries
of higher variations and conserved currents. In particular, in subsection 5.4
the current associated with two Jacobi fields is obtained for a Yang-Mills
theory on a Minkowskian background.
Finally, for the convenience of the reader and without any claim of com-
pleteness, an Appendix is added where we synthetically relate (higher) vari-
ations with Lie derivatives with respect to projectable vector fields, as well
as the interior Euler operator with the first order contact component of the
differential of a Lepage equivalent. We recall some important facts concern-
ing the calculus of variation on jet spaces, referred to through the paper.
In particular, the reader can find some details on the representation of the
variational sequence which is at the base of our main results.
1.1 Jet prolongations and the finite order contact struc-
ture
We briefly recall the modern geometric calculus of variations on finite order
prolongations of fibered manifolds. We denote by X a differentiable manifold
of dimension n and by Y a differentiable manifold of dimension m + n; we
assume that it exists a fibered manifold structure (Y, π,X) in which X is
the base space, Y is the total space and π is the projection. Only local
fibered coordinates, i.e. adapted to the fibration, (xi, yσ), with i = 1 . . . n and
σ = 1 . . .m, will be used. In what follows we shall denote ds = dx1∧ . . .∧dxn
the local expression of a volume element on X ; furthermore, we use the
following notation dsi =
∂
∂xi
⌋ds, dsij = ∂∂xi ⌋ ∂∂xj ⌋ds, . . . , and so on.
An equivalence relation identifies local sections of π defined in a neigh-
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borhood of x ∈ X such that they have the same values and derivatives, up
to the order k, at x. The k-th jet space Jkπ is defined as the space of such
equivalence classes which we denote by jkxφ. We have, for 0 ≤ h < k, a
map πk,h : J
kπ → Jhπ such that πk,h(jkxφ) = jhxφ, where we set J0π = Y
and j0xφ = φ(x). It turns out that J
kπ is a manifold; moreover, maps
πk : J
kπ → X such that πk(jkxφ) = x turn out to be surjective submer-
sions, therefore (Jkπ, πk, X) are fibered manifolds. It can be proved that, for
every k and every 0 ≤ h ≤ k, (Jkπ, πk,h, Jhπ) are fibered manifolds as well
and that (Jkπ, πk,k−1, J
k−1π) is always an affine bundle.
For 0 ≤ h ≤ k, by setting yσj1...jh(jkxφ) = ∂
hφσ
∂xj1 ...∂xjh
∣∣∣
x
, we have a set of
functions (xi, yσ, yσj1 . . . , y
σ
j1...jk
) defined locally on Jkπ; restricting to jt ≤ jq
if t ≤ q they are a proper coordinates system.
Given a section of π, denoted by σ, the k-prolongation jkσ is a section
of πk defined by y
α
j1...jh
(jkσ) = ∂
hφα
∂xj1 ...∂xjh
. Sections of πk that are not of this
type are called non holonomic sections.
Finally, given a function f defined on an open set V of Jkπ and an index
1 ≤ i ≤ n the i-th total derivative is a function defined on π−1k+1,k(V ) with
expression dif =
∂f
∂xi
+
k∑
t=1
∑
j1≤···≤jt
∂f
∂yσj1...jt
yσj1...jti. We shall use the following
convention on multi-indices:
- a multi-index will be an ordered s-uple I = (i1, . . . is);
- the length of I is given by the number s;
- an expression of the kind Ij denotes the multi-index given by the (s+1)-
uple (i1, . . . is, j).
Therefore, we have ∂
|I|
∂xI
= ∂
s
∂xi1 ...∂xis
. If 1 ≤ i1 · · · ≤ is ≤ n the system (xi, yσI ),
with yσI (j
r
xγ) =
∂sγσ(x)
∂xi1 ...∂xis
|x, for I = (i1 . . . is) and s ≤ k, is a system of
coordinates on JrY .
In the following we will always start a sum over multi-indices from the
0-length multi-index, unless otherwise specified; the upper limit in such a
sum will be usually given by multi-indices of length equal to the order of
the jet prolongation under consideration. In these kind of sums, one should
in principle restrict to s-uple of indices such that i1 ≤ · · · ≤ is; however,
multiplying the operators ∂
∂yσ
I
by suitable numerical factors, one is allowed
to sum over all multi-indices I.
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Let Ωq(J
kπ) denote the module of q-forms on Jkπ. A major roˆle in the
calculus of variation is played by the so called contact structure induced by
the affine bundle structure of πk,k−1 (see [61], [43]). A differential q-form α
on Jkπ is called a contact form if, for every section γ of π, we have(
jkγ
)∗
(α) = 0 .
It is easy to see that forms ω locally given as
ωσj1...jh = dy
σ
j1...jh
− yσj1...jhidxi
for 0 ≤ h < k are indeed contact 1-forms. In particular, it is easy to show that
(dxi, ωσ, ωσj1, . . . , ω
σ
j1...jk−1
, dyσj1...jk) is an alternative local basis for 1-forms on
Jkπ. It is important to notice that the ideal of the exterior algebra generated
by contact forms on a fixed jet order prolongation is not closed under exterior
derivation, while if α is contact so is dα.
For every form ρ ∈ Ωq(Jkπ), by the contact structure we obtain the
canonical decomposition
π∗k+1,k(ρ) = p0ρ+ p1ρ+ · · ·+ pqρ
where p0ρ is a form that is horizontal on X (and so is often denoted by hρ)
while piρ is an i-contact q-form, that is a form generated by wedge products
containing exactly i contact 1-forms. Indeed a vector bundle homomorphism
over πk+1,k
h : TJk+1π −→ TJkπ
is defined by assigning to a tangent vector Φ at jk+1x ψ the tangent vector(
Txj
kψ ◦ Tπk+1
) · Φ. Then we set
pΦ = Tπk+1,k · Φ− hΦ
and, for every q-form ρ on Jkπ ([43])
plρ|jk+1x ψ (Φ1, . . . ,Φq) = + ρ(pΦ1, pΦ2, . . . pΦl, hΦl+1, hΦl+2 . . . hΦq)+
− ρ(pΦ1, pΦ2, . . . pΦl+1, hΦl, hΦl+2 . . . hΦq)+
+ ρ(pΦ1, . . . pΦl+1, pΦl+2, hΦl−1, hΦl . . . hΦq)+ . . .
where the sum is taken over all permutations (i1 . . . iq) such that i1 < · · · < il
and il+1 < · · · < iq and taking into account the sign of the permutation. We
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remark that if q > n every q-form ρ is contact; then we call it strongly contact
if pq−n = 0.
The contact structure induces also the splitting of the exterior differential
π∗k+1,kdρ = dHρ + dV ρ in the so called horizontal and vertical differentials
respectively, given by dHρ =
q∑
l=0
pldplρ and dV ρ =
q∑
l=0
pl+1dplρ.
According with [36] we define the formal derivative with respect to the
i-th coordinate, i = 1, . . . , n, by an abuse of notation also denoted by di, as
an operator acting on forms. It is defined by requiring that is commutes with
the exterior derivative and that it satisfies the Leibnitz rule with respect to
the wedge product. We see that dHρ = (−1)qdiρ ∧ dxi if ρ is a q-form. In
particular, on functions this operator is simply the total derivative, and on
the basis 1-forms we have
didx
j = 0, diω
σ
j1...jr
= ωσj1...jri, didy
σ = dyσi
By an abuse of notation, di will also indicate the vector field on J
kπ along
πk+1,k
di =
∂
∂xi
+
k∑
t=1
∑
j1≤···≤jt
yσj1...jti
∂
∂yσj1...jt
.
Then for every projectable vector field Φ on Jkπ locally written as
Φ = φi
∂
∂xi
+
k∑
t=1
∑
j1≤···≤jt
φσj1...jt
∂
∂yσj1...jt
,
we have
Φ ◦ πk+1,k = ΦH + ΦV ,
where
ΦH = φ
idi, ΦV =
k∑
t=1
∑
j1≤···≤jt
(φσj1...jt − yσj1...jtiφi)
∂
∂yσj1...jt
.
In particular, taking Ξ as a projectable vector field on Y it is possible to define
a prolongation jkΞ that is a vector field on Jkπ. For Ξ = ξi(x) ∂
∂xi
+ξσ(x, y) ∂
∂yσ
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we have ([43])
jkΞ = ξi
∂
∂xi
+ ξσ
∂
∂yσ
+
k∑
t=1
∑
j1...jt
Ξσj1...jt
∂
∂yσj1...jt
,
defined by the recurrence formula Ξσj1...jt = djtΞ
σ
j1...jt−1
− yσj1...jk−1i ∂ξ
i
∂xjt
; note
that if Ξ is vertical, then Ξσj1...jt = djt . . . dj1Ξ
σ. The prolongation vector
field jkΞ is, indeed, defined by the prolongation of the flow of Ξ (see, e.g.
[38, 61, 64]).
Concerned with the integration by parts procedure, we will use the funda-
mental formula ωσIi∧ds = −dωI∧dsi. We also recall the properties dJωσ = ωσJ
and ∂
∂yν
J
⌋ωσI = δσν δJI (where the Kronecker symbol with multi-indices has the
obvious meaning: it is 1 if the multi-indices coincide up to a rearrangement
and 0 otherwise). In the following, differential forms which are ωσ generated
l-contact (n+ l)-forms will be called source forms.
1.2 The finite order variational sequence and its rep-
resentation
The contact structure of jet prolongations enables to define a geometric object
deeply related to the calculus of variations: the variational sequence. We refer
to [43], [40, 34], [36], [37] and to the review [52] for the construction and the
representation of finite order variational sequences. We assume the reader
to be familiar with sheaves and their cohomology at least at an elementary
level. The concept of a sheaf can be dated back to Leray [49]; a classical
reference on this topic is e.g. [8]. We also refer to [43], where an elementary
introduction finalized to the construction of the variational sequence can be
found.
Let Ωkq denote the sheaf of differential q-forms on J
kπ. It can be seen as
a sheaf on Y ; in fact we assign to an open set W ⊆ Y a form defined on
π−1r,0 (W ). We set Ω
k
0,c = {0} and denote by Ωkq,c the sheaf of contact q forms,
for q ≤ n, or the sheaf of strongly contact q-forms if q > n. We define the
sheaf
Θkq = Ω
k
q,c + dΩ
k
q−1,c ,
where dΩkq−1,c is the sheaf associated to the presheaf image through d of
Ωkq−1,c. Of course Θ
k
q = {0} for q > M , M depending suitably on n,m, k and
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we get an exact sequence of soft sheaves (which is a subsequence of the de
Rham sequence)
{0} → Θk1 → Θk2 → · · · → ΘkM → {0}
The quotient sequence
{0} → RY → Ωk0 → Ωk1/Θk1 → · · · → ΩkM/ΘkM → ΩkM+1 → · · · → ΩkN → {0} ,
where N = dim(JkY ) and RY is the constant sheaf over Y , is called Krupka’s
variational sequence of order k. Quotient sheaves will be denoted by Vkq .
We remark that here morphisms are quotients of the exterior derivative,
namely [ρ] → [dρ]. They will be denoted by Eq : Vkq → Vkq+1. Notice that
Eq([ρ]) = [dρ] by definition of quotient map.
An important theorem states that the variational sequence is a (soft sheaf)
resolution of the constant sheaf RY ; see [40] and for a recent review [43].
The sequence is exact as a sheaf sequence, i.e. the corresponding sequence of
stalks is exact, and we recall that the global section functor is not exact on
the right, meaning that the sequence is not exact as a sequence of presheaves.
Indeed, the cohomology groups of the cochain complex of global section of
the sequence are identified with the de Rham cohomology groups HqdRY of
Y by the abstract de Rham theorem. This important intrinsic aspect of the
calculus of variations has been used to state cohomological obstructions to
the existence of critical sections [57]; such obstructions appear relevant e.g.
when Chern-Simons [10] type coupling topological terms are considered in
Lagrangian field theories.
The so called representation problem, roughly speaking, consists in show-
ing that classes of forms, i.e. elements of the quotient groups Vrq , can be
associated with global differential forms. Therefore, for s ≥ r, we look for a
suitable abelian group of forms of order s, denoted by Φsq, and an operator
(called representation mapping)
Irq : Ωrq → Φsq
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such that ker Irq = Θrq. This gives us the following diagram
Θrq
Ωrq
Vrq Irq (Ωrq)
∼=
and an isomorphism Vrq ∼= Irq (Ωrq). We present the solution of this problem
based on the concept of Euler operator associated with a formal operator
according to [34, 35, 36]; other approaches are possible, see e.g. [37, 43, 65].
1.3 Interior Euler operator
The interior Euler operator was introduced to the calculus of variations
within the variational bicomplex theory [2, 4] and adapted to the finite order
situation of the variational sequence in [34, 35, 36, 65]; see also the review
in [43] and applications to the representation of variational Lie derivatives
in [52]. This operator is denoted by I and reflects in an intrinsic way the
procedure of getting a distinguished representative of a class [ρ] ∈ Ωkq/Θkq for
q > n by applying to ρ the operator pq−n and a factorization by Θ
k
q .
Now, let JrΞ =
r∑
|J |=0
dJΞ
σ ∂
∂yσ
J
, be the prolongation of a vertical vector
field. A formal differential operator P , locally given by P (Ξ) =
r∑
|J |=0
dJΞ
σP Jσ ,
where P Jσ are suitable q-forms on J
rY , can be written in coordinates as
P (Ξ) =
r∑
|I|=0
dI(Ξ
σQIσ), with Q
I
σ =
r−|I|∑
|J |=0
(
|I|+|J |
|I|
)
(−1)|J |dJP IJσ ; for |J | = r, the
terms QJσ are the so called symbol of the formal differential operator.
Let then W ⊆ Y be an open set and P : VW → pkΩrn+kW be a formal
differential operator of order r; there exists a unique formal differential op-
erator, the Euler operator of P , Q : VW → pkΩ2rn+kW of order 0 such that
P (Ξ) = Q(Ξ) + pkdpkR(Ξ), where the differential operator R is defined only
locally. Moreover, in a system of coordinates Q(Ξ) = QσΞ
σ .
A particular, and important, class of Euler operators is constituted by
contraction Euler operators, i.e. Euler operators corresponding to the formal
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differential operator defined by the contraction Jr+1Ξ⌋pkρ, where ρ is a (local)
(n+ k)-form. Locally
pkρ =
∑
0≤|J1|,...|Jk|≤r
ρJ1...Jkσ1...σkω
σ1
J1
∧ · · · ∧ ωσkJk ∧ ds ,
and then
Jr+1Ξ⌋pkρ =
r∑
|J |=0
dJΞ
σ
(
∂
∂yσJ
⌋pkρ
)
.
The corresponding contraction Euler operator I is given locally by I(Ξ) =
ΞσIσ, where
Iσ =
r∑
|J |=0
(−1)|J |dJ
(
∂
∂yσJ
⌋pkρ
)
.
Define thus a map I : Ωrn+kW → Ω2r+1n+k W by
I(ρ) = 1
k
ωσ ∧ Iσ = 1
k
ωσ ∧
r∑
|I|=0
(−1)|I|dI
(
∂
∂yσI
⌋pkρ
)
. (1)
This map is called interior Euler mapping or interior Euler operator; it is a
definition adapted to finite order jets from the one given by Anderson, see
[2]. It turns out that, if ρ is global, I(ρ) is a globally defined form; for a
proof, see [35, 36].
Moreover, the operator I has the following important property.
Lemma 1.1 For any η ∈ Ωrn+kW , it holds I ◦ pk ◦ d ◦ pkη = 0.
For a given ρ, I(ρ) is a source form of degree n+ k and it is by construc-
tion a k-contact form. In view of the definition of a Noether current, it is
interesting to study the difference between (π2r+1,r+1)
∗(pkρ) and I(ρ).
By the duality between contact 1-forms and vertical vector fields, a local
operator R, called the residual operator, is defined by
(π2r+1,r+1)
∗(pkρ) = I(ρ) + pkdpkR(ρ) ,
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and R(ρ) is a local strongly contact (n+ k− 1)-form. Consequently, for any
(n+ k)-form ρ it holds
(π2r+1,r)
∗(ρ)− I(ρ) ∈ Θ2r+1n+k (2)
I behaves like a projector, i.e. I ◦ I = (π4r+3,2r+1)∗ ◦ I = I ◦ (π2r+1,r)∗.
Moreover, by Lemma 1.1, Θrn+k ⊆ ker I. The opposite inclusion also holds
true: if I(ρ) = 0, then by (2) (π2r+1,r)∗(ρ) ∈ Θ2r+1n+k , and this can be seen to
imply ρ ∈ Θrn+k.
In fact, for any pair of integers s ≥ r, the quotient map Qs,rq in the
following diagram
Θsq Ω
s
q Vsq
Θrq Ω
r
q Vrq
(pis,r)∗ (pis,r)∗ Q
s,r
q
is injective; therefore we have ker I = Θrn+k. These properties essentially
show that the interior Euler operator solves the representation problem.
Remark 1.2 Explicit coordinate expressions for the residual operator can
be obtained; see [36] for details. Let
pkρ =
r∑
|I|=0
ωσI ∧ ηIσ ,
with ηIσ are (k − 1)-contact (n + k − 1)-forms. We have that
r∑
|I|=0
ωσI ∧ ηIσ =
r∑
|I|=0
dI
(
ωσ ∧ ζIσ
)
,
where
ζIσ =
r−|I|∑
|J |=0
(−1)|J |
(|I|+ |J |
|J |
)
dJη
JI
σ .
Moreover we can write ωσ ∧ ζIσ = χI ∧ ds for suitable k-contact k-forms χI
on J2rY . Since
r∑
|I|=1
dI
(
ωσ ∧ ζIσ
)
= di
r−1∑
|I|=0
dIχ
Ii ∧ ds ,
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(the term ωσ ∧ ζσ defines the interior Euler operator), after some straightfor-
ward manipulations, the residual operator is given by
R(ρ) =
r−1∑
|I|=0
(−1)kdIχIj ∧ dsj . (3)
In subsection 5.4 we shall apply the above expression in coordinates to Yang-
Mills theories on a Minkowskian background.
2 Higher variations by the interior Euler op-
erator
By the interior Euler operator, we can obtain a sequence of sheaves of dif-
ferential forms (rather than of classes of differential forms), such that both
the objects and the morphisms have a straightforward interpretation in the
calculus of variations. Such a representation of the variational sequence, in-
troduced by Krbek and Musilova´ (see [34, 35, 36]) basically concerns source
forms (of all degrees), and in [52] has been called the Takens representation
[62]. In the Appendix we summarize its peculiarities. The importance of
this representation is clear considering the important feature that the coho-
mology of the complex of global section of the variational sequence is the de
Rham cohomology of Y . In fact, this allows to relate variational problem (for
example the inverse problem of calculus of variations or the local triviality
problem for Lagrangians) to the cohomology of the configuration space.
The aim of this section is to obtain formulae for higher variations of a
Lagrangian based on an iteration of the first variation formula expressed
through the Takens representation, i.e. by means of the interior Euler oper-
ator.
2.1 First variation formula
The formulation of the First Noether Theorem [51] is concerned with the rep-
resentation of variational Lie derivatives of classes of degree n. We present
here a proof of such a representation (infinitesimal first variation formula),
mainly in order to illustrate the relation between the interior Euler opera-
tor, the Euler–Lagrange operator and the exterior differential, as well as the
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emerging of the divergence of the Noether currents by contact decompositions
and geometric integration by parts formulae.
In the following, for any n-form ρ, in order to have expressions directly
related with known objects of the calculus of variations we will denote
I(dρ) = I(dhρ) .= En(hρ)
the Euler–Lagrange form obtained as the representation by the interior Euler
operator of the variational class defined by dρ (for the notation and the inter-
pretation in the context of geometric calculus of variations, see in particular
Appendix A.2 ; more details can be found in [52] and references therein).
Theorem 2.1 For any n-form ρ and for any π-projectable vector field Ξ on
Y , we have, up to pull-backs by projections,
R˜n(LJrΞ[ρ]) = LJr+1Ξhρ = ΞV ⌋En(hρ) + dH(Jr+1ΞV ⌋pdV hρ + ΞH⌋hρ) (4)
where
pdV hρ = −p1R(dhρ) .
Proof. By taking the representation (see the Appendix) we pull-back
on the suitable prolongation and we get
(π2r+1,r+1)
∗(LJr+1Ξhρ) = LJ2r+1Ξ(π2r+1,r+1)
∗(hρ) = LJr+1Ξ(π2r+1,r+1)
∗(hρ) ,
being the left hand side dependent only on the jet prolongation of Ξ up to
the order r+1 and regarding Jr+1Ξ as a vector field along π2r+1,r+1. By the
Cartan formula
LJr+1Ξhρ = J
r+1Ξ⌋dhρ+ d(Jr+1Ξ⌋ρ) ,
and omitting the pull-backs for simplicity, since Jr+2ΞH⌋dV hρ = −dV (Jr+1ΞH⌋hρ),
easily follows
LJr+1Ξhρ = J
r+2ΞV ⌋dV hρ+ dH(Jr+1ΞH⌋hρ) .
Now, being hρ horizontal, dV hρ = p1dhρ and we have, up to pull-backs,
p1dhρ = I(dhρ) + p1dp1R(dhρ) .
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By means of the representation sequence, we write I(dhρ) = En(hρ), while
Jr+2ΞV ⌋p1dp1R(dhρ) = −hd(Jr+1ΞV ⌋R(dρ)) = dH(Jr+1ΞV ⌋(−p1R(dhρ))) .
By setting pdV hρ = −p1R(dhρ), formula (4) follows because hρ is horizontal
over X and En(hρ) is a source (n + 1)-form.
A generalization of formula (4) to class of degree greater or lower than n
has been obtained [9, 52]. We stress that (4) can be regarded as the local
first variation formula for the Lagrangian hρ with respect to a (variation)
projectable vector field; we refer the reader to the Appendix and [38, 43] for
details.
Considering that this formula has been first obtained by Noether in the
proof of her celebrated First Theorem (see the original Noether paper in
the historical perspective [33]), it is then quite natural to consider it as a
version of her celebrated theorem (which in the original statement immedi-
ately follows when the variation vector field is a symmetry) and therefore the
definition of what is today called a Noether current also follows naturally.
Definition 2.2 The Noether current for a Lagrangian λ associated with Ξ
is defined as
ǫΞ(λ) = J
r+1ΞV ⌋pdV λ + ΞH⌋λ .
The term pdV λ = −p1R(dλ) is called a local generalized momentum.
It should be stressed that a Noether current is defined independently from
the variation vector field being a symmetry or not, and when this is not
a symmetry of course the Noether current is not conserved along critical
solutions; nonetheless a Noether current is defined for any projectable vector
field.
2.2 Second variation formula
Now we obtain a formula for the second variation, which will be further
explored in section 3. We note that LJr+1Ξhρ = hLJrΞρ, and then apply a
standard inductive reasoning. Of course, the iterated variation is pulled-back
up to a suitable order, in order to suitably split the Lie derivatives.
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Theorem 2.3 Let ρ be an n-form on JrY , [ρ] its class and λ = hρ the
associated Lagrangian. For any pair of projectable vector fields Ξ1 and Ξ2,
we have
(π4r+3,r+1)
∗ (LJr+1Ξ2 LJr+1Ξ1hρ) = Ξ2,V ⌋En(Ξ1,V ⌋En(hρ))+
+ dHǫΞ2(Ξ1,V ⌋En(hρ)) + dHǫΞ2(dHǫΞ1(hρ))
(5)
where
ǫΞ2(Ξ1,V ⌋En(hρ)) =Ξ2,H⌋Ξ1,V ⌋En(hρ)+
+ Jr+1Ξ2,V ⌋pdV Ξ1,V ⌋En(hρ) ,
ǫΞ2(dHǫΞ1(hρ)) =Ξ2,H⌋dH(Jr+1Ξ1,V ⌋pdV hρ + Ξ1,H⌋hρ)+
+ Jr+1Ξ2,V ⌋pdV dH (Jr+1Ξ1,V ⌋pdV hρ+Ξ1,H⌋hρ) .
Proof. We recall again that, taking a q-form θ on JkY , a projectable
vector field Ξ and a pair of integers (s, k) with s > r, then
(πs,r)
∗(LJrΞθ) = LJsΞ(πs,k)
∗(θ) .
Using this property we can write
(π4r+3,r+1)
∗(LJr+1Ξ2LJr+1Ξ1hρ) =
= (π4r+3,2r+1)
∗(LJ2r+1Ξ2(π2r+1,r+1)
∗(LJr+1Ξ1hρ)) .
Now, applying Theorem 2.1, we have
(π2k+1,k+1)
∗(LJr+1Ξ1hρ) = Ξ1,V ⌋En(hρ) + dH(Jr+1Ξ1,V ⌋pdV hρ + Ξ1,H⌋hρ) .
Using linearity of the Lie derivative we can apply again Theorem 2.1; we
obtain that
(π4r+3,r+1)
∗(LJr+1Ξ2LJr+1Ξ1hρ)
depends only on the components of the prolongations of the fields up to the
order r + 1. Then we can conclude after some straightforward calculations.
Being the operators I and R directly related with the representation of
the variational sequence, the expression (5) for the second variation seems
to us the most natural one. From the above, interesting identities can be
obtained.
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Proposition 2.4 The following facts are true.
1. The following identity holds:
dH(j
k+1Ξ2,V ⌋pdV dH (jk+1Ξ1,V ⌋pdV hρ+Ξ1,H⌋hρ)) = (6)
= dH(h(Ξ2,V ⌋dV (jk+1Ξ1,V ⌋pdV hρ) + Ξ1,H⌋hρ)) .
2. For every pair of vertical vector fields Ξ1 and Ξ2 it holds
Ξ1⌋En(Ξ2⌋En(hρ)) + [Ξ2,Ξ1]⌋En(hρ) =
= Ξ2⌋En(Ξ1⌋En(hρ)) + dH(ǫΞ2(Ξ1⌋En(hρ))) .
(7)
3. For every pair of vertical vector fields Ξ1 and Ξ2 it holds
dHǫΞ2(Ξ1⌋En(hρ)) + dHǫΞ1(Ξ2⌋En(hρ)) = 0 . (8)
Proof.
1. Up to pull-backs we have,
Ljk+1Ξ1hρ = Ξ1⌋En(hρ) + dH(ǫΞ1(hρ)) .
We can certainly write, denoting by s and s′ the orders of the terms on
the right hand side,
Ljk+1Ξ2Ljk+1Ξ1hρ = LjsΞ2(Ξ1,V ⌋En(hρ)) + Ljs′Ξ2(dH(ǫΞ1(hρ))) .
In fact higher order terms of jsΞ2 and j
s′Ξ2 play no roˆle in the Lie
derivative of the left hand side and so their contributions to Lie deriva-
tives of the two terms in the right hand side have to cancel each other.
We know that dH commutes with Ljs′Ξ2 (up to the order of the prolon-
gation) so we write
Ljs′Ξ2(dH(ǫΞ1(hρ))) = dH(Ljs′−1Ξ2(j
k+1Ξ1,V ⌋pdV hρ + Ξ1,H⌋hρ)) ,
and, since the two forms on which we are applying Lie derivatives are
(n− 1) horizontal forms, we get
Ljs′Ξ2(dH(ǫΞ1(hρ))) = dH(h(Ξ2,V ⌋dV (jk+1Ξ1,V ⌋pdV hρ) + Ξ1,H⌋hρ) +
+Ξ2,H⌋dH(jk+1Ξ1,V ⌋pdV hρ + Ξ1,H⌋hρ)) ;
again we can forget about s′ as before. Then we obtain an expression
for Ljk+1Ξ2Ljk+1Ξ1hρ; imposing the equality with (5) and having a dH
closed (n−1)-form, by the exactness of the representation sequence we
can conclude.
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2. Denote by s the order of Ξ1⌋En(hρ). The vector field being vertical
and En(hρ) being a source (n + 1)-form horizontal over Y , we have
Ξ1⌋En(hρ) = JsΞ1⌋En(hρ). Now we use a well known property of the
Lie derivative, namely
LJsΞ2(J
sΞ1⌋En(hρ)) = JsΞ1⌋LJsΞ2En(hρ) + [JsΞ2, JsΞ1]⌋En(hρ)
and the fact that [JsΞ2, J
sΞ1]⌋En(hρ) = [Ξ2,Ξ1]⌋En(hρ). By the ex-
actness of the representation sequence, we have
JsΞ1⌋LJsΞ2En(hρ) = Ξ1⌋En(Ξ2⌋En(hρ)) .
Finally, by linearity we see that
LJk+1Ξ2(LJk+1Ξ1)hρ =Ξ1⌋En(Ξ2⌋En(hρ)) + [Ξ2,Ξ1]⌋En(hρ)+
+ dHǫΞ2(dHǫΞ1(hρ)) .
Then, comparing this with the expression for second variation (5), we
get the result.
3. Here we apply (7) and, simply changing the roˆle of Ξ1 and Ξ2, we can
conclude.
2.3 Higher variation formula
Formulae for higher variations of Lagrangians hρ can be obtained easily by
using our previous results for the first and the second variation. Precisely,
we state the following.
Theorem 2.5 Let ρ be an n-form on JkY . Consider the Lagrangian hρ and
take l variation vector fields Ξ1, . . . ,Ξl. Define recursively a sequence rl by
rl = 2rl−1 + 1, r0 = r
We have
(πrl,r+1)
∗ (LJr+1Ξl . . . LJr+1Ξ1hρ) =
=Ξl,V ⌋En(Ξl−1,V ⌋En(. . .Ξ2,V ⌋En(Ξ1,V ⌋En(hρ)) . . . )+
+dHǫΞl(Ξl−1,V ⌋En(. . .Ξ2,V ⌋En(Ξ1,V ⌋En(hρ)) . . . )+
+dHǫΞl(dHǫΞl−1(Ξl−2,V ⌋En(. . . (Ξ1,V ⌋En(hρ)) . . . )+
. . .
+dHǫΞl(dHǫΞl−1dH(. . . dHǫΞ2(dHǫΞ1(hρ)) . . . ) .
(9)
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Proof. The proof is a straightforward induction using as base step the
case l = 1 or l = 2. Taking into account the exactness of the representation
sequence, the inductive step follows easily.
Remark 2.6 Working recursively starting from (4) or (5), we can get more
explicit expressions (similar to the ones in (5)) for the terms containing
Noether currents in formula (9).
Remark 2.7 Since the variation of any order of a Lagrangian hρ is still an
horizontal form, i.e. again a Lagrangian, we can study its variation by means
of formula (4). On the other hand formula (9) gives us the possibility to
investigate how to relate the so called symmetries of a variation of hρ to hρ
itself; see section 5 and Appendix A.4 for the definition of symmetry and
further details.
3 The second variation and the Jacobi mor-
phism
In this section we focus on the analysis of the particularly interesting case
of the second variation. Within the framework of first order field theories,
Goldschmidt and Sternberg worked out the second variations and introduced
in that the definitions of Hessian and Jacobi equation associated with a La-
grangian [28]. The representation of second variational derivatives in the
variational sequence has been studied with different approaches in [54, 21]
also for higher order field theories; also the definition and the roˆle of the so
called generalized Jacobi morphism, specifically for the relation between the
Noether theorems and the second variation, and for applications to canon-
ical conservation laws, was investigated in [18, 19, 22, 53, 54, 55, 56, 59].
The second variation in a (Poicare´-Cartan equivalent) Lagrangian context
has been also studied by some authors in particular in relation with Finsler
geometry, see e.g. [11] constituting a step towards a systematic intrinsic and
global study of this area of the calculus of variations.
Here the definition of the Jacobi morphism will be given within the rep-
resentation sequence, i.e. by the interior Euler operator. We show that the
Jacobi morphism is self adjoint along extremals, finding also explicit coor-
dinate expressions, and we introduce the Jacobi equation and Jacobi fields.
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In this framework, we easily define the Hessian of the action, which turns
out to be related to the Jacobi morphism. Our discussion is inspired by the
classical paper [28] and by [21].
3.1 Self adjoint operators associated with source (n+2)-
forms
We recall the expression of the adjoint of a differential operator associated
with a suitable (n+ 2)-form. The reader can consult, for example, [28, 6].
Consider a global (n+2)-form on Jr+1Y with local coordinate expression
given by
ω =
r∑
|J |=0
AJτσω
τ
J ∧ ωσ ∧ ds ;
the local expressions for I(ω) are
I(ω) =
k∑
|J |=0
1
2
ωτ ∧ (−1)|J |dJ(AJτσωσ) ∧ ds−
k∑
|J |=0
1
2
ωσ ∧ AJτσωτJ ∧ ds .
We can now introduce I˜(ω), associated with I(ω) and defined as
I˜(ω) = −
r∑
|J |=0
(−1)|J |dJ(AJρσωσ)⊗ ωρ ⊗ ds+
r∑
|J |=0
AJτσω
τ
J ⊗ ωσ ⊗ ds .
Let us set
ω˜ =
r∑
|J |=0
AJτσω
τ
J ⊗ ωσ ⊗ ds .
We introduce some formal differential operators associated with ω. Define
∇ω : XV (Y )→ C10 ⊗ Ωrn,X(JrY )
Ξ→ ω˜(Jr+1Ξ, •) (10)
where we have denoted by XV (Y ) the space of vertical vector fields on Y and
by C10 the space of contact 1-forms generated by ω
σ. In coordinates
∇ω
(
Ξσ
∂
∂yσ
)
=
r∑
|J |=0
AJτσdJ(Ξ
τ )ωσ ⊗ ds
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Moreover we set
∇∗ω : XV (Y )→ C10 ⊗ Ωrn,X(JrY )
Ξ→ (ω˜ − I˜(ω))(Jr+1Ξ, •) (11)
that in coordinates is
∇∗ω
(
Ξσ
∂
∂yσ
)
=
r∑
|J |=0
(−1)|J |dJ(AJτσΞσ)ωτ ⊗ ds
The choice in the notation is motivated by the fact that ∇∗ω can be seen as
an adjoint operator for ∇ω.
3.2 The Jacobi morphism
Now we define the Jacobi morphism associated with a Lagrangian λ on JrY ;
it will be denoted by J (λ).
Definition 3.1 The map
J : Ωrn,X(JrY )→ X∗V (J2r+1Y )⊗X∗V (Y )⊗ Ωrn,X(JrY )
λ→ • ⌋En(• ⌋En(λ))
(12)
is called the Jacobi morphism associated with λ .
We will often use the notation JΞ1(λ) to denote En(Ξ1⌋En(λ)).
Roughly speaking, the Jacobi morphism is the second variation (generated
by vertical vector fields) of the Lagrangian λ if we forget about horizontal
differentials (see [21]); as a consequence, it is possible to associate this mor-
phism with some horizontally closed (n− 1)-forms. We will discuss this fact
later on.
Now we write down an explicit coordinate expression for J (λ); doing that,
we will discover its self adjointness along critical sections. An alternative
proof of the following theorem can be found in [21]. This result will be of
great importance for the applications presented here; see the next section.
Theorem 3.2 Along critical sections it holds
1. For every vertical vector field on Y denoted by Ξ,
En(Ξ⌋En(λ)) =
2r+1∑
|J |=0
(−1)|J |dJ
(
Ξρ
∂Eρ(λ)
∂yσJ
)
ωσ ∧ ds . (13)
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2. For every vertical vector field on Y denoted by Ξ,
En(Ξ⌋En(λ)) =
2r+1∑
|J |=0
dJΞ
σ ∂Eρ(λ)
∂yσJ
ωρ ∧ ds . (14)
3. The Jacobi morphism is self adjoint.
Proof.
1. Simply writing down the coordinate expressions of the objects involved
we have
En(Ξ⌋En(λ)) =
2r+1∑
|J |=0
(−1)|J |dJ
(
∂(Eρ(λ)Ξ
ρ)
∂yσJ
)
ωσ ∧ ds =
=
2r+1∑
|J |=0
(−1)|J |dJ
(
Ξρ
∂Eρ(λ)
∂yσJ
)
ωσ ∧ ds+
(
∂Ξρ
∂yσ
Eρ(λ)
)
ωσ ∧ ds .
Now we note that along solutions of the Euler–Lagrange equations the
terms of the form (
∂Ξρ
∂yσ
Eρ(λ)
)
vanish.
2. We know that, up to pull-backs,
p1dλ = I(dλ) + p1dp1R(dλ) ,
and p1dλ = dλ; then we can write
dI(dλ) = −dp1dp1R(dλ) .
However, p1dp1R(dλ) ∈ Θ2k+1n+1 ; but then we have also dp1dp1R(dλ) ∈
Θ2k+1n+2 and J
2r+1Ξ⌋dp1dp1R(dλ) ∈ Θ2k+1n+1 . This implies that
I(J2r+1Ξ⌋dI(dλ)) = 0 ,
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for any vertical vector field Ξ. Using the coordinate expression for the
interior Euler operator we get
I(J2r+1Ξ⌋dI(dλ)) =
2k+1∑
|J |=0
∂Eσ(λ)
∂yρJ
dJΞ
ρωσ ∧ ds+
−
2k+1∑
|J |=0
(−1)|J |dJ
(
∂Eσ(λ)
∂yρJ
Ξσ
)
ωρ ∧ ds ,
and we can conclude.
3. By direct inspection we see that the expression (13) gives us precisely
the adjoint of (14).
Note that this argument is equivalent to show that
J2r+1Ξ2⌋I(J2r+1Ξ1⌋dI(dλ)) = 0 ,
for any pair of vertical vector fields Ξ1, Ξ2.
Remark 3.3 We can write formula (9) in terms of Jacobi morphisms:
(πrl,r+1)
∗(LJr+1Ξl . . .LJr+1Ξ1hρ) =
=Ξl,V ⌋JΞl−1,V (Ξl−2,V ⌋JΞl−3,V . . . (hρ) . . . )+
+dHǫΞl(Ξl−1,V ⌋JΞl−2,V (Ξl−3,V ⌋ . . . (hρ) . . . ))+
+dHǫΞl(dHǫΞl−1(Ξl−2,V ⌋JΞl−3,V (. . . (hρ) . . . )))+
+ · · ·+ dHǫΞl(dHǫΞl−1dH(. . . dHǫΞ1(hρ) . . . )) .
A quite important roˆle is played by vector fields that are in the kernel of the
Jacobi morphism.
Definition 3.4 Let λ be a Lagrangian of order r. A Jacobi field for the
Lagrangian λ is a vertical vector field Ξ that belongs to the kernel of the
Jacobi morphism, i.e.
JΞ(λ) = 0
The previous equation is called the Jacobi equation for the Lagrangian λ.
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The following proposition shows that the Jacobi equation can be correctly
defined as an equation for vector fields defined on the image of an extremal
(or critical section).
Proposition 3.5 Consider the Jacobi equation
JΞ(λ) = 0 ,
evaluated along an extremal γ. The equation depends only on the values of
the vector field Ξ along γ.
Proof. The claim follows from the application of (14) together with the
fact that dJΞ
σ, when evaluated along γ, depends only on the values of Ξ
along γ.
Taking into account the above proposition, we will speak of Jacobi fields
along an extremal γ; Theorem 3.2 provides us with the coordinate expression
of the equation for Jacobi fields along an extremal.
3.3 The Jacobi morphism and the Hessian of the ac-
tion functional
In the fundamental article [28] of Goldschmidt and Sternberg, the Jacobi
equation was introduced and its relation to the Hessian of the action func-
tional was explored in the case of first order field theories. We will reformulate
their work in our formalism, generalizing it to arbitrary order; in particular
by the above definition of a Jacobi morphism we recover the Hessian at any
order. See the Appendix for the definitions of action functional and variation.
In this section we will say often that a vector field on JrY , with r ≥ 0,
vanishes identically on a subset ofX meaning that it vanishes along the fibers
over that subset.
Take the action functional associated with a Lagrangian λ on JrY :
AD[γ] =
∫
D
(jrγ)∗(λ)
where D is an n-region and γ is a section. We can introduce variations that
do not change γ on ∂D; it is sufficient to generate it with vector fields that
vanish on ∂D. We will work only on D so we can require that these fields
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vanish also in X\D (all vector fields compactly supported in an open proper
subset of D are an example).
We denote by ΓτD the space of sections defined on D and equal to a fixed
section τ on ∂D, by XV,γ(Y ) the space of vertical vector fields defined along
γ ∈ ΓτD and by TγΓτD the subspace of XV,γ(Y ) containing vector fields that
are null on ∂D. The last notation is motivated by the fact that TγΓ
τ
D can be
thougt as the tangent space to ΓτD at the point γ (this is a quite standard
fact from the theory of infinite dimensional manifolds). We then give the
following definition (which is standard too).
Definition 3.6 The differential of AD along a section γ ∈ ΓτD is the map
dAD[γ] : TγΓ
τ
D → R
ν → d
dt
AD[ΓΞ(t)]
∣∣∣∣
t=0
(15)
where Ξ is any extension of ν to the whole XV (Y ) vanishing on ∂D (and on
X/D), while ΓΞ is a one parameter variation of γ generated by Ξ.
In our hypothesis the derivation passes under the integral and we have
dAD[γ](ν) =
∫
D
(jrγ)∗(δΞλ) .
We need to show that the definition does not depend on Ξ, but thanks to
this last remarks this means that we need to prove∫
D
(jrγ)∗(LJrΞλ) =
∫
D
(jkγ)∗(LJrΞ′λ) ,
where Ξ′ is an alternative choice of the field. Here we simply apply (4) and
note that the horizontal differential plays no roˆle thanks to Stokes theorem
and the fact that the fields vanish on ∂D; then we use the fact that, because
of the pull-back by jrγ, everything depends only on the values of the fields
along γ.
So we have a notion of differential of the action; an extremal point is
exactly a solution of the Euler–Lagrange equations. In an analogous manner,
we introduce an Hessian for the action, but we need the section γ to be an
extremal.
L. Accornero and M. Palese 25
Definition 3.7 The Hessian of AD along an extremal section γ ∈ ΓτD is the
map
H(AD)[γ] : TγΓτD × TγΓτD → R
(ν, κ)→ ∂
2
∂t1∂t2
AD[ΓΞ1,Ξ2(t1, t2)]
∣∣∣∣
t1=t2=0
(16)
where Ξ1 and Ξ2 are extensions in XV (Y ) of ν and κ respectively and vanish
on ∂D∪X\D, while ΓΞ1,Ξ2(t1, t2) is a two parameter variation of γ generated
by Ξ1 and Ξ2.
Deriving again under the integral sign
H(AD)[γ](ν, κ) =
∫
D
(jrγ)∗(LJrΞ1LJrΞ2λ) .
In order to show that the Hessian is well defined, we need to prove that it
does not depend on the extensions Ξ1 and Ξ2 chosen; moreover, we want to
show that it is symmetric. Here we need the hypothesis that the section is
an extremal; in fact this implies, by applying (7), the Stokes theorem and
the fact that the fields vanish on ∂D,∫
D
(jrγ)∗(LJrΞ1LJrΞ2λ) =
∫
D
(jrγ)∗(LJrΞ2LJrΞ1λ) .
Now, using (5), we see that the definition can be restated as
H(IA)[σ](ν, κ) =
∫
D
(j2+1γ)∗(Ξ1⌋En(Ξ2⌋En(λ))) ,
that obviously does not depends on the extension Ξ1. However, by symmetry
it cannot depend on Ξ2 too. Then the Hessian is a well defined symmetric
bilinear map.
Now we can easily recover the properties stated at the first order by Gold-
schmidt and Sternberg in [28]: we need only to apply our intrinsic results.
Proposition 3.8 If γ is a local minimum, the Hessian along it is positive
semi definite.
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Proof. We consider ΓΞ, a one parameter variation of γ generated by Ξ.
We have by hypothesis∫
D
(jrΓΞ(t))
∗(λ) ≥
∫
D
(jrγ)∗(λ) ,
for all t in a neighborhood of 0. Consequently
d2
dt2
∫
D
(jrΓΞ(t))
∗(λ) ≥ 0 .
But, by definition, the left hand side is the Hessian along γ calculated on the
pair (Ξ ◦ γ,Ξ ◦ γ). Thanks to the arbitrariness of Ξ we can conclude that
the quadratic form associated with the Hessian along γ has only values ≥ 0,
which is our claim.
Our construction gives us immediately also the relation between the Hes-
sian and the Jacobi morphism. In fact it is clear from the previous discussion
that
H(AD)[γ](ν, κ) =
∫
D
(j2r+1γ)∗(Ξ1⌋JΞ2(λ))) .
Finally, considering that our definitions of Hessian and Jacobi field do not
depend on the order, we can prove the following result applying the same
argument used in [28] for the first order case.
Proposition 3.9 A vector field ν ∈ TγΓτD, where γ is an extremal, belongs
to the null space of the Hessian along γ if and only if it is a Jacobi field along
γ.
Proof. If we have a Jacobi field, then it is immediate to see that it
belongs to the null space of the Hessian, because of the relation between the
Hessian and the Jacobi morphism.
Conversely, if ν ∈ TγΓτD is in the nullspace of the Hessian, then∫
D
(j2r+1γ)∗(Ξ1⌋JΞ2(λ)) = 0 ,
for any Ξ1 and any Ξ2 that extends ν. The arbitrariness of Ξ1 enables us to
conclude.
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4 The Jacobi equation for Yang-Mills theory
on a Minkowskian background
In this section we discuss the Jacobi equation for Yang-Mills theories [66] on
a Minkowskian background. Note that in this example, the (configuration)
fibered manifolds have the structure of bundles. We work out an explicit
computation by using the interior Euler operator, and we will refer to it
later in relation with conservation laws; see subsection 5.4.
In the sequel, by assuming a Minkowskian background we mean that the
spacetime manifold, that is the base space M of the configuration bundle
for the theory, is equipped with a fixed Minkowskian metric, that is a flat
Lorentzian metric. This means that M is a Lorentzian manifold such that
we can choose a system of coordinates in which the metric is expressed in
the diagonal form ηµν ; there are two possible conventions on the signature
but, since the signature will play no roˆle in our discussion, the choice is left
to the reader.
Consider a principal bundle with a semi-simple structure group G, de-
noted by (P, p,M,G); this bundle is the structure bundle of the theory. We
consider the bundle (CP , π,M) of principal connections on P (the total space
can be seen as J1P/G; see [61]). In this section lower Greek indices will de-
note space time indices, while capital Latin indices label the Lie algebra g of
G. Then, on the bundle CP , we introduce coordinates (x
µ, ωAσ ).
We define the Yang-Mills Lagrangian as follows. We consider the Cartan-
Killing metric δ on the Lie algebra g, and choose a δ-orthonormal basis TA
in g; the components of δ will be denoted δAB. We will use δAB to raise and
lower Latin indices. On a spacetime manifold with a generic (not necessarily
Minkowskian) fixed background gµν the Yang-Mills Lagrangian is defined by
λYM = −1
4
FAµνg
µρgνσFBρσδAB
√
gds ,
where
• g stands for the absolute value of the determinant of the metric gµν
• we set ωAµ,ν = dνωAµ ;
• we denote by cABC the structure constants of g;
• FAµν = ωAν,µ − ωAµ,ν + cABCωBµ ωCν is the so called field strength.
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The well known variation procedure for this Lagrangian gives the equations
EνB = dµ(
√
gF µνB ) +
√
gF µνA c
A
BCω
C
µ = 0 .
From now on, we will assume the metric to be Minkowskian and we will
always work in coordinates such that it is expressed in diagonal form.
We start our discussion from Maxwell theory; it is well known that we
can regard it as an abelian Yang-Mills theory where the structure group is
U(1). Being the group one dimensional we can drop Latin indices; moreover,
the structure constants vanish identically. We have then the well known
equations:
Eν = dµ(F
µν) = 0 .
Referring to theorem 3.2, we derive the expression of the Jacobi equation
along critical solutions by using the explicit formula (14); the self adjointness
property thus notably simplifies calculations. Indeed, a vertical vector field
Ξ = Ξσ
∂
∂ωσ
satisfies the Jacobi equation along critical solutions if and only if
Ξσ
∂Eν
∂ωσ
+ dρΞσ
∂Eν
∂ωσ,ρ
+ dθdρΞσ
∂Eν
∂ωσ,ρθ
= 0 .
Clearly, in this particular case,
∂Eν
∂ωσ
= 0 and
∂Eν
∂ωσ,ρ
= 0 ,
so that we need only to calculate the last term. Note that
dµ(F
µν) = ηαµηβν(ωβ,αµ − ωα,βµ)
and so, by commutativity of total derivatives we get easily that our system
of equations is equivalent to have, for every ν,
ησνητκdκ(dτΞσ − dσΞτ ) = 0 . (17)
If we consider any semi-simple group G instead of U(1), a vertical vector
field has the form
Ξ = ΞZσ
∂
∂ωZσ
;
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in the particular case of investigation, since
dµ(F
µν
B ) = δBAη
λµησν(ωAσ,λµ − ωAλ,σµ + cACDωCλ,µωDσ + cACDωCλ ωDσ,µ) ,
and
F µνA c
A
BCω
C
µ = η
λµησνδDA
(
ωDσ,λ − ωDλ,σ + cDEFωEλ ωFσ
)
cABCω
C
µ ,
the Euler–Lagrange expressions for the Yang–Mills Lagrangian are given by
EνB = δBAη
λµησν(ωAσ,λµ − ωAλ,σµ + cACDωCλ,µωDσ + cACDωCλ ωDσ,µ) +
+ηλµησνδDA
(
ωDσ,λ − ωDλ,σ + cDEFωEλ ωFσ
)
cABCω
C
µ .
The Jacobi equation now becomes
ΞZα
∂EνB
∂ωZα
+ dβΞ
Z
α
∂EνB
∂ωZα,β
+ dγdβΞ
Z
α
∂EνB
∂ωZα,βγ
= 0 .
Clearly now the terms
∂EνB
∂ωZα
and
∂EνB
∂ωZα,β
do not vanish identically; indeed we have
ΞZα
∂EνB
∂ωZα
= ΞZα
[
δBAc
A
CZω
C
λ,µη
λµηαν + δBAc
A
ZDω
D
σ,µη
αµησν +
+ηαµησνcDZFω
F
σ c
A
BCω
C
µ δDA + η
λµηανcDEZω
E
λ c
A
BCω
C
µ δDA +
+ηλαησνFDλσc
A
BZδDA
]
,
and
dβΞ
Z
α
∂EνB
∂ωZα,β
= dβΞ
Z
α
[
δBAη
λµησν(cAZDδ
α
λδ
β
µω
D
σ + c
A
CZδ
α
σδ
β
µω
C
λ ) +
+ηβµηανδZAc
A
BCω
C
µ − ηαµηβνδZAcABCωCµ
]
.
The third term is analogous to the one in Maxwell case:
dγdβΞ
Z
α
∂EνB
∂ωZα,βγ
= δBZη
σνηκτdκ(dτΞ
Z
σ − dσΞZτ ) .
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Summing up these terms and doing some straightforward calculations, we
have, for any pair (ν, B),
ησνηαβ
{
dβ
[(
dαΞ
A
σ + c
A
CZΞ
Z
σω
C
α
)
δBA
]
+
[(
dαΞ
D
σ + Ξ
Z
σ c
D
EZω
E
α
)
δAD
]
cABCω
C
β +
− dβ
[(
dσΞ
A
α + c
A
CZΞ
Z
αω
C
σ
)
δBA
]− [(dσΞDα + ΞZαcDEZωEσ ) δAD] cABCωCβ +
+FDβσc
A
BZΞ
Z
αδAD
}
= 0 .
It is now noteworthy that we can further simplify the expression intro-
ducing a suitable induced connection.
Let (φa) be a set of coordinates on the group G. Introducing right in-
variant vector fields ρA, we have ρA = R
a
A(φ)∂a, where ∂a denotes
∂
∂φa
, the
standard local system of generators of vector fields on G. We will denote by
R
A
a (φ) the inverse matrix of R
a
A(φ); in an analogue way, using left invariant
vector fields λA, we introduce the matrix L
a
A(φ) and its inverse L
A
a . More-
over, we introduce AdBA(φ) = R
B
a L
a
A, that is the adjoint representation of
G on g. If we chose another system of fibered coordinates on P , (x′ν , φ′b),
we recall that ω′Bν = J
µ
ν
(
AdBA(φ)ω
A
µ −R
B
a (φ)φ
a
µ
)
, where J
µ
ν denotes the in-
verse of the Jacobian matrix of the change of coordinates in the base space.
Then the components of a vertical vector field satisfy the transformation rule
Ξ′Bν = Ad
B
A(φ)Ξ
A
µJ
µ
ν .
Following a standard approach we can see Ξ as a section of a suitable
bundle. Indeed, consider the fibered product P ×M L(M) where L(M) is the
frame bundle of M ; P ×M L(M) is clearly a principal bundle with structure
group G × GL(n), where GL(n) is the general linear group of degree n =
dim(M). We introduce the vector space V = g⊗ Rn and the representation
λ : G×GL(n)× V → V
(φ, J,ΞAν )→ Ξ′Bν = AdBA(φ)ΞAµJ
µ
ν ,
by which we construct the bundle B = (P ×M L(M))×λ V , which turns out
to be associated with P ×M L(M). As well known, its sections are in one to
one correspondence with vertical vector fields over CP .
Now we consider that a principal connection on P ×M L(M) is induced
by any pair (ω,Γ), where ω is a principal connection on P (for example, an
extremal of the Yang-Mills Lagrangian) while Γ is a principal connection on
L(M) (see [29, 30] and, for gauge-natural theories, [15, 16]). In coordinates,
if ρνλ are right invariant vector fields on L(M),
Ω = dxµ ⊗ (∂µ − ωAµ ρA − Γλνµρνλ)
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is a principal connection on P ×M L(M). However, since we are considering
a manifold M that admits a global Minkowskian metric, we get a connection
on L(M) with coefficients vanishing in a whole class of system of coordinates
(the ones in which the metric is written as ηµν). We are already working in
these coordinates, because we have required the metric to be expressed in
diagonal form; then we can assume Γλνµ = 0.
We thus induce a connection on any bundle associated with P ×M L(M);
in particular, we have a connection on B given by
Ω˜ = dxµ ⊗ (∂µ − ωBσµ(x, φ)∂σB) .
Now, taking into account that the coefficients of Γ are assumed to vanish,
ωBσµ(x, φ) = T
a
A∂aλ
B
σ (e,Ξ)ω
A
µ (x) ,
where
• e denotes the identity element of G×GL(n)
• λBσ denotes the “components” of the representation λ
• TA = T aA∂a is a fixed basis of g ∼= TidG (id is the identity element of
G).
Working out this expression in local coordinates we get
ωBσµ(x, φ) = −cBADΞDσ ωAµ .
Therefore, by some careful manipulations, we rewrite the Jacobi equation for
the Yang-Mills Lagrangian on that specific background as
ηνσηβα
{∇β [(∇αΞAσ −∇σΞAα) δBA]+ FDβσcABZΞZαδAD} = 0 ,
for any pair (ν, B).
We note that the above is comparable with the classical definition of a
Jacobi operator [3, 7]. It can be easily checked by writing down in our case
the analogous expression corresponding to LA = d
∗
AdA+∗[∗F, ] for the Jacobi
operator given in [3] page 553 (we stress that the expression for the second
variation in [3, 7] is reproduced by our approach by taking the twice iterated
variation by the same variation field, see also in particular [28]).
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The solution of the Jacobi equation defines the kernel k of the Jacobi
morphism J , which, in particular, is characterized by Proposition 3.8 and
Proposition 3.9. Note that we have fixed an orthonormal basis for the Cartan-
Killing metric; working with a specific group G of course the equation can be
further specialized writing down the structure constants. The corresponding
gauge-natural version of the Jacobi equation obtained here could be of inter-
est for a canonical variational characterization [58] of confinement phases in
non-abelian gauge theories [63].
5 Conservation laws and higher variations
The compatibility of the Lie derivative by jet prolongations of vector fields
with the contact structure allows to discuss in an elegant and geometrical
way the Noether theorem and the theory of conserved currents (that can be
seen as horizontally closed n − 1 forms). Here, using the approach focused
on iterated variational Lie derivatives, we can investigate the existence of
conservation laws associated with the Jacobi equation or to symmetries of
higher variations.
We refer to the Appendix for a geometric approach to conservation laws
based on Lepage equivalents and their specific relation with the interior Euler
operator; we mainly followed [43]. The original articles of Noether and Bessel-
Hagen are respectively [51] and [5] (see also the historical review [33]); a
fundamental reference is [64]. As for generalized symmetries, see also in
particular [9, 25].
The results presented here on the relation between Jacobi fields and con-
servation laws are original; the reader can consult [54, 55, 56] for some related
topics. Further aspects concerning the relation between second variational
Lie derivative and conserved currents are discussed in [23, 24].
We deal with Jacobi fields and symmetries of higher variations. Higher
order Noether symmetries in mechanics have been studied in the literature;
see e.g. [60] and references therein. Here we obtain general results for higher
order field theories. We prove that a pair of Jacobi fields is associated with
a conserved current. Moreover, by means of our higher variation formulae,
we show that also a pair given by a symmetry of the l-th variation of a
Lagrangian and a Jacobi field of the s-th variation of the same Lagrangian
(with s < l) is associated with a (strongly) conserved current.
L. Accornero and M. Palese 33
5.1 Lagrangian and generalized symmetries
Definition 5.1 Let λ be a Lagrangian on JrY (or on an open subset V r ⊆
JrY where V is open in Y ). A symmetry of λ is an automorphism f of Y
such that Jrf is an invariance transformation of λ.
By abuse of notation, we will use the term symmetries for infinitesimal gen-
erators of symmetries too. The following collects some important properties
of symmetries, see e.g. [43, 64].
1. A projectable vector field Ξ is a symmetry of λ if and only if
LJrΞλ = 0 .
2. Symmetries of a Lagrangian constitute a subalgebra of the algebra of
vector fields on JrY .
3. Given a symmetry Ξ of a Lagrangian λ, for any Lepage equivalent Θ
of order s and any section γ,
h(JsΞ⌋Eλ) + h(dJsΞ⌋Θ) = 0 ,
or, equivalently,
(jsγ)∗(JsΞ⌋Eλ) + d(jsγ)∗(JsΞ⌋Θ) = 0 .
4. A projectable vector field Ξ is a generator of invariance transformations
for a source form ω ∈ Ωrn+1,Y V if and only if
LJrΞω = 0 .
5. Generators of invariance transformations constitute a subalgebra of the
algebra of projectable vector field on JrY .
6. An invariance transformation of λ is an invariance transformation ofEλ;
furthermore given an invariance transformation f of Eλ, λ− (Jrf)∗(λ)
is a trivial Lagrangian.
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Definition 5.2 Given a section γ ∈ Γloc(π) and an open set W in JrY , an
(n− 1)-form ǫ ∈ Ωrn−1,XW such that
d(jrγ)∗(ǫ) = (jr+1γ)∗dHǫ = 0 ,
is called conserved current along γ. The previous equality is a weak conser-
vation law along γ.
The term weak is related to the fact that the form ǫ is closed (equivalently,
horizontally closed) only along the section γ. When a current is horizontally
closed everywhere, one speaks of a strongly conserved current.
Definition 5.3 An invariance transformation of Eλ is called generalized
symmetry of λ. A generator of invariance transformations of Eλ is an in-
finitesimal generator of generalized symmetries of λ; we will call it simply
generalized symmetry.
5.2 Conserved currents and Jacobi fields
Our aim is now to investigate the possibility of associating conservation laws
to Jacobi fields and symmetries of variations. Our results concerning the
second variation and Jacobi fields can be applied as follows. See subsection
5.4 for an explicit computation.
Theorem 5.4 Let ρ be an n-form on Jr−1Y and hρ the associated La-
grangian on JrY . Consider two vertical vector fields Ξ1 and Ξ2 on Y .
1. Suppose that Ξ2 is a symmetry of the first variation of hρ generated by
Ξ1 and that Ξ1 and Ξ2 satisfy
Ξ2⌋JΞ1(hρ) = 0 ,
then
dHǫΞ2(LJrΞ1hρ) = 0 . (18)
2. Suppose that Ξ1 and Ξ2 are Jacobi fields, i.e.
JΞi(hρ) = 0 ,
then, along critical sections of hρ,
dHǫΞ2(Ξ1⌋En(hρ)) = 0 . (19)
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Proof.
1. It follows immediately from (5).
2. We simply apply (7) and, using the conditions imposed on the fields,
we get
dHǫΞ2(Ξ1⌋En(hρ)) = [Ξ2,Ξ1]⌋En(hρ) ,
thus we conclude.
Remark 5.5 We stress that (18) can be interpreted as a strong conser-
vation law. On the other hand (19) can be seen as a weak conservation
law associated with Jacobi fields. We can conclude that, taking two Jacobi
fields Ξ1 and Ξ2 and working along critical solutions, dHǫΞ2(Ξ1⌋En(hρ)) and
dHǫΞ2(dHǫΞ1(hρ)) vanish separately.
Remark 5.6 We note that if the hypothesis of Theorem 5.4 hold along
critical solutions, then (18) and (19) hold along critical solutions too, as we
can see in a completely analogous manner.
5.3 Symmetries and Jacobi fields of higher variations
We observe that the Jacobi equation for variations of hρ can be expressed in
terms of hρ. In fact, just using the exactness of the representation sequence,
we have
En(Ξ⌋En(⌋LJr+1Ξs . . . LJr+1Ξ1hρ)) = En(Ξ⌋En(Ξs⌋En(. . .Ξ1⌋En(hρ) . . . ))) .
The application of Theorem 5.4 to an iterated variation of a Lagrangian give
results that are relevant for the Lagrangian itself; in fact, using (9) we can
relate the Noether current of the s-th variation with Noether currents of
lower order variations. More precisely, we can state the following important
result.
Theorem 5.7 If we take a symmetry of an (l−1)-th variation of hρ and we
suppose that the s-th variation (s < l) is taken with respect to a Jacobi field
of the (s− 1)-th variation, then
dHǫΞl . . . dHǫΞs+1(LJr+1Ξs . . . LJr+1Ξ1hρ) = 0 .
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Proof. Actually we have
dHǫΞl(LJr+1Ξl−1 . . . LJr+1Ξ1hρ) = 0 ,
with some terms that vanish separately. In fact, applying the definition of
Jacobi field, we get
Ξl⌋En(Ξl−1⌋En(. . .Ξ2⌋En(Ξ1⌋En(hρ)) . . . ) = 0 ,
dHǫΞl(Ξl−1⌋En(. . .Ξ2⌋En(Ξ1⌋En(hρ)) . . . ) = 0 ,
. . .
dHǫΞl . . . dHǫΞs+2(Ξs+1⌋En(. . . (Ξ1⌋En(hρ)) . . . ) = 0 .
Then the result stated follows easily using (9) (Theorem 2.5).
Remark 5.8 The previous result is a strong conservation law: the conserved
current is the (l − s − 1)-th variation of the horizontal differential of the
Noether current for the s-th variation of hρ. The result is not trivial because
we are not assuming that Ξs+1 is a symmetry of the s-th variation.
5.4 Yang-Mills theories on a Minkowskian background:
weak conservation law associated with Jacobi fields
As an example of application of the arguments discussed in this section,
we calculate the current ǫΞ˜ (Ξ⌋En (λYM)) for two given Jacobi fields Ξ and
Ξ˜ along an extremal of the Yang-Mills Lagrangian λYM on a Minkowskian
background (see the previous section). Being the vector fields vertical, the
current has the form
ǫΞ˜ (Ξ⌋En (λYM)) = −J3Ξ˜⌋p1R (d (Ξ⌋En (λYM))) .
Having denoted the components of the principal connection by ωAµ , in order
to avoid confusion we will use in this example the notation θAµ , θ
A
µ,ν , θ
A
µ,νρ, . . .
to indicate generators of contact forms. We apply Remark 1.2 and formula
(3) to the form
d (Ξ⌋En (λYM)) =
2∑
|J |=0
θAµ,J ∧ ηµ,JA =
=
(
∂ΞBν
∂ωZρ
EνB + Ξ
B
ν
∂EνB
∂ωZρ
)
θZρ ∧ ds+
(
ΞBν
∂EνB
∂ωZρ,ξ
)
θZρ,ξ ∧ ds+
(
ΞBν
∂EνB
∂ωZρ,ξτ
)
θZρ,ξτ ∧ ds ,
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where we recall that EνB denotes the coordinate expression of the Euler–
Lagrange form. We need to rewrite this form as
2∑
|I|=0
dI(ω
A
µ ∧ ζµ,IA ) with
ζµ,IA =
2−|I|∑
|J |=0
(−1)|J |
(|I|+ |J |
|J |
)
dJη
µ,JI
A .
Actually, we are interested only in ζµ,IA for |I| = 1 or |I| = 2; the case |I| = 0
gives no contribution to the residual operator. We have, for |I| = 1,
ζµ,IA = η
µ,I
A − 2dτηµ,τIA ,
and, for |I| = 2
ζµ,IA = η
µ,I
A .
Then
2∑
|I|=1
dI(θ
A
µ ∧ ζµ,IA ) =dξ
[
θZρ ∧
(
ΞBν
∂EνB
∂ωZρ,ξ
− 2dτ
(
ΞBν
∂EνB
∂ωZρ,ξτ
))
ds
]
+
+ dτdξ
[
θZρ ∧
(
ΞBν
∂EνB
∂ωZρ,ξτ
)
ds
]
,
that can be rewritten as
dξ
{[
ΞBν
∂Eνb
∂ωZρ,ξ
− dτ
(
ΞBν
∂EνB
∂ωZρ,ξτ
)]
θZρ +
(
ΞBν
∂EνB
∂ωZρ,ξτ
)
θZρ,τ
}
∧ ds .
Consequently
R (d (Ξ⌋En (λYM))) =−
(
ΞBν
∂EνB
∂ωZρ,ξ
− dτ
(
ΞBν
∂EνB
∂ωZρ,ξτ
))
θZρ ∧ dsξ+
−
(
ΞBν
∂EνB
∂ωZρ,ξτ
)
θZρ,τ ∧ dsξ ,
and the current is
ǫΞ˜ (Ξ⌋En (λYM)) =
[
ΞBν
∂EνB
∂ωZρ,ξ
Ξ˜Zρ − dτ
(
ΞBν
∂EνB
∂ωZρ,ξτ
)
Ξ˜Zρ + Ξ
B
ν
∂EνB
∂ωZρ,ξτ
dτ Ξ˜
Z
ρ
]
dsξ ,
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where
∂EνB
∂ωZρ,ξ
=
[
δBAc
A
ZDω
D
σ
(
ηρξησν − ησξηρν)+ δZAcABCωCσ (ηρνησξ − ηρσηξν)] ,
∂EνB
∂ωZρ,ξτ
=δBZ
(
ηξτηρν − ηρ(τηξ)ν) .
(the brackets on the superscripts denote symmetrization). Substituting we
can write, for the coefficients of the current,(
ΞBν dτ Ξ˜
Z
ρ − dσΞBν Ξ˜Zρ
) (
ηξτηρν − ηρ(τηξ)ν) δBZ+
+ ΞBν Ξ˜
Z
ρ δBAc
A
ZDω
D
σ
(
ησνηρξ − ησξηρν)+ ΞBν Ξ˜Zρ δZAcABCωCσ (ηρνησξ − ησρηξν) .
Denoting with square brackets the anti-symmetrization, we can formulate
this as
ηρ[ξησ]νδBAc
A
ZDω
D
σ
(
ΞBν Ξ˜
Z
ρ + Ξ
Z
ν Ξ˜
B
ρ
)
+
(
ηξσηρν − ηρ(σηξ)ν) (ΞBν dσΞ˜Zρ δBZ +
−dσΞBν Ξ˜Zρ δBZ + ΞBν Ξ˜Zρ δZAcABDωDσ − ΞBν Ξ˜Zρ δBAcAZDωDσ
)
.
In conclusion, the current is
ǫΞ˜ (Ξ ⌋En (λYM)) =
[
ηρ[ξησ]νδBAc
A
ZDω
D
σ
(
ΞBν Ξ˜
Z
ρ − ΞZρ Ξ˜Bν
)
+(
ηξσηρν − ηρ(σηξ)ν) (ΞBν ∇σ (Ξ˜Zρ δZB)− Ξ˜Zρ∇σ (ΞBν δBZ))] dsξ . (20)
Notice that if Ξ = Ξ˜ the current vanishes identically.
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A Appendix
A.1 (Higher) variations and Lie derivatives with re-
spect to projectable vector fields
In the framework of jet prolongations of a fibered manifold (Y, π,X)is given a
geometric notion of Lagrangian either as a bundle morphism or, equivalently,
as an horizontal n-form.
• Definition Let (Y, π,X) be a fibered manifold. A Lagrangian of order
r on Y is a fibered morphism over the identity
JrY Λn(T ∗X)
X
λ
Notice that the previous definition is equivalent to ask λ to be an horizontal
n-form (called a Lagrangian form) over X defined on JrY . In a system of
coordinates, we have by definition λ = L(xi, yσ, yσI )ds where ds is the local
volume form on X and L is called Lagrangian density.
• Definition An n-region D is a compact embedded n-dimensional sub-
manifold with boundary ∂D that is an embedded compact (n − 1)-
dimensional submanifold of X . Consider a section γ of π (a configura-
tion). The action of γ over D associated with λ is denoted by AD[γ]
and defined as
AD[γ] =
∫
D
λ ◦ jrγ , (21)
where λ ◦ jrγ = (jrγ)∗(λ) = (L ◦ jrγ)ds.
Varying the section γ, we get a functional called the action functional over D
associated with λ. If we choose an open set V ⊆ Y and an arbitrary n-form
ρ ∈ Ωrn(V ), thanks to the decomposition (πr+1,r)∗(ρ) = hρ+ p1ρ+ · · ·+ pqρ,
we can set
AD[γ] =
∫
D
(jrγ)∗(ρ) =
∫
D
(jr+1γ)∗((πr+1,r)
∗(ρ)) =
∫
D
(jr+1γ)∗((hρ) .
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We introduce a suitable notion of variation by which we handle different
aspects of the theory in a unified way. First, we shall define variations of
sections.
• Definition Consider an open subset U ⊆ X and a section γ of π
defined on U . Take an integer s ≥ 0. An s-parameters variation of γ is
a map Γ : Is×X → Y , where Is denotes the s-cube with side ]− 1, 1[,
such that
- if iX denote the inclusion X → Is ×X , then Γ ◦ iX |U : U → Y is
a section;
- we have Γ(0, . . . , 0, x) = γ(x) for any x ∈ U .
Let now Ξ1, . . . ,Ξs be vertical vector fields on Y such that
∂Γ(t1, 0, . . . , 0)
∂t1
∣∣∣∣
t1=0
= Ξ1 ◦ γ
∂Γ(t1, t2, 0, . . . , 0)
∂t2
∣∣∣∣
t2=0
= Ξ2 ◦ Γ(t1, 0 . . . 0, x)
. . .
∂Γ(t1, . . . ts)
∂ts
∣∣∣∣
ts=0
= Ξs ◦ Γ(t1, t2, . . . ts−1, 0, x) .
We say that Γ is generated by the variation vector fields Ξ1, . . . ,Ξs and write
ΓΞ1,...Ξs. This definition holds true also for projectable vector fields; see [43].
This enables us to suitably define variations of forms along sections.
• Definition Let ρ ∈ ΩkqW be a local q-form. Consider an s-parameters
variation Γ of a section γ. The s-variation of ρ along γ associated with
Γ, denoted by δsΓρ, is
δsΓρ|jrγ(x) =
∂s(ρ ◦ jrΓ(t1, . . . , ts, x))
∂t1 . . . ∂ts
∣∣∣∣
t1=···=ts=0
.
Variations of forms are Lie derivatives; indeed the following holds true.
• Proposition Let ρ ∈ ΩkqW be a local q-form and consider an s-
variation of ρ along γ associated with Γ, where Γ is generated by
Ξ1, . . . ,Ξs. Then
δsΓρ|γ(x) = LJrΞ1 . . . LjrΞsρ ◦ jrγ(x) .
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Moreover, formal variations generated by Ξ1, . . . ,Ξs, for short variations, are
defined as
δΞ1,...,Ξsρ = LJrΞ1 . . . LjrΞsρ .
• Definition Let Γ be a one parameter variation of a section γ and let
Ξ be the variation vector field; t will denote the parameter of the flow
of Ξ. The variation of the action induced by Ξ and evaluated at γ is
defined as
δΞAD[γ] =
d
dt
∣∣∣∣
t=0
AD[ψt ◦ γ] = d
dt
∣∣∣∣
t=0
∫
D
λ ◦ jrψt ◦ jrγ
The variation of the action can be expressed as∫
D
(jrγ)∗(LJrΞλ) =
∫
D
LJrΞλ ◦ jrγ .
Note that the above formula holds true also for projectable vector fields (see,
e.g. [43]). We can easily generalize it to iterated variations.
The s-th variation of the action generated by Ξ1, . . . ,Ξs at γ is given by
δΞ1,...ΞsAD[γ] =
∫
D
LJrΞ1 . . . LJrΞsλ ◦ jrγ .
Finally we can give the definition of extremal. If Ξ is a vector field along a
local section γ defined on U , Ξ denote the set
cl{x ∈ U s.t. Ξ|x 6= 0} .
where cl means closure. Recall that it is possible to extend Ξ to a vector
field Ξ˜ defined in a neighborhood of γ(U).
• Definition A section γ defined on U is called extremal of the action
functional (or of the action) if, for every π-vertical vector fields Ξ such
that Ξ ◦ γ ⊆ D, it holds
δΞAD(γ) =
∫
D
LJrΞλ ◦ jrγ = 0 .
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A.2 Takens representation of the variational sequence
• If q = 0 we define R0 be the identity mapping.
• If 0 < q ≤ n then for every q-form ρ of order k, the contact decompo-
sition takes the form
π∗k+1,kρ = hρ+ p1ρ+ · · ·+ pqρ,
and Θkq = Ω
k
q,c + (dΩ
k
q−1,c), where Ω
k
∗,c are sheaves of contact forms.
Summarizing, for q ≤ n the operator of horizontalization,
h : Ωkq → Ωk+1q,X ⊂ Ωk+1q , ρ→ hρ ,
induces a representation mapping,
Rq : Vkq → Ωk+1q , Rq([ρ]) = hρ .
• If q = n + l for l > 1 then for every q-form ρ of order k, the contact
decomposition takes the form
π∗k+1,kρ = plρ+ pl+1ρ+ · · ·+ pqρ,
Denoted by IΩkn+l the image of Ωkn+l by I, the interior Euler operator
I : Ωkn+l → IΩkn+l ⊂ Ω2k+1n+l , ρ→ I(ρ) ,
induces a representation mapping,
Rn+l : Vkn+l → Ω2k+1n+l , Rn+l([ρ]) = I(ρ) .
Every class [ρ] ∈ Vkn+l is completely determined by a unique canonical source
form, i.e. a form such that ρ = I(ρ).
By the representation mappings Rq we get the representation sequence
0→ IRY → R∗(Vk∗ ), called the Takens representation of 0→ IRY → Vk∗ . We
denote by
Eq : Rq(Vkq )→ Rq+1(Vkq+1), q ≥ 1,
the morphisms in the representation sequence and their definition follows by
the commutativity of the diagrams
· · · Eq−1−−−→ Vkq
Eq−−−→ Vkq+1
Eq+1−−−→ · · ·
Rq
y Rq+1y
· · · Eq−1−−−→ Rq(Vkq )
Eq−−−→ Rq+1(Vkq+1)
Eq+1−−−→ · · ·
(22)
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The representation sequence 0 → IRY → R∗(Vk∗ ) is an exact sheaf subse-
quence of the de Rham sequence [52]. The diagram (22) can be written in
the explicit form
· · · En−1−−−→ Ωkn/Θkn En−−−→ Ωkn+1/Θkn+1
En+1−−−→ Ωkn+2/Θkn+2
En+2−−−→ · · ·
Rn
y Rn+1y Rn+2y
· · · En−1−−−→ Ωk+1n,X En−−−→ IΩk+1n+1
En+1−−−→ IΩk+1n+2 −−−→ · · ·
(23)
where Rq, 1 ≤ q ≤ n, has the meaning of horizontalization h on classes of
order k, and Rn+l is the operator I acting on plρ where ρ is of order k. Then
since elements of the sheaves Rq(Vkq ) are functions for q = 0, horizontal forms
for 1 ≤ q ≤ n, and canonical source forms for q ≥ n+ 1, we have
E0(f) = hdf, Eq(hρ) = hdhρ, 1 ≤ q ≤ n− 1
En(hρ) = I(dhρ), En+l(I(ρ)) = I(dI(ρ)), l ≥ 1
In particular, for q = n we can write in coordinates hρ = Lds, and then
we get the Euler–Lagrange form by means of the interior Euler operator as
follows.
En(hρ) = Rn+1([dρ]) = I(dρ) = I(dhρ) =
k∑
|J |=0
(−1)|J |dJ
( ∂L
∂yσJ
)
ωσ ∧ ds .
Hence, En : Rn(Vkn)→ Rn+1(Vkn+1) is the Euler–Lagrange mapping, assigning
to every Lagrangian λ = hρ its Euler–Lagrange form Eλ = I(dλ).
Note that the morphism En−1 : Rn−1(Vkn−1) → Rn(Vkn) assigns to every
horizontal (n − 1)-form ϕ (resp., if dimX = n = 1, to a function f) a
Lagrangian λ = hdϕ (resp. λ = hdf). This is a so-called null Lagrangian
(also called variationally trivial Lagrangian).
The morphism En+1 : Rn+1(Vkn+1) → Rn+2(Vkn+2) is the Helmholtz map-
ping, assigning to every dynamical form ε its canonical Helmholtz form
Hε = I(dε). The coefficients of this form are the so called Helmoltz expres-
sions, well known for being an integrability condition for the inverse problem
of variational calculus.
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A.3 Variational derivatives and variations
The Lie derivative of differential forms with respect to prolongations of pro-
jectable vector fields preserves the contact structure; this fact allows to define
a Lie derivative of classes of forms, a variational Lie derivative, as the equiv-
alence class of the standard Lie derivative. This approach allows to study
the structure of higher variations. A careful study of first order variational
Lie derivatives can be found in [9, 52].
The definition of the formal variation of a form justifies our interest in
Lie derivatives with respect to prolongations of projectable vector fields. We
recall that, apart form being interpretable as variations, Lie derivatives are
related to invariance transformations. Roughly speaking, a contact symmetry
is a vector field that “preserves” the contact structure. In other words, a
contact symmetry is a symmetry of the contact ideal. Any prolongation
of a projectable vector field Ξ is a contact symmetry; furthermore a contact
symmetry projectable over X is the prolongation of a projectable vector field
Ξ on Y . Let ρ be a q-form with order of contactness greater than k (with
k ≤ q) and let Φ be a contact symmetry. It is obvious that LΦρ has still order
of contactness greater than k; this implies that Lie derivatives with respect
to contact symmetries preserve the sheaves Θrq. Consequently, we can give
the following definition.
• Definition The variational Lie derivative of a class [ρ] ∈ Vrq with
respect to a contact symmetry Φ is denoted by LΦ[ρ] and defined as
LΦ[ρ] = [LΦρ] .
Being Φ a contact symmetry, the definition is well given. The variational Lie
derivative is a natural transformation. Indeed for any q ≥ 0, any [ρ] ∈ Vrq
and any contact symmetry Φ on JrY
LΦEq([ρ]) = Eq([Φ⌋dρ]) .
Note that Eq([Φ⌋dρ]) = Eq(LΦ[ρ]), because the variational sequence is a com-
plex.
From now on we consider only contact symmetries projectable on X , i.e.
jet prolongations of projectable vector fields on Y . We define the contraction
of a class [ρ] ∈ Vrq with a prolongation JrΞ as
JrΞ⌋[ρ] = [JsΞ⌋Rq[ρ]] ,
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where s depends on Rq, i.e. on the degree q.
We want to assign a differential form to each variational Lie derivative.
We could use the standard representation of classes; however, there is a
different choice that provides more interesting results. The idea is to follow
the definition of the contraction of a prolongation with a class: we introduce
an operator R˜q requiring that
R˜qLJrΞ[ρ] = R˜q[LJrΞρ] = LJsΞRqρ ,
where, as before, s depends on the degree q.
More precisely, R˜qLJrΞ[ρ] is equal to
• LJsΞhρ, with s = r + 1, if 0 ≤ q ≤ n
• LJsΞI(ρ), with s = 2r + 1, if 0 ≤ q ≤ n
• LJsΞρ, with s = r, if q ≥M .
It can be shown that the prescriptions R˜q−1J
rΞ⌋[ρ] = JsΞ⌋Rq[ρ], and R˜q+1 ◦
Eq = d ◦ R˜q, are sufficient to define such an operator R˜q.
A.4 Infinitesimal first variation formula, source forms
and Lepage equivalents
With the expression first variation formula one usually means a formula
for the first variation of the action that leads to the well known Euler–
Lagrange equations; getting this formula usually means splitting the integral
in a suitable way. Here we will follow mainly the geometric approach of [43].
By using the standard Cartan formula for the Lie derivative we shall handle
suitably the variation of a Lagrangian: we obtain then an infinitesimal first
variation formula, concerned with variations of forms rather than of integrals.
Let V be a chart domain in Y . A Lepage equivalent for a Lagrangian
λ ∈ Ωrn,XV , where Ωrn,XV is the space of horizontal forms defined on V r, is a
certain ρ ∈ ΩsnV with order of contactness ≤ 1 and such that
- hρ = λ up to pull-backs;
- p1dρ is a source form (of order r + 1).
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In particular, if a Lagrangian in a fibered chart (V, φ) is written as λ = Lds
then
ΘL = Lds+
r−1∑
k=0
(
r−1−k∑
l=0
(−1)ldp1 . . . dpl
∂L
∂yσj1...jkp1...pli
)
ωσj1...jk ∧ dsi
is called principal Lepage equivalent of λ in the chosen chart.
An important example, well known in the literature, is the Poincare´–
Cartan form; Lepage equivalents are a generalization of the Poincare´–Cartan
form in mechanics (see e.g. [45, 46]).
A generic Lepage equivalent Θ of λ is given in coordinates
Θ = Lds+
r−1∑
k=0
r−k−1∑
s=0
(
(−1)sdi1...is
∂L
∂yσj1...jki1...isi
)
ωσj1...jk ∧ dsi + ν
where ν is any contact form such that p1dν = 0. It can be built a Lepage
equivalent which is global; see also [39].
The form p1dΘ, where Θ is a Lepage equivalent of a Lagrangian λ, is
called Euler–Lagrange form of λ and denoted by Eλ. Its coefficients are
called Euler–Lagrange expressions. In a chart we have Eλ = Eσ(L)ωσ ∧ ds ,
where
Eσ(L) =
r∑
|I|=0
(−1)|I|dI ∂L
∂yσI
. (24)
Since a Lepage equivalent can be chosen to be global, the Euler–Lagrange
form is global too. Thus, a map λ→ Eλ, called Euler–Lagrange mapping, is
defined.
We stress that, if ρ is an n-form with associated Lagrangian hρ and taken
a Lepage equivalent Θ of hρ (also called Lepage equivalent of ρ for short),
then Ehρ = p1dΘ.
The definition of the Euler–Lagrange mapping by a Lepage equivalent
shows its relationship with the exterior derivative, that plays a major roˆle
in the calculus of variations. Considering the decomposition of p1dΘ by the
interior Euler operator and the residual operator, we see that a Lepage equiv-
alent is such that the part of the splitting containing the residual operator
of its exterior differential vanishes, i.e. p1dp1R(dΘ) = 0.
Take a Lepage equivalent Θ of λ of order s. We have (up to pull-backs)
hLJsΞΘ = LJs+1ΞhΘ = LJrΞλ and p1dLJsΞΘ = LJsΞp1dΘ because Lie deriva-
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tives with respect to prolongations preserve the contact structure. This im-
plies that p1dLJsΞΘ is a source form. Then LJsΞΘ is a Lepage equivalent of
LJrΞλ. We therefore conclude that ELJrΞλ = p1dLJsΞΘ = LJ2rΞEλ.
• Theorem (Noether I. ) Let λ ∈ Ωrn,X be a Lagrangian, Θ a Lepage
equivalent of order s and γ an extremal. Any symmetry of λ can be
associated with a weak conservation law along the extremal, namely
d((Jsγ)∗(JsΞ⌋Θ)) = 0 .
• Theorem Let λ be a Lagrangian of order r, γ an extremal and Ξ a
generalized symmetry. Around any point in Y exist a fibered chart
(V, φ) and a (n− 1)-form β defined in V r−1 such that, on π(V ) (up to
pull-backs)
d(J2r−1γ)∗(J2r−1Ξ⌋Θλ − β) = 0 ,
where Θλ is the local principal Lepage equivalent in the chosen chart.
The above theorem provides us with an equivalent definition of generalized
symmetry for λ: it can be characterized as a vector field such that (up to
pull-backs) LJrΞλ = dHβ, for some horizontal (n − 1)-form β. The weakly
conserved current of the previous theorem, associated with a generalized
symmetry Ξ, is called a Noether-Bessel-Hagen current [9, 20, 25].
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