Solid state transformations and crack propagation : a phase field study by Fleck, Michael
Solid-state transformations
and crack propagation:
A phase field study
Von der Fakultät für Mathematik, Informatik und Naturwissenschaften der
RWTH Aachen University zur Erlangung des akademischen Grades eines
Doktors der Naturwissenschaften genehmigte Dissertation
vorgelegt von
Diplom-Physiker
Michael Fleck
aus Aachen
Berichter: Universitätsprofessor Dr. Heiner Müller-Krumbhaar
Universitätsprofessor Dr. Walter Selke
Tag der mündlichen Prüfung: 28. September 2010
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek
online verfügbar.

Abstract
Diffusional pattern formation processes, which for instance lead to the formation of
snowflakes in undercooled watervapor, are doubtless fascinating systems with pretty com-
plex nonlinear behavior. In the accompanying so-called diffusion limited phase transfor-
mation kinetics the phase evolution is strongly coupled to the long-range diffusion of
latent heat, that is released at the solid liquid interface. For transformations in the solid-
state these processes are additionally subjected to nonlocal elastic effects which arise from
structural differences between adjacent solid phases.
Mathematically, these dynamic systems can be mapped to so-called moving boundary
problems, which then, for example, can be treated by the phase field method. To numer-
ically solve the current problem, we develop a phase field model for the simulation of
diffusion limited solid-state transformations, that accounts for the coupled influence from
both the thermal diffusion of latent heat as well as the elastic lattice strain effects.
Then, using basically phase field simulations, we study the kinetics of diffusion lim-
ited solid-state transformations. The present investigations provide new insights in the
recently discovered mechanism of pattern selection via lattice strain effects. This mecha-
nism turns out to be very effective as indicated by the surprisingly high growth velocities.
Also the propagation of cracks can be understood as an elastically driven interfacial
pattern formation process. Such a description of dynamic fracture mechanics again leads
to a moving boundary problem. In this work we collect the previously gained research
results on the behavior of dynamic crack propagation in such models, and reinterpret them
in the light of recent findings on the influence of viscous friction in such systems. Finally,
to complete the picture about the arising model behavior also supplementing new studies
have been performed.
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Zusammenfassung
Diffusionsbedingte Musterbildungsprozesse, welche unter anderem zur Bildung von
Schneeflocken in unterkühltem Wasserdampf führen können, sind ohne Zweifel faszi-
nierende, aber auch recht komplexe nichtlineare Systeme. Bei den damit verbundenen
so genannten diffusionsbegrenzten Phasentransformationsprozessen ist die Grenzflächen-
dynamik untrennbar an die langreichweitige Diffusion latenter Wärme gekoppelt. Im
Festkörper unterliegen solche Prozesse auch noch nichtlokalen elastischen Einflüssen,
welche durch strukturelle Unterschiede der beteiligten festen Materialphasen hervorgeru-
fen werden.
Mathematisch können solche dynamischen Systeme auf so genannte bewegte Rand-
wertprobleme abgebildet werden, welche dann zum Beispiel mit Hilfe eines Phasenfeld-
Ansatzes gelöst werden können. Zur numerischen Lösung des gegenwärtigen Problems
wurde ein Phasenfeldmodel zur Simulation von diffusionsbedingten Fest-Fest- Phasen-
umwandlungen entwickelt.
Unter anderem mit Hilfe von Phasenfieldsimulationen wurden dann ausführliche Stu-
dien zu diffusionsbedingten Fest-Fest-Phasenumwandlungen durchgeführt. Diese Un-
tersuchungen lieferten vor allem neue Erkenntnisse über das dynamische Verhalten von
elastisch-selektierten Wachstumsmorphologien. Dabei zeigen unsere Simulationen, dass
diese neuartige elastische Musterselektion äußerst effektiv ist, was sich in den vergleichs-
weise hohen Wachstumsgeschwindigkeiten zeigt.
Auch die Ausbreitung von Rissen kann als ein durch elastische Verspannungen ge-
triebener Musterbildungsprozess verstanden werden. Ein entsprechendes Model der Ris-
sausbreitung führt dabei auf ein ganz ähnliches bewegtes Randwertproblem. Diese Ar-
beit fasst zunächst die bisherigen Forschungsergebnisse zum dynamischen Rissverhalten
in solchen Modellen zusammen, und beleuchtet diese im Licht jüngster Erkenntnisse in
Bezug auf den Einfluss von viskoser Reibung in solchen Systemen. Um einen möglichst
vollständigen Überblick über das Modellverhalten der Rissdynamik auch unter der Ein-
wirkung viskoser Energiedissipation zu bekommen, wurde im Weiteren das bestehende
Bild duch ergänzende Studien vervollständigt.
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1. Overview
When the European Crusaders decided to fight over the Holy Land, they surely did not
expect to be confronted with the Muslims superior Damascus steel blades. Probably at
that time the myths and legends around these swords came up, which even have survived
right up to the present days. It is told that these swords could cleave rocks without losing
sharpness and cut a piece of silk in half as it fell to the floor. The problem, the sword
smiths were facing, was how to produce blades that were hard enough to hold the sharp-
ness of the cutting edge, and also tough to prevent the sword form cracking. Some of
their steel blanks were very hard but much too brittle; others were very tough but only
relatively soft.
The Christian smiths tackled the problem by forging their blades out of composite
materials, deriving benefit from both opposing kinds of steel. The composite steel was
obtained by forge welding processes, where different ingots of steel were joint together
via heating and hammering. Additional folding and twisting of the joint material further
improved the properties of the composite steel, since it led to an overall homogenization
of the material. After polishing, the layered structure of the composite material was made
visible via etching, which gave the different steel components different coloring. The aris-
ing skillfull welding patterns reflected the blueprint of the sword, and were thus directly
related to its quality1.
In contrast, the Damascus steel swords of the Muslims were forged out of pure cakes of
special steel, called wootz. The wootz ingots were produced in southern India, where the
iron ore was solely taken from a certain deposit. Then, they were shipped to Damascus
where expert sword smiths fashioned them into the famous blades that were so superior
to European ones. Impressive to the Europeans was also the distinctive surface pattern
known as the damask, that differed from the usual welding patterns on their own swords.
However, despite of strong efforts European bladesmiths were unable to replicate the
process, and its secret had been lost by the 18th century, when the supplies of the Indian
ores ran out.
Why did the Damascus steel could have so much better properties than the composite
steel of the Crusaders? If not from pattern welding, where else did the famous Damas-
cus steel patterns come from? The answer to both questions is found by analysing the
materials microscopic structure of coexisting phases. The internal microstructure of a
Damascus blade consists of ribbon-shaped clusters of microscopically small (generally
around 6 µm in diameter) grains of brittle cementite (Fe3C) which are embedded in a
1In medieval times these welding patterns were very important. There was a special profession, the »Schw-
erdfeger«, who was basically caring for the blade and its welding patterns [84].
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tough pearlitic steel matrix2. Remarkably, the ribbons are always found to be aligned
very nicely along the forging plane of the blade, while having a characteristic spacing of
around 50 µm. Now what does that mean: Although the Muslims smiths did not start
with forging a composite steel, they somehow ended up with having a so very fine one.
Also the damask can be explained by this composite microstructure. Shortly before fin-
ishing a blade, craftsmen grinded shallow grooves into the surface and then forged it flat
again. By this technique they could produce a large variety of intersection patterns of the
ribbons with the blade’s surface. The final polishing and etching, led the ribbons appear
in a different color than the steel matrix; thus making visible this incredibly well-ordered
microstructure of Damascus steel.
It is interesting to ask how it was possible to the ancient smiths to get their blades
having such an impressive microstructure. However, answering this question involves
two quite different topics: First the skills of the ancient smiths and second the dynamics
of microstructure evolution. For the first topic the reader is referred to the literature (See
e.g. [124] and references therein). Concerning the second we mention that metallurgical
processing such as the forging causes the material’s microstructure to change in time
via phase transformation processes. As thermodynamics dictates, the system conditions
like temperature, composition and pressure decide whether locally a certain phase may
appear or rather disappear. In turn, the evolution of phases significantly influences the
thermodynamic state of the system.
To get a first feeling of phase transformation dynamics and their complicated coupling
to the thermodynamics let us switch to a two-phase system that is easy to grasp. Consider
a heat pad such as those which are commercially available to serve as hand warmers.
These plastic pads typically contain water, sodium acetate trihydrate and a strainless steel
disc. The sodium acetate trihydrate is found to be either liquid or solid. If it is initially in
its solid phase it has to be heated in nearly boiling water until it is completely liquefied.
When taken out of the hot water, the liquid salt-hydrate starts to cool down to room
temperature. Interestingly, it reaches the room temperature in its liquid state, although the
melting temperature of sodium acetate trihydrate is found to be at 58°C. Hence, the liquid
salt solution at room temperature is in a so-called metastable state. A crystallization of
the supercooled liquid is initiated by flexing the strainless steel disc, that generates some
nucleation sites at which small seed crystals can start to grow. During the growth of crystal
phase the latent heat3 that is stored in the metastable liquid, is released at the solid-liquid
interface, and the pad heats up to temperatures of about the melting temperature of the
salt-hydrate. It is very nice that one can actually watch the growth of solid phase until the
whole liquid is transformed.
Now the question arises, how the velocity of this crystallisation process is determined.
At temperatures below the salt-hydrates melting temperature of 58°C, it is thermodynam-
ically favorable for the system to be found in the crystalline solid phase. If found as a
metastable liquid, the system can reduce its over-all free energy by transforming liquid
into solid phase. Locally, these transformations are driven by the difference of the melting
temperature and the actual interface temperature measured there. Notice, that the latter
does not correspond to the initial room temperature due to the simultaneous release of
2Pearlite is an even finer two-phased, lamellar microstructure composed of alternating layers of alpha-
ferrite and cementite.
3The latent heat stored in the metastable liquid corresponds to the heat of fusion, which is required to melt
the crystal. Atomistically, this is related to different binding energies in the solid and liquid phase.
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latent heat which continuously heats up the interface. Very soon we run into the situation,
where this temperature equals the materials melting temperature. To keep the process
running, latent heat has to diffuse away from the interface before further phase transfor-
mations can take place. As a consequence, the motion of the crystallisation front is limited
by the effectiveness of heat transport. Hence, the interface dynamics are strongly coupled
to long-range diffusion of latent heat providing an intrinsically nonlocal character to the
problem.
However, what the heat pad not directly reveals is how the phase transformation dy-
namics produce order in a less ordered environment4. Although sometimes emerging
from rather simple homogeneous initial states, the appearing structures can show a pat-
terned ordering of unexpected variety and fascinating beauty. Probably the most famous
example, in this context, is the beautifully shaped snowflake, which grows out of homo-
geneous undercooled water vapor. However, also in the case of processing Damascus
steel ordering of the microstructure is gained through each process step. It is worth to
mention that ordering or pattern selection further implies the presence of a stabilizing
force, which somehow competes with the undercooling that drives the process. Then, the
driving and the stabilizing force counterbalance each other, which results in an optimum
that is reflected by the actual selection of length and/or velocity scales. An important
stabilizing force is capillarity, meaning that the existence of interfaces is »energetically
expensive« for the system. As known from the literature, the selection of solidification
patterns like for instance dendritic structures5 requires the additional stabilising influence
from anisotropic capillarity, which results from an orientation dependent interfacial en-
ergy. In turn, this kind of selection is not possible without the orientation dependence,
i.e. for isotropic capillarity as we will consider here. Also the wootz ingots had been
solidified from a homogeneous undercooled liquid, and during this process step dendritic
structures were selected [123]. The growth of these dendrites led to a physical effect
called microsegregation which finally resulted in the very important initial inhomogene-
ity of the solid wootz steel. In later process stages the ribbons grew out preferentially
in the so-called interdendritic regions. In this sense it can be said that it is the dendritic
selection which sets the characteristic ribbon spacing.
Of course microstructure evolution, such as in the Damascus steel during forging, pro-
ceeds in the solid state after the solidification has completed. In such cases the phase
transformations involve different solid states, and in contrast to solidification phase evo-
lution is now also accompanied by elastic deformations and stresses due to structural
differences between the phases. This can be understood intuitively by considering for ex-
ample the transformation between two solid phases of different density. If the two phases
are assumed to be ideally glued together, meaning that neither slips nor detachments ap-
pear at the solid-solid interface, the density difference of the phases will cause some non-
trivial deformations of the system, which eventually depend on the phase configuration of
the entire system. However, also more complicated transformations are conceivable, that
even involve different equilibrium shapes of the elementary cells of the adjacent phases.
Hence, in contrast to solidification microstructure evolution in the solid state is not only
strongly coupled to nonlocal diffusion but also to long-range elastic interactions.
4This ordering does not violate the second law of thermodynamics, since these processes proceed during
nonequilibrium situations that involve energy dissipation.
5Dendrites are characteristic solidification patterns, that have a tree like structure, which gave them their
name.
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1. Overview
Understanding the physical mechanisms behind microstructure evolution during solid-
state transformations is of great technological importance. It is related to many applica-
tions in materials science that go even far beyond the production of steel. It is one of
the major aims of this thesis to study the dynamics of diffusion limited transformations
in solids, which involve the coupled influence of nonlocal diffusion as well as long-range
elastic effects. Very recently it has been found out that the occurring elastic stresses
can provide a diffusional pattern selection even with isotropic interfacial energies. Being
specifically interested in this new type of selection via elasticity, we try to shed light on
the detailed circumstances that make this kind of selection possible. We further compare
the resulting growth velocities with those obtained from conventional dendritic growth,
and find that they can be higher by a few orders of magnitudes.
Apart from solid-state transformations, where elastic stresses rather moderate the pat-
tern selection process, we also aim to consider here the case where elastic stresses actually
drive the process. The most striking phenomenon in this context is fracture, which plays
an important role in our day-to-day-life. Cracks occur on all length scales and may form
quite complicated patterned networks like for instance in drying mud or various geological
formations. Interestingly, even the growth of a single crack exhibits surprising features:
Under some circumstances cracks propagate in a straight way, in other situations they
produce rough surfaces or split to intertwined structures. What is responsible for these
effects? How does a crack grow? How fast can a crack move?
Cracks concentrate the macroscopic elastic energy of a stressed solid to release it spon-
taneously on atomic scales. It is particularly this multiscale nature that makes fracture
being a quite challenging subject, and that eventually requires a detailed understanding of
crack motion on atomistic as well as on macroscopic scales. However, discussing fracture
on the level of elastically driven pattern formation processes, we rather address aspects of
the latter: like velocity selection and scaling; stability of motion and energy release mech-
anisms. Here, we aim to find minimal models for fracture in such a way that not only the
crack speed, but also the crack shape can be determined self-consistently. Those mini-
mal models are designed such that all the microscopic details which occur at the crack
tip are modeled effectively by a single kinetic mass transport coefficient. Apart from that
we only take into account well established macroscopic bulk theories. In particular we
consider the dynamic theory of linear elasticity, and viscous bulk friction, with which we
go beyond the usual small scale yielding of brittle fracture. In this respect, both the ki-
netics of phase transformations and fracture have in common, that they are both moving
boundary problems.
Using a continuous so-called sharp interface description, the interface between two
solid phases and the crack contour for both solid-state transformations and crack propa-
gation is treated as a mathematical boundary with no physical dimension. We formulate
explicit equations of motion for the interface which relate the motion of each interface
point locally to the temperature and the elastic displacement fields. Simultaneously, the
difficulty arises that all these fields have to be determined with respect to certain boundary
conditions that have to be imposed at the continuously moving interface.
Apart from specific steady state sharp interface methods, we will also use the fully
dynamic phase field technique to solve both moving boundary problems. This method
has already been established as a powerful tool for the numerical simulation of this kind
of problem, and it is versatile enough to deal with both problems: solid-state transfor-
mations and crack propagation. The idea is not to deal with a sharp boundary that has
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to be tracked explicitly, but rather with a diffuse interface of finite width. Then a set of
partial differential equations can be derived and solved numerically. The flexibility of the
phase field method comes at the prize that the interface width introduces a new numerical
length-scale that has to be resolved: the phase field description reduces to the original
sharp interface problem only asymptotically, if the interface width is small compared to
all other length scales in the problem. Despite these difficulties, the phase field method
is nowadays the most successful approach to tackle moving boundary problems, and is
therefore also extensively used here.
This thesis is organized as follows:
Chapter 2 starts with the conventional picture of solidification. To describe the be-
havior of the elastic degrees of freedom, we will use the continuum theory of dynamic
elasticity. Then, we briefly present a few theoretical concepts used from classical contin-
uum fracture mechanics, and finally, an introduction to the phase field approach is given.
In chapter 3 a thermodynamically consistent phase field model is developed, which
incorporates the coupled influence from thermal diffusion of latent heat as well as elastic
transformation strains. Furthermore, we give details on the numerical implementation
of all the governing partial differential equations as well as on the implementation of
nontrivial boundary conditions. The implementation is tested in two limiting cases of
the model: First, diffusional phase transformations without elastic effects and second the
influence of lattice strain on the kinetics of phase transformations in solids with a constant
temperature distribution. As an outlook, we consider plastic deformations which can arise
around a circular hole in a two-dimensional domain that is strained hydrostatically far
away from the hole.
Chapter 4 addresses the problem of pattern formation during diffusion limited solid-
state transformations. Special emphasis is given to the elastic effects, which arise from
structural differences between adjacent solid phases. In particular, we address the ques-
tion under which circumstances the elastic influence can lead to pattern selection. As
numerical tools we consider two rather complementary methods: First, a steady state
sharp interface method, which is based on Green’s function techniques, and second the
fully dynamic phase field method.
In chapter 5, we propose a continuum description of fracture in the spirit of elastically
driven interfacial pattern formation processes, which accounts for elasto-dynamic effects
and viscous dissipation. The behavior of the resulting two parameter model is extensively
discussed with respect to mode I fracture. Apart from that, we also comment on mixtures
between mode I and mode III loading.
Finally, in chapter 6 a short summary of the results of this thesis is given.
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2. Introduction
In this chapter we give an introduction to the theoretical concepts on which this thesis is
based. First, in section 2.1, a description of the conventional picture of solidification is
given. Furthermore, we discuss there the motion and the stability of the planar solidifi-
cation front, which provides the basis to the theory of pattern formation. To describe the
behavior of the elastic degrees of freedom, we will use the continuum theory of dynamic
elasticity as introduced in section 2.2. Here, special emphasis is given to the solution of
effectively two dimensional elastic problems, as will be used frequently later on. Then, in
section 2.3, we will briefly present a few theoretical concepts used from classical contin-
uum fracture mechanics. Finally, an introduction to the phase field approach is given in
section 2.4.
2.1. Solidification
In the conventional thermodynamic picture of solidification, one always starts with a
metastable liquid phase at a temperature T∞, which is below the melting temperature Teq
(for an introduction to the theory of solidification see [76, 77, 86, 50]). Then, the solid
phase is thermodynamically favored and grows into the liquid by phase transformation
processes. Due to the finite entropy difference of the solid and the liquid phase, these
transformations are accompanied by a release of latent heat L. The latent heat diffuses
away from the interface, and thereby the temperature field T satisfies the diffusion equa-
tion
∂T
∂ t
= D∇2T, (2.1)
where D is the thermal diffusivity, which we shall take to be the same in both liquid
and solid phases. In general, we must write Eq. (2.1) separately for the liquid and solid
phases, which usually will have different values of D. At this point we do the simplifying
assumption, called the symmetric model of solidification, that the thermal constants are
chosen to be equal in both phases.
So far we have not specified how the interface motion is coupled to the equations of
motion. As mentioned above, the latent heat L generated during this freezing process
at a rate proportional to the interface normal velocity υn has to be carried away via the
diffusion field. Therefore, the crucial ingredients of the model are the boundary condi-
tions imposed at the solidification front. First, there is a continuity equation due to heat
conservation through the interface:
Lυn = D(C∇T [s]−C∇T [l]) ·n, (2.2)
where the left-hand side is the rate at which heat is generated at the boundary, and the
right-hand side is the flux with which the heat flows into the bulk phases on the solid
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(denoted by the superscript [s]) and liquid (denoted by [l]) side. Here, C is the specific
heat per unit volume and n is the unit normal direction outward from the solid.
The dimensionless temperature field is chosen to be
w =
T −T∞
L/C
, (2.3)
where T∞ is the above mentioned initial undercooling temperature of the liquid phase.
The ratio of the latent heat L to the specific heat C corresponds exactly to the local change
in temperature due to the release of latent heat, and is therefore an appropriate unit of
undercooling. Using the dimensionless temperature w, we obtain for the heat conservation
equation
υn = D(∇w[s]−∇w[l]) ·n. (2.4)
As usual in the literature, we denote the dimensionless melting temperature as ∆≡C(Teq−
T∞)/L, and one has to distinguish between two principally different cases: In the first case
∆≥ 1, the released latent heat does not suffice to raise the interface temperature up to the
melting temperature Teq and thermal diffusion has no dominant influence on the solid-
ification process. Unlike the other so called diffusion limited case, ∆ < 1, where the
diffusion of latent heat away from the interface becomes the dominating rate-controlling
mechanism.
The physically more interesting boundary condition is a statement of thermodynamic
phase equilibrium, which determines the temperature Tint along the solid-liquid interface.
The simplest choice would be to say that the temperature must be exactly
wint =
{
1 for ∆≥ 1
∆ for ∆< 1
.
This would omit the Gibbs-Thomson effect of surface tension, which provides a crucial
stabilizing force necessary for pattern formation.
The correct form of thermodynamic boundary condition at the interface is given by
Tint = Teq
[
1− γκ
L
]
, (2.5)
where γ is the liquid-solid surface tension coefficient or surface energy density, and κ is
the sum of the principle curvatures. The second term on the right-hand side of Eq. (2.5)
is the Gibbs-Thomson correction for the melting temperature at a curved surface.
Note that Eq. (2.5) is a local equilibrium approximation, which applies only in a sta-
tionary thermodynamic equilibrium. In a nonequilibrium situation, where the interface is
moving, a finite discontinuity of the chemical potential across the interfacial region may
be necessary to drive liquid molecules onto the solid surface. This effect is usually as-
sumed to show up as an additional term proportional to some power of the growth velocity
υn on the right hand side of Eq. (2.5).
Writing the thermodynamic boundary condition Eq. (2.5) in terms of the dimensionless
temperature, and with the nonequilibrium kinetic correction, we obtain
wint = ∆−d0κ−βυn, (2.6)
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where d0 = γCTeq/L2 is the capillary length (on the order of Angstroms), which is pro-
portional to the surface tension γ , and β = χ−1CTeq/L2 is the interface kinetic coefficient
of the sharp interface equations. Notice, that in general the kinetic coefficient has to be
regarded as anisotropic. For example, such terms can reflect that ice crystals grow only
very slowly in a direction perpendicular to the basal plane, and thus snowflakes turn out
to be flat, feathery structures [76]. However, we will restrict here only to the case of
isotropic kinetic effects.
2.1.1. The planar solidification front
The obvious starting point is the planar front moving, e.g. in the x-direction. A schematic
graph of the function w(x) is shown in Fig. 2.1. It turns out that for the case of ∆ ≥ 1,
this front moves at constant velocity υ0 because the latent heat released at the interface
just raises the temperature of the substance from w = 0 in the liquid to wsol = 1 in the
solid, and still the solid is found to be thermodynamically stable, since wsol ≤ ∆. Then,
the temperature distribution is given by a layer of a warm fluid of thickness l which is
located ahead of the solidification front at x = x0.
solid liquid
w υ0
l
1
xx0
0
Figure 2.1.: Schematic graph of the dimensionless temperature profile w(x) of a planar
solidification front.
To see this behavior explicitly we write the diffusion equation Eq. (2.1) in the frame of
reference moving at speed υ0 and look for stationary solutions, i.e. steady state solutions.
Using the steady state condition, ∂/∂ t =−υ0∂/∂x, we have
υ0
∂w
∂x
+D
∂ 2w
∂x2
=0, (2.7)
which is supposed to be solved with the boundary conditions Eq. (2.4) and Eq. (2.6)
υ0 =−D∂w∂x , (2.8)
wint =∆−βυ0, (2.9)
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and the far-field boundary condition
w(+∞) =0. (2.10)
It is easy to verify that Eqs. (2.8) – (2.10) have an exact solution given by
υ0 =
∆−1
β
,
with a temperature profile
w(x) =
{
exp(−2x/l) in the liquid x≥ 0
1 in the solid x > 0
, (2.11)
where l = 2D/υ0 is the range of the diffusion field.
The situation changes completely, if ∆ < 1. Then, the rate-controlling mechanism is
the diffusion of latent heat away from the interface: The latent heat that is released during
the transformation heats the material in the neighborhood of the solidification front and
must be removed before further solidification can take place.
Diffusion limited growth Now we consider the case, where ∆ is less than unity. In
this case, not all the latent heat is absorbed by the solid and the boundary layer of warm
fluid builds up in front of the interface. As this layer becomes thicker, the thermal gradient
becomes less sharp, and the solidification rate decreases.
In one dimension, and with our notations and assumptions, the heat conservation equa-
tion (2.2) at the interface becomes
υ0 =−D∂w∂x , (2.12)
where the derivative of w is taken on the liquid side, by assuming that the initial condition
(and this remains true at any positive time) for the temperature on the solid side is w =
∆ = const. and where υ0 is the interface velocity. The diffusion equation (2.1) in one
dimension reads
∂w(x, t)
∂ t
= D
∂ 2w(x, t)
∂x2
. (2.13)
The trick is to write w(x, t) in the form
w(x, t) =U(ξ ), ξ = x/x0(t), (2.14)
where x0(t) is the time dependent position of the interface. This transformation of the
coordinates is due to Boltzmann, and the solution which is obtained belongs to the class
of similarity solutions [77]. Such a solution often describes generic asymptotic behavior,
regardless of the initial equations. In fact, the solution that we shall find is quite general in
the sense that it is approached asymptotically after sufficiently long times by all physically
reasonable initial states of the system. The diffusion equation for U(ξ ) is simply
U ′′+2p0ξU ′ = 0, (2.15)
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where
p0 = υ0x0/2D (2.16)
is the interface Peclet number, which – and this is the key to the solution – can be treated
as a constant.
For a first integration of Eq. (2.15) one can use the method of separation of variables,
where the integration constant is given by the condition of heat conservation Eq. (2.2),
from which we obtain U ′(1) = −x0υ0/D = −2p0. Therefore, as an intermediate result
we obtain U ′(ξ ) = −2p0 exp(−p0ξ 2 + p0), which can be integrated further so that the
relevant solution of Eq. (2.15) finally has the form
U(ξ ) =
√
pi p0ep0erfc(
√
p0 ·ξ ), (2.17)
for ξ > 1. Herein, erfc is the complementary error function [32], which is defined as
follows,
erfc(ξ ) =
2√
pi
∫ ∞
ξ
exp(−y2)dy. (2.18)
The local equilibrium condition (Gibbs-Thomson) Eq. (2.5), U(1) = ∆, provides an im-
plicit relation for the Peclet number p0
∆=
√
pi p0ep0erfc(
√
p0), (2.19)
which can be approximated as ∆ ∼ √pi p0, for small Peclet numbers (p0  1). Notice,
that kinetic effects are neglected here, i.e. β = 0. Physically, this solution describes an
interface that slows down, x0(t) =
√
4Dp0(∆)t, because an increasing layer of warm
liquid builds up in front o the solid: Not all the released latent heat is consumed by
heating up the undercooled liquid to the melting temperature.
2.1.2. Gibbs-Thomson effect
We consider a solid spherical nucleus of radius R, which appears as a fluctuation in its
supercooled melt with volume V . The free energy of this composite system has the form
F(R,T ) =
4
3
piR3 fS(T )+
(
V − 4
3
piR3
)
fL(T )−4piR2γ, (2.20)
where T is the temperature, fL > fS are the free energy densities of the homogeneous
liquid or solid phase respectively, and γ is the (isotropic) surface tension or surface free
energy.
Let us assume that the temperature is chosen such that the system is in a metastable
equilibrium. Then F is stationary (a maximum!) with respect to R (∂F/∂R = 0) when
δ f (Ts) = 2γ/R = γκ, (2.21)
where δ f = fS− fL is the difference between the free energies of solid and liquid and κ
is the curvature.
On the other hand, at the melting point Teq this difference vanishes by definition,
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δ f (Teq) = 0, and consequently we have
δ f (Teq) =δe−Teqδ s = 0. (2.22)
For small undercoolings δT = T −Teq the difference in the specific heat of the liquid and
solid can be ignored, and the difference between the inner energies δe corresponds to the
latent heat L per unit volume,
δ s =
δe
Teq
=
L
Teq
, (2.23)
which is known to be the entropy density of fusion. It is observed experimentally, that
this quantity is a constant for most metals (Richard’s rule) [97]. Combining Eq. (2.22)
and Eq. (2.23) provides the following useful approximation for the driving force of solid-
ification,
δ f =L
T −Teq
Teq
, (2.24)
which now depends linearly on the temperature [75]. Inserting this into the condition for
the modified equilibrium temperature Eq. (2.21), we obtain for the desired temperature Ts
Ts = Teq
(
1− γκ
L
)
. (2.25)
This is the Gibbs-Thomson correction of the melting temperature of a curved interface,
as introduced above in Eq. (2.5).
2.1.3. The Mullins-Sekerka instability
The planar solidification front described above is unstable and undergoes the so called
Mullins-Sekerka instability [87]. This can be shown by a linear stability analysis. Stabil-
ity, which is roughly speaking the question of weather linear perturbations of a stationary
state in a dynamical system are growing or decreasing, is a central idea in the theory of
pattern formation [77].
We now assume an effectively two dimensional system with translational invariance in
the y direction. The starting point is the solution of the steady state planar front Eq. (2.11)
with ∆ = 1. For convenience, we switch to a co-moving frame of reference, where the
unperturbed solidification front is stationary located in the origin x = y = 0. As schemat-
ically shown in Fig. 2.2, this solution is supposed to be weekly perturbed by corrugations
of an a priori arbitrary wavelength λ ,
ζk(z, t) = Aexp(ikz+ωt) , (2.26)
where k is the wave number k ∼ 1/λ of the corrugation, ω is the amplification (or atten-
uation) rate that we wish to determine, and A is the infinitesimal amplitude, which will
later serve as an expansion parameter.
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Figure 2.2.: Schematic illustration of the linear stability analysis at a solidification front,
which undergoes the Mullins-Sekerka instability.
The full diffusion equation in this moving frame is
1
D
∂w
∂ t
= ∇2w+
2
l
∂w
∂x
, (2.27)
where l = 2D/υ0 is the diffusion length as before. Notice that in the local equilibrium ap-
proximation this length scale is not yet set, since in this case the planar solidification front
can move at any velocity. The corresponding solutions for the dimensionless temperature
field in the liquid and solid respectively must have the form
w(liq)(x,z, t) = e−2x/l +Aw(liq)1 (k)exp(ikz−q(liq)x+ωt), (2.28)
w(sol)(x,z, t) = 1+Aw(sol)1 (k)exp(ikz+q
(sol)x+ωt). (2.29)
By inserting these temperature fields into the diffusion equation Eq. (2.27), we can deter-
mine q(liq) and q(sol) as positive functions of k
q(liq) =
1
l
+
√
1
l2
+
ω
D
+ k2, (2.30)
q(sol) =
1
l
−
√
1
l2
+
ω
D
+ k2. (2.31)
The amplitudes w(liq/sol)1 can be obtained by evaluating Eqs. (2.28) and (2.29) at x =
ζk(z, t), linearizing with respect to A, and imposing the thermodynamic boundary condi-
tion Eq. (2.5). The result is
w(liq)1 (k) =
2
l
−d0k2; w(sol)1 (k) =−d0k2, (2.32)
where d0 is the above introduced the capillary length. With the same linearization, the
conservation condition Eq. (2.2) becomes
ω =
2D
l
(
q(liq)− 2
l
)
−Dd0k2(q(liq)+q(sol)), (2.33)
where we have also used the above relations for the amplitudes w(liq)1 and w
(sol)
1 . Unfortu-
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nately, this implicit form of the dispersion relation – remember that q(liq) and q(sol) are still
functions of ω – is not very transparent, and we have to introduce some approximations
that are justified in the usual experiment.
The most interesting features of ω(k) occur for values of k such that kl 1 and ω 
Dk2. The first of these conditions means that the thermal diffusion length is much larger
than the wavelength λ = 2pi/k of the perturbation. The second is the quasi stationary
condition, which means that the thermal diffusion across a wavelength is much faster
than the rate at which the perturbation is growing or decaying. Given these conditions we
can deduce from Eq. (2.30) that q(liq) ≈ q(sol) ≈ k, so that Eq. (2.33) becomes
ω ≈ υ0k(1−d0lk2). (2.34)
Obviously the interface is unstable; deformations grow exponentially for all values of k
less than ks :
ks =
√
d0l = 2pi/λs. (2.35)
Notice that λs, the characteristic stability length in the system, is the geometric mean of
the microscopic capillary length d0 and the (more or less) macroscopic diffusion length
l. In many situations, λs turns out to be of order microns. It is this length that is going to
determine the scale on which pattern formation occurs [77, 18].
2.2. Theory of elasticity
The theory of elasticity describes the mechanics of reversible deformations on a con-
tinuum level. Here, we use the so-called Lagrangian description1 of elasticity, which
focusses on individual particles as they move through space and time. Consequently, the
deformation of a solid body is described with respect to some initial reference state.
A solid body deforms under the influence of external forces, i.e. it changes its shape
as well as its volume. Such a deformation in general involves a change of the position of
any point of the body. Once a coordinate system is chosen, the position of one specific
element of the body in the systems reference state2 is defined by the three components
x01 = x , x
0
2 = y and x
0
3 = z of a position vector r
0. After the external forces are applied
and the deformation has set in the position vector of the point has changed to rd . The
displacement u of the point is given by difference of the position vectors u= rd−r0. The
coordinates xd1 = (x,y,z) , x
d
2(x,y,z) and x
d
3(x,y,z) of the position vector of the displaced
point are functions of the coordinates x0i of the position vector of the undeformed point.
Thus the components of the displacement vector u are functions of the coordinates x0i . The
displacement field u(r0) = u(x,y,z) is a vector field which provides the corresponding
displacement vector for a given position vector r0 of any point of the body. Therefore, the
displacement field contains all information about the elastic state of the body. In Fig 2.3
we sketched a two dimensional example case.
1It is also possible to use the Eulerian description, which focuses on the current configuration, giving
attention to what is occurring at a fixed point in space as time progresses.
2Typically the reference state is chosen to be the state of the undeformed body, given by vanishing external
forces. However, later we will also derogate from this rule.
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u(x, y)
x
y
Figure 2.3.: This figure illustrates the Lagrangian description of elastic deformations us-
ing the example of a two dimensional rectangular body which is simultane-
ously stretched in the y and compressed in the x direction. The continuous
displacement field u(x,y) is indecated by the black arrows. The undeformed
body, that defines here the elastic reference state, is shown in gray while the
new shape of the deformed body is depicted in light blue.
2.2.1. The stress and elastic equilibrium
The arrangement of the molecules of an undeformed solid body is given by its thermody-
namical equilibrium state. A specific volume fraction has reached its equilibrium position,
volume and shape, when the resulting force F acting on it vanishes. On the one hand, the
resulting force is the sum of all forces from the neighbouring volume fractions acting
on each element of the specific volume fraction, which can be expressed as the volume
integral over all forces,
∫
FdV . Therefore, the resulting force can also be written as the
surface integral over all forces acting on the surface elements of the specific volume frac-
tion, and as a consequence of this the vector F can be expressed as the divergence of a
tensor of second order,
∫
Fi dV =
∫ ∂σik
∂xk
dV =
∮
σik d fk,
where d fk is the k-th component of the surface elements, and σik is the stress tensor.
According to the sum convention, we do not write summation over double subscripts
explicitly. The physical meaning of σik is that it is the i-th component of the elastic force
density which acts on the k-th component of surface element df with normal vector ~ek.
From the conservation of angular momentum follows that the stress tensor must also be
symmetric, σik = σki. Now, writing the condition of elastic equilibrium in terms of the
stress tensor is straightforward, and we obtain
∂σik
∂xi
= 0. (2.36)
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Here, the effect from external forces like gravity is neglected, which otherwise should
be added to the right hand side of Eq. (2.36), according to the Newtonian principle [74].
However, for the present purpose, it is more interesting to write down the elastodynamic
equations of motion. Here, the sum of the elastic forces F and inertia has to vanish in
each point of the body, which provides us the following bulk equations
∂σik
∂xi
= ρ u¨k, (2.37)
where u¨k is the acceleration of the volume element and ρ is the mass density.
2.2.2. Thermodynamics of deformation
We consider a deformed body, where the displacements ui are changed by a little amount
δui. The work that is exerted by the internal stresses is given by the volume integral over
the resulting force Fi times the displacement δui,
W =
∫ ∂σik
∂xk
δui dV =
∮
σik δui d fk−
∫
σik δ
(
∂ui
∂xk
)
dV,
where the Gaussian theorem is used. If we extend the surface to infinity, the surface
integral does not contribute. Using the symmetry of the stress tensor we can symmetrize
the second integral
W =−1
2
∫
σikδ
(
∂ui
∂xk
− ∂ux
∂xi
)
dV =−
∫
σikδεik dV,
where εik is the symmetric strain tensor, introduced as the symmetric spatial derivative of
the displacement field,
εik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
)
. (2.38)
If we change the strain by δεik , we obtain for the change of the elastic energy density
δw = −σikδεik. An infinitesimal change δe of the inner energy density is given by the
difference of the heat δQ = Tδ s and the work of the inner strains δw,
de = T ds+σikdεik, (2.39)
where s is the entropy density and T is the temperature. This expression is the basic
thermodynamic equation for a deformed body. The change of the entropy density is given
by ds= (de−σikdεik)/T . Performing a Legendre transformation on Eq. (2.39) we obtain
for the change of the free energy density of a deformed body
d f =−s dT +σik dεik, (2.40)
For deformations with constant entropy the stress tensor is defined as the derivative of the
inner energy, and in the isothermal case it is the derivative of free energy with respect to
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the strains,
σik =
(
∂e
∂εik
)
s
=
(
∂ f
∂εik
)
T
. (2.41)
Using the entropy as the thermodynamic potential the stress tensor is given by
σik =−T
(
∂ s
∂εik
)
e
(2.42)
Now, we expand the free energy in powers of the strain εik. Notice, that the equilibrium
state, corresponding to a minimum of the free energy, may not be a state of vanishing
strain. A trivial example is a solid in equilibrium with its melt, where the equilibrium
state in the solid corresponds to the strain produced by the equilibrium pressure p of the
liquid. In this case the equilibrium stress or eigenstress tensor of the solid is σ0ik =−pδik.
The form of the free energy accounting for such a situation has a minimum at the stress-
free strain of eigenstrain tensor ε0ik = −p(1−2ν)δik/E 6= 0 [68]. Hence, we obtain the
following expression for the free energy density of an isotropic solid body
f = f0+
1
2
λ
(
εii− ε0ii
)2
+µ
(
εik− ε0ik
)2
, (2.43)
where the elastic constants λ and µ are the Lamé constant and the torsion or shear mod-
ulus, respectively. Notice that according to sum convention, the summation over double
subscripts is implicit. Of course, in homogeneous systems it is convenient to choose the
elastic state of reference such that the eigenstrain vanishes. However, as we will see in
chapter 4, for heterogeneous systems the stress-free strain tensor offers the convenient
feature to study elastic effects due to structural differences between phases.
2.2.3. Hooke’s law
Starting from the expression for the free energy density Eq. (2.43) it is straight forward
to derive a stress-strain relation. According to Eq. (2.41), one simply has to take the
derivative of the free energy with respect to εik, and obtains
σik = λδik
(
εll− ε0ll
)
+2µ
(
εik− ε0ik
)
, (2.44)
which corresponds to Hooke’s law for isotropic materials.
For the discussion of this expression, we consider the stress-free strain to be zero,
ε0ik = 0. A deformation of an isotropic solid body can be decomposed into a sum of a pure
volume change and a pure shape change,
εik =
1
3
δikεll +
(
εik− 13δikεll
)
, (2.45)
where the trace of the strain tensor, εll = εxx + εyy + εzz (sum convention!), is the pure
volume change (compression or dilatation) of the body. In general the forces needed for
a compression or dilatation are different from the forces required for a torsion. Therefore
assuming a linear dependence between stresses and strains, we have to introduce two
independent elastic constants corresponding to the two different required forces. Then we
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can write down Hooke’s law
σik = Kδikεll +2µ
(
εik− 13δikεll
)
, (2.46)
which is equivalent to the Lamé representation above, if the bulk modulus K is chosen
such that K = λ +2µ/3.
Apart from these two, there are a few more definitions for the two elastic coefficients
of isotropic elasticity, and within the present work we will also make use of the notation
with Young’s elastic modulus E and Poisson ratio ν ,
σik =
E
1+ν
(
εik +
ν
1−2ν δikεll
)
. (2.47)
The relations between the elastic constants of the different notations can be extracted from
Tab. 2.1.
µ,λ K,µ E,ν
µ µ µ E
2(1+ν)
λ λ K− 2
3
µ
νE
(1+ν)(1−2ν)
K λ +
2
3
µ K
E
3(1−2ν)
E µ(3λ +2µ)
λ +µ
9Kµ
3K+µ
E
ν λ
2(λ +µ)
3K−2µ
2(3K+µ)
ν
Table 2.1.: Relations between the elastic constants of isotropic systems (see [74]).
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Inverse relation For the determination of the inverse relation, i.e. the dependence of
the strain tensor components on the stress tensor components, we first calculate the re-
lation between traces of strain and stress tensors, σll = 3Kεll . Then, inserting this into
Eq. (2.46), the latter can be solved for the strain tensor. However, the resulting inverse
relation is conveniently written in the notation with Young’s elastic modulus and Poisson
ratio, where we obtain
εik =
1
E
((1+ν)σik−νδikσll) . (2.48)
Compatibility condition If one discusses an elastic problem on the level of stresses
and strains, one has to be sure that the strain tensor is integrable in the sense of Eq. (2.38),
which means that the displacement field exists. This property is equivalent to the St.
Venant’s compatibility conditions: [48, 88]
∂ 2εi j
∂xk∂xl
+
∂ 2εkl
∂xi∂x j
=
∂ 2εik
∂x j∂xl
+
∂ 2ε jl
∂xi∂xk
. (2.49)
2.2.4. Static elasticity with plane strain
To reduce the original three dimensional elastic problem to an effective two dimensional
situation, one often uses the so-called plane strain geometry, where all displacements in
one specific direction disappear. We choose this direction to be the z-direction. The other
components of the displacement vector do not depend on the z-coordinate.
ux = ux(x,y); uy = uy(x,y); uz = 0. (2.50)
Thus, the components εzz, εxz and εyz of the strain tensor are zero, and consequently the
components σxz and σyz of the stress tensor also disappear. The component σzz does not
vanish, it is according to Hooke’s law, Eq. (2.44), σzz = λ (εxx+ εyy) . Using Hooke’s law
(2.47), we can now write down the two dimensional strain tensor in terms of the stress
tensor components:
εxx =
1
E
(
(1−ν2)σxx−ν (1+ν)σyy
)
, (2.51)
εyy =
1
E
(
(1−ν2)σyy−ν (1+ν)σxx
)
, (2.52)
εxy =
1+ν
E
σxy, (2.53)
where we considered the usual case of vanishing eigenstrain. In the plane strain situation,
the equilibrium equations Eq. (2.36) reduce to
∂σxx
∂x
+
∂σxy
∂y
= 0,
∂σxy
∂x
+
∂σyy
∂y
= 0. (2.54)
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The general solution of these two equations can be expressed by an Airy function U(x,y),
which is defined such that
σxx =
∂ 2U(x,y)
∂y2
, σxy =−∂
2U(x,y)
∂x∂y
, σyy =
∂ 2U(x,y)
∂x2
. (2.55)
The compatibility condition Eq. (2.49) is equivalent to the biharmonic equation
∆∆U =
∂ 4U(x,y)
∂x4
+2
∂ 4U(x,y)
∂x2∂y2
+
∂ 4U(x,y)
∂y4
= 0, (2.56)
where ∆ is the 2D-Laplace operator.
Complex representation For the two-dimensional, static plane-strain situation the
application of complex analysis turns out to be often useful. Therefore, we introduce the
complex Airy function U (z), with z = x+ iy. Then, the usual (real) Airy function is
defined as its real part
U(x,y) =ℜU (z). (2.57)
In most cases, the complex Airy function U is not analytic, and the reason is that its
real part has to satisfy only the biharmonic equation and not the Laplace equation. We
therefore make the following ansatz:
U = f + zg, (2.58)
with f (z) and g(z) being analytic functions (apart e.g. from a branch cut for crack prob-
lems); the bar denotes complex conjugation. This means that with f = f1 + i f2 and real
functions f1(x,y), f2(x,y) the Cauchy-Riemann equations hold:
∂ f1
∂x
=
∂ f2
∂y
,
∂ f1
∂y
=
∂ f2
∂x
. (2.59)
With the above structure Eq. (2.58) the biharmonic equation Eq. (2.56) is automatically
fulfilled. Furthermore, if the stresses are expressed as
σxx =ℜ
[− f ′′+2g′− zg′′] , (2.60)
σxy = ℑ
[
f ′′+ zg′′
]
, (2.61)
σyy =ℜ
[
f ′′+2g′+ zg′′
]
, (2.62)
then also the bulk equilibrium condition Eq. (2.54) is fulfilled. Hence, solving an elastic
problem in the plane strain geometry is reduced to the application of specific boundary
conditions only.
2.3. Continuum fracture mechanics
In this section we will introduce the basic concepts from the field of continuum frac-
ture mechanics which will be needed in chapter 5. One of them is the concept of the
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straight mathematical cut, where a singular stress field forms at the tip, if an external
load is applied. With this concept even a few analytical solutions for certain geometrical
configurations can be found, which now form the body of continuum fracture mechanics
[88, 48, 44]. For the present purpose, we will restrict the discussion to the case of a single
crack growing in an infinitely long strip, where steady state crack propagation is possi-
ble. Finally, within the strip geometry, the Griffith criterion for the onset of crack growth
provides us the driving force for crack propagation.
2.3.1. The square root singularity
As mentioned above, we restrict here to the simple system of cracking a rectangular
shaped body (so called strip geometry), where the crack lies in the x/y-plane (see Fig. 2.4).
Furthermore, we assume translational invariance in the z-direction and consider the strip
to be infinitely extended in the x direction.
x
y
z
δI δII δIII
W
Figure 2.4.: Illustration of the three different conventional fracture modes, driving a crack
to grow in the infinitely long strip of width W . In contrast to most of the
other figures within this thesis, we show here schematically the elastically
deformed shape of the body. This is done to illustrate the different displace-
ments applied on top of the strip: δI opening mode, δII in plane sliding mode
and δIII out of plane sliding or tearing mode.
In classical fracture mechanics it is common practise to focus on three symmetrical
ways of loading a solid body with a crack. These are known as modesof loading, and
are illustrated in Fig. 2.4. A generic loading situation produced by some combination of
forces without any particular symmetry is referred to as mixed mode fracture. The fracture
mode that we will mainly deal with in chapter 5 is mode I, where the crack face, under
tension are displaced in a direction normal to the fracture plane. In mode II, the motion
of the crack faces is that of shear along the fracture plane. Mode III fracture corresponds
to an out-of-plane tearing motion where the direction of the stresses at the crack faces is
normal to the plane of the sample. Mode II and III have in common that the crack faces
are not pulled away from each other. It is unavoidable that contact along the crack faces
will occur.
Since the modes II and III involve additional friction forces between the crack faces,
mode I is the most interesting experimental configuration [44]. In two-dimensional isotropic
materials, Mode II fracture cannot easily be observed, since slowly propagating cracks
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spontaneously orient themselves such to make the mode II component of the loading van-
ish near the crack tip [38]. Mode II fracture is however interesting in cases of strongly
anisotropic materials as well as for friction and earthquakes along a predefined fault. Pure
mode III fracture, although experimentally difficult to achieve, is useful as a model system
for theoretical studies since, in this case, the equations of elasticity simplify considerably.
Analytical solutions, obtained in this mode, have provided considerable insight to the
fracture process.
For the sake of generality, classical fracture mechanics avoids any sort of detailed de-
scription of the region immediately surrounding the crack tip. For brittle materials, this
region, also called the process zone, is always assumed to be much smaller then any other
length scale of the system, which finally leads to infinitely sharp tips. On the other hand,
in a linearly elastic material, the stress field surrounding such an infinitely sharp tip de-
velops a square root singularity. As first noted by Irwing [60], the stress field at a point
(r,ϑ) near the crack tip, measured in polar coordinates with the crack line corresponding
to ϑ = 0, takes the form
σik =
Kα√
2pir
f αik (υ ,ϑ), (2.63)
where υ is the instantaneous crack velocity, and α is an index running through modes I-
III. We point out that for each of the three symmetrical loading configurations one specific
universal function f αik (υ ,ϑ) can be found. Then, due to the universality of the singularity
in Eq. (2.63) all other system parameters regarding sample, loading and history condense
to the single real coefficient, Kα , called the stress intensity factors.
2.3.2. The Griffith criterion
The fundamental idea about the energetics of crack formation was developed by Griffith in
1921 [51]. According to his findings, the growth of cracks is determined by a competition
of a release of elastic energy and a simultaneous increase of the surface energy if a crack
extends. This idea is the fundamental simplifying assumption of fracture mechanics. In
general form, it states that the dynamics of fracture depends only upon the total energy
flux G per unit area that flows into the crack tip [44]. A certain amount of the available
energy G is used to create the new fracture surfaces, while the rest dissipates in vicinity
of the crack tip which drives the crack to advance.
Applied to the strip geometry, as depicted in Fig. 2.4, the Griffith criterion appears to
be quite simple. Far in front of the crack tip, the strained medium is unaffected by the
presence of the crack. Consequently, in the case of mode I/III loading mixtures the total
energy per unit strip length far ahead of the crack has a constant value of
Fel =
1
2
σikεikW =
Eδ 2I
2(1−ν2)W +
Eδ 2III
(1+ν)W
.
On the other hand, assuming that the crack leads to a total elastic relaxation, the total
energy far behind the crack tip is simply the surface energy of the two newly created crack
surfaces Fs = 2γ . The so-called Griffith point denoting the onset of crack propagation is
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then given by the balance condition
Fs = Fel. (2.64)
It is convenient to introduce the dimensionless driving force ∆I for crack propagation
within the strip geometry, as
∆= ∆I +∆III =
E
2γ (1+ν)W
(
δ 2I
2(1−ν) +δ
2
III
)
, (2.65)
so that the Griffith point is is obtained by ∆I = 1, while crack growth corresponds to
∆I > 1.
Since we assumed a total elastic relaxation far behind the crack, the elastic energy per
unit strip length Fel far in front of the tip equals the energy release rate G. The latter
is defined as the amount of energy flowing into the crack tip per unit fracture surface
formed. It is important to mention that the stress intensity factors Kα are related to the
energy release rate G, as was first shown by Irwin [59]. In case of the strip geometry and
the above considered mixed mode loading the energy release rate G is found to be [44]
G =
1−ν2
2Eγ
K2I +
1+ν
2Eγ
K2III.
2.4. The phase field approach
Mathematically, solidification, as introduced in the preceding section, falls into the cate-
gory of so-called moving boundary problems. Here, the motion of the interface is driven
by the values of certain fields in the vicinity of the interface (e.g. the temperature- or the
elastic displacement fields). In turn, the fields themselves are nonlinearly coupled to the
evolving interface. In the so-called sharp interface approach, the respective partial differ-
ential equations have to be solved with respect to boundary conditions imposed at the a
priori unknown interface position. Across the sharp interface certain quantities (e.g. the
heat flux or the normal strain) may exhibit jump discontinuities. The complex patterns
that can evolve lead to computational diffculties.
The phase-field approach avoids the difficulty to track the interface location explicitly.
For an introduction and a general overview to this method, we refer to [19, 43, 119,
18]. Its methodology is based on the construction of a Cahn-Hilliard or Ginzburg-Landau
free energy functional. One introduces an order parameter φ(~x, t), called the phase-field
variable, which characterizes the phase state of the system in space ~x and time t. In
contrast to the sharp interface models, the interface is represented by a thin diffuse region
in which φ(~x, t) smoothly varies between the values associated with the adjoining bulk
phases. For a system involving two phases, we can for instance define φ(~x, t) = 1 in the
α phase and φ(~x, t) = 0 in the β phase.
The starting point to formulate the phase-field equations is the Ginzburg-Landau free
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energy functional [73]
F [φ(~x, t)] =
∫
V
dV
(
3γξ
2
(∇φ)2+
6γ
ξ
g(φ)+ fbulk(φ)
)
︸ ︷︷ ︸
f (φ ,∇φ)
, (2.66)
where γ is the interface energy density and ξ denotes the interface width. The gradient
term accounts for the fact that the presence of interfaces is energetically costly. The
free energy density f (φ ,∇φ) needs to have distinct minima, which correspond to the
associated bulk values of the phase field, i.e. in our case φ = 0,1. This is achieved by
means of the double-well-potential g(φ) = φ2(1−φ)2. The bulk free energy density,
fbulk(φ) = µαh(φ)+µβ (1−h(φ)), (2.67)
interpolates between the chemical potentials µα ,µβ for the two phases, respectively. It
favors, depending on the local thermodynamic state of the system, either the one or the
other phase. We choose the interpolation function to be h(φ) = φ2(3−2φ), since this is
the minimal polynom satisfying the necessary interpolation condition, h(0) = 0, h(1) = 1,
and having also vanishing slope at φ = 0 and φ = 1, for not to shift the bulk states [68].
In Fig. 2.5 we show the free energy density as a function of the phase field variable for
0 1φ(x,y,t)
0
µ
α
g(φ)
g(φ) + µ
α
h(φ)
Figure 2.5.: This plot shows the local free energy density Eq. (2.67) as a function of the
phase field variable φ . The blue curve corresponds to the equilibrium two-
phase situation, whereas the red curve denotes the free energy of a system,
where the appearance of α phase is favored.
vanishing and negative ∆ f .
In an equilibrium situation, we expect the functional F [φ(~x, t)] to be minimal with
respect to variations of the function φ(~x, t), which means that the variational derivative of
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F with respect to φ has to vanish:
δF [φ ]
δφ
= 0. (2.68)
For sufficiently small deviations from thermodynamic equilibrium and no constraints on
the possible kinetics of the phase field variable, we expect the system to relax directly
towards the equilibrium situation. The simplest kinetic equation for which the free energy
necessarily decreases is
∂φ(~x, t)
∂ t
=− M
3γξ
δF [φ(~x, t)]
δφ(~x, t)
, (2.69)
where M is the kinetic coefficient and δ/δφ denotes the functional derivative with re-
spect to the phase field variable. Evaluating the right hand side by taking the functional
derivative, we obtain
δF [φ ] =
∫
dV
{
3γξ∇φ ·δ (∇φ)+ 6γ
ξ
g′(φ)δφ +∆µ h′(φ)δφ
}
=
∫
dV
{
−3γξ∇2φ + 6γ
ξ
g′(φ)+∆µ h′(φ)
}
δφ , (2.70)
where the ′ denotes the derivative with respect to φ , and ∆µ = µα − µβ is the difference
of the chemical potentials. Notice, that in the last step a partial integration has been
carried out, where the contribution from the domain boundary vanishes due to vanishing
variations δφ there. Thus we obtain
δF
δφ
=−3γξ∇2φ + 6γ
ξ
g′(φ)+∆µ h′(φ).
The stationary one dimensional two-phase solution of Eq. (2.68) in the case of vanish-
ing chemical potential at the interface, ∆µ = 0, is
φ(x) =
1
2
(
1+ tanh
x− x0
ξ
)
. (2.71)
Verifying this, we note that the first and second spatial derivative of this solution can be
written as φ(x) ∂φ/∂x = h′ (φ)/3ξ and ∂ 2φ/∂x2 = 2g′(φ)/ξ 2.
This is also shown by a simple phase-field simulation, where we obtain that an initially
straight sharp interface maintains its position and develops a tanh-like interface profile.
In this simulation we have implemented a 200×200 system, which was initialized to half
liquid and half solid with a straight sharp interface being in the middle at x0 = 100∆x. The
interface profile is shown in Fig. 2.6. In the case of nonvanishing but small values of ∆µ
the solution of Eq. (2.69) predicts the same tanh-like shape, but with a constantly moving
origin
φ(x, t) =
1
2
(
1+ tanh
x−υt
ξ
)
, (2.72)
where υ = M∆µ/γ is the propagation velocity of the interface [68, 92].
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Figure 2.6.: The numerical implementation of the phase field model recovers the analytic
prediction of the one dimensional phase-field profile Eq. (2.72).
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Solidification patterns, like for instance the famous dendrites, are shaped by the com-
plex dynamical evolution of the solid–liquid interface. Thereby, the interface evolution is
nonlinearly coupled to the bulk diffusion of latent heat, which in turn is released during
the underlying phase transformation processes. Hence, we have to deal with a moving
boundary problem, which is a challenging subject already by itself. However, discussing
only the thermal diffusion of latent heat leads to the famous Ivantsov parabola [61], where
one does not find the required independent selection of tip radius and growth velocity, as
observed in nature. As a consequence of this, it is necessary for a dendritic solution to be
»triggered« by certain additionally influencing effects. The latter then serve as so-called
selection mechanisms, which turn out to be the key ingredients to microscopic solvability
theory of solidification [71]. However, as history shows, it requires quite intensive inves-
tigational efforts to examine the suitability of a certain influencing effect to serve as an
experimentally important selection mechanism. For instance, it took a long time until sci-
entists understood how and under which circumstances the tiny influence from capillarity
selects a dendritic solution. Interestingly, isotropic capillarity alone destroys the whole
family of solutions, while in contrast anisotropic surface tension leads to the conventional
dendritic selection [28].
Recently, it has been reported that also elastic effects, which arise from structurally
different phases during solid-state transformations, can serve as such a selection mech-
anism [95]. As one of the major aims of this thesis we want to study this new type of
diffusional growth involving also long-range elastic effects, in detail in chapter 4. For
this study we assume in particular coherent interfaces, which is sometimes not legitimate
due to large deformations, that arise from substantially different crystal structures of the
adjacent phases[128]. In these cases additional dissipative processes like the flow of dis-
locations and plastic deformations may have a substantial influence.
Apart from that, in chapter 5, we will discuss fracture as a pattern formations process
driven by elastic relaxation. Especially concerning the underlying moving boundary prob-
lem, this approach has close analogies with the above problem of diffusional growth in
solids. However, due to the different physics of the crack problem, the selection of the tip
scale and growth velocity is different in details.
However, first of all, we aim to develop a suitable numerical tool, which can be used
to tackle the underlying moving boundary problem involving nonlocal thermal diffusion
as well as long-range elastic effects. In this respect, it is particularly important for the
numerical method of choice to offer sufficiently high flexibility. Given that the detailed
numerical implementation of a code for one of the above problems already provides the
basis for the numerics to study also the other problem. Under these circumstances the
phase field method is our method of choice, since its great benefit is the large flexibility.
Over the past decades, the phase field method has emerged as a very powerful tool to
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simulate solidification as well as solid-state transformations [10, 35, 119, 128]. On the
other hand also fracture has already been studied using the phase field method (see the
recent review article by Spatschek et al. [111]).
In this chapter, we develop a thermodynamically consistent phase field model, which
is particular suited for studying the coupled influence from thermal diffusion and elastic
effects on the kinetics of phase transformations. Thereby the model is clearly dedicated to
the problem of diffusional transformations in solids (see chapter 4), but it provides already
the basis for the phase field model for crack propagation used in chapter 5. The necessary
modifications and extensions of the phase field model for the latter problem are given in
appendix A.1).
The chapter is organised as follows: In section 3.1, we start with the derivation of the
partial differential equation for the phase field φ(~x, t), the dimensionless temperature field
w(~x, t) as well as the elastic equations of motion. By the use of variational principles, all
these model equations are obtained from a single entropy functional.
Then, in section 3.2, we discuss details of the numerical implementation of the pre-
ceding phase field model. For all the governing partial differential equations we develop
explicit finite difference schemes, which are advantageous concerning the parallelization
of the code. Here, we also comment on the implementation of the two subsequently used
nontrivial boundary conditions; namely, the stress free channel walls and the phase field
dependent elastic boundary conditions at the mirror symmetry axis of the bicrystal.
To test the implementation we discuss two major aspects of the model: First, in section
3.3, we focus on diffusional phase transformations without elastic effects (symmetrical
model of solidification) and then, in section 3.4, we consider the influence of lattice strain
on the kinetics of phase transformations in solids with a constant temperature distribution.
Finally, in section 3.5, as an outlook for further investigations on the kinetics of solid-
state transformations, we discuss the incorporation of the isotropic J2 plasticity. Here, as
a first non trivial check of the implementation, we consider plastic deformations which
can arise around a circular hole in a two-dimensional domain that is strained hydrostati-
cally far away from the hole. The obtained results are then compared with corresponding
theoretical predictions.
Parts of this chapter have been published in [46].
3.1. Model equations
Formulating a nonisothermal phase field model we conveniently start from an entropy
functional of the following form [18, 89, 92]:
S[φ ,e,ui] =
∫
V
(
s(e(φ),ui)− κT
[
1
2
(∇φ)2+
2
ξ 2
g(φ)
])
dV, (3.1)
where κ = 3γξ is the gradient energy density. The bulk entropy density s depends on the
phase field variable φ(~x, t) on the thermal energy density e(~x, t), and via the displacements
ui(~x, t) on the elastic state of the system. The contributions in square brackets reflect
the thermodynamics of the transition region, i.e. »the interface«, with ξ being a length
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parameter controlling the width of the interface. Here
g(φ) = φ2(1−φ)2 (3.2)
is the double well potential (see Fig. 2.5), guaranteeing that the entropy functional has
two local maxima at φ = 0 and φ = 1 corresponding to the two distinct phases. γ is the
interfacial energy of the corresponding to the sharp interface description.
Entropy density Although we started with an entropy functional, we make as usual
an ansatz for the Helmholtz free energy density f (φ ,ui,T ). It is constructed from three
contributions,
f (φ ,ui,T ) = (1−h(φ)) · L(T −Teq)Teq −CT ln
T
Teq
+ fel(φ ,ui), (3.3)
where L is the latent heat, C is the heat capacity at constant volume, Teq is the transition
temperature and h(φ) is the interpolation function which interpolates between the phases.
The interpolation function has to be monotonic in between φ = 0 and φ = 1, and has to
satisfy the conditions h(0) = 0 and h(1) = 1. With the exception of these restrictions the
interpolation function can be chosen arbitrarily. Choosing h(φ) = φ2(3−2φ), we obtain
∂φh(φ)|φ=0,1 = 0, which has the advantage that the sharp interface limit is received for
ξ → 0 (see [68]). The first two terms of the free energy in Eq. (3.3) contain the temper-
ature dependence and therefore define the temperature behavior of the model. From the
thermodynamic relation d f =−sdT +σik dεik we obtain for the entropy density
s(φ ,T ) =−
(
∂ f
∂T
)
φ ,e
=− L
Teq
(1−h(φ))+C ln T
Teq
+C.
Notice that for convenience we do not write the entropy function in its natural variables.
Therefore it seems to be independent from the elastic state, which is in fact not the truth.
Via a Legendre transformation we come to an expression for the inner energy density
e(φ ,T ) = f +T s =−L(1−h(φ))+CT + fel(φ ,ui). (3.4)
Here, one can see the meaning of the two temperature dependent terms. Due to the factor
(1− h(φ)), the first term is zero in the original phase and one in the new phase. There-
fore it assigns the difference in the latent heats L of the two phases to the new phase,
whereas the original phase is taken as the reference state. The second term is due to the
usual assumption of proportionality between the inner energy and the temperature, where
the proportionality factor is given by the heat capacity C at constant volume. The third
term fel in the expression of the free energy density, Eq. (3.3), and inner energy density,
Eq. (3.4), reflect elastic energy density contributions.
Notice, that the phase field dependence of this elastic energy function is not unique, and
different choices can lead to the same sharp interface limit. To elucidate this effect, we
discuss here two different choices of the coupling between the phase field and the elastic
fields. The first choice for the elastic energy density is
fel(φ ,ui) =
1
2
λ¯ (ε¯ii)2+ µ¯ (ε¯ik)2 , (3.5)
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where ε¯ik = εik− ε0ik(1−h(φ)) and ε0ik is the characteristic lattice strain tensor attributed
to the new phase, and µ¯ = h(φ)µ [α]+(1−h(φ))µ [β ] and λ¯ = h(φ)λ [α]+(1−h(φ))λ [β ]
are the φ -dependent elastic constants, with µ [α],λ [α] and µ [β ],λ [β ] denoting the bulk
values of the Lamé constants of the reference and new phase, respectively. Note that the
unstressed reference phase is taken as the reference state, so that the stress-free strain
tensor of the reference phase vanishes. The other choice for the elastic energy density is
f¯el = h(φ) f
[α]
el +[1−h(φ)] f [β ]el , (3.6)
where we interpolate directly on the level of the free energies,
f [α]el =
1
2
λ [α] (εii)2+µ [α]ε2ik, (3.7)
f [β ]el =
1
2
λ [β ]
(
εii− ε0ii
)2
+µ [β ]
(
εik− ε0ik
)2
, (3.8)
of reference phase α and new phase β , respectively. It differs from the above expression
only by the averaging in the interface region and therefore has the same sharp interface
behavior.
Kinetic equations Since the phase field parameter φ is a nonconserved quantity, the
phase field kinetic equation is given by the Allen–Cahn equation[7]
∂φ
∂ t
=
MT
κ
(
δS
δφ
)
ui,e
(3.9)
where the positive parameter M is the interface kinetic coefficient. From the relation
f = e−T s we obtain by a partial differentiation with respect to φ ,(
∂ s
∂φ
)
e
=− 1
T
(
∂ f
∂φ
)
e
,
where the index denotes that during the differentiation the inner energy e is treated as a
constant. Therefore the phase field kinetic equation reads
∂φ
∂ t
= M∇2φ − 2M
ξ 2
g′(φ)−M
κ
(
−LT −Teq
Teq
+
∂ fel
∂h
)
h′(φ), (3.10)
where again ′ ≡ ∂/∂φ . The phase field kinetic equation with a dimensionless temperature
w =C(T −T∞)/L, where T∞ is the imposed undercooling temperature, is then given by
∂φ
∂ t
= M∇2φ − 2M
ξ 2
g′(φ)−M
κ
(
− L
2
CTeq
(w−∆)+ ∂ fel
∂h
)
h′(φ), (3.11)
where ∆=C(Teq−T∞)/L is the dimensionless undercooling.
The variation of the entropy with respect to the thermal energy density has to be done
under the constraint of a continuity equation for the thermal heat, because the thermal
energy density is a locally conserved quantity. Therefore we have to construct the thermal
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energy kinetics according to a Cahn–Hilliard equation [34],
∂e
∂ t
=−∇ ·
(
Le∇
δS
δe
)
φ ,ui
, (3.12)
where Le is the Onsager coefficient for the thermal energy density related to the heat
conductivity κth. For simplicity, we assume our model to be thermally symmetric, and
consider the heat conduction to be isotropic. Therefore the thermal heat conductivity
κth = DC is constant and independent from φ or ∇φ . As a further simplification we write
Le = DCT 2 [92, 89], where D is the thermal diffusivity. Applying the thermodynamical
relation, (
δS
δe
)
φ ,ui
=
(
∂ s
∂e
)
φ ,ui
=
1
T
and, using the expression for the inner energy Eq. (3.4), Eq. (3.12) can be reformulated as
a kinetic equation for the temperature field
∂T
∂ t
= D∇2T − h
′(φ)
C
(
L+
∂ fel
∂h
)
∂φ
∂ t
. (3.13)
This is the well known heat conduction equation with a source term caused by the gain of
latent heat during the phase transformation at the interface. Notice that the effective latent
heat of the phase transformation is modified by the elastic energy. Introducing the dimen-
sionless temperature w =C (T −T∞)/L we obtain for the thermal diffusion equation,
∂w
∂ t
= D∇2w−h′(φ)
(
1+
1
L
∂ fel
∂h
)
∂φ
∂ t
. (3.14)
The evolution of the elastic field is determined by the elastodynamic equations of mo-
tion, see Eq. (2.37). Together with the thermodynamic relation e= f −T s, and its deriva-
tive with respect to the displacements ui,(
∂ s
∂ui
)
e
=− 1
T
(
∂ f
∂ui
)
e
,
the elastodynamic equations now read
ρ u¨i =−T
(
δS
δui
)
e
=
(
∂ f
∂ui
)
e
=
∂
∂xk
(
∂ f
∂εik
)
2.41=
∂σik
∂xk
. (3.15)
Since the displacements change smoothly through the interface by construction, the two
solid phases are coherently connected.
3.2. Numerical implementation
In this section, we explain in more detail the numerical discretization procedure for the
preceding phase field model. For the implementation, we consider a quasi two dimen-
sional plain strain situation with imposed translational invariance in the z-direction. For
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simplicity, we use explicit schemes for all evolution equations of the phase field, the tem-
perature and the elastic equations of motion.
As mentioned above, we consider here two different versions of the coupling between
the phase field and the elastic degrees of freedom. Accordingly, also two different imple-
mentations will be discussed in the following two subsections. Afterwards, we will also
comment on the implementation of nontrivial boundary conditions for the displacement
fields, which we will use later in chapter 4.
3.2.1. Interpolation of the bulk constants
At first, we consider the elastic coupling to be given by Eq. (3.5), where the phase inter-
polation is performed on the level of the bulk elastic constants.
Numerical solution of the elastic fields The elastic equations of motion conserve
energy, and tiny numerical errors can therefore easily destroy the solution. We point out
that energy conservation follows from the continuous time translational symmetry which
is violated in any numerical discretization approach. Therefore, at least fluctuations in
energy are natural, but it has to be assured that the average energy does not change in
time. The generic approach which we present here is symmetric in time and does not
suffer from this problem. The equations of motion for the elastic fields are given by
Eq. (2.37)
ρ
∂ 2ux
∂ t2
=
∂σxx
∂x
+
∂σxy
∂y
=
∂
∂x
[
(λ +2µ)
(
εxx− ε0xx
)
+λ
(
εyy− ε0yy
)−λε0zz]︸ ︷︷ ︸
onthe grid points
+2
∂
∂y
[
µ
(
εxy− ε0xy
)]︸ ︷︷ ︸
in the square center
,
ρ
∂ 2uy
∂ t2
=
∂σyy
∂y
+
∂σxy
∂x
=
∂
∂y
[
λ
(
εxx− ε0xx
)
+(λ +2µ)
(
εyy− ε0yy
)−λε0zz]︸ ︷︷ ︸
onthe grid points
+2
∂
∂x
[
µ
(
εxy− ε0xy
)]︸ ︷︷ ︸
in the square center
.
We use a staggered grid, i.e. the mass density and the elastic constants are defined on the
grid points, the displacements between them. (see Fig. 3.1). In our case, the spatial (and
temporal) values of the elastic coefficients λ ,µ and the components of the eigenstrain
tensor ε0kl are related to the phase field by the interpolation function h(φ). While the
elastic fields are solved, we keep the phase field fixed. For the calculation of the specific
value of the elastic constants and the eigenstrain on the grid point (i, j) and in the square
center (i+1/2, j+1/2), we need interpolation functions on the grid points:
hcc =h(φ(i, j)), (3.16)
hpc =h(φ(i+1, j)), (3.17)
hcp =h(φ(i, j+1)), (3.18)
hpp =h(φ(i+1, j+1)), (3.19)
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Figure 3.1.: Visualization of the staggered grid: Originally the interpolation function h is
defined on the usual grid (circles), the displacements ux and uy are respec-
tively defined on two staggered grids on the connecting lines. Thus we have
three different lattices which are shifted by ∆x/2. We also need the values
of the interpolation function at the square centers (hexagons), which can be
calculated out from the values on the nodes (see Eqs. (3.20)- (3.22)).
and in the square centers
hhh (i+1/2, j+1/2) =
1
4
(
h(i, j)+h(i+1, j)+h(i, j+1)+h(i+1, j+1)
)
, (3.20)
hmh (i−1/2, j+1/2) = 14
(
h(i−1, j)+h(i, j)+h(i−1, j+1)+h(i, j+1)
)
, (3.21)
hhm (i+1/2, j−1/2) = 14
(
h(i, j−1)+h(i+1, j−1)+h(i, j)+h(i+1, j)
)
. (3.22)
According to the above introduction of the phase field model we obtain the discretized
elastic constants, e.g.:
λcc(i, j) = hccλ [α]+(1−hcc)λ [β ],
µcc(i, j) = hccµ [α]+(1−hcc)µ [β ],
where µ [α],λ [α] and µ [β ],λ [β ] are the bulk values of the elastic constants in the reference
and in the new phase, respectively. For the discretized version of the eigenstrain tensor
we obtain
ε0kl(i, j) = ε
0
kl(1−h(i, j)).
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We consider the grid spacing ∆x to be the same in both directions. The diagonal elements
of the strain tensor are evaluated at the nodal points:
ε(n)xx (i, j) =
u(n)x (i, j)−u(n)x (i−1, j)
∆x
,
ε(n)yy (i, j) =
u(n)y (i, j)−u(n)y (i, j−1)
∆x
.
We use the notation u(n)k (i, j), where i, j are the spatial- and n is the time index; in the phase
field no explicit distinction between the different phases has to be made, and therefore the
upper index cannot be confused with previous notations. The off-diagonal element of the
strain tensor ε(n)xy is defined in the center of the squares, i.e.:
ε(n)xy (i, j) =
1
2∆x
[
u(n)x (i, j+1)−u(n)x (i, j)+u(n)y (i+1, j)−u(n)y (i, j)
]
We obtain for the spatial derivatives of the discretized version of the stresses
∂σxx
∂x
=
[
(λ (i+1, j)+2µ(i+1, j))
(
εxx(i+1, j)− ε0xx(i+1, j)
)
− (λ (i, j)+2µ(i, j))(εxx(i, j)− ε0xx(i, j))
+λ (i+1, j)
(
εyy(i+1, j)− ε0yy(i+1, j)
)−λ (i, j)(εyy(i, j)− ε0yy(i, j))
−λ (i+1, j)ε0zz(i+1, j)+λ (i, j)ε0zz(i, j)
]
/∆x2,
∂σxy
∂y
=
[
2µ(i+1/2, j+1/2)
(
εxy(i+1/2, j+1/2)− ε0xy(i+1/2, j+1/2)
)
−2µ(i+1/2, j−1/2)(εxy(i+1/2, j−1/2)− ε0xy(i+1/2, j−1/2))]/∆x2,
∂σyy
∂y
=
[
λ (i, j+1)
(
εxx(i, j+1)− ε0xx(i, j+1)
)−λ (i, j)(εxx(i, j)− ε0xx(i, j))
+(λ (i, j+1)+2µ(i, j+1))
(
εyy(i, j+1)− ε0yy(i, j+1)
)
− (λ (i, j)+2µ(i, j))(εyy(i, j)− ε0yy(i, j))
−λ (i, j+1)ε0zz(i, j+1)+λ (i, j)ε0zz(i, j)
]
/∆x2,
∂σxy
∂x
=
[
2µ(i+1/2, j+1/2)
(
εxy(i+1/2, j+1/2)− ε0xy(i+1/2, j+1/2)
)
−2µ(i−1/2, j+1/2)(εxy(i−1/2, j+1/2)− ε0xy(i−1/2, j+1/2))]/∆x2.
For the kinetic contribution ρ∂ 2t uk, we proceed in a similar way. Here, the terms are
defined between the lattice points. The discretization of the displacement rate u˙k is defined
at intermediate time steps,
u˙k→ υ(n+1/2)k (i, j) :=
u(n+1)k (i, j)−u(n)k (i, j)
∆t
.
42
3.2. Numerical implementation
The second time derivative of the displacements is again defined on »full« time steps
u¨(n)k (i, j) =
υ(n+1/2)k (i, j)−υ(n−1/2)k (i, j)
∆t
=
u(n+1)k (i, j)−2u(n)k (i, j)+u(n−1)k (i, j)
(∆t)2
.
Solution of the phase field In contrast to the elastic equations, the dissipative phase
field dynamics is rather robust. Inserting Eq. (3.3) into the phase field kinetic equation
Eq. (3.10), we obtain
1
M
∂φ
∂ t
= ∇2φ − 2
ξ 2
g′(φ)− 1
κ
(
− L
2
CTeq
(w−∆)+ ∂ fel
∂h
)
h′(φ), (3.23)
where again the ′ denotes the derivative with respect to the phase field variable φ , and the
elastic contribution is given by
∂ fel
∂h
=
1
2
∂λ
∂h
(
εii− ε0ii(1−h)
)2
+λ (h)ε0ii
(
εii− ε0ii(1−h)
)
+
∂µ
∂h
(
εik− ε0ik(1−h)
)2
+2µ(h)ε0ik
(
εik− ε0ik(1−h)
)
, (3.24)
where ∂λ/∂h=
(
λ [α]−λ [β ]
)
and ∂µ/∂h=
(
µ [α]−µ [β ]
)
. Discretizing the time evolu-
tion of this equation with a finite difference scheme, we obtain
φ (n+1)(i, j) = φ (n)(i, j)+
∆φ (n)(i, j)
∆t
∆t,
where n is the time index and ∆φ (n)(i, j) is the change of φ in between the time step n and
n+1. By also discretizing the space we obtain from the phase field kinetic equation
∆φ (n)(i, j)
∆t
=
M
(∆x)2
(
φ (n)(i+1, j)+φ (n)(i−1, j)+φ (n)(i, j+1)+φ (n)(i, j−1)−4φ (n)(i, j)
)
− 2M
ξ 2
g′
(
φ (n)
)
− M
3γξ
(
− L
2
CTeq
(w−∆)+ ∂ fel
∂h
)
h′
(
φ (n)
)
,
where again (i, j) are the spatial indexes.
Solution of the temperature field Considering isotropic systems, the heat conduc-
tion equation Eq. (3.14) reads in dimensionless units
∂w
∂ t
= D∇2w−h′(φ)
(
1+
1
L
∂ fel
∂h
)
∂φ
∂ t
, (3.25)
where w =C(T −T∞)/L. In analogy to the derivation of the discrete version of the phase
field kinetic equation above, we obtain by discretizing space and time with an explicit
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finite difference scheme
w(n+1)(i, j) = w(n)(i, j)+
∆w(n)(i, j)
∆t
∆t,
where again n is the time index, ∆w(n)(i, j) is the finite difference of w(n) and w(n+1) and
i, j are the spatial coordinates. Finally from the heat conduction equation Eq. (3.25), we
obtain
∆w(n)(i, j)
∆t
=
D
(∆x)2
(
w(n)(i+1, j)+w(n)(i−1, j)+w(n)(i, j+1)+w(n)(i, j−1)−4w(n)(i, j)
)
−h′
(
φ (n)
)(
1+
1
L
∂ fel
∂h
)
∆φ (n)(i, j)
∆t
,
where w=C(T−T∞)/L. The dependence of ∆w(n)(i, j) on the finite difference ∆φ (n)(i, j)
is due to the appearance of the time-derivative of the phase field in the heat conduction
equation.
3.2.2. Interpolating the elastic energies
It is also possible to define the phase dependence of the elastic energy in a different way
as it is done in [27, 47]. Here the elastic part of the free energy is defined as follows (see
Eq. (3.6))
f¯el =h(φ) f
[α]
el +(1−h(φ)) f [β ]el , (3.26)
where the free energy density of the reference and new phase is given by Eqs. (3.7) and
(3.8),
f [α]el =
1
2
λ [α] (εii)2+µ [α]ε2ik,
f [β ]el =
1
2
λ [β ]
(
εii− ε0ii
)2
+µ [β ]
(
εik− ε0ik
)2
,
respectively. For this model the elastic driving force needed for the phase field kinetic
equation Eq. (3.11) as well as the thermal heat conduction equation Eq. (3.14) reads,
∂ f¯el
∂h
=
1
2
(λ [α]−λ [β ])(εxx+ εyy)2+(µ [α]−µ [β ])
(
ε2xx+2ε
2
xy+ ε
2
yy
)
+λ [β ](ε0xx+ ε
0
yy+ ε
0
zz)
(
εxx+ εyy− 12(ε
0
xx+ ε
0
yy+ ε
0
zz)
)
+µ [β ]
((
2εxxε0xx−
(
ε0xx
)2)
+2
(
2εxyε0xy−
(
ε0xy
)2)
+
(
2εyyε0yy−
(
ε0yy
)2))
.
Apart from the fact that we have to exchange the driving force of the preceding model by
this expression, the numerical discretization procedure for the phase field kinetic equation
as well as for the thermal heat conduction equation is the same as above. In contrast, the
elastic equations of motion have to be redefined accordingly.
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Numerical solution of the elastic fields First, we have to redefine the stresses,
σ¯ik = ∂ f¯el/∂εik, which yields
σ¯ik = h(φ)σ
[α]
ik +[1−h(φ)]σ [β ]ik , (3.27)
where the bulk stress tensors are defined as, σ [α/β ]ik = ∂ f
[α/β ]
el /∂εik. Due to this also the
equations of motion for the elastic fields are modified according to
ρ
∂ 2ui
∂ t2
=
∂ σ¯ik
∂xk
=
∂
∂xk
[
h(φ)σ [α]ik +(1−h(φ))σ [β ]ik
]
.
For better numerical stability, we again use a staggered grid similar to that for the pre-
ceding model illustrated in Fig. 3.1. However, for this model it is rather the stress from
Eq. (3.27) than the eigenstrain which has to be interpolated. Consequently, by using
Eqs. (3.16) – (3.22), we define the diagonal elements of the stress tensor on the grid
points, while the shear components are considered to be in the center of four neighbour-
ing grid points, and we obtain
σ¯xx(i, j) =λcc (εxx(i, j)+ εyy(i, j))+2µccεxx(i, j)
− (1−hcc)
(
λ [β ]
(
ε0xx+ ε
0
yy+ ε
0
zz
)
+2µ [β ]ε0xx
)
,
σ¯yy(i, j) =λcc (εxx(i, j)+ εyy(i, j))+2µccεyy(i, j)
− (1−hcc)
(
λ [β ]
(
ε0xx+ ε
0
yy+ ε
0
zz
)
+2µ [β ]ε0yy
)
,
σ¯xy(i+1/2, j+1/2) =2µhhεxy(i+1/2, j+1/2)− (1−hhh)
(
2µ [β ]ε0xy
)
where µcc = hccµ [α]+(1−hcc)µ [β ] and λcc = hccλ [α]+(1−hcc)λ [β ], and µ [α],λ [α] and
µ [β ],λ [β ] are the bulk values of the elastic constants in the reference and in the new phase,
respectively. We consider the grid spacing ∆x to be the same in both directions. Finally,
the spatial derivatives of the discretized version of the stresses are given by
∂ σ¯xx
∂x
=
[
λpc (εxx(i+1, j)+ εyy(i+1, j))−λcc (εxx(i, j)+ εyy(i, j))+2µpcεxx(i+1, j)
+2µccεxx(i, j)+(hpc−hcc)
(
λ [β ]
(
ε0xx+ ε
0
yy+ ε
0
zz
)
+2µ [β ]ε0xx
)]
/∆x2,
∂ σ¯xy
∂y
=
[
2µhhεxy (i+1/2, j+1/2)−2µhmεxy (i+1/2, j−1/2)
−2µ [β ]ε0xy (hhh−hhm)
]
/∆x2,
∂ σ¯yy
∂y
=
[
λcp (εxx(i, j+1)+ εyy(i, j+1))−λcc (εxx(i, j)+ εyy(i, j))+2µcpεyy(i, j+1)
+2µccεyy(i, j)+(hcp−hcc)
(
λ [β ]
(
ε0xx+ ε
0
yy+ ε
0
zz
)
+2µ [β ]ε0yy
)]
/∆x2,
∂ σ¯xy
∂x
=
[
2µhhεxy (i+1/2, j+1/2)−2µmhεxy (i−1/2, j+1/2)
−2µ [β ]ε0xy (hhh−hmh)
]
/∆x2.
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From the point of view of time integration, we proceed in the same way as for the previous
model.
Parallelization For being able to handle large grids, we developed a parallel code us-
ing MPI [1]. This was strongly facilitated by the use of explicit schemes, where domain
decomposition is straight-forward and many processors can be used efficiently. In par-
ticular, we use here a Cartesian topology, which decomposes the strip into vertical and
horizontal slices at the same time. Notice, that in this case the structure of the elastic
equation of motion implies that each processor has to exchange boundary information
with all its eight neighbors. How to organize the necessary communication between the
cpus is explained in e.g. [80]. The phase field code runs on the supercomputers JUGENE
and JUROPA, which are operated at the research center Jülich. Benchmarks reveal that if
we increase the system size with the number of processors (weak scaling), the speedup is
an excellent 98% on up to 8192 processors. In the case of strong scaling, where the same
computational domain is handled by an increasing number of processors, the speedup is
still an excellent 92% if we use up to 8192 cpus [23].
3.2.3. Nontrivial boundary conditions
To obtain a unique solution from the above set of bulk partial differential equations, for
each field suitable boundary conditions have to be imposed at the outer borders of the
system. Two simple types of boundary conditions are commonly known: Dirichlet type
boundary conditions, where the boundary value of the field is explicitly set, e.g. fixed
grip boundary conditions for the displacements at the upper boundary, ux = uy = 0; and
Von-Neumann type boundary conditions, where the normal derivative of the field variable
vanishes, e.g. thermal insulation at the upper boundary, ∂w/∂y = 0.
However, concerning elasticity it is also possible to specify the stresses instead of the
displacements or the strains. This leads to more complicated formulations of the bound-
ary conditions for the displacements. Furthermore, due to that the different fields couple
to each other even on the level of the boundary conditions. We will consider two types
of these nontrivial boundary conditions: First, the case of a stress free reference phase
boundary, where the normal and the shear stress vanish at the same time. Second, we
consider the boundary conditions at the mirror symmetry axis of the bicrystal configura-
tion, which also involve the phase field.
The stress free boundary conditions will be used to study single crystal growth
during diffusional phase transformations in solids in chapter 4. We have to write the
stress free boundary conditions, i.e. σyy = 0;σxy = 0, for the elastic fields in terms of the
displacement field. Using Hooke’s law we obtain for the strain tensor.
0 = εxy, (3.28)
0 = (1−ν)εyy+νεxx, (3.29)
where the zz−component of the strain tensor does not appear due to the application of
a plane strain geometry. Thus applying stress free boundary conditions means that the
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displacements have to obey
0 =
∂uy
∂x
+
∂ux
∂y
(3.30)
0 = (1−ν)∂uy
∂y
+ν
∂ux
∂x
. (3.31)
To solve these two equations on the boundary, we use a relaxation method [99, 49]: In-
stead of solving directly Eq. (3.30) and Eq. (3.31), we consider the following set of cou-
pled partial differential equations
∂ux
∂ t
= κ
(
∂uy
∂x
+
∂ux
∂y
)
, (3.32)
∂uy
∂ t
= κ
(
∂uy
∂y
+
ν
(1−ν)
∂ux
∂x
)
, (3.33)
where κ is a damping factor. Under the assumption that this set of equations relaxes to
some steady state, with ∂ui/∂ t = 0, this steady state solution can also serve as the stress
free boundary condition since it obeys Eq. (3.30) and Eq. (3.31). Using the staggered grid
of the displacement fields, we can discretize this set of equations.
It should be emphasized that this set of equations only leads to stress free boundary con-
ditions in combination with wetting of the reference phase α . Therefore, these boundary
conditions require Dirichlet type boundary conditions for the phase field, which enforce
the presence of phase α at the boundary.
The boundary conditions at the bicrystal symmetry axis will be needed to
study the bicrystal growth during diffusional phase transformations in solids in chapter
4, and the bicrystal configuration is shown in Fig. 4.13. Here, we consider the specific
case of negligible grain boundary energy γb γ , meaning that the β and the β ′ phases
are thermodynamically equivalent. Then, according to Young’s law, the kink angle at
the tip vanishes, and an overall smooth tip contour appears. This is achieved by the
implementation of Von Neumann boundary conditions for the phase field, i.e. ∂φ/∂y= 0,
at the mirror plane.
The displacement field in the y-direction is set to 0 because of symmetry reasons. For
the displacement field in the x-direction we have to imply the nontrivial boundary condi-
tion σxy(φ) = 0, where we obtain for the stresses
σxy(φ) =
∂ f
∂εxy
= 2µ(φ)
(
εxy− ε0xy(1−h)
)
, (3.34)
here the interpolation of eigenstrains is used according to Eq. (3.5). Therefore we obtain
a phase field dependence of the boundary condition at the symmetry plane εxy = ε0xy(1−
h(φ)), which reads on the level of the displacements
1
2
∂ux
∂y
=εxy = ε0xy(1−h(φ)).
Writing this equation in a discretized version, we obtain ux(i,−1) = ux(i,0)−2∆xε0xy(1−
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h(φ)). We mention here that the latter expression holds also for the interpolation on the
level of the different bulk free energies according to Eq. (3.6).
3.3. Thermal diffusion
As a non trivial test of the implementation we consider diffusional phase transformations
without elastic effects. In this case the phase field model should correspond to the sym-
metrical model of solidification.
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Figure 3.2.: This plot shows a comparison of the recorded Peclet numbers p0 = υ0x0/2D
during a phase field simulation of the diffusion limited growth of a planar
front with the theoretical prediction from Eq. (3.35) for an undercooling of
∆= 0.1.
For testing the implementation, we first discuss the diffusion limited growth of the pla-
nar front according to section 2.1.1 of the introduction. In this case, we do not obtain
steady state solutions, because the latent heat released at the moving interface is accumu-
lated in front of the solidification front.
As a result we received the relation in Eq. (2.19),
∆=
√
pi p0ep0erfc(
√
p0), (3.35)
which for a given remote undercooling selects a certain interface Peclet number p0.
Thereby, the latter is defined as the product of interface position x0 and velocity υ0
Eq. (2.16). The constant interface Peclet number can be integrated:
p0(∆) =
1
4D
d
dt
(x20), x0(t) =
√
4Dp0(∆)t, (3.36)
which shows explicitly the diffusive slowing down of the interface. Consequently, at the
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same time the growth velocity is decreasing inversely proportional to the square root of
time, i.e. υ0 =
√
Dp0/t.
Accordingly, in the phase field simulations of diffusional growth of the planar front,
we observe that the Peclet number converges towards a constant value, for sufficiently
long systems and times, as shown in Fig. 3.2. Due to a bad initialization of the phase
field, it takes some time until the simulation results converge to the theoretical value
given by Eq. (3.35). The oscillations in the velocity of the front originate from the finite
discretization. For the phase field method, these oscillations can be basically controlled
by using a sufficiently large interface width ξ , as has been studied in detail in [4].
For the phase field simulations in this work, we choose a numerical resolution of the
interface of about 10 grid points, which corresponds to a choice of ξ = 5∆x. We mention
here that the oscillations in the velocity are present in all the subsequent phase field sim-
ulations, and for the following, we will discuss only averaged velocities. Doing so for the
case of the diffusion limited planar solidification front, we obtain a convincing agreement
with the theoretical prediction given by Eq. (3.35), as shown in Fig. 3.3.
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Figure 3.3.: This plot shows the undercooling ∆ as a function of the Peclet number p0
for diffusion limited growth of the planar solidification front. We compare
the averaged Peclet numbers received from phase field simulations (red dots)
with the theoretic prediction (black curve) from Eq. (3.35).
3.3.1. Dendritic growth in a channel
For further testing of the code in two dimensional steady state situations, we consider a
channel of finite width W having thermally insulating channel walls. After nucleation of
the solid phase in the undercooled melt, the crystal grows along the channel, and it will
form fingered or dendritic patterns. As for the planar front discussed above, the growth of
these patterns is limited by the release of latent heat at the solid-liquid interface.
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Figure 3.4.: This plot summarizes the quantitative phase field results on dendritic growth
in a channel. The main graph shows the measured steady state growth ve-
locity as a function of the driving force for the symmetric (red dots) and
the parity broken finger (blue triangles). The insets show two correspond-
ing phase field shapes (denoted by the bold black line) and the dimensionless
temperature field (illustrated by the coloring). We choose W/d0 = 400.
In contrast to the planar solidification front discussed above we now focus on the steady
state solutions. Here the isotropy of the surface tension is a crucial restriction for the sub-
sequently discussed behavior. Due to thermal heat conservation, steady state solutions
exhibit an asymptotic finger width λ relative to the channel, which equals the dimen-
sionless undercooling ∆. It turns out that the presence of steady state solutions is lim-
ited to the regime of λ ≥ 1/2, where the channel provides the selection of the velocity
[70, 71, 13, 12]. Apart from this symmetrical dendritic solution in wider channels also
a parity broken steady state solutions occurs, and for large undercoolings these solutions
exhibit the higher velocities.
We note that for vanishing elastic influence our phase field code qualitatively repro-
duces the desired behavior, known from classical dendritic growth in a channel. Since
the phase field method is fully dynamic, the simulations find only the fastest growing
mode. Hence, by studying the dependence of the growth velocity on the driving force it is
possible to enforce the morphological transition from the symmetric to the parity broken
finger, as also shown in Fig. 3.4. The numerically obtained interface profiles are shown
in the insets of Fig. 3.4.
Unfortunately, a systematic quantitative comparison of the obtained growth velocities
is not possible, due to a lack of data for channel growth for the symmetrical model. Nev-
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ertheless, Ihle reported [57] that he measured the dimensionless velocity of the parity
broken finger as υd0/D = 0.0144, if W/d0 = 400 and ∆ = 0.7. In this case we obtain
υd0/D= 0.0084, which is at least the same order of magnitude. We note that steady state
results are still affected by relatively strong kinetic effects and it would be desirable to
implement a thin interface limit according to Karma [62, 66, 65, 64].
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Figure 3.5.: A time series of diffusional growth in a wide channel with isotropic surface
tension and periodic boundary conditions is shown. The planar front un-
dergoes a Mullins Sekerka instability, which leads to the compact seaweed
structure (d) (see [58] and references therein). Finally the latter is overgrown
by the two dimensional solitonic doublon solution, where two parity broken
dendrites stabilize each other during collective growth [57, 4]. The fact that
the compact seaweed structure develops indicates that the underlying numer-
ical lattice anisotropy is sufficiently small for the chosen numerical interface
resolution, ξ = 5∆x. (υ0 = 2D/d0)
3.4. Elastic effects due to the presence of lattice
strain
We study now the coupling of the elastic fields to the local phase field. This relation-
ship is not unique, and different choices can lead to the same sharp interface limit [126].
Therefore, additional physical assumptions or input from other sources is required. We
discuss here two different choices of the coupling function to illustrate the consequences
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of this effect. The first choice for the phase dependent elastic free energy is obtained by
interpolating on the level of the eigenstrain,
fel =
1
2
λ
(
εii− ε0ii[1−h(φ)]
)2
+µ
(
εik− ε0ik[1−h(φ)]
)2
, (3.37)
where the elastic constants are considered to be equal in both phases and the eigenstrain
is attributed to the β phase. For the interpolation we use the usual interpolation function
h(φ) = φ2(3− 2φ), which is the minimal polynom fulfilling the necessary interpolation
condition, i.e. h(0) = 0,h(1) = 1, and having a vanishing slope at zero and one, to avoid
a shift of the bulk states. The driving force due to elasticity reads
∂ fel
∂φ
=σik(φ)ε0ikh
′(φ), (3.38)
where the stresses, as defined by σik = ∂ fel/∂εik, are given as
σik(φ) = 2µ
(
εik− ε0ik[1−h(φ)]
)
+λδik
(
εll− ε0ll[1−h(φ)]
)
. (3.39)
Relating the driving force term due to elasticity with the one which stems from thermal
effects provides the equilibrium condition for a planar interface,
L
T −Teq
Teq
≡ σikε0ik, (3.40)
which has the form of a generalized Clausius-Clapeyron relation. Illustrating this, we
consider a transformation between two liquids of different density, which are modeled as
solids with vanishing shear modulus µ = 0. Furthermore, by choosing appropriate bound-
ary conditions we allow for only one nonvanishing strain component, namely εxx. Then
mechanical equilibrium provides the following set of nonvanishing stress components
σxx = σyy = σzz = λ (εxx− [1−h(φ)]ε(0)ll ), (3.41)
which are all constant throughout the system. Hence, we obtain the driving force due
to elasticity as ∂ fel/∂φ = ε0llσxxh
′(φ), which in this case leads to the classical Clausius-
Clapeyron relation since εll is the relative volume change , i.e. ε0ll = ∆V/V . As a result,
the application of a stress is equivalent to a change of temperature in this case.
An alternative way to incorporate the elastic energy into a phase field formulation is
[27, 47]
f¯el = h(φ) f
[α]
el +[1−h(φ)] f [β ]el , (3.42)
where we interpolate directly on the level of the free energies,
f [α]el =
1
2
λ (εii)2+µε2ik, (3.43)
f [β ]el =
1
2
λ
(
εii− ε0ii
)2
+µ
(
εik− ε0ik
)2
, (3.44)
of reference phase α and new phase β , respectively. It differs from the above expression
only by the averaging in the interface region and has the same sharp interface behavior.
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Figure 3.6.: This plot shows the typical simulated profiles of the elastic energy densities
for the two different interpolation types as one crosses the interface in the
normal direction. For the sake of orientation, we also show the corresponding
phase field (red curve), which is zero in the β phase and one in the α phase.
Within the interface region, where the phase field smoothly changes from
zero to one, the free energy density f¯el (blue curve) shows a peak indicating
the finite elastic energy Eq. (3.48), which renormalizes the interfacial energy
for this model. Interpolating on the level of the eigenstrains, as it is done
in the first model Eq. (3.38) (green curve), does not lead to this problem.
Nevertheless, in the bulk, where the phase field is either zero or one, both
models reproduce the same bulk values, as expected.
Then, the stresses have to be redefined according to σ¯ik = ∂ f¯el/∂εik which yields
σ¯ik = h(φ)σ
[α]
ik +[1−h(φ)]
(
σ [α]ik −σ0ik
)
, (3.45)
where the eigenstrain independent stress tensor of the α phase is defined as σ [α]ik =
∂ f [α]el /∂εik, and σ
0
ik = 2µε
0
ik +λδikε
0
ll denotes the eigenstress. For the driving force due
to elasticity we obtain for this interpolation type
∂ f¯el
∂φ
=
(
ε0ikσ
[α]
ik −
1
2
ε0ikσ
0
ik
)
h′(φ), (3.46)
which can not be written in terms of the averaged stresses Eq. (3.45), and therefore does
not allow a formulation of a corresponding generalized Clausius-Clapeyron relation sim-
ilar to Eq. (3.40). Nevertheless, in the sharp interface limit, where the choice of the in-
terpolation becomes irrelevant, the generalized Clausius-Clapeyron relation is recovered.
Moreover, we can show that for interfaces with vanishing curvature the driving forces
Eq. (3.38) and Eq. (3.46) coincide even in the case of a finite interface width. Therefore,
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we consider a quasi one dimensional situation, where the phase field shows the typical
hyperbolic-tangent profile. Then, we find that the integral over the difference between the
two driving forces,∫ ∞
−∞
(
∂ f¯el
∂φ
− ∂ fel
∂φ
)
dn =
1
2
ε0ikσ
0
ik
∫ ∞
−∞
(1−2h(φ0))h′(φ0)dn = 0, (3.47)
vanishes. Here, n denotes the direction normal to the interface, and φ0(n) is the one
dimensional solution of the phase field Eq. (2.72).
In the same spirit also the elastic energies for the two different models can be compared,
and for the corresponding integral over the difference between the elastic energies we
obtain,
∫ ∞
−∞
(
f¯el(φ0)− fel(φ0)
)
dn =
1
2
ε0ikσ
0
ik
∫ ∞
−∞
(1−h(φ0))h(φ0)dn = 19120ε
0
ikσ
0
ikξ , (3.48)
which now shows the quite substantial difference between the two models. In contrast to
the first model Eq. (3.37), the interpolation on the level of the elastic energies leads to a
finite elastic energy contribution within the interfacial region, which is also observed in
typical calculations as shown in Fig. 3.6. However, we note that this contribution only
renormalizes the interfacial energy (see Fig. 3.7), and this effect vanishes in the sharp
interface limit since the term is proportional to the interface width ξ .
3.4.1. Influence of strain on growth kinetics
To illustrate the preceding result, and to test weather the second model, where the elastic
energy is given by Eq. (3.42), can really be mapped to the first one, with an elastic en-
ergy given by Eq. (3.37) just by a renormalisation of the interfacial energy according to
Eq. (3.48), we consider the influence of strain on the growth kinetics with the assumption
of a constant temperature field similar to [27].
We discuss a simple strip configuration which allows the steady-state growth of an
elastic »finger« consisting of the new phase β (see the inset of Fig. 3.7). The strip of
width W is subjected to fixed grip boundary conditions at the upper and lower walls (u= 0
there) and initially composed of the reference phase α . According to the implementation
of the phase field model, we discuss a two-dimensional plane strain situation with uz = 0.
Furthermore, we assume the complete wetting of the upper and lower walls by the initial
α phase. Far ahead of the propagating finger the initial phase remains unstrained.
The condition of phase equilibrium requires the continuity of a new potential δ F˜el =
F˜ [α]el − F˜ [β ]el , which is related to the elastic free energy Fel via the Legendre transforma-
tion F˜el = Fel −σnnεnn− 2σnτεnτ [100, 45, 113, 27]. Now, using this potential to write
down the phase equilibrium condition at the coherent interface is straight forward, and by
accounting also for capillary effects we obtain
δ F˜el− γκ = 0, (3.49)
where γ is the interfacial energy and κ is the local curvature of the interface. Thereby, as
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Figure 3.7.: This plot shows the velocity of an elastic »finger« as a function of the fraction
λ of new phase β during kinetic growth, i.e. a constant temperature field.
We compare the results from the two slightly different phase field models
introduced above. Thereby, fel refers to the interpolation given by Eq. (3.37),
while f¯el denotes the model using an interpolation given by Eq. (3.42). The
red dots correspond to simulations, where the interfacial energy of the second
model is renormalized according to Eq. (3.48). The velocity scale is defined
as υ0 = Mbel/2γ (see [27]), while for this run we choose ∆el/bel = 0.06,
λcrit = 0.2.
shown in the appendix A.2, we can write the elastic contribution as
δ F˜el =σ0ikε
[α]
ik −∆el, (3.50)
where σ0ik is the above introduced eigenstress, and ∆el is the elastic hysteresis shift, defined
as
∆el =
E
2(1−ν2)
(
(ε0xx)
2+(ε0zz)
2+2νε0xxε
0
zz
)
. (3.51)
Far behind the tip phase-coexistence is possible within a certain parameter range near
the transition temperature. Any asymptotic deformation in the x-direction is suppressed
by fixing the displacement boundaries to zero, i.e. ε [α/β ]xx = 0. For our model of mixed
mode transitions, also the shear component of the strain tensor in the reference phase
vanishes, i.e. ε [α]xy = 0. Therefore the displacement fields ux(y) and uy(y) only depend on
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the y-coordinate. The strain tensors are asymptotically constant in both phases, and their
nonzero components are connected to each other by the mechanical equilibrium and the
coherency condition.
At the positions y = 0 and y = W , the displacements ux and uy are set to zero. At
the interfaces the displacements have to be coherent, i.e. u[β ]y = u
[α]
y . This leads to the
following relation for the strain tensor component in the y direction:
(1−λ )ε [α]yy +λε [β ]yy = 0, (3.52)
where λ is the equilibrium fraction of the new phase.
Inserting the discontinuities into the coherency condition Eq. (3.52), we obtain the
asymptotic strain state of the reference phase as a function of the fraction of new phase,
ε [α]yy =−λ
(
ε0yy+
ν
1−ν (ε
0
xx+ ε
0
zz)
)
. (3.53)
Hence, from the phase equilibrium condition Eq. (3.50), we can derive an expression for
the fraction of the new phase β
λ =
1
bel
(
F [α]0 −F [β ]0 −∆el
)
, (3.54)
where bel = (1+ν)(1−2ν)
(
σ0yy
)2
/E(1−ν), and F [α/β ]0 denote the »constant« free en-
ergies of the two phases without elastic effects. The total free energy excess of this two-
phase configuration compared to the unstrained initial phase is
δF (λ ) =W [F [α]0 −λF [α]− (1−λ )F [β ]]−2γ. (3.55)
Finally, using Eq. (3.54) we find δF (λ ) =Wbelλ 2/2−2γ . The finger grows if the free
energy is positive, δF > 0, or, equivalently, if the driving force λ exceeds the critical
driving force λcrit =
√
4γ/Wbel .
As an application, we consider here a mixed mode eigenstrain tensor that involves
both a shape as well as a volume change of the elementary cell. Specifically we choose
ε0xx = 0,ε0yy = ε,ε0zz = ε/2, while all other eigenstrain tensor components vanish. As a
first nontrivial test of the two different implementations of elasticity, we mention here that
both models reproduce the thermodynamically correct asymptotic phase fraction given by
Eq. (3.54).
However, as shown in Fig. 3.7, the velocities obtained from the first model are signif-
icantly higher then those of the second one showing that the two models indeed produce
different results for finite interface width, although they converge to the same sharp in-
terface limit. However, performing the renormalization of the interfacial energy of the
second model according to Eq. (3.48), then the results agree well with those of the first
model (see Fig. 3.7). This strongly indicates that the deviations of the two models are
only related to the finite amount of elastic energy within the interface, which is found in
simulations using the second model (see Fig. 3.6).
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3.5. Plastic deformations
So far, only elastic deformations were taken into account. Thereby, we assumed a suffi-
ciently small characteristic transformations strain, ε0ik 1, which sometimes may be not
legitimate because of quite large structural differences between the phases. In these cases
additional dissipative processes like defect emission or irreversible plastic deformations
may become substantial [128].
As a first step towards modeling these situations, we start to incorporate the isotropic
Von Mises (or J2) plasticity model including linear isotropic hardening. Notice that this
rate-independent plasticity model does not introduce a new time scale, and hence it is
from a physical point of view the simplest extension. In principle this plasticity model
behaves quite simple: Whenever the norm of the deviatoric stress, sik = σik−σllδik/d,
(d is the spatial dimension), reaches the current yield stress Y (α¯), the system starts to
deform plastically such that the total stresses do not exceed the yield threshold. The latter
may depend on the materials deformation history, as given by the equivalent plastic strain
α¯ , if additionally hardening processes are taken into account.
3.5.1. Phase field model for plasticity
In analogy to the elastic part (see section 3.2), the model treats also the yield stress and
hardening parameters as phase field dependent. In turn the plastic deformations are re-
garded to be bulk properties which shall not influence the phase field dynamics as these
processes account for dissipation at the interfaces.
The numerical solution of inelasticity in solid mechanics is based on the iterative so-
lution of the discretized version of the momentum balance equations arising from dis-
cretization procedures, see e.g. [107]. Although finite elements are standard, we use finite
differences along with relaxation methods here. Due to the principle of local action, the
material behavior at a material point merely depends on the direct environment of this
point. Therefore, the sole input for classical inelastic constitutive equations – like Von
Mises plasticity – is the local displacement or strain field along with history variables.
Hence, the evolution equations of plastic flow are integrated on a local, material point
level. The link between the »global« boundary value problem of finding the equilibrium
solution and the »local« initial value problem of inelastic stress response is the total strain
tensor as derived from the unknown (nodal) displacements.
Here, we assume an additive decomposition of the total strain tensor in elastic and
plastic parts, εik = εeik + ε
p
ik. The plastic part follows from time integration of the plastic
evolution equations. If the yield function
f =
√
siksik−
√
2
3
Y (α¯) (3.56)
is larger or equal to zero, plastic flow commences in the considered material point and the
associated plastic flow rule
ε˙ pik = γ
d f
dσik
(3.57)
is integrated by Backward Euler. The consistency parameter γ , which also determines
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the evolution of equivalent plastic strain, ˙¯α = γ
√
2/3, is calculated from the consistency
condition γ f˙ = 0 for f = 0. An elasto-plastic operator split leads to the radial-return
method, where the stress state of the elastic predictor is corrected by a (radial) projection
onto the yield surface, f = 0, which expands in the case of isotropic strain hardening and
shifts in the case of kinematical hardening. We checked the validity of the implementation
within the phase field framework for cyclic loading of a pure solid phase for uniaxial strain
as well as simple shear and recovered the expecting loading cycles.
3.5.2. Plastic deformation near a circular hole
As a first non trivial check of the implementation, we consider is a circular hole in a
two-dimensional domain, which is strained hydrostatically far away from the hole. For
simplicity, we consider here only the case without hardening, so that in any case the cur-
rent yield stress equals its initial threshold value Y =Y0. Within the phase field description
this inhomogeneous system is modeled with vanishing elastic constants inside the hole.
Then the interface to the solid phases is – as usual – smeared out on the scale of the phase
field interface thickness, which automatically leads to traction free surfaces [116].
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Figure 3.8.: This plot shows the distribution of deviatoric stress in a two dimensional
hydrostatically strained body with a circular hole, where the hydrostatic pres-
sure exceeds the threshold and plastic deformations arise around the hole.
We compare the results from the phase field model (denoted by the coloring)
with the analytical prediction (red lines). The parameters are chosen to be
L/R = 40, ε = 0.04.
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Figure 3.9.: Radius of the plastic region as function of the remote hydrostatic strain. The
plot shows data from different system sizes, and the values extrapolated to
L/R = ∞ are in reasonable agreement with the analytical result for an in-
finitely large system.
In this radially symmetric system, the stress is concentrated around the hole with radius
R. For sufficiently large hydrostatic pressure σ∞ the stress can reach the yield limit already
at a larger radius R1. Then, outside this circle the material shows elastic behavior, but
within the ring R < r < R1 we obtain the plastic deformations. The analytical solution
to this radially symmetric model is given in [79]. For a two-dimensional situation the
nonvanishing entries of the stress tensor can be written in polar coordinates (r,ϕ) as
σrr =−p− s, σϕϕ =−p+ s, (3.58)
which follows directly from the definition of the two dimensional deviatoric stress s =
(σϕϕ −σrr)/2, if p is the hydrostatic contribution to the local stress. In the absence of
inertial effects, balance of forces implies
∂ p
∂ r
=
1
r2
∂
∂ r
(
r2s
)
. (3.59)
In the elastic region, r > R1, the solution is p = −σ∞, where σ∞ is the remote hydro-
static pressure, and s = Y0R21/
√
3r2. In the plastic region s = Y0/
√
3 and p = −σ∞−
2Y0 ln(r/R1)/
√
3. The radius of the plastic region follows from the condition of vanish-
59
3. Nonisothermal phase field modeling with elastic effects
ing normal stresses on the boundary of the circular hole and gives
R1 = Rexp
[
1
2
(√
3σ∞
Y0
−1
)]
, (3.60)
which grows exponentially with the applied stress.
For the numerical investigations, we take a quadratic system of size L×L and a circular
hole in its center. At its boundaries the system is stretched orthogonally to the edges with
the same strain ε = σ∞/2(µ +λ ). For a sufficiently big system, L R1, the results are
compared to the analytical prediction. For finite system sizes, the range of the »singular«
elastic field of the hole reaches the boundaries (where the displacement is kept fixed) and
therefore leads to deviations; this effect is obviously larger for higher strains. Specifically,
we choose a hole radius R = 20∆x (∆x is the lattice unit) and Y0/(λ + µ) = 0.037 and
ν = 1/3; system sizes vary between L/R = 10 to L/R = 40, and we use an interface
thickness of ξ/∆x = 2. The results are shown in Fig. 3.9.
In the limit of large systems they agree with the analytical prediction; remaining de-
viations stem mainly from the finite hole radius R/ξ , which is defined only up to R± ξ
within the phase field framework. We can therefore conclude that the plastic behavior is
captured correctly
3.6. Conclusion
In this chapter, we derived a thermodynamically consistent nonisothermal phase field
model for solid-state transformations, which also accounts for elastodynamic effects. Fur-
thermore, we presented details of the numerical implementation, which is based on finite
difference schemes. To assure that the average elastic energy does not change in time,
we used a generic approach being symmetric in time and defined the elastic displacement
fields on a staggered grid.
To test the implementation, we studied here two major aspects of this model: First,
thermal diffusion without elastic effects, and second the influence of lattice strain on the
kinetic growth of an elastic finger. Concerning the diffusion limited growth of the planar
front, we find convincing quantitative agreement with the theoretically predicted behavior.
Apart from that we also simulated dendritic growth in a channel, where we recovered the
two characteristic morphologies that are known from the literature: First the symmetric
and second the parity broken finger. Furthermore, these steady state solutions obtained
from the phase field model show the dendritic selection in the channel if λ ≥ 1/2 even
for isotropic surface tension, and the breaking of the parity in the regime of large channel
widths W/d0.
Concerning the elastic part of the model, we gave special attention to the coupling
between the phase field and the elastic fields, which is not unique in the sense that different
choices can lead to the same sharp interface limit. Therefore, we considered here two
different implementations of the elastic part, and compared the growth velocities obtained
from the two different models in the case of a constant temperature field. With analytic
calculations supplemented by a numerical study we could show that the second model can
be mapped to the first, just by a renormalization of the surface energy.
The phase field models presented here are clearly dedicated to the problem of diffu-
sional transformations in solids, which we will discuss in the next chapter. However,
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especially the implementation of the elastodynamic solver provides already the basis for
the phase field model for crack propagation used in chapter 5.
Finally, as an outlook for further investigations on the kinetics of solid-state transfor-
mations, we discussed the incorporation of the isotropic J2 plasticity. The implementation
has been checked by considering the plastic deformations which can arise around a cir-
cular hole in a two-dimensional domain that is strained hydrostatically far away from the
hole.
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4. Diffusional phase
transformations in solids
Improving materials properties just by processing the raw substance in a certain manner,
like for instance the hardening of steel during quenching, has ever been a very fascinat-
ing and also technological important topic. Nowadays, we understand that the underlying
physical processes, which actually lead to the improvement of the materials properties,
are related to a self-organized evolution of the materials microstructure under the influ-
ence of the external processing conditions. Here, the microstructure is a complicated
network of all the possible (stable and metastable) thermodynamic phases of the material,
while its evolution is manifested via transformations between the phases. Consequently,
understanding the dynamics of these phase transformation processes provides the key to
microstructure evolution, and is therefore essential for many technological and scientific
applications.
In case of transformations between different solid phases, these pattern formation pro-
cesses are very often accompanied by strong elastic deformations. The latter typically
occur due to density or structural differences between adjacent phases, which provoke
stresses at the moving interfaces. Interestingly, via an assignment of a characteristic lattice
strain to the specific solid state phase transformation, the underlying structural change of
the crystal lattice often can be modeled efficiently within the frame work of a continuous
description. In this spirit, »strain influences« on the formation of equilibrium heterophase
structures has been throughoutly discussed in the literature [72, 104]. Nevertheless, the
elastic influence on pattern formation during nonequilibrium growth conditions is still far
less understood.
Based on kinetic considerations, solid-to-solid phase transformations are typically cat-
egorized as displacive and diffusive [36]. The latter, as it takes place on diffusive time
scales, is understood to proceed similarly to solidification, which is typically described
using a local equilibrium approximation (see section 2.1 of the introduction). In dis-
placive phase transformations – such as martensitic transformations [72, 17] – the crystal
structure changes through a unit cell distortion, without any long-range diffusive inter-
action. In contrast, this type of transformations is typically modeled by interface kinetic
descriptions [11, 127, 6]. Within this chapter we will restrict to diffusive transformations
in the local equilibrium approximation.
We point out that there are many important analogies between solidification and dif-
fusional solid-state transformation, as also reported in the recent review article on the
subject [10]. For instance the coupled growth scenario during a eutectic transformation
can be compared with its solid-state analog the eutectoid reaction: For pearlite (eutec-
toid) growth, Pearson and Verhoeven [91, 125] showed that the eutectic scaling laws are
obeyed. However, they found a disagreement between the absolute values of the solid-
ification theory and the solid state measurements. Recently, this discrepancy has been
shown to disappear in simulations, which additionally account for the effect from lattice
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strain [120]. Another example may be the growth of so-called Widmanstätten precip-
itates, which show approximately paraboloidal fronts near the tip, similar to dendritic
structures [122, 15]. Here, it is believed that such a plate shaped precipitation process is
related to strong anisotropies of surface tension and interfacial mobility, which are gen-
erally understood to be more pronounced in solid-solid transformations [2, 3]. In this
spirit, the formation of Widmanstätten ferrite has been modeled using highly anisotropic
interfacial energies [83], but neglecting the effect from elasticity. Interestingly, also for
the Widmanstätten plates there is experimental evidence for a significant influence from
externally applied stresses [133]. Thus, in combination with other recent experimental
results Widmanstätten precipitation[94] tells us that we are still far away form a detailed
understanding of these complicated structures, and fundamental questions about the role
of elastic effects during nonequilibrium growth arise.
On the other hand, microscopic solvability theory of solidification has been very suc-
cessful in describing certain properties of pattern formation during nonequilibrium growth.
Here, the questions concerning existence, shape and growth velocity of steady state pat-
terns in solidification crucially depend on selection mechanisms. In this spirit, the influ-
ence of many different physical effects on solidification or melting processes has been
studied throughout the years [71, 28, 22]. For example, the effect of isotropic surface ten-
sion was proven not to serve as a selection mechanism for a solution, whereas anisotropic
surface tension leads to a unique solution. Recently, a theory of dendritic growth in the
presence of lattice strain has been proposed [95]. Here, the striking result was that due
to these elastic effects dendritic selection is even possible without anisotropy of surface
energy. In this sense, elastic effects serve as a new selection mechanism.
In this chapter we address fundamental questions concerning pattern formation during
diffusion limited solid-state transformations. Special emphasis is given to elastic effects,
which arise from structural differences between adjacent solid phases. In particular, we
address the question under which circumstances the elastic influence can lead to a pattern
selection. Therefore, by intention, the investigations are restricted to isotropic mobility
and surface energy, symmetrical models of heat or component diffusion, local equilibrium
conditions at the propagating interfaces and the absence of defects and plastic effects.
Furthermore, we consider here simple model systems, where the application of isotropic
elasticity is legitimate. As numerical tools we consider two rather complementary meth-
ods: First, a steady state sharp interface method, which is based on Green’s function
techniques, and second the fully dynamic phase field method, which has already proven
to be a powerful tool to investigate solid-state transformations [35, 119, 128].
The chapter is organised in the following way: We start with the formulation of our
physical model for diffusion limited solid-state transformations in section 6. Therefore
we extend the set of sharp interface equations describing the problem of solidification
by certain boundary conditions and bulk equations for the elastic fields. The latter are
coupled to the original problem via the above mentioned characteristic lattice strain or
eigenstrain. Then, in section 4.2, we discuss nonequilibrium growth in the free space,
where both thermal and elastic fields can be eliminated by Green’s function techniques.
This yields a closed nonlinear integro-differential equation for the evolution of the in-
terface, which can be solved numerically. The subsequent section (Sec. 4.3) deals with
nonequilibrium growth in a finite channel. The latter manifests itself via additional bound-
ary conditions, which have to be imposed at the channel walls. In particular, we consider
three different types of boundary conditions, corresponding to three physically different
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channels. For each of these systems equilibrium heterophase parameters and growth con-
ditions are related via analytical calculations to the remote undercooling. To simulate
channel growth under nonequilibrium conditions we use the phase field method, which
also allows to study transient states. Finally, in sections 4.4 and 4.5, as an application we
discuss single and bicrystal growth respectively, for various different choices of the lattice
strain.
Parts of this chapter have been published in [47, 46, 22].
4.1. Formulation of the problem
In formulating a »clean« and well-posed theoretical model for diffusional solid-state
transformations, the basic strategy is here to extend microscopic solvability theory for
solidification by mechanical degrees of freedom. As a single and well defined influence
of mechanics on the thermodynamics of phase transformations, we solely account for the
elastic shift of the phase equilibrium temperature. The idea behind is the fundamental
observation that the application of mechanical pressure changes the phase transition tem-
peratures of a material, as expressed also through the well known Clausius-Clapeyron
equation. On the other side, elastic deformations are considered to arise only from struc-
tural differences between two or more transforming solid phases. A particular example is
here the case, where two phases with different densities transform into each other. After a
certain amount of the mother phase is transformed, the new phase adjusts its volume ac-
cording to the density difference, and thereby causes long-range elastic stresses depending
on how the two phases are mechanically connected.
We start with a brief review of diffusion limits phase transformations, which has al-
ready been discussed in the context of solidification in section 2.1. We consider a non-
equilibrium system consisting of two solid phases below the bulk equilibrium temperature
Teq. The thermodynamically favorable phase β grows at the expense of the high tempera-
ture phase α . Far ahead of the propagating α/β -interface, the initial metastable phase α
is exposed to the undercooling temperature T∞. The motion of the interface causes a re-
lease of latent heat L, which can diffuse in the bulk solid phases according to the diffusion
equation,
D∇2w =
∂w
∂ t
. (4.1)
where we have defined the dimensionless temperature as w = C(T −T∞)/L. Note that,
for simplicity the thermal diffusivity D as well as the heat capacity C are assumed to be
equal in both phases (symmetrical model).
By thermal energy conservation, the interface normal velocity υn can be related to the
local heat flux and generation or absorption of latent transformation heat L,
υn =Dn · (∇w[β ]int −∇w[α]int ), (4.2)
where n denotes the interface normal and the superscripts denote the phases. This con-
dition serves as a boundary condition for the temperature gradient at the interface, as
indicated also by the subscript int.
Apart from the gradient, also the interface temperature directly has to be specified at a
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boundary, and we assume the local phase equilibrium condition at the moving interface.
We would like to point out that in contrast to solidification, the validity of the assump-
tion of local phase equilibrium is experimentally not yet fully confirmed for solid-state
phase transformations. Nevertheless we use the local equilibrium approximation here for
our model of solid-state transformations. For a planar, stress free interface the interface
temperature is given by w = ∆, with ∆ = C(Teq− T∞)/L. Capillary corrections due to
the Gibbs-Thompson effect induce also curvature dependent terms to the local equilib-
rium condition, and by intention we discuss only the case of isotropic surface tension
γ . Finally, as mentioned above, elastic effects solely enter into the problem via an addi-
tional change of the interface temperature. Altogether, this leads to the local equilibrium
boundary condition [95]
wint = ∆−d0κ+ TeqCL2 δ F˜el, (4.3)
with d0 = γTeqC/L2 being the capillary length and κ the local curvature of the interface,
counted positive for a convex phase β . Here, δ F˜el is the elastic contribution to the chem-
ical potential. It is important to mention that this quantity depends locally on the elastic
deformation of the entire system, therefore introducing additional nonlocal effects.
4.1.1. Mechanics
In contrast to previous investigations [25, 26], we assume the phases to be coherently con-
nected, i.e. we neglect the appearance of any slips, detachments or defect formation at the
interfaces, which is reasonable for small misfits. We would like to point out, that the pre-
cise formulation of the mechanical boundary conditions are substancial. For example, the
well-known effect of elastic hysteresis [72, 104], which was proven to disappear without
coherency [26], is included in the present model.
According to the Lagrangian description of linear elasticity, the mechanical degrees of
freedom are described through a continuous displacement field u (see also section 2.2).
The coherency condition then demands that the displacements of both phases have to be
equal at the interface, u[α] = u[β ]. This implies for the strain tensor εik, defined as the
symmetrical spatial derivatives of the displacements, εik = (∂ui/∂xk +∂uk/∂xi)/2, that
tangential and shear components εττ ,εsτ ,εss are continuous at the interface, with τ,s being
the two tangential directions in three dimensions.
From now on, we restrict our considerations to linear isotropic elasticity. Taking the
relaxed state of the α phase as reference, the elastic contribution to the free energy reads
(see Eq. (2.43) of the introduction)
F [α]el =
E
2(1+ν)
(
ν
1−2ν ε
2
ii + ε
2
ik
)
, (4.4)
where E and ν are Young’s elastic modulus and Poisson ratio, respectively. We use here
the sum convention for repeated indices for the sake of brevity. In contrast, the elastic
contribution to the free energy density of the new phase β reads
F [β ]el =
E
2(1+ν)
(
ν
1−2ν
(
εii− ε0ii
)2
+
(
εik− ε0ik
)2)
, (4.5)
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which has another state of zero elastic energy due to the lattice strain ε0ik assigned to the
phase transformation (see for example [72, 104]). In the following we will call ε0ik the
eigenstrain of the transformation. Particular cases of eigenstrains and their interpretation
will be discussed in the next section.
The stresses are defined as the derivative of the free energy with respect to the strains,
Eq. (2.41), σik = ∂F/∂εik . Notice that due to the coherency constraint [100, 113, 45],
the elastic shift of the equilibrium temperature is proportional to the difference of a new
potential δ F˜el = F˜
[α]
el − F˜ [β ]el , which is related to the elastic free energy Fel via the Legendre
transformation F˜el = Fel−σnnεnn−2σnτεnτ −2σnsεns.
The mechanical equilibrium σ [α]nn = σ
[β ]
nn ,σ
[α]
nτ = σ
[β ]
nτ and σ
[α]
ns = σ
[β ]
ns and coherency
conditions provide expressions for the discontinuous jumps of the strains at the interface
ε [β ]nn − ε [α]nn =ε0nn+
ν
1−ν (ε
0
ss+ ε
0
ττ), (4.6)
ε [β ]nτ − ε [α]nτ =ε0nτ , ε [β ]ns − ε [α]ns = ε0ns, (4.7)
which are only related to the imposed eigenstrain. Again we define an eigenstress tensor
via Hooke’s law
σ0ik =
E
1+ν
(
ε0ik +
ν
1−2ν δikε
0
ll
)
, (4.8)
we obtain after straightforward algebraic manipulations (see appendix A.2) for the elastic
contribution to the local equilibrium condition Eq. (4.3)
δ F˜el =σ0ikε
[α]
ik −
∆elL2
CTeq
, (4.9)
where we introduced the constant elastic hysteresis shift as
∆el =
CTeqE
2(1−ν2)L2
(
(ε0ττ)
2+(ε0ss)
2+2νε0ττε
0
ss+2(1−ν)(ε0τs)2
)
. (4.10)
Apparently, the elastic contribution to the local equilibrium depends on the strain state at
the interface.
As already implicitly assumed above, the elastic degrees of freedom relax fast on diffu-
sive timescales, and therefore the application of static elasticity is legitimate. Therefore,
Newton’s second law becomes
∂σik
∂xk
= 0. (4.11)
The above set of equations has to be supplemented by boundary conditions at the exter-
nal system boundaries, and we will discuss different scenarios below. They complete the
self-consistent description of the moving boundary problem, which require the simulta-
neous solution of the elastic and diffusion equations, coupled via the boundary conditions
at the propagating interfaces, leading to a complicated nonlinear and nonlocal problem.
We note that we will later also discuss more complicated situations with more than one
growing phase. Then, also similar boundary conditions and equations have to be set up
for the interfaces between them. Typically, also triple junctions will appear, where the
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contact angles are given by Young’s law.
4.1.2. Modelling structural transformations
The simplest case is to assume a transition which involves only a density change between
the two phases, whereas the crystal lattice symmetry is conserved during the transforma-
tion. Then, in a stress free environment the new phase β takes uniformly more or less
space in all directions which, compared to the stress free state of the reference phase α ,
shifts the strain state of zero stress accordingly. Consequently, we introduce the charac-
teristic lattice strain or eigenstrain, εdik = εδik, as stress free strain for the new phase β .
Notice that this kind of transformations, to which we will refer to as dilatational eigen-
strain, only changes the volume of an elementary cell, and not its relative dimensions or
its scaled shape.
The opposite case are transformations, where the volume of the unit cell is conserved
and only the shape is changed. These shear transformations are characterized by a trace-
less eigenstrain tensor. A particular transition involving shear strain occurs for instance
in hexagonal crystals. The microstructural development during precipitation of a coher-
ent orthorhombic phase (O-phase) from an α2 matrix in a Ti-Al-Nb system undergoes a
hexagonal to orthorhombic transition [129, 131, 132, 130, 39, 102]. Here, the transition
leads to a lowering of the symmetry from C6 to C2, the orthorhombic phase has three
orientation variants with equal energy and formation probability in an isotropic environ-
ment. We assume that the lattice parameter difference between the hexagonal and the
orthorhombic phases along the principal axis can be neglected. This orientation is con-
veniently chosen to point in the z direction, so that the transformation appears in the xy
plane. Due to the original hexagonal symmetry of the initial α phase, we obtain three
possible thermodynamically equivalent orientation variants for the orthorhombic new β
phase (See Fig. 4.1).
Figure 4.1.: Visualisation of the hexagonal to orthorhombic transformation. From the
symmetry it is obvious, that the orientation angle ϑ of the new orthorhombic
phase can have only the three different values 0,±2pi/3.
If the [101¯0] direction of the parent hexagonal phase is aligned with the x direction,
as drawn in the figure, then the non-vanishing components of the eigenstrain tensor for
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this shear transformation are given by εxx = −εyy = ε cos2ϑ and εxy = ε sin2ϑ , where
the relative orientation angle ϑ is either ϑ = 0 for the first or ϑ =±2pi/3 for the second
and third variant respectively. Nevertheless, since our continuous model does not allow
the direct control of the orientation of the hexagonal α phase, we also do not have access
to the relative orientation angle ϑ . In our case, the only predefined direction is given by
the growth velocity, since the model is isotropic in all respects except the choice of the
eigenstrain tensor. Therefore, for us the more important angle is the angle between the di-
rection of the growth velocity and the orientation of the actual variant of the orthorhombic
β phase. However, let us call this angle ϕ , then we obtain for the non vanishing compo-
nents of the eigenstrain tensor, εsxx = −εsyy = ε cos2ϕ and εsxy = ε sin2ϕ , where now the
angle ϕ is continuous.
Apart from this, we also consider a more generic mixed mode case, where the self-strain
of the transformation is a linear combination of the above two different transformations.
In particular, we consider the following eigenstrain tensor
ε0ik(η ,ϕ) = ηε
d
ik− (1−η)εsik(ϕ), (4.12)
where η is the mixing parameter and εdik and ε
s
ik(ϕ) are the dilatational and shear eigen-
strain tensors, respectively.
4.2. Free growth
As a first application, we discuss the growth of the stable β phase from the metastable α
phase in an infinitely large system, which is exposed to the temperature T∞ far away from
the interface. For simplicity, we discuss an effectively two-dimensional infinite system,
assuming translational invariance in z direction. In particular, we assume a plane strain
situation from point of view of elasticity. Also, we choose the elastic boundary conditions
such that all stresses decay far away from the interface.
Seeking for steady state solutions in free space, we use Green’s function methods for
solving both the elastic and the diffusional problem, to finally obtain self-consistently
the shape and the velocity of the growing front. While the derivation of the integral
representation of the thermal field is well-known, see e.g. [76], we present the calcula-
tion of δ F˜el in more detail [95]. To this end, we express the elastic problem using the
eigenstrain-independent stress tensor σ˜ik; for the α phase it is the same as the nominal
stress, σ˜ [α]ik = σ
[α]
ik , whereas in the β phase it is σ˜
[β ]
ik = σ
[β ]
ik +σ
0
ik. In terms of the new
stress tensor σ˜ik, the mechanical equilibrium equation ∂ σ˜ik/∂xk = fi introduces a force
density which is localized on the interface and vanishes in the bulk,
fi = σ˜
[β ]
in − σ˜ [α]in = σ0in. (4.13)
This means that the problem of two coherently connected solids with different reference
state is equivalent to a monolithic material with a distribution of point forces along the
interface. We can therefore use an integral representation of the displacement field,
ui =
∫
ds′Gik(r− r′) fk(r′), (4.14)
where the integration is performed along the interface, and the free-space Green’s tensor
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Gik(r− r′) of the elastic problem is given by [74]
Gik(r) =
1+ν
4pi(1−ν)E
(xixk
r2
− (3−4ν)δik lnr
)
. (4.15)
This function is the displacement response at r to a point force located at the origin. As
a result, the mismatch provokes long-ranged elastic deformations, and therefore induces
a nonlocal character to the problem. The above expressions can then be used to calculate
the elastic influence on the interface temperature wint .
Far behind the tip the interface profile becomes parabolic and is described asymptoti-
cally by the Ivantsov parabola [61]. In this region, the elastic strains have decayed, and
only the constant local contribution to δ F˜el (second term in Eq. 4.9) remains. Conse-
quently, the effective driving force ∆˜ consists not only of the thermal undercooling ∆,
which is controlled by the applied temperature T∞, but also of the contribution ∆el from
the elasticity. The elastic effects therefore induce a shift of the equilibrium temperature,
and the effective undercooling ∆˜ is lower than the actually applied thermal driving force,
∆˜= ∆−∆el, (4.16)
By elimination of the thermal field in the spirit of [76] and eliminating the elastic fields,
with the use of the integral representation for the displacements Eq. (4.14), we can derive
the steady state equation for the shape of the solid-solid interface in a closed dimension-
less representation, which reads in the co-moving frame of reference [95],
∆− d0κ
R
+
TeqCδ F˜el
L2
=
p
pi
∫ ∞
−∞
dx′ exp[−p(x(y)− x(y′))]K0(pµ(y,y′)). (4.17)
Here, p = υR/2D denotes the Peclet number, which is proportional to the product of the
steady state velocity υ and the radius R of the tip-curvature of the asymptotic Ivantsov
parabola. It is related to the driving force by the implicit relation ∆˜ =√pi pep erfc(√p).
Furthermore, K0 is the modified Bessel function of third kind in zeroth order, and µ(y,y′)=
[(y−y′)2+(x(y)−x(y′))2]1/2. Note that all lengths in the above expression were rescaled
by the Ivantsov parabola radius R.
Since heat release as well as elasticity depend nonlocally on the interface shape and
vice versa, the central equations (4.1) – (4.3), together with the expression for the elastic
contribution (4.9), result in the complicated integro-differential equation (4.17) for the
interface shape. It differs from conventional dendritic growth by the appearance of the
elastic term. To better understand its influence, we briefly review the solvability con-
ditions for classical dendritic growth [71, 28], for situations with pure dilatational and
shear strain [95], and cases with a triple junction [24] for the growth along a grain bound-
ary: In classical dendritic growth, any solution for isotropic surface tension with nonzero
solvability parameter σ = d0/pR must exhibit a finite negative tip kink angles. For this
reason, dendritic growth is not possible for isotropic surface energy, since no smooth
dendrite profiles exist. An isotropic eigenstrain tensor leads only to a constant shift of
the equilibrium interface temperature, and therefore suffers from the same missing selec-
tion as the dendrite problem without surface tension anisotropy. The presence of a shear
eigenstrain, which will also be discussed in more detail below, most probably leads to the
propagation of a bicrystal. In this case, the elastic effects operate as new selection mecha-
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nism [95]. Independent of this elastically induced selection mechanisms, the presence of
a triple junction alone also works as a selection mechanism [24, 22]. Here, the tip is not
smooth with a dihedral angle that is determined by the grain boundary and interfacial free
energies.
Concerning the numerical solution of Eq. (4.17) we point out, although it represents
the whole problem now also including elastic effects, it is still formally similar to closed
representations known from conventional dendritic growth. Therefore, we can solve the
corresponding eigenvalue problem numerically for the steady state shape and the stability
parameter σ = σ∗ exactly in the spirit of Ref. [85].
4.3. Channel growth
The growth of the β phase in an infinitely long channel of finite width W differs signif-
icantly from the free growth scenario discussed above. Here, the channel walls specify
a certain direction which, to some extend, breaks the overall isotropy of the system. We
discuss three different types of boundary conditions for the temperature and the elastic
fields at the channel walls, which all allow for phase coexistence in a finite range of un-
dercoolings. As first setup, we consider isothermal channel walls and fixed grip boundary
conditions for the displacement, i.e. ux ≡ 0 and uy ≡ 0; we refer to this case as ISO. The
second set of boundary conditions (denoted by FG) corresponds to a thermally insulated,
∂T/∂y = 0, and also elastically confined channel, with fixed displacements. Finally,
the third setup is a thermally insulating but now infinitely compliable channel, where no
stresses act on the walls (SF).
In each case, the system is again assumed to be effectively two-dimensional by trans-
lational invariance in z-direction, and the α phase far in front of the growing tip is set to
the undercooling temperature T∞, while from a mechanical point of view, the material is
fully relaxed there. Not only far ahead of the growing front (in the metastable α phase),
but also in the tail region, the system reaches a homogeneous state, where the tempera-
ture becomes constant and the interfaces do not move any more. This corresponds to the
thermodynamic equilibrium with the constraints given by the different types of boundary
conditions. In particular, there is typically an interval of undercoolings, where we obtain a
two-phase mixture far behind the tip. The asymptotic volume fraction λ of the new phase
can then even be calculated analytically, and also the temperature difference between tip
and tail can be computed, which is only relevant for insulating boundaries.
4.3.1. Isothermal channel walls (ISO)
Fig. 4.2 shows the geometrical setup for the channel growth, with isothermal channel
walls. In the tail regime far behind the tip phase coexistence is possible within a finite
range of undercoolings, due to the elastic confinement of the system. Since asymptotically
far behind the tip the phase boundaries become straight we can calculate there analytically
the volume fraction λ of the new phase β as well as the elastic fields and the elastic energy.
Let us first calculate the asymptotic elastic fields as a function of the fraction on new
phase λ . The clamped boundary conditions ux≡ 0 and uy≡ 0 at the channel walls together
with the coherency condition at the phase boundary demand
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Figure 4.2.: Geometrical setup for the channel growth scenario ISO, with isothermal
channel walls at the temperature T∞ and fixed displacements, i.e. ux ≡ 0 and
uy ≡ 0. In the channel an equilibrium solid phase β is growing with a ve-
locity υ into the metastable α phase. The interface contour (denoted by the
bold solid line) and the dimensionless temperature field (illustrated by the
coloring) are obtained by a phase field simulation. The parameters for the
considered case are ∆˜ = 1/3, ∆el = 0.05 and bel = 5/6. Asymptotically far
behind the tip, where the interface becomes straight, the simulation confirms
the analytic prediction Eq. (4.24) for the asymptotic fraction of new phase
as λsim = 0.395. For this simulation we choose a diagonal eigenstrain tensor
with ε0xx = 0,ε0yy = ε,ε0zz = ε/2 (η = 0.5, ϕ = 0), and we observe the velocity
selection by elasticity as discussed in section 4.4.
(1−λ )ε [α]yy +λε [β ]yy = 0, (4.18)
(1−λ )ε [α]xy +λε [β ]xy = 0. (4.19)
While ε [α/β ]xx vanish asymptotically, the strain components ε
[α/β ]
yy and ε
[α/β ]
xy are obtained
by inserting the interface jump conditions Eqs. (4.6) and (4.7) into the above equations.
Consequently, for the non-vanishing components of the stress tensor we obtain σ [α/β ]yy =
−σ0yyλ , σ [α/β ]xy =−σ0xyλ , σ [β ]xx = ν(1−λ )σ0yy/(1−ν)−σ0xx and σ [β ]zz = ν(1−λ )σ0yy/(1−
ν)−σ0zz.
Now we introduce the energy excess δF , due to the appearance of a finite fraction of
the new phase λ . It is defined as the difference between the energy for λ = 0 without any
phase β and the energy with an arbitrary but finite fraction,
δF =−W
(
λF [β ]el +(1−λ )F [α]el
)
−2γ+λW L
2∆
CTeq
. (4.20)
Initially, there is only the elastically relaxed but metastable phase α at the constant tem-
perature T∞. As soon as we have a finite phase fraction λ , the energy increases by elastic
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and capillary contributions. The last term accounts for free energy excess due to the ap-
pearance of a finite amount of thermodynamically favorable β phase. Inserting the elastic
fields into the elastic contribution of the free energy excess, we get
δFel(λ ) =−W
(
λ
1
2
σ [β ]ik
(
ε [β ]ik − ε0ik
)
+
1
2
(1−λ )σ [α]ik ε [α]ik
)
=
1
2
λW
(
σyyε0yy+2σxyε
0
xy+σ
[β ]
xx ε0xx+σ
[β ]
zz ε0zz
)
(4.21)
Then, after straight forward algebraic manipulations, we obtain for the free energy excess
as a function of the asymptotic phase fraction λ
δF (λ ) =
WL2
CTeq
(
(∆−∆el)λ − 12belλ
2− 2d0
W
)
, (4.22)
where the ∆el is the elastic hysteresis shift, as already introduced above in Eq. (4.10),
d0 = γCTeq/L2 is the capillary length and
bel =
CTeq(1+ν)
L2E
(
(1−2ν)
(1−ν)
(
σ0yy
)2
+2
(
σ0xy
)2)
, (4.23)
is a parameter introduced for brevity of presentation, which basically depends on the
type of eigenstrain. The maximum of the energy excess, ∂δF (λ )/∂λ = 0, provides the
fraction of new phase
λ [ISO] =
∆˜
bel
. (4.24)
where ∆˜= ∆−∆el is the dimensionless driving force as introduced above.
Finally, growth of the β phase demands that the free energy excess Eq. (4.20) as a
function of the dimensionless driving force Eq. (4.24) has to be positive, since the total
free energy has to decay in this dissipative process and far behind the tip thermodynamic
equilibrium has to be reached. In other words, the growth condition demands that the
driving force has to exceed the critical driving force [46]
∆˜[ISO]crit =
√
4d0
W
bel (4.25)
in order to make the growth in the channel energetically possible.
If the fraction λ is in the range 0 < λ < 1 and the driving force is higher than the
critical driving force, phase coexistence in the asymptotic regime is present. Notice, that
Eqs. (4.24) and (4.25) can also be obtained via an other calculation using not the free
energy excess but instead the local equilibrium condition Eq. (4.3). For the case of a
dilatational eigenstrain εdik = εδik this calculation is demonstrated in [27].
4.3.2. The thermally insulating and confined channel (FG)
Let us now switch to the situation of thermally insulating channel walls ∂T/∂y = 0,
while for the displacements we still consider fixed grip boundary conditions, ux ≡ 0 and
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uy ≡ 0. In contrast to the isothermal boundary conditions discussed above, for thermally
insulating channel walls the temperature in the tail region is not a control parameter but
has to be found self-consistently.
Figure 4.3.: Geometrical setup of a single crystal of an equilibrium solid phase β , grow-
ing with the steady state velocity υ in a confined and thermally insulated
channel of width W (FG). The interface contour (denoted by the bold solid
line) and the temperature field (illustrated by the coloring) are obtained by a
phase field simulation. For this simulation we have used the following set of
parameters: ∆˜ = 11/15, ∆el = 0.05 and bel = 5/6, while the non-vanishing
components of the eigenstrain tensor have been: ε0xx = 0,ε0yy = ε,ε0zz = ε/2
(η = 0.5, ϕ = 0). Asymptotically far behind the tip, where the interface
becomes straight, the simulation confirms the asymptotic fraction of new
phase as λsim = 0.396, and the average tail temperature can be measured as
C(T−∞−T∞)/L = 0.4, which agrees with the theoretical prediction, and we
observe the velocity selection by elasticity as discussed in section 4.4.
Again, we calculate the energy excess δF , due to the appearance of a finite fraction of
the new phase λ , which is defined as the difference between the energy for λ = 0 without
any phase β and the energy with an arbitrary but finite fraction,
δF =−W
(
λF [β ]el +(1−λ )F [α]el
)
−2γ+W
λ∫
0
(
L(Teq−T (λ ′))
Teq
)
dλ ′. (4.26)
From point of view of elasticity, nothing has changed compared to the situation with
isothermal boundary conditions, and we can use the above outcome for the elastic energy
excess. What has changed is that instead of the constant thermal undercooling an integral
appears. The reason is that an increase of the amount of the β phase via phase transfor-
mation processes causes a relase of latent heat at the interface. Finally this leads to an
increase of the tail temperature due to the thermal insulation of the channel. Using the
heat conservation condition we find the relation between this temperature and the phase
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fraction to be
T (λ ) = T∞+λ
L
C
. (4.27)
Using this equation to evaluate the integral of Eq. (4.26), we obtain for the energy excess
in the FG case
δF (λ ) =
WL2
CTeq
(
(∆−∆el)λ − 12 (1+bel)λ
2− 2d0
W
)
, (4.28)
where again ∆el denotes the elastic hysteresis shift, see Eq. (4.10), d0 = γCTeq/L2 is the
capillary length and bel is given by Eq. (4.41). Thermodynamic equilibrium in the tail
regime far behind the tip demands maximization of the energy excess, ∂δF (λ )/∂λ =
0, which again provides the fraction of new phase β now for clamped and thermally
insulating boundaries
λ [FG](∆˜) =
∆˜
1+bel
. (4.29)
In addition to the maximum condition, growth of the β phase requires also the free energy
excess to be positive, δF (∆˜) > 0. This is equivalent to the condition ∆˜ > ∆˜crit , where
∆˜crit is given by [47]
∆˜[FG]crit =
√
4d0
W
(1+bel) (4.30)
Hence, for a driving force above the critical value, ∆˜> ∆˜crit , and for λ (∆˜)< 1 according
to Eq. (4.29), we obtain coexisting α and β phases in the tail region.
4.3.3. The thermally insulating and compliable channel (SF)
Before, as discussed in the foregoing two subsections, we only considered situations
of prescribed displacements (or strains) as elastic boundary conditions for the channel
walls. Now we switch to the other class of elastic boundary conditions, where the stresses
are prescribed. Specifically, we consider the channel walls to be thermally insulating
(∂T/∂y = 0) and elastically free surfaces, which demands vanishing stresses there,
σyy(y =±W/2) = 0; σxy(y =±W/2) = 0. (4.31)
This, of course, changes the elastic state of the whole system, which especially requires
us to recalculate the asymptotic elastic fields far behind the tip. There, the discontinuous
jumps of the strains at the interface Eqs. (4.6) and (4.7) due to the condition of mechanical
equilibrium and coherency result in non-zero stress components in the β phase,
σ [β ]xx =
−E
(1−ν2)
(
ε0xx+νε
0
zz
)
, σ [β ]zz =
−E
(1−ν2)
(
ε0zz+νε
0
xx
)
,
where the σ [β ]zz component appears due to the plane strain geometry.
Knowing the asymptotic elastic state as a function of the fraction of the new phase λ ,
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Figure 4.4.: Channel growth scenario SF with thermally insulating and infinitely compli-
able channel walls, where a single crystal of a high temperature solid phase
β grows into a metastable solid phase α . The interface contour (denoted by
the bold solid line) and the dimensionless elastic energy density field fel (il-
lustrated by the coloring) are obtained by a phase field simulation, and the
parameters for the considered case are ∆el = 0.05, ∆˜ = 0.6 and bel = 5/6.
Asymptotically far behind the tip, where the interface becomes straight, the
asymptotic fraction of new phase can be measured as λsim = 0.594, which is
in agreement with the theoretical prediction. For this simulation we choose a
diagonal eigenstrain tensor with ε0xx = 0,ε0yy = ε,ε0zz = ε/2 (η = 0.5, ϕ = 0),
and we observe the velocity selection by elasticity as discussed in section 4.4.
we again calculate the energy excess δF , see Eq. (4.26). For the elastic contribution, we
obtain for infinitely compliable channel walls
δF
W
=−λ 1
2
σ [β ]ik
(
ε [β ]ik − ε0ik
)
− 1
2
(1−λ )σ [α]ik ε [α]ik
=λ
1
2
(
σ [β ]xx ε0xx+σ
[β ]
zz ε0zz
)
Since the thermal energy contribution is already known from above (see Eq. (4.28)), the
total energy excess, due to the appearance of an arbitrary but finite phase fraction, reads
in the SF case as
δF (λ ) =
WL2
CTeq
(
(∆−∆el)λ − 12λ
2− 2d0
W
)
, (4.32)
where again d0 = γCTeq/L2 is the capillary length and ∆el is the elastic hysteresis shift
Eq. (4.10).
Variation of the energy excess with respect to the fraction of β -phase shows that the
thermodynamic equilibrium fraction λ of β phase and the driving force are equal,
λ [SF ] = ∆˜, (4.33)
and applying the growth criterion, δF > 0, we obtain for the critical driving force ∆˜[SF ]crit =√
4d0/W [22].
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4.3.4. Phase field modeling
Considering the channel geometry, we use a phase field formulation to solve the full
free boundary problem numerically. For the formulation of a phase field model, we first
introduce the order parameter φ , having the value φ = 1 in the initial α phase and the
value φ = 0 in the β phase. The two phases are separated by a smooth interface-region
of width ξ , where the phase field variable changes continuously between its bulk values,
φ = 0,1. We start from a free energy functional,
F [φ ,ui,T ] =
∫
V
( fs+ fdw+ fth+ fel)dV (4.34)
where fs(∇φ) = 3γξ (∇φ)2/2 is the gradient energy density and fdw(φ) = 6γφ2(1−
φ)2/ξ is the double well potential, guaranteeing that the free energy functional has two
local minima at φ = 0 and φ = 1 corresponding to the two distinct phases of the system.
The form of the double well potential and the gradient energy density are chosen such that
the phase field parameter ξ defines the interface width and the parameter γ corresponds
to the interface energy [54]. The thermal contribution to the free energy, fth(φ ,T ), is
proportional to the temperature deviation from thermal equilibrium,
fth = L
T −Teq
Teq
h(φ) (4.35)
where the interpolation function h is chosen to be h(φ) = 1−φ2(3−2φ). The elastic con-
tribution to the free energy density fel somehow has to be chosen such that it provides the
desired bulk free energies Eq. (4.4) and (4.5) for φ = 0 and φ = 1 respectively. The way
how to interpolate those two functions is not unambiguous, and we discuss two different
kinds of interpolation: First, the interpolation of the elastic energies, where we directly
interpolate between the two distinct elastic free energies Eq. (4.4) and (4.5) of the model,
f¯el =F
[α]
el (1−h(φ))+F [β ]el h(φ), (4.36)
and as a second interpolation variant we interpolate the eigenstrain, i.e. ε¯0ik = h(φ)ε
0
ik,
which yields us
fel =
E
2(1+ν)
(
ν
1−2ν
(
εii−h(φ)ε0ii
)2
+
(
εik−h(φ)ε0ik
)2)
. (4.37)
Of course, in the sharp interface limit both kinds of interpolations lead to the same de-
scription. Nevertheless, for any finite interface width ξ there is a difference between those
two kinds of interpolation techniques. For a discussion of this issue, we refer to section
3.4. Most often we will use the interpolation of the eigenstrain according to Eq. (4.37),
and in all other cases where Eq. (4.37) is used we will explicitly mention this.
The evolution equation of the phase field is given by the variational expression
∂φ
∂ t
=− M
3γξ
(
δF
δφ
)
ui,T
. (4.38)
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For large values of the mobility M, we recover the desired case of diffusion limited growth
in the sharp interface limit.
Mechanical equilibrium demands ∂σik/∂xk =−δF/δui = 0. For the temperature field
we have the usual thermal diffusion equation with the motion of the phase field or interface
being a source of latent heat,
∂T
∂ t
= D∇2T +
L
C
h′(φ)
∂φ
∂ t
(4.39)
with the thermal diffusivity D and the heat capacity C. Notice, that a very similar phase
field model was already previously presented in [108], where, however, only the very
special case of melting or crystallization of a confined sphere with elastic effects was
discussed.
We point out that this phase field model is designed to converge to the sharp interface
description corresponding to our model of diffusional solid-solid transformations, as pre-
sented in section 6. For a general overview on sharp interface limits of phase field models
we refer to [42]. The sharp interface limit for the elastic contributions of the model has
been done in [68]. Apart from that we mention, that the model can be obtained from the
thermodynamically consistent model derived in chapter 3, by neglecting the modification
of the latent heat due to elasticity. Notice, that the latter contribution does not appear in a
corresponding model considering chemical diffusion.
For the solution of the coupled partial differential equations (4.38)–(4.39) we use ex-
plicit and parallelized finite difference methods, which are carefully explained in chapter
3. All phase field simulations have been done on the parallel computer JUGENE oper-
ated at the Research Center Jülich [23]. For the simulations we typically use parameters
W/d0 = 100 and W/ξ = 80.
4.4. Single crystal growth
Apart from the theoretical investigations above, we also performed numerical simulations
for both the free growth in an infinite system and in a channel or narrow strip. By con-
struction, the free growth can be captured only by the Green’s function method, whereas
the channel geometry can be simulated only by the phase field method. The latter is not
yet fully quantitative, as the results depend weakly on the interface thickness, but never-
theless we see a very reasonable agreement between the two methods and geometries for
rather wide channels.
At first, we discuss the dilatational case (η = 1), where the eigenstrain tensor is com-
pletely isotropic, which implies that the elastic hysteresis shift ∆el has the same value for
all growth directions, as can be seen in Fig. 4.5. In this figure we plot the normalized
elastic hysteresis shift ∆0el as a function of the angle ϕ between the growth direction and
the orientation of the orthorhombic β phase for a number of different values of the mixing
parameter η . Interestingly, in the case of pure shear eigenstrain, where η = 0, the elastic
hysteresis shift can vanish completely for ϕ = ±45°. In the mixed mode regime above
the value η = 0.5 the minima of the elastic hysteresis shift ∆el are located at ϕ = 0° and
180°. Below the value η = 0.5 these minima are bifurcated and shifted symmetrically
away from ϕ = 0° and 180°. Notice, that the minima of the elastic hysteresis with respect
to the orientation correspond to the so called »habit plane« orientations [72, 130], which
78
4.4. Single crystal growth
 0
 0.5
 1
 0  45  90  135  180
∆ e
l0
ϕ
η=0.0
η=0.1
η=0.3
η=0.5
η=0.7
η=1.0
Figure 4.5.: This plot shows the normalized elastic hysteresis shift ∆0el = ∆el/∆
max
el ,
Eq. (4.10), as a function of the angle ϕ between the growth direction and
the orientation of the new phase β . ∆0el is plotted for a number of different
eigenstrains tensors according to Eq. (4.12).
denote the elastically preferred orientations for the α/β interface.
4.4.1. Isotropic eigenstrain
Now, let us consider the case of a dilatational eigenstrain, where all diagonal elements
have the same value, i.e. εdik = εδik; this case is obtained from Eq. (4.12) by setting η = 1.
We start the discussion considering the situation of free growth. As already mentioned
before, selection of a steady solution in the absence of elastic effects is not possible for
isotropic surface tension. Also the inclusion of elastic effects due to an isotropic eigen-
strain tensor does not change this situation. The reason is that in this case, independent
from the actual interface shape the elastic contribution to the local equilibrium condition,
Eq. (4.9), reduces nontrivially to the constant elastic hysteresis shift only. This result can
be obtained using the analogy of this problem to the problem of thermal expansion for
an inhomogeneously heated body for a given temperature field [74]. Therefore in the
free space geometry we recover again the missing selection of conventional free dendritic
growth [95, 47].
In contrast, for the growth in a channel, steady state solutions do also exist for the
case of a dilatational eigenstrain, η = 1. In Fig. 4.6, we show the growth velocity as a
function of the asymptotic phase fraction λ for the case of a thermally insulating channel
with fixed grip boundary conditions for the displacements (FG). As expressed through
Eqs. (4.29) and (4.30), the phase β cannot grow for phase fractions λ below the threshold
λcrit . Beyond this value the growth of a symmetrical finger is the most favorable solution.
We note that in situations where free growth solutions do not exist, the present solutions
in the channel must have a scale that is determined by the size W of the channel. For
higher driving forces an asymmetric finger grows with higher velocities, and is therefore
more likely to be observed; typical finger shapes are shown in the insets of Fig. 4.6.
79
4. Diffusional phase transformations in solids
 0
 0.02
 0.04
 0.06
 0.08
 0  0.2  0.4  0.6  0.8  1
υ
d 0
/2
D
λ
λcrit
symmetric
parity broken
β α
β α
Figure 4.6.: Phase field simulations for growth in a channel with isotropic eigenstrain
(η = 1,∆el = 0.4). The main graph shows the dependence of the growth ve-
locity on the fraction of new phase λ , which is proportional driving force.
For small driving forces we obtain velocities and shapes corresponding to a
symmetric solution (see lower inset). For higher driving forces a first order
transition towards asymmetrical solutions takes place (see parity broken fin-
ger morphology in the upper inset). These results were obtained using an
interpolation of the free energies f¯el according to Eq. (4.36).
It is interesting to compare the situation to a case without elasticity, where the problem
reduces to classical dendritic growth in a channel [29, 70, 12, 13]. In this case, two
corresponding solutions exist: The parity broken dendrite, which is related to the doublon
solution that can even grow in free space, and the symmetric dendritic solution, which can
be favorable for the rather small driving forces. Thereby, it been shown analytically that
the latter solution cannot exist below a driving force of λ = 1/2 (see section 3.3).
4.4.2. Pure shear transformations
In the case of the hexagonal to orthorhombic shear transformations (η = 0), where the
nonvanishing components of the eigenstrain tensor are
εsxx = ε cos(2ϕ); ε
s
yy =−ε cos(2ϕ); εsxy = ε sin(2ϕ),
it is interesting to study single crystal growth in two different directions, as can be seen in
Fig. 4.5: One direction corresponds to growth along the orientation of the orthorhombic
β phase (ϕ = 0) and in the other case the crystal is growing in the direction of minimal
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elastic hysteresis (ϕ = 45°). In both cases, we did not find steady state solutions in the
free space using the Greens function method.
a
b
c
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f
Figure 4.7.: Time series of an orthorhombic β phase growing into the undercooled hexag-
onal α phase. The orthorhombic β phase is purely sheared along the direction
of the channel (η = 0,ϕ = 0). Therefore the »habit planes« include an angle
of ±45° with the x-direction. The bold solid lines indicate the α/β interface,
and the dimensionless temperature distribution is shown by the coloring. The
parameters for this run are ∆el = 0.27; ∆˜ = 0.48; bel = 0.18. From (c) on
the fields are shifted to keep the most advanced interface point inside the area
shown here (υ0 = 2D/d0).
It is quite remarkable that also in a channel aligned along the orientation of the or-
thorhombic β phase (ϕ = 0), we do not find steady state solutions. Moreover, as shown
in Fig. 4.7, we observe that the system immediately tries to diminish its parts of the in-
terface having not an angle of about ±45° with the x-axis. We mention that such an
alignment of the interface minimizes the elastic energy of the system, since in this case
the constant elastic hysteresis contribution vanishes (see Fig. 4.5). Finally, this behavior
of the system leads to a strange zick-zack growth of the β phase which cannot converge
to a steady state.
However, if we rotate the eigenstrain tensor by ϕ = 45°, so that the orientation of min-
imal elastic hysteresis meets the direction of the channel, we obtain steady state solutions
for all the three different kinds of boundary conditions at the channel walls discussed in
section 4.3. Fig. 4.8 shows a comparison of the obtained steady state velocities as a func-
tion of the dimensionless driving force. Independent of the applied boundary conditions,
we found the α/β interfaces to be predominately oriented along the habit plane direc-
81
4. Diffusional phase transformations in solids
 0
 0.004
 0.008
 0.012
 0.016
 0.02
 0.024
 0  0.2  0.4  0.6  0.8
υ
d 0
/2
D
∆~
ISO
SF
FGβ α
β α
β α
Figure 4.8.: Comparison of the steady state growth velocity as function of the driving
force for the three different types of boundary conditions described in section
4.3 in the case of pure shear eigenstrain (η = 0) rotated by ϕ = 45°. The
corresponding black symbols at zero velocity indecate the analytic critical
driving forces. The three insets show the corresponding steady state shapes
(solid black line) and temperature fields (coloring) for the dimensionless driv-
ing force of ∆˜= 0.5. The corresponding analytical predictions for the critical
driving forces ∆˜crit are indicated as black points at vanishing velocity. The
parameters for these runs are bel = 0.72, W/d0 = 100 and W/ξ = 160.
tions, which causes the basically rectangular shape of the β phase finger (see insets of
Fig. 4.8). In the case of stress free boundary conditions (SF) the only steady state solu-
tions we found are non-symmetric similar to the parity-broken finger, which we found in
the dilatational case Fig. 4.6. Apart from this, we observe that the growth velocity as a
function of the driving forces behaves quite differently for the different types of boundary
conditions. This, together with the fact that we could not find a solution in free space,
indicates that these solutions are most probably selected by the channel width.
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Figure 4.9.: The left panel shows the stability parameter σ∗ (see Eq. (4.40)) as function of
the mixing parameter η for growth in the direction of the orientation of the β
phase (ϕ = 0), when ∆el/p = 1. On the right panel we show correspondingly
the stability parameter σ∗(∆el/p) for two different values of mixing η . The
results were taken from [47].
4.4.3. Mixed mode eigenstrain
Now, we come to the mixed mode scenario with an eigenstrain tensor according to Eq. (4.12)
ε0 =ε
 η− (1−η)cos(2ϕ) (1−η)sin(2ϕ) 0(1−η)sin(2ϕ) η+(1−η)cos(2ϕ) 0
0 0 η/2
 .
Since in the two cases discussed above no free space solution exists, it is very surprising
that we do find steady state solutions there for ϕ = 0. Moreover, as shown in the left
panel of Fig. 4.9, where the »stability parameter« σ = d0/pR = σ∗ (the eigenvalue of the
corresponding solution) is plotted as function of the mixing parameter η , there we find
steady state solutions for a very large range of the mixings η in between zero and one. In
the case of ϕ = 90°, which corresponds to a growth scenario in the unprivileged direction
of growth, we do not find steady state solutions in free space.
In general, the eigenvalue σ∗ depends on η ,∆el and p, but in the regime of small Peclet
numbers the elastic driving force and p appear only in the combination ∆el/p. Fig. 4.9b
shows the dependence of the selected stability parameter on ∆el/p for two different values
of η . Notice that for fixed Peclet number the selected stability parameter σ∗ is propor-
tional to the steady state growth velocity υ and we find the relation
υ =
2D
d0
σ∗p2. (4.40)
For the situation of η = 0.5, where steady state solutions exist also in free space, we
performed a quantitative comparison of the results of the two methods in Fig. 4.10. For
this comparison we related the Peclet number to the dimensionless driving force ∆˜ via
p ≈ ∆˜2/pi , which is valid for small Peclet numbers. Finally, via the calculated function
σ∗(∆el/p) and Eq. (4.40) we obtain the growth velocity as a function of ∆˜, which is then
compared to the phase field results for the three different types of boundary conditions
(see section 4.3). The aim of this comparison is to show that the growth velocities ob-
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Figure 4.10.: Comparison of the steady state growth velocity as function of the driving
force for free growth and channel growth with the three different types of
boundary conditions as described in section 4.3. The points of vanishing
velocity match the analytical predictions for the critical driving forces.
tained from the two different kinds of growth, free growth and channel growth, agree
quantitatively – at least by order of magnatude – and therefore are selected by the same
underlying physical principle. In particular, we confirmed that the steady state solutions
which were obtained by the Green’s function method are indeed stable, as the dynamical
phase field method tracks only these stable branches.
It turns out that, the channel and free growth results agree even quantitatively in a
range of intermediate driving forces. Growth in the channel is not possible below the
critical driving force, which tends to zero for infinitely wide channels. For very high
driving forces, the growing finger is influenced by the geometrical confinement of the
channel width and also affected by kinetic corrections to the sharp interface equations
of motion, which therefore lead to a deviation from the free growth result which was
obtained by the Green’s function method. Altogether the three curves corresponding to
the different types of boundary conditions are quite similar and relatively close to each
other. The discrepancies between the curves are naturly related to the finite channel width.
We confirmed numerically that the different curves come closer to each other for a channel
of twice the width.
The steady state interface shapes (together with temperature or elastic energy distribu-
tion) for the three different channel growth scenarios are shown in Figs. 4.2 to 4.4. We
point out that the tip radius is neither determined by the channel width W nor the interface
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thickness ξ , and instead it is independently selected by the presence of the elastic effects
[47].
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Figure 4.11.: Time series of the growth of a supercritical spherical nucleus of β phase
(η = 0.1, ϕ = 0) in a thermally insulated and elastically confined channel,
initally filled by the undercooled parent phase α . The bold solid lines in-
dicate the α/β interface, and the dimensionless temperature distribution is
shown by the coloring. The parameters for this run are ∆el = 0.1; ∆˜ = 0.5;
bel = 0.188. From (d) on the fields are shifted to keep the most advanced
interface point inside the area shown here (υ0 = 2D/d0).
Notice, that the results from channel growth can also give some interesting insights in
the dynamics of the free growth situations, if the pattern size is small in comparison to the
strip width W . In this respect, we analysed the breakdown of the steady state solutions
when η → 0. Therefore, we simulated the growth of a supercritical nucleus of β phase
with η = 0.1 and ϕ = 0, and the resulting time series of the shape of the nucleus and
the corresponding temperature distributions are shown in Fig. 4.11. Immediatly after the
start of the simulation, we observe the fastest growth in the direction ϕ = 0, which is in
agreement with the free growth results. Nevertheless, the overall interface shape is clearly
dominated by interfaces aligned along the habit plane orientations (directions of minimal
elastic hysteresis), which corresponds to the above mentioned minimisation of the elastic
energy. Here, it is quite remarkable that for η > 0.5 we do find steady state solutions in
the free space as well as in the channel for a growth direction ϕ = 0, which is not the
direction of minimal elastic hysteresis. Instead, favoring the appearance of symmetrical
shapes, the single crystal rather grows in a direction, where the off-diagonal entries of the
eigenstrain tensor vanish (see Fig. 4.5).
85
4. Diffusional phase transformations in solids
a
b
c
d
e
f
Figure 4.12.: Time series of collective growth of four seeds of the β phase (η = 0.5,
ϕ = 0) in the undercooled α phase, in the case of symmetrical mixing
η = 0.5, ϕ = 0. The bold solid lines indicate the α/β interface, and the
dimensionless temperature distribution is shown by the coloring. From (d)
on the fields are shifted to keep the most advanced interface point inside the
area shown here (υ0 = 2D/d0).
For phase transformations in realistic materials, it is interesting to study situations,
where several β seeds grow as a »colony« inside the undercooled α phase. There, the
inclusions grow side by side, and hence the channel geometry is effectively formed by the
neighbors. If the fingers are sufficiently far away from each other, we can assume the tips
to propagate independently, while the tails can interact with each other.
This situation changes when the fingers come closer to each other, such that the tips in-
teract which each other via the diffusive and elastic fields. Therefore, we simulated dense
collective growth of single crystals in the case of symmetrical mixing (η = 0.5, ϕ = 0),
and the result is shown in Fig. 4.12. Here, we start from the undercooled metastable α
phase with four circular seeds of the β phase; notice that all of them are chosen to be in
the same grain orientation. Immediately after the start of the simulation the former circu-
lar seeds grow predominately along the x direction and therefore deform to ellipses (see
Fig. 4.12 a,b), since this is the direction of minimal elastic hysteresis. As they continue
to grow they start to interact with each other. Remarkably, the elastic and thermal inter-
action between the seeds can lead to deviations from the favored growth direction, which
can be seen for example in Fig. 4.12 c,d. Finally, one finger outgrows all the others (see
Fig. 4.12 e,f), since then the other fingers have to grow in the warm slipstream of the most
advanced tip, and consequently the driving force for the phase transformation is reduced
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for them [46].
4.5. Bicrystal growth
When discussing crystal growth during real solid state transformations, it is important to
consider not only single crystal growth, as in the previous section, but also the growth of
composite morphologies involving more than two phases [130, 129, 131, 132]. There-
fore, we also study the growth of bicrystal patterns shown in Fig 4.13, where two twinned
phases β and β ′ grow together. Typically, such bicrystals consist of two different ori-
Figure 4.13.: Geometrical set-up of a bicrystal growing in a thermally insulating and
elastically confined channel (FG). The α/β interface contour (bold solid
line) and the dimensionless temperature field (illustrated by the coloring)
are obtained by phase field simulations, and the parameters in this case are
∆˜ = 0.72, ∆el = 0.3 and b˜el = 0.2, η = 0, ϕ = 0. Allthough hard to see in
this simulation, the overall tip is smooth due to the boundary conditions for
the phase field (see section 3.2.3).
entation variants of the same transformation (see section 4.1.2), and we restrict the dis-
cussion here to the case where the β and β ′ phase have the orientations ϕ = 2pi/3 and
ϕ = −2pi/3, respectively. Of course, here an additional energy contribution emerges,
since the boundary between β and β ′ generates a grain boundary energy γgb. We con-
sider in particular the case of vanishingly small twin boundary energy, γgb  γ , which
is reasonable for the hexagonal to orthorhombic shear transformation, where the differ-
ent orientation variants are thermodynamically equivalent among each other. Notice, that
due to Young’s law, the grain boundary energy affects the geometrical situation at the tip,
which in principle is now a triple junction. However, since we neglect the influence from
the grain boundary energy the overall finger has a smooth contour, which is realized in
our simulations by the choice of a reflecting boundary for the phase field, i.e. ∂φ/∂y= 0,
vanishing displacements in the y-direction, i.e. uy = 0, and a nontrivial boundary condi-
tion for the displacement field in the x-direction, which demands vanishing shear stresses
there, i.e. σxy(φ) = 0 (see section 3.2.3).
For the bicrystal configuration the analysis of the thermodynamics in the channel with
the three different sets of boundary conditions at the channel walls can be performed in a
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very similar way like shown in section 4.3. The only difference is that the parameter bel
reduces to
b˜el =
CTeq(1−2ν)(1+ν)
L2E(1−ν)
(
σ0yy
)2
, (4.41)
which compared to Eq. (4.41) now does not contain the contribution from the shear eigen-
stress, since the mean shear eigenstrain of the composite system vanishes. This can easily
be understood intuitively by comparing the growth of the bicrystal configuration with the
growth of a single crystal of the same orientation, where the eigenstrain in the β phase
leads to the presence of off-diagonal strain. Then the boundary conditions of fixed dis-
placements require that the surrounding α phase is sheared in the opposite direction. This
implies a finite elastic energy which is stored far behind the tip. If, on the other hand,
a second finger β ′ of the same size with an off-diagonal eigenstrain with opposite sign
appears, the elastic energy contribution that is associated with the off-diagonal elements
of the strain tensor vanishes. Consequently, the total elastic energy in the tail region is re-
duced, and the growth of the bicrystal therefore is thermodynamically favored compared
to the single crystal. A typical shape of such a bicrystal pattern growing in the chan-
nel is shown in Fig. 4.13. We note that we simulated only half of the channel using the
symmetry of the growing structures [27].
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Figure 4.14.: This plot shows the normalized elastic hysteresis shift ∆0el = ∆el/∆
max
el ,
Eq. (4.9), as a function of the interface orientation for both the α/β as
well as the α/β ’ interface. ∆0el is plotted for the three different bicrystal
configurations considered here.
In the following we will discuss three different bicrystal configurations, for which we
also plot the elastic hysteresis ∆0el as a function of the interface orientation in Fig. 4.14. In
analogy to Fig. 4.5 for single crystal growth, the minima of this plot provide the favored
interface orientations, i.e. the »habit planes«, now for the α/β and the α/β ’ interface
separately. First, we discuss the bicrystal growth during the hexagonal to orthorhom-
bic shear transformations, where we did not find single crystal growth in the free space,
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while the steady state velocities obtained in the channel were quite small (see section 4.4).
While for pure shear eigenstrain, there is no difference between growth along ϕ = 0 and
ϕ = 90, for the mixed mode scenario growth along these two directions differs quite sig-
nificantly, as can be extracted from Fig. 4.14. Therefore, within the mixed mode scenario,
we consider examplarily one bicrystal configuration for each direction: First the favorable
direction, and finally the »slow« direction.
4.5.1. Shear transformations
We state that for the shear transformations (η = 0) discussed above, most likely the growth
regime (in contrast to coasening processes) will be dominated by the appearance of bicrys-
tal patterns, where two twinned phases β and β ′, with ϕ = ±2pi/3 respectively, grow
together. As discussed in the previous section, we did not find a freely growing single
crystal solution for this type of transformations. Now considering the bicrystal config-
uration, the first important observation is that steady state solutions do exist, which has
already been discussed in [95]. New is here that we found the same morphology also in
the channel geometry, for all the three different sets of boundary conditions, as discussed
in section 4.3. A quantitative comparison of the corresponding growth velocities, done
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Figure 4.15.: Bicrystal with pure shear eigenstrain, η = 0: Comparison of growth veloci-
ties obtained from the boundary integral technique for the free space geom-
etry [95] with the velocities from phase field simulations for the three differ-
ent sets of boundary conditions at the channel walls as discussed in section
4.3. The parameters for this simulation series are ∆el = 0.3,b˜el = 0.2.
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in the same way as it was done for the single crystal growth described above, shows sur-
prisingly good agreement (see Fig. 4.15). Hence, we point out that the stability of the
bicrystal solution obtained from the Green’s function technique is confirmed by the phase
field simulations.
Also the results from the different phase field simulations among each other are rather
close to each other, showing that the choice of boundary conditions does not influence the
growth velocity very much. The steady state interface shape as well as the corresponding
temperature distribution of the bicrystal solutions in case of the pure shear transformations
are shown in Fig. 4.13 and also in the inset of Fig. 4.15. We note, however, that the strips
shown here are not long enough for the system to reach the asymptotic heterogeneous
three phase state, where the interfaces become straight and the temperature is constant.
Therefore, the mesured fraction λ of the new phase far behind the tip differs from the
theoretical prediction given by Eq. (4.30). Concerning the deviations of the phase field
results from the free growth results, we mention that the present phase field results are still
affected by finite interface width effects. In the limit of infinite system sizes and even-
tually the use of thin interface asymptotics [66], the phase field results should converge
towards the sharp interface results of the Green’s function method.
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Figure 4.16.: Plot of the dimensionless growth velocity as function of the »driving force«
λ for bicrystal growth with mixed eigenstrain: η = 0.1, ϕ = 90°. Here, we
compare the free growth results obtained by Green’s function methods to
phase field simulations for the growth in a thermally insulated and elasti-
cally confined channel (FG). The phase field results were obtained using an
interpolation of the free energies f¯el according to Eq. (4.36).
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4.5.2. Mixed mode bicrystal growth
We also did investigations of the bicrystal growth considering mixed eigenstrains. As
already mentioned above it is quite interesting that the appearance of an additional dilata-
tional strain leads to an effective anisotropy of the system: Whereas in the case of ϕ = 90°
the velocity grows with increasing η , the opposite happens for ϕ = 0° [47]. This suggests
that in free growth the bicrystal structure will eventually grow in the direction with the
higher propagation velocity.
In Fig. 4.16 we again show the velocity comparison of the free growth and channel
growth scenario for the mixed mode bicrystal configuration growing in the favorable di-
rection, ϕ = 90°. For this comparison we relate the fraction λ to the driving force ∆˜ for
free growth via Eq. (4.29) and Eq. (4.16). Again, the phase field results confirm the sta-
bility of the solution branch for low driving forces. In this region, we obtain a convincing
quantitative agreement between the growth velocities obtained for the free growth sce-
nario using the Green’s function method, and the channel geometry with the phase field
method. In this case we again observe dendritic solutions for small driving forces λ (see
the upper inset of Fig. 4.16). For the chosen parameters in the channel geometry, all so-
lutions on the upper branch are dendritic. On the lower branch, however, the steady state
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Figure 4.17.: Comparison of the dimensionless growth velocity as function of the »driving
force« λ for bicrystal growth in the free space and channel geometry with
mixed eigenstrain: η = 0.5, ϕ = 0°. The free growth results are obtained
by the Green’s function method presented in section 4.2, while growth in
a channel is simulated using the phase field model from section 4.3. The
phase field results were obtained using an interpolation of the free energies
f¯el according to Eq. (4.36).
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shapes are double-fingers, which means here that the curvature directly at the point of
symmetry has changed its sign and we obtain two tips (see the lower inset of Fig. 4.16).
The velocity of these branched solutions is here always smaller than for the single-tip
structures. Also the free growth results show a turn of the tip curcature. Nevertheless, in
the framework of the quasi-static Greens function method this transition to negative tip
curvatures turns out to be continuous.
For growth in the other direction, i.e. ϕ = 0°, and a mixing parameter η = 0.5, we show
the comparison of growth velocities in Fig. 4.17. Here, we obtain a convincing agreement
between the different methods and associated geometries at least for small driving forces,
indicating dynamical stability also for this type of solution. We mention here, that the
growth velocities here are substantially lower than those obtained for the single crystal
configuration in case of the same choice of eigenstrain (see Fig. 4.10). Therefore, prefer-
ential growth for this type of transformations is most probablly the single crystal growth.
4.6. Conclusion
In summary, we investigated the diffusion-limited kinetics of solid-state transformations
in the presence of lattice strain. We studied in particular the free growth with Green’s
function methods and the growth in a channel by phase field techniques, exhibiting a
comparable behavior. In comparison to the Green’s function technique, which is com-
putationally very efficient and also very accurate, the fully dynamic phase field method
has the advantage of higher flexibility. In particular, it can easily be extended to three-
dimensional cases, or anisotropic or non-symmetrical situations with different material
parameters in the phases.
It turns out that the elastic effects have a strong influence on the selection of the aris-
ing patterns and the corresponding steady state velocities, which differ crucially from
conventional dendritic growth. In particular, we find that the selected stability parameter
and the corresponding growth velocity can be orders of magnitude higher than that of
the classical case of dendritic growth, where the solutions are selected by the tiny effect
of the anisotropy of surface tension. Different structural transitions, which are described
by dilatational and shear eigenstrains, lead to a rich behavior, and we find very different
structures already for the simple cases that were discussed here.
The work presented in this chapter offers a lot of new perspectives on diffusion-limited
solid-state transformations. Although we focused here on growth situations that are con-
trolled by thermal diffusion, it is known that the also interesting scenario of chemical
diffusion can be mapped to this case. Actually, this is the case in the above mentioned
ferroelastic Ti-Al-Nb systems, which can undergo a hexagonal to orthorhombic transfor-
mation. In these systems, patterns very similar to the bicrystal pattern mentioned above
have already been observed [129]. However, so far, there growth behavior has not been
studied systematically, and we hope that the present findings will stimulate further ex-
perimental investigations in this direction. Apart from that, we think that the presented
theory can also progressively influence the understanding of the still puzzling growth of
Widmannstätten precipitates. Recent in situ observations on the growth of these plates
show a clearly ordered collective growth along the habit plane orientations [94], similar
to the collective growth scenario shown in Fig. 4.12. However, for actually simulating
this type of growth the inclusion of cubic elasticity is required, and probably also certain
anisotropy effects have to be taken into account. Another interesting perspective of this
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theory could be to shed light on the industrially relevant bainitic transformations in steel
[16]. This interesting new material can reach remarkably good mechanical properties due
to a clearly elastically effected microstructure. Although »bainite« shows some similari-
ties to the displacive martensitic transformation, it is not regarded to fall into the category
of fully displacive solid-state transformations [20, 21]. In turn diffusional aspects seem to
be quite relevant for this type of transformation.
For future investigations it is especially interesting to study the influence of plastic
deformations which may become substantial due to large deformations form the lattice
mismatch. It is tempting to speculate that these additional dissipative processes effectively
slow done the kinetics, since they lead to additional strain relaxation. However, we point
out that a first step towards investigating these effects has already been made, by the
inclusion of plastic effects into the phase field model (see chapter 3).
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5. Fracture as a pattern formation
process
Fracture, as it relates to materials failure, is an important and long standing challenge in
materials science and solid-state physics. The fundamental basis of today’s understanding
of the phenomenon fracture traces back to Griffith [51], who realised that the growth of
a cracks is determined by a competition of a release of elastic energy and a simultaneous
increase of the surface energy due to the advancing crack. Since this time, much progress
has been made in understanding the striking features of cracks [48], which turn out to be
quite generic [44]. Among them is the saturation of the steady state velocity appreciably
below the Rayleigh speed and a tip splitting instability for high applied tension. However,
the mechanisms which determine the dynamics of crack propagation are still under heavy
debate.
A typical atomistic description of cracks starts on the atomic level and interprets the
propagation by successive breaking of bonds. Large scale molecular dynamics (MD) sim-
ulations with about 107 atoms allowed to get deeper insights into the growth behavior of
cracks [5, 37, 135, 33]. Although limited to submicron samples and very short timescales,
these simulations were able to reproduce key features of crack propagation like the initial
acceleration and the onset of instabilities. However, in this respect it has turned out to be
quite challenging to find reliable empirical models for the interatomic potentials [55, 33].
At this level, continuum descriptions offer a useful and complementary perspective on
studying fracture [111].
Here, we propose a continuum description of crack propagation in the spirit of interfa-
cial pattern formation processes. Inspired by the discovery of the Asaro-Tiller-Grinfeld
(ATG) instability1, we understand fracture as very late and highly nonlinear stage of this
elastically driven interfacial instability. A linear stability analysis of a solid surface un-
der uniaxial load reveals that long wave morphological perturbations are unstable in the
sense that they lead to a decrease of the total free energy. Finally, in later a stage of the
instability one observes the formation of deep notches, which are somewhat similar to
cracks (see e.g. [134, 117, 67]). Nevertheless, if solely accounting for linear elasticity,
this instability leads to a breakdown of the physical description due to the so-called finite
time cusp singularity: After finite times, the unstable deep grooves advance with infinitely
high velocities and vanishing tip radii (see e.g. [82]).
We point out, that this problem can be solved, for instance, by the inclusion of elastody-
namic effects which restore the selection of the steady state tip radius and velocity. Based
on this recognition, a minimal continuum theory of fracture was developed using only
well-established thermodynamical concepts [30, 110]. In this picture, a full modeling of
1The instability was first reported by Asaro and Tiller [9]. Since the independent rediscovery of the
instability by Grinfeld [52] and Srolovitz [118], it is often referred to as the Grinfeld instability. Exper-
imentally, it has been observed and studied by for instance Torii and Balibar [121], who strained He4
crystals nonhydrostatically, and Berréhar et al. [14] in polymer crystals.
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a propagating crack not only determines the crack speed but also the entire crack shape
and scale self-consistently, which leads to the so-called moving boundary problem. The
latter was then solved by basically two different, rather complimentary methods: First
the sharp interface multipole expansion technique [96] and the fully dynamic phase field
method [115, 116]. Remarkably, already this single parameter minimum model selects
steady state propagation velocities appreciably below Rayleigh speed and shows a tip
splitting instability for high applied tensions. Nevertheless, this over-simplified model
predicts a somewhat artificial scaling behavior for the velocity; instead of yielding higher
velocities for higher applied tensions, as usually observed in the experiment, the model
predicts a velocity decrease with increasing driving force for basically the whole param-
eter range of existing steady state solutions.
Recently, a similar continuum model of fracture was proposed by Spatschek et al. [112],
which cured the problem of the finite time singularity not by effects from inertia but by
viscous bulk friction forces. Consequently, this model goes beyond the usual small scale
yielding of conventional modeling of brittle fracture by the including of a second dissi-
pative mechanism. Apart from the usual dissipation directly at the crack surface, viscous
bulk dissipation takes place in an extended zone around the crack. Hence, the incoming
flow of elastic energy is partially converted to surface energy, in order to advance the
crack, and thermal energy due to viscous friction. We point out that this model selects
steady states, while it also predicts basically the expected velocity scaling. However, at
least for mode I it cannot capture the onset of the tip splitting instability. Viscous dissipa-
tion in mode I fracture has already been discussed elsewhere in the literature. In contrast
to other models, which assume a Barenblatt crack tip model or similar ad-hoc regular-
ization criteria, the above mentioned model makes a further step as it needs the influence
from viscous friction as way to intrinsically regularize the tip-singularity by selection of
the crack tip radius (for details see, e.g. [93, 31, 112] and references therein).
In this chapter, we propose a continuum description of fracture in the spirit of elastically
driven interfacial pattern formation processes, which accounts for both elastodynamics ef-
fects as well as viscous dissipation. Moreover this chapter aims to review the old results
in the light of the new findings. Thereby, two possible propagation mechanisms are con-
sidered: The crack propagation by surface diffusion and the interpretation of fracture as
a phase transformation process. The behavior of the resulting two parameter model is
extensively discussed with respect to mode I fracture. Apart from that, we also comment
on mixtures between mode I and mode III loading.
The chapter is organised as follows: In section 5.1 we present the continuum model
of crack propagation in viscoelastic media. Then, in section 5.2, the crack tip selection
principles are reviewed in the light of the new effect from viscous dissipation. The arising
free boundary problem is solved by the use of the mentioned two very different numerical
methods. Both methods will be presented in section 5.3. Finally, in sections 5.4 and 5.5,
we discuss respectively the predictions of the model for mode I and mixed mode loading.
5.1. Continuum model of fracture
We propose a description of fracture in the spirit of elastically driven interfacial pattern
formation processes. In contrast to classical descriptions, where the tip is treated as a sin-
gular point followed by a mathematical cut, we assume the crack to be macroscopically
extended, and, even more important, to have a finite tip radius r0 ∼ h, as can be seen in
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Figure 5.1.: Schematic picture of the steady state crack propagation by surface diffusion.
The crack contour, indicated by the solid black line, separates the viscoelastic
medium from the advancing »vacuum bubble«. During the propagation the
total mount of solid material is conserved.
Figs. 5.1 and 5.2. This implies that the shape of the crack pattern, which is the boundary
separating the original solid material from the vacuum or »dense gas« phase, is an impor-
tant object in our model. Here, we point out that this shape is not treated as a model input,
but has to come out as a self-consistent result. Therefore, as a key ingredient, we impose
equations of motion for the crack surface, which couple to the elastic fields. By such
equations of motion the system is driven to change the crack shape, in order to minimize
the total elastic energy, and we regard this to be the mechanism of crack propagation. In
this sense, we interpret fracture as a moving boundary problem, where the crack shape
is an internal degree of freedom of the system, which has to be found self-consistently.
Specifically, we consider two slightly different models of fracture, which basically differ
in their underlying propagation mechanism: First, as sketched in Fig. 5.1, we consider
the crack to advance by an elastically driven material transport at the surface, which can
effectively be described by a surface diffusion process. As in this case material is trans-
ported from one place to another, the total amount of solid material is conserved. For the
second model, we interpret fracture as an elastically driven first order phase transforma-
tion process from the solid matrix to a »dense gas« phase (see Fig. 5.2). Hence, for this
second mechanism the solid volume is not conserved.
However, let’s first discuss what is common for both models. In both cases, we consider
the growth of a single crack in a wide strip filled with a linear viscoelastic medium under
load. We restrict to an effectively two dimensional system by the assumption of trans-
lational invariance in the z-direction (plane strain), and assume the strip to be infinitely
extended in the direction of propagation, which in our case is chosen to be the x-direction.
Within this chapter, we mainly concentrate on mode I fracture, which means that the ap-
plied tensile forces act in the y-direction perpendicularly to the crack faces (see section
2.3 of the introductory chapter). Apart from this, we will also discuss results from the
application of mode III loadings, and linear combinations of these two modes. Thereby,
mode III corresponds to an out of plane shearing, where the direction of the stresses at
the crack faces is normal to the opening plane, as mentioned already in the introduction.
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Since the crack tip is macroscopically extended, no singularity appears and the whole
crack pattern can consistently be described in the continuous approximation.
In a Lagrangian description of elasticity, the elastic state of the system is described
through a continuous displacement field ui. Then, the strains are defined as the symmet-
rical spatial derivatives of the displacements
εik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
)
. (5.1)
As the total stress field depends linearly on both the strain as well as the strain–rate, we
conveniently decompose it into a strain and a strain–rate dependent part,
σ (tot)ik = σ
(el)
ik (εik)+σ
(vis)
ik (ε˙ik), (5.2)
where σ (el)ik and σ
(vis)
ik are the elastic and viscous stresses, respectively. Furthermore, we
restrict the considerations to fully isotropic media. Then, as given by Hooke’s law, the
elastic stresses read,
σ (el)ik =
E
1+ν
(
εik +
1
1−2ν δikεll
)
, (5.3)
where E is the elastic modulus and ν the Poisson ratio. Note that we use here the sum
convention, where the summation over repeated indices is implicit. By construction, the
viscous stresses are formally very similar to the elastic stresses [74], and we therefore
write them as
σ (vis)ik =
η
1+ζ
(
ε˙ik +
1
1−2ζ δikε˙ll
)
, (5.4)
where, probably unusually, the two viscosity constants η and ζ are defined in analogy to
Eq. (5.3).
The evolution of the elastic degrees of freedom within the viscoelastic solid is given by
Newton’s equation of motion, and the elastic displacements ui have to fulfill
∂σ (tot)ik
∂xk
= ρ u¨i, (5.5)
where ρ is the mass density. This equation ensures locally a force balance between the
elastic stress and viscous friction on the left hand side and inertia on the right side.
The missing equations for the mechanical boundary conditions and, of course, also the
interface equation of motion differ for the above mentioned two models. Therefore we
first discuss crack growth by surface diffusion, and then comment on what is different for
the phase transformation model.
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5.1.1. Surface diffusion
For crack growth by surface diffusion, the crack is filled with vacuum, and therefore we
impose stress free boundary conditions at the crack contour,
σin+ρυnu˙i = 0, (5.6)
where n is the direction normal to the interface, and υn is the normal interface velocity
(see Fig. 5.1). The second term on the left hand side accounts for momentum conservation
at the solid–vacuum interface. We point out, that in the dynamic limit, when the crack
propagation velocity υ is of the order of the materials sound speed, this term becomes
important [48].
So far, for an arbitrarily given crack shape, the mechanical problem is unambiguously
determined and can be calculated by Eqs. (5.5)–(5.6) together with the outer boundary
conditions at the borders of the strip, which specify the externally applied loading. Now,
we have to formulate the evolution equation for the crack contour, or moreover the mech-
anism of crack propagation. Thereby, the motion of the interface is caused by thermody-
namically induced mass transport processes, which try to diminish the total free energy
of the system. As a consequence of this, the local driving force for the crack propagation
is given by the chemical potential µ at the solid vacuum interface [90],
µ =Ω
(
1
2
σ (el)ik εik−
1
2
ρ u˙2i + γκ
)
. (5.7)
with γ being the surface energy per unit area and κ the surface curvature, which is counted
to be positive, if the crack shape is convex; the atomic volume Ω appears since the chem-
ical potential is defined as free energy per particle. We point out that the viscous stresses
do not appear in the chemical potential, since viscous dissipation is a sole property of the
bulk, whereas the chemical potential is needed to describe energy dissipation through the
motion of the interface. Furthermore, we note that due to inertial effects, also the kinetic
energy density appears in the chemical potential. Counterintuitively, it appears with sign
opposite to that of the potential energy, which can be derived rigorously from variational
principles [113, 116].
For surface diffusion the motion of the crack surface is proportional to the divergence of
a flux of solid material along the interface. This flux of material is induced by gradients
of the chemical potential. We express the motion of the interface by the local normal
velocity υn and obtain
υn =−DsγΩ
∂ 2µ
∂ 2s
, (5.8)
where ∂/∂ s denotes the tangential derivative and the diffusion coefficient Ds has a di-
mension [Ds] = m4s−1. We note that for surface diffusion the amount of solid material is
conserved during the crack propagation. A typical steady state crack shape using surface
diffusion is shown in Fig. 5.1. One can see very nicely, that the crack first opens up to a
tip diameter of 2h, and the closes again due to the condition of material conservation.
Still one remark about this mechanism is in order. Since we use here a thermodynamic
description in the continuous approximation, such kind of macroscopic mechanisms, can
cover quite a lot of different microscopical processes. Usually, many complicated physical
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Figure 5.2.: Illustrated here is the schematic picture of a propagating crack, where the
phenomenon of fracture is interpreted as a phase transformation process from
a viscoelastic solid to a »dense gas« phase. The crack surface, indicated
by the solid black line, separates the original viscoelastic medium from the
growing »dense gas« phase.
processes like plastic bulk flow take place in a small zone around the tip. Assuming that
this zone is relatively thin, the mass transport can effectively be described by surface
diffusion, where the detailed information about the process zone is hidden in the diffusion
coefficient.
5.1.2. Phase transformations
Starting from a thermodynamic description of phase transformations (PT) between two
different solid phases, crack propagation can be studied in the limit of one infinitely soft
phase. We assume here the soft phase and the viscoelastic medium to have equal mass
densities ρ . Furthermore, the interface between this »dense gas« phase and the medium
is considered to be coherent, i.e. the displacements are continuous there, ui = u
(DG)
i (here,
the superscript DG denotes that we have to take the displacements on the dense gas side
of the interface). With these assumptions, two central simplifications are achieved. First,
instead of Eq. (5.6) the mechanical boundary conditions now read as
σin = 0, (5.9)
and the complicated coupling to the interface normal velocity υn is circumvented, and
second the expression for the chemical potential is replaced by
µ =Ω
(
1
2
σ (el)ik εik− γκ
)
, (5.10)
where the kinetic energy contribution does not appear. The reason for these simplifi-
cations is very simple. Note, that the dynamical corrections of the mechanical boundary
conditions and the chemical potential are both continuous across the interface. Thus, even
in the dynamic limit they cancel at the coherent interface, if the densities of the adjoin-
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ing phases are equal [113, 116]. Again, the motion of the interface is locally expressed
through the normal velocity, which in this case is direct proportional to the chemical po-
tential difference at the interface,
υn =
D
Ωγ
∆µ (5.11)
with a kinetic coefficient D having the dimension [D]=m2s−1. Of course, using this
model, the amount of solid material is not conserved during crack propagation, and the
dynamics produced by Eq. (5.11) correspond to dynamics of a non-conserved order pa-
rameter. In this sense, our model is very similar to other phase field models of fracture
based on a non-conserved order parameter [63, 8, 56]. The crucial difference is that the
current model is based on well-defined sharp interface equations, and therefore the predic-
tions do not depend on inherently numerical parameters like a phase field interface width.
A typical steady state crack shape using phase transformations is shown in Fig. 5.2, where
one can immediately see that a finite crack tip radius is selected. In contrast to surface
diffusion the crack keeps its opening, and does not close due to the lack of material con-
servation.
However, although surface diffusion seems to be more adequate for a description of
fracture, from a numerical point of view the treatment of Eq. (5.8) is much more time-
consuming, due to the higher order spatial derivatives, which disappear in Eq. (5.11).
Therefore, understanding fracture as a phase transition process offers at least many nu-
merical advantages. From a theoretical point of view, the only requirement is that both
models should not contradict to the classical description of crack propagation. In partic-
ular, this means that the models should produce shapes which, on a coarse grained level,
correspond to the straight mathematical cut. In the case for pure mode I loadings this is
the case for both models (see 5.4), while in the case of mode III only the surface diffusion
model shows the desired property, as we will discuss in section 5.5.
5.2. Crack propagation: Selection principles
The bulk equation (5.5) in combination with equations (5.6)-(5.8) for the surface diffu-
sion, or equations (5.9)-(5.11) for the phase transformation mechanism, describe the dy-
namics of the two models. We point out that this set of equations leads to a complicated
free boundary problem, and the arising interfacial patterns are self-consistently selected
during this nonequilibrium process.
Before starting to solve the full free boundary problem, we first discuss qualitatively
the existence of steady state solutions, by the use of simple scaling arguments. Here, the
term steady state describes a non equilibrium solution of the system, where the crack is
moving with a constant velocity υ , and in a co-moving frame of reference – following the
crack tip with the same steady state velocity υ – even the shape appears to be constant
in time. Therefore, for such kind of solutions the actually dynamic problem becomes
effectively static, where all dynamic properties of the solution are projected onto a single
scalar quantity, namely the steady state velocity υ .
We point out that the underlying selection principles which allow for steady state
crack growth with propagation velocities well below the Rayleigh speed, tip blunting
and branching for high driving forces are rather generic. They are similarly valid for both
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models surface diffusion with a conserved or phase transformation with a non-conserved
order parameter. In both cases, stresses on the boundary of the crack tip with finite radius
r0 scale as
σ ∼ Kr−1/20 , (5.12)
where K is the stress intensity factor, and the curvature behaves as κ ∼ 1/r0. Consid-
ering only static elasticity without viscous dissipation, all contributions to the chemical
potential scale like µ ∼ r−1/20 . Hence, a rescaling of the equations of motion (5.8) or
(5.11) is possible: Formally, the equations of motion depend only on the dimensionless
combinations υr30/Ds for the surface diffusion mechanism and υr0/D for the phase trans-
formation dynamics. All other parameters combine to the dimensionless driving force
∆ = K2(1− ν2)/2Eγ (in case of pure mode I loading), where ∆ = 1 corresponds to the
Griffith point. In other words, the radius r0 and the steady state velocity υ , cannot be se-
lected separately, within the framework of only static theory of elasticity. The explanation
is that the linear theory of elasticity together with surface energy define only one length-
scale, the Griffith length, but do not provide another scale which allows the selection of
the velocity and the tip scale, independently. This is ultimately the reason for the cusp
singularity of the Grinfeld instability and the impossibility of a steady state crack growth,
if only linear static elasticity is taken into account.
Now let’s look for possible steady state solutions of the equation of motion, with a
crack moving in positive x-direction with a constant velocity υ . For the surface diffusion
model, the shape equation (5.8) can be integrated once and in the co-moving frame of
reference, we obtain
υy =− Ds
αΩ
∂µ
∂ s
.
This is a complicated, non-linear third order equation with non-local contributions aris-
ing from the elastic fields, since σik depends on the entire shape. In the tail region due
to the decay of the stress fields the shape equation is simplified to the third order dif-
ferential equation Dsy′′′ = υy, which has two growing and one decaying solution. The
latter y(x→−∞) = Aexp((υ/Ds)1/3x) asymptotically describes the physically allowed
shape. We switch to a polar coordinate system x = r(θ)cosθ ,y = r(θ)sinθ , and focus
on symmetrical solutions, r(θ) = r(−θ). Since the physical properties, curvature and
stresses, do not depend on the choice of the coordinate system but only on the crack
shape, we can arbitrarily chose r(θ = 0) = r0, with the a priori unknown tip radius
r0 = 1/κ(0). Then from symmetry considerations and the definition of the tip curva-
ture, κ = (r2 + 2r′2− rr′′)/(r2 + r′2)3/2, the natural conditions r′(0) = r′′(0) = 0 arise.
Integration over the upper interface θ > 0 requires the suppression of two growing expo-
nentials at the tail, which imposes two boundary conditions. For a given external loading,
these two conditions can be fulfilled by a proper selection of the tip radius r0 and growth
velocity υ . However, since the use of only linear static theory of elasticity does not allow
the independent selection of both the tip radius r0 and the steady state velocity υ , the
selection will not suppress both growing exponentials at the same time, and consequently
a crack like solution does not exist [30, 109].
For the phase transformation model, a similar argument can be given [115, 96]. In the
tail region, where the elastic stresses have decayed, the shape equation becomes simply
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−υy′ = Dy′′. Its general solution, y(x) = h+Bexp(−υx/D), contains the finite crack
opening h and a growing exponential. Notice, that in contrast to the surface diffusion
process a finite opening 2h cannot be excluded since we do not have to obey mass con-
servation here. Suppressing the exponential and selecting a finite tail opening h finally
requires again the independent selection of both the steady state propagation velocity and
the crack tip radius. Consequently, a steady state solution for a growing crack in the
framework of the static theory of elasticity does not exist.
The situation changes if additional length scales enter the description, and two natural
extensions for a description of crack growth are viscous bulk dissipation and dynamic
elasticity. In principle, one could also think of switching to a non-linear description of
elasticity or adding plastic behavior to the material, which then of course would also do
the job [78, 82]. Nevertheless, we deal here only with effects from viscous friction and
inertia, where the underlying theories are equally well established as it is the case for the
theory of linear static elasticity.
Although the viscous friction force defined in Eq. (5.4) introduces two new parameters,
we will only deal with one of them. By setting ζ = ν we restrict to the case of only one
additional time scale τ = η/E. Then, considering static elasticity and viscous bulk dis-
sipation, additionally the dimensionless ratio υ/υ0, (υ0 = (D/τ)1/2 or υ0 = (Dsτ−3)1/4
for phase transformations or surface diffusion, respectively, appears in the equations of
motion, and therefore a rescaling is no longer possible. Then this additional free param-
eter allows to independently select tip scale r0 and the steady state velocity υ properly,
so that the two growing exponentials can be suppressed. Again, for the inclusion of iner-
tial effects the argument is very similar. In this case additionally the dimensionless ratio
υ/υR (υR is the Rayleigh speed) appears, which is then responsible for the independent
selection of υ and r0 [30, 109, 115, 116]. Finally, we conclude that independent of the
considered mass transport mechanism, steady state growth of cracks is possible if apart
from static elasticity at least one additional effect is taken into account.
Also for both mechanisms, a tip splitting is possible for high applied tensions due to a
secondary ATG instability: Since σ ∼ Kr−1/20 in the tip region and the local ATG length
is LG ∼ Eγ/σ2, an instability can occur, provided that the tip radius takes the order of the
ATG length. In dimensionless units, this leads to the prediction ∆split ∼ O(1).
This analysis shows that the selection principles which allow for a steady state growth
of cracks are similar for the phase transformations process and the more adequate sur-
face diffusion mechanism. The latter does not require the introduction of a dense gas
phase inside the crack and obeys conservation of the solid mass. Therefore, many general
statements obtained for the surface diffusion dynamics can also be used for crack growth
propelled by phase transformations.
5.3. Numerical methods
The free boundary problem, which arises from the coupling of non-local dynamic elas-
ticity to interface dynamics via the chemical potential, is studied by the use of two very
different methods, which we will present in this section. The first method is a quasi dy-
namical sharp interface method, based on the expansion of the elastic fields in a series
of eigenfunctions of the straight mathematical cut. This multipole expansion method,
designed to simulate efficiently steady state crack propagation, produces very clean and
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almost exact results in two limiting cases: Slow crack propagation or dynamic fracture
without viscous dissipation. As the second method we formulate a fully dynamic phase
field model with a sharp interface limit corresponding to our model equations. While the
first method is restricted to the quasi dynamic regime the second does not suffer from this
problem. However, using the phase field method to produce quantitative results compara-
ble with those of the multipole expansion method, is computationally very expensive.
5.3.1. Multipole expansion method
The multipole expansion method is developed to efficiently solve the problem of steady
state crack propagation. Here steady state propagation means that the crack is moving
with a constant shape and a velocity υ , so that in a co-moving frame of reference –
following the crack tip with the same steady state velocity – the problem becomes ef-
fectively static. Therefore, all the dynamic properties of the system are projected onto a
single scalar quantity, namely the steady state velocity υ .
We divide the problem into two parts: First, the solution of the dynamic viscoelastic
problem for an arbitrary crack shape, and second the advancing of the crack. The most
difficult part is of course the solution of the non-local elastic boundary value problem.
Solution of the elastic problem To simplify the appearance of viscosity in our
equations, we set ζ = ν and thereby focus on the case of only one additional time scale
τ = η/E due to viscosity. With this simplification the dissipative stress tensor is related
to the elastic stress tensor by σ (vis)ik = τσ˙
(el)
ik . In the laboratory frame of reference, the
time derivative is replaced by a spacial derivative with respect to the crack propagation
direction x, and we note the steady state equation ∂/∂ t =−υ∂/∂x. Then, for steady state
situations in the co-moving frame of reference the elasto-dynamic equation of motion,
Eq. (5.5) reads
∂
∂xk
(
σ (el)ik − τυ
∂
∂x
σ (el)ik
)
= ρυ2
∂ 2ui
∂x2
. (5.13)
The basic idea for solving the elastic problem, is to write the elastic fields as an expan-
sion in eigenfunctions of the differential operator corresponding to the equation of motion
Eq. (5.13). Then, the bulk equation is automatically fulfilled, and the problem is reduced
to a linear one for finding optimal expansion coefficients in order to satisfy the boundary
conditions Eq. (5.6) or (5.9). This reduction makes this method numerically very efficient.
Since to our knowledge, there is no solution to the full problem, we focus here on two
limiting cases of Eqs. (5.13): First, the static limit of viscoelasticity where υ  υr and
therefore the term on the right hand side is neglected, and second the elastodynamic limit
where the viscous friction vanishes i.e. τ = 0. Here, we mainly deal with mode I fracture,
and therefore we illustrate the corresponding procedures to solve the viscoelastic in the
one and the elastodynamic problem in the other limiting case for the application of mode
I loading. For mode III loading, similar approaches can be found, and especially for the
solution of the viscoelastic problem, we refer to [112].
Viscoelasticity First, we consider the limit of small crack velocities, i.e. υ  υR. In
this limit the the term from inertia on the right hand side Eq. (5.13) can be omitted.
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Therefore, the force equilibrium condition in the static limit for the steady state situation
reads:
∂k
(
σ (el)ik − τυ∂xσ (el)ik
)
= 0. (5.14)
In the static limit, it is convenient to derive the stresses form the real part of a so called
complex Airy functions U(x,y) =ℜU (x+ iy),
σxx =
∂ 2U
∂y2
; σxy =− ∂
2U
∂x∂y
; σyy =
∂ 2U
∂x2
. (5.15)
Notice, that such a stress field automatically satisfies the elastic bulk force equilibrium
condition ∂σik/∂xk = 0. In particular, we will anticipate here the following structure of
the complex Airy functions:
U (tot) = F + zG, U (el) = f + zg (5.16)
with analytic functions f (z),g(z),F(z),G(z) where z = x+ iy, and z¯ denotes the complex
conjugate. Using the Cauchy-Riemann conditions for analytic functions, it is easy to see
that for these kind of Airy functions the biharmonic equation ∆∆U(x,y) = 0 is automat-
ically fulfilled, which guarantees the integrability of the strain field. Here, the ansatz for
the solution of Eq. (5.14) is such that both the elastic and the total stress field can be
derived from Airy functions which satisfy the biharmonic equation. In principle, it is
not required that elastic and viscous stress satisfy the force balance separately, and only
Eq. (5.14) must hold. Also, only the elastic fields need to satisfy compatibility conditions.
However, as we will see, all fields fulfill these conditions even separately.
The steady state force balance Eq. (5.14) is fulfilled automatically if
f + z¯g− τυ( f ′+ z¯g′+g) = F + z¯G.
Separating the harmonic and biharmonic part we obtain
f − τυ( f ′+g) = F, (5.17)
g− τυg′ = G. (5.18)
We write the functions F and G now as series expansions in the set of eigenfunctions
of a straight mode I cut
F =
∞
∑
m=−1
Amz1/2−m; G =
∞
∑
m=0
Bmz1/2−m, (5.19)
Notice that the summations start from different values of m, because the function G ap-
pears with an additional prefactor z in the complex Airy function. In order to have the
correct mode I symmetry, the coefficients of expansion Am and Bm have to be real.
The far field behavior is controlled by the term with the lowest value of m namely the
main mode term. On large distances r from the tip, the crack looks like the semi-infinite
mathematical cut, and we have the requirement that on the straight cut normal and shear
stresses have to vanish. Further relating the main mode prefactors to the stress intensity
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factor, we obtain for the main mode coefficients
A−1 =
KI
3
√
2pi
; B0 = 3A−1. (5.20)
All other coefficients {Ai},{Bi} are adjustable in order to fulfill the boundary conditions
σnn = σns = 0 on the actual crack contour. Now also the functions f and g are written as
series
f =
∞
∑
m=−1
A˜m fm; g =
∞
∑
m=0
Bmgm, (5.21)
with analytical functions fm and gm. In order to distinguish between the regular Am 6= 0
and the singular case Am = 0, we define A˜m = Am in the regular and A˜m = Bm in the
singular case. Now, by the use of the series expansions (5.19) and (5.21) the set of equa-
tions (5.17)–(5.18) can be solved for each mode separately. Starting with the differential
equations for the functions gm, we obtain for the main mode
g0 = z1/2+
1
2
√
piυτ exp
( z
υτ
)
erfc
√
z
υτ
, (5.22)
with the (complex) complementary error function erfc(z). All higher modes can be ob-
tained from the recursion relation
gm+1 =
1
(1/2−m)υτ
(
gm− z1/2−m
)
. (5.23)
For the functions fm we obtain by separating the regular and the singular case
fm =
{
gm+Bmυτhm/Am, Am 6= 0,
υτhm, Am = 0.
(5.24)
where hm is an analytical function. Notice, that via the recursion relation (5.23), we can
formally define also a function g−1, while at the same time, B−1 = 0. The functions hm
must obey the following recursion relation
hm+1 =
1
(1/2−m)υτ (hm−gm) (5.25)
and the first function yields as
h−1 = z3/2+
15
4
υτz1/2−
− 3
4
√
piυτ
(
z− 5
2
υτ
)
exp
( z
υτ
)
erfc
√
z
υτ
. (5.26)
To summarize, Eqs. (5.22)–(5.26) provide a series of eigenfunctions for the steady state
equation of motion Eq. (5.13). From these eigenfunctions, via Eqs. (5.15)–(5.16) the total
stress field can be calculated as a function of the coefficients of expansion A0,A1, . . .
and B1,B2, . . .. While the main mode coefficients A−1 and B0 are given by Eq. (5.20),
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the remaining coefficients {Ai},{Bi} are now adjustable in order to fulfill the conditions
σnn = σns = 0 on the actual crack contour (n and s are normal and tangential directions
respectively). The adjusting of the parameters is equivalent to finding the minimum of the
function
R({Ai},{Bi}) =
∫ (
σ2nn+σ
2
ns
)
ds (5.27)
with respect to {Ai},{Bi}, where the integration is performed along the crack contour.
Consequently, the two dimensional elastic boundary value problem is reduced to a lin-
ear one for finding the coefficients of expansion {Ai},{Bi} by minimizing the residuum
function R(Ai,Bi) on a given crack shape.
Elastodynamics Now we discuss the solution of the elastic boundary value problem
in the dynamic limit of vanishing viscous bulk dissipation, i.e. τ = 0. Therefore we
briefly review the analysis given in [96]. Following Ref. [103, 48], we introduce two
real functions φ(x,y, t) and ψ(x,y, t) which are related to the displacements ui as follows,
ux =
∂φ
∂x
+
∂ψ
∂y
, uy =
∂φ
∂y
− ∂ψ
∂x
.
Using the decompositions of the displacement field, the steady state bulk equations (5.13)
become homogeneous Laplace equations
∂ 2φ
∂x2
+
∂ 2φ
∂y2d
= 0,
∂ 2ψ
∂x2
+
∂ 2ψ
∂y2s
= 0, (5.28)
where the coordinates perpendicular to the crack are rescaled by either yd = αdy or ys =
αsy for either the function φ or the function ψ . Here, we have defined α2d = 1−υ2/c2d and
α2s = 1−υ2/c2s , where, cd =
√
E(1−ν)/ρ(1−2ν)(1+ν) and cs =
√
E/2ρ(1+ν) are
the dilatational and shear sound speeds respectively. Since we are looking for solutions
obeying the mode I symmetry, we propose the ansatz
φ =
∞
∑
n=0
Anr
3/2−n
d cos
(
3
2
−n
)
θd; (5.29)
ψ =−
∞
∑
n=0
Bnr
3/2−n
s sin
(
3
2
−n
)
θs, (5.30)
in rescaled polar coordinates, which are related to the co-moving Cartesian coordinates
via x = rd cosθd = rs cosθs, yd = rd sinθd and ys = rs sinθs. For a crack with a sharp tip,
only the mode with n = 0 is allowed, which corresponds to the usual σ ∼ r−1/2 behavior.
For this mode, the boundary conditions on the straight cut and the matching to the far
field behavior demand
A0 =
8(1+ν)(1+α2s )√
2pi3E(4αsαd− (1+α2s )2)
KdynI , (5.31)
B0 =
2αd
1+α2s
A0, (5.32)
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where KdynI is the dynamical mode I stress intensity factor [48], related to the static stress
intensity factor as
KdynI = K
stat
I
(
(1−ν)4αsαd− (1+α
2
s )
2
αd(1−α2s )
)1/2
. (5.33)
Each eigenmode of Eqs. (5.29) and (5.30) satisfies the elastodynamic bulk equation (5.28).
The coefficients A0 and B0 are determined by Eqs. (5.31) and (5.32) for the correct far-
field behavior, whereas all other modes decay faster. Consequently, we obtain the formal
stress field expansion,
σik =
KdynI
(2pir)1/2
 f (0)ik +N=∞∑
n=1
An f
(n)
ik,d +Bn f
(n)
ik,s
rn
 , (5.34)
where f (n)ik,d(θ ,υ) and f
(n)
ik,s(θ ,υ) are the universal angular distributions for the dilatational
and shear contributions which also depend on the propagation velocity. Again, the un-
known coefficients of the expansion can be found by solving the arising linear problem of
finding the residuum of the function (5.27) for a given crack contour.
Toy model To our present knowledge, there is no appropriate solution of the full prob-
lem given by Eq. (5.13), which also satisfies the required r−1/2 decay of the stress fields at
large distances from the crack tip. Therefore, we would like to propose a toy model, which
– up to some extent – incorporates both dynamic effects as well as viscous dissipation.
Before explaining this model in detail, we would like to state the following observation:
Assuming that the viscous stresses are small compared to the elastic ones, we can expand
the stress field as σik = σ
(0)
ik +σ
(1)
ik + . . ., according to a regular perturbation theory for
small viscous friction. Then, in the static limit υ  υR, the first order correction can
be calculated from the zeroth order fields by using the steady state condition, σ (1)ik =
−υτ∂xσ (0)ik . Consequently, also the first order correction of the elastic energy density due
to viscosity can be calculated solely from zeroth-order fields,
δE(1) = υτε(0)ik
∂σ (0)ik
∂x
. (5.35)
Note that according to Hooke’s law we have σ (0)ik ε
(1)
ik = σ
(1)
ik ε
(0)
ik .
Now, in order to incorporate both effects into a single model without solving a new
elastic boundary value problem, we start from the elastodynamic eigenfunctions (5.29)–
(5.30) which are now interpreted as the zero order fields. Then according to the consider-
ations above, viscosity is treated as a perturbation in the static situation υ  υR, and the
chemical potential including first order corrections due to viscosity is calculated from the
dynamic zero order fields. Thus, using the phase transformation mechanism the chemical
potential in our toy model reads
µ =Ω
(
1
2
σ (0)ik ε
(0)
ik +υτε
(0)
ik
∂σ (0)ik
∂x
− γκ
)
, (5.36)
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where the stresses σ (0)ik and strains ε
(0)
ik are calculated from the elastodynamic eigenfunc-
tions (5.29)–(5.30). Notice, that considering the surface diffusion mechanism, we also
have to account for the kinetic energy density, where the first order correction due to
viscosity has to be found from the integrated dynamic strain fields.
Of course in the dynamic regime Eq. (5.35) does not correspond to a regular perturba-
tion theory, and that is why we call it a toy model. However, we point out, that the toy
model should produce reliable results in two limiting cases. In the limit of zero viscosity
it provides the exact solution of the problem and in the limit of small velocities we have a
regular perturbation theory.
Steady state crack growth Once we can solve the elastic problem for arbitrary
shape, we can solve the free boundary problem for the steady state crack propagation. The
latter is described, depending on the mechanism of propagation by the set of Eqs. (5.7)–
(5.11) in case of the first order phase transition or by Eqs. (5.7)–(5.8) in case of surface
diffusion. The strategy for solving the problem is as follows: for a given guessed ini-
tial crack shape and velocity, we determine the unknown coefficients An and Bn from the
boundary conditions. Afterwards, we calculate the chemical potential and the normal ve-
locity at each point of the interface. The new shape is obtained by advancing the crack
according to the local interface velocities. This procedure is repeated until the steady state
is reached, which means that the shape of the crack in the co-moving frame of reference
remains unchanged [106]. This approach provides a »natural« way to solve the problem,
as it follows the physical configurations to reach the steady state. Then the following
relation between the local normal velocity and the steady state velocity υ holds:
υn−υnx = 0, (5.37)
where nx is the x component of the normal vector directed to the solid phase. This is
a purely geometrical relation and therefore it is independent on the mechanism of crack
propagation, i.e. it is valid for the SD model as well as for the PT model. This equation
gives us an alternative approach to the »quasi-dynamical approach«. Namely, we directly
solved the nonlinear equation (5.37) as a functional of the crack shape and the tip velocity
υ by Newton’s method complemented by Powell’s hybrid method [98, 40] and we refer
to this as the »steady state approach«. We stress here that the »steady state approach« is
especially preferable in case of the SD model, where we thus can avoid to solve the fourth
order differential equation (5.8).
Finally, we define the dimensionless driving force
∆= ∆I +∆III =
1−ν2
2Eγ
K2I +
1+ν
2Eγ
K2III, (5.38)
where we already included the possibility of mixed-mode loading. Here, ∆ = 1 corre-
sponds to the Griffith point, and the energetics necessarily require ∆> 1 for crack growth.
5.3.2. Phase field modeling of fracture
During the past years, phase field modeling has emerged as a promising approach to ana-
lyze fracture by continuum methods (see the reviewing article by Spatschek et al. [111]).
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This method is especially advantageous due to its high versality to study quite compli-
cated multi crack situations[53, 114]. Nowadays, phase field models go beyond the mi-
croscopic limit of discrete models, and encompass much of the expected behavior of
cracks [63, 56, 8, 41]; However, a significant feature of these descriptions is that the scale
of the growing patterns is always set by the phase field interface width, which is a purely
numerical parameter and not directly connected to physical properties; therefore these
models do not possess a valid sharp interface limit. Alternative descriptions, which are
intended to investigate the influence of elastic stresses on the morphological deformation
of surfaces due to phase transition processes, are based on macroscopic equations of mo-
tion. But they suffer from inherent finite time singularities which do not allow steady
state crack growth unless the tip radius is again limited by the phase field interface width
[68, 116].
Since the phase field method originally was developed to simulate the dynamics of
solidification processes, it is of course more natural to formulate a phase field model for
fracture using the phase transformation mechanism Eq. (5.11). However, we mention here
that it is also possible to formulate phase field models for crack propagation by surface
diffusion [101, 54, 53, 69], and for example the initial stage of the ATG-instability has
already been reproduced using such kind of phase field models. Nevertheless, for the
current purpose, we restrict the discussion to phase field modeling for crack propagation
using non-conserved order parameter dynamics, see Eq. (5.11).
For the formulation of the present phase field model, we start with the introduction of a
continuous phase field φ , which will discriminate between the different phases. We define
φ = 1 for the viscoelastic medium, and φ = 0 for the »dense gas« phase. We start from a
free energy functional, similar to [68]
F [φ ,ui] =
∫
V
( fs+ fdw+ fel)dV, (5.39)
where fs(∇φ) = 3γξ (∇φ)2/2 is the gradient energy density and fdw(φ) = 6γφ2(1−
φ)2/ξ is the double well potential, guaranteeing that the free energy functional has two
local minima at φ = 0 and φ = 1 corresponding to the two distinct phases of the system.
The form of the double well potential and the gradient energy density are chosen such that
the phase field parameter ξ defines the interface width and the parameter γ corresponds
to the interface energy of the sharp interface description [54]. Finally the elastic energy
density contribution is
fel =
h(φ)E
2(1+ν)
(
ν
1−2ν ε
2
ii + ε
2
ik
)
, (5.40)
where h(φ) = φ2(3−2φ) interpolates the elastic modulus between zero for the dense gas
phase and one for the viscoelastic medium. It is the simplest polynomial satisfying the
necessary interpolation conditions h(0) = 0 and h(1) = 1 and having a vanishing slope at
φ = 0 and φ = 1, in order not to shift the bulk states. Here, for the sake of brevity we
consider the Poisson ratio to be phase independent.
The evolution of the elastic fields is determined by the principle of momentum conser-
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vation according to Eq. (5.5),
ρ u¨i =
∂
∂xi
(σ (el)ik +σ
(vis)
ik ), (5.41)
where the elastic stresses are defined as the derivative of the elastic free energy density
with respect to the strains, i.e. σ (el)ik = ∂ fel/∂εik. For simplicity we consider the dense gas
phase to have the same viscous properties than the solid matrix. Then the viscous stresses
become phase independent and we can simply use Eq. (5.4).
The phase field dynamics are given by the functional derivative of the free energy with
respect to the phase field variable,
∂φ
∂ t
=− D
3γξ
(
δF
δφ
)
ui=const.
, (5.42)
where D corresponds to the above mentioned kinetic coefficient of the phase transforma-
tion model. Notice, that the viscous dissipation does not affect the phase field dynamics.
According to our sharp interface model of crack propagation, we consider viscosity to
be a bulk property, which does not affect the phase change behavior directly. The only
possible coupling to the phase field could be via a production of heat, which increases
the temperature locally. To avoid this coupling we assume the media to have high ther-
mal conductivity, which guaranties a constant temperature field. Details of the numerical
implementation are given in given in appendix A.1.
Using the phase field method, we investigate crack growth in a strip geometry with fixed
displacements at the upper and lower grip. The multipole expansion technique [112, 96]
is designed to model a perfect separation of the crack tip scale D/υR or D/υ0 to the
strip width W : In most real cases, crack tips are very tiny, and therefore it is theoretically
desirable to describe this limit. For the phase field method, however, a finite strip width W
is necessary, and a good separation of the scales therefore requires time-consuming large-
scale calculations. We shift the system such that the tip remains in the horizontal center.
This allows to study the propagation for long times until the crack reaches a steady state
situation. Apart from this finite size restriction, we had to introduce the interface width
ξ as a numerical parameter, and the phase field method delivers quantitative results only
in the limit that all physical scales are much larger than this lengthscale. The latter has to
be noticeably larger than the numerical lattice parameter ∆x, but the results show that the
choice ξ = 5∆x is sufficient. Therefore, to obtain quantitative agreement with the results
from the multipole expansion method, we have to satisfy the hierarchy relation
ξ  D
υR
W, (5.43)
which is numerically very hard to achieve. We developed a parallel version of the phase
field code which is running on up to 2048 processors, with system sizes up to 8192×
4096 ·(∆x)2. However, for qualitative results we typically use WυR/D= 86 and D/υRξ =
1.9, where the total size of the system in grid points is 800×2048. All computations are
performed on the supercomputer JUGENE operated at the Research Center Jülich.
The dimensionless driving force ∆ decomposes into mode I and III contributions, and
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according to Eq. (5.38), it is defined for the strip geometry as
∆= ∆I +∆III =
E
2γW
(
δ 2I
2(1−ν2) +
δ 2III
1+ν
)
. (5.44)
Here, δI is the above mentioned fixed displacement by which the strip is elongated verti-
cally, whereas δIII is a fixed displacement by which the strip is sheared in the z direction.
The value ∆= 1 corresponds to the Griffith point.
5.4. Opening mode fracture
We proposed a description of fracture in the spirit of elastically driven interfacial pattern
formation processes (see section 5.1). Specifically, we introduced two slightly different
models of crack propagation, which differ basically in their underlying mechanism of
material transport at the tip. First, we discussed crack propagation by surface diffusion
(SD) and second, fracture was interpreted as a first order phase transformation process
(PT). Within the SD model the amount of solid material is conserved, whereas in the
PT model this is not the case. However, we state that apart from the already mentioned
difference in the shape due to presence or absence of material conservation (compare
Figs. 5.1 and 5.2), the two models show the same qualitative behavior for mode I fracture,
which is also confirmed by our simulations.
Equation (5.5) in combination with equations (5.6)-(5.8) for the surface diffusion or
equations (5.9)-(5.11) for the phase transformation model lead to a complicated mov-
ing boundary problem, which can be solved by either the multipole expansion method,
designed to simulate efficiently steady state crack propagation, or by the fully dynamic
phase field method.
Now, we discuss the results obtained for mode I (opening mode) cracks, where the
tensile forces act perpendicular to the fracture plane. Note, that for all the proceeding
calculations we set ζ = ν = 1/3. Then, τ = η/E is the only remaining viscous time scale,
and we define the dimensionless viscosity strength η˜ = υ2R/υ20 , where υR is the Rayleigh
speed and either υ0 = (D/τ)1/2 for the PT model or υ0 = (Dsτ−3)1/4 for the SD model,
respectively. First we deal with slow crack propagation with a steady state velocity much
smaller then the Rayleigh speed, i.e. υ  υR. In this case dynamic effects are negligible,
and the application of static elasticity is legitimate, η˜ = ∞. Then we discuss the limit of
fast crack propagation with vanishing viscous dissipation, where the steady state velocity
υ and the finite tip radius r0 are selected by dynamic effects only, η˜ = 0. Finally, we
attempt to draw a picture of the full problem: dynamic mode I fracture including viscous
dissipation.
5.4.1. Slow cracks
We start with the discussion of the results from the PT model in the regime of small
propagation velocities, υ  υR. In Fig. 5.3, we qualitatively compare the dimensionless
steady state velocity υ/υ0 obtained from the multipole expansion method for infinite
viscosity strength with the results from the phase field method for finite viscosity strength
η˜ = 2. The inset of the figure shows a typical steady state crack shape obtained with the
multipole expansion method in the limit of static elasticity. The shape is drawn without
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Figure 5.3.: Qualitative comparison of the tip velocity υ/υ0 as a function of the driving
force ∆ for mode I fracture using the PT model. The solid line corresponds to
the results of the multipole expansion method with infinite viscosity strength.
The triangles correspond to the phase field results with viscosity strength η˜ =
2. The inset shows the crack shape for the PT model with ∆ = 3.6 obtained
with the multipole expansion method. Both directions x and y are scaled with
the half tail opening h of the crack.
elastic displacements which should be added to obtain the real shape under load. First
of all, from the shape we clearly see that the crack tip scale is selected self-consistently,
and the finite time cusp singularity of the ATG instability does not occur. Therefore, we
can conclude that the sole presence of viscous bulk dissipation is already a way to cure
this well-known problem [112]. As already mentioned in section 5.2, in the tail regime
far behind the tip a finite and constant opening 2h filled with the dense gas phase remains
within the PT model. However, this opening is on the order of the crack tip radius r0, so
that the whole crack pattern observed from far away r r0 still looks like a mathematical
cut.
Concerning the results from the multipole expansion method shown in Fig. 5.3, we im-
mediately observe that this method does not provide steady state solutions below ∆= 2.6.
Moreover, at first glance the results seem to tell that cracks in our model actually start to
grow at this value, and not at the energetic Griffith point ∆= 1, where they should start to
grow due to energy conservation. We interpret this quite remarkable behavior as a transi-
tion between two different types of crack growth [112]: Above ∆ = 2.6 we have normal
crack growth, and in between 1<∆< 2.6 we have very slow creep, where the velocities υ
and tip radii r0∼ h are significantly lower than those of the cracks. For the »creep branch«
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the finite energy excess due to the supercritical loading ∆ > 1 is completely absorbed in
the bulk by viscous dissipation, and no energy is left to drive the crack. As soon as the
critical driving force ∆ = 2.6 is exceeded this effect somehow saturates, and the further
energy dissipation then drives the crack as normal. Consequently, above the critical value
∆ = 2.6, the crack speed increases monotonically with the driving force, as can also be
seen in Fig. 5.3.
However, the figure also tells that the phase field simulations do not show this remark-
able behavior. This should not lead to doubts on the accuracy of the sharp interface results
concerning the true model behavior. The reason for this qualitatively different behavior of
the phase field results is very simple: The finite interface width of the phase field serves
as a cutoff for the selected tip radius, since it does not allow for smaller openings than the
finite interface width ξ . On the other hand, as already mentioned creep crack motion is
characterized by very small opening, which makes it very hard to observe this behavior
using the phase field method. Instead the phase field results tell that keeping a finite crack
opening regularizes the selection of the tip velocity, which finally leads to normal crack
growth starting from the true Griffith point [116, 96].
For moderate driving forces around ∆ = 4, the qualitative agreement between phase
field results and the velocities from the multipole expansion method is relatively good
(see Fig. 5.3). Finally, due to a further increase of the driving force, the results of the two
methods start to deviate from each other. Here, the phase field results show already signs
of a saturation of the tip velocity due to dynamic effects, which are not considered in the
multipole expansion method.
Now let us discuss slow mode I crack propagation using the surface diffusion (SD)
model, and for this purpose we briefly review the corresponding results from [112]. All
the results in this context stem from the multipole expansion method for infinite viscosity
strength, and are summarized in Fig. 5.4. Again, we show the steady state tip velocity
υ/υ0 as a function of the driving force ∆ in combination with a corresponding crack
shape in the inset. At first glance, the obtained shape seems to differ quite significantly
from a typical shape of a crack within the PT model (compare insets of Fig. 5.3 and
5.4). However, more important is that a finite tip radius is selected self-consistently,
which is common for both models. Of course, due to the additional material conservation
condition, for the SD model the opening in the tail region vanishes. Apart from this
difference for mode I fracture the SD model shows the same qualitative behavior as the
above discussed PT model. Again, we obverse that crack growth starts at an effectively
renormalized apparent Griffith point, at ∆ = 2.6, which indicates the remarkable plateau
of very slow creep crack motion. Then, from this point on the crack speed increases
monotonically with the driving force, as it is also the case for the PT model.
Finally, we remark, that within the static limit the tip splitting instability does not show
up for mode I fracture neither in the phase transition model nor for the surface diffusion
mechanism. For pure mode I loading, it seems that the tip splitting occurs only if inertia
effects are taken into consideration. Since the phase field method contains the full dynam-
ics, with this method irregular tip splitting can be studied even in the presence of viscous
dissipation, as shown in Fig. 5.7. Nevertheless, for pure mode III fracture and the mixed
mode scenario, the instability appears even in the static limit [112].
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Figure 5.4.: Steady state tip velocity υ/υ0 for a mode I crack as a function of the driving
force ∆ in case of the SD model. The results are obtained with the multipole
expansion method for infinite viscosity strength, and have been published
previously in [112]. The inset shows the corresponding crack shape for ∆ =
10.0. Both directions x and y are scaled with the half maximum height h of
the crack.
5.4.2. Vanishing viscous dissipation
Now discussing mode I fracture within the PT model without viscous dissipation (η˜ = 0),
we briefly review the corresponding results of our previous work [115, 96, 116]. The
main result in this context was the quantitative comparison of steady state crack velocities
υ/υR (υR is the Rayleigh speed) obtained from phase field simulations and the multipole
expansion method as previously presented in [116] and now shown in Fig. 5.5. For this
quantitative comparison we had to ensure that the scale separation (5.43) is sufficiently
satisfied. Therefore, we made a large series of phase field simulations for various differ-
ent sets of parameters W,ξ and performed a double extrapolation of the obtained steady
state velocities υW,ξ (the subscripts indicate the additional non-resolved length scale de-
pendencies) [116]. Finally, as shown in Fig. 5.5, the agreement of the results which are
obtained from completely different methods is very convincing. The small deviation for
∆= 1.8 is due to the fact that this value is already close to the threshold of the tip-splitting
instability which cannot be captured by the multipole expansion method.
With this costly quantitative comparison, we found in particular evidence for the re-
markable prediction that the steady state velocity decays weakly with increasing driving
force [96]. Thereby, of course, the product υh/D which controls the dissipation still
remains monotonically growing. This counterintuitive outcome means that within the dy-
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Figure 5.5.: Quantitative comparison of steady-state crack velocities obtained from the
multipole expansion technique and the extrapolated values from phase field
simulations, for the limiting case of η˜ = 0. The results have been previously
published in [116]. The gray line-color indicates results where a negative tip
curvature was measured. The inset of the figure shows multipole expansion
crack shapes of the stable (black curve ∆ = 1.3) and the unstable solution
(gray curve ∆ = 2.3), which have been previously published in [96]. Both
directions x and y are scaled with the half tail opening h of the crack.
namic limit (η˜ = 0) of the model the dissipation is mainly increased due to tip blunting
instead of a rise of the crack speed. Tip blunting then always leads to the tip splitting in-
stability, due to the secondary ATG-instability as mentioned in section 5.2. On the other
hand, we observe that at ∆≈ 1.8 the steady state tip curvature changes its sign from pos-
itive to negative. In Fig. 5.5 we indicate this change by a change from the black to the
gray line-color, and in the inset we show two corresponding crack shapes. Consequently,
we say that the steady state solutions become unstable against the tip splitting instabil-
ity beyond this point, which is obviously also confirmed by previous phase field studies
[116].
Although the model provides a selection of the crack tip scale and velocity in the limit
of vanishing dissipation, it suffers from the fact that for the small range of driving forces
near the Griffith point the velocity of the crack is finite while the size of the crack tip ap-
proaches zero. The phase field method normally –without careful double extrapolation–
does not exhibit such a behavior due to the finite interface width, which serves as a lower
cutoff value for the crack tip scale [115]. In the same way, setting the minimal allowed
opening by hand, also the situation for the multipole expansion method can be improved
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[96]. Since our intention was to formulate a continuum model of fracture which is inde-
pendent of any microscopic length scales, for the present occasion such kind of introduc-
tion of a finite cutoff length scale is unsatisfactory.
However, here we point out that the selection of tip velocity and radius via viscous
bulk dissipation as discussed in the previous subsection neither suffers from the problem
of finite velocities slightly above the Griffith point nor requires the introduction of an
additional microscopic cutoff length scale. On the other hand, for mode I the tip splitting
instability does not occur in the limit of infinite viscosity strength. Therefore, to describe
the full picture of crack propagation under mode I loading, it is highly desirable to account
for both viscous dissipation as well as dynamic effects. We attempt to do this in the next
subsection using phase field simulations as well as the »toy model« described in section
5.3.1.
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Figure 5.6.: Toy model results for the steady state tip velocity υ/υR as a function of the
driving force ∆ in case of mode I crack propagation using the PT model. The
solid line corresponds to η˜ = 1.0, the dashed to η˜ = 0.5. Gray colored lines
indicate steady state solutions with negative tip curvature.
5.4.3. Dynamic crack propagation
Strictly speaking, the approach of the toy model is only valid in the two limiting cases
of either vanishing viscous dissipation η˜ = 0 or slow velocities η˜ = ∞. Nevertheless, we
use this method, supplemented by phase field simulations, to draw a qualitatively picture
of the full problem of dynamic mode I crack propagation including viscous bulk friction.
The toy model then gives us the opportunity to qualitatively compare the full growth
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behavior of the two different mechanisms of the crack propagation: phase transition (PT)
and surface diffusion (SD).
Figure 5.7.: Irregular tip splitting scenario for a viscosity strength of η˜ = 2 and ∆= 10.0.
We set WυR/D = 170 and D/υRξ = 1.9, and the size of the system in grid
points is 1600× 4096. The time t is given in units D/υ2R. The thickness of
the interface corresponds the phase field interface width.
Again, we start with the discussion of the PT model. The results from the toy model
simulations for two different values of the viscosity strength η˜ = τυ2r /D are presented in
the Fig. 5.6. For all the three values of η˜ , the crack starts to grow from the same new
»apparent« Griffith point at ∆ ∼ 2.1, which indicates the »creep crack« motion below
this point, as mentioned earlier in section 5.4.1. From the apparent Griffith point on the
velocities increase monotonically quite rapidly up to a maximal value. Then the velocity
maximum is followed by a small range of driving forces, where the velocity decreases
which increasing driving force, but still the tip curvature is positive. Finally as shown in
Fig. 5.6 by the gray line-color, the curvature turns to negative values, which indicates the
occurrence of the tip splitting instability. With increasing viscosity strength η˜ the driving
force of maximal velocity as well as the point where the curvature turns negative are both
shifted to higher driving forces. From this we conclude that dynamic effects favor the
occurrence the tip splitting instability or vice versa the presence of viscous bulk friction
helps to stabilize the crack against the tip splitting instability, which is also qualitatively
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supported by fully dynamic phase field simulations. For η˜ → ∞, of course, we expect
convergence to the previous results obtained in the static limit, as shown in Fig. 5.3. With
a decrease of the viscosity strength the point of maximal velocity is shifted more and more
to the left until, finally, in the case of vanishing viscosity, η˜ = 0, it reaches the Griffith
point (see Fig. 5.5).
Unfortunately, using the phase field method a quantitative determination of the onset of
the tip splitting instability is computationally very expensive. The onset of the irregular
tip splitting behavior depends, in particular, sensitively on the system size, because in
relatively small systems, the branches of the crack cannot separate since they are repelled
by the boundaries. Therefore, the steady state growth is always stabilized by finite size
effects. On the other hand, initial conditions can trigger an instability, and then a long
transient is required to get back to steady state solutions. However, as shown in Fig. 5.7,
even for a relatively high viscosity strength η˜ = 2 we found the irregular tip splitting
behavior for ∆split = 10.0.
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Figure 5.8.: Toy model results for the steady state velocity υ/υR as a function of the
driving force ∆ in case of mode I crack propagation using the SD model. The
solid line corresponds to η˜ = 1.0, the dashed one to η˜ = 0.5. Gray colored
lines indicate steady state solutions with negative tip curvature.
In the case of the SD model the tip velocities show qualitatively the same behavior as
for the PT model (compare Fig. 5.8 and 5.6). Again, growth starts from the ‘apparent’
Griffith point at ∆ = 2.1, and from there on the velocity first increases with increasing
driving force until it reaches a maximum and then it again decreases until finally the
curvature turns negative, which indicates the occurrence of the tip splitting instability.
Also common for both models is that the crack velocity decreases with the increase of
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viscosity strength η˜ = υ2R/
√
Dsτ−3, while the turning point is shifted to higher driving
forces. However to mention a difference, the point of maximal velocity and moreover the
tip curvature turning point appear at much higher driving forces than in the case of the
PT model, which especially also increases the regime, where the velocity decreases with
increasing driving force.
5.5. Mixed mode fracture
For our description of fracture in the spirit of elastically driven interfacial pattern for-
mation processes (see section 5.1), we introduced two different mechanisms of crack
propagation: First surface diffusion (SD) and second phase transformations (PT), with
respectively conserved and non-conserved order parameter dynamics. In this section, we
discuss crack growth driven by mixtures of mode I and mode III loading. Here, as usual,
mode I loading denotes external tensile forces acting perpendicular to the fracture plane,
while mode III corresponds to an out of plane shearing, where the direction of the stresses
is normal to the opening plane. In contrast to pure mode I loading, as discussed in the
previous section, for the mixed mode scenario there is indeed a qualitative difference in
the crack growth behavior for the two different models of fracture, as we will see in this
section.
Again, the arising free boundary problem is discussed by means of the results from
the multipole expansion method, supplemented by phase field simulations (see section
5.3). For the mixed mode scenario we concentrate on the limit of slow crack propaga-
tion, i.e. υ  υR (υR is the Rayleigh speed), where the application of static elasticity is
legitimate. Again by setting ν = ζ = 1/3, the inclusion of viscosity only introduces one
additional time scale, τ = η/E. Then, for the dynamic phase field method, the dimen-
sionless viscosity strength η˜ = υ2R/υ20 is defined, where respectively either υ0 = (D/τ)
1/2
for the PT model or υ0 = (Dsτ−3)1/4 for the SD model.
First, we briefly review our findings concerning the crack behavior in the mixed mode
scenario for the case of the SD model [112]. As shown in Fig. 5.9, for pure mode III the
crack speed increases with the driving force, until it reaches a maximum at ∆≈ 3.5, then
it decreases, and obviously steady state solutions do not exist beyond the point ∆ ≈ 3.8,
where the stable branch merges with another (unstable) solution. Beyond the bifurcation
point ∆≈ 3.8 we expect crack branching, in analogy to our findings for fast dynamic mode
I fracture, as discussed in the previous section. It is quite remarkable, that the presence of
mode III loading contribution leads to the occurrence of the tip splitting instability even
in the case of static elasticity. In [112] we also show the maximum height of the crack
as function of the driving force for different loadings. At ∆ ≈ 1.1 the size of the mode
III steady state crack diverges and υ → 0. The viscous dissipation becomes negligible
here, but the surface dissipation remains finite. This point can be interpreted as the point
of ductile-to-brittle transition: Below it the size grows indefinitely in time and the crack
slows down, while above this point steady state solutions with a finite tip scale exist.
Starting from a pure mode III crack, we can now include additional mode I loadings.
Fig. 5.9 shows that this shifts the bifurcation point towards higher values and therefore
extends the range of steady state solutions towards higher driving forces. From this we can
conclude that mode III contributions favor the appearance of the tip splitting instability.
With respect to this we also do not see any reason to further discuss dynamic fracture
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Figure 5.9.: Steady state propagation velocity as function of the driving force for pure
mode III and a mixture with ∆III/∆ = 0.85 are displayed. The gray line
belongs to steady state solutions with negative tip curvature. The results have
been previously published in [112]. The inset of the figure shows the steady
state crack shapes of the stable and the unstable solution in the case of mixed
mode loading with ∆III/∆ = 0.85 and a total driving force of ∆ = 3.6. Both
directions x and y are scaled with the half maximum height h of the crack.
with mode III contribution, since this will most probably only shift the bifurcation point
to even lower driving forces.
Now, before coming to the mixed mode results obtained using the PT model, we want to
remark to the different behavior of mode I and mode III. The reason why cracks driven by
these two modes behave so differently (compare Figs. 5.4 and 5.9) is related to completely
different elastic fields. Here it is quite crucial that the elastic energy density enters the
chemical potential, which in particular also contains the tangential stress; the other stress
components vanish due to the boundary conditions.
However, let us look in more detail on the asymptotic decay of the elastic contribution
to the chemical potential at the crack faces. Since, for mode III loading the symmetry
conditions are different than for mode I, the angular dependence of the stress fields also
differs [48, 44]. As a consequence of this, any finite mode III loading contribution causes
the chemical potential to decay like µ(x→−∞) ∼ 1/x instead of µ ∼ 1/x3 for the case
of pure mode I loading. How does that influences the asymptotic shape function y(x) of
the crack for the two different mechanisms of crack propagation?
Discussing this question for the SD model, we assume the existence of a steady state
solution in the spirit of section 5.2. This means that tip velocity and radius are selected
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such that the two growing exponential solutions of the asymptotic shape equation are
suppressed. Thus for a further asymptotic analysis, we have the following ansatz for
the shape function: y(x) = δ (x) +Aexp((υ/Ds)1/3x), where δ (x) should be a smooth
polynomially decaying function. In the following the exponential term is omitted, since
it decays much faster then the function δ (x). The latter is determined by the asymptotic
shape equation in the co-moving frame of reference, υδ (x) ∼ Dsδ ′′′− const./x2 which
can be obtained from Eqs. (5.7) and (5.8). To obtain the slowest decaying contribution,
we neglect the third derivative from the curvature contribution, and find that δ (x) decays
like 1/x2. Correspondingly, in the case of pure mode I loading the shape function decays
like 1/x4, which is substantially faster.
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Figure 5.10.: Qualitative comparison of crack tip velocities υ/υ0 as a function of driving
force ∆ for 50% mode III loading in the case of the PT model. The solid line
corresponds to the results of the multipole expansion method with infinite
viscosity strength. The symbols correspond to the phase field results with a
viscosity strength of η˜ = 2. The inset shows the corresponding steady state
crack shape for a total driving force of ∆= 12.0. Both directions x and y are
scaled with the half tail-opening h of the crack.
In the case of the phase transformation model this effect is even more serious. Then,
the existence of a steady state solution means, that tip velocity and radius are selected
such that the one growing exponential is suppressed and a finite tail opening h is possible.
This brings us to the following ansatz for the asymptotic shape function, y(x) = h+δ (x),
where again δ (x) should be a smooth polynomially decaying function. By neglecting
the second derivative δ ′′(x) from the curvature contribution, we obtain from Eqs. (5.10)
and (5.11) in the co-moving frame of reference, and the following ordinary differential
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equation in the asymptotic regime: −υδ ′(x)∼ 1/x. Hence, in the case of a finite mode III
contribution the shape function does not even decay but instead weakly grows like ln(x).
Interestingly, this weak logarithmic growth of the asymptotic crack shape is also con-
firmed by the simulations as shown in the inset of Fig. 5.10 for the multipole expansion
method in the case of 50% mode III contribution. Concerning the phase field results, we
observe two different kinds of growth: Slightly above the Griffith point until a driving
force of about ∆ ≈ 1.4, we obtain solutions with almost zero velocity and an asymp-
totically growing crack opening similar to what the shape from the multipole expansion
method shows. Then above this point the solutions seem to regularize, and this weak
growth of the shape function is no longer observable using the phase field method. For
pure mode III loading this transition point is shifted to an even higher driving force of
about ∆ ≈ 2.0, as we analyzed by means of phase field simulations. Thereby, as shown
in the main graph of Fig. 5.10, the qualitative comparison of the tip velocities υ/υ0 as a
function of the driving force ∆ is astonishingly good.
However, we mention here, that this asymptotic growth of the shape function y(x) is a
serious problem of the PT model. Since with this asymptotic behavior the whole crack
pattern no longer converges to the straight mathematical cut on a course grained level,
the description somehow contradicts to the classical of crack propagation. Consequently,
the mode III results from the PT model are much less reliable than those for the SD
mechanism, which does not suffer for this problem.
5.6. Conclusion
We presented a continuum description of fracture in the spirit of elastically driven interfa-
cial pattern formations processes. This description led to the moving boundary problem,
where not only the propagation velocity but also the entire shape, and especially the tip
radius, had to be selected self-consistently. Thereby we discuss two different mechanisms
of crack propagation: In the first case the crack is considered to advance by material
diffusion along the crack surface. Secondly, we interpret fracture as a first order phase
transformation process of the solid material to a »dense Gas« phase.
Scaling arguments were given that, to cure the finite time cusp singularity, we neces-
sarily need an independent selection of the tip radius and the steady state velocity, which
is not possible if solely linear elasticity is taken into account. Therefore, apart from cap-
illarity and linear elasticity, additional influences were required providing the required
additional length and/or time scales. Since we focus on gaining fundamental insight to
the phenomenon fracture, we concentrated here only on well established theoretical con-
cepts. Specifically the additional influences from dynamic elasticity and viscous friction
were discussed.
The arising moving boundary problem had been solved by two quite complementary
methods. First, we developed an efficient steady state sharp interface method based on
the expansion of the elastic state in eigenfunctions of the straight mathematical cut. Sec-
ond, a fully dynamic phase field description of crack propagation by first order phase
transformation processes was developed.
Finally, with both methods at hand, we gave a profound insight into the model behavior
of our continuum description of fracture. In particular, we extensively discussed mode I
fracture, where the coupled influence from dynamic elasticity and viscous dissipation led
to a model behavior which reproduced all the three mentioned generic features of fracture:
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The saturation of steady state velocities appreciably below the Rayleigh speed, parameter
regimes, where the steady state velocity increases with increasing driving force, and the
tip splitting instability for high applied tensions. Apart from that also mixtures of mode
I and mode III loadings were discussed. Here, an asymptotic analysis of the chemical
potential far behind the tip was performed. It turned out that the interpretation of fracture
as a phase transformations process leads to a weak logarithmic increase of the fracture
opening, which contradicts somehow to the conventional picture of crack propagation.
However, due to the additional condition of material conservation, the model of crack
propagation by surface diffusion does not suffer for this problem.
The present study offers profound fundamental insights into the phenomenon of frac-
ture as a whole. On an even higher level, the work provides also new perspectives con-
cerning the fundamental understanding of the selection mechanisms during elastically
driven pattern formation processes. However, still unclear is the question how to relate
our predictions to real experiments on crack propagation. Since we used a continuous
description, our approach requires – at least up to some extend – »super atomic« dimen-
sions of the tip region. So far, experimentally observed crack tips appear to be rather
sharp, although recent experimental investigations of fracture in brittle gels possibly re-
veal macroscopic scales [81]. For further research, it would be interesting to study crack
propagation by surface diffusion using the phase field method. Recently, corresponding
phase field models for surface diffusion have been studied [54, 53, 69], which provide a
very good starting point.
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The general aim of this thesis is to study the behavior of pattern forming systems in the
presence of elastic effects. In particular, we considered pattern formation during diffu-
sional solid-state transformations and studied crack propagation in the spirit of an inter-
facial pattern formation process. In both cases the description lead to a moving boundary
problem, where nonlocal diffusion and/or long-range elastic effects are strongly coupled
to the phase evolution behavior. The solid-state transformations are driven by the in-
terface undercooling on the one hand, while simultaneously phase evolution influences
the thermal diffusion field via the generation or absorption of latent heat, on the other
hand. Furthermore, structural differences between the solid phases cause nontrivial elas-
tic deformations which depend on the entire phase configuration of the system. Similar
for the case of fracture, where the continuous description requires not only to determine
the propagation velocity but also the entire shape of the crack. Nevertheless, the selec-
tion mechanisms, of course, are quite different for solid state transformations and crack
propagation.
Our primary method of choice to tackle the two fully time-dependent moving boundary
problems is the phase-field method. It avoids explicit interface tracking and is versatile
enough to deal even with topological changes. This was achieved by smearing out the
formerly sharp interfaces over a region of finite width, allowing to set up corresponding
coupled partial differential equations for the whole computational domain. This conve-
nient description comes at the cost of introducing the interface width as a new and in this
sense purely numerical length-scale. Since the phase-field model does not yield an ex-
act representation of the original sharp interface problem any longer, it has to be ensured
that the original sharp interface problem is recovered in the asymptotic limit of vanishing
interface width.
First, we derived a thermodynamically consistent nonisothermal phase field model
for solid-state transformations, which also accounts for elastodynamic effects. It was
shown how to implement numerically the arising partial differential equations in a two-
dimensional geometry via finite difference schemes. In particular, we proposed two dif-
ferent couplings between the phase field and the elastic fields, which both lead to the same
sharp interface limit. In a preliminary step, we studied the growth of thermodynamically
favored phases in the two basic limits of this model: First, thermal diffusion without
elastic effects, and, secondly, lattice strain effects with a constant temperature field. In
the case of the diffusion limited growth, we found the theoretically expected motion of a
planar phase front, and further recovered the characteristic two-dimensional steady state
solutions, which grow in a thermally insulating channel. Above the theoretical threshold
of λ = 1/2 we obtained the symmetrical dendritic-type finger and, as the driving force
is increased, the simulations showed the breaking of the parity as qualitatively expected.
Concerning the lattice strain affected channel growth in a constant temperature field, we
performed a series of simulations using both kinds of couplings between elasticity and
the phase field. Furthermore, by comparing the obtained growth velocities we could show
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that these two different models can be mapped onto each other by an appropriate renor-
malization of the surface energy.
Then we investigated the coupled problem of diffusion-limited solid-state transforma-
tions in the presence of lattice strain. Apart from phase field simulations in a chan-
nel geometry, these transformations were also studied in free space using steady state
Green’s function methods. In comparison to the accurate and computationally very effi-
cient Green’s function technique, the fully dynamic phase field method had the advantage
of higher flexibility. In particular, the phase field simulations cover also the transient states
and are, for instance, easily applied to the more complicated scenario of collective growth
of several thermally and elastically interacting seeds. However, restricting to steady states
in relatively wide channels the two methods exhibit a comparable behavior. In studying
single and bicrystal growth for a number of different structural transformations, we found
that the arising elastic effects have a strong influence on the pattern selection. The differ-
ent structural transitions lead to a very rich behavior, and we obtained a surprisingly large
variety of patterns already for the relatively simple model considered here. Interestingly,
some of the selected steady state velocities were found to be much higher than the corre-
sponding velocities from classical dendritic growth selected by the anisotropy of surface
tension.
We point out that the selection of relatively high velocities indicates the experimental
relevance of this new selection mechanism; although in real systems a number of possi-
ble selection mechanisms compete with each other, finally only the fastest growing mode
should dominate the system’s behavior, since it can outgrow the others. Therefore, we
believe that pattern selection via lattice strain effects is an important discovery for under-
standing the kinetics of solid-state transformations. Consequently, the systematic study
of this mechanism in a »clean« model system, as was done in this thesis, should be highly
valuable and should offer new perspectives in materials science.
In the range of our investigations on solid-state transformations, so far, only elastic
deformations were taken into account, assuming that the structural changes or density
differences between adjacent solid phases are rather small. However, in many cases this
assumption is not legitimate, and the material may start to deform plastically. Therefore,
as an outlook for further investigations we also discussed the incorporation of the rate
independent isotropic von Mises (or J2) plasticity. This implementation has been checked
by considering plastic deformations that arise around a circular hole in a two-dimensional
domain strained hydrostatically far away from the hole.
Apart from that, we also discussed dynamic crack propagation in the frame work of a
continuum description. In this respect, the phenomenon fracture is understood as a late
stage of the elastically driven interfacial Asaro-Tiller-Grinfeld (ATG) instability, which
provides a link between the theory of pattern formation and conventional dynamic frac-
ture mechanics. Both have their origin in a competition between the release of elastic
energy and the increase of surface energy. The deep notches that form in the late stage
of this morphological instability are comparable to fast growing cracks in many respects.
Within this description, cracks advance via the transport of solid material away from the
tip. Using linear transport theory the various physical effects that appear in the very tip
region are modeled effectively through a single kinetic mass transport coefficient; thus
overcoming the difficulty of a detailed microscopic modeling in the process zone. In
particular, we proposed two different interpretations of crack propagation, depending on
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whether the material transport process is »mass conserving« or not: In the first case the
crack was considered to advance by material diffusion along the crack surface. Second,
we interpreted fracture as a first order phase transformation process of the solid material
to a »dense gas« phase. The necessary independent selection of the tip radius and the
propagation velocity is possible by incorporating elastodynamic effects and/or linear vis-
cous bulk friction, which also cures the spurious finite time cusp singularity of the ATG
instability.
To tackle the moving boundary problem of dynamic crack propagation, we properly
extended the above mentioned fully dynamic phase field model for solid-state transfor-
mations to a phase field description of crack propagation by first order phase transforma-
tion processes. Apart from that, also efficient steady state sharp interface methods based
on the expansion of the elastic state in eigenfunctions of the straight mathematical cut
were used. In contrast to the phase field technique this method easily could cover both
the phase transformation kinetics as well as surface diffusion. However, it provides only
accurate results in either the limit of vanishing viscosity or the limit of static elasticity
(slow crack motion). Both quite complementary methods together then offer a profound
insight into the phenomenon of fracture within the frame work of the present continuous
description. Considering mode I cracks our theory predicts three generic features of frac-
ture: The saturation of the steady state velocity appreciably below the Rayleigh speed;
parameter regimes of normal crack behavior where the steady state velocity increases
with increasing driving force; and the tip splitting instability for high applied tensions.
However, concerning mixtures of mode I and mode III loadings the situation changed
quite significantly. In contrast to pure mode I loadings, the cracks undergo now the tip
splitting instability even without the inclusion of dynamic effects due to a finite mode III
loading contribution. Furthermore, it turns out that the propagation via phase transforma-
tions does not lead to a valid description of fracture due to a weak logarithmic increase of
the fracture opening, which is revealed by an asymptotic analysis of the chemical poten-
tial far behind the tip. However, the model of crack propagation by surface diffusion does
not suffer from this problem, since in this case the material conservation condition leads
to a suppression of this effect.
The presented work provides a detailed overview about the theory and the model behav-
ior of fracture in the spirit of interfacial pattern formation processes. For further research
in this area it would be interesting to study crack propagation by surface diffusion using
also the phase field method. Although, a correct modeling of this transport process within
the phase field frame work has previously turned out to be difficult, the suitable phase
field models for simulating surface diffusion have been recently proposed [54, 53, 69].
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A. Appendix
A.1. Phase field modeling of solid-solid phase
transitions in viscoelastic media
For the problem of viscoelastically influenced phase transitions between two solid phases,
we define the phase field such that φ [h] = 1 denotes the hard phase and φ [s] = 0 charac-
terises the soft phase. The energy density contributions are fel = µ(φ)ε2i j +λ (φ)(εii)2/2
for the elastic energy, with µ(φ) = h(φ)µ [h]+(1−h(φ))µ [s] and λ (φ) = h(φ)λ [h]+(1−
h(φ))λ [s], where h(φ) = φ2(3−2φ) is the switching function which interpolates between
the two phases. Here, εi j are the strain tensor components, and µ [h],λ [h] and µ [s],λ [s]
denote the bulk values of the Lamé constants and shear moduli of the hard and soft phase,
respectively. For vanishing elastic constants in the soft phase crack propagation can be
studied. The surface energy is fs(φ) = 3γξ (∇φ)2/2 with the interface width ξ . Finally,
the double-well-potential is fdw = 6γφ2(1−φ)2/ξ . Therefore, the total free energy func-
tional is given by
F =
∫
dV ( fel + fs+ fdw) . (A.1)
The phase field dynamics are obtained from the functional as
∂φ
∂ t
=− D
3γξ
(
δF [φ ]
δφ
)
ui=const.
. (A.2)
Viscous friction does not enter the phase field dynamics because this influence is con-
sidered to be a bulk property, which does not affect the phase change behavior directly.
The only possible coupling to the phase field could be via a production of heat, which in-
creases the temperature locally. To avoid this complicated coupling, we assume the media
to have high thermal conductivity, which guarantees a constant temperature field.
Considering mode I, the opening loading, we apply a plane strain geometry in the y-
direction, and therefore restrict to ux(x,y), uy(x,y) and uz = 0. In principle mode III, the
out of plane shear loading, is much simpler: ux = 0, uy = 0 and uz = (x,y). But since we
are also interested in mixed mode loadings, we have to consider the more general case:
ux(x,y), uy(x,y) and uz = (x,y).
The evolution of the elastic fields is determined by the principle of momentum conser-
vation Eq. (2.37),
ρ u¨i =
∂σ (el)ik
∂xi
+
∂σ (vis)ik
∂xi
. (A.3)
Since the displacements change smoothly through the interface by construction, the two
solid phases are coherently connected. In the sharp interface limit, we retain the equations
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of motion for the interface which are directly related to the processes studied in this thesis.
Further details to the phase field model are given in [115, 116].
Here, we explain in more detail the numerical discretization procedure, which is de-
signed to obtain a stable numerical algorithm for the elastic problem with moving bound-
aries. We consider a quasi two dimensional plain strain situation. For simplicity, we
use explicit schemes for all evolution equations of the phase field as well as the elastic
equations of motion. The equations of motion for the elastic fields are given by Eq. (A.3).
ρ
∂ 2ux(x,y)
∂ t2
=
∂
(
σ (el)xx +σ
(vis)
xx
)
∂x
+
∂
(
σ (el)xy +σ
(vis)
xy
)
∂y
=
∂
∂x
[(λ +2µ)εxx+λεyy+ τvis ((λ +2µ) ε˙xx+λ ε˙yy)]︸ ︷︷ ︸
onthe grid points
+2
∂
∂y
[µεxy+ τvisµε˙xy]︸ ︷︷ ︸
onthe square center
,
ρ
∂ 2uy(x,y)
∂ t2
=
∂
(
σ (el)yy +σ
(vis)
yy
)
∂y
+
∂
(
σ (el)xy +σ
(vis)
xy
)
∂y
=
∂
∂ z
[λεxx+(λ +2µ)εyy+ τvis (λ ε˙xx+(λ +2µ) ε˙yy)]︸ ︷︷ ︸
onthe grid points
+2
∂
∂x
[µεxy+ τvisµε˙xy]︸ ︷︷ ︸
onthe square center
,
ρ
∂ 2uz(x,y)
∂ t2
=
∂
(
σ (el)xz +σ
(vis)
xz
)
∂x
+
∂
(
σ (el)yz +σ
(vis)
yz
)
∂ z
= 2
∂
∂x
[µεxz+ τvisµε˙xz]︸ ︷︷ ︸
onthe square center
+2
∂
∂y
[µεyz+ τvisµε˙yz]︸ ︷︷ ︸
onthe square center
.
We use a staggered grid, i.e. the mass density and the elastic constants are defined on
the grid points, displacements between them. (see Fig. 3.1). In our case, the spacial
(and temporal) values of the elastic coefficients λ ,µ are related to the phase field by the
interpolation function h(φ). While the elastic fields are solved, we keep the phase field
fixed. For the calculation of the specific value of the elastic constants and the eigenstrain
on the grid point (i, j) and in the square center (i+1/2, j+1/2), we need the interpolation
function on the grid points
hcc =h(φ(i, j)),
hpc =h(φ(i+1, j)),
hcp =h(φ(i, j+1)),
hpp =h(φ(i+1, j+1)),
and in the square centers
hhh =
1
4
(
h(i, j)+h(i+1, j)+h(i, j+1)+h(i+1, j+1)
)
, (A.4)
hmh =
1
4
(
h(i−1, j)+h(i, j)+h(i−1, j+1)+h(i, j+1)
)
, (A.5)
hhm =
1
4
(
h(i, j−1)+h(i+1, j−1)+h(i, j)+h(i+1, j)
)
. (A.6)
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According to the above introduction of the phase field model we obtain the discretized
elastic constants, e.g.:
λcc(i, j) = hccλ [h]+(1−hcc)λ [s],
µcc(i, j) = hccµ [h]+(1−hcc)µ [s],
where µ [h],λ [h] and µ [s],λ [s] are the bulk values of the elastic constants in the original and
in the new phase, respectively. We consider the grid spacing ∆x to be the same in both
directions. The diagonal elements of the strain tensor are evaluated on the nodal points:
ε(n)xx (i, j) =
u(n)x (i, j)−u(n)x (i−1, j)
∆x
= ∂x
(
u(n)x
)
cc
,
ε(n)yy (i, j) =
u(n)y (i, j)−u(n)y (i, j−1)
∆x
= ∂y
(
u(n)y
)
cc
,
and in analogy to this the diagonal elements of the time derivative of the strain tensor is
defined as follows
ε˙(n)xx (i, j) =
υ(n)x (i, j)−υ(n)x (i−1, j)
∆x
,
ε˙(n)yy (i, j) =
υ(n)y (i, j)−υ(n)y (i, j−1)
∆x
.
We use the notation u(n)k (i, j), where i, j are the spatial and n is the time index; In the
phase field no explicit distinction between the different phases has to be made, such that
the upper index cannot be confusing with previous notations. The off-diagonal elements
of the strain tensor ε(n)ik are expressed in the center of the squares, i.e.:
ε(n)xy (i+1/2, j+1/2) =
1
2∆x
[
u(n)x (i, j+1)−u(n)x (i, j)+u(n)y (i+1, j)−u(n)y (i, j)
]
=
1
2∆x
[
∂y
(
u(n)x
)
hh
+∂x
(
u(n)y
)
hh
]
,
ε(n)xz (i+1/2, j+1/2) =
1
2∆x
[
u(n)z (i+1, j)−u(n)z (i, j)
]
=
1
2∆x
[
∂x
(
u(n)z
)
hh
]
,
ε(n)yz (i+1/2, j+1/2) =
1
2∆x
[
u(n)z (i, j+1)−u(n)z (i, j+1)
]
=
1
2∆x
[
∂y
(
u(n)z
)
hh
]
,
and the time derivative of the strain tensor is constructed out from the velocities in the
same way as the strain tensor out from the displacements.
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We obtain for the spatial derivatives of the discredited version of the elastic stresses
∂σ (el)xx
∂x
=
[
(λpc+2µpc)∂x
(
u(n)x
)
pc
+λpc∂y
(
u(n)y
)
pc
− (λcc+2µcc)∂x
(
u(n)x
)
cc
−λcc∂y
(
u(n)y
)
cc
]
/∆x,
∂σ (el)xy
∂y
=
[
µhh
(
∂y
(
u(n)x
)
hh
+∂x
(
u(n)y
)
hh
)
−µhm
(
∂y
(
u(n)x
)
hm
+∂x
(
u(n)y
)
hm
)]
/∆x,
∂σ (el)yy
∂y
=
[
λcp∂x
(
u(n)x
)
cp
+(λcp+2µcp)∂y
(
u(n)y
)
cp
−λcc∂x
(
u(n)x
)
cc
− (λcc+2µcc)∂y
(
u(n)y
)
cc
]
/∆x,
∂σ (el)xy
∂x
=
[
µhh
(
∂y
(
u(n)x
)
hh
+∂x
(
u(n)y
)
hh
)
−µmh
(
∂y
(
u(n)x
)
mh
+∂x
(
u(n)y
)
mh
)]
/∆x,
∂σ (el)xz
∂x
=
[
µhh∂x
(
u(n)z
)
hh
−µmh∂x
(
u(n)z
)
mh
]
/∆x,
∂σ (el)yz
∂y
=
[
µhh∂y
(
u(n)z
)
hh
−µhm∂y
(
u(n)z
)
hm
]
/∆x.
The procedure for the viscous stresses is analogous, and we obtain
∂σ (vis)xx
∂x
=
[
(ζpc+2ηpc)∂x
(
υ(n−1/2)x
)
pc
+ζpc∂y
(
υ(n−1/2)y
)
pc
− (ζcc+2ηcc)∂x
(
υ(n−1/2)x
)
cc
−ζcc∂y
(
υ(n−1/2)y
)
cc
]
/∆x,
∂σ (vis)xy
∂y
=
[
ηhh
(
∂y
(
υ(n−1/2)x
)
hh
+∂x
(
υ(n−1/2)y
)
hh
)
−ηhm
(
∂y
(
υ(n−1/2)x
)
hm
+∂x
(
υ(n−1/2)y
)
hm
)]
/∆x,
∂σ (vis)yy
∂y
=
[
ζcp∂x
(
υ(n−1/2)x
)
cp
+(ζcp+2ηcp)∂y
(
υ(n−1/2)y
)
cp
−ζcc∂x
(
υ(n−1/2)x
)
cc
− (ζcc+2ηcc)∂y
(
υ(n−1/2)y
)
cc
]
/∆x,
∂σ (vis)xy
∂x
=
[
ηhh
(
∂y
(
υ(n−1/2)x
)
hh
+∂x
(
υ(n−1/2)y
)
hh
)
−ηmh
(
∂y
(
υ(n−1/2)x
)
mh
+∂x
(
υ(n−1/2)y
)
mh
)]
/∆x,
∂σ (vis)xz
∂x
=
[
ηhh∂x
(
υ(n−1/2)z
)
hh
−ηmh∂x
(
υ(n−1/2)z
)
mh
]
/∆x,
∂σ (vis)yz
∂y
=
[
ηhh∂y
(
υ(n−1/2)z
)
hh
−ηhm∂y
(
υ(n−1/2)z
)
hm
]
/∆x.
For the kinetic contribution ρ∂ 2t uk, we proceed in a similar way. Here, the terms are
defined between the lattice points. The discretization of the displacement rate u˙k is defined
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at intermediate time steps,
u˙k→ υ(n+1/2)k (i, j) :=
u(n+1)k (i, j)−u(n)k (i, j)
∆t
.
The second time derivative of the displacements is again defined on time steps
u¨(n)k (i, j) =
υ(n+1/2)k (i, j)−υ(n−1/2)k (i, j)
∆t
=
u(n+1)k (i, j)−2u(n)k (i, j)+u(n−1)k (i, j)
(∆t)2
Therefore, we have the following scheme: Via the mechanical equations of motion, we
calculate out the acceleration u¨(n)j at the time step n out of the displacement field u
(n) at
the same time and the velocity field υ(n−1/2) at the previous time step n−1, which is of
course not correct, but we assume that the velocity field does not vary to much within
a half time step, so that the error is small. Then using the acceleration at time n, we
calculate the velocity field at time n+1/2,
υ(n+1/2)j =υ
(n−1/2)
j +∆t u¨
(n)
j , (A.7)
and finally using the velocity at time step n+1/2, we calculate the displacement field at
time n+1 in the following way
u(n+1)j =u
(n)
j +∆t υ
(n+1/2)
j . (A.8)
Subsequently, the acceleration of time step n+1 is calculated by the use of elasto-dynamic
equations using u(n+1)j and υ
(n+1/2)
j .
The evolution of the elastic fields is determined by the principle of momentum conser-
vation Eq. (2.37),
ρ u¨i =
∂σ (el)ik
∂xi
+
∂σ (vis)ik
∂xi
. (A.9)
Since the displacements change smoothly through the interface by construction, the two
solid phases are coherently connected. In the sharp interface limit, we retain the equations
of motion for the interface which are directly related to the processes studied in this thesis,
as will be shown in the subsequent chapters. Further details to the phase field model are
given in [115, 116].
Since viscous dissipation is considered to be a bulk property allone, it does not enter
the phase field equation Eq. (A.2). Performing the variational derivative of we obtain,
1
D
∂φ
∂ t
= ∇2φ − 2
ξ 2
w′(φ)− 1
3γξ
∂ fel
∂h
h′(φ), (A.10)
where w(φ) = φ2(1−φ)2, and again the ′ denotes the derivative with respect to the phase
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field variable φ . The elastic contribution is given by Eq. (3.24)
∂ fel
∂h
=
1
2
∂λ
∂h
(εii)2+
∂µ
∂h
(εik)2 .
Now we discretize the time evolution of this equation with a finite difference scheme and
obtain
φ (n+1)(i, j) = φ (n)(i, j)+
∆φ (n)(i, j)
∆t
∆t,
where n is the time index and ∆φ (n)(i, j) is the change of φ in between the time step n and
n+1. The spatial discretization of the phase field kinetic equation leads to
∆φ (n)(i, j)
∆t
=
D
(∆x)2
{(
φ (n)(i+1, j)+φ (n)(i−1, j)+φ (n)(i, j+1)+φ (n)(i, j−1)−4φ (n)(i, j)
)
− 2(∆x)
2
ξ 2
w′
(
φ (n)
)
− (∆x)
2
3γξ
(
∂ fel
∂h
)
h′
(
φ (n)
)}
,
where again (i, j) are the spatial indexes.
A.2. The elastic contribution to the local
equilibrium
Solid state phase transformations are always accompanied by a change in a crystal lattice
[104, 72]. This change can be quantitatively represented by some self-strain of the trans-
formation. For some transformations a self-strain completely describes the structure of
the product phase, if the structure of the initial phase is known. These are the so-called
strain transformations which include certain polymorphic transformations, in particular,
the martensitic transformations. The transformational self-strain manifests itself through
the dependence of the phase equilibrium temperature on the external stress [105].
We start with the expression for the free energy Eq. (4.4) of the reference phase α ,
F [α] = F [α]0 +
E
2(1+ν)
(
ν
1−2ν ε
2
ii + ε
2
ik
)
, (A.11)
where E and ν are Young’s elastic modulus and Poisson ratio, respectively. We use here
the sum convention for repeated indices i,k, l. In contrast, the free energy density, see
Eq. (4.5), of the new phase β reads
F [β ] = F [β ]0 +
E
2(1+ν)
(
ν
1−2ν
(
εii− ε0ii
)2
+
(
εik− ε0ik
)2)
, (A.12)
with the assumption of equal elastic constants for both phases and F [α/β ]0 denoting the
free energies of the two phases without elastic energy. Notice, that the characteristic lat-
tice strain ε0ik or eigenstrain associated with the transformation is attributed to the new
phase β (see for example [72, 104]). The simplest case of such a characteristic lattice
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strain is to assume the bond length of the new phase to be uniformly longer or shorter
in all directions in comparison to the reference phase, i.e. εdik = εδik. In contrast, the
volume preserving pure shear transformation can occur in hexagonal crystals and is char-
acterised by a traceless eigenstrain tensor. We define the eigenstress tensor via Hooke’s
law Eq. (2.47)
σ0ik =
E
1+ν
(
ε0ik +
ν
1−2ν δikε
0
ll
)
, (A.13)
and according to Eq. (2.41) the components of the stress tensor are given by σik =
∂F/∂εik. Since in our description the undeformed reference phase is the reference state
for both phases, the coherency condition for the displacements at the interface reads
u[α]n = u
[β ]
n ; u
[α]
τ = u
[β ]
τ , u
[α]
s = u
[β ]
s , (A.14)
where the indices’s n and τ,s denote the normal and the two tangential directions with
respect to the interface, and the superscripts [α] and [β ], as usual, refer to the reference
and the new phases respectively. Hence, the coherency condition requires the tangen-
tial strains to be continuous, ε [α]ττ = ε
[β ]
ττ ,ε
[α]
sτ = ε
[β ]
sτ and ε
[α]
ss = ε
[β ]
ss . Apart from that, the
condition of mechanical equilibrium demands continuous normal stresses at the interface,
i.e. σ [α]nn = σ
[β ]
nn ,σ
[α]
nτ = σ
[β ]
nτ and σ
[α]
ns = σ
[β ]
ns . All constraints together provide us expres-
sions for the discontinuous jumps of the strains,
ε [β ]nn − ε [α]nn =ε0nn+
ν
1−ν (ε
0
ss+ ε
0
ττ), (A.15)
ε [β ]nτ − ε [α]nτ =ε0nτ , ε [β ]ns − ε [α]ns = ε0ns, (A.16)
and in the same way, for the discontinuous jumps of the stresses at the interface
σ [β ]ττ −σ [α]ττ = ν1−ν σ
0
nn−σ0ττ , (A.17)
σ [β ]ss −σ [α]ss = ν1−ν σ
0
nn−σ0ss, (A.18)
σ [β ]τs −σ [α]τs =−σ0τs. (A.19)
Notice that these discontinuous jumps can be related to the imposed eigenstrain only.
However, we conveniently write the strain-jumps in terms of the eigenstrain and the stress-
jumps in terms of the eigenstress.
In order to simplify the phase equilibrium condition we change the thermodynamic
potential from the ordinary free energy to a new potential by an appropriate Legendre
transformation,
F˜ = F−σnnεnn−2σnτεnτ −2σnsεns, (A.20)
being a mixture of the free energy and the Gibbs free enthalpy of a deformed body [100,
108, 27]. The advantage of this new potential is that its natural variables are all continuous
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at the interface, which can be seen by looking at its total differential,
dF˜ =− sdT − εnndσnn−2εnτdσnτ −2εnsdσns+σττdεττ +σssdεss+2ετsdστs.
In that sense it is fitted to both interface conditions, the coherency constraint as well as
the condition of mechanical equilibrium.
Now, using this potential to write down the phase equilibrium condition at the coherent
interface is straight forward, and by accounting also for capillary effects we obtain
F˜ [α]− F˜ [β ]− γκ = 0, (A.21)
where γ is the interfacial energy and κ is the local curvature of the interface. Of course,
performing a more rigours derivation of this chemical potential at the coherent interface
by using variational principles, we come to the same expression, and for details concern-
ing this we refer to [113, 45].
Performing the above mentioned Legendre transformation of the free energy density in
the β phase we obtain
F˜ [β ]el =
1
2
σ [β ]ττ εττ +
1
2
σ [β ]ss εss− 12σnnε
[β ]
nn +σ
[β ]
τs ετs−σnτε [β ]nτ −σnsε [β ]ns − 12σ
[β ]
ik ε
0
ik, (A.22)
where we skipped the superscripts for the continuous quantities. Making use of discon-
tinuous jumps in the tangential strains and the normal stresses Eqs. (A.15) – (A.19) we
obtain for the elastic contribution of the chemical potential, δ F˜el = F˜
[α]
el − F˜ [β ]el , at the
interface
δ F˜el =
1
2
σ [β ]ik ε
0
ik−
1
2
(
ν
1−ν σ
0
nn−σ0ττ
)
εττ − 12
(
ν
1−ν σ
0
nn−σ0ss
)
εss
+
1
2
σnn
(
ε0nn+
ν
1−ν (ε
0
ss+ ε
0
ττ)
)
+σnτε0nτ +σnsε
0
ns+σ
0
τsετs.
Here, we note that,y the use of Hooke’s law, Eq. (2.47), we can rewrite, σnτε0nτ = σ0nτε
[α]
nτ ;
σnsε0ns = σ0nsε
[α]
ns , and also
1
2
σnn
(
ε0nn+
ν
1−ν (ε
0
ss+ ε
0
ττ)
)
=
1
2
σ0nn
(
ε [α]nn +
ν
1−ν (εss+ εττ)
)
,
which provides the intermediate result,
δ F˜el =
1
2
σ [β ]ik ε
0
ik +
1
2
σ0ikε
[α]
ik . (A.23)
We now want to write the chemical potential as a function of the strains of the α phase
only, and therefore again make use of the expressions for the discontinuous stress-jumps
Eqs. (A.17) – (A.19),
δ F˜el =σ0ikε
[α]
ik +
1
2
ν
1−ν σ
0
nn
(
ε0ss+ ε
0
ττ
)− 1
2
σ0ττε
0
ττ −
1
2
σ0ssε
0
ss−σ0τsε0τs.
Finally, we also write the constant last part, which depends only on the eigenstrain or
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respectively the eigenstress, consistently in terms of solely the eigenstrain and we obtain
for the elastic contribution to the local equilibrium condition
δ F˜el =σ0ikε
[α]
ik −
E
2(1−ν2)
(
(ε0ττ)
2+(ε0ss)
2+2νε0ττε
0
ss+2(1−ν)(ε0τs)2
)
. (A.24)
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