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Abstract
Over the past 14 years, the Anti-de Sitter (AdS)/Conformal Field Theory (CFT) correspondence and its gen-
eralization in the ideas of gauge/gravity duality have had a profound impact in our understanding of strongly
interacting quantum field theories. Roughly speaking, the correspondence maps the degrees of freedom of a
d-dimensional quantum field theory in the strong coupling regime to weakly coupled string theory (gravity
or supergravity) on a (d+ 1)-dimensional “bulk” spacetime, enabling one to extract interesting information
about the field theory spectrum and dynamics by performing relatively simple semi-classical calculations
using standard general relativity techniques. Although much of the original progress in the field was driven
by applications to formal supersymmetric gauge theory or by the desire to construct gravitational systems
whose field theory duals resemble different phases of Quantum Chromodynamics (QCD), in recent years the
scope of the AdS/CFT correspondence has grown to encompass interesting systems in condensed matter
and atomic physics, including phenomena such as superconductivity and superfluidity, non-relativistic scale
invariance, quantum criticality and others. In this thesis we present several applications of gauge/gravity
duality techniques to the study of such systems, some of them from a phenomenological perspective, where
an ad hoc gravitational theory is devised to model particular phenomena, and some from a string-theoretical
perspective, where the gravitational system is embedded in the framework of string or M-theory. In partic-
ular, we describe studies of quantum criticality in (2 + 1)-dimensional field theories at finite charge density
via extremal four-dimensional black holes, the modeling of systems with non-relativistic scale-invariance
and broken time-translation invariance (“Aging” phenomena), and the coupling of fermions to holographic
superconductors in (2 + 1) and (3 + 1) dimensions from explicit embeddings in type IIB string theory and
M-theory.
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Chapter 1
Introduction and Overview
A central theme in this thesis is that of holography. In a few words, the holographic principle states that in
a quantum theory of gravity (such as string theory) the degrees of freedom of the extended system, referred
to as the “bulk”, are in one-to-one correspondence with the degrees of freedom propagating on its boundary,
which has one fewer spacetime dimension. At least in principle, the information about the bulk physics could
be then reconstructed from the knowledge of its “holographic projection” on the boundary, and vice versa.
Indeed, this definition implies that there is a mapping between bulk and boundary degrees of freedom, in
a such a way that both theories provide equivalent descriptions of the same physics. In a sense that we
will be able to make precise in the course of this work, these theories are said to be “dual” to each other.
This distinction is a subtle one, for there are also theories of a different sort in which the light degrees
of freedom are localized at the boundary. The latter are not uncommon in condensed matter theory, for
instance: familiar examples include the gapless edge excitations in quantum Hall systems and topological
insulators.
Historically, the holographic principle originated in the work of ’t Hooft [1], later perfected by Susskind
[2], as a way to understand the structure of spacetime at very short distances, and the underlying degrees of
freedom in a theory capable of reconciling gravity and quantum mechanics. An example of these issues was
a long-standing puzzle in black hole thermodynamics: as first shown by Bekenstein [3] and Hawking [4], the
entropy of a black hole is proportional to the area of its event horizon, rather than the volume enclosed by
it. Accounting for this fact from a microscopic counting of states perspective in a quantum theory of gravity
was a central problem, later solved by Strominger and Vafa for extremal1 five-dimensional black holes in
string theory [5], and subsequently extended to near-extremal black holes and brane systems [6–8].
Not long after the work of ’t Hooft and Susskind, the increasing evidence of the connections between
branes and black holes in string theory led Maldacena to propose what remains, to date, the most concrete
and robust realization of the holographic principle: the so-called “Anti-de Sitter (AdS)/Conformal Field
Theory (CFT) correspondence” [9]. In a few words, the correspondence is the proposed equivalence between
1 Extremal black holes are such that their masses saturate a bound given in terms of other conserved charges such as angular
momentum or electric charge. They typically have zero temperature and preserve a certain amount of supersymmetry.
1
string theory on spacetimes which asymptote to Anti-de Sitter (AdS) space, the maximally symmetric
solution of Einstein’s equations in the presence of a negative cosmological constant, and scale-invariant
quantum field theories defined in one less dimension. Building on Maldacena’s intuition, Witten [10] and
Gubser, Klebanov and Polyakov [11] provided a concrete map between bulk and boundary degrees of freedom,
thus laying the foundations of the subject.2
In its original inception, the AdS/CFT correspondence realizes the duality between two highly symmetric
theories: type IIB string theory compactified down to five dimensions with AdS boundary conditions, and
N = 4 Super Yang-Mills theory, the maximally supersymmetric CFT in four dimensions, in the limit of large
number of colors (referred to as the “large-Nc” limit). Undoubtedly, the statement that a theory of quantum
gravity is equivalent to a quantum field theory on a lower-dimensional flat space is a remarkable one; after
all, the dynamical quantities and observables in both sides are of a fairly different sort. The correspondence
is far from being a mere mathematical curiosity, however: its main power resides in the fact that, as it is
often the case with dualities, it maps strongly coupled physics in one theory to the weakly coupled sector
of the dual theory, where the usual perturbative techniques apply. Thus, by considering relatively simple
problems in a quantum gravity theory at weak coupling (i.e. semi-classical gravity or supergravity), one can
extract valuable information about strongly interacting quantum field theories. In the spirit of holography,
these field theories are often said to be “living in the boundary” of the bulk spacetime where the gravity
theory calculations are performed.
Shortly after the correspondence was proposed, a natural question arose of whether this duality can be
extended to theories with less symmetry, in particular to situations where some (or all) of the supersymmetry
and/or the conformal symmetry has been broken [13–18]. These applications are nowadays known under
the broader name “gauge/gravity duality” [19]. An important example where both supersymmetry and
conformal invariance are broken is that of field theories at finite temperature. In the context of gauge/gravity
duality these theories were understood as the dual of black hole bulk geometries [20], with the Hawking
temperature of the black hole being identified with the temperature in the dual field theory. Maldacena’s
conjecture also opened new avenues for the study of long-standing problems in gauge field theories, such as
confinement and chiral symmetry breaking [21–25].
More recently, a great deal of effort has been put towards the application of gauge/gravity duality to
condensed matter, nuclear, and atomic physics, where strongly coupled systems can be engineered and stud-
ied in laboratories (see [26–28] for a review of these applications). These experiments challenge traditional
paradigms based on the intuition built from the physics of weakly interacting quasiparticles, and push the
2 Reference [12] provides a thorough account of the surge of activity that followed the seminal papers [9–11].
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frontiers of the current theoretical knowledge in these fields. In this regard, gauge/gravity duality has proven
to be a useful tool, providing straightforward means of computing quantities such as real-time correlation
functions and transport coefficients, which are particularly hard to obtain in the strong coupling regime,
even with the advanced numeric techniques available. Quite naturally, then, the correspondence found a
fruitful niche of applications in the study of the hydrodynamics of strongly-interacting plasmas (see [29–39]
and their citations). Other work in these directions involved the construction of bulk gravity systems that
capture some basic features of (s-, p- and d-wave) superconductivity and superfluidity [40–54], cold atom
systems and Schro¨dinger invariance [55–62], Lifshitz-like fixed points [63–69], defect theories [70–74], entan-
glement entropy [75–79], quantum Hall systems and topological insulators [80–86], and non-Fermi liquids
and quantum criticality [87–90].3
In this thesis we present a number of applications of gauge/gravity duality to the construction and
study of toy models that reproduce some features of systems with relevance in condensed matter physics.
This work includes both “bottom-up” (phenomenological) and “top-down” (stringy) applications, and hence
illustrates the use of AdS/CFT techniques in different scenarios. We start by providing a brief overview
of the holographic correspondence in chapter 2, emphasizing its origin and main features. Chapters 3-6
are based on work published by the author in collaboration with Mohammad Edalati and Robert Leigh
[91–93], and describe the study of retarded two-point functions of conserved currents in a class of (2 +
1)-dimensional strongly coupled field theories at zero temperature and finite charge density. Specifically,
chapter 3 describes some general features of the holographic setup, while chapter 4 is devoted to the study
of shear (transverse) channel correlators at zero momentum and transport coefficients, and chapters 5, 6
describe the structure of correlators at finite frequency and momentum and the spectrum of excitations
in the shear and sound (longitudinal) channels of the field theory, respectively. Chapter 7 is based on
work published by the author in collaboration with Robert Leigh, Djordje Minic and Leopoldo Pando-
Zayas, and describes the application of gauge/gravity duality techniques to the study of non-relativistic
systems with Schro¨dinger symmetry and broken time-translation invariance, thus providing a first step
towards the description of Aging phenomena via holography. Chapters 8-10 are based on work published
by the author in collaboration with Ibrahima Bah, Alberto Faraggi, Robert Leigh and Leopoldo Pando-
Zayas, and describe consistent truncations of type IIB and eleven-dimensional supergravity on squashed
Sasaki-Einstein manifolds containing massive (charged) fermion modes. These compactifications are of direct
relevance to the study of holographic superconductivity/superfluidity from a top-down perspective, inasmuch
as they contain and generalize the embedding of the existing holographic models into string theory or M-
3 The literature on the holographic approach to each of the subjects mentioned above is by now fairly vast, so we emphasize
that the list of references provided here is not exhaustive.
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theory, and our results can then be used to explore fermion correlators in the presence of condensates, for
example. Specifically, chapter 8 describes the necessary background material and results that are used in the
subsequent two chapters, while chapter 9 presents details of the reduction of the fermion sector in the D = 11
supergravity case and chapter 10 studies the corresponding problem in type IIB supergravity. A number
of useful results which are used in the body of the thesis and in generic holographic calculations have been
collected in the appendices. Appendix A describes the geometric structure behind the gravitational action
principles commonly encountered in AdS/CFT, with emphasis towards the calculation of one- and two-point
functions via holographic techniques. Appendix B provides a complete description of the Einstein-Maxwell-
Scalar system in arbitrary dimensions, which is relevant for applications of holography to condensed matter
physics, for example. In particular, we present the linearized equations of motion and a general expression
for the expansion of the renormalized on-shell action up to quadratic order in fluctuations of the metric and
matter fields. We do so in complete generality, without specifying a particular coordinate system, foliation,
or gauge-fixing.4 Finally, appendix C provides a consistent set of conventions for both the bosonic and
fermionic sectors of type IIB and eleven-dimensional supergravity.
4 While some particular cases of the expressions we derive have appeared in various places in the literature, to the extent of
the author’s knowledge our general results for the quadratic terms in the on-shell action, for example, have not been reported
in the literature at the time of the writing of this thesis.
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Chapter 2
Basics of Gauge/Gravity Duality
In the present chapter we provide a brief overview of gauge/gravity duality, with emphasis on its origin
and applications. A complete and thorough review of the correspondence requires more machinery than we
have room to describe, so here we will content ourselves with discussing some basic features which will be
of utility in the rest of the thesis. Excellent detailed accounts of different aspects of the correspondence can
be found in [12, 94–99].
2.1 Statement of the Maldacena conjecture
In addition to the fundamental strings sweeping a two-dimensional surface on spacetime (the string world-
sheet) string theory contains extended membrane-like objects, called D-branes, where open strings can end
[100, 101]. Their name is short for “Dirichlet branes”, and denotes the character of the boundary condition
imposed on the open string’s endpoints, which are confined to the brane’s worldvolume (the volume swept
by the branes as they evolve in time). As discussed in the previous chapter, Maldacena’s insight was inspired
by the relation between D-branes and black holes in string theory; he considered a stack of Nc D3-branes in
an ambient ten-dimensional spacetime (as required by the consistency of string theory), a system which can
be described from two different perspectives, which we now briefly review following [12, 19].
• Stringy description: In this picture, the perturbative excitations of the system consist of the open string
modes propagating on the branes worldvolume, and the closed string modes which can be thought of
excitations of the (empty) ambient space. If we consider the system at low energies, meaning E  1/`s,
where `s is the string length (the characteristic length scale of perturbative string theory), only the
massless string modes are relevant, and we can as usual write an effective action to describe their
dynamics. As required by the supersymmetry of the theory, the (massless) closed string modes give
rise to the ten-dimensional gravity supermultiplet, whose low-energy dynamics is described by type IIB
supergravity. Similarly, the open string modes give rise to an N = 4 supersymmetric gauge field theory
on the (3 + 1)-dimensional worldvolume of the branes, with gauge group U(Nc) [102]. Consequently,
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the complete effective action for the light modes will be of the form
S = Ssugra + Sgauge + Sint , (2.1)
where Ssugra is the type IIB supergravity action (plus higher-derivative corrections), Sbrane is the
action of the supersymmetric gauge theory on the worldvolume of the D3-branes, and Sint contains
the interactions between the brane modes and the closed string modes, whose leading terms are given
by the Dirac-Born-Infeld (DBI) action for the brane [103]. The action (2.1) is an effective description
in the Wilsonian sense, where the massive degrees of freedom have been integrated out. The crucial
point is that there is a low-energy limit where the two types of excitations we have described decouple.
Some relevant scales involved in the problem are the Regge slope α′ = `2s , related to the string tension
µs by µs = 1/(2piα′), and the characteristic scale of gravitational interactions κ ∼ gsα′2, where gs is the
dimensionless string coupling, a dynamical quantity in perturbative string theory. In the low-energy
limit where we send `s → 0 (α′ → 0) while keeping all the dimensionless quantities fixed (including the
string coupling constant gs and the number of branes Nc), the interaction terms between the brane
and closed string modes and between the closed string modes themselves are negligible (suppressed by
powers of α′ and κ). Similarly, the higher derivative terms (such as α′2Tr(F 4)) in the brane action
drop out, leaving behind the pure N = 4 U(Nc) superconformal field theory. Hence, in the low-energy
limit we have described we obtain two decoupled sectors: free (super-)gravity on the ten-dimensional
spacetime and the super Yang-Mills theory on the four-dimensional worldvolume of the branes.
• Supergravity description: D-branes are massive, solitonic objects which couple to gravity with a
strength proportional to gs, so that the stack of branes deform the surrounding spacetime with strength
∼ gsNc. Hence, when gsNc  1 the backreaction of the branes on the ambient metric becomes im-
portant, and there are known supergravity solutions with the various fields sourced by the brane
configuration. As it is familiar from General Relativity, the energy Er of an object measured by an
observer at a fixed value of a radial coordinate r and the energy E∞ measured by an observer at
infinity are related by a red-shift factor, which in the case of the D3-brane solution [104] is given by
E∞ =
(
1 + L4/r4
)−1/4
Er , where L is the characteristic scale of the geometry. Hence, excitations
near the branes (r = 0) appear to have low energy from the point of view of an observer at infinity.
In the low-energy limit, said observer sees two kind of excitations: massless modes at generic values
of r, and the (not necessarily massless) modes propagating near the “near-horizon” region r = 0. A
calculation of low-energy absorption cross-sections [105, 106] shows that the light modes at generic
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values of r decouple from the near-horizon dynamics and we end up with two decoupled sectors: free
(super-)gravity in ten dimensions and the excitations in the near-horizon region, which can be shown
to have the geometry of AdS5 × S5.
In the two approaches described above, the low energy degrees of freedom split into two decoupled sectors,
one of which corresponds to free ten-dimensional supergravity in both cases. This observation led Maldacena
to identify the other decoupled sector in both approaches, namely to conjecture that N = 4 super Yang-Mills
theory in (3 + 1) dimensions is equivalent to type IIB string theory on AdS5 × S5. In the framework of
string theory one can identify the different parameters in both theories; for example, the Yang-Mills coupling
is given by g2YM = gs. Similarly, the self-dual five-form field (the Ramond-Ramond five-form) of type IIB
supergravity, which supports the geometry, has a flux Nc through S5, and the length scale of the AdS space
(the so-called “AdS radius”, which is also proportional to the radius of the five-sphere) is L4 = 4pigsNcα′2.
In the strongest form of the conjecture, the equivalence holds for all values of Nc and all values of the
coupling gs = g2YM . Such a general statement is of course not very useful in practice, but we can take
some interesting limits that make the problem tractable on the gravity side. First, we recall that the Planck
length `P is related to the ten-dimensional Newton constant G10 as `8P ∼ G10 ∼ g2s`8s, and hence L ∼ N1/4c `P .
Therefore, we can ignore quantum corrections (string loops) provided L/`P ∼ Nc  1. On the field theory
side this entails taking the rank of the gauge group Nc →∞ while keeping the ’t Hooft coupling λ ≡ g2YMNc
fixed, which is known as the ’t Hooft limit. Furthermore, as we have seen, tree-level type IIB string theory
reduces to supergravity when the backreaction of the branes is important, i.e. gsNc  1 ( L  `s), which
in the field theory side implies that the ’t Hooft coupling λ is fixed but large. This is certainly very useful,
because it implies that a strongly coupled theory, at least in the large Nc limit, is mapped onto classical low
energy dynamics in supergravity, where many problems offer a reasonable chance for solution. The power of
the AdS/CFT correspondence lies precisely on this connection.
It is worth emphasizing that the very precise map between type IIB string theory on AdS5×S5 andN = 4
super Yang-Mills theory in four dimensions is rooted in the fact that both are highly symmetric theories,
allowing one to have control over details of the map. As mentioned in 1, besides Maldacena’s original example
there are many other brane configurations and supergravity solutions which preserve less symmetries. Even
though in most cases we are not able to write an explicit Lagrangian realization, one still has a good grasp
of certain aspects of the dual field theory (such as its spectrum), typically because the low-energy theory
on the branes worldvolume or the Kaluza-Klein spectrum in a given supergravity compactification are well
understood. Often times, such situations arise when a certain amount of supersymmetry is preserved. The
applications where the starting point is a full-fledged supergravity or string theory system on the bulk side
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have come to be known as “top-down” constructions, and their exploration has provided robust checks of
different aspects of the correspondence. It is fair to say, however, that most of the current applications of
gauge/gravity duality are of the “bottom-up” type, where a certain configuration of gravity plus matter
is “phenomenologically” devised in order to model features of particular phenomena. In such cases the
holographic map (to be described in more detail below) is used as a definition of the dual theory (or class
of theories).
2.2 The holographic dictionary
As we emphasized in chapter 1, gauge/gravity duality is roughly the statement that certain theories of gravity
defined on a (d+ 1)-dimensional spacetime are equivalent to a class of quantum field theories (QFTs) which,
in a certain sense, one can think of as being defined on the d-dimensional boundary of the bulk manifold.
But, what do we mean by “equivalent”, and what is the correspondence good for?. This is the holographic
dictionary problem, in which one translates quantities of interest in the field theory to their counterparts in
the bulk gravitational theory and vice versa. As we reviewed above, the strongly coupled regime of the QFT
side is dual to the weakly coupled sector of the gravity theory, which is just classical Einstein’s gravity, or
supergravity. Thus, one could compute quantities of interest in a QFT at strong coupling by performing a
relatively simple (semi-)classical gravity calculation and then using the dictionary to translate the results to
the field theory side. We will now briefly describe the main “entries” in the holographic dictionary.
2.2.1 Matching of symmetries
If we are advocating the equivalence between two different types of theories, it is certainly reasonable to
require the corresponding symmetries to match. In this sense, one associates the (global) symmetry group of
the QFT with the isometry group of the gravity theory. Isometries are active diffeomorphisms that do not
change the way we measure distances locally in a (pseudo-)Riemannian manifold. More quantitatively, we say
that the vector field ξ is a generator of isometry if it satisfies Killing’s equation: £ξgµν = ∇µξν +∇νξµ = 0,
where gµν is the spacetime metric, ∇µ is the Levi-Civita connection associated with it, and £ξ denotes the
Lie derivative along ξ. By definition, these generators satisfy a closed algebra [ξi, ξj ] = cijkξk which gives
rise to the isometry group of the manifold.1 If in addition one has some matter fields propagating on the
bulk manifold and they enjoy, say, a gauge symmetry, one associates the bulk gauge group with a (global)
algebra of conserved currents in the QFT side.
1 Similarly, supersymmetries in the field theory side map to Killing spinors of the gravitational solution.
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2.2.2 The operator-field map
From a practical point of view, the most important entry of the dictionary is the operator-field duality, which
provides a map between the states and fields on the string theory side and the local gauge invariant operators
on the gauge theory. This aspect of the correspondence was first developed in [10, 11]; their proposal was
that correlation functions in the CFT are encoded in the dependence of the supergravity action on the
asymptotic boundary conditions imposed on the various fields at the boundary of AdS space. A key result
of this proposal is that dimensions of operators in the CFT are determined by masses of particles in string
theory. For the sake of simplicity, following [10] we will state the recipe in Euclidean language,2 focusing
on the case in which the bulk field under consideration is a massive scalar. We will also generalize to a
d-dimensional boundary theory.
Let φ0 denote the restriction of a massless bulk scalar φ to the boundary of AdSd+1, which in the
Euclidean case is the sphere Sd. In the proposal of [10, 11], one assumes that φ0 sources a CFT field O via
a coupling of the form
∫
Sd
φ0O. An object of interest is then the generating functional 〈exp
(∫
Sd
φ0O
)〉CFT
of correlators of O in the CFT. Next, let ZS(φ0) denote the string theory partition function on the bulk
spacetime AdSd+1, defined with the boundary condition that φ approaches φ0 at the boundary. At weak
coupling (i.e. when string theory reduces to gravity or supergravity) one computes ZS(φ0) by solving the
classical equations of motion and using the saddle-point approximation
ZS(φ0) = e−IS(φ0) , (2.2)
where IS is the classical supergravity action. The connection between the bulk and boundary degrees of
freedom is then given by 〈
exp
(∫
Sd
φ0O
)〉
CFT
= ZS(φ0) . (2.3)
Thus, correlators of O in the gauge theory can be computed by taking functional derivatives of ZS(φ0) with
respect to the “source” φ0, and then setting φ0 = 0. An important application of this formula is to determine
the fundamental relation between masses of fields in AdS and the dimensions of the operators dual to them
in the field theory. For example, in coordinates where the boundary is located at z = 0, a massive scalar
field propagating in AdSd behaves as
φ(z, ~x)→ zd−∆
[
φ0(~x) +O(z2)
]
+ z∆
[
pi0(~x) +O(z2)
]
(2.4)
2 The subtleties associated with the Lorentzian description have been discussed in [107–113], for example.
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near the boundary, where ~x denotes the coordinates in the d boundary directions and
∆(∆− d) = m2L2 , (2.5)
which is the fundamental relation between the mass of the bulk field and the conformal dimension of its
dual operator, which is identified with ∆. Similar expressions hold for operators of higher spin [10].3 In
(2.4) we have identified the source φ0(~x) and the physical fluctuation pi0(~x), which in a radial slicing should
be thought of as the canonical momentum conjugate to the source. Using the AdS recipe (2.3) for the
generating functional of the field theory, pi0(~x) turns out to be proportional to the vacuum expectation value
(VEV) of the operator O, pi0(~x) ∼ 〈O(~x)〉, and therefore we refer to pi0(~x) simply as “the VEV”. Finally,
one notices that (2.5) has two different solutions for a given value of the mass. In certain situations, only
the larger root is consistent with the unitarity bound for a scalar operator in d dimensions, ∆ ≥ (d− 2)/2.
However, for certain values of the mass m both solutions are consistent and lead to AdS invariant boundary
conditions. Selecting one root of (2.5) or the other amounts to switching the roles of the VEV and the source
[14] (see [114–116] also). Since the on-shell action has the form Sos ∼
∫
φ0∂rφ0 ∼
∫
φ0pi0 (c.f. appendices
A and B), where pi0 is the momentum conjugate to φ0, this corresponds to exchanging the roles of the field
and its conjugate momentum. The two options correspond to two different theories, one with an operator
of dimensions ∆ and the other with an operator of dimension d − ∆, which are related by a Legendre
transformation. We have discussed the map in the scalar case, but it can be extended to higher spin fields.
For example, the boundary value of a gauge field Aµ in the bulk couples to a conserved current J µ, while
the asymptotic boundary metric couples to the energy-momentum tensor T µν of the field theory. This is,
in more general theories we would have an expression like
〈
exp
(∫
φ0O +A(0)µ J µ +
1
2
g(0)µν T µν
)〉
CFT
= ZS
(
φ0, A
(0)
µ , g
(0)
µν
)
. (2.6)
Spinor fields and operators are related in a similar fashion. It is also worth emphasizing that the dictionary
has been extended to include other gauge-invariant operators such as Wilson loops [117–119], for example.
3 It is worth emphasizing that in the phenomenological (bottom-up) approaches the value of various masses and couplings
is a priori unrestricted, and one must constrain them in order for the dual theory to respect unitarity, for example. In the
stringy (top-down) approach, on the other hand, the masses and couplings of various supergravity fields are typically fixed by
the details of the compactification, which is usually performed on an internal compact manifold.
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2.2.3 The role of the extra dimension and holographic renormalization
The existence of one extra dimension in the bulk side of the correspondence implies that the gauge theory
encodes physics which must be local with respect to an additional parameter. The Wilsonian approach to
the renormalization group (RG) incorporates such a feature in a natural way, insofar as the RG equation
is local with respect to energy and relates the values of the couplings measured at different energy scales.
This and other observations led to interpret the extra “radial” dimension in the bulk spacetime as the gauge
theory energy scale. In particular, RG transformations can be studied by using bulk diffeomorphisms that
induce a Weyl transformation on the boundary metric [120, 121]. Since general covariance dictates how
the bulk fields transform under diffeomorphisms, one can then compute the RG transformation of various
correlation functions [122–124].
So far we mostly discussed the original AdS/CFT example, in which the gravity background is precisely
AdS. In order to extend the range of applications, one is led to consider spaces whose asymptotic symmetry
group is AdS, i.e. they look (locally) as an AdS space only when one is sufficiently close to the bound-
ary. A typical feature of concrete calculations on these “asymptotically AdS” spacetimes (and also in pure
AdS) is that the on-shell action contains terms that are divergent as a certain regulator  is removed.4 Not
surprisingly, these correspond to the UV divergences in the field theory side. An elegant technique to sys-
tematically subtract the divergences in the correlators computed via AdS/CFT is the so-called “holographic
renormalization” [125–130]. Basically, the method consists in adding local covariant boundary counterterms
to the supergravity action, which remove the divergences of the on-shell action in a minimal subtraction
scheme. These counterterms do not change the dynamics, because they are implemented through surface
terms that do not modify the canonical structure. The precise counterterms one needs to consider depend
on the matter content of the theory and the background under consideration (c.f. appendices A and B for
a concrete example).
2.2.4 Thermodynamics
The asymptotically AdS symmetry allows one to consider a variety of geometries, most notably various
kinds of black holes. As mentioned in the introduction, the importance of black hole backgrounds is that
they provide a natural way to realize finite temperature field theories by using the correspondence. Since
black holes also possess thermodynamic properties such as entropy and energy density, they allow one to
study questions about the thermodynamics of the dual theories. In particular, to study field theories in the
4 Usually, the regulator corresponds to the position of the boundary on the radial direction. For example, in coordinates
where the boundary is located at z = 0 we regulate by moving it inwards to z = , with → 0.
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presence of a finite charge density, one is led to consider the asymptotically AdS version of the so-called
Reissner-Nordstro¨m black holes (RN-AdS), for example, which are black hole solutions of the Einstein-
Maxwell equations of motion in the presence of a negative cosmological constant. In the same way, a finite
angular momentum can be obtained by considering Kerr black holes and their cousins (e.g. Kerr-Newman
for both electric charge and angular momentum). Similarly, one can introduce an external magnetic field
in the boundary theory by using “dyonic” black hole backgrounds, which carry both electric and magnetic
charge. We will have more to say about these geometries in later chapters.
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Chapter 3
AdS4/CFT3 and Criticality I:
Generalities
In the present chapter we describe the framework used to study quantum criticality in (2 + 1) dimensions
via holographic techniques. The material below is based on work published in [91–93].
3.1 Motivation
Applying the tools of the AdS/CFT correspondence to study strongly interacting low-dimensional systems of
relevance in condensed matter physics is an exciting and fairly new application of holography.1 As reviewed
in sections 1 and 2, the duality enables us to study strongly coupled physics, a domain where the standard
field-theoretic methods are of limited utility, by mapping the dynamics to an equivalent description in terms
of a weakly coupled gravity theory in one higher dimension. Although the theories amenable to analysis
using the correspondence are presumably far from realistic condensed matter systems, more than a decade-
long experience with the duality has taught us that the toy models studied in this way can capture, at a
minimum, universal features of the physical phenomena under consideration. One particular such avenue,
which we describe below and further explore in the subsequent two chapters, employs phenomenological
classical gravity plus matter systems in order to study some aspects of the quantum critical regions in the
phase diagram of condensed matter systems via holography [87, 131, 132]. At a quantum critical point, the
system undergoes a quantum phase transition at zero temperature and it is often modeled by a strongly-
coupled conformal field theory; one may then hope that the AdS/CFT correspondence will be useful in
addressing questions that go beyond the scope of the usual perturbative techniques.
In the present context, our purpose is to carefully study the structure of retarded two-point functions of
conserved currents in strongly-coupled (2 + 1)-dimensional field theories at zero temperature and finite U(1)
charge density. The simplest gravity background that captures the essential features of such theories in a
holographic setup is the extremal Reissner-Nordstro¨m AdS4 (RN-AdS4) black hole. By studying the coupled
electromagnetic and gravitational fluctuations about the RN-AdS4 black hole, the AdS/CFT correspondence
1 See [26–28, 44] for accounts of applications in condensed matter physics.
13
allows us to calculate the retarded correlators of the U(1) charge current (Jµ) and energy-momentum (Tµν)
operators of the dual field theory. At zero momentum, the low-energy limit of these correlation functions
encodes transport coefficients such as the conductivity and shear viscosity,2 while their full frequency and
momentum dependence characterizes the spectrum of excitations describing the response of the system when
coupled to external sources.
The extremal RN-AdS4 holographic system has recently attracted much attention in the literature,
inasmuch as the dual field theory exhibits a variety of emergent quantum critical phenomena [88, 89].
The existence of such behaviors was attributed to the fact that the near horizon region of the background
geometry, which encodes the infrared (IR) physics of the boundary theory, is AdS2×R2, and the assumption
that there exists an IR CFT dual to the AdS2 region. It was shown that the behavior of the retarded Green’s
function GR(ω,~k) at low frequency is dictated by GR(ω = 0,~k) as well as the conformal dimension of some
operators in the IR CFT. More specifically, it was shown that GR(ω,~k) can in general exhibit a scaling
behavior for the spectral density, a log-periodic behavior, or in the case of fermionic operators indicate
the existence of Fermi-like surfaces with quasi-particle excitations of non-Fermi liquid type. Although one
expects that the role played by the IR CFT in determining the low energy behavior of the retarded Green’s
functions in the boundary field theory applies to all operators regardless of their nature, the specific type of
phenomena observed may very well depend on whether O is a scalar, spinor, vector, or a tensor operator. In
[88, 89] the calculations were carried out for scalar and fermionic operators; in what follows we extend these
studies by carefully considering the two-point functions of the U(1) current and the stress-energy tensor.
3.2 Field theory generalities
Here we briefly review some notions concerning linear response theory and the hydrodynamic regime, and
comment on the applicability of the latter concept to the zero temperature case which concerns us. We will
discuss only a few basic facts that will be relevant to our exposition; detailed discussions of hydrodynamics
in the context of the AdS/CFT correspondence can be found in [36, 37, 133], for example.
From the field theory point of view, the hydrodynamical regime is an effective description valid at
wavelengths which are much larger than the mean free path of individual particles in the system. Among
the various excitations in the spectrum, a prominent role is played by the so-called hydrodynamic modes,
whose dispersion relation satisfies ωhydro(k → 0)→ 0. The importance of these modes becomes apparent in
linear response theory (LRT), where the response of a field φ(t, ~r) (assumed to be a scalar field for simplicity)
2 Strictly speaking, the concept of transport presumes the existence of a hydrodynamic description which is intrinsically
defined at finite temperature. In a slight abuse of terminology, we will continue to use the familiar language of hydrodynamics
in our zero-temperature setup. We discuss these issues in more detail below.
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to a perturbation by an external source j(t, ~r) is given by
〈φ(t, ~r)〉 = −
∫
dt′d2~r
′
GR(t− t′, ~r − ~r ′)j(t′, ~r ′) , (3.1)
where GR(t− t′, ~r − ~r ′) is the retarded two-point function given by
GR(t− t′, ~r − ~r ′) = −iθ(t− t′)
〈
[φ(t, ~r), φ(t′, ~r
′
)]
〉
. (3.2)
We will denote by {ω?} the set of poles of GR(t − t′, ~r − ~r ′) in the complex frequency plane, which define
the spectrum of excitations of the theory. For simplicity, we assume that these poles are simple, and that
there are no additional non-analyticities. Going to momentum space, we can then represent the retarded
two-point function as
GR(ω,~k) =
∑
ωj∈{ω?}
Res(ωj ,~k)
ω − ωj(~k)
+ terms analytic in (ω,~k) , (3.3)
and the response of the field to the perturbation represented by j(t′, ~r
′
) takes the form
〈φ(t, ~r)〉 = iθ(t)
∫
d2~k
(2pi)2
ei
~k·~r ∑
ωj∈{ω?}
eIm(ωj) t−iRe(ωj) t Res(ωj ,~k) j(ωj ,~k) . (3.4)
Thus, Re(ωj) and Im(ωj) determine the frequency and damping, respectively, of the mode associated with
the eigenfrequency ωj . In particular, eigenfrequencies with Im(ωj) > 0 produce instabilities that signal
the breakdown of the linear response approximation. The eigenmodes with Im(ωj) < 0 represent the
dissipative response of the system to the external perturbation and they are referred to as quasinormal
modes (QNMs). Similarly, the residue Res(ωj ,~k) determines the weight of the corresponding contribution
to the total response. The important observation is that for small values of the momenta the hydrodynamic
modes have, by definition, the smallest imaginary part and therefore they dominate the relaxation of the
system. In fact, for sufficiently large time scales3 the total response can be accurately approximated by the
contribution of the hydrodynamic modes only.
Assuming rotational invariance in the spatial ~r = (x, y) plane, we can align the momentum with the
x-axis, i.e. ~k = k xˆ, and classify the modes according to their transformation properties under the parity
operation y → −y. The transverse (shear) modes are parity-odd, while the longitudinal (sound) modes
are parity-even. The shear and sound modes describe fluid flow in the directions orthogonal and parallel
3 See [133] for a discussion of the relevant time scale and the importance of the quasinormal mode residues in determining
it.
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to the velocity gradient, respectively. In particular, in the shear and diffusive channels one finds a single
hydrodynamic mode, while there are two such excitations in the sound channel. Let us first focus on the
sound modes; if the underlying theory has unbroken parity invariance, these two poles in the retarded Green’s
function have the same imaginary part and opposite sign real parts, and obey a dispersion relation of the
form
ωs(k) = csk − iΓsk2 +O(k3) , (3.5)
at small momentum, where cs is the speed of sound and Γs is the sound attenuation constant. Denoting the
residue associated with ωs by Rs(k), the representation (3.3) for the correlator in the hydrodynamic regime
can then be approximated by
GsoundR (ω, k → 0) '
Rs(k)
ω − ωs(k) +
−R∗s(k)
ω + ω∗s (k)
+ terms analytic in (ω, k) . (3.6)
As one increases the momentum the effects of higher resonances become important, and the expression above
should be modified accordingly. Similarly, the hydrodynamic shear mode obey a dispersion relation of the
form
ωshear(k) = −iDk2 +O(k4) , (3.7)
where D is the diffusion constant. Accordingly, the spectral representation (3.3) for the correlator in the
hydrodynamic regime is approximated by
GshearR (ω, k → 0) '
Rshear(k)
ω + iDk2 +O(k4) + terms analytic in (ω, k) . (3.8)
While it is tempting to use the familiar language introduced above, one should keep in mind that the main
focus of the work presented here and in the two subsequent chapters is the zero temperature scenario, where
it is not clear in what precise sense one can talk about hydrodynamics. In this light, our results should
be primarily understood as an exploration of the structure of retarded correlators of conserved currents
of a (2 + 1)-dimensional strongly-coupled field theory at zero temperature and finite charge density. As
discussed in [89, 91–93], additional care has to be exercised when studying the zero temperature dual of the
extremal RN-AdS4 black hole. This is due to the fact that the T → 0 and ω → 0 limits do not, in general,
commute. This implies that the naive T → 0 limit of some finite temperature expressions does not agree
with the corresponding quantities computed by setting T = 0 initially. Additionally, the analytic structure
of retarded correlators becomes richer; for example, isolated poles at zero temperature can now coalesce into
branch cuts.
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While being cognizant of the subtleties mentioned above, in later chapters we will find that some of our
results do in fact agree with the T → 0 limit of certain hydrodynamic equations. In particular, at T = 0 the
notion of “hydrodynamic limit” entails considering frequencies and momenta which are small compared to
the scale set by the chemical potential µ. In this regime, we will establish the existence of exactly two modes
with a dispersion relation of the form (3.5), for example, with the constants cs and Γs matching, within
the numeric precision, those predicted by taking the T → 0 limit of well-known hydrodynamic expressions.
This justifies referring to these excitations in the zero-temperature theory as “hydrodynamic modes”. Just
like in the finite temperature case, we will see that these modes effectively dominate the spectrum at small
frequency and momenta: the retarded Green’s functions computed numerically via holographic techniques
will be shown to be in excellent agreement with the approximation (3.6). In fact, the fitting is robust not
only for k  µ, but also for values of the momenta of the order of the chemical potential. For larger values
of the momenta it becomes necessary to include the effect of higher resonances in order for the truncated
spectral representation of the correlator to be accurate.
3.3 The gravity background, action, and linearized theory
The renormalized action in our case is given by the Einstein-Maxwell action in 3 + 1 spacetime dimensions
with a negative cosmological constant Λ = −3/L2, supplemented by the appropriate boundary terms [125–
130, 134, 135]
2κ24 Sren =
∫
d4x
√−g
(
R+
6
L2
− L2FµνFµν
)
−
∫
∂M
d3x
√
|γ| 2K − 4
L
∫
∂M
d3x
√
|γ| − L
∫
∂M
d3x
√
|γ| (3)R , (3.9)
where the constant κ24 on the left-hand-side is related to the four-dimensional Newton constant by κ
2 = 8piG4
and L is the curvature radius of the AdS4 vacuum solution. Similarly, γµν , K and (3)R are, respectively, the
induced metric, the trace of the second fundamental form and the intrinsic curvature of the 3-dimensional
boundary ∂M . The U(1) field-strength tensor is defined as usual, i.e. Fµν = ∂µAν − ∂νAµ . This is a
particular case of the general system studied in appendix B, and we use the conventions spelled there and
in A. Our choice of explicit normalization for the different terms follows [87], and its motivated by the
embedding of the above effective action in M-theory. As discussed in A and B, the surface term proportional
to the extrinsic curvature K renders the Dirichlet variational problem well defined, while the cosmological
boundary term (proportional to the volume of the boundary) renormalizes a cubic divergence and the
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intrinsic curvature counterterm (proportional to (3)R) removes a linear divergence in the on-shell action for
the RN-AdS4 background.
The background solution we are interested in is the Reissner-Nordstro¨m AdS4 (RN-AdS4) black hole
ds2 = gµνdxµdxν =
r2
L2
[
−f(r)dt2 + dx2 + dy2
]
+
L2
r2f(r)
dr2 , (3.10)
A = µ
(
1− r0
r
)
dt , (3.11)
which is a solution of the equations of motion obtained from (3.9) with
f(r) = 1−M
(r0
r
)3
+Q2
(r0
r
)4
, µ =
Qr0
L2
. (3.12)
The conformal boundary is located at r →∞ and r0 is the position of the horizon, given by the largest real
root of f(r0) = 0 (so that M = 1 +Q2 in our conventions). The black hole temperature takes the form
T =
r0
4piL2
(3−Q2) , (3.13)
while its entropy, charge and energy densities are given by [136]
s =
2pi
κ24
(r0
L
)2
, ρ =
2
κ24
(r0
L
)2
Q ,  =
r30
κ24L
4
M , (3.14)
respectively. As we have discussed, this background is holographically dual to a (2+1)-dimensional strongly-
coupled field theory at finite temperature T and finite charge density ρ. The entropy and energy densities
of the dual field theory are given by s and  in (3.14), respectively. Similarly, the asymptotic value of the
bulk gauge field At(r →∞) = µ is interpreted in the dual theory as the chemical potential for the (electric)
charge density. Little is known about the details of the dual theory from the field theory perspective. On
the other hand, using holography a lot has been learned (especially thermodynamical properties) regarding
its strong-coupling behavior; see [136] and its citations.
The background (7.52) becomes extremal when Q2 = 3; for this value of the charge the temperature
is zero, but the entropy density remains finite. Since the solution is invariant under changing the sign of
At we can choose µ to be positive, so that in our conventions Q =
√
3 at extremality. In the following we
will mainly work in the extremal limit, and refer to the corresponding dual theory as the “boundary field
theory”. As we will discuss in section 6.3, interesting properties of the boundary field theory in the IR limit
stem from the features of the extremal near horizon geometry, which we briefly review below.
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3.3.1 Near horizon geometry at extremality and the IR CFT
Although the black hole temperature vanishes at extremality, its horizon area remains finite, a fact whose
dual interpretation is that the boundary theory has a finite entropy density at zero temperature, which is
believed to be a large-N effect. The gauge fields in supergravity theories are typically coupled to various
scalars (moduli) which arise in string theory or M-theory compactifications. Taking such couplings into
account, the horizon area of extremal black holes should presumably, in generic cases, decrease [137, 138],
eventually making the ground state of the corresponding boundary field theories non-degenerate.4 In the
extremal limit, f(r) in the background metric (7.52) takes the form
f(r) = 1− 4
(r0
r
)3
+ 3
(r0
r
)4
, (3.15)
which has a double zero at the horizon, and can be approximated near that region (to leading order in
(r − r0)) by
f(r) ' 6
r20
(r − r0)2 . (3.16)
The near horizon geometry at extremality is AdS2 × R2; to see the emergence of this geometry, we first
change the radial coordinate r to η defined by
r − r0 = L
2
6η
. (3.17)
There is then a scaling limit [89] in which
ds2 =
L2
6η2
(
− dt2 + dη2
)
+
r20
L2
(
dx2 + dy2
)
, A =
Q
6η
dt . (3.18)
The curvature radius of the AdS2 factor is L2 = L/
√
6. The radial coordinate is interpreted holographically
as the renormalization scale of the dual field theory, and the near horizon region corresponds to its IR limit.
This implies that the AdS2 ×R2 geometry encodes the IR physics (ω → 0) of the boundary theory.
At least naively, one expects the gravity on the AdS2 space to be dual to a CFT1. This led the authors
of [89] to suggest that the (2+1)-dimensional boundary field theory (which is dual to the extremal Reissner-
4 The finite temperature Reissner-Nordstro¨m black holes show an instability towards the formation of scalar hair, a fact
that has been used to model holographic superconductivity/superfluidity (c.f. references in chapter 1). It has been recently
pointed out that the endpoint of this instability might be a domain-wall solution which has a non-trivial profile for the scalar
and vanishing entropy at zero temperature [139, 140]. We stress that the extremal RN-AdS4 solution has a quite different
character.
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Nordstro¨m AdS4 black hole) flows in the IR to a fixed point described by a CFT1. Following [89] we will refer
to this CFT1 as the IR CFT. The details of the AdS2/CFT1 correspondence and how exactly the mapping
works are poorly understood. In particular, it is not clear whether one should interpret the theory dual to
the AdS2 as a conformal quantum mechanics or as a chiral (1+1)-dimensional CFT. What is clear from [89]
is that whatever this IR theory might be, it encodes the low frequency behavior of some observables in the
full boundary field theory. For example, consider a scalar (or a spinor) operator O in the boundary field
theory with retarded Green’s function GR(ω,~k). This operator gives rise to a set of operators O~k in the
IR CFT where ~k is the momentum in R2. As shown in [89], the behavior of GR(ω,~k) at low frequency is
mainly governed by the behavior of GR(0,~k) as well as the conformal dimension δ~k of some operators in the
IR CFT. In particular, depending on what GR(0,~k) and δ~k are, GR(ω,~k) can exhibit a scaling behavior for
the spectral density, a log-periodic behavior, or indicate the existence of Fermi surfaces with quasi-particle
excitations of non-Fermi liquid type (in the case of O being fermionic). The scaling behavior of the spectral
density and its log-periodic behavior are emergent phenomena as they arise from the conformal properties of
the IR CFT. Part of the program we undertake in the present and subsequent chapters consists of considering
the charge current and the stress-energy tensor operators of the boundary field theory to elucidate the role
of the IR CFT in determining the low frequency behavior of their retarded Green’s functions. The RNAdS4
black hole and its near horizon geometry are depicted in figure 3.1.
R2
× AdS2~k
Oˆ~k
r = r0
UV theory
T = 0, µ
r = ∞
Oˆ
r
(t, x, y)
(x
, y
)
t
IR
Figure 3.1: The extremal RNAdS4 black hole and its near horizon geometry.
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3.3.2 Linearized equations of motion
The holographic calculation of correlators of the vector current and energy-momentum tensor operators of
the boundary field theory entails solving the linearized Einstein-Maxwell equations for the corresponding
fluctuations (c.f. appendices A and B). We first define
gµν = g¯µν + hµν , Aµ = A¯µ + aµ , (3.19)
where g¯µν and A¯µ denote the background metric and gauge field, respectively, and hµν and aµ represent the
fluctuations. We work in the so-called radial gauge, where
ar = 0 , hrν = 0 , (3.20)
with ν = {t, x, y, r}. We proceed by Fourier transforming the fluctuations
hµν(t, x, r) ∼ e−iωteikxhµν(r) , aµ(t, x, r) ∼ e−iωteikxaµ(r) , (3.21)
where, without loss of generality, we have used the rotation invariance in the (x, y) plane to set ky = 0 and
defined kx ≡ k. The fluctuations split into decoupled sectors depending on whether they are even or odd
with respect to parity, y → −y. Accordingly, hty, hxy, ay have odd parity while htt, htx, hxx, hyy, at, ax all
have even parity. The analysis of the odd parity (shear) modes will be performed in chapters 4 and 5, while
that of the even parity modes will be discussed in chapter 6.
It will prove convenient to raise the indices in the metric fluctuations by the background metric g¯µν ,
and work instead with hyt, hxy (shear sector) and htt, hxt, hxx, hyy (sound sector). We also define the
dimensionless quantities
u =
r
r0
, w =
ω
µ
, q =
k
µ
. (3.22)
The linearized equations of motion for the perturbations are easily obtained by plugging the background
(7.52)-(3.11) and the ansatz (3.21) in the general expressions (B.5.13)-(B.5.14) of appendix B (with d = 3,
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φ = δφ = 0 and Bµ = Aµ, δBµ = aµ). In the sound channel, the linearized Maxwell equations read5
0 = 2u2f(u)
[
u2a′t(u)
]′ − 2Q2q [qat(u) + wax(u)]
− µu2f(u)
[
ht
′
t(u)− hx′x(u)− hy ′y(u)
]
, (3.23)
0 = u2f(u)
[
u2f(u)a′x(u)
]′
+Q2w [qat(u) + wax(u)] + µu2f(u)hx
′
t(u) , (3.24)
0 = 2u2 [wa′t(u) + qf(u)a
′
x(u)]− µw
[
htt(u)− hxx(u)− hyy(u)
]
+ 2µ qhxt(u) , (3.25)
where f(u) is given in (3.15). Notice that not all of the above equations are independent; equation (3.24)
can be obtained from equations (3.23) and (3.25), for example. For the linearized Einstein’s equations we
obtain
0 = f(u)
{
2u6f(u)ht′′t (u) +
[
10u5f(u) + 3u6f ′(u)
]
ht
′
t(u)
+
[
u6f ′(u) + 2u5f(u)
] [
hx′x(u) + h
y ′
y(u)
]}− 8µ−1Q2u2f(u)a′t(u) (3.26)
+ 2Q2f(u)
(
2− q2u2)htt(u) + 2Q2w2u2 [hxx(u) + hyy(u)] + 4Q2qwu2hxt(u) ,
0 = f(u)
{
u6hx′′x(u) +
[
5u5f(u) + u6f ′(u)
]
hx′x(u) + u
5f(u)
[
ht
′
t(u) + h
y ′
y(u)
]}
+Q2w2u2hxx(u)−Q2f(u)
(
2 + q2u2
)
htt(u)−Q2q2u2f(u)hyy(u) (3.27)
+ 2Q2qwu2hxt(u) + 4µ−1Q2u2f(u)a′t(u) ,
0 = f(u)
{
u6hy ′′y(u) +
[
5u5f(u) + u6f ′(u)
]
hy ′y(u) + u
5f(u)
[
ht
′
t(u) + h
x′
x(u)
]}
− 2Q2f(u)htt(u) +Q2u2
(
w2 − f(u)q2)hyy(u) + 4µ−1Q2u2f(u)a′t(u) , (3.28)
0 = f(u)
[
u6hx′′t (u) + 4u
5hx′t(u)
]
+Q2qwu2hyy(u) + 4µ−1Q2u2f(u)a′x(u) , (3.29)
0 = 2u6f(u)
[
ht
′′
t (u) + h
x′′
x(u) + h
y ′′
y(u)
]
+
[
u6f(u)
]′ [
ht
′
t(u) + h
x′
x(u) + h
y ′
y(u)
]
+ 2u6f ′(u)ht′t(u) + 4Q
2htt(u)− 8µ−1Q2u2a′t(u) , (3.30)
5We keep the black hole charge Q arbitrary (0 < Q ≤ √3) in writing the equations in this section. The extremal case
corresponds to Q =
√
3.
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0 = 2wf(u)
[
hx′x(u) + h
y ′
y(u)
]
+ 2qf(u)hx′t(u)− wf ′(u) [hxx(u) + hyy(u)] (3.31)
− 2qf ′(u)hxt(u) ,
0 = 2qu4f(u)
[
ht
′
t(u) + h
y ′
y(u)
]
− 2wu4hx′t(u) + qu4f ′(u)htt(u)
− 8µ−1Q2 [qat(u) + wax(u)] . (3.32)
Similarly, in the shear channel we find only one non-vanishing component of Maxwell’s equation,
0 = f(u)
[
u4f(u)a′′y(u) + u
2
[
u2f ′(u) + 2uf(u)
]
a′y(u) + µu
2hy ′t(u)
]
+Q2
[
w2 − f(u)q2
]
ay(u) , (3.33)
while Einstein’s equations yield
0 = f(u)
[
u4hy ′′t (u) + 4u
3hy ′t(u) +
4Q2
µ
a′y(u)
]
−Q2q
[
whxy(u) + qhyt(u)
]
, (3.34)
0 = f(u)
[
u4f(u)hx′′y(u) +
[
u4f ′(u) + 4u3f(u)
]
hx′y(u)
]
+Q2w
[
whxy(u) + qhyt(u)
]
. (3.35)
There is also a constraint which comes from the yu-component of the linearized Einstein equations given by
u4w hy ′t(u) + u
4f(u)q hx′y(u) +
4Q2
µ
w ay(u) = 0 . (3.36)
As we will see in more detail later, the asymptotic form of this constraint encodes a Ward identity in the
dual boundary theory.
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Chapter 4
AdS4/CFT3 and Criticality II:
Transport Coefficients
As a first step in the program described in the previous chapter, namely to explore the structure of retarded
Green’s functions in a class of strongly coupled field theories at zero temperature and finite charge density, we
are naturally led to study said correlators at zero momentum. At finite temperature, the small frequency limit
of the retarded Green’s functions at zero momentum can be related to hydrodynamic transport coefficients
via Kubo formulas. Here we continue to use this terminology, subject to the qualifications discussed in 3.2.
Even though we focus on the case where the dual field theory is (2 + 1)-dimensional, the generalization of
the discussion below to higher dimensions is straightforward, as the near-horizon geometry of the extremal
Reissner-Nordstro¨m black holes in higher dimensions always contains the AdS2 factor which, as we will see
explicitly below, is ultimately responsible for the emergence of critical features in the infrared.
According to the general AdS/CFT dictionary, the charge current of the (2 + 1)-dimensional boundary
theory couples to the asymptotic value of the electromagnetic perturbations in the transverse directions
of the extremal Reissner-Nordstro¨m AdS4 black hole, while the energy-momentum tensor is sourced by
the asymptotic value of the gravitational perturbations. In the present chapter we consider perturbations
which are holographically dual to the shear and charge diffusion modes of the boundary theory. The material
contained in this chapter is based on work published by the author in collaboration with Mohammad Edalati
and Robert Leigh [91].
4.1 Overview
Taking the small frequency (hydrodynamic) limit at zero temperature is subtle as the ω → 0 and T → 0 limits
do not, in general, commute. Thus, to calculate transport quantities such as conductivity at zero temperature
one should not expect to get the right answer by first considering the system at finite temperature, taking
the small frequency limit, then sending the temperature to zero. In the holographic context, this subtlety
arises because the zero temperature (extremal) black hole is more singular at the horizon than for any T > 0.
Although the temperature is zero in these studies, there is another scale in the problem set by the charge
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chemical potential µ. Since the modes that we study here do not carry charge, µ just serves as a scale to
which we compare energies and momenta. The study of low frequency correlation functions is then akin to
the well-known hydrodynamical calculations at finite temperature.
As reviewed in 3.3.1, one of the peculiar features of the charged black hole under consideration is that
it has a finite horizon area, even though the temperature vanishes. Apparently this is to be interpreted as
a finite ground state degeneracy, which is certainly an odd concept in the dual continuum field theory. It is
widely assumed that this is a large-N effect, and 1/N corrections would serve to lift the degeneracy. One of
the results discussed below is that the shear viscosity, extracted from stress tensor correlators, is proportional
to the entropy density, in precisely the same way as it is at finite temperature. In fact, we show that this ratio
takes the same value of 1/4pi (hence, saturating the KSS bound [33]) for all d-dimensional boundary field
theories (at zero temperature and finite charge density) dual to the extremal Reissner-Nordstro¨m AdSd+1
black holes. We argue that the ratio is the same because for all d-dimensional boundary theories dual to
the extremal Reissner-Nordstro¨m AdSd+1 black holes it can be mapped to the spectral function of a certain
operator in the IR CFT. This result is important for two reasons. First, neither the argument for the
universality of the ratio based on the so-called “membrane paradigm” [141] nor the universality argument of
[142] applies to black holes at extremality, in which case one has to either generalize the arguments to include
the extremal cases or calculate the ratio explicitly for each zero-temperature boundary theory. Second, the
boundary theory whose shear viscosity we compute here may be in the same universality class of some
quantum critical points which are of interest in condensed matter physics. Typically, these quantum critical
points are strongly-coupled CFTs and it is not possible to study them by field theoretic methods. So, it is
certainly desirable to calculate some universal properties of these systems.
The charge conductivity, extracted from vector current-current correlators is also related to the spectral
function of a specific operator in the IR CFT. We show that the longitudinal conductivity of the boundary
theory scales as ω2 in the limit ω → 0. One should be careful to define the limit in which this calculation
pertains, namely σ(ω/T = ∞,~k = 0, ω → 0+), where as before ~k denotes the momentum in the spatial
directions (x, y) of the black hole radial slices. Furthermore, from the imaginary part of the conductivity we
deduce that there is the expected δ-function at ω = 0 in the real part of the conductivity. In the final section
of this chapter, we consider the extremal dyonic black hole corresponding to a boundary theory with a finite
electrical charge density and a constant magnetic field. We extract the longitudinal and Hall conductivity
in the same limit.
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4.2 Complex basis for the fluctuations
In order to compute transport coefficients, we shall be concerned with the limit in which we first take ~k = 0.
As a result, the system retains the SO(2) symmetry in the xy-plane, and the various components of the fields
can be classified by their SO(2) charge, as well as parity. In this chapter, we will concern ourselves with
modes from the charge zero and one sectors in the shear channel, which are involved in the shear viscosity
and charge conductivity. We will find it convenient to organize the fluctuations by considering complex
linear combinations of fields. The charge one fields are (indices are raised and lowered with the background
metric, and we take z = x+ iy)
az =
1
2
(ax − iay) , hz¯ t = 12(h
x
t − ihyt) . (4.1)
In the case of the charged AdS4 black hole, it is not really necessary to do this, as there is the unbroken
x↔ y parity symmetry. In a later section, we will study the dyonic black hole (a Reissner-Nordstro¨m AdS4
black hole with both electric and magnetic charges) in which the parity symmetry is broken (the magnetic
field chooses an orientation), and the complex notation is advantageous. The charge zero modes of interest
are
hzz =
1
2
(hxx + hyy − 2ihxy) , (4.2)
and the conjugate hz¯ z¯. One finds that in the radial gauge hxx+hyy ∝
√
f(r) is constrained, so the remaining
propagating field is hxy, dual to the operator Txy of the boundary theory. The other charge zero fields at
and htt have opposite parity and decouple from hxy.
In terms of the complex fields, the linearized Einstein-Maxwell equations (3.33)-(3.35) read
u2f(u)hx′′y(u) + [uf
′(u) + 4f(u)]uhx′y(u) +
(6α)2ω2
u2f(u)
hxy(u) = 0 , (4.3)
u2f(u)az ′′(u) + [uf ′(u) + 2f(u)]uaz ′(u) +
Q
6α
hz¯ t
′(u) +
(6α)2ω2
u2f(u)
az(u) = 0 , (4.4)
u4hz¯
′′
t (u) + 4u
3hz¯
′
t(u) + 24αQaz
′(u) = 0 , (4.5)
where f(u) is given in (3.15) and the primes denote derivative with respect to u. Note that Q =
√
3.
Similarly, the constraint (3.36) is now
u4hz¯
′
t(u) + 24αQaz(u) = 0 (4.6)
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which is clearly the first integral of (4.5). Therefore the above system of equations reduces to a single second
order equation for az (the same equation is satisfied by both ax and ay in this case) and a second order
equation for hxy. In what follows, we will often use the notation w = αω. Thus frequencies are compared
to the scale α−1 ≡ 6r0/L2, which by virtue of the relation α = Q/6µ, is essentially the chemical potential,
the only scale of the zero temperature boundary theory.
4.3 Shear viscosity of the boundary field theory
There is a Kubo formula which relates the shear viscosity, denoted1 by η, to the retarded Green’s function
of the energy-momentum tensor Txy at ~k = 0:
η = − lim
ω→0
1
ω
Im GRxy,xy(ω, 0). (4.7)
To calculate GRxy,xy(ω, 0) holographically, one solves the equation of motion for h
x
y(u) subject to the in-
falling boundary condition at the horizon [30, 109]. Note that equation (4.3) for hxy(u) is identical to the
equation of motion for a minimally-coupled chargeless massless scalar φ(u) in the charged AdS4 background
(7.52) at extremality.
Before we calculate GRxy,xy(ω, 0), we should remind the reader that the zero-temperature boundary field
theory has a finite entropy. The fact that there is a finite density at zero temperature makes one wonder
about the existence of hydrodynamical modes, such as shear, in the same way that there exist such modes
at finite temperature. Suppose the (2+1)-dimensional zero-temperature boundary field theory that we are
considering has a non-trivial shear viscosity. As µ is the only scale in the boundary field theory, one
expects, on general grounds, that η = g(N,λ)µ2, where N is the number of species and λ is the effective
(dimensionless) ’t Hooft coupling. The AdS/CFT correspondence relates GRxy,xy(ω, 0) to the on-shell action
for hxy, which has no λ dependence to the leading order. This implies that g(N,λ) is not only independent
of λ but also proportional to κ−24 . Since g(N) is dimensionless one deduces that g(N) ∝ L2/κ24. Note that r0
cannot be used to make g(N) dimensionless as in the AdS/CFT correspondence, independent of the nature
of the gravity solution, the parameter N to some power is mapped to the ratio of the AdS radius to the
Planck length.2 Putting pieces together, we conclude that η ∝ L2µ2/κ24, or by virtue of (3.14), η ∝ s.
At finite temperature, there are general arguments [141, 142] stating that at large N and large λ, the
ratio of the shear viscosity to the entropy density of the holographic dual field theories (at finite temperature
1Throughout this chapter we denote by η both the radial coordinate of the near horizon AdS2 ×R2 geometry and the shear
viscosity of the boundary field theory. The distinction between the two is clear from the context.
2Indeed, if the boundary field theory can be realized in some regime as the world-volume theory of N M2-branes, then
N3/2 ∝ L2/κ24 [143, 144].
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and charge density) equals 1/4pi. These arguments assume that the black hole background has a finite
temperature, i.e. f(u) has a single zero at the horizon. What makes the calculation of shear viscosity of the
zero-temperature boundary field theory (which has a finite entropy) non-trivial is the fact that the ω → 0
and T → 0 limits do not, in general, commute. When the black hole background is extremal, extra care (to
be explained below) is required in taking the ω → 0 limit of Im GRxy,xy(ω, 0).
For the ease of notation we take hxy ≡ φ. Since we will be interested in the small ω limit, we expand
fields in a power series
φO(u) = φ
(0)
O (u) + w φ
(1)
O (u) + w
2φ
(2)
O (u) + . . . . (4.8)
Here, the subscript denotes that the expansion is in terms of the u coordinate, which is a suitable coordinate
in the asymptotic region (outer region). The ω expansion near the horizon is subtle because f(u) has a
double zero there, and a proper treatment was explained in [89]. One first notes that if the full geometry
is replaced by the near-horizon geometry, then the equations of motion organize themselves as functions of
ζ ≡ ωη, with no further ω dependence. We thus have
u = 1 +
w
ζ
. (4.9)
For example, the equation for hxy in the near horizon geometry is simply
( d2
dζ2
+ 1
)
hxy(ζ) = 0. (4.10)
Since the strict near horizon geometry is to be interpreted as the IR limit, the ω expansion near the horizon
is then properly organized as a series
φI(ζ) = φ
(0)
I (ζ) + w φ
(1)
I (ζ) + w
2φ
(2)
I (ζ) + . . . (4.11)
with the leading term gotten by studying the problem in the near-horizon AdS2×R2 geometry. The subscript
I denotes that the expansion (4.11) is in terms of the ζ coordinate, the suitable radial coordinate for the
AdS2 part (inner region) of the near horizon geometry. The boundary condition is applied at the horizon
in the ζ coordinate, and the solution must be matched on to the outer solution. This is accomplished by
taking a double limit, ζ → 0 and w/ζ → 0. Indeed, we just need to match φ(0)I (ζ) to φ(0)O (u) near the
matching region where we take the aforementioned double limit. This is because the differential equation
(4.3) is linear, and we also require that the solutions for the higher order terms in the expansions (4.8) and
(4.11) do not include terms proportional to the solution of φ(0)O (u), or φ
(0)
I (ζ), near the matching region [89].
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This is also the case when we match the solutions (for the gauge field fluctuations) in the later sections.
4.3.1 Inner region, and a dimension-one operator in the IR CFT
In the cases that we will study below, the fluctuations (being abelian gauge and metric modes) are not
charged under the U(1) background gauge field. Consequently, in our case small w means that w  1.
Expressed in terms of the coordinate ζ, equation (4.3) becomes
(
1 +
2w
3ζ
+
w2
6ζ2
)
ζ2φ′′(ζ)− 2w
3ζ
(
1 +
w
2ζ
)
ζφ′(ζ) +
(
1 +
w
ζ
)4(
1 +
2w
3ζ
+
w2
6ζ2
)−1
ζ2φ(ζ) = 0, (4.12)
where the primes now denote derivatives with respect to ζ. Notice that taking the w → 0 limit of (4.12) is
now smooth near the horizon. Since the goal is to compute a retarded Green’s function (for small w) in the
boundary field theory, we solve the inner region equation with in-falling boundary condition for φI(ζ) at the
horizon [109].
To the leading order, equation (4.12), which becomes an equation for φ(0)I (ζ), reads
φ
(0)′′
I (ζ) + φ
(0)
I (ζ) = 0. (4.13)
We solve (4.13) with in-falling boundary condition at the horizon. The general solution of (4.13) is
φ
(0)
I (ζ) = a
(0)
I e
iζ + b(0)I e
−iζ . (4.14)
Choosing the in-falling boundary condition at the horizon means that we need to discard the e−iζ branch
of the solution by setting b(0)I = 0. Expanding the result near the matching region (boundary of AdS2), we
obtain
φ
(0)
I (ζ)|ζ→0 ' a(0)I (1 + iζ) = a(0)I
[
1 + GR(w) 1
u− 1
]
, (4.15)
where we have used (6.85) to express ζ in terms of u, and
GR(w) = iw (4.16)
is the retarded Green’s function of a chargeless scalar operator O with a conformal dimension of δ = 1 in
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the IR CFT.3 The relationship between φ(0)I and GR(w) in (4.15) can be easily seen by noticing [89] that,
once ζ is rescaled by a factor of w (namely, ζ → ζ/w), equation (4.13) becomes identical to the equation of
motion (in Fourier space) for a massless, chargeless scalar field in AdS2. Based on general grounds of the
AdS/CFT correspondence, φ(0)I is dual to the aforementioned scalar operator O in the IR CFT.
It turns out that for the purpose of calculating the shear viscosity of the boundary field theory using
the Kubo formula (4.7), it suffices to just know (4.15). Nevertheless, solving equation (4.12) perturbatively
in w , it could be easily verified that the inner region solution takes the following form near the matching
region (keeping in mind that ζ → 0 and w/ζ → 0 in that region)
φI(u) = a
(0)
I
{
[1 + . . .] +
1
u− 1GR(w)[1 + . . .]
}
, (4.18)
where the dots represent terms which vanish in the u→ 1 and w → 0 limits.
4.3.2 Outer region
As we will see below, to calculate the shear viscosity of the boundary field theory, it suffices just to find the
solution for the zeroth-order term in (4.8), namely φ(0)O (u). Substituting (4.8) into (4.3), φ
(0)
O (u) obeys the
following equation
u4f(u)φ(0)′′O (u) + u
3 [4f(u) + rf ′(u)]φ(0)′O (u) = 0, (4.19)
whose solution reads
φ
(0)
O (u) = a
(0)
O +
1
36
b
(0)
O
[
− 6
u− 1 − 4 ln(u− 1) +
√
2 tan−1
(u+ 1√
2
)
+ 2 ln(u2 + 2u+ 3)
]
. (4.20)
Near the boundary u→∞, (4.20) takes the form
φ
(0)
O (u)|u→∞ =
(
a
(0)
O +
pi
36
√
2
b
(0)
O
)
− b
(0)
O
3u3
+ . . . , (4.21)
3 Generally, the Green’s function of an operator of dimension δ = ν + 1
2
in the IR CFT is given by
GR(ω) = −2ν e−ipiν Γ(1− ν)
Γ(1 + ν)
“ω
2
”2ν
(4.17)
which is a simplification of a formula given in [89].
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where the dots represent terms subleading compared to u−3. Near the matching region, (4.20) becomes
φ
(0)
O (u)|u→1 = −
b
(0)
O
6(u− 1)
{
1 + . . .
}
+
[
a
(0)
O +
b
(0)
O
36
(√
2 tan−1(
√
2) + ln(36)
)]{
1 + . . .
}
, (4.22)
with the dots representing terms which vanish as u→ 1 and w → 0.
4.3.3 Matching, and the shear viscosity
Matching (4.18) with (4.22) results in
a
(0)
O =
[
1 +
1
6
GR(w)
(√
2 tan−1(
√
2) + ln(36)
)]
a
(0)
I , b
(0)
O = −6GR(w)a(0)I . (4.23)
Knowing the above two coefficients (in terms of a(0)I ) is enough to compute the shear viscosity of the boundary
field theory. Substituting (4.23) into (4.21), we obtain
φO(u)|u→∞ = a(0)I [1 + s0GR(w) + . . .] + 2a(0)I GR(w)[1 + . . .]u−3 +O
(
u−6
)
, (4.24)
where s0 is a numerical factor given by
s0 =
1
6
√
2
(
2 tan−1(
√
2) +
√
2 ln(36)− pi
)
. (4.25)
Recall that φ(u) denotes hxy(u). Thus, (4.24) gives the asymptotic form of hxy(u) near the boundary of
the extremal charged AdS4 black hole. Reading off the normalization of hxy(u) from the Einstein-Hilbert
action (plus the Gibbons-Hawking term) and applying the real-time recipe of [109], we have
GRxy,xy(ω, 0) = −
1
2κ24
(r0
L
)2
GR(ω) [1 +O(ω)] . (4.26)
Note that in (4.26), GR(ω) = iω. The Kubo formula (4.7) then yields
η =
L2
2κ24
(
µ
Q
)2 [
lim
ω→0
1
ω
Im GR(ω)
]
. (4.27)
Rather than substituting its value, we kept Im GR(ω) explicit in the above formula to emphasize that the
shear viscosity of the boundary field theory is given by the spectral function of an IR CFT scalar operator
whose conformal dimension is δ = 1.
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Using (4.27) and the formula in (3.13) for the entropy density, one then deduces that
η
s
=
1
4pi
(4.28)
in our (2+1)-dimensional boundary field theory which is at zero temperature and finite charge density. Note
that the ratio of the shear viscosity to the entropy density given in (4.28) has been obtained by properly
taking care of the ω → 0 limit at T = 0. Our explicit calculation above confirms that η/s takes the same value
of 1/4pi in the zero-temperature boundary field theory as it does in the finite temperature boundary field
theory. One may then assume that the zero-temperature result for η/s can be obtained by an extrapolation
from the finite-temperature result. This assumption is not true as the ω → 0 and T → 0 limits do not in
general commute.
We should add here that the (2+1)-dimensional boundary field theory whose shear viscosity we have just
computed may be in the same universality class of some quantum critical points; see [89] for a discussion in
this direction. Often these quantum critical points are strongly-coupled and we do not have a satisfactory
field theoretic description. Shear viscosity is one of the quantities one would like to calculate for these
systems (in the quantum critical region).
Incidentally, the same calculations can be carried out in other dimensions as well. In the extremal limit,
the near-horizon geometry contains an AdS2 factor, and, as we have checked explicitly, the shear viscosity
is determined by the same δ = 1 operator. Consequently, η/s = 1/4pi in each of these cases.
4.4 Conductivity of the boundary field theory
In this section, we consider the charge conductivity of the zero temperature, finite charge density boundary
theory for ω → 0. Because of the symmetry, we will discuss one real component of the gauge field, and the
other component (or either of the complex linear combinations) follows in the same way. The fluctuation ay
is dual to a conserved current Jy in the boundary field theory. There is a Kubo formula which relates the
conductivity σyy to the retarded Green’s function GRyy(ω, k) of Jy at ~k = 0:
σyy = lim
ω→0+
i
ω
GRyy(ω, 0). (4.29)
From now on, we denote σyy simply by σ. Note that σ is dimensionless in (2+1) dimensions. To calculate
σ, we need to solve the linearized Maxwell equation for ay at ~k = 0. Combining equations (4.4) and (4.6)
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we find
u2
[
u2f(u)a′y(u)
]′
+ 12
(
3
w2
f(u)
− 1
u2
)
ay(u) = 0. (4.30)
Similar to the previous problem, the w → 0 limit becomes subtle. Again we employ two expansions
ayO(u) = a
(0)
yO(u) + wa
(1)
yO(u) + w
2a
(2)
yO(u) + . . . , (4.31)
ayI(ζ) = a
(0)
yI (ζ) + wa
(1)
yI (ζ) + w
2a
(2)
yI (ζ) + . . . , (4.32)
where a(0)yI (ζ) is the solution in the near horizon geometry.
4.4.1 Inner region
Written in terms of the coordinate ζ, equation (4.30) takes the form
(
1 +
2w
3ζ
+
w2
6ζ2
)2(
1 +
w
ζ
)2
ζ2a′′y(ζ) +
4w
3ζ
(
1 +
5w
4ζ
+
w2
4ζ2
)(
1 +
2w
3ζ
+
w2
6ζ2
)
ζa′y(ζ)
+
[
ζ2
(
1 +
w
ζ
)6
− 2
(
1 +
2w
3ζ
+
w2
6ζ2
)]
ay(ζ) = 0. (4.33)
To the leading order, we have the equation of motion in the AdS2 geometry
a
(0)′′
yI (ζ) +
(
1− 2
ζ2
)
a
(0)
yI (ζ) = 0. (4.34)
The general solution reads
a
(0)
yI (ζ) = a
(0)
I
(
1 +
i
ζ
)
eiζ + b(0)I
(
1− i
ζ
)
e−iζ . (4.35)
The second term in (4.35) gives rise to an out-going wave at the horizon. Thus, we set b(0)I = 0. Near the
matching region, (4.35) becomes
a
(0)
yI (ζ)|ζ→0 = a(0)I
{
i
ζ
[1 + . . .]− ζ
2
3
[1 + . . .]
}
, (4.36)
33
where the dots represent terms which vanish as ζ → 0 and w/ζ → 0. Rescaling a(0)I → −iwa(0)I , recalling
the definition of ζ in terms of u, and dropping the subleading terms, (4.36) takes the form
a
(0)
yI (u)|u→1 ' a(0)I
{
(u− 1) + GR(w) 13(u− 1)2
}
, (4.37)
where
GR(w) = iw3 (4.38)
is the retarded Green’s function of a (chargeless) scalar operator O in the IR CFT whose conformal dimension
is δ = 2; see footnote 4 for details. The w expansion of the inner solution can be continued to higher orders
but the result above is sufficient for our purposes. The terms a(n>0)yI (ζ) are irrelevant to calculating σ at low
frequency using the Kubo formula (4.29).
4.4.2 Outer region
To calculate σ, it suffices to solve for a(0)yO(u) in the outer region expansion (4.31). To the leading order,
(4.30) gives
u4
[
u2f(u)a(0)′yO (u)
]′
− 12a(0)yO(u) = 0 (4.39)
whose solution is found to be
a
(0)
yO = a
(0)
O
(
1− 1
u
)
+ b(0)O
{
− 65u
2 − 100u+ 41
108u(u− 1)2
+
(
1− 1
u
)[17√2
648
tan−1
(u+ 1√
2
)
+
14
81
ln(u− 1)− 7
81
ln(u2 + 2u+ 3)
]}
. (4.40)
The solution (4.40) near the boundary u→∞ takes the form
a
(0)
yO(u)|u→∞ =
(
a
(0)
O +
17pi
648
√
2
b
(0)
O
)
−
[
a
(0)
O +
(
1 +
17pi
648
√
2
)
b
(0)
O
] 1
u
+O (u−2) , (4.41)
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whereas near the matching region, it becomes
a
(0)
yO(u)|u→1 =−
b
(0)
O
18(u− 1)2 [1 +O(u− 1)]
+
[
a
(0)
O +
b
(0)
O
648
(
246 + 17
√
2 tan−1(
√
2)− 56 ln(6)
) ]
(u− 1) [1 +O(u− 1)] . (4.42)
The asymptotic forms of ayO(u) thus read
ayO(u)|u→∞ '
(
a
(0)
O +
17pi
648
√
2
b
(0)
O
){
1 + . . .
}
−
[
a
(0)
O +
(
1 +
17pi
648
√
2
)
b
(0)
O
]{
1 + . . .
} 1
u
, (4.43)
ayO(u)|u→1 ' − b
(0)
O
18(u− 1)2
{
1 + . . .
}
+
[
a
(0)
O +
b
(0)
O
648
(
246 + 17
√
2 tan−1(
√
2)− 56 ln(6)
) ]{
1 + . . .
}
(u− 1). (4.44)
The dots in (4.43) and (4.44) represent terms which vanish as w → 0.
4.4.3 Matching and the conductivity
Matching (4.37) to (4.44), we obtain
a
(0)
O =
[
1 +
GR(w)
108
(
246 + 17
√
2 tan−1(
√
2)− 56 ln(6)
)]
a
(0)
I , b
(0)
O = −6GR(w)a(0)I . (4.45)
Plugging (4.45) into (4.43) yields
a
(0)
yO(u)|u→∞ ' a(0)I
[
1 + s1GR(w) + . . .
]
− a(0)I
[
1 + s2GR(w) + . . .
] 1
u
. (4.46)
where
s1 =
1
108
√
2
(
246
√
2 + 34 tan−1(
√
2)− 56
√
2 ln(6)− 17pi
)
, s2 = s1 − 6. (4.47)
From (4.46) and the normalization of the Maxwell action for ay(u), the leading small frequency behavior of
GRyy(ω, 0) is found to be
Im GRyy(ω, 0) = −
2α2L2
κ24
Im GR(ω), (4.48)
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where Im GR(ω) = ω3. The Kubo formula (4.29) then gives
Re σ(ω → 0) = 2α
2L2
κ24
lim
ω→0
1
ω
Im GR(ω) = L
2
6κ24
lim
ω→0
(
ω
µ
)2
= 0. (4.49)
Thus, we see that a dimension 2 scalar operator in the IR CFT determines the limiting behavior as ω → 0
of the conductivity of the (2+1)-dimensional zero-temperature boundary field theory. In addition4, the
imaginary part of σ has a pole at ω = 0
Im σ(ω → 0) = α
2L2
3κ24
1
ω
+ ... (4.50)
A Kramers-Kronig relation (see for example, Ref. [42]) then implies that the real part has a delta function
at ω = 0 (which is not detected directly by the limiting procedure for Re σ described above)
Re σ =
piL2
36κ24µ2
δ(ω). (4.51)
This result should be contrasted with the conductivity of the boundary theory at finite temperature.
For strongly-coupled (2+1)-dimensional theories at finite temperature, the AdS/CFT correspondence gives
a constant temperature-independent result for the conductivity [141, 145] at zero density, whose calculation
requires taking the ωT → 0 limit. On the other hand, what we computed above is effectively the behavior of
the conductivity in the ωT →∞ limit (as well as in the ωµ → 0 limit) had we heated up the zero-temperature
boundary field theory. Contrary to the calculation of the shear viscosity, different results are obtained for
the conductivity in the two different limits of ωT → 0 and ωT →∞. This indicates that, in general, one does
not expect the ω → 0 and T → 0 limits to commute. The subtlety in the order of limits and its origin
has been discussed in [87]. Our result that the limiting value of the conductivity of the zero-temperature
boundary field theory under consideration is zero relies heavily on the fact that the theory is at finite charge
density (which, in turn, is intertwined with the existence of the AdS2 region in the background geometry).
In the case of zero charge density, the authors of [87] have given a general argument that the conductivity
should be constant for all values of ωT .
For the d-dimensional generalizations of the boundary field theory we considered above, the same dimen-
sion 2 scalar operator in the IR CFT enters the computation of the conductivity of the zero-temperature
boundary field theory, as we have checked explicitly. Thus, to the leading order, Im GRyy(ω → 0, 0) scales as
ω2. These results along with (4.49) give enough evidence that the conductivity of the d-dimensional zero-
4 We thank J. McGreevy for pointing out that we omitted a discussion of Im σ in an earlier version of this [91].
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temperature boundary field theories at finite charge density, dual to the extremal charged AdSd+1 black
holes, behaves as
σ(ω → 0) ∼ L
3−drd−20
κ2d+1 µ
3
lim
ω→0
1
ω
Im GR(ω) ∼ L
5−drd−30
κ2d+1
lim
ω→0
(
ω
µ
)2
, (4.52)
where L and r0 in (4.52) denote the curvature radius and the horizon of the extremal charged AdSd+1 black
holes, respectively. The imaginary part contains the same pole at ω = 0, and hence there is a similar peak
in Re σ at ω = 0, as in eq. (4.51). We expect that if this peak is to be avoided, the spatial translation
invariance of the system must be broken.
4.5 Hall conductivity
The calculation of the Hall conductivity for the boundary field theory at finite temperature was considered,
for example, in [132, 146]. In this section we calculate the conductivity of the (2 + 1)-dimensional zero-
temperature boundary field theory in the presence of a background magnetic field.
The Hall conductivity at ω → 0 is an example of a quantity that is not determined by properties of the
IR CFT. This is to be expected because, as is well known, it follows from simple symmetry arguments. We
have included the calculation to demonstrate that indeed the zero temperature limit can be taken, following
the methods of [89]. This is probably the simplest example in which these methods can be applied when
fluctuations are mixing, (this also happens, for example, generically at finite momentum). We will find
evidence below that additional subtleties arise in the non-commutavity of the ω → 0 and H → 0 limits.
To consider the (2 + 1)-dimensional boundary field theory in a background magnetic field, one adds a
magnetic charge to the (3 + 1)-dimensional Reissner-Nordstro¨m AdS4 black hole in the bulk, the so-called
dyonic black hole [146]. This background, which is a solution to the Einstein-Maxwell equations, is given by
[147]
ds2 =
r2
L2
(
− f(r)dt2 + dx2 + dy2
)
+
L2
r2f(r)
dr2,
A = Q
( r0
L2
)(
1− r0
r
)
dt+
H
2
( r0
L2
)2
(xdy − ydx) (4.53)
with
f(r) = 1− (1 +Q2 +H2) (r0
r
)3
+
(
Q2 +H2
) (r0
r
)4
(4.54)
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where r0 is the horizon radius given by the largest real root of f(r0) = 0, and H and Q are two dimensionless
parameters representing the magnetic and the electric charges of the black hole. We have chosen the gauge
in which the spatial SO(2) symmetry is preserved. The temperature of the black hole becomes
T =
r0
4piL2
(
3−Q2 −H2) . (4.55)
The temperature vanishes in the extremal limit, Q2 +H2 = 3, at which point the metric function f(r) has
a double zero.
The asymptotic form of the gauge field gives rise to both an electric charge density and a homogeneous
background magnetic field in the dual field theory [146]. Denoting by B and ρ the background magnetic
field and the electric charge density of the dual theory, respectively, one gets
B = H
( r0
L2
)2
, ρ =
2
κ24
r20
L2
Q. (4.56)
Also, as in the charged case, the asymptotic value of At is identified in the boundary theory with the chemical
potential for the electric charge density µ = Qr0/L2.
In the rest of the section, we work in the extremal limit, where the boundary field theory is at zero
temperature5. It is convenient to parametrize the extremal values of H and Q by
Q =
√
3 cos θ, H =
√
3 sin θ. (4.57)
Since the spatial SO(2) is unbroken, it is convenient to organize the fields such that they have definite SO(2)
charge, as described previously. To do so, we write z = x+ iy. For our present purpose, we will be interested
in the fluctuations ax, ay, hxt, hyt. These give rise to the charge-1 fields
az =
1
2
(ax − iay), hz¯ t = 12(h
x
t − ihyt) (4.58)
5Note that in the extremal limit the dyonic black hole also has a finite entropy density s whose expression is the same as
given in (3.14).
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which satisfy the coupled Einstein-Maxwell equations
wu4hz¯
′
t(u)− 4αHu2f(u)az ′(u) + 24αQ
(
waz(u)− H36αh
z¯
t(u)
)
= 0, (4.59)
u4f(u)hz¯ ′′t (u) + 4u
3f(u)hz¯ ′t(u) + 24αQf(u)az
′(u) +
144αH
u2
(
waz(u)− H36αh
z¯
t(u)
)
= 0, (4.60)
u2f(u)az ′′(u) + (uf ′(u) + 2f(u))uaz ′(u) +
1
2αQ
hz¯
′
t(u) +
36w
u2f(u)
(
waz(u)− H36αh
z¯
t(u)
)
= 0. (4.61)
These equations of course are not all independent, and essentially constitute a first and a second order
differential equation for az(r), hz¯ t(r). Similar equations are satisfied by the charge −1 modes az¯, hzt. In
fact, the equations for those fields are the same as those given above, with the simple change θ 7→ −θ (that
is, H 7→ −H).
The above system of equations may be solved by noting that they decouple into a single second order
equation for
Ez(u) = waz(u)− H36αh
z¯
t(u), (4.62)
Ez¯(u) = waz¯(u) +
H
36α
hzt(u), (4.63)
which are the components of the boundary electric field. We find
1
4u2f(u)
[
48H2f(u)2 + 24HQu3f(u)[2f(u)− uf ′(u)]w − 4f(u)(H2 + 3)(6wu)2 + (6wu)4
]
Ez(u)
+
[
9u2w2[2f(u) + uf ′(u)]− 4H2f(u)2
]
u3Ez
′(u) +
[
9u2w2 −H2f(u)
]
u4f(u)Ez ′′(u) = 0. (4.64)
Given the appropriate solution to this equation, we then deduce az and hz¯ t by solving the constraint equation,
which takes the form
az
′(u) =
3
u2
3wu4Ez ′(u)− 2QHEz(u)
9u2w2 −H2f(u) . (4.65)
We note a subtlety in this expression, because the denominator may be singular. In fact, this denominator
is clearly also present in (4.64). Since we are interested in the small w expansion, we will be lead to require
u H
3w
, (4.66)
and making this assumption, we will be able to extract the Hall conductivity. The presence of the magnetic
field apparently introduces a cutoff in the UV, but for sufficiently small w , we can get arbitrarily close to
u → ∞. Ultimately, this is tied to the fact that the H → 0 and ω → 0 limits do not commute. Similar
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statements have appeared in studies of magnetohydrodynamics [131, 132, 146, 148].
We proceed to solve by expanding in powers of ω
Ez(u) = E(0)z (u) + wE
(1)
z (u) + w
2E(2)z (u) + . . . . (4.67)
The zeroth order equation (
u6f(u)
d2
du2
+ 4u5f(u)
d
du
− 12
)
E(0)z (u) = 0 (4.68)
has the exact solution
E(0)z (u) = c1f(u) + c2
{43u4 − 30u3 + 396u2 − 538u+ 201
432u4(u− 1)
+
f(u)
2592
[
17
√
2
(
arctan
(u+ 1√
2
)
− pi
2
)
+ 56 ln
( (u− 1)4
u4f(u)
)]}
. (4.69)
Asymptotically, this behaves as
E(0)z (u)|u→∞ ' c1 + (c2 − 4c1)
1
u3
+ . . . . (4.70)
This is a sensible asymptotic form, since at ω = 0, Ez is a metric mode. In the interior, we find
E(0)z (u)|u→1 ' c2
[
1
6(u− 1) +
1
9
+ . . .
]
+ c1
[
6(u− 1)2 + . . .
]
. (4.71)
Proceeding further in the ω expansion, we find at first order
[
u6f(u)
d2
du2
+ 4u5f(u)
d
du
− 12
]
E(1)z (u) + 6 cot θ
u3 (uf ′(u)− 2f(u))
f(u)
E(0)z (u) = 0. (4.72)
The general solution of this equation includes those solutions annihilated by the differential operator in
square brackets (i.e. , the same solutions found for E(0)z (u)) plus a particular solution. The two integration
constants are associated with the former. Proceeding to all orders, the solution will take the form
Ez(u) = c1(ω)E(0)+z (u) + c2(ω)E
(0)−
z (u) +
∞∑
n=1
wnEˆ(n)z (u) (4.73)
where E(0)±z (u) refer to the two independent solutions in (4.69) and Eˆ
(n)
z (u) refer to the particular solutions
at nth order. The particular solution to equation (4.72) can be obtained exactly, and has the asymptotic
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form6
Eˆ(1)z (u)|u→∞ = cot θ
[
c3 − 6c1
u
+
c4
u3
+ . . .
]
. (4.74)
To apply the infalling boundary condition, we proceed to the near horizon geometry
ds2 =
L2
6η2
(
− dt2 + dη2
)
+
r20
L2
(
dx2 + dy2
)
(4.75)
A =
Q
6η
dt+
Hr20
2L4
(xdy − ydx) (4.76)
where η is defined as in (3.17). The Einstein-Maxwell equations can be decoupled in precisely the same way,
and we find
ζ2(ζ2 − 2 sin2 θ)Ez ′′(ζ)− 4ζ sin2 θEz ′(ζ) +
[
(ζ2 − 2)(ζ2 − 2 sin2 θ)− 2ζ sin 2θ]Ez(ζ) = 0 (4.77)
where we have defined ζ = ωη. Remarkably, this has the exact solutions
Ez(ζ) = c+eiζ
(
1 +
i
ζ
+
i sin θ eiθ
ζ2
)
+ c−e−iζ
(
1− i
ζ
− i sin θ e
−iθ
ζ2
)
. (4.78)
The infalling wave at ζ →∞ is obtained by setting c− = 0.
Now the prescription of [89] is that we should expand this solution for ζ → 0 (with w/ζ → 0) and match
it to E(0)z (u). We find
Ez(ζ) ' i
ζ2
(
c+e
iθ − c−e−iθ
) [
sin θ
(
1− 1
2
ζ2 + . . .
)
+ ζ cos θ
(
1 +
1
2
ζ2 + . . .
)]
+ ζ
(
c+e
iθ + c−e−iθ
) [
sin θ
(2
3
− 2
15
ζ2 + . . .
)
+ ζ cos θ
(
− 1
3
+
1
30
ζ2 + . . .
)]
. (4.79)
We have written the solution in this form to highlight the fact that it smoothly interpolates between pre-
dominantly metric and gauge field as we vary θ. In particular, the case of the charged black hole is of course
6Although we do not need the following relations for our analysis of the Hall conductivity, we present them for the sake of
completeness
c3 ≡ − 1
216
(13 + 17
√
2pi)c1 +
1
2837
“
−11094 + 22253
√
2pi + (17pi)2
”
c2,
c4 ≡ 1
54
(13 + 17
√
2pi)c1 − 1
2637
“
−19518 + 11237
√
2pi + (17pi)2
”
c2.
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obtained in the limit θ → 0. We thus find the matching relations
c1 =
i
6α2ω2
c+e
iθ sin θ, (4.80)
c2 = 4αωc+eiθ sin θ. (4.81)
Finally, we solve the constraint (4.65) to leading order in w to obtain
az(u)|u→∞ = c5 − 6 cot θ c1
u
+O(u−3), (4.82)
hz¯ t(u)|u→∞ = −36α
H
(c1 − wc5 + w cot θc3) +O(u−3). (4.83)
Hence, we read off that to lowest order in w
c1 = − H36αh
z¯
t(∞) + waz(∞) = Ez(∞). (4.84)
Similarly, denoting the constants involved in az¯ and hzt by tildes, we have
c˜1 =
H
36α
hzt(∞) + waz¯(∞) = Ez¯(∞), (4.85)
where we have taken the fields to be functions of ω. This result (which should be noted does not depend on
the details of the horizon boundary conditions) determines the Hall conductivity. The renormalized action
read
Sren = lim
u→∞
2r0
9κ24α2
∫
dt d2x
[
− hz¯ thzt + 32αQ(azh
z
t + az¯hz¯ t)
+
u4
16
(hz¯ thz
′
t + h
z
th
z¯ ′
t)− 9α2u2(azaz¯ ′ + az¯az ′)
]
. (4.86)
The on-shell action then becomes
Son−shell =
4L2 cot θ
κ24
∫
d2x dω [ωaz(ω)az¯(−ω)] + . . . ,
=
ρ
B
∫
d2x dω [2ωaz(ω)az¯(−ω)] + . . . . (4.87)
Note that
ωaz(ω)az¯(−ω) = [ωax(ω)ax(−ω) + ωay(ω)ay(−ω)]− 2i [ωax(ω)ay(−ω)] . (4.88)
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The reality of the coefficient in (4.87) indicates that this result represents σxy = ρ/B and σxx = σyy = 0.
4.6 Summary and discussion
In this chapter we have exhibited a computation of the shear viscosity and the conductivity of a (2+1)-
dimensional boundary field theory at zero temperature and finite charge density, which is dual to the extremal
Reissner-Nordstro¨m AdS4 black hole. A peculiar property of the boundary field theory is its finite entropy
density at zero temperature, which makes one wonder about the existence of the hydrodynamics modes
at small frequency. Taking the small frequency limit is subtle as the ω → 0 and T → 0 limits do not
generically commute, which makes the extrapolations to zero temperature of a transport coefficient obtained
in a finite temperature system questionable. Taking this subtlety into account, we showed that the ratio
of the shear viscosity to the entropy ratio equals 1/4pi in the zero-temperature boundary field theory. We
have explicitly checked that the behavior of the two aforementioned transport coefficients does not change
in higher dimensional analog of the (2+1)-dimensional boundary field theory, namely, independent of the
dimension of the boundary field theory, the ratio of the shear viscosity to the entropy density takes the
universal value of 1/4pi, saturating the KSS bound [33], whereas the conductivity has a power law behavior
near ω → 0, along with the Drude δ-function peak.
Our results for the ratio of the shear viscosity to the entropy density enlarges the domain of universality
of the ratio to include theories dual to extremal black holes. The general argument given in [142] for
the universality of the ratio in theories with finite chemical potential, or even more general universality
argument of [141] are applicable only to backgrounds at finite (non-vanishing) temperature. Although we
do not provide a rigorous argument for the universality of the ratio in theories dual to extremal black holes,
our examples give evidence that, at least in the class of zero-temperature field theories dual to the extremal
Reissner-Nordstro¨m AdSd+1 black holes, the ratio takes the universal value of 1/4pi. We believe that given
the results we have discussed, one should be able to extend the arguments of [141, 142] to the cases where
the background is extremal.
We have shown that the longitudinal conductivity σ(ω/T = ∞,~k = 0, ω → 0) scales as ω2. It is easy
to understand this scaling behavior from our AdS/CFT calculations as a dimension 2 uncharged scalar
operator in the IR CFT is responsible for such behavior in the boundary field theory. It would be interesting
to understand this scaling behavior from field theory perspectives, and investigate its possible relevance for
quantum critical points. The Hall conductivity, on the other hand, is not determined by properties of the
IR CFT, as it follows from simple (Lorentz) symmetry arguments. We have included the calculation simply
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to show that the zero temperature limit can be taken. Moreover the analysis can be easily applied when
fields are mixing in the case of finite ~k.
Shear viscosity and conductivity are just two examples of transport coefficients. Indeed, one can also
compute other transport coefficients at zero temperature similar to what we performed in this chapter. An
example would be the diffusion constant of a probe particle moving in the zero-temperature boundary field
theory. Finally, it would be interesting to compute the transport coefficients of the boundary theories dual
to extremal non-relativistic backgrounds studied in [61, 149].
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Chapter 5
AdS4/CFT3 and Criticality III: Shear
Modes
We continue our exploration of the retarded correlators of conserved currents in a class of (2+1)-dimensional
strongly coupled field theories at zero temperature and finite charge density by studying the two-point
functions of shear modes at finite momentum. The material presented in this chapter is based on work
published by the author in collaboration with Mohammad Edalati and Robert Leigh [92].
5.1 Overview
In the previous chapter, based on [91], we examined the role played by the IR CFT in constraining the low
frequency behavior of retarded correlators of charge vector and energy momentum tensor operators of the
boundary theory. The main focus though was on extracting some transport coefficients of the boundary
theory, such as conductivity and viscosity, and investigating the relationship between the IR CFT and the
universality of such coefficients. As such, the analyses were limited to the case of zero spatial momentum.
In the present chapter, we analyze the retarded correlators of the charge (vector) current and stress-energy
(tensor) operators of the aforementioned (2 + 1)-dimensional boundary theory for non-vanishing (spatial)
momentum. Our focus here is on the retarded correlators of those operators which are in the so-called shear
(transverse) channel of the boundary theory. We find that for generic momentum, similar to the cases of
scalar and spinor operators studied in [89], the retarded correlators of such vector and tensor operators
exhibit emergent scaling behavior at low frequency. These operators give rise in the IR to two sets of
operators with different conformal dimensions. The low frequency scaling behaviors of the boundary theory
retarded correlators, especially their scaling exponents, depend only on one of the two IR CFT operators.
By taking linear combinations of the dual bulk modes, we construct the gauge invariant modes appropriate
for extracting the quasinormal modes.
We study the small frequency regime analytically for finite momentum, and we explore the structure of
the shear channel retarded Green’s functions numerically for generic frequency and momentum. We present
evidence for the existence of a branch cut in these Green’s functions at the origin, as well as a series of
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metastable modes corresponding to isolated poles in the lower half complex frequency plane. By turning on
temperature we observe how the branch cut dissolves into a series of poles on the negative imaginary axis
and determine the corresponding dispersion constant of the leading pole, in agreement with previous results.
5.2 Gauge invariant modes
Although working in the radial gauge (3.20) is convenient, it does not completely fix the gauge freedom of aµ
and hµν . In the present case, it is easy to identify the gauge invariant combinations of fields. For the metric
and gauge field fluctuations of our background, there is a U(1) gauge transformation Aµ → A˜µ = Aµ+∇µχ,
according to which fµν = ∂µaν − ∂νaµ is invariant. There are also gauge transformations associated with
diffeomorphism under an arbitrary vector field ξ, implying that the fluctuations {h˜µν , a˜ρ} and {hµν , aρ} are
equivalent if they are related as [150]
h˜µν = hµν −
(
ξλ∇λg¯µν + g¯λν∇µξλ + g¯µλ∇νξλ
)
= hµν −
(∇¯µξν + ∇¯νξµ) , (5.1)
a˜µ = aµ −
(
ξν∇νA¯µ + A¯ν∇µξν
)
= aµ −
(
ξν∂νA¯µ + A¯ν∂µξν
)
, (5.2)
where ∇ is any torsionless connection and ∇¯ is the connection associated with g¯µν . It is important to notice
that these gauge transformations are not changes of the coordinates. In particular, they affect only the fields
hµν and aµ, while all the other tensors, vectors, etc. remain invariant.
In this chapter, the fluctuations of interest are hyt, hxy and ay. While ay is invariant under the residual
gauge transformations, hyt and hxy transform according to hyt → hyt + iµwξy and hxy → hxy − iµqξy,
respectively. Thus
X(u) = qhyt(u) + whxy(u), (5.3)
Y (u) = ay(u), (5.4)
are invariant combinations.
Note that at q = 0 the symmetries are enhanced, and hxy(u) is gauge invariant. For this special case, as
can be seen in equation (3.35), hxy(u) decouples from the rest, while equations (3.33) and (3.36) together
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give a decoupled equation for ay(u). The decoupled equations read
u4f(u)hx′′y(u) +
[
u4f ′(u) + 4u3f(u)
]
hx′y(u) +
3w2
f(u)
hxy(u) = 0 , (5.5)
u2f(u)a′′y(u) +
[
u2f ′(u) + 2uf(u)
]
a′y(u) +
1
u2
(
3w2
f(u)
− 12
u2
)
= 0 . (5.6)
Equations (5.5) and (5.5) were studied in [91] and the retarded Green’s functions of the dual operators, Txy
and Jy, at q = 0 and small w were calculated. For the most part in this chapter, we consider q to be finite
and non-zero. Even at finite q and w , the Einstein-Maxwell shear channel equations can be decoupled in
terms of a pair of “master fields” [151]. This is remarkable, since in the boundary field theory it corresponds
to diagonalizing the entire renormalization group flow. The master fields are
Φ±(u) = −µ qf(u)u
3
w2 − f(u)q2X
′(u)− 6
u
[
2f(u)q2
w2 − f(u)q2 + u
(
1±
√
1 + q2
)]
Y (u) , (5.7)
and they satisfy the decoupled equations
[
u2f(u)Φ′±(u)
]′
+
[
uf ′(u) +
3
u2f(u)
(
w2 − f(u)q2)− 6
u3
(
1±
√
1 + q2
)]
Φ±(u) = 0 . (5.8)
As we will discuss in the next section, it is most convenient to organize numerical calculations in terms of
these modes.
5.3 Retarded Green’s functions and criticality
In this section, we first obtain formal expressions for the retarded Green’s functions of the vector current
and energy momentum tensor operators of the boundary theory. By formal expressions we mean that we
write formulas relating the above-mentioned retarded Green’s functions to Πˆ±, to be introduced below.
Consider first the solution of the equations (4.5), (3.35) and (4.4) asymptotically, for u → ∞. For each
of the fields in this problem, there is a constant asymptotic value that we denote by a hat. The solutions
take the form
hxy(u→∞) = hˆxy +
3
2
w
u2
(
w hˆxy + q hˆ
y
t
)
+
pixy
u3
+ . . . , (5.9)
hyt(u→∞) = hˆyt −
3
2
q
u2
(
w hˆxy + q hˆ
y
t
)
+
piyt
u3
+ . . . , (5.10)
ay(u→∞) = aˆy + piy
u
− 3
2
(q2 − w2)
u2
(
w hˆxy + q hˆ
y
t
)
+ . . . . (5.11)
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In these expressions, all quantities are understood to be functions of w and q even if not explicitly indicated.
Here, hˆxy, hˆ
y
t and aˆy are regarded, as usual, as the sources for the corresponding operators in the dual field
theory, while pixy, piyt and piy are the corresponding one-point functions of those operators. The latter are
understood to be functions of the sources, and that functional dependence, given the on-shell action, encodes
the correlation functions of the dual field theory.
The renormalized action in our case is given by (3.9). Explicitly evaluating the general expressions for
the expansion of the on-shell action in fluctuations, derived in chapter B, one finds
Sren = lim
u→∞C
∫
d3x
[
u4hyth
y ′
t − u4f(u)hxyhx′y + 4u3
(
1− f(u)−1/2
)
(hythyt − f(u)hxyhxy)
− u4f ′(u)hxyhxy − 12
µ2
(
µayh
y
t + u2f(u)aya′y
)
− 3
µ2
uf(u)−1/2 (∂thxy − ∂xhyt)2
]
, (5.12)
where C = r0µ2/(12κ24).
The holographic prescription for evaluating the matrix of retarded Green’s functions when the operators
mix was given in [152] following [109, 110].1 Because we have rotational invariance in the spatial plane,
we will always take the y-component of momentum to vanish, and hence it is most convenient to Fourier
transform the x-direction only. Having imposed infalling boundary condition at the horizon, one writes the
renormalized on-shell action in the form
So.s. =
∫
dy
∫
dwdq
(2pi)2
φˆi(w , q)Fij(w , q)φˆj(−w ,−q) , (5.13)
where φˆi = {hˆyt, hˆxy, aˆy} in our case. The prescription of [152] then reads
GR(w , q) =
 −2Fij(w , q) i = j−Fij(w , q) i 6= j . (5.14)
In momentum space, (5.12) evaluates to
Sren = 3µ2C
∫
dy
∫
dwdq
(2pi)2
[
pixy(w , q)hˆxy(−w ,−q)− piyt(w , q)hˆyt(−w ,−q)
+
4
µ2
piy(w , q)aˆy(−w ,−q) + . . .
]
, (5.15)
1 See also [153, 154] for a recent more systematic treatment of holographically computing Green’s functions in cases where
the boundary theory operators mix.
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where the ellipsis contains terms which contribute at most to contact terms in two-point functions.
Now, as we recalled above, the {pixy, piyt, piy} are regarded as functions of {hˆyt, hˆxy, aˆy}, and for present
purposes, they can be regarded as linear functions. Also, by assumption, none of the corresponding operators
have one-point functions when the sources are removed. The vevs are not all independent in this case though.
Indeed, the constraint (4.6) gives one more piece of information
qpixy + wpiyt =
4
µ
w aˆy . (5.16)
This equation is easily understood in the boundary theory. The diffeomorphism Ward identity [27] takes
the form
− gνλ(x)∇µ〈Tˆµν(x)〉+ Fλµ(x)〈Jˆµ(x)〉 = 0 , (5.17)
whose y-component evaluates to (5.16) at linearized order given the source aˆy, and our notation. Thus,
there are really only two independent vevs here, in accordance with the fact that the bulk problem can be
reduced to the two gauge-invariant fields. What is more, the system is in fact diagonalized by passing to the
master fields. Asymptotically, we write the master fields as
Φ±(u→∞) ' Φˆ±
(
1 +
Πˆ±
u
+ . . .
)
, (5.18)
where Φˆ± and Πˆ± are functions of w and q , and we have in mind that the master fields satisfy infalling
boundary conditions at the horizon.
By comparing asymptotic expansions, one easily deduces that
Φˆ± = 3µq
(
w hˆxy + q hˆ
y
t
)
− 6
(
1±
√
1 + q2
)
aˆy, (5.19)
while
Φˆ±Πˆ± = 3
q
w
pixy − 6
(
1±
√
1 + q2
)
piy, (5.20)
where we have used (5.16) to simplify. It should be clear then that the on-shell action can be written as a
function of the sources {hˆyt, hˆxy, aˆy} and Πˆ±. The latter two functions (of w and q) must be determined
numerically. The matrix of retarded two-point functions in the shear channel are then determined by these
two functions. This is in fact consistent with the requirements of the Ward identities.
Returning to the on-shell action, using the holographic prescription given above, we deduce the retarded
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correlators of Jˆy, Tˆxy and Tˆyt
Gyt,yt(w , q) =µ2q2G1(w , q), (5.21)
Gyt,xy(w , q) =− µ2qwG1(w , q), (5.22)
Gxy,xy(w , q) =µ2w2G1(w , q), (5.23)
Gyt,y(w , q) =− 12µq
2 [G1(w , q) +G2(w , q)] , (5.24)
Gxy,y(w , q) =
1
2
µqw [G1(w , q) +G2(w , q)] , (5.25)
Gy,y(w , q) =− 4G2(w , q), (5.26)
where
G1(w , q) ≡ 3C√
1 + q2
[(
1−
√
1 + q2
)
Πˆ+ −
(
1 +
√
1 + q2
)
Πˆ−
]
, (5.27)
G2(w , q) ≡ 3C√
1 + q2
[(
1 +
√
1 + q2
)
Πˆ+ −
(
1−
√
1 + q2
)
Πˆ−
]
. (5.28)
We have implicitly assumed here that the bulk equations of motion are to be solved by placing infalling bound-
ary conditions on Φ±(u). It can easily be verified that the prescription (5.14) implies that Gxy,yt(w , q) =
Gyt,xy(w , q), Gy,xy(w , q) = Gxy,y(w , q), and up to a contact term Gy,yt(w , q) = Gyt,y(w , q).
5.3.1 Frequency expansions of Φˆ± and Πˆ±
The expressions we derived above for the retarded Green’s functions are not very informative unless Πˆ±(w , q)
is known. One thing that can be done semi-analytically is to develop a series expansion in w . This is an
extension of our earlier results to finite momentum. This analysis makes use of the fact that the near horizon
geometry is AdS2 ×R2.
Let us expand Φ±(u) in a power series in w :
ΦO±(u) = Φ
(0)
O±(u) + wΦ
(1)
O±(u) + w
2Φ(2)O±(u) + . . . , (5.29)
where the subscript denotes the outer region (see the discussion below). Since the black hole background is
extremal, taking the limit of w → 0 becomes somewhat more subtle near the horizon. This is due to the fact
that in the extremal case f(u) has a double zero at the horizon. A way to handle this issue was explained
in [89]. Basically, one realizes that near the horizon the equations for Φ± in (5.8) organize themselves as
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functions of ζ ≡ ωη, where, using (3.17) and (3.22), we have
u = 1 +
w√
12ζ
. (5.30)
Since the coordinate ζ is the suitable radial coordinate for the AdS2 part of the near horizon geometry, the
w expansion of Φ± in that region can be written
ΦI±(ζ) = Φ
(0)
I±(ζ) + wΦ
(1)
I±(ζ) + w
2Φ(2)I±(ζ) + . . . , (5.31)
where the subscript I denotes the inner region. Having implemented the (infalling) boundary condition at
the horizon [109, 110] in the ζ coordinate, one then matches the inner and outer expansions in the “matching
region” where the ζ → 0 and w/ζ → 0 limits are taken. Since the differential equations (5.8) are linear,
and we also require that the solutions for the higher order terms in the expansions (6.84) and (6.86) do not
include terms proportional to the zeroth-order solutions near the matching region, we just need to match
Φ(0)I±(ζ) to Φ
(0)
O±(u) near that region [89] at leading order.
Inner region
Substituting (6.86) in (5.8), we find that the leading terms satisfy
−Φ(0)′′I± (ζ) +
(
q2 + 2± 2√1 + q2
2ζ
− 1
)
Φ(0)I±(ζ) = 0. (5.32)
Equations (6.87) are identical to the equations of motion for massive scalar fields with effective AdS2 masses
m2±L
2
2 = 1 +
q2
2
±
√
1 + q2. (5.33)
Thus Φ(0)I±(ζ) source operators O± in the IR CFT with conformal dimensions δ± = ν± + 12 where
ν± =
1
2
√
1 + 4m2±L22 =
1
2
√
5 + 2q2 ± 4
√
1 + q2. (5.34)
Having imposed the infalling boundary conditions at ζ → ∞, Φ(0)I±(ζ) take the following form near the
matching region (where one takes the ζ → 0 and w/ζ → 0 limits)
Φ(0)I±(u→ 1) =
[
(u− 1)− 12+ν± + G±(w)(u− 1)− 12−ν±
]
. (5.35)
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Note that in writing (6.90) we used (6.85) to express ζ in terms of u. Also, we chose a specific normalization
for Φ(0)I±. Such a choice does not affect the calculation of the boundary theory Green’s functions. In (6.90),
G±(w) denote the retarded Green’s functions of the aforementioned IR CFT operators O±, and are given
by [89, 91]
G±(w) = −2ν±e−ipiν± Γ(1− ν±)Γ(1 + ν±)
(w
2
)2ν±
. (5.36)
The analytic structure of G±(w) is the same as the retarded Green’s function of an IR CFT scalar operator
discussed in [89]. Namely, for generic values of momentum q , there is a branch point at w = 0, and moreover
the branch cut is chosen to extend along the negative imaginary axis in the complex w -plane.
Outer region and matching
In the outer region, the equations for Φ(0)O±(u) are obtained by setting w = 0 in (5.8). It is easy to show that
near the matching region, the solutions for Φ(0)O±(u) are given by a linear combination of (u− 1)−
1
2+ν± and
(u− 1)− 12−ν± . For ease of notation, we define
η
(0)
± (u) = (u− 1)−
1
2+ν± + . . . , ξ(0)± (u) = (u− 1)−
1
2−ν± + . . . , u→ 1. (5.37)
Then, matching Φ(0)O±(u) to (6.90), we obtain
Φ(0)O±(u) =
[
η
(0)
± (u) + G±(w)ξ(0)± (u)
]
. (5.38)
The discussion here follows that of [89]. To higher orders, we can write
η±(u) = η
(0)
± (u) + wη
(1)
± (u) + w
2η
(2)
± (u) + . . . , (5.39)
ξ±(u) = ξ
(0)
± (u) + wξ
(1)
± (u) + w
2ξ
(2)
± (u) + . . . , (5.40)
where η(n>0)± (u) and ξ
(n>0)
± (u) are obtained demanding that in the u→ 1 limit, they are distinct from η(0)± (u)
and ξ(0)± (u), respectively. Thus,
ΦO±(u) = [η±(u) + G±(w)ξ±(u)] . (5.41)
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Near u→∞, one can expand η(n)± (u) and ξ(n)± (u) as follows (here n ≥ 0)
η
(n)
± (u→∞) = a(n)±
(
1 + . . .
)
+ b(n)±
1
u
(
1 + . . .
)
, (5.42)
ξ
(n)
± (u→∞) = c(n)±
(
1 + . . .
)
+ d(n)±
1
u
(
1 + . . .
)
, (5.43)
where the coefficients a(n)± , b
(n)
± , c
(n)
± and d
(n)
± are all functions of q . So, asymptotically, we obtain
Φˆ± =
[
a
(0)
± + wa
(1)
± +O
(
w2
)]
+ G±(w)
[
c
(0)
± + wc
(1)
± +O
(
w2
)]
, (5.44)
Φˆ±Πˆ± =
[
b
(0)
± + wb
(1)
± +O
(
w2
)]
+ G±(w)
[
d
(0)
± + wd
(1)
± +O
(
w2
)]
. (5.45)
By virtue of (5.21)–(5.26), these determine the frequency dependence of the retarded Green’s functions in
the boundary theory, for small w .
5.3.2 Criticality: emergent IR scaling
Although the Green’s functions (5.21)–(5.26) can be numerically computed by computing the coefficients
a
(n)
± , b
(n)
± , c
(n)
± , d
(n)
± , it turns out that one can analyze the low frequency behavior of the Green’s functions
without knowing these coefficients explicitly. For the cases of scalar and spinor operators, such analyses were
performed in [89] where a variety of emergent IR phenomena were observed. In this subsection, we perform
similar analyses of the retarded Green’s functions of the vector current and the energy-momentum tensor
operators of the boundary theory at low frequency and determine their emergent IR behaviors. As we will
see momentarily, one of the reasons which makes the low frequency analyses of the above-mentioned retarded
Green’s functions non-trivial and interesting is the fact that there are now two IR CFT Green’s functions
G±(w) both of which can potentially play a role. Not surprisingly, the mixing of G±(w) in the expressions
(5.21)–(5.26) for the boundary theory Green’s functions is due to the coupled nature of the electromagnetic
and gravitational perturbations we are considering in the charged (extremal) black hole background.
As defined in (6.89), ν± are real implying that a
(n)
± , b
(n)
± , c
(n)
± and d
(n)
± are all real. Thus the complex part
of Πˆ± comes entirely from the IR CFT Green’s functions G±(w). Suppose for generic momentum q , the
product a(0)+ a
(0)
− is non-vanishing. Expanding (6.59) and (6.60) for small w , and noticing that 2ν+ > 3 while
2ν− > 1, one then deduces that Im G1(w , q) and Im G2(w , q) exhibit scaling behavior at small frequency:
Im G1(w , q) ' 3C√
1 + q2
(
1 +
√
1 + q2
)
e0(q) Im G−(w) [1 + . . .] ∝ w2ν− , (5.46)
Im G2(w , q) ' 3C√
1 + q2
(
1−
√
1 + q2
)
e0(q) Im G−(w) [1 + . . .] ∝ w2ν− , (5.47)
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where
e0(q) =
b
(0)
−
a
(0)
−
(
c
(0)
−
a
(0)
−
− d
(0)
−
b
(0)
−
)
. (5.48)
Substituting (6.102) and (6.103) into (5.21)–(5.26), the spectral functions (the imaginary part of the afore-
mentioned retarded Green’s functions) of the vector current Jˆy and the energy-momentum tensor operators
Tˆyt and Tˆxy of the boundary field theory show scaling behavior at small frequency
Im Gytyt(w , q) ∝ w2ν− , Im Gxyxy(w , q) ∝ w2+2ν− , Im Gytxy(w , q) ∝ w1+2ν− ,
Im Gyty(w , q) ∝ w2ν− , Im Gxyy(w , q) ∝ w1+2ν− , Im Gyy(w , q) ∝ w2ν− .
(5.49)
Note that the low-frequency scaling behavior of the spectral functions above is emergent meaning that
it is a consequence of the fact that the near horizon region of the background geometry (which translates
into the IR physics of the boundary theory) contains an AdS2 factor. Although e0 depends on details of the
background geometry, the scaling behavior w2ν− does not change by changing the geometry in the outer
region as long as the AdS2 part of the near horizon geometry is kept intact. Also, note that because ν±
are strictly real, the retarded Green’s functions (5.21)–(5.26) do not exhibit the log-periodicity behavior
observed in [88, 89] for the cases of charged scalar and spinor operators.
Of course, it is also of interest to consider the physical poles and branch points of the correlation functions
at arbitrary q and w . We turn to a study of that problem in the following sections.
5.4 Retarded Green’s functions and quasinormal modes
The expressions (5.21)–(5.26) for the retarded Green’s functions of the boundary field theory indicate that
they generically have poles whenever Φˆ±(w , q) = 0. We denote by w±n (q) the frequencies at which Φˆ±(w , q)
vanish. In order to obtain our boundary theory Green’s functions holographically, we imposed infalling
boundary condition on Φ± at the horizon. By further imposing Φ± to vanish asymptotically we are es-
sentially solving for their quasinormal modes (QNMs) in the extremal Reissner-Nordstro¨m AdS4 black hole
background.
In the context of the AdS/CFT correspondence, the connection between the QNMs of gravitational
backgrounds and the singularities of the retarded Green’s functions of the dual boundary theories was first
suggested in [155]. It was then argued in [109] that the quasinormal frequencies of the decoupled fluctuations
of a black hole background coincide with the poles in the retarded Green’s functions of the corresponding dual
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operators in the boundary theory. The authors of [156] then argued that in cases where the fluctuations
are coupled, in order for the quasinormal frequencies to coincide with the poles in the retarded Green’s
functions of the dual operators, one should consider the gauge invariant combinations as the right set of
variables and impose on them infalling boundary condition at the horizon together with an asymptotic
normalizable boundary condition. In our case, as it is seen from the linearized Einstein-Maxwell equations
(4.5)–(4.6), the electromagnetic and gravitational perturbations of the background are certainly coupled. In
section 4.2 we constructed the gauge invariant combinations X(u) and Y (u) in terms of which the linearized
Einstein-Maxwell equations are still coupled. We decoupled the equations for the gauge-invariant modes by
introducing new variables Φ±(u). These variables are themselves gauge invariant by virtue of their definition
(5.7) in terms of X(u) and Y (u). Thus, with Φ±(u) being gauge invariant and satisfying decoupled second-
order differential equations, we can analyze their QNMs.
To our understanding of the literature, the electromagnetic and gravitational QNMs of the extremal
Reissner-Nordstro¨m AdS4 black hole have not been studied before2, which makes finding these QNMs an
interesting problem in its own. Ref. [160] is a nice review of QNMs from both general relativity and the
AdS/CFT perspectives.
There are only very few backgrounds whose QNMs are known analytically. Although there are semi-
analytic methods for calculating small or large (magnitudes of) quasinormal frequencies, one is usually forced
to do numerics in order to extract the generic values of such frequencies. We refer the reader to [160] for an
extensive list of analytic and numerical methods available in the literature on how to compute the QNMs
of different backgrounds. In this section, we numerically compute the quasinormal frequencies of the (shear
channel) electromagnetic and gravitational perturbations of the extremal Reissner-Nordstro¨m AdS4 black
hole. Along the way, we find it useful to compare our zero-temperature numerical results with the analogous
QNMs of the non-extremal Reissner-Nordstro¨m AdS4 black hole background. Although, the results in the
non-extremal case are not new, we present them here for the purpose of comparison and to study the T → 0
limit (at fixed µ). By doing so, we will see more clearly how the analytic structure at T = 0 is related to
that of finite temperature.
5.4.1 Generalities
Before numerically computing the quasinormal frequencies for our problem, we discuss some general features
that one expects to observe.
2The QNMs of the four-dimensional asymptotically flat extremal Reissner-Nordstro¨m black hole were studied in [157].
Ref. [158] analyzed the scalar, electromagnetic and gravitational QNMs of non-extremal Reissner-Nordstro¨m AdS4 black hole.
Recently, the authors of [159] studied the QNMs of a massive, charged scalar field in the background of the electrically, as well
as the dyonic extremal Reissner-Nordstro¨m AdS4 black hole.
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Branch cut
For small w , the analytic structure is determined by the small frequency analysis that we presented earlier,
pertaining to the near-horizon geometry. For generic values of q , G±(w) are multi-valued and the boundary
theory Green’s functions are then generically multi-valued as well. When q = 0, 2ν± are integers: indeed
2ν+ = 3 and 2ν− = 1. In this case, the multi-valuedness of the Green’s functions is due to the existence of
terms like wm log w in their expressions, where m is a positive integer, in the extremal case.3 For example,
one can show that at small w
Gxy,xy(w , q = 0) ∝ iw1 + c1w log w + c2iw , (5.50)
where c1 and c2 are numerical factors. Thus, the QNMs of Φ± will also be multi-valued (in the extremal
case). There is another, perhaps, more direct argument for the existence of the branch cut in the QNMs of
Φ±, which is based on analyzing the “tail” of the Φ± fluctuations in the extremal black hole background
[161]. An argument of this type was used in [159] to show the existence of the branch cut in the QNMs of a
chargeless massless scalar in the extremal Reissner-Nordstro¨m AdS4 black hole background, and can easily
be adopted to our case, as well. To that end, define the (dimensionless) tortoise coordinate u∗ via
du∗
du
=
1
u2f(u)
. (5.51)
The asymptotic boundary of the background in the tortoise coordinate is obtained by taking u∗ → 0 whereas
u∗ → −∞ is the near horizon region. Using the tortoise coordinate, we can write the equations in (5.8) in
the form of Schro¨dinger equations (where we think of q as being fixed)
Φ′′±(u∗) +
[
3w2 − V±(u∗)
]
Φ±(u∗) = 0, (5.52)
where the potentials V±(u∗) are given by
V±(u∗) =
6
u
f(u)
(
1±
√
1 + q2
)
+ 3q2f(u)− u3f(u)f ′(u). (5.53)
3As we will recall below, such logs are absent at finite temperature, and the cut resolves into a series of Matsubara poles
along the negative imaginary axis.
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It is understood that in the above expressions for V±(u∗), one should use (5.51) to express u in terms of u∗.
Near the horizon, one easily finds
V±(u∗ → −∞) ∼ 1
u3∗
. (5.54)
Such a power law behavior in the asymptotic form of the potentials is a characteristic of the background
being extremal (as opposed to a non-extremal background for which the potential dies off exponentially as
u∗ → −∞). It is this power law behavior which gives rise to a branch cut [161] (for small frequencies),
extended in the negative imaginary axis, for the QNMs of Φ±. We will shortly see the appearance of this
branch cut in our numerical plots of the QNMs.
Stability
Suppose Φ± are QNMs with frequencies w±n . So, Φ± are ingoing at the horizon and vanish asymptotically.
Following [162], we will see shortly that, using the properties of the potentials V±, these two boundary
conditions constraint w±n . Since Φ± are infalling at the horizon, one has e
−i√3w±n τΦ± ∼ e−i
√
3w±n (τ+u∗)
where τ = r0t/L2 is the dimensionless time coordinate and u∗ is the tortoise coordinate defined in (5.51).
Note that τ + u∗ is the dimensionless ingoing Eddington coordinate. Define
Φ±(u∗) = e−i
√
3w±n u∗Ψ±(u∗). (5.55)
Substituting (5.55) into (5.52), and writing the result in terms of the coordinate u, we obtain
[
u2f(u)Ψ′±(u)
]′ − 2i√3w±nΨ′±(u)− U±(u)Ψ±(u) = 0, (5.56)
where the potentials U±(u) are given by
U±(u) =
6
u3
(
1±
√
1 + q2
)
+
3
u2
q2 − uf ′(u). (5.57)
We multiply (5.56) by Ψ¯±(u) and integrate the result to obtain
[
u2f(u)Ψ¯±(u)Ψ′±(u)
]∞
1
−
∫ ∞
1
du
[
u2f(u)
∣∣Ψ′±(u)∣∣2 + 2i√3w±n Ψ¯±(u)Ψ′±(u) + U±(u) |Ψ±(u)|2] = 0 (5.58)
where we have also performed an integration by parts. Using (5.55) and (5.18) and the fact that Φ±(u)
are assumed to be QNMs, one obtains that as u → ∞, u2Ψ′±(u) is finite and Ψ¯±(u) vanishes. At the
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horizon, both Ψ¯±(u) and Ψ′±(u) are finite and f(u) vanishes. Thus, all together, one concludes that[
u2f(u)Ψ¯±(u)Ψ′±(u)
]∞
1
= 0. Take the complex conjugate of (5.58) and subtract the result from (5.58)
to obtain
∫ ∞
1
du
[
w±n Ψ¯±(u)Ψ
′
±(u) + w¯
±
nΨ±(u)Ψ¯
′
±(u)
]
= 0. (5.59)
Integrating by parts the second term in (5.59), and noting that Ψ±(u) vanishes at u =∞, we obtain
(
Im w±n
) ∫ ∞
1
duΨ¯±(u)Ψ′±(u) = −
i
2
w¯±n |Ψ±(u = 1)|2 . (5.60)
Since Ψ±(u = 1) is finite, if Re w±n 6= 0 equation (5.60) then implies that Im w±n 6= 0. Substituting (5.60)
into (5.58), we obtain
∫ ∞
1
du
[
u2f(u)
∣∣Ψ′±(u)∣∣2 + U±(u) |Ψ±(u)|2]+√3 (Im w±n )−1 ∣∣w±n ∣∣2 |Ψ±(u = 1)|2 = 0. (5.61)
For all (real) values of q , U+(u) is always positive definite. This is because in order for U+(u) to be always
positive definite, one has to have 3q2 + 2
√
1 + q2 − 2 ≥ 0, which is satisfied for all (real) values of q . Thus,
the integral (with subscript +) in (5.61) never becomes negative. From equation (5.61), we then reach the
conclusion that Im w+n < 0. This result indicates that the Φ+(u) fluctuation does not cause instability, as
e−i
√
3w+n τΦ+ decays in time for all w+n . For U−(u), on the other hand, it can easily be shown that the
condition for it being positive definite turns out to be 3q2 − 2√1 + q2 − 2 ≥ 0 which is true only if q2 ≥ 169 .
Therefore, for |q | ≥ 43 , the integral (with subscript −) in (5.61) is positive definite yielding Im w−n (q) < 0.
For |q | < 43 , there are ranges of u for which U−(u) becomes negative. As a result, when |q | < 43 , without
knowing the solution Ψ−(u), equation (5.61) cannot by itself determine the sign of Im w−n (q). However, as
we will see later on, it is easy to numerically confirm that even for |q | < 43 one obtains Im w−n (q) < 0, so
the Φ−(u) fluctuation does not cause instability either.
In the background geometry we are considering, the quasinormal frequencies of Φ± are further con-
strained. Using equations (5.52) together with the infalling boundary condition (5.55), one easily concludes
that if w±n (q) is a quasinormal frequency of Φ±, so is −w±n (q), that is to say that the quasinormal frequencies
appear as pairs with the same imaginary part but opposite real part. On the field theory side, the pairing
of the poles of the retarded Green’s functions (5.21)–(5.26) is due to the fact that the boundary theory is
parity invariant.4
4This symmetry of the quasinormal modes would be broken, for example, in the presence of a magnetic field.
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5.4.2 Numerical analysis: matrix method
To compute the quasinormal frequencies of Φ± (in the extremal case) numerically, we use the “matrix
method” of [163]. Unlike the algorithm of [162] which is known not to work for extremal black hole back-
grounds5, the matrix method of [163] is believed to be applicable here. The authors of [159] used this
matrix method to find the quasinormal frequencies of a charged minimally-coupled scalar field in the ex-
tremal Reissner-Nordstro¨m AdS4 background. In what follows we first present our numerical results for the
quasinormal frequencies of Φ± in the extremal case, then compare their general features with the analogous
quasinormal frequencies when the Reissner-Nordstro¨m AdS4 black hole background is non-extremal.
Zero temperature
For numerical purposes it is more convenient to switch to a new radial coordinate z = 1/u. In this coordinate,
z = 1 represents the horizon while z = 0 is the asymptotic boundary. We write the equations (5.8) in terms
of the new coordinate z and arrive at
z2
[
f(z)Φ′±(z)
]′ + [−zf ′(z) + 3z2
f(z)
(
w2 − f(z)q2)− 6z3 (1±√1 + q2)]Φ±(z) = 0. (5.62)
To apply the matrix method of [163], we first isolate the leading behaviors of Φ±(z) at the horizon and the
boundary. The rest is then approximated by a power series in z around a point z0 such that the radius of
convergence of the series covers both the horizon and the boundary. That point in our case is taken to be
z0 = 12 . Thus, we write
Φ±(z) = e
i w√
12(1−z) f(z)−i
√
3w
9 z
M∑
m=0
a±m(w , q)
(
z − 1
2
)m
. (5.63)
Substituting (6.108) into (5.62), we obtain a set of M + 1 linear equations for M + 1 unknowns ap(w , q)’s,
and write them in a matrix form
M∑
m=0
A±mp(w , q)a
±
p (w , q) = 0. (5.64)
Suppose now we choose a specific value for the spatial momentum q . The quasinormal frequencies w±n for
that particular value of q are solutions to the following equation
det A±mp(w
±
n , q) = 0. (5.65)
5This is because for extremal black holes, the horizon is an essential singularity.
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Since Φ± in (6.108) are approximated by power series, the more terms kept in the series, the more accurate
results one obtains for the quasinormal frequencies of Φ±.
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Figure 5.1: Shear channel electromagnetic and gravitational quasinormal frequencies of the extremal Reissner-Nordstro¨m
AdS4 black hole. Plot (a) shows the quasinormal frequencies of Φ+ and plot (b) shows the quasinormal frequencies of Φ−. For
both plots, q = 1 and M = 100. As M is increased the poles on the negative imaginary axis get closer to one another and form
a branch cut in the M →∞ limit.
The plots (a) and (b) in Figure 5.1 show respectively the quasinormal frequencies of Φ+ and Φ− for q = 1,
where, due to space limitations, we have only shown a handful of them. We used M = 100 for both plots. It
can easily be verified numerically that, for both plots, as M is increased the poles on the negative imaginary
axis become closer to one another. This observation suggests that the sequence of discrete poles on the
negative imaginary axis is due to approximating Φ± in (6.108) by power series. In particular, although not
numerically accessible, it should be the case that in the M → ∞ limit there is actually a branch cut [159].
This picture is consistent with the two arguments we presented earlier for the existence of the branch point
at the origin in the extremal case. Notice that the plots are symmetric under w±n → −w¯±n as they should
be. One also sees that the off-axis poles are approximately equally spaced and line up on almost straight
lines. Aside from the poles on the negative imaginary axis, which coalesce as M is increased, the qualitative
behavior of the plots does not change by increasing M . In particular, we do not see any poles crossing
into the real axis, indicating that these QNMs do not cause instabilities in the system. This observation
is consistent with the argument we gave earlier in subsection 5.4.1. The argument there was not powerful
enough to determine the sign of Im w−n (q) for q ∈ (− 43 , 43 ). The plot (b) of Figure 5.1 (for which q = 1)
shows that the imaginary part of w−n is negative. One can also plot the quasinormal frequencies of Φ− for
other values of q in the range (− 43 , 43 ) and observe that Im w−n is always negative. Indeed we have shown
one such plot in Figure 5.2(b).
The plots in Figure 5.2 show the quasinormal frequencies of Φ± for q = 1/
√
3. Although not shown,
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we considered other values of q and were able to verify that the qualitative patterns of the plots shown in
Figures 5.1 and 5.2 stay the same as q is varied. Excluding the poles on the negative imaginary axis, which
form a branch cut in the M → ∞ limit, we observed that independent of what value q takes, there are no
small quasinormal frequencies for Φ−, while there are only two for Φ+ (which are the ones closest to the real
axis). Here, by small quasinormal frequencies we mean those which satisfy |w±n | ≤ 1. Therefore, one can
conclude that at small frequencies |w | ≤ 1, there are only two single poles in the boundary theory retarded
Green’s functions (5.21)–(5.26). Moreover, those poles do not approach zero as q → 0.
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Figure 5.2: Quasinormal frequencies of Φ± (in the extremal case) for q = 1/
√
3. (a) Quasinormal frequencies of Φ+. (b)
Quasinormal frequencies of Φ−. M = 100 for both plots.
The analysis at q = 0 is quite a bit simpler, but is qualitatively similar. In this case, the relevant
equations are
z2f(z)hx′′y(z) +
[
z2f ′(z)− 2zf(z)]hx′y(z) + 3w2f(z)z2hxy(z) = 0, (5.66)
f(z)a′′y(z) + f
′(z)a′y(z) +
(
3w2
f(z)
− 12z2
)
ay(z) = 0, (5.67)
which are obtained from equations (5.5) and (5.6) by changing the radial coordinate to z = 1/u. (Note that
hxy(z) is gauge invariant at q = 0, while ay(z) is gauge invariant for all q .) We can find the quasinormal
frequencies of hxy(z) and ay(z) similar to the steps we performed above to obtain the quasinormal frequencies
of Φ±. The only difference is that the normalizable mode of hxy(z) falls off asymptotically as z3. Therefore
in writing the analog of (6.108) for hxy(z) the factor of z should be replaced by z3. The results are shown in
Figures 5.3(a) and 5.3(b). Note that equation (5.66) is the same as the equation of motion for a minimally-
coupled chargeless massless scalar in the background of the extremal Reissner-Nordstro¨m AdS4 black hole.
The quasinormal frequencies of this scalar have been numerically computed in [159] using the same matrix
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method and a (density) plot resembling the one in Figure 5.3 (b) was generated there.
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Figure 5.3: Quasinormal frequencies for q = 0 of ay and hxy in the extremal Reissner-Nordstro¨m AdS4 black hole background.
Plot (a) shows the quasinormal frequencies of ay and plot (b) are the quasinormal frequencies of hxy . We set M = 100 for
both plots.
The pattern we observe in the two plots of Figure 5.3 is very much similar to the ones in Figures 5.1 and
5.2. The plots were obtained for M = 100, but the pattern stays almost the same for higher values of M .
One still observes that the poles on the negative imaginary axis coalesce while the locations of the poles on
each side of the imaginary axis do not change much. Also, we neither find poles crossing into the upper half
plane, nor do we find poles which vanish. As it is seen from Figure 5.3(b), there are no (diagonally-oriented)
quasinormal frequencies for hxy at small |w | ≤ 1 frequencies while there are two such frequencies for ay in
that range. The quasinormal frequencies of ay in Figure 5.3(a) can be used to estimate, along the lines of
[159], the UV behavior of a one-loop contribution to the free energy of the extremal background by the gauge
field ay. Knowing the one-loop corrections to the free energy enables one to compute a “1/N correction” to
charge conductivity.
Finite temperature
It is instructive to compare our results for the quasinormal frequencies of Φ± in the extremal case to the
quasinormal frequencies of Φ± in the background of non-extremal Reissner-Nordstro¨m AdS4 black hole. The
linearized Einstein-Maxwell equations for the (odd-parity) modes hyt, hxy, ay were given in (3.33)-(3.36).
We recall that in the non-extremal case f(r) is given by (3.12), with M = 1 +Q2, and has a single zero at
the (outer) horizon r0. We choose to rescale ω and k by µ; the dimensionless frequency and momentum,
w and q , are defined in (3.22). Also, like in the extremal case, we work with the dimensionless radial
coordinate u = r/r0. The gauge-invariant combinations are given by the same expressions as in (5.3) and
(5.4): X(u) = qhyt(u) + whxy(u) and Y (u) = ay(u). At q = 0, hxy(u) becomes gauge-invariant. Also, the
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linearized Einstein-Maxwell equations give, in this case, two decoupled equations for hxy(u) and ay(u):
u4f(u)hx′′y(u) +
[
u4f ′(u) + 4u3f(u)
]
hx′y(u) +Q
2 w
2
f(u)
hxy(u) = 0 , (5.68)
u2f(u)a′′y(u) +
[
u2f ′(u) + 2uf(u)
]
a′y(u) +
Q2
u2
[
w2
f(u)
− 4
u2
]
ay(u) = 0 . (5.69)
For finite (non-zero) q , on the other hand, it can easily be worked out that the linearized Einstein-Maxwell
equations yield two coupled second-order differential equations for X(u) and Y (u). Similar to the extremal
case studied above, these equations can be decoupled. We first define
Φ±(u) = −µ qf(u)u
3
w2 − f(u)q2X
′(u)− 2Q
2
u
[
2f(u)q2
w2 − f(u)q2 + ug±(q)
]
Y (u) , (5.70)
where
g±(q) =
3
4
(
1 +
1
Q2
)1±
√
1 +
16
9
(
1 +
1
Q2
)−2
q2
 . (5.71)
The decoupled equations then read
[
u2f(u)Φ′±(u)
]′
+
[
uf ′(u) +
Q2
u2f(u)
(
w2 − f(u)q2)− 2Q2
u3
g±(q)
]
Φ±(u) = 0 . (5.72)
Written in terms of the z-coordinate, equations (5.72) take the form
z2
[
f(z)Φ′±(z)
]′ + [−zf ′(z) +Q2 z2
f(z)
(
w2 − f(z)q2)− 2Q2g±(q)z3]Φ±(z) = 0 , (5.73)
where Q2 < 3 in the non-extremal case. The definition of Φ± at finite temperature is given in (5.70). In the
non-extremal case, we also use w±n to denote the quasinormal frequencies of Φ±. In order to find w
±
n we
use the matrix method of [163] and follow the exact same steps as we did in the extremal case except that
(6.108) is now replaced by
Φ±(z) = f(z)−iw/τz
M∑
m=0
a±m(w , q)
(
z − 1
2
)m
, (5.74)
where we have defined τ = 4piT/µ, with T and µ being the temperature and chemical potential, respectively.
The finite-temperature quasinormal frequencies of Φ± have been plotted in Figure 5.4. Only a handful
of w±n have been shown, though. To generate the plots, we chose a temperature of T = 0.09µ. Also, the
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Figure 5.4: Quasinormal frequencies of Φ± in the non-extremal Reissner-Nordstro¨m AdS4 black hole background. Plot (a)
shows the quasinormal frequencies of Φ+ while plot (b) shows the quasinormal frequencies of Φ−. For both plots, q = 1,
M = 100, and T = 0.09µ.
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Figure 5.5: The lowest quasinormal frequency of Φ− as function of q. The temperature is T = 0.09µ, and M = 100. The
solid black curve is the quadratic fit: iw ' 0.17q2.
plots were obtained for q = 1 and M = 100. The branch cut in Figures 5.1(a) and 5.1(b) are replaced
at finite temperature by a sequence of almost equally-distanced poles along the negative imaginary axis.
Note that the poles are all in the lower half of the frequency plane, indicating that they do not give rise
to instabilities. As q → 0, none of the quasinormal frequencies of Φ+ approach zero. On the other hand,
the lowest quasinormal mode of Φ−, shown in Figure 5.4(b) by a larger red dot, approaches zero as q → 0.
This is the leading hydrodynamic pole. Thus, one concludes that the finite temperature generalization of
(5.21)–(5.26) all have the same hydrodynamic pole, namely the diffusion constant D is the same for all of
them. In Figure 5.5, we plotted the lowest quasinormal frequency of Φ± (shown in Figure 5.4(b) by a larger
red dot) as a function of q , and fitted the plot by a quadratic function. The solid black curve on the plot
shows the fit. From the slope of the fitted curve, we obtain D ' 0.17/µ, with T = 0.09µ. Substituting the
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numerically obtained diffusion constant into the hydrodynamic equation η = (Ts+ µρ)D, where µ, s and ρ
are respectively given in (3.12) and (3.14), one easily obtains η/s ' 1/4pi.6
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Figure 5.6: (a) Finite-temperature quasinormal frequencies of ay at q = 0. (b) Finite-temperature quasinormal frequencies
of hxy . The temperature is T = 0.09µ, and M = 100.
We present the case of q = 0 separately. The relevant equations in this case read
z2f(z)hx′′y(z) +
[
z2f ′(z)− 2zf(z)]hx′y(z) +Q2 w2f(z)z2hxy(z) = 0, (5.75)
f(z)a′′y(z) + f
′(z)a′y(z) +Q
2
(
w2
f(z)
− 4z2
)
ay(z) = 0, (5.76)
which are equations (5.68) and (5.69) expressed in terms of the coordinate z = 1/u. We find the finite-
temperature quasinormal frequencies of hxy(z) and ay(z) following what we did above to obtain the finite
temperature quasinormal frequencies of Φ±. The only difference is that in writing the analog of (5.74) for
hxy(z) we replace the factor of z by z3. This is because asymptotically the normalizable mode of hxy(z)
falls off as z3.
The quasinormal frequencies of ay and hxy have been plotted in Figure 5.6 for a temperature of T = 0.09µ
using M = 100. We see that, as for q 6= 0, there is no branch cut at finite temperature: it is replaced by a
sequence of almost equally-distanced poles along the negative imaginary axis. Also, as it is seen from the
plots, the finite-temperature quasinormal frequencies of ay and hxy stay away from the real axis. To the
extent that we have checked numerically, this behavior of the quasinormal frequencies is unchanged as M is
increased.
There does not appear to be a qualitative difference in the quasinormal spectrum between the T = 0
results and the finite temperature spectrum for small temperatures. To see that more clearly, we consider
6The sign ' is because of numerical uncertainties. One can of course show analytically that the ratio should be equal to
1/4pi [141, 142].
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the limit T → 0, holding µ fixed. For numerical simplicity, we have done this at q = 0, but do not expect
an appreciable difference at finite q . Referring to Figure 5.6, we consider the following three quantities. We
denote by d1 the difference between the smallest quasinormal frequency on the negative imaginary axis and
the origin, by d2 the distance between the first two poles on the imaginary axis and by d3, the distance
between the two off-axis poles in the first quadrant closest to the origin. In Figure 5.7(a), we demonstrate
that as T is lowered, holding µ fixed, both d1 and d2 approach zero, while d3 remains finite. Approaching
T → 0 requires ever-more numerical precision, but the plots suggest that d1 and d2 extrapolate to zero at
T = 0. This is consistent with the on-axis poles becoming the branch cut seen in the T = 0 theory, as one
might expect.
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Figure 5.7: (a) Plots of d1 (red), d2 (blue) and d3 (green) as function of T/µ for ay . (b) Plots of d1, d2 and d3 as function of
T/µ for hxy . In the range of T/µ ∈ [0.017, 0.091], the red and blue curves almost overlap. The plots have been generated with
M = 150.
5.5 Summary and discussion
In this chapter, we considered a boundary field theory dual to the extremal Reissner-Nordstro¨m AdS4 black
hole, and analyzed the retarded two-point functions of the charge vector current and energy-momentum
(tensor) operators at finite frequency and momentum. The operators Jˆy, Tˆyt and Tˆxy whose two-point
functions we analyzed were in the shear channel of the boundary field theory, whose dual bulk modes ay,
hyt and hxy were odd under parity, y → −y. We found that for generic momentum, the retarded correlators
of the aforementioned vector and tensor operators exhibit emergent scaling behavior at low frequency. The
operators Jˆy, Tˆyt and Tˆxy gave rise in the IR to two sets of scalar operators O± with conformal dimensions δ±.
The low frequency scaling exponents of the spectral densities in the boundary theory depended only on δ−
(or equivalently, ν−). We explored the analytic structure of the retarded correlators for finite momentum and
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small frequency, and argued that there should exist a branch cut in these correlators at the origin, as well as
a series of metastable modes corresponding to isolated poles in the lower half of the complex frequency plane.
Taking linear combinations of the dual bulk modes, we constructed the gauge invariant modes from which
we were able to numerically compute the spectrum of the (shear-type) electromagnetic and gravitational
quasinormal frequencies of the background. The numerical computations were in agreement with what we
argued, analytically, for the existence of the branch cut in the retarded correlators as well as their poles being
in the lower half of the complex frequency plane. Turning on temperature, we numerically observed how the
branch cut dissolves into a series of poles on the negative imaginary axis, and determined the corresponding
dispersion constant of the leading pole, in agreement with previous results. We performed the shear channel
analyses in the (2 + 1)-dimensional boundary theory. One can straightforwardly generalize the same type of
analyses for higher dimensional boundary theories dual to extremal Reissner-Nordstrom AdSd+1 black hole,
and, not surprisingly, reach the same conclusions as we did for the case of the (2 + 1)-dimensional boundary
theory.
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Chapter 6
AdS4/CFT3 and Criticality IV: Sound
Modes
The previous two chapters, based on [91, 92], studied the transverse (shear) channel correlators of Jµ and
Tµν , both at zero momentum and at finite frequency and momentum. In the present chapter, we explore
the structure of correlators of the vector and tensor currents in the longitudinal (sound) channel of the dual
field theory. The material presented here is based on work published by the author, in collaboration with
Mohammad Edalati and Robert Leigh [93].
6.1 Overview
To conclude the program initiated in the previous three chapters, our main motivation now is to determine
the spectrum of sound channel excitations for generic values of the (spatial) momentum, for which we will
use a combination of analytical and numerical techniques. Along the way, we comment on the appropriate
choice of gauge-invariant bulk variables (master fields), such that their associated quasinormal frequencies
encode the spectrum of excitations of the dual theory. Studying the retarded correlators at finite frequency
and momentum, we present evidence for the existence of a branch cut on the negative imaginary axis, as well
as a series of metastable modes corresponding to isolated poles in the lower-half complex frequency plane.
At low frequencies (as compared to the chemical potential µ conjugate to the charge density), but generic
momentum, we find that the retarded correlators of the sound-channel vector and tensor operators exhibit
emergent scaling behavior. As in the case of the shear-channel modes studied in [91, 92], these operators
give rise in the IR to two sets of scalar operators with different conformal dimensions.
Turning to the low frequency and momentum regime, we establish the existence of collective sound
modes at zero temperature, and compute the associated speed of sound and sound attenuation constant. We
compare our results with the expectations from the zero-temperature limit of well-known hydrodynamical
relations, and discuss the extent to which both results agree. Similarly, we study the dispersion relations
of higher resonances, which are fundamentally different from that of the sound mode: their frequencies ω
remain finite as the momentum k approaches zero, so that the spectrum for ω  µ and k  µ is effectively
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dominated by the sound mode. We provide further evidence to support this picture by computing the
sound poles residue and comparing the Green’s functions obtained numerically with a truncated spectral
representation including the sound modes only, observing an excellent agreement for values of the momenta
in the range 0 ≤ k ≤ µ.
6.2 Master fields
6.2.1 Charged black hole
The Einstein-Maxwell equations (3.23)–(3.32) can be reduced to two decoupled second-order differential
equations for the so-called “master fields” Φ±(u), introduced by Ishibashi and Kodama in [151]. In order to
obtain the decoupled equations, we first define
A(u) = u2a′t(u) + µhyy(u)−
1
2
µhtt(u) , (6.1)
Φ(u) = uhyy(u)−H(u)−1u4f(u)
[
hx′x(u) + h
y ′
y(u)
]
, (6.2)
where H(u) = u3f ′(u) + Q2q2. Equations (3.23)–(3.32) now reduce to a set of two coupled second-order
differential equations
[
u2f(u)A′(u)]′ + 2µf(u)Φ′(u) + C1(u)A(u) + µC2(u)Φ(u) = 0 , (6.3)[
u2f(u)Φ′(u)
]′
+ C3(u)Φ(u) + µ−1Q2C4(u)A(u) = 0 , (6.4)
where we have defined
C1(u) =
Q2
u2f(u)
(
w2 − f(u)q2 − 8f(u)
2
H(u)
)
, (6.5)
C2(u) =
1
H(u)
([
Q2q2 − 10u2f(u)] f ′(u) + 24uf(u)[1− f(u)] + Q4q4
u3
)
, (6.6)
C3(u) =
1
u2f(u)
(
Q2w2 − f(u)V (u)
)
, (6.7)
C4(u) = − 4
H(u)2
(
u2f ′(u) [10f(u) + uf ′(u)] + 24uf(u) [f(u)− 1]− Q
4q4
u3
)
, (6.8)
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and
V (u) =
1
u2H(u)2
{
9u11f ′(u)3 + u6
[
3(22f(u)− 8)u4 +Q2 (9q2u2 + 4)] f ′(u)2
+ u3
[
216u6f(u)(f(u)− 1) + 8Q2q2u4(2f(u)− 3) +Q4q2 (q2u2 + 8)] f ′(u)
+ 288u8f(u)(f(u)− 1)2 − 24Q2q2u6f(u)(f(u)− 1) +Q6q4 (q2u2 + 4)}. (6.9)
Equations (6.3) and (6.4) can then be decoupled by introducing the master fields
Φ±(u) = α±(u)Φ(u) + µ−1Q2A(u) , (6.10)
where
α±(u) =
1
2
F±(Q)− Q
2
u
, F±(Q) =
3
4
[
(1 +Q2)±
√
(1 +Q2)2 + (16/9)Q4q2
]
. (6.11)
To obtain the equations for the master fields, one solves (6.10) for A(u) and Φ(u) in terms of Φ±(u) to
obtain
µ−1Q2A(u) = γ [α+(u)Φ−(u)− α−(u)Φ+(u)] , (6.12)
Φ(u) = γ [Φ+(u)− Φ−(u)] , (6.13)
where
γ ≡ 1
α+(u)− α−(u) =
4
3
√
(1 +Q2)2 + (16/9)Q4q2
. (6.14)
Substituting (6.12) and (6.13) into (6.3) and (6.4), we find
[
u2f(u)Φ′±(u)
]′ ± γ [Q2f ′(u) + α±(u)C1(u)−Q2C2(u)− α±C3(u) + α2±(u)C4(u)]Φ∓(u)
∓ γ [Q2f ′(u) + α∓(u)C1(u)−Q2C2(u)− α±C3(u) + α+(u)α−(u)C4(u)]Φ±(u) = 0 . (6.15)
Note that
Q2f ′(u) + α±(u)C1(u)−Q2C2(u)− α±(u)C3(u) + α2±(u)C4(u) = 0 . (6.16)
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Simplifying the equations for the master fields, we arrive at
u2f(u)
[
u2f(u)Φ′±(u)
]′
+
[
Q2w2 − U±(u)
]
Φ±(u) = 0 , (6.17)
where
U±(u) = ±γf(u)
{
α±(u)V (u) +
Q2
4α±(u)
[
Q2q2H(u) + 8Q2f(u)
]
+
2Q2
u
[
H(u)− 2Q2q2]
+
Q2
H(u)
[
48u3f(u)(f(u)− 1) + 20u4f(u)f ′(u)]} . (6.18)
6.2.2 Chargeless case
In the case where the background is chargeless, i.e. Q = 0, the gravitational and electromagnetic pertur-
bations decouple, and the fields Φ± reduce to a single master field. In our notation, this field is given by
Φ+(u) = Φ(u) and it encodes the information from the gravity sector only. It can be easily seen to satisfy
u2f(u)
[
u2f(u)Φ′(u)
]′
+
[
9w2 − U(u)]Φ(u) = 0 , (6.19)
where
U(u) =
f(u)
u (1 + 3q2u)2
[
2u3f(u) + 3
(
1 + 3q2u
) (
1 + 9q4u2
)]
, (6.20)
and
w ≡ ω
4piT
, q ≡ k
4piT
. (6.21)
6.2.3 Boundary conditions and new master fields
In the next section, we will see that the Ishibashi-Kodama master fields introduced in (6.10) are not well
suited to the analysis of the sound-channel retarded correlators of the boundary theory via holography.1 As
we explain below, this is because of the relationship between the leading term in the asymptotic expansion of
Φ±(u) and those of the metric and gauge field fluctuations. The guiding principle is that, in gauge/gravity
duality, the ambiguity in the choice of asymptotic boundary conditions for the gauge-invariant fields is
removed by demanding the quasinormal mode spectrum in the gravity side to coincide with the poles of the
retarded correlators in the dual field theory [156].
1 As we saw in the previous chapter, they are a convenient choice, however, to analyze the shear-channel correlators [92].
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The observation that the Ishibashi-Kodama-like master fields with asymptotic Dirichlet boundary condi-
tions may not be appropriate for the analysis of the sound-channel correlators via holography was first made
in [164], for the case of an uncharged AdS4 black hole. In order to obtain the sound mode in the boundary
theory, the authors of [164] proposed that one should instead impose a Robin (“mixed”) boundary condition
on the master field (recall that in the case where the background is uncharged, Φ± reduce to a single field
which carries the information about the gravity fluctuations). Our approach here is different: we introduce
new master fields by taking linear combinations of Φ±(u) and their derivatives, such that the leading term
in the asymptotic expansion of the new master fields contains the leading term in the asymptotic expan-
sions of the metric and gauge field fluctuations only (which are the sources for the corresponding operators
in the boundary theory). In other words, we perform a canonical transformation in the space of master
fields and their conjugate momenta, so that the new master fields satisfy a Dirichlet boundary condition
asymptotically. The advantage of this approach is twofold: on one hand it makes the relation between the
asymptotics of the master fields and the gauge-variant sources more transparent, while at the same time it
allows us to use the various known techniques for the calculation of the quasinormal mode spectrum, such
as the (Leaver’s) matrix method we will employ later on.
6.3 Green’s functions and criticality
In this section we present the asymptotic expansions of various bulk fields and the renormalized boundary
action, and use them to obtain formal expressions for the retarded two-point functions of the vector current
and energy-momentum tensor operators of the boundary theory in the sound channel. We then analyze these
expressions in the small frequency limit and comment on the emergent critical behavior stemming from the
properties of the near horizon geometry of the extremal background.
6.3.1 Asymptotic expansion of the bulk modes
Asymptotically as u→∞, the solution of the Einstein-Maxwell equations (3.23)–(3.32) have the expansions
aµ(u→∞) = aˆµ
[
1 +O (u−2)]+ 1
u
piµ
[
1 +O (u−2)] , (6.22)
hµν(u→∞) = hˆµν
[
1 +O (u−2)]+ 1
u3
piµν
[
1 +O (u−2)] , (6.23)
where it is understood that aˆµ, piµ, hˆµν and pi
µ
ν , hence aµ(u) and hµν(u), are all functions of w and q . We
have denoted the leading constant terms in the asymptotic expansions of the modes by a hat. These are
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the sources for the corresponding operators in the boundary theory. Inserting (6.22) and (6.23) into the six
second-order Einstein-Maxwell equations, we find
ax(u→∞) = aˆx + 1
u
pix − Q
2
2u2
w (q aˆt + w aˆx)− Q
2
6u3
w(qpit + wpix − q hˆyy)
+
1
24u4
[
6pixt + 6
(
1 +Q2
)
pix +Q4w
(
w2 − q2) (q aˆt + w aˆx) ]+ · · · , (6.24)
at(u→∞) = aˆt + 1
u
pit +
Q2
2u2
q (q aˆt + w aˆx) +
Q2
24u3
[
4q(qpit + wpix − q hˆyy)
−
(
2wq hˆxt + w
2hˆxx − q2hˆtt +
(
w2 − q2) hˆyy) ]
+
1
24u4
[
3
(
pixx + piyy − pitt
)
+Q4q
(
q2 − w2) (q aˆt + w aˆx) ]+ · · · , (6.25)
htt(u→∞) = hˆtt +
Q2
4u2
[
2wq hˆxt + w
2hˆxx − q2hˆtt +
(
w2 + q2
)
hˆyy
]
+
1
u3
pitt
− Q
2
16u4
[
24pit + 12hˆtt −Q2q2
(
2wq hˆxt + w
2hˆxx − q2hˆtt −
(
w2 − q2) hˆyy) ]+ · · · , (6.26)
hxx(u→∞) = hˆxx +
Q2
4u2
[
2wq hˆxt + w
2hˆxx − q2hˆtt −
(
w2 + q2
)
hˆyy
]
+
1
u3
pixx
+
Q2
16u4
[
8pit + 4hˆtt −Q2w2
(
2wq hˆxt + w
2hˆxx − q2hˆtt −
(
w2 − q2) hˆyy) ]+ · · · , (6.27)
hyy(u→∞) = hˆyy −
Q2
4u2
[
2wq hˆxt + w
2hˆxx − q2hˆtt −
(
w2 − q2) hˆyy]+ 1u3piyy
+
Q2
16u4
[
8pit+4hˆtt +Q
2
(
w2 − q2) (2wq hˆxt + w2hˆxx − q2hˆtt − (w2 − q2) hˆyy) ]+ · · · , (6.28)
hxt(u→∞) = hˆxt +
Q2
4u2
(
2wq hˆyy
)
+
1
u3
pixt
+
Q2
16u4
[
16pix +Q2wq
(
2wq hˆxt + w
2hˆxx − q2hˆtt −
(
w2 − q2) hˆyy) ]+ · · · . (6.29)
When expanded asymptotically, the four constraint equations (the uu, ut, and ux-components of the Einstein
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equations together with the u-component of the Maxwell equations) yield
qpix + wpit = q hˆxt +
1
2
w
(
hˆxx + hˆ
y
y − hˆtt
)
, (6.30)
qpiyy + qpitt − wpixt = 12
(
1 +Q2
)
q hˆtt −
4Q2
3
(q aˆt + w aˆx) , (6.31)
qpixt + wpixx + wpiyy = −12
(
1 +Q2
) (
2q hˆxt + w hˆ
x
x + w hˆ
y
y
)
, (6.32)
pitt + pixx + piyy = 0 . (6.33)
Using (6.17), the asymptotic expansion of the master fields Φ± takes the form
Φ±(u→∞) = Φ(0)±
{
1 +
1
2u2
[
4F 2±
Q4q4
+Q2
(
q2 − w2)]− F±
3Q2q2u3
[
16F 2±
Q4q4
+Q2q2
]
+ · · ·
}
+
Φ(1)±
u
{
1 +
1
6u2
[
8F 2±
Q4q4
+Q2
(
q2 − w2)]− 1
6F±u3
[
16F 4±
Q6q6
+Q4q2
]
+ · · ·
}
. (6.34)
From the definition of the master fields in (6.10) and the asymptotic expansions of at(u), htt(u), hxx(u) and
hyy(u) given in (6.25), (6.26), (6.27) and (6.28), respectively, one concludes that
Φ(0)± =
1
Q2q2
(
−3
2
F±pitt − µ−1Q4q2pit + F 2±hˆyy −
1
2
Q4q2hˆtt
)
, (6.35)
Φ(1)± = −
2F±
Q4q4
(
−3
2
F±pitt − µ−1Q4q2pit + F 2±hˆyy −
1
2
Q4q2hˆtt
)
− 1
4
F±zˆh − µ−1Q2zˆa , (6.36)
where we have defined
zˆa = Q2q (q aˆt + w aˆx) , (6.37)
zˆh = Q2
[
2wq hˆxt + w
2hˆxx − q2hˆtt +
(
q2 − w2) hˆyy] . (6.38)
Notice the appearance of the momenta pitt and pit in Φ
(0)
± : this is the reason why the Ishibashi-Kodama master
fields Φ±(u) are not appropriate for the holographic analysis of the boundary theory Green’s functions in
the sound channel. As we mentioned before, this issue is specific to the sound channel and does not arise in
the shear channel.
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6.3.2 New master fields
From equations (6.35) and (6.36) we obtain
2F±
Q2q2
Φ(0)± + Φ
(1)
± = −
1
4
F±zˆh − µ−1Q2zˆa , (6.39)
which is independent of the momenta pitt and pit. This suggests that we define two new master fields
Ψ±(u) =
2F±
Q2q2
Φ±(u)− u2f(u)Φ′±(u) , (6.40)
whose leading asymptotic (constant) terms do not depend on the field momenta. Using the fact that Φ±(u)
satisfy (6.17), the decoupled differential equations for Ψ±(u) take the form
[
u2f(u)Ψ′±(u)
]′
+ J±(u)Ψ′±(u) +K±(u)Ψ±(u) = 0 , (6.41)
where
J±(u) =
[
4F 2±
Q4q4
+Q2w2 − U±(u)
]−1
u2f(u)U ′±(u) , (6.42)
K±(u) =
1
u2f(u)
[
Q2w2 +
2F±
Q2q2
J±(u)− U±(u)
]
. (6.43)
Asymptotically, Ψ±(u) take the form
Ψ±(u→∞) = Ψ(0)±
[
1 +O (u−2)]+ 1
u
Ψ(1)±
[
1 +O (u−1)] . (6.44)
Using (6.40), (6.35) and (6.36), the two coefficients Ψ(0)± and Ψ
(1)
± are related to the asymptotic values
(sources and momenta) of the metric and gauge field fluctuations through
Ψˆ± ≡ Ψ(0)± = −
1
4
F±zˆh − µ−1Q2zˆa , (6.45)
Ψ(1)± =
C±
Q2q2
(
−3
2
F±pitt − µ−1Q4q2pit + F 2±hˆyy −
1
2
Q4q2hˆtt
)
− 2F±
Q2q2
(
1
4
F±zˆh + µ−1Q2zˆa
)
, (6.46)
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where zˆa and zˆh are given by (6.37) and (6.38), and we have defined
C± =
4F 2±
Q4q4
+Q2
(
q2 − w2) . (6.47)
In order to compute retarded correlators, the Lorentzian AdS/CFT recipe of [109] instructs us to apply
infalling boundary conditions for the bulk fields at the black hole horizon. Imposing infalling boundary
conditions for Ψ±(u) at the horizon, Ψ
(1)
± will be related to Ψˆ±. Parameterizing this relationship as
Ψ(1)± =
[
C±Π± +
2F±
Q2q2
]
Ψˆ± , (6.48)
equations (6.45) and (6.46) reduce to
Q2q2Π±Ψˆ± = −32F±pi
t
t − µ−1Q4q2pit − 12Q
4q2hˆtt + F
2
±hˆ
y
y . (6.49)
Solving the above two equation for pitt and pit, we obtain
pitt =
(
1 +Q2
)
hˆyy +
1
6
Q2q2
F+ − F−
[
(F+Π+ − F−Π−) zˆh + 4µ−1Q2 (Π+ −Π−) zˆa
]
, (6.50)
pit = µhˆyy −
1
2
µhˆtt +
1
4
1
F+ − F−
[
µQ2q2 (Π+ −Π−) zˆh − 4 (F−Π+ − F+Π−) zˆa
]
. (6.51)
Π± will be determined numerically. The other four field momenta are easily obtained by substituting
equations (6.50) and (6.51) into equations (6.30)–(6.33).
6.3.3 Boundary action and retarded Green’s functions
The renormalized action in our case is given by (3.9). Evaluating the general expressions for the expansion
of the on-shell action in fluctuations, derived for a more general system in appendices A and B, one finds
Sren = S(1)ren + S
(2)
ren , (6.52)
where the S(1)ren piece is linear in fluctuations and determines the one-point functions of the dual operators,
while S(2)ren is quadratic in fluctuations and determines the two-point functions of the conserved currents in
the dual field theory. In our case, S(1)ren is worked out to be
S(1)ren =
1
2
∫
∂M
d3x 〈T ji〉hˆij +
∫
∂M
d3x 〈J t〉aˆt , (6.53)
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with the one-point functions given by
〈T ij〉 = lim
u→∞
1
κ24
√
|γ¯|
[
K¯ij −
(
K¯ +
2
L
)
δij
]
, (6.54)
〈J t〉 = lim
u→∞
2L2
r0κ24
√
|g¯| (∂uA¯t) , (6.55)
where the bar denotes quantities that are evaluated in the background and i, j = t, x, y. In the same way,
S
(2)
ren is given by
S(2)ren = C lim
u→∞
∫
∂M
d3x
{
u4f
2
[
(htt + hxx)hy
′
y + (h
t
t + hyy)hx
′
x + (h
x
x + hyy)ht
′
t
+
2
f
hxth
x′
t
]
+ 4
Q2
µ2
u2 (ata′t − faxa′x) + Lcont
}
, (6.56)
where C = r30/(4κ
2
4L
4) and the “contact term Lagrangian” Lcont is given by
Lcont = Q2 u√
f
hyy
(
2
∂x∂t
µ2
hxt − ∂
2
t
µ2
hxx + f
∂2x
µ2
htt
)
− 4Q
2
µ
[
axh
x
t + at
(
htt − h2
)]
− u3f
[(
1− 1√
f
)
htth
t
t + 2
(
−1 + 1√
f
− uf
′
8f
)
htt (hxx + hyy)
+
(
1− 1√
f
+
uf ′
4f
)
(hxxhxx + hyyhyy) + 2
(
−1 + 1√
f
− uf
′
4f
)
hxxh
y
y
+
4
f
(
−1 + 1√
f
)
hxth
x
t
]
. (6.57)
In momentum space we write
S(2)ren = −
3
2
µ2C
∫
dy
∫
dwdq
(2pi)2
[
pixx hˆ
t
t + pi
y
y hˆ
t
t + pi
t
t hˆ
x
x + pi
y
y hˆ
x
x + pi
t
t hˆ
y
y
+ pixx hˆyy + 2pi
x
t hˆ
x
t +
8Q2
3µ2
(pit aˆt − pix aˆx) + Lˆcont
]
, (6.58)
where Lˆcont denotes the Fourier transform of the contact term Lagrangian, and it is understood that pixx hˆtt ≡
pixx(w , q) hˆtt(−w ,−q) and so forth. Defining
G1(w , q) = C
Q4
F+ − F− (w
2 − q2)2 (F+Π+ − F−Π−) + 3C(1 +Q2)
(
2− w
2
q2
)
, (6.59)
G2(w , q) = −8C
µ2
Q4
F+ − F− (w
2 − q2) (F−Π+ − F+Π−) , (6.60)
we can write the various retarded Green’s functions in a compact way. For notational simplicity, we first
display the correlators without including the contact term contribution. Using the Lorentzian AdS/CFT
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recipe of [109, 152], for the retarded two-point functions of the form 〈TµνTαβ〉 we find
Gtt,tt(w , q) =
1
2
q4
(w2 − q2)2G1(w , q) , Gxx,tt(w , q) =
1
2
q2w2
(w2 − q2)2G1(w , q) , (6.61)
Gyy,tt(w , q) = −12
q2
w2 − q2G1(w , q) , Gxt,tt(w , q) = −
1
2
q3w
(w2 − q2)2G1(w , q) , (6.62)
Gxx,xx(w , q) =
1
2
w4
(w2 − q2)2G1(w , q) , Gyy,xx(w , q) = −
1
2
w2
w2 − q2G1(w , q) , (6.63)
Gxt,xx(w , q) = −12
qw3
(w2 − q2)2G1(w , q) , Gyy,yy(w , q) =
1
2
G1(w , q) , (6.64)
Gxt,yy(w , q) =
1
2
qw
w2 − q2G1(w , q) , Gxt,xt(w , q) =
q2w2
(w2 − q2)2G1(w , q) . (6.65)
Similarly, the current-current correlators of the form 〈JµJν〉 read
Gt,t(w , q) =
q2
w2 − q2G2(w , q) , (6.66)
Gx,x(w , q) =
w2
w2 − q2G2(w , q) , (6.67)
Gx,t(w , q) = − qw
w2 − q2G2(w , q) . (6.68)
Defining
Gmix(w , q) ≡ 4Q
2
3(1 +Q2)
[
1
µ
G1(w , q)− (w
2 − q2)
8
µG2(w , q)
]
, (6.69)
(recall that we set Q2 = 3 at extremality) the “mixed” correlators 〈JµTνρ〉 are given by
Gt,tt(w , q) = − q
2
(w2 − q2)2Gmix(w , q) , Gx,tt(w , q) =
q3w
(w2 − q2)2Gmix(w , q) , (6.70)
Gt,xx(w , q) = − q
2w2
(w2 − q2)2Gmix(w , q) , Gx,xx(w , q) =
qw3
(w2 − q2)2Gmix(w , q) , (6.71)
Gt,yy(w , q) =
q2
w2 − q2Gmix(w , q) , Gx,yy(w , q) = −
qw
w2 − q2Gmix(w , q) , (6.72)
Gt,xt(w , q) =
q3w
(w2 − q2)2Gmix(w , q) , Gx,xt(w , q) = −
q2w2
(w2 − q2)2Gmix(w , q) . (6.73)
Naturally, the matrix of Green’s functions is symmetric, namely Gxx,tt(w , q) = Gtt,xx(w , q), Gt,tt(w , q) =
Gtt,t(w , q) and so forth. The form of the correlators above is consistent with the field theory Ward identities
(see [27, 156], for example), and it agrees with previously found expressions in the simpler case where there
is no mixing between the electromagnetic and gravitational perturbations [165]. It is worth noticing that
the apparent pole at w = ±q in the expressions for the correlators is spurious, and reflects only the choice
of normalization of G1 and G2.
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We now display explicitly the contact terms that supplement the Green’s functions (6.61)-(6.73). For
notational simplicity, in the expressions below we suppress the overall constant C coming from the normal-
ization of the boundary action. We display the results for arbitrary temperature (equivalently, Q), but it
is understood that in the calculations above we have used the extremal value Q =
√
3. The contact term
contributions to the 〈TµνTρσ〉 correlators are2
Ctt,tt = − (1 +Q
2)
2
2w4 − 7q2w2 + 8q4
(w2 − q2)2 , Cxx,tt =
(1 +Q2)
2
w4 − 2q2w2 − 2q4
(w2 − q2)2 , (6.74)
Cyy,tt =
(1 +Q2)
2
w2 + 2q2
w2 − q2 , Cxt,tt = −
3(1 +Q2)
2
qw(w2 − 2q2)
(w2 − q2)2 , (6.75)
Cxx,xx =
(1 +Q2)
2
w4 − 5q2w2 + q4
(w2 − q2)2 , Cyy,xx =
(1 +Q2)
2
2w2 + q2
w2 − q2 , (6.76)
Cxt,xx =
3(1 +Q2)
2
q3w
(w2 − q2)2 , Cyy,yy =
(1 +Q2)
2
, (6.77)
Cxt,yy = −3(1 +Q
2)
2
qw
w2 − q2 , Cxt,xt = (1 +Q
2)
2w4 − 4q2w2 − q4
(w2 − q2)2 . (6.78)
On the other hand, there is no contact term contribution to the current-current correlators of the form
〈JµJν〉:
Ct,t(w , q) = 0 , Cx,t(w , q) = 0 , Cx,x(w , q) = 0 . (6.79)
For the “mixed” correlators 〈JµTνρ〉 we find
Ct,tt = −4Q
2
µ
q2(w2 − 2q2)
(w2 − q2)2 , Cx,tt =
4Q2
µ
qw(w2 − 2q2)
(w2 − q2)2 , (6.80)
Ct,xx =
4Q2
µ
q4
(w2 − q2)2 , Cx,xx = −
4Q2
µ
q3w
(w2 − q2)2 , (6.81)
Ct,yy = −4Q
2
µ
q2
w2 − q2 , Cx,yy =
4Q2
µ
qw
w2 − q2 , (6.82)
Ct,xt =
4Q2
µ
qw(w2 − 2q2)
(w2 − q2)2 , Cx,xt = −
4Q2
µ
w2(w2 − 2q2)
(w2 − q2)2 . (6.83)
2 The name “contact term” usually denotes contributions which are analytic in frequency and momentum. As we commented
above, the apparent pole at w = ±q is spurious and denotes a choice of normalization. In this sense, the expressions presented
below are to be regarded as true (analytic) contact terms.
79
6.3.4 Small frequency expansion
In this subsection we obtain analytical results for the small frequency behavior of the retarded Green’s
functions, by expanding Ψˆ±(w , q) and Πˆ±(w , q) for small w . We write Ψ±(u) as a power series in w ,
ΨO±(u) = Ψ
(0)
O±(u) + wΨ
(1)
O±(u) + w
2Ψ(2)O±(u) + · · · , (6.84)
with the subscript denoting the outer region of the background geometry (see the discussion below). At
extremality, extra care is needed in taking the limit w → 0 near the horizon. This is due to the fact that
in the extremal case f(u) has a double pole at the horizon. A convenient way of handling the limit was
introduced in [89]. Basically, one realizes that near the horizon the equations (6.17) organize themselves as
functions of ζ ≡ ωη, where, using (3.17) and (3.22),
u = 1 +
w√
12ζ
. (6.85)
Since the coordinate ζ is the suitable radial coordinate in the AdS2 factor of the near horizon region, the w
expansion of Ψ± in that domain is given by
ΨI±(ζ) = Ψ
(0)
I±(ζ) + wΨ
(1)
I±(ζ) + w
2Ψ(2)I±(ζ) + · · · , (6.86)
with the subscript I denoting that the fields Ψ± are expanded as a power series in w in the near horizon
geometry (inner region). After imposing infalling boundary conditions for ΨI± at the horizon, we match
the inner and outer expansions in the so-called “matching region” where the ζ → 0 and w/ζ → 0 limits
are taken. Since equations (6.17) are linear, if we require that the solutions for the higher order terms in
the expansions (6.84) and (6.86) do not include terms proportional to the zeroth-order solutions near the
matching region, we just need to match Ψ(0)I±(ζ) to Ψ
(0)
O±(u) [89].
Inner region
Near the horizon, we find that Ψ(0)I±(ζ) satisfy
−Ψ(0)′′I± (ζ) +
(
q2 + 2∓ 2√1 + q2
2ζ
− 1
)
Ψ(0)I±(ζ) = 0 , (6.87)
which are identical to the equations of motion one obtains for two massive scalar fields in AdS2, with masses
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m± given by
m2±L
2
2 = 1 +
q2
2
∓
√
1 + q2 . (6.88)
Note that L2 in (6.88) is the curvature radius of AdS2.
Assuming that there exists a CFT dual to the AdS2 region, one can think of Ψ
(0)
I±(ζ) as being dual to scalar
operators O± in the IR CFT. According to the standard AdS/CFT dictionary, the conformal dimensions
δ± = ν± + 12 of the operators O± are related to the masses m± of the scalar fields Ψ(0)I± by
ν± =
1
2
√
1 + 4m2±L22 =
1
2
√
5 + 2q2 ∓ 4
√
1 + q2 . (6.89)
Next, we impose infalling boundary conditions for Ψ(0)I±(ζ) at ζ → ∞. Having done so, near the matching
region (where one takes the ζ → 0 and w/ζ → 0 limits) Ψ(0)I±(ζ) take the form
Ψ(0)I±(u→ 1) =
[
(u− 1)− 12+ν± + G±(w)(u− 1)− 12−ν±
]
, (6.90)
where we used (6.85) to change ζ back to u. Notice that a specific normalization for Ψ(0)I± has been assumed
in writing (6.90). Clearly, such a choice does not affect the calculation of the boundary theory Green’s
functions. The functions G±(w) in (6.90) denote the retarded Green’s functions of the IR CFT operators
O±, and are given by [89, 91]
G±(w) = −2ν±e−ipiν± Γ(1− ν±)Γ(1 + ν±)
(w
2
)2ν±
. (6.91)
Outer region and matching
In the outer region, the equations for Ψ(0)O±(u) are obtained by setting w = 0 in (6.17). The solutions for
Ψ(0)O±(u) are given by a linear combination of (u− 1)−
1
2+ν± and (u− 1)− 12−ν± near the matching region. Let
us define
η
(0)
± (u) = (u− 1)−
1
2+ν± + · · · , ξ(0)± (u) = (u− 1)−
1
2−ν± + · · · , u→ 1 . (6.92)
Then, matching Ψ(0)O±(u) to (6.90) we obtain
Ψ(0)O±(u) =
[
η
(0)
± (u) + G±(w)ξ(0)± (u)
]
. (6.93)
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Following the discussions in [89, 92], to higher orders we can write
η±(u) = η
(0)
± (u) + wη
(1)
± (u) + w
2η
(2)
± (u) + · · · , (6.94)
ξ±(u) = ξ
(0)
± (u) + wξ
(1)
± (u) + w
2ξ
(2)
± (u) + · · · , (6.95)
where η(n>0)± (u) and ξ
(n>0)
± (u) are obtained demanding that in the u→ 1 limit, they are distinct from η(0)± (u)
and ξ(0)± (u), respectively. Thus,
ΨO±(u) = [η±(u) + G±(w)ξ±(u)] . (6.96)
Near u→∞, one can expand η(n)± (u) and ξ(n)± (u) as follows (here n ≥ 0)
η
(n)
± (u→∞) = a(n)±
(
1 + · · ·
)
+ b(n)±
1
u
(
1 + · · ·
)
, (6.97)
ξ
(n)
± (u→∞) = c(n)±
(
1 + · · ·
)
+ d(n)±
1
u
(
1 + · · ·
)
, (6.98)
where the coefficients a(n)± , b
(n)
± , c
(n)
± and d
(n)
± are all functions of q . Thus, asymptotically we obtain
ΨO±(u→∞) ' Ψˆ±
(
1 +
Πˆ±
u
)
, (6.99)
where
Ψˆ± =
[
a
(0)
± + wa
(1)
± +O
(
w2
)]
+ G±(w)
[
c
(0)
± + wc
(1)
± +O
(
w2
)]
, (6.100)
Ψˆ±Πˆ± =
[
b
(0)
± + wb
(1)
± +O
(
w2
)]
+ G±(w)
[
d
(0)
± + wd
(1)
± +O
(
w2
)]
. (6.101)
6.3.5 Criticality: emergent IR scaling
In general, the coefficients a(n)± , b
(n)
± , c
(n)
± , d
(n)
± should be computed numerically. Once these coefficients are
known, one can substitute the expressions for Ψˆ± and Ψˆ±Πˆ± into (6.61)–(6.73) in order to compute the
retarded Green’s functions. In the small frequency (but generic momentum) regime, the Green’s functions
can be analyzed semi-analytically even though the coefficients a(n)± , b
(n)
± , c
(n)
± , d
(n)
± are not known explicitly.
Since the coefficients a(n)± , b
(n)
± , c
(n)
± , d
(n)
± are all real, the complex parts of Ψˆ± and Ψˆ±Πˆ± are determined
by the IR CFT Green’s functions G±(w). Assuming that the product a(0)+ a(0)− does not vanish for generic
values of momentum q , expanding the denominator Ψˆ+Ψˆ− in (6.59) and (6.60), and noticing that 2ν− > 3
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while 2ν+ > 1, we obtain the following small frequency scaling behavior for Im G1(w , q) and Im G2(w , q):
Im G1(w , q) = q2
(
1 +
√
1 + q2
)
e0(q) Im G+(w) [1 + · · · ] ∝ w2ν+ , (6.102)
Im G2(w , q) =
8
µ2
(
1−
√
1 + q2
)
e0(q) Im G+(w) [1 + · · · ] ∝ w2ν+ , (6.103)
where the dots represent subleading terms which vanish as w → 0, and
e0(q) =
9C
2
q2√
1 + q2
b
(0)
+
a
(0)
+
(
d
(0)
+
b
(0)
+
− c
(0)
+
a
(0)
+
)
. (6.104)
As a result, the matrix of the spectral functions of the boundary theory operators Jˆt, Jˆx, Tˆtt, Tˆxx, Tˆyy, Tˆxt
shows scaling behavior at small frequency
Im Gtt,tt ∝ w2ν+ , Im Gxx,tt ∝ w2+2ν+ , Im Gyy,tt ∝ w2ν+ ,
Im Gxt,tt ∝ w1+2ν+ , Im Gxx,xx ∝ w4+2ν− , Im Gyy,xx ∝ w2+2ν+ ,
Im Gxt,xx ∝ w3+2ν+ , Im Gyy,yy ∝ w2ν+ , Im Gxt,yy ∝ w1+2ν+ ,
Im Gxt,xt ∝ w2+2ν+ , Im Gt,tt ∝ w2ν+ , Im Gx,tt ∝ w1+2ν+ ,
Im Gt,xx ∝ w2+2ν+ , Im Gx,xx ∝ w3+2ν+ , Im Gt,yy ∝ w2ν+ ,
Im Gx,yy ∝ w1+2ν+ , Im Gt,xt ∝ w1+2ν+ , Im Gx,xt ∝ w2+2ν+ ,
Im Gt,t ∝ w2ν+ , Im Gx,t ∝ w1+2ν+ , Im Gx,x ∝ w2+2ν+ .
(6.105)
Notice that the low-frequency scaling behavior of the above spectral functions is emergent: the scaling is
a consequence of the near horizon geometry (which translates into the IR physics of the boundary theory)
containing an AdS2 factor. Although e0 depends on details of the background geometry in UV, the scaling
behavior w2ν+ does not, as long as the AdS2 part of the geometry is unchanged.
6.4 The spectrum of the boundary theory
As we have discussed, the set of poles of the Green’s functions (6.61)–(6.73) in the complex frequency plane,
hereafter denoted by w±? (q), are generically given by the solution of Ψˆ±(w , q) = 0 (with infalling boundary
conditions at the horizon). Thus, we have set up the problem in such a way that finding the spectrum
of the boundary theory amounts to finding the quasinormal frequencies of Ψ± in the RN-AdS4 black hole
background: in the context of the AdS/CFT correspondence, this should be regarded as the definition of the
quasinormal frequencies in asymptotically AdS geometries [109, 155, 156, 162], thus removing the ambiguity
associated with the choice of asymptotic boundary conditions which is inherent to the eigenvalue problem
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in the gravity side.
Aside from its connection to the dual field theory retarded Green’s functions, finding the electromagnetic
and gravitational quasinormal frequencies of the extremal RN-AdS4 black hole is an interesting problem
in its own right. From the gravity point of view, knowledge of the QNM spectra allows one to construct
the dissipative response of the black hole geometry to small perturbations. In the case of the non-extremal
RN-AdS4 black hole, such quasinormal frequencies were numerically computed in [158]. For the extremal RN-
AdS4 black hole, the quasinormal frequencies of the odd-parity (electromagnetic and gravitational) modes
(which are dual to the operators in the shear channel of the boundary theory) were recently computed in
[92]. In this section, we extend our previous computation to the case where the perturbations are even under
the y → −y parity reflection. Using gauge/gravity duality, these fluctuations are mapped to operators in
the sound channel of the dual field theory. See [160] for an extensive review of the subject of quasinormal
modes in general relativity and the AdS/CFT correspondence.
6.4.1 QNMs: matrix method
Although there exist various semi-analytic methods for calculating small or large (magnitudes of) quasinor-
mal frequencies, it is often necessary to perform numeric calculations in order to extract their generic values.
Following [92, 159], we use a discrete algorithm developed by [163] in order to compute the sound-channel
quasinormal frequencies of the coupled electromagnetic and gravitational perturbations of the extremal RN-
AdS4 black hole. For numerical purposes it is convenient to switch to a new radial coordinate z = 1/u. In
terms of this coordinate the black hole horizon is located at z = 1, while the asymptotic boundary is located
at z = 0. The equations (6.41) then read
z2
[
f(z)Ψ′±(z)
]′ − z2J±(z)Ψ′±(z) +K±(z)Ψ±(z) = 0 , (6.106)
where the prime now denotes derivatives with respect to z, and f(z) is given by
f(z) = 1− (1 +Q2)z3 +Q2z4 . (6.107)
Similarly, K±(z) and J±(z) can be read off from (6.42)-(6.43). In the method of [163], one first factorizes the
leading behaviors of the normalizable modes of Ψ±(z) at the horizon and the boundary (which in practice
amounts to imposing asymptotic Dirichlet boundary conditions). What remains is then approximated by a
power series in z around a point z0, chosen in such a way that the radius of convergence of the series reaches
84
both the horizon and the boundary. In our case we can take z0 = 12 . Thus, we write
Ψ±(z) = e
i w√
12(1−z) f(z)−i
√
3w
9 z
M∑
m=0
a±m(w , q)
(
z − 1
2
)m
. (6.108)
The first two prefactors are chosen to select the infalling wave at the extremal black hole horizon, as it can be
easily seen by rewriting them in terms of infalling Eddington coordinates. Substituting (6.108) into (6.106),
we obtain a set of M + 1 linear equations for M + 1 unknowns {ap(w , q)}, that can be written in matrix
form as
M∑
m=0
A±mp(w , q)a
±
p (w , q) = 0 . (6.109)
Suppose now we choose a specific value for the spatial momentum q . The quasinormal frequencies w±?
for that particular value of q are then solutions of
det A±(w±? , q) = 0 . (6.110)
Since the fields Ψ± in (6.108) are approximated by a power series, the more terms kept in the series, the
more accurate the results obtained for the quasinormal frequencies. The quasinormal spectra for q = 0.5
obtained as described above is shown in Figure 6.1 below.
A distinctive feature of the spectrum at zero temperature is that the series of purely imaginary frequencies
on the negative imaginary axis, which are evenly spaced at finite temperature,3 now coalesce to form a branch
cut. Indeed, this was observed in the correlators of conserved currents in the shear channel [92] as well as
in those of chargeless scalar operators [159]. As discussed in [92], at zero spatial momentum (q = 0) this
feature is explained by the explicit appearance of logarithmic terms of the form wn log w (with n ∈ Z) in the
Green’s functions, while for q 6= 0 it is due to terms of the form w2ν+ (c.f. (6.102) and (6.103)), where 2ν+
is generically an irrational number. On the gravity side, one can understand the appearance of the branch
cut by using the tortoise coordinate to write the equations for Ψ± in a Schro¨dinger-like form. Then, the
non-analyticity is due to the fact that the effective potential near the horizon decays as a power law rather
than exponentially (as would be the case at finite T ), a typical feature of extremal black holes (see [161] and
references therein). That we can still observe a discrete series of poles as we move down the imaginary axis
is an artifact of the numerical algorithm. As we increase the size M of the matrix A defined in (6.109), these
poles move upwards and become dense over a larger set of imaginary frequencies. The plots show only the
3This has been determined by an explicit calculation of the quasinormal frequencies at finite temperature, which for the
sake of brevity we do not display here.
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Figure 6.1: Sound-channel electromagnetic and gravitational quasinormal frequencies of the extremal
Reissner-Nordstro¨m AdS4 black hole. Plot (a) shows the quasinormal frequencies of Ψ+, with the sound
modes depicted in blue. Plot (b) shows the quasinormal frequencies of Ψ−. For both plots, q = 0.5 and
M = 300. Plot (c) shows the spectra of Ψ+ and Ψ− superimposed.
lower half of the complex-w plane, because no instabilities exist. This was also the case for the shear-channel
modes, where moreover it was relatively easy to prove the stability analytically, at least over a broad range
of momenta [92].
Besides the coalescent poles giving rise to the branch cut, we observe a discrete series of quasinormal
frequencies with a non-vanishing real part. Notice that they appear in conjugate pairs with the same
imaginary part, but with opposite sign for the real part. This was to be expected due to the unbroken
parity symmetry of the dual theory, a feature that would be absent in the presence of a magnetic field, for
example. In figure 6.1 (a) we can distinctively appreciate the lowest lying pair (depicted in blue). As we will
explicitly confirm below by analyzing their dispersion relation, this pair of poles correspond to the sound
modes (in the sense described in section 3.2: they satisfy ω(k → 0) = ±csk− iΓsk2 and dominate the decay
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of the longitudinal fluctuations over long wavelengths and time scales). While the imaginary part of these
quasinormal frequencies is non-zero, it cannot be appreciated in the figures above as a consequence of the
rather small attenuation constant Γs we will find below. The rest of the QNMs with a non-vanishing real
part are the so-called overtones, whose dispersion relation will seen to be quite different from that of the
sound modes. They correspond to higher resonances whose effects we expect to become noticeable as we
go beyond the small frequency and momentum approximation. As it can be observed in figure 6.1 (c), the
overtones of Ψ+ and Ψ− coalesce as we move down in the complex frequency plane.
6.4.2 Dispersion relations: speed of sound and sound attenuation
At finite temperature, we can easily compute the speed of sound cs in the boundary field theory by using
the one-point function of the energy-momentum tensor operator 〈Tµν〉. The only non-vanishing components
of the second fundamental form in our background are
K¯tt = −
1
2
(2f + uf ′)
L
√
f
, K¯xx = K¯
y
y = −
√
f
L
, (6.111)
and with this result we can evaluate (6.54) to obtain
〈T tt〉 ≡ − = −
r30
κ24L
4
M , (6.112)
〈T xx〉 = 〈T yy〉 ≡ P =

2
=
r30
2κ24L4
M , (6.113)
where  is the energy density that had been introduced in (3.14) and P = /2 is the pressure. Notice that
the expectation value of the trace of the stress-energy tensor 〈T ii〉 is zero. Substituting the values of  and
P into the thermodynamic relation c2s = ∂P/∂ we obtain
c2s =
∂P
∂
=
1
2
, (6.114)
which is the expected result in two spatial dimensions. Note, however, that this result is independent of
whether the RN-AdS4 black hole background is extremal or non-extremal. Thus, for our zero-temperature
dual field theory at finite U(1) charge density, the speed of sound should also be 1/
√
2. On the other hand,
calculating the QNM spectrum for various values of q we can numerically construct the dispersion relation of
the sound modes. The result is shown in figure 6.2. We can observe that both the real and imaginary parts of
ws approach zero as q → 0. Moreover, for small values of the momenta the dispersion relation has the form
(3.5); fitting the numeric data for q ≤ 0.25, we obtain cs ≈ 0.704 and µΓs ≈ 0.083. Notice the agreement
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Figure 6.2: Dispersion relation of the sound modes. Plot (a) depicts the imaginary part of ws as a function of momenta,
while plot (b) shows the real part of ws. The dots represent the actual values obtained numerically, while the solid line results
from fitting the data by a smooth curve. The inset plots compare the expected dispersion relation (6.117) (red line) with the
values obtained numerically (black line), for small values of the momenta. For large momentum, the slope of the real part
becomes unity within numerical precision.
between the numerically obtained value for the speed of sound and the value cs = 1/
√
2 ≈ 0.707 predicted
by (the zero-temperature limit of) hydrodynamics. To gain some insight about the value obtained for the
sound attenuation constant Γs, we can again investigate the T → 0 limit of well-known hydrodynamical
relations. As discussed in section 3.2, such a procedure may or may not yield the right value for the theory
at zero temperature. Putting aside this issue for the moment, using the ratio s/ = 2piQ/(µM) (see (3.14))
we find
µΓs =
µ
2
η
+ P
=
1
3
η
s
µs

=
2pi
3
η
s
Q
M
. (6.115)
At extremality, Q2 = 3, M = 4, and the ratio of the shear viscosity η to entropy density s was found to be
η/s = 1/(4pi) [91], just as in the well-known finite temperature examples (see [37] and references therein).
Thus, by taking the T → 0 limit of (6.115) we expect
µΓs|T→0 =
1
8
√
3
≈ 0.072 . (6.116)
Summarizing, by taking the zero temperature limit of hydrodynamics we anticipate the sound modes (the
one with positive real part, say) to have a dispersion relation of the form
ws(q → 0) = q√
2
− i q
2
8
√
3
. (6.117)
The inset plots in figure 6.2 compare the dispersion relation (6.117) (red line) with the one obtained from the
actual numerical data at T = 0 (black line). While the agreement in the real part of the frequency prevails
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in a relatively broad range of momenta, the imaginary part computed by the different methods agrees only
in the low frequency and momentum regime. In particular, the actual value µΓs ≈ 0.083 for the sound
attenuation constant differs slightly from the expected value (6.116). This discrepancy might be attributed
to numerical uncertainties, but we note that it is rather large, of order 13%, in fact much larger than the
uncertainty implied by the results for the speed of sound.
Turning now to the overtones, we can also follow their trajectories in the complex frequency plane as we
vary the momentum q and determine in this way their dispersion relation. Figure 6.3 shows the result for
the first five overtones in the spectrum of Ψ+.
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Figure 6.3: Dispersion relation of the first five overtones of Ψ+. Plot (a) shows the variation of the imaginary part of the
corresponding quasinormal frequencies as we vary the momentum q . Plot (b) shows the corresponding change in the real part
of the frequency.
As mentioned above, these frequencies do not approach zero as q → 0, so these modes are not “hydrody-
namic” in the broad sense. In particular, notice that the imaginary part of the quasinormal frequencies is
approximately constant for small values of the momenta with q < 1 (k < µ), and also for large values of
the momenta of the order q ∼ 10. In contrast, the real part of these overtones is a monotonically increasing
function of q , satisfying a linear dispersion with unit slope (within the numerical precision) for values of the
momenta greater than q ∼ 7. This feature is explained by the fact that at large q and w the influence of
the charge density becomes less important, and the background effectively approaches a Lorentz-invariant
vacuum. Provided that the higher resonances behave like sharp, well-defined particle-like excitations at large
momenta, their dispersion relation becomes effectively relativistic in the UV. The same qualitative features
are observed for the first five overtones of Ψ−, whose dispersion relations are shown in figure 6.4.
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Figure 6.4: Dispersion relation of the first five overtones of Ψ−. Plot (a) shows the variation of the imaginary part of the
corresponding quasinormal frequencies as we vary the momentum q . Plot (b) shows the corresponding change in the real part
of the frequency.
6.4.3 Residues
In order to further understand the field theory spectrum, it is important to compute the residues of the
retarded correlators at the various quasinormal frequencies, as they determine the weight with which they
contribute to the spectral function. To compute the residues numerically, we found it convenient to use a
method combining series expansions and numeric integration. Basically, the idea is to approximate by a
power series the solution for the fields Ψ±(z) near the horizon (i.e. for z ≥ 1 − ) and near the boundary
(i.e. for z ≤ δ), and integrate numerically from z = δ to z = 1 − . In this way, one avoids the stiffness
issues associated with numeric integration near the singularities.4 In order to ensure convergence of the
series expansions, for the values of the momenta we have studied it was sufficient to choose  = 10−3 and
δ = 10−7, and we kept ten terms in the series approximations at each end of the integration interval. By
matching the numerically obtained solution for the fields and their derivatives with the series expansions at
z = δ, we can construct the coefficients Ψ(0)± ≡ Ψˆ± and Ψ(1)± in (6.44) as a function of the frequency (for
fixed q) and with them we obtain the canonical momenta Π± using (6.48). At this step we can compute the
residue of Π± at a given quasinormal frequency w?, which is given by
Res Π±(w?) =
1
C±
Ψ(1)± (w)
∂w Ψˆ±(w)
∣∣∣∣∣
w=w?
. (6.118)
In practice, the denominator in this expression can be evaluated by discretizing the w -derivative. From the
residue of Π± we can calculate Res G1 and Res G2 using (6.59)-(6.60), which in turn allows us to compute
4This method was used in [166] to compute the quasinormal spectrum. In particular, the quasinormal frequencies are
obtained as the zeros of the Wronskian between the numeric solution and the series approximation at the matching point.
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the residue of the actual retarded Green’s functions constructed from G1 and G2 as given in (6.61)–(6.73).
In principle one should not only compute the residues of the sound modes, but those of the higher
resonances as well. For example, knowledge of the residue at the first overtone allows one to compute the
relaxation time scale into the hydrodynamic regime [133, 167]. While being cognizant of the importance of
these residues, due to the complexity of the numerical calculations involved, here we will restrict ourselves
to the hydrodynamic (sound) modes. As a representative of our results, in figure 6.5 we display the absolute
value of the sound pole residue for Gtt,tt and Gx,x.
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Figure 6.5: Absolute value of the sound pole residue as a function of momentum. Plot (a) shows the residue of Gtt,tt ; plot
(b) shows the residue of Gx,x.
In particular, we observe that the absolute value of the residue approaches zero as q → 0, and behaves as a
monotonically increasing function of q .
6.4.4 Green’s functions
By using the same combination of series approximations and numeric integration that was employed in the
calculation of the residues, one can numerically construct the retarded Green’s functions (6.61)-(6.73) as a
function of frequency (for fixed q). Since we have also computed the sound pole residue, one can compare
the Green’s functions obtained numerically with an approximation of the form (3.6). The results for the
imaginary and real parts of Gtt,tt at q = 0.5 and q = 1 are shown in figure 6.6. It is worth mentioning that
the contact terms presented in 6.3.3 should be taken into account when plotting the real part of the retarded
correlators.
At q = 0.5 (plots (a) and (b)) we observe an excellent agreement between the Green’s function obtained
numerically and the approximation obtained by truncating the spectrum to the sound modes only. Moreover,
the sound pole resonance is sharply peaked, so that these modes are well-defined particle-like excitations.
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Figure 6.6: Real and imaginary parts of the Gtt,tt Green’s functions as a function of the (real part of the) frequency. Plots
(a) and (b) correspond to q = 0.5, while plots (c) and (d) correspond to q = 1. The dots represent the actual numerical data,
and the solid (red) is the interpolation of the data by a smooth curve. The dashed (black) line represents the Green’s function
approximated by (3.6), with the spectrum truncated to include the sound modes only.
This is natural, since at small values of q the modes with ω(k → 0) → 0 are expected to dominate the
spectrum. For q = 1, the real part of the Green’s function is also accurately described by the sound
mode. In contrast, the numerically computed imaginary part shows two smaller peaks between w = 1.0 and
w = 1.2, which are not captured by the truncated approximation including the sound mode only (dashed
line). As we increase the momentum, we should in general expect the contribution of the higher resonances
to become noticeable, and it is therefore tempting to attribute these peaks to the effects of the first overtones
of Ψ+ and Ψ−, respectively. However, the position of the peaks in the plot slightly differs from the first
overtone frequencies as computed using Leaver’s method. This might indicate that the numeric precision in
our computations might not be adequate to conclusively identify the effects of higher resonances. A possible
way of elucidate the nature of these peaks is to include the contribution of the first overtones in the spectral
approximation (3.6) and compare it with the curve obtained from the numerics. Naturally, this approach
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presumes a knowledge of the residues of said poles with high enough accuracy, which we were not able to
obtain with the numeric techniques described above.
6.5 Conclusions
Using gauge/gravity duality techniques, we have constructed the correlation functions of the conserved
charge current and energy-momentum tensor of a (2+1)-dimensional strongly coupled field theory at finite
density and zero temperature. This problem is more challenging than the cases addressed previously in the
literature: not only we have considered the coupled electromagnetic and gravitational fluctuations, but we
also faced the additional complications introduced by the more severe singularity structure of the equations
of motion in the extremal background. In the process of these numerical computations, we resolved a number
of technical obstacles, and in particular were able to set up the Dirichlet problem for decoupled master fields
that determine the correlation functions of interest. We have found that the correlation functions at finite
density and zero temperature are essentially hydrodynamic in character at low frequency and momentum,
with the chemical potential setting the scale (rather than temperature). In the IR, they satisfy scaling
behavior originating from the IR CFT dual to the near-horizon geometry, and at generic momenta display a
dominant sound mode and a sequence of resonances (with typically small residue), along with a branch cut
at ω = 0. It would be interesting to apply these techniques to other systems of direct physical interest.
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Chapter 7
Aging and Holography
7.1 Introduction
As reviewed in the previous chapters, Gauge/gravity duality has been used extensively to study both quan-
tum critical behavior and equilibrium and hydrodynamical properties of a wide range of strongly-coupled
field theories. Time-dependent phenomena are typically much more challenging. Such phenomena are of
significant interest both on the field theory side, as well as from the purely gravitational point of view.
Understanding systems that are out of equilibrium is one of the most challenging problems in physics today,
and it certainly would be of interest to see if gauge/gravity duality can shed some light on this subject.
In what follows, we will make a first step in this direction. One of the simplest notions of non-equilibrium
physics is aging, which corresponds to “non-equilibrium criticality”, in a sense that we will make more precise
below. If a physical system is brought rapidly out of equilibrium by a sudden change of an external control
parameter (quenching), one often finds (i) slow (non-exponential) dynamics, (ii) breaking of time translation
invariance and (iii) dynamical scaling [168], [169]. We will show that aging phenomena [170] can be studied
by deforming a variant of gauge/gravity duality [55, 56] with isometries given by the Schro¨dinger algebra.
The geometrization of the Schro¨dinger algebra was first studied long ago; see for example, [171, 172] and the
more recent [173]. For a comprehensive review of the subject of aging from the condensed matter physics
perspective, see [174, 175] for example.
A crucial step in the theoretical description of some far from equilibrium phenomena was the realization
of the role of local scale invariance [169, 176–178]. In the particular case of aging phenomena [179], where it
is observed that the properties of non-equilibrium systems generically depend on time since the system was
brought out of equilibrium, the role of a sub-algebra of the Schro¨dinger algebra with dynamical exponent
z = 2 has been found to be crucial [180, 181]. This algebra is called the aging algebra, Aged.
In the recent past, there has been much interest in applying gauge/gravity duality to condensed mat-
ter systems. The classic examples of gauge/gravity duality involve anti-de Sitter (or asymptotically anti-
de Sitter) space-times, which are dual to (states of) conformal field theories. There are also versions of
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gauge/gravity duality that possess non-relativistic, rather than relativistic, symmetries, the most symmetric
being the Schro¨dinger algebra which is generated by the Galilean symmetries as well as scale transformations.
It is this algebra that is the closest non-relativistic version of the relativistic conformal algebra that plays a
central role in AdS/CFT duality. Work on this includes [55, 56, 182–184] as well as finite temperature black
hole versions [57, 58, 185, 186].
In this chapter we explore aging in the context of gauge/gravity duality. Our principle results include the
construction of time-dependent gravitational backgrounds that are dual to Aged-invariant field theories. In
section 7.2 we review the structure of the Schro¨dinger algebra Schrd and correlation functions in Schro¨dinger
invariant field theories. We also review how these theories are studied holographically. On the gravity side,
Schrd is realized as the isometry algebra acting on fields propagating on the background space-time, while
on the dual field theory side there is a distinct representation of Schrd acting on the operators of the theory.
In section 7.3, we review some features of the aging algebra and how it is represented, drawing on and in
some cases, interpreting, the vast literature. In section 7.4, we present our first main results concerning
the construction of geometries with Aged isometries. The principle result there is the realization that such
geometries have dimension d + 3 (as do the standard geometries with Schrd isometry) and locally have
Schrd isometry. In order to bring these geometries into the standard Schrd-invariant form, a singular time-
dependent transformation is required, and the locations of these singularities are to be thought of as the
temporal locations in which the dual field theory is kicked out of equilibrium. In section 7.5 we consider
the holographic computation of correlation functions in the Aged-invariant field theories, using appropriate
real-time techniques. We find that the correlation functions so obtained are of the form expected for Aged-
invariant field theories. There is a very interesting subtlety that emerges in this comparison however: the
most general aging phenomena are reproduced by complexified metrics (even in Lorentzian signature). We
believe that this is sensible: the complexity is related directly to the non-equilibrium character of the system,
in particular its “decay” towards an equilbrium configuration. We conclude in section 7.6. The material
presented in this chapter is based on work published by the author in collaboration with Robert Leigh,
Djordje Minic, and Leopoldo Pando-Zayas [187].1
7.2 The Schro¨dinger algebra and representations
The Schro¨dinger group is an action on space and time coordinates extending the usual Galilean symmetries
to include anisotropic scaling ~x → λ~x, t → λzt. Throughout this chapter, we will only discuss the non-
relativistic case, z = 2. These actions close on a larger group generated by temporal translations H, spatial
1 After [187] was completed, ref. [188], which has some overlapping content, was brought to the attention of the authors.
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translations Pi, Galilean boosts Ki, rotations Mij , dilatations D and the special “conformal” transformation
C.
The commutation relations satisfied by these generators, aside from the obvious commutators of rotation
and translations and those that vanish, read
[D,Ki] = Ki, [D,Pi] = −Pi, [Pi,Kj ] = δijN (7.1)
[D,C] = 2C, [C,Pi] = −Ki, [H,C] = D (7.2)
[H,Ki] = Pi, [D,H] = −2H (7.3)
We note that {H,D,C} generate an SL(2,R) subalgebra, with {Pi,Ki} forming an SL(2,R) doublet, and
the generator N is central. We will refer to the full algebra as Schrd, where d is the spatial dimension. This
algebra made its first appearance long ago, for example, as the invariance group of the Schro¨dinger equation
with zero potential.
If one considers field theories with this symmetry, one finds, in complete analogy with the conformal field
theory bootstrap, [189] that correlation functions are of a restricted form [169]. For example, for operators
that are scalars under rotations, the two-point function is essentially given by
〈O1(t1, ~x1)O2(t2, ~x2)〉 = δ∆1,∆2δn1+n2,0(t1 − t2)−∆1 exp
(
i
n2
2
(~x1 − ~x2) 2
t1 − t2
)
. (7.4)
In the holographic context, this result was obtained using real-time methods [112, 113] in Ref. [184], and
using Euclidean methods in [182, 190]. Similarly, higher point functions are of a constrained form as well.
In holography, one makes use of a space-time possessing Schrd as its algebra of isometries. Such a
space-time may be taken to have metric [55, 56]
ds2 =
L2
z2
(
dz2 − β
2
z2
dt2 − 2dtdξ + d~x2
)
, (7.5)
where ~x = (x1, . . . , xd) are the spatial coordinates of the dual field theory and z is the holographic direction
(with the “boundary” located at z = 0). The parameters β and L are length scales, and all the coordinates
have units of length.
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The space-time (7.5) has Killing vectors
Mij = xj∂i − xi∂j (7.6)
Pi = ∂i, H = ∂t, N = ∂ξ (7.7)
C = zt ∂z + t2 ∂t +
1
2
(
z2 + ~x2
)
∂ξ + txi ∂i (7.8)
D = z ∂z + 2t ∂t + xi∂i (7.9)
Ki = t ∂i + xi∂ξ (7.10)
providing a representation of the Schrd algebra (7.1–7.3) acting on bulk (scalar) fields. Since N is central,
such fields can be taken to be equivariant with respect to N , i.e., their ξ-dependence can be taken to be of
the form einξ for fixed2 n ∈ R. In gauge/gravity duality, the asymptotic (z → 0) values of fields propagating
in this geometry act as sources for operators in the dual field theory. The Schrd algebra acts on those
operators in a way that can be deduced from the field asymptotics [183, 184]. We thus get another distinct
representation of Schrd that acts on (scalar) operators of the dual field theory
Mij = xj∂i − xi∂j (7.11)
Pi = ∂i, H = ∂t, N = ∂ξ (7.12)
D = 2t ∂t + x∂x + ∆1 (7.13)
C = t2 ∂t + tx ∂x +
x2
2
∂ξ + ∆t1 (7.14)
Ki = t ∂i + xi∂ξ (7.15)
where ∆ is the scaling dimension; for equivariant fields, ∂ξ evaluates to in.
7.3 The aging algebra and correlation functions
The aging algebra, which we will denote as Aged, is obtained by discarding the time translation generator
H from the Schrd algebra. Indeed, the form of the algebra is such that it makes sense to do so. This is
the simplest possible notion of time-dependent dynamics, and it is considered as a rather special form of
non-equilibrium physics. Here, we consider the problem of constructing an appropriate space-time geometry
possessing Aged as its isometry algebra, and then compute some simple correlation functions.
Since H has been discarded, such correlation functions are not generically time-translation invariant.
2ξ is often taken to be compact, so that the spectrum of operators in the dual theory is discrete. This is not without
problems in the bulk, as ∂ξ is null in the geometry (7.5).
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To see what sort of time-dependence to expect, let us consider a construction that often appears in the
literature. Consider a diffusive system with (white) noise η and a time-dependent potential v(t) governed
by a wave-function φ satisfying3
2M∂tφ = ∇2φ− δV
δφ
− v(t)φ+ η. (7.16)
As pointed out in [168], correlation functions in this system can be studied by examining deterministic
dynamics governed by the aging group. Note that the “gauge transformation”
φ→ φ exp
(
− 1
2M
∫ t
v(τ)dτ
)
, (7.17)
removes the time dependent potential term from equation (7.16). This means that this sort of time-
dependence can be mapped to a system governed by the Schro¨dinger group. A simple physical model
for this type of time dependence is the out of equilibrium decay of a system towards equilbrium, following
some sort of quench.
In the special case
v(t) ∼ 2MKt−1, (7.18)
one finds that the wavefunctions are related via a scaling function to the wavefunctions of the Schro¨dinger
problem
φAge = tKφSchr. (7.19)
Thus, the local scale-invariance of aging systems is largely determined by studying first the Schro¨dinger
fields. In particular, the correlators of operators in an Aged-invariant theory can be expressed in terms of
the correlators of operators in a Schrd-invariant theory. Schematically, for the two-point function of a scalar
operator O, the result we want to reproduce is [191],[168]
〈O(t1)O(t2)〉Age ∼
(
t1
t2
)#
〈O(t1)O(t2)〉Schr, (7.20)
where # is a constant which characterizes the breaking of time-translation invariance. We will present the
details of this relationship below.
3The diffusion equation should be regarded as a Wick rotated version of a Schro¨dinger-like equation (or equivalently,
a Schro¨dinger-like equation is obtained by considering M to be imaginary). In following sections, we will always work in
Lorentzian signature. One does not expect that such Wick rotations are innocuous in general.
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7.3.1 Representations of Aged
Above, we gave two representations of Schrd, one acting on (scalar) operators of a field theory, and one acting
on the holographic bulk (scalar) fields. We now consider removing H from the algebra, and ask how the
representation of the remaining generators might be modified. We will consider first the representation on
operators, as that is what appears in the literature. Let us assume that the time and spatial coordinates t and
~x and the non-relativistic mass (equivalently the coordinate ξ) retain their standard meaning. Consequently,
we take the representation of Mij , Pi, N,Ki and D to be unchanged from that of Schrd. However, it is
possible that the form of the generator C could be modified consistent with the Aged algebra. Suppose then
that we write CA = C + δC, where CA is the representation of C in the aging algebra. In order for CA to
satisfy the commutators of the Aged algebra (which are unchanged from Schrd) we need
[Pi, δC] = 0, [N, δC] = 0, [Ki, δC] = 0, [D, δC] = 2δC. (7.21)
The first three commutators are easily seen to imply that δC can only be of the form δC = g1(t)1+ g2(t)∂ξ.
The fourth commutator then fixes gi(t) (i = 1, 2):
[D, δC] = 2δC ⇒ t∂tgi(t) = gi(t) ⇒ gi(t) = Kit, (7.22)
and we then conclude [191] that the most general form is
CA = t2 ∂t + tx ∂x +
x2
2
∂ξ + (∆ +K1)t1+K2t ∂ξ, (7.23)
where K1 and K2 are constants. Note that in the undeformed case K1 = K2 = 0, and that when evaluated
on equivariant fields, K2 is accompanied by the eigenvalue of ∂ξ which is imaginary. Thus, δC = Kt1,
where K = K1 + inK2 is naturally a complex number. The physical significance of the real and imaginary
parts will be discussed more fully below, but for now we note that we expect K to make an appearance in
time non-translation invariant features of correlation functions.
K has been described in the literature [191] as a “quantum number” labeling representations. We believe
that it is better to think of this parameter as a property of the algebra instead; indeed, later we will see K
emerge in a holographic setup as a parameter appearing in the metric, rather than being associated with
any particular field. We further note that if we were to demand [∂t, CA] = D, we would find that K = 0,
thus recovering the full Schro¨dinger algebra in its standard representation.
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7.4 A geometric realization of the aging group
In this section, we will explore how we might implement Aged as an isometry algebra. There are a variety
of possible constructions that present themselves. First, we might consider the breaking of time translation
invariance to be associated with the introduction of a “temporal defect”. In relativistic gauge/gravity duality,
there is a way to introduce spatial defects [70, 192] by placing a D-brane along an AdSd−1 slice of AdSd.
Such a brane intersects the boundary along a co-dimension one curve, which can be coordinatized as x = 0.
The choice of slicing preserves as much symmetry as possible: clearly Px is broken along with Kx and Mxj ,4
leaving unbroken SO(d − 1, 2). Because of Lorentz invariance, presumably such a construction works for
temporal defects in the relativistic case (see [193] for related work on time-dependent holography). Such a
construction would involve placing an S-brane along a suitable slice.
Similarly, spatial defects [74] can be introduced in non-relativistic holography in much the same way.
One can imagine placing a D-brane along a Schrd−1 slice of the Schrd space-time. Here, Px, Kx and Mx,j
would be broken. It is fairly obvious though that in this case, a temporal defect cannot be constructed in
this way. The basic reason is that time is much different than space in a non-relativistic theory, and at the
algebraic level, we seek to break H only. We will see signs of this sort of difficulty below.
7.4.1 Coset construction of aging metrics
To investigate the possibility of finding space-times that admit Aged as their isometry, we consider first a
coset construction. This approach allows us to explore the precise realization of certain symmetries linearly
or non-linearly and it is an exhaustive way of understanding the dimensionality of the space-time in which
the aging algebra can act. Ultimately, we will conclude that metrics with Aged isometry are realized in the
same dimension as Schrd. Along the way, one will appreciate the distinct difference between temporal and
spatial defects.
The goal of this section is to construct a G-invariant metric on the coset space M = G/H. The classic
example [194] is Minkd=Poincare´d/Lorentzd, in which Pµ are realized linearly, while the other generators
are realized non-linearly. We notice in particular that dimM = dimG− dimH, and at the algebraic level,
the generators split into two sets H and M.
We give a few details of the construction here, but the interested reader should consult the literature.
We write generators generically as Tn, and use the notation T[m] to denote generators in the coset, and
Th to denote generators in H. We introduce structure constants f and in particular are interested in the
commutators [Th, T[n]] = f
[j]
[n]hT[j]. The sought-after metric of M is related to a symmetric bilinear form
4Here we refer to the generators of the AdSd isometry, SO(d, 2).
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Ωmn in the generators Tn which is non-degenerate and invariant, satisfying:
Ω[m][n]f
[m]
[k]p + Ω[k][m]f
[m]
[n]p = 0 . (7.24)
First, let us review how one might obtain the Schrd space-time in this way [195]. One takes G to be
the Schro¨dinger group, and identifies H as generated by H = {Mij ,Ki, C − 12γN} with γ a real (non-zero)
parameter, while M = {H,D,N, Pi}. Counting parameters, we see that this will give rise to a space-time
of dimension d+ 3. The structure constants of interest may be deduced from the Schrd commutators given
above
f
[Pi]
[H]Kj
= f [N ][Pi]Kj = −δij , f
[N ]
[D](C+γN) = −γ, f [D][H](C+γN) = −1, f [P`][Pk]Mij = δikδj` − δjkδi` (7.25)
Eq. (7.24) then gives the Killing metric (using the ordering {H,D,N, Pi})
Ω =

−b 0 −a 0
0 γa 0 0
−a 0 0 0
0 0 0 a

(7.26)
Notice that this is non-degenerate only when γ 6= 0. If we represent a group element as g = exHHexNNexiPiexDD,
we compute5
g−1dg = e2xDdxHH + exDdxiPi + dxNN + dxDD. (7.27)
We then find
Ω(g−1dg, g−1dg) = −be4xDdx2H + ae2xD (−2dxNdxH + dx2i ) + γadx2D. (7.28)
This is precisely the Schro¨dinger metric in the form (7.5), if we identify exD = L/z, xH = t, xN = ξ and
γ = L2, a = 1, b = β2/L2.
Next, we try to apply a coset construction to derive a space-time with Aged isometry. If we simply take
the coset above, but remove H fromM, we would construct a space-time of dimension d+ 2. However, one
finds that there is no such coset with non-degenerate metric; the operational reason is that if we eliminate
the structure constants with an [H] index, then the relation (7.24) gives Ω[N ][any] = 0. We conclude that
there is no coset construction of Aged isometric space-times in dimension d+ 2. This means that there is no
way to slice Schrd in co-dimension one that preserves Aged along the slice, and thus there is no analogue of
5Here, we just need the relation e−xDAexD = e−nxA if [D,A] = nA.
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a “defect construction” for a temporal defect in this non-relativistic case. As shown in Ref. [74], one can do
this for spatial defects, and in the context of the coset construction, it just means that we can construct a
space-time with Schrd−1 isometry in d+ 2 dimensions.
We can attempt to construct Aged in d+ 3 dimensions via the coset construction. In this case, we could
take
H = {Mij , Pi}, M = {C,D,N,Ki} (7.29)
and obtain the structure constants of interest
f[C]
[Ki]
Pj
= −δij , f[Ki][N ]Pj = −δij , f[Kk]
[K`]
Mij
= δikδj` − δjkδi` (7.30)
Working out the Killing metric, which has to satisfy (7.24), we find
Ω =

−a −c −w 0
−c b 0 0
−w 0 0 0
0 0 0 w

, (7.31)
and we note detΩ = −bwd+2. Representing a group element as g = excCexNNexiKiexDD , we compute
g−1dg = e−2xDdxCC + e−xDdxiKi + dxNN + dxDD , (7.32)
and hence
Ω(g−1dg, g−1dg) = −e−4xDadx2C + bdx2D − 2ce−2xDdxCdxD + we−2xDdx2i − 2we−2xDdxNdxC . (7.33)
We will hold off on interpreting the coordinates that appear here until the next section. However, we note
that this metric does not actually have Aged as its isometry, but in fact Schrd, as long as all of the generators
are well-defined.
7.4.2 Direct construction of Aged isometric spacetimes
We have learned that in attempting to construct space-times with Aged isometry, we are lead to space-
times that have Schrd isometry. We believe the precise statement is that the space-times constructed in
this way are locally Schro¨dinger. That is, at a generic point, the isometry algebra is Schrd. This leaves
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open the possibility that there might exist space-times that are locally Schro¨dinger, but globally have only
Aged. A simple example of how this might occur is that given a metric with Aged but no manifest time
translation invariance, a singular time-dependent change of coordinates is necessary to bring the metric into
the standard Schro¨dinger form. This possibility, which we will realize below, is not in conflict with the coset
construction given above. Now, one might argue that such coordinate singularities are not physical, but
this is far from the truth in holographic studies. The coordinate singularities that we will study below are
on a similar footing in this regard to black hole horizons. These are of course only coordinate singularities
with no invariants behaving poorly, but there is no doubt that they have a profound effect in gauge/gravity
duality — the horizon is the place where we impose boundary conditions.
In this section, we explore a more direct approach to constructing metrics with Aged isometry. That is,
we consider a class of metrics that manifestly preserve the generators of Aged but are not time-translation
invariant. Our main result, mentioned above, is that a metric admitting the algebra of aging as isometries
automatically admits an extra generator that completes the aging algebra back, up to an isomorphism, to the
Schro¨dinger algebra. In fact, this situation reflects, on the holographic side, the close relationship between
Age and Schro¨dinger fields, as exemplified by eq. (7.17). Indeed, we will go on to construct correlation
functions in these geometries and show that they have the expected form.
The key feature of such metrics is that Aged invariance allows the metric components to depend on the
invariant combination T = βt/z2. This is scale invariant (and dimensionless) but clearly transforms under
time translations. A fairly general ansatz for the metric is then of the form
ds2 =
L2
z2
[
fzz (T ) dz2 +
2β
z
fzt (T ) dzdt− β
2
z2
ftt (T ) dt2 + f (T )
(−2dtdξ + d~x2)] . (7.34)
As a regularity requirement, the functions fzz and f are chosen such that detg = −L8fzzf3/z8 is non-zero
everywhere other than z = ∞. It is clear that the ansatz (7.34) already admits {Mij , Pi,Ki, D,N} as
isometries and the generators are in the same form as in the Schro¨dinger space-time, (7.6). If the metric
functions fzz(T ) and f(T ) are independent, one concludes that there are no further isometries.
We would now like to augment the set of isometries to include a Killing vector isomorphic to the generator
C. We will find that an attempt to add a generator C is always accompanied, locally, by the simultaneous
appearance of a generator H. Thus, it is not possible to construct in this way a metric that has Aged isometry
without having the full Schrd isometry, locally. As we will describe below, these Schro¨dinger metrics are a
family parameterized by 2 arbitrary functions (chosen here to be f and ftt), and a closed expression for all
the generators is given.
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One finds that in order to enlarge the isometry group, we have to impose the following relations between
the metric functions:
fzz(T ) = [1 + h(T )]
2
,
fzt(T ) = T
[
ftt(T ) + cf2(T )
]− h(T )(h(T ) + 2)
4T
,
(7.35)
(7.36)
where c is a constant and we have defined h(T ) = T f˙(T )/f(T ) (the dot denotes a derivative with respect
to T ). Let us now see how these conditions come about. We first recall that the ansatz (7.34) we start with
already respects the symmetries P,K,D,N , and the corresponding generators take the same form as in the
standard Schro¨dinger geometry (7.5) (with z = 2). Thus, the question we pose is whether we can choose
the set of metric functions in such a way that the metric also admits a Killing vector isomorphic to C, but
not an H generator. In order to allow for the appearance of additional isometries (besides P,K,D,N), one
is led to set
fzz(T ) = k2 (1 + h(T ))
2
, (7.37)
where h(T ) = T f˙(T )/f(T ) 6= −1 and T = βt/z2 as before, and k is an integration constant that can be set
to k = 1 by a simple redefinition of parameters. A systematic analysis of Killing’s equations fixes a general
would-be isometry generator V to be of the form
V = cPP + cKK + cDD + cNN + cCC + cHH, (7.38)
where cP , cK , etc are constants, and in addition to D,K,P,N we have
C =
1
2
tz
(
h+ 2
h+ 1
)
∂z + t2∂t + tx ∂x +
[
z2T
2f(h+ 1)
(
−T f˙zt + 2(h+ 1)fzt + T 2f˙tt − 2Thftt
)
+
k2z2
4f
(
−T h˙+ (h+ 1)(h+ 2)
)
+
x2
2
]
∂ξ (7.39)
H = ∂t +
z
2t
h
h+ 1
∂z +
[
β
2tf(h+ 1)
(
−T f˙zt + 2hfzt + T 2f˙tt − 2Thftt
)
− βk
2
4tTf
(
T h˙− h(h+ 1)
)]
∂ξ . (7.40)
The crucial point is as follows: for a generator V of this form, there is still one component of Killing’s
equations that remains to be satisfied, which is6
0 =
(cH
t2
+ cC
)
G(T ) , (7.41)
6Writing Killing’s equations in the (T, t, ξ, x) coordinate system, the remaining equation is the Tt component.
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where G(T ) is a function of T only, given by
G(T ) = +2T 4(h+ 1)f¨tt − 2T 4h˙f˙tt − 2T 3hf˙tt + 4T 3f˙tt − 6T 3h2f˙tt − 4T 3ftth˙+ 4T 2h3ftt − 4T 2ftth
− 2T 3(h+ 1)f¨zt + 2T 3h˙f˙zt + 6T 2h(h+ 1)f˙zt − 2fztTh(h+ 1)(2h+ 1) + 2T 2fzth˙
− k2h(h+ 1)3(h+ 2) + k2T h˙(h+ 1)2(3h+ 2)− k2T 2(h+ 1)2h¨ . (7.42)
Thus, in order to satisfy (7.41) we need either {cH = 0 and cC = 0}, or {G(T ) = 0}. If cH = cC = 0 we are
back to our starting ansatz, that is, only the 4 isometries P,K,D,N . So the only interesting case is when
G(T ) = 0. But this leaves cH and cC arbitrary, introducing 2 new isometries at the same time (C and H).
The remaining constraint G(T ) = 0 should be thought of as an equation determining one of ftt, fzt, h (i.e.
f) when the other two are given. Thus, our metrics are a family parameterized by 2 independent functions,
that here we will choose to be f and ftt. Remarkably, the equation G(T ) = 0 can be integrated, providing
the relation
fzt(T ) = T
(
ftt + cf2
)− k2
4T
h(h+ 2) , (7.43)
where c is an arbitrary constant. This in turn simplifies the form of the generators we gave above:
C =
1
2
tz
(
h+ 2
h+ 1
)
∂z + t2∂t + tx∂x +
1
2
[
x2 +
z2T 2
f(h+ 1)
(
k2
4T 2
(h+ 2)2 + ftt + cf2
)]
∂ξ (7.44)
H = ∂t +
z
2t
h
h+ 1
∂z − β
2
2z2f(h+ 1)
(
k2
4T 2
h2 + ftt + cf2
)
∂ξ . (7.45)
We note that these geometries have a constant negative scalar curvature given by R = − (d+3)(d+2)L2 . Since
the cosmological constant in d+ 3 dimensions is Λ = − (d+1)(d+2)2L2 , these metrics then satisfy (in units where
κ2 = 16piGN = 1)
Gµν + Λgµν = Rµν +
(d+ 2)
L2
gµν =
1
2
T (mat)µν , (7.46)
where
T (mat)µν = −2c(d+ 4)
β2
z4
f(T )2 δtµδ
t
ν ⇒ (Tm)µµ = 0, (7.47)
and c is the integration constant appearing in (7.36). An explicit system supporting the geometry (7.34–7.36)
would have to give rise to this (bulk) stress-energy tensor.
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The Killing vectors are given by (the others are unchanged)
C =
1
2
tz
(
h+ 2
h+ 1
)
∂z + t2∂t + t~x · ~∂ + 12
[
~x2 +
z2
h+ 1
(
T 2ftt
f
+
(h+ 2)2
4f
+ cT 2f
)]
∂ξ
H = ∂t +
z
2t
h
h+ 1
∂z − β
2
2z2(h+ 1)
(
h2
4T 2f
+
ftt
f
+ cf
)
∂ξ
(7.48)
(7.49)
and it is easy to check that they indeed satisfy the Schro¨dinger algebra. Thus, we find generators that are
simply deformed from their realizations in the standard Schrd metric.
As we will explain below, it turns out that the simplified class of solutions of the form
fzt(T ) = T (ftt(T )− 1) (7.50)
f(T ) = fzz(T ) = 1 , (7.51)
which indeed solve (7.35-7.36) with c = −1, will lead to results which match our field theoretical expectations.
In this case we have
ds2 =
L2
z2
[
dz2 + 2
β
z
T (ftt(T )− 1)dtdz − β
2
z2
ftt(T )dt2 − 2dtdξ + d~x2
]
, (7.52)
and the generators of interest simplify to
H = ∂t − β
2
2z2
(ftt(T )− 1)∂ξ (7.53)
C = tz∂z + t~x · ~∂ + t2∂t + 12(~x
2 + z2)∂ξ +
1
2
z2T 2(ftt(T )− 1))∂ξ (7.54)
Clearly, this system reduces to the standard Schrd form when ftt(T ) = 1. It is “locally Schro¨dinger” for
any ftt(T ) in some domain. Indeed, it can be obtained from (7.5) by the following change of coordinates:
ξ′ = ξ +
β
2
∫ T
dT ′ [ftt(T ′)− 1] . (7.55)
We comment on the properties of this coordinate transformation below.
7.4.3 Comments on the asymptotic realization of the algebra
In gauge/gravity duality, what we are most interested in is what symmetries are realized in the dual field
theory. It is clear that (7.55) is singular at t = 0 whenever ftt(T ) includes negative powers of T . With this
106
in mind, we are led to consider functions of the form
ftt(T ) =
∑
j
αjT
−j (7.56)
We will take (without loss of generality) α0 = 1 and we will find that α1 plays a special role. We note that T
contains a factor of z2, which goes to zero asymptotically. Thus different powers of T behave quite differently
asymptotically. If positive powers of T were present (i.e., j < 0), ftt(T ) would blow up asymptotically; these
would correspond to “relevant deformations” — they correspond to terms in the generators that blow up as
z → 0 (for fixed generic t), presumably rendering, at best, some unknown algebra. Thus, we will focus on
j ≥ 0 in (7.56). Note then that we have
H = ∂t − β
2
2
∑
j>0
αj(βt)−jz2(j−1)∂ξ, (7.57)
C = tz∂z + t~x · ~∂ + t2∂t + 12(~x
2 + z2)∂ξ +
1
2
∑
j>0
αj(βt)2−jz2(j−1)∂ξ . (7.58)
Terms involving j > 1 in a sense are “irrelevant” in the z → 0 limit (for fixed generic t), and we thus focus
on the case α1 = α 6= 0, i.e.,
ftt(T ) = 1 +
α
T
(7.59)
which gives
H = ∂t − 12
αβ
t
∂ξ (7.60)
C = tz∂z + t~x · ~∂ + t2∂t + 12(~x
2 + z2)∂ξ +
1
2
αβt∂ξ . (7.61)
Notice that this particular form of C is the bulk generalization of the generator we found in (7.23), with K
identified as iαnβ/2. Note also that in this case, if we consider how C behaves for z → 0, we see that it is
well-defined on the whole boundary, but H is apparently singular at t = 0. Although the full Schrd algebra
is present locally, we clearly need to be careful near t = 0. If we interpret the blowing up of the components
of H as an indication that we lose H as a generator, we obtain precisely what we want in the dual field
theory. It should be emphasized again however that this is a coordinate singularity; for example, the norm
of the vector field H is well-behaved everywhere in the metric
ds2 =
L2
z2
[
dz2 +
2αβ
z
dzdt− β
2
z2
(
1 +
α
T
)
dt2 − 2dtdξ + d~x2
]
. (7.62)
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We note also that this metric breaks a discrete symmetry enjoyed by the Schrd metric, namely “CT”,
t→ −t, ξ → −ξ.
The change of coordinates (7.55) that would take this metric back to the standard Schro¨dinger form is
now
ξ′ = ξ +
αβ
2
lnT = ξ +
αβ
2
ln
(
βt
z2
)
. (7.63)
The multi-valuedness of the logarithm in the complex t plane will play an important role in the physical
interpretation of the point t = 0 and in the calculation of correlation functions that we present below.
7.4.4 Comments on coordinates
Let us now expand on the similarity between t = 0 and a black hole horizon. The point t = 0 is a coordinate
singularity — a clear indication of this is that no curvature invariant blows up there. More transparently,
the coordinate change (7.55)
ξ′ = ξ +
β
2
∫ T
dT ′
[
ftt(T ′)− 1
]
. (7.64)
takes the metric into the standard Schro¨dinger form. For the particular choice of ftt = 1 + α/T , note
the similarity between this coordinate change and the tortoise change that one performs to clarify that
the horizon is a coordinate singularity in the case of the Schwarzschild solution. One can take the above
coordinate change as valid away from t = 0. Once in the coordinate ξ′, we can simply extend the metric
past the t = 0 singularity as we routinely do for the Schwarzschild black hole. Thus, we should think of the
above coordinate transformation as a type of tortoise coordinate that gets rid of the horizon-type singularity
at t = 0.
And yet we should ask why the analysis of Killing vectors naturally picks a metric of the form given
above. As shown above our geometry is a piece of the Schro¨dinger geometry for t > 0. We think about this
piece of the geometry in much the same way as we think of the Poincare´ patch of global AdS. Note that
by considering the t > 0 piece of the geometry we break time-translational symmetry, much as the Poincare´
slice breaks rotational symmetry along the sphere of global AdS. Moreover, even though the Poincare´ patch
is not geodesically complete we insist on using it because we attach a specific field theoretic meaning to
those coordinates. We believe that this makes sense physically and that is our goal. We found a “natural”
way to cut off the Schro¨dinger space at t = 0, which is dictated by the symmetries.
We can compare this interpretation to the treatment reviewed in section 7.3. There is a special choice
made in eq. (7.19) which relates the aging and the Schro¨dinger field. We could rewrite that equation as
φSchr = φAge/tK . So, all the aging dynamics can be written as Schro¨dinger dynamics. Of course, we throw
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away the point t = 0 since in aging we actually wait for the system to start evolving a bit after the quench.
To make our analogy with the Poincare´ patch more complete, let us consider the norm of time translation
in our metric7:
||∂t|| = gtt = β
2
z2
ftt =
β
z2
(
1 + α
z2
t
)
. (7.65)
For α = 0 we recall that at z →∞ the coordinate t becomes null — this is the typical horizon in the Poincare´
patch which appears as a consequence of limiting to a patch of global AdS (see, for example section 2.2.1 of
[12]). Now, additionally, we have that at t→ 0 the norm blows up.
Given the analogy with the black hole horizon, if we are to interpret the dual field theory as living in the
t > 0 patch, we must address the question of what boundary condition to place on fields at t = 0. In the
next section, we will present a calculation of two-point correlation functions. We will find, much in the spirit
of eq. (7.19), that solutions to equations of motion in the bulk in the Aged geometry are closely related
to those in the Schrd geometry, which we note are valid for all t. We will take the underlying relationship
with the Schro¨dinger fields as our guiding principle: Aged invariant correlation functions can be constructed
via a Keldysh contour in the complex t-plane which passes over the point t = 0. The behavior of fields
in the vicinity of t = 0 (namely their discontinuity) will be assumed to follow from the continuity of the
corresponding Schro¨dinger fields – indeed, since all fields are taken to be equivariant, the coordinate change
(7.63) induces φ(−, ~x) = eipinβα/2φ(+, ~x). We believe that this boundary condition corresponds physically
to some sort of quenching of the system, the details of which we will not further consider.
7.5 Correlation functions
With these comments in mind, we now consider a scalar field on the geometry (7.62). We look for solutions
to the scalar wave equation for the family of metrics (7.52) that are of the form
φ(z, t, ξ, x) = eQ(T )einξφS(z, t, x;n) = eQ(T )einξ
∫
ddp
(2pi)d
dω
2pi
ei~p·~x−iωtφS(ω, p, n; z), (7.66)
where Q(T ) is some function and φS denotes a solution of the wave equation on the standard Schro¨dinger
background (7.5) (which is translationally invariant). If such a form exists, then the appearance of time
translation non-invariance in the scalar is entirely in the scale-invariant prefactor exp(Q(T )). We note that
given the fact that the form of the dilatation operator is the same for both Aged and Schrd, the corresponding
fields have the same conformal dimension, even though there is z-dependence in the prefactor, precisely
7Time translation is clearly not a symmetry of the system.
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because T is dilatation invariant. We note also that the ansatz for the scalar fields is reminiscent of the
expected form, (7.19).
Indeed, for the geometry (7.62), the scalar Laplacian is such that solutions are of the form (7.66), with
Q(T ) =
inβ
2
∫ T
dT ′ [ftt(T ′)− 1] . (7.67)
For the Schro¨dinger field, in the asymptotic region we have
φS(z → 0, t, ~x;n) ∼ z∆−φ(0)S (t, ~x;n) + ... (7.68)
and thus the aging field behaves (assuming the form (7.59)) as
φ(z → 0, t, ~x;n) ∼ z∆−
(
βt
z2
)−inβα/2
φ
(0)
S (t, ~x;n) + ... (7.69)
As we mentioned, although there is an unusual factor of z present here, because the generator D is unmod-
ified, the scaling dimension of φ is the same as φS . As we will see below, the extra factor of z should be
thought of as a “wavefunction renormalization” factor that should be absorbed into the definition of the
dual operator — it is included in the source for Age fields.
Now, one might assume since the prefactor is common to both the source and the vev, that it cancels out
in the evaluation of the Green function. We will show below that this is naive — it is related to depending
too much on Euclidean methods. When one carefully examines the real-time correlation functions, one finds
that the prefactor makes its presence felt.
Note also that the prefactor is generally complex. If we confine ourselves to α ∈ R, which one normally
would do in real geometry, then formally the prefactor is a phase. However, Q(T ) is generally a complex
function, as, for the choice (7.59), it is a multi-valued function about t = 0. It is then not too much of a
stretch to go all the way to a complexified geometry, in the sense of taking α ∈ C. As we have discussed
above, the real and imaginary parts of α (or K in the language of section 7.3.1) have a direct physical
interpretation, and we will encounter precisely that in the Aged-invariant correlation functions that we
study below.
The Schro¨dinger theory is renormalizable [184]; the on-shell action can be made finite by the inclusion of
a number of Schro¨dinger invariant counterterms. One can show that the boundary renormalization of the
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Age theory follows that of Schro¨dinger closely. Indeed, the bulk action
S = −1
2
∫
dd+3x
√−g (gµν∂µφ¯∂νφ+m20/L2|φ|2) (7.70)
reduces on-shell to the boundary term
Sos =
1
2
∫

dd+1xdξ
√
|γ| φ¯n · ∂φ (7.71)
Here we take the “boundary” to be a constant z slice, with normal n = Lz dz; the corresponding normal
vector is n = 1L (z∂z + αβ∂ξ) when we use ftt(T ) = 1 + α/T . Since the on-shell solutions are of the form
φ = eQ(T )φSchr, we get
Sos =
1
2L
∫

dd+1xdξ
√
|γ| eQ(T )+Q(T )φ¯Schrz∂zφSchr (7.72)
with γ the induced spatial metric. This is precisely of the same form as in the Schrd¨inger case, with the
inclusion of the prefactors appropriate to Age fields. We see again that one must be careful in this case in
interpreting powers of z — since the Age fields are of dimension ∆, the scale invariant z-dependent prefactors
must be associated with the normalization of operators. They are not to be canceled by the addition of
counterterms.
In what follows, we will focus on the calculation of the two-point functions of scalar operators dual
to φ. As we stated above, because of the time-dependence of the metric, it is dangerous to attempt to
employ Euclidean continuation, and thus we will consider the real time correlators very carefully using the
Skenderis-Van Rees method [112, 113], following [184] closely.
7.5.1 Review of Schro¨dinger calculations
We refer to the reference [184] for various details, but we will outline the results found there in the Schro¨dinger
geometry. Generally, correlators are computed by constructing solutions along segments of a contour in the
complex time plane, where the choice of contour determines the nature of the correlator considered. In the
case of a time ordered correlator, the contour is as shown in Fig. 7.1.
A vertical segment corresponds to Euclidean signature, while a horizontal segment corresponds to
Lorentzian signature. One computes the solutions in the presence of a δ-function source on the real axis
along each segment, and matches them at junctions.
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M0
−T
M1 T
t′
M2
Figure 7.1: Contour in the complex t-plane corresponding to the time-ordered correlator.
Schro¨dinger solutions: Lorentzian
In Lorentzian signature, we use the notation q =
√
q2 =
√
~k2 − 2ωn. Solutions of the scalar wave equation on
the Schro¨dinger space-time are given in terms of Bessel functions. For q2 < 0, both the Kν and Iν solutions
are regular everywhere, while for q2 > 0, Iν diverges for large z and is discarded. Noting that q has a branch
point at ω = ~k2/2n, we facilitate integration along real ω by properly deforming q to q =
√
−2ωn+ ~k2 − i.
With these comments, we arrive at the general solution in Lorentzian signature [184]
φS(z, t, ~x; ξ) = einξ
∫
dω
2pi
ddk
(2pi)d
e−iωt+i~k·~xz
d
2+1
(
As(ω,~k)Kν(qz) + θ(−q2)Bs(ω,~k)Jν(|q|z)
)
. (7.73)
Schro¨dinger solutions: Euclidean
Next, we consider a similar analysis in Euclidean signature. To do so, we Wick rotate the metric (7.52) to
(more precisely, along M0 and M2 respectively, we write t = ±(−T + iτ))
ds2 =
L2
z2
[
dz2 +
β2
z2
dt2 − 2idτdξ + d~x2
]
. (7.74)
Although this metric is complex, it is possible to trace carefully through the analysis.
The general solution of the Schro¨dinger problem is
φS(z, τ, ~x; ξ) = einξ
∫
dωE
2pi
ddk
(2pi)d
e−iωEτ+i~k·~xz
d
2+1A(ωE ,~k)Kν(qEz) , (7.75)
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where now qE =
√
q2E =
√
~k2 − i2ωEn. Note that in this case, the branch point is at imaginary ωE , and
so no i insertion is necessary. In writing this, we have assumed that τ ∈ (−∞,∞) and thus φS has no
normalizable mode. One has to be careful with this. For example, if τ ∈ [0,∞), we write ωE = −iω for φ
and ωE = iω for φ¯ and the following mode is allowable
φS ∼ einξe−ωτ+i~k·~xz d2+1Iν(qEz) (7.76)
as long as ω > 0 and −2ωn+ ~k2 < 0, or equivalently ω > ~k2/2n. For τ ∈ (−∞, 0], no such mode is present.
Correlators (Schro¨dinger)
The correlators are computed by recognizing the asymptotics as sources for corresponding operators
eiS
bulk
C [φ¯
(0)
S ,φ
(0)
S ] = 〈ei
R
C
(Oˆ†φ(0)S +φ¯(0)S Oˆ)〉 (7.77)
where the fields have asymptotic expansions
φS = einξ
{
z∆−
(
φ(0) + z2φ(2) + o(z4)
)
+ z∆+
(
v(0) + z2v(2) + o(z4)
)}
(7.78)
with ∆± = 1 + d/2± ν and
φ(2m) =
1
2m(2∆+ − (d+ 2)− 2m)Sφ(2m−2) , (7.79)
where S = 2in∂t + ~∇2 is the Schro¨dinger operator. In [184] the bulk to boundary propagator was derived
K(n)(t, ~x, z; t′) =
2z1+d/2
Γ(ν)
∫
dω
2pi
ddk
(2pi)d
e−iω(t−t
′)+i~k·~x
(q
2
)ν
Kν(qz) , (7.80)
which determines the time ordered correlator
〈T
(
Oˆ(n)(~x, t)Oˆ†(n)(~x′, t′)
)
〉Schr. = 1
pid/2Γ(ν)
( n
2i
)∆+−1 θ(t− t′)
(t− t′)∆+ e
in
(~x−~x′)2+i
2(t−t′) . (7.81)
The derivation of the final result involves a somewhat difficult contour integral.
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7.5.2 Aging correlators
Now, we turn our attention to the computation of correlators holographically in the Age geometry. Because
of the physical interpretation, that of a quench at t = 0, we focus on correlators of operators inserted at
times t > 0. We have argued that the point t = 0 is much like a horizon, and so one should in fact confine
oneselves to the t > 0 patch. As we have also discussed, the Age solutions have a discontinuity across t = 0
given by φ(−, ~x) = eipinβα/2φ(+, ~x). To calculate the Age correlators, we propose that one should use the
same Keldysh contour as above, fixing the solutions to the Age problem formally by requiring the continuity
of the associated Schro¨dinger solutions. This prescription uniquely determines the two-point correlation
function, and as we shall see, gives the expected form (7.20). We proceed to construct solutions on the
segments M0,M1 and M2.
Age solutions: Lorentzian
With the same setup as for the Schro¨dinger problem above, we arrive at the general solution in Lorentzian
signature
φ(t, ξ, ~x, z) = eQ(T )einξ
∫
dω
2pi
ddk
(2pi)d
e−iωt+i~k·~xz
d
2+1
(
As(ω,~k)Kν(qz) + θ(−q2)Bs(ω,~k)Jν(|q|z)
)
(7.82)
Age solutions: Euclidean
Next, we consider a similar analysis in Euclidean signature. To do so, we take complex time t = ±(−T + iτ)
(this is appropriate to M0 and M2 respectively) and thus replace the metric (7.52) by
ds2 =
L2
z2
[
dz2 +
β2
z2
ftt(TE)dτ2 ∓ 2idτdξ ± 2iβTE
z
(ftt(TE)− 1)dτdz + d~x2
]
(7.83)
where TE = ±β(−T + iτ)/z2.
The general solution of the Age problem is
φ(τ, ξ, ~x, z) = eQ(TE)einξ
∫
dωE
2pi
ddk
(2pi)d
e−iωEτ+i~k·~xz
d
2+1A(ωE ,~k)Kν(qEz) (7.84)
where now qE =
√
q2E =
√
~k2 − i2ωEn.
114
Time-ordered correlator
As in the Schro¨dinger case, the solution along the M0 component is zero. Thus we have to require φ1(t1 =
−T, ~x, z) = 0. We then also conclude that there is no normalizable solution on M1. Thus, we should have a
unique solution.
We place a δ-function source at ~x = 0, t1 = tˆ1 > 0 on M1. That is, we want
φ1(t1, ~x, z)
∣∣∣
z→0
= z∆−einξδ(t1 − tˆ1)δ(~x) (7.85)
This requires the field to be of the form
φ1(t1, ~x, z) =
2
Γ(ν)
eQ(T1)−Q(Tˆ1)einξz1+d/2−inαβ
∫
dω
2pi
ddk
(2pi)d
e−iω(t1−tˆ1)+i~k·~x
(q
2
)ν
Kν(qz). (7.86)
On M2 we then have (where we match at t = T )
φ2(τ2, ~x, z) =
2pii
Γ(ν)
eQ(−iβ(τ2+iT )/z
2)−Q(Tˆ1)einξz1+d/2−inαβ
×
∫
dω
2pi
ddk
(2pi)d
e−ω(τ2+iT−itˆ1)+i~k·~xθ(−q2)
( |q|
2
)ν
Jν(|q|z). (7.87)
For t1 > tˆ1, the correlator K(t1, tˆ1) is essentially φ1 itself. Given the choice of Q(T ), we have
Kage(t1, tˆ1; ~x) =
(
t1
tˆ1
)inαβ/2
KSchr(t1, tˆ1; ~x) (7.88)
This result is the expected one — it displays the time-translation non-invariant scaling form, with exponent
given by K = iαnβ/2. We see that for real α, this time dependence is a phase.8 It is only for α complex
that the correlator corresponds to a relaxation process. For generic α, the correlator “spirals in” towards
the Scho¨dinger correlator at late times.
Note that for this physical interpretation, one expects that Im α > 0. This is related holographically to
normalizability of the solutions. Indeed if one traces the solution back to t = −T , for Imα < 0, the prefactor
of the solution blows up as T →∞, but is innocuous for α in the upper half plane.
8In the aging literature, many specific systems have been studied numerically for which no such phase is present. To be
capable of seeing such a phase, one must at least have a complex order parameter. As an example, it is possible that such
behavior could be seen in px + ipy superconductors.
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7.6 Conclusions
We have discussed the holography of the aging group, its geometric realization and the relevant correlation
functions as implied by the aging/gravity duality. We hope that this approach will lead to a better under-
standing of aging phenomena as it carries the seed of potential applications to a large host of phenomena
involving polymeric materials, spin glasses, ferromagnets and granular media. We believe that various ques-
tions concerning couplings to various sources could be readily answered in the holographic context. The
holographic approach can also potentially allow to address questions of thermodynamics and higher point
correlations.
There are a few interesting questions one might like to pursue. A natural one is the embedding of the
solutions we considered here into string theory. Another problem that is largely suggested by the condensed
matter literature is the computation of the correlation function for operators with different conformal di-
mensions. In the holographic setting this problem seems more difficult and it might involve the existence of
some domain wall solution.
It is worth stressing that from the condensed matter point of view one of the most important problems
would be the determination of the critical exponents. Although the practical details of this problem remain
completely elusive, it is worth noting that string theory provides a framework for understanding the process
through holographic RG flows. In fact, it is plausible to imagine holographically starting with an ultraviolet
theory that in the infrared becomes one of the geometries we have discussed, and in such a case, the value
of exponents would presumably be selected.
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Chapter 8
Fermions and Supergravity on
Squashed Sasaki-Einstein Manifolds I:
Generalities
In the present chapter we introduce the necessary background material needed to discuss the reduction
of the fermionic sector in Kaluza-Klein truncations of type IIB and D = 11 supergravity on squashed
Sasaki-Einstein manifolds, which consistently retain massive modes. As we shall describe in detail below,
these compactifications are of direct relevance for the applications of holography to the study of superfluid-
ity/superconductivity from a top-down perspective. The material presented here is based on work published
by the author in collaboration with Ibrahima Bah, Alberto Faraggi, Robert Leigh and Leopoldo-Pando Zayas
[196, 197].
8.1 Motivation: Kaluza-Klein compactifications and top-down
holographic superconductors
Recently, the search for holographic setups describing systems that might be relevant for condensed matter
physics has considerably expanded our knowledge of classical gravity and supergravity solutions. These
include, among others, “hairy” black holes used in the holographic description of superfluidity ([40–42], for
example), and both extremal and non-extremal solutions with non-relativistic asymptotic symmetry groups
([55–58, 185], for example). Since string theory and M-theory are defined on a ten- and eleven-dimensional
spacetime, respectively, the starting point in top-down models is usually a ten or eleven-dimensional super-
gravity solution. Since we are interested in lower-dimensional physics, the ability to dimensionally reduce
these solutions is therefore central. This is usually achieved by the mechanism of Kaluza-Klein (KK) reduc-
tion. Roughly speaking, in the KK compactification mechanism one regards the original spacetime where
the higher-dimensional fields propagate to be a product of the form A×B, where B is typically a compact
manifold. Then, the various fields are organized in representations of a symmetry group acting on B, which
results in an effective lower-dimensional theory on A, with various effective masses and couplings as the
remanent of the dependence of the original fields on the compact coordinates. The simplest example is per-
haps the case where a single direction is compactified on a circle, i.e. the D-dimensional spacetime is of the
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form AD−1 × S1; Fourier transforming the original fields in the compact direction, one obtains a collection
of (D − 1)-dimensional fields propagating in AD−1 labeled by the momenta on the circle, which appear as
a masses from the point of view of the lower-dimensional theory. KK supergravity is a very vast field, and
a proper introduction to the subject is beyond the scope of this thesis. We refer the reader to the excellent
reviews [198, 199] for details.
As it is well-known to supergravity practitioners, only in a few cases can one explicitly construct the
full non-linear Kaluza-Klein (KK) spectrum in a given reduction. In the context of eleven-dimensional
supergravity, one of the few such examples where the full supersymmetric spectrum of the lower-dimensional
theory was worked out at the non-linear level is the reduction of D = 11 supergravity on S4 obtained in
[200, 201]. In other cases, the best that can be done is to work with a “consistent truncation” where only
a few low-energy modes are taken into account. In this context, by a consistent truncation we mean that
any solution of the lower-dimensional effective theory can be uplifted to a solution of the higher dimensional
theory. Typically, the intuitive way of thinking about consistent truncations includes the assumption that
there is a separation of energy scales that allows one to keep only the “light” fields emerging from the
compactification, in such a way that they do not source the tower of “heavy” modes they have decoupled
from. Often another principle at work in consistent reductions involves the truncation to chargeless modes
when such charges can be defined from the isometries of the compactification manifold; for example, this is
the argument behind the consistency of compactifications on tori, where the massless fields carry no charge
under the U(1)n gauge symmetry.
The kind of solutions we will be interested in in the following have as precursors some natural generaliza-
tions of Freund-Rubin solutions [202] of the form AdS4 × SE7 in D = 11 supergravity, where SE7 denotes
a seven-dimensional Sasaki-Einstein manifold. In [203], solutions of D = 11 supergravity of this form were
shown to have a consistent reduction to minimal N = 2 gauged supergravity in four dimensions. Further-
more, a conjecture was put forward in [203], asserting that for any supersymmetric solution of D = 10 or
D = 11 supergravity that consists of a warped product of AdSd+1 with a Riemannian manifold M , there is
a consistent KK truncation on M resulting in a gauged supergravity theory in (d+ 1)-dimensions.1 This is
a non-trivial statement, since consistent truncations of supergravity theories are hard to come by, even in
the cases where the internal manifold is a sphere. While these consistent truncations to massless modes are
difficult to construct, the reductions including a finite number of charged (massive) modes were believed to
be, in most cases, necessarily inconsistent. In this light, the results of [57, 58, 185] had a quite interesting
by-product: while searching for solutions of type IIB supergravity with non-relativistic asymptotic symme-
1In the context of holography, the corresponding lower-dimensional modes are dual to the supercurrent multiplet of the
d-dimensional dual CFT.
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try groups, consistent five-dimensional truncations including massive bosonic modes were constructed. In
particular, massive scalars arise from the breathing and squashing modes in the internal manifold, which is
then a “deformed” Sasaki-Einstein space, generalizing the case of breathing and squashing modes on spheres
that had been studied in [204, 205] (see [206], also). The corresponding truncations including massive modes
in D = 11 supergravity on squashed SE7 manifolds were then discussed in [207].
While the supergravity truncations we have mentioned above are interesting in their own right, they
serve the dual purpose of providing an arena for testing and exploring the ideas of gauge/gravity duality,
and in particular its applications to the description of strongly-coupled condensed matter systems. In fact,
even though the initial holographic models of superfluids [40–42] and non-relativistic theories [55, 56] were of
a phenomenological nature, it soon became apparent that it was desirable to provide a stringy description of
these systems. Indeed, a description in terms of ten or eleven-dimensional supergravity backgrounds sheds
light on the existence of a consistent UV completion of the lower-dimensional effective bulk theories, while
fixing various parameters that appear to be arbitrary in the bottom-up constructions. An important step in
this direction was taken in [48, 49], where a (2 + 1)-dimensional holographic superconductor was embedded
in M-theory, the relevant feature being the presence of a complex (charged) bulk scalar field supporting the
dual field theory condensate for sufficiently low temperatures of the background black hole solution, with
the conformal dimensions of the dual operator matching those of the original examples [41, 42]. At the same
time, a model for a (3 + 1)-dimensional holographic superconductor embedded in type IIB string theory was
constructed in [50].
Some of the type IIB truncations have been recently brought into the limelight again, and a more complete
and formal treatment of the reduction has been reported. In particular, consistent N = 4 truncations of type
IIB supergravity on squashed Sasaki-Einstein manifolds including massive modes have been studied in [208]
and [209], while [210] also extended previous truncations to gauged N = 2 five-dimensional supergravity to
include the full bosonic sector coupled to massive modes up to the second KK level. Similarly, [211] studied
holographic aspects of such reductions as well as the properties of solutions of the type AdS4 × R × SE5.
Issues of stability of vacua have been considered in [212].
It is important to realize that, with the exception of [200, 201], all of the work on consistent truncations
that we have mentioned so far discussed the reduction of the bosonic modes only,2 in the hope that the con-
sistency of the truncation of the fermionic sector is ensured by the supersymmetry of the higher-dimensional
theory. In fact, this has been rigorously proven to hold in certain simple cases involving compactifications on
a sphere [213, 214]. However, from the point of view of applications to gauge/gravity duality, it is important
2 In some cases (see [203, 206], for example), fermions were considered to the extent that the lower-dimensional solutions
preserving supersymmetry were shown to uplift to higher-dimensional solutions which also preserve supersymmetry.
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to know the precise form of the couplings between the various bosonic fields and their fermionic partners,
inasmuch as this knowledge would allow one to address relevant questions such as the nature of fermionic
correlators in the presence of superconducting condensates, that rely on how the fermionic operators of the
dual theory couple to scalars. A related problem involving a superfluid p-wave transition was studied in [215],
in the context of (3+1)-dimensional supersymmetric field theories dual to probe D5-branes in AdS5×S5. In
the (2+1)-dimensional case some of these issues have been discussed in a bottom-up framework in [216, 217].
The goal of the program whose description we initiate in the present chapter is to set the stage for addressing
these questions in a more systematic top-down fashion, by explicitly reducing the fermionic sector of the
truncations of D = 11 and type IIB supergravity constructed in [48, 49, 207–210].
In the top-down approach starting from either ten- or eleven-dimensional supergravity, inevitably the
consistent truncations will include not only spin-1/2 fermions that might be of phenomenological interest
but also spin-3/2 fields. One finds that these generally mix together via generalized Yukawa couplings, and
this mixing will have implications for correlation functions in the dual field theory. One of our original
motivations for the work [196, 197] was to understand this mixing in more detail and to investigate the
existence of “further truncations” which might involve (charged) spin-1/2 fermions alone. As we will see
in detail later on, we have indeed found such a model containing a single spin-1/2 field in the truncation
corresponding to the type IIB holographic superconductor. Even in the absence of further truncations
that might provide simple holographic setups, our general results can be used as inspiration for engineering
phenomenological models. In fact, the effect of the Pauli-like couplings that we will find in our effective
theories have recently been investigated in a bottom-up construction in [218, 219], where it was found that
the inclusion of the Pauli interactions allows one to extend the phase diagram of holographic quantum critical
fermions to regions that resemble features of Mott insulators.
8.2 Sasaki-Einstein manifolds
The literature on Sasaki-Einstein manifolds is by now fairly vast, even though much of the progress has been
made over the last decade. Here we will content ourselves with stating some facts that are relevant for our
discussion. For further details, we refer the reader to [220], [221], and references therein.
8.2.1 Definition
Given a compact Riemannian manifold S with metric g(S), its metric cone C(S) is defined as C(S) = R+×S,
with metric gC(S) = dr2 + r2g(S). By definition, a compact Riemannian manifold S is called a Sasakian
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manifold if (and only if) its metric cone is a Ka¨hler manifold. Let db be an even number such that the real
dimension of the cone is dimR C(S) = db + 2. It follows that S has odd dimension dimS = db + 1. If in
addition S is an Einstein manifold, in which case the Sasakian property fixes the normalization of the metric
g(S) on S as
Rµν(S) = db gµν(S) , (8.1)
then the Ka¨hler cone over S is moreover Ricci-flat. In other words, Sasaki-Einstein manifolds can be thought
of as level surfaces of Calabi-Yau (CY) cones.
The Sasaki-Einstein manifolds inherit various geometric structures from their parent cone. Of particular
importance is the so-called Reeb vector ξ, a unit-norm Killing vector field whose orbits define a foliation of
S. If the orbits all close, the Reeb vector field generates a U(1) action on S, and the quotient space S/U(1)
is locally a Ka¨hler-Einstein manifold KE of real dimension dimRKE = db. The metric g(KE) on this space
satisfies
Rµν(KE) = (db + 2)gµν(KE) . (8.2)
If the U(1) acts freely, S is called a regular Sasaki-Einstein manifold. If the action of ξ is locally free but
there are orbifold singularities, then S is called quasi-regular. When the orbits of ξ are non-compact, S is
said to be irregular. From the above properties it follows that (quasi-)regular Sasaki-Einstein manifolds can
be written as a principal U(1) bundle over a (locally) Ka¨hler-Einstein base:3
ds2(S) = ds2(KE) + (dχ+A)⊗ (dχ+A) . (8.3)
Here, χ is the fiber coordinate and dA = 2J with J the Ka¨hler form of the Ka¨hler-Einstein base. The
connection one-form η ≡ dχ + A on S is dual to the Reeb vector field ξ = ∂χ. The properties described
above are depicted in figure 8.1. Standard examples of Sasaki-Einstein manifolds include the the five-sphere
S5, written as a U(1) fibration over CP2, and the seven-sphere S7, written as a U(1) bundle over CP3.
8.2.2 A chain of spinors
Given a Riemannian spin manifold, a spinor field Ψ is called Killing spinor if the equation ∇XΨ = αX ·Ψ
holds for all tangent vectors X. Here, α is a constant and the dot denotes Clifford multiplication, i.e.
X ·Ψ = XµγµΨ in components. Since the Sasaki-Einstein manifolds are “sandwiched” between two Ka¨hler
manifolds, namely the Ka¨hler-Einstein base of real dimension db and the Calabi-Yau cone of real dimension
3In the locally free case where there are fixed points of the U(1) action, the corresponding bundle is actually an “orbibundle”.
See [220, 221] for example.
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SE2n+1
CY2n+2
ds2(CY2n+2) = dr
2 + r2ds2(SE2n+1)
S1
χ
η = dχ +A
dA = 2J
KE2n
ds2(SE2n+1) = ds
2(KE2n) + η ⊗ η
Figure 8.1: Sasaki-Einstein manifolds as level surfaces of Calabi-Yau (CY) cones and as U(1) bundles over Ka¨hler-
Einstein (KE) spaces.
db+ 2, they admit Killing spinors which are closely related to certain spinors in the aforementioned complex
manifolds. In fact, physicists often prefer to define Sasaki-Einstein manifolds in terms of the existence of
these Killing spinors.
More concretely, we can exploit the fact that all Ka¨hler manifolds admit gauge-covariantly constant
spinors which satisfy ∇XΨ− (i/2)A˜(X)Ψ = 0 [222]. The connection one-form A˜ satisfies dA˜ = Ric, where
Ric is the Ricci form. In particular, for the Ricci-flat Calabi-Yau cone the above equation reduces to
∇CYX Ψ = 0 (8.4)
and the corresponding spinors are thus covariantly constant.4 Writing the connection on the cone in terms
of the connection ∇SE on the Sasaki-Einstein manifold (a level surface of the cone), this condition descends
to
∇SEX ψ = ±
i
2
X · ψ , (8.5)
where ψ is the restriction of Ψ to the Sasaki-Einstein manifold. Which signs occur in the right-hand side of
this equation depend on the dimension. A theorem proven in [223] states that a simply-connected Sasaki-
4These spinors are called parallel in the math literature.
122
Einstein manifold admits at least 2 linearly independent Killing spinors with opposite signs +1/2 and −1/2
for db = 4(p − 1), and the same sign +1/2 for db = 2(2p − 1) (p ∈ N). The converse is also true, this is, a
simply connected Riemannian manifold admitting these spinors is Sasaki-Einstein, a fact which justifies the
physicists definition of Sasaki-Einstein manifolds we mentioned above.
By the same token, the Ka¨hler-Einstein base possesses its own gauge-covariantly constant spinors, which
are moreover chiral. Denoting by ∇KE the connection in the base, these satisfy ∇KEX ε − (i/2)Aˆ(X)ε = 0.
Since the base is Einstein with Rµν(KE) = (db + 2)gµν(KE), we have dAˆ = RicKE = (db + 2)J , where J is
the Ka¨hler form of the base as above. Rescaling Aˆ = ±db+22 A we thus find
∇KEX ε±
i(db + 2)
4
A(X)ε = 0, (8.6)
where dA = 2J as above, and the two different signs correspond to ε and its charge conjugate. Summarizing,
we have a chain in which the Killing spinors of the Sasaki-Einstein manifold lift to covariantly constant spinors
in the Calabi-Yau cone and descend to gauge-covariantly constant spinors in the Ka¨hler-Einstein base [224]:
∇KEX ε± i(db+2)4 A(X)ε = 0 ∇SEX ψ ± i2X · ψ = 0 ∇CYX Ψ = 0
ε : gauge-covariantly const ψ : Killing Ψ : covariantly constant
In what follows, we will further explore the relation between ψ and ε.
8.2.3 Charged spinors and a Spinc bundle
It is important to emphasize that, in general, KE is not spin, and therefore spinors do not necessarily exist
globally on the base. However, via the gauge-covariantly-constant spinors it is always possible to define a
Spinc bundle globally on KE (see [220], for example), and our “spinors” are then sections of this bundle.
Since we will work with “squashed” SE manifolds, where the U(1) fiber is stretched with respect to the base,
it is natural to split the coordinates as (χ, y), where χ parameterizes the U(1) fiber as before and y are local
coordinates on KE. The corresponding U(1) generator is then proportional to ∂χ, and hence ∇α −Aα∂χ is
the gauge connection on the Spinc bundle, where ∇α is the covariant derivative on KE. We parameterize
our spinors accordingly as
ψ(y, χ) = ε(y)eieχ , (8.7)
where e denotes their U(1) charge. Let us now study in more detail how the value of e in (8.6) arises.
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Following [224, 225], we start by examining the integrability condition
[∇β ,∇α]ε = 14(Rδγ)βαΓ
δγε . (8.8)
The key feature is that internal gauge curvature is equal to the Ka¨hler form, F ≡ dA = 2J . Given the
assumption that ∇αε = ieAαε we find
[∇β ,∇α]ε = −ieFαβε = −2ieJαβε , (8.9)
and hence
1
4
(Rδγ)βαJβαΓδγε = −2ieJαβJβαε = 2iedb ε . (8.10)
As we have seen, KE is an Einstein manifold and therefore the Ricci form satisfies
Ric =
1
4
(Rδγ)βαJβαeδ ∧ eγ = (db + 2)J , (8.11)
and we then conclude
Qε ≡ −iJαβΓαβε = 4edb
db + 2
ε . (8.12)
In other words, the matrix Q = −iJαβΓαβ on the left is (up to normalization) the U(1) charge operator. It
has maximum eigenvalues ±db, and the corresponding spinors have charge
e = ±db + 2
4
. (8.13)
These two spinors are charge conjugates of one another, and we will henceforth denote them by ε±. By
definition, they satisfy F/ ε± = iQε± = ±idb ε±, where F/ ≡ (1/2)FαβΓαβ .
8.2.4 Charged forms
We will often use a complex basis on T ∗KE. If y denote real coordinates on KE, we define z1 ≡ 12 (y1 + iy2),
z1¯ ≡ 12
(
y1 − iy2) and so forth. With this normalization, the Ka¨hler form J reads
J = 2i
∑
α
eα ∧ eα¯ , (8.14)
(α = 1 . . . db/2) where eα and eα¯ denote the local frame. In addition to the Ka¨hler form, we have a
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holomorphic (db/2, 0)-form which in our conventions read
Σ =
2db/2
(db/2)!
α1...αdb/2e
α1 ∧ ... ∧ eαdb/2 , (8.15)
so that
Σ ∧ Σ¯ = − (−2i)
db/2
(db/2)!
Jdb/2 . (8.16)
Defining Σ/ = 12!ΣαβΓ
αβ one can compute [Q,Σ/ ] = 2dbΣ/ , where Q is the charge operator defined in
(8.12). Hence, just as we did with the spinors, the Spinc bundle structure means that we can lift Σ to the
Sasaki-Einstein manifold by endowing it with the appropriate charge, and we are led to define
Ω ≡ ei
“
db+2
2
”
χΣ , (8.17)
which then satisfies5
dΩ = i
(
db + 2
2
)
η ∧ Ω , Ω ∧ Ω¯ = − (−2i)
db/2
(db/2)!
Jdb/2 , (8.18)
with η = dχ+A as before. The triplet of forms (η, J,Ω) defines the structure of the Sasaki-Einstein manifold.
In the calculations performed in the subsequent two chapters one encounters a number of expressions
which we now record here
J/ ε+ =
1
2
iQε+ = i
db
2
ε+ J/ ε− =
1
2
iQε− = −idb2 ε− (8.19)
Ω/ ε−e−
3
2 iχ = 2db/2ε+e
3
2 iχ Ω/ ε+e
3
2 iχ = −2db/2ε−e− 32 iχ (8.20)
γαJ/ γαε+ = γα¯Ω/ γα¯ε− = 0 . (8.21)
8.3 The squashed metric ansatz
The Kaluza-Klein metric ansatz in the truncations of interest is given by [207–210]
ds2 = e2W (x)ds2E(M) + e
2U(x)ds2(KE) + e2V (x)
(
η +A1(x)
)2
, (8.22)
where the metric will be ten- or eleven-dimensional. In particular, W (x) = − 13 (4U(x) + V (x)) in the ten-
dimensional (type IIB) case and W (x) = −(6U(x) + V (x))/2 in the elven-dimensional case. Here, M is an
arbitrary “external” manifold, with coordinates denoted generically by x and Einstein-frame metric ds2E(M).
5 Consistency of the lifting to the U(1) bundle implies that the spin connection is such that dΣ = i
“
db+2
2
”
A ∧ Σ .
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In the type IIB case M is five-dimensional, while in the D = 11 case it is four-dimensional. Similarly, KE
is an “internal” Ka¨hler-Einstein manifold (henceforth referred to as “KE base”) coordinatized by y and
possessing Ka¨hler form J . This complex manifold has real dimension db = 4 in the type IIB case and db = 6
in the D = 11 case. The one-form A1 is defined in T ∗M and η ≡ dχ + A(y), where A is an element of
T ∗KE satisfying dA ≡ F = 2J . For a fixed point in the external manifold, the compact coordinate χ
parameterizes the fiber of a U(1) bundle over KE, and the internal manifold spanned by (y, χ) is then a
squashed Sasaki-Einstein manifold, with the breathing and squashing modes parameterized by the scalars
U(x) and V (x) [208]. In particular, in the type IIB compactification U−V is the squashing mode, describing
the squashing of the U(1) fiber with respect to the KE base, while the breathing mode 4U + V modifies the
overall volume of the internal manifold. When U = V = 0, the internal manifold becomes a five-dimensional
Sasaki-Einstein manifold SE5. Similarly, in the D = 11 case U − V is the squashing mode, and 6U + V is
the breathing mode; when U = V = 0 the internal manifold becomes a seven-dimensional Sasaki-Einstein
manifold SE7.
8.3.1 Vielbein and spin connection
We now introduce the (ten- or eleven-dimensional) orthonormal frame eˆM . Denoting by a, b, . . . the tangent
indices to M , by α, β, . . . the tangent indices to the Ka¨hler-Einstein base KE, and by f the index associated
with the U(1) fiber direction χ, our choice of vielbein reads
eˆa = eW ea (8.23)
eˆα = eUeα (8.24)
eˆf = eV
(
dχ+A(y) +A1(x)
)
, (8.25)
where ea and eα are orthonormal frames for M and KE, respectively. The dual basis is then
eˆa = e−W
(
ea −A1a∂χ
)
(8.26)
eˆα = e−U
(
eα −Aα∂χ
)
(8.27)
eˆf = e−V ∂χ . (8.28)
Denoting by ωab the spin connection associated with ds2E(M) and by ω
α
β the spin connection appropriate
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to ds2(KE), for the (ten- or eleven-dimensional) spin connection ωˆMN we find
ωˆαa = e
U−W (∂aU)eα (8.29)
ωˆ fa = e
V−W
[
1
2
F2 abe
b + (∂aV )
(
dχ+A+A1
)]
(8.30)
ωˆ fα = e
V−U 1
2
Fαβeβ (8.31)
ωˆab = ω
a
b − 2ηac∂[cWηb]ded −
1
2
e2(V−W )F a2 b
(
dχ+A+A1
)
(8.32)
ωˆαβ = ω
α
β −
1
2
e2(V−U)Fαβ
(
dχ+A+A1
)
, (8.33)
where ηab is the flat metric in the tangent space to M , F2 ≡ dA1 and F ≡ dA = 2J , J being the Ka¨hler
form on KE.
8.4 The fluxes ansa¨tze
In addition to the metric, the bosonic content of D = 11 and type IIB supergravity include various form
fields.6 The rationale behind the corresponding ansa¨tze is the idea that the consistency of the dimensional
reduction is a result of truncating the KK tower to include fields that transform as singlets only under the
structure group of the KE base, which is SU(2) (type IIB case) or SU(3) (D = 11 case). This prescription
allows for an interesting spectrum in the lower dimensional theory, inasmuch as these singlets include fields
that are charged under the U(1) isometry generated by ∂χ.
8.4.1 Type IIB fluxes
As reviewed in appendix C, the bosonic fields of type IIB supergravity [226, 227] include the dilaton Φ,
the NSNS 3-form field strength H(3), and the RR field strengths F(1) ≡ dC0, F(3) and F(5), where C0 is
the axion and F(5) is self-dual. As we have reviewed in this chapter, the globally defined Ka¨hler 2-form
J = dA/2 and the holomorphic (2, 0)-form Σ(2,0) define the Ka¨hler and complex structures, respectively, on
the four-dimensional KE base. They are SU(2)-invariant and can be used in the reduction of the various
6 Our conventions for forms ad Hodge duality are collected in appendix C.
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fields to five dimensions; the ansa¨tze for the bosonic fields is then [209]
F(5) = 4e8W+Zvol
E
5 + e
4(W+U) ∗K2 ∧ J +K1 ∧ J ∧ J
+
[
2eZJ ∧ J − 2e−8U ∗K1 +K2 ∧ J
] ∧ (η +A1)
+
[
e4(W+U) ∗ L2 ∧ Ω + L2 ∧ Ω ∧ (η +A1) + c.c.
]
(8.34)
F(3) = G3 +G2 ∧ (η +A1) +G1 ∧ J +G0 J ∧ (η +A1)
+
[
N1 ∧ Ω +N0 Ω ∧ (η +A1) + c.c.
]
(8.35)
H(3) = H3 +H2 ∧ (η +A1) +H1 ∧ J +H0 J ∧ (η +A1)
+
[
M1 ∧ Ω +M0 Ω ∧ (η +A1) + c.c.
]
(8.36)
C(0) = a (8.37)
Φ = φ (8.38)
where volE5 and ∗ are the volume form and Hodge dual appropriate to the five-dimensional Einstein-frame
metric ds2E(M), and W (x) = − 13 (4U(x) + V (x)) as before. Several comments are in order. First, all the
fields other than (η, J,Ω) are defined on Λ∗T ∗M . Z, a, φ, G0, H0 are real scalars, and M0, N0 are complex
scalars. The form fields G1, G2, G3, H1, H2, H3, K1 and K2 are real, while M1, N1 and L2 are complex
forms. As pointed out in [209], the scalars G0 and H0 vanish by virtue of the type IIB Bianchi identities.
We also notice that the self-duality of F(5) is automatic in the ansatz (8.34): the first two lines are duals
of each other, while the last line is self-dual. For future convenience, we notice that the components of F(5)
with respect to the ten-dimensional frame eˆM are (in the real basis for T ∗KE)
F(5)abcde = 4eZ+3W abcde (8.39)
F(5)abcdf = −2e−4U−W  eabcd K1;e (8.40)
F(5)aαβγδ = 6e−4U−WK1;aJ[αβJγδ] (8.41)
F(5)αβγδ f = 12eZ+3WJ[αβJγδ] (8.42)
F(5)abcαβ =
1
2
eW+2U  deabc
(
K2;deJαβ + L2;deΩαβ + L∗2;deΩ¯αβ
)
(8.43)
F(5)abαβ f = eW+2U
(
K2;abJαβ + L2;abΩαβ + L∗2;abΩ¯αβ
)
. (8.44)
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Similarly, for the components of F(3) with respect to the ten-dimensional frame we find
F(3)abc = e−3WG3 abc (8.45)
F(3)abf = e−2W−VG2 ab (8.46)
F(3)aαβ = e−W−2U
[
G1 aJαβ + (N1 aΩαβ + c.c.)
]
(8.47)
F(3)αβ f = e−2U−V
[
G0Jαβ + (N0Ωαβ + c.c.)
]
, (8.48)
with an analogous expression for H(3).
Inserting the ansatz into the type IIB equations of motion and Bianchi identities (c.f. appendix C.2),
one finds that the various fields are related as7
H3 = dB2 +
1
2
(db− 2B1) ∧ F2
G3 = dC2 − adB2 + 12 (dc− adb− 2C1 + 2aB1) ∧ F2
H2 = dB1
F2 = dA1
G2 = dC1 − adB1
K2 = dE1 +
1
2
(db− 2B1) ∧ (dc− 2C1)
G1 = dc− adb− 2C1 + 2aB1
H1 = db− 2B1
K1 = dh− 2E1 − 2A1 + Y ∗DX + Y DX∗ −XDY ∗ −X∗DY
M1 = DY
N1 = DX − aDY
M0 = 3iY
N0 = 3i(X − aY )
eZ = 1 + 3i(Y ∗X − Y X∗), (8.49)
where F2 ≡ dA1, X,Y and L2,M1, N1 are complex, and DY = dY − 3iA1Y , DX = dX − 3iA1X.
As was explained in detail in [208, 209], the physical scalars parameterize the coset SO(1, 1)×(SO(5, 2)/(SO(5)×
SO(2))
)
, while the structure of the 1-forms and 2-forms is such that a Heis3 × U(1) subgroup is gauged.
7We have chosen the notation of Ref. [209] apart from replacing their χ, ξ with X,Y , to avoid confusion with the fiber
coordinate.
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8.4.2 D = 11 fluxes
As reviewed in appendix C, in addition to the metric the bosonic content of D = 11 supergravity includes
a 4-form flux Fˆ4. As we have discussed, the globally defined Ka¨hler 2-form J = dA/2 and the holomorphic
(3, 0)-form Σ that define the Ka¨hler and complex structures, respectively, on the KE base are SU(3)-invariant
and can be used in the reduction of Fˆ4 to four dimensions. The ansatz for Fˆ4 is then [207]
Fˆ4 = f vol4 +H3 ∧ (η +A) +H2 ∧ J + dh ∧ J ∧ (η +A) + 2hJ2
+
[
X(η +A) ∧ Ω− i
4
(dX − 4iAX) ∧ Ω + c.c.
]
, (8.50)
where W (x) ≡ −3U(x) − V (x)/2.8 All the fields other than (η, J,Ω) are defined on Λ∗T ∗M . The matter
fields X and h are scalars, while H2 and H3 are 2-form and 3-form field strengths, respectively. In terms
of a 1-form potential B1 and a 2-form potential B2, the field strengths can be written H3 = dB2 and
H2 = dB1 + 2B2 +hF , and it is then easy to verify that the Bianchi identity dFˆ4 = 0 is satisfied. For future
convenience, we note that the components of Fˆ4 with respect to the eleven-dimensional frame eˆM are then
(in the real basis for T ∗Y )
Fˆabcf = e−3W−VH3 abc (8.51)
Fˆaαβf = e−W−2U−V (∂ah)Jαβ (8.52)
Fˆfαβγ = Xe−3U−V Ωαβγ + c.c. (8.53)
Fˆabcd = fe−4W abcd (8.54)
Fˆabαβ = e−2W−2UJαβH2 ab (8.55)
Fˆαβγδ = 4he−4U (JαβJγδ − JαγJβδ + JαδJβγ) (8.56)
Fˆaαβγ = − i4(DaX)e
−3U−WΩαβγ + c.c. (8.57)
As pointed out in [48, 49, 207], the equations of motion (c.f. appendix C) imply f = 6e6W (+h2+ 13 |X|2),
with  = ±1. When  = +1 the dimensionally reduced theory admits a vacuum solution with vanishing
matter fields, which uplifts to an AdS4 × SE7 eleven-dimensional solution. On the other hand, by reversing
the orientation in the compact manifold (i.e.  = −1) the corresponding vacuum is a “skew-whiffed” AdS4×
SE7 solution, which generically does not preserve any supersymmetries, but is nevertheless perturbatively
stable [228].
8The normalization of the charged scalar X is related to the one in [207] by X =
√
3χ. Here, we reserve the notation χ for
the fiber coordinate.
130
Chapter 9
Fermions and Supergravity on
Squashed Sasaki-Einstein Manifolds
II: D = 11
In the previous chapter we described general features of the KK reductions of D = 11 and type IIB su-
pergravity on squashed Sasaki-Einstein manifolds. As we discussed in there, the reduction of the bosonic
sector for the D = 11 case was performed in [207], while the bosonic sector of the type IIB case was dealt
with in [208–210]. In the present chapter we explicitly perform the reduction of the fermionic sector in the
D = 11 theory. We start by describing the extension of the bosonic ansatz to include the gravitino in section
9.1 . In section 9.2 we present our main result: the four-dimensional equations of motion for the fermion
modes, and the corresponding effective four-dimensional action functional in terms of diagonal fields. In
section 9.3 we reduce the supersymmetry variation of the gravitino, and elucidate the supersymmetric struc-
ture of the four-dimensional theory by considering how the fermions fit into the supermultiplets of gauged
N = 2 supergravity in four dimensions. Thus, we explain how the reduction is embedded in the general
scheme of Ref. [229]. In section 9.4 we apply our results to two further truncations of interest: the minimal
gauged supergravity theory in four dimensions, and the dual [48, 49] of the (2 + 1)-dimensional holographic
superconductor. In particular, we briefly discuss the possibility of further truncating the fermionic sector
which would be necessary to obtain a simpler theory of fermionic operators coupled to superconducting
condensates. We discuss our results in section 9.5. The material presented in this chapter is based on work
published by the author in collaboration with Ibrahima Bah, Alberto Faraggi, Robert Leigh and Leopoldo
Pando-Zayas [196].
9.1 Fermionic ansatz
We will now discuss the ansatz for the reduction of the D = 11 gravitino field on a geometry of the form
(8.22) (the fermionic content of D = 11 supergravity is reviewed in C.3). We start by specifying our Clifford
algebra and charge conjugation conventions.
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9.1.1 Clifford algebra
Quite generally, we would like to decompose the gravitino using a separation of variables ansatz of the form
ψa(x, y, χ) =
∑
I
ψIa(x)⊗ ηI(y, χ) (9.1.1)
ψα(x, y, χ) =
∑
I
λI(x)⊗ ηIα(y, χ) (9.1.2)
ψf (x, y, χ) =
∑
I
ϕI(x)⊗ ηIf (y, χ) . (9.1.3)
We split the D = 11 Clifford algebra accordingly, by choosing the following basis:
Γa = γa ⊗ 18 (9.1.4)
Γα = γ5 ⊗ γα (9.1.5)
Γf = γ5 ⊗ γ7 (9.1.6)
where the {γa} are a basis for C`(3, 1) with γ5 = iγ0γ1γ2γ3 and the {γα} are a basis for C`(6) with
γ7 = i
∏
α γ
α. These dimensions are such that we can define Majorana spinors in each case. In D = 11, we
take Γ0 to be anti-Hermitian and the rest Hermitian. This means that γ0 is anti-Hermitian, while γa(a 6= 0),
γ5, γ7 and γα are Hermitian. We also have γ25 = 1 and γ
2
7 = 1. In the standard basis, the {γa, γ5} are 4× 4
matrices while the {γα, γ7} are 8× 8 matrices. It will also be convenient to define
Γ7 =
∏
α
Γα = 14 ⊗ γ7 (9.1.7)
Γ5 =
∏
a
Γa = γ5 ⊗ 18 . (9.1.8)
Some useful identities involving the C`(3, 1) gamma matrices include
abcd = −iγ5γabcd , abcdγa = iγ5γbcd , abcdγcd = 2iγ5γab , abcdγbcd = 6iγ5γa . (9.1.9)
We will now specify our charge conjugation conventions. In d = 4 dimensions with signature (−,+,+,+)
we can define unitary intertwiners B4 and C4 (the charge conjugation matrix), unique up to a phase,
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satisfying
B4γaB
†
4 = γ
∗
a B
T
4 = B4 (9.1.10)
B4γ5B
†
4 = −γ∗5 B∗4B4 = 1 , (9.1.11)
and
C4γaC
†
4 = −γTa CT4 = −C4 (9.1.12)
C4γ5C
†
4 = γ
T
5 C4 = B
T
4 γ0 = B4γ0 . (9.1.13)
If ψ is any spinor, its charge conjugate ψc is then defined as
ψc = B−14 ψ
∗ = B†4ψ
∗ = γ0C
†
4ψ
∗ . (9.1.14)
In (3+1) dimensions one can define Majorana spinors. By definition, a spinor ψ is Majorana if ψ = ψc.
Notice that in (3+1) dimensions this condition relates opposite chirality spinors. Similarly, we can define
the charge conjugates of a spinor Ψ in (10+1) dimensions and a spinor η in 7 Euclidean dimensions as
Ψc = B−111 Ψ
∗ , where B11ΓMB−111 = Γ
∗
M , (9.1.15)
ηc = B−17 η
∗ , where B7γαB−17 = −γ∗α . (9.1.16)
Defining ψc in the (3+1)-dimensional space M by using the intertwiner B4 defined above, (as opposed
to using an intertwiner B4− satisfying B4−γaB
†
4− = −γ∗a and BT4− = −B4−), ensures that the charge
conjugation operation acts uniformly in all the 11 directions, with
B11 = B4 ⊗B7 . (9.1.17)
9.1.2 Projecting to SU(3) singlets
As we have discussed, the crucial feature of the truncations we are examining is that we retain only singlets
under the structure group of the KE base. Hence, we need to understand precisely how to project the fermion
modes to SU(3) singlets, appropriate to the consistent truncation. To further understand the structure in
play in the reduction of the fermionic degrees of freedom, we now consider the corresponding problem on
gravitino states.
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In the complex basis for KE introduced in 8.2.4, the Γ matrices act as raising and lowering operators
on the states. The raising operators transform as a 3 of SU(3) and the lowering operators as a 3¯. Using
complex notation, we write Γ1 = 12
[
Γ1 + iΓ2
]
, etc. where the matrix on the left-hand side is understood to
be defined in the complex basis and those on the right are in the real basis. We then see that Γα and Γα¯
satisfy Heisenberg algebras, and we can associate Fock spaces to each pair. Then, P1 = Γ1Γ1¯ is a projector,
and we are led to define the set of projection operators (we are using complex indices, so α = 1, 2, 3)
Pα = ΓαΓα¯, P¯α = Γα¯Γα (no sum) (9.1.18)
and “charge” operators 1
Qα = Γαα¯ (no sum) (9.1.19)
Since a spinor can be thought of in the corresponding Fock space representation as | ± 12 ,± 12 ,± 12 〉, with the
± 12 being eigenvalues of Qα, the SU(3) singlets are those spinors that satisfy
Qαε± = ±12ε±, ∀ α . (9.1.20)
The six other states are in non-trivial representations of SU(3). Note that Γ7 =
∏
α 2Qα, so the positive
(negative) chirality spinor has an even (odd) number of minus signs, and Γ7 is the “volume form” (the
product of all the signs). The (c-)spinors are in the 4 + 4¯ of Spin(6) ' SU(4), with the two conjugate
representations corresponding to the two chiral spinors. We can now appreciate the significance of the
operator Q that we encountered in section 8.2.3: it is (up to normalization) the “total charge operator”
Q = 2
∑
α 2Qα. It is clear that it is the SU(3) singlets that have maximum charge Q = ±6, where the
sign is correlated with the chirality. The other spinor states are in 3 and 3¯ and have Q-charges ∓2. We
then find that the ordinary spinor consists of {|1, 6〉+, {|3,−2〉+, {|3¯, 2〉−, {|1,−6〉−}, where the subscript
on the ket indicates the γ7-chirality. In the weight language, the |1, 6〉+ corresponds to | 12 , 12 , 12 〉 and the
|1,−6〉− corresponds to | − 12 ,− 12 ,− 12 〉, and it is clear from the construction that they are related by charge
conjugation.
Since we focus on the SU(3) singlet spinors ε±, we discard all but the maximally-charged internal spinors
(c.f. section 8.2.3)
ε(y, χ) = ε±(y)e±2iχ . (9.1.21)
1Note that Γ1,Γ2, Q1 can be identified as the generators Jx, Jy , Jz of the spin-1/2 representation of an SU(2) subgroup,
and similarly for Γ3,Γ4, Q2, etc.
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Notice that ε± are not only γ7-chiral,
γ7ε± = ±ε± , (9.1.22)
but they also satisfy the projections
P¯αε+ = 0, Pαε− = 0, ∀α . (9.1.23)
Finally, the gravitino states can be thought of as the spin-1/2 spinor tensored with |3, 4〉 ⊕ |3¯,−4〉 (i.e.
the representations corresponding to the raising/lowering operators). Thus, the gravitino states transform
as {|3, 10〉, |1, 6〉, |8, 6〉, |3¯, 2〉, |6, 2〉, |3,−2〉} and their conjugates. This totals 48 states, which is the right
counting.
We are now in position to write the reduction ansatz for the gravitino. Taking into account the eleven-
dimensional Majorana condition on the gravitino, and dropping all the SU(3) representations other than
the singlets, we take
Ψα(x, y, χ) = λ(x)⊗ γα ε+(y)e2iχ (9.1.24)
Ψα¯(x, y, χ) = −λc(x)⊗ γα¯ ε−(y)e−2iχ (9.1.25)
Ψf (x, y, χ) = ϕ(x)⊗ ε+(y)e2iχ + ϕc(x)⊗ ε−(y)e−2iχ (9.1.26)
Ψa(x, y, χ) = ψa(x)⊗ ε+(y)e2iχ + ψca(x)⊗ ε−(y)e−2iχ , (9.1.27)
where ϕ, λ and ψa are four-dimensional Dirac spinors on M , the superscript c denotes charge conjugation
as before, and we have used the complex basis introduced in 8.2.4 for the KE base directions (α, α¯ = 1, 2, 3).
Notice that all of these modes are annihilated by the gauge-covariant derivative on Y . Equations (9.1.24)-
(9.1.27) provide the starting point for the dimensional reduction of the D = 11 supergravity equations of
motion down to d = 4.
9.2 Four-dimensional equations of motion and effective action
The D = 11 equation of motion for the gravitino is
ΓABCDˆBΨˆC +
1
4
1
4!
[
ΓADEFGCFDEFG + 12ΓDEFACDE
]
ΨˆC = 0 . (9.2.1)
We will consider only effects linear in the fermion fields in the equations of motion; consequently, we will not
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derive the four-fermion (current-current) couplings that are certainly present in the 4-d Lagrangian. These
can be obtained using the same methods that we will develop here, and it would be interesting to do so, as
they might be relevant for holographic applications. In Section 9.3, we will show that all of our results fit
into the expected d = 4 N = 2 gauged supergravity, and so the four fermion terms could also be derived by
evaluating the known expressions.
W recall that the spin connection for the metric ansatz of interest has been written explicitly in 8.3. Below,
we write down the effective four-dimensional equations of motion for the fermion modes λ, ϕ, ψa on M (and
their charge conjugates). We then perform a field redefinition in order to write the kinetic terms in diagonal
form, and present our main result: the effective four-dimensional action functional for the diagonal fermion
fields.
9.2.1 Reduction of covariant derivatives
We will now make use of the gravitino ansatz discussed above to reduce the eleven-dimensional covariant
derivatives. In what follows, we will project the various expressions to the terms proportional to the positive
chirality spinor ε+, and drop the overall factor e2iχ. The ε−e−2iχ contributions are the charge conjugates
of the expressions that we will write and thus can be easily resurrected.
Reducing the component in the direction of the fiber, ΓfABDˆAΨˆB , and denoting the resulting expression
by Lf , we get
eWLf =
[
γabDa +
1
2
(∂bW ) + γb∂/(V + 3U) + 3ieW+V−2Uγ5γb − 14e
V−WFdaγabγdγ5
]
ψb
+ 6
[
D/+
1
2
∂/(W + U − V ) + 1
2
eV−WF/ γ5 +
3i
2
eW+V−2Uγ5
]
γ5λ
+
(
eV−WF/ + 6ieW+V−2U
)
ϕ , (9.2.2)
where we have defined the four-dimensional gauge-covariant derivative Da = ∇a − 2iAa. Similarly, for the
piece coming from the a-component ΓaABDˆAΨˆB , which we denote by Lagr , after projecting we obtain
eWLagr =
[
γ5γ
abcDb +
1
2
(∂bW )γ5γabc − i
(
2eW−V +
3
2
eW+V−2U
)
γac − 1
8
eV−WFbdγbγacγd
]
ψc
+
[
γabDb +
1
2
(∂bV )γab +
1
2
∂a(W − V ) + 3ieW+V−2Uγ5γa + 14e
V−W γ5Fbcγcγab
]
ϕ
+ 6
[
γabDb +
1
2
(∂bU)γab +
1
2
∂a(W − U) + i(2eW−V + eW+V−2U )γ5γa
− 1
8
γ5e
V−WFbcγbγaγc
]
λ . (9.2.3)
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Finally, for the components in the direction of the KE base, the SU(3)-invariants can be extracted by
contracting ΓαABDˆAΨˆB with Γα. After projecting, we find
eWLb = 6γ5
[
γabDa +
1
2
(∂bW )− 1
2
γb∂/(2W − U) + i (eW+V−2U + 2eW−V ) γ5γb
+
1
8
eV−WFdaγ5γaγbγd
]
ψb
+ 6
[
−5D/− 5
2
(∂/W ) + 10ieW−V γ5 +
7
2
ieW+V−2Uγ5 +
5
4
eV−W γ5F/
]
λ
+ 3
[−2D/− ∂/(W + V − U) + 3ieW+V−2Uγ5 + eV−W γ5F/ ]ϕ . (9.2.4)
9.2.2 Reduction of fluxes
Having reduced the kinetic terms for the fermion modes, we now turn to the problem of reducing their
couplings to the background 4-form flux. More explicitly, we would like to reduce
1
4!
[
ΓADEFGC FˆDEFG + 12ΓDEFˆACDE
]
ΨˆC (9.2.5)
by using the ansatz (9.1.24)-(9.1.27). As we did for the kinetic terms, here we display the expressions
obtained by projecting to the terms proportional to the positive chirality spinor ε+, and drop the overall
factor e2iχ.
Evaluating the component of (9.2.5) in the direction of the fiber, and denoting the corresponding expres-
sion after the projection by Rf , we get
eWRf = 3
[
1
2
ie−W−2UH2 abγabc − 16e
−2W−VHabc3 γabγ5 − ie−2U−V (∂ch)γ5 − 4heW−4Uγc
]
ψc
+ 6
[
−ife−3W + 2ie−W−2Uγ5H/ 2 − 4heW−4Uγ5 + ie−2U−V (∂/h)
]
λ
+ 2ie−3Uγ5γab(DaX)ψcb + 6e
−3U [i(D/X)− 4eW−VXγ5]λc . (9.2.6)
We note that the terms proportional to charge conjugate spinors come about because, as explained in section
8.2.4, Ω/ − ∼ +, that is Ω/ is proportional to a “total raising operator” in the Fock basis for gravitino states.
We also note that the gauge-covariant derivative D acts on the complex scalar X as DX = dX − 4iAX.
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Similarly, for the components in the direction of the external manifold, denoted here by Ragr, we find
eWRagr =
[
3i(∂bh)e−2U−V γabc − 32e
−W−2UH2 bdabdc − 12heW−4Uγ5γac
+ ife−3W γac − e−2W−VH3acbγb + 3ie−W−2UH2acγ5
]
ψc
+ 3
[
4heW−4Uγa − 1
2
ie−W−2UH2 bcγabc +
1
6
e−2W−VH3abcγ5γbc + i(∂ah)e−2U−V γ5
]
ϕ
+ 6
[
2i(∂bh)e−2U−V γabγ5 +
i
6
abcdH3 bcde
−2W−V + 4heW−4Uγa
− ie−W−2UH2 bcγabc − ie−W−2UH2acγc + i(∂ah)e−2U−V γ5
]
λ
+ 2e−3U
[−i(DbX)γabc + 4XeW−V γ5γac]ψcc + 2ie−3U (DbX)γ5γabϕc
+ 6e−3U
[
iγ5γ
a(D/X) + 4XeW−V γa
]
λc . (9.2.7)
Next, let Rb denote the expression obtained by contracting the components of (9.2.5) in the KE base
directions with Γα and projecting to the ε+ sector. We then find
eWRb =
[
ie−2W−VH3;bcdabcdγ5 + 6ie−W−2UH2;bcγ5γcγab − 24heW−4Uγ5γa
+ 6ie−2U−V (∂bh)
(
2γab − ηab)]ψa
+
[
−6ife−3W γ5 + 12ie−W−2UH/ 2 − 24heW−4U + 6ie−2U−V γ5(∂/h)
]
ϕ
+ 6
[
−5ife−3W γ5 + 5e−2W−V γ5H/ 3 + 7ie−W−2UH/ 2 − 28heW−4U
+ 7ie−2U−V γ5(∂/h)
]
λ+ 6e−3U
[
i(D/X)γa + 4XeW−V γ5γa
]
ψca
+ 24e−3U
[
iγ5(D/X)− 4XeW−V
]
λc + 6e−3U
[
iγ5(D/X)− 4XeW−V
]
ϕc . (9.2.8)
Putting the previous results together, we find that the set of equations for the λ, ϕ and ψa modes is given
by
Lagr +
1
4
Ragr = 0 (9.2.9)
Lf + 14Rf = 0 (9.2.10)
Lb + 14Rb = 0 . (9.2.11)
These equations can be greatly simplified by a suitable field redefinition which we perform below.
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9.2.3 Field redefinitions and diagonalization
We now look for a set of fields that produce diagonal kinetic terms for the various modes. The derivative
terms in the equations above can be obtained from a Lagrangian density (with respect to the 4-d Einstein
measure d4x
√|g|) of the form2
Lkin = eW
[
ψ¯aγ
abcDbψc +
(
ϕ¯+ 6λ¯
)
γ5γ
abDaψb + ψ¯aγ5γabDb (6λ+ ϕ)
−6ϕ¯D/λ− 6λ¯D/ (5λ+ ϕ)] . (9.2.12)
We can rewrite these terms in diagonal form by means of the following field redefinitions:
ζa = eW/2
[
ψa − 12γ5γa (ϕ+ 6λ)
]
, (9.2.13)
η = eW/2(ϕ+ 2λ), (9.2.14)
ξ = 6eW/2λ , (9.2.15)
so that
Lkin = ζ¯aγabcDbζc + 32 η¯D/η +
1
2
ξ¯D/ξ − 1
2
[
ζ¯aγ
abc(∂bW )ζc +
3
2
η¯(∂/W )η +
1
2
ξ¯(∂/W )ξ
]
. (9.2.16)
The interaction terms are produced by the action of the derivatives on the warping factors involved in the
field redefinitions, and they will cancel against similar terms in the interaction Lagrangian. In section 9.3, we
will interpret the fields ζa, η, ξ in terms of the multiplet content appropriate to the underlying supersymmetry
of the d = 4 theory. Finally, it is worth noting that given our conventions for charge conjugation (see section
10.1.1), the redefinition (9.2.13) implies that the corresponding charge conjugate field is given by
ζca = e
W/2
[
ψca +
1
2
γ5γa (ϕc + 6λc)
]
. (9.2.17)
2We leave the overall normalization of the Lagrangian unfixed. We note that, as usual, the kinetic terms are real up to a
total derivative. In the context of holography, the boundary terms are crucial as they determine the on-shell action. These
should be determined separately when necessary.
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9.2.4 d = 4 Equations of motions in terms of diagonal fields
By taking appropriate linear combinations of (9.2.9)-(9.2.11) one can obtain the equations of motion for the
diagonal fermion fields (9.2.13)-(9.2.15). To this end we define
Laζ ≡ e
3W
2 γ5Lagr Raζ ≡ e
3W
2 γ5Ragr (9.2.18)
Lη ≡ e 3W2
(
2
3
γ5Lf + 13γaL
a
gr
)
Rη ≡ e 3W2
(
2
3
γ5Rf + 13γaR
a
gr
)
(9.2.19)
Lξ ≡ 23e
3W
2
(
1
2
Lb − γ5Lf + γaLagr
)
Rξ ≡ 23e
3W
2
(
1
2
Rb − γ5Rf + γaRagr
)
, (9.2.20)
where Lf ,Lagr,Lb and Rf ,Ragr,Rb were defined above. In order to obtain a more familiar normalization for
the Dirac mass terms, it is now convenient to perform a chiral rotation of the form ψ 7→ eipiγ5/4ψ in all three
fermion fields. After the rotation, the equations of motion read
0 = Laζ +
1
4
Raζ (9.2.21)
= γabcDbζc +
1
4
[
−ieV−W (F + iγ5 ∗ F )ac − 12ieW−4Uγ5(h+ iγ5eV+2U )γac
+ 3i(∂bh)e−2U−V γ5γabc − 3e−W−2Uγ5 (H2 + iγ5 ∗H2)ac
− (fe−3W + 6eW+V−2U − 8eW−V ) γac + e−2W−VH3abcγ5γb]ζc
+
3
8
[
i
(
fe−3W + 6eW+V−2U − 8eW−V )+ eV−W (F/ − iγ5e−V−2UH/ 2)
− 4eW−4Uγ5
(
h+ iγ5eV+2U
)− 2e−2U−V γ5∂/ (h− iγ5eV+2U)]γaη
+
1
4
[
i
(
fe−3W + 6eW+V−2U
)− 12eW−4Uγ5 (h+ iγ5eV+2U)− 6i (∂/U)
− ie−2W−V γ5H/ 3
]
γaξ +
i
2
γ5
[−(DbX)e−3Uγabc + 4XeW−3U−V γac] ζcc
− 1
4
γ5
[
e−3U (D/X)γa + 4XeW−3U−V γa
]
ξc − 3XeW−3U−V γ5γaηc , (9.2.22)
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0 = Lη + 14Rη
= D/η +
[
1
2
(
fe−3W + 6eW+V−2U − 8eW−V )− 1
4
e−2W−V γ5H/ 3 +
i
4
e−2U−V γ5(∂/h)
+
i
2
eV−W
(
F/ − iγ5e−V−2UH/ 2
)
+ 2ieW−4Uγ5
(
h+ iγ5eV+2U
)]
η
+
1
4
[
i
(
fe−3W + 6eW+V−2U − 8eW−V )+ 4eW−4Uγ5 (h− iγ5eV+2U)]γbζb
+
1
4
γb
[
eV−W
(
F/ − iγ5e−V−2UH/ 2
)− 2e−2U−V γ5∂/ (h+ iγ5eV+2U)]ζb
+
1
2
[(
fe−3W + 6eW+V−2U
)− 4iγ5eW−4U (h− iγ5eV+2U)]ξ
− i
2
γ5
[
e−3U (D/X) + 8XeW−3U−V
]
ηc +
(−2ieW−3U−VX) γ5ξc
+
(−2XeW−3U−V γ5γc) ζcc , (9.2.23)
and
0 = Lξ + 14Rξ
= D/ ξ +
3
4
[
8
3
eW−V +
(
fe−3W + 6eW+V−2U
)− i
3
eV−W
(
F/ + 3iγ5e−V−2UH/ 2
)
+ e−2W−V γ5H/ 3 − 12ieW−4Uγ5
(
h− iγ5eV+2U
)− ie−2U−V γ5(∂/h)]ξ
+
1
2
[
iγ5γ
ae−2W−VH/ 3 + 6iγa (∂/U) + iγa
(
fe−3W + 6eW+V−2U
)
+ 12eW−4Uγ5
(
h− iγ5eV+2U
)
γa
]
ζa
+
3
2
[(
fe−3W + 6eW+V−2U
)− 4ieW−4Uγ5 (h− iγ5eV+2U)]η
− e
−3U
2
γ5γ
a
[
(D/X) + 4XeW−V
]
ζca − 6iXeW−3U−V γ5ηc . (9.2.24)
We recall that all the fermions have charge ±2 with respect to the graviphoton, so that Da = ∇a−2iAa when
acting on ζ, η, ξ, while the complex scalar X has charge −4, i.e. DX = dX−4iAX. Naturally, the equations
of motion for the charge conjugate fields ζca , η
c, ξc can be obtained by taking the complex conjugate of the
equations above and using the rules given in section 9.1.1. Alternatively, the charge conjugate equations can
be obtained directly by taking functional derivatives of the effective action (9.2.25) we present below.
141
9.2.5 Effective d = 4 action
The equations of motion for the diagonal fields can be obtained from the following d = 4 action functional:3
SF = K
∫
d4x
√−g
[
ζ¯aγ
abcDbζc +
3
2
η¯D/ η +
1
2
ξ¯D/ ξ + Lintψ¯ψ +
1
2
(
Lintψ¯ψc + c.c.
)]
, (9.2.25)
where K is a normalization constant, “ + c.c.” denotes the complex conjugate (or, equivalently, the charge
conjugate) of Lint
ψ¯ψc
, and the interaction pieces Lint
ψ¯ψ
and Lint
ψ¯ψc
are defined as
Lintψ¯ψ = +
3
4
i(∂bh)e−2U−V ζ¯aγ5γabcζc +
3
8
ie−2U−V η¯γ5(∂/h)η − 38 ie
−2U−V ξ¯γ5(∂/h)ξ
+
1
4
e−2W−VH3abcζ¯aγ5γbζc − 38e
−2W−V η¯γ5H/ 3η +
3
8
e−2W−V ξ¯γ5H/ 3ξ
− i
4
ζ¯a
[
6 (∂/U) + e−2W−V γ5H/ 3
]
γaξ +
i
4
ξ¯γa
[
6 (∂/U)− e−2W−V γ5H/ 3
]
ζa
− 3
4
e−2U−V
[
ζ¯aγ5(∂/T )γaη − η¯γ5γa(∂/T †)ζa
]
+
i
4
ζ¯a
[
−eV−W (F + iγ5 ∗ F )ac + 3ie−W−2Uγ5(H2 + iγ5 ∗H2)ac
]
ζc
+
3i
4
eV−W η¯
(
F/ − iγ5e−V−2UH/ 2
)
η − i
8
eV−W ξ¯
(
F/ + 3iγ5e−V−2UH/ 2
)
ξ
+
3
8
eV−W
[
ζ¯a
(
F/ − iγ5e−V−2UH/ 2
)
γaη + η¯γa
(
F/ − iγ5e−V−2UH/ 2
)
ζa
]
− 3ieW−4U ζ¯aγ5T †γacζc + 3ieW−4U η¯γ5T †η + 32e
W−4U (ζ¯aγaγ5Tη + η¯Tγ5γaζa)
− 9i
2
eW−4U ξ¯γ5Tξ − 3ieW−4U (η¯γ5Tξ + ξ¯γ5Tη) + 3eW−4U
(
ζ¯aγ
aγ5Tξ + ξ¯T γ5γaζa
)
+
1
4
i
(
f˜ − 8eW−V
)(
iζ¯aγ
acζc − 3iη¯η + 32 ζ¯aγ
aη +
3
2
η¯γaζa
)
+
1
8
(
3f˜ + 8eW−V
)
ξ¯ξ +
3
4
f˜
(
η¯ξ + ξ¯η
)
+
1
4
if˜
(
ξ¯γaζa + ζ¯aγaξ
)
(9.2.26)
3If the chiral rotation ψ 7→ eipiγ5/4ψ (in all three fermion fields) is performed at the level of the action (instead of directly in
the equations), we notice that the transformation introduces a factor of iγ5 in all bilinears of the form ψ¯γa1γa2 . . . γa2kψ and
ψ¯γa1γa2 . . . γa2kψ
c, while leaving the rest (e.g. kinetic terms) invariant. As we mentioned above, the rotation has the virtue
of producing standard Dirac mass terms in the examples we review in section 10.5.
142
and4
Lintψ¯ψc = e−3U
{
− i
2
(DbX)ζ¯aγ5γabcζcc −
3i
4
η¯γ5(D/X)ηc − 14 ζ¯aγ5(D/X)γ
aξc +
1
4
ξ¯γaγ5(D/X)ζca
}
+XeW−V−3U
{
2iζ¯aγ5γacζcc − 6iη¯γ5ηc − ζ¯aγ5γaξc + ξ¯γaγ5ζca
− 3
[
ζ¯a (γ5γa) ηc + η¯ (γ5γa) ζca + iη¯γ5ξ
c + iξ¯γ5ηc
]}
, (9.2.27)
where we have introduced the shorthand
f˜ ≡ fe−3W + 6eW+V−2U , T ≡ h− iγ5eV+2U . (9.2.28)
We recall that all the fermions have charge ±2 with respect to the graviphoton, so that Da = ∇a−2iAa when
acting on ζ, η, ξ, while the complex scalar X has charge −4, i.e. DX = dX − 4iAX. It is worth noting that
the action (9.2.25) is manifestly real (up to total derivatives), and that it can also be obtained by directly
reducing the action of D = 11 supergravity to the SU(3) singlet sector. In particular, this procedure fixes
the normalization constant K in terms of the volume of the KE base Y , the length of the fiber parameterized
by χ, the normalization of the internal spinors ε±, and the eleven-dimensional gravitational constant.
9.3 N = 2 supersymmetry
To interpret this action further, we consider how the fields fit into supermultiplets of gaugedN = 2 supergrav-
ity in four dimensions, ignoring the possibility of supersymmetry enhancement for special compactifications.
Using the same techniques as above, we can reduce the 11-d supersymmetry variations of the fermionic
fields.5 These take the form
δΨA = DˆAΘ +
1
12
1
4!
(ΓABCDE − 8δBAΓCDE)ΘFBCDE . (9.3.1)
We are interested only in the Grassmann parameters that are SU(3) invariant, and it proves convenient to
then write
Θ = eW/2θ ⊗ ε+e2iχ + eW/2θc ⊗ ε−e−2iχ . (9.3.2)
4Note that some of the terms written below are actually equal, but we have left them this way to make the N = 2 structure
of covariant derivatives more manifest. See the next section for details.
5In what follows we keep only the terms linear in fermions.
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Here, θ is a 4-d Dirac spinor. By making appropriate projections on (C.3.6) to terms of definite charge, one
obtains the variations of the fields ϕ, λ, ψa. Performing then the change of variables (9.2.13)-(9.2.15), we
arrive at the variations
δη = −1
4
eV−W
(
F/ − ie−2U−V γ5H/ 2
)
θ +
i
2
e−2U−V (∂/T )θ
−eW−4UTγ5θ − 14 i
(
f˜ − 8eW−V
)
θ − 2eW−3U−VXγ5θc (9.3.3)
δξ = 3γ5(∂/U)θ − 12e
6UH/ 3θ − 12e
−3U i(D/X)θc
−1
2
if˜θ + 6eW−4UT †γ5θ − 2XeW−V−3Uγ5θc (9.3.4)
δζa =
(
Da − 34 i(∂ah)e
−2U−V γ5 +
1
8
eV−W γ5
(
F/ − 3ie−V−2Uγ5H/ 2
)
γa
)
θ
+
(
1
8
i
(
f˜ − 8eW−V
)
γ5 +
3
2
TeW−4U
)
γaθ +
1
8
e−2W−V γ5 [γa, H/ 3] θ
−XeW−3U−V γaθc + 12e
−3Uγ5(iDaX)θc . (9.3.5)
Now, according to [207], there is a single vector multiplet that contains the scalar τ = h + ieV+2U (in
this notation, T = τP− + τ¯P+, where P± = 12 (1 ± γ5)), and there is universal hypermultiplet containing
ρ = 4e6U , the pseudoscalar dual to H3 and X. The gravity multiplet contains the gravitino ζa while the
vector multiplet and hypermultiplet each contains a Dirac spinor. Examining then the first lines of the
variations (9.3.3) and (9.3.4) written above which contain derivatives of bosonic fields, we can identify the
gauginos with η and the hyperinos with ξ.
In the N = 2 literature, one usually finds things written in terms of Weyl spinors. For a generic spinor
Ψ, we could write
Ψ1 = P+Ψ, Ψ2 = P+Ψc (9.3.6)
and we then have Ψc2 = P−Ψ and Ψ
c
1 = P−Ψ
c. To be specific, let us consider the gaugino variation. It is
convenient to first write the charge conjugate equation
δηc = −1
4
eV−W
(
F/ − ie−2U−V γ5H/ 2
)
θc − i
2
e−2U−V (∂/T )θc
+eW−4UTγ5θc +
1
4
i
(
f˜ − 8eW−V
)
θc + 2eW−3U−VX∗γ5θ (9.3.7)
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and doing the chiral projection, we then obtain
δη1 = +
i
2
e−2U−V (∂/τ)θc1 −
1
4
eV−W
(
F/ − ie−2U−VH/ 2
)
θ1
−eW−4U τ¯ θ1 − 14 i
(
f˜ − 8eW−V
)
θ1 − 2eW−3U−VXθ2 (9.3.8)
δη2 = − i2e
−2U−V (∂/τ)θc2 −
1
4
eV−W
(
F/ − ie−2U−VH/ 2
)
θ2
+eW−4U τ¯ θ2 +
1
4
i
(
f˜ − 8eW−V
)
θ2 + 2eW−3U−VX∗θ1 . (9.3.9)
With a minor change of notation, these expressions can be understood as those that are obtained from
working out this specific case of [229] (details of the bosonic sector of this have also recently appeared in
[212]). Indeed, we have worked through the details of deriving the 4-d action using the results of [229]; we
will not show this calculation in full here, but just point out the geometric features. The field content is
usually presented after dualizing H2 and H3 [48]6
H(2) =
1
4h2 + e4U+2V
(
2h(H˜(2) + h2F (2))− e2U+V ∗ (H˜(2) + h2F (2))
)
(9.3.12)
H(3) = −1
4
e−12U ∗ [Dσ + JX ] (9.3.13)
where Da = da + 6(B˜1 − A1), H˜2 = dB˜1, JX = i(X∗DX − DX∗X), ρ = 4e6U and σ = 4a. The
hypermultiplet contains the scalars {X,σ, ρ}, while the vector multiplet contains τ = h + ieV+2U . The
scalars of the hypermultiplet coordinatize a quaternionic space HM ' SO(4, 1)/SO(4) with metric
ds2H =
1
ρ2
dρ2 +
1
4ρ2
[dσ − i (XdX∗ −X∗dX)]2 + 1
ρ2
dXdX∗ . (9.3.14)
The vector multiplet scalars coordinatize a special Ka¨hler manifold SM with Ka¨hler potential
KV = − log i(τ − τ¯)
3
2
. (9.3.15)
On SM there is a line bundle L with c1(L) = i2pi ∂¯∂KV = 3i8pi 1(Imτ)2 . Each of the fermions is a section of
L1/2, with Hermitian connection θ = ∂KV . In the local coordinates τ, τ¯ , we have θ = − 32iImτ dτ . Associated
naturally to the line bundle is a U(1) bundle with connection Q = Imθ = 32 dReτImτ . Given τ = h + ieV+2U ,
6It’s convenient to note that these imply
H/ 2 =
h+ T
|h+ τ |2 (H˜/ 2 + h
2F/ ) (9.3.10)
ie6Uγ5H/ 3 =
1
ρ
[D/σ + J/X ] (9.3.11)
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this gives Q = 32e−V−2Udh. The gaugino is also a section of TSM; the Levi-Civita connection on SM is
Γ ≡ Γτ τ = iImτ dτ = ie−V−2Udh− d(V + 2U).
Because of the quaternionic structure, HM possesses three complex structures J α : THM → THM
that satisfy the quaternion algebra J αJ β = −δαβ1 + αβγJ γ . Correspondingly, there is a triplet of Ka¨hler
forms KαH , which we regard as SU(2) Lie algebra valued. Required by N = 2 supersymmetry, there is
a principal SU(2)-bundle SU over HM with connection such that the hyper-Ka¨hler form is covariantly
closed; the curvature of the principal bundle is proportional to the hyper-Ka¨hler form. It follows that the
Levi-Civita connection of HM has holonomy contained in SU(2) ⊗ Sp(2,R). The fermions are sections of
these bundles as follows:
• gravitino: L1/2 × SU
• gaugino: L1/2 × T SM× SU
• hyperino: L1/2 × T HM×SU−1
In the last line, one means that the hyperino is a section of the vector bundle obtained by deleting the SU(2)
part of the holonomy group on HM.
The connections on SU and THM×SU−1 are evaluated in terms of the hypermultiplet scalars, and one
finds the following results, following a translation into Dirac notation. The gravitino covariant derivative
reads
Dbζc = Dbζc − 3i4 e
−2U−V (∂bh)γ5ζc − i4e
6U (∗H3)bζc + i2e
−3U (DbX)γ5ζcc , (9.3.16)
which leads to
γabcDbζc = γabcDbζc + 3i4 e
−2U−V (∂bh)γ5γabcζc +
1
4
e6UHabc3 γ5γbζc
− i
2
e−3U (DbX)γ5γabcζcc . (9.3.17)
The gaugino covariant derivative is
Daη = Daη − i4e
−(2U+V )(∂ah)γ5η − i4e
6U (∗H3)aη + i2e
−3U (DaX)γ5ηc , (9.3.18)
giving
D/ η = D/η + i
4
e−(2U+V )γ5(∂/h)η − 14e
6Uγ5H/ 3η − i2e
−3Uγ5(D/X)ηc . (9.3.19)
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Finally, the hyperino is a section of THM×SU−1. The covariant derivative is then
Daξ = Daξ + 3i4 e
−(2U+V )(∂ah)γ5ξ +
3i
4
e6U (∗H3)aξ . (9.3.20)
Equivalently,
D/ ξ = D/ ξ − 3i
4
e−(2U+V )γ5(∂/h)ξ +
3
4
e6Uγ5H/ 3ξ . (9.3.21)
We recognize the pieces of these covariant derivatives in the action given above. Indeed, the action takes
the form
Skin = K
∫
d4x
√−g
[
ζ¯aγ
abcDbζc + 32 η¯D/ η +
1
2
ξ¯D/ ξ + · · ·
]
. (9.3.22)
In comparing to the first few lines of (9.2.26) and (9.2.27), one can see these covariant derivatives forming.
The remaining couplings to F and H2 and to the scalars can also be derived from the N = 2 geometric
structure, but we will not give further details here.
9.4 Examples
In this section we compare the general effective four-dimensional action to various holographic fermion
systems that have been considered in the literature, and look for appropriate further (consistent) truncations
of the fermionic sector. We focus mainly on two relevant further truncations, namely, the minimal gauged
N = 2 supergravity theory, and the model of [48, 49], which provided an embedding of the holographic
superconductor [41, 42] into M-theory.
9.4.1 Minimal gauged supergravity
As discussed in [207], a possible further truncation entails taking
U = V = W = H3 = h = X = 0, f = 6 , H2 = − ∗ F (i.e. iγ5H/ 2 = F/ ) , (9.4.1)
which sets all the massive fields to zero, leaving the N = 2 gravity multiplet only. The corresponding
equations for the bosonic fields can be derived from the Einstein-Maxwell action
SB = KB
∫
d4x
√−g (R− FµνFµν + 24) . (9.4.2)
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The simplest fermionic content that one can consider is a charged massive bulk Dirac fermion minimally
coupled to gravity and the gauge field (see for example [88], [89], [230], [217], [231]).
In our context, this truncation has an AdS4 vacuum solution which uplifts to a supersymmetric AdS4 ×
SE7 solution in D = 11. These solutions are thought of as being dual to three-dimensional SCFTs with
N = 2 supersymmetry (in principle). In this truncation, we note that for  = +1, the variations (9.3.3-9.3.4)
of η and ξ are both zero, and ζa decouples from η, ξ. Consequently, it is consistent to set η = ξ = 0 (as
we did for their superpartners) in this case, and we then obtain the effective d = 4 action (9.2.25) for the
gravity supermultiplet
S = SB +K
∫
d4x
√−g [ζ¯aγabcDbζc − iζ¯a[(F + iγ5 ∗ F )ac + 2iγac]ζc] . (9.4.3)
We note that this gives the expected couplings between the gravitino and the graviphoton7 [232],[233] (see
[147] also).
If  = −1, supersymmetry is broken, and we wish to consider other truncations of the fermionic sector.
It appears that there are no non-trivial consistent truncations in this case – if we choose to set the gravitino
to zero for example, its equation of motion gives a constraint on η and ξ that appears to have no non-trivial
solutions. To see this, we note the action contains the interaction terms (as usual neglecting 4-fermion
couplings)
Lintψ¯ψ = 5ζ¯aγacζc −
9
2
i
(
ζ¯aγ
aη + η¯γaζa
)− 3i (ζ¯aγaξ + ξ¯γaζa)
+
i
2
ζ¯a
[
(F + iγ5 ∗ F )ac
]
ζc +
3
4
[
ζ¯aF/ γ
aη + η¯γaF/ ζa
]
− 9η¯η − 7
2
ξ¯ξ − 3(η¯ξ + ξ¯η) + 3i
2
η¯F/ η +
i
4
ξ¯F/ ξ . (9.4.4)
9.4.2 Fermions coupled to the holographic superconductor
We now consider truncations appropriate to holographic superconductors. We note that the general model
contains the charged boson X, of charge twice the charge of the fermion fields. This is one of the basic features
of the model considered in [216], which studied charged fermions coupled to the holographic superconductor.
It is interesting to see how the couplings used there appear in the top-down model.
7One can use the identity F bdγ[bγ
acγd] = Fbdγ
bdac + 2Fac = iFbdγ5
bdac + 2Fac to rewrite the coupling of the gravitino to
the field-strength in the somewhat more familiar form ∼ F bdζ¯aγ[bγacγd]ζc .
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Refs. [48, 49] considered the following truncation of the bosonic sector
h = 0 , e6U = 1− 1
4
|X|2 , V = −2U (= W ), H2 = ∗F ,
H3 =
i
4
e−12U ∗ (X∗DX −XDX∗) ,  = −1 , f = 6e−12U
(
−1 + |X|
2
3
)
, (9.4.5)
where DX = dX − 4iAX as before. As pointed out in [48, 49], in order to set h = 0 we need to impose
F ∧F = 0 by hand, and thus the truncation (even before considering the fermions) is not consistent. While
this restriction allows for black hole solutions carrying electric or magnetic charge only, it excludes solutions
of the dyonic type. This theory also has an AdS4 vacuum solution (with X = 0 and f = −6), which
uplifts to a skew-whiffed AdS4 × SE7 solution in D = 11. In general, these solutions do not preserve any
supersymmetries (an exception being the case where SE7 = S7).
The d = 4 effective action (9.2.25) for this truncation is given by
SF = K
∫
d4x
√−g
[
ζ¯aγ
abcDbζc +
3
2
η¯D/ η +
1
2
ξ¯D/ ξ + Lintψ¯ψ +
1
2
(
Lintψ¯ψc + c.c.
)]
, (9.4.6)
where now
e6ULintψ¯ψ =
1
2
ζ¯a
[(
1− |X|
2
4
)
i (F + iγ5 ∗ F )ac − 2
(|X|2 − 5) γac − 1
8
(
X∗
←→
DbX
)
γbac
]
ζc
+
3
4
η¯
[
−4 (3− |X|2)+ 1
8
(
X∗
←→
D/ X
)
+ 2
(
1− |X|
2
4
)
iF/
]
η
+
3
8
ξ¯
[
−4
3
(
7− |X|2)+ 2
3
(
1− |X|
2
4
)
iF/ − 1
4
(
X∗
←→
D/ X
)]
ξ
+
3
4
ζ¯a
[
2i
(|X|2 − 3)+ (1− |X|2
4
)
F/
]
γaη +
3
4
η¯γa
[
2i
(|X|2 − 3)+ (1− |X|2
4
)
F/
]
ζa
+
i
2
ζ¯a
[(|X|2 − 6)+ 1
4
X∗(D/X)
]
γaξ +
i
2
ξ¯γa
[(|X|2 − 6)− 1
4
X(D/X)∗
]
ζa
− 3
2
η¯
(
2− |X|2) ξ − 3
2
ξ¯
(
2− |X|2) η (9.4.7)
and
e3ULintψ¯ψc =
i
2
ζ¯aγ5
[−(DbX)γabc + 4Xγac] ζcc − 3i4 η¯γ5 (D/X + 8X) ηc
− 1
4
ζ¯aγ5 (D/X + 4X) γaξc − 14 ξ¯γ5γ
a (D/X + 4X) ζca
− 3X
[
ζ¯a (γ5γa) ηc + η¯ (γ5γa) ζca + iη¯γ5ξ
c + iξ¯γ5ηc
]
. (9.4.8)
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In order to compare to phenomenologically motivated models, such as the holographic superconductor
models, it is instructive to expand in powers of the complex scalar X, it being natural to organize the action
by engineering dimension. Since 4-fermi couplings are dimension 6 or higher, we will here keep all terms up
to and including dimension five. Doing so we obtain
Lintψ¯ψ '
1
2
iζ¯a
[
(F + iγ5 ∗ F )ac − 10iγac
]
ζc +
3
2
iη¯ (6i+ F/ ) η
+
1
4
iξ¯ (14i+ F/ ) ξ +
3
4
ζ¯a (−6i+ F/ ) γaη + 34 η¯γ
a (−6i+ F/ ) ζa
− 3 (η¯ξ + ξ¯η + iζ¯aγaξ + iξ¯γaζa)
− 1
4
i|X|2
[
iζ¯aγ
acζc − 32
(
ζ¯aγ
aη + η¯γaζa
)
+
(
ζ¯aγ
aξ + ξ¯γaζa
)]
+
3
4
|X|2
[
η¯η − 1
2
ξ¯ξ +
(
η¯ξ + ξ¯η
)]
, (9.4.9)
and
Lintψ¯ψc '
1
2
iζ¯aγ5
[−(DbX)γabc + 4Xγac] ζcc − 34 iη¯γ5 (D/X + 8X) ηc
− 1
4
ζ¯aγ5 (D/X + 4X) γaξc − 14 ξ¯γ5γ
a (D/X + 4X) ζca
− 3X
(
ζ¯aγ5γ
aηc + η¯γ5γaζca + iη¯γ5ξ
c + iξ¯γ5ηc
)
. (9.4.10)
Note that we have the same basic couplings as in [216]: we have Majorana couplings between the doubly-
charged boson X and spin-1/2 fermions. The model is significantly more complicated for several reasons.
First, we have kept here several species of spin-1/2 fermions, and they are also coupled to the gravitino. An
exploration of this model holographically, or a further truncation of the model, would be of interest. We also
note that there are generic terms of the form ψ¯γ5D/Xψc. These could also be of interest holographically;
first in the presence of a boundary chemical potential for A, such a coupling looks similar to the other
Majorana coupling near the boundary. But it also would presumably be the most important coupling in
non-homogeneous boundary configurations (such as would correspond to spin-wave, nematic order, etc.).
We also note that there are generically the “Pauli terms”, involving dipole couplings of the fermions to the
gauge field strength. The effect of these terms in a bottom-up holographic setup have been recently studied
in [218, 219], where it was found that the inclusion of Pauli couplings allows one to study new phases of
holographic quantum critical fermions which resemble features of Mott insulators.
It is clear that dropping all of the fermions is a consistent truncation, at least as consistent as the bosonic
truncation. It is also apparently possible to keep all of the fermions, although the h equation of motion will
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now give a condition including terms non-linear in fermions. It would be interesting to find other truncations
of the fermion content. For example, can one reduce, say, to a single species of charged fermion, including
the elimination of the gravitino?. If such a truncation exists, it is non-trivial.
9.5 Conclusions
We have explicitly worked out the form of the fermionic action obtained from a consistent truncation of 11-d
supergravity on warped Sasaki-Einstein 7-manifolds, which should be thought of as the total space of a Spinc
bundle over a Ka¨hler-Einstein base. The consistent truncation is obtained by restricting to SU(3)-invariant
excitations. We have checked that the resulting theory is consistent with what is expected from N = 2
gauged supergravity in four dimensions, in the case where there is a single vector multiplet and a single
hypermultiplet.
This work is relevant to the recent literature on holographic duals of three-dimensional strongly-coupled
field theories, particularly to those in which fermions play a central role in the dynamics, such as in super-
conductors. The theory does contain interesting couplings of the Majorana type, similar to those considered
in the literature, as well as some new ones. We have briefly considered several further truncations that are
closer to bottom-up models that have been discussed in the literature. Generally, we have found that it is
difficult to find truncations of the fermionic sector. In particular, the gravitino is typically coupled to the
other fermion fields. As a result, in holographic studies, we expect to see a spin-3/2 operator in the dual
theory (the boundary supercurrents, in supersymmetric cases), and given appropriate asymptotic bosonic
configurations, this operator would mix with other fermionic operators. We have not done an exhaustive job
of studying this decoupling problem however, and it would be of interest to do so and to consider a variety
of holographic applications.
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Chapter 10
Fermions and Supergravity on
Squashed Sasaki-Einstein Manifolds
III: Type IIB
To conclude the program initiated in the previous two chapters, we now discuss the reduction of the fermionic
sector in the consistent Kaluza-Klein truncations of type IIB supergravity on squashed Sasaki-Einstein five-
manifolds. As we have discussed, these compactifications consistently retain massive (charged) modes, and
are relevant for the discussion of holographic superconductors from a top-down perspective. In section
10.1 we discuss the extension of the bosonic ansatz of [208–210] to include the fermion modes of type IIB
supergravity. In section 10.2 we present our main result: the effective five-dimensional action functional
describing the dynamics of the fermions and their couplings to the bosonic fields. We chose to perform this
calculation by directly reducing the 10-d equations of motion for the gravitino and dilatino. The resulting
action is consistent with 5-d N = 4 gauged supergravity, as has been anticipated. In section 10.3 we reduce
the supersymmetry variation of the gravitino and dilatino, and comment on the supersymmetric structure
of the five-dimensional theory by considering how the fermions fit into the supermultiplets of N = 4 gauged
supergravity. In principle, a complete mapping to the highly constrained form of N = 4 actions could be
made, although we do not give all of the details here. The N = 4 theory has two vacuum AdS5 solutions,
one with N = 2 supersymmetry and one without supersymmetry. In section 10.4 we linearize the fermionic
sector in each of these vacua and demonstrate that as expected the gravitini attain masses via the Stu¨ckelberg
mechanism, which is a useful check on the consistency of our results. In section 10.5 we apply our results to
several further truncations of interest: the minimal gauged N = 2 supergravity theory in five dimensions,
and the dual [50] of the (3 + 1)-dimensional holographic superconductor. We conclude in section 10.6. The
material presented in this chapter is based on work published by the author in collaboration with Ibrahima
Bah, Alberto Faraggi and Robert Leigh [197]. 1
1 The author would like to thank L. Pando-Zayas for collaboration on an early stage of [197].
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10.1 Fermionic ansatz
As reviewed in C, the fermionic content of type IIB supergravity comprises a positive chirality dilatino and
a negative chirality gravitino. Instead of expressing the theory in terms of pairs of Majorana-Weyl fermions,
we find it notationally simplest to use complex Weyl spinors. We start by specifying our Clifford algebra
and charge conjugation conventions.
10.1.1 Clifford algebra
Quite generally, we would like to decompose the gravitino using an ansatz of the form
Ψa(x, y, χ) =
∑
I
ψIa(x)⊗ ηI(y, χ) (10.1.1)
Ψα(x, y, χ) =
∑
I
λI(x)⊗ ηIα(y, χ) (10.1.2)
Ψf(x, y, χ) =
∑
I
ϕI(x)⊗ ηIf (y, χ) , (10.1.3)
where a, α and f denote the indices in the direction of the external manifold, the KE base, and the fiber,
respectively. We split the ten-dimensional Clifford algebra accordingly by choosing the following basis:
Γa = γa ⊗ 14 ⊗ σ1 (10.1.4)
Γα = 14 ⊗ γα ⊗ σ2 (10.1.5)
Γf = 14 ⊗ γf ⊗ σ2 , (10.1.6)
where a = 0, 1, ..., 4, α = 1, ..., 4, whence2
Γab = γab ⊗ 14 ⊗ 12 (10.1.7)
Γαβ = 14 ⊗ γαβ ⊗ 12 (10.1.8)
Γ11 = −Γ0Γ1...Γ9 = 14 ⊗ 14 ⊗ σ3 . (10.1.9)
The γa generate C`(4, 1) while the γα generate C`(4, 0). We have γ01234 = −i14 in C`(4, 1) and γf =
−γ1γ2γ3γ4 in C`(4, 0).
2We take γ4 = iγ0123 in C`(4, 1). There is of course the opposite sign choice, leading to an inequivalent irrep of C`(4, 1).
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Notice that γabcde = iabcde5 . Some useful identities involving the C`(4, 1) gamma matrices are then
abcdeγ
abcde = −i5! , eabcdγabcd = −i4!γe , (10.1.10)
deabcγ
abc = +i3!γde , cdeabγ
ab = +i2!γcde . (10.1.11)
It is also useful to notice that the Ka¨hler form on KE satisfies
JαβJγδ
αβγδ = 8 , JαβJγδγαβγδ = −8γf , JαβJγδγβγδ = −2γαγf . (10.1.12)
Next, we present our charge conjugation conventions. In d = 5 dimensions with signature (−,+,+,+,+)
we can define unitary intertwiners B4,1 and C4,1 (the charge conjugation matrix), unique up to a phase,
satisfying
B4,1γ
aB−14,1 = −γa∗ , BT4,1 = −B4,1 , B∗4,1B4,1 = −1 , (10.1.13)
and
C4,1γaC
−1
4,1 = γ
T
a , C
T
4,1 = −C4,1 , C4,1 = BT4,1γ0 = −B4,1γ0 . (10.1.14)
If ψ is any spinor in (4 + 1) dimensions, its charge conjugate ψc is then defined as
ψc = B−14,1ψ
∗ = B†4,1ψ
∗ = −γ0C†4,1ψ∗ . (10.1.15)
In (4+1) dimensions it is not possible to define Majorana spinors satisfying ψc = ψ. It is possible, however, to
define symplectic Majorana spinors. These satisfy ψci = Ωijψj , where Ωij is the USp(4)-invariant symplectic
form. This fact becomes particularly relevant when dealing with N = 4 supergravity in d = 5 dimensions,
inasmuch as the symplectic Majorana spinors allow to make the action of the R-symmetry manifest.
In analogy with (10.1.15), we can define the charge conjugates of a spinor Ψ in (9+1) dimensions and a
spinor ε in 5 Euclidean dimensions as
Ψc = B−19,1Ψ
∗ , where B9,1ΓMB−19,1 = Γ
∗
M , B
T
9,1 = B9,1 (10.1.16)
εc = B−15 ε
∗ , where B5γαB−15 = γ
∗
α , B
T
5 = −B5 , (10.1.17)
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where B5 and B9,1 are the corresponding unitary intertwiners. We then find
B9,1 = B4,1 ⊗B5 ⊗ σ3 . (10.1.18)
Notice that B5 is unitary and antisymmetric, and therefore for a spinor ε in five Euclidean dimensions we
have (εc)c = −ε. In particular, in terms of the gauge-covariantly constant spinors ε± introduced in sections
8.2.2-8.2.3, we have that defining ε− as the charge conjugate of ε+, this is e−
3i
2 χε− ≡
(
e
3i
2 χε+
)c
, implies
that
(
e−
3i
2 χε−
)c
= −e 3i2 χε+. We also define the unitary intertwiner C9,1 (the charge-conjugation matrix)
in (9 + 1) dimensions, which satisfies
C9,1ΓMC−19,1 = −ΓTM C9,1 = BT9,1Γ0 = B9,1Γ0 . (10.1.19)
Notice that defining Ψc in the (9+1)-dimensional space by using the intertwiner B9,1 introduced above (as
opposed to using an intertwiner B−9,1 satisfying B
−
9,1ΓMB
−†
9,1 = −Γ∗M ) allows one to choose a basis, if so
desired, where the charge conjugation operation in D = 10 reduces to complex conjugation. In this basis all
the C`(9, 1) gamma-matrices are real, with B9,1 = 1 and a corresponding (9+1) charge-conjugation matrix
C9,1 = BT9,1Γ0 = Γ0.
10.1.2 Projecting to SU(2) singlets
In the previous chapter, the projection to singlets under the structure group of the KE base was described
in detail for the case of D = 11 supergravity compactified on squashed SE7 manifolds [196]. Since the
principles at work in the present case are essentially the same, here we limit ourselves to pointing to a few
relevant facts and results. As before, we make use of the gauge-covariantly constant spinors introduced in
8.2.2-8.2.3, which satisfy
(∇α −Aα∂χ)ε(y, χ) = 0 , (10.1.20)
where in the present context
ε(y, χ) = ε±(y)e±3i/2χ . (10.1.21)
These two spinors with maximal U(1) charge are of course charge conjugates of one another. As we discussed
in detail in the previous chapters, they are the singlets under the structure group, and constitute the basic
building blocks of the reduction ansatz for the fermions. In the case at hand the structure group is SU(2); in
fact, we have an unbroken SU(2)L×U(1) subgroup of Spin(4) in which the spinor transforms as 20⊕1+⊕1−.
Following the discussion in 9.1.2, we write the total charge operator as Q = 2
∑
α 2Qα; in the complex basis
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introduced in 8.2.4 we then find
Qαε± = ±12ε± (α = 1, 2) (10.1.22)
and
P¯αε+ = 0, Pαε− = 0 , (10.1.23)
where Qα = Γαα¯, Pα = ΓαΓα¯, and P¯α = Γα¯Γα. In the Fock state basis, these are ε± ↔ | ± 12 ,± 12 〉 and the
remaining two states form a (charge-zero) doublet. Unlike the two SU(3) singlet spinors that were used to
reduce the gravitino in the 11-d case, here the two singlets have the same chirality in 4 + 0 dimensions, that
is γfε± = ε± (this follows, since γf = −γ1234 =
∏
α 2Qα).
We are now in position to write the reduction ansatz for the gravitino and dilatino. Dropping all the
SU(2) representations other than the singlets, we take
Ψa(x, y, χ) = ψ(+)a (x)⊗ ε+(y)e
3
2 iχ ⊗ u− + ψ(−)a (x)⊗ ε−(y)e−
3
2 iχ ⊗ u− (10.1.24)
Ψα(x, y, χ) = ρ(+)(x)⊗ γαε+(y)e 32 iχ ⊗ u− (10.1.25)
Ψα¯(x, y, χ) = ρ(−)(x)⊗ γα¯ε−(y)e− 32 iχ ⊗ u− (10.1.26)
Ψf(x, y, χ) = ϕ(+)(x)⊗ ε+(y)e 32 iχ ⊗ u− + ϕ(−)(x)⊗ ε−(y)e− 32 iχ ⊗ u− (10.1.27)
λ(x, y, χ) = λ(+)(x)⊗ ε+(y)e 32 iχ ⊗ u+ + λ(−)(x)⊗ ε−(y)e− 32 iχ ⊗ u+ (10.1.28)
where ϕ(±), ρ(±) and ψ(±)a are (4+1)-dimensional spinors on M , the superscript c denotes charge conjugation,
and we have used the complex basis introduced in 8.2.4 for the KE base directions (α, α¯ = 1, 2). The constant
spinors u+ =
(
1
0
)
and u− =
(
0
1
)
have been introduced as bookkeeping devices to keep track of the D = 10
chiralities. Since our starting spinors were only Weyl in D = 10 (as opposed to Majorana-Weyl) there is no
relation between, say, λ(+) and λ(−); they are independent Dirac spinors in 4 + 1 dimensions, and the same
applies to the rest of the spinors in the ansatz. Although one could write the (4 + 1)-spinors as symplectic
Majorana, there is no real benefit to introducing such notation at this point in the discussion. According to
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the charge conjugation conventions in 10.1.1, we also find
Ψca(x, y, χ) = ψ
(−)c
a (x)⊗ ε+(y)e
3
2 iχ ⊗ u− − ψ(+)ca (x)⊗ ε−(y)e−
3
2 iχ ⊗ u− (10.1.29)
(Ψα)c(x, y, χ) = −ρ(+)c(x)⊗ γα¯ε−(y)e− 32 iχ ⊗ u− (10.1.30)
(Ψα¯)c(x, y, χ) = ρ(−)c(x)⊗ γαε+(y)e 32 iχ ⊗ u− (10.1.31)
Ψcf (x, y, χ) = ϕ
(−)c(x)⊗ ε+(y)e 32 iχ ⊗ u− − ϕ(+)c(x)⊗ ε−(y)e− 32 iχ ⊗ u− (10.1.32)
λc(x, y, χ) = −λ(−)c(x)⊗ ε+(y)e 32 iχ ⊗ u+ + λ(+)c(x)⊗ ε−(y)e− 32 iχ ⊗ u+ . (10.1.33)
Notice that all of these modes are annihilated by the gauge-covariant derivative on KE. Equations
(10.1.24)-(10.1.28) provide the starting point for the dimensional reduction of the D = 10 equations of
motion of type IIB supergravity down to d = 5.
10.2 Five-dimensional equations of motion and effective action
The type IIB fermionic equations of motion to linear order in the fermions are given by (see appendix C.2
for details)
Dˆ/ λ = i
8
F/ (5)λ+O(Ψ2) (10.2.1)
ΓABCDˆBΨC = −18G/
∗ΓAλ+
1
2
P/ ΓAλc +O(Ψ3) (10.2.2)
Here, Dˆ denotes the flux-dependent supercovariant derivative, which acts as follows:
Dˆ/ λ =
(
/ˆ∇− 3i
2
/Q
)
λ− 1
4
ΓAG/ΨA − ΓAP/ΨcA , (10.2.3)
DˆBΨC =
(
∇ˆB − i2QB
)
ΨC +
i
16
F/ (5)ΓBΨC − 116SBΨ
c
C , (10.2.4)
where ∇ˆB denotes the ordinary 10-d covariant derivative and we have defined
SB ≡ 16
(
ΓBDEFGDEF − 9ΓDEGBDE
)
. (10.2.5)
As described in appendix C.2.1, defining the axion-dilaton τ = C(0) + ie−Φ = a+ ie−φ our conventions imply
G = ieΦ/2
(
τdB − dC(2)
)
= −
(
e−φ/2H(3) + ieφ/2F(3)
)
, (10.2.6)
157
and
P =
i
2
eΦdτ =
dφ
2
+
i
2
eφda , Q = −1
2
eΦdC(0) = −12e
φda . (10.2.7)
It will prove convenient to introduce a compact notation as follows:
G1 = e 12 (φ−4U)
(
G1 − ie−φH1
) G˜1 = e 12 (φ−4U) (G1 + ie−φH1) (10.2.8)
G2 = e 12 (φ+4U)Σ
(
G2 − ie−φH2
) G˜2 = e 12 (φ+4U)Σ (G2 + ie−φH2) (10.2.9)
G3 = e 12 (φ+4U)Σ−1
(
G3 − ie−φH3
) G˜3 = e 12 (φ+4U)Σ−1 (G3 + ie−φH3) (10.2.10)
N (+)1 = e
1
2 (φ−4U)
(
N1 − ie−φM1
) N˜ (+)1 = e 12 (φ−4U) (N1 + ie−φM1) (10.2.11)
N (−)1 = e
1
2 (φ−4U)
(
N∗1 − ie−φM∗1
) N˜ (−)1 = e 12 (φ−4U) (N∗1 + ie−φM∗1 ) (10.2.12)
N (+)0 = e
1
2 (φ−4U)Σ2
(
N0 − ie−φM0
) N˜ (+)0 = e 12 (φ−4U)Σ2 (N0 + ie−φM0) (10.2.13)
N (−)0 = e
1
2 (φ−4U)Σ2
(
N∗0 − ie−φM∗0
) N˜ (−)0 = e 12 (φ−4U)Σ2 (N∗0 + ie−φM∗0 ) (10.2.14)
where the scalar Σ is defined as Σ ≡ e2(W+U) = e− 23 (U+V ). Its significance will be reviewed later in this
chapter.
10.2.1 Reduction of the dilatino equation of motion
We begin by performing the reduction of the D = 10 equation of motion for the dilatino, as given in (C.2.19).
Derivative operator
We first reduce the 10-d derivative operator ∇ˆA − (3i/2)QA acting on the dilatino. Defining
eW
(
∇ˆ/ − 3i
2
Q/
)
λ ≡ L+λ ⊗ ε+e
3i
2 χ ⊗ u− + L−λ ⊗ ε−e−
3i
2 χ ⊗ u− (10.2.15)
we find
L±λ =
(
D/+
1
2
∂/W +
3
4
ieφ(∂/a)
)
λ(±) +
1
4
iΣ−2F/ 2λ(±) ∓
(
e−4UΣ−1 +
3
2
Σ2
)
λ(±) , (10.2.16)
where D/λ(±) =
(∇/ ∓ 32 iA/1)λ(±) is the gauge-covariant five-dimensional connection acting on λ(±).
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Couplings
We now reduce the various terms involving the couplings of the dilatino, including the flux-dependent terms
in the supercovariant derivative. Defining
eW
(
i
8
F/ (5)λ+
1
4
ΓAG/ΨA
)
≡ R+1λ ⊗ ε+e
3i
2 χ ⊗ u− +R−1λ ⊗ ε−e−
3i
2 χ ⊗ u− (10.2.17)
we find
R(±)1λ = eZ+4Wλ(±) −
1
2
ie−4U /K1λ
(±) ∓ 1
2
iΣ /K2λ
(±) ∓ Σ/L(±)2 λ(∓)
− 1
4
iγa/G3ψ(±)a −
1
4
γa/G2ψ(±)a +
1
4
/G3
(
ϕ(±) + 4ρ(±)
)
− 1
4
i/G2
(
ϕ(±) − 4ρ(±)
)
± 1
2
γa/G1ψ(±)a ±
1
2
i/G1ϕ(±) ∓ iγa /N (±)1 ψ(∓)a ± /N (±)1 ϕ(∓)
∓ γaN (±)0 ψ(∓)a ∓ iN (±)0 ϕ(∓) , (10.2.18)
where we have introduced the notation /L(+)2 = (1/2!)L2 abγ
ab and /L(−)2 = (1/2!)L
∗
2 abγ
ab. Similarly, defining
eWΓAP/ΨcA ≡ R+2λ ⊗ ε+e
3i
2 χ ⊗ u− +R−2λ ⊗ ε−e−
3i
2 χ ⊗ u− (10.2.19)
we obtain
R(±)2λ =± P/ ψ(∓)ca ± iP/
(
4ρ(∓)c + ϕ(∓)c
)
. (10.2.20)
where, in a slight abuse of notation, P/ = (1/2)
(
∂/φ+ ieφ∂/a
)
when appearing in 5-d equations. In terms of
the quantities computed above, the 10-d dilatino equation reduces to two equations for the five-dimensional
fields, given by
L(±)λ −R(±)1λ −R(±)2λ = 0 . (10.2.21)
10.2.2 Reduction of the gravitino equation of motion
We now reduce the equation of motion for the D = 10 gravitino, as given in (C.2.20).
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Derivative operator
Here we define
eWΓaBC
(
∇ˆB − i2QB
)
ΨC = L(+)a ⊗ ε+e 3i2 χ ⊗ u+ + L(−)a ⊗ ε−e− 3i2 χ ⊗ u+ (10.2.22)
eW σ˜2ΓαΓαBC
(
∇ˆB − i2QB
)
ΨC = L(+)base ⊗ ε+e
3i
2 χ ⊗ u+ + L(−)base ⊗ ε−e−
3i
2 χ ⊗ u+ (10.2.23)
eWΓfBC
(
∇ˆB − i2QB
)
ΨC = L(+)f ⊗ ε+e
3i
2 χ ⊗ u+ + L(−)f ⊗ ε−e−
3i
2 χ ⊗ u+ (10.2.24)
where σ˜2 ≡ 14 ⊗ 14 ⊗ σ2. Then, for the components of the derivative operator in the external manifold
directions we find
L(±)a = γabc
(
Db +
1
2
∂bW +
1
4
ieφ(∂ba)
)
ψ(±)c
− 1
4
iΣ−2γ[cF/ 2γa]ψ(±)c ∓
(
Σ−1e−4U +
3
2
Σ2
)
γabψ
(±)
b
− 4iγab
[
Db +
1
2
∂bW +
1
4
ieφ(∂ba)
]
ρ(±) − i(Σ−1∂/Σ)γaρ(±) + 4i(∂/U)γaρ(±)
± 2i (3Σ2 + Σ−1e−4U) γaρ(±) − 1
2
Σ−2F2 bdγbγaγdρ(±)
− iγab
[
Db +
1
2
∂bW +
1
4
ieφ(∂ba)
]
ϕ(±) − i(Σ−1∂/Σ)γaϕ(±)
± 2iΣ−1e−4Uγaϕ(±) + 1
4
Σ−2F2 bcγcγabϕ(±) . (10.2.25)
Similarly, the components in the direction of the KE base yield
L(±)base = − 4iγab
[
Da +
1
2
∂aW +
1
4
ieφ(∂aa)
]
ψ
(±)
b + iγ
b(Σ−1∂/Σ)ψ(±)b − 4iγb(∂/U)ψ(±)b
+
1
2
Σ−2F2 daγaγbγdψ
(±)
b ± 2i
(
Σ−1e−4U + 3Σ2
)
γbψ
(±)
b
− 12
[
D/+
1
2
(∂/W ) +
1
4
ieφ(∂/a)
]
ρ(±) ± 2 (2Σ−1e−4U + 9Σ2) ρ(±) − 3iΣ−2F/ 2ρ(±)
− 4
[
D/+
1
2
∂/W +
1
4
ieφ(∂/a)− 3
4
(Σ−1∂/Σ)− (∂/U)
]
ϕ(±)
± 2Σ−1e−4Uϕ(±) − 2iΣ−2F/ 2ϕ(±) . (10.2.26)
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Finally, for the fiber component of the derivative operator we obtain
L(±)f =− iγab
[
Da +
1
2
∂aW +
1
4
ieφ(∂aa)
]
ψ
(±)
b + iγ
b(Σ−1∂/Σ)ψ(±)b
± 2iΣ−1e−4Uγbψ(±)b +
1
4
Σ−2F2 daγabγdψ
(±)
b
− 4
[
D/+
1
2
∂/W +
1
4
ieφ(∂/a) +
3
4
(Σ−1∂/Σ) + ∂/U
]
ρ(±)
± 2Σ−1e−4U
(
2ϕ(±) + ρ(±)
)
− iF/ 2Σ−2
(
ϕ(±) + 2ρ(±)
)
. (10.2.27)
Couplings
Next, define
eW
(
−1
8
G/ ∗Γaλ− i
16
ΓaBCF/ (5)ΓBΨC
)
= R(+)a1 ⊗ ε+e
3i
2 χ ⊗ u+
+R(−)a1 ⊗ ε−e−
3i
2 χ ⊗ u+ (10.2.28)
eW
(
−1
8
σ˜2ΓαG/ ∗Γαλ− i16 σ˜2ΓαΓ
αBCF/ (5)ΓBΨC
)
= R(+)1 base ⊗ ε+e
3i
2 χ ⊗ u+
+R(−)1 base ⊗ ε−e−
3i
2 χ ⊗ u+ (10.2.29)
eW
(
−1
8
G/ ∗Γfλ− i
16
ΓfBCF/ (5)ΓBΨC
)
= R(+)1 f ⊗ ε+e
3i
2 χ ⊗ u+
+R(−)1 f ⊗ ε−e−
3i
2 χ ⊗ u+ . (10.2.30)
We find
R(±)a1 =
(
−1
8
i/˜G3 ±
1
4
/˜G1 −
1
8
/˜G2
)
γaλ(±) ∓
(
1
2
i /˜N (±)1 +
1
2
N˜ (±)0
)
γaλ(∓)
+ eZ+4W γbaψ(±)b −
1
2
ie−4Uγ[b /K1γ
a]ψ
(±)
b + e
−4U{ /K1, γa}ρ(±) −
1
4
e−4U [ /K1, γ
a]ϕ(±)
∓ 1
2
iΣγ[b /K2γ
a]ψ
(±)
b ∓ Σγ[b/L
(±)
2 γ
a]ψ
(∓)
b −
1
4
Σ
(
±[ /K2, γa]ϕ(±) ∓ 2i[/L(±)2 , γa]ϕ(∓)
)
+ Σγa
(
± /K2ρ(±) ∓ 2i/L(±)2 ρ(∓)
)
(10.2.31)
R(±)1 base =
(
1
2
/˜G3 +
i
2
/˜G2
)
λ(±) + e−4U{γb, /K1}ψ(±)b − 6ie−4U /K1ρ(±) + 4eZ+4W (ϕ(±) + 3ρ(±))
− Σ
[
±i /K2
(
iγaψ(±)a + ϕ
(±) + 2ρ(±)
)
± 2/L(±)2
(
iγaψ(∓)a + ϕ
(∓) + 2ρ(∓)
)]
(10.2.32)
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R(±)1 f =
(
1
8
/˜G3 ±
1
4
i/˜G1 −
1
8
i/˜G2
)
λ(±) ±
(
1
2
/˜N (±)1 −
1
2
iN˜ (±)0
)
λ(∓)
− 1
4
e−4U [γb, /K1]ψ
(±)
b ∓
1
4
Σ[γb, /K2]ψ
(±)
b ±
1
2
iΣ[γb, /L(±)2 ]ψ
(∓)
b
+ 4eZ+4W ρ(±) ∓ iΣ /K2ρ(±) ∓ 2Σ/L(±)2 ρ(∓) . (10.2.33)
We now reduce the couplings to the charge conjugate spinors in the gravitino equation. We write
1
2
eWP/ Γaλc +
1
16
eWΓaBCSBΨcC = R(+)a2 ⊗ ε+e
3i
2 χ ⊗ u+
+R(−)a2 ⊗ ε−e−
3i
2 χ ⊗ u+ (10.2.34)
1
2
eW σ˜2ΓαP/ Γαλc +
1
16
eW σ˜2ΓαΓαBCSBΨcC = R(+)2 base ⊗ ε+e
3i
2 χ ⊗ u+
+R(−)2 base ⊗ ε−e−
3i
2 χ ⊗ u+ (10.2.35)
1
2
eWP/ Γfλc +
1
16
eWΓfBCSBΨcC = R(+)2 f ⊗ ε+e
3i
2 χ ⊗ u+
+R(−)2 f ⊗ ε−e−
3i
2 χ ⊗ u+ (10.2.36)
obtaining
R(±)a2 = ±
1
2
P/ γaλ(±)c ± 1
8
iG ebc3
(
δdeγ
aγbc − δaeγdγbc −
1
3
γadγebc
)
ψ
(∓)c
d
± 1
4
G eb2
(
δdeγ
aγb − δaeγdγb −
1
2
γadγeb
)
ψ
(∓)c
d
− 1
2
G1eγedaψ(∓)cd − iN (±)1e γedaψ(±)cd +N (±)0 γabψ(±)cb
± 1
24
G3ebcγaebc
(
ϕ(∓)c + 4ρ(∓)c
)
∓ 1
8
iG2ebγaeb
(
ϕ(∓)c − 4ρ(∓)c
)
± 1
4
iγa/G2ϕ(∓)c −
1
2
iG1bγbaϕ(∓)c + iγa/G1ρ(∓)c
+N (±)1b γbaϕ(±)c − 2γa /N
(±)
1 ρ
(±)c − 2ieγaN (±)0 ρ(±)c , (10.2.37)
R(±)2 base = ± 2iP/ λ(±)c + 2i /N
(±)
1
(
ϕ(±)c + 2ρ(±)c
)
− 2N (±)0
(
ϕ(±)c + 2ρ(±)c
)
+ /G1
(
ϕ(∓)c + 2ρ(∓)c
)
∓ i/G3
(
ϕ(∓)c + 3ρ(∓)c
)
− 2iN (±)0 γdψ(±)cd − 2 /N
(±)
1 γ
dψ
(±)c
d + i/G1γdψ(∓)cd
∓ 1
6
G3ebcγdebcψ(∓)cd ±
1
2
iG2ebγdebψ(∓)cd (10.2.38)
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and
R(±)2 f = ± i
1
2
P/ λ(±)c ∓ 1
24
G3ebcγdebcψ(∓)cd ∓
1
4
iG db2 γbψ(∓)cd +
1
2
iG1eγedψ(∓)cd
−N (±)1e γedψ(±)cd ∓ i/G3ρ(∓)c + /G1ρ(∓)c + 2i /N
(±)
1 ρ
(±)c − 2N (±)0 ρ(±)c . (10.2.39)
In terms of the quantities computed above, the 10-d gravitino equation reduces to the following set of
equations for the five-dimensional fields:
0 = L(±)a −R(±)a1 −R(±)a2 (10.2.40)
0 = L(±)base −R(±)1 base −R(±)2 base (10.2.41)
0 = L(±)f −R(±)1 f −R(±)2 f . (10.2.42)
Instead of working with the equations of motion given in this form, it is convenient to rewrite them in
terms of new fields whose kinetic terms are diagonal. We do so below.
10.2.3 Field redefinitions
In order to find the appropriate field redefinitions it is enough to consider the derivative terms, which follow
from a Lagrangian density of the form (with respect to the 5-d Einstein frame-measure d5x
√
−gE5 )
L
(±)
kin = e
W
[
1
2
λ¯(±)D/λ(±) + ψ¯(±)a
(
γabcDbψ
(±)
c − 4iγabDbρ(±) − iγabDbϕ(±)
)
− iρ¯(±)
(
4γabDaψ
(±)
b − 12iD/ ρ(+) − 4iD/ϕ(±)
)
+ ϕ¯(±)
(
−iγabDaψ(±)b − 4D/ρ(±)
)]
. (10.2.43)
Shifting the gravitino as3
ψ(±)a = ψ˜
(±)
a +
i
3
γa
(
ϕ(±) + 4ρ(±)
)
⇒ ψ¯(±)a = ¯˜ψ(±)a +
i
3
(
ϕ¯(±) + 4ρ¯(±)
)
γa , (10.2.44)
we obtain
L
(±)
kin = e
W
[
1
2
λ¯(±)D/λ(±) + ¯˜ψ(±)a γ
abcDbψ˜
(±)
c + 8ρ¯
(±)D/ρ(±)
+
4
3
(
ρ¯(±) + ϕ¯(±)
)
D/
(
ρ(±) + ϕ(±)
)]
. (10.2.45)
3To avoid confusion, we note that the notation ϕ¯(±) means (ϕ(±))†γ0, etc.
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Then we are led to define4
λ˜(±) = eW/2λ(±) (10.2.46)
ζ(±)a = e
W/2
[
ψ(±)a −
i
3
γa
(
ϕ(±) + 4ρ(±)
)]
(10.2.47)
ξ(±) = 4eW/2ρ(±) (10.2.48)
η(±) = 2eW/2
(
ρ(±) + ϕ(±)
)
, (10.2.49)
which results in
L
(±)
kin =
1
2
¯˜
λ(±)D/λ˜(±) + ζ¯(±)a γ
abcDbζ
(±)
c +
1
2
ξ¯(±)D/ ξ(±) +
1
3
η¯(±)D/η(±) (10.2.50)
− 1
2
[
ζ¯(±)a γ
abc (∂bW ) ζ(±)c +
1
2
ξ¯(±) (∂/W ) ξ(±) +
1
3
η¯(±) (∂/W ) η(±)
]
. (10.2.51)
The W -dependent interaction terms in the second line are produced by the action of the derivatives on the
warping factors involved in the field redefinitions, and they will cancel against similar terms in the interaction
Lagrangian. We note that the fields we have defined are not canonically normalized. We have done this
simply to avoid square-root factors.
10.2.4 Equations of motion in terms of diagonal fields
The d = 5 equations of motion for the diagonal fields (10.2.46)-(10.2.49) are given by
0 = L(±)
λ˜
−R(±)
1λ˜
−R(±)
2λ˜
(10.2.52)
0 = L(±)aζ −R(±)a1 ζ −R(±)a2 ζ (10.2.53)
0 = L(±)η −R(±)1 η −R(±)2 η (10.2.54)
0 = L(±)ξ −R(±)1 ξ −R(±)2 ξ (10.2.55)
Here,
L(±)
λ˜
= eW/2L(±)λ (10.2.56)
= D/λ˜(±) +
1
4
iΣ−2F/ 2λ˜(±) ∓
(
e−4UΣ−1 +
3
2
Σ2
)
λ˜(±) +
3
4
ieφ(∂/a)λ˜(±) (10.2.57)
4One should not confuse the one-form η dual to the Reeb vector field with the fermions η(±).
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where now D/λ˜(±) =
(∇/ ∓ 3i2 A/) λ˜(±) and
R(±)
1λ˜
= eW/2R(±)1λ (10.2.58)
=
(
eZ+4W − 1
2
ie−4U /K1 ∓
1
2
iΣ /K2
)
λ˜(±) ∓ Σ/L(±)2 λ˜(∓)
+
(
−1
4
iγa/G3 −
1
4
γa/G2 ±
1
2
γa/G1
)
ζ(±)a ∓
(
iγa /N (±)1 + γaN (±)0
)
ζ(∓)a
+
(
1
6
/G3 −
1
6
i/G2
)
η(±) ∓ 4
3
iN (±)0 η(∓) +
1
4
(
/G3 + i/G2 ∓ 2i/G1
)
ξ(±)
∓
(
/N (±)1 + iN (±)0
)
ξ(∓) (10.2.59)
Similarly,
R(±)
2λ˜
= eW/2R(±)2λ = ±γaP/ ζ(∓)ca . (10.2.60)
In the same way, for the ζ(±)a equation of motion we find
L(±)aζ = eW/2L(±)a (10.2.61)
= γabc
[
Db +
1
4
ieφ(∂ba)
]
ζ(±)c ∓
(
e−4UΣ−1 +
3
2
Σ2
)
γacζ(±)c
− 1
4
iΣ−2γ[cF/ 2γa]ζ(±)c +
[
i(∂/U)γa ∓ ie−4UΣ−1γa
]
ξ(±)
− 1
2
i(Σ−1∂/Σ)γaη(±) +
1
6
Σ−2F/ 2γaη(±) ± i3
(
e−4UΣ−1 − 3Σ2) γaη(±) (10.2.62)
R(±)a1 ζ = eW/2R(±)a1 (10.2.63)
=
(
−1
8
i/˜G3 −
1
8
/˜G2 ±
1
4
/˜G1
)
γaλ˜(±) ∓
(
1
2
i /˜N (±)1 +
1
2
N˜ (±)0
)
γaλ˜(∓)
+
(
eZ+4W γca − 1
2
ie−4Uγ[c /K1γ
a] ∓ 1
2
iΣγ[c /K2γ
a]
)
ζ(±)c ∓ Σγ[c/L(±)2 γa]ζ(∓)c
+
(
−ieZ+4W + 1
2
e−4U /K1
)
γaξ(±) +
(
−2i
3
eZ+4W ∓ 1
6
Σ /K2
)
γaη(±)
± 1
3
iΣ/L(±)2 γ
aη(∓) (10.2.64)
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and
R(±)a2 ζ = eW/2R(±)a2 (10.2.65)
= ∓ 1
2
P/ γaλ˜(∓)c ± 1
8
iG ebc3
[
1
3
γdaγebc + (δdeγ
a − δaeγd)γbc
]
ζ
(∓)c
d
±
(
1
8
G eb2 γeγdaγb ∓
1
2
G1bγabd
)
ζ
(∓)c
d +
(
−iN (±)1b γabd +N (±)0 γad
)
ζ
(±)c
d
∓
(
1
12
/G3 +
i
12
/G2
)
γaη(∓)c +
2
3
iN (±)0 γaη(±)c
∓ 1
8
(/G3 − i/G2 ∓ 2i/G1) γaξ(∓)c −
1
2
(
/N (±)1 − iN (±)0
)
γaξ(±)c . (10.2.66)
For the η(±) equation of motion we have
L(±)η = eW/2
(
L(±)f +
i
3
γaL(±)a
)
(10.2.67)
=
2
3
[
D/+
1
4
ieφ(∂/a)
]
η(±) +
(
− 5
18
iΣ−2F/ 2 ∓ 29e
−4UΣ−1 ± 5
3
Σ2
)
η(±)
+
[
1
3
Σ−2γcF/ 2 + iγc(Σ−1∂/Σ)± 23 ie
−4UΣ−1γc ∓ 2iΣ2γc
]
ζ(±)c
∓ 4
3
e−4UΣ−1ξ(±) (10.2.68)
R(±)1η = eW/2
(
R±1 f +
i
3
γaR(±)a1
)
(10.2.69)
=
(
1
6
/˜G3 −
1
6
i/˜G2
)
λ˜(±) ∓ 4
3
iN˜ (±)0 λ˜(∓)
+
(
−4
3
ieZ+4W γc ∓ 1
3
Σγc /K2
)
ζ(±)c ±
2
3
iΣγc/L(±)2 ζ
(∓)
c +
8
3
eZ+4W ξ(±)
+
(
10
9
eZ+4W +
1
3
ie−4U /K1 ±
1
9
iΣ /K2
)
η(±) ± 2
9
Σ/L(±)2 η
(∓) (10.2.70)
and
R(±)2η = eW/2
(
R(±)2 f +
i
3
γaR(±)a2
)
(10.2.71)
= ∓ 1
6
γd (/G3 + i/G2) ζ(∓)cd +
4
3
iN (±)0 γdζ(±)cd
± 1
18
(i/G3 − /G2 ∓ 6/G1) η(∓)c −
(
10
9
N (±)0 +
2i
3
/N (±)1
)
η(±)c
∓ 1
6
(i/G3 + /G2) ξ(∓)c −
4
3
N (±)0 ξ(±)c . (10.2.72)
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Finally, for the ξ(±) equation of motion we have
L(±)ξ = eW/2
(
iγaL(±)a + L(±)base − L(±)f
)
(10.2.73)
= 2
[
D/+
1
4
ieφ(∂/a)
]
ξ(±) +
1
2
iΣ−2F/ 2ξ(±) ± 3
(
2e−4UΣ−1 − Σ2) ξ(±)
+
[
∓4ie−4UΣ−1γc − 4iγc(∂/U)
]
ζ(±)c ∓
8
3
e−4UΣ−1η(±) (10.2.74)
R(±)1ξ = eW/2
(
iγaR(±)a1 +R(±)1 base −R(±)1 f
)
(10.2.75)
=
(
1
2
/˜G3 +
1
2
i/˜G2 ∓ i/G1
)
λ˜(±) ∓
(
2 /˜N (±)1 + 2iN˜ (±)0
)
λ˜(∓)
+
(−4ieZ+4W γc + 2e−4Uγc /K1) ζ(±)c + 163 eZ+4W η(±)
+
(
6eZ+4W − 3ie−4U /K1 ± iΣ /K2
)
ξ(±) ± 2Σ/L(±)2 ξ(∓) (10.2.76)
and
R(±)2ξ = eW/2
(
iγaR(±)a2 +R(±)2 base −R(±)2 f
)
(10.2.77)
= ∓
(
1
2
γd/G3 −
1
2
iγd/G2 ∓ iγd/G1
)
ζ
(∓)c
d +
(
2iN (±)0 γd − 2γd /N (±)1
)
ζ
(±)c
d
∓
(
1
3
i/G3 +
1
3
/G2
)
η(∓)c − 8
3
N (±)0 η(±)c ∓
3
4
/G2ξ(∓)c . (10.2.78)
10.2.5 Effective action
The above equations of motion for the five-dimensional fields (10.2.46)-(10.2.49) follow from an effective
action functional of the form
S4+1 = K5
∫
d5x
√
−gE5
[
1
2
¯˜
λ(+)D/λ˜(+) + ζ¯(+)a γ
abcDbζ
(+)
c +
1
2
ξ¯(+)D/ ξ(+) +
1
3
η¯(+)D/η(+)
+
1
2
¯˜
λ(−)D/λ˜(−) + ζ¯(−)a γ
abcDbζ
(−)
c +
1
2
ξ¯(−)D/ ξ(−) +
1
3
η¯(−)D/η(−)
+ L(+)
ψ¯ψ
+ L(−)
ψ¯ψ
+
1
2
(
L(+)
ψ¯ψc
+ L(−)
ψ¯ψc
+ c.c.
)]
(10.2.79)
where K5 is a normalization constant depending on the volume of the KE base, the length of the fiber
parameterized by χ, and the normalization of the spinors ε±. Here, Daψ(±) =
(∇a ∓ 3i2 A1a)ψ(±) for
ψ = λ˜, ψa, η, ξ, and the interaction Lagrangians are given by
L(±)
ψ¯ψ
= L(±)mass + L(±)1 + L(±)2 (10.2.80)
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where we have defined
L(±)mass = ∓
1
2
(
e−4UΣ−1 +
3
2
Σ2 ± eZ+4W
)
¯˜
λ(±)λ˜(±) ∓
(
e−4UΣ−1 +
3
2
Σ2 ∓ eZ+4W
)
ζ¯(±)a γ
acζ(±)c
∓ 1
9
(
e−4UΣ−1 − 15
2
Σ2 ± 5eZ+4W
)
η¯(±)η(±) ± 3
2
(
e−4UΣ−1 − 1
2
Σ2 ∓ eZ+4W
)
ξ¯(±)ξ(±)
± 1
3
i
(
e−4UΣ−1 − 3Σ2 ± 2eZ+4W ) (ζ¯(±)a γaη(±) + η¯(±)γaζ(±)a )
∓ 2
3
(
e−4UΣ−1 ± 2eZ+4W ) (η¯(±)ξ(±) + ξ¯(±)η(±))
∓ i (e−4UΣ−1 ∓ eZ+4W ) (ζ¯(±)a γaξ(±) + ξ¯(±)γaζ(±)a )
±N (±)0
[
1
2
¯˜
λ(±)γaζ(∓)a +
2
3
i
¯˜
λ(±)η(∓) +
1
2
i
¯˜
λ(±)ξ(∓)
]
± N˜ (±)0
[
1
2
ζ¯(±)a γ
aλ˜(∓) +
2
3
iη¯(±)λ˜(∓) +
1
2
iξ¯(±)λ˜(∓)
]
(10.2.81)
L(±)1 = +
1
8
i
¯˜
λ(±)
[
3eφ(∂/a) + 2e−4U /K1
]
λ˜(±) +
1
4
ie−4U ζ¯(±)a
(
eφγabc(∂ba) + 2γ[c /K1γ
a]
)
ζ(±)c
+
1
8
iξ¯(±)
[
eφ(∂/a) + 6e−4U /K1
]
ξ(±) +
1
12
iη¯(±)
[
eφ(∂/a)− 2e−4U /K1
]
η(±)
+ ζ¯(±)a
(
i(∂/U)− 1
2
e−4U /K1
)
γaξ(±) + ξ¯(±)γa
(
−i(∂/U)− 1
2
e−4U /K1
)
ζ(±)a
− 1
2
iζ¯(±)a (Σ
−1∂/Σ)γaη(±) +
1
2
iη¯(±)γa(Σ−1∂/Σ)ζ(±)a
± 1
2
i
¯˜
λ(±)γa /N (±)1 ζ(∓)a ±
1
2
iζ¯(±)a /˜N
(±)
1 γ
aλ˜(∓) ± 1
2
¯˜
λ(±) /N (±)1 ξ(∓) ±
1
2
ξ¯(±) /˜N (±)1 λ˜(∓)
± 1
4
i
(¯˜
λ(±)/G1ξ(±) + ξ¯(±) /˜G1λ˜(±)
)
∓ 1
4
(¯˜
λ(±)γa/G1ζ(±)a + ζ¯(±)a /˜G1γaλ˜(±)
)
(10.2.82)
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and
L(±)2 = +
1
8
¯˜
λ(±)γa (i/G3 + /G2) ζ(±)a +
1
8
ζ¯(±)a
(
i/˜G3 + /˜G2
)
γaλ˜(±)
+
1
12
i
¯˜
λ(±) (i/G3 + /G2) η(±) +
1
12
iη¯(±)
(
i/˜G3 + /˜G2
)
λ˜(±)
+
1
8
i
¯˜
λ(±)
(
i/G3 − /G2
)
ξ(±) +
1
8
iξ¯(±)
(
i/˜G3 − /˜G2
)
λ˜(±)
− 1
4
iζ¯(±)a
(
Σ−2γ[cF/ 2γa] ∓ 2Σγ[c /K2γa]
)
ζ(±)c ± Σζ¯(±)a γ[c/L(±)2 γa]ζ(∓)c
+
1
6
ζ¯(±)a
(
Σ−2F/ 2 ± Σ /K2
)
γaη(±) ∓ 1
3
iΣζ¯(±)a /L
(±)
2 γ
aη(∓)
+
1
6
η¯(±)γc
(
Σ−2F/ 2 ± Σ /K2
)
ζ(±)c ∓
1
3
iΣη¯(±)γc/L(±)2 ζ
(∓)
c
+
1
8
i
¯˜
λ(±)
(
Σ−2F/ 2 ± 2Σ /K2
)
λ˜(±) ± 1
2
Σ¯˜λ(±)/L(±)2 λ˜
(∓)
+
1
8
iξ¯(±)
(
Σ−2F/ 2 ∓ 2Σ /K2
)
ξ(±) ∓ 1
2
Σξ¯(±)/L(±)2 ξ
(∓)
− 1
36
iη¯(±)
(
5Σ−2F/ 2 ± 2Σ /K2
)
η(±) ∓ 1
9
Ση¯(±)/L(±)2 η
(∓) (10.2.83)
Similarly, the interaction Lagrangian for the coupling to the charge conjugate fields reads
L(±)
ψ¯ψc
= ∓ 1
2
¯˜
λ(±)γaP/ ζ(∓)ca ±
1
2
ζ¯(±)a P/ γ
aλ˜(∓)c
± 1
4
ζ¯(±)a γ
[a (−i/G3 + /G2 ± 2/G1) γd]ζ(∓)cd + ζ¯(±)a
[
iN (±)1b γabd −N (±)0 γad
]
ζ
(±)c
d
∓ 1
12
iζ¯(±)a (i/G3 − /G2) γaη(∓)c −
2
3
iN (±)0 ζ¯(±)a γaη(±)c
∓ 1
12
iη¯(±)γd (i/G3 − /G2) ζ(∓)cd −
2
3
iN (±)0 η¯(±)γdζ(±)cd
∓ 1
8
iζ¯(±)a (i/G3 + /G2 ± 2/G1) γaξ(∓)c +
1
2
ζ¯(±)a
(
/N (±)1 − iN (±)0
)
γaξ(±)c
∓ 1
8
iξ¯(±)γd (i/G3 + /G2 ± 2/G1) ζ(∓)cd +
1
2
ξ¯(±)γd
(
/N (±)1 − iN (±)0
)
ζ
(±)c
d
± 1
12
ξ¯(±) (i/G3 + /G2) η(∓)c +
2
3
N (±)0 ξ¯(±)η(±)c ±
3
16
ξ¯(±)/G2ξ(∓)c
∓ 1
36
η¯(±) (i/G3 − /G2 ∓ 6/G1) η(∓)c +
1
9
iη¯(±)
(
3 /N (±)1 − 5iN (±)0
)
η(±)c
± 1
12
η¯(±) (i/G3 + /G2) ξ(∓)c +
2
3
N (±)0 η¯(±)ξ(±)c (10.2.84)
where, in a slight abuse of notation, P/ now denotes the 5-d quantity P/ = (1/2)γb
(
∂bφ+ ieφ∂ba
)
.
It is worth noticing that this action can be also obtained by direct dimensional reduction of the following
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D = 10 action:
S9+1 = K10
∫
d10x
√−g10
[
1
2
λ¯
(
∇ˆ/ − 3i
2
/Q− i
8
F/ (5)
)
λ+
1
8
(
Ψ¯AG/ ∗ΓAλ− λ¯ΓAG/ΨA
)
− 1
4
(
λ¯ΓAP/ΨcA + Ψ¯AP/ Γ
Aλc +
1
8
Ψ¯AΓABCSBΨcC + c.c.
)
+ Ψ¯AΓABC
(
∇ˆB − i2QB +
i
16
F/ (5)ΓB
)
ΨC
]
, (10.2.85)
from which the 10-d fermionic equations of motion can be derived. As usual in the context of AdS/CFT, the
bulk action would have to be supplemented by appropriate boundary terms in order to compute correlation
functions of the dual field theory operators holographically.
10.3 N = 4 supersymmetry
It is expected that the Lagrangian we have derived has N = 4 d = 5 supersymmetry, and we will provide
evidence that that is the case. We expect to find the gravity multiplet (containing the graviton, the scalar Σ
and vectors) and a pair of vector multiplets (containing the rest of the scalars and vectors). Let us consider
the supersymmetry variations of the 10-d theory. These are
δλ = P/ εc +
1
4
G/ ε (10.3.1)
δΨA = ∇ˆAε− 12 iQAε+
i
16
F/ (5)ΓAε− 116SAε
c (10.3.2)
where
SA =
1
6
(
ΓADEFGDEF − 9ΓDEGADE
)
= ΓAG/ − 2GADEΓDE (10.3.3)
as before. Given the consistent truncation (assuming throughout that the SE5 is not S5), the variational
parameters must also be SU(2) singlets:
ε = eW/2θ(+)(x)⊗ ε+(y)e 32 iχ ⊗ u− + eW/2θ(−)(x)⊗ ε−(y)e− 32 iχ ⊗ u− (10.3.4)
εc = eW/2θ(−)c(x)⊗ ε+(y)e 32 iχ ⊗ u− − eW/2θ(+)c(x)⊗ ε−(y)e− 32 iχ ⊗ u− . (10.3.5)
The evaluation of the variations proceeds much as the calculations leading to the equations of motion, and
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we find
δλ˜(±) = ±P/ θ(∓)c − 1
4
(
i/G3 + /G2 ∓ 2/G1
)
θ(±) ∓ i
(
/N (±)1 − iN (±)0
)
θ(∓) (10.3.6)
δξ(±) =
[
2i(∂/U) + e−4U /K1 − 2ieZ+4W ± 2ie−4UΣ−1
]
θ(±)
∓1
4
(
/G3 − i/G2 ∓ 2i/G1
)
θ(∓)c −
(
/N (±)1 − iN (±)0
)
θ(±)c (10.3.7)
δη(±) =
[
−3
2
i(Σ−1∂/Σ)− 1
2
Σ−2F/ 2 ∓ 12Σ /K2 ∓ ie
−4UΣ−1 ± 3iΣ2 − 2ieZ+4W
]
θ(±)
±iΣ/L(±)2 θ(∓) ∓
1
4
(
/G3 + i/G2
)
θ(∓)c + 2iN (±)0 θ(±)c (10.3.8)
δζ(±)a =
[
∇a ∓ 32 iAa +
1
4
ieφ∂aa− 12 ie
−4UK1a
]
θ(±) + γa
(
±1
3
e−4UΣ−1 ± 1
2
Σ2 − 1
3
eZ+4W
)
θ(±)
+
1
8
iΣ−2
(
/F 2γa −
1
3
γa /F 2
)
θ(±) ∓ 1
4
iΣ
(
/K2γa −
1
3
γa /K2
)
θ(±)
∓1
8
[
i
(
/G3γa −
1
3
γa/G3
)
−
(
/G2γa −
1
3
γa/G2
)
∓ 4G1a
]
θ(∓)c
∓1
2
Σ
(
/L
(±)
2 γa −
1
3
γa/L
(±)
2
)
θ(∓) +
(
iN (±)1a +
1
3
N (±)0 γa
)
θ(±)c . (10.3.9)
Consulting for example [234, 235], one sees immediately that it is δη(±) that contains Σ−1∂/Σ, and thus
we deduce that it is η(±) that sits in the N = 4 gravity multiplet. These could be assembled into four
symplectic-Majorana spinors, forming the 4 of USp(4) ∼ SO(5). The remaining fermions ξ(±), λ˜(±) can
then be arranged into an SO(2) doublet of USp(4) quartets, appropriate to the pair of vector multiplets.
10.4 Linearized analysis
10.4.1 The supersymmetric vacuum solution
It has been shown that the N = 4 possesses a supersymmetric vacuum with N = 2 supersymmetry. To see
the details of the Stu¨ckelberg mechanism at work, we linearize the fermions around the vacuum, in which
all of the fluxes are zero and the scalars take the values U = V = X = Y = Z = 0. Around this vacuum,
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the supersymmetry variations reduce to
δη(+) = δξ(+) = δλ˜(+) = 0 (10.4.1)
δζ(+)a = Daθ
(+) +
1
2
γaθ
(+) (10.4.2)
δη(−) = δξ(−) = −4iθ(−) (10.4.3)
δλ(−) = 0 (10.4.4)
δζ(−)a = Daθ
(−) − 7
6
γaθ
(−) . (10.4.5)
These correspond to unbroken N = 2 supersymmetry parametrized by θ(+), while the supersymmetry given
by θ(−) is broken. In our somewhat unusual normalizations of the fermions, as given in (10.2.50), we
can deduce that the Goldstino is proportional to g = 110
(
η(−) + 32ξ
(−)) (orthogonal to the invariant mode
1
10
(
η(−) − ξ(−))). The kinetic terms in this vacuum then take the form
Ssvac =
1
2
(
¯˜
λ(+)D/ λ˜(+) − 7
2
¯˜
λ(+)λ˜(+)
)
+
1
2
(
¯˜
λ(−)D/ λ˜(−) +
3
2
¯˜
λ(−)λ˜(−)
)
+
2
15
(
κ¯
(+)
1 D/ κ
(+)
1 −
11
2
κ¯
(+)
1 κ
(+)
1
)
+
1
5
(
κ¯
(+)
2 D/ κ
(+)
2 +
9
2
κ¯
(+)
2 κ
(+)
2
)
+ 20
(
h¯D/ h− 5
2
h¯h
)
+ ζ¯(−)a γ
abcDbζ
(−)
c +
7
2
ζ¯(−)a γ
acζ(−)c +
(
40
3
iζ¯(−)a γ
ag + c.c.
)
− 700
9
g¯g +
40
3
g¯D/ g
+ ζ¯(+)a γ
abcDbζ
(+)
c −
3
2
ζ¯(+)a γ
acζ(+)c , (10.4.6)
where κ(+)1,2 are linear combinations of η
(+), ξ(+). Since the geometry is AdS5, the fourth line represents a
“massless” gravitino, while, defining the invariant combination Ψa = ζ
(−)
a + 76 iγag − iDag, the third line
becomes
Ψ¯aγabcDbΨc +
7
2
Ψ¯aγabΨb , (10.4.7)
the action of a massive gravitino. This is the Proca/Stu¨ckelberg mechanism. We see then that we have
fermion modes of mass { 112 , 72 , 52 , 32 ,− 32 ,− 72 ,− 92} which correspond to the fermionic modes of unitary irreps
of SU(2, 2|1) and which also coincide with the lowest rungs of the KK towers of the sphere compactification
[236]. The corresponding features in the bosonic spectrum were noted in [208, 209]. Specifically, in the
language of Ref. [237], the p = 2 sector contains ζ(+)a , λ˜(−), p = 3 contains ζ
(−)
a , λ˜(+), η(−), ξ(−) and p = 4
contains η(+), ξ(+).
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10.4.2 The Romans AdS5 vacuum
The non-supersymmetric AdS vacuum [237, 238] of the theory has radius
√
8/9, and vevs
e4U = e−4V =
2
3
, Y =
eiθ√
12
eφ/2 X = (a+ ie−φ)Y , (10.4.8)
where θ is an arbitrary constant phase. The axion a and dilaton φ are arbitrary [208, 209]. For the various
quantities appearing in the effective action we have
Gi = G˜i = N (±)1 = N˜ (±)1 = N (+)0 = N˜ (−)0 = K1 = K2 = L2 = 0 , (10.4.9)
where i = 1, 2, 3, and
e−4W =
2
3
, Σ = 1 , eZ =
1
2
, P = 0 ,
(
N (−)0
)∗
= N˜ (+)0 = −
3√
2
eiθ . (10.4.10)
We then find
L(+)mass = −
15
8
¯˜
λ(+)λ˜(+) − 9
4
ζ¯(+)a γ
acζ(+)c +
1
4
η¯(+)η(+) +
3
8
ξ¯(+)ξ(+)
− 2
(
η¯(+)ξ(+) + ξ¯(+)η(+)
)
− 3
4
i
(
ζ¯(+)a γ
aξ(+) + ξ¯(+)γaζ(+)a
)
− 3√
2
eiθ
(
1
2
ζ¯(+)a γ
aλ˜(−) +
2
3
iη¯(+)λ˜(−) +
1
2
iξ¯(+)λ˜(−)
)
(10.4.11)
L(−)mass =
9
8
¯˜
λ(−)λ˜(−) +
15
4
ζ¯(−)a γ
acζ(−)c −
13
12
η¯(−)η(−) − 21
8
ξ¯(−)ξ(−)
+ i
(
ζ¯(−)a γ
aη(−) + η¯(−)γaζ(−)a
)
+
9
4
i
(
ζ¯(−)a γ
aξ(−) + ξ¯(−)γaζ(−)a
)
+
3√
2
e−iθ
(
1
2
¯˜
λ(−)γaζ(+)a +
2
3
i
¯˜
λ(−)η(+) +
1
2
i
¯˜
λ(−)ξ(+)
)
(10.4.12)
L(−)
ψ¯ψc
=
3√
2
e−iθ
(
ζ¯(−)a γ
adζ
(−)c
d −
5
9
η¯(−)η(−)c +
2
3
iζ¯(−)a γ
aη(−)c +
2
3
iη¯(−)γdζ(−)cd
+
i
2
ζ¯(−)a γ
aξ(−)c +
i
2
ξ¯(−)γdζ(−)cd −
2
3
ξ¯(−)η(−)c − 2
3
η¯(−)ξ(−)c
)
(10.4.13)
and
L(±)1 = L(±)2 = L(+)ψ¯ψc = 0 . (10.4.14)
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We see by inspection that indeed both gravitinos are massive. For example, ζ(+)a eats the goldstino propor-
tional to g(+) = 32 iξ
(+) −N (−)0
∗
λ˜(−), while the Goldstino eaten by ζ(−)a is a linear combination of ξ(−), η(−)
and their conjugates.
10.5 Examples
As an application of our general result (10.2.79), in this section we discuss the coupling of the fermions to
some further bosonic truncations of interest, including the minimal gauged N = 2 supergravity theory in
d = 5, and the holographic AdS5 superconductor of [50].
10.5.1 Minimal N = 2 gauged supergravity in five dimensions
Perhaps the simplest further truncation one could consider that retains fermion modes entails taking U =
V = Z = K1 = L2 = Gi = Hi = Mq = Nq = 0 (i = 1, 2, 3 and q = 0, 1) and K2 = −F2. It is then consistent
to set λ˜(±) = η(±) = ξ(±) = 0 together with ζ(−)a = 0. This gives the right fermion content of minimal N = 2
gauged supergravity in d = 5, which is one Dirac gravitino (ζ(+)a in our notation), with an action given by
S4+1 = K5
∫
d5x
√
−gE5
[
ζ¯(+)a γ
abcDbζ
(+)
c + L(+)ψ¯ψ
]
(10.5.1)
where
L(+)
ψ¯ψ
= − 3
2
ζ¯(+)a γ
acζ(+)c −
3
4
iζ¯(+)a γ
[cF/ 2γ
a]ζ(+)c , (10.5.2)
and Da = ∇a − (3i/2)A1a as before.
10.5.2 No p = 3 sector
A possible further truncation of the bosonic sector considered in [209] entails taking Gi = Hi = L2 = 0
(i = 1, 2, 3). In the notation of [237], this corresponds to eliminating the bosonic fields belonging to the
p = 3 sector. By studying the equations of motion we find that the fermion modes split into two decoupled
sectors, as depicted in figure 10.1. It is therefore consistent to set the modes in either of these sectors to
zero.
We note the first set of fermion fields are all in the p = 3 sector, while the second set are in p = 2, 4. It
seems reasonable therefore to suggest that the latter truncation corresponds to an N = 2 gauged supergravity
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No p = 3 bosons
λ˜(+), ζ(−)a , η
(−), ξ(−)
λ˜(−), ζ(+)a , η(+), ξ(+)
Figure 10.1: Decoupling of the fermion modes in the further truncation obtained by eliminating the bosons in the
“p = 3 sector”.
theory coupled to a vector multiplet and two hypermultiplets (this was suggested in [208, 209] in the context
of the bosonic sector.) The former truncation would apparently be non-supersymmetric.
10.5.3 Type IIB holographic superconductor
As discussed in [208, 209], the type IIB holographic superconductor of [50] can be obtained by truncating
out the bosons of the p = 3 sector as discussed above, and further setting a = φ = h = 0 and X = iY ,
K2 = −F2, e4U = e−4V = 1− 4|Y |2, which implies E˜1 = 0 and
eZ = 1− 6|Y |2 , K1 = 2i (Y ∗DY − Y DY ∗) ≡ 2iY ∗←→DY . (10.5.3)
In terms of the variables we have defined, this truncation implies
Gi = G˜i = N (+)q = N˜ (−)q = 0 (10.5.4)
(i = 1, 2, 3 and q = 0, 1) together with
N (−)1 = −2ie−2UDY ∗ , N (−)0 = −6e−2UY ∗ ,
N˜ (+)1 = 2ie−2UDY , N˜ (+)0 = −6e−2UY , (10.5.5)
and
P = 0 , Σ = 1 , e−4W = 1− 4|Y |2 . (10.5.6)
By analyzing the equations of motion, we find that in this case there is a further decoupling of the fermion
modes with respect to the no p = 3 sector truncation discussed above. As depicted in figure 10.2, the λ˜(+)
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mode now decouples from ζ(−)a , η(−), ξ(−) as well, resulting in three fermion sectors, which can then be set
to zero independently.
No p = 3 bosons
λ˜(+), ζ(−)a , η
(−), ξ(−)
λ˜(−), ζ(+)a , η
(+), ξ(+)
λ˜(+)
ζ(−)a , η(−), ξ(−) type IIB s.c.
Figure 10.2: Further decoupling of fermion modes in the type IIB holographic superconductor truncation.
A single spin-1/2 fermion
The simplest scenario corresponds of course to keeping the λ˜(+) mode only, for which the effective action
(10.2.79) reduces to
S4+1 = K5
∫
d5x
√
−gE5
[
1
2
¯˜
λ(+)D/λ˜(+) + L(+)
ψ¯ψ
]
(10.5.7)
with
L(+)
ψ¯ψ
= − 1
2
¯˜
λ(+)
(
3
2
+
1
4
iF/ 2 +
2− 6|Y |2 + Y ∗←→D/ Y
1− 4|Y |2
)
λ˜(+) , (10.5.8)
where we recall that DY = dY − 3iA1Y , and D/ λ˜(+) =
(∇/ − 3i2 /A1) λ˜(+). As pointed out in [209], we can
make contact with the notation of [50] by setting A1 = (2/3)A and Y = (1/2)eiθ tanh(η/2). Notice that
λ˜(+) only couples derivatively to the phase of the charged scalar Y . The model (10.5.7) is particularly well
suited for an exploration of fermion correlators via holography, inasmuch as the presence of a single spin-1/2
field makes the application of all the standard gauge/gravity duality techniques possible. Naturally, such a
program becomes more involved in the presence of mixing between the gravitino and the spin-1/2 fields.
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Retaining half of the fermionic degrees of freedom
For the λ˜(−), ζ(+)a , ξ(+), η(+) sector we find that (10.2.79) reads
S4+1 = K5
∫
d5x
√
−gE5
[
1
2
¯˜
λ(−)D/λ˜(−) + ζ¯(+)a γ
abcDbζ
(+)
c +
1
3
η¯(+)D/η(+)
+
1
2
ξ¯(+)D/ ξ(+) + Lψ¯ψ
]
(10.5.9)
with
Lψ¯ψ =
3
8
i
¯˜
λ(−)F/ 2λ˜(−) + 3
(
e−4U |Y |2 + 1
4
)
¯˜
λ(−)λ˜(−) − 1
2
e−4U ¯˜λ(−)
(
Y ∗
←→
D/ Y
)
λ˜(−)
− 3
4
iζ¯(+)a γ
[cF/ 2γ
a]ζ(+)c − 3
(
2e−4U |Y |2 + 1
2
)
ζ¯(+)a γ
acζ(+)c − e−4U ζ¯(+)a γ[c
(
Y ∗
←→
D/ Y
)
γa]ζ(+)c
− i
12
η¯(+)F/ 2η
(+) +
1
6
e−4U η¯(+)
(
1 + 2Y ∗
←→
D/ Y
)
η(+)
+
3
8
iξ¯(+)F/ 2ξ
(+) +
3
4
e−4U ξ¯(+)
(
3− 2Y ∗←→D/ Y
)
ξ(+) − 3ξ¯(+)ξ(+)
− e−2U ¯˜λ(−)γa
(
D/Y ∗ − 3Y ∗
)
ζ(+)a − e−2U ζ¯(+)a
(
D/Y + 3e−2UY
)
γaλ˜(−)
+ 2ie−4U ξ¯(+)γa
(
Y D/Y ∗ − 3|Y |2
)
ζ(+)a − 2ie−4U ζ¯(+)a
(
Y ∗D/Y + 3|Y |2
)
γaξ(+)
+ ie−2U ¯˜λ(−)
(
D/Y ∗ + 3Y ∗
)
ξ(+) + ie−2U ξ¯(+)
(
D/Y − 3Y
)
λ˜(−)
− 4ie−2U
(
Y η¯(+)λ˜(−) − Y ∗ ¯˜λ(−)η(+)
)
− 2
(
ξ¯(+)η(+) + η¯(+)ξ(+)
)
, (10.5.10)
where we recall that e4U = 1− 4|Y |2. We note the presence of a variety of couplings between the fermions
and the charged scalar, as well as Pauli couplings.
The ζ(−)a , η(−), ξ(−) sector
For the remaining decoupled sector containing the ζ(−)a , η(−), ξ(−) modes we find
S4+1 = K5
∫
d5x
√
−gE5
[
ζ¯(−)a γ
abcDbζ
(−)
c +
1
3
η¯(−)D/η(−) +
1
2
ξ¯(−)D/ ξ(−)
+ Lψ¯ψ +
1
2
(
L(−)
ψ¯ψc
+ c.c.
)]
(10.5.11)
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where now
Lψ¯ψ = e−4U
[(
7
2
− 12|Y |2
)
ζ¯(−)a γ
acζ(−)c +
1
9
(
−23
2
+ 60|Y |2
)
η¯(−)η(−)
− 3
2
(
3
2
− 4|Y |2
)
ξ¯(−)ξ(−) +
2
3
(−1 + 12|Y |2) (η¯(−)ξ(−) + ξ¯(−)η(−))
+
4
3
i
(
1− 6|Y |2) (ζ¯(−)a γaη(−) + η¯(−)γaζ(−)a )
+ 2i
(
1− 3|Y |2) (ζ¯(−)a γaξ(−) + ξ¯(−)γaζ(−)a )
− ζ¯(−)a γ[cY ∗
←→
D/ Y γa]ζ(−)c −
3
2
ξ¯(−)Y ∗
←→
D/ Y ξ(−) +
1
3
η¯(−)Y ∗
←→
D/ Y η(−)
− 2iζ¯(−)a Y ∗D/Y γaξ(−) + 2iξ¯(−)γaY D/Y ∗ζ(−)a
]
+
1
4
iζ¯(−)a γ
[cF/ 2γ
a]ζ(−)c −
1
8
iξ¯(−)F/ 2ξ(−) − 736 iη¯
(−)F/ 2η(−)
+
1
3
ζ¯(−)a F/ 2γ
aη(−) +
1
3
η¯(−)γcF/ 2ζ(−)c (10.5.12)
and
L(−)
ψ¯ψc
= e−2U
[
2ζ¯(−)a
(
γabdDbY
∗ + 3γadY ∗
)
ζ
(−)c
d + 4iY
∗
(
ζ¯(−)a γ
aη(−)c + η¯(−)γaζ(−)ca
)
− iζ¯(−)a (D/Y ∗ − 3Y ∗) γaξ(−)c − iξ¯(−)γd (D/Y ∗ − 3Y ∗) ζ(−)cd
− 4Y ∗
(
ξ¯(−)η(−)c + η¯(−)ξ(−)c
)
+
2
3
η¯(−) (D/Y ∗ − 5Y ∗) η(−)c
]
. (10.5.13)
The models (10.5.7), (10.5.9) and (10.5.11) display a variety of couplings between the fermions and the
charged scalar, the fermions and their charge conjugates, and Pauli couplings as well. From the gauge/gravity
duality point of view, these couplings might be of phenomenological interest and give rise to features that
have not been observed so far in the simpler non-interacting fermion models in the literature. In fact, as we
pointed out in the previous chapter, the effects of a Pauli term in a bottom-up holographic quantum critical
fermion system have been recently studied in [218, 219].
10.6 Conclusions
In the present chapter we have considered the reduction of fermions in the recently found consistent trun-
cations of type IIB supergravity on squashed Sasaki-Einstein five-manifolds [208–210]. A common denom-
inator of these KK reductions is that they consistently retain charged (massive) scalar and p-form fields.
This feature not only establishes them as relevant from a supergravity perspective, but it also makes them
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particularly suitable for the description of various phenomena, such as superfluidity and superconductivity,
by means of holographic techniques.
In particular, as an application of our results we have discussed the coupling of fermions to the (4 + 1)-
dimensional type IIB holographic superconductor of [50], which complements our previous result for the
coupling of fermions to the (3 + 1)-dimensional M-theory holographic superconductor constructed in [49]. It
is interesting to note the differences between these two effective theories. For example, the coupling of the
fermions to their charge conjugates (i.e. Majorana-like couplings) was found to play a central role in the
(3 + 1)-model of [196]. Although such couplings are still present in the general truncation discussed in the
present work, they are absent in the further truncation corresponding to the holographic (4+1)-dimensional
superconductor. More importantly, while a simple further truncation of the fermion sector that could result
in a more manageable system well suited for holographic applications eluded us in our previous work, in
the present scenario we have found a very simple model (c.f. (10.5.7)) describing a single spin-1/2 Dirac
fermion interacting with the charged scalar that has been shown to condense for low enough temperatures
of a corresponding black hole solution of the bosonic field equations [50]. It would be interesting to apply
our results to the holographic computation of fermion correlators in the presence of these superconducting
condensates. Similarly, our results can be used to explore fermion correlators in other situations as well.
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Appendix A
The geometry of the gravitational
action
A central issue in AdS/CFT calculations is the choice of boundary terms that supplement the bulk grav-
itational action. These boundary terms serve different purposes, such as rendering the phase space and
variational problem well defined, and removing divergences. When computing field theory correlators via
holography, it is also important to consider the response of the action to fluctuations around a background
(fixed) solution. The discussion of these and other aspects is greatly facilitated by an understanding of
the geometric structure behind the gravitational action, which we now review. This appendix will collect
a number of results which are useful in gauge/gravity calculations, presenting them in a unified way, and
generalizing to arbitrary dimension. For the sake of brevity, some of these results will be stated without
proof; when omitted, detailed derivations can be found in the references cited below.
A.1 Generalized “space+time” split
We start by considering the Einstein-Hilbert action in a (d+1)-dimensional manifoldM with d-dimensional
boundary ∂M,
SEH =
1
16piGd+1
∫
M
dd+1x
√
|g|R , (A.1.1)
where Gd+1 is the gravitational constant in (d + 1) dimensions, R is the scalar curvature of the spacetime
metric gµν1 (Greek indices run over 0, 1, . . . , d) and g ≡ detgµν . We assume M to be a Lorentzian (i.e.
pseudo-Riemannian) manifold, with “mostly plus” spacetime signature. We will later point out the changes
needed to accommodate the Euclidean (i.e. Riemannian) case. In the canonical formulation of general
relativity, one defines a “time” function t(xµ) and foliates the spacetime by surfaces of constant time.2
The leaves of this foliation are a family of d-dimensional hypersurfaces (i.e. of co-dimension one) which
we consider to be homeomorphic to the boundary ∂M. In the most general situation the topology may
1 We follow the curvature conventions of [239]: Rµρνσ = ∂νΓ
µ
ρσ + Γ
µ
λνΓ
λ
ρσ − (ν ↔ σ), with the Ricci tensor given by
Rµν = Rαµαν .
2 We use the word time in a generalized sense, because we will allow the foliation to be one by timelike surfaces as well. In
practice, the slices could be level surfaces of a spatial coordinate, for example; this is indeed the case in AdS/CFT, where we
use a radial foliation. We use “space+time” split in the same generalized sense.
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prohibit the extension of ∂M into a foliation throughout all of M, but we assume this can be done for
the situations we are interested in. Moreover, here we consider relatively simple spacetimes, on which the
boundary of the constant-time slices is considered to be empty. A careful account of more general cases
can be found in [240–242]. Now, let nµ denote the components of the vector field which is normal to
the d-dimensional hypersurfaces. We choose it to have unit norm, i.e. nµnµ = s with s = +1 if nµ is
spacelike (timelike hypersurfaces) and s = −1 if nµ is timelike (spacelike hypersurfaces). We define the
orientation by the requirement that nµ be the unit outward-pointing vector field at the boundary (see [243]
for a definition of outward/inward pointing vector fields). This allows one to express the induced metric γµν
on the d-dimensional slices in a covariant fashion,
γµν = gµν − s nµnν (A.1.2)
Notice that nµγµν = 0, and then γµν = g
µσγσν = δµν − s nµnν is the identity for tensors on the slices
(henceforth called transverse tensors), while in general it serves as a projector onto them. In the same way
we can define
γµν = gµρgνσγσρ = gµν − s nµnν ⇒ γµργρν = γµν , (A.1.3)
i.e. the contraction γµργρν is the d-dimensional identity on the slices (and not the (d + 1)-dimensional
identity δµν). It is of course immaterial whether we raise and lower indices of transverse tensors with g or
γ, because by definition the transverse tensors vanish when contracted with the normal n. The covariant
derivative Dµ which is compatible with the metric γµν and acts on tensors intrinsically defined on the slices
is obtained by projecting the spacetime covariant derivative ∇µ . That is, if f is a scalar function and Tµ is
a vector defined on the slices, Dµ acts as
Dµf = γαµ∇αf , DµT ν = γαµγνβ∇αT β , (A.1.4)
and similarly for higher rank tensors. In particular,
Dργµν = γλργ
α
µγ
β
ν∇λγαβ = 0 (A.1.5)
as can be easily checked. The second fundamental form (i.e. the extrinsic curvature tensor) Kµν of a slice
is given by
Kµν = −12£nγµν = −γ
ρ
µ∇ρnν (A.1.6)
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where £n denotes the Lie derivative in the direction of the unit normal nµ. Notice that Kµν is of course
symmetric (we are assuming a torsion-free connection), although the second equality in (A.1.6) does not make
this manifest because we have used the fact that the vector nµ has vanishing vorticity: γρµ∇ρnν−γρν∇ρnµ =
0.3 The extrinsic curvature measures the evolution of the induced metric on the normal direction and hence
encodes the dynamical information of the geometry of the slices. It is important to keep in mind that Kµν
is transverse, satisfying nµKµν = 0. This is evident when writing it as Kµν = −γλνγρµ∇ρnλ , but in (A.1.6)
we used the fact that the second projector is redundant. Indeed, nµnµ = s⇒ nµ∇λnµ = 0 (we are assuming
a metric-compatible connection) and γλν∇ρnλ = ∇ρnν follows. Notice that we have kept a (d+ 1)-covariant
notation as it makes various calculations more transparent. Defining K ≡ Tr Kµν = Kµµ and aµ ≡ nν∇νnµ
(note nµaµ = 0), from (A.1.6) we easily obtain
Kµν = −∇µnν + s nµaν , K = −∇µnµ , KµνKµν = ∇µnν∇νnµ . (A.1.7)
The Gauss-Codazzi equations for the slices are obtained by projecting the Riemann tensor Rµνρσ using
γµν , and writing the result in terms of the induced (intrinsic) curvature tensor
(d)Rµνρσ of γµν :
γαµγ
β
νγ
γ
ργ
δ
σ Rαβγδ =
(d)Rµνρσ + s
(
KµσKνρ −KµρKνσ
)
(A.1.8)
γαµγ
β
νγ
γ
ρRαβγδ n
δ = DνKµρ −DµKνρ . (A.1.9)
By contracting one index in (A.1.9), inserting (A.1.2) twice on the left-hand side (henceforth l.h.s.) and
using Rαβγδ nγnδ = 0 (which follows from Rµνρσ = −Rµνσρ) we also get the useful relation γαµRαβ nβ =
DµK
ν
ν − DνKνµ . Notice that due to the minus sign in our definition of the extrinsic curvature, the
right-hand side (henceforth r.h.s.) of this equation and of (A.1.9) have the same sign as some standard
references (e.g. [239]), and the opposite sign with respect to others (e.g. [150, 244]). With some additional
manipulations, from (A.1.8)-(A.1.9) we obtain
(d)R+ s(KµνKµν −K2) = −2sGµνnµnν (A.1.10)
DνK
ν
µ −DµKνν = γαµnβGαβ , (A.1.11)
where (d)R denotes the Ricci scalar of the induced metric and Gµν = Rµν − (1/2)Rgµν is the Einstein
tensor. As pointed out in [130], these equations are purely geometrical, and only become dynamical once
we use Einstein’s equations to replace the Einstein tensor with the matter stress tensor. We would now
3 This is most easily proven by noticing that locally the 1-form field nµ can be expressed as n = αdf [244], where f and α
are functions on M and f = 0 on the slices, and using f;µν = f;νµ and f;µγµν = 0 .
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like to find a relation between the (d+ 1)-dimensional scalar curvature R and the d-dimensional (intrinsic)
curvature (d)R and extrinsic curvature Kµν of the slices. To this end, we notice that R can be written as
R = −2(Gµν − Rµν)snνnµ . The first term on the r.h.s. can be expressed in terms of intrinsic quantities
using (A.1.10). To compute the second contribution we contract the Ricci identity Rµνρσnσ = 2∇[µ∇ν]nρ
with nνgµρ and use (A.1.7), (A.1.10). In this way we find (see [240, 242] and [245],4 for example)
R = (d)R+ s (K2 −KµνKµν)+ 2s∇µ (nµK + aµ) . (A.1.12)
Next, we recall that the outward-pointing normal nµ defines the induced (Stokes) orientation of the boundary,
so that the induced surface element is ddΣµ = snµ
√|γ| ddx , where γ is the d-dimensional determinant of
γµν . Hence, multiplying both sides of (A.1.12) by
√|g|, integrating over M and using Stokes’ theorem on
the total derivative term we get
SEH =
1
16piGd+1
∫
M
dd+1x
√
|g|
[
(d)R+ s (K2 −KµνKµν)]+ s16piGd+1
∫
∂M
ddx
√
|γ| 2K (A.1.13)
where we also used nµaµ = 0 on the surface term. If the boundary consists of several non-null components
∂M = ∑ABA, each one with a corresponding sA = ±1 (labeling spacelike or timelike hypersurfaces) the
surface term is generalized to the corresponding sum over the different components. It is worth emphasizing
that (A.1.13) is not the Einstein-Hilbert action plus the Gibbons-Hawking boundary term (to be introduced
shortly). It is just the standard Einstein-Hilbert action (A.1.1) rewritten in terms of quantities pertaining
to the d-dimensional geometry of the hypersurfaces that define the generalized “space + time” split.
In the derivations above we assumedM to be a Lorentzian manifold, but it is straightforward to extend
our results to Euclidean signature. Details of the Euclidean formulation can be found in [130]. Basically,
the action functional (A.1.1) acquires an overall minus sign, as can be seen by performing a formal analytic
continuation of the timelike coordinate (t, say) by the substitution t→ −iτ and defining as usual exp(iS)→
exp(−SEuc). Alternatively, one can think of the overall sign as being chosen to give a positive “kinetic
term” KµνKµν in (A.1.13). Of course, in Euclidean signature the foliation is necessarily one by spacelike
hypersurfaces, so we ought to set s = +1 in the general expressions above.
4 We note that there is a typo in eq. 13 of [245]: the constant s = ±1 that distinguishes spacelike from timelike foliations
appears in the wrong place in the total derivative term on the r.h.s.
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A.2 Canonical variables
As we mentioned above, in the canonical formalism of general relativity (see [150] for a modern account) we
assume that the slices used to foliate spacetime are defined locally by t = const, where t is a scalar (if the
normal to the slices is timelike, such that they are spacelike hypersurfaces, we can properly call t a “time”
function) and define a vector field tµ onM satisfying tµ∇µt = 1. We now decompose tµ into its parts normal
and tangential to the slices by defining the lapse function, N > 0, and the shift vector, Nµ, by
N = stµnµ = (nν∇νt)−1 and Nµ = γµνtν ⇒ tµ = Nnµ +Nµ (A.2.1)
Geometrically, the lapse and shift functions measure how “normal” the coordinate t is to the slices. As it
will become clear shortly, they correspond to non-dynamical degrees of freedom (Lagrange multipliers) that
can be gauge-fixed. Notice that relations above also imply nµ = sN∇µt and hence N = (sgµν∇µt∇νt)−1/2 .
Using the function t as one of the local coordinates and giving up the full (d + 1)-dimensional covariance
by splitting the indices in t and i, j = 1, . . . , d (i.e. i, j label the coordinates on the slices) we can write the
metric in the so-called ADM form [246],
ds2 = gµνdxµdxν = sN2dt2 + γij(dxi +N idt)(dxj +N jdt)
= γij dxidxj + 2Nj dxjdt+ (sN2 +NjN j)dt2 . (A.2.2)
Notice that the determinants of the full (d + 1)-dimensional metric gµν and the induced metric are related
by
√|g| = N√|γ|. We now proceed to define the generalized “time derivative” γ˙µν of the induced metric
and its canonically conjugate momenta piµν in the standard way,
γ˙µν ≡ γρµγσν£tγρσ and piµν ≡
δSEH
δγ˙µν
(A.2.3)
In order to compute piµν explicitly, one needs to rewrite Kµν in terms of γ˙µν . Noticing that Kµν =
− 12N−1(£tγµν − £Nγµν) = − 12N−1(γ˙µν − γρµγσν£Nγρσ) (where the second equality follows from the
transversality of Kµν) and using the fact that γρµγ
σ
ν£ξγρσ = Dµξν + Dνξµ for any vector field ξ
µ, a
short calculation shows
Kµν = −12N
−1(γ˙µν −DµNν −DνNµ). (A.2.4)
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It is now easy to compute
piµν =
δSEH
δγ˙µν
=
δSEH
δKρσ
∂Kρσ
∂γ˙µν
⇒ piµν = − s
16piGd+1
√
|γ|(γµνK −Kµν) (A.2.5)
Because of the
√|γ| factor the canonical momentum is a tensor density, as expected. Incidentally, we note
that (A.2.4) makes manifest the fact that the Einstein-Hilbert Lagrangian does not contain any “time”
derivatives of N or Nµ. Hence, the lapse and shift have no conjugate momenta, in agreement with our
previous claim that they are not dynamical variables, but rather Lagrangian multipliers. In other words,
one should redefine the configuration space to consist of the metrics γµν induced on the “constant-time”
slices [150].
A.3 Variation of the Einstein-Hilbert action: what is fixed on
the boundary?
A crucial issue in general relativity and gauge/gravity duality alike is the study of boundary conditions and
the definition of an appropriate variational principle. As a first step in this direction, one needs to study
how the Einstein-Hilbert action (A.1.1) responds to an infinitesimal variation δgµν of the spacetime metric.
A standard calculation of the first order variation yields
δSEH =
1
16piGd+1
∫
M
dd+1x
√
|g|Gµνδgµν + s16piGd+1
∫
∂M
ddx
√
|γ|nµVµ , (A.3.1)
where Vµ = gνρ
[∇ρ(δgµν) − ∇µ(δgνρ)] (or, in terms of the variation of the connection, V µ = gρνδΓµρν −
gµρδΓνρν) and the surface term is generated by the variation of the Ricci tensor: g
µνδRµν = ∇µVµ [150].
From (A.3.1) we can already anticipate that a Dirichlet boundary condition δgµν |∂M = 0, for example, is not
enough to cancel the boundary variation; in general, one would need to require the vanishing of the normal
derivatives also, i.e. (nµ∇µδgνρ)|∂M = 0 (a Neumann boundary condition). The structure at play is more
transparent when written in terms of the canonical variables introduced above. Firstly, one needs to compute
the variation of the second fundamental form, δKµν ; a useful intermediate step is the computation of the
variation of the unit normal, which can be achieved by using nµ = sN∇µt and N = (sgµν∇µt∇νt)−1/2 ,
which as we saw previously follows directly from the definition of the lapse and shift. Therefore, we have
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δnµ = s(δN)∇µt = − 12N3δgαβ∇αt∇βt∇µt , i.e.
δnµ =
s
2
nµn
αnβδgαβ (A.3.2)
One can then show [241]
2δK = nµV µ −Kµνδγµν −Dµ
(
γµνδn
ν
)
(A.3.3)
where we recall that Dµ denotes the covariant derivative on the slices, compatible with the induced met-
ric. In the above equation, the total derivative along the slice directions was rewritten using δnν =
nβδgαβ (−gνα + nνnα/2), which follows easily from (A.3.2); one can equivalently write −Dµ
(
γµνδn
ν
)
=
Dµ (nνγαµδgαν). The above formulae allow us to write the variation of the Einstein-Hilbert action in a
very suggestive way. Using (A.3.3) to replace the nµVµ term in (A.3.1), and discarding the total transverse
derivative term,5 we obtain
δSEH =
1
16piGd+1
∫
M
dd+1x
√
|g|Gµνδgµν + s16piGd+1
∫
∂M
ddx
√
|γ|
(
2δK +Kµνδγµν
)
. (A.3.4)
Notice that using (A.3.2) we can write
δγµν = δ (gµν − snµnν) = δgµν −
(
nαnβδgαβ
)
nµnν . (A.3.5)
Hence, for any transverse tensor Tµν we have Tµνδγµν = Tµνδgµν . In particular, Kµνδγµν = Kµνδgµν , so
that (A.3.4) also holds for variations where the full metric is held fixed at the boundary. Ultimately, this
is the case because if δγµν = 0 on the boundary, then one can find a gauge transformation which makes
δgµν = 0 on the boundary as well [150]. Next, from the definition (A.2.5) of piµν we have
γµνδpi
µν = − s
16piGd+1
√
|γ|
[
(d− 3)
(
δK +
1
2
Kγµνδγµν
)
+
(
2δK +Kµνδγµν
)]
=
(
d− 3
d− 1
)
δ (γµνpiµν)− s16piGd+1
√
|γ|
(
2δK +Kµνδγµν
)
. (A.3.6)
Using this result to rewrite the surface term in (A.3.4) in terms of the canonical momenta we find
δSEH =
1
16piGd+1
∫
M
dd+1x
√
|g|Gµνδgµν +
∫
∂M
ddx
[(
d− 3
d− 1
)
piµνδγµν −
(
2
d− 1
)
γµν δpi
µν
]
(A.3.7)
5 As before, we are assuming that the “boundary of the boundary” is empty in our case. If this is not the case, the “corners”
will contribute to the variation of the action as well. See [241, 242] for details.
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We then conclude that, for arbitrary boundary dimension d, a variational principle involving the Einstein-
Hilbert action would require the fixation of both the canonical momenta piµν and the induced metric γµν
at the boundary. We notice that for d = 3 (i.e. a four-dimensional spacetime) the piµνδγµν term in (A.3.7)
is absent. Hence, in four spacetime dimensions the variational principle based on the Einstein-Hilbert
Lagrangian demands solely the fixation of piµν (but not γµν) at the boundary, which is a well-known fact.
A.4 The Gibbons-Hawking boundary term
In the path-integral formulation of general relativity, and in particular in the context of holography, we want
to formulate a Dirichlet variational principle in which the metric is fixed at the boundary, but its normal
derivatives are left unspecified. As we learned from the analysis above (c.f. (A.3.7)), the Einstein-Hilbert
action is not well-suited to this purpose. Hence, when considering the Dirichlet problem for a metric g over
a region M with boundary ∂M, one needs to modify the Einstein-Hilbert action. Since we do not want to
change the dynamics, this modification consists of adding a surface term to the action functional. As first
proposed in [247], this surface term is chosen so that when evaluated on the solution of Einstein’s equations,
the action is extremized under variations of the metric which vanish on the boundary, but which may have
nonzero normal derivatives.
As it turns out, one can read off the appropriate surface term directly from our expression (A.3.7) for
the variation of the Einstein-Hilbert action. Indeed, since γµνδpiµν = δ(γµνpiµν) − piµνδγµν we can rewrite
(A.3.7) as
δSEH =
1
16piGd+1
∫
M
dd+1x
√
|g|Gµνδgµν +
∫
∂M
ddxpiµνδγµν −
(
2
d− 1
)∫
∂M
ddx δ (γµνpiµν) . (A.4.1)
The last surface term is a total variation, and since this is precisely the contribution we want to cancel, we
see that in order to have a Dirichlet variational principle in which only the induced metric γµν is fixed at
the boundary, the required term to add to the Einstein-Hilbert action is
SGH =
(
2
d− 1
)∫
∂M
ddx γµνpi
µν = − s
16piGd+1
∫
∂M
ddx
√
|γ| 2K . (A.4.2)
This boundary term is known as the Gibbons-Hawking (GH) term,6 and it was first derived in [247]. We
6 We remind the reader that the overall sign of the GH term depends on the conventions used to define the second fundamental
form ((A.1.6) in our case). Hence, care must be taken when comparing with different sources that may use a different convention,
as this sign is crucial for the desired cancellation to occur.
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are then led to define the “gravitational action” SG by
SG = SEH + SGH =
1
16piGd+1
[∫
M
dd+1x
√
|g|R− s
∫
∂M
ddx
√
|γ| 2K
]
(A.4.3)
whose variation is given by
δSG =
1
16piGd+1
∫
M
dd+1x
√
|g|Gµνδgµν +
∫
∂M
ddxpiµνδγµν (A.4.4)
as desired. Notice that by virtue of (A.1.13) we can also write the new action functional as
SG =
1
16piGd+1
∫
M
dd+1x
√
|γ|N
[
(d)R+ s (K2 −KµνKµν)] . (A.4.5)
A few comments are now in order. If the boundary consists of multiple components BA, then the GH term
is a sum over all of them, weighed by their respective sA = ±1 indicating if the corresponding hypersurface
is timelike or spacelike. It is also important to remember that the normal in different components of the
boundary is always chosen to be outward-pointing. For example, let us imagine that we are foliating by
spacelike surfaces Σ with empty boundaries, as we have assumed for simplicity. If we consider an initial
leaf Σ′ and a final leaf Σ′′ describing the initial and final configurations as the system evolves in time, then
what we mean by
∫
∂M is
∫ Σ′′
Σ′ ≡
∫
Σ′′ −
∫
Σ′ (the minus sign appears because we picked the normal to be
always, say, future oriented, so that Stokes’ theorem generates a minus sign when integrating on the initial
leaf, where the outward pointing normal is past-oriented). More general cases where one also allow the
leaves to have a boundary, that in turn evolves in time generating a timelike component of the full spacetime
boundary, have been studied in [240–242]. Finally, as discussed before in the context of the Einstein-Hilbert
action, the appropriate functional for the Euclidean case is obtained by changing the overall sign of the
action and setting s = +1 in the expressions above.
A.5 General expansion of the on-shell action
As described in section 2.2, in order to compute one- and two-point field theory correlators using gauge/gravity
duality one is instructed to expand the action of the dual gravitational theory up to second order in fluctu-
ations, and evaluate it on-shell. In the context of AdS/CFT it is crucial to include a cosmological constant
term in the action, which endows the solutions of the theory with a conformal boundary and the asymptotic
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properties that realize the holographic correspondence. Hence, we generalize the action (A.4.3) to
SG = SEH + Scosmo + SGH
=
1
16piGd+1
∫
M
dd+1x
√
|g|(R− 2Λ)− s
16piGd+1
∫
∂M
ddx
√
|γ| 2K (A.5.1)
where Λ is the cosmological constant. In principle, the on-shell action contains divergences which need to be
regulated (usually by regarding the position of the boundary in the radial direction as the cutoff) and properly
renormalized (by adding new surface terms) before we can have a well-defined partition function. This process
is dubbed “holographic renormalization” [125–130, 135], and we will generically refer to corresponding surface
terms as “counterterms”, in order to distinguish them from the Gibbons-Hawking-like surface terms which
serve a different purpose. Hence, we can define a renormalized action of the form
Sren = SG + Sct , (A.5.2)
where Sct denotes the gravitational counterterms, which is finite as we remove the cutoff introduced in the
regularization procedure.
A.5.1 First variation
From the variation (A.4.4) of the Einstein-Hilbert action plus the GH term it follows that the response of
the new action (A.5.1) to a first order variation of the metric is
δSG =
1
16piGd+1
∫
M
dd+1x
√
|g| (Gµν + Λgµν − 8piGd+1Tmatterµν )︸ ︷︷ ︸
EOM(gµν)
δgµν +
∫
∂M
ddxpiµνδγµν , (A.5.3)
where the notation EOM(field) means that the equation of motion for corresponding field is given by
EOM(field) = 0. The matter stress tensor Tmatterµν is defined in the usual way,
Tmatterµν = −
2√|g| δSmatterδgµν . (A.5.4)
Naturally, the bulk term in (A.5.3) vanishes identically when evaluated on-shell, in which case the variation
reduces to a surface term, as expected. Hence, evaluating (A.5.3) on-shell and adding the effect of the
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counterterms, we find that the first order variation of the renormalized action is given by
δSren|os =
∫
∂M
ddx
(
piµνδγµν
)
+ δSct|os (A.5.5)
Here, the momenta are understood to be evaluated on the background solution, while the fluctuations are
to be evaluated on the solution of the linearized equations of motion. As discussed in A.3, we can also write
piµνδγµν = piµνδgµν , which follows because piµν is transverse.
A.5.2 Second variation
We will compute the on-shell action expanded up to quadratic order in fluctuations, so we now focus the
second variation of the renormalized action. First, we notice that if the new metric is g˜µν = gµν + δgµν , in
order to preserve the relation gµνgνρ = δ ρµ we have that the new inverse metric is
g˜µν = gµν + δgµν +
1
2!
δ2 (gµν) + . . . (A.5.6)
where
δgµν = −gµρgνσδgρσ , δ2 (gµν) = δ (δgµν) = 2gµα δgαβ gβρ δgρσ gσν , (A.5.7)
and similarly for the higher order terms. Notice that we have chosen to organize the perturbative expansion
in a way such that the inverse metric has an infinite series expansion, while the metric itself terminates
at gµν + δgµν (i.e. δ2(gµν) = 0 and so forth). From (A.3.5), however, we see that the induced metric has
non-trivial higher order variations, all of them proportional to nµnν . Hence, if Tµν is any transverse tensor
we have Tµνδn(γµν) = 0 for n ≥ 2 (recall that the first variation satisfies Tµνδγµν = Tµνδgµν). In particular,
piµνδ2γµν = 0.
With the above results, taking a second variation in (A.5.3) we find that the second order fluctuation of
the gravitational action is
δ2SG =
∫
∂M
ddx δpiµνδγµν +
1
16piGd+1
∫
M
dd+1xEOM(gµν)
[√
|g|δ
2(gµν)
2!
+ δ(
√
|g|)δgµν
]
+
1
16piGd+1
∫
M
dd+1x
√
|g| δ
(
Gµν + Λgµν − 12T
matter
µν
)
︸ ︷︷ ︸
eom(δgµν)
δgµν , (A.5.8)
where we denoted the (linear) equation of motion for the fluctuation by eom(δgµν) to emphasize that its
functional form is of course different from that of the (non-linear) equation of motion EOM(gµν) for the
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full metric (which is also satisfied by the background metric). Hence, if both the equations of motion for
the background and the fluctuations are satisfied, evaluating (A.5.8) on-shell and adding the counterterms
contribution we find
δ2Sren
∣∣
os
=
∫
∂M
ddx δpiµνδγµν + δ2Sct
∣∣
os
(A.5.9)
where the variation of the canonical momenta δpiµν is understood to be evaluated on the background values
of the fields, and the metric fluctuation on the solution of the linearized equations of motion. Notice that
using the transversality of piµν and (A.3.2) we have
δpiµνnµ = −piµνδ(nµ) = −s2n
αnβδgαβ pi
µνnµ = 0 , (A.5.10)
i.e. δpiµν is transverse, as expected (the position of the indices is crucial, however, for nµδpiµν 6= 0). Hence,
δpiµνδγµν = δpiµνδ (gµν − s nµnν) = δpiµνδgµν . (A.5.11)
We then see that, just as for the first variation, (A.5.9) holds if either the full metric or the induced metric
is held fixed at the boundary. This distinction is important, because the linearized equations of motion are
usually written in terms of δgµν .
In order to obtain two-point functions using holography, it is useful to have an explicit expression for the
various terms in (A.5.9), starting with δpiµνδγµν = δpiµνδgµν . To this end we need to compute the variation
δKµν of the second fundamental form, but we will first prove a few useful preliminary results. Using (A.3.2),
we find that the variation of the unit normal vector is
δnλ = δ
(
gλρnρ
)
= δ(gλρ)nρ + gλρδnρ = nβδgαβ
(
−gλα + s
2
nλnα
)
, (A.5.12)
and the variation of the projector γλµ is then
δ
(
γλµ
)
= δ
(
δλµ − s nµnλ
)
= s nµnβδgαβ
(
gλα − s nλnα) = s nµnβδgαβ γλα . (A.5.13)
A similar calculation results in the variation of the inverse induced metric, which we record here for com-
pleteness,
δγµν = −γµαγνβδγαβ = −γµαγνβδgαβ . (A.5.14)
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As we have already mentioned, using nµnµ = s⇒ nµ∇ρnµ (we are assuming a metric-compatible connection)
we can rewrite the definition (A.1.6) as
Kµν = −γλµγρν∇λnρ , (A.5.15)
where we have introduced a second projector, which is of course redundant. We will use the expressions
with one and two projectors interchangeably, according to convenience. Taking a variation of (A.5.15) we
get
δKµν = − δ
(
γλµγ
ρ
ν
)∇λnρ − γµλγρν δ (∇λnρ)
= − δ (γλµγρν )∇λnρ − γλµγρν (∇λδnρ − nσ δΓσλρ)
= T1 + T2 + T3 , (A.5.16)
where we defined
T1 ≡ −δ
(
γλµγ
ρ
ν
)∇λnρ , T2 ≡ −γλµγρν∇λδnρ , T3 ≡ γλµγρνnσ δΓσλρ . (A.5.17)
Focusing on T1 we get
T1 = −δ
(
γλµ
)∇λnν + δ(γρν )Kµρ = s δgαβ nβ (nµKαν + nνKαµ) , (A.5.18)
where we used (A.1.6) and γρν∇λnρ =
(
δρν − s nνnρ
)∇λnρ = ∇λnν in the second equality and (A.5.13) in
the last. We also used the fact that the indices of Kµν can be raised with γνλ, because it is a transverse
tensor. Let us continue with T2. Using (A.3.2) we find
T2 = − γλµγρν∇λ
(s
2
nρn
αnβδgαβ
)
= − s
2
γλµγ
ρ
ν (∇λnρ)nαnβδgαβ −
s
2
γλµγ
ρ
νnρ∇λ
(
nαnβδgαβ
)
=
s
2
nαnβδgαβKµν , (A.5.19)
where we used (A.5.15) and γρνnρ = 0 in the last equality. Next, we focus on T3. The first order variation
of the connection is given by [150]
δΓρµν =
gρσ
2
(∇µδgσν +∇νδgµσ −∇σδgµν) , (A.5.20)
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and therefore
T3 =
1
2
γλµγ
ρ
νn
α (∇λδgαρ +∇ρδgλα −∇αδgλρ) . (A.5.21)
Adding (A.5.18),(A.5.19) and (A.5.23) we have then found7
δKµν =
s
2
nαnβδgαβKµν + s δgαβ nβ
(
nµK
α
ν + nνK
α
µ
)
+
1
2
γλµγ
ρ
νn
α (∇λδgαρ +∇ρδgλα −∇αδgλρ) . (A.5.22)
This expression can be easily rewritten in terms of the variation δγµν of the induced metric. At this time,
however, we prefer to express it in terms of the variation δgµν of the full metric, as this is the quantity
appearing in the linearized equations of motion. In a coordinate system where the shift vanishes this
distinction is immaterial, but in the general case one should be careful with issues such as the identification
of the sources in the context of holography. Finally, we will further massage the T3 term to write it in a way
that exhibits more transparently the geometric structure at play. To this end we recall Nnµ = tµ −Nµ, so
that
T3 =
1
2N
γλµγ
ρ
ν
(
Nnα∇λδgαρ +Nnα∇ρδgλα −Nnα∇αδgλρ
)
= − 1
2N
γλµγ
ρ
ν
(
∇λ (Nnα) δgαρ +∇ρ (Nnα) δgλα +Nnα∇αδgλρ
)
+
1
2N
γλµγ
ρ
ν
(
∇λ (Nnαδgαρ) +∇ρ (Nnαδgλα)
)
= − 1
2N
γλµγ
ρ
ν
(
∇λ (tα −Nα) δgαρ +∇ρ (tα −Nα) δgλα + (tα −Nα)∇αδgλρ
)
+
1
2N
(
γλµγ
ρ
ν∇λ (Nnαδgαρ) + γλµγρν∇ρ (Nnαδgλα)
)
= − 1
2N
˙δgµν +
1
2N
γλµγ
ρ
ν£Nδgλρ +
1
2N
(
Dµ (Nnαδgαν) +Dν (Nnαδgνα)
)
, (A.5.23)
where, as usual, the “time” derivative of the metric fluctuation is defined as ˙δgµν = γλµγ
ρ
ν£tδgλρ (c.f.
(A.2.3)), and Dµ is the covariant derivative intrinsic to the slices (i.e. compatible with γµν , c.f. (A.1.4)).
Thus, our final expression for the variation of the second fundamental form is
δKµν = − 12N
˙δgµν +
1
2N
γλµγ
ρ
ν£Nδgλρ +
1
2N
(
Dµ (Nnαδgαν) +Dν (Nnαδgνα)
)
+ s δgαβ nβ
(
nµK
α
ν + nνK
α
µ
)
+
s
2
nαnβδgαβKµν (A.5.24)
7 The author thanks Robert A. McNees for correspondence on the derivation of this formula.
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We can also obtain an alternative formula for δK (c.f. (A.3.3)) by noticing
δK = δ(γαβKαβ) = δ
(
gαβKαβ
)
= gαβδKαβ −Kαβδgαβ , (A.5.25)
so that using (A.5.24) we find
δK = −g
αβ
2N
˙δgαβ +
1
2N
γλρ£Nδgλρ +
1
N
Dα
(
Nnλδgλβγ
αβ
)
+
s
2
nλnρδgλρK −Kαβδgαβ . (A.5.26)
Next, we would like to obtain an explicit expression for δpiµν . To this end, we first notice
δpiµν = − s16piGd+1 δ
[√
|γ| (γµνK −Kµν)
]
=
1
2
γαβδgαβ piµν − s16piGd+1
√
|γ|
((
δgµν − (nαnβδgαβ)nµnν
)
K + γµνδK − δKµν
)
, (A.5.27)
so that
δpiµν = − (gµρpiλν + gνρpiµλ) δgλρ + gµρgνλδpiρλ
= −
[
gµρpiλν + gνρpiµλ − 1
2
γλρpiµν +
s
16piGd+1
√
|γ|
(
gµρgνλ − nρnλnµnν
)
K
]
δgλρ
− s
16piGd+1
√
|γ|
(
γµνδK − gµρgνλδKρλ
)
. (A.5.28)
Inserting this result into (A.5.9) (and using (A.5.11)) we find
δ2Sren
∣∣
os
= − s
16piGd+1
∫
∂M
ddx
√
|γ|
[
−gµρ (γλνK −Kλν)− gνρ (γµλK −Kµλ)
+
1
2
γλρ (γµνK −Kµν) +
(
gµρgνλ − nρnλnµnν
)
K
]
δgλρδgµν
− s
16piGd+1
∫
∂M
ddx
√
|γ|
(
γµνδK − gµρgνλδKρλ
)
δgµν + δ2Sct
∣∣
os
(A.5.29)
with δKρλ and δK given by (A.5.24) and (A.5.26), respectively.
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Appendix B
The Einstein-Maxwell-Scalar system
Quite often, the theories we want to study using gauge/gravity duality techniques possess a global U(1)
symmetry, with the vacuum state characterized by the associated chemical potential and charge density.
In bottom-up constructions we can describe the U(1) current in the boundary theory by considering a
“universal” sector comprising a bulk Abelian gauge field minimally coupled to gravity. Similarly, the inclusion
of a bulk scalar field charged under the U(1) symmetry allows one to consider interesting physics such
as superfluidity/superconductivity in the dual theory [40–42]. As we have studied in chapters 9-10, this
universal sector also arises naturally in certain compactifications of type IIB and D = 11 supergravity. In
this appendix we review the Einstein-Maxwell-Scalar system in arbitrary dimension, providing a number of
results which are useful in holographic calculations, and which are used in the body of the thesis.
B.1 Bulk action
We consider a (d + 1)-dimensional manifold M with a d-dimensional boundary ∂M . The bulk part of the
action we want to use is
Sbulk =
1
16piGd+1
∫
M
dd+1x
√
|g|
(
R+
d(d− 1)
L2
)
− 1
4e2
∫
M
dd+1x
√
|g|FµνFµν
−
∫
M
dd+1x
√
|g|
(
DµΦ(DµΦ)∗ +m2|Φ|2 + V (|Φ|)
)
(B.1.1)
Here, R is the Ricci scalar1, Fµν = ∂µAν−∂νAµ is the U(1) field strength, and Φ is a charged scalar minimally
coupled to the Abelian gauge field Aµ and the metric, with mass m and scalar potential V (|Φ|). Similarly,
DµΦ =
(∇µ − i qeAµ)Φ is the gauge-covariant derivative acting on the scalar Φ, which we take to have
charge q.2 We will always work in units where ~ = c = 1. Gd+1 is the (d+ 1)-dimensional Newton constant,
which has units of [length]d−1. The gauge coupling has units of [length](d−3)/2 for d ≥ 3 and [length]1/2 for
1We follow the curvature conventions of [239]: Rµρνσ = ∂νΓ
µ
ρσ + Γ
µ
λνΓ
λ
ρσ − (ν ↔ σ), with the Ricci tensor given by
Rµν = Rαµαν .
2 Under a U(1) gauge transformation with parameter λ we have Aµ → Aµ + ∂µλ and Φ→ ei
q
e
λΦ.
195
a (2 + 1)-dimensional bulk (d = 2). We take all the coordinates to have dimensions of length, so that in
these conventions the metric components gµν are dimensionless, the gauge field components Aµ have units
of [length]−1 and the scalar field has units of [length](d−1)/2. The cosmological constant is Λ = −d(d−1)2L2
and the normalization is chosen such that AdSd+1 is a vacuum solution with radius L and scalar curvature
R = −d(d+1)L2 . We will discuss the choice of boundary terms that supplement the action later on. For the
time being, however, we focus on the bulk terms in the actional functional and the equations of motion that
follow from them.
B.2 Equations of motion
The equations of motion for the matter fields following from (B.1.1) are
0 = DµDµΦ−m2Φ− 12
Φ
|Φ|
dV
d|Φ|
= ∇µ∇µΦ−m2Φ− i q
e
(
Φ∇µAµ + 2Aµ∇µΦ
)− q2
e2
AµAµΦ− 12
Φ
|Φ|
dV
d|Φ| (B.2.1)
and
0 =
1
e2
∇νFµν + i q
e
[
Φ∗DµΦ− Φ(DµΦ)∗
]
=
1
e2
∇νFµν + 2q
2
e2
Aµ|Φ|2 + i q
e
(
Φ∗∇µΦ− Φ∇µΦ∗
)
. (B.2.2)
Einstein’s equation read
Gµν − d(d− 1)2L2 gµν = 8piGd+1 T
matter
µν , (B.2.3)
where the matter stress-tensor Tmatterµν is given by
3
Tmatterµν = −
1
e2
(
F λµ Fλν +
1
4
gµνFρσF
ρσ
)
− gµν
(
|DλΦ|2 +m2|Φ|2 + V (|Φ|)
)
+
[
DµΦ(DνΦ)∗ +DνΦ(DµΦ)∗
]
. (B.2.4)
3 Notice that we are not including the contribution from the cosmological constant in our definition of the matter stress-
tensor.
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Taking the trace of (B.2.3) we find
1
16piGd+1
(
R+
d(d+ 1)
L2
)
=
1
4e2
(
d− 3
d− 1
)
FµνF
µν + |DλΦ|2 +
(
d+ 1
d− 1
)(
m2|Φ|2 + V (|Φ|)
)
, (B.2.5)
which we can rewrite as
|DλΦ|2 +m2|Φ|2 + V (|Φ|) + 14e2FµνF
µν =
1
16piGd+1
(
R+
d(d+ 1)
L2
)
−
(
2
d− 1
)[
m2|Φ|2 + V (|Φ|)− 1
4e2
FµνF
µν
]
, (B.2.6)
where the quantity on the left hand side is (minus) the coefficient of gµν in the matter stress tensor. In fact,
plugging (B.2.6) back into Einstein’s equation we get a somewhat simpler expression in terms of the Ricci
tensor:
1
16piGd+1
(
Rµν +
d
L2
gµν
)
= − 1
2e2
[
F λµ Fλν +
gµν
4
(
2
d− 1
)
FρσF
ρσ
]
+
gµν
d− 1
(
m2|Φ|2 + V (|Φ|)
)
+
1
2
[
DµΦ(DνΦ)∗ +DνΦ(DµΦ)∗
]
. (B.2.7)
B.3 Gauge-invariant fields
It is useful to rewrite the equations in terms of gauge-invariant fields. To this end, we parameterize the
scalar field in the form
Φ(x) = φ(x)eiθ(x) (B.3.1)
and define the U(1) gauge-invariant one-form
Bµ ≡ Aµ − e
q
∇µθ (B.3.2)
Notice in particular that Fµν = ∇µAν − ∇νAµ = ∇µBν − ∇νBµ . The equation of motion for the gauge
field now reads
0 =
1
e2
∇νFµν + 2q
2
e2
φ2Bµ , (B.3.3)
while the real and imaginary parts of the complex scalar equation (B.2.1) yield the following two real
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equations:
0 = φ∇µBµ + 2Bµ∇µφ (B.3.4)
0 = ∇µ∇µφ− 12
dV (φ)
dφ
−m2φ− q
2
e2
φBµB
µ . (B.3.5)
Notice that (B.3.4) can also be obtained by taking a derivative of Maxwell’s equation (B.3.3), so we can
ignore (B.3.4) in what follows. Similarly, Einstein’s equation is now
1
16piGd+1
(
Rµν +
d
L2
gµν
)
= − 1
2e2
[
F λµ Fλν +
(
2
d− 1
)
gµν
4
FρσF
ρσ
]
+
gµν
d− 1
(
m2φ2 + V (φ)
)
+∇µφ∇νφ+ q
2
e2
φ2BµBν . (B.3.6)
Summarizing, the Einstein-Maxwell-Scalar equations in (d+1) dimensions written in terms of the gauge-
invariant fields φ and Bµ defined in (B.3.1) and (B.3.2) read
0 = ∇µ∇µφ− 12
dV (φ)
dφ
−m2φ− q
2
e2
φBµB
µ ,
0 = ∇νFµν + 2q2φ2Bµ ,
0 =
1
16piGd+1
(
Rµν +
d
L2
gµν
)
+
1
2e2
[
F λµ Fλν +
(
2
d− 1
)
gµν
4
FρσF
ρσ
]
−∇µφ∇νφ− q
2
e2
φ2BµBν − gµν
d− 1
(
m2φ2 + V (φ)
)
(B.3.7)
(B.3.8)
(B.3.9)
Recall that (B.3.9) is written in “trace-subtracted” form; equivalently, the original form of Einstein’s equation
is
Gµν − d(d− 1)2L2 gµν = 8piGd+1 T
matter
µν , (B.3.10)
where the matter stress-tensor Tmatterµν written in terms of the gauge-invariant fields reads
Tmatterµν = −
1
e2
(
F λµ Fλν +
1
4
gµνFρσF
ρσ
)
− gµν
(
∇λφ∇λφ+ q
2
e2
φ2BλB
λ +m2φ2 + V (φ)
)
+ 2
(
∇µφ∇νφ+ q
2
e2
φ2BµBν
)
(B.3.11)
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Finally, we notice that the equations (B.3.7)-(B.3.9) can be obtained from the following action:
Sbulk =
1
16piGd+1
∫
M
dd+1x
√
|g|
(
R+
d(d− 1)
L2
)
− 1
4e2
∫
M
dd+1x
√
|g|FµνFµν
−
∫
M
dd+1x
√
|g|
(
∇µφ∇µφ+ q
2
e2
φ2BµB
µ +m2φ2 + V (φ)
)
(B.3.12)
B.4 Rescaled fields and couplings
For the calculations we will perform in the following sections it is advantageous to define dimensionless fields
and rescale the couplings. Given the dimensions of various quantities that were carefully spelled out in B.1,
we can achieve this by rescaling the matter fields as
Φˆ ≡
√
16piGd+1 Φ ⇒ φˆ ≡
√
16piGd+1 φ (B.4.1)
Aˆµ ≡
√
16piGd+1
e2
Aµ ⇒ Bˆµ ≡
√
16piGd+1
e2
Bµ , (B.4.2)
and the scalar charge and potential as
qˆ2 ≡ q
2
16piGd+1
and Vˆ (φˆ) ≡ 16piGd+1 V (φ) . (B.4.3)
Hence, the fields φˆ and Bˆµ are dimensionless, while qˆ has units of [length]
−1 and Vˆ (φˆ) has units of [length]−2.
In terms of these quantities the equations of motion (B.3.7)-(B.3.9) read
0 = ∇µ∇µφˆ− 12
dVˆ (φˆ)
dφˆ
−m2φˆ− qˆ2φˆ BˆµBˆµ ,
0 = ∇ν Fˆµν + 2qˆ2φˆ2Bˆµ ,
0 = Rµν +
d
L2
gµν +
1
2
[
Fˆ λµ Fˆλν +
(
2
d− 1
)
gµν
4
FˆρσFˆ
ρσ
]
−∇µφˆ∇ν φˆ− qˆ2φˆ2BˆµBˆν − gµν
d− 1
(
m2φˆ2 + Vˆ (φˆ)
)
(B.4.4)
(B.4.5)
(B.4.6)
where Fˆµν = ∂µAˆν − ∂νAˆµ = ∂µBˆν − ∂νBˆµ and Einstein’s equation (B.4.6) was written in trace-subtracted
form. In terms of the rescaled fields and couplings, the original form of Einstein’s equations read
Gµν − d(d− 1)2L2 gµν =
1
2
Tmatterµν , (B.4.7)
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where the matter stress-tensor Tmatterµν written in terms of the gauge-invariant fields reads
Tmatterµν = −
(
Fˆ λµ Fˆλν +
1
4
gµν FˆρσFˆ
ρσ
)
− gµν
(
∇λφˆ∇λφˆ+ qˆ2φˆ2BˆλBˆλ +m2φˆ2 + Vˆ (φˆ)
)
+ 2
(
∇µφˆ∇ν φˆ+ qˆ2φˆ2BˆµBˆν
)
. (B.4.8)
The above equations of motion can be obtained by varying the following action functional:
Sbulk =
1
16piGd+1
∫
M
dd+1x
√
|g|
(
Lgrav + LMax + LSc
)
(B.4.9)
where we have defined
Lgrav = R+ d(d− 1)
L2
(B.4.10)
LMax = − 14 Fˆµν Fˆ
µν (B.4.11)
LSc = −
(
∇µφˆ∇µφˆ+ qˆ2φˆ2BˆµBˆµ +m2φˆ2 + Vˆ (φˆ)
)
. (B.4.12)
Finally, we notice that Newton’s constant Gd+1 enters now as an overall constant in the action.
B.5 Linearized equations of motion
We will now consider the system (B.4.4)-(B.4.6) (and (B.4.7)) linearized around a solution of the equations of
motion denoted by g¯µν , B¯µ, φ¯. In what follows we drop the hat notation for the sake of notational simplicity,
and it is implicitly understood that we are working with the rescaled fields and couplings defined in B.4. If
so desired, at any point in the calculation we can easily return to the original quantities by reverting the
changes (B.4.1)-(B.4.3).
We begin by expanding the metric and matter fields around the background configuration as
gµν = g¯µν + hµν (gµν = g¯µν − hµν + . . .), Bµ = B¯µ + δBµ, φ = φ¯+ δφ, (B.5.1)
where hµν , δBµ and δφ are infinitesimal fields; we will often refer to hµν as the graviton, and we raise its
indices with the background metric. To first order in the metric perturbation, the linearized expression for
the Ricci tensor is (see [150], for example)
Rµν = R¯µν − g¯
λρ
2
[
∇¯µ∇¯νhλρ + ∇¯λ∇¯ρhµν − 2∇¯λ∇¯(ν hµ)ρ
]
+O(h2) (B.5.2)
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where ∇¯ is the derivative operator compatible with the background metric g¯µν (in the sense ∇¯ρg¯µν = 0), and
R¯µν the corresponding Ricci tensor. This formula also allows us to compute the expansion of the Einstein
tensor:
Gµν = G¯µν +
g¯λρ
2
(
−δαµδβν +
1
2
g¯µν g¯
αβ
)(
∇¯α∇¯βhλρ + ∇¯λ∇¯ρhαβ − ∇¯λ∇¯βhαρ − ∇¯λ∇¯αhβρ
)
− 1
2
R¯ hµν +
1
2
g¯µνR¯αβ h
αβ +O(h2) (B.5.3)
When linearizing the equations, it is useful to remember that any two derivative operators ∇µ and ∇¯µ acting
on a dual vector field ωµ differ by ([150])
∇µων = ∇¯µων − Cρµνωρ , (B.5.4)
where
Cρµν =
1
2
gρσ
(
∇¯µgνσ + ∇¯νgµσ − ∇¯σgµν
)
. (B.5.5)
Similarly, for a higher rank tensor one has
∇ρTµ1...µkν1...νl = ∇¯ρTµ1...µkν1...νl +
∑
i
CµiρλT
µ1...λ...µk
ν1...νl
−
∑
j
CλρνjT
µ1...µk
ν1...λ...νl
. (B.5.6)
If ∇ is the derivative operator associated with the metric full gµν = g¯µν + hµν , and ∇¯ is the derivative
operator compatible with the background solution g¯µν , we have ∇¯ρg¯µν = 0 ⇒ Cρµν(g¯) = 0. Therefore, to
first order,
Cρµν =
1
2
g¯ρσ
(
∇¯µhνσ + ∇¯νhµσ − ∇¯σhµν
)
+O(h2) . (B.5.7)
In what follows, all the indices will be raised and lowered with the background metric g¯µν , and we define
h ≡ hµµ = g¯µνhµν , and fµν ≡ ∇¯µδBν − ∇¯νδBµ = ∂µδBν − ∂νδBµ . (B.5.8)
We can replace the covariant derivatives in fµν by partial derivatives because we are assuming vanishing
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torsion (i.e. ∇¯ is a Levi-Civita connection for g¯µν). With these results we can easily calculate, for example,
δ (∇µ∇µφ) = δ(gµν∇µ∇νφ) = ∇¯µ∇¯µδφ− hµν∇¯µ∇¯ν φ¯− (∇¯σφ¯)
(
∇¯µhµσ − 12∇¯
σh
)
, (B.5.9)
δ(∇νFµν) = ∇¯νfµν − (∇¯ρF¯µν)hνρ + F¯λµ
(
∇¯ρhρλ − 12∇¯
λh
)
− 1
2
F¯σν
(∇¯νhµσ − ∇¯σhµν) , (B.5.10)
δ(gµνFρσF ρσ) = F¯ρσF¯ ρσhµν + 2g¯µν
(
F¯ ρσfρσ − F¯ ρσF¯λσhρλ
)
, (B.5.11)
where, in an obvious notation, F¯µν = ∂µB¯ν − ∂νB¯µ. Using these results, for the linearized matter field
equations we find
0 = ∇¯µ∇¯µδφ−
[
m2 + q2B¯µB¯µ +
1
2
V ′′(φ¯)
]
δφ
− 2q2φ¯ B¯µδBµ −
(∇¯µ∇¯ν φ¯− q2φ¯ B¯µB¯ν)hµν − (∇¯ν φ¯)(∇¯µhµν − 12∇¯νh
)
0 = ∇¯νfµν − (∇¯ρF¯µν)hνρ + F¯λµ
(
∇¯ρhρλ − 12∇¯
λh
)
− 1
2
F¯σν
(∇¯νhµσ − ∇¯σhµν)
+ 2q2φ¯
(
2B¯µδφ+ φ¯δBµ
)
.
(B.5.12)
(B.5.13)
Similarly, the trace-subtracted linearized Einstein’s equation is4
0 =
1
2
(
∇¯µ∇¯νh+ ∇¯ρ∇¯ρhµν − ∇¯ρ∇¯µhρν − ∇¯ρ∇¯νhρµ
)
− d
L2
hµν +
(
m2φ¯2 + V (φ¯)
d− 1
)
hµν
+
1
2
(
F¯µρh
ρλF¯λν − F¯ ρµ fρν − F¯ ρν fρµ
)
+
(∇¯µφ¯) ∇¯νδφ+ (∇¯ν φ¯) ∇¯µδφ
+
1
2
(
1
d− 1
)(
1
2
F¯ρσF¯
σρhµν + g¯µν F¯ ρσfσρ − g¯µν F¯σρhρλF¯λσ
)
+
(
2
d− 1
)
g¯µν
(
m2φ¯+
1
2
V ′(φ¯)
)
δφ+ q2φ¯
(
2B¯µB¯ν δφ+ φ¯B¯µδBν + φ¯B¯νδBµ
) (B.5.14)
It is also useful to have an expression for the first order term in the expansion of the matter stress tensor
(B.4.8), which we record here
δTmatterµν = F¯µρh
ρλF¯λν − F¯ ρµ fρν − F¯ ρν fρµ +
1
2
(
1
2
F¯ρσF¯
σρhµν + g¯µν F¯ ρσfσρ − g¯µν F¯σρhρλF¯λσ
)
− (∇¯λφ¯∇¯λφ¯+ q2φ¯2B¯λB¯λ +m2φ¯2 + V (φ¯))hµν − g¯µν (2m2φ¯+ V ′(φ¯)) δφ
− g¯µν
[−(∇¯λφ¯)(∇¯ρφ¯)hλρ + 2(∇¯λφ¯)∇¯λδφ+ q2φ¯ (2B¯λB¯λδφ− φ¯B¯λB¯ρhλρ + 2φ¯B¯λδBλ)]
+ 2
[
(∇¯µφ¯)∇¯νδφ+ (∇¯ν φ¯)∇¯µδφ+ q2φ¯
(
2B¯µB¯νδφ+ φ¯B¯µδBν + φ¯B¯νδBµ
)]
. (B.5.15)
4 In the second line, the indices are ordered in such a way that they look natural from the point of view of matrix
multiplication. Hence, we write F¯ρσF¯σρ instead of −F¯ρσF¯ ρσ , for example.
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Using this expression together with (B.5.3) we can write down the linearized form of the “original” Einstein’s
equation (B.4.7), if so desired.
B.6 On-shell action to quadratic order
In order to compute field theory correlators using holography, we ought to expand the action on the gravity
side in fluctuations around a fixed background configuration that solves the equations of motion, and evaluate
the fluctuations on the solution of the linearized equations. In many cases of interest we want to compute
two-point functions in the dual field theory, so here we will expand the action functional up to quadratic
order in fluctuations. We have already performed this task for the gravitational action in appendix A.5, and
we will now do the same for the Maxwell-Scalar matter sector. The complete functional we consider is thus
Sren = SG + Smatter + Sct , (B.6.1)
where SG was given in (A.5.1) and Smatter is the bulk part of the matter action as defined in (B.4.11)-
(B.4.12):
Smatter =
1
16piGd+1
∫
M
dd+1x
√
|g|
[
−1
4
FµνF
µν −
(
∇µφ∇µφ+ q2φ2BµBµ +m2φ2 + V (φ)
)]
, (B.6.2)
where, as before, we have dropped the hat notation in the understanding that we are working with the
rescaled fields and couplings defined in B.4. Here, Sct denotes both gravitational and matter counterterms
required to render the on-shell action finite. In the most general setting one may also need to add Gibbons-
Hawking-like surface terms for the matter sector in order to have a well defined variational principle. We
shall not do so here, however, because we assume the standard choice of boundary conditions for the Maxwell
and scalar fields, as explained below.
We will expand the renormalized on-shell action as
Sren|os = S¯ren
∣∣
os
+ δSren|os +
1
2!
δ2Sren
∣∣
os
+ . . . , (B.6.3)
where S¯ren denotes the value of the on-shell action evaluated on the background configuration and δnSren
contains terms of order n in fluctuations.
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B.6.1 Canonical variables in the matter sector
We would now like to define the canonically conjugate variables in the matter sector. Starting with the
Maxwell field, we perform a “space+time” split as follows [150]:
Bµ = Bˆµ + V nµ where Bˆµ ≡ γλµBλ and V ≡ nµBµ . (B.6.4)
It is easy to see that, as usual, the “potential” V is non-dynamical (a Lagrange multiplier), and one is led to
define a conjugate momentum for the dynamical transverse component Bˆµ only. We now define the “time”
and “normal” derivatives of the transverse component paraphrasing what was done in the gravity sector (c.f.
(A.2.3))
˙ˆ
Bµ ≡ γλµ£tBˆλ ,
dBˆµ
dn
≡ γλµ£nBˆλ , (B.6.5)
and using tµ = Nnµ +Nµ (c.f. (A.2.1)) we notice that
˙ˆ
Bµ = γλµ
(
tρ∇ρBˆλ + (∇λtρ) Bˆρ
)
= γλµ
(
Nnρ∇ρBˆλ +N∇λ (nρ) Bˆρ + (∇λN)nρBˆρ︸ ︷︷ ︸
=0
)
+ γλµ£N Bˆλ
= N
dBˆµ
dn
+ γλµ£N Bˆλ . (B.6.6)
Hence, the canonical momentum conjugate to Bˆµ is given by
piµB ≡
δSmatter
δ
˙ˆ
Bµ
=
δSmatter
δ
(
dBˆµ/dn
) δ
(
dBˆµ/dn
)
δ
˙ˆ
Bµ
=
1
N
δSmatter
δ
(
dBˆµ/dn
) , (B.6.7)
and the pair
(
Bˆµ, pi
ν
B
)
constitute canonically conjugate variables. Next, we notice
1
4
gµλgνρFµνFλρ =
1
4
(
γµλγνρ + 2snµnλγνρ
)
FλρFµν ⇒ 14
δ(FµνFµν)
δ(dBˆσ/dn)
= snµFµν
δ
(
nλγρνFλρ
)
δ(dBˆσ/dn)
(B.6.8)
and decomposing the nλγρνFλρ product we find
nλγρνFλρ = n
λγρν
(
∇λBˆρ −∇ρBˆλ + V∇λnρ + nρ∇λV − nλ∇ρV − V∇ρnλ
)
=
dBˆν
dn
− sDνV + V nλ∇λnν , (B.6.9)
where we used nλ∇ρnλ = 0, nλBˆλ = 0 and the definition (A.1.4) of the covariant derivative Dµ intrinsic to
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the slices. Hence, from (B.6.8) we learn
1
4
δ(FµνFµν)(x)
δ(dBˆσ/dn)(y)
= snµFµσδ(x− y) , (B.6.10)
and inserting this result into (B.6.7) we obtain
piµB = −
s
16piGd+1
√|g|
N
nνF
νµ = − s
16piGd+1
√
|γ|nνF νµ (B.6.11)
We remark that nµpi
µ
B = 0 as a result of F
µν being antisymmetric, so piµB is transverse as expected. Turning
now to the scalar field, a similar calculation shows
φ˙ ≡ tµ∇µφ = Nnλ∇λφ+NνDνφ , and piφ = δSmatter
δφ˙
=
1
N
δSmatter
δ (nλ∇λφ) , (B.6.12)
so that
piφ = − s16piGd+1
√|g|
N
2nµ∇µφ = − s16piGd+1
√
|γ| (2nµ∇µφ) (B.6.13)
A note on the choice of boundary conditions for the matter sector: While the principles of
AdS/CFT imply that the boundary conditions in the gravitational sector are of Dirichlet type, the choice
of boundary conditions for the matter fields is not universal. As mentioned above, in a general scenario
one might need to add Gibbons-Hawking-like boundary terms for the matter fields in order to enforce the
desired boundary conditions. In the present situation we have assumed Dirichlet boundary conditions for
the Maxwell and scalar fields, i.e. we fix Bˆµ and φ at the boundary, but not their normal derivatives, and
no additional GH-like surface terms are required. As discussed in section 2.2, different boundary conditions
can be implemented by means of a Legendre transform; holographically, this means that we are studying
different theories, where the corresponding sources couple to operators of different conformal dimensions.
B.6.2 Linear terms
Using the result (A.5.5) and its analog for the matter sector we find
δSren|os =
∫
∂M
ddx
(
piµνδγµν + pi
µ
B δBˆµ + piφδφ
)
+ δSct|os , (B.6.14)
with the momenta given by (A.2.5), (B.6.11) and (B.6.13). In A.5.1 we argued that piµνδγµν = piµνδgµν . In
the same way, a short calculation using nµpi
µ
B = 0 and δnµpi
µ
B = (s/2)n
αnβδgαβnµpi
µ
B = 0 shows pi
µ
B δBˆµ =
piµB δBµ . As discussed in the gravity case, the fluctuations appearing in the linearized equations of motion
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we derived above are those of the full metric and the full Maxwell field, rather than the induced metric and
the transverse Maxwell field. For this reason we prefer to cast the variation (B.6.14) as
δSren|os =
∫
∂M
ddx
(
piµνδgµν + pi
µ
B δBµ + piφδφ
)
+ δSct|os . (B.6.15)
One should be cognizant, however, of the fact that the sources coupling to operators in the dual field theory
correspond to the asymptotic values of the transverse fields γµν and Bˆµ. While this distinction is immaterial
with the usual choice of Fefferman-Graham coordinates and radial gauge for the fluctuations, it is relevant
in the general case.
Finally, we write (B.6.15) explicitly in the language of the previous sections in this appendix, with
δgµν = hµν the graviton field,
δSren|os = −
s
16piGd+1
∫
∂M
ddx
√
|γ|
[(
γµνK −Kµν)hµν + (nνF νµ) δBµ + 2 (nµ∇µφ) δφ]
+ δSct|os (B.6.16)
We have omitted the bar on the background quantities to simplify the notation, in the understanding that
every quantity other than the fluctuations is to be evaluated on its background value, while the fluctuations
are evaluated on the solution of the linearized equations of motion. We also note that one can easily reinstate
the dimensionful couplings by reverting the rescalings described in (B.4).
B.6.3 Quadratic terms
In A.5.2 we calculated the terms quadratic in fluctuations in the expansion of the gravitational action (c.f.
(A.5.29)). Here we will perform a similar calculation for the matter sector. A short calculation using
δ
(√|γ|) = (1/2)√|γ|γαβδγαβ = (1/2)√|γ|γαβδgαβ together with (A.3.2), (A.5.7) and δFµν = ∇µδBν −
∇νδBµ = fµν (which holds because we are assuming a torsion-free connection) reveals
δpiµB = −
s
16piGd+1
√
|γ|
[
nλgµρfλρ +
(gαβ
2
nνF
νµ + nαFµβ + nνgµαF βν
)
δgαβ
]
(B.6.17)
Defining the “time” derivative of the fluctuation as usual,
˙δBλ = γ
ρ
λ£tδBρ , (B.6.18)
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the standard manipulations using tµ = Nnµ +Nµ show
gµρnλfλρ = γµρnλfλρ =
1
N
(
γµλ ˙δBλ − γµρ£NδBρ − γµρDρ
(
NnλδBλ
))
, (B.6.19)
so we can rewrite (B.6.17) as
δpiµB = −
s
16piGd+1
√
|γ|
[
γµλ
N
˙δBλ − γ
µρ
N
£NδBρ − γ
µρ
N
Dρ
(
NnλδBλ
)
+
(gαβ
2
nνF
νµ + nαFµβ + nνgµαF βν
)
δgαβ
]
(B.6.20)
Similarly, for the scalar field we obtain
δpiφ = − s16piGd+1
√
|γ|
[
2nµ∇µδφ+
(
gαβnµ − 2gµαnβ) (∇µφ) δgαβ]. (B.6.21)
Defining the “time” derivative of the fluctuation as usual
˙δφ = £tδφ = tλ∇λδφ = Nnµ∇µδφ+NµDµδφ , (B.6.22)
we can rewrite the scalar momentum as
δpiφ = − s16piGd+1
√
|γ|
[
2
N
˙δφ− 2
N
NµDµδφ+
(
gαβnµ − 2gµαnβ) (∂µφ) δgαβ] (B.6.23)
We are now in position to write the quadratic terms in the expansion of the on-shell action. Using (A.5.9)
and its analog in the matter sector we find
δ2Sren
∣∣
os
=
∫
∂M
ddx
(
δpiµνδγµν + δpi
µ
B δBˆµ + δpiφδφ
)
+ δ2Sct
∣∣
os
. (B.6.24)
In A.5.2 we argued that δpiµνδγµν = δpiµνδgµν (c.f. (A.5.11)). Now, from (B.6.17) it follows trivially that
nµδpi
µ
B = 0, and hence
δpiµB δBˆµ = δpi
µ
B δ
(
γρµBρ
)
= δpiµB δ
(
Bµ + snρnµBρ
)
= δpiµB δBµ , (B.6.25)
where the last equality follows from the transversality of δpiµB and the fact that the variation of nµ is
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proportional to nµ (c.f. (A.3.2)). Therefore, we can rewrite (B.6.24) as
δ2Sren
∣∣
os
=
∫
∂M
ddx
(
δpiµνδgµν + δpi
µ
B δBµ + δpiφδφ
)
+ δ2Sct
∣∣
os
, (B.6.26)
where δgµν and δBµ are the fluctuations appearing in the linearized equations of motion. Naturally, the
same qualifications on the identification of the sources, discussed above for the linear terms, apply here as
well. To finish this section we write down (B.6.26) explicitly, with δgµν = hµν denoting the graviton field.
Using (A.5.29), (B.6.23) and (B.6.20) we find
δ2Sren
∣∣
os
= − s
16piGd+1
∫
∂M
ddx
√
|γ|Lren + δ2Sct
∣∣
os
, (B.6.27)
where
Lren =
(
γµνδK − gµρgνλδKρλ
)
hµν +
(
gµρgνλ − nρnλnµnν
)
K hλρhµν
−
(
gµρ
(
γλνK −Kλν)+ gνρ (γµλK −Kµλ)− 1
2
γλρ (γµνK −Kµν)
)
hλρhµν
+ δBµ
[
γµλ
N
˙δBλ − γ
µρ
N
£NδBρ − γ
µρ
N
Dρ
(
NnλδBλ
)]
+ δBµ
(gαβ
2
nνF
νµ + nαFµβ + nνgµαF βν
)
hαβ
+ δφ
[
2
N
˙δφ− 2
N
NµDµδφ+
(
gαβnµ − 2gµαnβ) (∂µφ)hαβ] (B.6.28)
and δKρλ and δK given by (A.5.24) and (A.5.26), which we reproduce here for convenience:
δKµν = − 12N
˙hµν +
1
2N
γλµγ
ρ
ν£Nhλρ +
1
2N
(
Dµ (Nnαhαν) +Dν (Nnαhνα)
)
+ s hαβ nβ
(
nµK
α
ν + nνK
α
µ
)
+
s
2
nαnβhαβKµν .
δK = − g
αβ
2N
˙hαβ +
1
2N
γλρ£Nhλρ +
1
N
Dα
(
Nnλhλβγ
αβ
)
+
s
2
nλnρhλρK −Kαβhαβ
(B.6.29)
(B.6.30)
We recall that the “time” derivatives of the fluctuations have been defined as ˙hµν = γλµγ
ρ
ν£thλρ , ˙δBλ =
γρλ£tδBρ and ˙δφ = £tδφ .
B.6.4 Counterterms contribution
The appropriate counterterms for the gravity sector in asymptotically Anti-de Sitter spacetimes (henceforth
AAdS) have been discussed in [125–130, 134, 135], for example. Some of these references also discuss scalar
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fields minimally coupled to gravity. While the gravity sector (and the corresponding boundary conditions)
is in a sense “universal” in holography on AAdS spaces, the same is not true for the matter sector, which
in general needs to be addressed on a case-by-case basis. Therefore, we will not explicitly write down
matter counterterms in the derivation below. The counterterm action for the gravity sector can be written
covariantly in terms of geometric quantities pertaining to the boundary, and reads
Sct = − 116piGd+1
∫
∂M
ddx
√
|γ|
(
2(d− 1)
L
+
L
(d− 2)
(d)R+ · · ·
)
(B.6.31)
where as before (d)R is the scalar curvature of the induced metric γ (i.e. the intrinsic curvature of the
boundary), and + · · · denotes counterterms depending on higher powers of the curvature. The two coun-
terterms we have explicitly written here suffice if the boundary dimension is d ≤ 4 (i.e. if the bulk is at
most five-dimensional); the higher order counterterms are needed as we go up in dimensionality. Also, in
the spirit of considering only the “universal” terms, we have not included a logarithmic counterterm that
is present when the boundary dimension is even [127–129], and it is related to the conformal anomaly of
the boundary theory. It is also worth mentioning that for odd boundary dimensions the counterterms only
cancel infinities [127], with no contribution to the finite piece.
Let us compute the contribution to the linear terms from the counterterm action (B.6.31). The first
counterterm is proportional to the volume of the boundary and it is usually called the “cosmological coun-
terterm”. Its variation is easily calculated using δ
√|g| = 12√|g|gµνδgµν = − 12√|g|gµνδgµν , and we find
δ
(√
|γ|
)
=
1
2
√
|γ|γαβδγαβ = 12
√
|γ|γαβδgαβ . (B.6.32)
Next, we consider the “intrinsic curvature counterterm” ∼ ∫
∂M
√|γ| (d)R, which is needed for boundary
dimensions d ≥ 3. The key observation is that this is nothing but the Einstein-Hilbert action for the
induced metric γ. From (A.3.1) we know that the variation of the Einstein-Hilbert action consists of a term
proportional to the Einstein tensor and a total derivative term which we can drop because in our case we
have assumed that “the boundary of the boundary” is empty (i.e. there are no “corners”). Since we will
systematically drop these terms, we will use the notation ∼ to denote equalities that are valid up to total
derivatives in the boundary coordinates. Hence, we obtain
δ
(√
|γ| (d)R
)
∼
√
|γ| (d)Gµν(γ)δγµν = −
√
|γ| (d)Gµν(γ)γµαγνβδγαβ
= −
√
|γ| (d)Gµν(γ)γµαγνβδgαβ (B.6.33)
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where Gµν(γ) is the d-dimensional tensor Einstein tensor constructed from the induced metric. Gathering
these results, we find that the linear term in the expansion of the counterterm action (B.6.31) is given by
δSct|os = −
1
16piGd+1
∫
∂M
ddx
√
|γ|
(
(d− 1)
L
γαβ − L
(d− 2)
(d)Gµν(γ)γµαγνβ
)
δgαβ + · · · (B.6.34)
As discussed above, the ellipsis stands for counterterms containing higher powers of the curvature, which
are necessary when the bulk dimension is six or higher, and any logarithmic counterterms that may arise
when the boundary dimension is even. We also recall that we have not included matter counterterms, which
ought to be determined on a case-by-case basis.
We now move on to compute the quadratic term in the expansion of the counterterm action. First, taking
a second variation of (B.6.32) and using (A.5.14) we easily obtain
δ2
(√
|γ|
)
=
√|γ|
2
(
γλργαβ
2
− γαλγβρ
)
δgλρδgαβ . (B.6.35)
Before doing a similar calculation for the intrinsic curvature counterterm ∼ ∫
∂M
√|γ|R[γ] we notice that
equation (B.5.3), applied to the induced metric and the Einstein tensor (d)Gµν(γ) constructed from it, yields
δ
(
(d)Gµν
)
=
γλρ
2
(
−γαµγβν +
1
2
γµνγ
αβ
)(
DαDβ δγλρ +DλDρ δγαβ −DλDβ δγαρ −DλDαδγβρ
)
− 1
2
(d)R δγµν + 12γµν
(d)Rαβ γαλγβρ δγλρ . (B.6.36)
Hence, taking a second variation in (B.6.33) we have
δ2
(√
|γ| (d)R
)
∼ − δ
(√
|γ| (d)Gµν(γ)γµσγντδgστ
)
= −
√
|γ|δgστ
(
γλρ
2
(d)Gστδgλρ − 2 (d)Gλτγσρδgλρ + γµσγντδ
(
(d)Gµν
))
= −
√|γ|
2
δgστ
[(
γλρ (d)Gστ − 4 (d)Gλτγσρ − (d)R γλσγρτ + γστ (d)Rλρ
)
δgλρ
+γλρ
(
−γασγβτ + 1
2
γτσγαβ
)(
DαDβ δgλρ +DλDρ δgαβ −DλDβ δgαρ −DλDαδgβρ
)]
(B.6.37)
where we converted to the full metric fluctuations δgµν using the fact that γµν commutes with Dλ and the
usual transversality properties. Notice that we are letting the derivative operator Dα act on δγµν and δgµν
(which are not necessarily transverse), even though Dα acts naturally on transverse tensors intrinsically
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defined on the slices. This makes sense because of the presence of the projectors in front of the derivatives in
the expressions above, and in the definition of Dα itself (c.f. (A.1.4)), which ensures that the transverse part
of the corresponding tensors is selected. Using (B.6.35) and (B.6.37) we conclude that the second variation
of the counterterm action (B.6.31) is given by
δ2Sct
∣∣
os
= − 1
16piGd+1
∫
∂M
ddx
√
|γ|
[
(d− 1)
L
(
γλργστ
2
− γσλγτρ
)
δgλρ − L δM
λρστ
2(d− 2)
]
δgστ + · · · ,
(B.6.38)
with
δMλρστ ≡
(
γλρ (d)Gστ − 4 (d)Gλτγσρ − (d)R γλσγρτ + γστ (d)Rλρ
)
δgλρ
+ γλρ
(
−γασγβτ + 1
2
γτσγαβ
)(
DαDβ δgλρ +DλDρ δgαβ −DλDβ δgαρ −DλDαδgβρ
)
(B.6.39)
In a typical situation (in the context of AdS/CFT) one would consider a foliation by level surfaces of
a radial coordinate r. In particular this implies that only nr is non-vanishing (c.f. section A.2), and from
nµγ
µν = 0 it follows that γrν = 0 for all ν (with a similar result for any other transverse tensor with the
indices raised). Hence, it is easy to see that the above expressions do not depend on δgrν , for example, a
fact that justifies the choice of radial gauge for the fluctuations that is customary in holography. Naturally,
similar statements apply to the matter fields fluctuations. Ultimately, this is tied to the diffeomorphism
invariance of the original theory, and the gauge invariance (in the form of linearized diffeomorphisms) of the
linearized theory.
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Appendix C
Supergravity Conventions
C.1 Conventions for forms and Hodge duality
We normalize all the form fields according to
ω = ωa1...ap e
a1 ⊗ ea2 · · · ⊗ eap
=
1
p!
ωa1...ap e
a1 ∧ · · · ∧ eap . (C.1.1)
Similarly, all the slashed p-forms are defined with the normalization
/ω =
1
p!
γa1...apωa1...ap . (C.1.2)
In d spacetime dimensions, the Hodge dual acts on the basis of forms as
∗ (ea1 ∧ · · · ∧ eap) = 1
(d− p)!b1...bd−p
a1...ap eb1 ∧ · · · ∧ ebd−p , (C.1.3)
where b1...bd−pa1...ap are the components of the Levi-Civita tensor. Equivalently, for the components of the
Hodge dual ∗ω of a p-form ω we have
(∗ω)a1...ad−p =
1
p!
a1...ad−p
b1...bpωb1...bp . (C.1.4)
In chapter 9 we adopted the convention 0123 = +1 for the components of the Levi-Civita tensor in the
orthonormal frame associated with the (3 + 1)-dimensional external manifold M . Similarly, in chapter 10
we used 01234 = +1 for the components of the Levi-Civita tensor in the orthonormal frame associated with
the (4 + 1)-dimensional external manifold.
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C.2 Type IIB supergravity
In this appendix we briefly review the field content and equations of motion of type IIB supergravity
[226, 227]. We follow the conventions of [209], [248], [203] closely, and adapt our fermionic conventions
accordingly.
C.2.1 Bosonic content and equations of motion
In the SU(1, 1) language of [226], the bosonic content of type IIB supergravity includes the metric, a complex
scalar B, “composite” complex 1-forms P and Q (that can be written in terms of B), a complex 3-form
G, and a real self dual five-form F(5). The corresponding equations of motion read (to linear order in the
fermions)
D ∗ P = −1
4
G ∧ ∗G (C.2.1)
D ∗G = P ∧ ∗G∗ − iG ∧ F(5) (C.2.2)
RMN = PMP ∗N + PNP
∗
M +
1
96
F(5)MP1P2P3P4F
P1P2P3P4
(5)N
+
1
8
(
GM
P1P2G∗NP1P2 +GN
P1P2G∗MP1P2 −
1
6
gMNG
P1P2P3G∗P1P2P3
)
(C.2.3)
together with the self-duality condition ∗F(5) = F(5). Similarly, the Bianchi identities read
dF(5) − i2G ∧G
∗ = 0 (C.2.4)
DG+ P ∧G∗ = 0 (C.2.5)
DP = 0 . (C.2.6)
In this language there is a manifest local U(1) invariance and Q is the corresponding gauge field, with
field-strength dQ = −iP ∧ P ∗. Similarly, G has charge 1 and P has charge 2 under the U(1), so D ∗ G ≡
d ∗G− iQ ∧ ∗G and D ∗ P ≡ d ∗ P − 2iQ ∧ ∗P . Notice that Einstein’s equation (C.2.3) has been rewritten
by using the trace condition R = 2PRP ∗R +
1
24G
P1P2P3G∗P1P2P3 .
In the body of the thesis we have worked in the SL(2,R) language which is more familiar to string the-
orists. The translation between the two formalisms involves a gauge-transformation and field-redefinitions.1
Here we just quote the result that links this formalism with the fields used in the rest of the thesis. Writing
1The gauge transformation has the form P → e2iθP , Q → Q + dθ, G → e i2 θG, where θ is a τ -dependent phase. These
phases are then absorbed by a redefinition of the fermions. More details can be found in [249, 250], for example.
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the axion-dilaton τ and the NSNS and RR 3-forms H(3) and F(3) as
τ ≡ C(0) + ie−Φ , F(3) = dC(2) − C(0)dB(2) , H(3) = dB(2) , (C.2.7)
for the 3-form G we have2 [248]
G = ieΦ/2
(
τdB − dC(2)
)
= −
(
e−Φ/2H(3) + ieΦ/2F(3)
)
, (C.2.8)
and similarly
P =
i
2
eΦdτ , Q = −1
2
eΦdC(0) . (C.2.9)
In terms of these fields, the equations of motion (C.2.1)-(C.2.3) become [209] (to linear order in the fermions)
0 = d(eΦ ∗ F(3))− F(5) ∧H(3) (C.2.10)
0 = d(e2Φ ∗ F(1)) + eΦH(3) ∧ ∗F(3) (C.2.11)
0 = d(e−Φ ∗H(3))− eΦF(1) ∧ ∗F(3) − F(3) ∧ F(5) (C.2.12)
0 = d ∗ dΦ− e2ΦF(1) ∧ ∗F(1) + 12e
−ΦH(3) ∧ ∗H(3) − 12e
ΦF(3) ∧ ∗F(3) (C.2.13)
RMN =
1
2
e2Φ∇MC(0)∇NC(0) + 12∇MΦ∇NΦ +
1
96
FMP1P2P3P4F
P1P2P3P4
N
+
1
4
e−Φ
(
HM
P1P2HNP1P2 −
1
12
gMNH
P1P2P3HP1P2P3
)
+
1
4
eΦ
(
FM
P1P2FNP1P2 −
1
12
gMNF
P1P2P3FP1P2P3
)
(C.2.14)
while the Bianchi identities (C.2.4)-(C.2.6) now read
dF(5) + F(3) ∧H(3) = 0 (C.2.15)
dF(3) + F(1) ∧H(3) = 0 (C.2.16)
dF(1) = 0 (C.2.17)
dH(3) = 0 . (C.2.18)
These identities are solved by writing F(5) = dC(4) − C(2) ∧H(3), F(1) = dC(0), together with H(3) = dB(2)
2Note that our forms F(3) and G are related to the traditional string theory forms F(3)st = dC(2) and Gst = F(3)st − τH(3)
by F(3) = F(3)st − C(0)H(3) and G = −iGst/
√
Imτ . It’s not our fault.
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and F(3) = dC(2) − C(0)dB(2) as in (C.2.7).
C.2.2 Fermionic content and equations of motion
Our conventions for the type IIB fermionic sector are based on those of [249], [251], with slight modifications
needed to conform with our bosonic conventions. The type IIB fermionic content consists of a chiral dilatino
λ and a chiral gravitino Ψ, with equations of motion given by (to linear order in the fermions)
Dˆ/λ =
i
8
F/ (5)λ+O(Ψ2) (C.2.19)
ΓABCDˆBΨC = −18G/
∗ΓAλ+
1
2
P/ ΓAλc +O(Ψ3) (C.2.20)
Here, Dˆ denotes the flux-dependent supercovariant derivative, which acts as follows:
Dˆ/λ =
(
/ˆ∇− 3i
2
/Q
)
λ− 1
4
ΓAG/ΨA − ΓAP/ΨcA (C.2.21)
DˆBΨC =
(
∇ˆB − i2QB
)
ΨC +
i
16
F/ (5)ΓBΨC − 116SBΨ
c
C , (C.2.22)
where ∇ˆB denotes the ordinary 10-d spinor covariant derivative, which acts on the gravitino as
∇ˆBΨC = eˆMB ∂MΨC +
1
4
eˆMB ωˆ
EF
M ΓEFΨC + eˆ
M
B ωˆ
D
M,C ΨD (C.2.23)
and we have defined
SB ≡ 16
(
ΓBDEFGDEF − 9ΓDEGBDE
)
. (C.2.24)
The gravitino and dilatino have opposite chirality in d = 10, and we choose Γ11ΨA = −ΨA, Γ11λ = +λ.
Since F(5) is self-dual, our conventions then imply F/ (5) = −Γ11F/ (5). Thus, for any spinor ε satisfying
Γ11ε = −ε we have F/ (5)ε = 0 and F/ (5)ΓAε = {F/ (5),ΓA}ε = 112F(5)ACDEFΓCDEF ε. The corresponding
SUSY variations of the fermions read
δλ = P/ εc +
1
4
G/ ε (C.2.25)
δΨA =
(
∇ˆA − i2QA
)
ε+
i
16
F/ (5)ΓAε− 116SAε
c . (C.2.26)
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C.3 D = 11 supergravity conventions
We now briefly review the content of eleven-dimensional supergravity, following the conventions of [207, 252].
C.3.1 Bosonic content and equations of motion
The bosonic fields of D = 11 supergravity include the metric and a three-form potential C3 with four-form
field strength F4 = dC3 (which then satisfies the Bianchi identity dF4 = 0). The action for the bosonic fields
is given by (when the fermions are set to zero)
S =
1
2κ211
∫
d11x
√−gR− 1
2κ211
∫ (
1
2
F4 ∧ ∗F4 + 16C3 ∧ F4 ∧ F4
)
, (C.3.1)
with the Hodge star defined as in (C.1.4). The equations of motion that follow from this action are
RMN − 112
(
FMP1P2P3FN
P1P2P3 − 1
12
gMNFP1P2P3P4F
P1P2P3P4
)
= 0 (C.3.2)
d ∗ F4 + 12F4 ∧ F4 = 0 . (C.3.3)
C.3.2 Fermionic content and equations of motion
The fermionic content of D = 11 supergravity consists of a single Majorana gravitino (spin 3/2). Its equation
of motion is given by (to linear order in the fermions)
ΓABCDˆBΨC +
1
4
1
4!
(
ΓADEFGCFDEFG + 12ΓDEFACDE
)
ΨC +O(Ψ3) = 0 , (C.3.4)
with the covariant derivative given by
DˆBΨC = eˆMB ∂MΨC +
1
4
eˆMB ωˆ
EF
M ΓEFΨC + eˆ
M
B ωˆ
D
M,C ΨD . (C.3.5)
Similarly, the eleven-dimensional supersymmetry variation of the gravitino is (to linear order in the fermions)
δΨA = DˆAΘ +
1
12
1
4!
(
ΓABCDE − 8δBAΓCDE
)
ΘFBCDE . (C.3.6)
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