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a b s t r a c t
The Economic Order Quantity (EOQ) problem is a fundamental problem in supply and
inventory management. In its classical setting, solutions are not affected by the warehouse
capacity. We study a type of EOQ problem where the (maximum) warehouse capacity is a
decision variable. Furthermore, we assume that thewarehouse cost dominates all the other
inventory holding costs. We call this the EOQ-Max problem and the D-EOQ-Max problem,
if the product is continuously divisible and discrete, respectively. The EOQ-Max problem
admits a closed form optimal solution, while the D-EOQ-Max problem does not because
its objective function may have several local minima. We present an optimal polynomial
time algorithm for the discrete problem. Construction of this algorithm is supported by
the fact that continuous relaxation of the D-EOQ-Max problem provides a solution that
can be up to 50% worse than the optimal solution, and this worst-case error bound is
tight. Applications of the D-EOQ-Max problem include supply and inventory management,
logistics and scheduling.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider a supplier who seeks to satisfy a given constant demand for the same product. Product units are received from
a manufacturer in batches and are stored in a warehouse prior to being delivered to customers. One unit of the product is
assumed to be demanded in each unit-time interval. Therefore, the length of the planning horizon (the total number of unit-
time intervals) is equal to the demand. When the stock of the product in the warehouse depletes to zero, it is replenished
by receiving a new batch. The total supplier’s cost calculated over the entire planning horizon includes the transportation,
receiving and processing costs associated with each batch, as well as the inventory holding costs, which we classify into
warehouse cost and non-warehouse cost. The warehouse cost includes rental cost, and costs of the warehouse property and
equipment, labour (maintenance, cleaning, security), utilities (electricity, gas,water) and specific controls (pest, temperature
and other environmental controls). The non-warehouse inventory holding cost includes inventory investment, inventory
insurance and quality and price losses (due to long storage time).We assume that the non-warehouse inventory holding cost
is negligibly small comparedwith thewarehouse cost. Since the length of the planning horizon is equal to the given demand,
the warehouse cost does not depend on time but depends solely on the warehouse capacity, which should accommodate
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the batch of themaximum size. We further assume that the warehouse capacity is a decision variable. From an optimisation
point of view, it should be equal to the maximum batch size.
A formal description of the problem ofminimising the supplier’s total cost is given as follows. There is demand for n units
of the same product. The demand is satisfied in batches. There is a fixed cost C per batch and a fixed warehouse cost D per
unit of the product in the batch of the maximum size, denoted as kmax. The problem is to determine the number of batches i
and the batch sizes k1, . . . , ki such that the demand is satisfied, i.e.,
∑i
j=1 kj ≥ n, and the total cost Ci+Dkmax is minimised.
The parameters n, C and D are assumed to be positive integer numbers.
Let the number of orders i be given. It is easy to see that the maximum feasible order size, k0max = max{kj | j =
1, . . . , i,
∑i
j=1 kj ≥ n}, is minimised when it is equal to
⌈ n
i
⌉
, where dxe is the smallest integer greater than or equal to
x. Therefore, the problem reduces to the following ‘‘equivalent’’ problem of global discrete optimisation:
min f (i) = Ci+ D
⌈n
i
⌉
= Ai+
⌈n
i
⌉
, subject to i ∈ {1, . . . , n},
where A = CD . We denote this problem as D-EOQ-Max and its optimal solution as i∗. Given i∗, the optimal order sizes
k∗1, . . . , k
∗
i∗ can be determined in constant time as follows: k
∗
j =
⌈ n
i∗
⌉
, j = 1, . . . , r, k∗j =
⌊ n
i∗
⌋
, j = r + 1, . . . , i∗, where r
is a solution to the equation n = r ⌈ ni∗ ⌉+ (i∗ − r) ⌊ ni∗ ⌋. Here bxc is the largest integer number not exceeding x.
Wedenote a continuous relaxation of problemD-EOQ-Max, inwhich the number of orders and the batch size are assumed
to be continuously divisible, as EOQ-Max. It can be written as follows:
min g(i) = Ci+ Dn
i
, subject to i ∈ (0, n].
The classical (incapacitated) EOQ model can be expressed as minimising Ei+ Fi on the set of all positive real numbers i.
It admits a closed form optimal solution iinc =
√
F
E . The classical capacitated EOQ model is obtained from the incapacitated
one by imposing the constraint i ≤ n, see Blumenfeld et al. [4]. It too has a closed form optimal solution icap = min{
√
F
E , n}.
It is easy to see that the continuous problem EOQ-Max admits a closed form optimal solution icon = min{
√
Dn
C , n}.
Both classical models assume that time and the product are continuously divisible. In reality, many products like
machine parts are not continuously divisible, and many other products like screws, books, bottles can only be thought of
as continuously divisible, see Zipkin [15], p. 29. In many inventory applications, time is not continuously divisible either
because deliveries can take place at discrete time instants only. The discrete version of the classical EOQ problem, in which
time and the product are discrete, was studied by Chand [5], Orlin [12], Lodree [9] and Kovalev and Ng [8]. It reduces to
minimizing Ki+ L∑ij=1 x2j , subject to∑ij=1 xj = n, i ∈ {1, . . . , n}, where i (number of orders) and x1, . . . , xi (lengths of time
intervals between two consecutive orders) are integer variables to be determined. All the above studies except Lodree [9]
proved that there exists an optimal solution with at most two distinct values xj : xj ∈ {b ni c, d ni e}, j = 1, . . . , i, and showed
how to find optimal i in O(log n) time. Furthermore, Kovalev and Ng [8] reduced the discrete EOQ problem to a problem of
minimising a function of one variable, i, and showed that this function is convex. Lodree [9] assumed that the problem is
difficult and suggested a heuristic solution.
An EOQ problem with decidable warehouse capacity was studied by Goh et al. [7]. They assumed that the warehouse
capacity is to be chosen fromm given intervals and that the warehouse cost is interval dependent. For the continuous case,
Goh et al. [7] suggested a formula that calculates the optimal warehouse capacity in O(m) time. Their results lead to the
trivial O(n) time enumeration algorithm for problem D-EOQ-Max.
Problem D-EOQ-Max can be used to determine the optimal shipping strategies in logistics applications where n items
have to be shipped from a point of origin to a point of destination and the maximum capacity occupied by the items
in any shipment should be rented a priori (if there is free space left in a particular shipment, it cannot be occupied by
another customer due to technological or security reasons). Recent literature on the time aspect of optimal shipping includes
Speranza and Ukovich [13], and Bertazzi and Speranza [1–3], among others.
The flow shop batch scheduling problem with n identical jobs studied by Cheng, Lin and Toker [6], Mosheiov and Oron
[10], and Ng and Kovalyov [11] reduces to problem D-EOQ-Max. For this problem, i is the number of batches and
⌈ n
i
⌉
is the
maximum batch size. A straightforward O(n) time algorithm was suggested by Cheng, Lin and Toker [6], and Mosheiov and
Oron [10], and a more sophisticated O(
√
n) time algorithm by Ng and Kovalyov [11]. Note that any algorithm polynomial in
n is a pseudopolynomial algorithm for problem D-EOQ-Max because its input size is of O(logmax{C,D, n}).
Classical EOQmodels are usually applied to manage the supply of large quantities of the same product over a long period
of time on a regular basis. Various supply strategies are analysed by experts before making a choice. Fast (i.e., polynomial in
log(max{C,D, n})) solution algorithms for problemD-EOQ-Max can speed up the decisionmaking process in case of discrete
order sizes.
In this paper we construct in O(log4 n) time a set of possible candidates for i∗, denoted as I∗. We show that the cardinality
of this set, |I∗|, is at most O(log n). It is obvious that each value f (i) can be calculated in constant time. Therefore, an optimal
solution i∗ ∈ I∗ can be found in O(log4 n) time.
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In the following section we demonstrate that continuous relaxation of problem D-EOQ-Max yields an approximate
solution that can be up to 50%worse than theD-EOQ-Max optimal solution and thisworst-case error bound is asymptotically
tight. We also show that problem D-EOQ-Maxmay have b√log nc local minima. We further establish some basic properties
of problem D-EOQ-Max. We show that this problem is solvable in O(log n) time if D divides C or C divides D. Section 3
discusses the case where C and D are relatively prime numbers. Conclusions and suggestions for future research are given in
Section 4. Proofs of several statements and descriptions of subroutines used in our algorithm are given in Appendices A–D.
We would like to stress that there do not exist many efficient algorithms for minimising a function having several local
optimums. The ideas used to develop our algorithm can inspire similar developments for other important combinatorial
problems. In particular, our algorithm can be useful in solving the Factorisation problem, which is to find an integer divisor
on an integer number n. This problem is the most notorious problem, whose complexity status is open. A relation between
this problem and D-EOQ-Max is discussed after Lemma 3 in Section 2.
2. Approximation by continuous relaxation, multiple local minima and basic properties of the problem
A continuous relaxation of problem D-EOQ-Max can be written as
min g(i) = Ci+ Dn
i
, subject to 0 < i ≤ n.
As have been mentioned, this problem has a closed form optimal solution icon = min{
√
nD
C , n}. After rounding down or up,
this solution can be used as an approximate solution to the original problem D-EOQ-Max. A less restrictive relaxation of
problem D-EOQ-Max is obtained by keeping the constraint i ∈ {1, . . . , n}. This relaxation can be written as
min h(i) = Ci+ Dn
i
, subject to i ∈ {1, . . . , n}.
Let i denote an optimal solution to the latter problem. Since function g(i) coincides with function h(i) in integer points and
both functions are convex,wehave i ∈ {biconc, dicone}. Consider the set I0 = {biconc, dicone, b nbiconcc, d nbiconce, b ndiconec, d ndiconee}.
Let f (i0) = min{f (i)|i ∈ I0}.
We now give a parametric example for which the ratio f (i
0)
f (i∗) approaches 1.5 as n goes to infinity and function f (i) has at
least r = b√log nc local minima in its feasible domain. In this example, f (i) = i+(n−2)d ni e, where n = k! for some integer
k ≥ 4. Observe that r > 2. Furthermore, k log k ≥ log n. Hence, k ≥ √log n ≥ r , and therefore any number j ∈ {1, . . . , r}
divides n. For our example, we obtain icon = √n(n− 2) and n− 2 < icon < n− 1. Therefore, I0 = {1, 2, n− 2, n− 1} and
f (i0) = f (n− 2) = n− 2+ 2(n− 2) = 3n− 6. On the other hand, f (n) = n+ (n− 2) = 2n− 2 and
f (i0)
f (i∗)
≥ f (i
0)
f (n)
≥ 3n− 6
2n− 2 .
The latter fraction goes to 1.5 as n approaches infinity. Thus, an exact solution to problem D-EOQ-Max can save about 50% of
the total cost compared with the approximate solution obtained from continuous relaxation. Since EOQ models are usually
applied to regular processes with well-defined costs, these savings translate to a 50% increase in the net profit for the firm.
Let us evaluate value f (i0) from above for arbitrary input data. We have
f (i0) ≤ f (i) = Ci + D
⌈ n
i
⌉
≤ Ci + D n
i
+ D
= g(i)+ D = g(i)
(
1+ D
g(i)
)
≤ f (i∗)
(
1+ D
g(i)
)
.
Assume D < nC . Since g(i) ≥ g(icon) = 2√nCD, we obtain f (i0) ≤ f (i∗)(1+ D
2
√
nCD
) < 3f (i∗)/2. Now, assume D ≥ nC . In
this case, icon =
√
nD
C ≥ n, hence, i = icon = n. We obtain f (i0) ≤ f (i) = Cn+D. Consider f (i∗) = Ci∗+Dd ni∗ e. If d ni∗ e ≥ 2,
then f (i∗) ≥ C + 2D > Cn+ D, which is a contradiction. If d ni∗ e = 1, then i∗ = n, which means that i0 = i∗ = n is the only
optimal solution.
Thus, we have proved that continuous relaxation provides a solution that can be up to 50% worse than the optimal
solution and this worst-case error bound is asymptotically tight. A side result is formulated in the following lemma.
Lemma 1. If D ≥ nC, then problem D-EOQ-Max has the unique optimal solution i∗ = n.
Similarly, we can prove the following lemma.
Lemma 2. If C ≥ nD, then problem D-EOQ-Max has the unique optimal solution i∗ = 1.
We now show that function f (i) has at least b√log nc local minima in its feasible domain for the example given above.
We first prove that
j− 1 < nn
j−1 − 1
< j, j = 2, 3, . . . , r. (1)
C.T. Ng et al. / Discrete Applied Mathematics 157 (2009) 1806–1824 1809
These relations, together with the fact that any j ∈ {1, 2, . . . , r} divides n, imply
f
(
n
j− 1 − 1
)
= n
j− 1 − 1+ (n− 2)
⌈
n
n
j−1 − 1
⌉
= n
j− 1 − 1+ (n− 2)j, j = 2, 3, . . . , r.
We further prove that
f (n) = n+ n− 2 < f (n− 1) = n− 1+ 2(n− 2) > f
(n
2
)
= n
2
+ 2(n− 2) < (2)
f (
n
2
− 1) = n
2
− 1+ 3(n− 2) > · · · < f
(
n
r − 1 − 1
)
= n
r − 1 − 1+ r(n− 2) > f
(n
r
)
= n
r
+ r(n− 2),
which means that function f (i) has at least r local minima in its feasible domain.
Given j ∈ {2, 3, . . . , r}, relations (1) are equivalent to nj−1 > nj−1 − 1 > nj , which hold if j(j − 1) < n is satisfied. The
latter inequality is equivalent to j ≤ d
√
n+ 14 + 12e−1. Since r = b
√
log nc does not exceed the right-hand side of the latter
inequality, relations (1) hold.
The chain of relations (2) is satisfied if
n
j− 1 + (n− 2)(j− 1) <
n
j− 1 − 1+ (n− 2)j >
n
j
+ (n− 2)j, j = 2, 3, . . . , r. (3)
Given j ∈ {2, 3, . . . , r}, the left-hand side of (3) is satisfied for n ≥ 4. The right-hand side of (3) is equivalent to nj−1 − nj > 1,
which is equivalent to j(j − 1) < n. We have shown in the above that the latter inequality is satisfied for j = 2, 3, . . . , r .
Thus, function f (i) may have at least b√log nc local minima in its feasible domain. Therefore, well-known techniques for
minimizing a convex function cannot be applied for solving problem D-EOQ-Max.
We now establish several properties, which can be used for solving problem D-EOQ-Max.
Lemma 3. If i∗ is an optimal solution to problem D-EOQ-Max, then i∗ =
⌈
n
d ni∗ e
⌉
.
Proof. Let j∗ = d ni∗ e. Function f (i) = Ci + D
⌈ n
i
⌉
is minimised at i∗ = min{i|d ni e = j∗}. The latter equation implies
i∗ = min{i|i ≥ nj∗ } = d nj∗ e. 
Observe that all the divisors of n satisfy the equation i =
⌈
n
d ni e
⌉
. Therefore, problemD-EOQ-Max can be useful to solving
the Factorisation problem.
Lemma 3 implies the following corollary.
Lemma 4. min{Ci+Dd ni e|i = 1, . . . , n} = min{Di+ Cd ni e|i = 1, . . . , n}. Furthermore, if i0 is an optimal solution to problem
D-EOQ-Max with C and D interchanged, then an optimal solution to the original problem is i∗ =
⌈
n
i0
⌉
.
Proof. Let i∗ be an optimal solution to problem D-EOQ-Max and j∗ = d ni∗ e. Due to Lemma 3, we have
min
{
Ci+ D
⌈n
i
⌉
|i = 1, . . . , n
}
= Ci∗ + D
⌈ n
i∗
⌉
= C
⌈
n
j∗
⌉
+ Dj∗ ≥ min
{
Di+ C
⌈n
i
⌉
|i = 1, . . . , n
}
.
Now let i0 be an optimal solution to problem D-EOQ-Max with C and D interchanged and j0 = d n
i0
e. Due to Lemma 3, we
have
min
{
Di+ C
⌈n
i
⌉
|i = 1, . . . , n
}
= Di0 + C
⌈ n
i0
⌉
= D
⌈
n
j0
⌉
+ Cj0 ≥ min
{
Ci+ D
⌈n
i
⌉
|i = 1, . . . , n
}
.
Therefore, Ci∗ + D ⌈ ni∗ ⌉ = Di0 + C ⌈ ni0 ⌉ and i∗ = ⌈ ni0 ⌉. 
This lemma implies that we can assume without loss of generality that C ≥ D. If C < D, then the problem with C and
D interchanged can be considered and its optimal solution i0 can be transformed into an optimal solution to the original
problem by the equation i∗ =
⌈
n
i0
⌉
. A few more properties of an optimal solution are given below.
Lemma 5. There exists an optimal solution i to problem D-EOQ-Max such that
⌈ n
i−1
⌉ ≥ ⌈ ni ⌉+ 2.
Proof. If
⌈ n
i−1
⌉ ≤ ⌈ ni ⌉+ 1 for an optimal solution, then C(i− 1)+ Dd ni−1e ≤ Ci+ Dd ni e + D− C ≤ Ci+ d ni e. 
Corollary 1. There exists an optimal solution i to problem D-EOQ-Max such that i <
√
n+ 14 + 12 ≤
⌈√
n+ 14 + 12
⌉
− 1.
All the above statements can be useful to the analysis of problem D-EOQ-Max. However, they do not suggest an efficient
solution procedure. The statements given below serve this purpose.
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Consider the objective function in the form f (i) = Ai+ ⌈ ni ⌉. Denote
αi =
⌈n
i
⌉
−
⌈
n
i+ 1
⌉
and βi,t = αi + · · · + αi+t−1t , t ≥ 1, i = 1, . . . , n.
We have βi,1 = αi, i = 1, . . . , n.
Lemma 6. For any t ∈ {0, 1, . . . , n− 1},
j+t∑
i=j
αi ≥
k+t∑
i=k
αi − 1, k = j+ 1, . . . , n− t, (4)
and, for any t ∈ {1, . . . , n},
βj,t ≥ βk,t − 1t , k = j+ 1, . . . , n− t + 1. (5)
Proof. Calculate
∑j+t
i=j αi =
⌈
n
j
⌉
−
⌈
n
j+t+1
⌉
. We first prove that⌈
n
j
− n
j+ t + 1
⌉
− 1 ≤
⌈
n
j
⌉
−
⌈
n
j+ t + 1
⌉
≤
⌈
n
j
− n
j+ t + 1
⌉
. (6)
We have
⌈
n
j+t+1
⌉
+
⌈
n
j − nj+t+1
⌉
≥ nj , and because the left-hand side of this inequality is an integer,
⌈
n
j+t+1
⌉
+⌈
n
j − nj+t+1
⌉
≥
⌈
n
j
⌉
. This proves the far right-hand side of (6). Similarly,
⌈
n
j
⌉
−
⌈
n
j+t+1
⌉
+ 1 ≥ nj − nj+t+1 , and because the
left-hand side of this inequality is an integer,
⌈
n
j
⌉
−
⌈
n
j+t+1
⌉
+ 1 ≥
⌈
n
j − nj+t+1
⌉
. This proves the far left-hand side of (6).
The convexity of function g(i) = ni implies nj − nj+t+1 ≥ nk − nk+t+1 for j ≤ k. This fact and inequalities (6) being valid for
arbitrary j and t are used in the following chain of relations to prove (4).
j+t∑
i=j
αi + 1 =
⌈
n
j
⌉
−
⌈
n
j+ t + 1
⌉
+ 1 ≥
⌈
n
j
− n
j+ t + 1
⌉
≥
⌈
n
k
− n
k+ t + 1
⌉
≥
⌈n
k
⌉
−
⌈
n
k+ t + 1
⌉
=
k+t∑
i=k
αi.
Inequality (5) is a direct consequence of inequality (4). 
Lemma 7. For t ≥ 1, the relations βi,t > A, βi,t < A and βi,t = A are equivalent to the relations f (i) > f (i+ t), f (i) < f (i+ t)
and f (i) = f (i+ t), respectively.
Proof. Consider the inequality βi,t > A, t ≥ 1. It can be written as
⌈ n
i
⌉−⌈ ni+t ⌉ > At . Add Ai to either side of this inequality
and obtain
⌈ n
i
⌉ + Ai − ⌈ ni+t ⌉ > A(i + t), which is equivalent to f (i) > f (i + t). Similarly, we can show that βi,t < A and
βi,t = A are equivalent to f (i) < f (i+ t) and f (i) = f (i+ t), respectively. 
It is illustrative to use a graph to interpret the following results. Consider a plane j−y in which the points (j, f (j)) and
(j, βj,t) are drawn (see Fig. 1).
We connect all the adjacent points (i, βi,t) and (i + t, βi+t,t) and all the adjacent points (i, f (i)) and (i + t, f (i + t)) by
a line segment. It follows from Lemma 7 that the relations βi,t > A, βi,t = A and βi,t < A are equivalent to the statements
that function f (i) decreases, does not change and increases, respectively, between i and i+ t.
Observe that if all the points (i, αi) lie above or on the line y = A, then i∗ = n, and if all the points (i, αi) lie below
or on the line y = A, then i∗ = 1. Furthermore, if the sequence of points (1, α1), . . . , (n, αn) can be partitioned into two
subsequences (1, α1), . . . , (i, αi) and (i + 1, αi+1), . . . , (n, αn) such that all the points of the same subsequence lie either
above or on the line y = A, or below or on the line y = A, then function f (i) has at most one local optimum, which is the
value f (i∗) = min{f (i)|i = 1, . . . , n}. We call such a function a-unimodal, where the prefix ‘‘a-’’ stands for ‘‘almost’’.
Define the index
i0 = min{i | αi < A, i = 1, . . . , n}. (7)
Lemma 8. If A is an integer, then function f (i) is a-unimodal.
Proof. Note that index i0 always exists because αn = 0 < A. If i0 = n, then all the points (i, αi) lie above or on the line
y = A and function f (i) is non-increasing. Assume i0 ≤ n− 1.
By definition,αk ≥ A for k = 1, . . . , i0−1. Sinceαi0 < A andαi0 and A are integers,αi0 ≤ A−1. By Lemma 6,αk ≤ αi0+1,
hence αk ≤ A for k = i0+ 1, . . . , n. Thus, all the points (1, α1), . . . , (i0− 1, αi0−1) lie above or on the line y = A, and all the
points (i0, αi0), (i0 + 1, αi0+1), . . . , (n, αn) lie below or on this line. It follows that function f (i) is a-unimodal. 
Theorem 1. If function f (i) is a-unimodal, then problem D-EOQ-Max can be solved in O(log n) time.
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Fig. 1. Points (j, f (j)) and (j, βj,t ).
The proof is given in Appendix A. There, an O(log n) time algorithm, denoted as A-Uni, is described for the problem of
minimising the function f (i) on the set {1, . . . , n} if this function is a-unimodal. Note that algorithm A-Uni can be easily
generalized to minimise function f (i) on a set {j, j + t, . . . , j + qt}, where j, t and q are natural numbers such that
1 ≤ j < j+ qt ≤ n. In this case, its running time is O(log q).
From Theorem 1, Lemmas 4 and 8, we deduce the following.
Corollary 2. If D divides C or C divides D, then problem D-EOQ-Max can be solved in O(log n) time.
Apply algorithm A-Uni to solve problem D-EOQ-Max. Observe that, regardless of the a-unimodality of function f (i), this
algorithm finds in O(log n) time some index iU ∈ {1, . . . , n}. If function f (i) is a-unimodal, then i∗ = iU .
3. Constructing set I∗ if a-unimodality of function f (i) is unknown
At the beginning, we include iU in set I∗ and assume that function f (i) has at least two local minima. Otherwise, it is
a-unimodal and i∗ = iU . Notice that we do not verify the a-unimodality of function f (i). However, in the sequel, we assume
that C and D are relatively prime numbers.
Define the index
i1 = max{i | αi > A, i = 1, . . . , n}. (8)
If such an index does not exist, then all the points (i, αi) lie below or on the line y = A, function f (i) is non-decreasing and
i∗ = iU = 1. Assume that index i1 exists. Recall that there also exists index i0 as defined by (7).
Our method of constructing set I∗ is as follows. First, we show that i∗ ∈ {i0, i0 + 1, . . . , i1 + 1}. Indices i0 and i1 can be
found inO(log n) time.We include i0 and i1+1 in set I∗ and assume i∗ ∈ {i0+1, i0+2, . . . , i1}. Denote a = bAc and b = dAe.
We prove that αi ∈ {a, b} for i ∈ {i0, i0 + 1, . . . , i1}. We further establish that the sequence (αi0 , αi0+1, . . . , αi1) is either a
concatenation of the subsequences (a, . . . , a, b), or it is a concatenation of the subsequences (a, b, . . . , b). Then we show
that i∗ ∈ {ji | i = v0, v0+ 1, . . . , v1− 1} ∪ {jv1+1},where ji are the left-most indices of the above mentioned subsequences.
Indices jv0 , jv1 and jv1+1 can be found inO(log
2 n) time.We include jv1+1 in set I
∗ and assume i∗ ∈ {ji | i = v0, v0+1, . . . , v1}.
Finally, we demonstrate that passing from i∗ ∈ {i0, i0+1, . . . , i1} to i∗ ∈ {ji | i = v0, v0+1, . . . , v1} is one step of an iterative
procedure of considering concatenated sequences of αj values that can be repeated until the cardinality of the search set for
i∗ is larger than a constant. Since an ‘‘upper level’’ sequence includes at least two ‘‘lower level’’ sequences, the number of
iterations of our procedure does not exceed O(log n). Since iteration r requires O(r log2 n) time, set I∗ can be constructed in
O(log4 n) time. Its cardinality does not exceed O(log n). It follows that i∗ can be found in O(log4 n) time.
3.1. Additional properties
To justify our construction, we prove several useful lemmas.
Lemma 9. Values f (i0) and f (i1 + 1) are the left-most and the right-most local minima, respectively, of function f (i).
Proof. The definitions of i0 and i1 imply αk ≥ A, k = 1, . . . , i0 − 1, αi0 < A, and αi1 > A, αk ≤ A, k = i1 + 1, . . . , n. Then,
by Lemma 7 (see also the graphical interpretation in Fig. 1),
f (1) ≥ · · · ≥ f (i0) < f (i0 + 1) and f (i1) > f (i1 + 1) ≤ · · · ≤ f (n).
These inequalities prove that indices i0 and i1 + 1 are the left-most and the right-most local minima of function f (i). 
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Lemma 9 implies that i∗ ∈ {i0, i0 + 1, . . . , i1 + 1}. We now show how to determine indices i0 and i1 in O(log n) time.
Denote by i(B) an optimal solution to problem D-EOQ-Max, in which the coefficient A takes the value B.
Lemma 10. Indices i0 and i1 can be determined from i0 = i(dAe) and i1 = i(bAc) − 1.
Proof. From the definition of i0, we know that αk ≥ A for k = 1, . . . , i0 − 1, and αi0 < A. The integrality of αk implies
αk ≥ dAe, k = 1, . . . , i0 − 1, and αi0 ≤ bAc = dAe − 1 < dAe. Then, by Lemma 6, αk ≤ dAe, k = i0 + 1, . . . , n. Denote
fdAe(i) = dAei +
⌈ n
i
⌉
. Using Lemma 7, we obtain fdAe(1) ≥ · · · ≥ fdAe(i0) < fdAe(i0 + 1) ≤ · · · ≤ fdAe(n), i.e., fdAe(i0) is the
global minimum of function fdAe(i). Thus, i0 = i(dAe).
From the definition of i1, we know that αk ≤ A for k = i1 + 1, . . . , n, and αi1 > A. The integrality of αk implies
αk ≤ bAc, k = i1 + 1, . . . , n, and αi1 ≥ dAe = bAc + 1. Then, by Lemma 6, αk ≥ bAc, k = 1, . . . , i1 − 1. Denote
fbAc(i) = bAci+
⌈ n
i
⌉
. Using Lemma 7, we obtain fbAc(1) ≥ · · · ≥ fbAc(i1) ≥ fbAc(i1+ 1) ≤ · · · ≤ fbAc(n), i.e., fbAc(i1+ 1) is the
global minimum of function fbAc(i). Thus, i1 + 1 = i(bAc). 
Lemma 10 and the fact that an optimal solution to problem D-EOQ-Max with integer A can be found in O(log n) time
imply that indices i0 and i1 can be found in O(log n) time. We include i0 and i1 + 1 in set I∗. Up to this point, we have
I∗ = {iU , i0, i1 + 1}. We further assume that i∗ ∈ {i0 + 1, i0 + 2, . . . , i1} and i1 − i0 ≥ 2. If i1 − i0 ≤ 1, then from
f (i1) > f (i1 + 1), we deduce i∗ ∈ {iU , i0, i1 + 1}. Recall that a = bAc and b = dAe. Since we have assumed that A is not an
integer, b = a+ 1.
Lemma 11. For any i ∈ {i0, . . . , i1}, we have αi ∈ {a, b}.
Proof. Notice that αi0 ≤ a and αi1 ≥ b by definition. Assume that αi ≥ b+ 1 = a+ 2 for i ∈ {i0, . . . , i1}. Then αi ≥ αi0 + 2,
which contradicts Lemma 6. Now assume that αi ≤ a − 1 for i ∈ {i0, . . . , i1}. Then αi ≤ αi1 − 2, which again contradicts
Lemma 6. 
From Lemma 11 and the definitions of i0 and i1, it follows that αi0 = a and αi1 = b. Denote the sequence (αi0 , αi0+1, . . . , αi1)
by S.
Lemma 12. There exist indices r and l, 1 ≤ l ≤ r ≤ i1 − i0 + 1, such that sequence S can be represented as a concatenation of
the subsequences Sj,τ such that
S = (Sj1,τ1 , Sj2,τ2 , . . . , Sjl,τl , Sjl+1,τl+1 , . . . , Sjr ,τr ),
where Sji,τi = (αji , αji+1, . . . , αji+τi−1) = (a, b, . . . , b) for i = 1, . . . , l, Sji,τi = (αji , αji+1, . . . , αji+τi−1) = (a, . . . , a, b) for
i = l+ 1, . . . , r, and τi ≥ 2, i = 1, . . . , r.
Proof. To prove this lemma, it suffices to show that there are no two indices i and j, i0 ≤ i < j ≤ i1 − 1, such that
(αi, αi+1) = (a, a) and (αj, αj+1) = (b, b). Assume to the contrary that the above two indices i and j exist. Then
βi,2 = αi + αi+12 = a < b−
1
2
= βj,2 − 12 ,
which contradicts Lemma 6. 
The assumption τi ≥ 2, i = 1, . . . , r , is important for further analysis. We assume that the unit-length subsequences (a)
and (b) are always combined with a preceding or succeeding subsequence.
Define the indices v0 and v1 such that
v0 = min{i | βji,τi < A, i = 1, . . . , r}, v1 = max{i | βji,τi > A, i = 1, . . . , r}.
Lemma 13. If i∗ 6∈ {i0, i1 + 1}, then indices v0 and v1 exist and i∗ ∈ {ji | i = v0, v0 + 1, . . . , v1 − 1} ∪ {jv1+1}.
Proof. From the definition of the subsequences Sji,τi and Lemma 7, we know that f (ji) < f (ji + 1) > · · · > f (ji + τi − 1) >
f (ji + τi) = f (ji+1) for i = 1, . . . , l and f (ji) < f (ji + 1) < · · · < f (ji + τi − 1) > f (ji + τi) = f (ji+1) for i = l + 1, . . . , r,
where jr+1 := i1 + 1. Therefore, i∗ ∈ {j1, . . . , jr}.
We now show that v0 and v1 exist if i∗ 6∈ {i0, i1 + 1}. If βji,τi ≥ A, i = 1, . . . , r , then by Lemma 7, f (j1) ≥ f (j1 + τ1) =
f (j2) ≥ f (j3) ≥ · · · ≥ f (jr) ≥ f (jr + τr) = f (i1 + 1). Hence, i∗ = i1 + 1, a contradiction. If βji,τi ≤ A, i = 1, . . . , r , then by
the same reasoning, f (j1) ≤ f (j2) ≤ · · · ≤ f (jr). Hence, i∗ = j1 = i0, a contradiction.
The remaining case is that βji,τi ≥ A, i = 1, . . . , v0 − 1, βjv0 ,τv0 < A, βjv1 ,τv1 > A and βji,τi ≤ A, i = v1 + 1, . . . , r . In this
case, by Lemma 7,
f (j1) ≥ · · · ≥ f (jv0) < f (jv0+1) and f (jv1) > f (jv1+1) ≤ · · · ≤ f (jr).
These inequalities prove that i∗ ∈ {ji | i = v0, v0 + 1, . . . , v1 − 1} ∪ {jv1+1}. 
From the proof of Lemma 13, it follows that either v0 < v1 or v0 = v1 + 1. In the latter case, i∗ = jv0 .
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Ifv0 = v1+1, then function f (i) is unimodal over the set of indices {j1, . . . , jr} and i∗ = jv0 canbe foundby the golden ratio
or the Fibonacci search (see, for example, Törn and Zilinskas [14]) over the set {j2, j3, . . . , jr} in O(log r) time. The problem
is that indices ji, i = 2, 3, . . . , r , are not known. However, we know that an arbitrary index ji ∈ {i0 + 1, i0 + 2, . . . , i1 − 1}
is uniquely determined by the equations αji = a and αji−1 = b.
In order to find i∗ = v0 for the case v0 = v1 + 1, we can apply a modification of the golden ratio or the Fibonacci search
over the set {i0 + 1, i0 + 2, . . . , i1 − 1}, in which for each trial value k ∈ {i0 + 1, i0 + 2, . . . , i1 − 1}, we find the smallest
index ji, 1 ≤ i ≤ r , greater than or equal to k. Denote this index as j∗(k) = min{ji|ji ≥ k, i = 1, . . . , r}. Index i∗ is found
by iteratively comparing the function values at points j∗(k) for three different values of k. Let us call this modification of the
golden ratio or the Fibonacci search algorithm G.We do not describe the details of algorithm G because it is rather technical
and lengthy.
If j∗(k) can be found in O(T ) time for any k ∈ {i0 + 1, i0 + 2, . . . , i1 − 1}, then index i∗ in case v0 = v1 + 1 can be found
in O(T log n) time. In Appendix B, we describe a procedure to find index j∗(k) in O(log n) time.
Regardless of whether v0 = v1 + 1 or not, algorithm G finds an index iG such that i∗ = iG if v0 = v1 + 1 and it runs in
O(log2 n) time. We include index iG in set I∗ and assume that v0 < v1.
Lemma 14. If v0 < v1, then either l+ 1 ≤ v0 < v1 ≤ r or 1 ≤ v0 < v1 ≤ l.
Proof. Assume the contrary, i.e., v0 ≤ l < v1. Then, βjv0 ,τv0 = a +
τv0−1
τv0
and βjv1 ,τv1 = a + 1τv1 . By definition,
βjv0 ,τv0 < A < βjv1 ,τv1 must be satisfied. The latter inequality implies
τv0−1
τv0
< 1
τv1
, which is satisfied only if τv0 = 1 or
τv1 = 1, a contradiction. 
Define an integer number t such that
t ≥ 2, (9)
and
a+ 1
t + 1 ≤ A < a+
1
t
(10)
or
a+ t − 1
t
≤ A < a+ t
t + 1 . (11)
Lemma 15. If an integer number t satisfying (9) and (10) or (9) and (11) exists, then it is unique and either (10) is satisfied or
(11) is satisfied.
Proof. Let A = a + xy , where x and y are positive integer numbers such that y ≥ 2 and x ≤ y − 1. Consider an index t
satisfying (9) and (10) or (9) and (11). Inequalities (10) and (11) imply y > tx and y ≤ txt−1 , respectively. Obviously, they
are contradictory if t ≥ 2. Therefore, either (10) or (11) is satisfied. Since 1
τ+1 <
1
τ
and τ−1
τ
< τ
τ+1 for any positive integer
number τ , index t is unique. 
Lemma 16. If v0 < v1, then τi ∈ {t, t + 1}, i = v0, v0 + 1, . . . , v1.
Proof. Recall that we have assumed τi ≥ 2, i = v0, v0 + 1, . . . , v1.We first consider the case i0 ≤ v0 < v1 ≤ l. From the
definitions of v0, v1 and t , we see that
βjv0 ,τv0 = a+
τv0 − 1
τv0
≤ a+ t − 1
t
≤ A < a+ t
t + 1 ≤ βjv1 ,τv1 = a+
τv1 − 1
τv1
.
Further proof proceeds by contradiction. Assume that there is a subsequence Sji,τi , i ∈ {v0, v0 + 1, . . . , v1}, such that
τi ≤ t−1. Notice that τv1 ≥ t+1. For the subsequence (αji , αji+1, . . . , αji+τi) = (a, b, . . . , b, a), calculate βji,τi+1 = a+ τi−1τi+1 .
For the subsequence (αjv1+1, αjv1+2, . . . , αjv1+τi+1) = (b, . . . , b), calculate βjv1+1,τi+1 = a+ 1. Then
βji,τi+1 = βjv1+1,τi+1 −
2
τi + 1 < βjv1+1,τi+1 −
1
τi + 1 ,
which contradicts Lemma 6.
Now assume that there is a subsequence Sji,τi , i ∈ {v0, v0 + 1, . . . , v1}, such that τi ≥ t + 2. Since τv0 ≤ t , we obtain
βjv0 ,τv0+1 = a+
τv0−1
τv0+1 and βji+1,τv0+1 = a+ 1. Therefore, βjv0 ,τv0+1 < βji+1,τv0+1−
1
τv0+1 , which again contradicts Lemma 6.
Thus, the first statement of the lemma is proved for the case i0 ≤ v0 ≤ v1 ≤ l.
Consider the case l+ 1 ≤ v0 < v1 ≤ i1. Observe that in this case
βjv0 ,τv0 = a+
1
τv0
≤ a+ 1
t + 1 ≤ A < a+
1
t
≤ βjv1 ,τv1 = a+
1
τv1
.
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Fig. 2. Structure of the case ‘‘many a’’.
Assume that there is a subsequence Sji,τi , i ∈ {v0, v0 + 1, . . . , v1}, such that τi ≤ t − 1. Notice that τv0 ≥ t + 1. For the
subsequence (αjv0 , αjv0+1, . . . , αjv0+τi) = (a, . . . , a), calculateβjv0 ,τi+1 = a. For the subsequence (αji−1, αji , . . . , αji+τi−1) =
(b, a, . . . , a, b), calculate βji−1,τi+1 = a+ 2τi+1 . Then βjv0 ,τi+1 < βji−1,τi+1 − 1τi+1 ,which contradicts Lemma 6.
Now assume that τi ≥ t + 2. Since τv1 ≤ t , we obtain βji,τv1+1 = a < βjv1−1,τv1+1 − 1τv1+1 = a +
1
τv1+1 , which again
contradicts Lemma 6. 
Apply a bisection search over the range 2, 3 . . . , i1 − i0 − 1 to find the integer number t satisfying (9) and (10). If such
a number is not found, then apply a bisection search over the same range to find number t satisfying (9) and (11). The two
applications of the bisection search require O(log(i1 − i0)) = O(log n) time. If number t ∈ {2, 3, . . . , i1 − i0 − 1} satisfying
(10) or (11) is not found, then one of our assumptions i∗ ∈ {i0 + 1, i0 + 2, . . . , i1}, v0 < v1 and i1 − i0 ≥ 2 is incorrect and
I∗ = {iU , i0, i1 + 1, iG}. In particular, t ∈ {2, 3, . . . , i1 − i0 − 1} satisfying (10) or (11) does not exist if A < a + 1i1−i0 or
A ≥ a+ i1−i0−1i1−i0 . Thus, we have
Theorem 2. If A < a + 1i1−i0 or A ≥ a +
i1−i0−1
i1−i0 , then problem D-EOQ-Max can be solved in O(log
2 n) time by choosing
i∗ ∈ {iU , i0, i1 + 1, iG}.
From now on we assume that v0 < v1 and number t ∈ {2, 3, . . . , i1 − i0 − 1} satisfying (10) or (11) has been found.
If it satisfies (10), then we know that Sji,τi = (a, . . . , a, b) for i = v0, v0 + 1, . . . , v1, where each sequence contains t − 1
or t number of a. If it satisfies (11), then we know that Sji,τi = (a, b, . . . , b), i = v0, v0 + 1, . . . , v1, where each sequence
contains t − 1 or t number of b. Observe that i1 − i0 ≥ 2t must be satisfied in this case. Furthermore, if i1 − i0 = 2t , then
jv0 = jv1−1 = i0 and jv1+1 = i1 + 1. Thus, we have
Theorem 3. If i1 − i0 ≤ 2t, then problem D-EOQ-Max can be solved in O(log2 n) time by choosing i∗ ∈ {iU , i0, i1 + 1, iG}.
3.2. Finding indices jv0 and jv1 in case v0 < v1
Assume v0 < v1 and i1 − i0 ≥ 2t + 1. We now show how to find jv0 and jv1 in O(log2 n) time.
Consider the case, which we call ‘‘many a’’, that for i = v0, v0 + 1, . . . , v1, subsequences Sji,τi = (a, . . . , a, b) have t − 1
or t number of a. Denote a(2) = (a, . . . , a︸ ︷︷ ︸
t
, b) and b(2) = (a, . . . , a︸ ︷︷ ︸
t−1
, b). Lemma 16 and the definitions of v0, v1 and t show
that subsequence Sjv0 ,τv0 = Sjv0 ,t+1 = a(2) and subsequence Sjv1 ,τv1 = Sjv1 ,t = b(2). There are only sequences a(2) and b(2)
between the sequences Sjv0 ,t+1 and Sjv1 ,t . Furthermore, subsequences Sji,τi , i ∈ {v1 + 1, v1 + 2, . . . , r}, on the right of Sjv1 ,t
are all of the form Sji,τi = (a, . . . , a, b) and contain τi − 1 ≥ t number of a. Subsequences Sji,τi , i ∈ {1, 2, . . . , v0 − 1}, on
the left of Sjv0 ,t+1 are of the form Sji,τi = (a, . . . , a, b) or Sji,τi = (a, b, . . . , b). In the former case, they contain τi− 1 ≤ t− 1
number of a. In the latter case, they contain one a. Note that 1 ≤ t − 1 because t ≥ 2. The structure of the case ‘‘many a’’ is
shown in Fig. 2.
In order to find jv0 and jv1 , we perform bisection search procedures, denoted as A0 and A1, respectively. Their descriptions
are given in Appendix C. Both procedures run in O(log2 n) time.
Nowwe pass to the case, which we call ‘‘many b’’, that for i = v0, v0+1, . . . , v1, subsequences Sji,τi = (a, b, . . . , b) have
t − 1 or t number of b. Denote a(2) = (a, b, . . . , b︸ ︷︷ ︸
t−1
) and b(2) = (a, a, . . . , a︸ ︷︷ ︸
t
). Lemma 16 and the definitions of v0, v1 and t
show that subsequence Sjv0 ,τv0 = Sjv0 ,t = a(2) and subsequence Sjv1 ,τv1 = Sjv1 ,t+1 = b(2). There are only sequences a(2) and
b(2) between the sequences Sjv0 ,t+1 and Sjv1 ,t . Furthermore, subsequences Sji,τi , i ∈ {1, 2, . . . , v0− 1}, on the left of Sjv0 ,t are
all of the form Sji,τi = (a, b, . . . , b) and contain τi−1 ≥ t number of b. Subsequences Sji,τi , i ∈ {v1+1, v1+2, . . . , r}, on the
right of Sjv1 ,t+1 are of the form Sji,τi = (a, b, . . . , b) or Sji,τi = (a, . . . , a, b). In the former case, they contain τi − 1 ≤ t − 1
number of b. The structure of the case ‘‘many b’’ is shown in Fig. 5.
For the case ‘many b’’, indices jv1 and jv0 can be found by bisection search procedures, denoted as B1 and B0, respectively,
whose descriptions are given in Appendix C. Both procedures run in O(log2 n) time.
Having index jv1 obtained, index jv1+1 can be easily calculated: for the case ‘‘many a’’, jv1+1 = jv1 + t , and for the case
‘‘many b’’, jv1+1 = jv1 + t + 1. Due to Lemma 13, we can include jv1+1 in I∗ and assume i∗ ∈ {jv0 , jv0 + 1, . . . , jv1+1 − 1}.
The above discussion justifies an iterative algorithm, which constructs set I∗ by analysing the properties of sequences
Sj,τ of values a and b. Passing from i∗ ∈ {i0, i0 + 1, . . . , i1} to i∗ ∈ {jv0 , jv0 + 1, . . . , jv1+1 − 1} is one step of this algorithm.
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We describe such an algorithm in the following section.
3.3. Description of an iterative algorithm to find i∗
An iterative algorithm, denoted as A-Opt, for constructing set I∗ and finding the optimal solution i∗ is described as follows.
Algorithm A-Opt to find i∗
Step 1. Introduce sets I∗r , r = 0, 1, . . . , n, of possible candidates for i∗. Calculate I∗0 = {iU }, i(1)0 = i(dAe) and i(1)1 = i(bAc) − 1.
Introduce sequences a(r) and b(r), r = 1, . . . , n, of values a and b. Define a(1) = (a), b(1) = (b), v(1)0 = v0 and
v
(1)
1 = v1. Calculate α(a(1)) = a, α(b(1)) = b and |a(1)| = |b(1)| = 1. Set r = 1.
Step 2. Apply a modification of algorithm G in Section 3.1 to find index iG,r such that i∗ = iG,r if v(r)0 = v(r)1 + 1. Apply a
bisection search over the range 2, 3, . . . , i(r)1 − i(r)0 − 1 to find number t(r) satisfying
t(r)α(a(r))+ α(b(r))
t(r)|a(r)| + |b(r)| ≤ A <
(t(r) − 1)α(a(r))+ α(b(r))
(t(r) − 1)|a(r)| + |b(r)| (12)
or
α(a(r))+ (t(r) − 1)α(b(r))
|a(r)| + (t(r) − 1)|b(r)| ≤ A <
α(a(r))+ t(r)α(b(r))
|a(r)| + t(r)|b(r)| . (13)
The search requires O(log(i(r)1 − i(r)0 )) = O(log n) time. If number t(r) ∈ {2, 3, . . . , i(r)1 − i(r)0 − 1} satisfying (12) or
(13) is not found, then set I∗ = {i(r)0 , i(r)1 + 1, iG,r} ∪ I∗r−1, calculate i∗ and stop.
Assume that number t(r) ∈ {2, 3, . . . , i(r)1 − i(r)0 − 1} satisfying (12) or (13) is found. If number t(r) satisfies (12),
we call this case ‘‘many a(r)’’. For this case, define a(r+1) = (a(r), . . . , a(r)︸ ︷︷ ︸
t(r)
, b(r)) and b(r+1) = (a(r), . . . , a(r)︸ ︷︷ ︸
t(r)−1
, b(r)).
Calculate α(a(r+1)) = t(r)α(a(r)) + α(b(r)), α(b(r+1)) = (t(r) − 1)α(a(r)) + α(b(r)), |a(r+1)| = t(r)|a(r)| + |b(r)| and
|b(r+1)| = (t(r) − 1)|a(r)| + |b(r)|.
If number t(r) satisfies (13), we call this case ‘‘many b(r)’’. For this case, define a(r+1) = (a(r), b(r), . . . , b(r)︸ ︷︷ ︸
t(r)−1
)
and b(r+1) = (a(r), b(r), . . . , b(r)︸ ︷︷ ︸
t(r)
). Calculate α(a(r+1)) = α(a(r)) + (t(r) − 1)α(b(r)), α(b(r+1)) = α(a(r)) +
t(r)α(b(r)), |a(r+1)| = |a(r)| + (t(r) − 1)|b(r)| and |b(r+1)| = |a(r)| + t(r)|b(r)|.
Only one of the cases ‘‘many a(r)’’ and ‘‘many b(r)’’ can take place. In any of these cases, if i(r)1 − i(r)0 ≤ |a(r+1)| +
|b(r+1)| − 1, then set I∗ = {i(r)0 , i(r)1 + 1, iG,r} ∪ I∗r−1, calculate i∗ and stop.
Assume i(r)1 − i(r)0 ≥ |a(r+1)| + |b(r+1)|. Apply modifications of the bisection search procedures A0, A1, B1 and B0,
denoted as A0r, A1r, B1r and B0r, respectively, to find indices j(r)
v
(r)
0
and j(r)
v
(r)
1
. The procedures require O(r log2 n) time.
Their descriptions are given in Appendix D.
In the case ‘‘many a(r)’’, apply procedures A0r and A1r in this order, and in the case ‘‘many b(r)’’, apply procedures
B1r and B0r in this order. Reset I∗r = I∗r−1 ∪ {i(r)0 , i(r)1 + 1, iG,r , j(r)v(r)1 + |b
(r+1)|}. Reset i(r+1)0 = j(r)v(r)0 and i
(r+1)
1 =
j(r)
v
(r)
1
+|b(r+1)|− 1. Notice that i(r+1)0 is the beginning of the sequence Sj(r)
v
(r)
0
,|a(r+1)| and i
(r+1)
1 is the end of the sequence
Sj(r)
v
(r)
1
,|b(r+1)|. Reset r = r + 1 and repeat Step 2. 
The statements proved in the preceding part of this paper justify iteration r = 1 of Step 2 of the above algorithm. In
this iteration, t(1) = t, i(1)0 = i0, i(1)1 = i1, j(1)v(1)0 = jv0 , j
(1)
v
(1)
1
= jv1 and iG,1 = iG. If number t(1) is not found, then i∗ ∈
I0∪{i(1)0 , i(1)1 +1, iG,1}, where I0 = {iU }, and the algorithm stops. If number t(1) is found, then i∗ ∈ I1∪{i(2)0 , i(2)0 +1, . . . , i(2)1 },
where I1 = {iU , i(1)0 , i(1)1 +1, iG,1, j(1)v(1)1 +1}, and Step 2 is repeated for r = 2. The statements justifying iteration r = 1 of Step 2
can be modified and proved to justify an arbitrary iteration r , provided that iterations 1, 2 . . . , r − 1 have been justified.
While logical modifications of these statements are evident and easy, their full descriptions contain many technical details.
Therefore, we do not present them in this paper.
In algorithm A-Opt, if we say ‘‘introduce some value’’ or ‘‘define some value’’, no calculation is performed. The definitions
we used in the algorithm serve to facilitate better understanding. All the values t(r), α(a(r)), α(b(r)), |a(r)| and |b(r)|, r =
1, 2, . . ., are assumed to be calculated and stored.
Observe that each of the sequences a(r+1) and b(r+1) includes at least two of the sequences a(r) and b(r). After at most
O(log n) iterations of Step 2, there will be no number t(r) ∈ {2, 3, . . . , i(r)1 − i(r)0 − 1} satisfying (12) or (13). Therefore, the
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number of iterations of Step 2 is O(log n), the cardinality of each set Ir does not exceed O(log n), the time complexity of
iteration r does not exceed O(r log2 n) = O(log3 n), and the overall time complexity of finding i∗ is O(log4 n).
4. Conclusions
We showed that the continuous problem EOQ-Max admits a closed form solution. We established the optimality
properties of the discrete problem D-EOQ-Max and presented an optimal polynomial time algorithm for it.
The problem D-EOQ-Max differs from the earlier studied EOQ problems by the assumptions that the product is discrete,
the warehouse capacity is a decision variable, and the warehouse cost dominates the non-warehouse inventory holding
costs. These assumptions are valid for managing discrete inventories like machine parts where the space for holding the
inventories has to be rented, and the rental cost is relatively high. In this case, we showed that an optimal strategy to
satisfy the demand for n units of the same product is to find the optimal number of orders, i∗, and determine the optimal
order sizes k∗1, . . . , k
∗
i∗ such that k
∗
j =
⌈ n
i∗
⌉
, j = 1, . . . , r, k∗j =
⌊ n
i∗
⌋
, j = r + 1, . . . , i∗, where r is a solution to the
equation n = r ⌈ ni∗ ⌉+ (i∗ − r) ⌊ ni∗ ⌋. The value i∗ can be found in O(n) time by enumerating the possible number of orders
i = 1, . . . , n. We suggested an O(log4 n) time algorithm to find i∗. The managers should be warned that adapting a solution
of the continuous problem EOQ-Max for the purpose of solving the discrete problem D-EOQ-Max can lead up to a 50% loss
in the net profit.
Our results for problem D-EOQ-Max can also be used to determine the optimal shipping strategies in some logistics
applications, and to determine the optimal batching decisions in flow shop batch scheduling.
Further research can be pursued on improving the time complexity of our algorithm. To be closer to real applications,
the studied model can be generalised to consider multiple products and a common warehouse capacity constraint, as well
as a stochastic demand.
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Appendix A. Proof of Theorem 1
We prove this theorem by presenting a bisection search-type of algorithm for problem D-EOQ-Max with an a-unimodal
function f (i). A key element of this algorithm is a procedure that, for any given index k ∈ {1, . . . , n}, determines a
maximal set of consecutive indices {iL(k), iL(k) + 1, . . . , iR(k)} ⊆ {1, . . . , n} containing k such that f (i) = f (k) for all
i ∈ {iL(k), iL(k)+ 1, . . . , iR(k)}. Let us describe this procedure.
Given k ∈ {1, . . . , n}, denote y = f (k). Notice that y > 1. Consider equation f (i) = Ai + ⌈ ni ⌉ = y, subject to
i ∈ {1, . . . , n}. It is equivalent to
− Ai2 + (y− 1)i < n ≤ −Ai2 + yi. (14)
First, consider the far left-hand side of the above inequalities. It is equivalent to(√
Ai− y− 1
2
√
A
)2
>
(y− 1)2
4A
− n,
which is satisfied for all i if (y− 1)2 ≤ 4An, or equivalently, y ≤ 2√An+ 1. Assume y > 2√An+ 1. Then the far left-hand
side of (14) is equivalent to∣∣∣∣√Ai− y− 12√A
∣∣∣∣ >
√
(y− 1)2
4A
− n,
which is in turn equivalent to
i ∈
(
−∞, y− 1
2A
−
√
(y− 1)2
4A2
− n
A
)
∪
(
y− 1
2A
+
√
(y− 1)2
4A2
− n
A
,∞
)
.
Since i ∈ {1, . . . , n}, the left-hand side of (14) is equivalent to
i ∈ {1, 2, . . . , i1} ∪ {i2, i2 + 1, . . . , n},
where
i1 =
⌈
y− 1
2A
−
√
(y− 1)2
4A2
− n
A
⌉
− 1 and i2 =
⌊
y− 1
2A
+
√
(y− 1)2
4A2
− n
A
⌋
+ 1.
A similar analysis shows that the far right-hand side of (14) is equivalent to
i ∈ {i3, i3 + 1, . . . , i4},
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where
i3 =
⌈
y
2A
−
√
y2
4A2
− n
A
⌉
and i4 =
⌊
y
2A
+
√
y2
4A2
− n
A
⌋
.
Thus, if y ≤ 2√An+ 1, then iL(k) = i3 and iR(k) = i4. If y > 2
√
An+ 1, then either X1 := {1, 2, . . . , i1} ∩ {i3, i3+ 1, . . . , i4}
or X2 := {i2, i2+ 1, . . . , n} ∩ {i3, i3+ 1, . . . , i4} is the required set of indices. It is the set X1 if k ∈ X1. Otherwise, it is the set
X2. Thus, indices iL(k) and iR(k) are uniquely determined.
It is easy to see that given k, indices iL(k) and iR(k) can be determined in constant time. Notice that the a-unimodality of
the function f (i) is not used in determining these indices.
We now show that an a-unimodal function f (i) can be minimised in O(log n) time. Let I1 and I2 be the lower and upper
bounds such that I1 ≤ i∗ ≤ I2. At the beginning, we set I1 = 1 and I2 = n. A generic iteration of our bisection search
algorithm, denoted as A-Uni, is described as follows.
Generic iteration of Algorithm A-Uni
If I1 = I2, then set i∗ = I1 and stop. Otherwise, calculate k = b(I2 − I1)/2c. Calculate indices iL(k) and iR(k). If
iL(k) ≤ I1 < I2 ≤ iR(k), then set i∗ = k and stop.
If iR(k) < I2, then calculate f (iR(k) + 1) and compare this value with f (k). If f (k) < f (iR(k) + 1), then reset
I2 = max{I1, iL(k)} and go to the next iteration. If f (k) > f (iR(k) + 1), then reset I1 = iR(k) + 1 and go to the next
iteration.
If iR(k) ≥ I2 and I1 < iL(k), then calculate f (iL(k)− 1) and compare this value with f (k). If f (k) < f (iL(k)− 1), then reset
I1 = I2 and go to the next iteration. If f (k) > f (iL(k)− 1), then reset I2 = iL(k)− 1 and go to the next iteration. 
It can easily be seen that algorithm A-Uni is an optimal algorithm for problem D-EOQ-Max if function f (i) is a-unimodal.
The generic iteration of algorithm A-Uni requires a constant number of operations. Therefore, an a-unimodal function
f (i) can be minimised in O(log n) time. 
Appendix B
Given k ∈ {i0 + 1, i0 + 2, . . . , i1 − 1}, we describe a procedure to calculate index j∗(k) = min{ji|ji ≥ k, i = 1, . . . , r}.
Recall that an arbitrary index ji is uniquely determined by the equations αji = a and αji−1 = b.
Procedure to calculate j∗(k)
Step 1. Calculate αk. If αk = a, then perform Step 2. If αk = b, then perform Step 3.
Step 2 (αk = a). If αk−1 = b, then set j∗(k) = k and stop. Let αk−1 = a. Define j(b)(k) = min{i|αi = b, i = k + 1, k +
2, . . . , i1 − 1}. Since sequence (a, a, b, b) cannot occur, we have j∗(k) = j(b)(k)+ 1 if index j(b)k exists. If it
does not exist, then j∗(k) does not exist either.
Index j(b)(k) can be calculated as follows. Consider sequence S1 = (αk+1, αk+2, . . . , αi1−1). Calculate
α(S1) = d nk+1e − d ni1 e. If |S1| · a = α(S1), then index j
(b)
k does not exist. If |S1| · a < α(S1), then there exists
at least one b in the sequence S1, i.e., index j
(b)
k exists.
Calculate r = d k+1+(i1−1)2 e and consider sequence S2 = (αk+1, αk+2, . . . , αr). If |S2| · a < α(S2),
then there exists at least one b in the sequence S2, i.e., j
(b)
k ∈ {k + 1, k + 2, . . . , r}. Otherwise, j(b)k ∈
{r + 1, r + 2, . . . , i1 − 1}. Thus, the range for searching j(b)k is halved. Repeating this bisection search will
lead to finding j(b)k in O(log n) time. Stop.
Step 3 (αk = b). We have j∗(k) = j(a)(k) = min{i|αi = a, i = k+ 1, k+ 2, . . . , i1 − 1}.
Index j(a)(k) can be calculated as follows. Consider sequence S1 = (αk+1, αk+2, . . . , αi1−1). Calculate
α(S1). If |S1| · b = α(S1), then index j(a)k does not exist. If |S1| · b > α(S1), then there exists at least one a in
the sequence S1, i.e., index j
(a)
k exists.
Calculate r = d k+1+(i1−1)2 e and consider the sequence S2 = (αk+1, αk+2, . . . , αr). If |S2| · b > α(S2),
then there exists at least one a in the sequence S2, i.e., j
(a)
k ∈ {k + 1, k + 2, . . . , r}. Otherwise, j(a)k ∈
{r + 1, r + 2, . . . , i1 − 1}. Thus, the range for searching j(a)k is halved. Repeating this bisection search will
lead to finding j(a)k in O(log n) time. 
It is easy to see that the above procedure requires O(log n) time.
Appendix C
First, we describe procedures A0 and A1 to find indices jv0 and jv1 for the case ‘‘many a’’.
Let VA0 and UA0 be the lower and upper bounds on jv0 : VA0 ≤ jv0 ≤ UA0. At the beginning, we set VA0 = i0 and
UA0 = i1 − 2t . Below we describe a generic iteration of procedure A0.
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Fig. 3. The case 1(A0).2a. Here q ≤ q(A0)max , where q(A0)max is determined from k− (q(A0)max + 1)t < VA0 ≤ k− q(A0)max t.
For further discussion, it is convenient to denote the summation of the elements of a sequence Sj,τ by α(Sj,τ ) :=⌈
n
j
⌉
−
⌈
n
j+τ
⌉
, and the number of the elements in such a sequence by |Sj,τ | := τ .
Generic iteration of procedure A0
Compute UA0− VA0. If UA0− VA0 = 0, then set jv0 = VA0 and stop. Otherwise, calculate k = b(VA0 + UA0)/2c and perform
the following computation.
1(A0). If αk = b, then calculate x1 = α(Sk+1,t) and x2 = α(Sk+1,t−1). Exactly one of the following three cases will take
place:
1(A0).1. x1 = ta,
1(A0).2. x1 = (t − 1)a+ b and x2 = (t − 1)a,
1(A0).3. x2 ≥ (t − 2)a+ b.
In the case 1(A0).1, at least t consecutive a immediately follow αk = b. We reset UA0 := k+1 and go to the next iteration.
In the case 1(A0).3, at most t − 2 consecutive a immediately follow αk = b. We reset VA0 := min{k+ 2,UA0} and go to the
next iteration. In the case 1(A0).2, there are two further cases to consider:
1(A0).2a. k+ 1 ∈ {ji | i = v0 + 1, v0 + 2, . . . , v1} and
1(A0).2b. k+ t + 1 ≤ jv0 .
In the former case, we must have a situation as shown in Fig. 3.
It is easy to see that k− (q+ 1)t is an upper bound on jv0 . In order to find index k− (q+ 1)t , consider the problem
min hA0(i) = α(b
(2))
|b(2)| i+
⌈n
i
⌉
=
(
a+ 1
t
)
i+
⌈n
i
⌉
,
subject to i ∈ HA0 := {k− ht | h = 0, 1, . . . , q(A0)max}.
Observe that {k − qt, k − (q − 1)t, . . . , k} is the maximal set of consecutive indices i ∈ HA0 containing k such that
hA0(i) = hA0(k) for all i ∈ {k − qt, k − (q − 1)t, . . . , k}. Similar to the procedure in Theorem 1, we can find the
left-most index k − qt of the above set in constant time. Let index k − qt be found. If α(Sk−(q+1)t,t) = ta, then reset
UA0 := max{k− (q+ 1)t, VA0} and go to the next iteration. Otherwise, case 1(A0).2a does not take place and case 1(A0).2b
takes place. Reset VA0 := min{k+ t + 1,UA0} and go to the next iteration.
2(A0). If αk = a, then try to find the largest index j(k) ∈ {k−1, k−2, . . . ,max{VA0, k−t}} such that αj(k) = b. A bisection
search in the range k−1, k−2, . . . , k− t can be performed to find j(k) or establish that it does not exist. In order to partition
the search interval for j(k), we use the fact that j(k) ∈ {v, v + 1, . . . , w} if and only if α(Sv,w−v+1) ≥ (w − v)a + b. It is
easy to see that the existence of index j(k) can be established and the index itself can be found in O(log t) time. If index j(k)
is not found, then reset UA0 := max{VA0, k − t} and go to the next iteration. If index j(k) is found, reset k := j(k) and go to
the case 1(A0). 
Observe that in all the cases of the generic iteration of procedure A0, the number of a between the current lower and
upper bounds on jv0 is at least halved. Therefore, the number of its iterations does not exceedO(log n). Each iteration requires
O(log n) time. Therefore, the overall time complexity of procedure A0 is O(log2 n).
In order to find jv1 for the case ‘‘many a’’, we perform a bisection search procedure, denoted as A1. Similar to procedure
A0, let VA1 and UA1 be the lower and upper bounds on jv1 : VA1 ≤ jv1 ≤ UA1. At the beginning, we set VA1 = jv0 + t + 1 and
UA1 = i1 − t + 1. A generic iteration of procedure A1 is as follows.
Generic iteration of procedure A1
Compute UA1− VA1. If UA1− VA1 = 0, then set jv1 = VA1 and stop. Otherwise, calculate k = b(VA1 + UA1)/2c and perform
the following computation.
1(A1). If αk = b, then calculate x1 = α(Sk+1,t+1) and x2 = α(Sk+1,t). Exactly one of the following three cases will take
place:
1(A1).1. x1 = (t + 1)a,
1(A1).2. x1 = ta+ b and x2 = ta,
1(A1).3. x2 ≥ (t − 1)a+ b.
In the case 1(A1).1, reset UA1 := max{k − t + 1, VA1} and go to the next iteration. In the case 1(A1).3, reset VA1 :=
min{k+ 1,UA1} and go to the next iteration. In the case 1(A1).2., there are two further cases to consider:
1(A1).2a. k+ 1 ∈ {ji | i = v0 + 1, v0 + 2, . . . , v1 − 1} and
1(A1).2b. k− t + 1 ≥ jv1 .
In the former case, we must have a situation as shown in Fig. 4.
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Fig. 4. The case 1(A1).2a. Here q ≤ q(A1)max , where q(A1)max is determined from k+ q(A1)max(t + 1) ≤ UA1 < k+ (q(A1)max + 1)(t + 1).
Fig. 5. Structure of the case ‘‘many b’’.
Fig. 6. The case 1(B1).2a. Here q ≤ q(B1)max where q(B1)max is determined from k+ q(B1)maxt ≤ UB1 < k+ (q(B1)max + 1)t .
Index k+ q(t + 1)+ 1 is a lower bound on jv1 . In order to find this index, consider the problem
min hA1(i) = α(a
(2))
|a(2)| i+
⌈n
i
⌉
=
(
a+ 1
t + 1
)
i+
⌈n
i
⌉
,
subject to i ∈ HA1 := {k+ h(t + 1) | h = 0, 1, . . . , q(A1)max}.
Observe that {k, k+ (t + 1), . . . , k+ (q− 1)(t + 1)} is the maximal set of consecutive indices i ∈ HA1 containing k such
that hA1(i) = hA1(k) for all i ∈ {k, k+ (t + 1), . . . , k+ (q− 1)(t + 1)}. Similar to the procedure in Theorem 1, we can find
the right-most index k+ (q− 1)(t + 1) of the above set in a constant time.
Let index k+(q−1)(t+1) be found. Ifα(Sk+q(t+1)+1,t) = (t−1)a+b, then resetVA1 := min{k+q(t+1)+1,UA1} and go to
thenext iteration. Otherwise, case 1(A1).2a does not take place and case 1(A1).2b takes place. ResetUA1 := max{k−t+1, VA1}
and go to the next iteration.
2(A1). If αk = a, then similar to the case 2(A0), try to find the largest index j(k) ∈ {k − 1, k − 2, . . . ,max{VA1, k − t}}
such that αj(k) = b. If index j(k) is not found, then reset UA1 := max{VA1, k− t} and go to the next iteration. If index j(k) is
found, reset k := j(k) and go to the case 1(A1). 
The time complexity of procedure A1 is O(log2 n). Thus, indices jv0 and jv1 can be found in O(log
2 n) time for the case
‘‘many a’’.
We now describe procedures B1 and B0 to find indices jv1 and jv0 for the case ‘‘many b’’. Let VB1 and UB1 be lower and
upper bounds on jv1 : VB1 ≤ jv1 ≤ UB1. At the beginning, we set VB1 = i0 + t and UB1 = i1 − t .
Generic iteration of procedure B1
Compute UB1 − VB1. If UB1 − VB1 = 0, then set jv1 = VB1 and stop. Otherwise, calculate k = b(VB1 + UB1)/2c .
1(B1). If αk = a, then calculate x1 = α(Sk+1,t) and x2 = α(Sk+1,t−1). Exactly one of the following three cases will take
place:
1(B1).1. x1 = tb,
1(B1).2. x1 = (t − 1)b+ a and x2 = (t − 1)b,
1(B1).3. x2 ≤ (t − 2)b+ a.
In the case 1(B1).1, reset VB1 := k and go to the next iteration. In the case 1(B1).3, reset UB1 := max{k− t − 1, VB1} and
go to the next iteration. In the case 1(B1).2, there are two further cases to consider:
1(B1).2a. k ∈ {ji | i = v0, v0 + 1, . . . , v1 − 1} and
1(B1).2b. k− t − 1 ≥ jv1 .
In the former case, we must have a situation as shown in Fig. 6.
Index k+ (q+ 1)t is a lower bound on jv1 . In order to find this index, consider the problem
min hB1(i) = α(a
(2))
|a(2)| i+
⌈n
i
⌉
=
(
a+ t − 1
t
)
i+
⌈n
i
⌉
,
subject to i ∈ HB1 := {k+ ht + 1 | h = 0, 1, . . . , q(B1)max}.
Observe that {k+ 1, k+ 1+ t, . . . , k+ 1+ qt} is the maximal set of consecutive indices i ∈ HB1 containing k+ 1 such
that hB1(i) = hB1(k + 1) for all i ∈ {k + 1, k + 1 + t, . . . , k + 1 + qt}. Similar to the procedure in Theorem 1, we can find
the right-most index k+ 1+ qt of the above set in a constant time.
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Fig. 7. The case 1(B0).2a. Here q ≤ q(B0)max , where q(B0)max is determined from k− (q(B0)max + 1)(t + 1) < VB0 ≤ k+ q(B0)max(t + 1).
Let index k+1+qt be found. If α(Sk+1+(q+1)t,t) = tb, then reset VB1 := min{k+(q+1)t,UB1} and go to the next iteration.
Otherwise, case 1(B1).2a does not take place and case 1(B1).2b takes place. Reset UB1 := max{k− t − 1, VB1} and go to the
next iteration.
2(B1). If αk = b, then similar to the case 2(A0), try to find the largest index j(k) ∈ {k − 1, k − 2, . . . ,max{VB1, k − t}}
such that αj(k) = a. A bisection search over the range k− 1, k− 2, . . . , k− t can be performed to find j(k) or establish that
it does not exist. In order to partition the search interval for j(k), we use the fact that j(k) ∈ {v, v + 1, . . . , w} if and only if
α(Sv,w−v+1) ≤ (w − v)b+ a. It is easy to see that the existence of index j(k) can be established and the index itself can be
found in O(log t) time. If index j(k) is not found, then reset VB1 := min{UB1, k+ t} and go to the next iteration. If index j(k)
is found, reset k := j(k) and go to the case 1(B1). 
The time complexity of procedure B1 is O(log2 n).
We continue considering the case ‘‘many b’’. In order to find jv0 , we perform a bisection search procedure, denoted as B0.
Let VB0 and UB0 be lower and upper bounds on jv0 : VB0 ≤ jv0 ≤ UB0. At the beginning, we set UB0 = jv1 − t and VB0 = i0. Let
us describe a generic iteration of procedure B0.
Generic iteration of procedure B0
Compute UB0− VB0. If UB0− VB0 = 0, then set jv0 = VB0 and stop. Otherwise, calculate k = b(VB0 + UB0)/2c and perform
the following computation.
1(B0). If αk = a, then calculate x1 = α(Sk+1,t+1) and x2 = α(Sk+1,t). Exactly one of the following three cases will take
place:
1(B0).1. x1 = (t + 1)b,
1(B0).2. x1 = tb+ a and x2 = tb,
1(B0).3. x2 ≤ (t − 1)b+ a.
In the case 1(B0).1, reset VB0 := min{k+ t + 2,UB0} and go to the next iteration. In the case 1(B0).3, reset UB0 := k and
go to the next iteration. In the case 1(B0).2, there are two further cases to consider:
1(B0).2a. k ∈ {ji | i = v0 + 1, v0 + 2, . . . , v1 − 1} and
1(B0).2b. k+ t + 1 ≤ jv0 .
In the former case, we must have a situation shown in Fig. 7.
Index k− t − q(t + 1) is a lower bound on jv0 . In order to find this index, consider the problem
min hB0(i) = α(b
(2))
|b(2)| i+
⌈n
i
⌉
=
(
a+ t
t + 1
)
i+
⌈n
i
⌉
,
subject to i ∈ HB0 := {k+ 1− h(t + 1) | h = 0, 1, . . . , q(B0)max}.
Observe that {k + 1 − q(t + 1), k + 1 − (q − 1)(t + 1), . . . , k + 1} is the maximal set of consecutive indices i ∈ HB0
containing k+ 1 such that hB0(i) = hB0(k+ 1) for all i ∈ {k+ 1− q(t + 1), k+ 1− (q− 1)(t + 1), . . . , k+ 1}. Similar to
the procedure in Theorem 1, find the left-most index k+ 1− q(t + 1) of the above set.
If α(Sk−t−q(t+1),t) = (t − 1)b+ a, then reset UB0 := max{k− t − q(t + 1), VB0} and go to the next iteration. Otherwise,
case 1(B0).2a does not take place and case 1(B0).2b takes place. Reset VB0 := min{k+ t+1,UB0} and go to the next iteration.
2(B0). If αk = b, then similar to the case 2(A0), try to find the largest index j(k) ∈ {k − 1, k − 2, . . . ,max{VB1, k − t}}
such that αj(k) = a. If index j(k) is not found, then reset VB1 := max{UB1, k+ 1} and go to the next iteration. If index j(k) is
found, reset k := j(k) and go to the case 1(B1). 
The time complexity of procedure B0 is O(log2 n). Thus, indices jv0 and jv1 can be found in O(log
2n) time for the case
‘‘many b’’.
Appendix D
We say that an index j is of the (k&a(u))-type if j ∈ Sk,|a(u)| and Sk,|a(u)| = a(u). It is of the k&b(u)-type if j ∈ Sk,|b(u)| and
Sk,|b(u)| = b(u). An arbitrary index j is of the (j&a(1))-type if α(Sj,|a(1)|) = αj = a. It is of the (j&b(1))-type if αj = b.
Consider the case ‘‘many a(r)’’. In each of procedures A0r and A1r, we use a subroutine, denoted as TypeA(i). Given
index i, i(r)0 ≤ i ≤ i(r)1 , this subroutine identifies if i is of the (k(i)&a(r))-type or it is of the (k(i)&b(r))-type for some k(i).
It performs the identification process iteratively: knowing that index i is of the (ku(i)&a(u))-type or (ku(i)&b(u))-type, it
determines that this index is of the (ku+1(i)&a(u+1))-type or (ku+1(i)&b(u+1))-type, u = 1, . . . , r − 1. The subroutine uses
values t(v), α(a(v)), α(b(v)), |a(v)| and |b(v)|, v = 1, 2, . . . , r−1, as input information. In the subroutine, we assume that the
α-values are calculated according to the formula α(Sj,τ ) =
⌈
n
j
⌉
−
⌈
n
j+τ
⌉
for any sequence Sj,τ such that i0 ≤ j < j+ τ ≤ i1.
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Subroutine Type A(i)
Step 1A. Set j = i and u = 1.
Step 2A. We know that between two consecutive b(u) there are t(u) or t(u) − 1 numbers of a(u). There are the following two
cases to consider.
2A.1. If index j is of the (j&b(u))-type, then check the type of index j′ := j−t(u)|a(u)|. This index is of the (j′&a(u))-
type if α(Sj′,|a(u)|) = α(a(u)).
If index j′ is of the (j′&a(u))-type, then reset j := j′ and determine its type as the (j&a(u+1))-type. If u = r − 1,
then stop: index i is of the (j&a(r))-type. If u < r − 1, then reset u := u+ 1 and repeat Step 2A.
If index j′ is not of the (j′&a(u))-type, then reset j := j− (t(u)− 1)|a(u)| and determine its type as the (j&b(u+1))-
type. If u = r − 1, then stop: index i is of the (j&b(r))-type. If u < r − 1, then reset u := u + 1 and repeat
Step 2A.
2A.2. If index j is of the (j&a(u))-type, then find the smallest index l(j) > j such that l(j) is of the (l(j)&b(u))-
type. We know that l(j) ∈ {j + |a(u)|, j + 2|a(u)|, . . . , j + t(u)|a(u)|}. A bisection search over the latter range
can be performed to find l(j). In order to partition the search interval for l(j), we can use the fact that l(j) ∈
{j+ v|a(u)|, j+ (v+ 1)|a(u)|, . . . , j+w|a(u)|} if α(Sj+v|a(u)|,(w−v)|a(u)|+|b(u)|) = (w− v)α(a(u))+ α(b(u)). It is easy to
see that the index l(j) can be found in O(log t(u)) time.
Once index l(j) has been found, reset j := l(j) and go to the case 2A.1. 
Since one iteration of Step 2A requires O(log t(u)) time and the number of its iterations is r − 1, subroutine TypeA(i)
requires O(r log n) time.
In order to find j(r)
v
(r)
0
, we perform a bisection search procedure, denoted as A0r. Let VA0r and UA0r be the lower and upper
bounds on j(r)
v
(r)
0
: VA0r ≤ j(r)
v
(r)
0
≤ UA0r . At the beginning, we set VA0r = i(r)0 and UA0r = i(r)1 − |a(r+1)| − |b(r+1)| + 1. Below we
describe a generic iteration of procedure A0r.
Generic iteration of procedure A0r
Compute UA0r − VA0r . If UA0r − VA0r = 0, then set j(r)
v
(r)
0
= VA0r and stop. Otherwise, calculate l = b(VA0r + UA0r)/2c. Apply
subroutine TypeA(l) to determine the type of the index l. There are the following two cases to consider.
1(A0r). Index l is of the (k&b(r))-type. Calculate x1 = α(Sk+|b(r)|,|b(r+1)|) and x2 = α(Sk+|b(r)|,(t(r)−1)|a(r)|). Exactly one of the
following three cases will take place:
1(A0r).1. x1 < α(b(r+1)),
1(A0r).2. x1 = α(b(r+1)) and x2 = (t(r) − 1)α(a(r)),
1(A0r).3. x2 > (t(r) − 1)α(a(r)).
In the case 1(A0r).1, reset UA0r := k + |b(r)| and go to the next iteration. In the case 1(A0r).3, reset VA0r := min{k +
2|b(r)|,UA0r} and go to the next iteration. In the case 1(A0r).2, there are two further cases to consider: k+ |b(r)| ∈ {j(r)i | i =
v
(r)
0 + 1, v(r)0 + 2, . . . , v(r)1 } and k+ |b(r+1)| + 1 ≤ j(r)v(r)0 . In the former case, consider the problem
min hA0r(i) = α(b
(r+1))
|b(r+1)| i+
⌈n
i
⌉
, subject to i ∈ HA0r := {k− h|b(r+1)| | h = 0, 1, . . . , q(A0r)max },
where q(A0r)max is determined from k− (q(A0r)max + 1)|b(r+1)| < VA0r ≤ k+ q(A0r)max |b(r+1)|.
Let {k − q|b(r+1)|, k − (q − 1)|b(r+1)|, . . . , k} be the maximal set of consecutive indices i ∈ HA0r containing k such that
hA0r(i) = hA0r(k) for all i ∈ {k− q|b(r+1)|, k− (q− 1)|b(r+1)|, . . . , k}. Similar to the procedure in Theorem 1, we can find the
left-most index k− q|b(r+1)| of the above set in a constant time.
If α(Sk−q|b(r+1)|−t(r)|a(r)|,t(r)|a(r)|) = t(r)α(a(r)), then reset UA0r := max{k − q|b(r+1)| − t(r)|a(r)|, VA0r} and go to the next
iteration. Otherwise, reset VA0r := min{k+ |b(r)| + |b(r+1)|,UA0r} and go to the next iteration.
2(A0r). Index l is of the (k&a(r))-type. Try to find the largest index j(k) ∈ {k − |a(r)|, k − 2|a(r)|, . . . ,max{VA0r , k −
(t(r) − 1)|a(r)|}} such that j(k) − |b(r)| is of the (j(k) − |b(r)|&b(r))-type. A bisection search over the range k − |a(r)|, k −
2|a(r)|, . . . ,max{VA0, k− (t(r)−1)|a(r)|} can be performed to find j(k) or establish that it does not exist. In order to partition
the search interval for j(k), we use the fact that j(k) ∈ {k− v|a(r)|, . . . , k− (v + 1)|a(r)|, k− w|a(r)|}, w > v, if and only if
α(Sk−w|a(r)|−|b(r)|,(w−v+1)|a(r)|+|b(r)|) ≥ (w− v)|a(r)|+ |b(r)|. It is easy to see that the existence of index j(k) can be established
and the index itself can be found in O(log t(r)) time. If index j(k) is not found, then reset UA0r := max{VA0r , k− |b(r+1)|} and
go to the next iteration. If index j(k) is found, reset k := j(k)− |b(r)| and go to the calculation of x1 and x2 in the case 1(A0r).

Observe that in all the cases of the generic iteration of procedure A0r, the number of the sequences a(r) between the
current lower and upper bounds on j(r)
v
(r)
0
is at least halved. Therefore, the number of its iterations does not exceed O(log n).
Each iteration requires O(r log n) time. Therefore, the overall time complexity of procedure A0r is O(r log2 n).
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We continue considering the case ‘‘many a(r)’’. In order to find j(r)
v
(r)
1
, we perform a bisection search procedure, denoted
as A1r. Let VA1r and UA1r be the lower and upper bounds on j
(r)
v
(r)
1
: VA1r ≤ j(r)
v
(r)
1
≤ UA0r . At the beginning, we set
VA1r = j(r)
v
(r)
0
+ |a(r+1)| and UA1r = i(r)1 − |b(r+1)| + 1. Below we describe a generic iteration of procedure A1r.
Generic iteration of procedure A1r
Compute UA1r − VA1r . If UA1r − VA1r = 0, then set j(r)
v
(r)
1
= VA1r and stop. Otherwise, calculate l = b(VA1r + UA1r)/2c. Apply
subroutine TypeA(l) to determine the type of the index l. There are the following two cases to consider.
1(A1r). Index l is of the (k&b(r))-type. Calculate x1 = α(Sk+|b(r)|,|a(r+1)|) and x2 = α(Sk+|b(r)|,t(r)|a(r)|). Exactly one of the
following three cases will take place:
1(A1r).1. x1 < α(a(r+1)),
1(A1r).2. x1 = α(a(r+1)) and x2 = t(r)α(a(r)),
1(A1r).3. x2 > t(r)α(a(r)).
In the case 1(A1r).1, reset UA1r := max{k − (t(r) − 1)|a(r)|, VA1r} and go to the next iteration. In the case 1(A1r).3, reset
VA1r := min{k + |b(r)|,UA1r} and go to the next iteration. In the case 1(A1r).2, there are two further cases to consider:
k+|b(r)| ∈ {j(r)i | i = v(r)0 + 1, v(r)0 + 2, . . . , v(r)1 − 1} and k− (t(r)− 1)|a(r)| ≥ j(r)v(r)1 . In the former case, consider the problem
min hA1r(i) = α(a
(r+1))
|a(r+1)| i+
⌈n
i
⌉
, subject to i ∈ HA1r := {k+ h|a(r+1)| | h = 0, 1, . . . , q(A1r)max },
where q(A1r)max is determined from k− (q(A1r)max + 1)|a(r+1)| < VA1r ≤ k+ q(A1r)max |a(r+1)|.
Let {k, k + |a(r+1)|, . . . , k + (q − 1)|a(r+1)|} be the maximal set of consecutive indices i ∈ HA1r containing k such that
hA1r(i) = hA1r(k) for all i ∈ {k, k+|a(r+1)|, . . . , k+(q−1)|a(r+1)|}. Similar to the procedure in Theorem1, find the right-most
index k+ (q− 1)|a(r+1)| of the above set.
If α(Sk+q|a(r+1)|+1,|b(r+1)|) = α(b(r+1)), then reset VA1r := min{k + q|a(r+1)| + 1,UA1r} and go to the next iteration.
Otherwise, reset UA1r := min{k− (t(r) − 1)|a(r)|, VA1r} and go to the next iteration.
2(A1r). Index l is of the (k&a(r))-type. Try to find largest index j(k) ∈ {k − |a(r)|, k − 2|a(r)|, . . . ,max{VA0, k −
(t(r) − 1)|a(r)|}} such that j(k) − |b(r)| is of the (j(k) − |b(r)|&b(r))-type. If index j(k) is not found, then reset UA1r :=
max{VA1r , k− |b(r+1)|} and go to the next iteration. If index j(k) is found, reset k := j(k)− |b(r)| and go to the calculation of
x1 and x2 in the case 1(A1r). 
The time complexity of procedure A1r is O(r log2 n).
Consider the case ‘‘many b(r)’’. In each of the procedures B0r and B1r, we use a subroutine, denoted as TypeB(i). Given
index i, i(r)0 ≤ i ≤ i(r)1 , this subroutine identifies if i is of the (k(i)|a(r))-type or it is of the (k(i)|b(r))-type for some k(i). It is
similar to subroutine TypeA(i).
Subroutine Type B(i)
Step 1B. Set j = i and u = 1.
Step 2B. We know that between two consecutive a(u) there are t(u) or t(u) − 1 number of b(u). There are the following two
cases to consider.
2B.1. If index j is of the (j|a(u))-type, then check the type of the index j′ := j+|a(u)|+ (t(u)− 1)|b(u)|. This index
is of the (j′|b(u))-type if α(Sj′,|b(u)|) = α(b(u)).
If index j′ is of the (j′|b(u))-type, then determine the type of the index j as the (j|b(u+1))-type. If u = r − 1, then
stop: index i is of the (j|b(r))-type. If u < r − 1, then reset u := u+ 1 and repeat Step 2B.
If index j′ is not of the (j′|b(u))-type, then determine the type of the index j as the (j|a(u+1))-type. If u = r − 1,
then stop: index i is of the (j|a(r))-type. If u < r − 1, then reset u := u+ 1 and repeat Step 2B.
2B.2. If index j is of the (j|b(u))-type, then find the largest index l(j) < j such that l(j) is of the (l(j)|a(u))-type.
We know that l(j) ∈ {j− |b(u)|, j− 2|b(u)|, . . . , j− (t(u) − 1)|b(u)|}. A bisection search over the latter range can be
performed to find l(j). Similar to the case 2A.2, index l(j) can be found in O(log t(u)) time.
Once index l(j) has been found, reset j := l(j) and go to the case 2B.1. 
Subroutine TypeB(i) requires O(r log n) time.
In order to find j(r)
v
(r)
1
for the case ‘‘many b(r)’’, we perform a bisection search procedure, denoted as B1r. Let VB1r and
UB1r be the lower and upper bounds on j
(r)
v
(r)
1
: VB1r ≤ j(r)
v
(r)
1
≤ UB1r . At the beginning, we set VB1r = i(r)0 + |a(r+1)| and
UB1r = i(r)1 − |b(r+1)| + 1. Let us describe a generic iteration of procedure B1r.
Generic iteration of procedure B1r
Compute UB1r − VB1r . If UB1r − VB1r = 0, then set j(r)
v
(r)
1
= VB1r and stop. Otherwise, calculate l = b(VB1r + UB1r)/2c. Apply
subroutine TypeB(l) to determine the type of the index i. There are the following two cases to consider.
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1(B1r). Index l is of the (k&a(r))-type. Calculate x1 = α(Sk+|a(r)|,|a(r+1)|) and x2 = α(Sk+|a(r)|,(t(r)−1)|b(r)|). Exactly one of the
following three cases should take place:
1(B1r).1. x1 > α(a(r+1)),
1(B1r).2. x1 = α(a(r+1)) and x2 = (t(r) − 1)α(b(r)),
1(B1r).3. x2 < (t(r) − 1)α(b(r)).
In the case 1(B1r).1, reset VB1r := k and go to the next iteration. In the case 1(B1r).3, reset UB1r := max{k− |b(r+1)|, VB1r}
and go to the next iteration. In the case 1(B1r).2, there are two further cases to consider: k + |b(r)| ∈ {j(r)i | i =
v
(r)
0 , v
(r)
0 + 1, . . . , v(r)1 − 1} and k− |b(r+1)| ≥ j(r)v(r)1 . In the former case, consider the problem
min hB1r(i) = α(a
(r+1))
|a(r+1)| i+
⌈n
i
⌉
, subject to i ∈ HB1r := {k+ |a(r)| + h|a(r+1)| | h = 0, 1, . . . , q(B1r)max },
where q(BA1r)max is determined from k+ q(B1r)max |a(r+1)| ≤ VB1r < k+ (q(B1r)max + 1)|a(r+1)|.
Let {k+|a(r)|, k+|a(r)|+ |a(r+1)|, . . . , k+|a(r)|+q|a(r+1)|} be themaximal set of consecutive indices i ∈ HB1r containing
k such that hB1r(i) = hA1r(k + |a(r)|) for all i ∈ {k + |a(r)|, k + |a(r)| + |a(r+1)|, . . . , k + |a(r)| + q|a(r+1)|}. Similar to the
procedure in Theorem 1, find the right-most index k+ |a(r)| + q|a(r+1)| of the above set.
Ifα(Sk+|a(r)|+(q+1)|a(r+1)|,t(r)|b(r)|) = t(r)α(b(r)), then reset VB1r := min{k+(q+1)|a(r+1)|,UB1r} and go to the next iteration.
Otherwise, reset UB1r := min{k− |b(r+1)|, VB1r} and go to the next iteration.
2(B1r). Index l is of the (k&b(r))-type. Try to find the largest index j(k) ∈ {k − |b(r)|, k − 2|b(r)|, . . . ,max{VB1r , k −
(t(r) − 1)|b(r)|}} such that j(k) − |a(r)| is of the (j(k) − |a(r)|&a(r))-type. If index j(k) is not found, then reset VB1r :=
min{UB1r , k + |b(r)| + |a(r+1)|} and go to the next iteration. If index j(k) is found, reset k := j(k) − |a(r)| and go to the
calculation of x1 and x2 in the case 1(B1r). 
The number of iterations of procedure B1r does not exceed O(log n). Each iteration requires O(r log n) time. Therefore,
the overall time complexity of procedure B1r is O(r log2 n).
Continue considering the case ‘‘many b(r)’’. In order to find j(r)
v
(r)
0
, we perform a bisection search procedure, denoted as B0r.
Let VB0r and UB0r be the lower and upper bounds on j
(r)
v
(r)
0
: VB0r ≤ j(r)
v
(r)
0
≤ UB0r . At the beginning, we set UB0r = j(r)
v
(r)
1
− |a(r+1)|
and VB0r = i(r)0 . Below we describe a generic iteration of procedure B0r.
Generic iteration of procedure B0r
Compute UB0r − VB0r . If UB0r − VB0r = 0, then set j(r)v0 = VB0r and stop. Otherwise, calculate l = b(VB0r + UB0r)/2c. Apply
subroutine TypeB(l) to determine the type of the index i. There are the following two cases to consider.
1(B0r). Index l is of the (k&a(r))-type. Calculate x1 = α(Sk+|a(r)|,|b(r+1)|) and x2 = α(Sk+|a(r)|,t(r)|b(r)|). Exactly one of the
following three cases will take place:
1(B0r).1. x1 > α(b(r+1)),
1(B0r).2. x1 = α(b(r+1)) and x2 = t(r)α(b(r)),
1(B0r).3. x2 < t(r)α(b(r)).
In the case 1(B0r).1, reset VB0r := min{k + |a(r)| + |b(r+1)|,UB0r} and go to the next iteration. In the case 1(B0r).3,
reset UB0r := k and go to the next iteration. In the case 1(B0r).2, there are two further cases to consider: k ∈ {j(r)i | i =
v
(r)
0 + 1, v(r)0 + 2, . . . , v(r)1 − 1} and k+ |b(r+1)| ≤ j(r)v(r)0 . In the former case, consider the problem
min hB0r(i) = α(b
(r+1))
|b(r+1)| i+
⌈n
i
⌉
, subject to i ∈ HB0r := {k+ |a(r)| − h|b(r+1)| | h = 0, 1, . . . , q(B0r)max },
where q(B0r)max is determined from k− (q(B0r)max + 1)|b(r+1)| < VB0r ≤ k+ q(B0r)max |b(r+1)|.
Let {k+ |a(r)| − q|b(r+1)|, k+ |a(r)| − (q− 1)|b(r+1)|, . . . , k+ |a(r)|} be the maximal set of consecutive indices i ∈ HB0r
containing k+|a(r)| such that hB0r(i) = hB0r(k+|a(r)|) for all i ∈ {k+|a(r)|−q|b(r+1)|, k+|a(r)|−(q−1)|b(r+1)|, . . . , k+|a(r)|}.
Similar to the procedure in Theorem 1, find the left-most index k+ |a(r)| − q|b(r+1)| of the above set.
If α(Sk−(q+1)|b(r+1)|−|a(r+1)|,|a(r+1)|) = α(a(r+1)), then reset UB0r := max{k − (q + 1)|b(r+1)| − |a(r+1)|, VB0r} and go to the
next iteration. Otherwise, reset VB0r := min{k+ |b(r+1)|,UA0r} and go to the next iteration.
2(B0r). Index l is of the (k&b(r))-type. Try to find the largest index j(k) ∈ {k−|b(r)|, k− 2|b(r)|, . . . ,max{VB0r , k− (t(r)−
1)|b(r)|}} such that j(k)−|a(r)| is of the (j(k)−|a(r)|&a(r))-type. If index j(k) is not found, then resetVB0r := min{UB0r , k+|b(r)|}
and go to the next iteration. If index j(k) is found, reset k := j(k) − |a(r)| and go to the calculation of x1 and x2 in the
case 1(B0r). 
The time complexity of procedure B0r is O(r log2 n). Thus, indices j(r)
v
(r)
0
and j(r)
v
(r)
1
can be found in O(r log2 n) time for the
case ‘‘many b(r)’’.
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