The number of people affected by natural disasters or displaced by conflict, persecution, violence or human rights violations has been steadily increasing, doubling in a decade and reaching 141.1 million in 2017 (United Nations Office for the Coordination of Humanitarian Affairs (OCHA) in Global humanitarian overview 2017 (June status report), 2017. http://www.unocha.org/sites/unocha/files/dms/GHO-JuneStatusReport2017-EN.pdf). Fortunately, such trends have been accompanied by a growing research interest in the field of humanitarian logistics that investigates mechanisms which can improve assistance to disaster-affected communities and thus minimize human suffering. In spite of acknowledging a major difference between such an objective and the priorities of business logistics, many authors still adopt disaster relief problem formulations that aim to minimize costs. In this paper, we list a number of issues with the cost-minimizing approach, placing emphasis on the significant challenge of determining the controversial economic value of human suffering that is usually a part of such formulations. These issues can easily be circumvented by the alternative formulations that maximize response, i.e., minimize unmet demand directly. The aim of our study is to investigate if cost-minimizing formulations are ever more suitable to find good emergency strategies than the the alternative models that minimize unmet demand. The discussion about the two approaches is illustrated with the problem of increasing emergency preparedness by pre-positioning relief items at strategic locations. We evaluate the two formulations of the pre-positioning problem using a number of randomly generated instances and a case study focused on hurricane threat in the Gulf Coast area of the United States. The optimal solution of the model that minimizes unmet demand always meets at least the same percentage of demand as the cost-minimizing model, and is obtained in comparable computation time. Our study therefore suggests that putting a price on human life can and ergo should be avoided.
Motivation and literature review
Every year, natural and man-made disasters have devastating effects on millions of people around the world. An estimated 400,000 people lost their lives and more than 4,000,000 were affected in only two recent major natural disasters, the Indian Ocean earthquake and tsunami, and the Haiti earthquake (EM-DAT 2017) . What is worse, both natural and manmade disasters are expected to increase another five-fold over the next forty years due to environmental degradation, rapid urbanization and the spread of HIV/AIDS in the developing world (Thomas and Kopczak 2005) . This highlights the need for effective and efficient disaster response operations. Humanitarian logistics specializes in rapid provision of relief (such as emergency shelter, food, water or medicine) to affected areas, so as to minimize human suffering and death . For an introduction to humanitarian logistics or surveys of relevant literature, see Anaya-Arenas et al. (2014) , Altay and Green (2006) , Balcik et al. (2010) , Balcik et al. (2016) , Caunhye et al. (2012) , Çelik et al. (2012) and Jabbour et al. (2017) .
Most of the research in humanitarian logistics focuses on the post-event distribution of aid to people in need of assistance, e.g., , Barbarosolu and Arda (2004) , Buzón-Cantera et al. (2015) , Camacho-Vallejo et al. (2015) , Campbell et al. (2008) , Duhamel et al. (2016) , Holguín-Veras et al. (2014) , Perez et al. (2010) , Pérez-Rodríguez and Holguín-Veras (2015) , Sheu (2007) , Sheu (2014) , Van Hentenryck et al. (2010) , Vitoriano et al. (2011) and Zhang et al. (2015) . Aid distribution can be formulated as an optimization problem that decides which vehicles to employ to transport the relief items to which cities or villages that are affected by the disaster, with the goal of minimizing, for example, transportation cost or response time. However, disaster response can be further enhanced in the preparedness phase, before the occurrence of an emergency. Improving preparedness for natural and man-made disasters is one of the challenges of the EU Research and Innovation Horizon 2020 programme (European Comission Framework Programme for Research & Innovation Horizon 2017) . Some research suggests that every dollar invested into disaster preparedness saves seven dollars in disaster aftermath (United Nations Development Programme 2012).
One mechanism to increase preparedness is advance procurement and pre-positioning of relief inventory at strategic locations. This allows to additionally speed up emergency assistance and save more lives by reaching areas that could be otherwise inaccessible (Chapman et al. 2014; Duran et al. 2011; Holguín-Veras et al. 2014; Kunz et al. 2014) . In turn, it makes the optimization problem much more complicated as it increases the number of decisions that need to be made, before even knowing the scale and particularities of the disaster. Indeed, next to deciding about the transportation of supplies, one must also determine the location of storage facilities and the amount of relief items to be pre-positioned, all under uncertainty about the impacts of the disaster. The relatively little research that has been conducted on this topic fails to account for a number of complex aspects inherent to the problem, such as multiple commodity types, limited vehicle capacity or uncertainties about some of the emergency characteristics. An example of a formulation that is better able to capture most of these complexities can be found in Rawls and Turnquist (2010) . The authors formulate a mathematical model that decides on the number, location and size of storage facilities, the quantities of various types of emergency supplies stocked in each facility and the distribution of the supplies to demand locations after an event, under uncertainty about demands, survival of pre-positioned supplies and transportation network availability. The objective is to minimize a sum of different types of costs. Ahmadi et al. (2015) , Barbarosolu and Arda (2004) , Barzinpour and Esmaeili (2014) , Bozorgi-Amiri et al. (2013) , Chapman et al. (2014) , Davis et al. (2013) , de Brito Junior et al. (2013) , Döyen et al. (2012) , Gonçalves et al. Minimizing costs is a typical objective in business logistics, but it does not necessarily reflect the aforementioned priority of emergency response that is to minimize immediate risks to human health and survival . Even though many authors have explicitly addressed the fundamental distinctions between commercial supply chains and humanitarian relief chains Campbell et al. 2008; Holguín-Veras et al. 2012; Jin et al. 2015; Thomas and Kopczak 2005; Wassenhove 2006; Wassenhove and Pedraza Martinez 2012; Vitoriano et al. 2011) , cost-minimization is still a common trend in (both pre-and post-disaster) humanitarian logistics literature (Table 1) . A literature review in shows that minimizing costs is indeed the most prevalent objective (42%), while e.g. minimizing unmet demand is the objective in only 17% of listed papers. This remains true although a survey in Gralla et al. (2014) that measures the preferences of 18 experienced humanitarian logisticians indicates the amount of aid delivered as the most (and the costs as the least) valuable performance measurement. Due to a shortage of critical supplies in humanitarian relief chains which does not allow the demand to be completely satisfied, an economic value of human suffering is usually added to the cost-minimizing objective function of the mathematical models that describe the problem. A schematic literature review in Moreno et al. (2016) clearly shows that these shortage, i.e., unmet demand penalty costs are prevalent across the majority of humanitarian logistics models in the literature. Not only is this cost of human suffering controversial due to its ethical implications, it is also challenging to determine, while the quality of emergency response obtained by the model is extremely sensitive to this value, as we will show later in this paper.
The question naturally arises as to whether such proxies for human suffering are a necessary component of the objective function, i.e., whether they enable computing better emergency plans compared to formulations that do not incorporate such values, or if they yield somehow simpler or more suitable models. A study about the appropriate objective function in humanitarian logistics models (Holguín-Veras et al. 2013) argues that this is indeed the case: the authors conclude that the sum of logistics and deprivation costs is the most preferred objective, where the deprivation costs represent an economic value of human suffering that is a function of time an individual has been deprived of service. What is more, the authors suggest that minimizing unmet demand is the least meaningful objective. However, it is crucial to note that this study considers multi-period formulations that decide which locations receive which amounts of aid, at a given moment in time. This implies that locations with equal demands at a given moment in time might have different deprivation times. For example, people in one city might have had food delivered few hours earlier, while another city might have not received any food in days and should somehow be prioritized if we wish to have any meaningful model or a solution method. Simply minimizing the amount of unmet demand would ignore the time component altogether, what obviously makes it a poor choice of the objective. The practitioners confirm the importance of finding emergency plans that go beyond the capacity of a single delivery, and not only focus on early periods following the disaster (although these are the most crucial) (Luis et al. 2012) . Multi-period models should therefore often be encouraged as they are indeed able to better capture the complexities of many humanitarian logistics problems, but it is important to note that placing the study in this framework has had a strong effect on its outcomes. This point is amply discussed in Sect. 5.
Although we acknowledge the strengths of multi-period models, we also note that singleperiod models still dominate the humanitarian logistics literature. One reason for this might be their simplicity, but often these models do not necessarily oversimplify the problem. This can be especially true for preparedness problems, since it is difficult to expect that such detailed information about the (evolution of the) disaster, such as demands for each location for different points in time, would be known much before the occurrence of the disaster.
In this paper, we therefore aim to challenge the recommendations given in the aforementioned study (Holguín-Veras et al. 2013) by also investigating simpler single-period models.
To do so, we compare the cost-minimizing model that is commonly used to describe the prepositioning problem with an alternative formulation that, respecting the resource limitations, directly maximizes met demand. We show that the alternative model is able to achieve the same quality of emergency response in comparable computation time, without forcing the practitioners to assign a price to human life. This helps us to expand the discussion on the appropriate choice of the objective function in a number of different settings, in both singleand multi-period formulations. We hereby hope that this paper motivates further research on the development of humanitarian logistics models that are are able to produce superior emergency plans, but that are also user-friendly for the humanitarian organization practitioners.
We start the remainder of this paper with a formal description of the pre-positioning problem in Sect. 2, where we also introduce the case study and the random instances used throughout the paper. Sect. 3 presents the two different approaches to modelling the problem. Firstly, the common model that minimizes costs is presented, and is followed by a discussion about the issues with this formulation. These issues motivate us to present an alternative model in the second part of the section, that also illustrates how such a formulation offers more insights and flexibility to decision makers. Numerical experiments presented in Sect. 4 allow us to compare the two different approaches. In Sect. 5, we discuss a few other alternative analytical formulations used in the literature in order to identify the features that help to make our models user-friendly for practitioners in the field. The paper ends with a summary of key findings and possible directions for future work in Sect. 6.
Problem description
This section describes our representation of an instance and a solution of the problem of prepositioning emergency supplies, and it also includes a description of a number of problem instances that will be used throughout this paper. An example of a definition that captures many complexities of the pre-positioning problem is found in Rawls and Turnquist (2010) . We join the many authors that adopt this problem definition and therefore look at pre-positioning strategies that determine the number, location and size of storage facilities, the quantities of various types of emergency supplies stocked in each facility and the distribution of the supplies to demand locations after a disaster, under uncertainty about demands, survival of pre-positioned supplies and transportation network availability. These uncertainties are modelled through the use of a set of scenarios S.
Instance
Let {G s = (V, E s ) | s ∈ S} be a set of directed graphs, where the set of vertices V represents the cities, villages or communities that might be potential facility and/or demand locations, and the set of edges E s represents the roads that connect them in scenario s ∈ S, with the weight of an edge (i, j) being the distance L s i j from vertex i ∈ V to vertex j ∈ V in scenario s ∈ S. At any vertex i ∈ V that is a potential facility location (indicated by a binary coefficient F i ), a storage facility of a number of different categories q ∈ Q might be open. Facility categories differ in capacity V q and opening cost A q . We consider a set of different commodities k ∈ K (e.g., food, water, medicine, blankets, clothing) with V k , B k , C k denoting their unit volume, unit acquisition cost and unit transportation cost respectively. These commodities may be pre-positioned at open storage facilities, and distributed further to the demand locations after the disaster strikes. In the preparedness phase, these demands are still uncertain. Next to the uncertainty about the demands, we also consider uncertainty about the survival of pre-positioned supplies and transportation network availability.
The uncertainties that are considered can be represented in a number of different ways. The two most common approaches in the literature are robust optimization that only assumes that uncertain values lie in given bounded uncertainty sets (Ben-Tal et al. 2009; Bertsimas et al. 2011; Soyster 1973) , and stochastic programming that assumes that uncertain values follow given probability distributions (Birge and Louveaux 2011; Dantzig 2010; Kall et al. 1994) . The argument that is often used to speak in favour of robust optimization is that practitioners might not feel comfortable with probability distributions, whereas they would have no difficulty in, e.g., identifying the intervals that encapsulate the uncertain values.
However, we argue that practitioners undoubtedly have a better knowledge of how likely certain values are to occur and in which combinations. There is no need to lose such valuable data that can help to make more informed and better pre-positioning strategies. This explicit exploitation of all available information about uncertain values and their interdependencies is the advantage of stochastic programming that prompted us to adopt the stochastic description of uncertainty. An interesting case study that validates such a representation in disaster response optimization can be found in Barbarosolu and Arda (2004) . Therefore, in this paper, we model the uncertainties as a random vector with a finite number of possible realizations, called scenarios s ∈ S, with respective probability masses P s . The notation for an instance of the pre-positioning problem is summarized in Table 2 . For better readability, we adopt the standard notation from location-inventory-transportation and stochastic programming literature, by denoting the vertices and facility categories with subscripts and commodities and scenarios with superscripts.
In addition, using the instance information, we can pre-calculate a few other coefficients that will make the models in the next section more readable. For every scenario s ∈ S, it is easy to compute the shortest path distance matrix
, e.g., by employing the well-known Dijkstra algorithm (Dijkstra 1959) . Furthermore, we are interested in calculating the transportation cost between every pair of vertices in every scenario. Since the unit transportation cost varies across commodities, the transportation cost from one vertex to another will also depend on the amounts that are transported on this path. This makes it impossible to calculate the cost of traversing a path in the general case. Due to our choice of problem formulation (see Sect. 2.2), however, we will only be interested in the cost of traversing the shortest path from a vertex i ∈ V to a vertex j ∈ V, transporting the amounts of aid that correspond to the demands of the destination vertex in the given scenario s ∈ S :
If there is no path from vertex i ∈ V to vertex j ∈ V in scenario s ∈ S, we define this transportation cost to be −1. The notation for the auxiliary coefficients is listed in Table 3 . We conclude the definition of a problem instance with a description of a number of instances that will be used throughout this study. All the instances (together with the complete solutions obtained in the numerical experiments) are available on the author's website:
http://antor.uantwerpen.be/members/renata-turkes/ 
Proportion of pre-positioned commodity k ∈ K that remains usable 
cost of transporting the demands of vertex j ∈ V via the shortest path from vertex i ∈ V to vertex j ∈ V in scenario s ∈ S, otherwise
Toy instance
A toy example of an instance with three cities, two facility categories, two commodities and two scenarios is given in Table 4 and Fig. 1 . We assume that every vertex is a potential facility location, i.e., F 1 = F 2 = F 3 = 1.
The distance matrices in two possible disaster scenarios are the following: For the different types of aid that are in demand and might be pre-positioned at open storage facilities, their unit volume V k , unit acquisition cost B k and unit transportation cost C k are given Fig. 1 Toy instance graphs G 1 and G 2 represent three cities and the road network that connects them in two possible disaster scenarios, with probabilities of occurring P 1 and P 2 respectively. Every scenario s ∈ S is defined by the demand D ks i and proportion of aid that remains usable R ks i for every commodity k ∈ K and every vertex i ∈ V, together with the availability of every edge that is indicated in the graph
Case study
We consider the case study addressing hurricane risks in the south-eastern area of the United States which is introduced in Rawls and Turnquist (2010) and later widely used in the literature for the problem of pre-positioning emergency supplies, e.g., in Hong et al. (2015) , Lodree et al. (2012) and Pradhananga et al. (2016) . This instance consists of a graph of 30 vertices and 58 edges (Fig. 2) , 3 facility categories, 3 commodities and 51 scenario that are constructed based on historical records from a sample of 15 hurricanes in the region.
Random instances
In order not to base our conclusions on a single case study, we also introduce an instance generator that returns a random instance random-instance-|V|-|Q|-|K|-|S| for a given number of vertices |V|, facility categories |Q|, commodities |K| and scenarios |S|. The vertices are randomly generated and lie in the square [0,500] × [0,500], with a random non-zero percentage of them being potential facility locations. There exists an edge between every vertex and the three vertices that are closest to it. The properties of different facility categories and commodities are initialized to some reasonable random values. The average vehicle speed is set to 30. Scenario 0 corresponds to no disaster (zero demands and no damages), while the other scenarios have a landfall that is a random vertex, and a magnitude of the disaster that is a random integer in [1, 5] . A random percentage of vertices in each scenario have zero demands. Non-zero demand of each commodity at every vertex in each scenario is a random number that is directly related to the magnitude of the disaster, and inversely related to the distance from the landfall and the unit volume of the commodity. The proportions of aid that remain usable are generated in a similar fashion. In each scenario, a small percentage of edges might be destroyed. Probabilities of scenarios are randomly generated. We defined the budgets (necessary to carry out the sensitivity analyses in Sect. 3.2) as reasonable random percentages of the costs required to meet the expected total demand.
Solution
To solve the pre-positioning problem is to develop a strategy that determines:
-the number, location and category of storage facilities to open, represented with binary variables x iq that indicate whether a facility of category q ∈ Q is open at vertex i ∈ V, -the amount y k i of commodity k ∈ K to pre-position at every open facility at i ∈ V, and -the aid distribution strategy, represented by binary variables z s i j that indicate whether a facility open at vertex i ∈ V serves the demands of vertex j ∈ V in scenario s ∈ S.
In fact, aid distribution decisions z s i j are not truly a part of a solution of the pre-positioning problem. Indeed, pre-positioning strategies are developed before a disaster and therefore do not need to incorporate decisions about the transportation of the pre-positioned aid from the storage facilities to the demand locations in every possible disaster scenario. In the preparedness phase, the practitioners only wish to know where to open the facilities and what to store there. However, we also determine how the pre-positioned aid would be distributed as this allows us to assess the number of people that could be reached, and thus evaluate the quality of the location and inventory decisions we consider implementing.
In our formulation, we consider the aid distribution as an assignment rather than a network flow or a routing problem: the decision variable z s i j indicates if the vertex j ∈ V is assigned to (be fully served by) a facility open at vertex i ∈ V in scenario s ∈ S. Often in the literature, the aid distribution is modelled as a network flow problem (e.g., Barbarosolu and Arda 2004; Rawls and Turnquist 2010; Vitoriano et al. 2011) , since there exist extremely efficient algorithms to solve it (Ford and Fulkerson 1956; Goldberg and Tarjan 1988; Orlin 2013) . However, these formulations tend to over-simplify the distribution problem as they do not allow to take into account the capacity nor the number of vehicles needed to transport different commodities. On the other hand, if aid distribution were to be considered as a routing problem, we would have to decide on a routing scheme for each scenario s ∈ S, which is computationally demanding and is not necessarily more realistic: once a disaster happens, it is highly unlikely that it will completely match one of the considered scenarios, implying that the routing decisions made would be entirely useless.
The decision to model the aid distribution problem as an assignment problem is further motivated by the following considerations. First, serving a demand location from multiple facilities is operationally overly complex for a chaotic setting after a disaster, e.g., carrying out a plan where 20% of demand of one commodity and 73% of demand of another commodity of a vertex are served by one facility, and the remainder by another (or more) facilities. Second, making the decisions binary (a vertex is assigned to a facility or not) is also more suitable for heuristic procedures that are necessary for complex real-world problems like the problem of pre-positioning emergency supplies. Ultimately, for the purpose of this study, the choice of aid distribution formulation is irrelevant, as it will be adopted by both models of the pre-positioning problem that we wish to analyse and compare.
We assume that the aid will be transported using the shortest path from the facility to the demand vertex. When evaluating the costs, we do not worry about the vehicles returning back to their respective facilities. Indeed, this sometimes might not be possible, as a path from the vertex to the facility does not necessarily exist; but we assume that the priority is to reach a demand vertex. The number of vehicles placed at a facility will be the minimum number of vehicles needed to cover the demand of all vertices assigned to the facility across all scenarios. In a different version of the problem, we could introduce the number of vehicles to be placed at facilities as additional decisions to be made, or assume a constant number of vehicles at each facility category and impose constraints on the number of utilized vehicles.
A solution of the pre-positioning problem is summarized in Table 5 .
Choice of objective(s)
In this section, we present two different approaches to modelling the problem of prepositioning emergency supplies. In both cases, it is formulated as a two-stage stochastic mixed-integer programming problem (for an introduction to stochastic programming, see Amount of commodity k ∈ K pre-positioned at vertex i ∈ V z s i j 1, if the facility open at vertex i ∈ V fully meets the demands of vertex j ∈ V in scenario s ∈ S 0, otherwise Table 6 Additional coefficients and decision variables that can be introduced as a part of an instance and solution of the pre-positioning problem respectively, to facilitate minimizing costs in the formulation (1)- (11) Additional coefficients
Oversupply of commodity k ∈ K pre-positioned at vertex i ∈ V in scenario s ∈ S Birge and Louveaux 2011), but with an important difference in the objective function. We start the section with a description of the more common approach that minimizes costs, and follow it by a discussion about what we consider as the major issues of such an approach. These issues lead us to an alternative model that, respecting the budget constraints, maximizes response directly. Following a description of the alternative model, we give a few examples that show how it also offers more flexibility and insights to decision makers.
Minimize costs
Although most researchers acknowledge many differences between humanitarian and business logistics, an interesting trend can be seen in humanitarian logistics literature: the common objective is still to minimize costs (Sect. 1). Since it often cannot be imposed that all people in need must receive assistance, simply minimizing logistics costs would in this case yield no service provided whatsoever. In order to circumvent this, certain penalty costs for unmet demand are generally introduced and added to the objective. The motivation of an emergency plan then becomes to minimize the sum of logistics costs and these costs for unmet demand (amongst others). The model (1)- (11) below is an adapted version of one such model that is introduced in Rawls and Turnquist (2010) and widely adopted in the literature. In the original model, the aid distribution is formulated as a network flow problem. We adjusted this part to match the assignment problem formulation adopted earlier for the aid distribution problem. As it was suggested, next to the instance and solution information that is given in the previous section, additional coefficients U k , O k , and decision variables u ks i , o ks i , are introduced to help calculate the penalty costs of under-and also oversupply ( Table 6 ).
The model is now as follows.
The objective of the model is to minimize the expected costs over all scenarios, resulting from opening the facilities, aid procurement, transportation of the supplies to the demand locations, unmet demand penalty costs and holding cost for unused aid (1):
The first set of constraints (2) limits the number of open facilities at a vertex to one or zero, depending if the vertex is a potential facility location or not. The second set of constraints (3) ensures that aid is only stored at vertices where a facility is open, and limits the amount of pre-positioned aid to the capacity of that facility. The next set of constraints (4), together with constraints (8) and (10), makes certain that each vertex is assigned to at most one facility and at the same time defines the variables that represent undersupply. The set of constraints (5), together with (11), limits the amount of aid transported from a vertex to the amount of aid that remained usable, while the remaining commodities define the oversupply variables. In other words, there must be enough usable aid at each facility to fully serve the demands of all vertices that are assigned to it. Constraints (9) make sure that a demand vertex is only assigned to a facility if it can be reached from it, while the remaining (6)-(11) are positivity and integrality constraints.
An objective function that resembles the objective of the above presented model has some major drawbacks. To start with, cost minimization does not properly reflect priorities of disaster relief. In particular, pre-positioning aid at strategic locations in the preparedness phase might even end up being more costly than simply procuring the required relief items after the disaster, due to maintenance costs of storage facilities and inventory holding and spoilage costs. However, pre-positioning strategies allow speeding up emergency assistance and saving more lives by reaching areas that could be otherwise inaccessible. This corresponds to the ultimate goal of an emergency response, that is to provide assistance to as many people as possible, as soon as possible.
Incorporation of penalty costs for unmet demand
might be perceived as somehow equivalent to minimizing unmet demand, i.e., saving more lives. However, determining the penalty costs U k that monetize unmet demand is a significant challenge. In an extreme case where U k is zero for every commodity k ∈ K, model (1)-(11) becomes underspecified and produces a trivial solution with no open facilities, no prepositioned aid and no people reached. Reversely, very high unmet demand penalty costs will ensure that more people receive the needed assistance, but the logistics costs will also increase drastically, often beyond available or even reasonable budget limits. We therefore end up with an unusable emergency plan, as we lack resources to actually carry it out. In general, for different penalty costs U k and O k , the model (1)- (11) produces solutions with logistics costs that might be much lower or greater than a reasonable budget and thus require experimenting with a pool of different possibilities to obtain a feasible emergency strategy that uses all the available resources. In most papers, these or similar penalty cost values are merely introduced for a single case-study they are tailored to, without further elaboration or guidance on how to define them for other problem instances. For example, for the case study they present in Rawls and Turnquist (2010) , the authors take Lambert and Stock 1993) . These values are, however, not necessarily reasonable for humanitarian logistics problems, since the aid might be purchased for a significantly lower price, or even donated for free. In any case, the oversupply/holding costs represent a real monetary cost and are not a focus of our study; for undersupply costs there is no guidance in the literature as these are extremely instance-dependant. Figure 3 shows how the quality of emergency response varies for different values of penalty costs U k , O k , for a few problem instances. For example, for a random instance with 30 vertices, 2 facility categories, 4 commodity types and 10 scenarios, (α, β) = (10, 0.25) proposes an emergency plan that has no open facilities, no pre-positioned aid and that therefore provides no assistance to the people in need. The pair (α, β) = (100, 0.25) yields a solution with the unmet demand of 33.099%, that could be even further decreased with α = 1000, although the logistics costs also unpredictably increase. For another problem instance, however, α = 100 still produces the trivial solution. What is more, if the aid would have been donated for free (B k = 0), solving the model for any (α, β) ∈ R × R would yield a trivial solution with no provided assistance, as the model would be simply minimizing the sum of facility and transportation costs; similar problem arises whenever the acquisition costs are small compared to the facility or transportation costs. Next to the difficulty in determining the penalty costs, assigning an economic value to human suffering is controversial due to its ethical implications. Having to define the undersupply costs U k implies having to define the cost of not providing the necessary supplies to people in need, and thus puts a cost on human suffering or even life.
It is important to note that minimizing transportation cost in general also differs greatly from minimizing response time. In this paper, we consider the response time as the sum of Fig. 3 The quality of emergency response changes with respect to changes in under-and oversupply penalty costs U k = α B k and O k = β B k respectively (recall that B k is the unit acquisition cost of commodity k ∈ K ), for a single instance and across different instances arrival times, but it can also be represented by the average arrival time or maximum, i.e., the latest arrival time. These objectives favour employing all available vehicles and shorter routes in order to provide assistance as soon as possible. Strong evidence that significantly better service times to beneficiaries are possible than those created by traditional cost-minimizing routing problems and algorithms is provided in Campbell et al. (2008) . It is crucial to keep in mind that the pressure of time in the relief chain is not a question of money but a difference between life and death (Wassenhove 2006).
Minimize unmet demand
In order to address the issues listed in the previous section, we formulate an objective function that drops the penalty costs as a proxy to maximize the response, but that directly aims to provide assistance to the greatest number of people possible, as soon as possible. This yields an alternative mathematical model that, respecting the budget constraints, minimizes unmet demand and response time in lexicographic order.
Lexicographic order of unmet demand and response time means that any emergency plan that reaches more people is always considered as superior, and only when we consider a number of plans with an equal percentage of unmet demand, the one with lowest response time is preferred. For example, we prefer a plan where 1000 people are reached in 100 h to a plan that reaches 900 people in 1 h. We might also opt for a scheme that provides assistance to a slightly lower number of people, but significantly faster (where we define what slightly or significantly means for us). For instance, we might permit a percentage of unmet demand that is within 1% of the minimum unmet demand, if the response time is considerably reduced, and thus favour a solution that reaches 999 people in 1 h rather than a solution that reaches 1000 people in 50 h. This percentile threshold can be varied by the practitioners to match their definition of what it means for one emergency plan to be better than another.
Tackling the two objectives can be done using a number of different frameworks, some of which we discuss in greater detail in Sect. 5. We avoided to congregate the objectives into a single objective function in order to avoid the issue of determining the weights, similarly to the issue of finding suitable penalty costs in the cost-minimization model. We choose the lexicographic order of the objectives as there is a natural order of importance of the two goals, that can be further manipulated as suggested.
In the alternative model, the budget for opening the facilities, aid acquisition and transportation become constraints, rather than the objective. This approach seems to be much more suitable for non-profit organizations . Next to the instance information that is given in the previous section, the user must therefore also provide the available budgets A, B and C for opening the facilities, aid acquisition and transportation respectively. In order to also be able to minimize the response time of an emergency plan, travel time matrices T s = [T s i j ] in each scenario need to be provided as part of an instance information. Due to differences in road condition and features, such as lane width or incline, roads of the same length might have different travelling times. If such detailed information is unavailable, however, travel times may be estimated from the distance matrices and the average speed V, what is what we did for the purpose of carrying out the sensitivity analyses in this section.
Furthermore, to improve the readability of the model, we can easily pre-calculate the average percentage of total demand in the given scenario that the given vertex accounts for:
If the total demand of a commodity in a scenario is zero, we define the percentage of demand of given commodity that any vertex accounts for to be one, i.e., Table 7 . Table 7 Additional coefficients can be introduced as a part of an instance and auxiliary coefficients can be derived from an instance of the pre-positioning problem, to facilitate minimizing unmet demand in the formulation (12) The model is now as follows.
The objective of the model is to maximize the expected average percentage of met demand (12). The sets of constraints (13), (14), (20)- (23) were already included and explained in the previous model (1)-(11). The set of constraints (15), together with (22), ensures that every vertex is served by at most one facility, and constraints (16) limit the aid that can be transported from a facility to the amount of pre-positioned aid that remained usable. Finally, constraints (17)-(19) represent the facility, acquisition and transportation budget limitations, respectively.
We decided to maximize the expected average percentage of met demand rather than the amount of met demand, as the total demands of different commodities might be of different magnitudes. Indeed, if, for example, the total demand is 10,000 bottles of water and 3 tents, the solution that delivers 999 bottles of water and 1 tent would be of the same quality as the solution that delivers 998 bottles of water and 2 tents if the solution quality was measured in the amount of met demand.
Let D * be the optimal met demand, i.e. the objective function value of the optimal solution obtained by solving the model above. To further optimize response time in lexicographic order, an additional model needs to be solved that minimizes total expected response time subject to the same constraints (13)- (23), with an additional constraint that guarantees that the unmet demand is not greater than the optimal value D * obtained from (12) 
s∈S i∈V j∈V
The definition of the lexicographic order can, as already noted, be relaxed by the practitioners to better describe what they believe constitutes as superior emergency plan. This can be done by replacing the additional constraint (26) with a relaxed constraint
that ensures that the unmet demand is within a given percentage p from the minimum unmet demand. By allowing the emergency strategy to meet a slightly lower percentage of demand, the response time might be significantly reduced. The time reduction might be of crucial importance, as it is able to ensure that the relief items are provided within a given time limit that avoids starvation, dehydration or an outbreak of epidemics. Figure 4 shows this correlation for a random instance with 15 vertices, 2 facility categories, 2 commodities and 5 scenarios. For this instance, allowing the percentage of unmet demand to be 0, 1, 2, 3, 4 and 5% greater than the optimal unmet demand reduces the total response time from 27.30 to 13.87 hours. For a given instance at hand, this simple analysis of different strictness levels of lexicographic order can therefore also offer flexibility to practitioners as it produces a number of diverse solutions to choose from. These solutions mirror the Pareto frontier, with the unmet demand and response time as the problem objectives. Manipulating the strictness of lexicographic order is therefore analogous to considering the model as bi-objective (with unmet demand and response time as the objectives) and employing the epsilon-constraint method to iteratively solve a series of auxiliary problems optimizing one of the objectives under changing constraints on the other objective.
Another type of examination that is made straightforward by the alternative model is the study of the effect of different budget limitations on the performance of emergency response. Sometimes emergency service can be significantly enhanced without a substantial increase in the budgets, at other times even a considerable increase in some of the budgets cannot improve the strategy. Simply running the model for different interesting values of budgets A, B and C can provide valuable managerial insights on the role of each of the budgets. Fig. 4 The alternative model allows to easily investigate the effect of the lexicographic order definition on the response time of an emergency plan, for a given problem instance. For a random instance with 15 vertices, 2 facility types, 2 commodities and 5 scenarios, allowing the percentage of unmet demand to be 0, 1, 2, 3, 4 and 5% greater than the optimal unmet demand may reduce the total response time from 27.30 to 13.87 hours
This analysis can help (to guide) fund-raising efforts. For instance, if the budget for opening the facilities proves to be the most restrictive, it would be worthwhile to lobby for low or no cost storage sites offered by, e.g., government officials. Herein lies the added value of considering three separate budget constraints rather that one limitation on the total logistics cost. The results can also be used to provide information to donors on how much spending a little more can influence the number of people reached. Overall, these simple experiments give more flexibility to the decision makers as they provide a number of different solutions to choose from. Since adjusting the budgets is much more straightforward than manipulating the completely intangible and controversial penalty cost for unmet demand, we expect this model to be more user-friendly for practitioners in the field. Again, carrying out such a sensitivity analysis is analogous to considering the pre-positioning problem as multi-objective (with unmet demand, response time and the different logistics cost as the objectives) and employing the epsilon-constraint framework to tackle the multiple objectives.
The results of such an experiment for a random instance with 15 vertices, 2 facility types, 2 commodities and 5 scenarios can be found in Table 8 and Fig. 5 . We start by increasing the pre-disaster budgets A and B by a given percentage (since increasing them individually rarely improves the quality of emergency plan), proceeding to increase the postdisaster budget C, and finally increasing all three budgets simultaneously. For the given instance, we can see that increasing the budgets (A, B) = (45,000, 8,666,000) even to (A, B) = (495,000, 95,326,000), while keeping the budget C fixed, still does not meet the demands fully. Indeed, even though there might be sufficient budget to open many facilities and procure all the necessary aid, there might not be any potential facility locations left to open new facilities. Similarly, if the pre-disaster budgets A and B are fixed, increasing the budget C beyond 90,000 does not seem to improve the quality of the emergency plan. Increasing the post-disaster transportation budget for this instance by only 30,000 improves the emergency service more than the 8,711,000 increase in the pre-disaster budget. Also, the budgets (A, B, C) = (90,000, 17,332,000, 30,000) are sufficient to satisfy the demands completely, although increasing them further reduces the time that is required to achieve this. A detailed investigation of these effects can be found in . Table 8 The alternative model allows to easily investigate the effect of different pre-and post-disaster budgets A, B and C on the emergency plan's performance, for a given problem instance The table shows the effects of a 20, 50, 100, 200, 500 and 1000% increase in pre-and/or post-disaster budgets for a random instance with 15 vertices, 2 facility types, 2 commodities and 5 scenarios Besides circumventing the issues of the cost-minimizing model, the alternative model therefore also gives practitioners the possibility to easily gain some further insights and explore a number of diverse emergency plans. In this section we gave a few examples of an inspection of a single problem instance, but the same experiments on an extensive set of instances could provide general managerial implications to guide comprehensive emergency response planning.
We note, however, that the above alternative model (12)- (23) is symmetric, as the objective function (12) only registers if a demand vertex is assigned to be served or not, without taking into account which facility meets its demand (unless restricted by a tight transportation budget constraint). It was especially for this reason that it became important to also compare the computation time needed to solve the two models in the numerical experiments that were carried out, presented in the next section.
Numerical comparison
We evaluated the two different mathematical models given in the previous section by comparing the optimal solutions obtained by CPLEX of a few problem instances. We compared the percentage of unmet demand of the emergency response strategies obtained using the two different approaches, together with the computation time needed to find those solutions. In the case of more complex instances where CPLEX runs out of memory, we terminate the optimization after a time limit of 12 h and report the CPLEX MIP relative gap. To obtain a meaningful comparison, we proceeded as follows.
Firstly, to be able to solve the first model, recall that we must explicitly define some of the weights in the objective function, i.e., under-and oversupply penalty costs U k and O k . We defined them to be U k = α B k , O k = β B k (B k is the unit acquisition cost of commodity k ∈ K), where α ∈ {0, 10, 100}, β ∈ {1, 0.25, 0}. For each pair (α, β), we found the solution of the model (1)-(11) that minimizes the sum of logistics costs and costs for underand oversupply. The minimum logistics costs for opening the facilities, aid acquisition and transportation were then set to be the budget limitations A, B and C respectively, that are necessary to solve the second model. Finally, we proceed to solve the second model (12)- (23) that minimizes unmet demand.
However, to ensure a sensible comparison of the two models with respect to the unmet demand, an adjustment to the alternative model that minimizes unmet demand needs to be made. The transportation budget constraints for every scenario (19) in the model (12)- (23) need to be replaced with a single aggregated constraint
This allows the optimal solution of the alternative model to also have a transportation cost in some scenarios that is greater than C, as long as the expected value across all scenarios is within the specified limit. Indeed, the transportation cost obtained from the solution of the cost-minimizing model (1)-(11) actually corresponds to the expected transportation cost across all scenarios. The actual transportation cost in some scenarios might be significantly greater than this expected value. Constraints (19) of the model (12)- (23) prohibit these situations, as they limit the transportation cost in every scenario by the obtained expected value. We opted for these constraints as it makes more sense in practice to require that the transportation budget constraint is not violated in any disaster scenario; they are only replaced here to allow for a fair comparison of the two approaches.
Finally, to avoid CPLEX numerical difficulties, we multiple each coefficient of the objective functions with a constant. In the first model (1)- (11), we multiply the coefficients with 1000, since the unit acquisition costs might be very small. Note however that it is not always straightforward to avoid numerical difficulties with the cost-minimizing model if the facility, acquisition and transportation costs have very different magnitudes, what can be seen as its additional drawback. In the second model (12)- (23), the objective function coefficients represent the percentages of total demand at a single vertex and can therefore be extremely small and difficult to differentiate. We therefore multiply the coefficients with the maximum total demand of a commodity in a scenario, what is the largest denominator.
The overview of the obtained results for the aforementioned instances is listed in Table 9 . The optimal solution of the alternative model naturally never has a greater percentage of unmet demand that the cost-minimizing model. Indeed, the following results guarantees that this must hold for any instance.
Theorem 1 Let f : X → R, g : X → R be arbitrary functions and α ∈ R + an arbitrary positive number. Let further x * 1 be the optimal solution of the optimization problem
and x * 2 be the optimal solution of
. Proof Since the optimal solution of the optimization problem (30) is x * 2 , the definition of a minimum implies that
. Similarly, since x * 1 is the optimal solution of the optimization problem (29), the definition of a minimum implies that
2 ), and since x * 2 is the optimal solution of optimization problem (30), we also know that g(
. If we consider f (x) to represent some unmet demand measure and g(x) the logistics costs of a solution of the pre-positioning problem, both formulations (29) and (30) (analogous to the models (1)- (11) and (12)- (23) respectively) yield the same optimal measure of unmet demand. The reason why the alternative model in the numerical experiments sometimes also yields lower expected average percentage of unmet demand is that this percentage directly corresponds to its objective function. On the other hand, the cost-minimizing model requires the unmet demand to be transformed into monetary units and thus minimizes (the sum of logistics costs and) the amount of unmet demand, weighted by their unmet demand penalty costs.
Numerical experiments show that the optimal solutions of the two models are obtained in similar computation time, even though aggregating transportation budget constraints for each scenario into a single transportation budget constraints increases the size of the solution space. The model that directly minimizes unmet demand therefore offers comparable performance as the cost-minimizing model, without considering any proxies that monetize human life.
Table 9
For any under-and oversupply penalty costs U k = α B k and O k = β B k , the optimal solution of the model that minimizes unmet demand always has lower or equal percentage of unmet demand than the model that minimizes costs, and is obtained in comparable times using CPLEX Instance 
Alternative modelling approaches
Although we show that the model that directly minimizes unmet demand avoids the drawbacks of the cost-minimizing approach while being able to obtain the same results, we find it important to acknowledge that minimizing unmet demand is not the superior objective for every problem definition or setting. For example, if the available budget is not known, minimizing costs seems to be a reasonable objective to assess operational needs (although this could also be done by minimizing unmet demand subject to different budget limitations, see Table 8 and Fig. 5 ). If we can assume that all demand can be met, minimizing response time or even logistics costs is definitely more reasonable (e.g., Camacho-Vallejo et al. 2015; Galindo and Batta 2013; Renkli and Duran 2015) . We do encourage, however, to make our mathematical models more user-friendly for practitioners by separating values that do not share a common standard of measurement. Only commensurable quantities with the same fundamental dimension (e.g., mass, time, length, temperature) may be compared, equated, added or subtracted, as the most basic rule of dimensional analysis instructs (Drobot 1953; Yunus and Cimbala 2006) . For instance, if we consider the incommensurable logistics costs and unmet demand, Theorem 1 proves that better results cannot be achieved by optimizing their sum rather than any of the objectives separately. Mathematical models that describe the pre-positioning problem (or other humanitarian logistics problems) and respect the rule of dimensional homogeneity can be formulated in a number of different ways. One way of doing this is to formulate the problem as a multi-objective one, although this increases its complexity as one then needs to find a way to tackle the multiple objectives. If there is an obvious order between the objectives, it is possible to solve the problem by considering them lexicographically, as we have done it in Sect. 3.2.
Goal programming is another mechanism that allows to congregate multiple incommensurable objectives, referred to as attributes, into a single objective function without violating the rule of dimensional homogeneity (Romero 2014) . A good example of a goal programming model that describes the problem of humanitarian aid distribution can be found in Vitoriano et al. (2011) . The objective of the goal programming model is to minimize the weighted sum of normalized percentage deviations of the attributes from their target values. However, this framework involves confronting a formidable challenge of determining the target values for each attribute. A common recommendation for the target of an attribute is the optimal value obtained by considering the attributes independently, but it requires to individually optimize each attribute. Merely minimizing costs to obtain the cost target would produce a trivial emergency plan that reaches no people, implying that an additional constraint that, e.g., ensures a certain quality of service would be imperative. However, doing this becomes analogous to the frameworks explained below that avoid the somewhat intricate goal programming techniques.
Another way to tackle multi-objective problems would be to solve them using the epsilonconstraint framework (Laumanns et al. 2006) . The epsilon-constraint iteratively solves single-objective versions of the multi-objective problem, with additional so-called epsilonconstraints, in order to enumerate all Pareto-optimal solutions. Good examples can be found in Burkart et al. (2017) and Tricoire et al. (2012) . In Tricoire et al. (2012) , the authors formulate the problem as a two-stage stochastic bi-objective mixed-integer programming model that decides on the location of storage facilities and the distribution plan that minimize the logistics costs and expected unmet demand. In this paper, the authors also explicitly elaborate why they chose such an approach over the computationally less expensive aggregation of the two objective functions f and g to a weighted average α f + βg with suitable weights α and β. According to the authors, it is a well-known practical problem that decision makers are often reluctant to define weights for conflicting objectives in advance. This is especially true for the humanitarian logistics problems, since to define the ratio between the weights amounts here to defining the monetary value of a human life. For these reason, the authors believe that a decision support system that requires that an a-priori ratio between monetary objective and life-related objective is fixed and then runs a black-box procedure based on this parameter would hardly be accepted.
Alternatively, if we wish to avoid multi-objective optimization altogether, we might separate the objectives into a single objective and an additional (probabilistic) constraint. In the example of assessing operational needs, for instance, the objective can be to minimize logistics costs, but respecting a constraint that ensures that at least a certain percentage of demand is met. This again allows the decision maker to change this percentage and investigate how it influences the costs that would enable such a quality of service. Adjusting the aimed percentage of demand to meet is much more straightforward than changing completely intangible and controversial unmet demand penalty costs. For examples, see Beraldi and Bruni (2009) or Hong et al. (2015) . In Hong et al. (2015) , the authors aim to minimize the logistics costs, subject to an additional constraint that ensures all demand is met with a given probability. This allows them to easily carry out sensitivity analysis to see how logistics costs increase with changing the probability p. The authors also agree that such a formulation might be preferable for practical purposes to model (1)- (11), as it avoids the difficult problem of estimating the unmet demand penalty costs. The formulation that we adopted in this paper uses the same approach, although reversely: the objective is to minimize unmet demand, while the logistics cost are kept within certain budgetary limits. The sensitivity analysis in this case can be carried out by varying the budget limitations and noting how this influences the percentage of unmet demand, as we have shown in Table 8 and Fig. 5 . We again note, however, that carrying out such analyses is analogous to considering the problem as multi-objective and solving is using the epsilon-constraint framework, as they both entail solving the problem a number of times while varying the tightness of a constraint.
Another mechanism to avoid multi-objective optimization is an introduction of a single multiplicative objective. It is interesting to note that, although comparing, equating, adding or subtracting incommensurable quantities violates the rule of dimensional homogeneity, the dimensions form a group under multiplication (Drobot 1953) . This implies that a formulation of the pre-positioning problem that, e.g., maximizes total met demand over total response time respects that rule. However, note that this objective does not differentiate an emergency strategy that reaches 10 people in 10 hours to a strategy that reaches 1 person in 1 h, and that it favours a strategy that reaches 10 people in 9 h to a strategy that reaches 100 people in 100 h. A constant could be added to one of the objectives to determine its relative importance, but that brings us back to the issue of determining such a constant. A better alternative would be to maximize time-weighted sum of demands or minimize demand-weighted sum of times [for examples, see Duran et al. (2011 ) or Huang et al. (2012 ], although these do not eliminate the need to properly asses the weights corresponding the each of the objectives.
Another study that stems from the same research question about the appropriate choice of the objective function in humanitarian logistics can be found in Holguín-Veras et al. (2013) . It is interesting to see that the conclusions of this paper seemingly contradict our findings: the authors suggest that minimizing unmet demand is the least meaningful objective found in the literature, while they promote minimizing the sum of logistic costs and (variable) costs for unmet demand. These costs for unmet demand are referred as deprivation costs and represent an economic value of the human suffering caused by lack of access to a good or service. Deprivation costs are therefore a function of the time an individual has been deprived of service, and their socio-economic characteristics (e.g., age, gender). However, it is crucial to note that the authors aim to decide in what order, how much and when to deliver to demand vertices during a given planning horizon (a number of deliveries has to be made at each demand location during the horizon), thus using a multi-period model to describe their problem. They also consider different urgency with which supplies may be needed at different locations. This means that vertices with equal demands can have different deprivation times, which obviously makes minimizing the amount of unmet demand a poor choice of the objective, as it ignores the time component altogether. Calculating deprivation costs bears similar problems as calculating the penalty costs for unmet demand: they are controversial since they put a price on human suffering and they are very difficult to calculate, which the authors themselves acknowledge. This becomes even more difficult if we consider multiple types of commodities and/or uncertainties about the demands (the paper only focuses on post-event distribution of one type of commodity). In the numerical experiments presented in the paper, these costs are calculated using willingness to pay for a commodity and statistical value of life. It is probably too optimistic to assume that practitioners would have this kind of information for any type of commodity and any country in the world. In addition, such a formulation does not allow for much flexibility: if the total logistic costs turn out to be too large, the decision maker is not able to make straightforward modifications to the model in order to explore a number of possibilities. We believe that the introduction of a deprivation measure is definitely a valuable contribution to the field, as it is better able to capture the complexities of many humanitarian logistics problems. This is especially true if the deprivation is properly adjusted to take into account the non-linearity of human suffering (e.g., a 2-day shortage of relief items is for an individual not necessarily "twice as bad" as a 1-day shortage of the same amounts of supplies). However, we do not find it necessary to further transform such a deprivation measure into a cost. Considering logistic costs and deprivation separately, we can opt for one of the alternatives discussed in this section. For example, the objective could be to minimize the total non-linear function of deprivation, while respecting given budget constraints, what is similar to the alternative model (12)-(23), as it aims to optimize the response directly. Reversely, logistics costs could be minimized, while ensuring that the total deprivation is under a certain limit. The latter two approaches avoid the need to define any intangible or controversial weights or penalties, and Theorem 1 guarantees the same objective function values.
Separating incommensurable values in the analytical formulations of humanitarian logistics problems eliminates the challenging task of determining intangible values that are necessary to congregate the different objectives of emergency response. The resulting mathematical models are therefore much easier to use for practitioners in the field.
Conclusions, limitations and future research
In this paper, we aimed to challenge the most common choice of the objective function in humanitarian logistics literature. For the single-period problem of pre-positioning emergency supplies that we used to illustrate our discussion, the common objective is to minimize costs that result from logistics costs (opening the facilities, aid acquisition and distribution) and unmet demand (and holding) penalty costs. Besides the fact that defining these unmet demand penalty costs forces the decision makers to assign an economic value to human suffering, we demonstrate that the quality of the emergency response that is obtained by such a model is extremely sensitive to these intangible values.
The issues of the cost-minimizing models led us to adopt an alternative formulation that directly minimizes unmet demand. Numerical experiments show that the optimal solution of the alternative approach never has a greater percentage of unmet demand than the costminimizing model, and is obtained in comparable computation time. Furthermore, we give a few examples that show how the alternative model offers more flexibility and insights about the problem at hand. The chief contribution of this paper does not lie in providing the particular alternative model, but in providing both theoretical and empirical evidence of the existence of an alternative that is able to remedy the aforementioned problematic issues of the cost-minimizing model, without any performance loss. These results therefore suggest that putting a price on human life can and thus should be avoided.
The practical importance of this work, both for academics and for practitioners, therefore lies in eliminating the need to guesstimate or calculate good values of the abstract unmet demand penalty costs that would yield good pre-positioning strategies (that also use reasonable resources). At the same time, they avoid the ethical issue of assigning a value to human suffering by not having to define such penalty costs. In addition, if commercial solvers would be used to solve the problem, the decision makers do not need to deal with possible numerical difficulties of cost-minimizing models in case that different logistics costs are of disparate magnitudes. All of these challenges can be circumvented by employing the weights-free alternative model, without making any sacrifices with respect to solution quality or computation time.
Nevertheless, we acknowledge that there do not exist only two polar opposites when it comes to tackling humanitarian logistics problems, nor that it is easy to make recommendations about the best choice of the objectives regardless of the context or the problem definition. For this reason, we extended the discussion further to other choices of objectives and analytical formulations. We argue that is possible and recommendable to make our mathematical models more user-friendly for practitioners by eliminating abstract weights or penalties that have no intrinsic value.
Hopefully, this discussion leastwise invites researchers to elaborate the choice of specific objectives and other modelling decisions in their writing and opens the floor for further dialogue on the topic. For instance, a promising objective seems to be a non-linear measure of deprivation, as it is better able to capture the complexities of humanitarian relief chains by considering the demands together with the urgency with which the supplies may be needed. So far, the standard approach that considers a measure of deprivation aims to minimize the sum of logistics costs and the deprivation cost that is function of the deprivation time. It would therefore be interesting to compare such a formulation to a mathematical model that aims to minimize the deprivation directly, without taking the next step that translates the deprivation into a cost to add to logistics costs.
