Abstract-Providing per node throughput fairness is an important challenge for Wireless Mesh Networks (WMNs) in order to achieve serviceability of the entire system. However, existing protocols provide poor performance results for nodes located more than one hop away from the gateways when the network load increases. In some cases, single-hop nodes dominate the network causing throughput starvations to multi-hop nodes. In this paper, we propose a novel and efficient Mesh Fairness Algorithm (MFA) to provide per node throughput fairness with very simple-state information that considers the packets' owners and the parents activity. Our key techniques for MAC coordination is that each node adjust its backoff counter based on activities of its parent and children. Additionally, we utilize scheduling model to establish a benchmark and compare our result with the developed benchmark. The simulation results indicate that the MFA provides per node throughput fairness in a single-branch of mesh networks with a small amount of network throughput degradation and packet overhead.
I. INTRODUCTION
Wireless Mesh Networks (WMNs) [1] , [2] , [3] have received significant attention these days since they can provide robust and reliable wireless broadband service access. Further, the WMNs do not require huge upfront investment and they can be deployed incrementally, one node at a time. The WMNs have board application such as broadband home networking, community and neighborhood networks, enterprise networking, disaster areas, military application, security surveillance, outer space and medical systems [3] . Similar to ad hoc networks, each node in the WMNs operates not only as a host but also as a router which forwards packets from other nodes. However, the main difference between a WMN and an ad hoc network is the traffic pattern. In the WMNs, all the traffic is either to or from a gateway which connects the WMNs to the Internet (community and neighborhood networks) or a control center (disaster areas, military application, and security surveillance). On the other hand, the traffic flows between arbitrary pairs of nodes in ad hoc networks. Although all the required networking protocols to implement the WMS are available in the form of ad hoc networks, significant research efforts are still needed before the WMNs can reach their full potential due to scalability of ad hoc routing and MAC protocols, throughput degradation as a result of multi-hop forwarding, and hidden terminals [3] , [4] .
Utilizing WMNs for broadband home networking, and community and neighborhood networks can significantly increase throughput of individual home or public "hot spots." Although commercial wireless LANs can achieve throughputs up to 800 Mb/sec, for residences and public places, throughputs remain dismally slower due to slow wired backhaul connections in the range of hundreds of kbps to lower tens of Mbps as provided by DSL or cable modems. Higher-speed wireline backhaul for residences and "hot spots" can technically be achievable; unfortunately it is not economically feasible to match the capacity of the backhaul link to that of the wireless LAN. WMN can be utilized to provide high-speed and low-cost Internet access for residences and public places such as a metropolitan network operations center or a university [25, 26] .
In the WMNs, achieving per node throughput fairness in case of ad hoc deployment or per Transit Access Point (TAP) [5] is very important in order to have successful WMNs' deployment for residences and public places. However, existing protocols result in poor performance, severe unfairness, and in some cases, starvation, for users located more than one hop away from the gateways when networks load increases [4] , [5] . Consider the "parking lot" scenario depicted in Fig. 1 which is utilized in Reference [5] . This scenario represents a single-branch in the access tree of the Wireless Mesh Networks with data rate 1Mbps. We assume that each branch uses an orthogonal frequency such that they do not interfere with each other. Therefore, the results obtained for a single branch represent system-wide behavior [5] . We run a simple experiment in which each node generates CBR traffic with the same data rate and the IEEE 802.11 MAC protocol with the four-way hand-shaking mechanism is deployed. As shown in Fig. 2 (a) , each node achieves the same throughput when the data rate of each node is up to 120kbps. Then, the node 1, the closest to the Gateway, dominates the throughput and achieves up to 66.11% of the total throughput while node 3, the furthest, gets as low as 1.11%. Furthermore, when the data rate of each node increases, overall network throughput increases until the date rate of 250kbps per node as shown in Fig. 2  (b) . However, after this point, the network throughput starts decreasing due to high collision rate and the dominance of Node 1. In this paper, we first develop a novel and efficient layer 2 fairness algorithm, namely Mesh Fairness Algorithm (MFA), to provide per node throughput fairness in a single-branch with a simple-state that considers the packets' owners and the parent's activity. In this algorithm, we employ three different strategies to achieve throughput fairness in the Mesh networks: 1) two-levels of queues in the MAC layer, 2) local coordination among parents and their children, and 3) different contention window size (Ws) for different packets and nodes. Second, we explore the effect of design space on the performance of our mechanism. Finally, we run extensive simulation to evaluate the performance of the MFA and compare the results with the TAP Fairness Reference Model, presented in [5] .
The MFA provides fairness among mesh nodes with optimal setting which requires the knowledge of the number of nodes in the single-branch. However, when the contention window size is set less than optimal values, the MFA does not achieve fairness while bigger contention window sizes cause the network throughput degradation. One of the advantages of wireless mesh networks is that they can be deployed incrementally, one node at a time. However, the MFA with commonly used First In First Out (FIFO) queue requires the change of its design parameters whenever the number of nodes increases or decreases. In order to eliminate this problem, we replace FIFO queue with Last In First Out (LIFO) queue. With the new queuing, the MFA provides fairness regardless of the number of nodes when the contention window size is set to 16. To achieve local coordination, the MFA requires nodes to transmit a dummy packet when they do not have any packet to transmit. However, in the worst case, the dummy packet causes only 1% network throughput reduction. When compared with the IEEE 802.11 MAC, the MFA provides throughput fairness while the IEEE 802.11 MAC favors the singlehop nodes and starves the multi-hop nodes. The MFA achieves 25kbps (6.7%) more network throughput even though the IEEE 802.11 favors the single-hop node. When we compare the MFA with the TAP reference model, the MFA provides 80% of the network throughput of the TAP reference model. As pointed out in Reference [5] , the TAP reference model requires perfect knowledge of network loads, collision-free scheduling, and networkwide synchronization. As mentioned in Reference [5] , this discrepancy occurs due to imperfect media access and collisions, and 70% to 85% the network throughput is in the range of the maximum achievable by the IEEE 802.11 as indicated by models and simulation studies.
The remainder of this paper is organized as follows. In Section 2, we review the related work. We present the Mesh Fairness Algorithm in Section 3. In Section 4, we present the simulation results of the MFA and compare with the TAP Fairness Reference Model. Finally, we conclude in Section 5.
II. RELATED WORK
Achieving fairness in ad hoc networks has received significant attention. While References [6] [7] [8] aim at implementing max-min fairness, References [9] [10] [11] [12] address proportional fairness. For multi-hop Wireless Mesh Networks (WMNs), there are multiple possible ways to achieve fairness. One could extend maxmin fairness to multiple resources [13] as targeted in the ATM fairness literature or modify TCP to achieve proportional fairness similar to ad hoc network solutions [14] [15] [16] .
In this paper, we utilize a layer 2 scheduling algorithm to achieve per Mesh Router fairness. Fairness in the WMN is addressed in terms of capacity calculation as well as scheduling design. For capacity calculation, Jun and Sichitiu [4] have investigated various queuing schemes for multi-hop wireless networks and examined the fairness and the throughput performance of each scheme. They also addressed the capacity of WMNs and obtained an upper bound. However, the upper bound underestimates the capacity because they did not consider spatial reuse inside collision domains. Furthermore, they considered a single bottleneck collision domain for the entire network, reducing the efficiency of network resources utilization. Aoun and Boutaba [17] proposed an algorithm for max-min capacity calculation which is formulated by means of collision domains. In addition, they showed how to calculate the effective load of collision domains, assuming the IEEE 802.11 as the MAC protocol.
Bejerano, Han and Li [18] propose an algorithm that determines the user-AP associations that ensure max-min fair bandwidth allocation. They study the association control problem and consider bandwidth constraints of both the wireless and backhaul links. Their formulation of the problem indicates the strong correlation between fairness and load balancing, which allows for the usage of load balancing techniques to obtain a near optimal maxmin fair bandwidth allocation. Since this problem is NPhard, they present algorithms that achieve a constantfactor approximate max-min fair bandwidth allocation.
Salem and Hubaux [19] propose a collision-free perclient fair scheduling mechanism that optimizes the bandwidth utilization in the mesh networks. The algorithm utilizes a Spatial TDMA approach based on the link-based transmission rights assignment rather than the node-based assignment. Similarly, Han, Jia and Lin [20] proposed a collision-free centralized scheduling algorithm that utilizes transmission-tree and considers some important performance metrics, such as fairness, channel utilization and transmission delay. Narlikar, Wilfong and Zhang [27] propose a general link activation framework that mitigates interference given a TDMA physical layer, so that any wireline scheduler can be applied locally at the nodes of a wireless multihop backhaul; the framework efficiently maps end-to-end wireline delay guarantees to the wireless setting. Cao, Raghunathan, and Kumar [28] defined a new fairness model where the notion of fairness is coupled to the actual traffic demands in such a way that the capacity region achieved is higher than that of "hard" fairness due to the multiplexing gain. Then, they provide an efficient centralized scheduling algorithm that maximizes the system utilization and achieves the new fairness objective that they define. These algorithms require synchronization and complete knowledge of network loads. Furthermore, if any users do not use the assigned time slot, it will result in throughput degradation. Contrary to these algorithms, our algorithm employs contention protocol with simple state information. Hence, we do not require any synchronization or the knowledge of network loads. Cicconetti, I. F. Akyildiz, and L. Lenzini [29] propose a Fair End-to-end Bandwidth Allocation (FEBA) algorithm for IEEE 802.16 nodes to negotiate bandwidth in a multi-channel environment. FEBA is aimed at providing a fair bandwidth allocation, in terms of throughput, to end-to-end traffic flows regardless of their path length. The FEBA also requires synchronization. However, it utilizes distributed scheduling rather than central scheduling.
Yi and Shakkottai [10] propose a distributed layer 2 congestion control mechanism that aims at achieving per flow proportional fairness, which makes a case for the feasibility of hop-by-hop schemes in ad hoc networks. Similarly, Gambiroza, Sadeghi, and Knightly [5] proposed a distributed layer 2 protocol that targets time share fairness, removal of spatial bias, etc. as targeted by the TAP reference model. Additionally, they explored performance analysis of the solution space. Chakaborty, Swain, and Nandi [30] propose a probabilistic approach to provide proportional fairness without solving global non-linear and non-concave optimization. The probabilistic approach tunes the contention window based on the difference between actual channel share and required channel share, so that the node with more traffic load gets more channel share. These algorithms require that the total offer load per node has to be exchanged among the neighbor nodes and each node rate-limit its own traffic based on calculation of its fair share. Contrary to these mechanisms, we aim to achieve per TAP fairness without limiting traffic per TAPs and we do not require information exchange among TAPs.
III. MASH FAIRNESS ALGORITHM
In this section, we first briefly review the underlying MAC protocol, Cooperative MAC (C-MAC) [21] . Then, we describe the proposed mesh fairness algorithm.
A. Review of the Cooperative-MAC Protocol
The Cooperative-MAC (C-MAC) [21] protocol provides short-term fair access to all users in wireless LANs via a contention-based MAC protocol with minimum computational complexity and memory requirements, and high network throughput. In this section, we briefly explain the C-MAC protocol and more detailed information about the C-MAC can be obtained from Reference [21] .
The C-MAC, similar to the IEEE 802.11 MAC, only considers collisions in the backoff procedure; however, it introduces a two-level strict-priority mechanism by assigning different backoff counters and interframe spaces (IFS) to each level. Contrary to the IEEE 802.11 MAC protocol, collided users have higher priority to access the channel than regular users who did not participate in the collision event. Furthermore, the C-MAC protocol, which is similar to TDMA, assigns a larger backoff counter to a successful user to achieve short-term fairness. The C-MAC protocol operation is as follows:
When a user becomes active for the first time, it senses the channel to transmit. If the user finds the channel to be idle for a period of regular interframe spaces (RIFS), which is similar to DIFS in the IEEE 802.11, the transmission will proceed. If the channel is busy, the user defers its transmission until the channel is idle for a time period of RIFS. Then, it generates an initial value for its backoff counter, which is chosen randomly from the discrete range [Ws, , where Ws is the contention window size for regular users. After that, the user decreases its backoff counter by one for every idle duration of slot time. If the channel becomes busy, the counter is frozen until the channel is idle again for a duration of RIFS. The user will keep decreasing its backoff counter as long as the channel remains idle.
When the backoff counter reaches zero, the user transmits a request-to-send (RTS) message, if the RTS/CTS mechanism is used. The receiver responds with a clear-to-send (CTS) message after a time period of short interframe spaces (SIFS). Any other users, who hear RTS/CTS packets, defer their transmissions and update their network allocation vectors (NAV). The sender responds to the CTS with a data packet and waits for an ACK packet. If the sender does not hear a CTS/ACK, it assumes that a collision has occurred and proceeds according to the procedure described below.
If a successful transmission occurs, then the sender chooses a new backoff counter uniformly from the discrete range [Ws,2Ws -1] . As shown in Reference [21] , the C-MAC requires a successful user to choose a large value for its backoff counter so that the new value is larger than other users' backoff counters. Hence, the successful user will not transmit before the other existing users. As a result, the C-MAC provides short-term fairness within 2-3 packets per users.
If a user is involved in a collision, it chooses a new value for its backoff counter from the discrete range [0, , where Wc is the contention window size for the collided users. Then, the collided user starts decreasing its backoff counter if the channel is idle for a duration of priority interframe spaces (PIFS) rather than a duration of RIFS. In order to give every collided user a strict priority to access the channel over the regular users, in our protocol, we set
Collided users, who have higher priority over regular users, can encounter consecutive collisions among themselves. An additional mechanism is needed to allow only the users that were involved in the latest collision to contend for the channel. The users that collided first, but were not involved in the latest collision, should defer their transmissions until the latest collision is resolved. However, they still should have a higher priority to transmit than the regular users. To satisfy this purpose, if a collided user identifies another collision before its transmission, it sets its backoff counter to zero and waits for the channel to be idle for a period of RIFS, like any regular user. Therefore, it would not contend for the channel until the latest collision is resolved. But it still has a higher priority over regular users, since the lowest backoff counter any regular user could have is one. Note that any user (except transmitting users) who does not receive the RTS/CTS message correctly is able to sense that the medium is busy since the interference power received is sufficiently higher than the noise floor. As a result of this mechanism, when a collision occurs, the user identifies the collision and sets its NAV to the extended interframe spaces (EIFS) [22] , [23] . If a user cannot successfully transmit the packet within retransmission limit, which is set to seven for the RTS/CTS mechanism and to four for the basic access mechanism, it drops the packet and schedules a new packet by choosing a new backoff counter uniformly from the discrete range [Ws,2Ws -1] and waiting a RIFS amount of idle time to reduce its backoff counter. In case of a successful transmission, for the next packet, the collided user also chooses a new value for its backoff counter from the discrete range [Ws,2Ws -1] and needs to detect a RIFS amount of idle time to reduce its backoff counter.
In Fig. 3 (a) , we depicted the individual node throughput for the C-MAC protocol under the singlebranch Mesh Network. Similar to the IEEE 802.11 MAC protocol, each node receives equal throughput until data rate of 120 kbps, then Node 1 dominates the network throughput. However, contrary to the IEEE 802.11 MAC, under the C-MAC multi-hop nodes receives equal throughput. In Fig. 3 (b) , we compare the network throughput of the C-MAC with the IEEE 802.11 MAC. As shown in the Fig. 3 , the C-MAC network throughput increases with individual node's data rate and then remains constant. On the other, the network throughput of the IEEE 802.11 has a concave shape. The IEEE 802.11 outperforms the C-MAC when data rates are between 120kbps and 350kbps. The main reason is that C-MAC treats multi-hop nodes equally while IEEE 802.11 favors shortest-hop nodes. As a result, the IEEE 802.11 has more network throughput.
As shown in Fig. 2 and 3 , we need additional algorithms/mechanisms to achieve throughput fairness in Mesh Networks. 
B. Mesh Fairness Algorithm
In this section, we describe the Mesh Fairness Algorithm (MFA). We assume that there is a single branch of mesh networks. We will describe our protocol under heavy load assumption, i.e., each node always has a packet to transmit. Then, we will relax this assumption in the later part of this section.
The MFA employs three different strategies to achieve throughput fairness in the Mesh networks: 1) two-levels of queues, 2) local coordination among parents and their children, and 3) different contention window size (Ws) for different packets and nodes.
When we investigated the performance of the C-MAC and the IEEE 802.11 MAC under heavy load, we realized that the node's individual packets dominate its MAC queue. Hence, even when a multi-hop node successfully transmitted a packet; the packet was dropped due to buffer overflow of its parent. In order to address this issue, we employ two levels of queues at MAC layer. Each node first inserts its packet to the queue level 1 which we will call MAC queue. Then, a packet will be moved to the queue level 2, called the transmission queue, if and only if the node transmits its own packet successfully, i.e., the node can have only one packet at a time in the transmission queue. Any transient packet from other nodes will be inserted into the transmission queue directly. As shown in Fig. 4 , employing two-level queues decreases the throughput of node1 which allows node 2 to transmit more. Specifically, the throughput of node 1 decreases from 398kbps to 281kbps, while both throughputs node 2 and 3 increases from 21kbps to 144kbps and 15kbps to 29kbps, respectively. Although there is a throughput improvement of node 2, node 3 still suffers and no fairness is achieved. Please note that Target values are obtained from the TAP Fairness Reference Model, presented in [5] . When we explored the reason behind node 3's starvation, we discovered that node 2 becomes too aggressive to transmit packets, causing node 3 to encounter more waiting time to access the channel. To mitigate this problem, we deploy a local coordination among parents and their children. Specifically, if a node transmits its own packet, it will not transmit its own packet again until it detects its parent's own packet transmission. However, the node can transmit any transit packets. To implement this, we only require single state information per node to schedule the node's own packet transmission. For example, let's assume node 2 in Fig. 1 is active and has following packets with user id in its transmission queue: 2, 3. It will transmit the packet with user id 2 first. Since node 2 sent its own packet, it changes its state to passive, i.e. it cannot schedule its own packet, and inserts one of its packets, i.e., the queue has: 3, 2, now. However, the next packet in the queue has id 3. Hence, node 2 will schedule the packet with id 3. Assume that node 2 successfully transmits the packet with id 3. The next packet in the queue has id 2 which is the node 2's own packet. Therefore, node 2 cannot schedule this packet until it detects node 1 packet transmission. Note that, each node in broadcast network must monitor the network and check node id's of each transmitted packets to determine the intended receiver of the transmitted packet. Therefore, besides a single-state, our mechanism does not require additional state or activity to achieve local coordination. As shown in Fig. 5 , deploying a local coordination further decreases node 1 throughput from 281kbps to 188kbps. Therefore, multi-hop nodes get more access to channel. The local coordination also mitigates the aggressiveness of node 2 and gives more transmission opportunity to node 3. Specifically, node 2's throughput decreases from 144kbps to 124kbps while the throughput of node 3 significantly increases from 29kbps to 124kbps. The local coordination provides equal throughput for multi-hop nodes. However, node 1 still obtains more than its fair share.
The node 1 transmits more than any multi-hop node since node 1 never changes its state to passive due to being a single hop. Therefore, we need an additional mechanism to allow multi-hop nodes to access channel more. In Reference [21] , we show that transmission probability of any node is
where E[B] is the average backoff counter chosen when a packet is scheduled first time. Therefore, assigning different backoff counters for different packets and nodes will allow multi-hop nodes to access channel more. Toward this end, we utilize a similar approach to highway traffic. In big cities, there are traffic lights at the entrance points of highways to give a smooth transition when the traffic is very heavy. To achieve a similar effect, when a single-hop node has a packet to transmit, it generates a random backoff counter chosen uniformly from the range [2Ws,3Ws , multi-hop nodes have 67% more transmission probability than single-hop for their own packets, while it is 33% more for transient packets. As shown in Fig. 6 , utilizing different backoff counters for different packets and nodes allows the MFA to achieve the throughput fairness per node in single-branch Mesh Networks. Specifically, the throughput of node 1 decreases from 188kbps to its fair share of 135kbps, while the throughput of both node 2 and 3 increases from 124kbps to 135kbps and 124kbps to 134kbps, respectively. Note that the network throughput degradation from 437kbps to 404kbps is due to multi-hop packets which must go through multiple nodes to reach the Gateway. Initially, we assume that each node always has a packet to transmit. Let us consider the case where this assumption does not hold. If a node does not have a new packet when it transmits its own packet, it inserts a dummy packet into the transmission queue. If an application generates a packet before the dummy packet is transmitted, the dummy packet is replaced with this newly generated packet. Otherwise, the dummy packet is transmitted without the RTS/CTS mechanism. The dummy packet does not contain any data load. Therefore, its size is 28byte which is basic MAC header size. The dummy packet transmission is required to achieve local coordination explained above. The dummy packet will be discarded by the parents and will not travel along the network. As shown in Fig. 10 , the dummy packets cause 1% network throughput degradation. The MFA algorithm requires an optimal contention window size (Ws) which heavily depends on the number of nodes in the single-branch to achieve fairness and high network throughput as shown in the Table III . This information can be obtained easily due to infrastructure of the Mesh Networks. As shown in Fig. 8 (a) and (b) , setting the contention window size smaller causes unfairness while bigger contention sizes result in the throughput degradation. In order to eliminate this problem, we replace commonly used First In First Out (FIFO) queue with Last In First Out (LIFO) queue. As shown in Fig. 7 , using LIFO causes 1kbps throughput degradation of each node which accumulates to 3kbps network throughput degradation. However, as shown in Fig. 9 , the contention window size of 16 provides fairness regardless of the number of nodes in the single-branch Mesh Networks. Please note that the results presented in this section were obtained by using the contention window size Ws=16. Finally, we extend the MFA to incorporate the cross traffic. To achieve local coordination for downstream traffic, similar to upstream coordination, each node must generate a dummy packet intended to one of its downstream parents if they do not have any downstream traffic. Furthermore, if the MFA with LIFO queue is used, when a node transmits its own packet, it inserts a new packet right after its other packet in the transmission queue. This modification allows each node to take turns transmiting upstream and downstream packets. We need one additional adjustment to allow the Gateway (node 0) in Fig. 1 to transmit one packet per downstream flow (we define flow as aggregate traffic from one MR/Gateway to another MR/Gateway) when it becomes active. Therefore, we adjust the Gateway's weight based on the number of downstream flows it serves. As shown in Fig. 12 , by assigning the contention window size based on its weight, we could allow a node to achieve more throughput than other nodes. As shown in Fig. 14 , we could incorporate the downstream traffic with 2% network throughput degradation.
C. Operation of Mesh Fairness Algorithm
In this section, we will explain the operation of the MFA-LIFO with a simple example. Consider Fig. 1 with only two MRs and the Gateway. In Table I , we show the operation of the MFA step by step. In the table, S represents the statues of the node (A: Active, P: Passive). A node cannot transmit its own packet if it is passive. BC stands for backoff counter selected by a node for head of the queue packet, and Queue shows the packets in the queue where the packet in the left is at the head of queue. The first number represents the node id and the second number represents the packet id. In this example, we set Ws=8, i.e. node 1 uses the range [16, 23] for its own packet and the range [8, 15] for transient packet while node 2 utilizes the range [8, 15] for its own packet. The Queue for the gateway shows the packet received in the order.
At step 1, node 1 selects BC=20 and node 2 chooses BC=12 for their own packets. Since node 2 has lower BC, it transmits first as shown at step 2. At step 3, node 2's packet 2.1 is inserted into the head of node 1's queue. Node 1 picks new BC=10 for the packet 2.1 while node 2 becomes passive. Furthermore, node 2 inserts the packet 2.2 into its transmission queue. Next, node 1 first transmits packet 2.1 as shown at step 4, and then transmits its own packet 1.1 as shown at step 6. At step 7, node 1 inserts a new packet 1.2 and choose BC=23 while node 2 becomes active since it detects its parent's packet transmission and selects BC=15. At step 8, node 2 transmits its packet, inserts the packet 2.3 into its queue and becomes passive. Next node 1 first transmits the packet 2.2 at step 10 and then transmits its own packet 1.2 at step 12. Again at step 13, node 2 becomes active after detecting its parent operation while node 1 generates new packets.
As shown in the operation example, the MFA provides fair throughput for each node regardless of its location.
IV. SIMULATION RESULTS
In this section, we present the simulation studies for the Mesh Fairness Algorithm and compare it with the IEEE 802.11 and the TAP Fairness Reference Model, presented in [5] . We use the DSSS specification, which is shown in Table II , in our simulation. We set packet size to 1kbyte and data rate is 1 Mbps for every simulation. The simulation time is 10 min and we report the average of 10 simulation results. Most of the results were obtained with assumption of heavy load, i.e., each node always has a packet to transmit.
As explained in Section III.B., the MFA utilizes different contention window sizes (Ws) for different packets and nodes. Setting the right contention window size is an important performance objective for the operation of the MFA. Toward this end, we first investigate the effect of contention window size on the throughput. In this experiment, we vary the contention window size from 4 to 64 while we have only three nodes and one gateway. We depicted the throughput of node 1 and 3 in Fig. 8 (a) , and the network throughput in Fig. 8  (b) under the MFA with FIFO queue and the IEEE 802.11 MAC. As shown in the Fig. 8 , setting the contention window size smaller causes unfairness while bigger contention sizes result in the throughput degradation. Specifically, the contention window size Ws=16 gives best solution for this network size since it provides fairness and high network throughput. When Ws=16, each user receives 135kbps and the network throughput is 404kbps. When Ws is reduced to 8, node 1 achieves 186kbps, 42.4% of the network throughput, while node 3 receives 127kbps, 28.8% of the network throughput. The reason for the node 1 throughput is that node 1 becomes too aggressive for smaller contention window size and does not allow multi-hop nodes to transmit. On the other hand, the network throughput increases from 404kbps to 440kbps, 8% increase, because the node 1 transmits more than its fair share in a single-hop transmission. When Ws is increased to 32, although the MFA provides fairness, the throughput of each node decreases to 130kbps and the network throughput reduces to 390kbps, i.e. there is 3.5% throughput degradation in the network. As a result, we can conclude that the performance of the MFA heavily depends on the contention window size. We found that Ws=16 is the right choice for the network size of 3 nodes. However, Ws=16 may not be the right choice for different network size. Furthermore, any fairness algorithm/mechanism must provide fairness for different network size. Toward this end, next, we investigate the effect of the number of nodes in the single-branch mesh networks and we vary the number of nodes from 2 to 8. When the MFA with FIFO queue is used, as shown in the Table III, the optimal contention window size heavily depends on the number of nodes, which can be obtained easily due to infrastructure of the Mesh Networks, in the single-branch of the Mesh Networks. For example, when there are 2 nodes, the optimal contention window size is 8. On the other hand, we achieve optimal contention window size of 256 for 8 nodes in the network. Furthermore, we found that the optimal contention size increases when the number of nodes in the network increases. One of the advantages of Wireless Mesh Networks is that they can be deployed incrementally, one node at a time. However, the MFA with FIFO queue requires the change of its design parameters whenever the number of nodes increases or decreases.
In order to eliminate this problem, we replace FIFO queue with LIFO queue. Third, we investigate the performance of the MFA with LIFO queue for different network size and contention window size. Toward this end, we vary the network size from 2 nodes to 8 nodes. For each number of node, we vary the contention window size (Ws) from 4 to 64. As shown in Fig. 9 , we found that the contention window size of 16 provides fairness regardless of the number of nodes in the single-branch Mesh Networks. In Fig. 9 , we depicted the ratio of the throughput of the closest node to the Gateway vs. the throughput of the furthest node for different number of nodes in the single-branch topology. The contention window size W s =8 provides fairness when the numbers of nodes are 2 or 3, but cannot deliver fairness when the numbers of nodes are 4 or more. On the other hand, W s =16 always provides fairness regardless of the number of nodes in the single-branch. Therefore, the simulation results suggest that we should set the contention window size to 16 for deployment of Mesh Networks. We would like to note that using W s =16 when the number of nodes are 2 or 3 causes 4.5% and 2% the network throughput degradation when compared with the network throughput obtained with the optimal contention window size. As we explained in Section III. B., the MFA requires local coordination among parents and their children. If a node has no own packet to transmit, it must generate a dummy packet to achieve local coordination. Fourth, we investigate the packet overhead caused by the transmission of the dummy packet when a node does not have a packet to transmit. For this reason, we set the data rate of node 1 and 3 to 1Mbps and vary the data rate of node 2 from 0 to 512kbps when we have 3 nodes in the single-branch. We depicted the network throughput in Fig.  10 . When the data rate of node 2 is 0kbps, the network throughput reduces from 401kbps to 397kbps, 1% degradation when compared with the heavy load case. However, when data rate of node 2 increases, the packet overhead due to dummy packet transmission decreases. Therefore, we can conclude that the MFA with LIFO queue provides per node throughput fairness in a singlebranch of mesh networks with a small amount of the network throughput degradation and packet overhead.
Next, we compare the performance of the MFA with LIFO queue with the IEEE 802.11 MAC and the TAP Fairness Reference Model, presented in [5] to show the effectiveness of the MFA. As shown in Fig. 11 , the MFA provides throughput fairness while the IEEE 802.11 MAC favors the single-hop nodes and starves the multihop nodes. The MFA achieves 25kbps (6.7%) more network throughput even though the IEEE 802.11 favors the single-hop node. Since the MFA provides a coordination among nodes, the MFA reduces the collision significantly resulting in higher throughput. On the other hand, the IEEE 802.11 causes very high collision rate even for node 1 transmission resulting in lower network throughput. When we compare the MFA with the TAP reference model, the MFA provides 80% of the network throughput of the TAP reference model. As pointed out in Reference [5] , the TAP reference model requires perfect knowledge of network loads, collision-free scheduling, and network-wide synchronization. As mentioned in Reference [5] , this discrepancy occurs due to imperfect media access and collisions, and 70% to 85% of the network throughput is in the range of the maximum achievable by the IEEE 802.11 MAC as indicated by models and simulation studies. In some cases, network may need to provide higher throughput to some nodes due to pricing or access agreement. Therefore, any fairness algorithms must differentiate nodes and provide proportional fairness based on network nodes weight. In Reference [24] , we show that by assigning different contention window size, we can provide different weight in wireless LANs. When we apply this concept to the MFA, it provides different weight by (1) assigning the contention window size based on their weight, and (2) when a node become active, it transmits multiple packets based on its weight before becoming passive while its children become active after detecting multiple packet transmissions of the their parent. In order to see the effectiveness of weight setting, sixth, we investigate the case in which one node has more weight than the other nodes. Toward this end, we set node 2's weight to two while nodes 1 and 3 have weight one in Fig. 1 . In this case, we set the convention window size of node 2 to 8 while other nodes have the contention window size of 16. Furthermore, when node 2 becomes active it transmits two packets before going back to passive mode while node 3 must see 2 packet transmissions from its parent, node 2. In Fig. 12 , we depicted the throughput of each node and the network throughput. As shown in Fig. 12 , as expected, node 2 achieves twice the throughput of node 1 and node 3. Specifically, node 2 achieves 202kbps (50% of the network throughput) while node 1 and node 3 receive 102kbps and 101kbps (each receiving 25% of the network throughput), respectively. Furthermore, the MFA still achieves 80% of the network throughput of the TAP reference mode. We repeat the experiment for other nodes as well as different weights and achieved the similar results. In any single branch, a node may have more than one child and any fairness algorithm must provide fairness regardless of branch configuration. Therefore, we investigate multiple children per node next to show the performance of the MFA. In Fig. 1 , we assign two children to node 2, which are node 3 and 4. In Fig. 13 , we depicted the throughput of each node and the network throughput. As shown in Fig. 13 , as expected, the MFA still provides fairness among nodes. Specifically, while node 1 receives 90kbps, nodes 2, 3 and 4 obtain 89kbps (each receiving 25% of the network throughput), respectively. Furthermore, the MFA still achieves 80% of the network throughput of the TAP reference mode. We repeat the experiment for different numbers of children as well as other nodes having multiple children. We found that the MFA achieved fairness among nodes regardless of branch configuration. Figure 13 . Different number of children for each node So far we have considered traffic going from MRs to the Gateway. However, in real network, we have not only traffic from MRs to the Gateway, but also traffic from the Gateway to MRs. Hence, finally, we investigate the effect of the cross traffic on the performance of the MFA with LIFO queue. In Fig. 1 , we define Flow 1 as aggregate traffic from node 1 to the Gateway, Flow 2 from node 2 to the Gateway, Flow 3 from node 3 to the Gateway and Flow 4 from the Gateway to node 3. However, to achieve local coordination for Flow 4, nodes 1 and 2 also generate dummy traffic from node 1 to node 2 and from node 2 to node 3, respectively. In Fig. 14 , we depicted the throughput of each flow and the network throughput. As shown in Fig. 14 , the MFA still provides fairness among flows. Specifically, while Flow 1 receives 88kbps, Flows 2, 3 and 4 obtain 87kbps (each receiving 25% of network throughput), respectively. Furthermore, the MFA still achieves 78.6% of the network throughput of the TAP reference mode. The MFA received 2% less network throughput when compared with heavy load due to dummy packets which confirms the result shown in Fig.  10 . The goal of this work is to design a fairness algorithm to provide per node throughput fairness in a single-branch of the Mesh Networks. Toward this end, we propose a novel and efficient Mesh Fairness Algorithm, which can be easily implemented by using the Cooperative MAC protocol (C-MAC) for the Wireless Mesh Networks. Our key technique for MAC coordination is that each node adjust its backoff counters based on activities of its parent and children. The existing protocols provide poor performance results for users, located more than one hop away from the gateways, when networks load increases.
In some cases, these nodes encounter throughput starvation. 
