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Abstract
In this paper, we describe how to construct a real antisymmetric matrix with prescribed
eigenvalues in its leading principal submatrices and a real bi-antisymmetric matrix with pre-
scribed eigenvalues in its central submatrices.
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1. Introduction
Matrices with more than one symmetry are common in science and engineering.
The eigenproperties of these matrices have been studied by many authors [1,2,4–6].
This paper deals with its inverse: to construct real bi-antisymmetric matrices whose
central submatrices have prescribed spectrum data. Here by a central submatrix we
mean to a principal submatrix located in the central of a matrix. In other words, a
central submatrix is a submatrix obtained by deleting the same number of rows and
columns in edges of a matrix.
We present this paper in following way: In Section 2, the spectral properties of
bi-antisymmetric matrices are studied. In Section 3, a real antisymmetric matrix
is constructed which has the specified spectral data in its leading submatrices. In
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Section 4, the real bi-antisymmetric matrices are constructed which have the speci-
fied spectral data in their central submatrices.
2. Properties of real antisymmetric matrices and bi-antisymmetric matrices
The standard diagonal of a matrix is its upper-left to lower-right diagonal. We
refer to the lower-left to upper-right diagonal as the skew-diagonal. We use ‘T’
to denotes the standard transpose and use ‘F’ to denotes the flip-transpose which
flips a matrix across its skew-diagonal. Let A = (aij )sn, then AT = (aji)ns , AF =
(an−j+1,s−i+1)ns . A is symmetric (antisymmetric) iff AT = A (AT = −A); A is
persymmetric (per-antisymmetric) iff AF = A (AF = −A); A is bi-symmetric (bi-
antisymmetric) iff A is both symmetric and persymmetric (both antisymmetric and
per-antisymmetric). Throughout this paper, we denote by In the identity matrix of
order n, and by Jn the permutation matrix of order n containing the units in the
skew-diagonal, i.e. In = (δij )nn, Jn = (δi,n−i+1)nn. We simply use I or J if this will
not lead to misunderstanding. It is obvious that J T = J , J 2 = I .
Proposition 1. AFsn = JnATsnJs, (AF)F = A, (A+ B)F = AF + BF, (AB)F =
BFAF.
Proof. These can be verified by definition. 
Proposition 2.
[
A B
C D
]F
=
[
DF BF
CF AF
]
.
Proof. By Proposition 1,[
A B
C D
]F
=
[
0 J1
J2 0
] [
A B
C D
]T [ 0 J4
J3 0
]
=
[
J1D
TJ3 J1BTJ4
J2C
TJ3 J2ATJ4
]
=
[
DF BF
CF AF
]
,
where the orders of J1, J2, J3, J4 make the matrix multiplications meaningful. 
Proposition 3
(i) AF = −A iff (JA)T = −JA, (AJ )T = −AJ .
(ii) AF = −A iff there exist antisymmetric matrices B, C so that A = JB, A = CJ .
Proof. (i) If AF = −A, then (JA)T = ATJ = JJATJ = JAF = −JA. (AJ )T =
JAT = JATJJ = AFJ = −AJ . On the other hand, if (JA)T = −JA, then
AF = JATJ = J (JA)T = −JJA = −A. If (AJ )T = −AJ , then AF = JATJ =
(JA)TJ = −AJJ = −A.
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(ii) If AF = −A, let B = JA, C = AJ , then B, C are antisymmetric by (i) and
A = JB,A = CJ . Conversely, if there exists an antisymmetric matrixB so thatA =
JB, then AF = JATJ = J (JB)TJ = −JBJJ = −JB = −A. Similarly, if there
exists an antisymmetric matrix C so that A = CJ , then AF = JATJ = J (CJ )TJ =
−JJCJ = −CJ = −A. 
Proposition 4. The matrix A of order 2m is bi-antisymmetric if and only if A can
be presented as
A =
[
B CJ
JC JBJ
]
, (1)
The matrix A of order 2m+ 1 is bi-antisymmetric if and only if A can be pre-
sented as
A =

 B α CJ−αT 0 −αTJ
JC Jα JBJ

 , (2)
where B and C are m×m antisymmetric matrices.
Proof. Suppose A is a bi-antisymmetric matrix of order 2m, partition A as
A =
[
A11 A12
A21 A22
]
, (3)
where every submatrix is a matrix of order m. By AT = −A, we have AT11 = −A11,
AT21 = −A12, byAF = −A, we haveAF11 = −A22,AF21 = −A21. According to Prop-
osition 3, there exists an antisymmetric matrix C so that A21 = JC. Let A11 =
B, then B is antisymmetric and A22 = −AF11 = −BF = −JBTJ = JBJ , A12 =−AT21 = −(JC)T = CJ , thus A have the form (1). Eq. (2) can be shown in a similar
way. Conversely, if A have form of (1) or (2), we can verify that AF = −A by
Proposition 2. 
Proposition 5
(i) The eigenvalues of a bi-antisymmetric matrix A of form (1) are eigenvalues of
B + C and B − C.
(ii) The eigenvalues of a bi-antisymmetric matrix A of form (2) are eigenvalues
of W and B − C, where
W =
[
B + C √2α
−√2αT 0
]
. (4)
Proof. (i) For A =
[
B CJ
JC JBJ
]
, let U = 1√
2
[
I I
J −J
]
, then U is orthogonal
and UTAU =
[
B + C 0
0 B − C
]
.
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(ii) For A =

 B α CJ−αT 0 −αTJ
JC Jα JBJ

, let U = 1√
2

I 0 I0 √2 0
J 0 −J

, then U is
orthogonal and UTAU =

 B + C
√
2α 0
−√2αT 0 0
0 0 B − C

 = [W 00 B − C
]
. 
At the end of this paragraph, we list some spectral properties of real antisymmetric
matrices. These results are well known so the proof is omitted.
Proposition 6. The eigenvalues of real antisymmetric n× n matrix A are either
zeroes or conjugate imaginaries. Let {λ(k)j i}kj=1 be the eigenvalues of the k × k lead-
ing submatrices of A satisfying
λ
(k)
1  λ
(k)
2  · · ·  λ(k)k , (5)
then we have
λ
(k)
j  λ
(k−1)
j  λ
(k)
j+1, j = 1, . . . , k − 1; k = 2, . . . , n, (6)
λ
(k)
j = −λ(k)k−j+1, j = 1, . . . , k; k = 1, . . . , n. (7)
Proposition 7 [3, Proposition 2.5.14]. A ∈ Rn×n is antisymmetric if and only if there
exists an orthogonal matrix U ∈ Rn×n such that
T = UTAU =


0
.
.
.
0
0 β1
−β1 0
0 β2
−β2 0
.
.
.
0 βr
−βr 0


(8)
and ±β1i, . . . ,±βr i are all non-real eigenvalues of A. The β1, β2, . . . , βr can be
arranged in any order. In this paper, T is referred to as the normal canonical form
of A if β1  β2  · · ·  βr in (8).
Q. Yin / Linear Algebra and its Applications 389 (2004) 95–106 99
3. Construction of real antisymmetric matrices from spectral data
Theorem 1. Let
{
λ
(k)
j
}k
j=1 (k = 1, . . . , n) be a set of real numbers satisfying (6)
and (7), then there exists a real antisymmetric n× n matrix B with eigenvalues{
λ
(k)
j i
}k
j=1 in the leading k × k submatrix of B, k = 1, . . . , n.
To prove Theorem 1, we need the following three lemmas.
Lemma 1. Let
µ1 < a1 < µ2 < · · · < ak < 0, (9)
then there exist b1, . . . , bk ∈ R such that
T2k+1 =


0 a1 b1
−a1 0 0
0 a2 b2
−a2 0 0
.
.
.
...
0 ak bk
−ak 0 0
−b1 0 −b2 0 · · · −bk 0 0


(10)
has eigenvalues ±µ1i, . . . ,±µki, 0.
Proof. Let
bl =
(∏k
j=1(µ2j − a2l )∏
t /=l (a2t − a2l )
) 1
2
, l = 1, . . . , k. (11)
Eq. (9) guarantees that bl ∈ R. Direct calculation gives us that
p(λ)= det(λI − T2k+1)
= λ

 k∏
j=1
(λ2 + a2j )+
k∑
j=1
b2j
∏
t /=j
(λ2 + a2t )

 = λq(λ),
where
q(λ) =
k∏
j=1
(λ2 + a2j )+
k∑
j=1
b2j
∏
t /=j
(λ2 + a2t ).
Let g(λ) =∏kj=1(λ2 + µ2j ) , then both q(λ) and g(λ) are monic polynomials of
degree 2k , while by (11),
q(±al i) = 0 + b2l
∏
t /=l
(a2t − a2l ) =
k∏
j=1
(µ2j − a2l ) = g(±al i), l = 1, . . . , k.
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So q(λ) ≡ g(λ) and therefore p(λ) = λ∏kj=1(λ2 + µ2j ) which means that T2k+1 has
eigenvalues ±µ1i, . . . ,±µki, 0. 
Lemma 2. Let
µ1 < a1 < µ2 < · · · < ak−1 < µk < 0. (12)
Then there exist b0, b1, . . . , bk ∈ R such that
T2k =


0 b0
0 a1 b1
−a1 0 0
0 a2 b2
−a2 0 0
.
.
.
...
0 ak−1 bk−1
−ak−1 0 0
−b0 −b1 0 −b2 0 · · · −bk−1 0 0


(13)
has eigenvalues ±µ1i, . . . ,±µki.
Proof. Let
b0 =
k∏
j=1
µj
/
k−1∏
j=1
aj , (14)
bl =

− k∏
j=1
(µ2j − a2l )
/
a2l
∏
t /=l
(a2t − a2l )


1
2
, l = 1, . . . , k − 1. (15)
Then b0, b1, . . . , bk ∈ R because of (12). It is easy to verified that
p(λ) = det(λI − T2k) = (λ2 + b20)
k−1∏
j=1
(λ2 + a2j )+ λ2
k−1∑
j=1
b2j
∏
t /=j
(λ2 + a2t ).
Noticing that g(λ) ≡ p(λ)−∏kj=1(λ2 + µ2j ) is a polynomial of degree not greater
than 2k − 2, while by (14) and (15),
g(0) = p(0)−
k∏
j=1
µ2j = b20
k−1∏
j=1
a2j −
k∏
j=1
µ2j = 0,
g(±al i) = 0 − a2l b2l
∏
t /=l
(a2t − a2l )−
k∏
j=1
(µ2j − a2l ) = 0, l = 1, . . . , k − 1.
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So g(λ) = 0 and therefore p(λ) =∏kj=1(λ2 + µ2j ) which implies that T2k has
eigenvalues ±µ1i, . . . ,±µki. 
Lemma 3. Let A be an (n− 1)× (n− 1) real antisymmetric matrix with eigen-
values {aj i}n−1j=1, let {aj }n−1j=1, {µj }nj=1 be two sets of real numbers with
aj = −an−j , j = 1, . . . , n− 1, (16)
µj = −µn−j+1, j = 1, . . . , n, (17)
µ1  a1  µ2  · · ·  an−1  µn, (18)
then there exists c ∈ Rn−1 such that matrix
B =
[
A c
−cT 0
]
(19)
has eigenvalues {µj i}nj=1.
Proof. If there are some equalities in (18), we first take some ais and µis out so that
the remainder of (18) satisfies strict inequalities and (16), (17) still hold.
Denote the numbers that have been taken out from (18) by±a¯1, . . . ,±a¯s , 0, . . . , 0.
Denote the remainder by
µˆ1 < aˆ1 < µˆ2 < · · · < aˆr < 0 < −aˆr < · · · < −µˆ2 < −aˆ1 < −µˆ1, (20)
where, without loss of generality, suppose n is odd.
By Proposition 7, there exists an orthogonal matrix P such that
P TAP =


0
.
.
.
0
0 a¯1
−a¯1 0
.
.
.
0 a¯s
−a¯s 0
0 aˆ1
−aˆ1 0
.
.
.
0 aˆr
−aˆr 0


.
(21)
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According to Lemma 1, there exist bˆ1, . . . , bˆr ∈ R such that
T2r+1 =


0 aˆ1 bˆ1
−aˆ1 0 0
0 aˆ2 bˆ2
−aˆ2 0 0
.
.
.
...
0 aˆr bˆr
−aˆr 0 0
−bˆ1 0 −bˆ2 0 · · · −bˆr 0 0


(22)
has eigenvalues ±µˆ1i, . . . ,±µˆr i, 0. So the matrix
Tˆn =


0 0
.
.
.
...
0
...
0 a¯1
...
−a¯1 0
...
.
.
.
...
0 a¯s
...
−a¯s 0
...
0 aˆ1 bˆ1
−aˆ1 0 0
.
.
.
...
0 aˆr bˆr
−aˆr 0 0
0 · · · · · · · · · · · · · · · · · · 0 −bˆ1 0 · · · −bˆr 0 0


(23)
has eigenvalues 0, . . . , 0, ±a¯1i, . . . ,±a¯s i, ±µˆ1i, . . . ,±µˆr i, 0, which are actually
{µj i}nj=1 by the definition of a¯1, . . . , a¯s , µˆ1, . . . , µˆr .
Now let
c = P


0
...
0
bˆ1
0
...
bˆr
0


, (24)
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then c ∈ Rn−1 and
B =
[
A c
−cT 0
]
=
[
P 0
0 1
] [
P TAP P Tc
−cTP 0
] [
P T 0
0 1
]
=
[
P 0
0 1
]
Tˆn
[
P T 0
0 1
]
. (25)
Therefore, B has eigenvalues {µj i}nj=1. 
With Lemma 3, it is a routine work to prove Theorem 1 by induction. Further-
more, we refer to the leading k × k submatrix of B as the left-top k × k submatrix
of B in Theorem 1. It is also true to replace it by the right-bottom k × k submatrix
of B which will be denoted by B[k] later.
4. Construction of bi-antisymmetric matrices from spectral data
Now we consider an inverse eigenvalues problem of bi-antisymmetric matrices,
i.e., to construct a real bi-antisymmetric matrix with prescribed spectrum data. First,
we denote Ac(k) as the k × k central principal submatrix of n× n matrix A which
is obtained by deleting the first and the last (n− k)/2 rows and columns of A. It is
interesting that the matrix of odd (even) order only has central principal submatrices
of odd (even) order.
Theorem 2. Let λ(k)1  λ
(k)
2  · · ·  λ(k)2k (k = 1, . . . , m) be sets of real numbers
satisfying
λ
(k)
j = −λ(k)2k−j+1, j = 1, . . . , k; k = 1, . . . , m, (26)
λ
(k)
j  λ
(k−1)
j  λ
(k)
j+2, j = 1, . . . , k − 2; k = 2, . . . , m, (27)
and when k is odd,
λ
(k)
k = λ(k)k+1 = 0. (28)
Then there exists a real 2m× 2m bi-antisymmetric matrix A with eigenvalues{
λ
(k)
j i
}2k
j=1 in the central 2k × 2k principal submatrix of A, k = 2, . . . , m.
Proof. We divide
{
λ
(k)
j
}2k
j=1 (k = 1, . . . , m) into two sets, each of which satisfies
the condition of Theorem 1. First consider the set
λ
(k)
1  λ
(k)
3  · · ·  λ(k)k−2  λ(k)k  λ(k)k+3  · · ·  λ(k)2k−2  λ(k)2k ,
k = 1, 3, . . . , 2
[
m− 1
2
]
+ 1. (29)
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λ
(k)
1  λ
(k)
3  · · ·  λ(k)k−1  λ(k)k+2  · · ·  λ(k)2k−2  λ(k)2k ,
k = 2, 4, . . . , 2
[m
2
]
. (30)
From (26) and (28), we have
λ
(k)
j = −λ(k)2k−j+1, j = 1, 3, . . . , k − 2, λ(k)k = 0,
k = 1, 3, . . . , 2
[
m− 1
2
]
+ 1;
λ
(k)
j = −λ(k)2k−j+1, j = 1, 3, . . . , k − 1,
k = 2, 4, . . . , 2
[m
2
]
.
From (27) we have
λ
(k)
1  λ
(k−1)
1  λ
(k)
3  · · ·  λ(k)k−2  λ(k−1)k−2  λ(k)k  λ(k−1)k+1  λ(k)k+3  · · ·
 λ(k−1)2k−2  λ
(k)
2k , k = 1, 3, . . . , 2
[
m− 1
2
]
+ 1;
λ
(k)
1  λ
(k−1)
1  λ
(k)
3  · · ·  λ(k)k−1  λ(k−1)k−1  λ(k)k+2  λ(k−1)k+2  · · ·
 λ(k−1)2k−2  λ
(k)
2k , k = 2, 4, . . . , 2
[m
2
]
.
By Theorem 1, there exists a real m×m antisymmetric matrix R so that R[k]
with eigenvalues λ(k)1 i, λ
(k)
3 i, . . . , λ
(k)
k−2i, λ
(k)
k i, λ
(k)
k+3i, . . . , λ
(k)
2k i when k = 1, 3, . . . ,
2[m−12 ] + 1, and with eigenvalues λ(k)1 i, λ(k)3 i, . . . , λ(k)k−1i, λ(k)k+2i, . . . , λ(k)2k i when k =
2, 4, . . . , 2[m2 ].
Similarly, there exists a real m×m antisymmetric matrix S so that S[k] with
eigenvalues λ(k)2 i, λ
(k)
4 i, . . . , λ
(k)
k−1i, λ
(k)
k+1i, λ
(k)
k+2i, . . . , λ
(k)
2k−1i when k = 1, 3, . . . ,
2[m−12 ] + 1, and eigenvalues λ(k)2 i, λ(k)4 i, . . . , λ(k)k i, λ(k)k+1i, . . . , λ(k)2k−3i, λ(k)2k−1i when
k = 2, 4, . . . , 2[m2 ].
Now let B = 12 (R + S), C = 12 (R − S), then B, C are still real antisymmtric
and matrix
A =
[
B CJ
JC JBJ
]
(31)
satisfies Theorem 2. In fact, because of
Ac(2k) =
[
B[k] C[k]Jk
JkC[k] JkB[k]Jk
]
, (32)
the eigenvalues of Ac(2k) are eigenvalues of B[k]+C[k] =R[k] and B[k] − C[k] =
S[k], which means that Ac(2k) has eigenvalues
{
λ
(k)
j i
}2k
j=1, k = 1, . . . , m. 
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Theorem 3. Let λ(k)1  λ
(k)
2  · · ·  λ(k)2k−1 (k = 1, . . . , m) be sets of real numbers
satisfying
λ
(k)
j = −λ(k)2k−j , j = 1, . . . , k; k = 1, . . . , m, (33)
λ
(k)
j  λ
(k−1)
j  λ
(k)
j+2, j = 1, . . . , k − 2; k = 2, . . . , m. (34)
Then there exists a real (2m− 1)× (2m− 1) bi-antisymmetric matrix A with
eigenvalues
{
λ
(k)
j i
}2k−1
j=1 in the central (2k − 1)× (2k − 1) principal submatrix of
A, k = 1, . . . , m.
Proof. Analogous to the proof of Theorem 2, there exists a real m×m antisym-
metric matrix Rm so that Rm[k] with eigenvalues λ(k)1 i, λ(k)3 i, . . . , λ(k)k i, . . . , λ(k)2k−1i,
k = 1, . . . , m. There also exists a real (m− 1)× (m− 1) antisymmetric matrix S so
that S[k − 1] with eigenvalues λ(k)2 i, λ(k)4 i, . . . , λ(k)2k−2i, k = 2, . . . , m. Partition Rm
as
Rm =
[
R
√
2α
−√2αT 0
]
, (35)
where R is a real antisymmetric matrix of order m− 1. Now let B = 12 (R + S),
C = 12 (R − S), then B, C are still real antisymmetric and matrix
A =

 B α CJ−αT 0 −αTJ
JC Jα JBJ

 (36)
satisfies Theorem 3. In fact, because of
Ac(2k − 1) =

 B[k − 1] αk−1 C[k − 1]Jk−1−αTk−1 0 −αTk−1Jk−1
Jk−1C[k − 1] Jk−1αk−1 Jk−1B[k − 1]Jk−1

 , (37)
where αk−1 is a column vector that consists of the last k − 1 components of α. The
eigenvalues of Ac(2k − 1) are eigenvalues of the matrix[
B[k − 1] + C[k − 1] √2αk−1
−√2αTk−1 0
]
=
[
R[k − 1] √2αk−1
−√2αTk−1 0
]
= Rm[k]
and matrix B[k − 1] − C[k − 1] = S[k − 1], which means that Ac(2k − 1) has
eigenvalues
{
λ
(k)
j i
}2k−1
j=1 , k = 1, . . . , m. 
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