INTRODUCTION
In the traditional simulation setting, one simulation corresponds to an estimate of the performance measure at one value of the parameter.
None of the existing variance reduction methods could change this simple fact. But the driving force behind the development of Perturbation Analysis and Likelihood Ratio methods is the question of whether or not there is more information obtainable from that one simulation in the sense of estimating performance at other values of the parameter. From efforts made to tackle this issue came the development of Perturbation Analysis and later Likelihood Ratio method, which, simply put, is a means by which we compute derivative estimates from a single simulation (or actual observation) of the system. Perturbation Analysis (PA) was initiated by Ho et al. (Ho and Cao, 1991) , (Cassandras,1993) in the context of production lines in manufacturing systems. Its infinitesimal version, Infinitesimal Perturbation Analysis (IPA), was for the sensitivity analysis of throughput in closed queueing network. Since then, it has been successfully applied to many different systems.
There also has been a considerable effort to extend the theory of IPA to handle situations where IPA fails (Br6maud and V4zquez-Abad, 1992) , (Fu and Hu, 1992) , (Gong and Ho, 1987) , (Cassandra, 1993) , (Shi, 1996) , (Dai and Ho 1994) .
Likelihood Ratio (LR), also known as Score Function (SF) estimator has been proposed recently in the area of importance sampling (Glynn, 1987) , (Reiman and Weiss, 1989) , (Rubinstein, 1989) . The relations between PA and LR have been discussed in (L'ecuyer, 1990) .
To give the basic idea of IPA and LR, let us consider a stochastic system with a parameter 0. Suppose the performance measure of the system is
where x is a random variable whose c. (1) Let~= F(L9, z).
Then~is a random variable uniformly distributed on (0,1], and z is a function of (:
Equation ( 1) is equivalent to
On the other hand, let f(d, z) be the p,d,f, (probability y density function), then (1) can be written as J J(e) = m -qfc)f(e, Z)dz.
-co
Taking the derivatives of both sides of (3) we obtain~J
and ( 
respectively, provided that the two operations, "E"
and "~" are interchangeable in each case. Equation (6) also requires~(0, x) #O. If the interchangeability in (5) or (6) holds, then
or (8) is an unbiased estimate of t3J (6) On the other hand, the LR estimate usually has a bigger variance, but applies to a wider range of systems since the requirement for interchangeability of two operators, ((E?, and ,,~,, , is much milder.
As we can see in (2) that we use inversion to represent the random variable.
It is well-known that there exists more than one way to represent a parametric family of random variables or stochastic processes with given marginal probability y distributions. Different representations often give rise to different sample path derivatives. The problem of determining which sample path derivative has a smaller variance when multiple strongly consistent and unbiased sample path derivatives exist is important in practice. In this short paper we use an example to demonstrate that variance reduction can be obtained when we resort DPA approach.
We also show that there is a trade-off between accuracy and computation effort. (6) <x) = F(x; 13).
Given a family of {X(O)
: 6 c 0} clefined on (0, F, P). For simplicity of notation, we assume that and mainly due to the sample path discontinuity with respect to the parameter in question, i.e., infinitesimal change in parameter value produces finite change in the sample path of the system. There has been a considerable effort to extend the theory of IPA to handle the situation where IPA fails (Shi, 1996) , (Fu and Hu, 1992) , (Gong and Ho, 1987) , (Br6maud and V6zquez-Abad, 1992), (Dai and Ho 1994) .
In (Shi, 1996) In the following we will provide an example to illustrate that when both IPA and DPA are applicable, DPA formula will provide a smaller variance than IPA formula, i.e., inversion is not the best representation in all possible representations.
Example 2. Consider a simple cyclic queueing network consisting of two servers and only one customer.
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The service time distribution for server one is deterministic Sl=m and for server two is F(O, S2) = 6(1 -e-~'sz) + (1 -0)(1 -e-~'s').
The state process of this system can be decomposed into regenerative periods, each consisting of one busy period and one idle period for each server. The mean length of a regenerative period is l-e E[L(6)] = J?3[sl + Sz(e)] = p + : +~.
Its derivative with respect to 6' is
i3F(e,s2)/ae =-
The LR estimate of &iE[L (6)] is = (P + s2(o)~l e-A1.s2 _ &e-x2.s2
On the other hand, as we mentioned in the previous section that S2 (13) can also be represented as That is where < and h are two independent random variables with uniform distribution over [0, 1] . Clearly S2 (0) is not an admissible representation.
Using Discontinuous
Perturbation Analysis (DPA) (Shi, 1996) , we can use the step function to represent Sz (6). We have f(ofxc -WE = f(e).
To be able to calculate the sample path derivative we need to remove &function, hence the DPA estimate of~EIL (0)] is
It is easy to verify that We only prove when Al = 1 and A2 = 2.
When Al = 1 and AZ = 2 we have J m e-2s2 --e~le-sz
It is easy to see that the second term is bounded by a finite number. Now let us take a look the first term. where A={i:&i>9andl <i< M}. Table 1 shows that overall the DPA estimate formula provides a slightly smaller variance than SPA.
On the other hand, even though the DPA estimate has smaller variance than the SPA, the DPA estimate needs a slightly more computation effort than SPA (Shi, 1996) . This clearly shows that there is a trade-off between accuracy and computation effort. 
