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Abstract
In this paper we study Varadhan’s estimates for the density of a family of solutions of
anticipating stochastic dierential equations driven by a white noise which is perturbed by a
small parameter . The anticipating input is given by the initial condition and the stochastic
integral term is of Stratonovich type. c© 1999 Elsevier Science B.V. All rights reserved.
Keywords: Anticipating calculus; Large deviations; Malliavin calculus; Anticipating stochastic
dierential equations
1. Introduction
Consider the family fX t ; t 2 [0; 1]g of Rd-valued stochastic processes indexed by
the parameter 2 (0; 1], solution of the anticipating stochastic dierential equation
X t =X

0 +
p

Z t
0
kX
j=1
j(X s )  dWjs +
Z t
0
0(X s ) ds: (1.1)
In this equation W = fWjt ; 16j6k; t 2 [0; 1]g is a k-dimensional standard Brownian
motion, j :Rd!Rd; j=0; : : : ; k and fX 0 ; 2 (0; 1]g are random vectors not necessar-
ily adapted to the ltration associated with the Wiener process. The stochastic integral
term is dened as an anticipating Stratonovich integral.
Let t 2 (0; 1]; y2Rd and denote by pt (y) the density of the law of X t at y, if
it exists. Our aim is to prove Varadhan’s type estimates for pt (y) as  # 0. If X 0 is
deterministic and does not depend on , say X 0 = x, Eq. (1.1) denes the family of
perturbed ows
’t (x)= x +
p

Z t
0
kX
j=1
j(’s(x))  dWjs +
Z t
0
0(’s(x)) ds: (1.2)
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It is well known that Hormander’s condition on the vector elds j; j=0; : : : ; k, yields
the existence of density for the law of ’t (x) for every t 2 (0; 1]. In addition, as  # 0,
the behaviour of this density, denoted by ~pt (y), can be precisely described by means
of a distance associated with the skeleton of the stochastic ow. More precisely, letHk
be the reproducing kernel Hilbert space of W . For any h2Hk let fSht (x); t 2 [0; 1]g
be the solution of the dierential equation
Sht (x)= x +
Z t
0
2
4 kX
j=1
j(Shs (x))_h
j
s + 0(S
h
s (x))
3
5 ds; x2Rd: (1.3)
Set
d2(x; y)= inffkhk2Hk : Sh1 (x)=yg;
d2R(x; y)= inffkhk2Hk : Sh1 (x)=y; DSh1 (x):Hk !Rd has rank dg:
Then
− d2R(x; y)6 lim inf
#0
2 log ~p1(y)6 lim sup
#0
2 log ~p1(y)6− d2(x; y): (1.4)
For the proof of this fact we refer the reader to Ben Arous and Leandre (1991) and
the references therein. The technique used by these authors relies on large deviation
estimates and Malliavin Calculus. An abstract formulation of this method for a family
fF; 2 (0; 1]g of Wiener functionals has been presented in Nualart (1998), as quoted
in Propositions 3.1 and 4.1 of this paper. This opens the possibility of extending
Eq. (1.4) to more general random vectors, for instance to the solution of Eq. (1.1) at
xed t 2 (0; 1].
In this paper we will assume the following conditions on the coecients of (1:1):
(C) j :Rd!Rd; j=0; : : : ; k are C1 with bounded partial derivatives and
Pk
j=1
Pd
i=1
ij @ij has bounded partial derivatives of rst order.
Then the process f’t (X 0 ); t 2 [0; 1]g is a solution of Eq. (1.1) (see Ocone and
Pardoux, 1989; Nualart, 1998). Therefore, in the sequel X t =’

t (X

0 ).
The existence and smoothness of the density for the law of a random vector obtain-
ed by the composition of a stochastic ow with a nonadapted random vector has
been studied in Masuda (1991), Caballero et al. (1995), Rovira and Sanz-Sole (1997),
among others, under elliptic and hypoelliptic type conditions. In this paper we will
only consider the following elliptic-type conditions:
(H0) (i) For all 2 (0; 1]; X 0 2D1(Rd) and for all p>1; sup0<61 E [jX 0 jp]<1;
(ii) there exists >0 such that for all p>2 there exist constants cp>0 and (p)>0
such that,
sup
0<61
E[jDsX 0 − D0X 0 jp]6cp sp for all 0<s<(p);
(iii) for all p>1,
sup
0<61
sup
jvj=1
E
2
4
 
kX
‘=1
v(D‘0X 0 +p‘(X 0 ))2
!−p35<1:
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Here v denotes the adjoint of v and D the Malliavin derivative operator introduced in
Section 2 of this paper.
Assumptions (H0) and (C) ensure the existence of a smooth density pt for P(X t )−1
for all t 2 (0; 1]; 2 (0; 1] and X t dened in Eq. (1.1), (see Caballero, Fernandez and
Nualart, 1995).
The structure of the paper is as follows. In Section 2 we present the basic notions
and notations of Malliavin calculus, borrowed from Nualart (1998) and Nualart (1995).
In Section 3 we establish the upper bound estimate for lim sup!0  logp

t (y).
The result needs nondegeneracy of the family fX 0 ; 2 (0; 1]g of initial conditions, a
control in  of the Malliavin covariance matrix of ’t (X

0 ) and a large deviation princi-
ple for f’t (X 0 )g proved in Millet et al. (1991). Section 4 deals with the lower bound
for lim inf !0  logp

t (y). A kind of dierentiability in the topology of D1, required
for fX 0 ; 2 (0; 1]g, is transferred to f’t (X 0 ); t 2 [0; 1]; 2 (0; 1]g (see Lemma 4.4).
Then, under elliptic hypothesis, we prove in Lemma 4.5 that the derivative is a non-
degenerated random vector. This gives the main ingredients of the proof. We complete
our results with an example which satises all the requirements and such that the
above-mentioned upper and lower bounds coincide. A short appendix includes some
technical tools used in the course of the paper.
We will denote all constants by C, although their value may change, we also use
almost everywhere the usual convention on omission for sums on repeated indeces.
2. Preliminaries
In this section we introduce some notations and quote notions and known results on
Malliavin Calculus that are used throughout the paper.
Let (
;F; P) be the canonical probability space of a k-dimensional standard Brow-
nian motion W = fWjt ; 16j6k; t 2 [0; 1]g, that is, 
 is the space of all continuous
functions ! : [0; 1]!Rk vanishing at 0, P is the standard Wiener measure on 
 and F
is the completion of the Borel -eld of 
 with respect to P. Let Hk be the Hilbert
space L2([0; 1];Rk): Hk is isomorphic to the reproducing kernel Hilbert space of W .
We denote by C1p (Rn) the set of all innitely continuously dierentiable functions
f :Rn!R such that f and all of its partial derivatives have polynomial growth.
Let S denote the class of smooth random variables of the form
F =f(W (h1); : : : ; W (hn)); (2.1)
where f2C1p (Rn); h1; : : : ; hn are in Hk ; n>1, and, for any h2Hk ; W (h)=Pk
j=1
R 1
0 h
j(t) dWjt .
The derivative of a smooth random variable F of the form (2:1) is the stochastic
process fDtF; t 2 [0; 1]g given by
Djt F =
nX
i=1
@f
@xi
(W (h1); : : : ; W (hn))h
j
i (t); 16j6k: (2.2)
Notice that DF denes an element of L2(
;Hk).
304 M. Sanz-Sole, M. Sarra / Stochastic Processes and their Applications 79 (1999) 301{321
More generally, we can introduce iterated derivatives of order N as follows. Let
F 2S and N be a positive integer; we set
D(N )t1 ;:::; tN F =Dt1Dt2   DtN F:
For any real number p>1 and any integer N>1 we denote by DN;p the completion
of the set S with respect to the norm
kFkN;p=
"
E(jF jp) +
NX
l=1
E

kD(l)FkpL2([0;1]l)
#1=p
:
Set D1=
T
N>1
T
p2[1;1)D
N;p. We denote by DN;p(Rd) and D1(Rd) the corre-
sponding spaces of d-dimensional random vectors, d>1.
We associate to any F 2D1;1(Rd) the random symmetric nonnegative matrix
 F =(hDFi; DFjiHk )16i; j6d;
which is called the Malliavin matrix.
Assume hypothesis (C) introduced in Section 1. Then, for any xed x2Rd the
random variable ’t (x) belongs to D1(Rd) for all t 2 [0; 1]; 2 (0; 1]. Moreover, the
Malliavin derivative satises
D‘r [’

t (x)] = 5[0; t](r)
p
‘(’r(x)) +
p

Z t
r
rj(’s(x))D‘r (’s(x)) dW‘s
+
Z t
r
r(’s(x))D‘r (’s(x)) ds

; (2.3)
16‘6k, where (x)= (=2)
Pk
j=1rjj(x) + 0(x).
(See, for instance Nualart, 1995.)
Set Y t (x)=r’t (x), the gradient in x of the ow dened in Eq. (1.2), Zt (x)=
[Y t ]
−1(x). These processes are solutions of the following stochastic dierential equa-
tions:
Y t (x)= I +
p

Z t
0
rj(’s(x))Y s (x) dW‘s +
Z t
0
r(’s(x))Y s (x) ds;
Zt (x) = I −
p

Z t
0
Zs (x)rj(’s(x)) dW‘s
+
Z t
0
Zs (x)
"

kX
i=1
(ri)2(’s(x))−r(’s(x))
#
ds:
Then
D‘r [’

t (x)]= 5[0; t](r)
p
Y t (x)Z

r (x) ‘(’

r(x)); (2.4)
16‘6k. Indeed, it suces to check that this process solves Eq. (2.3).
Assume X 0 2D1(Rd), for any 2 (0; 1]. Then, ’t (X 0 )2D1(Rd) for any t 2 [0; 1].
Moreover,
D‘r [’

t (X

0 )]=r’t (X 0 )D‘rX 0 + (D‘r’t )(X 0 ) (2.5)
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16‘6k. (See, Lemma 2.3 of Ocone and Pardoux, 1989, Lemma 2.3 of Caballero
et al., 1995; Lemma 6.1.1 of Nualart, 1998.)
Thus, Eqs. (2.4) and (2.5) yield
D‘r [’

t (X

0 )
i] =Y ;i; jt (X

0 )[D
‘
rX
; j
0 + 5[0; t](r)
p
 Z; j; r (X

0 ) 

‘(’

r(X

0 ))];
16‘6k; 16i6d:
Consequently, the Malliavin matrix corresponding to X t is given by
 Xt =Y

t (X

0 ) Ct() Y

t (X

0 )
; (2.6)
where
Ci; jt ()=
kX
‘=1
Z 1
0
i; ‘r; t () 
j; ‘
r; t () dr; 16i; j6d;
and
i; ‘r; t ()=D
‘
rX
;i
0 + 5[0; t](r)
p
 Z; i; r (X

0 ) 

‘(’

r(X

0 )): (2.7)
In this paper we use repeatedly the following property:
For any >0, there exists a random variable ()2 Tp>1 Lp(
) such that, for all
x2Rd, a.s.
sup
0<61
sup
06t61
j’t (x)j6()(1 + jxj2)(1=2+); (2.8)
sup
0<61
sup
06j6d
sup
06t61
[jrjY t (x)j+ jrjZt (x)j]6()(1 + jxj2): (2.9)
For stochastic ows that do not depend on , that is, for Eq. (1.2) with =1,
Eqs. (2.8) and (2.9) are proved in Lemma 2.1 of Ocone and Pardoux (1989).
A minor modication of the proof of this Lemma gives the extension stated before.
3. Upper bound
In this section we show the upper bound estimate for lim sup!0  logp

t (y) under
elliptic-type conditions; we apply Proposition 4.4.2, in Nualart (1998), which is quoted
below as Proposition 2.1.
We recall that a random vector F :
!Rm is said to be nondegenerate if F 2
D1(Rm) and the Malliavin matrix  F satises det −1F 2
T
p>1 L
p(
):
Proposition 3.1. Let fF; 0<61g be a family of nondegenerate random vectors
satisfying
(a) sup0<61 kFkk;p<1, for each integer k>1, and any p2 (1;1),
(b) for any p2 [1;1), there exists N (p)2 [1;1) such that
k −1F kp6−N (p) C(p);
(c) fF; 2 (0; 1]g obeys a large deviation principle on Rm with rate function I(y);
y2Rm:
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Then, if p denotes the density of F; 2 (0; 1],
lim sup
#0
 logp(y)6− I(y):
We introduce two sets of hypotheses.
(H1) (i) For all 2 (0; 1]; X 0 2D1(Rd) and for all p>1,
sup
0<61

E[jX 0 jp] + E
D0X 0p

p
<+1;
(ii) There exists >0 such that for all p>2 there exist constants cp>0 and (p)>0
such that,
sup
0<61
E
DsX 0 − D0X 0p

p
6cp sp for all 0<s<(p);
(iii) For all p>1,
sup
0<61
sup
jvj=1
E
2
4
 
kX
‘=1
v

D‘0X

0p

+ ‘(X 0 )

2
!−p35<1:
(H2) There exists a mapping 10 :H
k !Rd such that its restriction to the compact
set fkhk2
Hk
6ag; a2 [0;1), is continuous, and the pair (pW; X 0 ) satises a large
deviation principle on C0 ([0; 1]; Rk)Rd with rate function
I1(h; g) =
 1
2khk2Hk if khk2Hk<+1 and g=10(h);
+1 otherwise:
The notation C0([0; 1];Rk) denotes the set of Rk -valued functions dened on [0; 1],
vanishing at 0.
Observe that (H1) implies (H0), thus under (H1) we can ensure the existence of a
smooth density pt for P  (X t )−1 for all t 2 (0; 1] and 2 (0; 1].
Theorem 3.2. Assume (C), (H1) and (H2). Then, for any t 2 (0; 1],
lim sup
#0
 logpt (y)6− d2(y;10); y2Rd;
where
d2(y;10)= inf

1
2khk2Hk : h2Hk ; Sht (10(h))=y
}
(3.1)
with Sht (x) dened in Eq. (1.3) and 
1
0 is given in (H2).
The proof of this theorem needs the following lemma.
Lemma 3.3. Assume hypotheses (C) and (H1). Then, there exists a nite and positive
constant C(p) such that
k( Xt )−1kp6C(p) −1 for all p2 [1;1); 2 (0; 1];
where  Xt is given in Eq. (2.6).
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Proof. By Eqs. (2.6), (2.9) and (H1)(i) it suces to show that for all 2 (0; 1]
sup
0<61
∥∥∥∥∥

1

Ct()
−1∥∥∥∥∥
p
6C(p):
This is equivalent to
sup
0<61
∥∥∥∥∥det

1

Ct()
−1∥∥∥∥∥
p
6C(p):
We will prove that for all v2Rd; jvj=1; p>1 there exists a constant 0(p)>0 such
that for all 60(p)
sup
0<61
P

v
1

Ct()v6

6p: (3.2)
Then, Eq. (A.1) yields
sup
0<61
E
 
v
1

Ct()v
−p!
6C(p; 0(p)): (3.3)
Using Holder’s inequality Eqs. (2.7){(2.9) and (H1)(i) we obtain
sup
0<61
E
1 Ct()

p
6C(p) for all p>1: (3.4)
Then, estimate (5.2) for Q := (1=)Ct(), together with Eqs. (3.3) and (3.4) allow us
to conclude.
The proof of Eq. (3.2) is very close to that of Theorem 4.1 in Caballero et al.
(1995). But the inuence of the  should be taken into account. For all v2Rd; jvj=1
and p>1, we want to show that there exists 0(p) such that, for any 60(p)
sup
0<61
P
"
kX
‘=1
Z t
0
v

D‘sX

0p

+ Zs (X

0 )‘(’

s(X

0 ))

2
ds6
#
6p:
This follows from Lemma 5.1 applied to the process
; ‘t = v


D‘t X

0p

+ Zt (X

0 )‘(’

t (X

0 ))

; 16‘6k:
Indeed, we have
; ‘0 = v


D‘0X

0p

+ ‘(X 0 )

; 16‘6k:
Thus (H1)(iii) yields hypothesis (i) of Lemma 5.1. Moreover, there exists >0 such
that for all p>2
sup
0<61
E(js − 0jp)6Kpsp; 0<s<0(p)
for some constants Kp>0 and 0(p)>0.
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In fact, for all s2 (0; 1] and p>2,
sup
0<61
E[js − 0jp]6C

sup
0<61
E
DsX 0 − D0X 0p

p
+ sup
0<61
E(jZs (X 0 )‘(’s(X 0 ))− ‘(X 0 )jp)

:
(H1)(ii) yields the desired estimate for the rst term in the sum. The estimate for the
second term can be proved using Ito^’s formula, Sobolev’s inequality and Eqs. (2.8)
and (2.9). (See Theorem 4.1 in Caballero et al., 1995.)
This concludes the proof of the lemma.
Proof of Theorem 3.2. Consider the family of nondegenerate random vectors F :=X t ;
0<61 with t 2 (0; 1] xed. The hypothesis of Proposition 3.1 are satised. Indeed,
Lemma 3.3 yields condition (b). The assumptions (H1), Eqs. (2.8) and (2.9) imply
(a). Finally, Proposition 3.1 in Millet et al. (1991) states that, under (H2) condition
(c) holds. The proof is complete.
4. Lower bound
In this section we show the lower bound estimate of lim inf !0  logp

t (y) under
elliptic type conditions, we will apply the following proposition which is a slight variant
of Proposition 4.4.1 in Nualart (1998).
Proposition 4.1. Consider a family fF; 0<61g of nondegenerate d-dimensional
random vectors dened on the canonical space associated with a k-dimensional stan-
dard Wiener process. Let 2C1(Hk ;Rd). Fix y2Rd and set
Ky =

h 2Hk : (h)=y; det (hD(h); D (h)iHk )>0
}
:
Assume that, for any h2Ky ,
lim
#0
1p


F

!+
hp


− (h)

=Z(h)
in the topology of D1, where Z(h) is a d-dimensional nondegenerate random vector.
Set d2R(y)= inff 12khk2Hk ; h2Ky g. Then, if p denotes the density of F,
lim inf
#0
 log p(y)>− d2R (y):
We introduce some notation and notions. Set ; ht (x)=’t (x) (! + h=
p
); t 2 [0; 1]
h2Hk ; x2Rd, where f’t (x); t 2 [0; 1]g is dened in Eq. (1.2). The process
f; ht (x); t 2 [0; 1]g is the solution of the following stochastic dierential equation:
; ht (x)= x +
p

Z t
0
j(; hs (x))  dWjs +
Z t
0
[j(; hs (x)) _h
j
s + 0(
; h
s (x))] ds: (4.1)
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Set ~X ; ht =X t (!+h=
p
); h2Hk ; t 2 [0; 1], where X t is given in Eq. (1.1). The pro-
cess f ~X ; ht ; t 2 [0; 1] g is the solution of the following anticipative stochastic dierential
equation:
~X ; ht = ~X
; h
0 +
p

Z t
0
j ( ~X
; h
s )  dWjs +
Z t
0
[j( ~X ; hs ) _h
j
s + 0( ~X
; h
s ) ] ds (4.2)
and under (C), the process f; ht ( ~X 0); t 2 [0; 1]g is the solution of Eq. (4.2).
Set
N; ht (x)= [r; ht ]−1 (x): (4.3)
Estimates (4.4){(4.6) are the analogue of Eqs. (2.8) and (2.9) for the stochastic ow
(4.1). More precisely, for any >0, there exists a random variable ()2 Tp>1 Lp(
)
such that, for any x2Rd, a.s.
sup
0<61
sup
06t61
j; ht (x)j6() (1 + jxj2)+1=2; (4.4)
sup
0<61
sup
16j6d
sup
06t61
jrj ; ht (x)j6() (1 + jxj2); (4.5)
sup
0<61
sup
06j6d
sup
06t61
jrj N ; ht (x)j6() (1 + jxj2): (4.6)
Lemma 4.2. Assume (C). Then for any x2Rd; p2 (1; +1);
lim
#0
E

sup
06t61
j; ht (x)− Sht (x) jp

=0:
Proof. This is a consequence of Gronwall’s lemma and estimate (4.4).
We introduce a new condition, as follows.
(H3) There exists 20 2C1(Hk ;Rd) such that lim#0 ( ~X ; h0 −20(h))=
p
=Zh0 in L
p;
p>1, for each h 2Hk .
Lemma 4.3. Assume (C) and (H3). Let fZht ; t 2 [0; 1]g; h2Hk , be the solution of
the following stochastic dierential equation:
Zht = Z
h
0 +
Z t
0
j(Shs (
2
0(h))) dW
j
s
+
Z t
0
[rj(Shs (20(h))) _h
j
s +r0(Shs (20(h)))]Zhs ds; (4.7)
where Zh0 and 
2
0(h) are given in hypothesis (H3) and S
h
s (x) is dened in
Eq. (1.3).
Then, for any p>1
lim
#0
E

sup
06t61
 1p (; ht ( ~X ; h0 )− Sht (20(h)))− Zht

p
=0:
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Proof. Fix t 2 [0; 1]. By the mean value theorem,
; ht ( ~X
; h
0 )− Sht (20(h))p

− Zht =A1(t; ; h) + A2(t; ; h) + A3(t; ; h) (4.8)
with
A1 (t; ; h)=r; ht (P; h1 )
"
~X ; h0 − 20(h)p

− Zh0
#
;
A2 (t; ; h)=
; ht (20(h))− Sht (20(h))p

− Zht +r; ht (20(h))Zh0 ;
A3 (t; ; h)= [r; ht (P; h1 )−r
; h
t (
2
0(h))]Z
h
0 ;
where P; h1 = 1
~X ; h0 + (1 − 1)20(h), for some 1 2 (0; 1) depending on !. By
Eq. (4.5) and (H3), there exists a constant C(p)<+1 such that
sup
0<61
E

sup
06t61
jr; ht (P;h1 ) jp

=C(p) :
Thus, (H3) yields
lim
#0
E

sup
06t61
jA1(t; ; h)jp

=0 for any p2 (1;1): (4.9)
By the mean value theorem, there exists ~P
; h
1 ; 2 = 2 P
; h
1
+ (1 − 2)20(h), for some
2 2 (0; 1) depending on !, such that
jA3(t; ; h)j6 jr2; ht ( ~P; h1 ; 2 )j jP; h1 − 20(h)j jZh0 j
= jr2; ht ( ~P; h1 ; 2 )j j1j j ~X ; h0 − 20(h)j jZh0 j:
Therefore,
lim
#0
E

sup
06t61
jA3(t; ; h)jp

=0 for any p2 (1;1): (4.10)
Set
M;ht (
2
0(h))=
; ht (20(h))− Sht (20(h))p

; m(x)=
1
2
kX
j=1
rj j(x):
From Eqs. (1.3) and (4.1) we have
M;ht (
2
0(h)) =
Z t
0
j(; hs (
2
0(h))) dW
j
s +
p

Z t
0
m(; hs (
2
0(h))) ds
+
Z t
0
j(; hs (
2
0(h)))− j(Shs (20(h)))p

_h
j
s ds
+
Z t
0
0(; hs (
2
0(h)))− 0(Shs (20(h)))p

ds: (4.11)
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The gradient r; ht (x) satises the equation
r; ht (x) = I +
p

Z t
0
rj (; hs (x)) r; hs (x) dWjs
+ 
Z t
0
rm (; hs (x))r; hs (x) ds
+
Z t
0
[rj (; hs (x)) _h
j
s +r0(; hs (x))]r; hs (x) ds: (4.12)
Then Eqs. (4.11), (4.12) and (4.7) yield
A2(t; ; h)=
6X
i=1
Bi(t; ; h) (4.13)
with
B1(t; ; h) =
Z t
0
[j(; hs (
2
0(h)))− j(Shs (20(h)))] dWjs ;
B2(t; ; h) =
Z t
0
p
m (; hs (
2
0(h))) ds;
B3(t; ; h) =
p

Z t
0
rj(; hs (20(h)))r; hs (20(h)) dWjs

Zh0 :
B4(t; ; h) = 
Z t
0
rm (; hs (20(h)))r; hs (20(h)) ds

Zh0 ;
B5(t; ; h) =
Z t
0

j(; hs (
2
0(h)))− j(Shs (20(h)))p

−rj(Shs (20(h)))Zhs ;
+rj (; hs (20(h)))r; hs (20(h))Zh0

_h
j
s ds;
B6(t; ; h) =
Z t
0

0(; hs (
2
0(h)))− 0(Shs (20(h)))p

−r0(Shs (20(h)))Zhs
+ r0 (; hs (20(h)))r; hs (20(h))Zh0

ds:
Burkholder’s and Holder’s inequalities imply
E

sup
06t61
jB1(t; ; h)jp

6CE

sup
06t61
j; ht (20(h))− Sht (20(h)) jp

:
Thus, by Lemma 4.2,
lim
#0
E

sup
06t61
jB1(t; ; h)jp

=0: (4.14)
From Eqs. (4.4) and (4.5) we have
lim
#0
E

sup
06t61
jBi(t; ; h)jp

=0 for any p2 (1;+1); i=2; 3; 4: (4.15)
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By the mean value theorem, there exists 3 2 (0; 1) depending on ! and
Q;h3 (s)= 3
; h
s (
2
0(h)) + (1− 3)Shs (20(h));
such that
jB5(t; ; h) j6

Z t
0
"
rj(Q;h3 (s))(; hs (20(h))− Shs (20(h)))p

−rj(Shs (20(h)))Zhs +rj(; hs (20(h)))r; hs (20(h))Zh0 ] _h
j
s ds
 :
6C
Z t
0
; hs (20(h))− Shs (20(h))p − Zhs +r; hs (20(h))Zh0
 j _hjsj ds
+
Z t
0
jrj (Q;h3 (s))−rj (Shs (20(h)))jjZhs jj _h
j
sjds
+
Z t
0
jrj (; hs (20(h)))−rj (Q;h3 (s))j
jr; hs (20(h))Zh0 jj _h
j
sjds:
Notice that
Q;h3 (s)− Shs (20(h))= 3 (; hs (20(h))− Shs (20(h)));
; hs (
h
0)− Q;h3 (s)= (1− 3)(; hs (20(h))− Shs (20(h))):
Therefore, for all r 2 [0; 1],
E

sup
06t6r
jB5(t; ; h)jp

6C
Z r
0
E

sup
06u6s
jA2 (u; ; h)jp

ds+ C1(; h) (4.16)
with lim#0 C1(; h)= 0:
Analogously,
E

sup
06t6r
jB6(t; ; h)jp

6C
Z r
0
E

sup
06u6s
jA2 (u; ; h)jp

ds+ C2(; h) (4.17)
with lim#0 C2(; h)= 0:
Hence, Eqs. (4.13){(4.14) ensure
E

sup
06t6r
jA2 (t; ; h)jp

6C
Z r
0
E

sup
06u6s
jA2 (u; ; h)jp

ds+ C3 (; h)
for any p2 (2;+1), with lim#0 C3 (; h)= 0.
Thus, Gronwall’s lemma implies that for any p2 (1;+1)
lim
#0
E

sup
06t61
jA2 (t; ; h)jp

=0: (4.18)
Then, Eqs. (4.8){(4.10) and (4.18) complete the proof of the lemma.
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Our next purpose is to show a similar result as that of Lemma 4.3 but with the
convergence in the topology of D1. We rst introduce some notation and make some
comments. As for ’t (x) (see Eq. (2.4)) we obtain
Ds
; h
t (x)= 5[0; t](s)
p
r; ht (x)N; hs (x)(; hs (x));
where N; hs (x) is dened in Eq. (4.3).
Then
Ds[
; h
t ( ~X
; h
0 )]=r; ht ( ~X ; h0 )[Ds ~X ; h0 + 5[0; t](s)
p
N ; hs ( ~X
; h
0 )(
; h
s ( ~X
; h
0 ))]:
(4.19)
Let fht (x); t 2 [0; 1]g; h2Hk ; x2Rd, be the solution of the following stochastic dier-
ential equation:
ht (x) = x +
Z t
0
j(Shs (
2
0(h))) dW
j
s
+
Z t
0
[rj(Shs (20(h))) _h
j
s +r0(Shs (20(h)))] hs (x) ds: (4.20)
Then,
Dsht (x) = 5[0; t](s)
2
4(Shs (20(h)))
+
Z t
s
[rj(Shr (20(h))) _h
j
r +r0(Shr (20(h)))]Dshr (x) dr

: (4.21)
Set
~Nht (x)= [rSht ]−1(x): (4.22)
Using integration by parts we obtain
~Nht (x)= I −
Z t
0
~Nhr (x) [rj(Shr (x)) _h
j
r +r0(Shr (x))] dr: (4.23)
By Eqs. (4.21){(4.23) we can check, for any x2Rd; s; t 2 [0; 1],
Dsht (x)=rSht (20(h)) ~Nhs (20(h))(Shs (20(h)))5[0; t](s): (4.24)
Notice that, for any x2Rd; t 2 [0; 1]; rht (x)=rSht (20(h)) and Zht = ht (Zh0 ).
Then, by Eq. (4.24)
DsZht =Ds(
h
t (Z
h
0 ))=rht (Zh0 )DsZh0 + (Dsht )(Zh0 )
=rSht (20(h))[DsZh0 + ~Nhs (20(h))(Shs (20(h)))5[0; t](s)]: (4.25)
One can easily check
sup
06j6d
sup
06t61
(jrjSht (x)jp + jrj ~Nht (x)jp)6C(p); x2Rd : (4.26)
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We now need an assumption stronger than (H3):
(H30) There exists 20 2C1(Hk ;Rd) such that lim#0( ~X ; h0 −20(h))=
p
=Zh0 in the
topology of D1, for each h2Hk .
Lemma 4.4. Assume (C) and (H30). Then,
lim
#0
"
; ht ( ~X
; h
0 )− Sht (20(h))p

#
=Zht
in the topology of D1; where Zht is dened in Eq. (4.7).
Proof. Since Sht (
2
0(h)) is deterministic and due to Lemma 4.3 it only remains to
check, for all p>1; N 2N,
lim
#0
E
2
4

Z
[0;1]N

1p

D(N ) [
; h
t ( ~X
; h
0 )]− D(N ) Zht
2
d

p=2
3
5=0: (4.27)
Identities (4.19) and (4.25) show that
1p

Ds[
; h
t ( ~X
; h
0 )]− DsZht =T1(; h; s; t) + T2(; h; s; t); (4.28)
where
T1(; h; s; t) =r; ht ( ~X ; h0 )
 
Ds ~X
; h
0p

− DsZh0
!
+(r; ht ( ~X ; h0 )−rSht (20(h)))DsZh0 ;
T2(; h; s; t) = [r; ht ( ~X ; h0 )N; hs ( ~X ; h0 )(; hs ( ~X ; h0 ))
−rSht (20(h)) ~Nhs (20(h))(Shs (20(h)))]5[0; t](s):
(H30) yields, for all p>1,
lim
#0
E
2
64

Z 1
0
 
Ds ~X
; h
0p

− DsZh0
!2
ds

p=2
3
75=0: (4.29)
Consider the decomposition
jr; ht ( ~X ; h0 )−rSht (20(h))j6 jr; ht ( ~X ; h0 )−r; ht (20(h))j
+ jr; ht (20(h))−rSht (20(h))j:
The mean value theorem, Eqs. (4.5) and (H30) imply
lim
#0
E[jr; ht ( ~X ; h0 )−r; ht (20)jp] = 0; p>1 :
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It is not dicult to prove
lim
#0
E[jr; ht (20(h))−rSht (20(h))jp] = 0; p>1 :
Thus,
lim
#0
E[jr; ht ( ~X ; h0 )−rSht (20(h))jp] = 0; p>1 : (4.30)
Therefore, Eqs. (4.29) and (4.30) yield
lim
#0
E
2
4

Z 1
0
T1(; h; s; t)2 ds

p=2
3
5=0; p>1 : (4.31)
Set
T2(; h; s; t) = [(r; ht ( ~X ; h0 )−rSht (20(h)))N; hs ( ~X ; h0 )(; hs ( ~X ; h0 ))
+rSht (20(h))(N; hs ( ~X ; h0 )− ~Nhs (20(h)))(; hs ( ~X ; h0 ))
+rSht (20(h)) ~N
h
s (
2
0(h))((
; h
s ( ~X
; h
0 ))− (Shs (20(h))))]5[0; t](s) :
Similar ideas as those used in the proof of Eq. (4.31) show, for all p>1
lim
#0
E
2
4

Z 1
0
(T2(; h; s; t))2 ds

p=2
3
5=0 : (4.32)
Thus, Eqs. (4.28), (4.31) and (4.32) yield
lim
#0
E
2
4

Z 1
0

1p

Ds
; h
t ( ~X
; h
0 )− DsZht
2
ds

p=2
3
5=0
and nishes the proof of Eq. (4.27) for the order of derivation N =1.
The proof for higher order derivatives is based on similar arguments, but entails
hard notation. We leave the details to the reader.
In the following lemma we study the nondegeneracy of Zht dened in Eq. (4.7). This
needs a new condition,
(H4) For any h2Hk :
(i) Zh0 2D1,
(ii) there exists >0 such that for all p>2 there exist constants cp>0 and 0(p)>0
such that
E(jDsZh0 − D0Zh0 jp)6cpsp for all 0<s<0(p);
(iii) for all p>2;
sup
jvj=1
E
2
4
 
kX
‘=1
jv(D‘0Zh0 + ‘(20(h))j2
!−p35<1:
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Lemma 4.5. Let fZht ; t 2 [0; 1]g; h2Hk , be the process dened in Eq. (4.7). Assume
(C) and (H4). Then Zht is nondegenerate.
Proof. We have to prove that det( Zht )
−12Tp>1 Lp(
) for any t 2 [0; 1], where  Zht is
the Malliavin matrix of Zht .
Using Eqs. (4.25), (4.26), (A.1) and (A.2) it suces to prove that, for any p>1,
there exists 0(p)>0 such that for any 60(p),
P
(Z 1
0
kX
‘=1
(vD‘s Z
h
0 + v
 ~Nhs (
2
0(h)) ‘(S
h
s (
2
0(h))) 5[0; t](s))2 ds<
)
6p:
This follows from Lemma 2.4 in Caballero et al. (1995) applied to the process
‘t = v
[D‘t Z
h
0 + ~N
h
s (
2
0(h))‘(S
h
s (
2
0(h)))]; 16‘6k:
Indeed, condition (H4)(iii) implies the assumption (i) of Lemma 2.4 in Caballero et al.
(1995) so it only remains to check that for p>2 there exist constants 1>0 and Cp>0,
such that
E(js − 0jp)6Cps1p for all 0<s<0(p): (4.33)
Set
E(js − 0jp)6C(E1(s; h) + E2(s; h) + E3(s; h)); (4.34)
where
E1(s; h) = E[jDsZh0 − D0Zh0 jp];
E2(s; h) =
kX
‘=1
E[j ~Nhs (20(h))− I jpj‘(S hs (20(h)))jp];
E3(s; h) =
kX
‘=1
E[j‘(S hs (20(h)))− ‘(20(h))jp]:
Using Holder’s inequality we can check, for any s2 [0; 1],
j ~Nhs (20(h))− I jp6Csp=2; (4.35)
and
jS hs (20(h))− 20(h)jp6Csp=2: (4.36)
Thus, Eqs. (4.34){(4.36) and (H4)(ii) yield Eq. (4.33).
Theorem 4.6. Assume (C), (H0), (H30) and (H4). Then, if pt denotes the density of
X t ; t 2 (0; 1],
lim inf
#0
pt (y)>− d2R(y;20); y2Rd;
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where
d2R (y;
2
0) = inff 12 khk2Hk ; h2Hk ; S ht (20(h))=y;
dethDS ht (20(h)); DS ht (20(h))iHk>0g
with S ht (x) dened in Eq. (1.3) and 
2
0 is given in (H3
0).
Proof. We apply Proposition 4.1 to F =X t , for a xed t 2 (0; 1]. As has been estab-
lished in Caballero et al. (1995), conditions (C) and (H0) imply the nondegeneracy of
the family fX t ; 2 (0; 1]g. The validity of the assumptions of this Proposition is now
a trivial consequence of Lemmas 4.4 and 4.5.
Assumption (C) implies that the mappingH k 3 h! S ht (x); t 2 [0; 1]; x2Rd, dened
in Eq. (1.3) is innitely Frechet dierentiable. Moreover, the Frechet derivative DS ht
is given by
DS ht (x)(f)=
Z t
0
kX
‘=1
D‘s S
h
t (x)f
‘
s ds; f2H k :
It is easy to check that
D‘s S
h
t (x)=rS ht (x) ~Nhs (x)‘(S hs (x)) 5[0; t](s); 16‘6k; (4.37)
where ~Nhs (x) is given in Eq. (4.22). If 
2
0(h)2C1(H k ;Rd) then,
D‘s [S
h
t (
2
0(h))]=rS ht (20(h))D‘s 20(h) + (D‘s S ht )(20(h)):
Thus, by Eq. (4.37),
D‘s [S
h
t (
2
0(h))] = rS ht (20(h))[D‘s 20(h) + ~Nhs (20(h)‘(S hs (20(h))) 5[0; t](s)]:
16‘6k: (4.38)
Consequently, S ht (20(h)) = hDS
h
t (
2
0(h)); DS
h
t (
2
0(h))iH k is given by
S ht (20(h)) =rS
h
t (
2
0(h))At rS ht (20(h)) (4.39)
where, Ai; jt =
Pk
‘=1
R 1
0 
i; ‘
r; t 
j; ‘
r; t dr; 16i; j6d, and
i; ‘r; t =D
‘
r (
2
0(h))
i + 5[0; t](r) ~Ni; r (20(h))‘ (S hr (20(h))): (4.40)
Our next purpose is to compare the upper and lower bound obtained in Theorems 3.2
and 4.6, respectively.
Theorem 4.7. Assume (C), (H0), (H30), (H4) and consider the following hypotheses
on 20 dened in (H3
0):
(H5) (i) There exists >0 and constants C; 0>0 such that
jDs20(h)− D020(h)j26Cs for all 0<s<0;
(ii) inf jvj=1
Pk
‘=1 jv(D‘020(h) + ‘(20(h)))j2>0:
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then, if pt denotes the density of X

t ; t 2 (0; 1],
lim inf
#0
pt (y)>−d2(y;20); y2Rd;
where
d2(y;20)= inff 12khk2H k ; h2H k ; S ht (20(h))=yg
with S ht (x) dened in Eq. (1.3).
Proof. We show that the new condition (H5) implies detS ht (20(h))>0, where
S ht (20(h)) is dened in Eq. (4.39).
By Eqs. (4.39), (4.40) and since rS ht (20(h)) is invertible, this is equivalent to
checking, for all v2Rd; jvj=1,
Z 1
0
kX
‘=1
(v(D‘s 
2
0(h) + ~N
h
s (
2
0(h))‘(S
h
s (
2
0(h))) 5[0; t](s)))2 ds>0: (4.41)
Let >0 and 0<60 such that <1. Then the left-hand side of Eq. (4.41) is
bounded by
Z 
0
kX
‘=1
(vD‘s 
2
0(h) + v
 ~Nhs (
2
0(h))‘(S
h
s (
2
0(h))) 5[0; t](s))2 ds
>F1(; h)− F2(; h)− F3(; h) (4.42)
with
F1(; h) =
1
23
Z 
0
kX
‘=1
jvD‘020(h) + v‘(20(h))j2 ds;
F2(; h) =
Z 
0
kX
‘=1
jD‘s 20(h)− D‘020(h)j2 ds;
F3(; h) =
Z 
0
kX
‘=1
j ~Nhs (20(h))− I j2 j‘(S hs (20(h)))j2 ds
+
Z 
0
kX
‘=1
j‘(S hs (20(h)))− ‘(20(h))j2 ds:
Condition (H5)(ii) implies, for some K1>0,
F1(; h)>K1: (4.43)
Moreover, (H5)(i) yields,
F2(; h)6K2(+1) (4.44)
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with K2>0. Finally, Eqs. (4.26), (4.35) and (4.36), ensure
F3(; h)6K32 (4.45)
with K3>0.
Fix >0 and 0<60 such that <1 and K1 − K2 − K3(1=2)>0. Then
Eqs. (4.42){(4.45) show Eq. (4.41) and conclude the proof of the theorem.
Assume that fX 0 ; 2 (0; 1]g satises hypotheses (H1), (H2), (H30), (H4) and (H5)
with 1020 then, if pt (y) denotes the density of X t ; t 2(0; 1],
lim
#0
pt (y)=d
2(y;10); y2Rd
with d2(y;10) given in Eq. (3.1). This is the case of the following example.
Example 7.8. Let k =d=2. Consider the vector elds
1(x)=

1
2x1

:
2(x)=

2sin x1 cos x2
1− 2sin x1

; x=(x1; x2):
Then 1; 2 at x=(0; x2) span R2. Set f t (y); t 2 [0; 1]g; 2 (0; 1]; y2R the stochas-
tic ow dened by
 t (y)=y +
p

Z t
0
Ai( s (y)) dW
i
s +
Z t
0
A0( s (y)) ds;
where Ai :R!R; i=0; 1; 2 are C1 functions with bounded derivatives.
Let x0 2R be such that Ai(x0)= 0; i=1; 2. Set X 0 = (0; X ;20 ) with X ;20 =  1(x0);
x0 2R. Then, clearly D0X 0 = 0 and standard estimates on stochastic ows and their
derivatives yield (H1).
For h2H2, let Rht(x) be the solution of the dierential equation
Rht (x)= x +
Z t
0
[Ai(Rhs (x)) _h
i
s + A0(R
h
s (x))] d s:
Set (h)= (0; Rh1(x0)); h2H2. The restriction of  to fkhk2H26ag; a2 [0;1) is con-
tinuous and the classical result on large deviations for diusions yields that (
p
W; X 0 )
satises a large deviation principle with rate function
I1(h; g)=
 1
2 khk2H2 if khk2H2<+1 and g=(h);
+1 otherwise:
So, (H2) holds true.
Set 20(h)=
1
0(h)=(h); h2H2. One can check that
lim
#0
X 0 (!+ h=
p
)− (h)p

=Zh0 in D
1;
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for all h2H2, where Zh0 = (0; h1 ) with h1 the solution at t=1 of
ht = x0 +
Z t
0
Aj(Rhs (x0)) dW
j
s +
Z t
0
[A0j(R
h
s (x0)) _h
j
s + A
0
0(R
h
s (x0))]
h
s ds:
This shows (H30). The validity of (H4) and (H5) can also be easily checked. Indeed,
D0Zh0 =D0(h)= 0 and we can use classical properties of the stochastic ows and
their Malliavin derivatives.
Thus the density of X t ; t 2 (0; 1], pt satises
lim
#0
pt (y)=−d2(y;);
where d2(y;) is dened in Eq. (3.1).
Appendix A
In this section we recall some technical results, which have been used in the paper.
Let Q be a family, indexed by 2 (0; 1], of nonnegative random variables. Assume
that, for any p>2, there are positive constants 0(p); C(p), such that
sup
0<61
PfQ6g6C(p)p
for any 60(p). Then,
sup
0<61
E((Q)−p)6C(p; 0(p)): (A.1)
Let Q(!) be a symmetric nonnegative denite mm random matrix. Set =
maxjvj=1 vQv. Then, for each p>1 there exists a universal constant C =C(p;m)
such that,
E[(detQ)−p=m]6C
(
sup
jvj=1
E[(vQv)−2(p+m+1)]E[(1 + )2m+6]
)1=2
: (A.2)
For a proof of Eq. (A.2) see, for instance Stroock (1983).
The next result is a small modication of Lemma 2.4 of Caballero et al. (1995). Here
the process depends on a parameter 2 (0; 1] and the conclusion provides estimates
which are uniform in . The proof is the same as that of the above mentioned result.
Lemma 5.1. Let fs; 06s61; 2 (0; 1]g be a family of measurable, d-dimensional
stochastic process such that
R 1
0 jsj2 ds<1 a.s. for any  2 (0; 1]. Suppose that
(i) sup0<61 E(j0j−p)<1 for all p>2,
(ii) there exists >0 such that for all p>2
sup
0<61
E(js − 0jp)6Kpsp; 0<s<0(p);
for some constants Kp>0 and 0(p)>0.
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Then for all p>2 there exist constants 1>0 and C>0, which depend on p; ;
C0 :=E(j0j−p) and K8p, with
sup
0<61
P
 Z 1
0
jsj2 ds<
!
<Cp; 0<<1:
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