This paper presents a novel parametric co-variance assignment
Introduction
Co-variance analysis permeates almost all of system theory [1] . Based on the co-variance analysis, the probabilistic properties among random signals can be described. Naturally, the associate co-variance control problem became one of the most significant research topics for multi-variable stochastic systems. Since the system identification, Kalman filtering, stochastic distribution control and fault diagnosis are widely used in practice, the co-variance estimation and control are significant to all of these research areas and applications [2, 3, 4, 5] . In addition, the co-variance is also an ideal tool to analyze the performance of the stochastic systems for the probabilistic decoupling analysis [6, 7] and neural interaction analysis [8, 9] .
During the past two decades, the main result of co-variance control is based on the Lyapunov equation while several conditions and controllers have proposed the control design for the co-variance assignment using the determined control signals [10, 11] . However, this controller is designed by Lyapunov equation without closed-form formulation. Since the closed-form model of state co-variance [12] presented in 2007, reducedorder co-variance model [13] has been presented based on eigen-decomposition to solve output co-variance assignment (OCA) problem while the co-variance model was presented for the stochastic system with parametric uncertainty. However, all the existing results did not consider the control design with parametric uncertainties of the stochastic systems. Considering the uncertainties of the parameters, the robust controller has been designed in [14, 15, 16] . All the mentioned controllers can achieve good performance, however these methods have not been used to deal with the covariance analysis. To the best of our best knowledge, there is no existing solution to the parametric outputfeedback co-variance assignment for stochastic uncertain systems with the stability analysis. Therefore, it is significant to develop a simply output co-variance assignment (OCA) control law for the implementation of the complex dynamic multi-variable stochastic system with uncertainties.
In this paper, the stochastic uncertain multivariable systems have been investigated while the covariance assignment is very difficult since the uncertainties would affect the stability of the closed-loop systems. Based upon the investigated uncertain multivariable model, the transformed co-variance model can be obtained firstly, and then the controller and linear observer can be designed and analyzed. In particular, the sufficient conditions are given for the convergence of the observer, the stabilization of the controller and * Q. Zhang. Email:qichun.zhang@dmu.ac.uk stabilization of the closed-loop system, respectively. In the end, the control input can be obtained by reversing the transformation. Using this control strategy, the design procedure is also given. Furthermore, the parameters of the controller and observer can be optimized using the parametric state feedback [17, 18] and entropy-based performance criterion. Using the presented control strategy, the optimal output feedback control law is obtained for OCA and the performance has been verified by the numerical simulation.
The rest of the paper is organized as follows. In Section 2, the formulation is given including the model formulation, transformed co-variance model and control objective. The parametric control strategy is developed while the convergence of the linear observer, the stabilization of the parametric state feedback controller and the stabilization of closed-loop uncertain system are analyzed in Section 3. Moreover, the parameter optimization and design procedure are also given in this section. Section 4 and Section 5 present the results of numerical simulation and the conclusions, respectively.
Formulation
Suppose that the complex industrial dynamic process can be modeled by the following stochastic uncertain multi-variable system.
where x ∈ R n , u ∈ R s and y ∈ R m are the system state vector, input vector and output vector, respectively. β t is the p-dimensional Wiener process. m, n and s are positive integers while system matrices A, B, C D and parameter uncertainties ∆A (t), ∆B (t) are of appropriate dimensions. Notice that the model (1) can be rewritten as follows:
where w is a standard Gaussian white noise. Without loss of generality, assume that the investigated system model (1) satisfies the following assumptions. Assumption A1: Assume that the Gaussian noise vector w (t) satisfies
where δ (·) is the Dirac delta function. Assumption A2: Similar to the assumption of the noise, assume that the control signal is restricted by
where
. Based on the definition of the co-variance matrix, the state and output co-variance matrices of the given system are given by
In addition, the co-variance matrices can be rewritten as follows:
where Λ x , Λ y , Λ u and Λ q are real diagonal matrices. V x , V y , V u and V q are associated orthogonal matrices. All of the matrices are with the same dimensions as the associated vectors.
Therefore, the reduced-order closed-form covariance model can be obtained following the vectorization operation.
where λ x , λ y , λ u and λ q are the diagonal elements of matrices Λ x , Λ y , Λ u and Λ q , respectively. The coefficient matrices can be calculated using Hadamard product as follows:
while
Thus, the control objective is to develop a new control strategy to assign the state of the transformed model (7) so that the covariances and variances of the system outputs can be assigned simultaneously.
To achieve the mentioned control objective, the following assumption should be taken into account:
Assumption A3: The pair (A cov , B cov ) is controllable.
Assumption A4: The admissible parameter uncertainties are of the norm-bounded form
In Eq. (9), M, N 1 and N 2 denote the structure of the uncertainties which are known real constant matrices www.astesj.com
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In addition, the following lemma [19] has been recalled here which can be used to analyze the convergence and stabilization of the presented control strategy.
Lemma 1. Given any real constant matrices X and Y with proper dimensions. Then there exists a constant ξ > 0, such that the following inequality holds.
3 Control Strategy
The reference co-variance matrix can be rewritten as follows:
Since the diagonal matrix r can be arranged as vector λ r , the co-variance assignment problem transfers to state tracking problem using the presented reducedorder co-variance model if we set V y = V r .
To track the desired state co-variance vector, the integrator should be considered in the control scheme. The error vector e y (t) = λ r λ y is treated as the extended state and substitutes the error into the closed-loop system.
Then, the closed-loop system in the state-space form can be obtained as follows:
wherē
andė
We can further present the closed-loop system in compact format as follows:
Notice thatDλ q andλ r are real constants which means that if the following system is stabilized then the variance and co-variance assignment can be completed.ẋ
Based upon the transformed system model 18, the control strategy can be divided into two parts: observerbased output feedback design and the parametric optimization for uncertainty compensation.
State feedback design
The linear state feedback controller can be determined by the nominal linear model and the control law is described by
where the gain matrix K can be obtained by parametric design [17, 13] . In particular, we have 
Substituting control law (19) into the transformed system model (18) yields the closed-loop system:
where A c =Ā +BK, ∆A c (t) = ∆Ā (t) + ∆B (t) K. Thus the following lemma can be proposed.
Lemma 2. For the uncertain multi-variable system given by (18) , with the assumptions and with the control law given by (19) , then there exist two positive constants ε 1 and ε 2 , so that the equilibriumx (t) = 0 is stabilized if the following matrix inequality has a positive-definite solution P = P T > 0.
Proof. Consider the Lyapunov function candidate as
The time derivative of V c (x) along the trajectories of (23) is given as follows.
Let ε 1 and ε 2 be positive constants, the following matrix inequalities hold using Lemma 1.
Substituting these inequalities into the derivative of V c (x) with Assumption 4, we havė
SinceV c (x) < 0 , the proof of lemma 2 is completed.
Observer design
Using the linear observer to estimate the states of the model (18), the linear observer can be designed based on the nominal linear model.
where the estimated vector can be denoted byx and L is pre-specified gain matrix of this observer. Introducing the error of the estimation by
and substituting the Eq. (30)-(31) to system model (18) . The closed-loop model can be described bẏ
where A o =Ā − LC. Similar to Lemma 2, Lemma 3 is given as follows.
Lemma 3. For the uncertain multi-variable system given by (18), with the assumptions and with the linear observer given by (30), then there exists two positive constants ε 1 and ε 2 , so that the estimation error e (t) converges to zero if the following matrix inequalities have a positive-definite solution P = P T > 0.
A o P + P A o < 0 (33)
The time derivative of V o (e) along the trajectories of (31) is given by the following equation.
Similar to the proof of Lemma 2, we havė
which ends the proof
Output feedback design
Combining the parametric state feedback controller and the designed observer, the output feedback controller can be obtained for the system (18) .
which leads to the closed-loop dynamics as follows.
Furthermore, the stability of the closed-loop control design can be guaranteed by the following theorem.
Theorem 4. For the uncertain multi-variable system
given by (18) , with the assumptions and with the control law given by (38) using the observer (30), then there exists two sets of positive constants ε i , i = 1, . . . , 2 and ε j , j = 4, . . . , 7, so that the equilibriumx (t) = 0 is stabilized if the following matrix inequalities have positive-definite solution
The time derivative of V (x (t) , e (t)) along the trajectories of (39) is shown as follows.
Let ε 4 and ε 5 be positive constants, the following matrix inequalities hold using Lemma 1.
Substituting these inequalities into the derivative of V (x (t) , e (t)) and using Lemma 3, we havė
which leads to the conditions and the proof has been completed.
Parametric optimization
Notice that all the free parameters can be adjusted without changing the stability of the system, which means that the optimization of the parameters can be done for various performance criteria. In this paper, we design the controller based on the nominal model then the optimization can be considered as the uncertainty compensation using the following performance criterion.
where real positive R 1 and R 2 stand for the weights. H {·} denotes the entropy. To simplify the performance criterion, the entropy can further be replaced equivalently by information potential [20, 21] .
Then the optimal free parameter f i can be obtained by gradient descent once the eigenvalues λ * i are prespecified.
where j denotes the optimization searching iteration index. µ stands for the pre-specified step.
Once the control law λ u is obtained, the control input u (t) for system (1) can be calculated by reversing the transformation. In particular, Λ U can be obtained by λ u and we have
where ξ (t) denotes the standard Gaussian white noise. 
Design procedure
The procedure of the proposed control strategy is summarized as follows:
Step1 Transfer the system to co-variance assignment model.
Step2 Setup the initial free parameters of the controller.
Step3 Use the numerical approach to optimize the performance criterion (47), by computing the mean, the entropy and gradient descent, then the optimal parameters are obtained.
Step4 Update the feedback gain matrix of the control law (19, 49) , and verify it by the conditions of Lemma 2 to guarantee stability of the system, if the conditions hold, then go to next step, otherwise, return to Step 1.
Step5 Obtain the feedback gain matrix of the observer by dual principle and verify it by Lemma 3.
Step6 Verify the optimal parameters by Theorem 4, and if the conditions can be satisfied, then complete the procedure, otherwise, return to Step 2.
Step7 reverse the transformation and obtain the control input by (49).
A Numerical Simulation
To verify this new model and the control algorithms proposed in this paper, one numerical example is presented in this section. The original model can be shown as below: The parametric uncertainties are given as follows:
Simply, we have
We can further obtain the eigen-vector of the variables as follows: Following the presented control strategy, the simulation results have been shown by Fig. 1-4 . Particularly, Fig. 1 indicates the co-variance and variances of the system outputs. Comparing to the reference covariance matrix, the practical system outputs achieve the assignment with uncertainties. Meanwhile, Fig.   2 shows that the system outputs are stable if the transformed co-variance system design is stabilized while the states and control inputs of the transformed co-variance model have been given by Fig. 3 and Fig. 4 . It has been shown that the eigenvalues of the co-variance matrix are tracking the reference eigenvalues of the reference co-variance matrix and the practical control input can be obtained by reversing the transformation using the values of the designed control input of the transformed co-variance model. 
Conclusion
This paper investigates the co-variance assignment strategy for a class of multi-variable stochastic uncertain systems. Combining the reduced-order covariance model and parametric feedback, the control strategy is obtained by output feedback stabilization. In particular, the transformed model is given firstly with the extended co-variance assignment error. Then the linear observer is designed to estimated the extended state of the transformed model. After that, the output feedback is obtained via parametric optimization. Meanwhile the theoretical analysis is given to guarantee the robustness, stabilization and convergence of the closed-loop systems. Based on the results of the numerical simulation, the effectiveness of the presented control strategy has been verified while the control objectives have been achieved. Since the covariance assignment is widely used in practical systems, such as paper-making process, the industrial applications using the presented control strategy will be the potential extension as a future work.
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