Introduction
The main topic of this paper is computational aspects of the theory of Maass waveforms, i.e. square-integrable eigenfunctions of the Laplace-Beltrami operator, on certain Riemann surfaces with constant negative curvature and finite area. The surfaces under consideration correspond to quotients of the upper half-plane by certain discrete groups of isometries, the so called Hecke congruence subgroups.
It is known that such functions can also be regarded as wavefunctions corresponding to a quantum-mechanical system describing a particle moving freely on the surface. Since the classical counterpart of this motion is chaotic, the study of these wavefunctions is closely related to the study of quantum chaos on the surface. The presentation here, however, will be purely from a mathematical viewpoint.
Today, our best knowledge of generic Maass waveforms comes from numerical experiments, and these have previously been limited to the modular group, PSL(2, Z), and certain triangle groups (cf. [14, 16, 13] and [38] ). One of the primary goals of this lecture is to give the necessary theoretical background to generalize these numerical experiments to Hecke congruence subgroups and non-trivial characters. We will describe algorithms that can be used to locate eigenvalues and eigenfunctions, and we will also present some of the results obtained by those algorithms.
There are four parts, first elementary notations and definitions, mostly from the study of Fuchsian groups and hyperbolic geometry. Then more of the theoretical background needed to understand the rich structure of the space of Maass waveforms will be introduced. The third chapter deals with the computational aspects, and the final chapter contains some numerical results.
General Definitions and Notation

A Brief Introduction to Fuchsian Groups
For a more thorough (but still elementary) introduction to this subject see for example [21] or [10] .
The following notation will be used; M 2 (K) is the ring of 2 × 2 matrices over some base ring K, usually R or Z, GL(2, K) ⊆ M 2 (K) is the group of invertible 2 × 2 matrices and SL(2, K) ⊆ M 2 (K) is the group of matrices with determinant equal to 1. H denotes the Poincaré upper half-plane {z = x + iy | y > 0} equipped with the hyperbolic metric and area measure
PSL(2, R) is the group of Möbius transformations with real coefficients, PSL(2, R) = z → az + b cz + d a, b, c, d ∈ R, ad − bc = 1 .
It is clear that we can represent such mappings with matrices and there is an isomorphism PSL(2, R) ≈ SL(2, R)/{±Id}, where Id is the identity element in SL(2, R). We will use matrix and transformation notation interchangeably, all groups discussed are subgroups of PSL(2, R) so they always contain −Id, hence there should be no confusion when we use the same notation for matrix groups as for transformation groups. Note that H, the hyperbolic metric and the hyperbolic measure are invariant under PSL(2, R). The only subgroups of PSL(2, R) that we are interested in are the discrete subgroups.
Definition 1.1. A Fuchsian group is a discrete subgroup of PSL(2, R).
The basic example of a Fuchsian group, for us, is the modular group, PSL(2, Z) = SL(2, Z)/{±Id} ⊆ PSL(2, R).
This is just the subgroup of Möbius transformations in PSL(2, R) with integer coefficients. This is also an example of what is called an arithmetic group (cf. [21, ch. 5] ) and is of interest for number theorists among others. If Γ is a Fuchsian group it is a standard result that the space of Γ−orbits, Γ\H = {Γz | z ∈ H}, can be given the analytical structure of a Riemann surface with marked points (this is also called an orbifold) (cf. [25, II.F.] , and for more details [32] ). On the other hand, a classical result, the Klein-Poincaré uniformization theorem, asserts that any Riemann surface M with constant negative curvature equal to −1 can be realized as Γ\H for some Fuchsian group Γ (see [22] for more details on uniformization). We can visualize the Riemann surface Γ\H via a fundamental domain F for Γ. Note that we use closed fundamental domains in line with for example [21] , so they will in general contain some equivalent boundary points. There are two important examples of fundamental domains. Definition 1.3. Let Γ be a Fuchsian group and let p ∈ H be a point that is not fixed by any element in Γ. Let d(z, w) denote the hyperbolic distance between z and w and define
The set D Γ (p) is called a Dirichlet fundamental domain for Γ, with center p.
Let Γ z = {T ∈ Γ | T z = z} denote the stabilizer in Γ of the point z ∈ H ∪ R ∪ {∞}.
Another important type of fundamental domain, F Γ , the Ford fundamental domain, can be described in terms of the exterior of isometric circles. Let D T = z ∈ H |T (z)| ≥ 1 , ∀T ∈ PSL(2, R). Then, if Γ ∞ = {T ∈ Γ | T ∞ = ∞} is nonempty and generated by S : z → z + 1, we define
The boundary (in H ∪ R ∪ {∞}) of a fundamental domain F might contain vertices that are fixed-points of elements of Γ; these points are called elliptic or parabolic vertices respectively if the transformations fixing them are either elliptic or parabolic. A parabolic vertex is usually referred to as a cusp, and is viewed as either a point removed from the surface Γ\H, or a point at infinity.
Hecke Congruence Groups
Let N be any positive integer. We define the principal congruence subgroup of level N, Γ(N) ⊆ PSL(2, Z), by
This is a subgroup of finite index in PSL(2, Z), and any subgroup of PSL(2, Z) containing some Γ(N) is called a congruence subgroup. The Hecke congruence subgroup, Γ 0 (N), is defined by
It is obvious that Γ(N) ⊆ Γ 0 (N) so Γ 0 (N) is a congruence subgroup. The standard fundamental domain for PSL(2, Z) = Γ 0 (1) is the set
which is also a Ford fundamental domain. Suppose from now on that we have fixed a set of right coset representatives {V k } We can now fix a fundamental domain for Γ 0 (N) corresponding to these coset representatives (cf. [21, thm. 3 
.1.2])
Note that F N need not be normal in the sense of [12] , but it will be bounded by finitely many geodesics and it also has some other nice properties as we will see (Theorem 1.1). Denote by κ 0 the total number of parabolic vertices of F N , and by κ the number of inequivalent cusps of F N (note κ ≤ κ 0 ). It is known that
where φ is Eulers totient function, φ(n) = # j ∈ {1, 2, 3, . . . , n} ( j, n) = 1 (see [20, 34] ). Let v 1 , . . . , v κ 0 be the set of parabolic vertices of F N and p 1 , . . . , p κ a set of inequivalent cusps. Without loss of generality we set p 1 = ∞.
Definition 1.4.
A cusp normalizing map associated to a cusp p j , is a map σ j ∈ PSL(2, R) satisfying i) σ j (∞) = p j , and ii) σ j Sσ −1 j = S j , where Sz = z+1 is a generator of Γ ∞ , and S j is a generator of Γ p j , the (cyclic infinite) stabilizer group of the cusp p j . Then σ j is uniquely determined up to a translation.
For the groups Γ 0 (N) we will always choose the cusp normalizing maps σ j of the form σ j = A j ρ j , where A j ∈ SL(2, Z) maps ∞ to p j and ρ j is a scaling by h j , the so-called width of the cusp p j (cf. [20, pp. 36-37] ). It is important to note that h j |N. For the cusp p 1 = ∞ we will always take σ 1 as the identity.
We will now provide an important fact about the fundamental domain for Γ 0 (N) that will be of use to us later. First, for each parabolic vertex v of F N we choose a map U ∈ Γ 0 (N) which maps v to its cusp representative in {p 1 , . . . , p κ }; say U (ν ) = p j( ) . If v is already a cusp representative we take U = Id. This will give us a finite collection of maps U = {U } 1≤ ≤κ 0 . Now, to any point w ∈ F N we associate the "closest" (see Remark 1.1) parabolic vertex, v w , and a corresponding map U w = U (v w ) ∈ U. Remark 1.1. By the "closest" vertex to a point w ∈ F N we mean the vertex v with respect to which the point w has the greatest height, i.e. that v for which ℑ(σ −1 j( ) U w) is maximal. We use I(w) to denote the index of the cusp representative corresponding to the vertex closest to w.
Define the height of w ∈ F N , h(w), by
and the minimal height of the fundamental domain F N , Y 0 , by
It is clear that Y 0 depends only on the fundamental domain F N (i.e. the choice of the coset representatives {V k }) and not on the choice of the cusp representatives {p j }. A standard compactness argument also implies that Y 0 is strictly positive and larger than some fixed quantity only depending on the fundamental domain, and the following theorem actually gives us an explicit bound.
Theorem 1.1. For any positive integer N, the minimal height of F N satisfies the following inequality
Proof. Let {V k } be the fixed set of coset representatives of Γ 0 (N) in Γ 0 (1) and F N as above. Let w ∈ F N . We want to show that ℑ σ
, and according to Remark 1.1 it is enough to show that ℑ σ
be the vertex at infinity of R k , and p j(k) the cusp representative equivalent to
Note that we can write σ 
and thus ℑ(σ
, and accordingly
Remark 1.2. If P is a prime ≥ 3 we will see that for a natural choice (which we use in the numerical work) of fundamental domain we have
z and Sz = z + 1. We know that the maps V 1 = Id and V k = T S (k−
P+3
2 ) for k = 2, . . . P + 1 is a set of right coset representatives for Γ 0 (P) in Γ 0 (1) (cf. [30, p. 135] ). The corresponding fundamental domain is F P = ∪ P+1 k=1 V k (F 1 ), it has one cusp of width 1 at p 1 = ∞ and one cusp of width P at p 2 = 0. The cusp normalizing maps are σ 1 = Id and σ 2 z = −1
2P (since P ≥ 3), and clearly ℑ(σ
. Hence the height of V P+1 (e) is equal to
2P . The conclusion is that for a prime level P ≥ 3 and for this particular choice of fundamental domain we have Y 0 = √ 3 2P .
Introduction to Dirichlet Characters
First we fix m ∈ Z + . A Dirichlet character, χ mod m, is a group homomorphism from (Z/mZ) * to the unit circle S 1 , which is viewed as a function on Z (with period m) by assigning χ(n) = 0 if (n, m) > 1. We then define the map χ :
Note that χ = 0 on Γ 0 (m) since ad − bc = 1 and c ≡ 0 mod m imply that χ(ad) = χ(a)χ(d) = 1. Observe also that χ is a group homomorphism from Γ 0 (m) to S 1 . If χ has a period less than m (for values of n restricted by (n, m) = 1) then χ is said to be imprimitive, otherwise χ is said to be a primitive character. (Note that the trivial character, χ(n) ≡ 1, is imprimitive for m ≥ 2). If q is the smallest period of χ, then q is called the conductor of χ.
If χ has period m and conductor q there is a unique way to define a character χ mod m , for all modulus m which are multiples of q or multiples of m.
We say that the character χ is even if χ(−1) = χ(1) = 1, and odd if χ(−1) = −χ(1) = −1.
Since we are actually concerned with PSL(2, Z) we need χ(A) = χ(−A) to hold for any A ∈ SL(2, Z), hence we will only consider even characters.
It is known (see [9] ) that primitive real characters exist only for moduli of the following types:
where N 1 ≡ 1 mod 4, N 2 ≡ 2 mod 4 and N 3 ≡ 3 mod 4 and N 1 , N 2 and N 3 are squarefree.
One should note that these are precisely the fundamental discriminants of real quadratic fields, and it is also a fact that all real characters are given by quadratic residue symbols (Kronecker's extension of the Legendre symbol) cf., e.g. [8, p. 37] .
Since characters are multiplicative it is fairly easy to evaluate them at products of integers, but when it comes to linear combinations of integers it is harder. A useful trick for evaluating characters at certain linear combinations is to factor the character instead of the integer. Here we will give the simplest case, which will be of use for the proof of Proposition 2.6 in Subsect. 2.8. Observe that the cusp at ∞ is fixed by S : z → z + 1 so χ(S) = 1 for any Dirichlet character. Since we know that S j = σ j Sσ −1 j we will also have χ(S j ) = 1 whenever σ j is a (Γ 0 (N), χ)−normalizer as described in Definition 2.1 below. In particular, for square free N ≡ 1 mod 4 all Dirichlet characters are regular (cf. [5] ).
The basic assumption from now on (unless anything else is explicitly stated) is that any character χ is a real and even Dirichlet character.
A Brief Introduction to Maass Waveforms
For a Fuchsian group Γ, a function f defined on the upper half-plane is called Γ−automorphic if it is invariant or transforms in a chosen manner (i.e. with respect to characters or general multipliers) under the action of Γ by the so-called slash operator of weight k ∈ Z defined by
Such functions can be viewed as "living" on the Riemann surface Γ\H (or coverings of it in the case of characters). In this paper we will only consider certain nonholomorphic L 2 −functions, the so called Maass waveforms (to be defined below) and only at weight
In the hyperbolic metric on H the Laplace-Beltrami operator, ∆, takes the form
Definition 1.6. If Γ is a Fuchsian group, a Maass waveform for Γ is a function f defined on H with the following properties
We usually write the eigenvalue as λ = If χ is a group homomorphism from Γ to S 1 (cf. Subsection 1.3) we can replace condition ii) by
We then say that f is a Maass waveform for (Γ, χ), the space of which we denote by M(Γ, χ) or M(Γ, χ, λ). It is also known that each space M(Γ, χ, λ) is finite dimensional (see for example [12, p. 140, thm. 11.11] ), that Maass waveforms span the discrete part of the spectra of ∆, and that the continuous part is spanned by the Eisenstein series (see for example [19, 37] or [12] ).
It is an important fact that if Γ is a congruence subgroup then every Maass waveform f in M(Γ, χ, λ) with λ > 0 is a cusp form, meaning that it tends rapidly to 0 in each cusp. This fact follows from [12, pp. 327(note 15), 78(claim 9.6), 284(line 1), 328(line -2)] since the scattering matrix of Γ(N) can be computed explicitly and shown not to have any poles for 1 2 < s < 1; cf., e.g., [28] or [18] , and [27, p. 114]. We can equip the space M(Γ, χ, λ) with the Petersson inner-product,
where the integration can be taken over any fundamental domain for Γ. With this inner-product M(Γ, χ, λ) is now a finite dimensional Hilbert space.
If Γ is a congruence subgroup and χ is trivial on Γ(N), the eigenvalues 0 = λ 0 < λ 1 ≤ λ 2 ≤ · · · , counted with multiplicity, form a discrete sequence and a general Weyl's law is known to hold. In particular, for Hecke congruence subgroups and the trivial character, we have (see [33, thm. 2] )
where A is a certain constant depending on the level N and κ is the number of cusps of Γ 0 (N).
However it is widely believed (by the Sarnak-Phillips philosophy, see for example [29] ) that for a "generic" non-cocompact but cofinite Fuchsian group Γ, unless there are some arithmetic or geometric symmetries present, there should only be at most a finite discrete spectra (generic here is in the sense that in some appropriate deformation space the exceptional groups have measure 0).
The Maass waveforms are also more mysterious than the holomorphic automorphic functions since there are only very few examples of explicit formulas for constructing Maass waveforms, whereas there are numerous examples of explicit formulas for holomorphic modular functions.
Some Structural Theory of
For the rest of this section we put Γ = Γ 0 (N) for brevity and we also assume that χ is a Dirichlet character. To facilitate the computation of Maass waveforms we need as much information as possible about the various symmetries that can be used. First we will see that in the case of a real character we can assume that our functions are realvalued. Then we will consider the obvious translational symmetry which makes the Fourier expansion possible, and the reflectional symmetry which simplifies the said Fourier expansion. Then we will describe the less obvious symmetries, the Hecke operators and the involutions, which further refine the spectral eigenspaces.
The Conjugation Operator
Let f ∈ M(Γ, χ, λ) and consider the conjugation operator K, K f = f . It is clear that K commutes with the Laplacian so K f is also an eigenfunction of ∆ with the same eigenvalue as f . We also see that for A ∈ Γ we get
so K f is automorphic with respect to the conjugate character, i.e. K f ∈ M(Γ, χ, λ). In particular, if χ is a real character, thenf = K f ∈ M(Γ, χ, λ). By considering the functions 1 2 ( f + K f ) and 1 2i ( f − K f ) (which are real-valued) we get the following proposition.
Proposition 2.1. If χ is a real-valued character then M(Γ, χ, λ) has a C−linear basis consisting of real-valued functions.
The Fourier Series
Notation 2.1. In connection with Fourier series of functions in M(Γ, χ, λ) we will use the following notation:
e(x) = e 2πix , and κ n (y) = κ n (R, y) = √ yK iR (2π|n|y),
Observe that κ −n (y) = κ n (y). If f ∈ M(Γ, χ, λ), we define functions f j = f |σ j and we know that
Let λ > 0. By separating variables in the Laplace equation it follows that f j has a Fourier expansion of the form ∑ n =0 c j (n)κ n (y)e(nx) (cf. [12] , and recall that f is necessarily a cusp form, cf. Sect. 1.4). Proposition 2.2. If χ is regular for Γ then a function f ∈ M(Γ, χ, λ) admits a Fourier expansion at each cusp of Γ, and these expansions are given by the functions f j . Explicitly we have the following expansion at the cusp p j :
Involutions and Normalizers
This means in particular that A ∈ Γ ⇒ ∃B ∈ Γ such that gA = Bg. But we need a stronger definition if a character is present.
We say that g is a normalizer of (Γ, χ) if g is a normalizer of Γ and for all A ∈ Γ:
The set of all normalizers of Γ in PGL(2, R) forms a group, the so-called normalizer subgroup of Γ in PGL(2, R).
In the above definition we have PGL(2, R) = GL(2, R)/C, where C is the center in GL(2, R) and consists of all diagonal matrices of the form a 0 0 a with a = 0. We define an action of GL(2, R) on H as follows, for g = a b c d and z ∈ H:
Note that all of C acts trivially on H, and hence we also obtain a well-defined action of PGL(2, R) on H. And if g is a normalizer of (Γ, χ) and
The usual definition of a (linear) involution of a vector space S is a linear operator
Example 2.1. There are three typical examples of (Γ, χ)−involutions that we will use.
1. All W ∈ PSL(2, R) which are normalizers of (Γ, χ) and satisfy W 2 ∈ Γ and χ(W 2 ) = 1 are (Γ, χ)-involutions when acting via f → f |W . In particular we will use ω N : z → −1
Nz , which can be represented by
Note that this is just a reflection in the imaginary axis, J(z) = −z.
It is important not to confuse the cusp normalizing map defined in the beginning with the normalizer of (Γ, χ) defined above. But some cusp normalizing maps might be normalizers of (Γ, χ) and even involutions of M(Γ, χ). In general, if it is possible, this is a very good choice of cusp normalizing map as we will see.
The Reflection Operator
By looking at the fundamental domain of PSL(2, Z) (or the Ford fundamental domain of any congruence subgroup) we see that there is an obvious symmetry; reflection in the imaginary axis. This symmetry provides us with a partitioning of the spectrum into even and odd functions and amounts actually to looking separately at Dirichlet or Neumann boundary conditions when we view the spectral problem on the fundamental domain itself (which has finite boundary points) and not on the corresponding Riemann surface PSL(2, Z)\H (with the only boundary point at the cusp).
As remarked in Example 2.1, the reflection operator is represented by the matrix J = 1 0 0 −1 , and for any matrix T = a b c d we define
Then J is a (Γ, χ)−involution whenever T * ∈ Γ and χ(T * ) = χ(T ) for all T ∈ Γ. In particular this is clearly true for Γ 0 (N) when χ is a Dirichlet character since then
Suppose now that J is a (Γ, χ)−involution. We can diagonalize M(Γ, χ, λ) with respect to J and the eigenvalues will be either 1 or −1. f ∈ M(Γ, χ, λ) is said to be even or odd, respectively, if f |J = f or f |J = − f . Every even or odd function f in M(Γ, χ, λ) has a cosine resp. sine Fourier series. This can be seen as follows. Let
with κ n (y) as in Notation 2.1 on page 10 (remember that κ −n (y) = κ n (y)). Then
Set a(n) = 2c(n) and b(n) = 2ic(n), then f will have a Fourier cosine or sine series with coefficients a(n) or b(n) respectively, i.e.
So we know that f = f 0 can always be taken as an eigenfunction of J, but we should also note that this need not be the case with the other Fourier series, f j . In the next section we give a condition for the simultaneous diagonalization of all f j with respect to J.
Complete Symmetrization
Since it is usually preferable to work with symmetrized Fourier series containing only cosines or sines instead of the exponential functions we make a comment on when this is possible. 
In particular, note that d ≡ −1 mod .1)). This means in particular that if f has J−eigenvalue ε, then
We can choose the cusp normalizing map of p j as
for some integers x, y satisfying uy − vx = 1 and m =
is the width of the cusp
. This choice of σ j is unique up to right multiplication with S r for some r ∈ R. Then we will have
which is clearly a cusp normalizing map for −p j . Since Ap j = −p j , then another cusp normalizing map of −p j is the map Aσ j , and hence we have σ * j = Aσ j S t for some t ∈ R.
It follows that f j|J = ε f |σ * j = ε f |Aσ j S t = χ(d)ε f j|S t , and hence if t ∈ Z we have f j|J = χ(d)ε f j , as desired.
Hence it only remains to make sure that we can obtain t ∈ Z above. In general this can always be achieved by replacing σ j byσ j whereσ j = σ j S t 2 , since theñ
m is odd, then we can take x and y to be integers in (2.2). To see this, note that by writing out the upper right element in the matrix relation σ * j = Aσ j S t (and using au + bv = u) one obtains −x = umt + ax + by. Using the formulas for a and b this implies that mt = Note that if we do not have simultaneous eigenfunctions of J we have to work (numerically) with exponentials instead of sines and cosines, and complex instead of real Fourier coefficients.
Hecke Operators
It is well-known that the classical theory of Hecke operators (cf., e.g. [1] , [11] etc.) can be carried over from the case of holomorphic modular forms to the case of Maass waveforms. This section provides an outline of the theory for those not familiar with Hecke theory, and it will also serve as a recollection of fundamental facts and a common ground of notation for the more experienced.
The Hecke operators considered here are operators acting on spaces of modular functions (i.e. functions automorphic with respect to congruence subgroups).
We will define the Hecke operators in a similar way as in Atkin-Lehner [1] . Let N ∈ Z + be given. For a prime p there is a subgroup of finite index in Γ 0 (N),
and it is easy to see that χ(A −1 p BA p ) = χ(B) so that A p gives a map between the spaces of Maass waveforms
We then want to map f p to a function once again in M(Γ 0 (N), χ) but in a nontrivial way (i.e. not via A p ). Let R j µ j=1
be the set of right coset representatives of Γ 0 (N, p) in Γ 0 (N) used in [1, lemma 5] . R j will then have the lower right entry d ≡ 1 mod N. If V is any element in Γ 0 (N), then for each j there exists a unique i such that R j V = gR i for some g ∈ Γ 0 (N, p), and different j' s give different i's. Using our special choice of R j one also checks that χ(V ) = χ(g) in this relation. Thus for
as follows:
The factor of 1 √ p is a convenient normalization. Working out the coset representatives explicitly (see [1, lemma 5] ) gives the following formula for a prime number p with (N, p) = 1
and for prime q with q|N (compare, e.g., [27, p. 142 (4.5.26)]):
We will follow the convention to call T q with q|N an exceptional Hecke operator and denote it by U q instead of T q . In principle, due to the multiplicative nature of the Hecke operators (cf. Theorem 2.2 below) it is sufficient to define Hecke operators for primes, and then use the multiplicativity (cf. 2.6 below and [27, lemma 4.5.12]) to recursively define T n for any positive integer n with (n, N) = 1. To use the above construction for a composite number n is quite elaborate and it is not done this way in the literature. Hecke (cf. [11, nos. 32, 35, 36, 37 and 41, p. 859]) does not explain how he arrives at the exact definition of the operators T n . To get a motivation for the formula (2.5) below (including the character) it is easiest to use the approach of double cosets as in Shimura ([34] ) or Miyake ([27] ). Using either of these constructions yields the following definition. Definition 2.3. For any n ∈ Z + and any f ∈ M(Γ 0 (N), χ, λ) we define the Hecke operator T n by the formula
Theorem 2.2. The Hecke operators T n with (n, N) = 1 are endomorphisms of the space M (Γ 0 (N), χ, λ) which have the following properties:
for any integers n and m with (n, N) = (m, N) = 1, and (for the adjoint operator)
In particular T n (n, N) = 1 forms a commutative family of normal operators which also commutes with the Laplacian and the reflection J.
Proof. To prove the multiplicative property cf. [34, eq. (3.5.10)] and look at the action of T n on the Fourier coefficients of a Maass waveform f . Suppose that c(k) and b(k) are the respective Fourier coefficients of f and T n f , then the following relation holds: 8) with the usual convention that c(r) = 0 if r / ∈ Z. We prove the equality (2.6) by comparing the action on the Fourier coefficients of the left hand side and the right hand side.
Next, to prove (2.7), a quick computation using (2.6) shows that it suffices to treat the case n = p a prime. To prove that T * p = χ(p)T p one uses the following relation between the Peterson inner products on the two groups:
This relation is an easy extension of [1, lemma 12] to the case of non trivial character using the fact that χ(R j ) = 1 for all right coset representatives 
for q|N and (n, N) = 1 but in general the operators U q are not normal so they are put aside for a while, until the next section, where we will introduce the space of newforms.
Theorem 2.3. There exists an orthogonal basis {φ j } in M(Γ 0 (N), χ, λ) consisting of eigenfunctions to all Hecke operators T n with (n, N) = 1.
Proof. Observe that M(Γ 0 (N), χ, λ) is a finite dimensional vector space (see [12, pp. 140 , 298]) so we can choose an ON basis { f j } m j=1 and represent the operators T n by matrices Λ(n) in this basis. From Theorem 2.2 above it is clear that Λ(n) (n, N) = 1 is a family of commuting normal m × m matrices. From elementary linear algebra arguments (the spectral theorem or [31, 
Oldforms and Newforms
From (2.8) it is clear that if f has Fourier coefficients c(n) and T n f = λ(n) f , then
We would like to make sure that c(1) = 1 here, but unfortunately as we will see below, it may happen that c(1) = 0.
Suppose that χ is an imprimitive character mod N of conductor q. If q|M and Md|N for some positive integers M, d, let χ M be the character induced from χ on
(with A d as in Sect. 2.6, cf. (2.4)), which is clear from the fact that Suppose now that f is an oldform with Fourier series given by
.
This is an example of one of the inconveniences of oldforms.
Let M old (Γ 0 (N), χ, λ) be the linear space spanned by the oldforms and then define M new (Γ 0 (N), χ, λ) as the orthogonal complement with respect to the Petersson inner product. We then have
It is easy to see that both subspaces are stable under the Hecke operators T n with (n, N) = 1, since T * n = χ(n)T n . 
with λ, µ > 0, then either there exists an infinite number of primes p for which the Hecke eigenvalues of T p are different for f and g, or else N = M, λ = µ, χ = χ and f ≡ g.
Proof.
Observe that the only thing that differs from [35, thm. 4.6 ] is that we have a non-trivial character.
The proof of (a)-(c) can be done exactly as in the proof of [35, thm. 4.6] . The proof of "multiplicity one", (d) is a bit more complicated to extend. The main difference from the case of trivial character is the fact that ω N (cf. Example 2.1) and T n no longer commute and we need the Euler products of both f and ω N f for the proof of Lemma 4.12 in [35] , however it is a simple matter to do the same thing as in the proof of [27, thm. 4.6.19] , noting that on the newspace both T p and U q are normal so any eigenform of all Hecke operators T n is also an eigenform of all T * n and U * q (i.e T * n = ω −1 N T n ω N and U * q = U −1 q on the newspace).
Remark 2.2. Note that U q is not normal on the full space M(Γ 0 (N), χ, λ) (unless, of course, if χ is primitive, in which case there are only newforms) so therefore we would have no multiplicity one theorem if we tried to diagonalize the full space with respect to all Hecke operators. Proof. The first part follows by adding f and f |J and reordering the sum. The second part follows at once from the multiplicative relation in Theorem 2.2 which then apply to the Hecke eigenvalues λ(n), and when we set c(1) = 1 in the relation c(n) = λ(n)c(1) we are done.
Proposition 2.4. Suppose that f is a normalized newform in M new (Γ 0 (N), χ, λ), and that q is a prime such that q|N, then the following holds. Recall that by Theorem 2.4 we can always choose a Hecke eigenbasis in the newspace M new (Γ 0 (N), χ, λ) where the functions are normalized by c(1) = 1. We stress that if the character χ is non-trivial, then we can not in general assume that the Hecke basis is real valued. For by Theorem 2.2 we have T * n = χ(n)T n whenever (n, N) = 1, and thus
and c(n) = χ(n)c(n). Hence, in particular, if χ(n) = −1 then c(n) is purely imaginary, whereas if χ(n) = 1 then c(n) is real.
Remark 2.3. Suppose that χ is real and that f is a normalized newform in the space M new (Γ 0 (N), χ, λ) with f |J = ε f and Hecke eigenvalues λ(n). Then εf is also a normalized newform in M new (Γ 0 (N), χ, λ), but with Hecke eigenvalues λ(n). Now f and εf are in general linearly independent since λ(n) = λ(n) whenever χ(n) = 1 and
An exception to the above fact are the CM-type forms à la [17] (originally constructed by Maass in [23] ). These forms are real and (hence) they have c(n) = 0 for all n ∈ Z + with (n, N) = 1 and χ(n) = 1. 
The Cusp Normalizing Maps as Normalizers of (Γ
For us the normalizer W Q will be most useful for real characters because of the following proposition (cf. 
Observe that for a Hecke eigenfunction f we get
T p (W Q f ) = χ Q (p)W Q T p f = χ Q (p)λ p W Q f(k) = µ j c 1 (k),(2.
Computational Aspects
Introduction
We know that a Maass waveform f ∈ M(Γ 0 (N), χ, λ), with λ > 0 is completely described by its Fourier series at ∞, but unfortunately to assure stability of the numerical method we need knowledge of the Fourier series at all cusps of F, i.e. for 1 ≤ j ≤ κ,
The aim here is to compute such functions f , that is, we wish to find an eigenvalue λ = 1 4 + R 2 (for convenience we will usually refer to R as the eigenvalue) and a set of Fourier coefficients {c j (n) | 1 ≤ j ≤ κ, |n| ≥ 1}. In general (the exceptions are the CM-type forms, cf., e.g., [17] ) there are no known formulas for neither the eigenvalues nor the coefficients and we have to be content with numerical approximations.
There are two steps (Phase 1 and Phase 2) in the algorithm. First we locate R (up to the desired accuracy) and an initial set of Fourier coefficients, and then, if we want to, we can use this initial set to generate a larger set of coefficients.
Phase 1
The method here is a generalization of Hejhal's algorithm in [14] to groups with several cusps and non-trivial characters, and some of the ideas are also inspired by the algorithm by Selander and Strömbergsson in [36] . The idea is that given a real number R we use linear algebra to compute a set of numbers that are likely to be close to "true" Fourier coefficients if R is close to a "true" eigenvalue of a Maass waveform.
Preliminary Numerical Remarks
First we introduce an "effective zero". In standard double precision arithmetic we know that x + 10 −16 x ≈ x, so if we fix ε < 10 −16 then a truncation error of ε can in principle be neglected (computationally). We will use [[ε]] to denote a quantity with absolute value less than ε.
Suppose that f ∈ M(Γ 0 (N), χ, λ) with Fourier expansions at the cusps
There is a trivial (a priori) bound on the coefficients: c j (n) = O( √ n) (cf. [12, p. 585] and [19, thm. 3.2] ). Combining this with κ n (y) = √ yK iR (2π|n|y) and the fact that K iR (u) ∼ π 2u e −u , as u → ∞ (for fixed R), we see that the tail of the sum (3.1) satisfies ∑ |n|≥M = O e −2πyM as M → ∞, with the implied constant depending on R and y. Hence for any fixed y (and R) we can take M = M(y) such that
for 1 ≤ j ≤ κ. Using similar observations as in [14, p. 311] it is clear that, for R large, we can take M(y) as
for some constant A. In practice it turns out that A = 12 or 15 is good enough. We will now see how to use the automorphy condition ((3.5) below) to get a good linear system that can be solved for the c j (n).
The Linear System
In order to make the algorithm stable we need to use the Fourier coefficients at all cusps, which means that we have to use different expansions at different regions in a clever way as follows (see also [36] ). Recall the notation from Subsect. 1.2. We will view f ∈ M(Γ 0 (N), χ, λ) as pieced together of the Fourier series at all cusps, meaning that we use the f j that is most convenient at each point. Hence, given w ∈ F N we will use the identity
Cf. Remark 1.1 on p. 5. Given any point z ∈ H and any j ∈ {1, . . . κ}, we let z j = σ j z (which may or may not be inside F N ), and let w j be the pullback of z j into F N , i.e. w j = T j (z j ) ∈ F N with T j ∈ Γ 0 (N), and let z * j = σ c j (n)κ n (y)e(nx).
One way to view this series is as a Discrete Fourier Transform, and we can perform an inverse transform over the following set of sampling points along a horocycle:
2) on p. 5), and Q > M(Y ). The inverse transform gives us that for 1 ≤ |n| ≤ M(Y ) < Q we have
where in the last step we used (3.2). This system is now almost a tautology, but we can use the implicit automorphy (3.5) to get a good "mix" of the Fourier coefficients and a far from trivial system. Mimicking the the discussion leading to (3.4) we let T m j ∈ Γ 0 (N) be the pullback map of σ j z m into F N , and let w m j = T m j (σ j z m ) ∈ F N , I(m, j) = I(w m j ), (3.6) where
Remark 3.1. It seems clear that in order for the system (3.6) to be useful, we need to use the automorphy relation non-trivially sufficiently often. In practice we found that a necessary (and sufficient!) condition for the numerics to behave well is that z * m j = z m for all j, m. This condition is ensured if we keep ℑ(z * m j ) > Y for all j, m. This is of course automatically fulfilled if we choose Y < Y 0 as above, but in many cases it is possible to verify numerically that the same inequality also holds for certain choices of Y (slightly) larger than Y 0 . This means that we may be able to use a Y > Y 0 and a corresponding M(Y ) < M 0 . The drawback is that such a Y can not be used for Phase 2 later since there the pullbacks z * m j of the horocyclic points z m will eventually fill out the whole fundamental domain (as Q → ∞ and Y → 0 simultaneously).
We now have a linear system that can be used to obtain the coefficients. Note that the V ji nk can be small due to either the K-Bessel decay or "bad mixing" in the sense that the numbers of m such that I( j, m) = i might differ much (meaning that the pullback of the horocycle does not encircle each cusp equally much). Bad mixing is avoided basically through increasing the length of the horocycle by means of decreasing Y . The system (3.6) can be expressed as Observe that the solution space of this system for a true eigenvalue R is at least a 1-dimensional linear space, so in order to get a unique solution we need to use some sort of normalization. Of course, if f and all the various f j are all Fourier cosine series, there is an immediate "cosine" counterpart of (3.9) . Similarly for sine series. This remark is important in all cases where Cor. 2.1 applies. The matrix coefficients in these analogs of (3.9) are all real!
Normalization
Depending on the dimension of the particular space M(Γ 0 (N), χ, λ) we are investigating, we have to employ different types of normalizations algorithmically. In order to test the accuracy of our coefficients (cf. p. 28 below) we will always try to get eigenfunctions of Hecke operators and/or involutions whenever possible. We will now discuss two examples (A) and (B) of possible normalizations.
(A) Newforms, trivial character. According to a standard conjecture (and experimental findings) the space of newforms with trivial character should have dimension 1. So, by Theorem 2.4 we can search for a normalized newform by setting c 1 (1) = 1 and dropping the first equation from V . If we find a true R-value under this assumption, the coefficients will automatically satisfy all multiplicative relations (cf. Theorem 2.5).
(B) N and real primitive χ satisfying the hypotheses of Cor. 2.1. To discuss this case some preliminaries are necessary. We present them in outline form. 5) It is now natural to apply Remark 2.3 to the basis functions F j . If we form the the normalized newform εF j there are two possibilities. a) We arrive back at F j . This is equivalent to saying λ(n) = λ(n), for all n. Since λ(n) = χ(n)λ(n), for (n, N) = 1, by (2.10), this would imply λ(n) = 0 whenever χ(n) = −1. b) We arrive at a form independent of F j . By mult. 1, we thus have that the sequences λ(n) and λ(n) are essentially different as n → ∞. Accordingly, here, via (2.10), we have λ(n) =nonzero pure imaginary for infinitely many primes with χ(n) = −1. While, λ(1) = 1, of course. 6) We apply 5) to each F j , and thus deduce a natural splitting of the basis {F 1 , . . . , F m } into singlets and pairs. 7) In pursuing the numerics on the machine, we hypothesize (at least initially) that either m = 1 (singlet) or m = 2 (one pair) for our given space M(Γ 0 (N), χ, λ). In the following comments, we assume ε = 1. The treatment of ε = −1 is similar. 8) Take m = 1 first. Look at 1 2 F 1 . This is a unit normalized real cosine series. Its expansions at the other cusps are again real cosine series. Take the cosine analog of (3.9) and declare λ(1) = 1. Solve the system in the usual way with two parallel Y. This case should have a unique solution.
Cases where χ(n) = −1 should yield coefficients that are exactly 0. This will be very compelling to see! (Cf. Table 5 , right column.) 9) Now assume m = 2. The (complex) basis is {F 1 , F 2 } , where F 2 = εF 1 = F 1 is the "Remark 2.3 flip" of F 1 . The idea here is to construct a real basis from F 1 and F 2 . To this end we construct
. These functions are now real cosine series at all cusps. F + is unit normalized, while the n = 1 term for F − is zero. Observe that the Fourier coefficients of F + and F − are ℜ (λ(n)) and ℑ (λ(n)) respectively (here λ(n) are the coefficients of F 1 ).
The "cosine" analog of (3.9) holds. To single out F + , we impose the condition that λ(n) = 0 for χ(n) = −1. We reduce the size of the "cosine" system (3.9) accordingly, and set λ(1) = 1, and use our two parallel Y. This process determines λ (the eigenvalue) and F + . If we instead impose the condition λ(n) = 0 for χ(n) = 1, and set λ(p 0 ) = 1 where χ(p 0 ) = −1 and use the appropriately reduced "cosine" system with parallel Y , we obtain aF − with some nonzero a ∈ R. To get F 1 and F 2 , we form 2F + ± 2i 1 a aF − and determine a either by Prop. 2.4(a) or by use of relation (2.9) . If desired, λ can again be solved for at this stage of the game.
10) An alternative reduction in the size of the "cosine" system (3.9) can be achieved by looking at the action of W Q on M (Γ 0 (N), χ, λ) . Cf. Prop. 2.7 and the discussion afterwards. (This discussion can be generalized to (n, N) = 1 by induction; notice too that there are no oldforms when χ is primitive.) Each W Q (F j ) must be a nonzero multiple of some F k by virtue of its Hecke action. Depending on whether m = 1 or 2, the resulting permutation structure must either be (1), (12) , or (1)(2). In each instance, the relation W 2 Q = ±Id affords one some a priori control on any "non zero constants" that arise.
Let {W Q 1 , . . . ,W Q r } be any commutative family of W Q 's satisfying W 2 Q = Id and the hypotheses of Prop. 2.5. Cf. [2, Prop. 1.4]. Since each W Q acts unitarily, it is natural to seek a basis of MR(Γ 0 (N), χ, λ) consisting of simultaneous eigenfunctions of the W Q j . By Prop. 2.6, the Fourier expansion of any such basis function at the cusp Q j N will be "redundant"; there is thus a corresponding reduction in the size of the "cosine" analog of (3.9).
Remark 3.2. If Cor. 2.1 applies, the reduction with respect to the W Q 's, as mentioned above, can be applied also to the case of the trivial character in a similar manner. Remark 3.3. Note that in the case of N = 4 and trivial character, using Thm. 2.1 and the fact that the cusp normalizing map of the cusp
is in the normalizer of Γ 0 (4) we can actually use pure sine/cosine series and real coefficients at all cusps in this case too. And we can also use reduction with respect to σ 2 = ω N and σ 3 . This is not true in general for non-square-free levels, e.g. Γ 0 (9). Then we must use complex arithmetic. Example 3.1. As an illustration of (B) consider the case of prime level N ≡ 1 mod 4 and χ = N · . With the notation as in (B), for the sake of simplicity, suppose that m = 2 and ε 1 = ε 2 = 1. Let F 1 and F 2 = F 1 be the Hecke eigenbasis of normalized newforms in M(Γ 0 (N), χ, λ). There is only one W Q , i.e. ω N , which is now also a cusp normalizing map, and ω 2 N = Id. We will see how to diagonalize with respect to ω N to get a reduction of the linear system. Observe that T n (ω N F 1 ) = χ(n)ω N T n F 1 = χ(n)λ(n)ω N F 1 , and hence by multiplicity one we must either have ω N F 1 = ±F 1 (since ω 2 N = Id) or we have ω N F 1 = µF 2 and ω N F 2 = µ −1 F 1 , for some constant µ ∈ S 1 (again since ω 2 N = Id). In case that ω N F 1 = ±F 1 we already have an eigenfunction of ω N in F 1 and we don't have to do anything more. If µ = ±1 then the functions F ± (defined under (B)) are also invariant under ω N , i.e. ω N F ± = ±F ± if µ = 1 and ω N F ± = ∓F ± if µ = −1. If µ = ±1, then we can form
It is easily verified that f ± are both unit normalized (have first Fourier coefficient equal to 1), real-valued on H, and satisfy ω N f ± = ± f ± . Denote the Fourier coefficients of f + and f − by c + (n) and c − (n), respectively. For (n, N) = 1, one immediately checks that
To find f + , we use the "cosine" analog of (3.9). We reduce the size of the system by using the fact that ω N is a cusp normalizing map, i.e. we set
together with c 1 (1) = 1. And then we drop the corresponding equations. Similarly for f − . In this case, when we run with the parallel Y, we have a lot of extra tests; Hecke relations coming from the λ(n), c + (n) = c − (n) if χ(n) = 1 and c + (n)c − (n) ≤ 0 if χ(n) = −1. All these can be used as independent tests for the accuracy of our program.
By running through the search for λ both for f + and f − we get further insurance.
Locating the Eigenvalues
We will see how, with the use of the normalized linear system introduced above, we can locate an eigenvalue R. Cf. [15, p. 5] Consider the linear system (3.9). The entries of the coefficient matrix V = V (R,Y ) are clearly real-analytic functions of R, but as functions of Y they might be only piecewise continuous. For a value of R corresponding to a Maass waveform f we expect the solution vector C = C(R,Y ) to give us the actual Fourier coefficients if the appropriate normalization is used (e.g. c(1) = 1), and Y is kept less than Y 0 for the sake of well-conditioning.
This fact is used to determine whether a given R is close to a true eigenvalue or not by solving for C(R,Y ) and looking for known properties of Fourier coefficients of a Maass waveform. The three most important properties (here) are:
a)
Invariance under change of Y . As described above, for a true eigenvalue the solution vector will be invariant when we change
Hecke relations. We can look for Hecke eigenfunctions by seeking solutions which satisfy multiplicative relations (cf. (2.9)), for example the relation c 1 (2)c 1 (3) = c 1 (6). c)
Involutions of (Γ 0 (N), χ). We use cusp normalizing maps which are involutions with eigenvalues, µ j = ±1, and seek solution vectors which satisfy c j (k) = µ j c 1 (k) (cf. (2.11), Example 3.1, and B item 10).
For a given interval I = [R 1 , R 2 ], we want to find all Maass waveforms with eigenvalues R in this interval. The idea here is to do this by solving the linear system (3.9) for two different values of Y in parallel and then try to find R ∈ I such that the solution vectors C(R,Y i ) match (usually we only require the first few coefficients to match, and use the rest only as an insurance).
In practice we first divide I into a number of equally sized small chunks:
where the number N 1 is chosen in a way that it is probable that any interval I j = [x j , x j+1 ] contains at most one eigenvalue, using e.g. Weyl's law (1.3) and some assumption on the behavior of the nearest-neighbour spacings (e.g. that they are exponentially distributed).
We then look at each small I j to see if there is a change of sign in any of the differences c k − c k , k = 2, 3, 4, where c k = c k (R,Y 1 ) and c k = c k (R,Y 2 ) are entries in C(R,Y 1 ) and C(R,Y 2 ) respectively. If there are sign changes for all considered differences in an interval I j 0 we go to the next stage of the investigation and "zoom in" into this interval. At this point we usually form a functional
and try to minimize it over this interval. We use ω j ∈ {±1} to "align" the differences so that h(R) changes sign where all three differences change sign. The minimization can be done in a number of ways. One very efficient approach is to use the method of false position to get successively better approximations to the location of the minimum (which if it exists is near a point where h changes sign).
When a value of R that approximates a zero of h is found it is listed as a candidate for a true eigenvalue. These candidates are stored and subjected to further examination.
Remark 3.4. Zeros of the K-Bessel functions in the left hand side of (3.6) (or "random noise") can trigger false indications of zeros in the intervals I j 0 . Keeping track of how fast c j − c j changes over each interval, most of these "false" intervals are immediately discarded.
If we only use two Y -values and a few coefficients, it can not be excluded that the located minimum of h is not close to a real eigenvalue, but such mistakes will be spotted either when we try to refine the eigenvalue or when we look closer at properties a)-c) for a larger set of coefficients.
Eventually we declare that the R which we have found is close to an eigenvalue of the Laplacian, and that our {c j (n)} are close to the Fourier coefficients of the corresponding Maass waveform. It is worth stressing that, strictly speaking, these assertions are never proved rigorously through our computations -although the excellent agreement seen when testing properties a) -c) on a large number 1 of coefficients on top of those used in the functional h(R) clearly gives a very strong heuristic justification. The question of giving rigorous proofs is dealt with in a forthcoming paper [6] .
Remark 3.5. To speed up the process of looking for sign changes over the large number of small intervals I j we use Lagrange interpolation to evaluate the matrix V at this point (usually interpolation of degree 14 is good enough). Cf. [15, p. 6].
It should be remarked that the algorithm reproduces both the known oldforms from Γ 0 (1) (see [16] or [13] ), the newforms on Γ 0 (5) as in [4] , as well as the explicitly known CM-forms (cf. [17] ).
There is obviously no guarantee that we find all eigenvalues in a specified interval in this manner, but comparing the results with the detailed version of Weyl's law (1.3) might give us an indication of missing eigenvalues (cf. [4, §A.1] and [3, §8] ).
The Pullback Algorithm
Since the implicit automorphy (3.5) plays an important part in the algorithm, it is crucial to have an efficient means to compute the pullback z * ∈ F N of a point z ∈ F N (observe that the notation z * differs from the one used earlier). We recall that in the case of the modular group Γ 0 (1), it is easy to make a pullback to the standard fundamental domain, F 1 = {z = x + iy ∈ H | |x| ≤ Instead of extending this algorithm to the case of Γ 0 (N) by using side pairing generators of a suitable fundamental domain, we will use the facts that Γ 0 (N) is a subgroup of finite index in PSL(2, Z), and that it is easy to find a set of coset representatives.
Let {V j } v N j=1 and F N = ∪V j (F 1 ) be as on p. 4. Given z ∈ F N we make a pullback into F 1 ;z = T (z) ∈ F 1 with T ∈ Γ 0 (1). Then we find the index j such that T −1 ∈ Γ 0 (N)V j , and note that V j T ∈ Γ 0 (N). Hence the Γ 0 (N) pullback of z is given by
This gives a pullback algorithm for any N, but we need the coset representatives
j=1 is by definition a maximal set of v N = N ∏ p|N 1 + p −1 maps in PSL(2, Z), all independent over Γ 0 (N) allows us to use the following simple recursive algorithm:
Traverse Γ 0 (1) as a tree in S, E and S −1 and collect maps independent over Γ 0 (N) until exactly v N independent maps have been found. This calculation is done once and for all for each group and the resulting representatives are stored. A possible alternative here is to use explicit formulas for the coset representatives, but the advantage of the above algorithm is that it can be extended to other congruence subgroups, such as Γ 1 (N), Γ 0 (N) or Γ(N) as well. Actually it can be extended to any finite-index subgroup of PSL(2, Z) that possesses some precise characteristic which we can use to see if a given map belongs to the group or not.
Phase 2
After Phase 1 is completed we have an (approximate) eigenvalue R and a corresponding set of (approximate) Fourier coefficients
Suppose now that we want to compute c j (n) for N A ≤ n ≤ N B . Going back to the identity (3.6),
To avoid cancellation we also have to make sure that the particular choice of Y does not make κ n (Y ) too small. We can now formulate the core of Phase 2 as a theorem. In order to use Theorem 3.1 to successfully compute the Fourier coefficients we have to adjust the value of Y (and accordingly M(Y ) and Q also) to keep the error Err n (Y ) from growing. If we just want to confirm the existence of an eigenvalue in the neighbourhood of R, or if we want to make a picture of an eigenfunction, the first set of coefficients from Phase 1 is usually sufficient. But, even for those purposes, the method of Phase 2 is a very cheap way to improve the last part of the already obtained coefficients, as well as obtaining a lot more.
Remarks on the Performance of the Algorithm
The main difference (with regard to performance issues) between groups with one cusp, e.g. the modular group or Hecke triangle groups, and the groups Γ 0 (N) with N > 1 should now be clear. The presence of extra cusps introduces more sets of coefficients, thus increasing the size of the linear system used in Phase 1. We will give some examples of how the relevant factors scale with respect to N (and R).
Timing for a Single R Suppose we are given a level N and a potential eigenvalue R, and that we want to compute the corresponding (minimal) set of coefficients, C = {c j (n) | 1 ≤ |n| ≤ M 0 , 1 ≤ j ≤ κ}, i.e. we have to solve the system (3.8) under some normalization assumption. Let T (R, N) be the time required to perform this task. It turns out in practice that the time required to solve the system is negligible compared to the time required to compute the coefficient matrix, and the main contribution to T (R, N) in fact comes from the K-Bessel computations. Observe that in the evaluation of V ji nk the only K-Bessel terms we need are K iR (2π|k|y * m j ) for 1 − Q ≤ m ≤ Q, these are independent of n and i, hence the total number of K-Bessel computations is 2Q(M 0 κ) ∼ 2κM 2 0 (as we can take
2N we see that, roughly M 0 = [const]N(R + 1), and
Remember that κ is dependent on the number of prime factors of N, and for a prime number κ = 2. From this formula we see that the time to compute even a single eigenfunction with a small eigenvalue increases drastically as the level N grows.
No matter how much we improve the speed of computing the individual K-Bessel functions, attaining levels like N ≈ 1000 seems to be out of reach at the present time. In Table 1 we give some examples of T (R, N) for different (prime) N, with R = 9.5336 . . . (the first eigenvalue on PSL(2, Z)). Recall steps 1-3 on p. 29. To find eigenvalues we need to compute the matrix V (R,Y ) at least 14 × 2 = 28 times for step 1 (using Lagrange interpolation of degree 14 for the function R → V (R,Y ), cf. Remark 3.5) and then at least 6 × 2 = 12 times for the step 3 (assuming that it takes approximately 6 iterations with the method of false position to obtain the required precision).
The K-Bessel Function
The K-Bessel function is computed using a number of different algorithms, each with different range of applicability (cf.
[13], [38] and [4] ).
One possible way to speed things up is to use an adaptive Lagrange interpolation method for the function x → K iR (x). However, due to the oscillatory nature of K iR (x) for small x we need a large number of interpolation points when N is large (i.e. when Y 0 is small) so this type of interpolation is in general only efficient in Phase 2 or when R is large .
Timing for Phase 2
Since we only use the first few V ji nk with |k| ≤ M 0 in Theorem 3.1 we need about 2QM 0 κ K-Bessel calls to compute c j (n). Remember here that for (3.10) to hold we need Q > M(Y ) > |n|, and we also need Y < const (1 + R)/n, hence, if we take
The time to compute one coefficient c j (n) is thus roughly proportional to nκM 0 = κN(R + 1)n, and hence the time to compute the first A coefficients is approximately proportional to
Observe that the K-Bessel functions in V ji nk does not depend on n or i. Hence to avoid unnecessary computations we can use a vector to store all 4QκM 0 K-Bessel values used in (3.10). We will then only need to perform these computations when we change Y, but unfortunately we will have to deal with memory issues instead, and these can degrade the performance as much as the computations themselves. To compute a large number of coefficients we have to keep a balance between the number of computations and the size of the allocated memory. In practice this is a rather difficult task.
Results
The focus of the current project has been to provide a robust and efficient algorithm for computing Maass waveforms on Hecke congruence subgroups Γ 0 (N) for any integer N. The following are our main results so far. . Work on extending these data, as well as carrying out more extensive statistical tests, is currently being pursued. In this section we will give some examples and comments on each item in the above list.
Further data than that which is presented in this section is available from the author upon request.
Eigenvalues
Tables 3, 2 and 6 provide some examples of eigenvalues for different groups. In Tables 2 and 6 the eigenvalues of the operators J and ω N are indicated in the respective columns. The eigenvalues are denoted by − for −1, + for 1, and * is used to indicate that both eigenvalues are present. In all tables we use H 1 = |c 1 (2)c 1 (3) − c 1 (6)| as one indication of the accuracy of the program (we based our search on property a) on p. 28; hence no Hecke relation like H 1 was built in to our algorithm).
It should be remarked that in the case of Table 3 , Γ 0 (4), all computed newforms are eigenfunctions with eigenvalue −1 of both non-trivial cusp normalizers, i.e. σ 2 = ω 4 : z → −1/4z, and σ 3 : z → z/(2z + 1), which are both Γ 0 (4)−involutions.
Lowest Eigenvalues
We have used the Phase 1 algorithm to compute small eigenvalues for M(Γ 0 (N), χ) as N ranges through the primes up to 131 and χ is either trivial or the real Dirichlet character N · . The first located eigenvalues are listed in Table 4 . Recall that all eigenvalues fall into distinct classes with respect to the involutions J and ω N . We denote the classes by {++, +−, −+, −−}.
In the case of a non-trivial character, CM-forms are present, and in all cases considered such a form was found to occur as the lowest eigenvalue. All the CMforms occurring here are of the type considered in [7] (i.e. the narrow class number of Q[ √ N] is 1), and by the explicit formula (cf. [7, p. 112] ) the CM-forms with lowest eigenvalues are of the type − − . In Table 4 , H 1 and H 2 are two parameters indicating the error. H 1 is always defined by H 1 = |c 1 (2)c 1 (3) − c 1 (6)| , and H 2 is defined as either the true error in R for CM-forms, or as H 2 = |c 1 (N)| − 1 √ N (cf. Prop. 2.4) otherwise. Table 5 gives some examples of Fourier coefficients and Hecke relations obtained by the Phase 2 algorithm. Figure 1 
Fourier Coefficients
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4 − x 2 in the non-CM case (b) (cf. [17, 16] ). This is a CM-form For a CM-form H 2 is the true error and for a non-CM form we know by Proposition 2.4(a) that |c(N)| = 1, and we put H 2 = ||c(N)| − 1|. .
