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We propose a positive, accurate moment closure for linear kinetic transport
equations based on a filtered spherical harmonic (FPN ) expansion in the angular
variable. The FPN moment equations are accurate approximations to linear kinetic
equations, but they are known to suffer from the occurrence of unphysical, negative
particle concentrations. The new positive filtered PN (FP
+
N) closure is developed to
address this issue.
The FP+N closure approximates the kinetic distribution by a spherical har-
monic expansion that is non-negative on a finite, predetermined set of quadrature
points. With an appropriate numerical PDE solver, the FP+N closure generates par-
ticle concentrations that are guaranteed to be non-negative. Under an additional,
mild regularity assumption, we prove that as the moment order tends to infinity,
the FP+N approximation converges, in the L
2 sense, at the same rate as the FPN
approximation; numerical tests suggest that this assumption may not be necessary.
By numerical experiments on the challenging line source benchmark problem, we
confirm that the FP+N method indeed produces accurate and non-negative solutions.
To apply the FP+N closure on problems at large temporal-spatial scales, we
develop a positive asymptotic preserving (AP) numerical PDE solver. We prove
that the propose AP scheme maintains stability and accuracy with standard mesh
sizes at large temporal-spatial scales, while, for generic numerical schemes, exces-
sive refinements on temporal-spatial meshes are required. We also show that the
proposed scheme preserves positivity of the particle concentration, under some time
step restriction. Numerical results confirm that the proposed AP scheme is capable
for solving linear transport equations at large temporal-spatial scales, for which a
generic scheme could fail.
Constrained optimization problems are involved in the formulation of the FP+N
closure to enforce non-negativity of the FP+N approximation on the set of quadrature
points. These optimization problems can be written as strictly convex quadratic pro-
grams (CQPs) with a large number of inequality constraints. To efficiently solve the
CQPs, we propose a constraint-reduced variant of a Mehrotra-predictor-corrector
algorithm, with a novel constraint selection rule. We prove that, under appropriate
assumptions, the proposed optimization algorithm converges globally to the solu-
tion at a locally q-quadratic rate. We test the algorithm on randomly generated
problems, and the numerical results indicate that the combination of the proposed
algorithm and the constraint selection rule outperforms other compared constraint-
reduced algorithms, especially for problems with many more inequality constraints
than variables.
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Chapter 1: Introduction
In this dissertation, we propose a positive, accurate moment closure for linear
kinetic transport equations, develop an asymptotic preserving (AP) numerical PDE
solver for the proposed closure, and introduce an efficient optimization algorithm for
solving optimization problems that arise in the application of the proposed closure.
Kinetic transport equations are used to model particle-based systems in vari-
ous areas including rarefied gases [1, 2], radiative transport [3–5], and semiconduc-
tors [6]. These equations govern the evolution of a positive scalar function, the
kinetic distribution, that depends on position, momentum, and time. While the
kinetic distribution gives microscopic information of the particles, solving kinetic
equations is computationally expensive in general. In typical settings, the position-
momentum phase space is six-dimensional. This makes the numerical simulation of
these equations difficult.
Moment methods are commonly used to approximate the solution of kinetic
equations. These methods track a finite number of moments (or weighted averages)
of the kinetic distribution with respect to the momentum variable. Equations to de-
scribe the evolution of these moments are derived directly from the kinetic equation.
However, for any finite number of moments, the exact moment equations are not
1
closed, i.e., they require additional information about the kinetic distribution that
is lost when retaining only a finite number of moments. Hence a moment closure is
needed to fill in the missing kinetic information and close the system of equations.
Since moment closures are expected to provide accurate approximation to the ki-
netic distribution, optimization is involved in the formulation of moment closures in
many previous works [7–11].
In this dissertation, we consider linear kinetic equations with a momentum
variable that specifies the traveling direction of unit speed particles by an angle on
the unit sphere. In this setting, the most common moment closure method is the
spherical harmonic approximation, or PN method [3,12]. This method is equivalent
to a standard spectral discretization of the kinetic equation with respect to the
momentum variable. The finite expansion of the kinetic distribution in spherical
harmonics provides the necessary closure, and the coefficients of the expansion are
related to the tracked moments via an explicit linear mapping.
Although computationally fast, the PN method suffers from several well-known
drawbacks. Like most spectral methods, it may produce highly oscillatory solutions
that can lead to local negative values in the particle concentration.1 Several moment
closures have been proposed to enforce non-negativity on the particle concentration.
The MN [7,8,13,14] and PPN [9,10] closures were proposed to maintain the positiv-
ity of solutions by using a positive ansatz for the closure. This is in contrast to the
1In this dissertation, the term “concentration” is used when referring to the integral of the
kinetic distribution with respect to angle. The concentration is a function of position and time
only.
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spherical harmonic expansion for the PN method, which may take on negative val-
ues. However, both the MN and PPN solutions are still quite oscillatory [9, 10] and
furthermore are much more expensive than PN [15–17]. The recently proposed FPN
closure [11,18] still uses a spherical harmonics expansion, but damps the oscillations
via a low pass filter on the moments. While the filter mitigates the occurrence of
negative particle concentrations, they are not fully removed. Small negative values
in the particle concentration may not affect stability or accuracy when solving linear
kinetic models, but for nonlinear models, negative concentrations may make the sys-
tem unstable.2 Hence, it is of interest to develop a positive-preserving3 modification
of the FPN method.
In the work presented in this dissertation, we develop a positive, accurate mo-
ment closure based on the FPN closure. We refer it as the positive filtered PN (FP
+
N)
closure. The FP+N closure approximates the kinetic distribution by a spherical har-
monic expansion that is non-negative on a finite, predetermined set of quadrature
points. With an appropriate numerical PDE solver, the FP+N closure generates par-
ticle concentrations that are guaranteed to be non-negative. Numerical experiments
on the challenging line source benchmark problem confirm that the FP+N method
indeed produces accurate and non-negative solutions. To apply the FP+N closure
on problems at large temporal-spatial scales, we propose a positive asymptotic pre-
2For example, when solving radiative transfer equations coupled with a material equation, the
negative radiative energy-density can cause a negative material temperature [19, 20].
3In this dissertation, the term “positive-preserving” refers to methods that maintain the non-
negativity of particle concentration.
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serving numerical PDE solver. We prove that the proposed AP solver is efficient
and positive-preserving at large temporal-spatial scales, and verify such properties
with numerical results. Constrained optimization problems are involved in the for-
mulation of the FP+N closure to enforce non-negativity of the FP
+
N approximation
on the set of quadrature points. To efficiently solve these problems, we propose
a constraint-reduced variant of a Mehrotra-predictor-corrector algorithm, with a
novel, powerful constraint selection rule. We prove the convergence properties of
the proposed optimization algorithm, including global convergence and local con-
vergence rate. The algorithm is tested on randomly generated problems and on
the FP+N method. The efficiency of the proposed algorithm is confirmed by the
numerical results.
In Chapter 2, we propose the FP+N closure, a modification of the FPN closure
that preserves non-negativity on a set of quadrature points. This set is part of a
quadrature rule that is used to evaluate exactly (up to roundoff errors) the moments
of the spherical harmonic expansion, up to a given order. As shown in [15], this
condition is sufficient to maintain a non-negative particle concentration.
Implementation of the FP+N method requires a PDE solver to update the mo-
ment system in time. In Chapter 2, we first test the FP+N method on the second-order
finite volume kinetic scheme developed in [15]; see also [10]. A more advanced PDE
solver with the “asymptotic preserving” property is proposed in Chapter 3.
The FP+N method requires the solution of a constrained optimization problem
to define the closure. The optimization problem can be written as a strictly convex
quadratic program (CQP) with a large number of inequality constraints that enforce
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positivity on the prescribed quadrature. The optimization provides an accurate
ansatz for the FP+N closure, which plays an important role in our analysis on the
consistency properties. Under an additional, mild regularity assumption, we prove
that as the moment order tends to infinity, the FP+N approximation converges to
the underlying target function, in the L2 sense, as fast as the FPN approximation.
Furthermore, our numerical results show that this property holds even without the
additional assumption. For comparison, we also analyze and test the consistency
properties of another positive-preserving closure, which we refer to as the uniform
damping (UDN) closure. This closure was originally proposed in [21] to generate
spatial reconstructions in the numerical simulation of hyperbolic conservation laws.
More recently, it was applied to finite volume, weighted essentially non-oscillatory
(WENO) and discontinuous Galerkin schemes in [22]. Because of its simplicity
and fast implementation, the method has been applied in a variety of applications;
see [23] for review and further references. We prove convergence results for the UDN
closure that are suboptimal when compared to the FPN closure; numerical tests
suggest that our estimates are likely sharp. For smooth problems, the difference in
the accuracy of the closures is negligible. However, for problems with less regularity,
the difference is substantial.
To conclude Chapter 2, we compute the numerical solution with the FP+N
method on the line source benchmark problem [24] and compare it to solutions from
the PN , FPN , PPN , and UDN methods. For the same number of moments, the FP
+
N
method performs much better than the UDN method. However, enforcing positivity
does create some local trade-offs in accuracy when compared to the FPN method. In
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terms of accuracy, the PN and PPN methods are not competitive. We also compare
the efficiency of the more accurate FP+N closure with the less expensive UDN closure.
In particular, we consider the solution time needed to reach a given level of accuracy
in the particle concentration. For the line source problem, we conclude that the FP+N
solutions are generally two to ten times faster than the UDN solutions to reach the
same accuracy.
In Chapter 3, an “asymptotic preserving” scheme (see, for example, [25]) is
proposed for solving the moment systems of linear transport equations. While the
second-order finite volume kinetic scheme in [10, 15] performs well in the transport
regime of the kinetic equation, one major drawback is that it is not efficient at
large temporal-spatial scales due to the multi-scale behavior of kinetic equations,
as discussed in [10]. Specifically, at large temporal-spatial scales, the particle con-
centration is governed by a diffusion model (referred as “diffusion limit”) [26, 27],
while the numerical solution of kinetic equations requires the resolution of the much
smaller hyperbolic and collisional time scales. Resolving the small time scales dic-
tates a very fine temporal-spatial mesh to maintain stability and accuracy of generic
numerical solvers, including the one proposed in [10], hence making the computation
cost prohibitive.
Several numerical PDE solvers, e.g. [28–30], have been introduced to address
this issue, and they are referred as asymptotic preserving schemes in [31]. The AP
schemes preserve stability and accuracy when applied to equations at large temporal-
spatial scales, without resolving the size of the temporal-spatial mesh. For transport
equations, the AP schemes often require decompositions on the distribution func-
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tion, such as even-odd decomposition [32–34], or macro-micro decomposition [35].
Unfortunately, most of the existing AP schemes are either only of first-order ac-
curacy, or do not preserve positivity and hence produce solutions with unphysical
negative distribution.
Our goal is to develop a positive preserving AP scheme for the moment equa-
tions. The scheme is expected to maintain stability and accuracy with standard
mesh sizes near the diffusion limit, while still preserving positivity of the particle
concentration. We develop the proposed AP scheme based on the even-odd de-
composition approach. We prove that the proposed AP scheme indeed computes
the correct diffusion limit at large temporal-spatial scales. We also show that the
proposed scheme preserves positivity of the particle concentration, under some hy-
perbolic time step size restriction. In practice, we only impose the hyperbolic time
step restriction when the particle concentration becomes negative, and we prove
that a more relaxed parabolic time step size restriction is sufficient to maintain pos-
itivity of the particle concentration, under a mild assumption. Results of numerical
experiments on the comparison of the proposed AP scheme and the second-order
kinetic scheme used in [10,15] shows that the proposed AP scheme is indeed capable
for solving the linear transport equation at large temporal-spatial scales, while the
second-order kinetic solver in [10] fails.
In Chapter 4, we propose an efficient optimization algorithm for solving the
CQPs that arise from the FP+N method, where the CQPs are used to generate
positive approximations to the kinetic distribution on a prescribed quadrature set.
Primal-dual interior-point methods (PDIPMs) are commonly used to solve CQPs.
7
(See, e.g., [36].) In standard interior-point methods, the main computing work in-
volves forming a “normal” matrix (or Schur complement matrix) for solving the
search direction, which is at a cost proportional to the number of constraints.
In the FP+N method, the CQPs contain a large number of inequality constraints,
which makes the computational cost of standard interior-point methods prohibitive.
Hence, we apply a constraint reduction (CR) technique to reduce the computational
burden.
In the context of PDIPM, constraint reduction proved to be an effective tech-
nique for solving various types of optimization problems with a large number of
inequality constraints. The constraint reduction schemes use an approximate nor-
mal matrix (or Schur complement matrix) when solving linear [37–39], convex
quadratic [40, 41], or semidefinite programs [42, 43]. With such schemes, only a
small portion of constraints are active at the solution, and the other constraints are,
in some sense, redundant. The constraint reduction mechanism uses only a wisely
selected small subset of all constraints, referred as the “working set,” to compute the
approximate search direction, which significantly reduces the computation time for
problems with many inequality constraints. The guidelines or rules used to choose
the working set are referred as “constraint selection rules.”
The proposed algorithm is a constraint-reduced variant of a Mehrotra-predictor-
corrector (MPC) algorithm. (See [44] for Mehrotra’s original MPC algorithm.)
The main difference between MPC algorithms and other interior-point algorithms is
that, at each iteration, MPC algorithms compute two different directions, predictor
(also referred as “affine-scaling” direction) and centering-corrector, while the generic
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interior-point algorithms only use one direction. The additional centering-corrector
direction points towards the central path, and provides a second order correction on
the search direction. Thus, for most problems, the MPC algorithm usually requires
fewer iteration count than generic interior-point methods. Since the two directions
are computed by using the same normal matrix, the computational cost per iteration
of MPC algorithm is only slightly more than that of generic interior-point algorithms
for problems with many inequality constraints. In general, the additional cost per
iteration is largely compensated by the reduction of iteration counts, which leads to
a faster convergence to the optimal solution.
A constraint-reduced variant of a Mehrotra-predictor-corrector algorithm is
proposed in [37] for solving linear programs, and is extended in [41] specifically
for solving CQPs from training support vector machines. We generalize the algo-
rithm proposed in [41] so that it can be applied to general CQPs, and we refer
the proposed algorithm as Algorithm CR-MPC. We also prove that, with proper
assumptions on the CQP and some suitable condition on constraint selection rule,
Algorithm CR-MPC converges globally to the solution, at a locally q-quadratic
rate. The condition on the constraint selection rules is less restrictive than the
assumptions made on the constraint selection rules for earlier constraint-reduced
algorithms, (See, for example, [37,38,40].) while preserving the desired convergence
properties. We then propose a simple constraint selection rule and prove that the
new rule satisfies the condition. We compare the computational performance of
Algorithm CR-MPC to the “affine-scaling” algorithm proposed in [40], with both
the proposed rule and the adaptive constraint selection rule in [40]. Numerical re-
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sults on randomly generated problems with a large number of inequality constraints
show that, in most cases, Algorithm CR-MPC with the proposed rule significantly
outperforms other tested combinations of algorithms and rules.
Finally, the contribution of our current work is summarized and the possible
future work is discussed in Chapter 5. Appendix A gives implementation details of
the finite volume kinetic scheme [10, 15] used in the tests for the FP+N method in
Chapter 2. Appendices B and C include the details of proofs for the global conver-
gence property and local q-quadratic convergence rate for Algorithm CR-MPC.
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Chapter 2: The FP+N Method for Linear Kinetic Transport Equations
In this chapter, we propose the FP+N method for solving linear kinetic transport
equations. In Section 2.1, we review the kinetic equation, moment equations, and
several moment closures including PN , FPN , PPN , and UDN closures. Section 2.2
introduces the proposed FP+N closure and illustrates the implementation details in
the FP+N method. In Section 2.3, we present the consistency analysis of the FP
+
N
and UDN closures and the associated numerical convergence results. The numerical
results for the line source problem are provided in Section 2.4, and the efficiency
and accuracy comparisons between the proposed FP+N and other closures are also
included.
2.1 Preliminaries and Notations
2.1.1 Kinetic Equations and Moment Models
As in [10], we consider a linear kinetic model of particles traveling with unit
speed1 which scatter isotropically off of a background material medium. Emis-
sion, absorption, and external sources are neglected for simplifying the presenta-
tion; they can be included easily. The kinetic description is given by a non-negative
1The unit speed assumption reduces the problem from six dimensions to five.
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distribution function f = f(r,Ω, t) where r = (x, y, z) ∈ R3 is the spatial posi-
tion, Ω = (Ωx,Ωy,Ωz) ∈ S2 is the direction of particle travel, and t ≥ 0 is the
time. In terms of the polar angle θ and the azimuthal angle φ, (Ωx,Ωy,Ωz) =
(sin θ cosφ, sin θ sinφ, cos θ). In what follows, it is often convenient to express func-
tions on S2 in terms µ := cos θ and φ.
The governing linear kinetic equation is of the form
∂tf + Ω · ∇rf =
σ
4π
〈f〉 − σf , (2.1)
where σ is the scattering cross-section, and the angle brackets denote integration




obtain a unique solution, one must equip (2.1) with appropriate initial and boundary
conditions.
Moments uf associated to f are defined as
uf = uf (r, t) := 〈mf(r, ·, t)〉 , (2.2)
where m is a vector of basis functions over S2. Following standard practice, we
use spherical harmonic basis functions.2 For moments up to order N , the spherical
harmonics basis m : S2 → Rn, n = (N + 1)2, is given by m = [m0; m1; . . . ; mN ],
where mℓ is the collection of the 2ℓ + 1 harmonics of degree ℓ, which are defined
explicitly in [10]. The components of m form an orthogonal basis for PN(S
2), the
space of polynomials in Ω on S2 with degree at most N . We assume the components
of m are normalized so that 〈mmT 〉 = In×n.
2Spherical harmonics are eigenfunctions of general scattering operators. See, for example, [3,
Section 1-4].
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Equations for uf are derived by multiplying the kinetic equation (2.1) by m
and integrating over S2, which gives
∂tu
f +∇r · 〈mΩf〉 = −σRuf , (2.3)
where the n× n matrix R = diag(0, 1, . . . , 1). Equation (2.3) is exact, but it is not
closed due to the flux term 〈mΩf〉. In particular, the spherical harmonic expansion
of mNΩ involves harmonics of degree N + 1 so that 〈mΩf〉 cannot be expressed as
a function of uf .
In order to close (2.3), we define an operator E : Rn → L2(S2) that maps a
given set of moments to a distribution on S2 that approximates f . Then (2.3) can
be closed by substituting the ansatz E [u] for f , which yields the closed moment
system
∂tu+∇r · 〈mΩE [u]〉 = −σRu . (2.4)
The solution u = [u0; u1; . . . ; uN ] of system (2.4) is an approximation of the exact
moments uf . Equation (2.4) can be solved numerically in a variety of ways. In this
chapter, we use the kinetic scheme proposed in [10, 15]; see Appendix A.
In slab geometry, the distribution f in (2.1) is independent of x and y, i.e.,
∂xf = ∂yf = 0. Thus one can express the angular dependence of f in terms of
µ = Ωz only, thereby reducing the angular domain from S
2 to [−1, 1].3 Thus, we
also consider convergence of the FP+N closure on the interval [−1, 1]. In this case,
the angle brackets denote integration with respect to µ ∈ [−1, 1], and the moment
3In spherically symmetric geometries, the effective angular space also reduces to [−1, 1], (See,
for example, details in [4, Chapter 5].)
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basis m : [−1, 1] → Rn, n = N + 1, is given by m = [m0; m1; . . . ; mN ], where mℓ
is the ℓ-th order Legendre polynomial on µ. The components of m in this case form
an orthogonal basis for PN([−1, 1]), the vector space of polynomials on [−1, 1] of
degree at most N . We assume the standard normalization 〈m2ℓ〉 = 22ℓ+1 . Note that
(2.3) and (2.4) still hold true for slab geometry, with the modified angular space
and moment basis.
In the remaining parts of Section 2.1 and Section 2.2, we present several mo-
ment closures in full geometry. These closures can be formulated analogously in
the case of slab geometry with minor modifications, as described in the preceding
paragraph.
2.1.2 PN Closures
The PN equations approximate the linear kinetic equation (2.1) via a standard
spectral method. For u ∈ Rn, the PN operator EPN : Rn → PN(S2) maps moments
u to PN(S
2), with
EPN [u] := α̂PN (u)Tm , (2.5)








subject to 〈mg〉 = u , (2.6)
and the expansion coefficients α̂PN (u) solve the dual problem of (2.6), and are given
by










= 〈mmT 〉−1u = u . (2.7)
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u = −σRu . (2.8)
2.1.3 Filtered PN Closures (FPN)
Filtering is commonly used to mitigate Gibbs phenomena in spectral methods
for the spatial discretization of hyperbolic problems [45,46]. Filtered spherical har-
monics expansions for angular moment closures were first proposed in [11] in order
to suppress oscillations and mitigate the occurrence of negative concentrations in
the PN solution.
The filter can be embedded directly into the numerical PDE solver for the
PN equations (2.8): before each time step, the moment u is replaced by Fu where
F = blockdiag(FℓI(2ℓ+1)×(2ℓ+1)) is an n× n matrix and each Fℓ ∈ [0, 1] is a filtering
coefficient, with F0 = 1. Associated to Fu is the ansatz
EFPN [u] := EPN [Fu] = α̂FPN (u)Tm , (2.9)
where α̂FPN (u) := α̂PN (Fu) solves the filtered version of dual problem (2.7)










= F α̂PN (u) . (2.10)
We call this the discrete embedding of the filter.
The original choice of Fℓ in [11] was based on an optimization problem that
penalizes angular derivatives of the ansatz. In [18], a more general formulation leads










where κ : R+ → [0, 1] is a filter function,
ν = − σF∆t
log[κ(N/(N + 1))]
(2.12)
depends on the time step, and σF is a tuning parameter. We say κ has order p > 0
if κ ∈ Cp(R+) and
κ(0) = 1 and κ(k)(0) = 0 for k = 1, . . . , p− 1 . (2.13)
The choice of ν in (2.12) ensures the discrete embedding is formally consistent in






u∗ = −σRu∗ − σFLu∗ , (2.14)
where L = blockdiag(LℓI(2ℓ+1)×(2ℓ+1)), and Lℓ =
κ( ℓN+1)
κ( NN+1)
. We refer to (2.14) as a
continuous embedding of the filter.
In the following sections, we consider both types of embeddings: discrete and
continuous. The discrete approach is more conducive to the consistency analysis
in Section 2.3, while the continuous approach is better for assessing the space-time
convergence of the PDE solver in Section 2.2.2.1. In Section 2.3.2, the convergence
results of the FPN closures are presented for the 2nd-order Lanczos filter [18], 4th-
order spherical spline filter [18], and the 6th-order exponential filter [47]. The filter







, κExp(η) = exp(cη
6), (2.15)
where, in the definition of κExp, c = log(ǫM ), ǫM being the machine precision. In
the numerical tests presented in Section 2.4.2, the 4th-order spherical spline filter is
used.
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While the FPN closure effectively damps oscillations in the numerical solution,
it still suffers from some challenges. These include (i) the occurrence of negative
particle concentrations that can affect the stability of nonlinear systems (see [19,20])
and (ii) the lack of a systematic way to choose the tuning parameter σF. In the
remainder of this chapter, we address the former.
2.1.4 Positive PN Closures (PPN)
In [9], a positive particle concentration is ensured by imposing point-wise pos-
itivity constraints on a discretized version of (2.6). Let Q and W be the points
and (strictly positive) weights of a quadrature rule on S2 with degree of precision
2N + 1—that is, the quadrature rule integrates polynomials in P2N+1(S
2) exactly
(in exact arithmetic). Then the discrete PPN ansatz EPPN : Rn → R|Q| maps u to














gk ≥ 0, ∀k ∈ {1, . . . , |Q|} .
(2.16)
where (Ωk, wk) ∈ (Q,W) for all k ∈ {1, . . . , |Q|}. If EPN [u] ≥ 0 on Q, then EPPN [u]
is just the restriction of EPN [u] to Q.
In [10], a continuum variant of the PPN closure was proposed to enforce
positivity by adding a log penalty term to (2.6). In this case, the PPN operator
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g2 − δ log g
〉
subject to 〈mg〉 = u , (2.17)
where δ > 0 is a penalty parameter. Although (2.17) is formulated as a continuous
problem, a quadrature rule is still required to approximate the integrals in the
objective.
While both variants (2.16) and (2.17) of the PPN closures generate a positive
ansatz, numerical solutions of the modified optimization problems (2.16) and (2.17)
are significantly more expensive to obtain. Moreover, neither ansatz is a polynomial.
A consequence of this is that solutions of the PPN equations suffer from artifacts,
known as ray effects [3, Section 4-6], due to the fact that the quadrature rule is not
exact.
2.1.5 Uniform Damping Closures (UDN)
Uniform damping (UD) is a simple method for generating a non-negative poly-
nomial reconstruction from given moments. It was first proposed in [21] as a limiter
for finite volume discretizations of hyperbolic PDE, and has recently been used to
generate discontinuous Galerkin and finite volume WENO methods [22, 23] that
satisfy maximum principles while maintaining high-order.
The UDN closure is a simple application of the UD method. It works by
damping moments uℓ uniformly for all ℓ > 0, while preserving u0. Given quadrature














This ansatz is still a spherical harmonics expansion; hence UDN solutions do not
suffer from ray effects as PPN solutions do. In addition, it is inexpensive to imple-
ment. However, as proved in Theorem 2 in Section 2.3.1 and shown in Section 2.4.2,
the UDN closure may lose accuracy for problems with non-smooth solutions.
2.2 Positive Filtered PN Closures (FP
+
N)
To overcome the drawbacks of the FPN , PPN , and UDN closures, we design
positive filtered PN (or FP
+
N ) closures. This closure prevents the occurrence of
negative particle concentrations using a polynomial ansatz that is non-negative at a
pre-selected set of quadrature points. The FP+N ansatz is defined via the solution of
an optimization problem. The FP+N ansatz is more expensive to compute than the
UDN ansatz; however, it is more accurate. The benefits of this additional accuracy
are analyzed and explored in Sections 2.3 and 2.4.
2.2.1 Formulation
The FP+N operator EFP+
N






















and Q is a quadrature set. The FP+N ansatz is the best L2 approximation to the FPN
ansatz in PN(S
2) that is non-negative on Q and preserves particle concentration.4
The set Q is chosen so that the associated quadrature rule has degree of precision
2N + 1. This implies that the flux term 〈ΩmE [u]〉 in (2.4) is evaluated exactly
whenever E [u] ∈ PN(S2). It also ensures that u0 is non-negative in the next update
of the PDE solver (see Theorem 5 in the appendix).
Like the standard filter, the positive-preserving filter (2.20) can be discretely
embedded into the numerical PDE solver for the PN equations (2.8)
5 before each
time step; the moment u is replaced by 〈mEFP+
N
[u]〉. If the inequality constraints in
(2.20) are not active at the solution, then 〈mEFP+
N
[u]〉 = Fu. Indeed, in this case,
(2.20) is equivalent to the dual problem in (2.10). When the inequality constraints
are active, 〈mEFP+
N
[u]〉 depends on u in a nonlinear way that cannot be expressed
in closed form. Rather it must be determined from the numerical solution of (2.20).
With the continuous embedding, the filter is built in to the equations, but positivity
is still embedded in the numerics: at each time step of the numerical PDE solver
for the FPN equations (2.14), the moment u




is given by (2.19) when there is no filter—that is, when F = I.
4The scalar u0 is a positive constant multiple of the particle concentration.
5See the discussion on discrete and continuous embeddings in Section 2.1.3.
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2.2.2 Implementation
In this subsection, we briefly describe the implementation of the FP+N clo-
sures, which includes an algorithm for solving the optimization problem (2.20) and
a numerical PDE solver for (2.4). Further details on the optimization algorithm is
given in Chapter 4. The numerical PDE solver used in this chapter is described
in Appendix A, and a more advanced numerical PDE solver with the asymptotic
preserving property is proposed in Chapter 3.
2.2.2.1 Numerical PDE Solver
In this chapter, we generate a numerical solution of the FP+N equations using
a second-order kinetic scheme that was developed in [15]. (See references therein for
early developments of this type of method.) The scheme is based on the following
discrete ordinate approximation of (2.1):
∂tf
Q +∇r · ΩfQ =
σ
4π
〈fQ〉Q − σfQ , (2.21)
where fQ(x,Ω, t) ≈ f(x,Ω, t) for each ordinate Ω in a quadrature set Q and 〈·〉Q
denotes the quadrature rule associated to Q. With an appropriate choice of quadra-
ture, the PN equations (2.8) can be derived directly from (2.21). Indeed, by taking
quadrature-based moments of (2.21) and using the ansatz EPN [u] to approximate
fQ, we arrive at the following system for the unknowns u:
∂t〈mEPN [u]〉Q +∇r · 〈ΩmEPN [u]〉Q =
σ
4π
〈m〉Q〈EPN [u]〉Q − σ〈mEPN [u]〉Q . (2.22)
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If, as in Section 2.2.1, the quadrature set Q is chosen so that 〈·〉Q has degree of
precision 2N + 1, then (2.22) is equivalent to (2.8). This is our motivation for the
choice of quadrature. A similar procedure can also be used to update the FPN
equations in (2.14).
It is known [15] that with an appropriate CFL condition, a finite volume
discretization of (2.21) preserves the positivity of fQ. The corresponding kinetic
scheme for (2.22) is derived by taking quadrature moments of this discretization
and thus preserves positivity of the particle concentration. Details of this scheme
and a precise statement of the positivity result (Theorem 5) are given in Appendix A.
2.2.2.2 Solving the FP+N Optimization Problem
If α̂FPN (u) satisfies the non-negativity constraints in (2.20), then α̂FPN (u)
solves (2.20)—that is, α̂FP+
N
(u) = α̂FPN (u). Otherwise, a numerical optimization
algorithm is needed. We discuss such an algorithm here.





= u0 in (2.20) is equivalent to α0 = u0. Hence the variable α0 can








− (F̃ ũ)T α̃
subject to α̃Tm̃(Ωk) ≥ −m0u0 , ∀Ωk ∈ Q ,
(2.23)
where α̃ = [α1, . . . , αn−1]
T , and similarly for ũ, m̃, and F̃ . This is a convex
quadratic program (CQP), which can be solved using primal-dual interior-point
methods. We developed a constraint-reduced (CR) variant of Mehrotra’s predictor-
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corrector (MPC) algorithm to solve CQPs that arise from the FP+N closure, where
the problems have a large number of inequality constraints. We refer the algorithm
as Algorithm CR-MPC. Details of Algorithm CR-MPC are provided in Chapter 4.
2.2.2.3 Quadrature
We use two types of quadrature to define the FP+N and UDN closures and
evaluate the numerical flux in the PDE solver. One of them is a product quadrature
on the unit sphere [48, 49]. This quadrature rule integrates any integrable function
















wkg(µk, φj) . (2.24)
Here {µk}MQk=1 and {wk}
MQ
k=1 are the Gauss-Legendre abscissas and weights, and
{φj}2MQj=1 are equally spaced points from 0 to 2π. For closures with moment or-
der N , we require the quadrature to have degree of precision 2N + 1, so we need a
grid of at least N +1 (or (N +1)/2, for even functions on µ) Gauss-Legendre points
in the µ direction and 2(N + 1) equally spaced points in the φ direction.
Another quadrature we use is the Lebedev quadrature [50–54], which requires
fewer quadrature points than the product quadrature does to achieve the same de-
gree of precision. This property significantly reduces the computation time of the
FP+N method, where the quadrature points not only are used in numerical integra-
tion, but also are involved in the formulation of the optimization problem (2.23).
Some comparisons of these two types of quadrature are given in Table 2.2, and
discussed in Remark 4.
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2.3 Consistency Results
In this section, we analyze consistency properties of the FP+N and UDN approx-
imations and report numerical convergence results, for both full and slab geometries.
We consider functions Ψ = Ψ(µ, φ) where µ = Ωz ∈ [−1, 1] and φ ∈ [0, 2π] is the
azimuthal angle on the sphere, and functions ψ = ψ(µ) which correspond to the
slab geometry case discussed in Section 2.1.1.
For q ∈ R, the fractional Sobolev spaces Hq([−1, 1]) is the set of functions ψ

















is finite [55]. In this definition, mℓ is the ℓ
th Legendre polynomial. The space Hq(S2)

















is finite [46]. In this definition, mjℓ is the degree ℓ, order j spherical harmonic. In
the remainder of this section, we use S to denote either [−1, 1] or S2. Recall that
H0(S) = L2(S).
For q > 0, let q = v + w, v a positive integer and w ∈ [0, 1). Then the space
Cq([−1, 1]) is defined as the set of functions ψ such that the norm







is finite [55]. Here ψ(v) is the v-th derivative of ψ on [−1, 1]. Similarly, the space
Cq(S2) is defined as the set of functions ψ such that the norm






is finite [56]. Here the operatorD1,2 := x∂x−y∂y,D2,3 := y∂y−z∂z ,D1,3 := x∂x−z∂z ,
x, y, z are the Cartesian coordinates on the sphere, I denotes the identity operator,
and Ri,j,θ denotes the rotation operator. For example, R1,2,ϑg(Ω) = g(Ω
′), where Ω′
is obtained by rotating Ω with angle ϑ in the x-y plane, i.e., for Ω = (Ωx,Ωy,Ωz),
Ω′ is given by (Ωx cosϑ − Ωy sinϑ,Ωx sinϑ + Ωy cosϑ,Ωz). R2,3,ϑ and R1,3,ϑ are
analogously defined for rotations in y-z and x-z planes, respectively. Note that, for
q ∈ N, the space Cq(S) is the space of functions with a continuous q-th derivative
on S. Finally, recall that Cq(S) ⊂ Hq(S).
2.3.1 Error Estimates of Approximations
The PN approximation (2.5) is based on the degree N spherical harmonic
expansion of ψ ∈ L2(S2) with moments uN := u.6 For ψ ∈ C∞(S2), this expansion
converges to ψ (in the L2 sense) faster than any negative power of N . For ψ ∈
Hq(S2), it converges to ψ (in the L2 sense) at rate q [57]. The filtered expansion
(2.9) shares the convergence rate q with the PN approximation if the filter order
p satisfies p ≥ q, but has a slower convergence rate p otherwise; see [47]. Based
on these results, we establish the following convergence properties for the FP+N
approximation.
6In this section, we use a superscript to emphasize the dependence of the moment vector on N .
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Theorem 1. For M > 0, let DM = {g ∈ L∞(S) : ‖g‖L∞(S) ≤ M‖g‖L1(S)}. Then,




[uN ]‖L2(S) ≤ A(q,M)N−s‖ψ‖Cq(S), ∀N ∈ N , (2.29)
where uN ∈ Rn consists of the moments of ψ up to order N , and s = min{q, p},
with p the order of filter F in (2.10).
Before proving Theorem 1, we give two lemmas which are used in the proof.
The first lemma gives the convergence rate of the FPN approximation, and the
second lemma provides an L∞ error estimate of the best polynomial approximation
for continuous functions.
Lemma 1. For every q ∈ R, there exists a constant A1(q) such that, for all ψ ∈
Hq(S),
‖ψ − EFPN [uN ]‖L2(S) ≤ A1(q)N−s‖ψ‖Hq(S), ∀N ∈ N , (2.30)
where uN ∈ Rn consists of the moments of ψ up to order N , and s = min{q, p},
with p the filter order in (2.10).
Proof. See [47].




‖ψ − ϕ‖L∞(S) ≤ A2(q)N−q‖ψ‖Cq(S), ∀N ∈ N , (2.31)
where the minimum is attained.
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Proof. From [58, Theorem 2] (for S = [−1, 1]) and [56, Theorem 4.8.1] (for S = S2)
inf
ϕ∈PN (S)
‖ψ − ϕ‖L∞(S) ≤ A2(q)N−q‖ψ‖Cq(S) . (2.32)
Since PN(S) is a finite dimensional subspace of the Banach space Cq(S), it follows
from Theorem 1.1 in [59] that the infimum in (2.32) is attained.
We now prove Theorem 1 for the case S = S2; when S = [−1, 1], the result
can be proved analogously. To simplify notation, we write






Proof of Theorem 1. If ψ = 0, then uN = 0 and EFP+
N
= 0, and the claim holds
trivially. Hence consider the case for ψ 6= 0, i.e., 〈ψ〉 > 0. Using Lemma 2, let ϕ̂N




Then 〈ϕN〉 = 〈ψ〉 > 0, and
‖ψ − ϕN‖L∞ ≤ ‖ψ − ϕ̂N‖L∞ +
1
4π
〈|ψ − ϕ̂N |〉 ≤ 2‖ψ − ϕ̂N‖L∞ ≤ 2A2(q)N−q‖ψ‖Cq .
(2.34)
We now modify ϕN to generate a non-negative polynomial that still approximates
ψ well. Let c̄N = −min{minΩ∈S2 ϕN(Ω), 0} ≥ 0. Then by definition, ϕN + c̄N is




(ϕN + c̄N) =
〈ψ〉
〈ψ + c̄N〉
(ϕN + c̄N ) (2.35)
is a well-defined, non-negative polynomial on S2, and 〈ϕ+N〉 = 〈ϕN〉 = 〈ψ〉. Moreover,















By Hölder’s inequality, ‖ϕN‖L2 ≤
√
4π‖ϕN‖L∞ . Using the triangle inequality, (2.34),
and the fact that ϕ̂N is the minimizer, we have
‖ϕN‖L∞ ≤ ‖ψ‖L∞ + ‖ψ − ϕN‖L∞ ≤ ‖ψ‖L∞ + 2‖ψ − ϕ̂N‖L∞ ≤ 3‖ψ‖L∞ . (2.37)
Applying Hölder’s inequality and substituting the bound for ‖ϕN‖L∞ in (2.37) into
(2.36) yield






c̄N ≤ 24π3/2Mc̄N , (2.38)
where the second inequality comes from the assumption that ψ ∈ DM . This bound
will be used below in (2.42).
By construction, the vector of expansion coefficients for ϕ+N is a feasible point










‖L2 ≤ ‖ψ − EFPN‖L2 + ‖EFPN − EFP+
N
‖L2
≤ ‖ψ − EFPN‖L2 + ‖EFPN − ϕ+N‖L2
≤ ‖ψ − EFPN‖L2 + ‖EFPN − ψ‖L2 + ‖ψ − ϕ+N‖L2
≤ 2‖ψ − EFPN‖L2 + ‖ψ − ϕ+N‖L2
(2.40)
We bound each of these terms separately. Lemma 1 and the fact that ‖ψ‖Hq ≤
A3‖ψ‖Cq for some constant A3, gives a bound on the first term:
‖ψ − EFPN‖L2 ≤ A1(q)N−s‖ψ‖Hq ≤ A1(q)A3N−s‖ψ‖Cq . (2.41)
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For the second term, we apply the triangle inequality, Hölder’s inequality, and (2.38).
This gives







Since ψ ≥ 0, c̄N ≤ ‖ψ − ϕN‖L∞ . We substitute this bound into (2.42), combine
terms in ‖ψ − ϕN‖L∞ , and apply the bound in (2.34). This gives




‖ψ − ϕN‖L∞ ≤ A4(q,M)N−q‖ψ‖Cq (2.43)




. Finally, by substituting the bounds in
(2.41) and (2.43) into (2.40), the claim (2.29) is proved, with A(q,M) = 2A1(q)A3+
A4(q,M).
For comparison, the next theorem provides error estimates for the uniform
damping (UDN) approximation.
Theorem 2. For M > 0, let DM = {g ∈ L2(S) : ‖g‖L2(S) ≤ M‖g‖L1(S)}. Then,
given a non-negative ψ ∈ Hq(S) ∩ DM , q ≥ 0, ǫ > 0, there exists a constant
B(q,M, ǫ) such that,
‖ψ − EUDN [uN ]‖L2(S) ≤ B(q,M, ǫ)N−(s−a−ǫ)‖ψ‖Hq(S), ∀N ∈ N , (2.44)
where uN ∈ Rn consists of the moments of ψ up to order N , and s = min{q, p}, with
p the order of filter F in (2.10). The constant a depends on S: when S = [−1, 1],
a = 3/4; when S = S2, a = 1.
The following lemma is used in the proof of Theorem 2.
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Lemma 3. For every q ≥ 0 and δ > 0, there exist constants B1(q, δ) and B2(q, δ)
such that, for all ψ ∈ Hq([−1, 1]) and N ∈ N,







and for all ψ ∈ Hq(S2) and N ∈ N,
‖ψ − EFPN [uN ]‖L∞(S2) ≤ ‖ψ − EFPN [uN ]‖H1+δ(S2) ≤ B2(q, δ)N−(s−1−δ)‖ψ‖Hq(S2) ,
(2.46)
where uN ∈ Rn consists of the moments of ψ up to order N , and s = min{q, p},
with p the filter order in (2.10).
The first inequalities in (2.45) and (2.46) are Sobolev embedding theorems
that can be found in [55] and [60], respectively. The second inequalities can be
found in [61, Theorem 2.2] and [46, Theorem 8.2], respectively.
Proof of Theorem 2. For convenience, we denote EFPN [uN ] and EUDN [uN ] as
EFPN and EUDN , respectively. By the triangle inequality,
‖ψ − EUDN‖L2(S) ≤ ‖ψ − EFPN‖L2(S) + ‖EFPN − EUDN‖L2(S) . (2.47)
The bound for the first term in (2.47) is given by (2.30) in Lemma 1. For the second
term, we use the definition of EUDN in (2.18) to compute (recalling that m0 and cN
are constant over S)













where B3 = 〈1〉. Because ‖EFPN‖L2(S) ≤ ‖EPN‖L2(S) ≤ ‖ψ‖L2(S) and cN ≤ ‖ψ −







cN ≤ B3M‖ψ−EFPN‖L∞(S) .
(2.49)
The bound for the second term in (2.47) is then obtained by applying either (2.45)
or (2.46) in Lemma 3 on the right-hand side of (2.49). Finally, by bounding for both











A1(q) +B1(q, 2ǫ/3)B3M , when S = [−1, 1]
A1(q) +B2(q, ǫ)B3M , when S = S2
(2.50)
chosen to be the constant.
Remark 1. The error estimate in (2.44) appears to be sharp for both choices of S.
This is illustrated in Figures 2.4 and 2.7 with target functions given in (2.54) and
(2.57) in the next subsection.
Remark 2. The fact that ψ may be zero on S is what limits the error estimates
for both the FP+N approximation (Theorem 1) and the UDN approximation (The-
orem 2). However, if ψ is strictly positive and EFPN [uN ] converges to ψ uni-
formly, then one can prove that both EFP+
N
and EUDN recover the optimal rate for
the FPN approximation. Indeed, uniform convergence to a strictly positive func-
tion implies that EFPN [uN ] > 0 for all N greater than some Ñ . In this case,
EFP+
N
[uN ] = EUDN [uN ] = EFPN [uN ].
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2.3.2 Convergence Tests
In this subsection, we present numerical convergence results for the FP+N and
UDN approximations. These results suggest that the stronger assumptions for the
FP+N approximation about the underlying function (C
q vs. Hq) in Theorem 1 may
not be necessary. Meanwhile, the convergence rates for the UDN approximation in
Theorem 2 appear to be sharp.
We begin with one-dimensional tests for functions defined on [−1, 1]. For an
expansion of degree N , we use for Q (cf. (2.20)) a Gauss-Legendre quadrature rule
with N + 1 points, which has degree of precision 2N + 1. Figures 2.1–2.5 illustrate
convergence results for several functions, each with different regularity properties.
Corresponding results for the PN and FPN approximation are included for reference.
In each figure, we plot the L2 approximation errors versus the moment order N . The
observed convergence rates are shown in the legend.7
The target functions are as follows:








1, µ ∈ (µ̂, 1]
0, µ ∈ [−1, µ̂]
(2.51)
where µ̂ = 0.75, is in Hq([−1, 1]), ∀q < 0.5. From Figure 2.1, it can be seen
that the P+N (FP
+
N with no spectral filter) and FP
+
N approximations converge
roughly at the same rate as the PN and FPN approximation. The UDN ap-
7 For oscillatory data, we compute the convergence rate based on its upper envelope. Otherwise,
the convergence rate is given by the slope of least square linear fitting of the data.
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proximations, on the other hand, have a slower convergence rate, which is
consistent with result of Theorem 2. Note that µ̂ can be arbitrarily chosen
from (−1, 1) . However, for some choices of µ̂, the approximation errors may
converge faster than the (worst case) error estimates given in Theorems 1 and
2.









(µ− 0.75)−0.1, µ ∈ (µ̂, 1]
0, µ ∈ [−1, µ̂]
(2.52)
is an L2 function with a singularity at µ̂ = 0.75. For this function, the UDN
approximation does not converge, while the FP+N approximation still converges
roughly at the same rate as the FPN approximation.
• Smooth function (Figure 2.3). The function
ψ(µ) = exp(5µ sin(10µ)) (2.53)
is in C∞([−1, 1]). Here we observe, as is expected from Theorems 1 and 2, that
the FP+N and UDN approximations to converge with the order of the spectral
filter used to define them. If no filter is applied, both approximations converge
spectrally.









(µ− µ̂)r, µ ∈ (µ̂, 1]
0, µ ∈ [−1, µ̂]
(2.54)
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belongs to Hq([−1, 1]) for all q < r+ 1
2
and all µ̂ ∈ (−1, 1). For such functions,
the UDN approximations typically converge at slower rates than the PN and
P+N approximations. We consider two specific cases: in Figure 2.4, (r, µ̂) =
(0.5, 0.975); in Figure 2.5, (r, µ̂) = (3, 0.75). In the first case, we select µ̂ in
order to show that the estimate in Theorem 2 is most likely sharp. Indeed,
in Figure 2.4, the convergence rate of the UDN ansatz is around 0.25, which
matches the error estimate provided in Theorem 2. In the second case, r is
chosen to illustrate the effect of the spectral filters on the convergence rate. In
Figure 2.5, we observe that a loss in order occurs for the UDN approximation






































































Figure 2.1: Step function ψ on [−1, 1]. ψ ∈ Hq([−1, 1]) for all q < 0.5; see (2.51). The observed


































































Figure 2.2: Singular function ψ on [−1, 1]. ψ ∈ L2([−1, 1]); see (2.52). The observed convergence





































































Figure 2.3: Smooth function ψ on [−1, 1]. ψ ∈ C∞([−1, 1]); see (2.53). The observed convergence






































































Figure 2.4: Sobolev function ψ on [−1, 1]. ψ ∈ Hq([−1, 1]) for all q < 1; see (2.54), r = 0.5,


































































Figure 2.5: Sobolev function ψ on [−1, 1]. ψ ∈ Hq([−1, 1]) for all q < 3.5; see (2.54), r = 3,
µ̂ = 0.75. The observed convergence rates, as defined in Footnote 7, are listed in the legend.
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We next consider target functions Ψ on S2 that are simple extensions of func-
tions ψ on [−1, 1]:
Ψ(µ, φ) := ψ(µ), ∀(µ, φ) ∈ [−1, 1]× [0, 2π] . (2.55)
Due to behavior at the poles of S2, these extensions may not have the same regularity
on S2 as the original function does on [−1, 1]. However, because of the tensor
product construction, we expect the same convergence rates. For approximations
of degree N , we use for Q (cf. (2.20)) a product quadrature rule on S2 that has
degree of precision 2N + 1. (This quadrature is defined in Section 2.2.2.3.) To
ensure that our results do not depend on a special alignment of the quadrature with
the coordinate axes, we rotate the points about the x and y axes by one and two
radians, respectively.
Table 2.1 lists the observed L2 convergence rates for functions of the form
(2.55) with ψ defined in (2.51)–(2.54). The convergence rates for functions (2.51)–
(2.54) on [−1, 1], as seen in the legend of Figures 2.1–2.5, are also included for
reference. We observe that, for most cases, the rates for the extended functions
with rotated quadrature are close to the rates for the corresponding functions on
[−1, 1]. Larger variations occur with the UDN approximation, most noticeably for
the singular function given in (2.52).
Finally, we consider general functions on S2. Convergence rates for these
functions are presented in Figures 2.6 and 2.7. In Figure 2.6, the target function Ψ
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Filter Approx. Step Singular Smooth Sobolev Sobolev
Order Type (2.51) (2.52) (2.53), q = ∞ (2.54), q < 1 (2.54), q < 3.5
[-1, 1] S2 [-1, 1] S2 [-1, 1] S2 [-1, 1] S2 [-1, 1] S2
None
PN 0.49 0.51 0.53 0.50 ∞ ∞ 0.97 1.33 3.49 3.47
UDN 0.08 0.06 -0.04 -0.22 ∞ ∞ 0.21 0.06 3.09 2.92
P+N 0.51 0.51 0.51 0.49 ∞ ∞ 1.02 1.15 3.52 3.49
2
FPN 0.49 0.51 0.52 0.50 1.99 1.95 0.97 1.32 1.99 1.96
UDN 0.09 0.10 -0.02 -0.23 1.99 1.95 0.25 0.05 2.03 2.20
FP+N 0.51 0.51 0.51 0.49 1.99 1.95 1.02 1.15 1.99 1.96
4
FPN 0.49 0.50 0.52 0.49 3.98 3.90 0.97 1.27 3.47 3.43
UDN 0.07 0.15 -0.05 -0.19 3.98 3.89 0.26 0.08 3.02 2.77
FP+N 0.51 0.51 0.51 0.48 3.98 3.90 1.01 1.15 3.53 3.61
6
FPN 0.49 0.47 0.44 0.40 5.96 5.84 0.98 1.07 3.47 3.41
UDN 0.10 0.23 0.05 0.00 5.96 5.81 0.18 0.11 3.04 2.86
FP+N 0.49 0.47 0.45 0.41 5.96 5.81 0.97 1.05 3.42 3.39
Table 2.1: Convergence Rates – The observed L2 convergence rates for the PN , FPN ,
UDN , and FP
+
N approximations to functions defined in (2.51) – (2.54) and their extensions
















1− µ2 cosφ and Ωy =
√
1− µ2 sinφ. This function is in Hq(S2)
for all q < 0.5. The location of the support for Ψ can be arbitrarily chosen; some
choices may lead to faster convergence rates. For this particular choice, we observe
that the UDN approximation does not converge (or does so very slowly), while the
FP+N approximation converges with rate ≈ 0.5, just as the FPN approximation does.
The next target function is given by

















0.25, |µ| ∈ [0, 0.25)

















0.25π, |φ| ∈ [0, 0.25π)




respectively. This function Ψ is in Hq(S2), for all q < 2. Results related to this func-
tion are given in Figure 2.7. The convergence rate of the UDN approximation is near
one, as predicted by the error estimate given in Theorem 2. Hence, (2.44) appears
to be a sharp error estimate for the UDN approximation. The FP
+
N approximation
still converges at roughly the same rate as the FPN approximation.
Remark 3. In all the convergence tests we performed, the FP+N approximation al-
ways converges at roughly the same rate as the FPN approximation, even if the
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moment order N





























































Figure 2.6: Step function Ψ on S2. Ψ ∈ Hq(S2), for all q < 0.5; see (2.56). The observed
convergence rates, as defined in Footnote 7, are listed in the legend.
moment order N


































































Figure 2.7: Sobolev function Ψ on S2. Ψ ∈ Hq(S2), for all q < 2; see (2.57). The observed
convergence rates, as defined in Footnote 7, are listed in the legend.
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continuity assumption in Theorem 1 is violated, i.e., the target function belongs to
Hq, but not to Cq.
41
2.4 Results on Line Source Benchmark Problem
In this section, we present solutions of the line source problem using the FP+N
closure and compare them to the results using PN , FPN , and PPN closures (cf.
Sections 2.1.2, 2.1.3, 2.1.4). Similar results for PN , FPN , and PPN can be found
in [62], [18] and [10], respectively. Results from the UDN closure (cf. Section 2.1.5)
are also included in the comparison.
2.4.1 The Line Source Benchmark
The line source benchmark problem was first formulated in [24], along with
an exact solution. Since then, it has been used to study the behavior of various
angular approximations for linear kinetic equations [9,11,18,62]. It is a notoriously
difficult problem that provides insight into the strengths and weaknesses of different
approximations and how to pursue improvements.
The problem is as follows: Particles in an initial pulse are distributed isotrop-
ically along an infinite line in space and move through an infinite material medium
with constant scattering cross-section. If this line is aligned with the z-axis, then f
does not depend on z and the transport equation (2.1) reduces to
∂tf + Ωx∂xf + Ωy∂y =
σ
4π
〈f〉 − σf , (2.59)





We simulate the line source problem with σ = 1.0. A steep Gaussian distri-
bution with variance ς2 = 9× 10−4 is used to approximate the delta function initial
condition, and a small positive floor is added:












This floor is only needed for the PPN closure, which requires a strictly positive
distribution. For our calculations, we set ffloor = 10
−4. We truncate the infinite
spatial domain to a [−1.5, 1.5]× [−1.5, 1.5] square centered at the origin and impose
artificial boundary condition equal to ffloor. The computation is run to a final time
tfinal = 1.0.
The calculations are performed using a 200 × 200 mesh (∆x = ∆y = 0.015).
The time step for the PN and FPN methods is ∆t = 0.45∆x; for the UDN , PPN , and
FP+N methods is ∆t = 0.225∆x and a minmod-type slope limiter of ϑ = 2 is used
to enforce positivity in the kinetic scheme. See (A.7) and (A.8) in Appendix A.1.
The more restrictive step is used to maintain positivity of the particle concentration
for the FP+N , UDN , and PPN closures. In the numerical tests, we choose the filter
coefficient σF = 15, which is used in FPN , UDN , and FP
+
N closures.
Algorithm CR-MPC with Rule 2 (presented in Chapter 4) is used to solve the
optimization problems in the FP+N method. The algorithm parameter values used
in the test are τ = 0.5, ζ = 0.9, κ = 0.98, λ = 10−6, λmax = 1030, and ε = 10−4.
In Figures 2.8 and 2.9, we plot the particle concentration 〈f〉 for various meth-
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ods with moments of order N = 11 and quadrature precision of degree NQ =
2N + 1 = 23 (the minimum required precision) and NQ = 47. We consider both
product and Lebedev quadrature rules; see Section 2.2.2.3 for details. Figure 2.8
shows the heat maps over the entire two-dimensional domain, and Figure 2.9 presents
the one-dimensional line-outs along the x-axis. For comparison, the exact transport
solution is included in all the line-out figures.
We observe the following qualitative features from the numerical results:
• PN (Figures 2.8(b), 2.9(b)) The PN method clearly suffers from severe oscilla-
tions that lead to particle concentrations with large negative values. The PN
solution preserves the rotational invariance of the exact line source solution
and the quadrature has minimal effect on the PN solution, as long as it has
degree of precision 2N + 1.
• FPN (Figures 2.8(c), 2.9(c)) The FPN solution contains only mild oscillations.
Like the PN method, the FPN method maintains rotational invariance in the
solution. However, it still suffers from the loss of positivity in the particle
concentration, as can be seen near the wave front. Like the PN solution, the
FPN solution is unaffected by the degree of quadrature precision NQ, as long
as NQ ≥ 2N + 1.
• PPN (Figures 2.8(d), 2.8(g), 2.9(d), 2.9(g)) Oscillations still occur in the PPN
solution. However, they are much weaker than those occurring in the PN































































(d) PP11, NQ = 23














(e) UD11, NQ = 23














(f) FP+11, NQ = 23














(g) PP11, NQ = 47














(h) UD11, NQ = 47














(i) FP+11, NQ = 47














(j) FP+11 (Lebedev, NQ = 23)














(k) FP+11 (Lebedev, NQ = 47)
Figure 2.8: Heat maps – the particle concentration 〈f〉 of the solutions to the line
source benchmark for various methods.
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(d) PP11, NQ = 23









(e) UD11, NQ = 23









(f) FP+11, NQ = 23









(g) PP11, NQ = 47









(h) UD11, NQ = 47









(i) FP+11, NQ = 47









(j) FP+11 (Lebedev, NQ = 23)









(k) FP+11 (Lebedev, NQ = 47)
Figure 2.9: Line-outs (along the x-axis) – the particle concentration 〈f〉 of the
solutions to the line source benchmark for various methods.
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(a) NQ = 23


























(b) NQ = 47
Figure 2.10: The number of iterations needed to solve the optimization problem
(2.23) for FP+11 at each cell on the x-axis of the space and each time step.
maintains positivity in the particle concentration. However, because the ansatz
is not polynomial, its moments cannot be evaluated exactly with a numerical
quadrature rule. As a consequence, the PPN solution loses rotational invari-
ance and suffers from ray effects. Moreover, the accuracy of the PPN solution
is highly dependent on the quadrature precision.
• UDN (Figures 2.8(e), 2.8(h), 2.9(e), 2.9(h)) The UDN closure imposes strong
damping which effectively removes all oscillations from the solution. The clo-
sure also maintains a positive particle concentration. However, the damp-
ing has a significant effect on accuracy; indeed, the UDN solution completely
misses the location of the wave front.
• FP+N (Figures 2.8(f), 2.8(i), 2.9(f), 2.9(i)) As expected, the FP+N solution pre-
serves the positivity of the particle concentration. It contains only tiny oscil-
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lations that are barely visible in the figures, which indicates that the nonlinear
filter (constrained optimization) in the FP+N method not only maintains the
positivity of the ansatz, but also slightly damps the oscillations. This damping
does reduce the accuracy of the solution near the origin, when compared to
the FPN results. Like the PN and FPN solutions, the FP
+
N solution is also
rotationally invariant. The accuracy of the FP+N solution is slightly improved
by using quadrature with a higher degree of precision. However, the computa-
tional cost of solving problem (2.20) may become prohibitive. (See Table 2.2
in Section 2.4.3 below.)
Remark 4 (Lebedev Quadrature). The Lebedev quadrature [50] requires fewer quadra-
ture points than the product quadrature (see Section 2.2.2.3) does to achieve the same
degree of precision. For comparison, we test the FP+N closure with Lebedev quadra-
ture rules that have degree of precision NQ = 23 and NQ = 47 on the line source
problem, and the solutions are shown in Figures 2.8(j), 2.8(k), and 2.9(j), 2.9(k).
With the Lebedev rule, the computation time is reduced by about 25%, due to the
smaller number of constraints in optimization problem, as shown in Table 2.2.
Remark 5 (Location of “hard” problems). In the numerical tests, we observed that
most of the computation time of the FP+N method is spent in solving the “hard”
optimization problems that locate near the wave front, as seen in Figure 2.10 for
quadrature precision NQ = 23 and NQ = 47.
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2.4.3 Computational Performance
In Table 2.2, we list the computation times for the line source calculations in
Section 2.4.2. The PN and FPN methods are significantly faster because they (i) can
take larger time steps, since positivity does not need to be enforced; (ii) have simpler
flux evaluations; and (iii) most importantly, require no numerical optimization for
their closure. The UDN method has the least computation cost among all positive-
preserving methods (UDN , PPN , FP
+
N), but still takes about twice the time of the
PN and FPN methods. The PPN method is by far the slowest. The computation
time for the FP+N method depends heavily on the number of quadrature points.
Hence, the computation time using the Lebedev quadrature with degree of precision
23 and 47 is also reported in Table 2.2. As discussed in Remark 4, the Lebedev
quadrature rule requires fewer points to reach the same degree of precision than the
product quadrature, leading to lower computation time. Overall the FP+N closure
with Algorithm CR-MPC on the Lebedev quadrature is still slower than the simple
UDN closure. With degree of precision NQ = 23 (the minimum required), the
computation time is about ten times that of the UDN closure. In the next subsection,
we compare efficiency of these methods, taking into account accuracy.
2.4.4 Efficiency
The ultimate goal in the development of the FP+N closure is to generate an
approximate solution of the transport equation that is accurate, preserves positivity
of the particle concentration, and is efficient for challenging test problems when the
49
Quadrature Type Product Product Lebedev Lebedev
Degree NQ = 23 NQ = 47 NQ = 23 NQ = 47
# of points |Q| = 144 |Q| = 576 |Q| = 105 |Q| = 401
P11 270 286 — —
FP11 272 287 — —
UD11 448 1732 — —
PP11 13798 49574 — —
FP+11 5929 13925 4564 8963
Table 2.2: The computation times (sec) for the line source benchmark with various
closures with N = 11. The optimization problems in the FP+N closure are solved by
Algorithm CR-MPC described in Chapter 4.
underlying solution lacks high regularity. To this end, we compare the efficiency
of the FP+N and UDN closures by examining the cost and accuracy of solving the
line source benchmark for different values of the moment order N . To allow for
larger values of N , we use a smoother initial condition (a Gaussian distribution, as
in (2.60), with variance ς2 = 10−2), reduce the spatial mesh from 200× 200 cells to
100 × 100 cells, and use only quadrature rules with NQ = 2N + 1 (the minimum
required degree of precision). All other parameter values are identical to those listed
in Section 2.4.2.
Figure 2.11 illustrates the efficiency comparison between the UDN and FP
+
N
closures, the latter implemented with Algorithm CR-MPC. The FP+N closure is
50
Computation Time (s)





























































Figure 2.11: Efficiency Comparison – Each data point on the figure represents a solution
of the moment equations, and the x-axis and y-axis are respectively the computation time
and spatial error for the solution. The integers inside each symbol are the moment orders
N . The FP+N closure is implemented with Algorithm CR-MPC.
tested on both the product and Lebedev quadrature. We plot the spatial errors
EFP+
N
:= ‖ρexact − ρFP+
N
‖L2(R2) and EUDN := ‖ρexact − ρUDN‖L2(R2), (2.61)
versus the computation time. Here ρexact, ρFP+
N
, and ρUDN are the particle con-
centration (ρ := 〈f〉
4π
) at tfinal of the exact, FP
+
N , and UDN solutions, respectively.
Each data point in Figure 2.11 represents a solution of the moment equations and
is marked with a number that corresponds to the value of N . The data shows that,
except for very low orders, the FP+N solutions are two to ten times faster than the
UDN solutions to reach the same accuracy.
2.4.5 Space-Time Convergence
In this subsection, we compute space-time convergence rates of the finite vol-




vergence rates when using the FPN closure are also included for reference. In the
numerical tests reported in this section, the spectral filter is implemented in the
filtered equation (2.14), and the FPN , UDN , and FP
+
N closures are defined based on
the moments u∗ in (2.14). By doing so, we eliminate the influence of the spectral
filter on the convergence properties of the numerical scheme (see [47]), so that the




As before, we truncate the spatial domain to a [−1.5, 1.5]× [−1.5, 1.5] square
centered at the origin and impose artificial boundary condition equal to ffloor. The












x2 + y2), if 2
√





for the particle concentration. For N > 0, all moments are initially set to zero.
All parameter values we used were identical to those used in the numerical tests
reported in Section 2.4.2, except that the moment order N is chosen to be 5 and 7,
instead of 11.
Since an analytic solution is not available in our problem, we define the space-
8We referred to this in Section 2.1.3 as the continuous embedding of the filter. With it, we expect
(and observe) second-order space-time accuracy for the FPN closure, whereas for the embedded
approach that applies the filter at each time step, we expect (and observe) only first-order accuracy
in time.
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time error Ep∆x by
Ep∆x := ‖u∆x − u∆x/2‖Lp(R2,L2(Rn)) , (2.63)
where u∆x(r) ∈ Rn is the computed solution to the moment equation with the finite
volume scheme at tfinal = 1, ∆x denotes the side length of the square spatial cells,





for p < ∞, and
‖v‖L∞(R2,L2(Rn)) := maxx∈R2 ‖v(x)‖2 for p = ∞.
Table 2.3 reports the space-time errors and observed convergence rates for
FPN , UDN , and FP
+
N closures with p = 1 and p = ∞. The observed convergence












The results for moment order N = 5 and N = 7 are presented. These results
indicate that the FP+N closure has minimal effect on the convergence rate
9, while
the UDN closure causes a serious degradation in the convergence order.
9The only noticeable difference is the error E∞∆x for the FP
+
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202 4.9e-3 — 1.5e-2 — 5.7e-3 — 5.8e-3 — 1.4e-2 — 6.2e-3 —
402 1.48e-3 1.7 1.4e-3 3.4 1.3e-3 2.1 1.8e-3 1.7 1.7e-3 3.0 1.6e-3 2.0
802 3.7e-4 2.0 6.9e-4 1.1 3.6e-4 1.9 4.4e-4 2.0 7.7e-4 1.2 4.3e-4 1.9
1602 8.9e-5 2.0 1.3e-3 -0.9 8.7e-5 2.1 1.1e-4 2.0 8.6e-4 -0.2 1.0e-4 2.1












202 1.1e-2 — 4.7e-2 — 1.7e-2 — 1.2e-2 — 4.4e-2 — 1.6e-2 —
402 4.0e-3 1.5 6.0e-3 3.0 5.0e-3 1.8 4.3e-3 1.5 7.2e-3 2.6 5.1e-3 1.7
802 1.0e-3 1.9 7.2e-3 -0.3 1.2e-3 2.0 1.1e-3 1.9 9.0e-3 -0.3 1.1e-3 2.2
1602 2.5e-4 2.0 2.3e-2 -1.7 2.7e-4 2.2 2.8e-4 2.0 2.0e-2 -1.1 2.8e-4 2.0
3202 6.2e-5 2.0 3.9e-2 -0.8 8.0e-5 1.8 — — — — — —
Table 2.3: Convergence of space-time errors with p = 1 and p = ∞ for FPN , UDN ,
and FP+N closures. The results for moment orders N = 5 and N = 7 are reported. The
value Nx is the number of spatial cells in each direction of the square domain. In order to
minimize the influence of the optimization tolerance in the FP+N method, the tolerance ε
is set to 10−8.
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Chapter 3: A Positive Asymptotic Preserving (AP) Scheme
In this chapter, we move our focus to the improvement on the efficiency of the
numerical scheme used to integrate the moments equations. As discussed in [10],
the second-order kinetic scheme (refer to Appendix A) used in Chapter 2 is very
inefficient in diffusion regimes, where strong scattering occurs and long time scale
is of interest. (See [15] and citations therein for more details.) More specifically,
letting σs → ǫ−1σs and t→ ǫ−1t in (2.1) for small ǫ > 0 leads to the following scaled
equation









Here we allow for the case that the scattering cross-section σs = σs(r) is a function
of spatial position r.
It is well-known [26, 63] that, when ǫ ≪ 1, the kinetic distribution f in (3.1)
is given by f = ρ + O(ǫ), with ρ := 〈f〉/4π the particle concentration. Meanwhile,
ρ is governed by the diffusion equation
∂tρ−∇r · (D∇rρ) = O(ǫ) , (3.2)













The diffusion equation (3.2) is referred as the diffusion limit.
For the second-order kinetic scheme used in Chapter 2, the space accuracy re-
quirements dictate that the spatial mesh depends on ǫ, and the stability requirement
for this explicit scheme is ∆t = O(ǫ∆x, ǫ2), where ǫ∆x is required by the hyperbolic
time scale, and ǫ2 is required by the collisional time scale. These restrictions do not
affect the numerical tests presented in Section 2.4 (where ǫ = 1), but certainly limit
the efficiency of the scheme when ǫ is small.
A variety of asymptotic preserving (AP) schemes are proposed to preserve
stability and accuracy when solving transport equations near the diffusion limit,
without resolving the size of the temporal-spatial mesh. Such schemes often re-
quire decompositions on the distribution function. A macro-micro decomposition
approach is introduced in [35], and various AP schemes are proposed using the even-
odd decomposition – a finite element approach is proposed in [64], while [32,33,65]
introduced several finite difference approaches. A staggered finite difference method
is used in a recent work [66].
In this chapter, we propose a positive preserving AP scheme for solving




which is the moment equation associated with (3.1). We prove that the proposed
scheme indeed computes the correct diffusion limit as ǫ → 0, without the strict
restrictions on the spatial mesh size and time step.
In Section 3.1, we present the proposed AP scheme based on even-odd de-
composition, and introduce the spatial discretization methods used in the scheme.
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We prove stability conditions and positivity preserving properties in Section 3.2.
We compare the proposed AP scheme to the second-order kinetic scheme proposed
in [10,15] on the line source problem under various temporal-spatial scales, and the
results are reported in Section 3.3.
3.1 The AP Scheme
In this section, we first derive an AP scheme for the transport equation (3.1)
using even-odd decomposition. We then show that our proposed AP scheme for the
moment equation (3.4) can be obtained by taking moments from the first scheme.
The details of the finite difference spatial discretization method used in the proposed
AP scheme are also presented.
3.1.1 An AP Scheme for Transport Equations
Let us first define f+(r,Ω, t) := f(r,Ω, t) and f−(r,Ω, t) := f(r,−Ω, t), with




(f+ + f−) , and fO :=
1
2
(f+ − f−) . (3.5)
The scaled transport equation (3.1) can then be decomposed into the even equation









and the odd equation





Note that since fE and fO are even and odd functions on Ω, respectively, we have
〈fE〉 = 〈f〉 and 〈fO〉 = 0.
With initial time t0 and temporal discretization t
k := t0+k∆t, (3.6) and (3.7)
can be written in the following semi-discrete forms
fk+1E − fkE
∆t/ǫ
















where fkE and f
k
O are the approximations to fE(·, ·, tk) and fO(·, ·, tk), respectively.
Note that we treat the flux term in the odd equation (3.9) explicitly, and all the other
terms implicitly. As shown in [67], such choice introduces a diffusion correction term
into the transport scheme. Such property is verified in the following paragraphs.











〈fk+1E 〉 = fkE −
∆t
ǫ












Ω · ∇rfkE , (3.11)
respectively. Let γ := ǫ
2
ǫ2+σs∆t
. Multiplying γ on both sides of (3.10) and (3.11)
yields
fk+1E − (1− γ)
1
4π
〈fk+1E 〉 = γfkE −
∆t
ǫ







γ Ω · ∇rfkE . (3.13)
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To avoid non-conservative products (see [68–70] for details), we perform a
change of variables by letting h := γ−1f , and h+ and h− are defined analogously.
Thus, we have hE := γ
−1fE and hO := γ
−1fO. Applying the change of variables on
(3.12) and (3.13) leads to
hk+1E − (1− γ)
1
4π
〈hk+1E 〉 = γhkE −
∆t
ǫ







Ω · ∇rγhkE , (3.15)
respectively. Note that (3.15) is already a fully explicit scheme for the odd equation,
while there are still implicit terms involved in (3.14). Since the implicit term hk+1O
on the right-hand-side of (3.14) is given in (3.15), we then plug (3.15) into (3.14),
and obtain











γ Ω · ∇rγhkE
)
. (3.16)
Combining (3.15) and (3.16) forms an explicit, semi-discrete, even-odd parity
scheme for solving the linear transport equation (3.1).
3.1.2 An AP Scheme for Moment Equations
In order to apply the scheme (3.15)–(3.16) on the moment equation (3.4), we
define the even and odd moments as
uE := 〈mEfE〉 , and uO := 〈mOfO〉 , (3.17)
where mE andmO are spherical harmonic functions of even and odd degrees, respec-
tively. By the properties of spherical harmonic functions, it is not difficult to verify
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that the odd degree moments of even functions fE and the even degree moments of
odd functions fO always vanish. Hence they are omitted in the formulation. The
scaled moments v := γ−1u are then analogously decomposed into
vE := γ
−1uE = 〈mEhE〉 , and vO := γ−1uO = 〈mOhO〉 , (3.18)
and the associated even and odd ansatzes are given by
EE[vE ] := mTEvE , and EO[vO] := mTOvO . (3.19)
With this setup, taking the moments from the transport scheme (3.15)–(3.16)
































where the matrix T = diag(γ, 1, 1, . . . , 1).
We next show that, when ǫ→ 0, the limit of proposed scheme (3.20)–(3.21) is
consistent with a semi-discrete scheme for the diffusion equation (3.2).
Asymptotic preserving property
Let us first take the limits on (3.20) and (3.21) when ǫ tends to zero. By
definition of γ, we have
γ → 0 , γ
ǫ




, as ǫ→ 0 . (3.22)
Thus, from (3.20), it is clear that vO tends to zero as ǫ→ 0. In addition, it follows
from (3.21) that all components of vE also tends to zero when ǫ → 0, with the
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exception of the first component. Let v0 be the first component of vE. When ǫ→ 0,
the first equation of (3.21) then becomes














is the first component of m, which is the normalized spherical
harmonic function of degree 0. Since all the other components of vE tend to zero,
EE[vkE ] is simply given by EE[vkE ] = m0vk0 . Plugging this into (3.23) yields



















On the other hand, the particle concentration ρ in (3.2) is defined as ρ :=











Thus, by dividing both sides of (3.24) by
√
4π, we obtain







which is exactly a semi-discrete scheme for the diffusion equation (3.2). Hence, we
confirm that the proposed scheme indeed achieves the correct diffusion limit when
ǫ tends to zero.
3.1.3 Spatial Discretization
For simplicity of exposition, we restrict ourselves to a reduced equation starting
from this section. The reduced equation is used in the formulation of the line source
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benchmark in Section 2.4.1, which is given by









where (ξ, η) := (Ωx,Ωy). This equation is valid when ∂zf = 0 [3], and the associated
closed moment equation with ansatz E becomes





























2∂xγ∂xγEE[vkE ] +mEη2∂yγ∂yγEE[vkE ]




The reduced scheme requires the first, second and mixed partial derivatives on direc-
tions x and y. We approximate these derivatives with a finite difference discretiza-
tion on a uniform spatial mesh. For rectangular domains [xL, xR] × [yL, yR], each
point on the mesh is defined as (xi, yj) where xi := xL + i∆x, and yj := yL + j∆y.
The details on the discretization for the derivatives are presented in Section 3.1.3.1
and 3.1.3.2.
3.1.3.1 First Derivatives
We approximate the first derivatives in (3.29) and (3.30) with a second-order
upwind scheme with the minmod flux limiter. For example, at point (xi, yj), the
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(σs,i+1,j + σs,i,j) , and σs,i,j+1/2 =
1
2
(σs,i,j+1 + σs,i,j) . (3.34)
EE,i±1/2,j and EE,i,j±1/2 are approximations to the ansatz EE[vE ]. To compute
EE,i±1/2,j and EE,i,j±1/2 with the upwind scheme, we must first decompose the even
ansatz EE into E+ and E−, where E+ := E [v](Ω) and E− := E [v](−Ω). Note that
since E− takes values on −Ω, the upwind direction for E− is opposite to the upwind
direction for E+. The upwind computation is then performed on values of E+ and E−.
For example, in the computation of EE,i+1/2,j, the properties of spherical harmonic


















































where sx+,i,j and s
x
−,i,j approximates the spatial derivative on the x direction of E+
and E−, respectively.
In order to preserve positivity of the particle concentration, a minmod limiter





















where 1 ≤ ϑ ≤ 2 [71, 72]1 and



















min{a, b, c} , a, b, c > 0
max{a, b, c} , a, b, c < 0
0 , otherwise
. (3.39)
Following the steps (3.31)–(3.39), all other first derivative terms in (3.29) and (3.30)
can be computed analogously.
3.1.3.2 Second Derivatives and Mixed Derivatives
In (3.30), there are second derivative and mixed partial derivative terms in-
volved. In this section, we present the spatial discretization methods used for these
1Any value of ϑ ∈ [1, 2] will yield a formally second-order scheme; roughly speaking, larger
values of ϑ decrease numerical diffusion in the scheme.
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terms.
For second derivatives on directions x and y, we use the standard second-
order central difference approximation. For example, at point (xi, yj), the second




















−γi,j−1/2(γi,jEE,i,j − γi,j−1EE,i,j−1)) ,
(3.41)
with γi±1/2, j, γi, j±1/2 defined in (3.33), and EE,i±1,j±1 = EE[vE,i±1,j±1].













−γi,j−1(γi+1,j−1EE,i+1,j−1 − γi−1,j−1EE,i−1,j−1)) ,
(3.43)
However, the scheme does not preserve positivity of the solution if the second-order
approximations given in (3.42) and (3.43) are used.
We proposed a first-order method to approximate the mixed partial derivative
terms based on applying first-order upwind method direction by direction. Let
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us take the term ξη∂xγ∂yγEE[vE ] as an example. At point (xi, yj), we first split




(E+,i,j + E−,i,j) . (3.44)
Note again that the upwind direction for E− is opposite to the upwind direction for
E+. In the case when ξ > 0 and η > 0, the proposed method approximates the























(γi,j+1E−,i,j+1 − γi,jE−,i,j) . (3.47)






−γi,j(γi,j+1E−,i,j+1 − γi,jE−,i,j)) ,
(3.48)
and the approximations for the other three cases can be derived analogously.
In Section 3.2.2, we will show that the proposed method guarantees positivity
preservation of the AP scheme (3.29)–(3.30).
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3.2 Properties
In this section, we analyze properties of the proposed AP scheme (3.29)–(3.30)
for the reduced moment equation (3.28), including stability and positive preserva-
tion.
The properties established in this section can be extended to the AP scheme
(3.20)–(3.21) for the unreduced moment equation (3.4) with minor modification.
3.2.1 CFL Stability Condition
One important property for an AP scheme is that, when ǫ is away from zero,
the scheme should take a hyperbolic Courant-Friedrichs-Lewy (CFL) stability con-
dition, which, in the one-dimensional case, takes the form
∆t ≤ Cǫ∆x , (3.49)
with some constant C. While (3.49) works well in the transport regime (ǫ = 1),
the time step size restriction soon becomes very restrictive while approaching the
diffusion regime (ǫ ≪ 1). Such small size of time step makes the computational
cost prohibitive. Hence, it is desirable to show that, when ǫ→ 0, the CFL stability
condition for the proposed scheme becomes a parabolic CFL condition, which, in
the one-dimensional case, takes the form
∆t ≤ C∆x2 . (3.50)
Also, (3.50) is the CFL stability condition that governs most of the explicit schemes
for the diffusion equation (3.2).
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In Proposition 1, we show that the proposed AP scheme (3.29)–(3.30) has the
desirable CFL conditions.
Proposition 1. In the case when ǫ is away from zero, the stability of proposed AP









and, in the case when ǫ tends to zero, the stability of proposed AP scheme (3.29)–








where σmin := minr σs(r).





max, with γmax := ǫ
2/(ǫ2 + σmin∆t). The CFL condition of the proposed scheme























Since σmin∆t ≥ 0, it can be safely omitted from the right-hand-side of (3.54) when ǫ














and write (3.54) as
g(ǫ) := ǫ4/3∆t2/3 − κ2/3(ǫ2 + σmin∆t) ≤ 0 , (3.56)
where g is defined as a function of ǫ. Note that the most strict CFL condition
occurs when ǫ = ǫ∗ := argmaxǫ≥0 g(ǫ). The value of ǫ
∗ can be computed by solving









To confirm that ǫ∗ is indeed a maximizer, one can easily verify that g′′(ǫ∗) ≤ 0.















+ κ2/3σmin∆t ≤ 0 . (3.58)











which takes the form of CFL conditions for diffusion schemes.
3.2.2 Positivity
In the following proposition, we show that the proposed AP scheme preserves
positivity of the particle concentration.
Proposition 2. Suppose E [vki,j] ≥ 0, i.e., E [vki,j] is a non-negative function on Ω,
for all (xi, yj) on the spatial mesh. Assume that, at step k, for all (xi, yj) on the
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/4π‖L∞(S2) ≤ CǫE [vki,j] , (3.60)




0,i,j , where v
k+1
0,i,j is the zeroth moment













where σmin := minr σs(r), σmax := maxr σs(r), and ϑ ∈ [1, 2] is the parameter in
(3.37) and (3.38) used for in the minmod flux limiter.
Proof. By definition, ρk+1i,j has the same sign as v
k+1
0,i,j Thus, to show that ρ
k+1
i,j is
non-negative, we only need to consider the update of vk+10,i,j , i.e., the first equation in
(3.30).
In the following proof, we use the spatial discretizations described in Sec-
tions 3.1.3.1 and 3.1.3.2 on the proposed scheme, and provide bounds for each term
on the right-hand-side in the first equation of (3.30) after spatial discretization.
Then we utilize the bounds to show non-negativity of ρk+1i,j .
In this proof, we only consider the case that ξ > 0 and η > 0. Note that, for
other cases, the following argument follows with minor modification on the upwind
direction in the spatial discretization.
At point (xi, yj), the discretized version of the first derivative term on x di-















γ2i+1/2,j(Ek+,i,j + sx+,i,j/2) + γ2i−1/2,j(Ek−,i,j − sx−,i,j/2)
)
. (3.63)
Suppose sx+,i,j > 0 and s
x
−,i,j < 0, it then follows from (3.37) and (3.38) that
sx+,i,j ≤ ϑ(Ek+,i,j − Ek+,i−1,j) , and sx−,i,j ≥ ϑ(Ek−,i+1,j − Ek−,i,j) . (3.64)


















If sx+,i,j ≤ 0 or sx−,i,j ≥ 0, they can be directly taken out from (3.63) to form an
upper bound on dx, and it is not difficult to verify that this upper bound is tighter
than the bound provided in (3.65). In other words, (3.65) holds for any sx+,i,j and
sx−,i,j.





γ2i,j+1/2(Ek+,i,j+1/2 − Ek−,i,j+1/2)− γ2i,j−1/2(Ek+,i,j−1/2 − Ek−,i,j−1/2)
)
. (3.66)
Then an upper bound of dy can be obtained with the same strategy. The resulting































−γi,j−1/2(γi,jEE,i,j − γi,j−1EE,i,j−1)) .
(3.69)
































−γi,j(γi+1,jEk−,i+1,j − γi,jEk−,i,j)) .
(3.73)
Then the lower bounds on dxy and dyz can be obtained by stripping all non-negative













+γ2i,j−1Ek+,i,j−1 + γ2i,j+1Ek−,i,j+1) .
(3.75)
Finally, we obtained all necessary bounds on the derivative terms in the first

















〈dxx + dyy + dxy + dyx〉 . (3.76)
Let us split the bounds provided in (3.65) and (3.67) into positive and negative parts































































We prove ρk+1i,j ≥ 0 by showing that the two parts in (3.78) are both non-negative.









= 〈γi,jE [vki,j]〉 . (3.79)
73




(dx,+ + dy,+) +
∆t2
ǫ2
(dxx + dyy) ≥ 0 . (3.80)
Using the bounds (3.77), (3.70), (3.71), it can be verified after some algebraic work





On the other hand, by using bounds (3.77), (3.74), (3.75), together with the
assumption (3.60) on the second part in (3.78), we observe that the second part in

















σ2maxCǫ ≥ 0 . (3.82)






Combining (3.81) and (3.83) completes the proof for case ξ > 0 and η > 0.
The proof for other cases follows analogously with the modified upwinding direction
with respect to the signs of ξ and η.
Proposition 2 shows that the proposed AP scheme achieves the positive pre-
serving property, under a mild condition (3.60). From (3.30), it can be observed
that all even moments, except the zeroth one, are decaying at rate O(ǫ2) for small ǫ.
Thus, even if (3.60) is violated in the initial step, it will eventually be satisfied for
any positive constant C as time evolves. In addition, the following remark provides
a time step restriction that guarantees positive preserving even when (3.60) does
not hold.
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Remark 6. If condition (3.60) does not hold, the proposed AP scheme still preserves






where σmin, σmax, and ϑ are defined in Proposition 2.
Condition (3.84) can be easily obtained following the proof for Proposition 2, with

















σ2max ≥ 0 . (3.85)
Thus, condition (3.84) follows.
3.3 Numerical Results
In this section, we compare the proposed AP scheme with the second-order
(non-AP) kinetic scheme introduced in [10, 15]. The numerical schemes are tested
with the FP+N method on the line source benchmark problem described in Sec-
tion 2.4.1. The initial condition is given by a steep Gaussian distribution with
variance 9 × 10−4, and an artificial zero boundary condition is imposed. The cal-
culations are performed on a [−1.5, 1.5]× [−1.5, 1.5] square domain centered at the
origin, with a 100× 100 spatial mesh.
The parabolic time step restriction (3.61) is used to guarantee positivity on
the AP scheme. In the case that the particle concentration becomes negative (due
to violation of (3.60)), we take one step back in time and apply the more restrictive
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hyperbolic condition (3.84) to enforce positivity. In our numerical tests, we never
encountered such a situation.






where ϑ = 2 is the parameter for the minmod-type limiter, which is also used to
enforce positivity in the kinetic scheme. See (A.7) and (A.8) in Appendix A.1.
For both schemes, we perform integration in time using Heun’s method, which
is the optimal2, second-order strong-stability-preserving Runge-Kutta (SSP-RK2)
method [73]. The detailed formulation for the Heun’s method can be found in
Appendix A.2.
The spectral filter in the FP+N method is implemented with discrete embedding
for simplicity (see Section 2.1.3 for details). Algorithm CR-MPC (presented in
Chapter 4) is used to solve the optimization problems in the FP+N method. The
algorithm parameter values used in the test are ε = 10−4, τ = 0.5, ζ = 0.9, κ = 0.98,
λ = 10−6, and λmax = 1030.
In Figures 3.1 – 3.10, we plot the particle concentration ρ := 〈f〉
4π
for the
solutions generated by the FP+N method with the non-AP and AP schemes. The
moment order N = 7 is used in the test, and the degree of precision of the quadrature
rules areNQ = 15 and NQ = 16, the minimum required precision for the non-AP and
AP scheme, respectively. Figures 3.1, 3.2, 3.5, 3.6, and 3.9 show the heat maps over
the entire two-dimensional domain and Figures 3.3, 3.4, 3.7, 3.8, and 3.10 present
2It is optimal in the sense that it allows for the largest possible time step in the SSP-RK2 class.
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the one-dimensional line-outs along the x-axis. For comparison, the exact transport
solution (green solid line) is included in Figures 3.3 and 3.4. For Figures 3.7, 3.8,
and 3.10, a reference diffusion solution (green solid line) is included. Such reference
solution is generated by solving the diffusion equation (3.2) with the corresponding
initial condition.
From Figures 3.1 – 3.4, we observe that, in the transport regime (ǫ = 1),
the solution generated by the proposed AP scheme is comparable to the solution
generated by the non-AP scheme. When ǫ decreases to 0.1, both schemes produce
reasonably good approximations to the reference diffusion solution, as shown in
Figures 3.5 – 3.8. If ǫ is further decreased to 0.001, the AP scheme gives pretty
accurate approximation to the diffusion solution, as illustrated in Figures 3.9 and
3.10. However, the exceedingly strict time step size restriction (3.86) prevents the
non-AP scheme from solving this problem in a reasonable amount of time.














Figure 3.1: Line source solution (ǫ = 1)
– heat map of particle concentration ρ at
t = 1 using the non-AP solver.














Figure 3.2: Line source solution (ǫ = 1)
– heat map of particle concentration ρ at
t = 1 using the AP solver.
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Figure 3.3: Line source solution (ǫ =
1) – line-outs of particle concentration ρ
along the x-axis at t = 1 using the non-
AP solver.









Figure 3.4: Line source solution (ǫ =
1) – line-outs of particle concentration ρ
along the x-axis at t = 1 using the AP
solver.














Figure 3.5: Line source solution (ǫ =
0.1) – heat map of particle concentration
ρ at t = 0.1 using the non-AP solver.














Figure 3.6: Line source solution (ǫ =
0.1) – heat map of particle concentration
ρ at t = 0.1 using the AP solver.
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Figure 3.7: Line source solution (ǫ =
0.1) – line-outs of particle concentration
ρ along the x-axis at t = 0.1 using the
non-AP solver.







Figure 3.8: Line source solution (ǫ =
0.1) – line-outs of particle concentration
ρ along the x-axis at t = 0.1 using the
AP solver.














Figure 3.9: Line source solution (ǫ =
0.001) – heat map of particle concentra-
tion ρ at t = 0.1 using the AP solver.







Figure 3.10: Line source solution (ǫ =
0.001) – heat map of particle concentra-
tion ρ at t = 0.1 using the AP solver.
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Chapter 4: A Mehrotra-Predictor-Corrector (MPC) Algorithm for
Convex Quadratic Programming – a Constraint-Reduced
Variant
In this chapter, we propose Algorithm CR-MPC. The algorithm was ini-
tially developed to solve convex quadratic programming problems (CQPs) of the
form (2.23) in the FP+N method. (See Section 2.2 for details.) However, Algo-
rithm CR-MPC is actually an efficient solver for general CQPs with a large number








subject to Ax ≥ b ,
(P)
where x ∈ Rn is the optimization variable, f : Rn → R is the objection function with
c ∈ Rn and a symmetric and positive semidefinite Hessian matrix H ∈ Rn×n, and
A ∈ Rm×n and b ∈ Rm define the m linear inequality constraints in this problem.






subject toHx+ c− ATλ = 0
λ ≥ 0 ,
(D)
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where λ is the vector of Lagrange multipliers. Since the objective function f is
convex and the constraints are linear, solving (P)–(D) is equivalent to solving the
Karush-Kuhn-Tucker (KKT) system
Hx−ATλ+ c = 0,




where s is a vector of slack variables associated to the inequality constraints in the
primal problem, and S = diag(s).
Primal-dual interior-point methods (PDIPMs) are commonly used for the so-
lution of CQPs by iteratively solving the KKT system (4.1). Mehrotra’s predictor-
corrector (MPC) algorithm [44] and its variants [36] compute the search direction
for solving the KKT system by constructing two directions – the predictor direc-
tion and the corrector/centering direction. With the help of the corrector direction,
the MPC algorithm usually generates better search directions compared to other
interior-point methods, and has proved to be significantly more efficient in practice.
In Section 4.1, we introduce a modified MPC algorithm for solving CQPs,
and propose a constraint-reduced variant, Algorithm CR-MPC, which is an exten-
sion of the MPC algorithm analyzed in [37] for solving linear programming prob-
lems.1 Further, we provide conditions on the constraint selection rules used in Al-
gorithm CR-MPC, and prove that, under these conditions and appropriate assump-
tions, Algorithm CR-MPC converges globally to the solution at a locally q-quadratic
1The affine-scaling version analyzed in [37] was similarly extended to CQP in [40].
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rate. In Section 4.2, we propose a new rule for selecting the constraints, and show
that the proposed rule satisfies the required conditions for the convergence properties
of Algorithm CR-MPC. Numerical results for experiments on randomly generated
problems and the CQPs from the FP+N closure are both reported in Section 4.3.
4.1 MPC Algorithm – A Constraint-Reduced Variant
4.1.1 Definitions
Here we first define some of the important sets which are frequently used in
the remainder of this chapter.
Definition 1. The primal feasible set FP := {x ∈ Rn : Ax ≥ b}.
Definition 2. The primal strictly feasible set F oP := {x ∈ Rn : Ax > b}.
Definition 3. The primal solution set F∗P := {x∗ ∈ FP : f(x∗) ≤ f(x), ∀x ∈ FP}.
Definition 4. The index set I := {1, . . . , m}, and for x ∈ FP , the active constraint
set A(x) := {i ∈ I : aTi x = bi}.
4.1.2 A Modified MPC Algorithm
Given (x, λ, s) with λ > 0, s > 0, the KKT system (4.1) can be solved
by computing the primal-dual affine-scaling direction (∆xa, ∆λa, ∆sa) at (x,λ, s),
which is given by the solution of the Newton linear system associated with the first
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where Λ = diag(λ). Using two steps of block Gaussian elimination, it can be seen
that the affine-scaling direction equivalently satisfies the normal equation system
M∆xa = −(Hx+ c),
∆sa = A∆xa,
∆λa = −λ − S−1Λ∆sa ,
(4.3)
where the “normal” matrix M is given by









with ai the transpose of the i-th row of A.
For CQPs with a larger number of inequality constraints than the number
of variables, solving the normal system (4.3) is generally preferable to solving the
original linear system (4.2), since M is of a smaller order n than the original matrix
which is of order n+ 2m. However, a major numerical difficulty for solving (4.3) is
that the cost of forming M is high; see Section 4.1.3 for details.
MPC algorithms improve on the affine-scaling search direction by introducing
a centering/corrector direction [36, 44]. Similar to the direction used in [37] in the
linear-programming case, the centering/corrector direction (∆xc, ∆λc, ∆sc) in our
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where 1 is a vector of all ones, the centering parameter σ = (1 − αa)3, and dual-
ity measure µ = sTλ/m. The affine-scaling step size αa is given below in (4.16).
Following [37], our MPC search direction at (x, λ, s) is given by
(∆x, ∆λ, ∆s) = (∆xa, ∆λa, ∆sa) + γ(∆xc, ∆λc, ∆sc), (4.6)
where the “mixing” parameter γ ∈ [0, 1] is chosen to guarantee that the search
direction is a descent direction and the magnitude of the centering/corrector di-











where τ ∈ [0, 1) is an algorithm parameter for controlling the magnitude of the
centering/corrector component, and
γ1 := argmax {γ̃ ∈ [0, 1] | f(x)− f(x+∆xa + γ̃∆xc) ≥ ζ(f(x)− f(x+∆xa))} ,
(4.8)
where ζ ∈ (0, 1) is an algorithm parameter.
4.1.3 A Constraint-Reduced MPC Algorithm
In the modified MPC algorithm described in Section 4.1.2, the main com-
putational cost is incurred in forming the normal matrix M ((4.4)), which requires
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approximatelymn2/2 multiplications if A is dense. The cost may become prohibitive
when solving CQPs with a large number of inequality constraints. The constraint
reduction mechanism in [40] modifies M by limiting the sum in (4.4) to a wisely se-
lected small subset of all constraints, referred as the “working set.” In this chapter,
we denote the working set by Q, and the rules for selecting Q are presented later in
this section.
Given an index set Q ⊆ {1, . . . , m} of constraints, the constraint reduction
technique produces an approximate affine-scaling direction by solving a “reduced”




























































where AQ is a sub-matrix of A consisting of those rows with index in Q, sQ and λQ
are sub-vectors of s and λ defined accordingly, SQ = diag (sQ), and ΛQ = diag (λQ).
Similar to (4.2), the reduced system (4.9) can be solved via solving the reduced
normal system
M(Q)∆x
a = −(Hx+ c) ,
∆saQ = AQ∆x
a ,
∆λaQ = −λQ − S−1Q ΛQ∆saQ ,
(4.10)
where M(Q) is defined as












The following lemma from [40] (see Lemma 2.1 of [40] for proofs) gives conditions
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that guarantee the nonsingularity of M(Q), which is necessary for a successful itera-
tion.
Lemma 4 (Corresponds to Lemma 2.1 of [40]). Let λ > 0, s > 0, and Q ⊆ I.
Then M(Q) is positive definite if and only if rank([H A
T
Q]) = n.
From (4.11), the cost for formingM(Q) is O(qn2), where q equals the size of Q.
As the working set generally is of size q ≪ m, forming M(Q) is much less expensive
than forming M in (4.4), which costs O(mn2) operations. Matrix M(Q) is also used




























































where µ(Q) := s
T









Q (−ΛQ∆scQ + σµ(Q)1−∆SaQ∆λaQ) .
(4.13)
The search direction for the constraint-reduced MPC algorithm at (x, λ, s) is then
given by







where γ is given by (4.7), with µ replaced by µ(Q).
The constraint-reduced MPC algorithm is stated in Algorithm CR-MPC be-
low,2 and a discussion on the guidelines for selecting the working set Q will follow.
2The “modified MPC algorithm” described in Section 4.1.2 is obtained as a special case by
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Algorithm CR-MPC: A Constraint-Reduced variant of MPC Algorithm for CQP
Parameters: ε ≥ 0, τ ∈ [0, 1), ζ ∈ (0, 1), κ ∈ (0, 1), λ ∈ (0,∞] and λmax > 0.
Data: Strictly feasible starting point (x, λ) for (P)–(D) with s := Ax− b > 0
and λ > 0. Initialize λ̃ = λ.








Step 2. Select a working set Q. Define q = |Q|.












Step 5. Compute the affine-scaling step
αa := argmax{α ∈ [0, 1] | s+ α∆sa ≥ 0, λQ + α∆λaQ ≥ 0} . (4.16)
Step 6. Set µ(Q) := s
T
QλQ/q, compute centering parameter σ = (1− αa)3.




Step 8. Compute the mixing parameter γ as in (4.7), with µ replaced by µ(Q).
Compute the search direction
(∆x, ∆λQ, ∆s) := (∆x
a, ∆λaQ, ∆s
a) + γ(∆xc, ∆λcQ, ∆s
c) . (4.17)
setting Q = I, the entire set of constraints, in Step 2 of Algorithm CR-MPC.
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Step 9. Set the primal and dual step sizes αp and αd by
ᾱp := argmax{α : s+ α∆s ≥ 0},
ᾱd := argmax{α : λQ + α∆λQ ≥ 0},
αp := min{1, max{κᾱp, ᾱp − ‖∆x‖}},
αd := min{1, max{κᾱd, ᾱd − ‖∆x‖}} .
(4.18)
Step 10. Update variables:
(x+, λ̂Q, s





Q, χ := ‖∆xa‖2+‖[λ̃
a








λi +∆λi, i ∈ Q
0, i 6∈ Q
.
Update
λ+i := min{λmax, max{λ̂i, min{λ, χ}}}, ∀i ∈ Q . (4.20)











i := min{λmax, max{λ̂i, min{λ, χ}}}, ∀i /∈ Q . (4.21)
In the rest of this section, we will consider the case when ε = 0. Suppose that,
at each iteration k, the working set Qk satisfies the following rank condition, which
implies the positive definiteness of M(Qk)
3 (See Lemma 4).
3In the case that Condition 1 is not satisfied or cannot be easily verified, the regularization
scheme proposed in [39] can be applied as an alternative.
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Condition 1.
rank([H,ATQk ]) = n . (4.22)
Then, we show in Proposition 6 below that, given a strictly feasible starting point
and under some additional assumptions on the problem, Algorithm CR-MPC either
attains the solution after finitely many iterations, or generates well defined infinite
sequences {xk}, {λk}, and {Qk}. In the rest of this chapter, we assume that infinite
sequences are generated.
4.1.4 Guidelines for Selecting the Working Set Q
As discussed in [37, 38, 40], the quality of the search directions of constraint-
reduced algorithms is highly dependent on the choice of the working set Q. Consider
the case that the solution x∗ to (P) is unique and we have prior knowledge of the
active constraint set A(x∗) at solution x∗. Then, if the working set Q is such that







subject to AQx ≥ bQ .
(4.23)
In this case, (4.9) and (4.12) give the “exact” affine-scaling and corrector directions
for solving (4.23), at a much lower computation cost if q ≪ m.
However, obtaining A(x∗) is as difficult as solving the problem (P). Hence, at
iteration k, the constraint reduction mechanism approximates A(x∗) by a working
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set Qk, which is updated at each iteration by some wisely formulated constraint
selection rule.
We provide the following condition on constraint selection rules which guar-
antees the global convergence property and the local q-quadratic convergence rate
for Algorithm CR-MPC.
Condition 2. Let {xk} be the sequence constructed by Algorithm CR-MPC with the
constraint selection rule under consideration, and let Qk be the working set generated
by the constraint selection rule at iteration k. Then for all x′ 6∈ F∗P , there exists
ǫ > 0 such that A(x′) ⊆ Qk for all k such that ‖xk − x′‖ < ǫ.
Condition 2 gives a desirable property that when the iterate is sufficiently close to
some non-optimal point, the working set includes the set of active constraints at the
non-optimal point.
The details of the constraint selection rules will be discussed in Section 4.2.
However, the following convergence and convergence rate analysis are valid for all
constraint selection rules satisfying Conditions 1 and 2.
4.1.5 Convergence Analysis
In this section, we summarize the convergence properties of Algorithm CR-MPC.
The detailed proofs for global convergence and local convergence rate are included
in Appendices B and C, respectively.
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4.1.5.1 Global Convergence
The following assumptions are made to prove the global convergence property
for Algorithm CR-MPC. The first assumption is necessary to guarantee the existence
of a working set Q that satisfies Condition 1.
Assumption 1. [H AT ] has full row rank.
The second assumption provides the existence of a strictly feasible starting point
for Algorithm CR-MPC.
Assumption 2. F oP 6= ∅.
The third assumption implies that the solution set to the primal problem (P) is
nonempty, and that the infinite sequence {xk} generated by Algorithm CR-MPC is
bounded.
Assumption 3. F∗P 6= ∅, and bounded.
The fourth assumption assumes that the gradients of active constraints are linearly
independent.
Assumption 4. ∀x ∈ FP , {ai : i ∈ A(x)} is a linearly independent set.
The last assumption gives desirable properties on the constraint selection rule and
the working set, as discussed in Section 4.1.4.
Assumption 5. At each iteration k, the working set Qk is selected based on some
constraint selection rule such that Conditions 1 and 2 are satisfied.
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With these assumptions, the global convergence property of the primal variable
x for Algorithm CR-MPC is given in the following Theorem.
Theorem 3. {xk} converges to F∗P .
Proof. See Appendix B.
The following proposition shows that, under Assumptions 1–5, for any toler-
ance ε > 0, the stopping criterion (4.15) in Algorithm CR-MPC will eventually be
achieved.
Proposition 3. Under Assumptions 1–5, given any ε > 0, the iterate generated by
Algorithm CR-MPC eventually meets the stopping criterion (4.15).
The proof for Proposition 3 is included in Appendix B, after the proof for
Theorem 3.
Note that, in addition to Proposition 3, the global convergence of the primal-
dual iterate (xk, λ̃
k
) generated by Algorithm CR-MPC can be proved under one
additional assumption as following.
Assumption 6. F∗P is a singleton.
This assumption gives uniqueness of the primal solution, and the uniqueness
of the dual solution is then a direct consequence of Assumption 4. The global
convergence property of (xk, λ̃
k
) is given in the following proposition.
Proposition 4. Under Assumptions 1–6, the sequence of primal-dual iterates {(xk, λ̃k)}
generated by Algorithm CR-MPC converges to (x∗,λ∗), where x∗ ∈ F∗P is the unique
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primal solution, and λ∗ is the multiplier associated with x∗. Also, for sufficiently
large k, the working set Qk contains A(x∗).
Proof. See Appendix B.
4.1.5.2 Local q-quadratic Convergence Rate
To obtain the local q-quadratic convergence rate for Algorithm CR-MPC, the
following additional assumption is needed.
Assumption 7. The Lagrange multipliers λ∗ associated with the optimal solution
x∗ ∈ F∗P are strictly complementary to s∗ := ATx∗−b, i.e., λ∗i s∗i = 0 and λ∗i +s∗i > 0
for all i ∈ I.
This assumption gives the strict complementary property. With Assump-
tions 1–7, the following theorem gives the local q-quadratic convergence rate of
Algorithm CR-MPC.
Theorem 4. Let x∗ ∈ F∗P be the unique solution to (P) and λ∗ be the Lagrange
multiplier associated to x∗. If λ∗i < λmax for all i ∈ I, the infinite sequence {(xk,λk)}
generated by Algorithm CR-MPC then converges locally q-quadratically to (x∗,λ∗).
In other words, (xk,λk) → (x∗,λ∗) and there exist k′ > 0 and c∗ > 0 such that, for
all k > k′, we have
‖(xk+1,λk+1)− (x∗,λ∗)‖ ≤ c∗‖(xk,λk)− (x∗,λ∗)‖2 . (4.24)
Proof. See Appendix C.
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4.2 A Constraint Selection Rule
Several constraint selection rules were proposed for constraint-reduced algo-
rithms on various classes of optimization problems, such as LP [37–39], CQP [40,41],
and SDP [42, 43]. We propose a new constraint selection rule and apply it on Al-
gorithm CR-MPC for solving CQPs. Our proposed rule selects the working set Qk
such that Algorithm CR-MPC satisfies Conditions 1 and 2. Thus the convergence
properties in Section 4.1.5 hold for Algorithm CR-MPC with the proposed constraint
selection rule.
The proposed rule first computes a threshold value based on the decrement of
the error, and then selects constraints by including all constraints with slack values
less than the computed threshold. The details of the proposed constraint selection
rule are presented below.
In the remainder of this section, we will consider the case that Condition 1
is satisfied, and the techniques used to guarantee Condition 1 will be discussed in
Section 4.3. If Condition 1 holds, the following lemma then shows that Rule 1
satisfies Condition 2.
Lemma 5. Algorithm CR-MPC with Rule 1 satisfies Condition 2.
Proof. Let {xk} be the sequence generated by Algorithm CR-MPC using Rule 1, let
x′ 6∈ F∗P be a non-optimal point, and, for any ǫ > 0, let K(ǫ) := {k : ‖xk−x′‖ < ǫ}.
Since Ek is continuous in xk and λk, it cannot vanish unless xk is optimal. Thus,
there exists ǫ1 > 0 such that {Ek} is bounded away from zero on K(ǫ1). Hence, it
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Rule 1 Constraint selection rule
Parameters: δ̄ > 0, β ∈ (0, 1), θ ∈ (0, 1), and γ ≥ 1.
Input: Iteration: k, Slack variable: sk, Error: Emin, E
k, Threshold: δk−1
Output: Working set: Qk, Threshold: δk, Error: Emin
1: if k = 1 then
2: δk := δ̄
3: Emin := E
k
4: else if Ek ≤ βEmin then
5: δk := θδk−1
6: Emin := E
k
7: else
8: δk := γδk−1
9: end if
10: Select Qk to include {i ∈ I | ski ≤ δk} and to satisfy Condition 1.
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follows from Rule 1 that the sequence {δk}k∈K(ǫ1) is also bounded away from zero.
Thus, there exists some δ′ > 0 such that δk > δ′ > 0 for all k ∈ K(ǫ1).
On the other hand, let sk := Axk−b for all k, and s′ := Ax′ −b. Definition 4
implies that s′A(x′) = 0. Thus, by continuity, there exists ǫ2 > 0 such that, for all
i ∈ A(x′), ski < δ′ for all k ∈ K(ǫ2).
Let ǫ := min{ǫ1, ǫ2}, then K(ǫ) ⊆ K(ǫ1) and K(ǫ) ⊆ K(ǫ2). We have, for all
i ∈ A(x′),
ski < δ
′ < δk , ∀k ∈ K(ǫ) . (4.25)
Since Rule 1 requires that, at each iteration k, the working set Qk must include
{i ∈ I | ski ≤ δk}, we then conclude that A(x′) ⊆ Qk for all k ∈ K(ǫ).
Lemma 5 implies that Rule 1 satisfies Assumption 5. Thus, under Assump-
tions 1–5, the following corollary is a direct consequence of Theorems 3.
Corollary 1. The sequence of primal iterates {xk} generated by Algorithm CR-MPC
with Rule 1 converges globally to the primal optimal set F∗P .
In addition, under Assumptions 1–7, the following corollary is a direct conse-
quence of Theorem 4.
Corollary 2. The sequence of primal-dual iterates {(xk,λk)} generated by Algo-
rithm CR-MPC with Rule 1 converges to the unique primal-dual optimal solution
(x∗,λ∗) with a locally q-quadratic rate.
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4.3 Numerical Experiments
In this section, we compare the computational performance of Algorithm CR-MPC
and the constraint-reduced primal-dual affine-scaling algorithm (CR-AS) proposed
in [40], which is similar to the affine-scaling special case of Algorithm CR-MPC by
choosing parameter τ = 0, while the dual variable λ is updated in a slightly different
way.
Both algorithms are implemented in both MATLAB and C++ with various
constraint selection rules, including the proposed Rule 1, the adaptive constraint
selection rule proposed in [40], and the rule that selects all constraints, i.e., no
reduction. For ease of reference, the adaptive constraint selection rule of [40] is
stated below as Rule 2. Note that Rule 2 also satisfies Condition 1 and 2. However,
it requires the size of the working set to be at least n, while Rule 1 allows working
sets to contain fewer than n constraints.
Rule 2 Constraint selection rule
Input: Iteration: k, Slack variable: sk, Duality measure: µk

















n , if µ1/4m ≤ n
µ1/4m , if n < µ1/4m ≤ m
m , if m < µ1/4m
Select Qk to include indexes of constraints with the q smallest slack values sk
and to satisfy Condition 1.
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To highlight the effect of constraint selection rules, a dense direct solver is used
to solve normal equations (4.10) and (4.13). The algorithms are set to terminate
when the stopping criterion (4.15) is satisfied or when the iteration count reaches
200. The algorithm parameter values used in the tests are ε = 10−4, τ = 0.5, ζ = 0.9,
κ = 0.98, λ = 10−6, and λmax = 1030. For the randomly generated problems, the
parameters in Rule 1 take values β = 0.5, θ = 0.5, γ = 1, and δ̄ is defined as
the n-th smallest slack value at the first iteration. For the problems in the FP+N
closure, we choose β = 0.3 and θ = 0.3 to reflect the smaller size of the problems.
Following [38] and [40], we impose a safeguard on the slack variable s by taking
s = max{s, 10−14} when generating the approximate normal matrix M(Q) defined in
(4.11). Such safeguard prevents M(Q) from being too ill-conditioned.
For Rule 1, if Condition 1 is not satisfied, i.e., the approximate normal matrix
M(Q) is ill-conditioned (see Lemma 4), causing the MATLAB factorization routine
chol or the LAPACK factorization routine dpotrf to fail, we double δ, and select
a new working set Q based on the new threshold δ, repeatedly as necessary. For
Rule 2, q, instead of δ, is doubled in such situation. In rare cases, the matrix M(Q)
could still be ill-conditioned even when the working set contains all constraints. The
regularization technique proposed in [39] can be applied to resolve the issue.
4.3.1 Randomly Generated Problems
To illustrate the strength of the constraint reduction technique, we first com-
pare the algorithms and constraint selection rules on randomly generated problems
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with a much larger number of inequality constraints than the number of variables,
i.e., m ≫ n. We consider two types of such problems, each with numbers of con-
straints m := 1000 and m := 10000, and numbers of variables n varies from 1 to
200.
The problems are generated in a similar way as the randomly generated prob-
lems tested in [38] and [40]. Each problem takes the form (P). The elements in A
and c are taken from a standard normal distribution N (0, 1). We generate x0 and
s0 taking random numbers from uniform distributions U(0, 1) and U(1, 2), respec-
tively, and set b := Ax0 − s0, which guarantees that the feasible set is nonempty
and x0 is strictly feasible. For strictly convex problems, the Hessian matrix H is
a diagonal matrix with diagonal elements taken from uniform distributions U(0, 1).
For (non-strictly) convex problems, we first generate an n-by-n′ matrix B, where n′
is the smallest integer greater than 0.9n, and set the Hessian matrix H := BTB.
In order to guarantee convergence, we keep generating the Hessian matrix until
Assumption 1 is satisfied.
In our experiment, each randomly generated problem is solved in MATLAB
using both Algorithm CR-MPC and Algorithm CR-AS with the three constraint
selection rules – Rule 1, Rule 2, and full constraints.
Figure 4.1–4.16 illustrate the iteration counts, average size of the working
set per iteration, and the timing results for each pair of algorithm and rule on
both strictly and non-strictly convex problems with number of constraints m =
1000, 10000 and various numbers of variables n. We solve 1000 randomly generated
problems for each pair of m and n, and each data point in the figures is the average
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over the 1000 solved problems. In the figures, blue diamonds denote Algorithm CR-
AS with Rule 1; red squares denote Algorithm CR-MPC with Rule 1; green stars
denote Algorithm CR-AS with Rule 2; purple crosses denote Algorithm CR-MPC
with Rule 2; black circles denote the unreduced AS algorithm; cyan triangles denote
the unreduced MPC algorithm.
Figures 4.1, 4.5, 4.9, and 4.13 show the average iteration counts to solve one
problem, strictly or non-strictly convex, of various sizes, and Figures 4.2, 4.6, 4.10,
and 4.14 are the corresponding zoomed-in versions for methods that take less than
20 iterations in average. From these figures, we first notice that the iteration counts
for the MPC algorithm and its variants are less than the iteration counts for the cor-
responding AS algorithms. This observation confirms that the additional corrector
direction used in the MPC type algorithms indeed provides a better search direc-
tion, thus reduces the number of iterations needed to solve the problem. The second
observation is that, in most cases, the unreduced MPC and AS algorithms takes the
least number of iterations, and both Algorithm CR-MPC and Algorithm CR-AS
with Rule 1 require more iterations than the corresponding algorithms with Rule 2.
This result is not surprising, since for most problems, Rule 2 includes more con-
straints in the working set than Rule 1, and the unreduced algorithms use all m
constraints, as shown in Figures 4.3, 4.7, 4.11, and 4.15. Including fewer constraints
in the working set gives less computation cost per iteration, while it also suggests
that the search direction is computed based on less information, thus the number
of iterations may rise.
Figures 4.4, 4.8, 4.12, and 4.16 report the average computation time needed for
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each algorithm to solve one randomly generated problem. It can be observed from
these figures that, in most cases, Algorithm CR-MPC with Rule 1 steadily gives the
best timing result among all other algorithms, except for the cases when n ≤ 10.
In those cases, Algorithm CR-AS with Rule 1 performs better, but the iteration
counts increases rapidly as n increases. Overall, for the cases when m = 10000, the
proposed Algorithm CR-MPC with the new selection rule Rule 1 gives roughly 10
times speedup comparing to Algorithm CR-AS with Rule 2 proposed in [40], and
when m = 1000, Algorithm CR-MPC performs at least as well as Algorithm CR-
AS. In addition, we do not observe any notable differences between the results for
strictly and non-strictly convex problems.
Number of variables n

















Figure 4.1: Average iteration counts for solving one strictly
convex problem with m = 1000 and various n.
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Figure 4.2: Average iteration counts (zoomed-in) for solving
one strictly convex problem with m = 1000 and various n.
Number of variables n











Figure 4.3: Average size of the working set in solving one
strictly convex problem with m = 1000 and various n.
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Figure 4.4: Average computation time for solving one strictly
convex problem with m = 1000 and various n.
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Figure 4.5: Average iteration counts for solving one strictly
convex problem with m = 10000 and various n.
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Figure 4.6: Average iteration counts (zoomed-in) for solving
one strictly convex problem with m = 10000 and various n.
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Figure 4.7: Average size of the working set in solving one
strictly convex problem with m = 10000 and various n.
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Figure 4.8: Average computation time for solving one strictly
convex problem with m = 10000 and various n.
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Figure 4.9: Average iteration counts for solving one non-
strictly convex problem with m = 1000 and various n.
105
Number of variables n



















Figure 4.10: Average iteration counts (zoomed-in) for solving
one non-strictly convex problem with m = 1000 and various n.
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Figure 4.11: Average size of the working set in solving one
non-strictly convex problem with m = 1000 and various n.
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Figure 4.12: Average computation time for solving one non-
strictly convex problem with m = 1000 and various n.
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Figure 4.13: Average iteration counts for solving one non-
strictly convex problem with m = 10000 and various n.
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Figure 4.14: Average iteration counts (zoomed-in) for solving
one non-strictly convex problem with m = 10000.
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Figure 4.15: Average size of the working set in solving one
non-strictly convex problem with m = 10000 and various n.
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4.3.2 The FP+N Closure for Linear Transport Equation
In this section, we test Algorithm CR-MPC and Algorithm CR-AS with the
three constraint selection rules on solving the CQPs in the FP+N closure for the
line source problems introduced in Section 2.4.1. The calculation of the solution
to the line source problem is formulated exactly the same as the test presented
in Section 2.4.1 and 2.4.3. The computation times for the line source calculations
with various algorithms and constraint selection rules are listed in Table 4.1. The
test is performed for the case when moment order N = 11, which makes the total
number of optimization variables to be n = (N + 1)(N + 2)/2 − 1 = 77. The
tested quadrature rules are with degrees of precision 23 and 47, and the number of
inequality constraints is given by the number of quadrature points: 144 and 576,
respectively.
From Table 4.1, it can be observed that the computation time for the FP+N
method depends heavily on the optimization algorithm and the number of quadra-
ture points. For NQ = 47, Algorithm CR-MPC and Algorithm CR-AS with Rule 1
and Rule 2 both reduce the computation time for the FP+N method by about a
factor of two comparing to the unreduced algorithms. For NQ = 23, the benefit of
constraint reduction is less significant (10 ∼ 20%), as the number of constraints in
the optimization problem is lower. Overall, the MPC algorithms performs better
than the AS algorithms in most cases, but there is not much difference observed
between algorithms using Rule 1 and Rule 2.
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Quadrature Type Product Product
Degree NQ = 23 NQ = 47
# of quadrature points |Q| = 144 |Q| = 576
CR-AS R1 5838 21358
CR-MPC R1 5424 16515
CR-AS R2 5731 16277
CR-MPC R2 5929 13925
AS 7726 32941
MPC 6600 27319
Table 4.1: The computation times (sec) for the line source benchmark with the FP+N
closures with N = 11. The optimization problems in the FP+N closure are solved by
Algorithm CR-MPC and Algorithm CR-AS, with all three constraint selection rules.
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Figure 4.16: Average computation time for solving one non-
strictly convex problem with m = 10000 and various n.
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Chapter 5: Conclusions and Future Work
In this work, we have presented a new moment closure, the FP+N closure, for
generating approximate solutions of linear transport equations. The FP+N closure
preserves the positivity of particle concentration, while reducing oscillations that
occur in many other positive closures, such as PPN and MN . The new closure is
based on the solution of an optimization problem that modifies the coefficients in
the usual filtered spherical harmonic expansion by enforcing positivity on a properly
chosen quadrature set.
We have proven that, for target functions in the space Cq, where q ≥ 0 is
an integer, the FP+N approximation converges in L
2 at the same (optimal) rate as
the FPN approximation. In practice, such convergence rate is observed for target
functions in the larger space Hq. For one-dimensional problems with quadrature
rules of the minimum required degree of precision, we are able to prove the optimal
convergence rate for space Hq. However, the proof for the optimal convergence rate
of the FP+N approximation in general H
q spaces will be the subject of future work.
We have also investigated a simpler positive closure, which we refer to as
the UDN closure, based on a spatial limiter developed in [21] for finite volume
schemes. For functions in Hq, we prove suboptimal convergence rates for the UDN
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approximation. Based on numerical tests, we believe that these rates are sharp. For
problems with less regularity, we expect that the additional accuracy of the FP+N
closure compared to that of the UDN approach will outweigh the additional cost.
Our simulation results confirm this fact in the case of the line source benchmark.
They also show that the UDN closure degrades the space-time convergence rate
of the PDE solver for the moment equations. For the FP+N closure, we observe
minimal, if any, such effect. For more regular problems, we expect the accuracy of
the two closures to be comparable. In fact, we have observed this for other test
problem results not reported here. For these problems, the UDN closure may be
more efficient, and a more careful comparison will be performed in later work.
We have proposed a positive preserving AP scheme for solving the transport
equation near the diffusion limit. We have shown that the AP scheme requires a
hyperbolic CFL stability condition in the transport regime and a parabolic CFL
stability condition near the diffusion limit. The positive preserving property of the
AP scheme is proved under a hyperbolic time step restriction, which can be relaxed
to a parabolic time step restriction under mild assumption. The numerical results on
the comparison between the AP scheme and the second-order kinetic scheme in [10]
show that the proposed AP scheme gives solutions that are compatible with those
obtained with the second-order kinetic scheme in the transport regime, and it indeed
computes the correct diffusion limit without excessively refining the temporal-spatial
mesh. On the other hand, the numerical results also confirm that the exceedingly
restrictive mesh size requirements on the second-order kinetic scheme makes the
scheme impractical near the diffusion limit. Some possible generalizations of the
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proposed AP scheme, such as allowing for absorption and external sources, are of
interest for future work.
We have presented Algorithm CR-MPC, a constraint-reduced variant of a
Mehrotra-predictor-corrector algorithm. Algorithm CR-MPC was developed to solve
the CQPs in the FP+N method, but it can be applied to general CQPs. We have
provided conditions for constraint selection rules used in Algorithm CR-MPC, and
we have proved that, under those conditions, Algorithm CR-MPC enjoys global
convergence and local q-quadratic convergence rate. We then proposed a new con-
straint selection rule, Rule 1, and proved that Rule 1 satisfies these conditions.
Algorithm CR-MPC using Rule 1 is compared with Algorithm CR-AS using Rule 2
proposed in [40] on both randomly generated CQPs and the CQPs from the FP+N
closure. The numerical results suggest that the combination of Algorithm CR-MPC
and Rule 1 is especially powerful when the CQP has many more inequality con-
straints than variables. In such cases, Algorithm CR-MPC with Rule 1 solved the
CQP in approximately 10% of the computation time needed for Algorithm CR-AS
with Rule 2, and in less than 1% of the computation time needed for the unreduced
AS and MPC algorithms.
114
Appendix A: Numerical Integration of the Moment System
In this appendix, we present details of the kinetic scheme from Section 2.2.2.1,
which was originally proposed in [15] for one-dimensional problems, and extended to
two-dimensional problems in [10]. For simplicity of exposition, we restrict ourselves
to the reduced equation that is used in the formulation of the line source benchmark.
The reduced equation is given by
∂tf + ξ∂xf + η∂yf =
σ
4π
〈f〉 − σf , (A.1)
where (ξ, η) = (Ωx,Ωy). This equation is valid when ∂zf = 0 [3], and the associated
closed moment equation with ansatz E becomes
∂tu+ ∂x〈mξE〉+ ∂y〈mηE〉 = −σRu , (A.2)
with u = 〈mE〉, m the spherical harmonic basis, and R = diag(0, 1, . . . , 1) as defined
in Section 2.1. The presentation below is based on the original description given
in [10], which in turn is based on the algorithm in [15] for the even simpler case of
slab geometry.
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A.1 Spatial Discretization – Finite Volume Method
A finite volume method is used in the spatial discretization, which discretizes
the rectangular spatial domain [xL, xR]×[yL, yU ] on a Cartesian mesh with constant
cell size. Let Nx, Ny be the number of cells on x, y direction respectively, and
∆x = (xR− xL)/Nx and ∆y = (yU − yL)/Ny be the dimensions of spatial cells. The
spatial mesh is then defined as {xi}Nx+2i=−1 × {yj}Ny+2j=−1 where xi := xL + (i − 0.5)∆x
and yj := yL+ (j − 0.5)∆y, with cells Ci,j = [xi−1/2, xi+1/2]× [yj−1/2, yj+1/2], where
xi±1/2 := xi ±∆x/2 and yj±1/2 := yj ±∆y/2. Cells Ci,j such that i ∈ {−1, 0, Nx +
1, Nx + 2} or j ∈ {−1, 0, Ny + 1, Ny + 2} are “ghost cells”, which are used only to
implement boundary conditions.
With the spatial mesh, the moment equation (A.2) is then discretized by






u(x, y) dxdy , (A.3)






(Ei+1/2, j − Ei−1/2, j) +m
η
∆y
(Ei, j+1/2 − Ei, j−1/2)
〉
= −σRui,j , (A.4)
where Ei±1/2, j, Ei, j±1/2 are approximations of the ansatz E(u) at the cell edges.










































i,j are approximations of the spatial derivative of E(u) in x, y directions,
respectively. For PN and FPN closures, the spatial derivatives are approximated by








which yield a simpler computation for the flux term; see [10] for details. For the FP+N
closure, a minmod limiter is required in the approximation of spatial derivatives in














, ϑ(Ei,j+1 − Ei,j)
}
, (A.8)
where 1 ≤ ϑ ≤ 2 [71, 72]1 and the minmod limiter is given in (3.39). This limiter
ensures the non-negativity for FP+N , but requires explicit evaluation of the edge
values of EFP+
N
, which are computed via a cross-product quadrature described in
Section 2.2.2.3.
A.2 Updates in Time
We integrate (A.4) in time using Heun’s method. This method preserves non-
negativity of the solution with FP+N closures under certain time step restriction;
1Any value of ϑ ∈ [1, 2] will yield a formally second-order scheme; roughly speaking, larger
values of ϑ decrease numerical diffusion in the scheme. When ϑ = 1, monotonic cell averages yield
monotonic reconstructions. When ϑ = 2, edge values are bounded by neighboring cell averages.
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k). For (A.4) in the abstract form ∂tu = L(u) at the initial
stage u(0) := uk, Heun’s method is given as







where ū(i) = 〈mE [u(i)]〉 for i = 0, 1. Here E may be a general ansatz; for example, it
can be EPN , EFPN , or EFP+
N
. However, if ū(i) 6= u(i), the formal order of the method
may be reduced.
A.3 Positivity
The following theorem shows that the non-negative ansatz generated by the
FP+N closure leads to a non-negative particle concentration in the solution generated
by the kinetic scheme.
Theorem 5. Suppose that E [uki,j] ≥ 0 for all (i, j) ∈ {−1, . . . , Nx+2}×{−1, . . . , Ny+




0,i,j is the zeroth mo-









where ∆t, ∆x, and ∆y are the time step and the spatial mesh size respectively, and
ϑ ∈ [1, 2] is the parameter in (A.7) and (A.8) used for second-order spatial-cell
reconstructions.
Proof. Since (Ru)0 = 0, one can assume without loss of generality, that σ = 0. The
result then follows from a simple extension of Theorem 2.5 in [15], with a change in
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the constant based on the dimension of the solver.









where ∆z is the mesh in the z direction.
Remark 8. The result above can be easily extended to the FPN equations (2.14).
Indeed, since (Lu)0 = 0, one can assume for the purposes of the proof that σF = 0.
Hence the filter matrix F plays no role.
Appendix B: Global Convergence Proof for Algorithm CR-MPC
In this appendix, we prove the global convergence property for Algorithm CR-MPC.
We first note some immediate results to be used in the proof. First, from (4.9)
















































−(Hx+ c) + ATQλQ
0










and the associated normal system is
M(Q)∆x = −(Hx+ c) + ATQS−1Q (γσµ(Q)1− γ∆SaQ∆λaQ),
∆sQ = AQ∆x,
∆λQ = −λQ + S−1Q (−ΛQ∆sQ + γσµ(Q)1− γ∆SaQ∆λaQ) .
(B.2)
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λi +∆λi i ∈ Q,













i i ∈ Q,
0 i 6∈ Q.
(B.3)
Then, from the last equation of (B.2) and (B.3), we have
λ̃Q = S
−1
Q (−ΛQ∆sQ + γσµ(Q)1− γ∆SaQ∆λaQ) . (B.4)
Similarly, from the last equation of (4.10) and (B.3), we have
λ̃
a
Q = −S−1Q ΛQ∆saQ . (B.5)
It follows from (B.5) and the second equation of (4.10) that
(∆xa)TATQλ̃
a
Q = −(∆xa)TATQS−1Q ΛQAQ∆xa ≤ 0 . (B.6)
Note that, assuming λ > 0 and s > 0, the inequality in (B.6) holds as an equality
if and only if AQ∆x
a = 0.





















Lemma 6 (Corresponding to Lemma B.1 in [74]). For s,λ ≥ 0, J(A, s,λ) is non-
singular if and only if
(i) ∀i ∈ I : si + λi > 0 ,





has full row rank.
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Proof. See Lemma B.1 in [74].
Lemma 7. Suppose λ > 0 and s > 0. Then
(i) If ∆xa 6= 0,




f(x+ α∆xa) < 0 , ∀α < 1 . (B.8)
(ii) Given ζ ≤ 1. Suppose for some θ̂ ∈ [0, 1],
f(x)− f(x+∆xa + θ̂∆xc) ≥ ζ(f(x)− f(x+∆xa)) , (B.9)
then
f(x)− f(x+∆xa + θ∆xc) ≥ ζ(f(x)− f(x+∆xa)) , ∀θ ∈ [0, θ̂] . (B.10)
(iii) Given ζ ≥ 0. Define ∆x := ∆xa + γ∆xc as in (4.6), with γ defined in (4.7).
Suppose f(x)− f(x+∆x) ≥ ζ(f(x)− f(x+∆xa)), then
f(x)− f(x+ α∆x) ≥ ζ
2
(f(x)− f(x+ α∆xa)), ∀α ∈ [0, 1]. (B.11)
Proof. Since f is a quadratic function, it can be expressed exactly with the 2nd
order Taylor expansion





















We know (∆xa)TH∆xa ≥ 0 and (∆xa)TATQλ̃
a
Q ≤ 0 (by (B.6)). By Assumption 1,
Condition 1 in Assumption 5, (∆xa)TH∆xa = (∆xa)TATQλ̃
a
Q = 0 if and only if
∆xa = 0. Suppose ∆xa 6= 0, (B.12) gives
f(x+ α∆xa)− f(x) < 0 , ∀α ∈ (0, 2) . (B.13)
Next, from (B.12), we have
∂
∂α
f(x+ α∆xa) = (α− 1) (∆xa)TH∆xa + (∆xa)TATQλ̃
a
Q . (B.14)
Then we conclude from similar argument that when ∆xa 6= 0,
∂
∂α
f(x+ α∆xa) < 0 , ∀α < 1 . (B.15)
From (B.13) and (B.15), Claim (i) holds.
To prove Claim (ii), we first define
φ(θ) := ζ(f(x)− f(x+∆xa))− (f(x)− f(x+∆xa + θ∆xc)) . (B.16)
Note that f is quadratic with respect to θ and so is φ. Hence, φ is convex as
∂2φ/∂θ2 = (∆xc)TH∆xc ≥ 0. From the assumption (B.9), φ(θ̂) ≤ 0. From Claim
(i), f(x)−f(x+∆xa) ≥ 0. Since ζ ≤ 1, we have φ(0) = (ζ−1)(f(x)−f(x+∆xa)) ≤
0. Hence, the convexity of φ gives φ(θ) ≤ 0 for all θ ∈ [0, θ̂], which leads to (B.10).
Claim (ii) is now proved.
For proving Claim (iii), we expand f(x+ α∆x) with 2nd order Taylor expan-
sion, which yields















Hence, by (B.17) and (B.18) with α = 1, the assumption
f(x)− f(x+∆x) ≥ ζ(f(x)− f(x+∆xa)) (B.19)
can be written as











Recall that H ≥ 0 and (∆xa)TATQλ̃
a
Q ≤ 0 (by (B.6)). Then, for α ∈ [0, 1], we have

































(f(x)− f(x+ α∆xa)) . (by (B.12))
(B.21)
Claim (iii) holds.
Lemma 8. If λ > 0 and s > 0, then ∆x = 0 if and only if ∆xa = 0.
Proof. Let ∆xa = 0, from (4.7), we have γ = 0 and ∆x = ∆xa + γ∆xc = 0.
Conversely, suppose ∆xa 6= 0. From Claim (i) in Lemma 7, we have f(x)− f(x +
∆xa) > 0. Also, (B.9) holds for θ̂ = γ1 with γ1 defined in (4.8). Since ζ < 1, it
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follows from Claim (ii) in Lemma 7 that
f(x)− f(x+∆xa + θ∆xc) > 0 , ∀θ ∈ [0, γ1] . (B.22)
From (4.7), γ ∈ [0, γ1], thus (B.22) holds for θ = γ, which implies ∆x := ∆xa +
γ∆xc 6= 0.
Proposition 5 (Corresponding to Proposition B.4 in [74]). Suppose λ > 0 and
s > 0. Let ∆x be the search direction in (4.6) with algorithm parameter ζ ∈ (0, 1)
in (4.8). Then
f(x)− f(x+ α∆x) ≥ ζ
2
(f(x)− f(x+ α∆xa)) , ∀α ∈ [0, 1] . (B.23)
If ∆x 6= 0, then ∆x is a descent direction, and
f(x+ α∆x) < f(x) , ∀α ∈ (0, 1] . (B.24)
Proof. From (4.8), (B.9) holds for θ̂ = γ1. Since γ ≤ γ1 (see (4.7)), it follows from
Claim (ii) in Lemma 7 that
(f(x)− f(x+∆x) :=) f(x)−f(x+∆xa+γ∆xc) ≥ ζ(f(x)−f(x+∆xa)) . (B.25)
Then (B.23) follows from Claim (iii) in Lemma 7.
Suppose ∆x 6= 0, Lemma 8 gives ∆xa 6= 0. Then, applying Claim (i) in
Lemma 7, we have f(x)− f(x+ α∆xa) > 0 for α ∈ (0, 2). Hence (B.24) is a direct
consequence of (B.23).
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Proposition 6 (Corresponding to Proposition B.2 in [74]). Given sk > 0 and
λ
k > 0, if the iteration of Algorithm CR-MPC does not stop at Step 1, the points
generated by the iteration satisfy:
(i) ∆xk 6= 0 if and only if Hxk + c 6= 0 ,
(ii) αkp > 0 ,
(iii) sk+1 = Axk+1 − b > 0 and xk+1 ∈ F oP ,
(iv) λk+1 > 0 .
Proof. From (4.10) and the positive definiteness of M(Q) (by Assumption 1, Con-
dition 1 in Assumption 5, and Lemma 4), we have ∆xa,k 6= 0 if and only if
Hxk + c 6= 0. Claim (i) then follows from Lemma 8. Claims (ii) and (iii) are
true due to (4.18), (4.19), and ∆sk = A∆xk. For Claim (iv), first note that since
xk does not solve (P), Hxk + c 6= 0. From Claim (i), ∆xk 6= 0. It follows from
Lemma 8 that ∆xa,k 6= 0. Claim (iv) is then a consequence of (4.20) and (4.21)
since χ := ‖∆xa,k‖2 + ‖[λ̃a,kQ ]−‖2 > 0.
Proposition 6 shows that given a strictly feasible initial point (x0, s0,λ0), Algo-
rithm CR-MPC generates a well-defined sequence of points that are strictly feasible.
In addition, Claim (i) in Proposition 6 implies that, the sequence produced by Al-
gorithm CR-MPC is either infinite, or terminated at some iteration k such that the
primal point xk satisfies Hxk + c = 0, i.e., xk is the solution to the unconstrained
version of the primal CQP (P). In the latter case, since xk is strictly primal feasi-
ble, it also solves (P), and λ = 0 is the associated multiplier vector. Hence, in the
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remainder of this appendix (unless otherwise indicated), we only focus on the case
that Algorithm CR-MPC generates an infinite sequence of points.
Lemma 9. Given an infinite index set K, {∆xk} → 0 as k → ∞, k ∈ K if and
only if {∆xa,k} → 0 as k → ∞, k ∈ K.
Proof. From (4.14) and (4.7), given algorithm parameter τ ∈ [0, 1), we have ‖∆xk−
∆xa,k‖ = ‖γ∆xc,k‖ ≤ τ‖∆xa,k‖, which implies (1 − τ)‖∆xa,k‖ ≤ ‖∆xk‖ ≤ (1 +
τ)‖∆xa,k‖ for all k ∈ K. Hence, {∆xk} → 0 on K implies {∆xa,k} → 0 on K, and
vice versa.
Lemma 10 (Corresponding to Corollary B.5 in [74]). The sequence {xk} is bounded.
Proof. See Corollary B.5 in [74].
Lemma 11 (Corresponding to Lemma B.7 in [74]). Suppose {xk} converges to some
limit point x∗ on an infinite index set K. If {∆xa,k} converges to zero on K, then (i)
x∗ is stationary, (ii) {λ̃a,k} converges on K to λ∗, the unique multiplier associated
with x∗, and (iii) {λ̃k} also converges to λ∗ on K.
Proof. Suppose {xk} → x∗ on K and {∆xa,k} → 0 as k → ∞, k ∈ K. Since
sk := Axk−b > 0 for all k ∈ K, we have {sk} → s∗ on K, where s∗ := Ax∗−b ≥ 0.




i > 0. Then, it follows from {xk} → x∗ on K that, there
exists k′ > 0 such that, for all k > k′, k ∈ K,
ski > δ, ∀i 6∈ A(x∗) . (B.26)
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From (B.3) and (4.10), we have, for all k ∈ K,




i , ∀i ∈ Qk . (B.27)
For all k and all i ∈ I, we have λki < λmax from (4.20) and (4.21). Hence, from
(B.26) and (B.27), we conclude that
|λ̃a,ki | ≤ c|∆sa,ki | , ∀i 6∈ A(x∗), ∀k > k′, k ∈ K , (B.28)
where the constant c := δ−1λmax. Since ∆sa,k := A∆xa,k, the assumption {∆xa,k} →
0 on K implies {∆sa,k} → 0 on K. Hence, it follows from (B.28) that, for all
i 6∈ A(x∗),
{λ̃a,ki } → 0 , as k → ∞, k ∈ K . (B.29)
To show the convergence of {λ̃a,ki } for i ∈ A(x∗), at iteration k, we write the first
equation of (4.9) as
Hxk + c− ATQkλ̃
a,k
Qk = −H∆xa,k . (B.30)
Note that the set Qk can be split into two sets Qk ∩ A(x∗) and Qk \ A(x∗). (B.30)
can then be written as
Hxk + c− ATQk∩A(x∗)λ̃
a,k









A(x∗)\Qk = 0 on both
sides of (B.31) yields
Hxk + c−ATA(x∗)λ̃
a,k
A(x∗) = −H∆xa,k + ATQk\A(x∗)λ̃
a,k
Qk\A(x∗) . (B.32)
From the assumption, {∆xa,k} → 0 on K, and (B.29), we then have
Hxk + c− ATA(x∗)λ̃
a,k
A(x∗) → 0 , as k → ∞ , k ∈ K . (B.33)
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By Assumption 4, the rows of AA(x∗) are linearly independent. Hence, from (B.29)
and (B.33), {λ̃a,k} converges to a unique λ∗ on K.
Next, we show that {λ̃ki } → 0 on K for all i 6∈ A(x∗). From (B.3) and (B.2),
we have, for all k,










i ) , ∀i ∈ Qk . (B.35)
From (4.7), |γkσkµ(k)
(Qk)
| ≤ τ‖∆xa,k‖ for all k. For i ∈ Qk \ A(x∗), the boundedness
of {λki } and {λ̃a,ki } (by (B.29)) implies the boundedness of {∆λa,ki } (see (B.3)), i.e.,
there exists some constant ∆λmax > 0 such that |∆λa,ki | < ∆λmax for all k ∈ K.
Further, γk ∈ [0, 1] for all k by (4.7) and (4.8). Then it follows from (B.34), (B.35),
and (B.26) that, for all i 6∈ A(x∗),
|λ̃ki | ≤ c1|∆ski |+ c2‖∆xa,k‖+ c3|∆sa,ki | , ∀k > k′, k ∈ K , (B.36)
where the constants c1 = δ
−1λmax, c2 = δ
−1τ , and c3 = δ
−1∆λmax. From Lemma 9
and the assumption {∆xa,k} → 0 on K, we have
{∆xk} → 0 , as k → ∞, k ∈ K , (B.37)
which implies {∆sk} := {A∆xk} → 0 on K. Hence, it follows from (B.36) that, for
all i 6∈ A(x∗),
{λ̃ki } → 0 , as k → ∞, k ∈ K . (B.38)
To show the convergence of {λ̃ki } for i ∈ A(x∗), at iteration k, the first equation of
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(B.1) gives
Hxk + c− ATQkλ̃
k
Qk = −H∆xk . (B.39)
Again, by splitting Qk into Qk ∩A(x∗) and Qk \ A(x∗), we have
Hxk + c− ATQk∩A(x∗)λ̃
k









A(x∗)\Qk = 0 on both
sides of (B.40) yields
Hxk + c− ATA(x∗)λ̃
k
A(x∗) = −H∆xk + ATQk\A(x∗)λ̃
k
Qk\A(x∗) . (B.41)
It then follows from (B.37) and (B.38) that
Hxk + c− ATA(x∗)λ̃
k
A(x∗) → 0 , as k → ∞ , k ∈ K . (B.42)
By Assumption 4, the rows of AA(x∗) are linearly independent. Hence, from (B.38)
and (B.42), {λ̃k} also converges to the same unique λ∗ onK (see (B.29) and (B.33)).
In addition, by taking limits in (B.29) and (B.33) (or (B.38) and (B.42)), we obtain
Hx∗ + c−ATλ∗ = 0 ,
S∗λ∗ = 0 ,
(B.43)
which implies x∗ is stationary and λ∗ is the unique associated multiplier.
Lemma 12 (Corresponding to Lemma B.8 in [74]). Let K be an infinite index set
such that
inf{‖∆xa,k−1‖2 + ‖[λ̃a,k−1Qk ]−‖2 : k ∈ K} > 0 . (B.44)
Then {∆xk} → 0 as k → ∞, k ∈ K.
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Proof. By contradiction. Suppose {∆xk} 6→ 0 as k → ∞, k ∈ K. Then, from
Lemma 9, {∆xa,k} 6→ 0 as k → ∞, k ∈ K. On the other hand, by (B.44),
inf{χk−1 : k ∈ K} := inf{‖∆xa,k−1‖2 + ‖[λ̃a,k−1Qk ]−‖2 : k ∈ K} > 0. Thus, from
(4.20) and (4.21), {λki } is bounded away from zero on K for all i ∈ I. Since {xk}
is bounded (see Lemma 10), and {λk} is bounded (by construction), there exist x∗,
λ
∗ > 0, an index set Q∗ ⊆ I, and some infinite index set K∗ ⊆ K such that
inf
k∈K∗
‖∆xa,k‖ > 0 , (B.45)
{xk} → x∗ as k → ∞ , k ∈ K∗ , (B.46)
{λk} → λ∗ > 0 as k → ∞ , k ∈ K∗ , (B.47)
Qk = Q∗ , ∀k ∈ K∗ . (B.48)
Since sk := Axk − b > 0 and {xk} → x∗ on K∗, we have
{sk} → s∗ := {Ax∗ − b} ≥ 0 as k → ∞ , k ∈ K∗ . (B.49)




Q∗) is nonsingular given λ
∗ > 0, s∗ ≥ 0, As-









Q∗) as k → ∞, k ∈ K∗, so that, from (4.9)





{∆xa,k} → ∆xa,∗ as k → ∞ , k ∈ K∗ , (B.50)
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{∆xk} → ∆x∗ as k → ∞ , k ∈ K∗ , (B.51)
{∆sk} → ∆s∗ := A∆x∗ as k → ∞ , k ∈ K∗ , (B.52)
{λ̃a,kQ∗} := {λkQ∗ +∆λa,kQ∗} → λ̃
a,∗
Q∗ as k → ∞ , k ∈ K∗ , (B.53)
{λ̃kQ∗} := {λkQ∗ +∆λkQ∗} → λ̃
∗
Q∗ as k → ∞ , k ∈ K∗ , (B.54)
where the last two equations also imply that {λ̃a,kQ∗} and {λ̃
k
Q∗} are bounded on
K∗. Furthermore, in view of (B.45), ∆xa,∗ 6= 0. Thus, x∗ 6∈ F∗P , and we have
A(x∗) ⊆ Q∗ from Condition 2 in Assumption 5. With these facts, we next show
that f(x∗) → −∞ as k → ∞ on K∗, which contradicts Lemma 10.
First, let us define
λ̂
k
:= −(Sk)−1Λk∆sk , ∀k , (B.55)




, and λ̂ki > 0 if and only if ∆s
k
i < 0.
Then, since sk > 0 and λk > 0 for all k ∈ K∗, the primal step size αkp defined in
























We then show that {λ̂k} is bounded above componentwise on K∗. Note that, for
i ∈ I \ Q∗, k ∈ K∗, {ski } is bounded away from zero since A(x∗) ⊆ Q∗. Hence, it
follows from (B.47),(B.49), and (B.52) that {λ̂kI\Q∗} is convergent, thus bounded, on





Q∗ − γkσkµk(Q∗)(SkQ∗)−11+ γk(SkQ∗)−1∆Sa,kQ∗∆λa,kQ∗ . (B.57)
From (B.54), {λ̃kQ∗} is bounded on K∗. By definitions, γk ≥ 0, σk ≥ 0, µk(Q∗) ≥ 0
and ski > 0, for all k and all i ∈ I. Hence, we have γkσkµk(Q∗)(SkQ∗)−11 ≥ 0 for all k.
Also, from (B.47) and (B.53), {∆λa,kQ∗} is bounded on K∗. Let Λ̃a,kQ∗ = diag(λ̃
a,k
Q∗), for
any k ∈ K∗ and Q ∈ I, the last equation in (4.10) gives (SkQ)−1∆Sa,kQ = (ΛkQ)−1Λ̃a,kQ ,








Q∗ , ∀k ∈ K∗ . (B.58)
Hence the sequence {γk(SkQ∗)−1∆Sa,kQ∗∆λa,kQ∗} is bounded on K∗ since {λ̃
a,k
Q∗} (by
(B.53)) and {∆λa,kQ∗} are both bounded on K∗ and {λkQ∗} is bounded away from
zero on K∗ (by (B.44) and (4.20)). Thus, each term on the right-hand side of
(B.57) is either bounded or bounded above on K∗. Therefore, {λ̂kQ∗} is bounded
above on K∗. We then conclude {λ̂k} is bounded above on K∗.
For all i ∈ I, we have shown that, on K∗, {λ̂ki } is bounded above and {λki }
tends to a positive limit λ∗i (from (B.47)). It then follows from (B.56) that ᾱ
k
p is
also bounded away from zero on K∗, and there exists α > 0 such that αkp > α, for
all k ∈ K∗.




a,k) < f(xk + α∆xa,k) . (B.59)
Expanding f(xk + α∆xa,k) with 2nd order Taylor expansion (see (B.12)) gives







Taking limits on the last two terms on the right-hand-side of (B.60) by (B.50)






a,∗, which is strictly
negative due to H ≥ 0, (B.6), Assumption 1, and Condition 1 in Assumption 5.
Hence, from (B.59) and (B.60), there exist k′ > 0 and δ > 0 such that
f(xk + αkp∆x
a,k) < f(xk)− δ , ∀k > k′ , k ∈ K∗ . (B.61)
On the other hand, it follows from Proposition 5 that
f(xk)− f(xk + αkp∆xk) ≥
ζ
2
(f(xk)− f(xk + αkp∆xa,k)) , (B.62)
where ζ ∈ (0, 1) is an algorithm parameter. Hence, for k > k′, k ∈ K∗,
f(xk+1) = f(xk + αkp∆x
k) < f(xk)− ζ
2
δ . (B.63)
By Proposition 5, f(xk+1) < f(xk) for all k. Hence, we conclude from (B.63) that
f(xk) → −∞ as k → ∞, which contradicts the boundedness of {xk} given in
Lemma 10.
Lemma 13 (Corresponding to Lemma B.9 in [74]). Suppose {xk} is bounded away
from F∗P on some infinite index set K. Then {∆xk} → 0 as k → ∞, k ∈ K.
Proof. By contradiction. Suppose {∆xk} 6→ 0 as k → ∞, k ∈ K. It follows from
Lemma 12 that, there exists an infinite index set K∗ ⊆ K such that {∆xa,k−1} → 0
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and {[λ̃a,k−1Qk ]−} → 0 as k → ∞, k ∈ K∗. It is known that {xk} is bounded and
bounded away from F∗P on K from Lemma 10 and the assumption, respectively.
Hence, without loss of generality, we can assume that there exists an index set
Q∗ ⊆ I, and some point x∗ 6∈ F∗P such that
{xk} → x∗ , as k → ∞, k ∈ K∗ ,
{∆xa,k−1} → 0 , as k → ∞, k ∈ K∗ ,
{[λ̃a,k−1Qk ]−} → 0 , as k → ∞, k ∈ K∗ ,
Qk = Q∗ , ∀k ∈ K∗ .
(B.64)
From (4.19), (4.14) and (4.7),
‖xk − xk−1‖ = ‖αk−1p ∆xk−1‖ ≤ ‖∆xk−1‖ ≤ (1 + τ)‖∆xa,k−1‖ , (B.65)
which implies {xk−1} → x∗ as k → ∞, k ∈ K∗. It then follows from Lemma 11
that x∗ is stationary and {λ̃a,k−1} converges to λ∗, the associated multiplier to x∗,
as k → ∞, k ∈ K∗. From (B.64), λ∗i ≥ 0 for all i ∈ Q∗. Since x∗ is stationary, we
have S∗λ∗ = 0, where S∗ = diag(s∗) and s∗ := Ax∗ −b. For i 6∈ Q∗, by Condition 2
in Assumption 5, i 6∈ A(x∗) thus s∗i > 0. Hence, λ∗i = 0 for all i 6∈ Q∗. We proved
λ
∗ ≥ 0, which, together with the stationarity of x∗, implies that x∗ ∈ F∗P and
contradicts to the assumption.
Proposition 7 (Corresponding to Proposition B.10 in [74]). {xk} approaches the
set of stationary points of (P), i.e., for any ǫ > 0, there exists k′ such that, for all
k > k′, there is some stationary point x̂k that is ǫ-close to xk.
Proof. By contradiction. Suppose not. From Lemma 10, {xk} is bounded. Hence,
{xk} converges to some non-stationary point x∗ on some infinite index set K. By
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Lemma 11, {∆xa,k} does not converge to zero on K. Lemma 8 tells that {∆xk}
does not converge to zero on K as well. Thus, by Lemma 13, for every ǫ > 0, there
exists some k′ ∈ K such that dist(xk′,F∗P ) < ǫ, which implies that x∗ ∈ F∗P , and
contradicts to the non-stationary assumption.
Lemma 14 (Corresponding to Lemma B.14 in [74]). Suppose {xk} is bounded away
from F∗P . Let x∗ and x∗ ′ are limit points of {xk}. Let λ and λ′ be the associated
multipliers to x∗ and x∗ ′. Then λ = λ′.
Proof. See Lemma B.14 in [74].
Now we are ready to prove Theorem 3.
Proof of Theorem 3. By contradiction. Suppose {xk} does not converge to F∗P .
Then, since {xk} is bounded, it has at least one limit point x̂ that is not in F∗P .
From Lemma 10 and Proposition 5, {f(xk)} is a bounded, monotonically decreasing
sequence. Hence, f(x̂) = infk f(x
k) and {xk} is bounded away from F∗P . Lemma 13
then gives {∆xk} → 0 as k → ∞, and {∆xa,k} also converges to zero by Lemma 8.
Thus, there exists x∗ such that {xk} → x∗ as k → ∞, and x∗ 6∈ F∗P by assumption.
From Lemma 14, there exists a common multiplier λ∗ associated to all limit points of
{xk}. It follows from Lemma 11 that x∗ is stationary, {λ̃a,k} → λ∗, and {λ̃k} → λ∗.
Since x∗ is stationary and x∗ 6∈ F∗P , there exists i0 ∈ I such that λ∗i0 < 0. Thus
there exists k̂ > 0 such that
λ̃a,ki0 < 0 , and λ̃
k
i0
< 0 , ∀k > k̂ . (B.66)
Also, since λ∗i0 < 0, the stationarity of x






On the other hand, it is known from Condition 2 in Assumption 5 that there




, ∀k > k′ , (B.67)
where ski0 > 0, λ
k
i0 > 0 by construction of Algorithm CR-MPC. Thus, from (B.66),
we obtain ∆sa,ki0 > 0 for all k > k




)−1(−ski0 λ̃ki0 + γkσkµk(Qk) − γk∆s
a,k
i0
∆λa,ki0 ) , (B.68)
where γk ≥ 0, σk ≥ 0, and µk(Qk) ≥ 0 by construction of Algorithm CR-MPC. Also,
for k > k′, ∆λa,ki0 < 0 since λ
k
i0 > 0 and λ̃
a,k
i0
< 0. It is then easily verified that all
terms in (B.68) are non-negative and the first term is positive, thus ∆ski0 > 0 for






> ski0 > 0, where
αkp > 0 since s
k > 0. We then conclude that {ski0} → s∗i0 > 0 and s∗i0λ∗i0 < 0, which
contradicts to the stationarity of x∗.
Proof of Proposition 3. From Theorem 3, we know {xk} converges to F∗P . Thus,
there exists an infinite index set K such that {xk} → x∗ ∈ F∗P on K. Suppose
{∆xk} → 0 on K, then it follows from Lemma 9 that {∆xa,k} → 0 on K. By
Lemma 11, we have that {λ̃k} → λ∗ on K, where λ∗ is the unique multiplier
associated with x∗. Hence, in (4.15), {Ek} converges to zero as k → ∞, k ∈ K, and
the claim holds.
On the other hand, suppose {∆xk} 6→ 0 on K. From Lemma 12, there exists
an infinite index set K ′ ⊆ K such that {∆xa,k−1} → 0 on K ′. On the other hand,
from (4.19), (4.14) and (4.7), we have
‖xk − xk−1‖ = ‖αk−1p ∆xk−1‖ ≤ ‖∆xk−1‖ ≤ (1 + τ)‖∆xa,k−1‖ . (B.69)
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Thus, {xk−1} also converges to x∗ on K ′. Define infinite index set K ′′ := {k : k+1 ∈
K ′}. Then, on K ′′, we have {xk} → x∗ and {∆xa,k} → 0. Applying Lemma 11
on K ′′ yields {λ̃k} → λ∗ on K ′′. Hence, {Ek} in (4.15) again converges to zero as
k → ∞, k ∈ K ′′, and the claim holds.
Suppose the primal optimal set F∗P is a singleton, i.e., Assumption 6 holds.
The following lemma then gives the global convergence property of the dual iterates
{λ̃k} generated by Algorithm CR-MPC.
Lemma 15 (Corresponding to Lemma B.17 in [74]). Under Assumptions 1–6, we
have
(i) {∆xa,k} → 0 and {∆xk} → 0,
(ii) {λ̃a,k} → λ∗ and {λ̃k} → λ∗.
Proof. Since {xk} → x∗, we have {∆xk} → 0, and Claim (i) immediately follows
from Lemma 9. Claim (ii) is then given by Lemma 11.
Proof of Proposition 4. Proposition 4 is a direct consequence from Theorem 3 and
Lemma 15.
Appendix C: Proof of Local Convergence Rate for AlgorithmCR-MPC





]T generated by Algorithm CR-MPC converges to the solution at a
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locally q-quadratic rate. Hence, we assume Assumptions 1–7 hold in the following
analysis.
Some useful notations in the results in this section are defined in the following
definitions.












Definition 7. s̃ := s +∆s, and s̃a := s+∆sa.
Lemma 16 (Corresponding to Lemma B.15. in [74]). Ja(A, s,λ) is nonsingular if
and only if J(A, s,λ) is nonsingular.
Proof. See Lemma B.15. in [74].
In the rest of the proof, we use x∗ to denote the optimal solution of (P) (the
existence and uniqueness of x∗ is guaranteed by Assumption 6), λ∗ to denote the
Lagrange multiplier associated to x∗, and define s∗ := Ax∗ − b. Note that from
Theorem 3, we have {xk} → x∗.










Proof. See Lemma B.16. in [74].
Lemma 18. Under our assumptions, there exists k′ > 0 such that, A(x∗) ⊆ Qk for
all k > k′.
Proof. For all Q ⊆ I, define K(Q) := {k ∈ N : Qk = Q} and Q := {Q ⊆ I :
|K(Q)| = ∞}. Since |Q| is finite (|I| is finite), it suffices to show that, for all
Q ∈ Q, A(x∗) ⊆ Q holds.
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For all Q ∈ Q, Claim (ii) in Lemma 15 gives that {λ̃kI\Q} → λ∗I\Q on K(Q).
By (B.3), λ̃
k
I\Q = 0 for all k ∈ K(Q). Thus, λ∗I\Q = 0. It then follows from
Assumption 7 that s∗I\Q > 0. Hence, by Definition 4, we conclude that A(x∗) ⊆ Q,
for all Q ∈ Q.
Lemma 19 (Corresponding to Lemma A.2 in the supplementary materials of [37]).
Under our assumptions. Let x ∈ F oP , λ > 0, s := Ax − b. If λ̃ and s̃ produced
by Algorithm CR-MPC are such that λ̃i > 0 for all i ∈ A(x∗) and s̃i > 0 for all








































where Q, ∆λaQ, ∆s
a, λ̃
a
, s̃a, λ̃, and s̃ are all generated by Algorithm CR-MPC.
Proof. Let us first consider (C.1). If ᾱp ≥ 1, (C.1) holds trivially. From (4.18), we
know that if ᾱp < 1, there exists some index i0 such that
∆si0 < 0 and ᾱp =
si0
−∆si0
< 1 . (C.3)
If i0 ∈ I \A(x∗), then by assumption, si0 > 0 (since x ∈ F oP ) and s̃i0 = si0 +∆si0 >
0, contradicting (C.3). Thus we have i0 ∈ A(x∗). Now we consider two cases:











which verifies (C.1). On the other hand, suppose |∆sai0 | < |∆si0 |, since λ̃i > 0 for
i ∈ A(x∗), taking the absolute value of the i0 components in the last equation of
(B.2) yields
λ̃i0si0 ≥ λi0|∆si0 |+ γσµ(Q) − γ|∆sai0||∆λai0 | , (C.5)
where γ ≥ 0, σ ≥ 0, and µ(Q) ≥ 0 are generated by Algorithm CR-MPC. By (C.5)
































where the last inequality holds since γ ≤ 1, and |∆sai0 | < |∆si0|. Hence, (C.1) holds.
Following a very similar argument that flips the roles of s and λ, one can prove
that (C.2) also holds.
Lemma 20 (Corresponding to Lemma B.17. in [74]). Under our assumptions, if
λ∗i < λmax for all i ∈ I, then
(i) {λ̂k} → λ∗ and {λk} → λ∗.
(ii) {∆λa,k} → 0 and {∆λk} → 0.
Proof. First consider Claim (i). It follows from Lemma 15 that {λ̃k} → λ∗. Hence,
we prove Claim (i) by showing ‖λ̃k − λ̂k‖ → 0 and ‖λk+1 − λ̂k‖ → 0 as k → ∞.
Note that, suppose {λ̂k} → λ∗, then ‖λk+1 − λ̂k‖ → 0 implies {λk+1} → λ∗, thus
{λk} → λ∗.





I\Qk‖, and show the convergence for each term. For all Q ⊆ I, define
140
index setK(Q) := {k ∈ N : Qk = Q}. Since there are only finitely many choices of Q







converge to zero on K(Q), where Q := {Q ⊆ I : |K(Q)| = ∞, Q 6= ∅}.















I\Q‖ = µk+1(Q) ‖(Sk+1I\Q)−11‖ . (C.8)
Since the boundedness of {λk} (by construction) and {λ̃k} (by Claim (ii) in Lemma 15)
implies the boundedness of {∆λkQ}, we only need {αkd} → 1 to guarantee the right-
hand-side of (C.7) converges to zero on K(Q). Now, Theorem 3 and Lemma 15 give
{xk} → x∗, {∆xa,k} → 0, {∆xk} → 0, and {λ̃k} → λ∗. Hence, by definitions, we
have {sk} → s∗, {∆sa,k} → 0, and {∆sk} → 0, which also imply that {s̃a,k} → s∗
and {s̃k} → s∗. Moreover, Assumption 7 gives λ∗i > 0 for all i ∈ A(x∗) and s∗i > 0
for all i ∈ I \ A(x∗). Hence, for sufficiently large k, the assumptions of Lemma 19
are satisfied, i.e., λ̃ki > 0 for all i ∈ A(x∗) and s̃ki > 0 for all i ∈ I\A(x∗). Lemma 19
gives {ᾱkd} → 1 as k → ∞, since all terms on the right-hand-side of (C.2) converge
to one. Thus, from (4.18) and the fact that {∆xk} → 0, we have {αkd} → 1 as
k → ∞. We then conclude that, for all Q ∈ Q, ‖λ̃kQk − λ̂
k
Qk‖ → 0, in other words,
{λ̂kQk} → λ∗Q, on K(Q).
On the other hand, since {λ̃a,k} → λ∗ ≥ 0 and {∆xa,k} → 0, χk := ‖∆xa,k‖2+





Q on K(Q), and the assumption λ




on K(Q), which implies {λk+1Qk } → λ∗Q on K(Q).
For (C.8), since sk > 0 for all k and s∗i > 0 for all i ∈ I \ A(x∗), ‖(Sk+1I\Q)−11‖
is then bounded. Also, for all Q ∈ Q, on K(Q) we have {sk+1
Qk
} = {sk+1Q } → s∗Q
and {λk+1
Qk

















= 0 on K(Q) , (C.9)
which leads to ‖λ̃kI\Qk − λ̂
k
I\Qk‖ → 0 on K(Q), for all Q ∈ Q. Hence, we have shown
that ‖λ̃k − λ̂k‖ → 0 and thus {λ̂k} → λ∗. It then again follows from (4.20), (4.21),
{λ̂k} → λ∗, {χk} → 0, and the assumption λ∗ < λmax1 that, ‖λk+1 − λ̂
k‖ → 0,
which implies {λk+1} → λ∗. Claim (i) is now verified.
Next, let us consider Claim (ii). From Claim (i), we have {λk+1} → λ∗, which
is equivalent to {λk} → λ∗. Also, Claim (ii) of Lemma 15 gives {λ̃a,k} → λ∗ and
{λ̃k} → λ∗. Claim (ii) is then a direct consequence of the fact that {λk}, {λ̃a,k},
and {λ̃k} all converge to λ∗.
For convenience, we use z to denote the vector contains the primal and dual
variables, i.e., z := [xT ,λT ]T . The strictly feasible set of (P) and (D) is then defined
as
Eo := {z : x ∈ F oP , λ > 0} . (C.10)
In the rest of the proof for local convergence rate, we only consider points in Eo ∩
B(z∗, ρ), the set of strictly feasible points in a ballB(z∗, ρ) := {z ∈ Rn+m : ‖z−z∗‖ ≤
ρ}, where z∗ := [x∗T ,λ∗T ]T . We also define
Q∗ := {Q ⊆ I : A(x∗) ⊆ Q} . (C.11)
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Note that, since {zk} converges to z∗ (by Theorem 3 and Lemma 20), Lemma 18
implies that, if ρ is sufficiently small, the working set Q is always in Q∗ for any
z ∈ Eo ∩ B(z∗, ρ).
Lemma 21 (Corresponding to Lemma A.5 in the supplementary materials of [37]).
Under our assumptions. Let β ∈ (0, 1) and ǫ∗ := min{1,mini∈I(λ∗i + s∗i )}. Then
there exist ρ∗ > 0 and R > 0, such that, for all z ∈ Eo ∩ B(z∗, ρ∗) and all Q ∈ Q∗,
the followings hold:
(i) ‖Ja(AQ,λQ, sQ)−1‖ ≤ R,
(ii) max{‖∆zaQ‖, ‖∆zQ‖, ‖∆saQ‖, ‖∆sQ‖} < ǫ∗/4,
(iii) min{λi, λ̃ai , λ̃i} > ǫ∗/2, ∀i ∈ A(x∗),
max{λi, λ̃ai , λ̃i} < ǫ∗/2, ∀i ∈ I \ A(x∗),
max{si, s̃ai , s̃i} < ǫ∗/2, ∀i ∈ A(x∗),
min{si, s̃ai , s̃i} > ǫ∗/2, ∀i ∈ I \ A(x∗).
(iv) If ᾱp and ᾱd are finite,
βᾱp < ᾱp − ‖∆x‖,
βᾱd < ᾱd − ‖∆x‖.
Proof. Since I is finite, Q∗ is also finite. Therefore, it is suffice to show that, for
every Q ∈ Q∗, there exist ρQ > 0 and RQ > 0 such that the claims hold for all
z ∈ Eo ∩ B(z∗, ρQ). In such case, the lemma is proved with ρ∗ := minQ∈Q∗ ρQ and
R∗ := minQ∈Q∗ RQ. Thus, we now consider only a fixed Q ∈ Q∗, and find the
corresponding ρQ > 0 and RQ > 0 such that all claims hold.
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Claim (i) follows from Lemma 17 and the continuity of Ja(AQ,λQ, sQ). Claim
(ii) follows from Claim (i), Lemma 16, and the continuity of the right-hand-sides of
(4.9) and (B.1), which are zero at the solution. Claim (iii) is true due to the strict
complementary slackness given by Assumption 7, the definition of ǫ∗, and Claim
(ii). For Claim (iv), first note that the assumptions of Lemma 19 is satisfied due to
Claim (iii), then positive lower bounds on ᾱp and ᾱd can be obtained by applying
Lemma 19. Following the same argument in the proof of Claim (ii), it is clear that,
given sufficiently small ρQ, Claim (iv) holds.
Proposition 8 (Corresponding to Proposition B.18. of [74]). Let Φ : Rn → Rn
be twice continuously differentiable and let t∗ ∈ Rn such that Φ(t∗) = 0. Suppose
there exists ρ > 0 such that ∂Φ
∂t
(t) is nonsingular for all t ∈ B(t∗, ρ). Define ∆Nt






Φ(t). Then, given any c > 0, for
all t ∈ B(t∗, ρ), if t+ ∈ Rn satisfies
min{|t+i − t∗i |, |t+i − (ti +∆N ti)|} ≤ c‖∆Nt‖2, ∀i ∈ I , (C.12)
there exists ĉ > 0 such that
‖t+ − t∗‖ ≤ ĉ‖t− t∗‖2 . (C.13)
Proof. See Proposition B.18. of [74].
Corollary 3 (Corresponding to Corollary A.7 in the supplementary materials of
[37]). Let Φ, t∗, ρ, and ∆Nt be as in Proposition 8. Then, given any c > 0, for all
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t ∈ B(t∗, ρ), if t+ ∈ Rn satisfies
min{|t+i − t∗i |, |t+i − (ti +∆N ti)|} ≤ c max{‖∆Nt‖2, ‖t− t∗‖2}, ∀i ∈ I , (C.14)
there exists c∗ > 0 such that
‖t+ − t∗‖ ≤ c∗‖t− t∗‖2 . (C.15)
Proof. See Corollary A.7 in the supplementary materials of [37].













Hence, the first three conditions of the KKT system (4.1) are equivalent to Φ(z) = 0,
and let s := Ax− b, Ja(A, s,λ) is the Jacobian of Φ(z), i.e.,
Ja(A, s,λ)∆
Nz = −Φ(z) . (C.17)
Note that Ja(A, s,λ) is nonsingular near z∗ (Lemma 21 (i)), and the unreduced
affine-scaling direction given in (4.2) is exactly the Newton direction for the solution
of Φ(z) = 0.
To make use of Proposition 8, we next verify that the iterate generated by
Algorithm CR-MPC satisfies the condition in Proposition 8.
Let zQ := [x
T ,λTQ]
T , then the step taken on the Q components along the search







We then compare ẑ+Q to the Q components of the Newton/affine-scaling step, i.e.,
zQ +∆
NzQ.














α = min{αp, αd} . (C.20)
The difference between the CR-MPC and the Newton/affine-scaling steps can be
written as
‖ẑ+Q − (zQ +∆NzQ)‖
≤ ‖ẑ+Q − (zQ +∆zQ)‖+ ‖∆zQ −∆zaQ‖+ ‖∆zaQ −∆NzQ‖
= ‖(I − A )∆zQ‖+ γ‖∆zcQ‖+ ‖∆zaQ −∆NzQ‖
≤ (1− α)‖∆zQ‖+ ‖∆zcQ‖+ ‖∆zaQ −∆NzQ‖ .
(C.21)
The following lemmas provide bounds on the three terms in the last line of (C.21).
Note that the ρ∗ used in the following lemmas comes from Lemma 21.
Lemma 22 (Corresponding to Lemma B.19. of [74]). For all z ∈ Eo ∩ B(z∗, ρ∗),
and for all Q ∈ Q∗, there exists a constant c1 > 0 such that
‖∆zaQ −∆NzQ‖ ≤ c1‖z− z∗‖‖∆NzQ‖ . (C.22)
Proof. See Lemma B.19 of [74].
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Lemma 23 (Corresponding to Lemma A.9 in the supplementary materials of [37]).
Under our assumptions, there exists a constant c2 > 0 such that for all z ∈ Eo ∩
B(z∗, ρ∗), and for all Q ∈ Q∗,
‖∆zcQ‖ ≤ c2‖∆zaQ‖2 . (C.23)
Proof. Let z ∈ Eo ∩ B(z∗, ρ∗) and Q ∈ Q∗. Using (4.5) and Lemma 21 (i) yields



























≤ R(√mσµ(Q) + ‖∆SaQ∆λaQ‖) .
(C.24)
Note that the second term can be bounded by
‖∆SaQ∆λaQ‖ ≤ ‖∆saQ‖‖∆λaQ‖ ≤ ‖AQ‖‖∆xa‖‖∆λaQ‖ ≤ ‖A‖‖∆zaQ‖2 , (C.25)
and that µ(Q) := s
T
QλQ/|Q| is bounded on Eo ∩ B(z∗, ρ∗). Hence it suffices to show
that there exists some constant d independent to z and Q such that
σ ≤ d‖∆zaQ‖2 . (C.26)
In Step 6 of Algorithm CR-MPC, σ := (1− αa)3, with αa ∈ [0, 1] defined in (4.16).











= 2, ∀i ∈ A(x∗). (C.27)




, for some i ∈ A(x∗), or αa = λi−∆λai
, for some i ∈ I \ A(x∗) . (C.28)
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In the former case, using the last equation of (4.13) and Lemma 21 (iii), we have,
for some i ∈ A(x∗),









Similarly, in the latter case, we have, for some i ∈ I \ A(x∗),









Hence, (C.26) holds with d = (2/ǫ∗)3max{‖A‖3, 1}. The proof is then complete.
Note that an upper bound on magnitude of the MPC search direction ∆zQ
can be obtained by using Lemma 23 and Lemma 21 (ii), specifically,







This bound will be used in the proof of Lemma 24 and 25.
Lemma 24 (Corresponding to Lemma A.10 in the supplementary materials of
[37]). Under our assumptions, there exists a constant c3 > 0 such that for all z ∈
Eo ∩ B(z∗, ρ∗), and for all Q ∈ Q∗,
|1− α| ≤ c3‖∆zaQ‖ . (C.32)
Proof. From the definition of α in (C.20), it suffices to show that, for z ∈ Eo ∩
B(z∗, ρ∗) and Q ∈ Q∗, there exist some d1 and d2 independent of z and Q such that
|1− αp| ≤ d1‖∆zaQ‖ and |1− αd| ≤ d2‖∆zaQ‖ . (C.33)
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Lemma 21 (iii) implies that the assumptions for Lemma 19 are satisfied for z ∈
Eo ∩ B(z∗, ρ∗) and Q ∈ Q∗. Thus, from (C.1) and (C.2), we have












































































































It then follows from (4.18), Lemma 21 (iv), and (C.31) that
1− αp = 1− ᾱp + ‖∆x‖ ≤ d1‖∆zaQ‖ , (C.38)
and































proof is then complete with c3 := max{d1, d2}.
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Lemma 25 (Corresponding to Lemma A.11 in the supplementary materials of
[37]). Under our assumptions, there exists a constant c4 > 0 such that for all z ∈
Eo ∩ B(z∗, ρ∗), and for all Q ∈ Q∗,
‖ẑ+Q − (zQ +∆NzQ)‖ ≤ c4max{‖∆Nz‖2, ‖z− z∗‖2} . (C.40)
Proof. Let z ∈ Eo ∩ B(z∗, ρ∗) and Q ∈ Q∗. It follows from (C.21), (C.31), Lem-
mas 22, 23, and 24 that
‖ẑ+Q − (zQ +∆NzQ)‖
≤ (1− α)‖∆zQ‖+ ‖∆zcQ‖+ ‖∆zaQ −∆NzQ‖











‖∆zaQ‖2 + c1‖z− z∗‖‖∆NzQ‖ .
(C.41)
Also, by Lemma 22, we have
‖∆zaQ‖ ≤ ‖∆NzQ‖+ ‖∆zaQ −∆NzQ‖
≤ (1 + c1‖z− z∗‖)‖∆NzQ‖
≤ (1 + c1ρ∗)‖∆NzQ‖
(C.42)












Now, we can prove Theorem 4.
Proof of Theorem 4. Let z ∈ Eo∩B(z∗, ρ∗) and Q be the working set selected given
z. Recall that Lemma 18 implies Q ∈ Q∗ when z ∈ Eo ∩ B(z∗, ρ∗), with ρ∗ given
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by Lemma 21. Now, define ρ := ρ∗, t := z, and t∗ := z∗. Then the desired q-
quadratic convergence is a direct consequence of Corollary 3, if the condition (C.14)
is satisfied. Hence, we will then show that there exists some constant c > 0 such
that, for each i ∈ I,
min{|z+i − z∗i |, |z+i − (zi +∆Nzi)|} ≤ c max{‖∆Nz‖2, ‖z− z∗‖2} . (C.43)
By the definition of ẑ+Q in (C.18), Lemma 25 implies that (C.43) holds for the
x+ components of z+. We next show that (C.43) holds for the λ+ components of
z+.
First, for all i ∈ A(x∗), we show that λ+i = λ̂i, thus (C.43) holds for all λ+i
such that i ∈ A(x∗) by Lemma 25. From the fact that λ > 0 and Lemma 21 (ii), it
follows that









Also, from Lemma 21 (iii) and the fact that λ̂Q is a convex combination of λQ and
λ̃Q, we have, for all i ∈ A(x∗),
ǫ∗
2
< min{λi, λ̃i} ≤ λ̂i . (C.45)
Hence, from (C.44), (C.45), and (4.20), we conclude that λ+i = λ̂i for all i ∈ A(x∗).
Next, for i ∈ Q \ A(x∗), we prove the following inequality
‖λ+Q\A(x∗)‖ ≤ d1max{‖∆Nz‖2, ‖z− z∗‖2} , (C.46)
where d1 > 0 is a constant. For i ∈ Q \ A(x∗), we know from (4.20) that, either
λ+i = λ̂i, or λ
+
i = min{λ, ‖∆xa‖2 + ‖[λ̃
a
Q]−‖2}. In the former case, from the fact
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that λ∗Q\A(x∗) = 0 (by Assumption 7), we have
|λ+i | = |λ̂i| = |λ̂i − λ∗i |
≤ |λ̂i − (λi +∆Nλi)|+ |(λi +∆Nλi)− λ∗i |
≤ d2max{‖∆Nz‖2, ‖z− z∗‖2}+ d3‖z− z∗‖2 ,
(C.47)
where the last inequality follows from Lemma 25 and the quadratic rate of the
Newton step given in Proposition 8. In the latter case, since λ > 0, we obtain the
following inequality
|λ+i | ≤ ‖∆xa‖2 + ‖[λ̃
a
Q]−‖2
≤ ‖∆xa‖2 + ‖∆λaQ‖2 = ‖∆zaQ‖2
≤ (1 + c1ρ∗)‖∆NzQ‖,
(C.48)
where the equality is directly from the definition of ∆za, and the last inequality
follows from (C.42). Hence, we have established (C.46), which, together with the fact
that λ∗Q\A(x∗) = 0 (by Assumption 7), implies that (C.43) holds for all i ∈ Q\A(x∗).
Finally, let us consider the case that i ∈ I \ Q. From Assumption 7 we have
λ
∗
I\Q = 0, thus it follows from (4.21) that
|λ+i − λ∗i | = |λ+i | ≤ µ+(Q)/s+i (C.49)
By definition, s+i := si+αp∆si is a convex combination of si and s̃i. Thus, Lemma 21
(iii) gives that s+i ≥ min{si, s̃i} > ǫ∗/2. Then using the definition of µ+(Q) and the
fact that |Q| ≥ 1, (C.49) then becomes












Since z is in B(z∗, ρ∗), λ+A(x∗) and s
+
Q\A(x∗) are bounded by Lemma 21 (ii). Also, by
definition, s∗A(x∗) = 0. Then from (C.50), there exist some constant d4 and d5 such
that
|λ+i − λ∗i | ≤ d4‖s+A(x∗) − s∗A(x∗)‖+ d5‖λ+Q\A(x∗)‖ . (C.51)
Note that the second term in (C.51) is bounded by (C.46), and we are left to prove
that the first term in (C.51) is properly bounded. By definition, the first term in
(C.51) is bounded by
‖s+A(x∗) − s∗A(x∗)‖ ≤ ‖Ax+ − Ax∗‖ ≤ ‖A‖‖ẑ+Q − z∗Q‖ . (C.52)
Let d6 := ‖A‖, (C.52) can be further bounded by
‖s+A(x∗) − s∗A(x∗)‖ ≤ d6‖ẑ+Q − z∗Q‖
≤ d6‖ẑ+Q − (zQ +∆NzQ)‖+ d6‖(zQ +∆NzQ)− z∗Q‖
≤ d7max{‖∆Nz‖2, ‖z− z∗‖2}+ d8‖z− z∗‖2 ,
(C.53)
where the second inequality uses triangle inequality, and the third inequality follows
from Lemma 25 and the quadratic rate of the Newton step given in Proposition 8.
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