This paper proposes a framework for constructing and training a radial basis function (RBF) neural network. For this purpose, a sequential learning algorithm is presented to adapt the structure of the network, in which it is possible to create a new hidden unit and also to detect and remove inactive units. The structure of the Gaussian functions is modi"ed using a pseudoGaussian function (PG) in which two scaling parameters are introduced, which eliminates the symmetry restriction and provides the neurons in the hidden layer with greater #exibility with respect to function approximation. Other important characteristics of the proposed neural system are that the activation of the hidden neurons is normalized which, as described in the bibliography, provides a better performance than nonnormalization and instead of using a single parameter for the output weights, these are functions of the input variables which leads to a signi"cant reduction in the number of hidden units compared to the classical RBF network. Finally, we examine the result of applying the proposed algorithm to time series prediction.
Introduction
RBFs were originally proposed as an interpolation method and their properties as interpolants have been extensively studied. An RBF neural network is usually trained to map a set of observation and y L 31 the associated output value, and 1)n)N. If this mapping is viewed as a function in the input space 1", learning can be seen as a function approximation problem. One way to construct the network system is to use the N vectors to de"ne N radial basis functions, centred on one of these data points; thus there are as many hidden neurons as data points. However, this is prohibitively expensive to implement in computational terms when the number of data points are high. In the context of neural networks, on the other hand, it is commonly assumed that there are signi"-cantly fewer basis functions than data points.
Therefore, the central problem becomes the determination of the number of hidden neurons, their placement and the calculation of all the adjusted parameters within the neural system [3] . Existing learning strategies for RBF neural networks can be classi"ed as follows: (a) RBF networks with a "xed number of radial basis function centres selected randomly from the training data [6] ; (b) RBF networks employing unsupervised procedures for selecting a "xed number of radial basis function centres [12] (e.g., k-means clustering of Kohonen's self-organizing maps [9] ), which o!er computational e$ciency and convergence speed; (c) RBF networks employing supervised procedures for selecting a "xed number of radial basis function centres, using for example, orthogonal least-squares [17] or the Kalman "lter [4] ; (d) methods combining supervised and unsupervised learning techniques [7] ; (e) algorithms that add hidden units to the network based on the`noveltya of the input data [15, 20] .
In this paper, a di!erent approach is proposed to reduce the complexity of the RBF networks. It comprises a sequential learning algorithm, which is able to adapt the structure of the network; thus, it is possible to create new hidden units and also to detect and remove inactive units. A special RBF network architecture is presented; instead of using constant weights in the output layer of the network, regression weights, which are functions of the input variables, are considered. It will be seen in the simulation results that this modi"cation signi"cantly reduces the size of the hidden layer. Based on the analysis made of the principal functions required to design the neural network, which determines the variables that are most in#uential in the response of an RBF [16] , a modi"cation in the de"nition of the nonlinear function within the hidden neurons is introduced.
The remainder of this paper is organized as follows. Section 2 considers the structure of a PG-RBF and de"nes the new type of nonlinear function. Section 3 provides further details of the sequential learning algorithm used and the results obtained are illustrated and compared in Section 4. Section 5 summarizes the conclusions drawn from this study.
Structure of the PG-RBF network
The output of the networks is de"ned as the linear combination of the radial basis function layer, as follows:
where the radial basis functions G are the nonlinear functions, which depend on the parameters c G 31L that represent the centre of the basis function and on G 31L , the dilation or scaling factor. The basis function is expressed as (
, with ## being the norm used. This is the expression of the weighted sum of the radial basis function (F I 0 $ ). The alternative is to calculate the weighted average F I H 0 $ of the radial basis function with the addition of lateral connections between the radial neurons. In normalized RBF neural networks, the output activity is normalized by the total input activity in the hidden layer in the form
The use of the second method has been presented in di!erent studies as an approach which, due to its normalization properties, is very convenient and provides a better performance than the weighted sum method for function approximation problems. In terms of smoothness, the weighted average provides better performance than the weighted sum [6, 16] . However, it presents greater complexity, due to the need for output normalization. Moreover, Nowlan [14] demonstrated the superiority of normalized Gaussian (NGBF) units in supervised classi"cation tasks and Benaim [2] showed that NGBF networks with a single hidden layer are also universal approximators in the space of continuous functions with compact support in the spacȩ N(RN, dz) [1] . Finally, a sequential learning algorithm is presented to adapt the structure of the network, in which it is possible to create new hidden units and also to detect and remove inactive units.
In this paper we propose to use a pseudo-Gaussian function for the nonlinear function within the hidden unit. The output of a hidden neuron is computed as
where ;(xT; a, b)"
The index i runs over the number of neurons (K) while v runs over the dimension of the input space (v3 [1, D] ). The weights connecting the activation of the hidden units with the output of the neural system, instead of being single parameters, are functions of the input variables. Therefore, the w G are given by
where bT G are single parameters.
Sequential learning using the PG-RBF network
Learning in the RBF consists of determining the minimum necessary number of rules and adjusting the mean and variance vectors of individual hidden neurons as well as the weights that connect these neurons with the output layer. While considerable e!orts have been made to develop various neural-network models and learning algorithms, the design of the optimal structure of a network for a given task is still a problem. Designing an optimal structure involves "nding the structure with the smallest size network which produces minimal errors for trained cases as well as for untrained cases. In [15] an algorithm is developed that is suitable for sequential learning, adding hidden units to the network based on the novelty of the input data. The algorithm is based on the idea that the number of hidden units should correspond to the complexity of the underlying function as re#ected in the observed data. Lee et al. [10] developed hierarchically self-organizing learning (HSOL) in order to determine the optimal number of hidden units of their Gaussian function network. For the same purpose, Musavi et al. [13] employed a method in which a large number of hidden nodes are merged whenever possible.
One drawback of the algorithm for growing RBF proposed in the bibliography [13, 15] is that once a hidden neuron is created it can never be removed. The algorithms basically increase the complexity of the neural model in order to achieve a better approximation of the problem, whereas, in some problem domains, a better approximation may result from a simpli"cation (e.g. pruning) of the model. This is very important in order to avoid over"tting.
Therefore, we propose a pruning strategy that can detect and remove hidden neurons, which although active initially, may subsequently end up contributing little to the network output. Then, a more streamlined neural network can be constructed as learning progresses. Because, in general, we do not know the number of hidden nodes, the algorithm starts with only one hidden node and creates additional neurons based on the novelty (innovations) in the observations which arrive sequentially. The decision as to whether a datum should be deemed novel is based on the following conditions:
If both conditions are satis"ed, then the data is considered to have novelty and therefore, a new hidden neuron is added to the network, until a maximum number, MaxNeuron, is reached. The parameters and are thresholds to be selected appropriately for each problem. The "rst condition states that to increment the number of hidden units the error between the network output and the target output must be signi"cant and represents the desired approximation accuracy of the neural network. The second deals with the activation of the nonlinear neurons. In the bibliography, when methods are used to detect the novelty of an input datum, it is generally stipulated that the minimum distance between the datum presented and the centres of the neurons must be greater than a certain threshold value
). This means, in graphic terms, that the datum must be distant from all the centres; however, this condition overlooks the fact that the de"nition of Gaussian functions within the hidden neurons contains not only the centre as a parameter, but also the amplitude . Therefore, it may occur that although a new datum is located far from all the centres of the Gaussian functions, surpassing the threshold , the activation of one of the neurons for this datum may present a considerable value, as this neuron may have high values of (wide Gaussian functions). Thus, it is more meaningful to note the activation of the neurons to determine whether or not a datum may be considered novel. The threshold (e!ective radius) decreases exponentially with the number of learning cycles.
The parameters of the new hidden node are determined initially as follows:
where is an overlap factor that determines the amount of overlap of the data considered as novel and the nearest centre of a neuron. If an observation has no novelty then the existing parameters of the network are adjusted by a gradient descent algorithm to "t that observation. Gradient method is one of the oldest techniques for minimizing a given function de"ned on a multidimensional input space. This method forms the basis for many direct methods used in optimizing problems. Moreover, despite its slow convergence, this method is the most frequently used nonlinear optimization technique due to its simplicity. When all the input vectors have been presented in an iteration, it is necessary to determine whether there exist any neurons that can be removed from the neural system, without unduly a!ecting its performance (pruning operation). For this purpose, three cases will be considered:
(a) Pruning the hidden units that make very little contribution to the overall network output for the whole data set. Pruning removes a hidden unit i when
where is a threshold. (b) Pruning hidden units which have a very small activation region. These units obviously represent an overtrained learning. A neuron i having very low values of T G> # T G\ in the di!erent dimensions of the input space will be removed: (c) Pruning hidden units which have a very similar activation to other neurons in the neural system. To achieve this, we de"ne the vector G 31,, where N is the number of input/output vectors presented, such that
As a guide to determine when two neurons present similar behaviour, this can be expressed in terms of the inner product G ) H . If the inner product is near one, then G and H are both attempting to do nearly the same job (they possess a very similar activation level for the same input values). In this case, they directly compete in the sense that only one of these neurons is selected and therefore, the other one is removed. On the other hand, if G ) H is close to zero, then the two neurons are being activated for di!erent input vectors and thus make a relatively independent contribution to the overall behaviour of the neural system. In this case, it would not make sense for the hidden neurons G , H to compete as they are performing two di!erent functions and both are necessary to construct the neural system.
If any of these conditions are ful"lled for a particular neuron, it is automatically removed. Fig. 1 depicts the di!erent activations of two hidden neurons, in the case of a system with two inputs. Fig. 1a shows the set of data points in the domain of the function to be approximated and two hidden neurons that do not satisfy any of the pruning criteria and thus are both necessary in the neural structure. Figs. 1b and d visualize the three alternatives available to perform the pruning operation. Fig. 1b shows a hidden unit that makes very little contribution to the overall network as the data vectors are very scarce in the domain in which this neuron is de"ned. In Fig. 1c one hidden unit has a very small activation region and therefore is removed. Fig. 1d represents an example in which the inner product of two hidden neurons is high, and therefore one of them is removed because they are attempting to do nearly the same task in the neural system. The "nal algorithm is summarized below:
Step 1: Initially, no hidden neuron exists.
Step 2: Set n"0, K"0, h"1, where n, K and h are the number of patterns presented to the network, the number of hidden neurons and the number of learning cycles, respectively. Set the e!ective radius Set the maximum number of hidden neurons MaxNeuron.
Step 3: For each observation (x L , y L ) compute: (a) The overall network output:
(b) The parameter required for the evaluation of the novelty of the observation; the error e L ""y L !F I H 0 $ " and the maximum degree of activation . If ((e L ' ) and ( ( ) and K(MaxNeuron) allocate a new hidden unit:
Else, apply the parameter learning for all the hidden nodes:
Step 4: If all the training patterns are presented, then increment the number of learning cycles (h"h#1), and check the criteria for pruning hidden units:
Step 5: If the network shows satisfactory performance (NRMSE( *) then stop. Otherwise go to Step 3.
Simulation results
Mathematically, predicting the future of time series involves "nding some nonlinear mapping M I with several parameters such as
where is a lag time and n is an embedding dimension. The equation implies that an estimate x( at the time (t) ahead of P can be obtained from the unknown mapping M I with a proper combination of n points of the time series spaced apart. In this subsection we attempt a short-term prediction by means of the algorithm presented in the above subsection with regard to the Mackey}Glass time series data and the Lorenz attractor time series.
Application to Mackey}Glass time series
The chaotic Mackey}Glass di!erential delay equation is recognized as a benchmark problem that has been used and reported by a number of researchers for comparing the learning and generalization ability of di!erent neural architectures [19] , fuzzy systems and genetic algorithms [18] . The Mackey}Glass chaotic time series is generated from the following delay di!erential equation: When '17, the equation shows chaotic behaviour. Higher values of yield higher dimensional chaos. To make the comparisons with earlier work fair, we chose the parameters of n"4 and "P"6. Two thousand data points were generated with an initial condition x(0)"1.2 and "17 based on the fourth-order Runge}Kutta method. Fig. 2 shows a section of 1000 sample points used in our study. The "rst 500 data pairs of the series were used as training data, while the remaining 500 were used to validate the model identi"ed. Fig. 2a shows the predicted and desired values (dashed and continuous lines, respectively) for both training and checking data (which is indistinguishable from the time series here). As they are practically identical, the di!erence can only be seen on a "ner scale (Fig. 2b) . When the prediction step is increased, the error index also increases, as it becomes more di$cult to predict the time series. Fig. 3 presents a comparison between the real and predicted time series values and Fig. 4 shows the results of correlating 84 prediction steps ahead. Table 1 compares the prediction accuracy of di!erent computational paradigms presented in the bibliography for this benchmark problem (including our proposal), for various fuzzy system structures, neural systems and genetic algorithms. The data are taken from [6, 8, 11] .
Figs. 5 and 6 show the results of predicting the time series of the Mackey}Glass system where the prediction steps change (RMSE and correlation coe$cient), using 12 neurons. As a result of predicting 6 steps ahead of the Mackey}Glass time series, the [3] 0.0114 Our approach (with 12 neurons) 0.00287 root mean square error and the correlation coe$cient are 0.0029 and 0.9999, and for 84 steps ahead these parameters are 0.0263 and 0.9876, respectively. Fig. 7 presents the relation between the error index and the maximum number of neurons the neural system may possess. As expected, the greater the complexity of the neural system, the lower the error index for the training and test data. 
Lorenz attractor
The Lorenz attractor time series was generated by solving the Lorenz equations: 
dx (t) dt
where the parameters are set at the standard values "10, "28 and "8/3. Solutions to this system of three di!erential equations exhibit the sensitive dependence on initial conditions which is characteristic of chaotic dynamics. In realistic situations, knowledge of the true state of a system can be done only in "nite precision.
In such cases, sensitivity to initial conditions rules out long-term prediction. On the other hand, short-term prediction is possible to the extent that the current position can be estimated and that the dynamics can be approximated. A long trajectory of the Lorenz attractor (1000 points) was generated using a di!erential equation solver (Runge}Kutta method) with a step size of 0.05 to create a univariate time series (x (t)). The data was split into 2 parts: 500 points were used for training and the remaining 500 for assessing the generalization capability of the network. Fig. 8 shows a characterization of this time series (its histogram and its phase diagram). Fig. 9 presents the comparison between the real time series and that predicted by the algorithm, using 3 input variables, in order to predict the value of the time series (1 step), using 6 neurons in the hidden layer. The error indices, the root mean square error and the correlation coe$cient, for this simulation were 0.094 and 0.99. It is important to note that other approaches appeared in the bibliography, for example Iokibe et al. [5] obtained an RMSE of 0.244, Jang et al. [6] an RMSE of 0.143, using fuzzy and neuro-fuzzy systems. Figs. 10 and 11 show the results of predicting the Lorenz time series where the prediction step changes (RMSE and correlation coe$cient), using 6 neurons, while Fig. 12 shows the evolution of the RMSE when the number of neurons in the hidden layer changes, using a more complicated prediction step equal to 6.
Conclusions
This article describes a new structure to create an RBF neural network; this new structure has 4 main characteristics: "rstly, the special RBF network architecture uses regression weights to replace the constant weights normally used. These regression weights are assumed to be functions of input variables. In this way the number of hidden units within an RBF neural network is reduced. The second characteristic is the normalization of the activation of the hidden neurons (weighted average) before aggregating the activations, which, as observed by various authors, produces better results than the classical weighted sum architecture. As a result, the output activity becomes an activity-weighted average of the input weights in which the weights from the most active inputs contribute most to the value of the output activity. The third aspect is that a new type of nonlinear function is proposed: the pseudoGaussian function. With this, the neural system gains #exibility, as the neurons possess an activation "eld that does not necessarily have to be symmetric with respect to the centre or to the location of the neuron in the input space. In addition to this new structure, we propose, as the fourth and "nal feature, a sequential learning algorithm, which is able to adapt the structure of the network; with this, it is possible to create new hidden units and also to detect and remove inactive units. We have presented conditions to increase or decrease the number of neurons, based on the novelty of the data and on the overall behaviour of the neural system, respectively. The feasibility of the evolution and learning capability of the resulting algorithm for the neural network is demonstrated by predicting time series.
