We propose two hybrid prediction models for the international crude oil price: sarima-bp hybrid model; and ssvm model. The sarimabp hybrid model combines seasonality analysis and autoregressive integrated moving average with back propagation neural network model. Contents E144 prediction accuracy, and the single sarima model has lowest prediction accuracy. Thus, the ssvm model displays a better performance in oil price prediction. Further, the ssvm model predicts nymex crude oil's closing price will approach 50 dollars per barrel in May 2016.
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of industry". Because of the important political influence of crude oil, it becomes a chase target of each country. Therefore, predicting the future crude oil price accurately not only provides powerful data to government, but also guarantees steady development of national economy and energy security. For crude oil, international general direction is divided into two research directions: quantitative and qualitative. Time series analysis is observing and studying time sequence, then finds its change law and trend, and predicts its future. Quantitative research in time series is very important. When we cannot find crucial factors that leads to data changes from so many factors, time series analysis method is very effective. Qualitative research mainly refers to the structure model: although it can explain the phenomenon of changes better in market supply and demand, its prediction is not very good.
Zhou et al. [18] examined the potential seasonality of China's crude oil import based on x-12 arima, and the result showed seasonality existed. Pai et al. [11] proposed a hybrid methodology that exploited the unique strength of the arima model and the support vector machine (svm) model in stock price forecasting. Kriechbaumer et al. [7] considered the performance of arima models in forecasting metal prices that was demonstrated to increase substantially through a wavelet-based multi-resolution analysis, which was prior to the arima model. Koutroumanidis et al. [6] pointed out that arima and artificial neural networks (ann) hybrid model was used to predict the future selling prices of the wood that was produced by Greek state forest farms and the arima-ann hybrid model performed well. Mohammadi et al. [10] examined the usefulness of several arima-garch model for modelling and forecasting the conditional mean and volatility of weekly crude oil spot prices in eleven international markets. These conclusions illustrate that arima model can be used in time series prediction.
Neural network model can also be used in time series prediction. Chiroma et al. [3] proposed an alternative approach based on a genetic algorithm (ga) and neural network for the prediction of the West Texas Intermediate crude oil price. Laboissiere et al. [8] aimed at proposing a methodology that forecasted the maximum and minimum day stock prices of three Brazilian power distribu-E146 tion companies by using anns method. Haya et al. [1] presented a novel type of recurrent neural network, and the regularized dynamic self-organized neural network inspired by the immune algorithm. Sampathkumar et al. [12] focused on the modelling and forecasting of land price in Chennai Metropolitan Area in the state of Tamilnadu, India used multiple regression and neural network techniques. Maran et al. [9] thought that modelling of ultrasound-assisted intensification of biodiesel production from neem (Azadirachta indica) oil was investigated using four factors and three level central composite rotatable design of response surface methodology. Singhal et al. [13] considered electricity price forecasting in deregulated open power markets using neural networks. Zeng et al. [16] found the prediction of Consumer Price Indexes and the power load of one district of China illustrated that prediction accuracy of nntfgm(1, 1) was higher than tfgm(1, 1) for the fluctuating tf series.
A svm model can be used in time series prediction. Liwei et al. [4] employed independent component analysis to analyze crude oil price which was decomposed into several independent components corresponding to different types of influential factors affecting oil price. Wen et al. [14] used the singular spectrum analysis to decompose the stock price into terms of the trend, the market fluctuation, and the noise with different economic features over different time horizons, and then introduced these features into the svm to make price predictions. Guo et al. [5] used ga to optimize the parameter selection methods of svm in accordance with training data, and improved svm forecasting precision. Zhang et al. [17] proposed a novel hybrid method to forecast crude oil price and found that the newly proposed hybrid method had a strong forecasting capability for crude oil price, due to its excellent performance in adaptation to the random sample selection, data frequency and structural breaks in samples.
Single models always perform poorly. This paper researches international crude oil price by using sarima-bp hybrid model and ssvm model. Two models are better than a single model. The sarima-bp model includes seasonality analysis, arima, and bp neural network, while the ssvm model includes seasonality analysis and the svm method. Section 2 discusses some E147 theoretical aspects of the methodologies and useful modelling steps are discussed. Section 3 shows modelling process and prediction results of crude oil price through those models. Finally, Section 4 presents conclusions and some insights.
Methodology
Seasonality analysis, arima, bp neural network and svm models are summarized in this section as foundation to describe the sarima-bp hybrid model and ssvm model.
Seasonality analysis
In general, monthly data has seasonality. In order to facilitate subsequent modelling, seasonality of experiment data sets can be eliminated by using the seasonal index. Assume an observation sequence is {X t | t = 1, 2, . . .}. Now we define the seasonal index. Suppose an observation sequence of time series with seasonal effect is {X ij | i = 1, 2, . . . , L, j = 1, 2, . . . , s}, here, X ij expresses the ith year (period) and jth month (period) data. Then, the average of months (period) data is
and the average for the whole period is
Thus, the seasonal index is
An new time series {Y t | t = 1, 2, . . .} is obtained after eliminating the seasonality.
arima model
Time series modelling method is primarily based on historical data. For non-stationary time series, arima model is mainly applied. arima(p,d,q) is called autoregressive integrated moving average model, and the model is
q are smoothly reversible coefficient polynomials about the arma(p,q) model where p is the autoregressive order, q is the moving average order, d is the differential order, φ 1 , φ 2 , . . . , φ p are the regression coefficients, θ 1 , θ 2 , . . . , θ q are the moving average coefficients, B is difference operator, and ε t is a white noise sequence.
The modelling process of arima model is divided into three parts. The first part is the original data preprocessing. The actual transaction data generally are non-stationary time series. Thus we need to make the sequence smooth in order to change the non-stationary time series into stationary time series. arima model with d-order difference sequence can be made into stationary time series. The second part is the model recognition and model parameters estimation. In the process of defining order, there are mainly three kinds of methods which use autocorrelation figure, partial autocorrelation figure for a preliminary judgement of the order of the sequence and the sbc minimum E149 order information or aic criterion to determine final order. The aic criterion and the sbc minimum order model expression is
where n is the number of samples. The third part is an adaptive test of the model. After the model identification and parameters estimation, the model is established correctly if the model error passes the test of white noise. When the test is not passed, the model needs to be reset and we determine the order and parameter estimation again.
bp neural network
A neural network is a kind of 'intelligent' information processing method. In numerous neural network structures, based on error back propagation neural network (bp), the neural network is a function of nonlinear differential weights training multi-layer network. The main idea of bp neural network is to use the least square method on the basis of negative gradient descent learning algorithm to modify weights and thresholds.
bp neural network mainly consists of input layer, hidden layer, and output layer. The learning process has two parts: forward part and backward part. Forward propagation refers to the information from input layer through hidden layer and transmitted to output layer. Back propagation refers to an iteration to modify the weights of the neural connections until the error between the output and the desired output values reach the allowable range.
For a basic bp neural network, assuming that the input signal is x i (i = 1, 2, . . . , m), the hidden layer output signal is y j (j = 1, 2, . . . , n), and the output signal is z k (k = 1, 2, . . . , l). The weight of x i and y j is set to ω ij , and the connection threshold value is θ i . The weight of y j and z k is set to ω jk , and connection threshold value to θ j . The desired output of the output E150 node isẑ k . The output neuron model is
Where f(·) refers to the activation sigmoid function
Here, the model's error between the output value and the expected value is
If ∆ is not within specification error, then modify the weights and the thresholds to change the error term until the model's error ∆ meets the specification.
svm model
A support vector machine (svm) is based on linear classification. But you can imagine that not all data could be linear, such as two categories of point in the two-dimensional space may need a curve to differentiate their border. The principle of svm is that points in low dimensional space mapped to a high-dimensional space may make them become linear separably. Using the principle of linear classification to determine classification boundary in high dimensional space, it is a kind of linear classification. In the original data space it is a kind of nonlinear classification. However, when scholars discuss the svm algorithm, it is not discussed how to define the low dimension to the high dimensional space mapping algorithm (implied the algorithm) in its "nuclear function", apart from the optimisation problem ( finding the optimal solution of a target).
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The svm classification plane is (w T · x) + b = 0, where x is a multidimensional vector, w T is a weight vector, and b is the offset. The reciprocal of teh classification interval is 1 2
Calculate α * (the optimal solution), then calculate the optimal solution
This problem is a quadratic programming problem, which includes Lagrange function, duality theory and constraints.
sarima-bp hybrid model and ssvm model
Here, we propose the sarima-bp hybrid model and thessvm model. The sarima model combines seasonality analysis, arima model with a bp neural network. Usually, an observation sequence {X t | t = 1, 2, . . .} is divided into two parts which are linear autocorrelation structure {L t | t = 1, 2, . . .} and nonlinear structure {N t | t = 1, 2, . . .}:
The part L t is modelled with arima, and the other part N t modelled with a bp neural network. The modelling steps of sarima-bp hybrid model are the following.
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1. Get an new time series {Y t | t = 1, 2, . . .} after eliminating the seasonal of {X t | t = 1, 2, . . .} using the seasonal index.
2. Use arima to model {Y t | t = 1, 2, . . .} and its forecasting. Let the predicted result beL t . Then we get the residual series {e t } about
3. The series {e t } contains the nonlinear structure in the original sequence.
We pose e t = f(e t−1 , e t−2 , . . . , e t−n ) + ε, where here ε is a random error term. We construct the bp neural network of the series {e t }, and predict the sequence by a built neural network. The predicted result isê t .
4. Then combine the predicted result of arima with the predicted result of the bp neural network. LetŶ t =L t +ê t . Then we get the final predicted resultX t by multiplying the seasonal index.
The ssvm model combines seasonality analysis with svm. The svm method is based on statistical learning theory, vc dimension theory, and structure risk minimum principle. According to the complexity of model and learning ability, we try to seek a best kernel function on limited samples, then get the best generalisation ability.
Empirical analysis

Experimental data and seasonality analysis
We research nymex crude oil, and the crude oil points to the United States which is the New York Mercantile Exchange crude oil spot contracts. We take the monthly closing price of nymex crude oil as experimental data from January 2002 to April 2016, which is collected in China Eastern Airlines Futures trading software. Here, we take seasonality analysis for oil closing price and eliminate the seasonality of the original sequence by using seasonal index. Table 1 lists the derived seasonal index. 
Implementation of sarima-bp model
The time series is non-stationary, but the difference operation may convert it to stationary. So next we consider the first order difference time series of original crude oil: shown in Figure 2 . From the figure, the price of crude oil differences fluctuates at near zero and have a certain stability. Under a significance level of 0.05, the Chi-squared test value of the delayed six order sequence is 0.5534, which is significantly greater than 0.05, so the sequence passes through a white noise test. Thus the price differences of crude oil is smooth.
According to the autocorrelation function and partial autocorrelation function diagram, the first order difference sequence is a regression model. The concrete model of order number requires an information criterion to determine the minimum. According to the corresponding model of the minimum information E155 criterion, when p = 1 and q = 0 aic and bic are both minimum. Therefore, we determine nymex crude oil price time series in line with an arima(1, 1, 0) model.
Using a arima(1, 1, 0) model to estimate the parameters of this model, the final model expression is
Here, Y t is closing price of crude oil at t moment, ∇Y t is first-order backward difference closing price of crude oil at t moment, and {ε t } is a white noise sequence. Since ∇Y t = Y t − Y t−1 , therefore
After examination, the model passes the adaptability test, so this arima(1, 1, 0) model is adapted.
We apply arima(1,1,0) model to forecast. Let the predicted result beL t . Then we get the residual series e t = Y t −L t . Next we construct a bp neural network for {e t }.
The bp neural network input variables are e t−3 , e t−2 , and e t−1 , whereas the output variable is e t . Network training parameter settings [15] are as follows: the transfer function of input layer to hidden layer is tansig; the transfer function of hidden layer to output layer is purelin; the momentum coefficient is 0.2; the maximum number of learning for 5000; the learning rate is 0.1; the network error between the output and the actual value is made of the mean square error. The initial weights and thresholds between (1, 1) obey that of a uniform distribution random number. We eventually determine the number of hidden layer neurons, after many experiments, to be nine. Therefore, we build the bp neural network structure to be 3 − 9 − 1, and we predict e t through well built bp neural network. 
Implementation of ssvm model
Here we consider the series {Y t }, which eliminate the seasonality of the original oil closing price series {X t }. We use the svm method and compute the results using Matlab software. The results are shown in Figure 3 .
Prediction results comparison
We list the prediction results of those models in Table 2 . We use two kinds of error, one of error is msd the mean square error, the other is mad the average absolute error:
Here, a i = 1 n n i=1 a i . The model error of the results are shown in Table 3 . Table 3 shows that the msd and mad error of ssvm model is lowest in three models, and the error of single sarima model is highest. To a certain extent, it shows that the prediction accuracy of the ssvm model is highest and this model is more suitable than other models in international crude oil research.
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Comparing the single sarima with the sarima-bp hybrid model, we find that the hybrid model improves prediction accuracy effectively. That is to say, the sarima-bp hybrid model is better than the single sarima model. We also find the error of the sarima-bp hybrid model and the ssvm model is almost equal. In general, these two models are superior. At last, we use ssvm model to predict the closing price of nymex oil in the next few months, namely 50 dollars per barrel in May 2016.
Conclusions
We discussed sarima-bp hybrid model and ssvm model in research on the international crude oil price. We chose nymex crude oil closing price as the experimental data from January 2002 to April 2016. The empirical analysis shows that sarima-bp hybrid model and ssvm model both are better than single sarima model and have high prediction accuracy. But among sarimabp hybrid, ssvm and single sarima those three models, the ssvm model is the best model because its prediction error is the lowest.
In addition, we used the ssvm model to predict the closing price of nymex oil in the next few months. The prediction is that the closing price of nymex oil will approach 50 dollars per barrel in May 2016. Such predictions could guide countries and investors.
