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RESUMEN
Existencia de Soluciones De´biles de un Sistema El´ıptico no
Local Semilineal
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04 de Julio de 2018
Asesor
Grado obtenido
: Dr. Eugenio Cabanillas Lapa.
: Magister en Matema´tica Aplicada.
En esta tesis, consideramos un sistema el´ıptico no local semilineal en dominios aco-
tados con una condicio´n de frontera de Dirichlet homoge´nea. Mostramos la existencia
y regularidad de soluciones de´biles positivas utilizando el me´todo de Galerkin, una
variante bien conocida del Teorema del Punto Fijo de Brouwer, el principio de compa-
racio´n y un argumento “Bootstrap ”. Adema´s se presenta un esquema nume´rico.
Palabras claves:
Sistemas el´ıpticos no locales semil´ıneales, soluciones de´biles, me´todo de Galerkin,
me´todos nume´ricos.
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Existence of Weak Solutions for a Semi-linear Non Local Elliptical
System
Willy David Barahona Mart´ınez
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Adviser
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: Dr. Eugenio Cabanillas Lapa.
: Master in Applied Mathematics.
In this thesis, we consider a semi-linear non-local elliptic system in bounded domains
with a homogeneous Dirichlet boundary condition. We show the existence and regu-
larity of positive weak solutions using the Galerkin method, a well-known variant of
Brouwer, Fixed-Point Theorem, the comparison principle and a “Bootstrap ” argu-
ment. In addition, a numerical scheme is presented.
Keywords:
Semilinear nonlocal elliptic systems, weak solutions, the Galerkin method, numeri-
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1 Introduccio´n
Las ecuaciones diferenciales parciales son de vital importancia en el modelaje y la
descripcio´n de feno´menos f´ısicos en la Dina´mica de fluidos, meca´nica de los medios con-
tinuos, teor´ıa de la Relatividad, Qu´ımica, Biolog´ıa, etc. Una parte importante de estas
ecuaciones son del tipo el´ıptico no lineal. La dificultad de obtener estimativas a priori
as´ı como la falta de una estructura variacional proporcionan un obsta´culo natural a
la aplicacio´n de las principales te´cnicas utilizadas para hallar soluciones en problemas
el´ıpticos. Esta dificultad es au´n mayor si la ecuacio´n es ı´ntegro-diferencial, constituyen-
do as´ı un problema el´ıptico no local. Estos problemas en general no tienen estructura
variacional, por lo que las te´cnicas variacionales usuales no son aplicables.
Un gran nu´mero de feno´menos pueden ser modelados por ecuaciones de la forma
ut −∆u = f(x, u,Bu)
donde B es un operador no local que, en las aplicaciones puede escribirse en la forma
Bu =
∫
Ω
b(x)[u(x)]βdx
En particular, al considerar las soluciones estacionarias de los sistemas parabo´licos
asociados (como modelos para ignicio´n de un gas comprensible), debemos estudiar un
sistema el´ıptico no local del tipo ∣∣∣∣∣∣∣
−∆u = f(x, u,B1v)
−∆v = g(x, v, B2u)
(1.1)
Un problema relevante consiste en determinar la existencia de soluciones positivas de´bi-
les de este sistema, as´ı como su regularidad.
Los sistemas el´ıpticos no locales del tipo (1.1) son importantes porque aparecen en
las Ciencias Aplicadas, por ejemplo como modelos para ignicio´n de gas comprensible o
feno´menos f´ısicos donde la temperatura tiene un rol central al desencadenar una reac-
cio´n.
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En efecto, su rango de estudio es desde la F´ısica e Ingenier´ıa a la Dina´mica de Pobla-
ciones. Estos problemas parabo´licos son de especial intere´s en teor´ıa de Reaccio´n −
Difusio´n.
En este trabajo de tesis estudiaremos el sistema el´ıptico no local
(Pλ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−∆u(x) + λ
∫
Ω
vp(y) dy = uα(x) + vβ(x), x ∈ Ω
−∆v(x) + λ
∫
Ω
uq(y) dy = uγ(x) + vδ(x), x ∈ Ω
u(x) > 0, v(x) > 0, x ∈ Ω
u(x) = v(x) = 0, x ∈ ∂Ω; α, β, γ, δ ∈ R+
donde Ω ⊆ Rn, n ≥ 2 es un dominio acotado bien regular; p, q > 0; λ ∈ R−; α, β, γ, δ
son constantes positivas (R+); basado en el paper de Cabada [5], y que corresponde al
proceso estacionario asociado al Sistema de Reaccio´n − Difusio´n.∣∣∣∣∣∣∣∣
ut −∆u(x) + λ
∫
Ω
vp(y) dy = uα(x) + vβ(x), x ∈ Ω
vt −∆v(x) + λ
∫
Ω
uq(y) dy = uγ(x) + vδ(x), x ∈ Ω
Los sistemas de dos ecuaciones que incluyen te´rminos no locales han sido recien-
temente considerados, por lo que una explicacio´n dida´ctica del paper referencial [5]
permitira´ comprender la metodolog´ıa usada por los autores en la resolucio´n de es-
tos problemas, sirviendo como un so´lido peldan˜o de apoyo para el avance matema´tico
actual en la comunidad cient´ıfica de nuestro pa´ıs.
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2 Preliminares
Comencemos introduciendo las nociones topolo´gicas ba´sicas que son indispensable
en el desarrollo de este trabajo.
Definicio´n 1. Dado un conjunto no vac´ıo X una familia τ de subconjuntos de X se
dice una topolog´ıa en X si, y so´lo si, satisface cada uno de los siguientes axiomas:
T1 : El conjunto vac´ıo y X pertenecen a τ .
T2 : La interseccio´n de cualquier par de miembros de τ esta en τ .
T3 : La unio´n arbitraria de miembros de τ esta en τ .
Si τ es una topolog´ıa en X, al par (X, τ) se le conoce como espacio topolo´gico.
Definicio´n 2. Dados dos espacios topolo´gicos (X, τ) y (Y, U) una funcio´n f : X → Y
se dice continua si, y so´lo si, f−1(U) ∈ τ para cada U ∈ U .
Tambie´n es posible definir lo que significa que una funcio´n f : X → Y es continua
en un punto x0 ∈ X, de la siguiente manera:
Definicio´n 3. Sea X, Y espacios topolo´gicos. Una funcio´n f : X → Y es continua en
un punto x0 ∈ X si para cada vecindad V de f(x0) en Y existe una vecindad U de x0
en X talque f(U) ⊆ V .
De estas dos u´ltimas definiciones se concluye de manera inmediata que una funcio´n
f : X → Y es continua si, y so´lo si, f es continua en x para cada x ∈ X.
2.1. Espacios de Banach
Los Espacios de Banach, son objetos de estudio indispensable en el Ana´lisis Fun-
cional y reciben su nombre en honor a Stefan Banach (1892− 1945).
Salvo mencio´n contraria, todos los espacios de este trabajo esta´n definidos sobre el
campo real.
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Definicio´n 4. Un espacio vectorial V se dice normado si, y so´lo si, existe una funcio´n
‖ · ‖ : V → R (denominada norma en V) tal que, para todo u, v ∈ V satisface:
(i) (Positividad) ‖u‖ ≥ 0 y ‖u‖ = 0 si, y so´lo si, u = 0V .
(ii) (Cambio de escalar) ‖αu‖ = |α| ‖u‖ para cualquier escalar α.
(iii) (Desigualdad triangular) ‖u+ v‖ ≤ ‖u‖+ ‖v‖ para todo u, v ∈ V .
Al par (V, ‖‖) se le denomina Espacio vectorial normado.
Obs: Si en (i) no se exige la segunda parte, la funcio´n ‖.‖ se llama seminorma.
Definicio´n 5. La distancia asociada a una norma ‖ · ‖ es d(x,y)=‖x− y‖. Se verifica
que efectivamente d es una me´trica. La topolog´ıa asociada a una norma es la topolog´ıa
de espacio me´trico inducida por la distancia asociada.
Los l´ımites de sucesiones en espacio normados y de funciones entre espacio normados,
se suponen respecto a la topolog´ıa asociada. Por ejemplo, la continuidad de una funcio´n
f entre dos espacio normados X, Y en un punto a ∈ X se expresa como: Para cada
ε > 0 existe un δ > 0 tal que
‖x− a‖ < δ =⇒ ‖f(x)− f(a)‖ < ε.
Si el espacio me´trico X es completo, es decir, toda sucesio´n de Cauchy en X converge(
∀(xν)ν∈N ⊆ X : l´ım
n,m→∞
d(xn, xm) = 0 =⇒ ∃x ∈ X : l´ım
n→∞
xn = x
)
decimos que el espacio vectorial normado X es un Espacio de Banach.
Para continuar recordemos que, si X, Y son espacio vectoriales, ambos sobre el
mismo campo, la funcio´n T : X → Y que satisface T (αx+ βz) = αT (x) + βT (z), para
escalares α, β y x, z ∈ X, es llamado operador lineal.
Si X, Y son espacio normados podemos definir la nocio´n de un operador lineal acotado,
y como veremos la acotabilidad de un operador es equivalente a su continuidad.
Definicio´n 6. Sean X, Y dos espacios normados. Un operador lineal T : X → Y es
acotado si existe una constante M ≥ 0 tal que
‖Tx‖Y ≤M‖x‖X , para todo x ∈ X.
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Si T : X → Y es un operador lineal acotado, definimos la norma del operador T
mediante
‖T‖ := sup
x 6=0
‖Tx‖Y
‖x‖
; ‖T‖ := sup
‖x‖≤1
‖Tx‖; ‖T‖ := sup
‖x‖=1
‖Tx‖.
Teorema 1. Un operador lineal es acotado si, y so´lo si, es continuo.
Demostracio´n. Ver [25]pag.64
El conjunto L(X, Y ) denota el conjunto de todos los operadores lineales que aplican de
X en Y , y B(X, Y ) el conjunto de todos los operadores en L(X, Y ) que son acotados.
E´ste u´ltimo es un espacio de Banach, si Y es un espacio de Banach.
Definicio´n 7 (Inmersio´n). Un espacio normado X se dice que esta´ inmerso en un
espacio normado Y , y se denota X →֒ Y , si:
(i) X es subespacio vectorial de Y, y.
(ii) El operador identidad I definido sobre X es continuo, esto es
∃C > 0 : |x|Y ≤ C|x|X , ∀x ∈ X.
Una clase importante de espacios de Banach que permite generalizar propiedades
algebraicas y geome´tricas del espacio Eucl´ıdeo es el espacio de Hilbert. El nombre
es dado en honor al matema´tico David Hilbert quien lo utilizo´ en sus estudios sobre
ecuaciones integrales en 1912.
Definicio´n 8. Sea X un espacio vectorial sobre K(R o´C). Un producto escalar o
producto interno definido en X es una aplicacio´n 〈·, ·〉 : X ×X → K que verifica:
(i) (Aditiva) 〈u+ v, w〉 = 〈u, w〉+ 〈v, w〉 para todo u, v, w ∈ X.
(ii) (Homoge´nea) 〈αu, v〉 = α〈u, v〉 para todo u, v ∈ X y todo α ∈ K.
(iii) (Hermı´tica) 〈u, v〉 = 〈v, u〉 para todo u, v ∈ X.
(iv) (Definida positiva) 〈u, u〉 ≥ 0 y 〈u, u〉 = 0 si y solo si u = 0.
Toda aplicacio´n que verifica (i), (ii) y (iii) se llama forma sesquilineal hermı´tica.
En este caso X es llamado espacio con producto interno o Pre-Hilbert.
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Note que todo espacio Pre-Hilbert es normado, con la norma
‖x‖ :=
√
〈x, x〉
y por tanto es tambie´n me´trico, con la distancia
d(x, y) = ‖x− y‖ =
√
〈x− y, x− y〉
Desigualdad de Cauchy-Schwarz. Sea V un espacio vectorial con producto in-
terno. Para cualquier u, v ∈ V , se cumple
|〈u, v〉| ≤ ‖u‖ ‖v‖.
Ver[25]pag.12
De donde es natural, estudiar el caso en que dicho espacio es completo.
Definicio´n 9. Un espacio de Hilbert es un espacio pre-Hilbert completo con respecto
a la me´trica asociada. Por tanto, todo espacio de Hilbert es un espacio de Banach con
la norma inducida por el producto interior.
La nocio´n de convergencia de sucesiones de nu´meros reales nos da la idea de la
generalizacio´n de la convergencia de sucesiones en un espacio lineal normado.
Definicio´n 10. Una sucesio´n (fn)n∈N en un espacio normado es convergente a un
elemento f del espacio s´ı, dado ε > 0, existe N ∈ N tal que para todo n > N tenemos
‖f − fn‖ < ε. Si fn converge a f escribimos f = l´ım fn o fn → f .
Definicio´n 11. Un espacio normado es llamado completo si toda sucesio´n de Cauchy
en el espacio es convergente; es decir, si para toda sucesio´n de Cauchy (fn)n∈N en el
espacio normado, existe f en el espacio tal que, fn → f .
Definicio´n 12. Una serie (fn)n∈N en un espacio normado, es llamada convergente a
la suma s, si s esta´ en el espacio y la sucesio´n de sumas parciales de la serie converge,
esto es, ∥∥∥∥∥s−
n∑
i=1
fi
∥∥∥∥∥→ 0.
En este caso se escribe s =
∞∑
i=1
fi. La serie (fn)n∈N es llamada absolutamente conver-
gente si
∞∑
i=1
‖fi‖ <∞, n→ +∞
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Proposicio´n 1. Un espacio normado lineal X es completo si, y solo si, cada serie
absolutamente convergente, es convergente en X.
Demostracio´n. Ver [24]pag.30
Definicio´n 13. Sea X un espacio vectorial sobre R; llamamos espacio dual al-
gebra´ico de X, que denotamos por, X∗, al R espacio vectorial
X∗ = {x∗ : X → R/ x∗ es lineal y continuo}.
En este espacio disponemos de una norma que se puede expresar de varias formas,
como son
‖x∗‖ = mı´n{K > 0 : |x∗(x)| ≤ K ‖x‖ para todo x ∈ X}
= sup{|x∗(x)| : x ∈ X, ‖x‖ ≤ 1}
para x∗ ∈ X∗.
La completitud de R nos asegura que X∗ es un espacio completo. El espacio de Banach
X∗ recibe el nombre de Espacio dual topolo´gico del espacio normado X, para
diferenciarlo del dual algebra´ico.
Teorema 2 (Teorema de representacio´n de Riesz). Sea X un espacio de Hilbert
y un funcional lineal x∗ ∈ X∗ entonces existe un u´nico y ∈ X tal que x∗(x) = 〈x, y〉,
para todo x ∈ X y en este caso ‖x∗‖X∗ = ‖y‖X .
Demostracio´n. Ver [15] pag.81
Topolog´ıas de´bil y de´bil-*
En espacios infinitos dimensionales los conjuntos compactos y sucesiones conver-
gentes son pocos. Como los conjuntos compactos son sumamente importantes en el
Ana´lisis Funcional y sus aplicaciones, no es conveniente en estos espacios, la topolog´ıa
inducida por la norma. Por lo que debemos considerar otro tipo de topolog´ıas (topo-
log´ıas de´biles) de modo que podamos conseguir ma´s conjuntos compactos y sucesiones
convergentes.
Introducimos ahora la topolog´ıa de´bil en un conjunto dado X, para lo cual necesitamos
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ver primero algunas nociones generales de la topolog´ıa.
Una forma bastante usual es describir las funciones continuas despue´s que tenemos
una topolog´ıa en X, pero el procedimiento inverso es quizas ma´s u´til. En otras palabras
dada una coleccio´n de funciones F de un conjunto X a un espacio topolo´gico Y ,
¿Podemos construir una topolog´ıa en X, bajo la cual cada elemento de F sea con-
tinuo?
Si a X se le dota de la topolog´ıa discreta entonces cada funcio´n de X a Y es con-
tinua, mientras que si a X se le dota de la topolog´ıa trivial o indiscreta entonces solo
las funciones constantes son continuas.
En general, requerimos de una situacio´n intermedia. De hecho, queremos saber si
existe topolog´ıa ”ma´s pequen˜a ” ( o´ ma´s de´bil) que haga que cada elemento de F sea
continuo; la respuesta es s´ı, y esta´ basada en el siguiente
Lema 1 (De sub-bases). Sea X un conjunto dado y S una coleccio´n de subconjuntos
de X. Entonces, existe “la ma´s pequen˜a ”topolog´ıa τ en X, que contiene a S. Ma´s au´n,
S ′ = {∅;X} ∪ S
forma una sub-base para τ . En otras palabras los conjuntos de la forma S1∩S2∩ ...∩Sl,
donde Si ∈ S
′ para i = 1, 2, ..., l son una base para τ .
Consideramos un conjunto de funciones F , de X en un espacio topolo´gico Y , to-
memos “la ma´s pequen˜a ”topolog´ıa τ conteniendo los conjuntos
S = {f−1(U) : f ∈ F , U es abierto en Y }
(esta topolog´ıa τ existe por el Lema).
Debido a que cada elemento de S sera´ un abierto en la nueva topolog´ıa τ , cada ele-
mento de F sera´ cont´ınuo.
La topolog´ıa τ se llama la topolog´ıa de´bil (inducida por F )en X.
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Observacio´n:Para la construccio´n de topolog´ıas de´biles, no es necesario tener un es-
pacio(de rango) fijo Y . Podemos darnos una coleccio´n (fα)α∈I , con fα : X −→ Yα (Yα:
espacio topolo´gico), y considerar la topolog´ıa generada por
S = {f−1α (Uα) : Uα es abierto en Yα, para α ∈ I}
Teorema 3. Sea X un espacio de Banach, (uν)ν≥1 ⊆ X, u ∈ X. La sucesio´n (uν)ν≥1
converge a u segu´n la topolog´ıa de´bil τ si y so´lo si
f(uν)→ f(u), ∀f ∈ X
′
En este caso denotamos uν ⇀ u, y decimos que (uν) converge de´bil a u (en X).
Demostracio´n. Ver [25]pag.266.
Corolario 1. Sea H un espacio de Hilbert. Entonces
uν ⇀ u en H ⇔ 〈uν , v〉H → 〈u, v〉H , ∀v ∈ H.
Demostracio´n. Ver [15]pag. 40
Teorema 4 (Teorema de Hanh Banach, 1927). Sea Y un subespacio de un espacio
normado X. Si y∗ ∈ Y ∗ entonces existe x∗ ∈ X∗ tal que
‖x∗‖X∗ = ‖y
∗‖Y ∗ y x
∗(y) = y∗(y) ∀y ∈ Y
Esto significa que, todo funcional continuo en un subespacio de X admite una
extensio´n lineal y continua a todo X.
Demostracio´n. Ver [25]pag.43
Espacios Reflexivos
Si X es un espacio normado, el espacio bidual, tambie´n llamado segundo dual de
X, es el espacio de Banach X∗∗ := (X∗)∗ = L(X∗,K), con norma
‖x∗∗‖ := sup{|x∗∗(x∗)| : x∗ ∈ BX∗}
= mı´n{K > 0 : |x∗∗(x∗)| ≤ K ‖x∗‖ para todo x∗ ∈ X∗}.
10
Definicio´n 14. Sea X un espacio normado y consideremos el operador lineal
J : X −→ X∗∗
x 7−→ J(x)
definida por
J(x)(x∗) := x∗(x), para todo x∗ ∈ X∗.
A J se le llama inyeccio´n cano´nica del espacio X en su bidual por lo que J identifica
a X con un subespacio de X∗∗, simbo´licamente J(X) ≡ X.
Definicio´n 15. Se dice que, un espacio de Banach es reflexivo, cuando la inyeccio´n
cano´nica de X en X∗∗ es sobreyectiva, es decir, cuando J(X) = X∗∗.
En este caso J es un isomorfismo isome´trico de X sobre X∗∗, podemos escribir
X ≡ X∗∗.
Medida de Lebesgue en Rn y funciones medibles
Definicio´n 16.
(a) Una coleccio´nM de subconjuntos de un conjunto X se dice que es una σ−a´lgebra
en X si M tiene las siguientes propiedades:
(i) X ∈M.
(ii) Si A ∈M entonces AC ∈M.
(iii) Si A =
∞⋃
n=1
An y si An ∈M, n = 1, 2, .. entonces A ∈M.
(b) Si M es un σ−a´lgebra en X, entonces se dice que X es un espacio medible y a
los elementos de M se les llama conjuntos medibles en X.
(c) Se llama medida positiva a una funcio´n, definida en un σ−a´lgebra M con
valores en [0,+∞] y que es numerablemente aditiva, esto significa que si
{An}n∈N es una coleccio´n numerable disjunta de elementos de M, entonces
µ
(
∞⋃
n=1
An
)
=
∞∑
n=1
µ(An).
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(d) Se llama espacio de medida a un espacio medible en el que, se tiene definida
una medida positiva sobre la σ−a´lgebra de sus conjuntos medibles.
La contribucio´n de Henri Lebesgue (1875-1941) ma´s importante a la matema´tica fue
la teor´ıa de integracio´n desarrollada por Lebesgue donde extendio´ la teor´ıa de Riemann
a una clase ma´s amplia de funciones.
Definicio´n 17. Sea Ω ⊆ Rn. Se define la medida exterior de Lebesgue de Ω como
m∗(Ω) = ı´nf
{
∞∑
n=1
V ol(Qn), Ω ⊆
∞⋃
n=1
Qn, Qn recta´ngulos cerrados
}
donde el ı´nfimo se toma sobre todas las familias numerables de recta´ngulos que cubren
a Ω.
La medida exterior m∗ es la funcio´n de conjuntos, definida en P(Rn) (conjunto de
partes de Rn), la familia de todos los subconjuntos de Rn, y con valores en [0,+∞].
El siguiente teorema recoge las propiedades ma´s importantes de la medida exterior
de Lebesgue:
Teorema 5 (Propiedades de la medida exterior). (i) m∗(∅) = 0.
(ii) (Monoton´ıa) Si A ⊆ B, m∗(A) ≤ m∗(B).
(iii) (Subaditividad) Sea {Ωn}n∈N una familia numerable de conjuntos; entonces
m∗
(
∞⋃
n=1
Ωn
)
≤
∞∑
n=1
m∗(Ωn).
(iv) (Regularidad)
m∗(Ω) = ı´nf {m∗(G) : G abierto, Ω ⊆ G} .
(v) (Invariante por traslaciones) Para todo conjunto Ω y todo x ∈ Rn,
m∗(x+ Ω) = m∗(Ω).
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Sin embargo la medida exterior falla, en una propiedad fundamental respecto al volu-
men: no es cierto en general que si A y B son conjuntos disjuntos, se tengam∗(A∪B) =
m∗(A) +m∗(B).
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Definicio´n 18. Un conjunto Ω se dice Lebesgue medible, que en lo que sigue llama-
remos simplemente medible, si verifica la siguiente propiedad: Para todo E se verifica
la igualdad
m∗(E) = m∗(E ∩ Ω) +m∗(E − Ω).
Denotaremos por M a la familia de todos los conjuntos de Rn que son medibles. Se
llama medida de Lebesgue en Rn a la restriccio´n de la medida exterior m∗ a M, esto
es,
m : M −→ [0,+∞]
A 7−→ m(A) = m∗(A).
Teorema 6. En cada enunciado suponga que A,B ∈M, entonces
1) AC ∈M.
2) A ∩ B ∈M; y por tanto A− B ∈M.
3) A ∪ B ∈M, y si adema´s A ∩ B ∈M tiene medida finita,
m(A ∪ B) = m(A) +m(B)−m(A ∩ B).
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Definicio´n 19. Sean Ω ⊆ Rn, Ω ∈ M y f : Ω → R. Se dice que f es Lebesgue
medible o simplemente medible si, para todo abierto G de R, la imagen inversa
f−1(G) := {x ∈ Ω : f(x) ∈ G}, es un conjunto medible en Rn.
Observacio´n.
1) En primer lugar, Ω = f−1(R) debe ser medible. So´lo tiene sentido hablar de
funciones medibles si esta´n definidas en conjuntos medibles.
2) Son equivalentes:
(a) f es medible.
(b) Para todo conjunto C ⊆ R cerrado, f−1(C) ∈M.
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(c) Un conjunto A⊆ Rn es medible si, y so´lo si, la funcio´n caracter´ıstica
χA : R
n −→ R definida por χA(x) :=
 1, x ∈ A0, x /∈ A
es medible.
Teorema 7. Sean Ω ⊆ Rn, Ω ∈M y f : Ω→ R una funcio´n medible, y g : f(Ω)→ R
continua en f(Ω). Entonces g ◦ f es medible.
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Teorema 8. Sean Ω ⊆ Rn, Ω ∈M y f : Ω→ R. Son equivalentes:
1) f es medible.
2) Para todo a ∈ R, el conjunto {x ∈ Ω : f(x) < a} es medible.
3) Para todo a ∈ R, el conjunto {x ∈ Ω : f(x) ≤ a} es medible.
4) Para todo a ∈ R, el conjunto {x ∈ Ω : f(x) > a} es medible.
5) Para todo a ∈ R, el conjunto {x ∈ Ω : f(x) ≥ a} es medible.
Demostracio´n. Ver [19]pag.62.
Corolario. Sean Ω ⊆ Rn, Ω ∈ M y fn : Ω → R funciones medibles. Entonces, si
existen las funciones
g(x) := sup
n
fn(x) j(x) := l´ım inf
n
fn(x) k(x) := l´ım sup
n
fn(x)
f(x) := ı´nf
n
fn(x) l(x) := l´ım
n
fn(x)
son medibles
Proposicio´n 2. Sea Ω ⊆ Rn, Ω ∈ M y sean f, g : Ω → R funciones medibles.
Entonces:
Para cada α ∈ R se tiene que αf es medible.
f + g y f − g son medibles.
f · g es medible.
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Si g(x) 6= 0 para todo x ∈ Ω,
f
g
es medible.
|f | es medible.
Si f es medible y g = f en casi todas partes entonces g tambie´n es medible, esto
es, si existe un conjunto E ⊆ Ω con m(E) = 0 y f(x) = g(x) para todo x ∈ Ω−E,
entonces f es medible si, y so´lo si, g es medible.
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Recordemos que el soporte de una funcio´n f : X → R, denotado por Sop(f), es la
clausura del conjunto {x ∈ X : f(x) 6= 0}. As´ı, el soporte de f es el complemento del
conjunto abierto ma´s grande donde f se anula.
Denotaremos por C0(X) al espacio vectorial sobre K de todas las funciones f : X → K
que tiene soporte compacto. Sea Ω un dominio en Rn. Denotaremos por C0(Ω) = C(Ω)
al conjunto de todas las funciones continuas sobre Ω. Y si k es un entero no negativo,
hacemos
Ck(Ω) := {u/ u : Ω→ R, Dαu ∈ C0(Ω), 0 ≤ |α| ≤ k}
Ck0 (Ω) := C
k(Ω) ∩ {u/ sop(u) es compacto sop(u) ⊆ Ω}
C∞(Ω) :=
∞⋂
m=0
Cm(Ω).
Sobre C(Ω) se define la norma de convergencia uniforme, como
‖f‖∞ := sup
x∈Ω
|f(x)|,
con la cual es un espacio de Banach.
Proposicio´n 3. Sea (fn)n∈N una sucesio´n creciente en C0(Ω), que converge puntual-
mente a una funcio´n f ∈ C0(Ω). Entonces (fn)n∈N converge uniformemente a f.
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Teorema 9 (Teorema de Lusin). Si f es una funcio´n medible, f(x) = 0 para x /∈ A
donde m(A) <∞ y ε > 0, entonces existe una funcio´n g ∈ C0(R
n) tal que
sup
x∈Rn
g(x) ≤ sup
x∈Rn
f(x) y m ({x ∈ Rn : f(x) 6= g(x)}) < ε.
15
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Definicio´n 20. Sea Ω ⊆ Rn, Ω ∈ M; se llama funcio´n simple en Ω a una funcio´n
medible s : Ω→ R que so´lo toma un nu´mero finito de valores, es decir, tal que s(Ω) =
{a1, a2, ..., ak}. En este caso s puede expresarse de la forma
s(x) =
k∑
i=1
ai χAi(x)
donde Ai = s
−1({ai}) = {x ∈ Ω : s(x) = ai} y χAi es la funcio´n caracter´ıstica del
conjunto Ai.
Para construir la integral, que es nuestro objetivo, necesitamos el siguiente resultado
fundamental, que nos permite aproximar funciones medibles.
Teorema 10. Sean Ω ⊆ Rn, Ω ∈ M y f : Ω → R una funcio´n medible no negativa.
Existe una sucesio´n de funciones simples de Ω en R tales que
1) 0 ≤ sn(x) ≤ sn+1(x) para todo x ∈ Ω y todo n ∈ N.
2) l´ım
n
sn(x) = f(x) para todo x ∈ Ω.
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Podemos ahora definir la integral de Lebesgue de funciones medibles.
La Integral de Lebesgue
En la teor´ıa de los espacios funcionales hay problemas con la integral de Riemann,
problemas que no permiten llegar a ciertos teoremas indispensables. Los problemas
aparecen cuando tratamos de hacer interactuar a la integral de Riemann con otras
operaciones, especiales como operaciones de l´ımites (por ejemplo, el l´ımite de una
sucesio´n de funciones integrables puede no ser integrable). Es cuando surge la necesidad
de ampliar nuestro concepto de integral. Los problemas de la integral de Riemann
pueden solucionarse mediante la generalizacio´n conocida como la integral de Lebesgue.
Definicio´n 21. Sean Ω ⊆ Rn, Ω ∈ M y s : Ω → R una funcio´n simple no negativa,
s =
k∑
i=1
ai χAi, Ai ∩ Aj = ∅, si i 6= j y
k⋃
i=1
Ai = Ω.
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Se define la integral de s en Ω por∫
Ω
s :=
k∑
i=1
aim(Ai)
con el convenio de que 0 · ∞ = 0.
En este cap´ıtulo no haremos un estudio detallado de la integral de Lebesgue , pero
mencionaremos algunos resultados importantes:
1) La integral es no negativa, y puede ser infinita:
0 ≤
∫
Ω
s ≤ ∞.
2) Geome´tricamente en R3, la integral de s es la suma de los volu´menes de los
prismas de base Ai y altura ai.
Proposicio´n 4. Sean Ω ⊆ Rn, Ω ∈M y s1, s2 : Ω→ R funciones simples no negativas.
Entonces
1)
∫
Ω
(s1 + s2) =
∫
Ω
s1 +
∫
Ω
s2.
2) Para todo α ∈ R,
∫
Ω
αs1 = α
∫
Ω
s1.
3) Si existe E ⊆ Ω con m(E) = 0, tal que s1(x) ≤ s2(x) para todo x ∈ Ω − E,
entonces ∫
Ω
s1 ≤
∫
Ω
s2.
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Finalizamos esta seccio´n definiendo la integral de Lebesgue para funciones no negativas.
Definicio´n 22. Sean Ω ⊆ Rn, Ω ∈M y f : Ω→ R una funcio´n medible, con f(x) ≥ 0
para todo x ∈ Ω. Se define la integral de f en Ω por∫
Ω
f := sup
{∫
Ω
s : s funcio´n simple, 0 ≤ s ≤ f
}
Definicio´n 23. Definimos la parte positiva f+ y la parte negativa f− de una funcio´n
f por
f+(x) := ma´x{0, f(x)}, f−(x) := ma´x{0,−f(x)}.
As´ı, f = f+ − f−, donde f+ y f− son funciones no negativas.
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Podemos ahora definir la integral de Lebesgue para una funcio´n f arbitraria.
Definicio´n 24. Sean Ω ⊆ Rn, Ω ∈M y f : Ω→ R una funcio´n medible. Se define la
integral de f en Ω por ∫
Ω
f :=
∫
Ω
f+ −
∫
Ω
f−.
Una funcio´n u definida en casi todas partes (ctp) en Ω es llamada localmente inte-
grable en Ω siempre que u ∈ L1(U) para cada abierto U ⋐ Ω, en este caso denotaremos
u ∈ L1loc(Ω).
Observacio´n. Si las integrales de f+ y f− son ambas∞ no tiene sentido la expresio´n
∞−∞. Decimos en este caso que la funcio´n f no es integrable.
Definicio´n 25 (Integral en un subconjunto). Sea H ⊆ Ω ⊆ Rn un conjunto
medible, se define la integral de f en H por∫
H
f(x) dx :=
∫
Ω
f χH .
Teorema 11 (Propiedades ba´sicas de la integral). Sean f, g : Ω ⊆ Rn → R
funciones medibles. Entonces
(a) (Linealidad) Sea c ∈ R,∫
Ω
c (f + g) (x) dx = c
∫
Ω
f(x) dx+ c
∫
Ω
g(x) dx.
(b) (Monoton´ıa) Sea f(x) ≤ g(x) para todo x ∈ Ω,∫
Ω
f(x) dx ≤
∫
Ω
g(x) dx.
(c) (Monoton´ıa) Si E,F son conjuntos medibles y E ⊆ F , entonces∫
E
f(x) dx ≤
∫
F
f(x) dx.
(d) |f | es integrable y ∣∣∣∣∫
Ω
f(x) dx
∣∣∣∣ ≤ ∫
Ω
|f |(x) dx.
(e) Si
∫
Ω
|f |(x) dx = 0, entonces f = 0 en casi todas partes.
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Hay una diferencia fundamental de enfoque que existen entre la integral de Riemann
y la de Lebesgue. La de Lebesgue utiliza una aproximacio´n por funciones constantes
en conjuntos medibles susceptibles de causar dificultades; a diferencia de las integrales
superiores e inferiores, que utilizan simplemente intervalos.
Teorema 12. Sea (fn)n∈N una sucesio´n creciente de funciones medibles no negativas
(ampliadas), con lo que f(x) = l´ım
n→∞
fn(x) es medibles y∫
E
f(x) dx = l´ım
n→∞
∫
E
fn(x) dx (2.1)
para cualquier conjunto medible E ⊆ Ω.
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El teorema de convergencia mono´tona suele denominarse lema de Fatou.
Teorema 13 (Convergencia Mono´tona-Lema de Fatou). Si (fn)n∈N es una su-
cesio´n de funciones integrables no negativas, entonces∫
Ω
l´ım inf
n→∞
fn dx ≤ l´ım inf
n→∞
∫
Ω
fn dx.
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Teorema 14 (Convergencia Dominada de Lebesgue). Sea (fn)n∈N es una suce-
sio´n de funciones integrables. Supongamos que:
i) fn(x)→ f(x) c.t.p. en Ω.
ii) Existe una funcio´n g ∈ L1(Ω) tal que, para todo n; |f(x)| ≤ g(x) c.t.p. en Ω
entonces,
l´ım
n→∞
∫
Ω
fn(x) dx =
∫
Ω
f(x) dx.
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Teorema 15. Sea f : Rm+k → [0,+∞] medible. Entonces:
(i) La funcio´n de la variable y ∈ Rk, f(x, ·) : y 7−→ f(x, y), es medible para casi todo
x ∈ Rm.
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(ii) La funcio´n g, definida para casi todo x por g(x) =
∫
f(x, y) dy es medible.
(iii)
∫
g dx =
∫
f , es decir la integral de f coincide con sus integrales iteradas.
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Observacio´n: La demostracio´n de este teorema generalmente se reduce al caso en
que f = χE, la funcio´n caracter´ıstica de un conjunto medible E y se hace uso de los
siguientes hechos:
(a) Si una funcio´n f ≥ 0 satisface el teorema de Tonelli, entonces tambie´n lo satisface
la funcio´n cf ≥ 0, cualquiera que sea la constante c ≥ 0.
(b) Si (fk)k∈N es una sucesio´n de funciones no negativas que satisfacen el teorema de
Tonelli, entonces tambie´n lo satisface la funcio´n
∑
fk.
Teorema 16 (Teorema de Fubini). Sea f : Rm+k → [0,+∞] integrable. Entonces:
(i) La funcio´n de la variable y ∈ Rk, f(x, ·) : y 7−→ f(x, y), es integrable para casi
todo x ∈ Rm.
(ii) La funcio´n g, definida para casi todo x por g(x) =
∫
f(x, y) dy es integrable.
(iii)
∫
g dx =
∫
f .
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2.2. Espacios Lp(Ω)
Dado un nu´mero real p > 1 definimos su conjugado p∗ mediante la igualdad
1
p
+
1
p∗
= 1
y observamos que tambie´n 1 < p∗ < ∞, as´ı la relacio´n entre p y p∗ es sime´trica:
(p∗)∗ = p. Pues bien, para cualquier a, b ∈ R+ es conocida la desigualdad de Young
ab ≤
ap
p
+
bp
∗
p∗
.
Su demostracio´n es consecuencia de la convexidad de la funcio´n exponencial. Esta
desigualdad sin gran dificultad se deduce la desigualdad de Ho¨lder para integrales.
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Otra desigualdad que tambie´n es de gran utilidad cuando trabajamos con los espacio
Lp(Ω) es
(a+ b)p ≤ 2p−1(ap + bp) (2.2)
que se cumple para 1 ≤ p <∞ y a, b ≥ 0. Ahora bien, recordando las cla´sicas desigual-
dades de Ho¨lder y Minkowski,
Definicio´n 26. Si x1, x2, ..., xn, y1, y2, ..., yn son nu´meros reales arbitrarios y p, p
∗ son
nu´meros reales mayores o iguales a 1, conjugados, la siguiente desigualdad es conocida
como la desigualdad de Ho¨lder
n∑
i=1
|xi yi| ≤
(
n∑
i=1
|xi|
p
)1/p( n∑
i=1
|yi|
p∗
)1/p∗
(2.3)
Desigualdad de Ho¨lder. Sean f ∈ Lp(Ω) y g ∈ Lq(Ω) con
1
p
+
1
q
= 1; p∗ = q y
p > 1 entonces
(i) f · g ∈ L1(Ω).
(ii)
∫
Ω
|f · g| ≤ ‖f‖Lp(Ω) ‖g‖Lq(Ω).
Mientras que la desigualdad de Minkowski esta´ dada por
n∑
i=1
|xi + yi| ≤
(
n∑
i=1
|xi|
p
)1/p
+
(
n∑
i=1
|yi|
p
)1/p
(2.4)
Definicio´n 27 (El espacio Lp(Ω)). Sea Ω un subconjunto abierto en Rn no vac´ıo y
1 ≤ p < ∞. Denotamos por Lp(Ω) a la clase de funciones medibles u definidas en Ω
para la cual ∫
Ω
|u(x)|p dx <∞. (2.5)
Los elementos de Lp(Ω) son clases de equivalencia de funciones medibles satisfa-
ciendo (2.5). Dos funciones son equivalentes si ellas son iguales en casi todas partes de
Ω. A partir de la desigualdad de Young obtenemos la desigualdad de Ho¨lder.
Teorema 17 (Desigualdad de Ho¨lder para integrales). Sea 1 < p < ∞ y p∗ el
exponente conjugado de p. Si u ∈ Lp(Ω) y v ∈ Lp
∗
(Ω) entonces uv ∈ L1(Ω) y∫
Ω
|u(x) v(x)| dx ≤
(∫
Ω
|u(x)|p dx
)1/p(∫
Ω
|v(x)|p
∗
dx
)1/p∗
.
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Adema´s a partir de esta desigualdad de Ho¨lder; obtenemos la desigualdad de Minkows-
ki: ∫
Ω
|u(x) + v(x)| dx ≤
(∫
Ω
|u(x)|p dx
)1/p
+
(∫
Ω
|v(x)|p dx
)1/p
.
Si u satisface (2.5) y
∫
Ω
|u(x)|p dx = 0 en Lp(Ω) entonces u(x) = 0 en casi todas partes
de Ω.
Haciendo uso del teorema 11 puede verificarse que, para cualquier nu´mero real c, cu ∈
Lp(Ω) si u ∈ Lp(Ω). As´ı, si definimos las operaciones suma y producto por un escalar
en Lp(Ω) por
(cf)(x) := cf(x), y (f + g)(x) := f(x) + g(x)
es conveniente verificar que Lp(Ω) es un espacio vectorial.
Para verificar que la suma de dos funciones en Lp(Ω), hacemos uso de la desigualdad
(2.2) con la cual tendremos que si u, v ∈ Lp(Ω)
|u(x) + v(x)|p ≤ (|u(x)|+ |v(x)|)p ≤ 2p−1(|u(x)|p + |v(x)|p). (2.6)
As´ı de esta u´ltima desigualdad, conjuntamente con el teorema 11 se concluye que
u+ v ∈ Lp(Ω). De hecho Lp(Ω) es un espacio normado.
[La norma en Lp(Ω)]. El funcional ‖ · ‖p definido por:
‖u‖p :=
(∫
Ω
|u(x)|p dx
)1/p
, 1 ≤ p <∞
es una norma en Lp(Ω). En efecto, note que |u(x)| ≥ 0 para todo x ∈ Ω, as´ı como
consecuencia del teorema 11 se sigue que
‖u‖p = 0 ⇐⇒
(∫
Ω
|u(x)|p dx
)1/p
= 0
⇐⇒ |u(x)|p = 0, para casi todo x ∈ Ω
⇐⇒ |u(x)| = 0, para casi todo x ∈ Ω
⇐⇒ u(x) = 0, para casi todo x ∈ Ω.
Adema´s para cualquier c se tiene
‖cu‖p =
(∫
Ω
|cu(x)|p dx
)1/p
= |c|
(∫
Ω
|u(x)|p dx
)1/p
,
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es decir, ‖cu‖p = |c|‖u‖p.
Finalmente, en el siguiente teorema se garantiza el cumplimiento de la desigualdad
triangular, con lo que se completa la verificacio´n de que el funcional definido es una
norma sobre Lp(Ω).
Teorema 18 (Desigualdad de Minkowski para integrales). Si 1 ≤ p <∞, u, v ∈
Lp(Ω), entonces
u+ v ∈ Lp(Ω),
‖u+ v‖p ≤ ‖u‖p + ‖v‖p
Demostracio´n: Sean u, v ∈ Lp(Ω), con 1 ≤ p < ∞. La medibilidad de u + v
es obvia.
La desigualdad es cierta para p = 1
‖u+ v‖1 =
(∫
Ω
|u(x) + v(x)|1 dx
)1/1
=
∫
Ω
|u(x) + v(x)| dx
≤
∫
Ω
(|u(x)|+ |v(x)|) dx
=
∫
Ω
|u(x)| dx+
∫
Ω
|v(x)| dx
= ‖u‖1 + ‖v‖1
Sea 1 < p <∞, 1 < p′ <∞ con
1
p
+
1
p′
= 1.
Consideremos la funcio´n w ∈ Lp(Ω) tal que w ≥ 0 y ‖w‖p′ ≤ 1. Por la desigualdad de
Ho¨lder tenemos:∫
Ω
|u(x) + v(x)|w(x) dx ≤
∫
Ω
(|u(x)|+ |v(x)|) w(x) dx
=
∫
Ω
|u(x)|w(x) dx+
∫
Ω
|v(x)|w(x) dx
≤ ‖u‖p ‖w‖p′ + ‖v‖p ‖w‖p′
= ‖u‖p + ‖v‖p
sup
{∫
Ω
|u(x) + v(x)|w(x) dx : w(x) ≥ 0 en Ω, ‖w‖p′ ≤ 1
}
≤ ‖u‖p + ‖v‖p.
Por lo tanto
‖u+ v‖p ≤ ‖u‖p + ‖v‖p
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Definicio´n 28 (Espacios L∞(Ω)). Una funcio´n u medible en Ω es llamada esencial-
mente acotada en Ω si existe una constante K > 0 tal que |u(x)| ≤ K c.t.p en Ω. La
mayor de las cotas inferiores K es llamada supremo esencial de |u| en Ω y se denota
por ess sup
x∈Ω
|u(x)|.
Denotamos por L∞(Ω) el espacio vectorial de todas las funciones u que son esencial-
mente acotadas en Ω.
El funcional ‖u‖∞ = ess sup
x∈Ω
|u(x)| define una norma en L∞(Ω).
Teorema 19 (Desigualdad de interpolacio´n). Sean 1 ≤ p < q < r < ∞ tales que
1
q
=
θ
p
+
1− θ
r
para algu´n θ, 0 < θ < 1. Si u ∈ Lp(Ω) ∩ Lr(Ω) entonces u ∈ Lq(Ω) y
‖u‖q ≤ ‖u‖
θ
p ‖u‖
1−θ
r .
Demostracio´n:
Sea p, q, r y θ con la hipo´tesis. Luego 1 =
θq
p
+
(1− θ)q
r
=
1
p
θq
+
1
r
q(1− θ)
.
Hagamos s =
p
θq
. Note que s > 1, pues en caso contrario si s ≤ 1, significa que
θq
p
≥ 1
por lo que
θq
p
+
(1− θ)q
r
≥ 1 +
(1− θ)q
r
> 1; lo cual es una contradiccio´n ya que por
hipo´tesis
θq
p
+
(1− θ)q
r
= 1. Por lo tanto s > 1.
De manera ana´loga se define
s∗ =
r
q(1− θ)
,
en cuyo caso podemos verificar que 1 < s <∞ y 1 < s∗ <∞.
Luego, la desigualdad de Ho¨lder nos garantiza que
‖u‖qq =
∫
Ω
|u(x)|q dx
=
∫
Ω
|u(x)|θq |u(x)|(1−θ)q dx
≤
(∫
Ω
|u(x)|θqs dx
)1/s(∫
Ω
|u(x)|(1−θ)qs
∗
dx
)1/s∗
(2.7)
Observe que θqs = θq
p
θq
= p y (1 − θ)qs∗ = (1 − θ)q
r
(1− θ)q
= r. Luego al sustituir
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en (2.7) se tiene
‖u‖qq ≤
(∫
Ω
|u(x)|p dx
) θq
p
(∫
Ω
|u(x)|r dx
) q
(1−θ)r
≤
[(∫
Ω
|u(x)|p dx
) 1
p
]θq [(∫
Ω
|u(x)|r dx
) 1
r
](1−θ)q
≤ ‖u‖θqp ‖u‖
(1−θ)q
r
Por tanto, ‖u‖qq ≤ ‖u‖
θ
p ‖u‖
1−θ
r . 
En lo que sigue si Θ es un conjunto medible, convenimos en escribir
V ol(Θ) :=
∫
Ω
1 dx
cuando
∫
Ω
1 dx <∞.
Teorema 20 (Un teorema de inmersio´n para los espacio Lp). Sean 1 ≤ p ≤ q <
∞ y u ∈ Lq(Ω), entonces u ∈ Lp(Ω) y
‖u‖p ≤ V ol(Ω)
1
p
+ 1
q ‖u‖q. (2.8)
Esto es,
Lq(Ω) →֒ Lp(Ω). (2.9)
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Corolario. L2(Ω) es un espacio de Hilbert con el producto interno dado por
〈u, v〉 =
∫
Ω
u(x) v(x) dx.
Demostracio´n. Ver [20]pag.31
Aproximaciones por funciones continuas
Lema 2. Sean 1 ≤ p < ∞ y S la clase de todas las funciones simples reales en Ω. S
es denso en Lp(Ω).
Demostracio´n. Ver [26]pag. 27
Teorema 21. Si 1 ≤ p <∞ entonces C0(Ω) es denso en L
p(Ω).
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Demostracio´n. Ver [25]pag.332
Teorema 22. Sea 1 ≤ p <∞ entonces Lp(Ω) es separable.
Demostracio´n. Ver [15]pag.62
La clausura de un conjunto G es denotado por G.
Definicio´n 29 (Continuamente compacto). Si G ⊂ Rn es no vac´ıo, diremos que
G ⋐ Ω si, y so´lo si, G ⊂ Ω y G es compacto.
Definicio´n 30. La convolucio´n de dos funciones u y v sobre Rn es la funcio´n
(u ∗ v)(x) :=
∫
Rn
u(y) v(x− y) dy =
∫
Rn
u(x− y) v(y) dy, x ∈ Rn. (2.10)
La convolucio´n tiene muchas aplicaciones interesantes y una de ellas es una demos-
tracio´n de que C∞0 (Ω) es denso en L
p(Ω).
La convolucio´n
Jε ∗ u(x) =
∫
Rn
Jε(x− y) u(y) dy, (2.11)
definida para una funcio´n u para la cual (2.11) tenga sentido, es llamada regulariza-
cio´n de u.
Observacio´n. Jε aproxima a la Delta de Dirac, por lo cual se espera que la convo-
lucio´n en (2.11) aproxime a u.
El siguiente teorema resume algunas propiedades de Regularizacio´n.
Teorema 23 (Propiedades de Regularizacio´n). Sea u una funcio´n definida en Rn
y nula en el exterior de Ω.
1) Si u ∈ L1loc(R
n) entonces Jε ∗ u ∈ C
∞(Rn).
2) Si u ∈ L1loc(Ω) y Sopp(u) ⋐ Ω, entonces Jε∗u ∈ C
∞
0 (Ω); si ε < dist(Sopp(u), ∂Ω).
3) Si u ∈ Lp(Ω), para 1 ≤ p <∞, entonces Jε ∗ u ∈ L
p(Ω). Adema´s
‖Jε ∗ u‖p ≤ ‖u‖p y l´ım
ε→0+
‖Jε ∗ u− u‖p = 0.
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4) Si u ∈ C(Ω) y si G ⋐ Ω entonces l´ım
ε→0+
Jε ∗ u(x) = u(x) uniformemente en G.
5) Si u ∈ C(Ω) entonces l´ım
ε→0+
Jε ∗ u(x) = u(x) uniformemente en Ω.
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Corolario. C∞0 (Ω) es denso en L
p(Ω), 1 ≤ p <∞.
Demostracio´n. Ver [26]pag. 30
2.3. Distribuciones
En el resto del trabajo reservamos el s´ımbolo Ω para denotar un conjunto abierto
en el espacio Euclidiano Rn y ∅ se designa, como tradicionalmente, para designar el
conjunto vac´ıo. Un punto de Rn se denotara´ por x = (x1, x2, ..., xn), donde xi ∈ R para
cada 1 ≤ i ≤ n.
Definicio´n 31. A la n-upla α = (α1, α2, ..., αn) la llamaremos multi-´ındice si α es
una n-upla de enteros no negativos. Adema´s, denotaremos por Xα el monomioxα11 , ..., x
αn
n ,
de grado |α| =
n∑
j=1
αj, la suma de dos multi-´ındices, α, β es α + β = (α1 + β1, α2 +
β2, ..., αn + βn). Decimos que β ≤ α si βj ≤ αj para todo j = 1, 2, ..., n. Para denotar
la derivada parcial haremos
Dαφ =
∂α1
∂xα11
·
∂α2
∂xα22
· · ·
∂αn
∂xαnn
= Dα11 ·D
α2
2 · · ·D
αn
n ,
conviniendo que D(0,0,...,0)φ = φ.
Por otra parte, el gradiente de una funcio´n de valores reales φ es denotado por
Dφ(x) := (D1φ(x), D2φ(x), ..., Dnφ(x)).
Sea Ω un dominio en Rn, una sucesio´n {φj}j∈N de funciones en C
∞
0 (Ω) es llamada
convergente en el sentido del espacio D(Ω) a la funcio´n φ ∈ C∞0 (Ω) si satisface las
siguientes propiedades:
(i) Existe K ⋐ Ω tal que Sopp(φj − φ) ⊂ K para cada j.
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(ii) l´ım
j→∞
Dαφj(x) = D
αφ(x) uniformemente en K para cada multi-´ındice α.
Las propiedades de la convergencia de {φj}j∈N definen una topolog´ıa τ localmente
convexa en el espacio vectorial C∞0 (Ω). Por lo tanto, C
∞
0 (Ω) dotado de esta topolog´ıa
se convierte en el espacio vectorial topolo´gico llamado D(Ω),el espacio de funciones de
prueba, as´ı D(Ω) = (C∞0 (Ω), τ).
El espacio dual D′(Ω) de D(Ω) es llamado el espacio de (Schwartz) distribuciones
en Ω. Los elementos de este espacio son llamadas distribuciones. Este espacio es
dotado con la topolog´ıa de´bil estrella, as´ı que una sucesio´n {Tn}n∈N converge a T ∈
D′(Ω) si Tn(φ) → T (φ) para todo φ ∈ D(Ω). En este caso, se dice que {Tn}n∈N
converge a T en el sentido distribucional.
Para S, T,∈ D′(Ω) y c ∈ R, entonces se define las operaciones
(S + T )(φ) = S(φ) + T (φ), para cada φ ∈ D(Ω).
(cT )(φ) = cT (φ), para cada φ ∈ D(Ω).
Ejemplo. Para cada u ∈ L1loc(Ω). El funcional
Tu(φ) :=
∫
Ω
u(x)φ(x) dx, φ ∈ D(Ω), (2.12)
es una distribucio´n.
En efecto, sean φ1, φ2 ∈ D(Ω) y β ∈ C
Tu(φ1 + βφ2) =
∫
Ω
u(x)(φ1 + βφ2)(x) dx
=
∫
Ω
u(x)(φ1(x) + βφ2(x)) dx
=
∫
Ω
u(x)φ1(x) dx+ β
∫
Ω
u(x)φ2(x) dx
= Tu(φ1) + βTu(φ2).
Por lo tanto se verifica que Tu es lineal.
Adema´s, si {φj}j∈N es una sucesio´n en D(Ω) tal que φj → φ en el sentido D(Ω), existe
K ⋐ Ω tal que Sopp(φj − φ) ⊂ K para cada j y D
αφj → D
αφ uniformemente en K
para cada multi-´ındice α.
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Dado que K ⋐ Ω se tiene que K es compacto. Si F es la coleccio´n de subconjuntos
abiertos de Ω tal que K ⊆
⋃
A∈F
A, luego existen A1, A2, ..., An ∈ F de manera que
K ⊆
n⋃
i=1
Ai, adema´s K ⊆ K ⊆
n⋃
i=1
Ai.
Luego, para cada j > 0 se deduce que
|Tu(φj)− Tu(φ)| =
∣∣∣∣∫
Ω
u(x)φj(x) dx−
∫
Ω
u(x)φ(x) dx
∣∣∣∣
=
∣∣∣∣∫
Ω
(u(x)φj(x)− u(x)φ(x)) dx
∣∣∣∣
=
∣∣∣∣∫
Ω
u(x) (φj(x)− φ(x)) dx
∣∣∣∣
=
∣∣∣∣∫
K
u(x) (φj(x)− φ(x)) dx
∣∣∣∣
As´ı
|Tu(φj)− Tu(φ)| ≤
∫
K
|u(x)| | (φj(x)− φ(x)) | dx
≤
∫
K
|u(x)| sup
x∈K
|φj(x)− φ(x)| dx
= sup
x∈K
|φj(x)− φ(x)|
∫
K
|u(x)| dx
≤ sup
x∈K
|φj(x)− φ(x)|
(
n∑
i=1
∫
Ai
|u(x)| dx
)
Por lo tanto |Tu(φj) − Tu(φ)| ≤ sup
x∈K
|φj(x) − φ(x)|
(
n∑
i=1
∫
Ai
|u(x)| dx
)
, y este u´ltimo
te´rmino del lado derecho tiende a cero, puesto que φj → φ en el sentido D(Ω). As´ı Tu
es continua.
Observacio´n. No todas las distribuciones T ∈ D′(Ω) tienen la forma Tu definida en
(2.12) para algu´n u ∈ L1loc(Ω).
En efecto, sea δ : D(Ω)→ C dada por δ(φ) = φ(0), para toda φ ∈ D(Ω).
Si φ1, φ2 ∈ D(Ω) y β ∈ C
δ(φ1 + βφ2) = (φ1 + βφ2)(0) = φ1(0) + βφ2(0) = δ(φ1) + βδ(φ2).
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por lo tanto δ es lineal.
Adema´s, si {φj}j∈N es una sucesio´n en D(Ω) tal que φj → φ en el sentido D(Ω), existe
K ⋐ Ω tal que Sopp(φj−φ) ⊂ K para cada j y l´ım
j→∞
Dαφj(x) = D
αφ(x) uniformemente
en K para cada multi-´ındice α. Por lo tanto
|δ(φj)− δ(φ)| = |φj(0)− φ(0)| → 0, cuando j →∞
En consecuencia, δ ∈ D′(Ω).
Veamos que δ(0) es una distribucio´n que no satisface (2.12). En efecto, supongamos que
δ(0) satisface (2.12), entonces existe una funcio´n u ∈ L
1
loc(Ω) de manera que:
φ(0) =
∫
Ω
u(x)φ(x) dx, para todo φ ∈ D(Ω). (2.13)
Consideremos la funcio´n de prueba definida por:
φa(x) =
 e
a2
‖x‖2−a2 , si ‖x‖ < a
0, si ‖x‖ > a
con a > 0, notemos que
φa(0) = e
−1 > 0 (2.14)
|φa(x)| ≤ e
−1 (2.15)
∣∣∣∣∫
Rn
u(x)φa(x) dx
∣∣∣∣ ≤ ∫
Rn
|u(x)| |φa(x)| dx
=
∫
‖x‖<a
|u(x)| |φa(x)| dx
≤
∫
‖x‖<a
|u(x)| e−1 dx
= e−1
∫
‖x‖<a
|u(x)| dx.
Si u es localmente integrable entonces l´ım
a→0
∫
‖x‖<a
|u(x)| dx = 0 se sigue entonces que
l´ım
a→0
∫
Ω
|u(x)|φa(x) dx = 0,
lo cual contradice nuestra suposicio´n inicial (2.13)
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Derivada de una distribucio´n
Definicio´n 32. Sea Ω ⊆ Rn un conjunto abierto y T ∈ D′(Ω) una distribucio´n. Dado
un multi-´ındice α definimos la α−e´sima derivada de T como
(DαT ) (φ) = (−1)|α|T (Dαφ), para todo φ ∈ D(Ω).
Proposicio´n 5. DαT es una distribucio´n, para toda T ∈ D′(Ω).
Demostracio´n:
Sea φ1, φ2 ∈ D(Ω) y β ∈ C.
DαT (φ1 + βφ2) = (−1)
|α|T (Dα(φ1 + βφ2))
= (−1)|α|T (Dαφ1 + βD
αφ2)
= (−1)|α|
[
T (Dαφ1) + βT (D
αφ2)
]
= (−1)|α|T (Dαφ1) + β(−1)
|α|T (Dαφ2)
= DαT (φ1) + βD
αT (φ2).
Un vez verificada la linealidad, procedemos a comprobar la continuidad, para ello con-
sideremos {φj}j∈N una sucesio´n en D(Ω) tal que φj → φ en el sentido D(Ω). Entonces
(φj − φ) ∈ D(Ω), D
α(φj − φ) ∈ D(Ω) y existe K ⋐ Ω tal que Sopp(φj − φ) ⊂ K para
todo j y luego demostrar DαT (φj)→ D
αT (φ).
Ejemplo.
1) Si 0 ∈ Ω y δ ∈ D′(Ω) es la distribucio´n de Dirac entonces, Dαδ viene dada por:
Dαδ(φ) = (−1)|α|Dα(0).
2) Si Ω = R y H ∈ L1loc(Ω) es una funcio´n escalonada definida por:
H(x) =
 1, si x ≥ 00, si x < 0.
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Sea φ ∈ D(R) con soporte compacto en [−a, a] entonces
(TH)′φ = (−1)|1|TH(φ′)
= −TH(φ′)
= −
∫
R
H(x)φ′(x) dx
= −
∫ a
−a
H(x)φ′(x) dx
= −
∫ 0
−a
H(x)φ′(x) dx−
∫ a
0
H(x)φ′(x) dx
= −
∫ a
0
H(x)φ′(x) dx
= −
∫ a
0
φ′(x) dx
= −φ(x)
∣∣∣a
0
= −(φ(a)− φ(0))
= φ(0) = δ(φ).
Por lo tanto (TH)′ es la distribucio´n de Dirac por lo que (TH)′ es una distribu-
cio´n.
Definicio´n 33. Sea Ω ⊆ Rn un conjunto abierto, u ∈ L1loc(Ω) y α un multi-´ındice. Si
existe una funcio´n vα ∈ L
1
loc(Ω) de tal manera que
Tvα(φ) = D
αTu(φ) para todo φ ∈ D(Ω),
entonces vα es llamada la α−e´sima derivada distribucional o de´bil de Tu.
2.4. Espacios de Sobolev
Los espacios de Sobolev (que fueron descubiertos en 1930) tiene una gran influencia
sobre el desarrollo de la teor´ıa de las ecuaciones diferenciales, sobre el ana´lisis, f´ısica
matema´tica, geometr´ıa diferencial y otros campos de las matema´ticas.
A continuacio´n introducimos los espacio de Sobolev de orden entero y establecemos
algunas de sus ma´s importantes propiedades.
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Definicio´n 34. Sean Ω ⊆ Rn un conjunto abierto y 1 ≤ p ≤ ∞. Si m es un entero
no negativo, u ∈ Lp(Ω) y existe la derivada distribucional Dαu para cualquier α con
0 ≤ |α| ≤ m, tal que
Dαu ∈ Lp(Ω), para todo |α| ≤ m.
Entonces se dice que u ∈ Wm,p(Ω).
Wm,p(Ω) es llamado Espacios de Sobolev sobre Ω.
En este espacio definimos el funcional
‖u‖m,p =
 ∑
0≤|α|≤m
‖Dαu‖pp
 1p , si 1 ≤ p <∞. (2.16)
que es una norma. En efecto :
Es evidente que ‖u‖m,p ≥ 0, adema´s si ‖u‖m,p = 0 implica que
 ∑
0≤|α|≤m
‖Dαu‖pp
 1p = 0,
y en consecuencia ‖Dαu‖pp = 0, para todo 0 ≤ |α| ≤ m. En particular para α = 0 se
tiene que
‖Dαu‖pp = ‖D
0u‖pp = ‖u‖
p
p = 0,
de lo cual se obtiene u = 0.
La homogeneidad del funcional se verifica, dado que la derivada y de la norma satisfacen
dicha propiedad:
‖βu‖m,p =
 ∑
0≤|α|≤m
‖Dα(βu)‖pp
 1p
=
 ∑
0≤|α|≤m
‖βDαu‖pp
 1p
=
 ∑
0≤|α|≤m
|β|p ‖Dαu‖pp
 1p
= |β|
 ∑
0≤|α|≤m
‖Dαu‖pp
 1p .
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y para finalizar, la desigualdad de Ho¨lder, nos garantiza que el funcional satisface la
desigualdad triangular:
‖u+ v‖m,p =
 ∑
0≤|α|≤m
‖Dα(u+ v)‖pp
 1p
=
 ∑
0≤|α|≤m
‖Dαu+Dαv‖pp
 1p
≤
 ∑
0≤|α|≤m
‖Dαu‖pp
 1p +
 ∑
0≤|α|≤m
‖Dαv‖pp
 1p
= ‖u‖m,p + ‖v‖m,p.
Teorema 24. Wm,p(Ω) es un espacio de Banach.
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Proposicio´n 6. Sea α un multi-´ındice, (un)n∈N⊆ L
p(Ω) y u, vα ∈ L
p(Ω) tal que un → u
y Dαun → vα en L
p(Ω). Entonces vα = D
αu.
Demostracio´n: Si un → u en L
p(Ω), entonces un → u en D
′(Ω) y en consecuencia
Dαun → D
αu en D′(Ω). Pero, Dαun → vα en L
p(Ω) implica Dαun → vα en D
′(Ω), as´ı
que vα = D
αu. 
Teorema 25. Sean Ω ⊆ Rn un conjunto abierto no vac´ıo, k ≥ 1 un entero y p ∈ [1,∞).
Se tiene
(a) W k,p(Ω) es un espacio reflexivo si p ∈ (1,∞).
(b) W k,p(Ω) es un espacio separable si p ∈ [1,∞).
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Observacio´n. Los espacios W k,1(Ω) y W k,∞(Ω) no son reflexivos.
Definicio´n 35. Sea k ≥ 1 un entero y p ∈ [1,∞). Definimos W k,p0 (Ω) como la clausura
de D(Ω) en W k,p(Ω), es decir,
W k,p0 (Ω) ≡ D(Ω)
‖·‖m,p
.
Cuando p = 2, denotamos Hk0 (Ω) ≡ W
k,2
0 (Ω).
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Observacio´n.
1) Observe que u ∈ W k,p0 (Ω) si, y solo si, existe una sucesio´n {ϕν}ν∈N⊆ D(Ω) tal
que ϕν → u en W
k,p(Ω), esto es, existe (ϕν)ν∈N, tal que D
αϕν → D
αu en Lp(Ω),
para todo 0 ≤ |α| ≤ k.
2) Utilizando la convolucio´n con una sucesio´n regularizante, podemos comprobar
que Ck0 (Ω) ⊆ W
k,p
0 (Ω), para todo k ≥ 1, p ∈ [1,∞).
Teorema 26. Sean k ≥ 1, u ∈ W k,p0 (Ω) y p ∈ [1,∞). Definimos u˜ como la extensio´n
por 0 de u a Rn\Ω, esto es
u˜ :=
 u(x) si x ∈ Ω0 si x ∈ Rn\Ω.
Entonces
1) u˜ ∈ W k,p0 (R
n),
2) Dαu˜ = D˜αu, para todo α con |α| ≤ k y
3) ‖u˜‖Wk,p(Rn) = ‖u˜‖Wk,p(Ω).
En general W k,p(Ω) 6= W k,p0 (Ω).
Demostracio´n. Ver [26]pag. 49
Corolario 2. Sea Ω un conjunto abierto y acotado de Rn. Si u ∈ W 1,p0 (Ω) entonces
|u|, u+, u− pertenecen a H10 (Ω) donde
u+(x) = ma´x{u(x), 0}
u−(x) = ma´x{−u(x), 0} = mı´n{u(x), 0}
Adema´s
∂
∂xi
u+ =
 ∂∂xiu, en {x ∈ Ω : u(x) > 0}0, en {x ∈ Ω : u(x) ≤ 0}
Ver [15]
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3 El Resultado Principal
Consideremos el problema (Pλ), dado por el sistema el´ıptico no local:
(Pλ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−∆u(x) + λ
∫
Ω
vp(y) dy = uα(x) + vβ(x), x ∈ Ω
−∆v(x) + λ
∫
Ω
uq(y) dy = uγ(x) + vδ(x), x ∈ Ω
u(x) > 0, v(x) > 0, x ∈ Ω
u(x) = v(x) = 0, x ∈ ∂Ω; α, β, γ, δ ∈ R+
donde Ω ⊆ RN , N ≥ 2 es un dominio acotado bien regular de forntera Γ = ∂Ω. p, q > 0;
λ ∈ R−; α, β, γ, δ ∈ R+ (constantes positivas).
Queremos probar la existencia de la solucio´n de´bil del problema (Pλ) y determinar
la regularidad de esta solucio´n. Por lo que empezamos deduciendo formalmente el con-
cepto de solucio´n de´bil de (Pλ).
Consideremos dos funciones ϕ y ψ suficientemente regular en Ω, y multiplicamos e
integramos sobre Ω en cada ecuacio´n del problema (Pλ), as´ı tenemos que:∫
Ω
(−∆u)ϕdx+ λ
∫
Ω
[∫
Ω
vp(y) dy
]
ϕdx =
∫
Ω
uα(x)ϕdx+
∫
Ω
vβ(x)ϕdx, x ∈ Ω, ϕ ∈ H10 (Ω)
∫
Ω
(−∆v)ψ dx+ λ
∫
Ω
[∫
Ω
uq(y) dy
]
ψ dx =
∫
Ω
uγ(x)ψ dx+
∫
Ω
vδ(x)ψ dx, x ∈ Ω, ψ ∈ H10 (Ω)
Usando el teorema de Green resulta:∫
Ω
∇u∇ϕdx−
∫
Γ
∂u
∂ν
ϕdΓ + λ
∫
Ω
[∫
Ω
vp(y) dy
]
ϕdx =
∫
Ω
uα(x)ϕdx+
∫
Ω
vβ(x)ϕdx,
y∫
Ω
∇v∇ψ dx−
∫
Γ
∂v
∂ν
ψdΓ + λ
∫
Ω
[∫
Ω
uq(y) dy
]
ψ dx =
∫
Ω
uγ(x)ψ dx+
∫
Ω
vβ(x)ψ dx
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Imponiendo ϕ
∣∣∣
Γ
= 0 y ψ
∣∣∣
Γ
= 0; se obtiene∣∣∣∣∣∣∣∣∣
∫
Ω
∇u∇ϕdx+ λ
∫
Ω
[∫
Ω
vp(y) dy
]
ϕdx =
∫
Ω
uα(x)ϕdx+
∫
Ω
vβ(x)ϕdx,∫
Ω
∇v∇ψ dx+ λ
∫
Ω
[∫
Ω
uq(y) dy
]
ψ dx =
∫
Ω
uγ(x)ψ dx+
∫
Ω
vδ(x)ψ dx.
(3.1)
Este sistema de ecuaciones integrodiferenciales, nos permite realizar la siguiente defi-
nicio´n.
Definicio´n 36. El par (u, v) ∈ H10 (Ω)×H
1
0 (Ω) es solucio´n de´bil del problema (Pλ) si
∀ϕ, ψ ∈ H10 (Ω) satisface∣∣∣∣∣∣∣∣∣
∫
Ω
∇u∇ϕdx+ λ
∫
Ω
[∫
Ω
vp(y) dy
]
ϕdx =
∫
Ω
uα(x)ϕdx+
∫
Ω
vβ(x)ϕdx,∫
Ω
∇v∇ψ dx+ λ
∫
Ω
[∫
Ω
uq(y) dy
]
ψ dx =
∫
Ω
uγ(x)ψ dx+
∫
Ω
vδ(x)ψ dx.
Note que para u, v ∈ H10 (Ω) todos los elementos en el anterior sistema esta´n bien
definidos.
Para probar la existencia de la solucio´n de´bil de (Pλ), primero consideraremos el pro-
blema auxiliar
(Pλ)ε
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−∆u(x) + λ
∫
Ω
vp(y) dy = uα(x) + vβ(x) + ε, x ∈ Ω
−∆v(x) + λ
∫
Ω
uq(y) dy = uγ(x) + vδ(x), x ∈ Ω
u(x) > 0, v(x) > 0, x ∈ Ω
u(x) = v(x) = 0, x ∈ ∂Ω; α, β, γ, δ ∈ R+
para ε > 0.
Teorema 3.1 :
El problema (Pλ)ε, admite una solucio´n de´bil (uε, vε) ∈ H
1
0 (Ω)×H
1
0 (Ω). Adema´s uε > 0
y vε > 0.
Demostracio´n: Probaremos la existencia mediante el Me´todo de Galerkin. La posi-
tividad sera´ demostrada con un Lema te´cnico de Comparacio´n ( Lema 4).
Como H10 (Ω) es separable, podemos construir una base Hilbertiana
B = {ϕ1, ϕ2, ...}
Aqu´ı estamos dotando a H10 (Ω) de la norma, equivalente a la norma natural de H
1
0 (Ω)
‖u‖2 =
∫
Ω
|∇u(x)|2dx; ∀u ∈ H10 (Ω)
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Sea Vm el subespacio finito dimensional,
Vm = [ϕ1, ϕ2, ..., ϕm] ⊂ H
1
0 (Ω)
dotado con la norma inducida por H10 (Ω).
Entonces para u ∈ Vm existe un u´nico ξ = (ξ1, ξ2, ..., ξm) ∈ R
m tal que
u =
m∑
j=1
ξj ϕj y como consecuencia ‖u‖
2 = |ξ|2
En efecto, se establece un isomorfismo isome´trico entre Vm y R
m (Vm ↔ R
m) mediante
la correspondencia:
u =
m∑
j=1
ξj ϕj ↔ ξ = (ξ1, ξ2, ..., ξm).
por lo que identificaremos u ∈ Vm con ξ ∈ R
m.
Observe que
|u|H10 (Ω) = |ξ|Rm .
Probaremos que para cada m, existe (u, v) ∈ Vm×Vm una solucio´n del sistema (P
+
λm
)ε∣∣∣∣∣∣∣∣∣
∫
Ω
∇(um)∇ϕi dx+ λ
∫
Ω
[∫
Ω
(v+m)
p(y) dy
]
ϕi dx =
∫
Ω
(u+m)
αϕi dx+
∫
Ω
(v+m)
βϕi dx+ ε
∫
Ω
ϕidx∫
Ω
∇(vm)∇ϕi dx+ λ
∫
Ω
[∫
Ω
(u+m)
q dy
]
ϕi dx =
∫
Ω
(u+m)
γϕi dx+
∫
Ω
(v+m)
δϕi dx
para i = 1, 2, ...,m.
Para probar que el sistema (P+λm)ε admite solucio´n, aplicaremos el teorema del a´ngu-
lo agudo. En adelante prescindiremos del subindice m, si no hay lugar a confusio´n.
Consideremos la aplicacio´n
(F,G) : Rm × Rm −→ Rm × Rm
(F,G) = (F1, F2, ..., Fm;G1, G2, ..., Gm),
donde∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Fi(ξ, η) =
∫
Ω
∇u∇ϕi dx+ λ
∫
Ω
[∫
Ω
(v+)p dy
]
ϕi dx−
∫
Ω
(u+)αϕi dx−
∫
Ω
(v+)βϕi dx−
− ε
∫
Ω
ϕidx
Gi(ξ, η) =
∫
Ω
∇v∇ϕi dx+ λ
∫
Ω
[∫
Ω
(u+)q dy
]
ϕi dx−
∫
Ω
(u+)γϕi dx−
∫
Ω
(v+)δϕi dx
(3.2)
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(u, v) ∈ Vm × Vm ; u =
∑m
j=1 ξj ϕj; v =
∑m
j=1 ηj ϕj con (ξ, η) ∈ R
m × Rm donde
ξ = (ξ1, ξ2, ..., ξm) y η = (η1, η2, ..., ηm).
AFIRMACIO´N: (F,G) es una aplicacio´n continua.
En efecto sea (ξ, η) ∈ Rm × Rm y (ξ0, η0) ∈ R
m × Rm tal que
(ξ, η) −→ (ξ0, η0) en R
m × Rm
Probaremos que para cada i = 1, 2, ...,m
i) Fi(ξ, η) −→ Fi(ξ0, η0) en R
ii) Gi(ξ, η) −→ Gi(ξ0, η0) en R
Bastara´ probar i). La prueba de ii) similar.
Prueba de (i): Se tiene
∣∣∣Fi(ξ, η)−Fi(ξ0, η0)∣∣∣ ≤ ∣∣∣ ∫
Ω
(∇u−∇u0)∇ϕi dx
∣∣∣+|λ|∣∣∣ ∫
Ω
[ (
v+
)p
−
(
v+0
)p ]
dy
∣∣∣∣∣∣ ∫
Ω
ξi ϕi dx
∣∣∣+
+
∣∣∣ ∫
Ω
[ (
u+
)α
ξi−
(
u+0
)α
ξi0
]
ϕi dx
∣∣∣+∣∣∣ ∫
Ω
[ (
v+
)β
ξi−
(
v+0
)β
ξi0
]
ϕi dx
∣∣∣+ε∣∣∣ ∫
Ω
(ξi−ξi0)ϕidx
∣∣∣
≤
∣∣∣∇u−∇u0∣∣∣
2
+ |λ|Cp
m∑
i=1
|ηi − ηi0 |
p|ξ| +
+
∫
Ω
[ (
u+
)α
−
(
u+0
)α ]
ξiϕi dx
∣∣∣+ ∫
Ω
[ (
u+0
)α
(ξi − ξi0)dx
]
+
+
∫
Ω
[ (
v+
)β
−
(
v+0
)β ]
ξiϕi dx
∣∣∣+ ∫
Ω
[ (
v+0
)β
(ξi − ξi0)dx
]
+
+ε
∫
Ω
∣∣∣ξi − ξ0∣∣∣ϕidx
≤
∣∣∣ξ − ξ0∣∣∣+ C( m∑
i=1
|ηi − ηi0|
p|ξ|+
m∑
i=1
|ξi − ξi0|
α|ξ|+
m∑
i=1
|ξi0 |
α|ξi − ξi0|+
+
m∑
i=1
|ηi − ηi0|
β|ξ|+
m∑
i=1
|ηi0|
β|ξ − ξ0|+ ε|ξ − ξ0|
)
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≤
∣∣∣ξ − ξ0∣∣∣+ C( m∑
i=1
|ηi − ηi0|
p|ξ|+
m∑
i=1
|ξi − ξi0|
α|ξ|+
m∑
i=1
|ξi0|
α|ξ − ξ0|+
+
m∑
i=1
|ηi − ηi0|
β|ξ|+
m∑
i=1
|η0|
β|ξ − ξ0|+ ε|ξ − ξ0|
)
tomando limite cuando
ξ −→ ξ0 y η −→ η0
tenemos que ∣∣∣Fi(ξ, η)− Fi(ξ0, η0)∣∣∣ −→ 0; i = 1, 2, ...,m
Es decir cada Fi; i = 1, 2, ...,m es continua.
Ahora, para cada i = 1, 2, ..,m, tenemos:∣∣∣∣∣∣∣∣∣
Fi(ξ, η) · ξi =
∫
Ω
∇u∇(ξi ϕi) dx+ λ
∫
Ω
(
v+
)p
dy
∫
Ω
ξi ϕi dx−
∫
Ω
(
u+
)α
(ξi ϕi) dx−
−
∫
Ω
(
v+
)β
ξi ϕi dx− ε
∫
Ω
ξi ϕidx
(3.3)
y ∣∣∣∣∣∣∣∣
Gi(ξ, η) · ηi =
∫
Ω
∇v∇(ηi ϕi) dx+ λ
∫
Ω
(
u+
)q
dy
∫
Ω
ηi ϕi dx−
∫
Ω
(
u+
)γ
(ηi ϕi) dx−
−
∫
Ω
(
v+
)δ
(ηi ϕi) dx
(3.4)
luego se tiene: 〈
(F,G)(ξ, η); (ξ, η)
〉
=
m∑
i=1
(
Fi(ξ, η) · ξi +Gi(ξ, η) · ηi
)
〈
(F,G)(ξ, η); (ξ, η)
〉
=
m∑
i=1
Fi(ξ, η) · ξi︸ ︷︷ ︸
I
+
m∑
i=1
Gi(ξ, η) · ηi︸ ︷︷ ︸
II
.
Explicitemos las expresiones I y II :
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Ca´lculo de I :
I =
m∑
i=1
Fi(ξ, η) · ξi =
m∑
i=1
∫
Ω
∇u∇(ξi ϕi) dx+ λ
m∑
i=1
∫
Ω
(
v+
)p
dx
∫
Ω
ξi ϕi dx−
−
m∑
i=1
∫
Ω
(
u+
)α
(ξi ϕi) dx−
m∑
i=1
∫
Ω
(
v+
)β
ξi ϕi dx− ε
m∑
i=1
∫
Ω
ξi ϕidx
=
∫
Ω
∇u∇
(
m∑
i=1
ξi ϕi
)
dx+ λ
∫
Ω
(
v+
)p
dx
∫
Ω
(
m∑
i=1
ξi ϕi
)
dx−
−
∫
Ω
(
u+
)α( m∑
i=1
ξi ϕi
)
dx−
∫
Ω
(
v+
)β ( m∑
i=1
ξi ϕi
)
dx− ε
∫
Ω
(
m∑
i=1
ξi ϕi
)
dx
=
∫
Ω
∇u∇u dx+ λ
∫
Ω
(
v+
)p
dx
∫
Ω
u dx−
∫
Ω
(
u+
)α
u dx−
∫
Ω
(
v+
)β
u dx− ε
∫
Ω
udx
Ca´lculo de II :
II =
m∑
i=1
Gi(ξ, η) · ηi =
m∑
i=1
∫
Ω
∇v∇(ηi ϕi) dx+ λ
m∑
i=1
∫
Ω
(
u+
)q
dx
∫
Ω
ηi ϕi dx−
−
m∑
i=1
∫
Ω
(
u+
)γ
(ηi ϕi) dx−
m∑
i=1
∫
Ω
(
u+
)δ
(ηi ϕi) dx
=
∫
Ω
∇v∇
(
m∑
i=1
ηiϕi
)
dx+ λ
∫
Ω
(
u+
)q
dx
∫
Ω
(
m∑
i=1
ηiϕi
)
dx−
−
∫
Ω
(
u+
)γ ( m∑
i=1
ηiϕi
)
dx−
∫
Ω
(
u+
)δ( m∑
i=1
ηiϕi
)
dx.
Por lo tanto
II =
∫
Ω
∇v∇v dx+ λ
∫
Ω
(
u+
)q
dx
∫
Ω
v dx−
∫
Ω
(
u+
)γ
v dx−
∫
Ω
(
u+
)δ
v dx.
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Luego:〈
(F,G)(ξ, η); (ξ, η)
〉
=
=
[∫
Ω
∇u∇u dx+ λ
∫
Ω
(
v+
)p
dx
∫
Ω
u dx−
∫
Ω
(
u+
)α
u dx−
∫
Ω
(
v+
)β
u dx− ε
∫
Ω
udx
]
+
+
[∫
Ω
∇v∇v dx+ λ
∫
Ω
(
u+
)q
dx
∫
Ω
v dx−
∫
Ω
(
u+
)γ
v dx−
∫
Ω
(
u+
)δ
v dx
]
=
∫
Ω
|∇u|2 dx+
∫
Ω
|∇v|2 dx+ λ
∫
Ω
(
v+
)p
dx
∫
Ω
u dx︸ ︷︷ ︸
1
−
∫
Ω
(
u+
)α
u dx︸ ︷︷ ︸
2
−
∫
Ω
(
v+
)β
u dx︸ ︷︷ ︸
3
−
− ε
∫
Ω
udx︸ ︷︷ ︸
4
+λ
∫
Ω
(
u+
)q
dx
∫
Ω
v dx︸ ︷︷ ︸
5
−
∫
Ω
(
u+
)γ
v dx︸ ︷︷ ︸
6
−
∫
Ω
(
v+
)δ
v dx︸ ︷︷ ︸
7
Que expresaremos simplemente:〈
(F,G)(ξ, η); (ξ, η)
〉
=
∫
Ω
|∇u|2 dx+
∫
Ω
|∇v|2 dx+ λ 1 − 2 − 3 − ε 4 + λ 5 − 6 − 7
(3.5)
Para acotar el miembro derecho de (3.5), procedemos a acotar cada uno de sus te´rminos:
1
∫
Ω
(
v+
)p
dx
∫
Ω
u dx ≤ C1 ‖(u, v)‖
p+1.
En efecto: Tenemos, 0 < p < 1⇒ 1 < p+ 1 < 2, 1
p
> 1⇒ 2
p
> 2⇒
1
2
>
1
2
p
luego
1
2
p
< 1⇒
p
2
< 1⇔
1
q
+
1
2
p
= 1⇔ 1 =
1
q
+
p
2
⇔
1
q
= 1−
p
2
=
2− p
2
⇒ q =
2
2− p
.
Por lo tanto
1
q
=
2− p
2
o´ q = 2
2−p
(a) Usando la desigualdad de Ho¨lder∫
Ω
(
v+
)p
dx ≤
∣∣∣∣∫
Ω
(
v+
)p
dx
∣∣∣∣ = ∣∣∣∣∫
Ω
(
v+
)p
· 1 dx
∣∣∣∣ ≤ (∫
Ω
(|v|p)
2
p dx
) p
2
(∫
Ω
1
2
2−pdx
) 2−p
2
= |Ω|
2−p
2
[∫
Ω
(
|v|2
) 1
2 dx
]p
= |Ω|
2−p
2 ‖v‖pL2(Ω)
Como H10 (Ω) →֒ L
2(Ω) tenemos∫
Ω
(v+)pdx ≤ |Ω|
2
2−p .|v|pL2(Ω)
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entonces ∫
Ω
(v+)pdx ≤ C1|Ω|
2
2−p .|v|p
H10 (Ω)
(3.6)
Por otro lado
(b)
∫
Ω
udx ≤
(∫
Ω
u.1dx
)
≤
∫
Ω
|u|.1dx ≤
(∫
Ω
|u| 2dx
)1/2
.
(∫
Ω
1 2dx
)1/2
≤ |u|L2(Ω).|Ω|
1/2
entonces ∫
Ω
udx ≤ |Ω|1/2.|u|L2(Ω)
Por lo tanto: ∫
Ω
udx ≤ C2|Ω|
1/2.|u|H10 (Ω) (3.7)
De (3.6) y (3.7) tenemos
(∫
Ω
(v+)pdx
)(∫
Ω
udx
)
≤ |Ω|
2
2−p .|Ω|
1
2 .|v|pL2(Ω).|u|L2(Ω)
≤ C1C2|Ω|
2
2−p
+ 1
2 .|v|p
H10 (Ω)
.|u|H10 (Ω)
Entonces (∫
Ω
(v+)pdx
)(∫
Ω
udx
)
≤ C˜ ‖v‖p
H10 (Ω)
. ‖u‖H10 (Ω) (3.8)
Como p < 1⇒ 1 < p+ 1 < 2⇒
1
p+ 1
+
1
q
= 1⇒
1
q
= 1−
1
p+ 1
=
p
p+ 1
⇔ q =
p+ 1
p
o
1
q
=
p
p+ 1
Aplicando la desigualdad de D.Young y para 0 < p < 1
‖v‖p
H10 (Ω)
. ‖u‖H10 (Ω) ≤
(
(‖v‖p)
p+1
p
p+1
p
+
‖u‖p+1
p+ 1
)
=
1
p+ 1
(
p ‖v‖p+1 + ‖u‖p+1
)
≤
1
p+ 1
(
‖v‖p+1 + ‖u‖p+1
)
≤ C˜ (‖v‖+ ‖u‖)p+1
≤ C˜
(√
‖v‖2 + ‖u‖2
)p+1
= C˜ ‖(u, v)‖p+1
H10 (Ω)×H
1
0 (Ω)
.
Reemplazando en (3.8) tenemos:
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(∫
Ω
(v+)pdx
)(∫
Ω
udx
)
≤ C˜
(
‖v‖2 + ‖u‖2
) p+1
2 ≤ C1(Ω, p) ‖(u, v)‖
p+1
H10 (Ω)×H
1
0 (Ω)
Donde C1 = C1(Ω, p) es constante.
Es decir (∫
Ω
(v+)pdx
)(∫
Ω
udx
)
≤ C1(Ω, p) ‖(u, v)‖
p+1
H10 (Ω)×H
1
0 (Ω)
(3.9)
2
(∫
Ω
(u+)αudx
)
≤ C2 ‖(u, v)‖
α+1 , pues
∣∣∣ ∫
Ω
(u+)αudx
∣∣∣ ≤ ‖(u+)α‖L2(Ω)‖u‖L2(Ω) = ‖(u)α‖L2(Ω)‖u‖L2(Ω)
=
[(∫
Ω
|u|2αdx
) 1
2α ]α
‖u‖L2(Ω) ≤ ‖u‖
α
L2α(Ω)‖u‖L2(Ω)
Como 0 < α < 1⇒ 2 > 2α entonces
‖u‖αL2α(Ω) ≤ c
α‖u‖αL2α(Ω) ≤ c˜‖u‖
α
H10 (Ω)
adema´s
‖u‖Lα(Ω) ≤ ˜˜c‖u‖H10 (Ω)
entonces ∣∣∣ ∫
Ω
(u+)αudx
∣∣∣ ≤ C‖u‖αH10 (Ω)‖u‖H10 (Ω) = C‖u‖α+1H10 (Ω)
≤ C
(
‖u‖α+1
H10 (Ω)
+ ‖v‖α+1
H10 (Ω)
)
= C2(Ω, α) ‖(u, v)‖
α+1
H10 (Ω)×H
1
0 (Ω)
Por lo tanto ∣∣∣ ∫
Ω
(u+)αudx
∣∣∣ ≤ C2(Ω, α) ‖(u, v)‖α+1H10 (Ω)×H10 (Ω) . (3.10)
3
(∫
Ω
(v+)βudx
)
≤ C3 ‖(u, v)‖
β+1, ya que:
∣∣∣ ∫
Ω
(v+)βudx
∣∣∣ ≤ ∫
Ω
|v+|β|u|dx ≤
∫
Ω
|v|β|u|dx
≤
(∫
Ω
(|v|β)
β+1
β dx
) β
β+1
(∫
Ω
|u|β+1dx
) 1
β+1
= ‖v‖β
Lβ+1(Ω)
‖u‖Lβ+1(Ω) ≤ C˜3‖v‖
β
H10 (Ω)
‖u‖H10 (Ω) (3.11)
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Considerando 0 < β < 1, la desigualdad de D Young y ana´logo a lo procedido en (3.8)
para obtener (3.9) y (3.11) tenemos(∫
Ω
(v+)βudx
)
≤ C3(Ω, β) ‖(u, v)‖
β+1
H10 (Ω)×H
1
0 (Ω)
(3.12)
4
∫
Ω
udx ≤ C4 ‖(u, v)‖
∫
Ω
udx ≤
∫
Ω
|u| .1dx ≤
∫
Ω
|u|.1dx ≤
(∫
Ω
|u| 2dx
)1/2
.
(∫
Ω
1 2dx
)1/2
= ‖u‖L2(Ω) .|Ω|
1
2
≤ C4(Ω) ‖u‖L2(Ω) ≤ C4(Ω) ‖u‖H10 (Ω) ≤ C4(Ω)
(√
‖u‖2 + ‖v‖2
)
Luego: ∫
Ω
udx ≤ C4(Ω) ‖(u, v)‖H10 (Ω)×H10 (Ω) (3.13)
5
(∫
Ω
(u+)qdx
)(∫
Ω
vdx
)
≤ C5 ‖(u, v)‖
q+1, ya que
(∫
Ω
(u+)qdx
)(∫
Ω
vdx
)
≤ |Ω|
2
2−q .|Ω|
1
2 . |u|qL2(Ω) . |v|L2(Ω) pue´s H
1
0 (Ω) →֒ L
2(Ω)
Entonces: (∫
Ω
(u+)qdx
)(∫
Ω
vdx
)
≤ C5(Ω) ‖u‖
q
H10 (Ω)
. ‖v‖H10 (Ω) (3.14)
Considerando, 0 < q < 1 y ana´logo a lo hecho para obtener (3.9) y (3.11) obtenemos
que: (∫
Ω
(u+)qdx
)(∫
Ω
vdx
)
≤ C5(Ω, q) ‖(u, v)‖
q+1
H10 (Ω)×H
1
0 (Ω)
(3.15)
6
(∫
Ω
(u+)γvdx
)
≤ C6 ‖(u, v)‖
γ+1, en efecto:
(∫
Ω
(u+)γvdx
)
=
(∫
Ω
(u+)γdx
)(∫
Ω
vdx
)
≤ |Ω|
γ
2−γ . ‖u‖γL2(Ω) . ‖v‖L2(Ω)
≤ C6(Ω). ‖u‖
γ
L2(Ω) . ‖v‖L2(Ω) ≤ C6(Ω) ‖u‖
γ
H10 (Ω)
. ‖v‖H10 (Ω)
pue´s H10 (Ω) →֒ L
2(Ω), as´ı(∫
Ω
(u+)γvdx
)
≤ C6(Ω) ‖u‖
γ
H10 (Ω)
. ‖v‖H10 (Ω) (3.16)
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Considerando, 0 < γ < 1 y ana´logo a lo realizado para obtener (3.9) , (3.11), (3.15) y
(3.16) obtenemos que:(∫
Ω
(u+)γvdx
)
≤ C6(Ω, γ) ‖(u, v)‖
γ+1
H10 (Ω)×H
1
0 (Ω)
(3.17)
7
(∫
Ω
(v+)δvdx
)
≤ C7 ‖(u, v)‖
δ+1, pues
(∫
Ω
(v+)δvdx
)
≤ |Ω|
δ
2−δ . ‖v‖δL2(Ω) . ‖v‖L2(Ω) ≤ C7(Ω) ‖u‖
δ+1
H10 (Ω)
(3.18)
Considerando, 0 < δ < 1 y ana´logo a lo realizado para obtener (3.10) y de (3.18)
obtenemos que: (∫
Ω
(v+)δvdx
)
≤ C7(Ω, δ) ‖(u, v)‖
δ+1
H10 (Ω)
. (3.19)
Retornando a (3.5) y de acuerdo a lo obtenido en (3.9), (3.10), (3.12), (3.13), (3.15),
(3.17) y (3.19), tomando constantes Ci, i = 1, 2, ..., 7 adecuadas tenemos:
〈 · , · 〉 ≥ ‖u‖2H10 (Ω) + ‖v‖
2
H10 (Ω)
+ λC1 ‖(u, v)‖
p+1
H10 (Ω)×H
1
0 (Ω)
− C2 ‖(u, v)‖
α+1
H10 (Ω)×H
1
0 (Ω)
−
− C3 ‖(u, v)‖
β+1
H10 (Ω)×H
1
0 (Ω)
− εC4 ‖u‖H10 (Ω) + λC5 ‖(u, v)‖
q+1
H10 (Ω)×H
1
0 (Ω)
−
− C6 ‖(u, v)‖
γ+1
H10 (Ω)×H
1
0 (Ω)
− C7 ‖(u, v)‖
δ+1
H10 (Ω)×H
1
0 (Ω)
Haciendo ‖(u, v)‖ = ‖(u, v)‖H10 (Ω)×H10 (Ω) = r > 0 , ‖(u, v)‖ = |(ξ, η)|
〈 · , · 〉 ≥ ‖u‖2H10 (Ω)×H10 (Ω) + λ1C1 ‖(u, v)‖
p+1 + C2 ‖(u, v)‖
α+1 − C3 ‖(u, v)‖
β+1−
− εC4 ‖u‖H10 (Ω) + λC5 ‖(u, v)‖
q+1 − C6 ‖(u, v)‖
γ+1
H10 (Ω)×H
1
0 (Ω)
−
− C7 ‖(u, v)‖
δ+1
H10 (Ω)×H
1
0 (Ω)
Entonces para λ < 0 obtenemos
〈 · , · 〉 ≥ r2+C1λr
p+1+C5λr
q+1−C3r
β+1−C6r
γ+1−C2r
α+1−C7r
δ+1− εC4r. (3.20)
Luego
〈 · , · 〉 ≥ r2
(
1−
a1
r1−p
−
a2
r1−q
−
a3
r1−β
−
a4
r1−γ
−
a5
r1−α
−
a6
r1−δ
)
− εC4r
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As´ı para αi ∈ ]0, 1[ , ai ∈ R
+ ∀i = 1, 2, ..., 6 tenemos
〈 · , · 〉 ≥ r2
(
1−
6∑
i=1
ai
r1−αi
)
− εC4r (3.21)
Hacemos
p(r) =
6∑
i=1
ai
r1−αi
;αi ∈]0, 1[
AFIRMACIO´N: Si r > 0 entonces l´ım
r→+∞
p(r) = 0
En efecto:
∀ε > 0; ∃Mε ′ > 0/r ≥Mε ′ ⇒ |p(r)| < ε
′
Luego
−ε ′ < p(r) < ε ′.
Si r ≥Mε ′
1 + ε ′ < 1− p(r) < 1− ε ′, r ≥Mε ′
Tomando 0 < ε0 < 1 , donde α0 = 1− ε0 entonces, para r =Mε ′ + 1 = r0 tenemos
1− p(r) ≥ α0
Por lo tanto para
ρ0 > ma´x {1, r0} y r < Mε ′ + 2
se cumple
〈 · , · 〉 ≥ r2(1− ε0)− εC4r = ρ
2
0(α0)− εC4r > ρ
2
0(α0)− εC4Mε ′ (3.22)
Selecionando ε > 0 tal que
ρ20(α0)− εC4Mε ′ > 0
entonces
ρ20(α0)
C4Mε ′
> ε > 0
De modo que para
p, q, α, β, γ, δ ∈ ]0; 1[, ∃ rε > 0
que no depende de m, tal que
〈 (F,G)(ξ, η) ; (ξ, η) 〉 > 0, si ‖(u, v)‖ = |(ξ, η)| = rε (3.23)
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Luego por el teorema del A´ngulo Agudo. Ver A.4
Existe
(ξ0, η0) tal que |(ξ0, η0)| ≤ r
con
(F,G)(ξ0, η0) = (0, 0)
Entonces:
(um, vm) ∈ Vm × Vm
tal que
‖(um, vm)‖H10 (Ω)×H10 (Ω) = |(ξ0, η0)| ≤ rε
De donde obtenemos
rε ≥ ‖(um, vm)‖H10 (Ω)×H10 (Ω) =
√
‖um‖
2
H10 (Ω)
+ ‖vm‖
2
H10 (Ω)
≥ ‖um‖H10 (Ω)
rε ≥ ‖(um, vm)‖H10 (Ω)×H10 (Ω) =
√
‖um‖
2
H10 (Ω)
+ ‖vm‖
2
H10 (Ω)
≥ ‖vm‖H10 (Ω)
Lo que impl´ıca:
‖uεm‖H10 (Ω) ≤ rε
‖vεm‖H10 (Ω) ≤ rε
entonces
uεm ⇀ uε , en H
1
0 (Ω)
vεm ⇀ vε , en H
1
0 (Ω)
Pasaje al limite:
Fijando k0 < m, ϕ, ψ ∈ Vk0 ⊆ H
1
0 (Ω), asi tenemos que:∣∣∣∣∣∣∣∣
∫
Ω
∇uεm∇ϕdx+ λ
∫
Ω
(vε
+
m)
pdx
∫
Ω
ϕdx−
∫
Ω
(uε
+
m)
αϕdx−
∫
Ω
(vε
+
m)
βϕdx− ε
∫
Ω
ϕdx = 0∫
Ω
∇vεm∇ψdx+ λ
∫
Ω
(uε
+
m)
qdx
∫
Ω
ψdx−
∫
Ω
(uε
+
m)
γψdx−
∫
Ω
(vε
+
m)
δψdx = 0
(3.24)
Para pasar al limite cuando m → +∞, en (3.24), verifiquemos las siguientes conver-
gencias:
(i)
∫
Ω
∇uεm∇ϕdx→
∫
Ω
∇uε∇ϕdx
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Por definicio´n de convergencia de´bil;
uεm ⇀ uε ⇒ f(uεm)⇀ f(uε), ∀f ∈ H
−1(Ω)
donde
f : H10 (Ω) −→ R
uε 7−→ f(uε) = 〈uε;ϕ〉H10 (Ω) =
∫
Ω
∇uε∇ϕdx
como f es lineal y continua por la desigualdad de Cauchy-Schwarz, tenemos
uεm ⇀ uε ⇒
∫
Ω
∇uεm∇ϕdx→
∫
Ω
∇uε∇ϕdx
(ii) λ
∫
Ω
(vε
+
m)
pdx
∫
Ω
ϕdx→ λ
∫
Ω
(v+ε )
pdx
∫
Ω
ϕdx
Como
vεm ⇀ vε en H
1
0 (Ω
de las inmersiones compactas de Sobolev (ver A.11)
vεm ⇀ vε en L
q(Ω); q ∈ [1, 2∗[.
Luego existe una subsucesio´n para todo q ∈ [1, 2∗ = 2N
N−2
[ talque
vεm(x)⇀ vε(x) ctp en Ω
|vεm(x)| ≤ h(x), ctp en Ω, ∀m, h ∈ L
q(Ω) (3.25)
adema´s como
u+ε m(x) = ma´x{uεm(x); 0} = uεm(x) ; v
+
ε m(x) = ma´x{vεm(x); 0} = vεm(x)
tenemos que
(v+ε m)
p(x)→ (v+ε )
p(x), ctp en Ω
y por (3.25)
|(v+ε m)
p(x)| ≤ |v+ε m(x)|
p ≤ |vεm(x)|
p ≤ hp(x) ctp en Ω
donde h ∈ Lq(Ω). Como Lq(Ω) ⊆ L1(Ω) y por el Teorema de la Convergencia Dominada
λ
∫
Ω
(vε
+
m)
pdx
∫
Ω
ϕdx→ λ
∫
Ω
(v+ε )
pdx
∫
Ω
ϕdx
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(iii)
∫
Ω
(uε
+
m)
αϕdx→
∫
Ω
(u+ε )
αϕdx.
Como
uεm ⇀ uε en H
1
0 (Ω
de las inmersiones compactas de Sobolev
uεm ⇀ uε en L
q(Ω); q ∈ [1, 2∗[.
adema´s existe al menos una subsucesio´n para todo q ∈ [1, 2∗[ talque
uεm(x)⇀ uε(x) ctp en Ω y
|uεm(x)| ≤ h(x), ctp en Ω, ∀m, h ∈ L
q(Ω).
As´ı mismo
(u+ε m(x))
αϕ(x)→ (u+ε (x))
αϕ(x), ctp en Ω
Para h ∈ Lq(Ω) y por(3.25)tenemos
|(u+ε m(x))
αϕ(x)| ≤ |u+ε m(x)|
α|ϕ(x)| ≤ |uεm(x)|
α|ϕ(x)| ≤ hα(x)|ϕ(x)| ctp en Ω
Si demostramos que hα.ϕ ∈ L1(Ω), luego usamos el Teorema de la Convergencia Do-
minada de Lebesgue obtenemos lo deseado.
En efecto, para esto tomamos
p ∈ [1; 2∗[ / p >
2N
N + 2
(α)
como 1 ≤ p < 2∗ entonces α
p
+ 1
q
⇔ q = p
p−α
,
luego ∫
Ω
|h|α|ϕ|dx ≤
(∫
Ω
(|h|α)
p
αdx
)α
p
.
(∫
Ω
|ϕ|
p
p−αdx
) p−α
p
= ‖h‖αLp(Ω).|ϕ|
L
p
p−α (Ω)
As´ı tenemos que
p ≥ p− α
por lo tanto p esta´ bien definido, y por las inmersiones continuas de Sobolev
‖h‖Lp(Ω) <∞ y |ϕ|
L
p
p−α (Ω)
<∞
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se muestra que
hα.ϕ ∈ L1(Ω).
(iv)
∫
Ω
(vε
+
m)
βϕdx→
∫
Ω
(v+ε )
βϕdx
Como
vεm ⇀ vε en H
1
0 (Ω
de las inmersiones compactas de Sobolev
vεm ⇀ vε en L
q(Ω); q ∈ [1, 2∗[ .
Adema´s existe una subsucesio´n de (vεm) que denotamos con (vεm), tal que
vεm(x)⇀ vε(x) ctp en Ω
adema´s
|vεm(x)| ≤ h(x), ctp en Ω, ∀m, h ∈ L
q(Ω)
as´ı mismo
(v+ε m(x))
βϕ(x)→ (v+ε (x))
βϕ(x), ctp en Ω
y por (3.25)
|(v+ε m(x))
βϕ(x)| ≤ |v+ε m(x)|
β|ϕ(x)| ≤ |vεm(x)|
β|ϕ(x)| ≤ hβ(x)|ϕ(x)| ctp en Ω
donde h ∈ Lq(Ω).
Siguiendo los pasos de la convergencia iii) tenemos que hβ.ϕ ∈ L1(Ω) y usando el
Teorema de la Convergencia Dominada de Lebesgue obtenemos lo deseado.
(v)
∫
Ω
∇vεm∇ψdx→
∫
Ω
∇vε∇ψdx.
Por la definicio´n de convergencia de´bil
vεm ⇀ vε ⇒ g(vεm)⇀ g(vε), ∀g ∈ H
−1(Ω)
donde
g : H10 (Ω) −→ R
vε 7−→ g(vε) = 〈vε;ψ〉H10 (Ω) =
∫
Ω
∇vε∇ψdx
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como g es lineal y continua por la desigualdad de Cauchy-Schwarz, tenemos
vεm ⇀ vε ⇒
∫
Ω
∇vεm∇ψdx→
∫
Ω
∇vε∇ψdx
(vi) λ
∫
Ω
(uε
+
m)
qdx
∫
Ω
ϕdx→ λ
∫
Ω
(u+ε )
qdx
∫
Ω
ϕdx.
Como
uεm ⇀ uε en H
1
0 (Ω)
de las inmersiones compactas de Sobolev
uεm ⇀ uε en L
p(Ω); p ∈ [1, 2∗[.
Luego existe una subsucesio´n talque
uεm(x)⇀ uε(x) ctp en Ω
|uεm(x)| ≤ h(x), ctp en Ω, ∀m, h ∈ L
p(Ω)
adema´s como
uε
+
m(x) = ma´x{uεm(x); 0} = uεm(x) ; u
+
ε (x) = ma´x{uε(x); 0} = uε(x)
tenemos que
(uε
+
m)
q(x)→ (u+ε )
q(x), ctp en Ω
y por (3.25)
|(uε
+
m)
q(x)| ≤ |uε
+
m(x)|
q ≤ |uεm(x)|
q ≤ hq(x) ctp en Ω
donde h ∈ Lp(Ω). Como Lp(Ω) ⊆ L1(Ω) y por el Teorema de la Convergencia Dominada
λ
∫
Ω
(uε
+
m)
qdx
∫
Ω
ϕdx→ λ
∫
Ω
(u+ε )
qdx
∫
Ω
ϕdx.
(vii)
∫
Ω
(uε
+
m)
γϕdx→
∫
Ω
(u+ε )
γϕdx.
Como
uεm ⇀ uε en H
1
0 (Ω
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de las inmersiones compactas de Sobolev
uεm ⇀ uε en L
p(Ω); p ∈ [1, 2∗[.
adema´s existe una subsucesio´n talque
uεm(x)→ uε(x) ctp en Ω
adema´s
|uεm(x)| ≤ h(x), ctp en Ω, ∀m, h ∈ L
p(Ω)
as´ı mismo
(u+ε m(x))
γϕ(x)→ (u+ε (x))
γϕ(x), ctp en Ω
y por (3.25) tenemos
|(u+ε m(x))
γϕ(x)| ≤ |u+ε m(x)|
γ|ϕ(x)| ≤ |uεm(x)|
α|ϕ(x)| ≤ hα(x)|ϕ(x)| ctp en Ω
donde h ∈ Lp(Ω).
Como en la convergencia iii) basta probar que hγ.ϕ ∈ L1(Ω).
En efecto, tomamos
q ∈ [1; 2∗[ tal que q >
2N
N + 2
(γ)
como 1 ≤ q < 2∗ entonces
γ
q
+
1
p
⇔ p =
q
q − γ
luego ∫
Ω
|h|γ|ϕ|dx ≤
(∫
Ω
(|h|γ)
q
γ dx
) γ
q
.
(∫
Ω
|ϕ|
q
q−γ dx
) q−γ
q
= ‖h‖γ
Lq(Ω)
.|ϕ|
L
q
q−γ (Ω)
As´ı tenemos que
q ≥ q − γ
por lo tanto q esta´ bien definido, y por las inmersiones continuas de Sobolev
‖h‖Lq(Ω) <∞ y |ϕ|
L
q
q−γ (Ω)
<∞
se muestra que
hγ.ϕ ∈ L1(Ω).
53
(viii)
∫
Ω
(vε
+
m)
δϕdx→
∫
Ω
(v+ε )
δϕdx.
Como
vεm ⇀ vε en H
1
0 (Ω
de las inmersiones compactas de Sobolev
vεm ⇀ vε en L
q(Ω); q ∈ [1, 2∗[.
adema´s existe una subsucesio´n talque
vεm(x)⇀ vε(x) ctp en Ω
y
|vεm(x)| ≤ h(x), ctp en Ω, ∀m, h ∈ L
q(Ω)
as´ı mismo
(v+ε m(x))
δϕ(x)→ (v+ε (x))
δϕ(x), ctp en Ω
y por (3.25)
|(v+ε m(x))
δϕ(x)| ≤ |v+ε m(x)|
δ|ϕ(x)| ≤ |vεm(x)|
δ|ϕ(x)| ≤ hδ(x)|ϕ(x)| ctp en Ω
donde h ∈ Lq(Ω).
Siguiendo los pasos de la convergencia iii) tenemos que hδ.ϕ ∈ L1(Ω) y usando el
Teorema de la Convergencia Dominada de Lebesgue obtenemos lo deseado.
De las anteriores convergencias se obtiene∣∣∣∣∣∣∣∣
∫
Ω
∇uε∇ϕdx+ λ
∫
Ω
(v+ε )
pdx
∫
Ω
ϕdx−
∫
Ω
(u+ε )
αϕdx−
∫
Ω
(v+ε )
βϕdx− ε
∫
Ω
ϕdx = 0∫
Ω
∇vε∇ψdx+ λ
∫
Ω
(u+ε )
qdx
∫
Ω
ψdx−
∫
Ω
(u+ε )
γψdx−
∫
Ω
(v+ε )
δψdx = 0
(3.26)
para todo ϕ, ψ ∈ Vk0 ⊆
⋃+∞
m=1Vm. Luego, por densidad y continuidad se obtiene∣∣∣∣∣∣∣∣
∫
Ω
∇uε∇ϕdx+ λ
∫
Ω
(v+ε )
pdx
∫
Ω
ϕdx−
∫
Ω
(u+ε )
αϕdx−
∫
Ω
(v+ε )
βϕdx− ε
∫
Ω
ϕdx = 0∫
Ω
∇vε∇ψdx+ λ
∫
Ω
(u+ε )
qdx
∫
Ω
ψdx−
∫
Ω
(u+ε )
γψdx−
∫
Ω
(v+ε )
δψdx = 0
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para todo ϕ, ψ ∈
⋃+∞
m=1Vm= H
1
0(Ω).Esdecir(uε, vε) es una solucio´n de´bil de (Pλ)ε.
Ahora probaremos la positividad de uε y vε.
En efecto tenemos∣∣∣∣∣∣∣∣∣∣∣
−∆uε(x) = u
α
ε (x) + v
β
ε (x) + ε− λ
∫
Ω
vpε(y)dy ≥ u
α
ε (x), x ∈ Ω.
uε(x) > 0, x ∈ Ω.
uε(x) = 0, x ∈ ∂Ω.
(3.27)
∣∣∣∣∣∣∣∣∣∣∣
−∆vε(x) = u
γ
ε (x) + v
δ
ε(x)− λ
∫
Ω
uqε(y)dy ≥ u
δ
ε(x), x ∈ Ω.
vε(x) > 0, x ∈ Ω.
vε(x) = 0, x ∈ ∂Ω.
(3.28)
En particular ∣∣∣∣∣∣∣∣∣∣
−∆uε(x) ≥ u
α
ε (x), x ∈ Ω.
uε(x) > 0, x ∈ Ω.
uε(x) = 0, x ∈ ∂Ω.
(3.29)
∣∣∣∣∣∣∣∣∣∣
−∆vε(x) ≥ v
δ
ε(x), x ∈ Ω.
vε(x) > 0, x ∈ Ω.
vε(x) = 0, x ∈ ∂Ω.
(3.30)
Sabemos que existe la solucio´n y es u´nica de los problemas dados a continuacio´n∣∣∣∣∣∣∣∣∣∣
−∆u(x) = uα(x), x ∈ Ω. −∆v(x) = vδ(x). x ∈ Ω
u(x) > 0, x ∈ Ω. v(x) > 0, x ∈ Ω.
u(x) = 0, x ∈ ∂Ω. v(x) = 0, x ∈ ∂Ω.
(3.31)
Sean uα > 0 la u´nica solucio´n del problema (α− r) dado a izquierda de (3.31) y vδ > 0
la u´nica solucio´n del problema (δ − r) dado a derecha de (3.31).
La existenc´ıa y unicidad de las soluciones de cada una de las ecuaciones de (3.31)
esta´n garantizadas por los resultados obtenidos para 0 < α < 1 y 0 < δ < 1.
Observacio´n. En lo que sigue se usa resultados de comparacio´n debido a Ambrosetti,
Brezis y Cerami ; ver [18].
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Lema 3. Supongamos que f(t) es una funcio´n continua tal que t−1f(t) es decreciente
para t > 0. Si v y w satisfacen:∣∣∣∣∣∣∣∣∣∣∣∣
−∆v(x) ≤ f(v(x)) ; x ∈ Ω
v(x) > 0 ; x ∈ Ω
u(x) = 0 ; x ∈ ∂Ω
(3.32)
y ∣∣∣∣∣∣∣∣∣∣∣
−∆w(x) ≥ f(w(x)) ; x ∈ Ω
w(x) > 0 ; x ∈ Ω
w(x) = 0 ; x ∈ ∂Ω
(3.33)
entonces,
w(x) ≥ v(x) ∀x ∈ Ω
Demostracio´n. Ver [18] Lema (3.3) de Ambrosetti-Brezis-Cerami.
Tomando una funcio´n f(t) = tα, 0 < α < 1 tal que
h(t) = t−1f(t) = tα−1, 0 < α < 1
es decreciente; para(3.29)y(3.30) tenemos:∣∣∣∣∣∣∣∣∣∣
−∆uε(x) ≥ f(uε(x)), x ∈ Ω. −∆uα(x) ≤ f(uα(x)). x ∈ Ω
uε(x) > 0, x ∈ Ω. uα(x) > 0, x ∈ Ω.
uε(x) = 0, x ∈ ∂Ω. uα(x) = 0, x ∈ ∂Ω.
(3.34)
Entonces por el lema 4 concluimos
uε(x) ≥ uα(x) > 0, x ∈ Ω. (3.35)
as´ı mismo∣∣∣∣∣∣∣∣∣∣
−∆vε(x) ≥ f(vε(x)), x ∈ Ω. −∆vδ(x) ≤ f(vδ(x)). x ∈ Ω
vε(x) > 0, x ∈ Ω. vδ(x) > 0, x ∈ Ω.
uε(x) = 0, x ∈ ∂Ω. vδ(x) = 0, x ∈ ∂Ω.
(3.36)
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Nuevamente por el lema 4 deducimos que
vε(x) ≥ vδ(x) > 0, x ∈ Ω. (3.37)
Esto concluye la prueba del teorema 3.1.
El siguiente teorema es el resultado principal de este trabajo.
Teorema 3.2. Sean α, β, γ, δ ∈ ]0, 1[, p, q > 0, y λ < 0. Existe una u´nica solucio´n
de´bil (u, v) de (Pλ). Adema´s u, v > 0 y
u, v ∈
(
C2(Ω) ∩ C(Ω)
)
×
(
C2(Ω) ∩ C(Ω)
)
Demostracio´n:
Realizaremos esta demostracio´n, tomando limite cuando ε → 0+ en (Pλ)ε; para esto
nos apoyamos en el teorema (3.1).
Bastara´ considerar εν =
1
ν
, ν = 1, 2, ... y tomando ϕ = uεν y ψ = vεν en (3.16),
sumando ambos resultados y despue´s de algunos ca´lculos obtenemos
‖(uε, vε)‖
2 ≤ C
(
‖(uε, vε)‖
p+1 + ‖(uε, vε)‖
α+1 + ‖(uε, vε)‖
β+1 + ‖(uε, vε)‖+
+‖(uε, vε)‖
q+1 + ‖(uε, vε)‖
γ+1 + ‖(uε, vε)‖
δ+1
)
.
(3.38)
Ahora, como 0 < p+ 1, α + 1, β + 1, γ + 1, q + 1, δ + 1 < 2, resulta
‖(uε, vε)‖ ≤ C (3.39)
independiente de ε.
En consecuencia, existe (u, v) ∈ H10 (Ω)×H
1
0 (Ω) talque
(uε, vε)⇀ (u, v), enH
1
0 (Ω)×H
1
0 (Ω)
Luego razonando como en la demostracio´n del pasaje al limite en el teorema 3.1,
obtenemos que (u, v) ∈ H10 (Ω)×H
1
0 (Ω) satisface∣∣∣∣∣∣∣∣
∫
Ω
∇u∇ϕdx+ λ
∫
Ω
vpdx
∫
Ω
ϕdx =
∫
Ω
uαϕdx+
∫
Ω
vβϕdx+ ε
∫
Ω
ϕdx∫
Ω
∇v∇ψdx+ λ
∫
Ω
uqdx
∫
Ω
ψdx =
∫
Ω
uγψdx+
∫
Ω
vδψdx
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para todo ϕ, ψ ∈ H10 (Ω).
Lo que prueba la existencia de la solucio´n de´bil de (Pλ).
Aplicando nuevamente el Lema 4, razonando similarmente como en la demostracio´n
del teorema (3.1), obtenemos
u > 0, y v > 0
Para probar la regularidad usaremos reiteradamente el teorema ADN dado en A.15,(Agmon-
Douglis-Niremberg)y el teorema A.16 (Schauder), a este procedimiento se le denomina
argumento “Bootstrap”, consideramos
f̂(x) = f̂
(
u(x), v(x)
)
= uα(x) + vβ(x)− λ
∫
Ω
vp(y) dy
ĝ(x) = ĝ
(
u(x), v(x)
)
= uγ(x) + vδ(x)− λ
∫
Ω
uq(y) dy
Se tiene as´ı el sistema
−∆u = f̂(x) x ∈ Ω (3.40)
−∆v = ĝ(x) x ∈ Ω (3.41)
Sea r ∈]1; 2∗ − 1[, θ ∈]1; 2∗ − 1[. Luego
|f̂(x)| ≤ c1
(
|u|r + |v|r
)
+ c2; c1, c2 > 0. (3.42)
|ĝ(x)| ≤ c3
(
|u|θ + |v|θ
)
+ c4; c3, c4 > 0. (3.43)
En consecuencia f̂ ∈ L
2∗
r (Ω) y ĝ ∈ L
2∗
θ (Ω), y por la regularidad de los problemas
el´ıpticos (Teorema ADN), se tiene que
u ∈ W 2,
2∗
r (Ω) y v ∈ W 2,
2∗
θ (Ω) (3.44)
Analicemos la regularidad de u, la regularidad de v es similar.
Si, 2
∗
r
≥ N
2
, entonces
W 2,
2∗
r (Ω) →֒ Lε(Ω), ∀ε ∈ [1; +∞[
Ahora, fijando ε > Nr > 1, resulta en particular
W 2,
2∗
r (Ω) →֒ Lε(Ω)
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en consecuencia u ∈ Lε(Ω). Similarmente, encontramos v ∈ Lε(Ω).
Luego de (3.42), resulta que f̂ ∈ L
ε
r (Ω). Aplicando nuevamente (ADN) obtenemos
u ∈ W 2,
ε
r (Ω) →֒ C1(Ω)
De (3.42), repitiendo el ana´lisis anterior, resulta f̂ ∈ C(Ω) y por el teorema de Schauder
u ∈ C0(Ω) ∩ C2(Ω). Similar ca´lculo permite obtener v ∈ C0(Ω) ∩ C2(Ω).
As´ı el teorema 3.2 esta´ completamente demostrado.
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4 Implementacio´n del Me´todo Nume´rico
Consideremos el problema unidimensional∣∣∣∣∣∣∣
−u′′ + λ
∫ 1
0
up(y) dy = f, en ]0, 1[
u(0) = u(1) = 0.
(4.1)
con f ∈ L2(0, 1).
Se trata de hallar u ∈ H10 (Ω) tal que
(P )
∫ 1
0
u′(x)ϕ′(x) dx+ λ
∫ 1
0
up(y) dy
∫ 1
0
ϕ(x) dx =
∫ 1
0
fϕ dx, ∀ϕ ∈ H10 (Ω)
A fin de construir la aproximacio´n por elementos finitos, subdividimos Ω = [0; 1] en N
subintertvalos [xi; xi+1], i = 0, 1, 2, ..., N − 1; por los puntos xi = ih, i = 0, 1, ..., N ,
donde h = 1
N
, N ≥ 2.
Es conveniente expresar nuestra aproximacio´n como una combinacio´n lineal de las
funciones base elemento finito
ϕi(x) =
(
1− |
x− xi
h
|
)
+
, i = 1, 2, ..., N − 1.
resulta que ϕi ∈ H
1
0 (Ω), Sop(ϕi) = [xi−1; xi+1], i = 0, 1, 2, ..., N − 1. y que {ϕi}
N−1
i=1 es
linealmente independiente. Por tanto
Vh = [ϕ1, ϕ2, ..., ϕN−1] ⊆ H
1
0 (Ω)
y dim(Vh) = N − 1.
La aproximacio´n de elemento finito de (P ) es: hallar uh ∈ Vh, tal que
(Ph)
∫ 1
0
u′h(x)ϕ
′
h(x) dx+ λ
(∫ 1
0
uph(x) dx
)(∫ 1
0
ϕh(x) dx
)
=
∫ 1
0
fϕh(x) dx, ∀ϕh ∈ Vh
como uh ∈ Vh, es obvio que
uh(x) =
N−1∑
i=1
αiϕi(x)
que sustituida en (Ph) obtenemos el problema equivalente.
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Hallar α = (α1, α2, ..., αN−1)
t ∈ RN−1 tal que
(Ph)
′
N∑
i=1
αi
∫ 1
0
ϕ′i(x)ϕ
′
j(x) dx+ λ
(∫ 1
0
(
N−1∑
i=1
αiϕi(x))
p(x) dx
)(∫ 1
0
ϕj(x) dx
)
=
∫ 1
0
fϕj(x) dx
para j = 0, 1, 2, ..., N − 1.
Haciendo
aji =
∫ 1
0
ϕ′i(x)ϕ
′
j(x) dx+ λ
(∫ 1
0
(
N−1∑
i=1
αiϕi(x))
p(x) dx
)(∫ 1
0
ϕj(x) dx
)
Fj =
∫ 1
0
f(x)ϕj(x) dx; j = 0, 1, 2, ..., N − 1.
podemos escribir (Ph)
′ como el sistema matricial
(∗) AU = F (4.2)
donde A = [aji]1,j≤N−1, F = (F1, F2, ..., FN−1)
t. Resolviendo el sistema (4.2) sustitui-
mos los valores α1, α2, ..., αN−1 en la expresio´n
uh(x) =
N−1∑
i=1
αiϕi(x)
y as´ı obtenemos uh.
Observacio´n. En la pra´ctica los aji y Fj son calculados aproximadamente usando
reglas de integracio´n nume´rica.
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5 Conclusiones y/o Sugerencias
1. Se concluye que el Me´todo de Galerkin es de gran aplicabilidad para resolver pro-
blemas no locales, en particular para encontrar soluciones de´biles para sistemas
no lineales, como el estudiado en este trabajo. Es evidente que la metodolog´ıa
empleada puede aplicarse a otro tipo de ecuaciones diferenciales parciales y/o
ordinarias, o ecuaciones integrodiferenciales, con diferente condicio´n de frontera.
Por ejemplo ∣∣∣∣∣∣∣∣∣∣∣∣
−M
(∫
Ω
u2xdx
)
uxx + g(x, u)|u|
p
p = 0. ; en ]0; 1[
M
(∫
Ω
u2xdx
)
ux(1) = h(1)
u(1) = 0 = u(0)
puede resolverse con la te´cnica empleada aqu´ı, pero esto se escapa de nuestro
objetivo.
2. Se pueden estudiar diversos casos relacionados con nuestro sistema (Pλ). Por
ejemplo cuando el operador laplaciano ∆ es cambiado por el p-laplaciano ∆p
para 1 < p < +∞, o cuando hay condiciones de frontera no homoge´neas.
Tambie´n se puede investigar (Pλ) en el contexto de los espacios de Sobolev con
exponente variable. As´ı mismo se puede investigar la unicidad de la solucio´n.
3. Nuestro trabajo tambie´n mostro´ una estrecha relacio´n con otros me´todos de apro-
ximacio´n nume´rica, los elementos finitos.
4. Como cualquier otro me´todo matema´tico, el me´todo de Galerkin tambie´n, tiene
sus limitaciones. En nuestro caso aplicar el me´todo se torna muy dif´ıcil(sino es
inaplicable) cuando λ > 0.
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6 Ape´ndice de Resultados Utilizados
En este ape´ndice enunciaremos los principales resultados utilizados durante las de-
mostraciones en este trabajo.
Teorema (A.1)(Lax-Milgram) Sea H un espacio de Hilbert y a : H × H −→ R
una forma bilineal verificando:
(i) a(·, ·) es continua, esto es, existe M > 0 tal que
|a(u, v)| ≤M ‖u‖ ‖v‖ , ∀ u, v ∈ H;
(ii) a(·, ·) es coercivo, osea, existe α > 0 tal que
a(u, u) ≥ α ‖u‖2 , ∀ u ∈ H;
Sea T : H −→ R un funcional lineal continuo, existe un u´nico u ∈ H satisfaciendo:
a(u, v) = T (v) , ∀ v ∈ H.
Demostracio´n: Ver [11] pag.89
Teorema (A.2)(Principio del Ma´ximo Fuerte) Sea Ω ⊂ Rn un abierto acotado
y u ∈ C(Ω) ∩ C2(Ω) tal que ∆u ≤ 0 (∆u ≥ 0) en Ω y suponga que existe un punto
y ∈ Ω tal que u(y) = sup
∂Ω
u
(´
ınf
∂Ω
u
)
. Entonces, u es constante.
Demostracio´n: Ver [14] pag.15
Teorema (A.3)(Principio del Ma´ximo De´bil) Sea Ω ⊂ Rn un abierto acotado y
u ∈ C(Ω) ∩ C2(Ω) tal que ∆u ≤ 0 (∆u ≥ 0) en Ω. Entonces
sup
Ω
u = sup
∂Ω
u
(´
ınf
Ω
u = ı´nf
∂Ω
u
)
.
Demostracio´n: Ver [14] pag.15
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Teorema (A.4) (Del A´ngulo Agudo.)Sea F : Rm −→ Rm una funcio´n continua.
Si existe R > 0 tal que 〈F (x), x〉 ≥ 0, ∀ |x|Rm = R, entonces existe x0 ∈ B(0, R) tal
que F (x0) = 0.
Demostracio´n: Ver [16] [5]
Teorema (A.5)(Desigualdad de Poincare´) Sea Ω un abierto acotado de Rn. En-
tonces, existe una constante C = C(Ω, p) > 0 tal que
‖u‖Lp(Ω) ≤ C
(∫
Ω
|∇u|p dx
) 1
p
, ∀ u ∈ W 1,p0 (Ω), 1 ≤ p <∞.
Demostracio´n: Ver [20] pag.183
Teorema (A.6) Sea E un espacio de Banach reflexivo y (xn)n∈N una sucesio´n acotada
en E. Entonces existe una subsucesio´n
(
xnj
)
nj∈N
⊆(xn)n∈N con
xnj ⇀ x en E.
Demostracio´n: Ver [11] pag.50.
Teorema (A.7) Sea (fn)n∈N una sucesio´n en L
p(Ω) y f ∈ Lp(Ω) tal que
‖fn − f‖Lp(Ω) → 0. Entonces existe una subsucesio´n (fnk)nk∈N⊆(fn)n∈N tal que:
(i) fnk → f(x) c.t.p en Ω.
(ii) |fnk(x)| ≤ h(x) c.t.p en Ω, para todo k, con h ∈ L
p(Ω).
Demostracio´n: Ver [11] pag.58.
Teorema (A.8) Sea L un operador El´ıptico estr´ıcto en Ω con aij ∈ C0,1(Ω), bi, ci ∈
L∞(Ω). Si ∂Ω ∈ Ck+2 y existe ϕ ∈ W k+2,2(Ω) con u − ϕ ∈ W 1,20 (Ω). Entonces u ∈
W k+2,2(Ω) y:
‖u‖Wk+2,2(Ω) ≤ C
(
‖u‖L2(Ω) + ‖f‖Wk+2,2(Ω) + ‖ϕ‖Wk+2,2(Ω)
)
.
Demostracio´n: Ver [14] pag.177.
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Teorema (A.9) Sean m ≥ 1 y 1 ≤ p ≤ ∞. Entonces:
(i) Si
1
p
−
m
n
> 0, Wm,p(Ω) ⊂ Lq(Ω),
1
q
=
1
p
−
m
n
.
(ii) Si
1
p
−
m
n
= 0, Wm,p(Ω) ⊂ Lq(Ω), para q ∈ [p,∞).
(iii) Si
1
p
−
m
n
< 0, Wm,p(Ω) ⊂ L∞(Ω).
Demostracio´n: Ver [12] pag.79
Teorema (A.10)(Teorema de Inmersio´n continua de Sobolev) Sea Ω un domi-
nio regular en Rn, m > 0 y 1 ≤ p <∞. Entonces, para cualquier j ≥ 0 las inmersiones
de abajo son continuas:
(i) Si m <
n
p
, W j+m,p(Ω) →֒ W j,q(Ω), p ≤ p ≤
np
n−mp
= p∗.
(ii) Si m =
n
p
, W j+m,p(Ω) →֒ W j,q(Ω), p ≤ q ≤ ∞.
(iii) Si m >
n
p
, W j+m,p(Ω) →֒ Cjβ(Ω).
(iv) Si m− 1 <
n
p
< m, W j+m,p(Ω) →֒ Cj,α(Ω), 0 ≤ α ≤ m−
n
p
.
donde denotamos por Cjβ(Ω) al espacio de Banach de funciones u : Ω→ R de clase C
j
tales que u y todas sus derivadas de orden j son acotadas con la norma:
‖u‖Cj
β
(Ω) = ma´x
|α|≤j
sup
x∈Ω
|Dαu(x)|.
As´ı mismo, Ck,λ(Rn), 0 < λ ≤ 1, es el espacio de Banach de las funciones u ∈ Ckβ(R
n)
tales que u y todas sus derivadas de orden k son Ho¨lder continuas (Holderiana) con
exponente λ (λ−Ho¨lder continuas), esto es:
ma´x
|α|≤k
sup
x 6=y
|Dαu(x)−Dαu(y)|
|x− y|λ
<∞.
La norma de Ck,λ(Rn) es dada por
‖u‖Ck,λ(Rn) = ma´x
|α|≤j
sup
x∈Ω
|Dαu(x)|+ma´x
|α|≤k
sup
x 6=y
|Dαu(x)−Dαu(y)|
|x− y|λ
.
Demostracio´n: Ver [13] pag.102
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Teorema (A.11)(Teorema de Inmersio´n Compacta de Rellich-Kondrachov)
Sea Ω un dominio acotado con frontera regular en Rn, j ≥ 0, m ≥ 0 y 1 ≤ p < ∞.
Entonces para cualquier j ≥ 0, las inmersiones de abajo son compactas:
(i) Si m <
n
p
, W j+m,p(Ω) →֒ W j,q(Ω), p ≤ p ≤
np
n−mp
= p∗.
(ii) Si m =
n
p
, W j+m,p(Ω) →֒ W j,q(Ω), p ≤ q ≤ ∞.
(iii) Si m >
n
p
;
W j+m,p(Ω) →֒ W j,q(Ω), 1 ≤ q ≤ ∞; W j+m,p(Ω) →֒ Cj,α(Ω); W j+m,p(Ω) →֒ Cj(Ω).
(iv) Si m− 1 <
n
p
< m, W j+m,p(Ω) →֒ Cj,µ(Ω), 0 < µ < m−
n
p
.
Demostracio´n: Ver [13] pag.103
Teorema (A.12) Sea H un espacio de Banach (un)n∈N⊂ H. Entonces:
Si un ⇀ u en H, entonces ‖u‖ ≤ l´ım inf ‖un‖. Demostracio´n: Ver [11] pag.50
Teorema (A.13) Sea X un espacio de Banach uniformemente convexo. Para toda
sucesio´n (un)n∈N⊂ X, con
un ⇀ u en X
l´ım sup ‖un‖ ≤ ‖u‖.
Se sigue que
un → u en X.
Demostracio´n: Ver [11] pag.52
Teorema (A.14)(Teorema de la Divergencia) Sea Ω un dominio acotado cuya
frontera ∂Ω es una Hiperficie de clase C1 y ν es el vector unitario normal a ∂Ω. Para
cualquier funcio´n F : Ω→ Rn, F ∈ C(Ω) ∩ C1(Ω) tenemos que:∫
Ω
div F dx =
∫
∂Ω
〈F, ν〉 dS.
Demostracio´n: Ver [22] pag.17
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Teorema (A.15)(Agmon-Douglis-Nirenberg.) Sea 0 < α < 1 y Ω un abierto
acotado de clase C2,α(Ω). Supongamos que los coeficientes de
L =
∑
i,j
∂
∂xi
(
ai,j(x)
∂
∂xj
)
+
∑
j
bj
∂
∂xi
+ c
ai,j, bj y c pertenecen a C
0,α(Ω) y que Λ es el limite superior de sus normas en este
espacio.
Sea f ∈ C0,α(Ω) y g ∈ C2,α(Ω). Sea u ∈ C0(Ω) ∩ C2(Ω) una funcio´n talque∣∣∣∣∣∣∣∣
Lu = f ; enΩ
u = g ; sobreΓ = ∂Ω
entonces u ∈ C2,α(Ω) con la estimativa
‖u‖C2,α(Ω) ≤ C
(
‖f‖C0,α(Ω) + ‖g‖C2,α(Ω)
)
donde C solo depende de α,Λ y Ω.
Demostracio´n: Ver [23]pag.103
Teorema (A.16)(Schauder.) Sea 0 < α < 1 y Ω un abierto acotado de Rn, de clase
C2,α(Ω) y el operador
Lu =
∑
i,j
∂
∂xi
(
ai,j(x)
∂
∂xj
u
)
+
∑
j
bj
∂
∂xi
u+ c(x, u(x))
con ai,j ∈ C(Ω), 1 ≤ i, j ≤ n, b ∈ C(Ω,R
n), b = (bi)
n
i=1 y c ∈ C(Ω), c(x), ∀x ∈ Ω ,
∃λ > 0;
∑
i,j
aij(x)ξiξj ≥ λ|ξ|
2, ∀x ∈ Ω, ∀ξ ∈ Rn
Si f ∈ C0,α(Ω) y g ∈ C2,α(Ω), el problema
∣∣∣∣∣∣∣∣
Lu = f ; enΩ
u = g ; sobreΓ = ∂Ω
admite una u´nica solucio´n (de´bil) u ∈ C0(Ω) ∩ C2(Ω).
Demostracio´n: Ver [23] Pag. 104
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Observacio´n.
1) Sea u ∈ W 1,p(Ω) dada. En general, u˜ ∈ Lp(Rn), pero u˜ /∈ W 1,p(Rn).
2) Si ψ ∈ C10(Ω), entonces uψ ∈ W
1,p(Ω) con
Di(uψ) = ψDiu+ uDiψ,
para todo 1 ≤ i ≤ n. Adema´s, u˜ ψ pertenece a W 1,p(Rn) y se satisface
Di(u˜ ψ) = ψ˜ Diu+ u˜ Diψ, 1 ≤ i ≤ n.
3) Sean Ei, i = 1, 2, ...,m espacios de Banach, con normas |.|Ei respectivamente.
Entonces
E =
m∏
i=1
Ei
es un espacio de Banach, con la norma
|ξ|E =
( ∑
1≤i≤m
|ξi|
2
Ei
) 1
2
; ξ = (ξ1, ξ2, ..., ξm) ∈ E
En particular E = H10 (Ω)×H
1
0 (Ω) es un espacio de Hilbert y
|(u, v)|E =
(
|u|2H10 (Ω)
+ |v|2H10 (Ω)
) 1
2
Teorema (A.17)(Stampacchia.) Sea G : R −→ R una funcio´n Lipschitz continua
tal que G(0) = 0. Para 1 < p < +∞, si Ω es acotado y u ∈ W 1,p0 (Ω), entonces tenemos
G ◦ u ∈ W 1,p0 (Ω) Demostracio´n. Ver [25]Pag. 154
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