The matrix approach to the adjoint sensitivity analysis of atmospheric models with multiple observables is presented. The approach is developed as a straightforward generalization of the scalar case originally devised by Marchuk in the 1960s for applications in atmospheric remote sensing based on the use of the adjoint equation of radiative transfer. According to the commonly accepted viewpoint, the solution of the adjoint problem corresponding to the forward problem formulated with respect to an n vector of variables, is also an n vector. It is shown that in the general case of m observables this adjoint solution should have the form of an n ϫ m matrix. Then, the m ϫ N matrix of sensitivities of m observables to N model parameters can be directly evaluated from the single matrix adjoint solution rather than from multiple vector adjoint solutions computed for each of m observables. Potentially, this can provide appreciable savings of computer time. A general operator-matrix presentation of the approach is given and its application to the sensitivity analysis of a simple zero-dimensional radiative balance model with two field variables and two observables is considered. The results are validated by numerical experiments.
Introduction
Currently, there exists a wide variety of models of atmospheric dynamics (see, e.g., Trenberth 1992) . The simplest zero-dimensional models describe the spatial averages of the atmospheric field variables. The onedimensional (1D) models deal with vertical profiles of horizontally averaged variables or with latitudinal cross sections of variables averaged vertically and zonally. The 2D and 3D models add capability to cover the latitudinal and longitudinal variations. There is also a great variety of timescales used, starting from the models of paleoclimate involving the geological timescales and proceeding toward the models of modern climate, and models of interannual, seasonal, synoptic, and diurnal variations, which are used to forecast the long-term and short-term weather phenomena. The most sophisticated models involve integration of the full system of primitive equations of atmospheric motion.
Notwithstanding this diversity of models of atmospheric dynamics, all of them have some common general features. There are a number of atmospheric variables that quantify the simulated state of the atmosphere, and there are also a number of atmospheric parameters that specify the atmospheric model itself. In general, the models are described by nonlinear differential equations with initial value conditions and/or boundary conditions. As any model has to be eventually tested against observations, an important component of its mathematical description is also a set of observable results (observables), which are specified by the procedure of their computation from atmospheric variables. These observables can represent a snapshot of atmospheric variables at a given instant, temporal behavior of the observables at given location(s), some space and/ or time averages, or some combination of the above.
For a given model, the observables are dependent on the model parameters, and the capability to estimate the sensitivity of observables to these parameters is as important as the capability to compute the observables themselves. Studies of the radiative forcing due to variations of the content, spatial distribution, and temporal behavior of greenhouse atmospheric gases and of aerosol present just one example of where such sensitivity analysis is important. Computation of sensitivities by plain variations of atmospheric parameters may become impractical as the number of parameters increases. If spatial distribution of atmospheric parameters has to be taken into account, then variation of them, layer by layer, grid cell by grid cell, can easily result in insurmountable requirements on the computer resources needed.
An alternative approach to sensitivity analysis in the atmospheric dynamics was suggested in 1970s by Mar-U S T I N O V chuk (1974, 1975a,b) , a decade after he initially introduced this approach in atmospheric remote sensing (Marchuk 1964) . Quantitatively, the sensitivities of the observables are derivatives with respect to the atmospheric parameters considered: partial derivatives, as in the zero-dimensional models; and variational derivatives if spatial fields of both observables and atmospheric parameters are involved in models with one or more dimensions. The above plain layer-by-layer, cellby-cell variation procedure represents essentially a finite-difference approach to evaluation of these derivatives when only numerical solutions of systems of equations of atmospheric dynamics are available. It turns out that the solution of the corresponding system of adjoint equations provides an efficient and elegant way to compute sensitivities to the model parameters. A single solution of the adjoint system for a given atmospheric model can be used to compute the sensitivities in a way that is not too dissimilar from that of computing the observables themselves from the solution of the given system of equations of atmospheric dynamics.
The adjoint approach to sensitivity analysis was later developed by Cacuci (1981a,b) in application to the general nonlinear case of a system of equations with initial and boundary conditions. These results were applied to the adjoint sensitivity analysis of the radiativeconvective model (Hall et al. 1982; Hall and Cacuci 1983) , climate models (Cacuci and Hall 1984) , and the general circulation model (Hall 1986 ). Albeit very general, the mathematical framework developed by Cacuci (1981a,b) was dealing with the case of one observable in the form of a single scalar functional of atmospheric variables and model parameters. Meanwhile, in the case of multiple variables, it is of considerable interest to be able to perform the sensitivity analysis for individual observables without solving the adjoint problem for each of them separately. While the adjoint approach to sensitivity analysis rapidly evolves toward applications to more sophisticated and more realistic models (see, e.g., Kaminski et al. 1999a,b; Vukicevic and Hess 2000; and Li et al. 2000) , the ability of direct treatment of multiple observables becomes more and more relevant.
The aim of this paper is to present a straightforward matrix generalization of the formalism of adjoint sensitivity analysis from the scalar case of one variableone observable devised by Marchuk (1964) for atmospheric remote sensing (see also Ustinov 1991 Ustinov , 1992 Ustinov , 2001 , to the case of multiple variables-multiple observables that is applied here to the atmospheric dynamics. In the most general case, the vector of observables can be construed as a nonlinear operator acting on the vectors of atmospheric variables and model parameters. In many practical applications of atmospheric modeling, the vector of observables can be construed as a linear operator representing some weighted averages over space and/or time of separate atmospheric variables or of any linear combination of them. Thus, the procedure of computing the observables involves, in general, a matrix transformation; in the case of observables computed from separate atmospheric variables the transformation matrix is diagonal. As shown in section 3, in general case, this matrix is constructed from the right-hand terms of the matrix differential equation and initial condition of the adjoint problem of atmospheric dynamics. This dictates the matrix nature of the adjoint solution in the general case.
Nonlinear and linearized forward problems
In the following, we will use different superscripts to distinguish between variables and parameters used in the formulation of three interrelated problems. The variables and parameters without superscripts refer to the basic nonlinear forward problem represented by the system of equations of atmospheric dynamics. The variables and parameters with prime (Ј) superscript refer to the linearized forward problem based on the equations of atmospheric dynamics, which are linearized in the vicinity of the nonlinear solution and which describe the perturbation of this solution due to perturbations of parameters of the system. Finally, the star (*) superscript denotes the adjoint variables that represent the solution of the linear problem that is adjoint to the linearized forward problem.
Let X(t) be an n vector of variables X j (t), (j ϭ 1, . . . n) describing the state of the atmosphere. Let a(t) be an N vector of model atmospheric parameters, a i (t) (i ϭ 1, . . . N). The system of nonlinear equations describing evolution of the atmospheric system together with the initial conditions for variables X j (t) can be written in the form
Here N is a nonlinear operator that acts on the state vector X in a way that depends on the vector of atmospheric parameters, a. Let X(t) be a solution of this nonlinear model computed for the period of evolution of the atmospheric system for the interval of time from t ϭ t 0 to t ϭ t 1 . Let R be an m vector of observables R k , (k ϭ 1, . . . m) obtained using the procedure of observations that is specified by the n ϫ m observation matrix W(t) as convolved with the vector of variables X(t) over the interval of integration [t 0 , t 1 ]:
For example, if the vector of observables R represents the state vector X at a given instant, t s , then m ϭ n and
where l is an n ϫ n identity matrix and ␦(t) is the Dirac
VOLUME 58 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S
␦ function. If the observables represent the state vector averaged over the period from t s1 to t s2 , then
( 5) where (t) is the Heaviside function. If the number of observables m is less than the number of model variables n, then the observation matrix W(t) has correspondingly a lower number of columns. And if only one observable result is considered, the matrix W(t) degenerates into the n vector. If, in addition, the time dependence of W(t) is the same for all its elements, then it can be rewritten in the form of the n vector d multiplied by a scalar function:
In this particular case, Eq. (3) can be rewritten as [cf.
Eq. (2) of Hall and Cacuci (1983) ]
The general aim of sensitivity analysis is to evaluate the responses of the vector of observables R to variations of the vector of parameters a(t). Let these parameters experience some variations ␦a(t) in the vicinity of values a(t) for which the solution of the nonlinear system X(t) was found. We will refer to X(t) as to a basic nonlinear solution. Let the nonlinear problem, Eqs. (1) and (2), be linearized in vicinity of X(t) in the form
0 c
Here C(t) is the n ϫ n matrix and S e (t) is an n vector. Both of them are dependent on the given basic solution X(t). If, in addition to the atmospheric parameters, initial conditions are also varied, then S c 0. Subscripts e and c stand for ''equation'' and ''(initial) condition,'' respectively.
In the next section, we will need to combine the matrix differential equation and initial condition of the linearized forward problem, Eqs. (8) and (9) into a single linear operator equation using the scheme developed in Ustinov (2001) for the scalar case of atmospheric radiative transfer. For this purpose, we represent Eqs. (8) and (9) in a general form of two linear operator equations: In order to formulate the matrix adjoint problem in the next section we also need a linearized version of Eq. (3) to obtain the vector of corresponding perturbations of observables RЈ as expressed through XЈ:
In the development of the adjoint matrix formalism in the next section we will use the following definition. Let A(t) be an n ϫ m matrix function and B(t) be an n-vector function. Their inner product (A, B) is defined as an m vector in the form
For the elements of the vector (A, B) we have
where (A jk , B j ) (j ϭ 1, . . . n; k ϭ 1, . . . m) are the inner products of corresponding scalar functions A jk (t) and B j (t). If m ϭ n ϭ 1, then Eq. (13) 
becomes a definition of an inner product of two scalar functions A(t) and B(t).
Using the definition Eq. (13), we can rewrite Eq. (12) in the form
In the particular case of one observable, Eq. (7) we have
Adjoint operator and adjoint problem
In this section we will construct the adjoint operator and adjoint problem corresponding to the linearized forward problem [Eqs. (10) , (11)] coupled with the procedure [Eq. (15)] of computation of the (linearized) observables from the linearized solution. These equations are used to formulate the corresponding adjoint problem in the form
Following the scheme developed in Ustinov (2001), first we will combine the differential equation and boundary condition of the forward problem, Eqs. (10) and (11) into a single operator equation,
and then we will find an operator L*, adjoint to L. As was demonstrated in Ustinov (2001) for the scalar case, this operator will naturally split into the operators L* e and , corresponding to the differential equation of the L* c adjoint problem and to a condition that is imposed here at the end of the time interval t 1 . Then, based on the derived form of the operator L* and on the given procedure [Eq. (15) 
Comparing Eqs. (20) and (19) we obtain the operator L and the right-hand term S of the forward problem, [Eq. (19) ] in the form
From Eqs. (8) and (9) we have
c where l is an identity matrix. After substitution into Eq. 
for arbitrary functions XЈ(t) and X*(t), which can form the inner product (X*, XЈ) as defined by Eq. (13). In other words, we demand that the adjoint operator L* satisfies the equality
Substituting operator L as defined by Eq. (25) into the left side of Eq. (27) we have
Performing the integration by parts in Eq. (28) we obtain
The right-hand side of Eq. (29) can be represented in the form of the right-hand side of Eq. (27) if we let 
where Eqs. (17) and (18) we have The matrix right-hand terms, W e and W c , are defined using the relation (35)] is formulated with the matrix righthand terms, W e (t) and W c , which have the number of columns corresponding to the number of observables. The adjoint solution is also a matrix with the same dimensions. The matrix C(t) used in the differential equation, Eq. (34) has to be computed only once at each time step of integration, independent of the number of observables. In other words, the matrix differential equation Eq. (34) is integrated for all columns of the adjoint solution simultaneously. This is favorable as compared to separate integration of Eq. (34) for each observable because the matrix C T (t) is not dependent on individual observables. Therefore, in the computer program, it can be evaluated outside of the loop over individual observables, resulting in corresponding savings of computing time.
Applications to the sensitivity analysis
The solution X* of the adjoint problem [Eq. (37)] is instrumental in two respects. First, it provides an alternative way to compute the vector of observables, in addition to that provided by Eq. (15):
Second, and more importantly, the adjoint solution X* makes it possible to directly express the variation of the vector of observables R through the variation of the operator L and the right-hand term S of the forward problem, Eq. (19):
Since both operator L and right-hand term S are expressed through the parameters a i (t) (i ϭ 1, . . . N), we can obtain the explicit expression for the m ϫ n sensitivity matrix of the vector of observables R to the vector of model parameters a(t). It has the form of a variational derivative ␦R/␦a(t) and enters the relation between variations ␦R and ␦a(t):
[A brief summary of necessary information on variational derivatives can be found, e.g., in the appendix to Ustinov (2000) .] From Eq. (39) we have
␦a(t) ␦a(t) ␦a(t)
Equation (38) can be derived by multiplying the forward problem, Eq. (19), by X* and multiplying the adjoint problem, Eq. (37), by XЈ to obtain
(L *X*, XЈ) ϭ (W, XЈ).
As the left-hand terms of Eqs. (42) and (43) 
Subtracting from Eq. (44) the linearized forward problem, Eq. (19), and neglecting the second-order term containing ␦L␦X we obtain
Multiplying Eq. (37) by ␦X and Eq. (45) by X* we have
(X*, L ␦X) ϩ (X*, ␦L XЈ) ϭ (X*, ␦S).
Taking variation of Eq. (15),
and applying the definition of the adjoint operator L*, Eq. (26), to the adjoint solution X* and to the variation of forward solution ␦X we have
Finally, subtracting Eq. (47) from Eq. (46) and using Eqs. (48) and (49) we obtain Eq. (39). In the particular case when XЈ ϭ 0, Eq. (39) yields the variation R in the vicinity of the basic nonlinear solution X of the forward problem in its initial form, Eqs. (1) and (2). The equation
and the expression for the sensitivity matrix, Eq. (41), is reduced to the form
␦a(t) ␦a(t)
In the next section, the matrix approach to sensitivity analysis developed above is applied to a simple radiative balance model of atmospheric dynamics with two variables and two observables.
Sensitivity analysis of a simple radiative balance model
Two components of the state vector in this model are temperature T and cloudiness n:
n(t)
The model is described by two equations with corresponding initial value conditions for T and n:
The first equation of the system, Eq. (53), is the radiative balance equation with solar heating dependent on the cloudiness. If cloudiness n ϭ 0, then the radiative balance is determined by solar heating E ᭪ and thermal cooling T 4 of the surface. If cloudiness n ϭ 1, then the radiative balance is determined by solar heating (1 Ϫ A)E ᭪ and thermal cooling T 4 /2 of opaque clouds with cloud tops at the tropopause. The equation for cloudiness includes a characteristic time constant, , and results in a linear dependence of n on T in the equilibrium state.
The 2 vector of observables R is defined by Eq. (3) with the 2 ϫ 2 matrix W(t) specified under assumption that the observables R 1 and R 2 are obtained as some For the sake of simplicity we assume that the only model parameter to vary here is the albedo of clouds A. Linearization of the nonlinear forward problem, Eqs. (53) and (54), in the vicinity of some basic nonlinear solution, X(t), yields
0 0
The system [Eqs. (57), (58)] can be presented in the form of the linearized forward model [Eqs. (8), (9)], where 2 ϫ 2 matrix C(t) and 2 vectors S e (t) and S c have the form
Corresponding adjoint model can be obtained directly from the general matrix form [Eqs. (34) , (35)] by substitution of the matrix C(t) [Eq. (59) ]. Both the solution X*(t) and the right-hand terms W e (t) and W c are 2 ϫ 2 matrices. For each kth column of these matrices we have (22)]. Substituting the matrix C(t) [Eq. (59)] into Eq. (25) and taking the variation with respect to albedo A, we have
Substituting vectors S e (t) and S c [Eqs. (60) , (61)] into Eq. (22) and taking the variation with respect to A we have
substituting Eqs. (65) and (66) into the expression for ␦R [Eq. (39)], and performing a matrix multiplication, we have
whence we immediately obtain
␦A(t) c p
Numerical experiments
The summary of the input data used in the numerical experiments is presented in Table 1 . The value of c p was intentionally taken much less than the typical value for the terrestrial atmosphere-surface system to ensure the significant diurnal variations of temperatures. The remaining parameters roughly correspond to the terrestrial atmosphere-surface system. The observables simulated were the averages of temperature and cloudiness over the last day of the total period of integration:
͗n͘
The single model parameter varied in these numerical experiments was the albedo A. For simplicity, its basic value and its variations were kept constant over time. Thus, sensitivities of observables to this parameter reduce to partial derivatives ‫͗ץ‬T͘/‫ץ‬A and ‫͗ץ‬n͘/‫ץ‬A. The matrix of these partial derivatives is obtained from the corresponding matrix of variational derivatives:
͵ ‫ץ‬a ␦a(t)
This expression can be derived by substitution of an arbitrary constant variation ␦a(t) ϵ da into the expression for the variation ␦R, Eq. (40) which becomes a differential dR: 
͗nЈ͘ Ϫ0.0105
The differences between the results obtained from the solutions of the linearized forward system and of the adjoint system due to numerical integration errors are within the accuracy of values presented. Sensitivities for the basic nonlinear solutions were evaluated using the solution of the adjoint problem. The values for the case of variable insolation are presented below:
These values can be compared with the linearized observables obtained above for AЈ ϭ 0.1. As it can be expected, they differ by factor of 1/AЈ ϭ 10.
Discussion and conclusions
As demonstrated in the previous sections, the adjoint sensitivity analysis can be naturally extended to the case of multiple observables. In this case, the adjoint solution becomes a matrix with dimensions corresponding to the numbers of field variables and observables. Reducing it to a vector (one-column matrix) forces us to deal with a single observable, usually a composite one, constructed from multiple observables, like the ''distance'' function between the modeled and observed data. It can be anticipated that the procedure of direct construction of the adjoint operator corresponding to that of the linearized forward problem as presented in section 3 will also be applicable to the models with one or more spatial arguments where the boundary conditions will become necessary. The need for such boundary conditions is especially clear in regional models where they should be specified along the boundary of respective area. The 1D models are a logical first step here. Unfortunately, the most evident candidate, the radiative-convective model is not amenable to the straightforward linearization due to distinctly different behavior before and after onset of convection. More simple 1D candidates could be the zonally averaged energy balance models.
The variational data assimilation in meteorology using adjoint models (Talagrand and Courtier 1987) can be another area of application of this matrix approach. Here, a close analogy can be pointed out between variational data assimilation and atmospheric remote sensing. In atmospheric remote sensing, the computation of weighing functions, which represent the sensitivities of individual observables to profiles of atmospheric parameters, are routinely used to select the most informative spectral intervals and, correspondingly, the most informative observables. Similarly, in variational data VOLUME 58 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S assimilation, the evaluation of sensitivities of individual observables to the parameters of the atmospheric model can help in selection of the most sensitive, most informative observables.
In conclusion, the comparison of the matrix approach and the traditional vector approach to the adjoint sensitivity analysis of multiple observables can be briefly summarized as follows. The matrix of sensitivities of all individual observables with respect to the model parameters is obtained at once if the matrix approach is used. This matrix of sensitivities has to be constructed, row by row, if the traditional vector approach is used. Combined together, the vectors of sensitivities of individual observables yield the same matrix of sensitivities. Both vector and matrix approaches, when applied to the same problem, yield identical results. However, the matrix approach can provide substantial savings of computer time.
