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ASYMPTOTICS FOR OPTIMIZERS OF THE FRACTIONAL
HARDY-SOBOLEV INEQUALITY
S. A. MARANO AND S. J. N. MOSCONI
Abstract. The existence of optimizers u in the space W˙ s,p(RN ), with differentiability order
s ∈ ]0, 1[, for the Hardy-Sobolev inequality is established through concentration-compactness.
The asymptotic behavior u(x) ≃ |x|
−
N−ps
p−1 as |x| → +∞ and the summability information
u ∈ W˙ s,γ(RN ) for all γ ∈ ]N(p−1)
N−s
, p] are then obtained. Such properties turn out to be
optimal when s→ 1−, in which case optimizers are explicitly known.
1. Introduction and main results
This paper deals with the scale-invariant, nonlocal functional inequality
(1.1)
(∫
RN
|u|q
|x|α
dx
) 1
q
≤ C
(∫
RN×RN
|u(x)− u(y)|p
|x− y|N+ps
dx dy
) 1
p
for some constant C > 0. Here, N > α ≥ 0, q ≥ p ≥ 1, and s ∈ ]0, 1[ are determined by scale
invariance. In order that C be finite, one can write (1.1) for uλ(x) := u(λx), deducing
(1.2)
N − α
q
=
N − ps
p
.
So, the constant C depends on N, p, s, α, namely C := C(N, p, s, α). Further, since q ≥ p,
from (1.2) we immediately infer
0 ≤ α ≤ ps < N.
If q = p and α = ps < N then the classical Hardy fractional inequality is recovered. For
q = p∗, where
(1.3) p∗ :=
Np
N − ps
,
and α = 0 we obtain the fractional Sobolev inequality. The general expression (1.1) is usually
called fractional Hardy-Sobolev inequality; see [20].
It is well known that (1.1) with q = p > 1, whence α = ps, does not admit optimizers and
indeed the concentration-compactness method fails. More precisely, letting
[u]ps,p :=
∫
RN×RN
|u(x)− u(y)|p
|x− y|N+ps
dx dy
and
(1.4) Iλ := inf
{
[u]ps,p :
∫
RN
|u|q
|x|α
dx = λ
}
, λ > 0,
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after scaling one has
(1.5) Iλ = λ
p
q I1,
and thus the strict subadditivity condition Iλ+µ < Iλ + Iµ, which represents the main tool of
concentration-compactness, holds only if q > p. In such a case, existence of optimizers has
mostly been taken as granted thanks to [18, Remark I.6]. For p = 2, a full proof has been done
in [24], with α = 0, exploiting a refined version of Sobolev’s embedding (obtained via Morrey
spaces), and in [26], where α ∈ [0, ps[. We will instead establish the existence of optimizers
for general p > 1 through the original Lions’ approach, accordingly considering (as a natural
non-local counterpart of |∇u|p(x)) the energy-density function
(1.6) |Dsu|p(x) :=
∫
RN
|u(x) − u(x+ h)|p
|h|N+ps
dh.
As it turns out, the proof is quite involved at times, mainly due to the fact that non-local
interactions arise when one analyzes dichotomy and/or concentration. They are typical of
non-local problems and, to treat them, we will use estimates having no analogue in the local
framework.
Once existence is achieved, standard rearrangement inequalities ensure that the minimizers
are radially monotonic. Hence, a natural conjecture is whether the family of minimizers
consists of constant multiples, translations, and dilations of the function
(1.7) U(x) :=
1
(1 + |x|
p−α/s
p−1 )
N−sp
p−α/s
, x ∈ RN ,
which coincides with the classical Aubin-Talenti function provided s = 1, α = 0. Such a
conjecture has been proved in [11] when s = 1, p > 1, α ∈ [0, p[ through Bliss inequality, and
in [7] if s ∈ ]0, 1[, p = 2, α = 0. However, up to now, the explicit form of optimizers is not
known for general s ∈ ]0, 1[ and p 6= 2. Notice that, contrary to the local case, where a simple
ODE argument applies, when s ∈ ]0, 1[ it is not even clear how to show that (1.7) at least
solves the corresponding Euler-Lagrange equation.
To attack the problem of finding minimizers in (1.4), a first step might be to check com-
patibility of the a priori asymptotic behavior of minimizers with the one exhibited by (1.7),
i.e.,
U(R) ≃
1
R
N−ps
p−1
, ∇U(R) ≃
1
R
N−ps
p−1
+1
, R→ +∞.
Concerning the first estimate, we will show that any minimizer u actually obeys the same
asymptotics as U . Relevant arguments are patterned after those of [4], where α = 0. The
second estimate clearly requires much higher regularity than the natural one for u, which
seems out of reach when s is very small. Accordingly, we will consider an appropriate weaker
version that, if s = 1, reads as
(1.8) ∇U ∈ Lγ(RN ) ⇔ γ ∈ ]
N(p − 1)
N − 1
, p].
Since one is interested in decay estimates, the lowest possible summability exponent of ∇U
has to be sought out. For s ∈ ]0, 1[, we first observe that the asymptotic behavior
v(R) ≥ δ R−
N−ps
p−1 , δ > 0, R ≥ 1,
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combined with Hardy’s inequality (which holds for any γ ∈]0, N/s[; see [9, Theorem 1.1])
[v]γs,γ ≥
1
Cγ
∫
RN
|u|γ
|x|γs
dx ≥
δγ
Cγ
∫
RN\B1
|x|−γ
N−s
p−1 dx
produces the information
[v]s,γ < +∞ ⇒ γ >
N(p− 1)
N − s
.
This obviously applies to the function U defined in (1.7) and, by the obtained asymptotics,
to any optimizer u of (1.4) as well. Theorem 1.1 below ensures that the opposite implication
holds true both for every minimizer u and for U . The condition γ ∈ ]N(p−1)N−s , p] is thus optimal
in the decay sense.
Our motivation does not rely only on the asymptotic compatibility of the conjectured form
(1.7) of minimizers. Indeed, the decay estimate
(1.9) u(x) ≃
1
|x|
N−ps
p−1
, |x| → +∞
has proved to be useful for treating the nonlinear, critically perturbed, eigenvalue problem{
(−∆p)
su = λ|u|p−2u+ |u|p
∗−2u in Ω,
u ≡ 0 in RN \Ω
analogous to the Brezis-Nirenberg one. Here, p∗ is given by (1.3) while (−∆p)
s denotes the
fractional p − s Laplacian, defined as the differential of u 7→ 1p [u]
p
s,p. Very recently, existence
results have been obtained in [22] chiefly through cutoff and rescaling of solutions to (1.4),
using only the scaling properties of uε and the pointwise decay (1.9).
However, when we deal with more general operators of mixed order, as the (p, q)-Laplacian,
a precise estimate at other, less natural, differentiability scales (e.g., ‖∇u‖q if q < p) is essen-
tial. Such information has been achieved in [8], provided s = 1, α = 0, through the explicit
form of minimizers for (1.4). The corresponding results have been extensively exploited to
treat mixed critical problems; see [6, 27] and the references therein. We therefore plan to
apply the s-derivative decay estimate established below to analogous mixed fractional order
problems in future works.
The results of the paper can be summarized as follows.
Theorem 1.1. Let N > ps, q > p, and α ∈ [0, ps[ satisfy (1.2). Then:
• Problem (1.4) has a minimizer.
• Every minimizer u is of constant sign, radially monotone, and fulfills
(1.10)
1
C|x|
N−ps
p−1
≤ |u(x)| ≤
C
|x|
N−ps
p−1
, |x| ≥ 1,
for some constant C := C(N, p, s, α, u), as well as
(1.11)
∫
RN×RN
|u(x)− u(y)|γ
|x− y|N+γs
dx dy < +∞ ∀ γ ∈
]
N(p− 1)
N − s
, p
]
.
• Estimates (1.10)–(1.11) hold for the function U defined in (1.7) and thus for any
translation, multiple, and rescaling of it.
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Sketch of proof. Since the main novelty is (1.11), it may be instructive to look at a simple
proof of (1.8) without knowing the minimizer’s explicit form.
When α = 0, nonnegative minimizers satisfy the Euler-Lagrange equation
(1.12) −∆pu = c u
p∗−1 =: f.
Then a variant of the Strauss lemma for radially decreasing functions yields the decay estimate
u(x) ≤ C|x|
−N−p
p−1 , with large |x|, provided f ∈ L1(RN ) (a nontrivial fact at the global level).
To prove (1.8), we first decompose u in its horizontally dyadic components, given by slicing
u at heights u(2i):
u =
+∞∑
i=0
ui, where 0 ≤ ui ≤ u(2
i−1)χB
2i
, i ≥ 1.
We avoid here more involved arguments and assume γ ≥ 1. Thus, on account of the triangle
inequality, it suffice to estimate ‖∇ui‖Lγ separately. As supp(ui) ⊆ B2i and γ ≤ p, Ho¨lder’s
inequality gives
(1.13) ‖∇ui‖Lγ ≤ |B2i |
1− γ
p ‖∇ui‖Lp ≤ C 2
iN(1− γ
p
) ‖∇ui‖Lp .
Now, since ∇ui = ∇u a.e. in B2i \ B2i−1 , ∇ui = 0 a.e. in B2i−1 , and ui ≤ u(2
i−1), testing
(1.12) with ui we obtain
‖∇ui‖
p
Lp = 〈−∆pu, ui〉 =
∫
RN
f ui dx ≤ ‖f‖L1 u(2
i−1) ≤ C ‖f‖L1 2
−iN−p
p−1 ,
where the decay estimate has been used in the last inequality. Finally, raise to the 1/p-power
and insert inside (1.13), to achieve
‖∇u‖Lγ ≤
+∞∑
i=0
‖∇ui‖Lγ ≤ C ‖f‖
1
p
L1
+∞∑
i=0
2iN(1−
γ
p
) 2
−i N−p
p(p−1) ,
which is finite as long as γ > N(p− 1)/(N − 1).
Difficulties. Two main issues arise in trying to reproduce the previous proof for the
fractional case s ∈ ]0, 1[.
The first one is technical, because in order to obtain the best summability lower bound
γ > N(p − 1)/(N − s) we may have to deal with exponents γ less than 1. Not only the
triangle inequality fails in such a case but, more importantly, there does not seem to exist a
satisfying interpolation theory for the concrete spacesW s,γ(RN ) (contrary to the interpolation
theory for Besov-Lizorkin spaces, mainly due to Peetre in the low summability case).
The second one, however, is substantial. Inequality (1.13) evidently implies the natural
embedding W 1,p(BR) →֒ W
1,γ(BR) for p ≥ γ, which is actually false in the fractional case, as
an example of Mironescu and Sickel [21] shows. Indeed, for any s ∈ ]0, 1[ and any p > γ ≥ 1,
the space W s,p(BR) is never a subset of W
s,γ(BR). This forces a weakening of (1.13) through
an interpolation inequality and a higher differentiability estimate in Besov spaces for the
minimizers.
Outline of the paper. Let us finally discuss the structure of the paper. Section 2 is
devoted to framework and known tools that will be employed for proving Theorem 1.1.
The existence part is performed in Section 3 via concentration-compactness. We remark
that other approaches are available, as, e.g., the one of Lieb [14], based on rearrangements.
However, Lion’s technique seems viable to treat (more general) situations where rearrangement
is not available. In developing the concentration-compactness scheme for nonlocal problems,
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two main difficulties arise. Ruling out dichotomy for minimizing sequences is quite delicate,
since splitting a function through cutoffs gives rise to nonlocal effects, which have to be
precisely quantified. This is done by observing that the smallness of |Dsu|p as per (1.6),
contrary to the local case, entails strong global information on u; for instance, if |Dsu|p
vanishes at some point then u must be constant. The quantitative estimate needed to rule
out dichotomy is Lemma 3.3 below. This technical result deals with the loss of compactness
due to translation (precisely in the dichotomy case), while the other difficulty lies in the
nonlocal effects stemming from the loss of compactness due to dilations, i.e., concentration.
However, in this respect, the relevant argument has been derived in [23, Theorem 2.5] and we
refer to the discussion therein for further details.
Section 4 involves some general regularity results for the model equation (−∆p)
su = f on
the entire space. We will be concerned with both summability and differentiability estimates.
The former are more or less already available in the literature, although the fact that we work
on the whole RN requires some care. The higher differentiability of solutions to the model
equation has been treated only recently in [2] in the superquadratic case, assuming various
differentiability hypotheses on the forcing term f . We are then going to refine and extend the
techniques of [2] to obtain a higher Besov regularity result solely under suitable summability
assumptions on f ; see Lemma 4.3.
Finally, Section 5 contains the proof of Theorem 1.1. As outlined before, the main tool is an
L1 estimate of the forcing term of the corresponding Euler-Lagrange equation for minimizers,
which readily implies the decay estimate (1.10). Relevant arguments are patterned after [4].
To show (1.11), we decompose a given minimizer into its horizontally dyadic components and
evaluate the corresponding W s,γ terms separately. An interpolation inequality (cf. Lemma
5.1), together with the slightly better differentiability properties of minimizers, ensure that
theW s,γ energy of the dyadic components can (almost entirely) be controlled in terms of their
W s,p norm. Exploiting (1.10) to estimate them via the Euler-Lagrange equations, produces
(1.11).
2. Preliminary material
Let us first fix some notation. If p > 1, we put p′ := p/(p − 1) while p′ := ∞ when p = 1.
Denote by Br(x) the open ball of center x and radius r > 0 in R
N . If the center is not specified
then it is to be understood as zero, i.e., Br := Br(0). Given any Lebesgue measurable set
E ⊆ RN , χE denotes its indicator function, |E| its Lebesgue measure, and E
c := RN \ E.
Finally, ωN := |B1(0)|.
The symmetric-decreasing rearrangement of a measurable function u : RN → R+ is, by
definition, the radial function u∗(x) = u∗(|x|) such that u∗ is non-increasing, right continuous
with respect to r := |x|, and
|{u∗ > t}| = |{u > t}| for a.e. t ≥ 0.
From now on, the dimension N ≥ 1 will be fixed, s ∈ ]0, 1[, and p ≥ 1 will satisfy ps < N .
Moreover, p∗ denotes the fractional critical exponent, namely p∗ := Np/(N − ps).
Let u : RN → R be measurable. We say that u vanishes at infinity if
(2.1) |{|u| > a}| < +∞ for all a > 0.
Define
|Dsu|p(x) =
∫
RN
|u(x)− u(y)|p
|x− y|N+ps
dy, x ∈ RN .
6 S.A. MARANO AND S. MOSCONI
Elementary inequalities ensure that for all measurable v,w : RN → R one has
(2.2)
∫
RN
|Ds(v w)|p dx ≤ 2p−1
∫
RN
(|v|p |Dsw|p + |w|p |Dsv|p) dx.
Next, set
[u]s,p :=
(∫
RN×RN
|u(x)− u(y)|p
|x− y|N+ps
dx dy
) 1
p
in addition to
‖u‖α,q :=
(∫
RN
|u|q
|x|α
dx
) 1
q
,
where α ∈ [0, N [ and q ≥ 1. Obviously, ‖u‖q := ‖u‖0,q. The symbol W˙
s,p(RN ) denotes the
homogeneous Sobolev space
W˙ s,p(RN ) := {u : u is measurable, (2.1) holds, and [u]s,p < +∞},
while for any Ω open (not necessarily bounded) subset of RN we let
W s,p0 (Ω) := {u ∈ W˙
s,p(RN ) : u ≡ 0 a.e. in Ωc}.
Clearly, W˙ s,p(RN ) = W s,p0 (R
N ). If p > 1 then both W˙ s,p(RN ) and W s,p0 (Ω) are reflexive
Banach spaces with respect to the norm [·]s,p. Moreover, C
∞
c (R
N ) is a dense subspace of
them provided Ω = RN or Ω is bounded and smooth.
W˙ s,p(RN ) falls inside the wider class of Besov spaces, whose definition we now recall. For
any h ∈ RN \ {0} and measurable g : RN → R, put
gh(x) := g(x+ h), δhg(x) := gh(x)− g(x), δ
2
hg := δ−h(δhg) = δh(δ−hg).
Given 1 ≤ p < +∞, 1 ≤ q ≤ +∞, and s ∈ ]0, 2[ \{1}, the classical (homogeneous) Besov
space is
B˙sp,q(R
N ) :=

u : (2.1) holds and [u]pBsp,q :=
∫
RN
(∫
RN
∣∣∣∣∣δ
2
hu(x)
|h|s
∣∣∣∣∣
p
dx
)q/p
.
dh
|h|N
< +∞


when q < +∞, while
B˙sp,∞(R
N ) :=
{
u : (2.1) holds and [u]pBsp,∞ := sup
h 6=0
∫
RN
∣∣∣∣∣δ
2
hu(x)
|h|s
∣∣∣∣∣
p
dx < +∞
}
for q = +∞. Recall that [·]Bsp,q turns out to be a norm on B˙
s
p,q(R
N ) and that (B˙sp,q(R
N ), [·]Bsp,q )
is complete. For larger values of s, which we don’t need in the sequel, the norm actually
involves higher order differences δmh u, where m > s. Finally, if s ∈ ]0, 1[ then
B˙sp,p(R
N ) = W˙ s,p(RN ),
and the respective norms are equivalent; see, e.g., [20, Chapter 10]. In such a case, by a
simply changing variables, one has
[u]ps,p =
∫
RN
∥∥∥∥δhu|h|s
∥∥∥∥
p
p
dh
|h|N
.
Given an arbitrary nonempty open set Ω ⊆ RN , the functional u 7→ 1p [u]
p
s,p, u ∈ W
s,p
0 (Ω),
turns out to be convex and differentiable provided p > 1. Its differential (−∆p)
su at any
point u lies in
W−s,p
′
(Ω) :=
(
W s,p0 (Ω)
)∗
.
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One clearly has L(p
∗)′(RN ) →֒W−s,p
′
(RN ), because
W s,p0 (Ω) →֒ W˙
s,p(RN ) →֒ Lp
∗
(RN ).
Thus, the equation (−∆p)
su = f makes sense (weakly) in Ω for all f ∈ L(p
∗)′(RN ). Here, we
will be concerned with more general right-hand sides. Precisely, let f ∈ L1loc(R
N ). We say
that u ∈W s,p0 (Ω) is a weak solution of (−∆p)
su = f provided
(2.3) 〈(−∆p)
su, ϕ〉 =
∫
RN
f ϕdx ∀ϕ ∈W s,p0 (Ω) such that f ϕ ∈ L
1(RN ),
where 〈 , 〉 denotes the duality pairing between W−s,p
′
(Ω) and W s,p0 (Ω). Every ϕ ∈ W
s,p
0 (Ω)
fulfilling f ϕ ∈ L1(RN ) will be called a suitable test function. If Ω = RN and ϕ ∈ W˙ s,p(RN )
is bounded and has a finite measure support then ϕ turns out to be a suitable test function.
Let us now recall some facts about the space W˙ s,γ(RN ) with γ ∈ ]0, 1[. One can introduce
again the vector space
W˙ s,γ(RN ) = {u : u is measurable, (2.1) holds and [u]s,γ < +∞},
but it isn’t a Banach space and, for sufficiently small γ > 0, its elements may fail to be
locally integrable and therefore to be distributions. On the other hand, the Besov spaces
B˙sγ,q(R
N ) for s, q, γ > 0 can still be defined via suitable decay properties of the Littlewood-
Paley decomposition, giving rise to a space of distributions (which may contain singular
measures). However, unless γ > NN+s , it is no longer true that W˙
s,γ(RN ) = B˙sγ,γ(R
N ); see
[25, Section 2.5.12] for more details.
Regarding the basic properties of problem (1.1), we start by pointing out that, in order to
seek optimizers in (1.1), radial functions suffice.
Lemma 2.1. Suppose u ∈ W˙ s,p(RN ) is a minimizer of (1.4). Then u turns out to be radially
non-increasing around some point, which is zero if α > 0.
Proof. An easy computation based on (1.5) ensures that u realizes the Rayleigh quotient
R := inf
{
[v]ps,p
‖v‖pα,q
: v ∈ W˙ s,p(RN ) \ {0}
}
.
Let u∗ be the symmetric-decreasing rearrangement of u. Thanks to Theorem 3.4 of [15] we
have
‖u‖α,q ≤ ‖u
∗‖α,q,
because x 7→ 1/|x|α coincides with its symmetric-decreasing rearrangement. If α := 0 then
equality always holds, while when u 6= u∗ and α > 0 the inequality turns out to be strict.
Moreover, the Po´lya-Szego¨ principle [1, Theorem 9.2] gives
[u∗]s,p ≤ [u]s,p,
with strict inequality once u is not a translation of u∗. The last assertion is peculiar to the
nonlocal nature of [u]s,p; see [10, Theorem A1]. 
Let us also observe that inequalities (1.1) stem from the borderline Hardy inequality, namely
(1.1) written for α := ps and q := p. The corresponding best constant, say CH , has been
explicitly computed in [10, Theorem 1.1]. The next result basically is folklore.
Lemma 2.2. Let CH := C(N, p, s, ps) in (1.1). Then
C(N, p, s, α) ≤ CH
(
NωN
N − ps
) 1
p
α−ps
N−α
.
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Proof. Pick any u ∈ C∞c (R
N ). On account of Lemma 2.1, we may assume u = u(r) both
nonnegative and radially non-increasing. It is known [12] that if λ ≥ 1 and h : [0,+∞)→ R+0
is non-increasing then∫ +∞
0
h(t)λ tλ−1dt =
∫ +∞
0
(h(t)t)λ−1h(t)dt ≤
∫ +∞
0
(∫ t
0
h(s)ds
)λ−1
h(t)dt ≤
(∫ +∞
0
h(t)dt
)λ
.
Choosing t := rN−ps, h(t) := u(t1/(N−ps))p, λ := q/p yields∫
RN
up
|x|ps
dx =
NωN
N − ps
∫ +∞
0
h(t) dt ≥
NωN
N − ps
(∫ +∞
0
u(t
1
N−ps )q t
q
p
−1
dt
) p
q
.
Since t = rN−ps, from (1.2) it follows∫
RN
up
|x|ps
dx ≥
NωN
N − ps
(
(N − ps)
∫ +∞
0
uq
rα
rN−1 dr
) p
q
=
(
NωN
N − ps
)−α−ps
N−α
(∫
RN
uq
|x|α
dx
) p
q
.
Now, rearranging and inserting inside (1.1) with q := p and α := ps leads to the conclusion
through Po´lya-Szego¨ principle. 
Finally, we collect here the following two technical lemmas.
Lemma 2.3. Let η ∈ C∞(RN ) and let γ > 0. Then
(2.4) ‖|Dsη|γ‖∞ ≤ C(N, γ)
(
1
1− s
+
1
s
)
Lip(η)γs ‖η‖γ(1−s)∞ .
If, moreover, supp(η) ⊆ BR then for every θ > 0 there exists Cθ := C(θ,N, γ, s) such that
(2.5) |Dsη|γ(x) ≤
Cθ R
N |η|γ∞
|x|N+γs
, x ∈ Bc(1+θ)R.
Proof. We may assume finite the right-hand side of (2.4). Pick λ > 0 and observe that
|Dsη|γ(x) ≤
(∫
Bλ(x)
Lip(η)γ |x− y|γ
|x− y|N+γs
dy +
∫
Bc
λ
(x)
2γ ‖η‖γ∞
|x− y|N+γs
dy
)
≤ C
(
λγ(1−s)
γ(1− s)
Lip(η)γ +
2γ ‖η‖γ∞
λγsγs
)
,
where C = C(N). Optimizing in λ > 0 this inequality directly yields (2.4).
Let us next come to (2.5). If |x| ≥ (1 + θ)R and |y| ≤ R then
|x| ≤ |x− y|+ |y| ≤ |x− y|+R ≤ |x− y|+
|x|
1 + θ
⇒ |x| ≤
1 + θ
θ
|x− y|.
Since supp(η) ⊆ BR, one has
|Dsη|γ(x) =
∫
BR
|η(y)|γ
|x− y|N+γs
dy ≤
(
1 + θ
θ
)N+γs ‖η‖γγ
|x|N+γs
,
which easily entails (2.5). 
Inspecting the previous proof one can also show that for γ ≤ 1 it holds C(N, γ) = C(N)/γ.
Lemma 2.4. [5, Lemma A.2] Suppose g : R → R is absolutely continuous continuous and
non-decreasing, p > 1, and
(2.6) G(t) :=
∫ t
0
g′(τ)
1
p dτ, t ∈ R.
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Then [G(u)]ps,p ≤ 〈(−∆p)
su, g(u)〉 for every u ∈ W˙ s,p(RN ).
3. Concentration Compactness
In this section we prepare details of the concentration-compactness scheme for problem
(1.4). Some arguments will closely follow [19, Theorem 2.4], but serious modifications, which
we will explicitly outline below, are needed in order to deal with nonlocal interactions.
Theorem 3.1. Let N > ps, q > p, and α ∈ [0, ps[ satisfy (1.2). Then (1.4) possesses a
nonnegative radially decreasing minimizer.
Proof. It suffices to verify the assertion for λ = 1. Define, provided u ∈ W˙ s,p(RN ),
ρ(u) := |Dsu|p + |u|p
∗
∈ L1(RN ).
If {un} is a minimizing sequence of (1.4) (where λ = 1) then, up to subsequences,
lim
n→+∞
∫
RN
ρ(un) dx = L ≥ I1 > 0.
We can choose a rescaling as well as a subsequence, still denoted by {un}, such that, setting
Qn(t) := sup
y∈RN
∫
Bt(y)
ρ(un) dx, n ∈ N, t ≥ 0,
one has
Qn(1) = I1/2 ∀n ∈ N, lim
n→+∞
Qn(t) = Q(t) ∀ t ≥ 0.
Therefore, vanishing cannot evidently occur in [17, Lemma I.1]. We will show that the same
holds true for dichotomy; this is the point where nonlocal effects force a modification of the
standard proof. Suppose on the contrary
lim
t→+∞
Q(t) = a ∈ ]0, L[.
Then for every ε > 0 there exist {yn} ⊆ R
N , Rn ≥ R0 > 0, Rn ↑ +∞ such that
(3.1)
∣∣∣∣∣
∫
BR0 (yn)
ρ(un) dx− a
∣∣∣∣∣+
∣∣∣∣∣
∫
BcRn (yn)
ρ(un) dx− (L− a)
∣∣∣∣∣+
∣∣∣∣∣
∫
BRn (yn)\BR0 (yn)
ρ(un) dx
∣∣∣∣∣ < ε.
The following elementary but useful inequalities quantify how the local behaviour of |Dsu|
controls the magnitude of u nearby. Clearly, specific numbers are to some extent arbitrary
choices.
Lemma 3.2. Let u ∈ W˙ s,p(RN ) and let R > 0. Then
(3.2)
1
Rps
∫
BR
|u|p dx ≤ C
∫
B3R\B2R
|Dsu|p +
1
Rps
|u|p dx,
(3.3) RN
∫
Bc
4R
|u|p
|x|N+ps
dx ≤ C
∫
B3R\B2R
|Dsu|p +
1
Rps
|u|p dx,
with appropriate constant C = C(N, p, s).
Proof. By density, we may assume u ∈ C∞c (R
N ) while via scaling one can put R = 1. Let us
first observe that z ∈ B3 \B2, x ∈ B1 imply 1 ≤ |x− z| ≤ 4, whence∫
B1
|u|p dx ≤ 2p−1
∫
B1
|u(x) − u(z)|p + |u(z)|pdx ≤ C
(∫
B1
|u(x)− u(z)|p
|x− z|N+ps
dx+ |u(z)|p
)
.
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After integration in z ∈ B3 \B2, this entails∫
B1
|u|p dx ≤ C
(∫
B1×(B3\B2)
|u(x)− u(z)|p
|x− z|N+ps
dx dz +
∫
B3\B2
|u(z)|p dz
)
≤ C
∫
B3\B2
|Dsu|p + |u|p dx,
as desired. Similarly, since |x− z| ≤ |x|+ |z| ≤ 2|x| for all x ∈ Bc4, z ∈ B3 \B2, one has∫
Bc4
|u|p
|x|N+ps
dx ≤ C
(∫
Bc4
|u(x)− u(z)|p
|x− z|N+ps
dx+ |u(z)|p
)
,
which integrated in z ∈ B3 \B2 provides∫
Bc4
|u|p
|x|N+ps
dx ≤ C
∫
B3\B2
|Dsu|p + |u|p dx,
and (3.3) follows. 
Lemma 3.3. Suppose η ∈ C∞(RN ) fulfills 0 ≤ η ≤ 1, η⌊B4= 1, η⌊Bc5= 0, and define
ηR(x) := η(x/R), R > 0. Then there exists Cη := C(N, p, s,Lip(η)) such that for every
u ∈ W˙ s,p(RN ) one has
(3.4)
∣∣∣∣
∫
BR
|Dsu|p dx−
∫
RN
|Ds(ηR u)|
p dx
∣∣∣∣ ≤ Cη
∫
B20R\BR
|Dsu|p dx+
Cη
Rps
∫
B20R\BR
|u|p dx.
Suppose ξ ∈ C∞(RN ) fulfills 0 ≤ ξ ≤ 1, ξ⌊B1/5= 0, ξ⌊Bc1/4= 1, and define ξR(x) := ξ(x/R),
R > 0. Then there exists Cξ := C(N, p, s,Lip(ξ)) such that for every u ∈ W˙
s,p(RN ) one has
(3.5)
∣∣∣∣∣
∫
BcR
|Dsu|p dx−
∫
RN
|Ds(ξR u)|
p dx
∣∣∣∣∣ ≤ Cξ
∫
BR\BR/20
|Dsu|p dx+
Cξ
Rps
∫
BR\BR/20
|u|p dx.
Proof. We start by proving (3.4). Scale to R = 1 and observe that∫
B1
|Dsu|p dx−
∫
RN
|Ds(η u)|p dx = −
∫
Bc1×R
N
|η(x)u(x) − η(y)u(y)|p
|x− y|N+ps
dx dy
+
∫
B1×Bc4
|u(x)− u(y)|p − |u(x) η(x) − η(y)u(y)|p
|x− y|N+ps
dx dy.
(3.6)
Now, ∫
B1×Bc4
|u(x)− u(y)|p
|x− y|N+ps
dx dy ≤ 2p−1
∫
B1×Bc4
|u(x)|p + |u(y)|p
|x− y|N+ps
dx dy
≤ C
(∫
B1
|u|p dx+
∫
Bc4
|u|p
|y|N+ps
dy
)
≤ C
∫
B3\B2
|Dsu|p + |u|p dx.
A similar inequality is true for the term involving η. Let us next estimate the other integral
that appears in (3.6). Evidently,
(3.7) |η(x)u(x) − η(y)u(y)|p ≤ 2p−1 (|η(x)|p |u(x) − u(y)|p + |η(x) − η(y)|p |u(y)|p)
and ∫
Bc1×R
N
|η(x)|p |u(x) − u(y)|p
|x− y|N+ps
dx dy ≤ C
∫
B5\B1
|Dsu|p dx.
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Exploiting (2.4) on B6 and (2.5) on B
c
6 (recall that supp(η) ⊆ B5), we get∫
Bc1×R
N
|η(x)− η(y)|p |u(y)|p
|x− y|N+ps
dx dy ≤
∫
RN
|Dsη|p |u|p dy
≤
∫
B6
|Dsη|p |u|p dy +
∫
Bc6
|Dsη|p |u|p dy
≤ C (1 + Lip(η)ps)
(∫
B6
|u|p dy +
∫
Bc6
|u|p
|y|N+ps
dy
)
.
Thanks to (3.2)–(3.3), this entails∫
Bc1×R
N
|η(x) − η(y)|p |u(y)|p
|x− y|N+ps
dx dy
≤ Cη
∫
B18\B12
|Dsu|p + |u|p dx+ Cη
∫
B9/2\B3
|Dsu|p + |u|p dx.
Gathering together the estimates above we achieve (3.4).
The proof of (3.5) is entirely analogous but, for the sake of completeness, we sketch it.
Since ∫
Bc1
|Dsu|p dx−
∫
RN
|Ds(ξ u)|p dx =
∫
Bc1×B1/4
|u(x) − u(y)|p − |ξ(x)u(x) − ξ(y)u(y)|p
|x− y|N+ps
dx dy −
∫
B1
|Ds(ξ u)|p dx,
let us estimate the two terms separately. Concerning the first one,∣∣∣∣∣
∫
Bc1×B1/4
|u(x)− u(y)|p − |u(x)− ξ(y)u(y)|p
|x− y|N+ps
dx dy
∣∣∣∣∣ ≤ 2p
∫
Bc1×B1/4
|u(x)|p + |u(y)|p
|x− y|N+ps
dx dy
≤ C
∫
Bc1
|u|p
|x|N+ps
dx+ C
∫
B1/4
|u(y)|p dy,
which, via a suitable rescaling of (3.2)–(3.3), provides∣∣∣∣∣
∫
Bc1×B1/4
|u(x)− u(y)|p − |u(x)− ξ(y)u(y)|p
|x− y|N+ps
dx dy
∣∣∣∣∣ ≤ C
∫
B3/4\B1/2
|Dsu|p + |u|p dx.
For the second one, we proceed as in (3.7) and obtain∫
B1
|Ds(ξ u)|p dx ≤ C
(∫
B1
|ξ|p |Dsu|p dx+
∫
RN
|u|p |Dsξ|p dx
)
≤ C
(∫
B1\B1/5
|Dsu|p dx+
∫
RN
|u|p |Dsξ|p dx
)
.
Since |Dsξ|p = |Ds(1− ξ)|p, due to (2.4)–(2.5) one has∫
RN
|u|p |Dsξ|p dx =
∫
B1/6
|u|p |Ds(1− ξ)|p dx+
∫
Bc
1/6
|u|p |Ds(1− ξ)|p dx
≤ Cξ
(∫
B1/6
|u|p dx+
∫
Bc
1/6
|u|p
|x|N+ps
dx
)
.
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Through a suitable rescaling of (3.2)–(3.3), it yields∫
RN
|u|p |Dsξ|p dy ≤ Cξ
∫
B1/2\B1/3
|Dsu|p + |u|p dx+ Cξ
∫
B1/8\B1/12
|Dsu|p + |u|p dx.
Gathering together the above estimates we arrive at (3.5). 
Pick η, ξ as in Lemma 3.3 and define
u1n(x) := η
(x− yn
R0
)
un(x), u
2
n(x) = ξ
(x− yn
Rn
)
un(x).
If Rn > 400R0 then, by (3.4)–(3.5)∣∣∣∣∣
∫
BR0 (yn)
|Dsun|
p dx−
∫
RN
|Dsu1n|
p dx
∣∣∣∣+
∣∣∣∣∣
∫
Bc
Rn
(yn)
|Dsun|
p dx−
∫
RN
|Dsu2n|
p dx
∣∣∣∣∣
≤ Cη
(∫
B20R0 (yn)\BR0 (yn)
|Dsun|
p dx+
1
Rps0
∫
B20R0 (yn)\BR0 (yn)
|un|
p dx
)
+ Cξ

∫
BRn (yn)\BRn
20
(yn)
|Dsun|
p dx+
1
Rpsn
∫
BRn(yn)\BRn
20
(yn)
|un|
p dx


≤ Cη
∫
B20R0 (yn)\BR0 (yn)
|Dsun|
p dx+ C ′η
(∫
B20R0 (yn)\BR0 (yn)
|un|
p∗ dx
) p
p∗
+ Cξ
∫
BRn (yn)\BRn
20
(yn)
|Dsun|
p dx+ C ′ξ

∫
BRn (yn)\BRn
20
(yn)
|un|
p∗ dx


p
p∗
≤ C1
∫
BRn(yn)\BR0 (yn)
ρ(un) dx+ C2
(∫
BRn (yn)\BR0 (yn)
ρ(un) dx
) p
p∗
≤ C3(ε+ ε
p
p∗ ).
Therefore, due to (3.1),
(3.8)
∣∣∣[un]ps,p − [u1n]ps,p − [u2n]ps,p∣∣∣ ≤ C (ε+ ε pp∗ ).
Concerning Lp
∗
-norms, we readily have∣∣∣∣∣
∫
BR0 (yn)
|un|
p∗ dx− ‖u1n‖
p∗
p∗
∣∣∣∣∣+
∣∣∣∣∣
∫
BcRn(yn)
|un|
p∗ dx− ‖u2n‖
p∗
p∗
∣∣∣∣∣ ≤ C
∫
BRn (yn)\BR0 (yn)
|un|
p∗ dx,
whence, in view of (3.1) again,
(3.9)
∣∣∣∣
∫
RN
ρ(u1n) dx− a
∣∣∣∣+
∣∣∣∣
∫
RN
ρ(u2n) dx− (L− a)
∣∣∣∣ < C (ε+ ε pp∗ ), a ∈ ]0, L[.
To conclude, suppose that
lim
n→+∞
∫
RN
|u1n|
q
|x|α
dx = λ1, lim
n→+∞
∫
RN
|u2n|
q
|x|α
dx = λ2
(where a subsequence is considered when necessary) with appropriate λ1, λ2 ∈ [0, 1] depending
on ε, i.e., λ1 := λ1(ε), λ2 := λ2(ε), and put
ηn(x) := η(
x− yn
R0
), ξn(x) := ξ(
x− yn
Rn
), θn(x) := (1− ηn(x)
q − ξn(x)
q)1/q.
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Clearly, 0 ≤ θn ≤ χBRn(yn)\BR0 (yn) because Rn ≥ 400R0. By Ho¨lder’s and Hardy’s inequali-
ties, besides (1.2), one has
∫
RN
(|un|
q − |u1n|
q − |u2n|
q)
dx
|x|α
=
∫
RN
|θn un|
q dx
|x|α
≤
∫
RN
|un|
α
s
|x|α
|θn un|
q−α
s dx
≤ ‖un‖
α
s
ps,p ‖θn un‖
p∗(1− α
ps
)
p∗ ≤ C
(∫
BRn (yn)\BR0 (yn)
ρ(un) dx
)1− α
ps
≤ C ε
1− α
ps .
Thus,
(3.10) |λ1 + λ2 − 1| = lim
n→+∞
∣∣∣∣
∫
RN
(|un|
q − |u1n|
q − |u2n|
q)
dx
|x|α
∣∣∣∣ ≤ C ε1−αs .
The remaining proof of tightness now follows verbatim from [18, Section I.2, Step 1]. Nev-
ertheless, we briefly sketch it here. Via (3.9) and Sobolev’s inequality, one can find b > 0,
ε0 > 0 such that
[u1n]
p
s,p ≥ b, [u
2
n]
p
s,p ≥ b
for all ε < ε0. Consequently, both numbers λJ are bounded away from 0 or 1 provided ε is
sufficiently small. Indeed, using (3.8), the above inequalities, and (1.5) yields
I1 = lim
n→+∞
[un]
p
s,p ≥ limn→+∞
(
[u1n]
p
s,p + [u
2
n]
p
s,p
)
−O(ε) ≥ b+ Iλ2 −O(ε) = b+ λ
p
q
2 I1 −O(ε).
This entails a bound from above to λ2, as long as O(ε) < b/2, and also a bound from below
for λ1, thanks to (3.10). A similar reasoning furnishes a bound from above for λ1. Hence,
I1 ≥ lim
n→+∞
[u1n]
p
s,p + [u
2
n]
p
s,p ≥ Iλ1 + Iλ2 −O(ε).
Now, pick ε := εk → 0. Up to subsequences, we evidently have λ1(εk) → λ¯ ∈ ]0, 1[ and, by
(3.10), λ2(εk)→ 1− λ¯ ∈ ]0, 1[. So, due to (1.5),
I1 ≥ λ¯
p
q I1 + (1− λ¯)
p
q I1,
which is impossible whenever q > p.
Finally, Conclusion (i) of [17, Lemma I.1] produces a sequence {yn} ⊆ R
N with the following
property:
For every ε > 0 there exists R > 0 such that
∫
BcR(yn)
ρ(un) dx < ε, n ∈ N.
Let us next show that {yn} is bounded. To do this, pick η as in Lemma 3.3 and define
ηn(x) := η((x− yn)/R), u
1
n(x) := un(x) ηn(x). Inequality (2.2) provides
[un − u
1
n]
p
s,p ≤ 2
p−1
(∫
RN
|1− ηn|
p |Dsun|
p dx+
∫
RN
|un|
p |Dsηn|
p dx
)
,
while, by construction,∫
RN
|1− ηn|
p |Dsun|
p dx ≤
∫
Bc4R(yn)
|Dsun|
p dx ≤
∫
BcR(yn)
ρ(un) dx < ε,∫
RN
|un|
p |Dsηn|
p dx =
∫
B6R(yn)
|un|
p |Dsηn|
p dx+
∫
Bc
6R
(yn)
|un|
p |Dsηn|
p dx.
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Since Lip(ηn) = Lip(η)/R, through (2.4), (3.2) (rescaled), and Ho¨lder’s inequality, we obtain∫
B6R(yn)
|un|
p |Dsηn|
p dx ≤
C1
Rps
∫
B6R(yn)
|un|
p dx ≤ C2
∫
B18R(yn)\B12R(yn)
|Dsun|
p +
|un|
p
Rps
dx
≤ C3

∫
Bc
R
(yn)
ρ(un) dx+
(∫
Bc
R
(yn)
ρ(un) dx
) p
p∗

 ≤ C3(ε+ ε pp∗ ).
Analogously, on account of (2.5) and (3.3) (rescaled), one has∫
Bc6R(yn)
|un|
p |Dsηn|
p dx ≤ C4R
N
∫
Bc6R(yn)
|un|
p
|x|N+ps
dx ≤ C5
∫
B 9
2
R
\B3R
|Dsun|
p +
|un|
p
Rps
dx
≤ C6

∫
BcR(yn)
ρ(un) dx+
(∫
BcR(yn)
ρ(un) dx
) p
p∗

 ≤ C6(ε+ ε pp∗ ).
Gathering together the above inequalities produces
[un − u
1
n]
p
s,p ≤ C (ε+ ε
p
p∗ ),
and, to see that {yn} is bounded, we proceed exactly as in [19, p. 64].
Finally, the compactness of {un} stems from the Second Concentration-Compactness Lem-
ma as performed in [23, Theorem 2.5]. It suffices to substitute ‖u‖p∗ with ‖u‖α,q in the
proof. 
4. Regularity estimates
Recall that the weak-Lq quasi-norm of a measurable function u : RN → R is defined by
setting
‖u‖Lq,∞ := sup
k>0
k|{|u(x)| > k}|1/q .
While in the next lemma we consider arbitrary open Ω ⊆ RN , we will be mainly interested in
the case Ω = RN .
Theorem 4.1 (Summability estimates). Let N > ps, let Ω ⊆ RN be nonempty open, and let
f ∈ Lr(RN ) for some r ≥ 1. Suppose u ∈ W s,p0 (Ω) weakly solves (−∆p)
su = f in Ω, in the
sense of (2.3). Then there exists a constant C > 0 such that
‖u‖
L
p∗
p′
,∞
≤ C ‖f‖
1
p−1
1 if r = 1,(4.1)
‖u‖t ≤ C ‖f‖
1
p−1
r if 1 < r <
N
ps
, t =
N(p− 1)r
N − psr
,(4.2)
‖u‖t ≤ C ‖f‖
t−p∗
t(p−1)
N/ps ‖u‖
p∗
t
p∗ if r =
N
ps
, t ≥ p∗,(4.3)
‖u‖∞ ≤ C ‖f‖
r′
p∗−r′
r ‖u‖
p∗−pr′
p∗−r′
p∗ if
N
ps
< r ≤ +∞.(4.4)
The constant C depends only on N, p, s, r and possibly t in the case r = Nps .
Proof. Given k > ε > 0, β ≥ 1 we define
tk,ε := min{k, (t− ε)+}, gβ(t) := (tk,ε)
β ∀ t ∈ R.
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Clearly, g is non-decreasing, Lipschitz continuous, and
(4.5) Gβ(t) =
β1/pp
β + p− 1
(tk,ε)
β+p−1
p ,
with Gβ as in (2.6). Moreover, gβ ◦ u ∈ W
s,p
0 (Ω) turns out to be a suitable test function,
because it is bounded and has a finite measure support. Thus, using Lemma 2.4, Sobolev
inequality on the left, and Ho¨lder inequality on the right, yields
(4.6) C
∥∥∥∥u
β+p−1
p
k,ε
∥∥∥∥
p
p∗
≤ [Gβ(u)]
p
s,p ≤ 〈(−∆p)
su, gβ ◦ u〉 =
∫
Ω
f gβ ◦ u dx ≤ ‖f‖r ‖u
β
k,ε‖r′
for some C = C(N, p, s, β) > 0 and any r ≥ 1.
Case 1: r = 1 (whence r′ =∞).
Pick β := 1 in (4.6). By the Tchebychev inequality one has
kp |{|u| ≥ k}
p
p∗ ≤ ‖uk,ε‖
p
p∗ ≤ C ‖f‖1 ‖uk,ε‖∞ ≤ C ‖f‖1 k,
which easily entails (4.1) once ε→ 0+ and the supremum over k > 0 is taken.
Case 2: 1 < r < Nps and r
′ ≤ p∗.
These inequalities force
(4.7) β0(r) :=
(p − 1)p∗
pr′ − p∗
≥ 1
as well as
(4.8)
β0 + p− 1
p
p∗ = β0r
′ =
N(p − 1)r
N − psr
.
If β := β0 then (4.6) becomes (4.2) with u := uk,ε. Letting k → +∞, ε→ 0
+ we achieve the
conclusion.
- Case 3: 1 < r < Nps and r
′ > p∗.
In this case, 0 < β0 < 1, with β0 given by (4.7), and g is no longer Lipschitz continuous.
Define, provided k > ε > 0,
g˜(t) := min{kβ0 ,max{t, ε}β0 − εβ0} ∀ t ∈ R+0 , g˜(t) := −g˜(−t) ∀ t ∈ R
−.
The inequality (
β
1/p
0 p
β0 + p− 1
)p∗
|g˜(t)|r
′
≤ |G˜(t)|p
∗
is reduced to
(τ q − 1)1/q
τ − 1
≥ 1, q :=
r′
p
> 1, τ := (t/ε)β0 ≥ 1,
which can be verified via elementary considerations. Observe also that g˜ is Lipschitz contin-
uous. So, g˜ ◦ u ∈W s,p0 (Ω) turns out to be a suitable test function, because it is bounded and
has finite measure support. On account of (4.8), the same argument employed for proving
(4.6) produces here
C ‖g˜ ◦ u‖
pr′
p∗
r′ ≤ ‖f‖r ‖g˜ ◦ u‖r′ .
As before, this entails (4.2).
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Case 4: r ≥ Nps .
Without loss of generality, we may suppose ‖u‖p∗ = ‖f‖r = 1. Indeed, if v
λ,µ(x) := λv(µx)
for every λ, µ > 0 and measurable v : RN → R, then
(−∆p)
suλ,µ = λp−1µpsf(µx) = fλ
p−1µps,µ.
Since there obviously exist λ¯, µ¯ > 0 such that ‖uλ¯,µ¯‖p∗ = ‖f
λ¯p−1µ¯ps,µ¯‖r = 1, showing (4.3)–
(4.4) for uλ¯,µ¯ actually gives the general case by scaling and homogeneity. Define
β˜0 := p
∗, β˜n+1 := p
∗
β˜n
r′ + p− 1
p
,
and test the equation (−∆p)
su = f with (uk,ε)
βn , where
βn := β˜n/r
′ ≥ β˜0/r
′ ≥ p > 1.
Then (4.6) reads
(4.9) Cn+1 ‖uk,ε‖
β˜n+1
p
p∗
β˜n+1
≤ ‖uk,ε‖
β˜n
r′
β˜n
, C1‖uk,ε‖
β˜1
p
p∗
β˜1
≤ 1
because ‖u‖p∗ = ‖f‖r = 1. Now, from r ≥
N
ps it follows β˜n → +∞ as n→ +∞. So, if t ≥ p
∗
then β˜n ≤ t ≤ β˜n+1 for some n ∈ N. By interpolation one has
‖uk,ε‖t ≤ ‖uk,h‖
θ
β˜n
‖uk,ε‖
1−θ
β˜n+1
≤ C ′n‖uk,ε‖
an
β˜n
≤ C ′n−1‖uk,ε‖
an−1
β˜n−1
≤ · · · ≤ C ′0‖uk,ε‖
a0
p∗ = C
′
0(t)
with appropriate an, C
′
n > 0. Letting k → +∞ and ε → 0
+ yields (4.3) after scaling back.
Finally, suppose r > Nps . Through (4.5) we achieve Cn ≥ C/β˜
p−1
n for any sufficiently large n.
This polynomial decay ensures that (4.9) can be iterated ad infinitum provided {β˜n} grows
geometrically, which holds true being r > Nps . One thus has
‖uk,ε‖∞ = lim
n→+∞
‖uk,ε‖β˜n+1 ≤ limn→+∞
C
− p
∗
pβ˜n+1
n ‖uk,ε‖
p∗
pr′
β˜n
β˜n+1
β˜n
≤ · · · ≤ C(n,N, p, s),
and the proof of (4.4) goes on as before. 
The next corollary shows that the (lower) summability threshold at which |(−∆p)
su| ex-
hibits a better decay rate than the natural one is r = (p∗)′.
Corollary 4.2. Let N > ps and let u ∈ W˙ s,p(RN ) be a radial, radially decreasing weak
solution of (−∆p)
su = f in RN , where f ∈ Lr(RN ) for some 1 ≤ r ≤ p
∗
p∗−1 . Then, for a
suitable C = C(N, p, s) it holds
(4.10) |u(R)| ≤
C ‖f‖
1
p−1
r
R
N−psr
(p−1)r
∀R > 0.
Proof. The conclusion directly follows from (4.1), (4.2), and the decay estimates for radially
decreasing functions in Lorentz spaces established in [4, Lemma 2.9]. It suffices to observe
that N > ps forces p
∗
p∗−1 <
N
ps and that r ≤
p∗
p∗−1 means p
∗ ≥ N(p−1)rN−psr . 
Notice that, if r ≥ p
∗
p∗−1 , then the natural summability u ∈ L
p∗(RN ) provides a faster decay
rate for radially decreasing functions than the one deduced from (4.2)–(4.4), namely
|u(R)| ≤ C ‖u‖p∗ R
− N
p∗ , R > 0.
The following lemma represents a higher regularity estimate in Besov spaces.
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Lemma 4.3 (Regularity estimate). Let p, r, t > 1 and θ ∈ ]0, 1] be such that
(4.11)
θ
p
+
1− θ
t
=
1
r′
.
Suppose u ∈ Lt(RN ) ∩ W˙ s,p(RN ) and f ∈ Lr(RN ) ∩ W˙−s,p
′
(RN ) satisfy (−∆p)
su = f weakly
in RN , as per (2.3). Then
sup
|h|>0
∥∥∥∥∥ δ
2
hu
|h|
sp
p−θ
∥∥∥∥∥
p
≤ C ‖f‖
1
p−θ
r ‖u‖
1−θ
p−θ
t if p ≥ 2,(4.12)
sup
|h|>0
∥∥∥∥∥ δ
2
hu
|h|
2s
2−θ
∥∥∥∥∥
p
≤ C ‖f‖
1
2−θ
r ‖u‖
1−θ
2−θ
t [u]
2−p
2−θ
s,p if 1 < p < 2,(4.13)
with appropriate constant C := C(N, p, s, r, t) > 0.
Proof. Pick h ∈ RN \ {0}. By translation invariance one has
〈(−∆p)
suh, ϕ〉 =
∫
RN
fh ϕdx, 〈(−∆p)
su, ϕ〉 =
∫
RN
f ϕdx,
which entails
(4.14) 〈(−∆p)
suh − (−∆p)
su, ϕ〉 =
∫
RN
ϕδhf dx =
∫
RN
f δ−hϕdx.
Observe next that δ2hu turns out to be a viable test function for a.e. h 6= 0. Indeed, from
[u]ps,p =
∫
RN
‖δhu‖
p
p
dh
|h|N+ps
< +∞
we evidently infer ‖δhu‖p < +∞ for almost every h, even when neither u nor uh lie in
Lp(RN ). The continuity of Lp-norm with respect to translation yields δhu ∈ L
p(RN ), whence
δ2hu ∈ L
p(RN ), because ‖δ2hu‖p ≤ 2 ‖δhu‖p. Exploiting (4.11) (with θ := 1 if p = r
′ = t),
Ho¨lder’s inequality and the inequality ‖δ2hu‖t ≤ 4 ‖u‖t, easily provides
(4.15) ‖f δ2hu‖1 ≤ ‖f‖r ‖δ
2
hu‖r′ ≤ ‖f‖r ‖δ
2
hu‖
θ
p ‖δ
2
hu‖
1−θ
t ≤ 4 ‖f‖r ‖δ
2
hu‖
θ
p ‖u‖
1−θ
t .
Hence, f δ2hu ∈ L
1(RN ), as desired, for a.e. h 6= 0. Since we will take the essential supremum
in h, we can assume that this holds for any h 6= 0. We can thus set ϕ := δhu in (4.14), whose
left-hand side becomes
〈(−∆p)
suh − (−∆p)
su, δhu〉 =∫
R2N
(
(uh(x)− uh(y))
p−1 − (u(x) − u(y))p−1
)
((uh(x)− uh(y))− (u(x)− u(y)))
|x− y|N+ps
dx dy.
(4.16)
Now, the proof naturally splits into two cases.
Case 1: p ≥ 2.
The known inequality
(4.17) (ap−1 − bp−1)(a− b) ≥ cp|a− b|
p ∀ a, b ∈ R
(see, e.g., [16, 10(I)]), when applied to (4.16) with a := uh(x) − uh(y) and b := u(x) − u(y),
furnishes
〈(−∆p)
suh − (−∆p)
su, δhu〉 ≥ cp[δhu]
p
s,p.
Through (4.14)–(4.15), this entails
(4.18) [δhu]
p
s,p ≤ C ‖f‖r ‖u‖
1−θ
t ‖δ
2
hu‖
θ
p.
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Since, by Lemma A1 of [3],
(4.19) sup
|h|>0
∥∥∥∥∥ δ
2
hv
|h|σ
∥∥∥∥∥
p
≤ 2 sup
|h|>0
∥∥∥∥ δhv|h|σ
∥∥∥∥
p
≤ C [v]σ,p ∀σ ∈ ]0, 1[, p ≥ 1,
we have∥∥∥∥∥∥
δ2hu
|h|s+
θβ
p
∥∥∥∥∥∥
p
=
1
|h|
θβ
p
∥∥∥∥δh(δ−hu)|h|s
∥∥∥∥
p
≤
1
|h|
θβ
p
sup
|k|>0
∥∥∥∥δk(δ−hu)|k|s
∥∥∥∥
p
≤
C
|h|
θβ
p
[δ−hu]s,p = C

 δhu
|h|
θβ
p


s,p
,
which, on account of (4.18), easily leads to∥∥∥∥∥∥
δ2hu
|h|
s+ θ
p
β
∥∥∥∥∥∥
p
p
≤ C

 δhu
|h|
θβ
p


p
s,p
≤ C ‖f‖r ‖u‖
1−θ
t
∥∥∥∥∥ δ
2
hu
|h|β
∥∥∥∥∥
θ
p
for any fixed h 6= 0, β > 0. If β := s then the right-hand side is finite, because u ∈ W˙ s,p(RN )
and (4.19) holds. We can thus iterate on the differentiability orders βn defined as{
β0 := s,
βn+1 := s+
θ
pβn,
⇒ lim
n→+∞
βn =
s
1− θp
=: β∞,
producing the inequality
∥∥∥∥∥ δ
2
hu
|h|βn
∥∥∥∥∥
p
≤
(
C ‖f‖r ‖u‖
1−θ
t
) 1
p
∑n−1
i=0
θi
pi
∥∥∥∥∥ δ
2
hu
|h|β0
∥∥∥∥∥
θn
pn
p
, n ∈ N.
Since θ/p < 1, one arrives at∥∥∥∥∥ δ
2
hu
|h|β∞
∥∥∥∥∥
p
= lim
n→+∞
∥∥∥∥∥ δ
2
hu
|h|βn
∥∥∥∥∥
p
≤ C ‖f‖
1
p−θ
r ‖u‖
1−θ
p−θ
t ,
and (4.12) follows (recall that the previous inequality holds for a.e. h 6= 0).
Case 2: 1 < p < 2.
It is known that (4.17) no longer holds. Nevertheless,
(4.20) (ap−1 − bp−1)(a− b) ≥ cp
|a− b|2
(a2 + b2)
2−p
2
∀ (a, b) ∈ R2 \ {(0, 0)};
cf. [5, Lemma B.4]. Setting a := uh(x) − uh(y), b := u(x) − u(y), and raising (4.20) to p/2,
we obtain
|δhu(x)− δhu(y)|
p ≤c
p
2
p
[(
(uh(x)− uh(y))
p−1 − (u(x)− u(y))p−1
)
(δhu(x)− δhu(y))
] p
2 ×
×
[
|uh(x)− uh(y)|
2 + |u(x)− u(y)|2
] 2−p
2
p
2
.
Next, multiply by |x − y|−N−ps, integrate over R2N , and apply Ho¨lder’s inequality with ex-
ponents 2p ,
2
2−p . Thanks to (4.16), this entails
[δhu]
p
s,p ≤ C〈(−∆p)
suh−(−∆p)
su, δhu〉
p
2

∫
R2N
(
|uh(x)− uh(y)|
2 + |u(x)− u(y)|2
) p
2
|x− y|N+ps
dxdy


1− p
2
,
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which, through (4.14), (4.15), besides the sub-additivity of τ 7→ |τ |
p
2 , gives
[δhu]
p
s,p ≤ C
(
‖f‖r ‖δ
2
hu‖r′
) p
2
(
[uh]
p
s,p + [u]
p
s,p
)1− p
2 ≤ C [u]
p(1− p
2
)
s,p
(
‖f‖r ‖u‖
1−θ
t ‖δ
2
hu‖
θ
p
) p
2 .
Pick β > 0 and divide by |h|βθ
p
2 . Like before we have∥∥∥∥∥ δ
2
hu
|h|s+β
θ
2
∥∥∥∥∥
p
≤ C [u]
(1− p
2
)
s,p
(
‖f‖r ‖u‖
1−θ
t
) 1
2
∥∥∥∥∥ δ
2
hu
|h|β
∥∥∥∥∥
θ
2
p
.
Let us finally iterate on the differentiability orders βn defined as{
β0 := s,
βn+1 := s+
θ
2βn
⇒ lim
n→+∞
βn =
2s
2− θ
,
to achieve the inequality∥∥∥∥∥ δ
2
hu
|h|
2s
2−θ
∥∥∥∥∥
p
≤
[
C [u]
(1− p
2
)
s,p
(
‖f‖r ‖u‖
1−θ
t
) 1
2
]∑+∞
i=0
θi
2i
,
valid for a.e. h 6= 0, whence (4.13) follows after an elementary calculation. 
Remark 4.4. Estimates (4.12)–(4.13) can naturally be re-casted in the framework of Besov
spaces. Putting
(4.21) σ :=
{
s pp−θ if p ≥ 2,
s 22−θ if 1 < p < 2,
the conditions s ∈ ]0, 1[, θ ∈ ]0, 1] force σ ∈ ]s, 2s] ⊆ ]0, 2[. So, the left-hand sides of (4.12)–
(4.13) read as [u]Bσp,∞ . Further, when r <
N
ps and 2 ≤ p ≤ r
′ < p∗, combining (4.2) with (4.12)
easily yields
[u]Bσp,∞ ≤ C ‖f‖
1
p−1
r .
5. Decay estimates
We are now ready to prove the pointwise and Sobolev estimates stated in Section 1.
Lemma 5.1 (Interpolation inequality). Let p > 1 > τ > s > 0, γ ∈ ]0, p[, and µ ∈ ]0, 1[.
Then there exists a constant C := C(N, p, s, γ, µ, τ) > 0 such that
[u]s,γ ≤ C R
N
γ
−N
p
+µ(τ−s)
[u]µBτp,∞ [u]
1−µ
s,p
for every u ∈ B˙τp,∞(R
N ) ∩ W˙ s,p(RN ) with supp(u) ⊆ BR.
Proof. Suppose R = 1. Observe that if |h| > 2 then u, uh, and u2h have disjoint supports.
Hence,
(5.1) supp(u) ⊆ B1 ⇒ ‖δ
2
hu‖q = 2
1/q‖δhu‖q = 4
1/q‖u‖q for any |h| > 2, q > 0,
which implies
[u]γs,γ =
∫
|h|≤2
‖δhu‖
γ
γ
|h|sγ
dh
|h|N
+ 2
∫
|h|>2
‖u‖γγ
|h|sγ
dh
|h|N
=
∫
|h|≤2
‖δhu‖
γ
γ
|h|sγ
dh
|h|N
+C1 ‖u‖
γ
γ
≤
∫
|h|≤2
‖δhu‖
γ
γ
|h|sγ
dh
|h|N
+ C2 ‖u‖
γ
p .
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The first term will be estimated through successive applications of the Ho¨lder’s inequality∫
|h|≤2
‖δhu‖
γ
γ
|h|sγ
dh
|h|N
≤ C3
∫
|h|≤2
‖δhu‖
γ
p
|h|sγ
dh
|h|N
= C3
∫
|h|≤2
‖δhu‖
(1−µ)γ
p
|h|s(1−µ)γ
‖δhu‖
µγ
p
|h|τµγ
dh
|h|N−(τ−s)µγ
≤ C3 [u]
µγ
Bτp,∞
∫
|h|≤2
‖δhu‖
(1−µ)γ
p
|h|s(1−µ)γ
|h|(τ−s)µγ
dh
|h|N
≤ C3 [u]
µγ
Bτp,∞
(∫
|h|≤2
‖δhu‖
p
p
|h|sp
dh
|h|N
) (1−µ)γ
p
(∫
|h|≤2
|h|(τ−s)µγ
dh
|h|N
)1− (1−µ)γ
p
≤ C4 [u]
µγ
Bτp,∞
[u](1−µ)γs,p .
To evaluate the other term we use (5.1) and obtain
‖u‖γp = C5 ‖u‖
γ
p
(∫
|h|>2
dh
|h|N+ps
) γ
p
=
C5
2γ/p
(∫
|h|>2
‖δhu‖
p
p
|h|ps
dh
|h|N
) γ
p
≤
C6
2γ/p
[u]γs,p.
Similarly, by Ho¨lder’s inequality and (5.1) again,
‖u‖γp = 2
τγ sup
|h|>2
(
‖u‖p
|h|τ
)γ
=
2τγ
4γ/p

 sup
|h|>2
∥∥∥∥∥ δ
2
hu
|h|τ
∥∥∥∥∥
p


γ
≤
2τγ
4γ/p
[u]γBτp,∞ .
Gathering together the above inequalities yields
‖u‖γp ≤ C7 [u]
µ
Bτp,∞
[u]1−µs,p ,
as desired. Now, the general case R 6= 1 comes out from a standard scaling argument. 
Remark 5.2. The conclusion of Lemma 5.1 actually holds for any τ ∈ ]0, p[, but the proof
is slightly more complicated once τ ≥ 1, which we do not need here. Moreover, it should be
noted that the constant C blows up as τ → s+, because C ≥ C4 and
C4 := C3
(∫
|h|≤2
|h|(τ−s)µγ
dh
|h|N
)1− (1−µ)γ
p
.
This is quite natural, since otherwise one would obtain the limiting inequality
[u]s,γ ≤ C [u]
µ
Bsp,∞
[u]1−µs,p , supp(u) ⊆ B1
which, when combined with (4.19), would imply the embedding W˙ s,p(B1) →֒ W˙
s,γ(B1) for all
γ < p. However, this embedding is false as soon as s ∈ ]0, 1[ and 1 ≤ γ < p; cf. [21].
Remark 5.3. If γ > NN+s then the interpolation inequality above has a very simple proof. In
fact, in such a case, the Sobolev space W s,γ(B1) coincides with the Besov space B
s
γ,γ(B1), for
which a complete interpolation theory is available. In particular, since τ > s, [25, Theorem
3.3.6, iii)] gives (
Bτp,∞(B1);B
s
p,p(B1)
)
µ,γ
= Bµτ+(1−µ)sp,γ (B1)
with (X;Y )µ,γ denoting the Lions-Peetre real interpolation space. Hence,
‖u‖
B
µτ+(1−µ)s
p,γ (B1)
≤ C ‖u‖µBτp,∞(B1)
‖u‖1−µBsp,p(B1)
,
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where ‖ · ‖Bσq,r(B1) = [·]Bσq,r(B1) + ‖ · ‖q. On the other hand, classical embedding theorems [25,
Theorem 3.3.1, i] yield B
µτ+(1−µ)s
p,γ (B1) →֒ B
s
γ,γ(B1) because τ > s and p > γ, whence one
readily infers the interpolation inequality
‖u‖Bsγ,γ (B1) ≤ C ‖u‖
µ
Bτp,∞(B1)
‖u‖1−µBsp,p(B1)
, τ > s, µ ∈ ]0, 1[.
For us, the issue with this proof is twofold: not only one would need a homogeneous version
of the previous inequality, but, more substantially, we will work with values of γ which can
be smaller than the threshold NN+s .
Lemma 5.4. Suppose p > 1 > s > 0, N > ps, σ ∈ ]s, 2[, r ∈ [1, p
∗
p∗−1 ]. If u ∈ W˙
s,p(RN ) ∩
B˙σp,∞(R
N ) is a radially non-increasing weak solution of (−∆p)
su = f , where f ∈ Lr(RN ),
then
[u]s,γ < +∞ for every γ ∈ ]r
∗(p− 1), p].
Proof. Fix τ ∈ ]s,min{σ, 1}[ and λ ∈ ]0, 1[ such that τ = λs+ (1− λ)σ. Since
‖δ2hu‖p
|h|τ
=
‖δ2hu‖
λ
p
|h|λs
‖δ2hu‖
1−λ
p
|h|(1−λ)σ
,
the elementary interpolation inequality
[u]Bτp,∞ ≤ [u]
λ
Bsp,∞
[u]1−λBσp,∞
holds. Thus, on account of (4.19),
(5.2) [u]Bτp,∞ ≤ C [u]
λ
s,p [u]
1−λ
Bσp,∞
.
As already pointed out, N > ps forces p
∗
p∗−1 <
N
ps , whence r <
N
ps . So, due to (4.10), we have
limt→+∞ u(t) = 0, where u(x) = u(|x|) by abuse of notation. Now, consider the horizontal
dyadic layer cake decomposition
(5.3) u0(t) := (u(t)− u(1))+, ui(t) := min{u(2
i−1)− u(2i), (u(t) − u(2i))+}, i ≥ 1,
of u. Setting A0 := [0, 1[ and Ai := [2
i−1, 2i[, one can write, whenever t ∈ Ak for some k ≥ 0,
ui(t) =


u(2i−1)− u(2i) if i > k,
u(t)− u(2k) if i = k,
0 if i < k,
which means
(5.4) u(t) = u(t)− u(2k) +
+∞∑
i=k+1
[u(2i−1)− u(2i)] =
+∞∑
i=0
ui(t).
The above series converges in L∞(RN ) because
‖ui‖∞ ≤ u(2
i−1) ≤
C
2b(i−1)
‖f‖
1
p−1
r , with b :=
N
p− 1
(
1
r
−
ps
N
)
> 0,
due to (4.10) and the monotonicity of u. Observe next that ui = gi ◦ u for some 1-Lipschitz
continuous function gi. Hence, |δhui| ≤ |δhu| and using (4.19) in (5.2) produces
[ui]Bτp,∞ ≤ C [u]
λ
s,p [u]
1−λ
Bσp,∞
.
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By Lemma 5.1, for every µ ∈ ]0, 1[ there exists a constant Cµ = C(N, p, s, γ, µ, τ) > 0 fulfilling
[ui]s,γ ≤ Cµ 2
i
(
N
γ
−N
p
+µ(τ−s)
)
[ui]
µ
Bτp,∞
[ui]
1−µ
s,p .
Therefore,
(5.5) [ui]s,γ ≤ Cµ 2
i
(
N
γ
−N
p
+µ(τ−s)
)
[u]λµs,p [u]
µ(1−λ)
Bσp,∞
[ui]
1−µ
s,p .
Since u is radially non-increasing, ui ∈ W
s,p
0 (B2i) ∩ L
∞(RN ), i ≥ 0, namely ui turns out to
be a suitable test function. Via Lemma 2.4, besides the properties of ui, we thus obtain
[ui]
p
s,p ≤ 〈(−∆p)
su, ui〉 =
∫
RN
f ui dx ≤ ‖f‖r u(2
i−1)ω
1
r′
N (2
i)
N
r′ .
Using Corollary 4.2, this entails,
[ui]
p
s,p ≤ Cµ ‖f‖
p′
r (2
i)
N
r′
+ N
p−1
(ps
N
− 1
r
)
,
which, when inserted into (5.5), gives
(5.6) [ui]s,γ ≤ Cµ ‖f‖
1
p−1
r [u]
λµ
s,p [u]
µ(1−λ)
Bσp,∞
2iNaµ ,
where, to avoid cumbersome formulas,
aµ := a(p, s, γ, r, τ, µ) :=
1
γ
−
1
p
+ µ(τ − s) +
1− µ
p
(
1
r′
+
1
p− 1
(
ps
N
−
1
r
)
)
.
Finally, since
γ > r∗(p− 1) =
Nr(p− 1)
N − sr
⇔ a0 =
1
γ
−
1
p
+
1
p
(
1
r′
+
1
p− 1
(
ps
N
−
1
r
)
)
< 0
we can find a sufficiently small µ > 0 such that aµ < 0. If γ ≥ 1 then (5.4), the triangle
inequality, and (5.6) yield
[u]s,γ ≤ Cµ ‖f‖
1
p−1
r [u]
λµ
s,p [u]
µ(1−λ)
Bσp,∞
+∞∑
i=0
2iNaµ < +∞,
as desired. So, suppose r∗(p − 1) < 1 and γ ∈ ]r∗(p − 1), 1[. From
∑+∞
i=0 ui = u a.e. in R
N it
follows
lim
n→+∞
|
∑n
i=0 ui(x)−
∑n
i=0 ui(y)|
γ
|x− y|N+γs
=
|u(x)− u(y)|γ
|x− y|N+γs
for almost all (x, y) ∈ R2N . Now, Fatou’s lemma and the subadditivity of r 7→ rγ lead to
[u]γs,γ ≤ lim infn→+∞
∫
R2N
|
∑n
i=0 ui(x)−
∑n
i=0 ui(y)|
γ
|x− y|N+γs
dx dy ≤ lim
n→+∞
n∑
i=0
[ui]
γ
s,γ ,
and one can conclude as before using (5.6). This completes the proof. 
Theorem 1.1 will be a consequence of Lemmas 4.1, 5.4, and the next two.
Lemma 5.5. Let N > ps, q > p, and α ∈ [0, ps[ satisfy (1.2). Let moreover u ∈ W˙ s,p(RN )
be a nonnegative minimizer of (1.4) with λ := 1. Then u is radially non-increasing around
some point and for appropriate f ∈ L1(RN ) one has (−∆p)
su = f weakly as per (2.3).
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Proof. We first stress that such an u exists due to Theorem 3.1. Moreover, by Lemma 2.1, it
turns out to be radially non-increasing around some point while standard arguments, chiefly
based on (1.4), yield
(5.7) 〈(−∆p)
su, v〉 = I1
∫
RN
uq−1
|x|α
v dx ∀ v ∈ W˙ s,p(RN ),
where the integral at the right-hand side is absolutely convergent because of Ho¨lder’s and
Hardy-Sobolev’s inequalities. The conclusion will be achieved once one verifies that x 7→
u(x)q−1/|x|α lies in L1(RN ). Set, for any ε > 0,
ψε(t) :=
∫ t
0
[
(ε+ τ)−
1
q −
1
q
τ(ε+ τ)−1−
1
q
]p
dτ, t ∈ R+0 ;
cf. the proof of [4, Proposition 3.3]. The function ψε : [0,+∞) → R is Lipschitz continuous,
increasing, and fulfills
(5.8) 0 ≤ ψε(t) ≤
∫ t
0
(ε+ τ)
− p
q dτ =
1
1− pq
((ε + t)
1− p
q − ε
1− p
q ) ≤
1
1− pq
(ε+ t)
− p
q t.
Further, if
Ψε(t) :=
∫ t
0
ψ′ε(τ)
1
p dτ =
t
(ε+ t)
1
q
then (5.7), written with v := ψε ◦ u ∈ W˙
s,p(RN ), and Lemma 2.4 entail
[Ψε(u)]
p
s,p ≤ 〈(−∆p)
su, ψε ◦ u〉 = I1
∫
RN
uq−1ψε ◦ u
|x|α
dx.
Using (1.1) on the left-hand term and (5.8) on the right-hand one, we arrive at
(5.9)
∫
RN
uq
u+ ε
dx
|x|α
≤ C1
(∫
RN
uq−1ψε ◦ u
|x|α
dx
) q
p
≤ C2
(∫
RN
uq−p
up
(u+ ε)
p
q
dx
|x|α
) q
p
.
Observe next that to every δ > 0 there corresponds K > 0 satisfying∫
{u<K}
uq
dx
|x|α
< δ.
Consequently, by Ho¨lder’s inequality,∫
RN
uq−p
up
(u+ ε)
p
q
dx
|x|α
=
∫
{u≥K}
uq−p
up
(u+ ε)
p
q
dx
|x|α
+
∫
{u<K}
uq−p
up
(u+ ε)
p
q
dx
|x|α
≤
∫
{u≥K}
uq−
p
q
dx
|x|α
+
(∫
{u<K}
uq
dx
|x|α
)1− p
q
(∫
RN
uq
u+ ε
dx
|x|α
) p
q
≤
∫
{u≥K}
u
q− p
q
dx
|x|α
+ δ
1− p
q
(∫
RN
uq
u+ ε
dx
|x|α
) p
q
.
(5.10)
From (5.9)–(5.10) it now follows
∫
RN
uq
u+ ε
dx
|x|α
≤ C3
(∫
{u≥K}
u
q− p
q
dx
|x|α
) q
p
+ C4 δ
q
p
−1
∫
RN
uq
u+ ε
dx
|x|α
,
whence ∫
RN
uq
u+ ε
dx
|x|α
≤ C
(∫
{u≥K}
u
q− p
q
dx
|x|α
) q
p
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provided δ is sufficiently small. Here, C := C(p, s, α) and K := K(p, s, α, u). Since u
q− p
q
belongs to L1loc(dx/|x|
α), letting ε→ 0+ shows the claim. 
Lemma 5.6. Let N > ps, q > p, α ∈ [0, ps[ satisfy (1.2) and u ∈ W˙ s,p(RN ) be a nonnegative
minimizer of (1.4) with λ := 1. Then u ∈ L∞(RN ) and u
q−1
|x|α ∈ L
r(RN ) for every r ∈ [1, Nα [.
Proof. Given k > 0, t ≥ 0, and β ≥ 1, we define gβ(t) := t(tk)
β−1, where tk := min{t, k}. An
easy verification ensures that gβ ◦u ∈ W˙
s,p(RN ) is a suitable test function in (5.7). Moreover,
since p ≥ 1, one obtains through elementary considerations
Gβ(t) ≥
p β1/p
p+ β − 1
gβ−1
p
(t),
with Gβ as in (2.6). Exploiting Lemma 2.4 and Hardy-Sobolev’s inequality entails
Cβ

∫
RN
gβ−1
p
(u)q
|x|α
dx


p
q
≤ [Gβ ]
p
s,p ≤ 〈(−∆p)
su, gβ ◦ u〉 =
∫
RN
uq uβ−1k
|x|α
dx
for some Cβ = C(N, p, s, α, β), so that
(5.11)

∫
RN
uq u
q
p
(β−1)
k
|x|α
dx


p
q
≤ Cβ
∫
RN
uq uβ−1k
|x|α
dx,
for another Cβ = C(N, p, s, α, β). Observe then that for any K > 0 one has∫
RN
uq uβ−1k
|x|α
dx ≤
∫
{u<K}
uq uβ−1k
|x|α
dx+
∫
{u≥K}
uq uβ−1k
|x|α
dx
≤ Kβ−1
∫
RN
uq
|x|α
dx+
(∫
{u≥K}
uq
|x|α
dx
) q−p
q

∫
RN
uq u
q
p
(β−1)
k
|x|α
dx


p
q
,
where Ho¨lder’s inequality with respect to the measure uqdx/|x|α has been used on the second
term. Since uq ∈ L1(RN , dx/|x|α) and q > p, the last term can be reabsorbed on the left of
(5.11) provided K is large enough, thus arriving at
1
2

∫
RN
uq u
q
p
(β−1)
k
|x|α
dx


p
q
≤ CβK
β−1
∫
RN
uq
|x|α
dx.
Now, let k → +∞. As β ≥ 1 was arbitrary, we get u ∈ Lt(RN , dx/|x|α) for all t ≥ q. By
(4.4), the conclusion u ∈ L∞(RN ) is achieved once one verifies that uq−1/|x|α ∈ Lr¯(RN ) for
some r¯ > Nps . Hence, fix R0 > 1 fulfilling u ≤ 1 on B
c
R0
. Thanks to Lemma 5.5, the function
f(x) := u(x)q−1/|x|α lies in L1(RN ). Moreover, 0 ≤ f ≤ 1 on BcR0 , whence
(5.12)
∫
Bc
R0
fβ dx ≤
∫
Bc
R0
f dx < +∞ ∀ β ≥ 1.
Finally, we choose r¯ ∈ ]Nps ,
N
α [ and t > 1 so large that
α(r¯ −
1
t
)t′ < N
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so that Ho¨lder’s inequality with exponents t and t′ yields
∫
BR0
f r¯dx =
∫
BR0
ur¯(q−1)
|x|
α
t
1
|x|α(r¯−
1
t
)
dx ≤
(∫
RN
ur¯(q−1)t
|x|α
dx
) 1
t
(∫
BR0
1
|x|α(r¯−
1
t
)t′
dx
)1− 1
t
.
Since both integrals are finite, f ∈ Lr¯(RN ), as desired. The remaining conclusion, namely
f ∈ Lr(RN ) for every r ∈ [1, Nα [, directly follows from the above inequality and (5.12). 
Proof of Theorem 1.1. Theorem 3.1 provides a nonnegative, radially decreasing minimizer u
of (1.4). Lemma 5.5 and Corollary 4.2 give the upper bound in (1.10), while the lower bound
can be achieved via the same argument exploited to show [4, Corollary 3.7]. Indeed, by [13,
Corollary 5.5 and Theorem 5.2], u is continuous on RN \ {0} as well as everywhere positive.
To get (1.11), we shall verify the hypotheses of Lemma 5.4 for r = 1. The summability
request f := (−∆p)
su ∈ L1(RN ) is stated in Lemma 5.5. Concerning the regularity of u,
observe that N > ps > α forces p
∗
p∗−1 <
N
α . Consequently, due to Lemma 5.6, u ∈ L
∞(RN )
and f ∈ L
p∗
p∗−1 (RN ). We can apply now Lemma 4.3, with r := p
∗
p∗−1 , t := +∞, to arrive at
u ∈ B˙σp,∞(R
N ), where σ ∈ ]s, 2[ is given by (4.21).
It remains to show that the function U defined in (1.7) satisfies (1.10)–(1.11). Estimate
(1.10) is obvious, so we fix γ > N(p−1)N−s and prove (1.11). If Ui, i ∈ N0, denotes the horizontal
dyadic layer cake decomposition (see, e.g., (5.3)) of U then supp(Ui) ⊆ B2i and
Ui⌊B2i−1≡ U(2
i−1)− U(2i) ≤ C 2
−iN−ps
p−1 , Lip(Ui) ≤ C 2
−i(N−ps
p−1
+1)
for appropriate C = C(p, s, α) > 0. Moreover, U =
∑+∞
i=0 Ui pointwise. Using Lemma 2.3 we
obtain
‖|DsUi|
γ‖∞ ≤ C1 2
−iγN−s
p−1 , |DsUi|
γ(x) ≤ C2
2i(N−γ
N−ps
p−1
)
|x|N+γs
∀x ∈ Bc2i+1 ,
which entails
[Ui]
γ
s,γ =
∫
B2i+1
|DsUi|
γ dx+
∫
Bc
2i+1
|DsUi|
γ dx
≤ C1 2
−iγ N−s
p−1 |B2i+1 |+ C2 2
i(N−γ N−ps
p−1
)
∫
Bc
2i+1
dx
|x|N+γs
≤ C3 2
i(N−γ N−s
p−1
)
+ C4 2
i(N−γ N−ps
p−1
)
2−iγs = C5 2
i(N−γ N−s
p−1
)
.
Notice that the last exponent is negative, so that proceeding as in the final part of Lemma
5.4’s proof gives the claim. 
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