For an irreducible non-permutation matrix A, the triplet (O A , D A , ρ A ) for the Cuntz-Krieger algebra O A , its canonical maximal abelian C * -subalgebra D A , and its gauge action ρ A is called the Cuntz-Krieger triplet. We introduce a notion of strong Morita equivalence in the Cuntz-Krieger triplets, and prove that two Cuntz-Krieger
Introduction and Preliminaries
Let A = [A(i, j)] N i,j=1 be an irreducible matrix with entries in {0, 1} with 1 < N ∈ N. We assume that A is not any permutation matrix. In [7] , J. Cuntz and W. Krieger have introduced a C * -algebra O A associated to topological Markov shift (X A , σ A ). The C * -algebra is called the Cuntz-Krieger algebra, which is a universal unique purely infinite simple C * -algebra generated by partial isometries S 1 , . . . , S N subject to the relations: For t ∈ R/Z = T, the correspondence S i → e 2π √ −1t S i , i = 1, . . . , N gives rise to an automorphism of O A denoted by ρ A t . The automorphisms ρ A t , t ∈ T yield an action of T on O A called the gauge action. Cuntz and Krieger in [7] have shown that the algebra O A has close relationships with the underlying dynamical system called topological Markov shift. Let us denote by X A the shift space X A = {(x n ) n∈N ∈ {1, . . . , N } N | A(x n , x n+1 ) = 1 for all n ∈ N}.
(1.2)
Define the shift transformation σ A on X A by σ A ((x n ) n∈N ) = (x n+1 ) n∈N , which is a continuous surjection on X A . The topological dynamical system (X A , σ A ) is called the one-sided topological Markov shift for matrix A. The two-sided topological Markov shift (X A ,σ A ) is similarly defined with the shift spacē X A = {(x n ) n∈Z ∈ {1, . . . , N } Z | A(x n , x n+1 ) = 1 for all n ∈ Z} (1. 3) and the shift homeomorphismσ A ((x n ) n∈Z ) = (x n+1 ) n∈Z onX A . Let us denote by D A the C * -subalgebra of O A generated by the projections of the form:
, i 1 , . . . , i n = 1, . . . , N . The subalgebra D A is canonically isomorphic to the commutative C * -algebra C(X A ) of the complex valued continuous functions on X A by identifying the projection S i 1 · · · S in S * in · · · S * i 1 with the characteristic function χ U i 1 ···in ∈ C(X A ) of the cylinder set U i 1 ···in for the word i 1 · · · i n . Let us denote by K the C * -algebra K(ℓ 2 (N)) of compact operators on a separable infinite dimensional Hilbert space ℓ 2 (N) and by C its maximal abelian C * -subalgebra of diagonal operators.
In [24] , R. F. Williams proved that the topological Markov shifts (X A ,σ A ) and (X B ,σ B ) are topologically conjugate if and only if the matrices A, B are strong shift equivalent. Two nonnegative matrices A, B are said to be elementary equivalent if there exist nonnegative rectangular matrices C, D such that A = CD, B = DC. We write it as A ≈ C,D B. If there exists a finite sequence of nonnegative matrices A 0 , A 1 , . . . , A n such that A = A 0 , B = A n and A i is elementary equivalent to A i+1 for i = 1, 2, . . . , n − 1, then A and B are said to be strong shift equivalent. Hence elementary equivalence generates topological conjugacy of two-sided topological Markov shifts.
Let A be an irreducible non-permutation matrix. The triplet (O A , D A , ρ A ) for the Cuntz-Krieger algebra O A , its canonical maximal abelian C * -subalgebra D A , and its gauge action ρ A is called the Cuntz-Krieger triplet for the matrix A. As pointed out in [10] , two elementary equivalence matrices A = CD, B = DC yield O A −O B -imprimitivity bimodule via Cuntz-Krieger algebra O Z for the matrix Z defined by Z = 0 C D 0 .
In the first part of the paper, We will introduce a notion of strong Morita equivalence in the Cuntz-Krieger triplets, and prove the following theorem. It is well-known that two unital C * -algebras A and B are strong Morita equivalent if and only if their stabilizations A ⊗ K and B ⊗ K are isomorphic by Brown-Green-Rieffel Theorem [3, Theorem 1.2] (cf. [3] , [4] ). We will next study relationships between stabilized Cuntz-Krieger algebras with their gauge actions and strong shift equivalence matrices. We must emphasize that Cuntz and Krieger in [7, 3.8 Theorem] and Cuntz in [6, 2.3 Theorem] have shown that the stabilized Cuntz-Krieger triplet (O A ⊗ K, D A ⊗ C, ρ A ⊗ id) is invariant under topological conjugacy of the two-sided topological Markov shifts (X A ,σ A ). We will investigate stabilizations of generalized gauge actions from a view point of flow equivalence.
Let us denote by C(X A , Z) the set of Z-valued continuous functions on X A . For f ∈ C(X A , Z), define a one-parameter unitary group U t (f ), t ∈ T = R/Z in D A by U t (f ) = exp(2π √ −1tf ), (1.4) and an automorphism ρ is the gauge action denoted by ρ A t . Suppose that A = CD and B = DC for some nonnegative rectangular matrices C, D. Then there exist homomorphisms ϕ : C(X A , Z) → C(X B , Z) and ψ : C(X B , Z) → C(X A , Z) such that
for f ∈ C(X A , Z) and g ∈ C(X B , Z). Let us denote by (H A , H A + ) the ordered cohomology groups for the one-sided topological Markov shift (X A , σ A ) which has been introduced in [15] by setting H A = C(X A , Z)/{η − η • σ A | η ∈ C(X A , Z)} and its positive cone
The ordered cohomology group (H A ,H A + ) for (X A ,σ A ) has been considered by Y. T. Poon in [17] . The latter ordered group (H A ,H A + ) has been proved to be a complete invariant of flow equivalence of the two-sided topological Markov shift (X A ,σ A ) by M. Boyle and D. Handelman in [1] . The two ordered groups (H A ,H A + ) and (H A , H A + ) are actually isomorphic ([15, Lemma 3.1]).
In [14] , the following result has been proved. 
In the third part of the paper, we will study the converse of the above theorem for the gauge actions. We will introduce an invariant K SSE 0 (O A ) which is a non-empty subset of
D n C n (Proposition 5.7). We will then prove the following theorem. (ii) There exist an isomorphism Φ :
We say that A has full units if 
Throughout the paper, we denote by N the set of positive integers and by Z + the set of nonnegative integers, respectively. For one-sided topological Markov shift (X A , σ A ), a word µ = (µ 1 , . . . , µ k ) for µ i ∈ {1, . . . , N } is said to be admissible for X A if (µ 1 , . . . , µ k ) = (x 1 , . . . , x k ) for some element (x n ) n∈N ∈ X A . The length of µ is denoted by |µ| = k. We denote by B k (X A ) the set of all admissible words of length k. We similarly denote by B k (X A ) the set of admissible words of length k, so that
This paper is a second revised version of arXiv:1604.02763v1, in which the given proofs of the main results were incorrect.
Strong Morita equivalence for Cuntz-Krieger triplets
There is a standard method to associate a Cuntz-Krieger algebra from a square matrix with entries in nonnegative integers as described in [21, Section 4 ]. Now we suppose that A = [A(i, j)] N i,j=1 is an N × N matrix with entries in nonnegative integers. Then the associated graph G A = (V A , E A ) consists of the vertex set V A = {v A 1 , . . . , v A N } of N vertices and the edge set E A = {a 1 , . . . , a N A }, where there are A(i, j) edges from v A i to v A j . Hence the total number of edges is N i,j=1 A(i, j) denoted by N A . For a i ∈ E A , denote by t(a i ), s(a i ) the terminal vertex of a i , the source vertex of a i , respectively. The graph G A has the N A × N A transition matrix
The Cuntz-Krieger algebra O A for the matrix A with entries in nonnegative integers is defined as the Cuntz-Krieger algebra O A G for the matrix A G which is the universal C * -algebra generated by partial isometries S a i indexed by edges a i , i = 1, . . . , N A subject to the relations:
For a word µ = (µ 1 , . . . , µ k ), µ i ∈ E Z , we denote by S µ the partial isometry S µ 1 · · · S µ k . As in the standard text books [8] , [9] of symbolic dynamics, the two-sided topological Markov shift defined by a square matrix with entries in {0, 1} is naturally topologically conjugate to a topological Markov shift of the edge shift defined by the underlying directed graph. In what follows, we consider edge shifts and hence square matrices with entries in nonnegative integers (cf. [8] , [9] , [24] , etc.). Such a matrix is simply called a nonnegative square matrix. For a nonnegative square matrix A, the two-sided shift spaceX A is defined by the two-sided shift spaceX A G for the matrix A G which consists of two-sided bi-infinite sequences of concatenated edges of the directed graph G A .
Suppose that two nonnegative square matrices A and B are elementary equivalent such that A = CD and B = DC. The sizes of the matrices A and B are denoted by N and M respectively, so that C is an N × M matrix and D is an M × N matrix, respectively. We set the square matrix Z = 0 C D 0 as a block matrix, and we see
Similarly to the directed graph
the associated directed graphs to the nonnegative matrices B, C, D and Z, respectively. By the equalities A = CD and B = DC, we may take bijections ϕ A,CD from E A to a subset of
, we may identify cd (resp. dc) with a (resp. b) through the map ϕ A,CD (resp. ϕ B,DC ). We may then write S cd = S a (resp.
We define two particular projections
It has been shown in [10] (cf. [14] ) that
As in [10, Lemma 3.1], both projections P C and P D are full projections so that P C O Z P D has a natural structure of O A − O B imprimitivity bimodule that makes O A and O B strong Morita equivalent (cf. [19] , [20] ). (1) P A + P B = 1,
In this case, we say that
are connected through n-chains of strong Morita equivalences in 1-step, (O A , D A , ρ A ) and (O B , D B , ρ B ) are said to be strong Morita equivalent in n-step, or simply, strong Morita equivalent.
We note that if there exists an isomorphism Φ : 
The main purpose of this section is to study the converse implication of Proposition 2.2.
We henceforth assume that (O A , D A , ρ A ) and (O B , D B , ρ B ) are strong Morita equivalent in 1-step via (O Z , D Z , ρ Z ) for some matrix Z. We may take two projections P A , P B in D Z having the properties (1), (2) , (3) and (4) in Definition 2.1. Let us denote by G Z = (V Z , E Z ) the directed graph for the matrix Z. The Cuntz-Krieger algebra O Z is then generated by partial isometries S γ , γ ∈ E Z satisfying the relations:
where
, and 0 otherwise. We have the following lemmas.
Then we have
Proof. By the equality P A + P B = 1, we have
Since P A S γ P A belongs to P A O Z P A which is identified with O A , the condition (4) of Definition 2.1 gives rise to the equality
As ρ Z t | D Z = id and P A , P B ∈ D Z , the left hand side for t = 1 2 of (2.6) goes to
As ρ A 1 = id, the right hand side for t = 1 2 goes to P A S γ P A . Hence we have P A S γ P A = 0 and similarly P B S γ P B = 0. Therefore we know (i), (ii) and (iii).
Lemma 2.4.
Proof. By Lemma 2.3, we know S γ P A = P B S γ so that
Similarly we see that γ∈E Z S γ P B S * γ = P A .
We notice the following identities which immediately come from Lemma 2.3 (iii).
Lemma 2.5. For γ 1 , γ 2 ∈ E Z , we have the following identities.
(
Proof. The if part is obvious. It suffices to show the only if part. Since
The above equalities ensure us the only if part. 
The above equalities ensure us the only if part.
Now we are assuming that the Cuntz-Krieger triplets (O
We introduce several directed graphs in this situation. Define edge sets EÃ, EB, EC , ED by setting
and vertex sets VÃ s , VÃ t , VB s , VB t , VC s , VC t , VD s , VD t by setting
Lemma 2.8. Keep the above notations. We have
Proof. (i) We will first show the equality VÃ s = VÃ t . Take an arbitrary vertex (A, s(γ 1 )) ∈ VÃ s and γ 2 ∈ E Z with P A S γ 1 S γ 2 = 0, so that t(γ 1 ) = s(γ 2 ). We may find
This shows that the inclusion relation VÃ s ⊂ VÃ t holds. Similarly we know that VÃ t ⊂ VÃ s so that VÃ s = VÃ t .
We will second show the equality VC s = VD t . Take an arbitrary vertex (A, s(γ 1 )) ∈ VC s . We see that P A S γ 1 = 0 and hence S γ 1 P B = 0. As
This implies that (B, γ 2 ) ∈ ED and (A, t(γ 2 )) ∈ VD t . As t(γ 2 ) = s(γ 1 ), we obtain that (A, s(γ 1 )) ∈ VD t so that VC s ⊂ VD t . We similarly see that VD t ⊂ VC s so that VC s = VD t .
We will finally show that VÃ s = VC s . Since the condition P A S γ 1 S γ 2 = 0 implies
Let us denote by VÃ and by VB the first four vertex sets and the second four vertex sets in Lemma 2.8, respectively. Namely we put
For an edge (A, γ 1 γ 2 ) ∈ EÃ, define its source and terminal vertices by
We then have a directed graph (VÃ, EÃ) denoted by GÃ. We similarly have a directed graph GB = (VB, EB). From an edge (A, γ 1 ) ∈ EC, define its source and terminal vertices by
We have a directed graph GC = (VÃ EC −→ VB) and similarly GD = (VB ED −→ VÃ). LetÃ be the vertex transition matrixÃ : VÃ × VÃ −→ Z + of the directed graph GÃ which is defined bỹ
We similarly have the vertex transition matricesB,C,D and the edge transition matricesB G ,C G ,D G of the directed graphs GB, GC , GD, respectively.
Proposition 2.9. The matricesÃ andB are elementary equivalent such that
A =CD andB =DC. 
we know thatÃ =CD, and similarlyB =DC. The relationsÃ G =C GDG andB G =D GC G automatically come fromÃ =CD andB =DC.
Let EZ = EC ∪ ED and VZ = VÃ ∪ EB. We have a bipartite directed graph GZ = (VZ , EZ ). Let us denote byZ andZ G the vertex transition matrix and the edge transition matrix of the directed graph GZ , respectively. Since GZ is bipartite, by the above proposition, we haveZ
We will study the relationship between the two matricesZ and Z. For γ ∈ E Z , denote by S (A,γ) , S (B,γ) the partial isometries P A S γ , P B S γ , respectively, so that
. The above equality ensures us the assertion. (ii) is similarly shown.
Lemma 2.11. Either of the following two situations occurs:
(1) Both S (A,γ) and S (B,γ) are not zero for all γ ∈ E Z . In this case we haveC
In this case we haveZ = Z.
Proof. Suppose that there exists γ 0 ∈ E Z such that both conditions S (A,γ 0 ) = 0 and S (B,γ 0 ) = 0 hold. By the preceding lemma, any edge η ∈ E Z satisfying Z G (η, γ 0 ) = 1 forces that S (A,η) = 0 and S (B,η) = 0. Since for any edge γ ∈ E Z , there exists a finite sequence of edges γ 1 , . . . , γ n in E Z such that
so that S (A,γ) = 0 and S (B,γ) = 0. Hence either of the following two cases occurs:
(1) Both S (A,γ) and S (B,γ) are not zero for all γ ∈ E Z .
(2) Either S (A,γ) = 0 or S (B,γ) = 0 for all γ ∈ E Z .
Case (1): We have the following equalities.
On the other hand, we have
Since both S (A,γ) = 0 and S (B,γ) = 0 for all γ ∈ E Z , we havẽ
for all γ, η ∈ E Z . Hence we haveC G =D G = Z G so thatÃ G =B G and henceÃ =B. As
Case (2): Since either S (A,γ) = 0 or S (B,γ) = 0 for all γ ∈ E Z occurs, we have a disjoint
We will next study the bipartite graph GZ from the C * -algebraic view point. For (A, γ 1 γ 2 ) ∈ EÃ, define the partial isometry
Lemma 2.12. The C * -subalgebra C * (S (A,γ 1 γ 2 ) ; (A, γ 1 γ 2 ) ∈ EÃ) of O Z is isomorphic to the Cuntz-Krieger algebra OÃ for the matrixÃ.
Proof. We first notice that
We also have
By the above equalities, we have
Hence the C * -subalgebra C * (S (A,γ 1 γ 2 ) ; (A, γ 1 γ 2 ) ∈ EÃ) of O Z is isomorphic to the CuntzKrieger algebra OÃ for the matrixÃ.
We will show the converse inclusion relation. Take an arbitrary fixed X ∈ O Z with P A XP A = 0. Let P Z be the dense * -subalgebra of O Z algebraically generated by S γ , γ ∈ E Z . We may find X n ∈ P Z such that X −X n → 0. Since P A XP A −P A X n P A ≤ X − X n → 0, it suffices to show that P A X n P A belongs to C * (S (A,γ 1 γ 2 ) ; (A, γ 1 γ 2 ) ∈ EÃ). By [7, 2. 2 Lemma], any element of the subalgebra P Z is a finite linear combination of elements of the form
The assumption P A S µ S i S * i S * ν P A = 0 forces the numbers m, n to be both even, or both odd.
Case 1: m, n are both even. We have
for (A, γ 1 γ 2 ) ∈ EÃ and hence it belongs to C * (S (A,γ 1 γ 2 ) ; (A, γ 1 γ 2 ) ∈ EÃ). Case 2: m, n are both odd.
Similarly to Case 1, we have
Proposition 2.14. The Cuntz-Krieger triplet (OÃ, DÃ, ρÃ) for the matrixÃ is isomorphic to (O
Proof. By Lemma 2.12 and Lemma 2.13, we know that
Under the identification between C * (S (A,γ 1 γ 2 ) ; (A, γ 1 γ 2 ) ∈ EÃ) and P A O Z P A in Lemma 2.13, the C * -subalgebra
Hence we know that DÃ = D A . By regarding the generating partial isometry
so that ρÃ 2t = ρ A 2t for all t ∈ T and hence ρÃ = ρ A .
We thus have [4] ). We will next study relationships between stabilized Cuntz-Krieger algebras with their gauge actions and strong shift equivalence matrices. We will investigate stabilizations of generalized gauge actions from a view point of flow equivalence.
Recall that for a function f ∈ C(X A , Z) and t ∈ T, an automorphism ρ (1.5) . It is easy to see that the automorphisms ρ A,f t , t ∈ T yield an action of T to O A such that ρ A,f t (a) = a for all a ∈ D A . For f ∈ C(X A , Z) and n ∈ Z + , let us denote by f n the function f n (x) = n−1 i=0 f (σ i A (x)), x ∈ X A . We know that the following identity holds (cf. [14, Lemma 3.1])
For a C * -algebra A without unit, let M (A) stand for its multiplier C * -algebra defined by M (A) = {a ∈ A * * | aA ⊂ A, Aa ⊂ A} where A * * denotes the second dual (A * ) * of the C * -algebra A. An action α of T to A extends to M (A) and is still denoted by α. For an action α of T to A, a unitary onecocycle u t , t ∈ T relative to α is a continuous map t ∈ T → u t ∈ U (M (A)) to the unitary group U (M (A)) satisfying u t+s = u s α s (u t ), s, t ∈ T. The following proposition has been proved in [14] . 
In this section, we will first review the proof in [14] of the above proposition to investigate the K-theoretic behavior of the above isomorphism Φ :
The proof of the above proposition is based on the the proof of [10] , in which Morita equivalence of C * -algebras has been used (cf. [2] , [3] , [4] , [5] , [11] , [16] , [22] ).
Suppose that two nonnegative square matrices A and B are elementary equivalent such that A = CD and B = DC. As in the previous section, we may take and fix bijections ϕ A,CD from E A to a subset of E C × E D and ϕ B,DC from E B to a subset of E D × E C . We 
We similarly set ψ(g) = c∈E C S c gS * c ∈ C(X A , Z) for g ∈ C(X B , Z). We thus see the following lemma. . For f ∈ C(X A , Z), g ∈ C(X B , Z) and t ∈ T, we have
where a ∈ E A , b ∈ E B and c ∈ E C , d ∈ E D are satisfying ϕ A,CD (a) = cd and ϕ B,DC (b) = dc, respectively.
We note that the homomorphisms ϕ :
for f ∈ C(X A , Z) and g ∈ C(X B 
are isomorphisms satisfying
By putting 
The above discussion is a sketch of the proof of Proposition 3.1 given in [14] .
In what follows, we will reconstruct partial isometries v A , v B satisfying (3. 
15)
We then have
We decompose the set N of natural numbers into disjoint infinite subsets N = ∪ ∞ j=1 N j , and decompose N j for each j once again into disjoint infinite sets N j = ∪ ∞ k=0 N j k . Let {e i,j } i,j∈N be a set of matrix units which generate the algebra K = K(ℓ 2 (N)). Put the projections f j = i∈N j e i,i and f j k = i∈N j k e i,i . Take a partial isometry s j k ,j such that
We set for n = 1, 2, . . . ,
Then we have

Lemma 3.3. Keep the above notations.
(i) w * n w n = 1 ⊗ f n and w n w * n ≤ P C ⊗ f n .
On the other hand, we know that u n (P C ⊗ s n,n 0 ) = (P C ⊗ s n,n 0 )u * n = 0 so that we have
As f n 0 , f n k ≤ f n , we have w n w
We will reconstruct and study the unitary v A in (3.7). Let f n,m be a partial isometry satisfying f * n,m f n,m = f m , f n,m f * n,m = f n . We put
Lemma 3.4. Keep the above notations.
(ii) We have
By the above lemma, one may see that the summations 
and hence q C od + q D od + v ev v * ev = P C ⊗ 1. We will show the following lemma.
Proof. We notice that ρ
For 2 ≤ n ∈ N, we have
and hence
Therefore we have
By using t n , z n instead of u n , w n respectively, we similarly obtain a partial isometry v B in M (O Z ⊗ K) in the strict topology. We then see the following lemmas.
Lemma 3.7.
(ii) The partial isometry v B (ρ
Proof. (i) Since the projections q C od , q D od , v ev v * ev are all belong to the multiplier algebra M (D A ⊗C) of D A ⊗C, the preceding lemma ensures us that the partial isometry
the equality (3.19) follows. (ii) is similarly shown to (i).
Lemma 3.8.
We thus have (ρ Z,0⊕g t ⊗ id)(v n ) = v n for all n ∈ N and hence (ρ
We put
By Lemma 3.8, we have
and similarly u
Proof. (i) By Lemma 3.6 and (3.24), we have
The equality u
immediately follows from Lemma 3.7. (ii) is similarly shown to (i).
We thus have 
Proof. As in the proof of [14, Proposition 4.3] , the map Φ = Ad(w) where w = v B v * A gives rise to an isomorphism Φ :
The other equality (3.26) is similarly shown to (i).
Since both the homomorphisms ϕ : C(X A , Z) → C(X B , Z) and ψ : C(X B , Z) → C(X A , Z) satisfy ϕ(1) = 1, ψ(1) = 1, we have the following corollary. 
is invariant under topological conjugacy of the two-sided topological Markov shifts (X A ,σ A ). Hence the above corollary is weaker than their result.
Before ending this section, we will introduce a notion of strong Morita equivalence in the stabilized Cuntz 
If two stabilized Cuntz-Krieger triplets (O
are connected by n-chains of strong Morita equivalences in 1-step, they are said to be strong Morita equivalent in n-step, or simply strong Morita equivalent. 
By Lemma 3.8, the following identities hold
Define Φ A = Ad(v A ), Φ B = Ad(v B ). As in (3.8), they give rise to isomorphisms
Since we see
Hence we have (ρ
⊗ id), we know the assertion.
Therefore we have the following corollary. 
Behavior on K-theory
In this section we will study the behavior of the isomorphism Φ :
is an N × N matrix with entries in nonnegative integers. Then the associated graph G A = (V A , E A ) consists of the vertex set V A = {v A 1 , . . . , v A N } of N vertices and edge set E A = {a 1 , . . . , a N A }, where there are A(i, j) edges from v A i to v A j . Denote by t(a i ), s(a i ) the terminal vertex of a i , the source vertex of a i , respectively. The graph G A has the N A ×N A transition matrix
i,j=1 of edges defined by (2.1). The Cuntz-Krieger algebra O A is defined as the Cuntz-Krieger algebra O A G for the matrix A G which is the universal C * -algebra generated by partial isometries S a i , i = 1, . . . , N A subject to the relations (2.2). We similarly consider the N B × N B matrix B G with entries in {0, 1} for the graph G B = (V B , E B ) of the matrix B with vertex set V B = {v B 1 , . . . , v B M } and edge set E B = {b 1 , . . . , b N B }, so that we have the other Cuntz-Krieger algebra O B G for the matrix B G which is denoted by O B . Now we are assuming that A = CD and B = DC for some nonnegative rectangular matrices C and D. Both A and B are also assumed to be irreducible and not any permutations. Since A = CD, the edge set E A is regarded as a subset of the product E C × E D of those of E C and E D . As in Section 2, we may take a bijection ϕ A,CD from E A to a subset of E C × E D . For any a i ∈ E A , there uniquely exist c(a i ) ∈ E C and d(a i ) ∈ E D such that ϕ A,CD (a i ) = c(a i )d(a i ). We write it simply as a i = c(a i )d(a i ). Similarly, for any edge
Proof. For i = 1, . . . , N A and l = 1, . . . , N B , we know that both
are the cardinal number of the set
Let us denote by [e
i ] the class of the vector e
It was shown in [6] that the correspondence ǫ A G :
] yields an isomorphism of abelian groups. We then have 
is commutative.
Proof. We note that K = K(ℓ 2 (N)) has a countable basis and N is decomposed such as N = ∪ ∞ j=1 N j where N j is also disjoint infinite set such as
In particular for j = 1, k = 0, we denote byn = 1 0 (n) for n = 0, 1, 2, . . . so that N 1 0 = {0,1,2, . . . }. Let pn, n = 0, 1, 2, . . . be the sequence of projections of rank one in K such that ∞ n=0 pn = f 1 0 . By [6] , the group K 0 (O A G ) is generated by the projections of the form
To complete the proof of the proposition, we provide the following two lemmas.
Lemma 4.3. Keep the above notation.
Proof. (i) The unitary w is given by
(ii) For c l ∈ E C = {c 1 , . . . , c N C } and a i ∈ E A , we note that S * c l
Proof. In the algebra O B G , we have
to the equality we have
, we get the desired equality.
Proof of Proposition 4.2:
By using Lemma 4.3, we have the equalities in K 0 (O B G ):
l ], By using Lemma 4.4, we complete the proof of Proposition 4.2.
Let S A and R A be the N A × N matrix and N × N A matrix defined by 
abelian groups which is actually an isomorphism since its inverse is given by a homomorphism induced by R t A . The above isomorphism is denoted by Φ S t A . We have an isomorphism Φ S t
way. Now we are assuming that A = CD, B = DC so that AC = CB and hence
as abelian groups, which is denoted by Φ C t . It is actually an isomorphism with Φ D t as its inverse. We notice the following lemma. The second assertion (ii) is pointed out by Hiroki Matui. The author thanks him for his advice. 
Proof. (i) Since ΦD is induced by the matrixD t , it suffices to prove the equalityDS B = S A C. Let (i, j) be i = 1, . . . , N A and j = 1, . . . , M so that a i ∈ E A and v B j ∈ V B . Let k be such that t(a i ) = v A k . Hence we have
which is the number of edges of E C leaving v A k and terminating at v B j . On the other hand,
It is easy to see that the above number is also C(k, j).
(ii) Since A = R A S A , for each k = 1, . . . , N A with a k ∈ E A there exists a unique
We then see 
is commutative, where the two vertical arrows and the two horizontal arrows are all isomorphisms of abelian groups.
We write A ≈
C,D
B if A = CD, B = DC. Recall that A, B are said to be strong shift equivalent in n-step if there exist a finite sequence of square matrices A 1 , . . . , A n−1 and two finite sequences of rectangular matrices C 1 , . . . , C n and D 1 , . . . , D n such that
This situation is written A ≈ 
and the following diagram is commutative
We note that the inverse of
Converse and Invariant
In this section, we will study the converse of Corollary 3.11 by using Corollary 4.7. We fix a projection p 1 of rank one in K.
Proposition 5.1. The following assertions are equivalent.
Proof. The implication (ii) =⇒ (i) is obvious by putting Φ = ϕ ⊗ id and u t = v t ⊗ 1. We will show the implication (i) =⇒ (ii) in the following way. By [12, Proposition 3.13] ,
ensures us that there exists a partial isometry V ∈ O B ⊗ K satisfying the following conditions:
we have
Hence v t , t ∈ T is a unitary one-cocycle relative to ρ B ⊗ id.
Remark 5.2. Let v t in O B be a unitary one-cocycle relative to ρ B t satisfying (5.3). For a ∈ D A , we see that ϕ(ρ A t (a)) = Ad(v t )(ρ B t (ϕ(a))). As ρ A t (a) = a and ϕ(a) belongs to D B so that we have ϕ(a) = Ad(v t )(ϕ(a)). Hence v t commutes with any element of D B . This implies that v t belongs to D B and hence it is fixed by the action ρ B . Therefore a unitary one-cocycle v t in O B relative to ρ B t satisfying (5.3) automatically belongs to D B and yields a unitary representation t ∈ T → v t ∈ D B . Since the unitary u t in (5.1) is given by u t = v t ⊗ 1 from the unitary v t satisfying (5.3), the unitary one-cocycle u t in the statement (i) of the above proposition can be taken as a unitary representation t ∈ T → u t ∈ M (D B ⊗ C) which is fixed by the action ρ B t ⊗ id. 
We will define the strong shift equivalence invariant subset of K 0 (O A ) as follows. 
