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1 On the Statistical Independence of
Shift-Register Pseudorandom Multisequence
over Part of the Period
Mordechay B. Levin and Irina L. Volinsky
Abstract
In this paper we construct a pseudorandommultisequence (xn1,...,nr)
based on kth-order linear recurrences modulo p, such that the discrep-
ancy of the s-dimensional multisequence (xn1+i1,...,nr+ir)1≤ij≤sj ,1≤j≤r
1 ≤ nj ≤ Nj, 1 ≤ j ≤ r is equal toO((N1 · · ·Nr)−1/2 lns+3r(N1 · · ·Nr)),
where s = s1 · · · sr, for all N1, ..., Nr with 1 < N1 · · ·Nr ≤ pk.
1 Introduction
Equidistribution and statistical independence properties of uniform pseudorandom
numbers can be analyzed based on the discrepancy of certain point sets in [0, 1)s:
Let xn = (xn,1, . . . , xn,s), n = 0, . . . , N − 1, be a sequence of points in an s-
dimensional unit cube [0, 1)s; v = [0, γ1)× . . .× [0, γs) a box in [0, 1)s. The quantity:
D((xn)
N−1
n=0 ) = sup
0<γ1,...,γs≤1
∣∣∣#{n ∈ [0, N − 1] ∣∣∣ xn ∈ v} /N − γ1 . . . γs∣∣∣
is called the discrepancy of (xn)
N−1
n=0 .
Let us consider pseudorandom numbers (abreviated PRN) obtained by means of
the shift-register method:
Let p be a prime, let k ≥ 2 be an integer, and generate a kth-order linear
recurring sequence y0, y1, ... ∈ Fp by
yn+k ≡ ak−1yn+k−1 + ...+ a0yn mod p, n = 0, 1, ..., (1)
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where y0, ..., yk−1 are initial values that are not all zero. The integer coefficients
a0, ..., ak−1 in (1) are chosen in such a way that, if they are viewed as elements of
the finite field Fp, then the characteristic polynomial
f(x) = xk − ak−1xk−1 − ...− a0 ∈ Fp[x]
of the recursion (1) is a primitive polynomial over Fp. Note that the characteristic
polynomial f has a root β in the extension field Fq of Fp, where q = p
k. Let
F ∗q = Fq \ {0} be the multiplicative group of nonzero elements of Fq and let Fˆq ={
β ∈ F ∗q | β − is a primitive root
}
. We see that #F ∗q = q − 1, and #Fq =
ϕ(q− 1), where ϕ is the Euler’s function. Let Tr denote the trace function from Fq
to Fp. It is known (see, e.g., [Ni, p. 212]) that there exists an α ∈ F ∗q such that
yn = Tr(αβ
n) for n = 0, 1, ... (2)
In the digital multistep method, the sequence y0, y1, ... is transformed into a se-
quence x0, x1, ... of uniform PRN in the following way
xn =
k∑
j=1
ykn+j−1/p
j, for n = 0, 1, . . . (3)
In a series of papers, Niederreiter (see the review in [Ni]) proved that there exists
a characteristic polynomial f such that
D((xn, ..., xn+s−1)
N−1
n=0 ) = O(
√
τ(ln τ)s+1
N
), for N = 1, ..., τ,
where τ is the period of the sequence of pseudorandom numbers.
This estimate is interesting for N ≫ √τ(log τ)s+1. In [Le1],[Le2], Levin descibed
a class of uniform PRN sequences (zn)n≥0, having a nontrivial discrepancy estimates
also for a small part of the period:
D((zn, ..., zn+s−1)
N−1
n=0 ) = O(N
−1/2 lns+3N), for N = 1, 2, ... (4)
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Our goal is to obtain a nontrivial discrepancy estimate similar to (4) for a small
part of the period for sequences, some subsequences and multisequences of PRN
based on kth-order linear recurrences modulo p. The method of the proof is based
on Korobov’s approach [Ko2] (see also [Le1], [Le2]). Similar results can be obtained
for the pseudorandom sequences described in [Le2] and [Le3].
In this paper we will prove the following theorems:
Theorem 1. Let ǫ ∈ (0, 1), and let x(n) = (xn, . . . , xn+s−1) (see (2), (3)). Then
there exist more than (1 − ǫ)qϕ(q − 1) pairs (α, β) ∈ Fq × Fˆq such that for any
N ∈ [1, q] and any b1, b2 ∈ [1, q], the bound
D((x(b1n+ b2))
N−1
n=0 ) ≤ ǫ−1c1N−1/2 lns+2.5 6N ln2.5 3 ln 6N,
holds, where the constant c1 depends only on s, b1 and b2.
Let r ≥ 2, α = (α1, . . . , αr) ∈ F rq , and β = (β1, . . . , βr) ∈ Fˆ rq , n = (n1, . . . , nr)
and let
y(n, j) ≡
r∑
i=1
Tr
(
αiβ
k(ni+sn˜i)+j−1
i
)
mod p, y(n, j) ∈ [0, p− 1],
where,
n˜i ≡
∑
w∈[1,r],w 6=i
nws
dw,i mod sr−1, n˜w ∈ [0, sr−1),
with
dw,i = w − 1 for w < i, and dw,i = w − 2 for w > i. (5)
Consider the following multisequence
xn =
k∑
j=1
y(n, j)
pj
, and xn = (xn+i)0≤iw<sw
1≤w≤r
, with si ∈ [1, s], 1 ≤ w ≤ r, (6)
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where i = (i1, . . . , ir).
Theorem 2. Let ǫ ∈ (0, 1). Then there exist more than (1 − ǫ)qr(ϕ(q − 1))r
values (α,β) ∈ F rq × Fˆ rq such that, for any Ni ∈ [1, q], 1 ≤ i ≤ r, N1 . . . Nr ≤ q,
and any si ∈ [1, s], 1 ≤ i ≤ r, s0 = s1 . . . sr ≤ s, the bound
D((xn)0≤nw<Nw
1≤w≤r
) ≤ ǫ−1c2 (N1 . . . Nr)−1/2 lns0+2.5r(2r+1N1 . . . Nr) ln2.5r 3 ln(6N1 · · ·Nr)
holds, where the constant c2 depends only on s1, ..., sr.
2 Auxiliary results
For the integer b ≥ 2, let denote C(b) = (−b/2, b/2]⋂Z. Let Cs(b) be the inner
product of s copies of C(b). Consider point sets for which all coordinates of all
points have a finite digit expansion in a fixed base b ≥ 2. Let
wn = (w
(1)
n , . . . , w
(s)
n ) ∈ [0, 1)s, n = 0, 1, . . . , N − 1, (7)
where, for an integer m ≥ 1, we have
w(i)n =
m∑
j=1
w
(i)
nj b
−j, 0 ≤ n ≤ N − 1, 1 ≤ i ≤ s,
with w
(i)
nj ∈ Zb for 0 ≤ n ≤ N−1, 1 ≤ i ≤ s, 1 ≤ j ≤ m. For (h1, . . . , hm) ∈ Cm(b),
define
d(h1, . . . , hm) =
{
largest d with hd 6= 0, if (h1, . . . , hm) 6= 0,
0, if (h1, . . . , hm) = 0.
For b = 2, put Qb(h1, . . . , hm) = 2
−d(h1,...,hm). For b > 2, put
Qb(h1, . . . , hm) =
{
b−d(cscπ
b
|hd|+ σ(d,m)), if (h1, . . . , hm) 6= 0,
1, if (h1, . . . , hm) = 0,
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where d = d(h1, . . . , hm) and where σ(d,m) = 1 for d < m and σ(m,m) = 0.
Let C(b)s×m be the set of all s × m matrices with entries in C(b), C∗(b)s×m =
C(b)s×m \ {0}. For H = (hij) ∈ C(b)s×m, we define
Wb(H) =
s∏
i=1
Qb(hi1, . . . , him).
Theorem A. [Ni, Theorem 3.12, p.37, Lemma 4.32, p.68] If P is the point set
(7), and m ≥ [logbN ] then
D(P ) ≤ sb
N
+
∑
H∈C∗(b)s×m
Wb(H)
∣∣∣∣∣ 1N
N−1∑
n=0
e
(
1
b
s∑
i=1
m∑
j=1
hijw
(i)
nj
)∣∣∣∣∣ ,
where e(x) = e2π
√−1x.
Lemma 1. [Ni, Lemma 5, p.18] Let s ≥ 1 and m ≥ 1 be integers. Then
∑
H∈C∗(b)s×m
Wb(H) <
(
2
π
m ln b+
7
5
m− m− 1
b
)s
. (8)
Lemma 2. (see e.g., [KoSh, p.9, p.13, ref. 3.3]) Let β ∈ Fq,
δ(β) =
{
1, if β = 0,
0, otherwise.
Then
δ(β) =
1
q
∑
α∈Fq
e
(
Tr(αβ)
p
)
.
For proof of the following well known lemma see, e.g., [Ko, p.13], or [LeVo, Lemma
5
7, p.156].
Lemma 3. Let N ∈ [0, T − 1], T ∈ [1, q] and xn be a real (0 ≤ n ≤ T − 1). Then∣∣∣∣∣
N−1∑
n=0
e(xn)
∣∣∣∣∣ ≤
T/2∑
m=−T/2
1
m¯
∣∣∣∣∣
T∑
n=1
e
(
xn +
nm
T
)∣∣∣∣∣ ,
where m¯ = max(1, |m|). It is easy to see that
T/2∑
m=−T/2
1
m¯
≤ 3 + 2 lnT. (9)
Lemma 4. Let Ni ∈ [0, Ti − 1], 1 ≤ i ≤ r, where Ti ∈ [1, q], 1 ≤ i ≤ r,
and n¯ = (n1, . . . , nr). Then∣∣∣∣∣
N1−1∑
n1=0
. . .
Nr−1∑
nr=0
e(xn)
∣∣∣∣∣ ≤
T1/2∑
m1=−T1/2
. . .
Tr/2∑
mr=−Tr/2
1
m¯1 . . . m¯r
×
∣∣∣∣∣
T1−1∑
n1=0
. . .
Tr−1∑
nr=0
e
(
xn +
n1m1
T1
+ . . .+
nrmr
Tr
)∣∣∣∣∣ .
The proof of the Lemma 4 is the same as the proof of the Lemma 3.
Lemma 5. Let r ≥ 2, s1, . . . , sr ∈ [1, s] be integers,
n˜l + il ≡
∑
w∈[1,r]
w 6=l
(nw + iw)s
dw,l mod sr−1, n˜l + il ∈ [0, sr−1). (10)
Then for l ∈ [1, r],
#
{
k(sn˜l + il + il) + j
∣∣∣0 ≤ j < k, 0 ≤ iν < sν , ν = 1, . . . , r} = ks1 . . . sr.
Proof. By (10) it is enough to prove that there are no two vectors (i1, . . . , ir, j) 6=
(i
′
1, . . . , i
′
r, j
′
) with
k(sn˜l + il + il) + j = k(sn˜l + i
′
l + i
′
l) + j
′
. (11)
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We see j ≡ j ′ mod k. Hence j = j ′. By (11), we get:
il ≡ i′l mod s. (12)
Therefore il = i
′
l. From (11) we have that n˜l + il = n˜l + i
′
l. Hence∑
w∈[1,r]
w 6=l
(nw + iw)s
dw,l ≡
∑
w∈[1,r]
w 6=l
(nw + i
′
w)s
dw,l mod sr−1.
Thus ∑
w∈[1,r]
w 6=l
(iw − i′w)sdw,l mod sr−1. (13)
For l 6= 1, we obtain
i1 − i′1 ≡ 0 mod s. (14)
Note that for l = 1, (14) follows from (12). Hence i1 = i
′
1. Suppose that ij = i
′
j for
j = 1, . . . , ν − 1, ν 6= l, ν ≥ 2. By (5) we get dw,l − dν,l ≥ 1 for w > ν. We deduce
from (13) that
iν − i′ν +
∑
w∈(ν,r]
w 6=l
(iw − i′w)sdw,l−dν,l ≡ 0 mod sr−1−dν,l,
iν − i′ν ≡ 0 mod sν , and iν = i
′
ν .
By induction, Lemma 5 is proved.
Lemma 6. Let q = pk > 3000, T ∈ [1, 4q]. Then
kT
ϕ(q − 1) ≤ 40 ln 3T ln(3 ln 3T ). (15)
Proof. First we will prove that
T
ϕ(q − 1) ≤ 10 ln 3 ln 3T. (16)
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By [Sa, p.15, ref. 3a; p.9, ref. 2]
n
ϕ(n)
< e0.58 ln lnn +
2.6
ln lnn
, and ϕ(n) ≥ n2/3 n ≥ 30.
Hence
q
ϕ(q − 1) ≤
q − 1
ϕ(q − 1) +
1
(q − 1)2/3 < 1.5 + 2 ln ln(q − 1). (17)
If T < ϕ(q − 1), then (16) is true. Let T ≥ ϕ(q − 1), then
lnT ≥ 2
3
ln(q − 1), and ln lnT ≥ ln ln(q− 1)− 0.5.
By (17) we have
T
ϕ(q − 1) ≤ 4(1.5 + 2 ln ln(q − 1)) ≤ 10 + 8 ln ln 3T.
The inequality (16) is proved. If T ≤ ϕ(q − 1)/k, then (15) is true. Let T ≥
ϕ(q − 1)/k ≥ ϕ(q − 1)/ log2 q, then
lnT ≥ ln q − ln(1.5 + 2 ln ln(q − 1))− ln(log2 q).
Hence
4 lnT ≥ θ(q), where θ(x) = 4 ln x− 4 ln(1.5 + 2 ln ln(x− 1))− 4 ln(log2 x).
It is easy to verify that (θ(x)− log2(x))
′
< 0 for x > 3000, and that θ(3000) > 15 >
log2 3000. Thus
4 lnT > log2 q.
Applying (16) we get (15). Lemma 6 is proved.
3 Proof of Theorem 1
By (3) and Theorem A, with m = [logpN ] we get:
N ·D((x(b1n+ b2))N−1n=0 ) ≤ sp+
∑
H∈C∗(b)s×m
Wp(H)
∣∣∣S(H)∣∣∣, (18)
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where
S(H) =
N−1∑
n=0
e
(
1
p
s−1∑
i=0
m∑
j=1
hijTr
(
αβk((b1n+i)+b2)+j−1
))
.
Using Lemma 3, we have
∣∣∣S(H)∣∣∣ ≤ T/2∑
m1=−T/2
1
m¯1
∣∣∣S˙(H,m1, α, β)∣∣∣,
where
S˙(H,m1, α, β) =
T−1∑
n=0
e
(
1
p
Tr
(
αβkb1nγ(β,H)
)
+
m1n
T
)
,
with
γ(β,H) =
s−1∑
i=0
m∑
j=1
hijβ
kb1i+kb2+j−1, and T ∈ [N, q]. (19)
Taking m = [logp T ], we obtain from (18) and (19), that
N ·D((x(b1n+ b2))N−1n=0 ) ≤ sp+ TD˜T (α, β), (20)
where,
TD˜T (α, β) =
∑
H∈C∗(b)s×m
Wp(H)
T/2∑
m1=−T/2
1
m¯1
∣∣∣S˙(H,m, α, β)∣∣∣ . (21)
Let,
χ =
1
q · ϕ(q − 1)
∑
β∈Fˆq
∑
α∈Fq
∣∣∣S˙(H,m, α, β)∣∣∣ . (22)
Using the Cauchy - Shwartz inequality, we get:
χ2 ≤ 1
q · ϕ(q − 1)
∑
β∈Fˆq
∑
α∈Fq
∣∣∣∣∣
T−1∑
n=0
e
(
1
p
· Tr (αβkb1nγ(β,H))+ m1n
T
)∣∣∣∣∣
2
=
1
qϕ(q − 1)
∑
β∈Fˆq
∑
α∈Fq
T−1∑
n1,n2=0
e
(
Tr
(
αβkb1n1γ(β,H)
)− Tr (αβkb1n2γ(β,H))
p
)
9
×e
(
m1(n1 − n2)
T
)
.
Applying Lemma 2, we obtain:
χ2 =
1
ϕ(q − 1)
∑
β∈Fˆq
T−1∑
n1,n2=0
δ
(
γ(β,H)
(
βkb1n1 − βkb1n2) )e(m1(n1 − n2)
T
)
≤ 1
ϕ(q − 1)
∑
β∈Fˆq
T−1∑
n1,n2=0
δ
(
γ(β,H)
(
βkb1n1 − βkb1n2) ).
Bearing in mind that δ(γ1γ2) ≤ δ(γ1) + δ(γ2), we have:
χ2 ≤ χ1 + χ2, (23)
where
χ1 =
1
ϕ(q − 1)
∑
β∈Fˆq
T−1∑
n1,n2=0
δ
(
βkb1n1 − βkb1n2
)
, and χ2 =
T2ξ
ϕ(q− 1) ,
with
ξ =
∑
β∈Fˆq
δ
(
γ(β,H)
)
. (24)
Consider χ1. Let β
kb1n1 − βkb1n2 = 0. Then βkb1(n1−n2) = 1. Taking into account
that β ia a primitive root, we obtain kb1(n1 − n2) ≡ 0 mod ϕ(q − 1). Hence,
χ1 ≤ T
(
1 +
[
kb1T
ϕ(q − 1)
])
. (25)
Now consider χ2. By (19), (24), ξ is equal to the number of solution of the following
equation:
s−1∑
i=0
m∑
j=1
hijβ
kb1i+j−1hij = 0. (26)
Bearing in mind that (h11, . . . , hsm) 6= 0, and (26) is a polynomial equation on the
field, we get: ξ ≤ kb1s. Thus
χ2 ≤ kb1sT
2
ϕ(q − 1) . (27)
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By (23), (25), (27) and Lemma 6, we have
χ2 ≤ T
(
1 +
[
kb1T
ϕ(q − 1)
])
+
kb1sT
2
ϕ(q − 1) ≤ T
(
1 + (s+ 1)
kb1T
ϕ(q − 1)
)
≤ T (1 + (s+ 1)b140 ln 3T ln(3 ln 3T )) ≤ 40(s+ 2)b1T ln 3T ln(3 ln 3T ).
We see that
2
π
m ln p+
7
5
m− m− 1
p
≤ 2.5 lnT, for m = [logp T ] ≥ 1. (28)
From (21), (22), (8), (9), Lemma 1 and Lemma3, we obtain:
1
qϕ(q − 1)
∑
α∈Fq
∑
β∈Fˆq
TD˜T (α, β) ≤ (2.5 lnT )s (3 + 2 lnT ) 401/2(s+ 2)1/2b1/21 T 1/2
×ln1/2 3T ln1/2(3 ln 3T ) ≤ 3·401/2(s+2)1/22.5sb1/21 T 1/2 lns+1.5 3T ln1/2(3 ln 3T ). (29)
Let Ti = 4
i, i ≥ [log4 p] + 1, and let
R(α, β) =
q∑
b1=1
q∑
b2=1
[log4 4q]∑
i=[log4 p]+1
(81b1.51 b2 ln
2 3b1 ln
2 3b2)
−1T 1/2i D˜Ti(α, β)
401/2(s+ 2)1/22.5s lns+2.5 3Ti ln
2.5(3 ln 3Ti)
. (30)
By (29), we have:
1
q · ϕ(q − 1)
∑
β∈Fˆq
∑
α∈Fq
R(α, β)
≤
q∑
b1=1
q∑
b2=1
∞∑
i=1
1
9b1b2 ln
2 3b1 ln
2 3b2 3i ln 4 ln
2(i ln 4)
< 1. (31)
Let
Ωǫ =
{
α ∈ Fq, β ∈ Fˆq
∣∣∣ R(α, β) < 1/ǫ} , #Ωǫ = γq · ϕ(q − 1). (32)
Let’s prove, that
γ ≥ 1− ǫ. (33)
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We see that q ·ϕ(q−1)(1−γ) is the number of α ∈ Fq, β ∈ Fˆq, such that R(α, β) ≥ 1ǫ .
From (31) we obtain
1 ≥ 1
q · ϕ(q − 1)
∑
α∈Fq
∑
β∈Fˆq
R(α, β) ≥ 1
q · ϕ(q − 1)
∑
(α,β)∈Ωcǫ
R(α, β)
≥ 1
q · ϕ(q − 1)
∑
(α,β)∈Ωcǫ
1
ǫ
=
1
q · ϕ(q − 1)
1
ǫ
#Ωcǫ
=
1
q · ϕ(q − 1)
1
ǫ
(1− γ)q · ϕ(q − 1) = 1− γ
ǫ
.
The inequality (33) is proved.
Now, let N ∈ [Ti0 , Ti0+1) for some i0 ∈ [log4 p, log4 q], where Ti = 4i, q > 3000.
From (20), (30) and (31) we have for all (α, β) ∈ Ωǫ,
ND(x(n, α, β))0≤n≤N−1 ≤ sp+ Ti0+1D˜Ti0+1(α, β) ≤ sp+ ǫ−134401/2(s+ 2)1/22.5s
× T 1/2i0+1 lns+2.5 3Ti0+1 ln2.5(3 ln 3Ti0+1) ≤ ǫ−1c1N1/2 lns+2.5 6N ln2.5(3 ln 6N), (34)
with
c1 = sp+ 3
6(s+ 2)1/22.5sb1.51 b2 ln
2 3b1 ln
2 3b2.
It is easy to see that c1 ≥ max(p, 3000). Hence, if N ≤ max(p, 3000), then (34) is
also true. Theorem 1 is proved.
4 Proof of the Theorem 2
By (6) and Theorem A, with m = [logpN1 . . . Nr] and s0 = s1 · · · sr, we get:
N1 · · ·NrD((xn)1≤nw<Nw, 1≤w≤r) ≤ s0p+
∑
H∈C∗(p)s0×m
Wp(H) |S(H)| ,
where
S(H) =
∑
ni∈[0,Ni−1]
i=1,...,r
e
1p ∑
iw∈[0,sw−1]
w=1,...,r
k∑
j=1
r∑
l=1
hi1,...,ir,jTr
(
αlβ
k(nl+il+sn˜l+il)+j−1
l
) ,
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Let Ni ∈ [1, Ti], Ti ∈ [1, q], 1 ≤ i ≤ r. Using Lemma 4, we get:
S(H) ≤
T1/2∑
m1=−T1/2
. . .
Tr/2∑
mr=−Tr/2
∣∣∣S˙(H, T,α,β)∣∣∣
m¯1 . . . m¯r
,
where
S˙(H, T,α,β) =
∣∣∣∣∣
T1−1∑
t1=0
. . .
Tr−1∑
tr=0
e (σ(t,α,β))
∣∣∣∣∣ , (35)
with
σ(t,α,β) =
r∑
l=1
(1
p
s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
hi1,...,ir,jTr
(
αlβ
k(tl+il+st˜l+il)+j−1
l
)
+
mltl
Tl
)
.
Hence,
N1 . . . Nr ·D((xn)0≤nw<Nw, 1≤w≤r) ≤ s0p+ T1 . . . TrD˜T1,...,Tr(α,β), (36)
where,
T1 . . . TrD˜T1,...,Tr(α,β) =
∑
H∈C∗(p)s0×m
Wp(H)
T1/2∑
m1=−T1/2
. . .
Tr/2∑
mr=−Tr/2
∣∣∣S˙(H, T,α,β)∣∣∣
m¯1 . . . m¯r
,
with m = [logp(T1 . . . Tr)]. Let
χ(T) =
1
qr(ϕ(q − 1))r
∑
β∈Fˆ rq
∑
α∈F rq
∣∣∣S˙(H, T,α,β)∣∣∣ . (37)
Using the Cauchy - Shwartz inequality, we get:
χ2(T) ≤ 1
qr · (ϕ(q − 1))r
∑
β∈Fˆ rq
∑
α∈F rq
∣∣∣∣∣
T1−1∑
t1=0
. . .
Tr−1∑
tr=0
e (σ(t,α,β))
∣∣∣∣∣
2
. (38)
By (35), we have
χ2(T) =
1
qr · (ϕ(q − 1))r
∑
β∈Fˆ rq
∑
α∈F rq
T1−1∑
t
(1)
1 ,t
(2)
1 =0
. . .
Tr−1∑
t
(1)
r ,t
(2)
r =0
1
13
×e
(
1
p
s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
r∑
l=1
hi1,...,ir,j
(
Tr
(
αlβ
k(t
(2)
l
+il+s
˜
t
(2)
l
+il)+j−1
l
)))
×e
(
−Tr
(
αlβ
k(t
(1)
l
+il+s
˜
t
(1)
l
+il)+j−1
l
)
+
m1(t
(2)
1 − t(1)1 )
T1
+ . . .+
mr(t
(2)
r − t(1)r )
Tr
)
.
Using Lemma 2, we get
χ2(T) ≤ 1
(ϕ(q − 1))r
∑
β∈Fˆ rq
T1−1∑
t
(1)
1 ,t
(2)
1 =0
. . .
Tr−1∑
t
(1)
r ,t
(2)
r =0
r∏
l=1
δ
( s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
hi1,...,ir,j
(
β
k(t
(2)
l
+il+s
˜
t
(2)
l
+il)+j−1
l − β
k(t
(1)
l
+il+s
˜
t
(1)
l
+il)+j−1
l
))
×e
(
m1(t
(2)
1 − t(1)1 )
T1
+ . . .+
mr(t
(2)
r − t(1)r )
Tr
)
≤ 1
(ϕ(q − 1))r
∑
β∈Fˆ rq
T1−1∑
t
(1)
1 ,t
(2)
1 =0
. . .
Tr−1∑
t
(1)
r ,t
(2)
r =0
r∏
l=1
δ
( s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
hi1,...,ir ,j
(
β
k(t
(2)
l
+il+s
˜
t
(2)
l
+il)+j−1
l − β
k(t
(1)
l
+il+s
˜
t
(1)
l
+il)+j−1
l
))
.
It is easy to see that
χ2(T) ≤ 1
(ϕ(q − 1))r
∑
βi∈Fˆq
i=1,...,r
∑
t
(j)
i ∈[0,Ti−1]
i=1,...,r, j=1,2
r∏
l=1
δ(ςl),
with
ςl =
s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
hi1,...,ir ,j
(
β
k(t
(2)
l
+s
˜
t
(2)
l
+il)+j−1
l − βk(t
(1)
l
+il+s
˜
t
(1)
l
+il)+j−1
l
)
.
We take a new variable vl instead of
˜
t
(2)
l + il, (l = 1, . . . , r). Enlarging the domain
of the summation, we obtain:
χ2(T) ≤ 1
(ϕ(q − 1))r
∑
βi∈Fˆq
i=1,...,r
∑
t
(j)
i ∈[0,Ti−1]
i=1,...,r, j=1,2
r∏
l=1
∑
vl∈[0,sr−1)
δ(ζl),
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where
ζl =
s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
hi1,...,ir,j
(
β
k(t
(2)
l
+svl+il)+j−1
l − βk(t
(1)
l
+il+s
˜
t
(1)
l
+il)+j−1
l
)
. (39)
Hence,
χ2(T) ≤
r∏
l=1
∑
t
(1)
i ∈[0,Ti−1]
ξl(t
(1)), (40)
with
ξl(t
(1)) =
1
ϕ(q − 1)
∑
βl∈Fˆq
∑
t
(2)
l
∈[0,Tl−1]
∑
vl∈[0,sr−1)
δ(ζl). (41)
Consider the equation ζl = 0. By (39), we have:
β
k((t
(2)
l
−t(1)
l
)
l γ1 = γ2, (42)
where
γ1 =
s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
hi1,...,ir,jβ
k(svl+il)+j−1
l ,
γ2 = γ2(βl) =
s1−1∑
i1=0
. . .
sr−1∑
ir=0
k∑
j=1
hi1,...,ir,jβ
k(s
˜
t
(1)
l
+il+il)+j−1
l . (43)
Similarly to (23), we get:
ξl(t
(1)) ≤ ξ˙l(t(1)) + ξ¨l(t(1)), (44)
where
ξ˙l(t
(1)) =
1
ϕ(q − 1)
∑
βl∈Fˆq
∑
t
(2)
l
∈[0,Tl−1]
∑
vl∈[0,sr−1)
δ
(
β
k((t
(2)
l
−t(1)
l
)
l γ1 − γ2
)
× (1− δ(γ2)) , and ξ¨l(t(1)) = Tl 1
ϕ(q− 1)
∑
βl∈Fˆq
∑
vl∈[0,sr−1)
δ(γ2). (45)
Consider ξ˙l(t
(1)). We see that if γ2 = 0, then ξ˙l(t
(1)) = 0. By (42) and (45) if γ2 6= 0
and γ1 = 0, then also ξ˙l(t
(1)) = 0. Now let γ1 6= 0 and γ2 6= 0. There exists an
15
integer a, such that βal = γ2/γ1. By (42), we get k(t
(2)
l − t(1)l ) ≡a mod ϕ(q − 1).
Hence
#
{
0 ≤ t(2)l < Tl
∣∣∣ k(t(2)l − t(1)l ) ≡ a mod ϕ(q − 1)} ≤ 1 + [ kTlϕ(q − 1)
]
.
By (45) and Lemma 6, we get
ξ˙l ≤ sr−1(1 + 40 ln 3Tl ln 3(ln 3Tl)). (46)
Similarly to (27), we have
#
{
βl ∈ Fˆq
∣∣∣γ2(βl) = 0} ≤ ksr, and ξ¨l(t(1)) ≤ ks2r−1 Tl
ϕ(q − 1) .
By (40), (46) and Lemma 6 we obtain
ξl(t
(1)) ≤ sr−1 + 40sr−1 ln 3Tl ln(3 ln 3Tl) + 40s2r−1 ln 3Tl ln(3 ln 3Tl)
≤ 81s2r−1 ln 3Tl ln(3 ln 3Tl).
From (40), we have
χ2(T) ≤
r∏
l=1
Tl81s
2r−1 ln 3Tl ln(3 ln 3Tl).
Using (28), (37), (38), Lemma1 and Lemma4, we deduce
1
qr(ϕ(q − 1))r
∑
α∈F rq
∑
β∈Fˆ rq
T1 . . . TrD˜T1,...,Tr(α,β) ≤ (2.5 ln(T1 . . . Tr))s
×
r∏
l=1
(2 + 3 lnTl)T
1/2
l (81s
2r−1 ln 3Tl ln(3 ln 3Tl))
1/2 for T1 · · ·Tr ≥ p. (47)
Let Tji = 4
ji, ji = 0, 1, ..., i = 1, ..., r, and let
R(α,β) =
∑
1≤s1,...,sr≤s
s1···sr≤s
∑
1≤j1,...,jr≤log4 q
log4 p≤j1+...+jr≤log4 4q
ψ−1(Tj)
√
Tj1 . . . TjrD˜Tj(α,β)
35rs1 · · · sr ln2 3s1 · · · ln2 3sr
, (48)
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where
ψ(Tj) = (2.5 ln(T1 . . . Tr))
s
r∏
l=1
sr−1/2 ln2.5 3Tjl ln
2.5(3 ln 3Tjl).
From (47) we get
1
qr (ϕ(q − 1))r
∑
α∈F rq
∑
β∈Fˆ rq
R(α, β)
≤
r∏
i=1
∞∑
si=1
∞∑
ji=1
1
3si ln
2 3si · 3ji ln 4 ln2(ji ln 4)
< 1.
Let
Ωǫ =
{
α ∈ F rq ,β ∈ Fˆ rq
∣∣∣ R(α,β) < 1
ǫ
}
, #Ωǫ = γq
r (ϕ(q − 1))r . (49)
Similarly to (31)-(33), we get γ ≥ 1− ǫ.
Now, let Ni ∈ [Tji , Tji+1) for some ji ∈ [0, log4 q], i = 1, ..., r, with Tji = 4ji and
Tj1 . . . Tjr ≥ p. From (36), (48) and (49), we have for all (α,β) ∈ Ωǫ:
N1 . . . NrD ((xn)1≤nw<Nw, 1≤w≤r) ≤ s0p+ Tj1+1 . . . Tjr+1D˜Tj(α,β)
≤ s0p+ ǫ−135rsr2−r/2 (Tj1+1 . . . Tjr+1)1/2
× (2.5 ln (Tj1+1 . . . Tjr+1))s
r∏
l=1
ln2.5(3Tjl+1) ln
2.5(3 ln 3Tjl+1)sl ln
2 3sl
≤ ǫ−1c2 (N1 . . . Nr)1/2 lns+2.5r(2r+1N1 . . . Nr) ln2.5r 3 ln(6N1 · · ·Nr) (50)
with
c2 = s0p+ 3
5r2.5ssr
2−r/2s1 · · · sr ln2 3s1 · · · ln2 3sr
It is easy to see that c2 ≥ max(p, 3000). Hence, if N1 · · ·Nr ≤ max(p, 3000),
then (50) is also true. Theorem 2 is proved.
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