We prove that any quaternionic matrix of order n ≤ admits a characteristic function, whose roots are the left eigenvalues, that satis es Cayley-Hamilton theorem.
Introduction
Very little is known about left eigenvalues of quaternionic matrices, see Zhang's reviews [8, 9] . In a previous paper [6] we introduced the notion of (left) characteristic function for a quaternionic matrix, whose roots are the left eigenvalues. Explicitly, we say that µ : H → H is a characteristic function of the matrix A ∈ H n×n if, up to a constant, its norm veri es that |µ(λ)| = Sdet(A − λI), for all λ ∈ H, where Sdet : H n×n → [ , +∞) is Study's determinant. In particular, λ is a left eigenvalue of A if and only if µ(λ) = (see de nitions in Section 2). In the present paper we discuss Cayley-Hamilton theorem in this setting, for n ≤ .
When n = , the characteristic function given in formula (2) is analogous to those considered by Wood [7] or Huang [5] . It is a polynomial µ(λ) for which it is easy to check that µ(A) = .
Now, let n = . When the matrix has some zero entry outside the diagonal, it is known [6] that the characteristic function µ can be taken to be a (non unilateral) quaternionic polynomial of degree . Otherwise, µ will be a rational function of the form P(λ)−Q(λ)(λ −λ) − F(λ), where P, Q, F are polynomials, de ned outside one point of discontinuity λ = λ called the pole. Anyway, in both cases µ can be extended in a natural way to a matrix map µ : H n×n → H n×n and we shall check that Cayley-Hamilton theorem always holds.
Then, our main result can be stated as follows.
Theorem A. For any quaternionic matrix A ∈ H n×n , n ≤ , there exists a characteristic function µ A such that
We point out two di culties. First, in the classical commutative case one has a characteristic polynomial with complex variable which naturally extends to a polynomial with a matrix variable. But in our setting there is not an obvious extension of any arbitrary characteristic function. Fortunately, we were able to nd characteristic functions which are polynomials or rational functions, which naturally extend to matrices. The second problem is that none of the known proofs of the commutative case seems to adapt to our setting, so we shall have to do a brute force computation.
We thank the remarks of two anonymous referees.
Preliminaries
If A is a quaternionic n × n matrix, we can write A = X + jY, with X, Y ∈ C n×n , and let
Since det c(A) ≥ is a nonnegative real number, we can de ne the Study's determinant of A as
For a complex matrix X, Sdet(X) equals | det(X)|, the absolute value of the complex determinant, see [1, 2] for a general discussion of quaternionic determinants. A quaternion λ is said to be a left eigenvalue of the matrix A ∈ H n×n if Av = λv for some nonzero vector v ∈ H n . Equivalently, the matrix A − λI is not invertible, that is Sdet(A − λI) = .
De nition 2.1.
because Sdet does not change when a (right) multiple of one column is added to another column (see Corollary 2.10 in [6] ); and we consider the characteristic function
Remark 2.3. The relationship between characteristic functions and the theory of quasideterminants from Gelfand et al. [4] has been discussed in [6, Section 3.2] . In particular, none of the quasideterminants of A − λI gives the complete left spectrum. A version of Cayley-Hamilton theorem in the non-commutative setting which involves certain polynomials related to quasideterminants is given in [3] .
Remark 2.4. In contrast with left eigenvalues, right eigenvalues of a quaternionic matrix A ∈ H n×n are well understood. Actually, they are the quaternions similar to the (complex) eigenvalues of the matrix c(A) de ned above. In particular the following Cayley-Hamilton theorem was proved by Zhang [8] :
Characteristic functions of × matrices
 be a quaternionic matrix of order . The following characteristic functions were de ned in [6] .
. Case n = , c = First, if both b, h = we have a triangular matrix, and we can take
If b = but h ≠ we can reduce to the × case by elementary transformations, so
Finally, if b ≠ we can make a zero in the left top corner of A − λI and then permute the second and last column, in order to reduce the matrix to the × case. Explicitly we have
The corresponding characteristic functions then follow from the × situation. Namely, when h = we de ne
Otherwise, for h ≠ we take
As explained at the end of Subsection 4.2, the case c = also applies to any matrix with a nonzero entry outside the diagonal.
. Case n = , c ≠
When c ≠ we call λ = g − hc − b the pole of A. We de ne:
(ii) otherwise,
This is a rational function which may not be continuous at λ (see Theorem 5.6 of [6] ). We shall extend it to a map in the space of matrices in the following natural way. Let 
Lemma 3.1. The matrix λ I − A is invertible if and only if f , q ≠ .

Proof. Take the matrix
Cayley-Hamilton theorem
We now discuss Cayley-Hamilton Theorem A.
. Proof. We have c c
Corollary 4.2. Ab
This is a generalization of the usual formula A = (trA)A − (det A)I for × matrices in the commutative setting. As it is well-known this kind of relationships can be used to reduce the order of a polynomial in A and to compute the exponential exp(A), or more generally, to determine analytic functions on the matrix.
. Case n = , c =
For n = , a direct computation will show that Cayley-Hamilton theorem is true in the case c = .
Proposition 4.3. Let µ(λ) be the characteristic function de ned in Subsection 3.1. Then µ(A) = .
Proof. If b, h = , we take formula (3), so µ(A) equals
If b = , h ≠ , we take formula (4). We check
If b ≠ and h = we take formula (6). We check
On the other hand, if b, h ≠ we take formula (7). Then we compute
and we check it equals
Let B be a × quaternionic matrix with some zero entry outside the diagonal. By consecutively permuting rows and columns we can transform it into a matrix A = PBP − , with P an invertible real matrix, where the zero entry of A is in the corner position c. In fact, the matrices A and B have the same characteristic functions, because Sdet(B − λI) = Sdet(A − λI). Then from formulae (6) and (7) We now want to compute the second term in (10). We start by computing (λ I − A) − by Gaussian elimination. Let
