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Chapter 1 General Introduction 
1.1. Introduction to Fuel Cells 
Sir William Grove and Christian Schônbein demonstrated the basic principal for the 
first fuel cell as early as 1829-1839 [1-2], making it one of the first energy conversion 
devices invented. Although the concept for the fuel cell was demonstrated as early as the 
1800's, it has yet to proliferate in the industrial world. The invention of hydrocarbon-fueled 
combustion engines dominated the market and left fuel cells as mostly a forgotten idea. 
Combustion engines were popular due to their large power outputs, inexpensive fuel, and 
relatively cheap production. Fuel cells have since become appealing alternatives offering 
better efficiency, (especially in small scale production), simplicity (no moving parts), clean 
emissions (H2O), and quiet operation (no combustion) [3-4]. The fuel cell has also begun to 
be more cost competitive with fossil fuels as demand for fossil fuels begins to outpace 
reserves, thus raising the cost for these fuels. The prospect of clean emissions has also driven 
the development of fuel cells in the last 10 years. A pure H2-O2 fuel cell produces water as 
the only by-product. 
There have been several different types of fuel cell systems developed in the last 30 
to 40 years [3-5]. These systems are based on various electrolytes, the ion conducting 
membrane that separates the anode and cathode, and may be classified according to operation 
temperature; low temperature hydrated electrolytes, intermediate temperature liquid 
electrolytes, and high temperature oxide conducting electrolytes. While there are individual 
advantages to each system, there are disadvantages that are limiting market penetration in 
almost every case. The low temperature cells are hampered by the limited operating 
temperature (electrolyte must contain liquid water) and high methanol crossover problems 
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that limit the fuel utilization efficiency in direct methanol fuel cells [6]. The intermediate 
temperature liquid electrolyte fuel cells; including alkaline, molten carbonate, and phosphoric 
acid, have achieved some commercial success, but are currently limited by high material 
costs attributed primarily to the extremely corrosive environments [2]. High temperature 
solid oxide fuel cells have had extensive research and development over many years and 
have appeared in the commercial marketplace as stationary power supplies. The main 
disadvantage is again high material and manufacturing costs. The Solid State Energy 
Conversion Alliance (SECA) has set a goal of $400/kW by the year 2010, which is 10-40% 
of current costs [7]. 
In the case of a H2-O2 fuel cell, the proton conducting electrolyte must have certain 
specific properties. Most importantly, the material must have a high proton, but low 
electronic, conductivity. It should operate at temperatures above 100 °C, to simplify water 
management, but below -500 °C so that cheaper materials may be used to fabricate the fuel 
cell. The material must also be stable in contact with the fuel, CO, CO2, O2, and H2O. The 
electrolyte should also be mechanically strong and easily processed into very thin membranes 
on the order of 15-100 |a,m. 
1.2. Thesis Objectives 
This dissertation explores the creation of a new class of proton conducting 
chalcogenide glasses and glass ceramics. If successful, these materials will open a new 
avenue of research into intermediate temperature (120 to 400 °C) fuel cells. These 
temperatures may allow for the optimization of operating efficiencies, lower cost catalysts, 
and reduce the need for more sophisticated fuel treatment systems. Currently, there are no 
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known materials that exhibit fast proton conduction of >103 (£2 cm)"1 in the temperature 
range of 120 to 400 °C [8], This is covered in more detail in section (2.3). 
These materials will initially be based upon similar fast ion conducting (FIC) glasses 
based on Li+, Na+, and Ag+, among others which are well known and have ionic 
conductivities above 10"2 (Q cm)"1 over the 25 to 300 °C temperature range [9-11]. The goal 
will be to create similar chalcogenide proton conductors which will be optimized for fast 
proton conductivity over the specified temperature range and then stabilized chemically and 
mechanically 
1.3. Thesis Organization 
This dissertation is divided into four main chapters. Chapter 2 provides some in-
depth background material that is necessary to understanding the driving force for this 
research. The first section provides the information on how fuel cells work and why the 
desired temperature range is important to the fuel cell industry. It also provides the 
background for the current solid state ion conductors that serve as the basis for the research. 
The last portion provides a brief overview of the main characterization techniques used to 
analyze the new materials that were prepared. 
The initial research focuses on anhydrous chalcogenide glasses/ceramics very similar 
to what has been observed in other FIC glasses. Chapter 3 covers the process for preparing 
these materials by incorporating protons into the structures. This proves to be more difficult 
than other ion conductors because the hydrogen sulfide, unlike lithium sulfide or silver 
sulfide for instance, is a gas at room temperature and therefore traditional glass preparation 
techniques could not be utilized. From these experiments a protonated material is prepared 
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by bubbling H2S gas through B2S3 glass forming meta-thioboric acid (HBS2)3- This 
crystalline material provides the basis for the rest of the materials as other glass formers, 
mainly B2S3 and GeS2, and iodide salts are added to improve the glass forming ability and 
proton conductivities. Although it is shown that the materials do show proton conduction, 
the best conductivity achieved ~ 10~6 (Q cm)"1 is not sufficient for use in fuel cells. In 
addition, the meta-thioboric acid is very reactive with water and it is unlikely to be stabilized 
enough even with further modification. Therefore, it is necessary to look to other 
chalcogenides that may provide better results. 
Another approach to finding new materials that are good proton conductors over the 
intermediate temperature range is discussed in Chapter 4. These materials are prepared from 
alkali hydrosulfides and germanium oxide forming hydrated materials of the general formula 
MxGeSx(0H)4-x yH20 where M = Na, K, Rb, and Cs [12]. They were shown to have 
conductivities of 10"3 to 10"2 (Q. cm)"1 at temperatures between 100 °C and 270 °C. The 
previously reported preparation of the materials as well as some of the IR and Raman spectra 
and the conductivity plots are discussed as background materials for the reader in order to 
understand the rest of the section. There still remained many questions to be answered about 
these new materials and chief among those is what the conducting species is. The 
conductivity provides some clues from the drop in conductivity when the material is 
dehydrated at temperatures above 250 °C. However, further experiments are needed to 
answer what is conducting and the mechanism by which this occurs. To help answer this 
question, 2D 'H NMR and 133Cs NMR experiments were performed to determine the proton 
environment and the local dynamics of both the proton and cesium ion. The deuterated 
samples were also prepared by combining both CsSH and CsSD with Ge02 in D20. IR and 
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Raman spectra show differences in the products and deuteron content. In addition, a new 
method to prepare the alkali hydrosulfides in larger quantities and in much less time is 
described. 
The last main chapter covers a general summary of the dissertation and major 
conclusions. The chapter also discusses the questions that remain and future experiments 
that may provide a better understanding of these new materials. Finally, the 
acknowledgement is devoted to the people who made this dissertation possible and helped 
along the way. The appendix includes some additional details on the different fuel cell 
systems and is included for reference for future students. 
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Chapter 2 Background 
2.1. Basic Fuel Cell Principles 
In his first experiments, Sir Grove connected a voltage source to two platinum 
electrodes that were immersed in a dilute acid electrolyte [13]. He observed that hydrogen 
and oxygen gases were evolved. If the voltage source was removed and an ammeter was 
instead placed in the circuit, the gases then recombined and a current flowed through the 
circuit. This reaction is the basis for all H2-O2 fuel cells. A basic diagram of a H2-O2 fuel 
cell is given in Figure (2.1). The reactions at the anode, the electrode where the fuel is 
oxidized, and at the cathode, where the oxidant is reduced, and the combined net reaction are 
given below. 
2H2 —» 4H + + 4 e Anode Half-cell reaction 
p2 +  4 e ~  +  4 H + — »  2  H 2 O  +  E n e r g y  Cathode Half-cell reaction (2.1) 
2 H2 + O2 —• 2 H2O + Energy Net Reaction 
Load - e.g. 
electric motor isÉeeiiB^ 
'oJ  W 
Anode 
Electrolyte 
Cathode 
Figure (2.1) The basic design for a H2-O2 fuel cell. Hydrogen is fed to the anode while 
oxygen is fed to the cathode. The protons conduct through the electrolyte 
from the anode to the cathode while the electrons produced flow through 
the external electric circuit. 
In order for the reaction to go to completion, the electrons and the protons must both 
conduct to the cathode in equal numbers. The electrons flow through an external circuit from 
the anode to the cathode. This is the electrical current that produces the electrical power 
from the cell. The protons are conducted to the cathode through the electrolyte. The weak 
acid solution was the electrolyte in the example above that was demonstrated by Sir Grove. 
Hydronium ions, HsO\ conducted from the anode to the negatively charged cathode. Most 
proton exchange membranes for low temperature applications rely on hydronium ion 
conduction. These membranes are usually made from a sulphonated fluoroethylene polymer 
such as Nation® [13]. The membrane must be hydrated in order to have sufficient 
hydronium ion conductivities to maintain fuel cell operation [14]. This requirement means 
that most polymer electrolyte membrane (PEM) fuel cell operating temperatures are limited 
to < -80 °C. 
2.1.1. Energy Output 
To calculate the theoretical energy output of a fuel cell, one must first consider what 
the cell consumed and what was produced. A basic diagram is presented in Figure (2.2). For 
simplicity, the standard H2-O2 cell is considered. If hydrogen and oxygen are the only inputs 
consumed, then the energy produced (i.e. electricity and heat) must come from the reaction 
of hydrogen and oxygen to form water. The problem becomes defining the "amount" of 
chemical energy that is released from the reaction. 
Input Output 
Electricity 
• Heat 
Figure (2.2) A diagram demonstrating the reactants and products of a H2-O2 fuel cell. 
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Thermodynamics can be readily used for this calculation. The standard enthalpy of 
formation, AH J, of a compound is defined as the change in enthalpy for the reaction of 
appropriate amounts of the elements, in their standard state, to form one mole of the 
compound [15]. By definition, all pure elements have a AH°f of zero. Therefore, the change 
in enthalpy for the reaction in the hydrogen-oxygen fuel cell depends only on the AHf of 
water. For liquid water at room temperature, AH°f is -285.8 kJ/mol and for steam at room 
temperature it is -241.8 kJ/mol [16]. In a fuel cell some of this enthalpy is converted to 
electrical energy, but some is also lost as heat. There is always some heat lost, even during 
reversible operation, in a H2-O2 fuel cell due to the reduction of entropy in the reaction; three 
moles of gas are converted to two moles of liquid or two moles of gas, which will have a 
lower total entropy. There must be at least an equal entropy production in accordance with 
the second law of thermodynamics. This is accomplished by the dissipation of heat equal to 
TAS [17]. Thus, the energy available to do work can be calculated using the change in Gibbs 
free energy per mole AG . AG , at constant pressure and temperature, is defined in Equation 
In the case of a fuel cell, the electrons flowing through the electric circuit do the 
work. The AGr°action for the hydrogen-oxygen fuel cell at room temperature is expressed in 
Equation (2.3). 
(2.2). 
AG = AH-TAS (2.2) 
reaction products reactants 
AG°H2-02 = -237.2(H20) -0(-a) - or//,) = -237.2— (2.3) 
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It is straight forward to measure the open (infinite resistance) circuit voltage (OCV) 
of a fuel cell and since the OCV is related to the Gibbs free energy through the Nernst 
equation [18], the AGr°action can be measured in this way. Equation (2.4) gives the Nernst 
equation with a calculation of the OCV (E) for the standard H2-O2 fuel cell at STP. F is the 
Faraday constant and n is the moles of electrons produced from each mole of hydrogen. 
Since one volt from a single fuel cell is not sufficient to be used in almost any 
application, it is often necessary to stack cells in series until the desired operation voltage can 
be obtained. This complicates the design and cost of fuel cells because a bipolar plate must 
be inserted to separate each cell in the stack. This plate must have channels for both fuel and 
air gases on separate sides. Additionally, it may also contain a path for cooling water to run 
through the fuel cell. These features add complication and cost to the design and machining 
of the plates. 
2.1.2. Efficiency of a Fuel Cell 
The enthalpy and Gibbs free energy also allow the calculation of the maximum 
thermodynamic efficiency for a fuel cell. The Gibbs free energy is a measure of the useful 
electric power potential of the fuel cell while the enthalpy of the reaction is the total energy 
released. The ratio of the two as proposed in Equation (2.5) is the maximum efficiency. 
-237,200— 
mol 
A G°=-nFE° = 
= -2*96485 -Ç-*E E° = 1.228 Volts 
mol 
(2.4) 
Maximum efficiency n = — * 100% 
AHf 
AG 
(2.5) 
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The values for both the Gibbs free energy and the enthalpy of water are calculated 
and tabulated at various temperatures [19-20]. The maximum efficiency can also be 
calculated by simplifying the equation using the assumption that the ratio of enthalpy and 
entropy is almost constant with temperature [17]. Figure (2.3) compares the maximum 
efficiency of a fuel cell with the classical Camot efficiency. The lower heating value (LHV) 
is the AH J for steam while the higher heating value (HHV) is the AH°f for liquid water. 
The LHV is used more often as it results in higher quoted efficiencies. This graph clearly 
shows that fuel cells offer better efficiencies at low temperatures. The problem has been 
building a real fuel cell that operates close to the theoretical efficiency. 
TAS H2 + 02 —- H20 (g) 
1270 Kor-1000°C 
0.8 -
0.6-
I 950 K or ~ 675 °C o 
is 0.4-
Fuel Cell theory LHV 
Fuel Cell tabulated LHV 
Fuel Cell tabulated HHV 
Camot cycle 
0.2-
o.o 
800 1000 1200 1400 1600 1800 200 400 600 
Temperature (K) 
Figure (2.3) Graph of the maximum thermodynamic efficiencies of H2-O2 fuel cells and 
the Camot cycle. The fuel cell efficiency is estimated with a constant 
enthalpy to entropy ratio. The values are equal at about 1000 °C. 
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There are many factors that inhibit the efficient operation of a fuel cell, especially in 
low temperature cells. These are discussed in more detail in the appendix. It is also possible 
to use the waste heat from the fuel cell to further generate electricity. This increases the 
theoretical efficiency to nearly 100%. Most new high temperature cells use some form of 
this process to increase their efficiency. However, the focus of this research is to develop 
new ion conducting membranes and for that the conduction processes are more important. 
2.2. Ionic Conduction in Solids 
Perhaps the first known material to exhibit ionic conductivity was found when de 
Grotthuss found measurable conduction in ice in 1806 [21]. Since that time numerous 
materials have been found that are ionic conductors and many uses for them have been 
developed. The use of ionic (protonic) conductors in fuel cells have been the most discussed 
application thus far, but ionic conductors are also used extensively in batteries, 
electrochromic devices, gas separators, and sensors. In order to improve the materials used 
in these devices, it is necessary to gain an understanding of the conduction process and the 
ion dynamics that govern such processes. 
There is currently no single theory that can be applied universally to the wide variety 
of ionic conductors. There are well known materials that conduct Li+, Na+, Ag+, O2", OH", 
H+, H30+, NHt+, and F" just to mention a few. These materials range from metals to oxide 
ceramics to chalcogenide glasses. The conduction mechanisms in these materials are almost 
as varied as the materials themselves. Figure (2.4) shows a few of the materials that are 
lithium and silver conductors. These are some of the highest ionic conductors known. 
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o O O CD O T- O O O i— o) r^- m 
10° 
§ 
g, 
D 
Temperature fC)  
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-- Crystals 
- Glasses 
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2.0 2.5 3.0 3.5 4.0 
100Q/T (K1) 
Figure (2.4) Selected lithium and silver ion conducting materials. Conductivity data 
was taken from the review article by Tuller [22]. 
2.2.1. Modeling the Conductivity 
For most applications, research is directed toward maximizing the conductivity or 
more selectively to favor transport of one specific species. Either way it is important to 
understand the contributions that lead to ionic conductivity. A simple equation that is used to 
describe both electronic and ionic conductivity is given in Equation (2.6) [9]. 
<7 = n-Z e-fl (2.6) 
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In Equation (2.6), n is the number of charge carriers per unit volume, Z is the charge 
on each carrier, e is the fundamental unit of charge, and \i is the mobility of the charge 
carriers in the materials. For ionic conductors, the concentration of charge carriers is 
dependent only upon the composition and density, but there is some disagreement as to 
whether or not all of the charge carriers participate in conduction [22-23]. The theory that 
most of the charge carriers are not conducting is often referred to as the "weak-electrolyte" 
model. The mobility of the charge carriers also is an important factor affecting the 
conductivity. The most basic relation to obtain the mobility of the species is through the 
diffusion coefficient. The Nernst-Einstein equation relates the diffusion coefficient and the 
conductivity. The C in Equation (2.7) is the concentration of species that are contributing 
towards the conductivity and not the total concentration of atoms. 
temperature. By rewriting each term as a thermally activated process and combining the 
activation energies an equation for the conductivity as a function of temperatures results. 
The constants are combined as o0 which results in Equation (2.8). Note that the two 
parameters needed for a high conductivity is a large pre-exponential factor c0 and most 
importantly a small activation energy, AEa. 
a = D C e
2  
kB T 
(2.7) 
The diffusion coefficient and the concentration are both dependent upon 
a = — exp 
T 
(2.8) 
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2.2.2. Anderson-Stuart Model 
The previous section established that the activation energy is a critical component for 
the conductivity, it is important to understand the structural origin of the activation energy. 
Anderson and Stuart proposed a model that made use of two aspects that contribute to the 
energy [24]. The two terms are the binding energy, AEb, and the strain energy, AES. The 
binding energy, Equation (2.9), is the energy required for the cation to overcome the 
coulumbic attraction to the non-bridging anion (e.g. oxygen or sulfur). 
AEb = Z
+ Z"e 2 f  1  2^  
yr + r0 Xj Y 
(2.9) 
In this calculation, the Z+ and Z" terms are the charge on the cation and anion 
respectively, y is the covalency factor describing the polarizability of the anion, r is the radius 
of the non-bridging ion, r0 is the radius of the conducting ion, and X is the distance the ion 
moves in one jump. The strain energy is calculated by Equation (2.10). 
AES -A7i-G-rd{r — rd)2 (2.10) 
The strain energy term is based on the energy required for the network to expand 
from a doorway of radius r<i to the radius r for the cation to jump through. Since G is the 
shear modulus, this equation contains only one unknown, % 
From inspection of the two equations in the A-S model, it is reasonable to suppose 
that sulfide glasses should have higher conductivities then analogous oxide glasses due to a 
reduction in the AEb resulting from the larger radius, r, and higher polarizability of the sulfide 
ion. The larger sulfur atom may also allow for a larger r<i and therefore lower the strain 
activation energy as well. There are glass systems such as the lithium-boron system shown 
in Figure (2.5) that indicate that the sulfide glasses indeed have higher conductivities [25]. 
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Figure (2.5) Comparison between lithium conductivities in a borate glass and a 
thioborate glass [25]. 
2.3. Proton Conduction 
Although ionic conductivity is well known in many materials the reader must be 
cautious when comparing protonic conductivity to these ionic conductors. Hydrogen is an 
element whose properties vastly differ from any other element. In fact, the proper placement 
of hydrogen into the periodic table is still under significant debate almost 130 years after the 
table was constructed [26]. The different properties attributable to the proton result from it's 
much smaller radius and the fact that there is no electron shell to shield the nucleus. This 
results in the proton strongly interacting with any surrounding electron clouds. Therefore, a 
"bare" proton can only be found in very extreme conditions such as a plasma or solar wind 
[27]. This further restricts the mechanisms for ionic conduction of protons, but by no means 
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prohibits such conduction, evidenced by the numerous proton conductors shown in Figure 
(2.6). 
200 Temperature C 600 400 
10° 
10~* 
HsO p-alumina 
1.0 1.5 2.0 3.0 3.5 2.5 4.0 
1000/T (K~1) 
Figure (2.6) Proton conductivity of various samples. Notice the relatively large gap 
from 200 to 500 °C. Conductivity data was taken from articles by Norby 
and Kreuer [8,28]. 
2.3.1. Proton Conduction Mechanisms 
There are two broad categories for proton transport in solids. The first type involves 
any mechanism where the proton "jumps" from one host anion to a nearby unoccupied host 
anion. This type of motion is referred to as Grotthuss motion [8], The other method involves 
the proton being transported by a "vehicle" such as H30+ and NH/. The much larger 
protonic species are usually restricted to fairly open networks such as those formed by the 
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hydrophilic groups in Nafion. In both mechanisms the proton diffusion path is always 
shielded by at least some electron cloud. 
2.3.1.1. Vehicle Transport 
The simplest example of proton transport by the vehicle mechanism comes from 
dilute acid solutions such as the experiments performed by Sir Grove. The acid electrolyte, 
e.g. H2SO4, dissociates in water to form H+(H20)n ions and HSO4" ions. The solvated 
protons are then transported from the anode to the cathode as the reaction proceeds [28]. In 
order to achieve high conductivity via a vehicle transport mechanism in solids, there must be 
relatively large open pathways. Nafion and HgO* p-Alumina are good examples of materials 
that allow water diffusion. 
2.3.1.2. Grotthuss 
Grotthuss conduction still relies on vehicles, but instead of long-range motion they 
are limited to vibrational and rotational motions. Protons are transferred between two 
vehicles that are in close proximity through hydrogen bonds [28]. When the proton transfers 
there is also a reorientation of the anion species to accommodate the charge motion. Often in 
materials that exhibit Grotthuss conduction the conductivity becomes more dominated by the 
vehicle transport mechanism. This is the result of much higher energies of the vehicles and 
of the framework so that the vehicle "site" in the lattice is less constrained. The long-range 
motion of the vehicles is then possible. 
2.3.2. Importance of Hydrogen Bonding 
The main limitation to proton conduction via the vehicle transport mechanism is 
related to the rate of diffusion of the vehicle. The limiting steps for Grotthuss conduction is 
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the time it takes for the vehicles to reorient after a proton jump and the rate at which protons 
transfer from one vehicle to the next. Evidence has shown that the proton transfer rate is 
almost two orders of magnitude lower then the reorientation rate in CsHSC>4 [28-29]. This 
would indicate that proton transfer is the limiting step. Since the proton is transferred though 
hydrogen bonds, the importance of hydrogen bonding in the material becomes apparent. 
The hydrogen bond is a relatively weak interaction, 10 to 60 kJ/mol, which is 
dependent on the local environment. The strength of hydrogen bonds is usually identified by 
the separation distance between the two atoms that are bonded through the hydrogen. The 
closer the two atoms are, the stronger the hydrogen bonding. Figure (2.7) provides a simple 
diagram of the proton bonding energy [28]. A strong hydrogen bond permits a more rapid 
transfer of the proton due to the greater overlap of the electron cloud, where as a proton must 
overcome a higher energy barrier to transfer to a weakly bonded species. However, strong 
hydrogen bonds hinder the reorientation of the proton "solvent species". Thus the highest 
conductivity of protonic species is often found in materials where there is moderate to weak 
hydrogen bonding such as in H3PW12O4029H2Ô and CsHS&t, see Figure (2.6). 
No Hydrogen bonding Weak Hydrogen-bond Strong Hydrogen-bond 
Figure (2.7) Proton potential energy surfaces in different hydrogen bonds. The strong 
hydrogen bond permits easy transfer between host anions. 
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2.3.3. Dimensionality of Conduction 
Another important factor for determining the overall conductivity of a material is the 
dimensionality of the conducting pathways [27,30]. In general, a material with conduction 
pathways in three dimensions will have a higher conductivity then a material that only has a 
one-dimensional pathway. For example, a polycrystalline material that has a very high 
conductivity in 1-D will have low bulk conductivity; the grain boundaries inhibit long-range 
diffusion. There are many proton conductors that are layered structures including many of 
the inorganic hydrates. Some materials exhibit 3-D properties such H3PW12O40"291320 and 
CSHS04. 
2.3.4. Categories of Known Proton Conductors 
2.3.4.1. Water Containing Materials 
These materials include all of the sulphonated polymers and the inorganic hydrates. 
The polymers must be hydrated so that water molecules surround the hydrophilic -SO3H" 
groups. The -SO3H groups are Bronsted acids and as such donate a proton to a water 
molecule forming a hydronium ion. The inorganic hydrates also require water for conduction 
but the pathways are formed in many different ways. Many of the materials form layers, 
which contain acidic groups and allow for water diffusion in between the layers. B-alumina 
is a good example of these materials. Some of the inorganic materials are three-dimensional 
in that each particle surface is hydrated such as in ZrO^-nH^O [31]. 
2.3.4.2. Oxyacids and Salts 
This group of materials is based upon the oxyacids, e.g. H3PO4, H2S04, and HCIO4, 
and their salts. This group includes anhydrous phosphoric acid and CSHSO4. The cesium 
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salt has a low conductivity until it goes through a "superprotonic" phase transition around 
140 °C, see Figure (2.6) [8]. The conductivity in almost all of these materials has proven to 
be dominated by the Grotthuss motion of protons between SO4 tetrahedra. The tetrahedra 
can rapidly rotate in their crystallographic site, which is why these materials are often 
referred to as rotator phases. 
2.3.4.3. High Temperature Materials 
These materials are similar to the high temperature oxygen ion conductors. They are 
based upon an acceptor doped perovskite structure. The first materials to be recognized as 
proton conductors were cerates and zirconates. Recently, high conductivities were found at 
relatively low temperatures, -300-500 °C, in the Y doped BaZrOg system [32]. The trivalent 
yttrium doped onto the tetravalent zirconium creates oxygen vacancies. When these 
materials are exposed to a humid atmosphere, a hydroxyl group replaces the oxygen vacancy 
and forms two hydroxyl groups. The Kroger-Vink notation for these two reactions is given 
in Equation (2.11). The protons then conduct by the Grotthuss mechanism along the OH" and 
O2' ions. 
Zr02 
% ->2%L +30J+F." ^.11) 
Ox0 + V" + H20 -» 20H" 
2.3.4.4. Organic-Inorganic Hybrid Composites 
This is a relatively small group of materials that have been found to have moderate 
proton conductivities. They are prepared by reacting an oxyacid such as H2SO4 or an 
oxyacid salt (ex. CSHSO4) with a polymer that has basic groups. This creates a material with 
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conductivities not much below the pure oxy-acids. A blend of polyacrylamide and sulfuric 
acid has the highest conductivity of this group, see Figure (2.6). 
2.4. Material Characterization Techniques 
2.4.1. IR and Raman Spectroscopy 
Infrared and Raman spectroscopy are complementary techniques that provide very 
useful information about vibrations in materials. These vibrations depend upon the local 
symmetry of the particular structure as well as the relative bond strength and mass of the 
atoms. Through symmetry analysis the local vibrations can be determined as to whether each 
mode is Raman active, IR active, both, or neither. If the mode is active it should appear 
somewhere in spectrum of the analysis technique being utilized. Raman is typically more 
sensitive to symmetric vibration modes while the IR is more responsive to the asymmetric 
modes. This is part of the reason why they are complimentary techniques and are best used 
when spectra from both techniques are used to characterize a specific material. The 
frequency of these vibrations can be estimated through the derivation of Hooke's law, which 
leads to the simple harmonic oscillator Equation (2.12). The equation shows that the 
frequency of the oscillation v0Sc, is related to the vibrational force constant, k, and the 
reduced mass of the system, ji. 
Almost all modern infrared spectrometers are Fourier transform spectrometers or FT-
IR. These spectrometers utilize an interferometer such as the Michelson Interferometer to 
greatly enhance the speed over instruments that use a grating technique (dispersive IR) to 
(2.12) 
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analyze the different wavelengths being scanned. The interferometer utilizes a beamsplitter 
(usually KBr or Mylar sheet) and a moving mirror to "encode" the frequency shifts and is 
one of the three main parts in any FT-IR spectrometer. They also require an infrared source, 
which is often a black body emitter such as a SiC glowbar. The glowbar emits radiation over 
a range of approximately 1 p.m to 500 jam (in terms of wavenumbers 10,000 to 40 cm"1). It is 
cooled by water in order to reduce the operating temperature, thereby shifting more power 
into the Mid-IR range (4000 to 400 cm"1) which is the typical range used for infrared 
spectroscopy, and it also extends the life of the source. The other major component in the 
spectrometer is the detector. Many spectrometers use some form of a deuterated triglycene 
sulfate, DTGS, to record the intensity of the light. The transmittance or absorbance of a 
specific material is then determined by use of the Beer-Lambert law in Equation (2.13). The 
percent transmittance is then simply the intensity through a sample, I, divided by the 
background intensity, I0. The factors that affect the absorbance of the sample include; s the 
absorption coefficient, c the sample concentration, and 1 the path length through the sample. 
j- = exp(-£c/) = %T (2.13) 
o 
Raman differs from IR mainly in that the infrared experiments involve the direct 
measurement of the absorption of the incident energy while Raman measures the indirect 
shift in energy of an incident light source. This light source must be powerful enough to 
excite the electrons into a virtual state and as they relax back to the ground state some energy 
is lost. This results in light that is at a slightly different wavelength then the incident light (or 
Raleigh light). The advantage is that many different wavelengths can be used for the 
excitation. Our lab uses lasers that can excite at 413,476,488, 516,648, 752, and 1064 nm. 
23 
The excitation wavelength for the FT-Raman system is 1064 nm. The other laser 
wavelengths are used with the Renishaw dispersive Raman system. The rest of the Raman 
spectrometers are very similar to the IR machines. The FT system also uses an 
interferometer for exactly the same reason as in IR while the dispersive machine uses a 
grating to disperse the light across a LCD detector. There are several advantages for using 
Raman including no sample preparation needed and also the micro-Raman system requires 
very small amounts of sample. It also is very simple to get to wavenumbers between 100 and 
400 cm"1 which is much more difficult in the Far-IR. 
2.4.2. AC Impedance Spectroscopy 
Alternating current impedance spectroscopy is a fast and accurate way of measuring 
several material properties. The main property that is of interest is the d.c. conductivity. 
This could be measured by simply applying a d.c. voltage across a sample and recording the 
current, but this is slow and care must be taken to avoid capacitance effects. The a.c. 
spectroscopy came about with the advent of better operation amplifiers and similar 
electronics. By applying an alternating current at relatively low voltages and plotting the 
imaginary impedance versus the real part the d.c. conductivity can be estimated. This plot is 
often referred to as a Nyquist plot and an example is provided in Figure (2.8). The modulus, 
Z, and the phase angle are plotted as the computer scans through frequency values from ~0 to 
the upper limit of the system, typically 100 kHz to 1 MHz. The estimated d.c. conductivity is 
calculated from the intersection of the arc and the real impedance axis. Polarization effects 
often cause the intersection to be shifted above the axis in which case the minimum is used. 
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Figure (2.8) Nyquist plot with the imaginary impedance plotted against the real 
impedance of an ideal material. The d.c. conductivity is calculated using 
the real impedance at the intersection with the x-axis, i.e. where the 
frequency is zero. 
2.4.3. NMR Spectroscopy 
Nuclear magnetic resonance spectroscopy is a complex and powerful characterization 
tool. This introduction is not meant to even scratch the surface of these varied experiments 
but to give the reader a basic understanding of what is being measured and how it is 
accomplished. The introduction to NMR is written with most of the material based upon the 
references by Duer [33] and Hornak [34]. 
NMR is the study of nuclei that when placed in a strong magnetic and subjected to 
certain radio frequency radiation, are excited to a non-equilibrium state and the decay back to 
equilibrium provides extensive information about the material. The process requires that the 
nuclei have an intrinsic quantum mechanical property called spin. Some nuclei have zero 
nuclear spin and therefore cannot be studied using NMR. The nuclei that posses spin of Vi 
(one unpaired neutron or proton) such as *H, 13C, 19F, are among the easiest and most studied 
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atoms. These nuclei have a net magnetization, which is determined by Equation (2.14). The 
magnetization is equal to spin angular moment, P, and the gyromagnetic ratio that is 
dependent upon each atom. 
JU = yP (2.14) 
When these nuclei are placed into a static magnetic field it can be shown that they 
experience a torque about the static field axis, labeled as the Bc field. This causes the 
individual magnetic moments to precess about the axis. The precession about the B axis 
occurs at the Larmor frequency (u), which is calculated according to Equation (2.15). 
V = &- (2.15) 
2ar 
As implied earlier, a perturbation applied to the system by a strong radio frequency 
signal can alter the spin state. This is accomplished by a powerful amplifier that is used to 
generate a pulse at the Larmor frequency through a simple copper coil, which is wrapped 
around the sample. The main affect from this pulse is to realign the spins along a new Bi 
axis. Figure (2.9) portrays a simplified diagram of the most common pulses. The NMR 
signal is recorded by the current induced in that same copper coil as the spins relax back to 
equilibrium. This is called the free induction decay (FID). 
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0 
*-—-* 
Figure (2.9) Simplified diagram showing the net magnetization (short dark arrow) of a 
sample of nuclei in a static field Bo. The 90° and 180° pulses applied 
rotate the net magnetization into the x-y plane or -z direction respectively. 
One of the important pieces of information from this NMR data involves the chemical 
shift anisotropy. This information is basically the result of the local electron cloud around 
the nucleus being studied. In the magnetic field the electrons are also free to rotate in a 
direction so as to induce a magnetic field that is opposite that of the static B0 field. This 
reduces slightly the magnetic field experienced by the nucleus. Through the use of high field 
strengths and extensive computer hardware, even very small differences in the local 
environments of each atom are detected. For instance, *H NMR on ethanol (CH3CH2OH) 
will produce three distinct peaks that are attributed to the CH3 protons, as well as the CH2 
and OH protons. Figure (2.10) provides a good overview of the chemical shift of many 
commonly occurring proton environments. Note that the more electrons present the more 
negative the peak is relative to the standard trimethylsilane TMS. 
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Figure (2.10) H NMR chemical shifts for common proton environments. Note that the 
bare proton (no electrons) has the highest positive chemical shift (32 ppm) 
while HI is at the opposite end of the spectrum [34]. 
The other phenomenon that is important when studying macroscopic materials by 
NMR is called Zeeman splitting. For spin Yz nuclei, when they are placed into a strong 
magnetic field the energy level splits into two, one aligned with the field (lowest energy) and 
the other aligned in the opposite direction (highest energy). The population of atoms in each 
level is determined by Boltzmann statistics. At 0 K every atom would be in the low energy 
state, or aligned with the magnetic field. As the temperature increases more atoms will 
occupy the higher energy level. This effect is important when considering temperature 
dependent experiments. 
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Chapter 3 Anhydrous Thioborate Proton Conductors 
3.1. Introduction 
Fast ionic conduction (FIC) has been shown in both oxide and sulfide glasses with 
various cations such as Ag+, Na+, and Li+ [35-36]. The sulfide glasses show high ionic 
conductivities with typical values achieving 10"3 to 10"2 (Q cm)"1 over the temperature range 
25 to 200 °C. Our group has worked to achieve similar results in sulfide chemistries using 
protons as the conducting cation. 
The two proposed synthesis processes, liquid H%S reaction and bubbling HzS, were 
attempted and the bubbling reaction proved to work best. There was no reaction of either 
B2O3 or B2S3 with liquid H2S. However, it was observed that meta-thioboric acid did react 
with liquid H2S forming, presumably, ortho-thioboric acid (H3BS3). This was a liquid that 
was not stable at room temperature and would decompose back to meta-thioboric acid. The 
first section describes the preparation of high-purity meta-thioboric acid by bubbling H2S 
through V-B2S3. It continues into the synthesis of both binary H2S + B2S3 and several ternary 
systems using mixed glass formers such as B2S3 and GeS2. These materials have achieved 
good anhydrous proton conductivities although still significantly lower then the other FIC 
glasses. 
The second main section of this chapter describes the attempt to incorporate dopant 
salts, similar to those used in the other alkali sulfide glasses, in order to increase the proton 
conductivity of these chalcogenide materials. The addition of halide salts, such as Agi, has 
been shown to increase the silver ion conductivity by several orders of magnitude above the 
base conductivity in Ag2$ + B2S3 + SiS2 glasses [35]. Therefore, in this work it was 
attempted to incorporate hydrogen iodide into the protonated thioborates. However, since HI 
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is a gas at room temperature with poor thermal stability (boiling point -35 °C and sensitive to 
decomposition) a different method of incorporating HI (or a similar hydrogen iodide moiety) 
into the structure was needed. The section reports the use of dopants, such as Gelz and Snlz 
in meta-thioboric acid (HBSz)3, to initiate a displacement reaction to create H-I and M-S 
bonds as one possible method of achieving in-situ HI doping. 
3.2. Preparation of (HBS2)3 and Glass Former Additions 
The thioboric acid precursor, boron-sulfide (B2S3), was first prepared from the 
elements by the technique developed in our laboratory [37]. A known quantity of V-B2S3 was 
placed in a vitreous carbon crucible and then placed in a silica reaction tube as shown in 
Figure (3.1). A narrow alumina lance was inserted into the bottom of the powder. The 
reaction setup was first flushed with N2 and then filled with H2S gas (99.5%). The reactor 
was then heated to ~ 350 °C. When the V-B2S3 in the carbon crucible was fully molten, a 
steady flow of H2S, bubbling through the molten B2S3, was maintained at the rate of ~ 6 
ml/min. The temperature of the reactor was then raised to 500 °C [38]. 
Meta-thioboric acid appeared as a white vapor filling the tube. As the reaction 
proceeded, a ring of solid HBS2 would condense on the cooler parts of the reactor. 
Typically, the reaction would finish after ~6 hours and 5-6 grams of product would be 
recovered from an initial 6-8 grams of B2S3. Raman and IR spectroscopy were used to 
characterize the product as shown in Figure (3.2). 
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Figure (3.1) Reactor used in the preparation of (£[682)3. The setup was used in a <10 
ppm H2O and O2 He atmosphere. The unreacted H2S was scrubbed in an 
NH4OH solution. 
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Raman spectrum 
IR spectrum 
200 600 1000 1400 1800 2200 2600 3000 
Wavenumber (cm ) 
Figure (3.2) IR and Raman spectra of the meta-thioboric acid prepared by the bubbling 
technique. 
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The spectra for thioboric acid are very similar to V-B2S3. The material is comprised 
of 6-membered rings (bands at -1000 cm"1) and trigonal borons (bands at -760-850 cm"1). 
The six-member thioborate rings are terminated by S-H bonds with a mode at -2550 cm"1. A 
basic diagram of the main thioborate rings is shown in Figure (3.3). 
Figure (3.3) Six-member ring structure of (£[682)3. 
3.3. Addition of Glass Formers to (HBS2)3 
The samples were prepared by adding 6283 or GeS2 to meta-thioboric acid according 
to Equation (3.1) [39]. Reactions were carried out for x = 0.1,0.2, 0.25, 0.33, 0.4, and 0.45. 
The reactions for the germanium system were performed for y = 0.10, 0.20, 0.30, 0.33, 0.40, 
and 0.45 [40]. 
(2X)HBS2+ (1 — 2X)B2S3 —> xH 2 S + (1 — x)B2S3  
(2y)HBS2 + (1 - 2y)GeS2 -> yH2S + yB2S3 + (1 - 2y)GeS2 (3-1) 
Pure meta-thioboric acid could not be quenched to a glassy phase. This result is as 
expected from the structure in Figure (3.3). The protons terminate the ring structure so that 
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no glassy network can form. However, if B2S3 glass was added, the concentration of protons 
was diluted leaving some bridging sulfors. The samples for 0 < x < 0.45 were melt quenched 
in water and differential scanning calorimetry (DSC) was used to determine if they were 
glassy. The data for the glassy samples are presented in Figure (3.4). 
The addition of GeSa to HBS2 expanded the system to the ternary ^8-8283-0682. 
The germanium sulfide increased the glass forming range to 40 mol% H28. In addition, the 
thermal stability of the glasses increases with greater germanium sulfide content. Figure 
(3.5) shows the samples prepared for both the boron sulfide and germanium sulfide systems. 
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Figure (3.4) DSC data for the series XH28 + (l-x)B2S3. The glass transition 
temperatures (Tg) are marked by the short vertical lines. The inset graph 
shows the decrease in Tg as the concentration of H2S increases [39]. 
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The regions of the ternary diagram in Figure (3.5) that could be explored were limited 
using HBS2. This was the result of HBS2 containing only 50 mol% H2S and 50 mol% B2S3. 
Therefore, the samples were limited to a maximum of 50 mol% H2S and any additional 
glasses formers further dilute the proton concentration. Increasing the proton concentration 
would have required using different protonated starting materials such as the ortho-thioboric 
acid (H3BS3). 
The GeS2 resulted in glasses being made with higher proton concentrations (33 
mol%) then possible in the binary H2S-B2S3 (25 mol%). These glasses were also more 
thermally stable then the binary system. 
0.00 1.00 
0.25, 0.75 
0.50 0.50 
0.75 0.25 
1.00 
0.00 0.25 0.50 0.75 1.00 
mol% H2S 
Figure (3.5) Ternary glass forming region for the H2S-B2S3-GeS2 system. The 
crystalline samples, represented by open circles, are close to HBS2. It 
should be noted that no compositions with >50 mol % H2S can be prepared 
when HBS2 is the only source of protons. 
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The a. c. impedance data for selected samples were measured and the results have 
been plotted in an Arrhenius graph in Figure (3.6). The meta-thioboric acid has the highest 
conductivity until it melts at -140 °C. The binary hydrogen-boron system also has a higher 
conductivity, until it undergoes the glass transition, then the ternary system with germanium 
even though it has a lower proton concentration. This is an indication that the proton 
mobility is higher in the binary system then the ternary glass. However, the thermal stability 
of the ternary system allows for the GeSa sample to achieve the highest-conductivity 
(~lxl0 7 (Q cm) "'). This conductivity was too low for applications and methods for 
improving the conductivities were explored as explained in the next section. 
• o(HBS2)3 
A 25% H2S + 75% B2S3 
• 33% H2S + 33% B2S3 + 33% GeS2 
1.8 2.0 2.2 2.4 2.6 2.8 3.0 
1000/1" (K"1) 
Figure (3.6) Arrhenius plots of the conductivity data for three different protonated 
systems. The GeSa system has the highest thermal stability and also the 
highest conductivity at elevated temperatures [40]. 
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3.4. Metal Iodide Doped (HBS2)3 
Table (3.1) lists the bond enthalpy of various metal cations with both sulfur and 
iodine. In order for the displacement reaction to occur, the metal-sulfur bond must be 
stronger than the hydrogen-sulfur bond and the total bond strength of the products must be 
greater than that of the reactants. As listed in the table, both tin and germanium were chosen 
due to their strong bond enthalpies with sulfur and relatively weak bond to iodine. They also 
possessed melting points closer to the melting point of HBSa which is ~ 140 °C. The iodides 
investigated in this work include Gel?, GeLt, Snla, S11I4, as well as BI3 and Pbla. 
The first section covers the preparation and results with the tetraiodide doped (HBSa)s 
samples. IR and Raman showed that the samples were solid solutions with some phase 
separation on cooling with peaks from both parent compounds approximately corresponding 
to the relative concentrations. The conductivity of these samples was also found to be very 
similar to the base thioboric acid indicating that no displacement reaction had occurred. The 
boron iodide was found to be very unstable and decomposed readily losing I2 and therefore 
not explored further. A homogeneous melt was not obtained for the lead iodide samples as 
the presumably denser lead component settled to the bottom of the reaction tubes. 
The second portion covers the Geia and Snla doped samples in greater detail than the 
other dopants. They were found to react with thioboric acid unlike the tetraiodides and 
improved the conductivity in some cases. The changes observed in the Raman and IR are 
discussed along with the conductivity of the samples. These samples are also investigated 
with solid-state NMR experiments. 
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Table (3.1) Calculation of the net change in bond enthalpy for various possible metal 
iodide dopants. The change shown in the third column is calculated by the 
formation of HI and Metal Sulfide minus HS and Metal Iodide bonds. All 
units are given in kJ/mol. 
Metal Cation Sulfur Iodine (HI+MS) - (MI+HS) 
Hydrogen 344.3 298.4 
Boron 580.7 220.5 314.3 
Silicon 623 293 284.1 
Zirconium 575.3 305 224.4 
Tin 464 234 184.1 
Germanium 534 339 149.1 
Mercury 217.1 34.69 136.51 
Lead 346 193 107.1 
Cadmium 208.4 97.23 65.27 
Titanium 418 310 62.1 
Bismuth 315.5 218 51.6 
Zinc 205 108.29 50.81 
Arsenic 379.5 296.6 37 
Copper 276 197 33.1 
Calcium 337.6 284.7 7 
Aluminum 373.6 369.9 -42.2 
3.5. Germanium and Tin Tetraiodide 
Samples in the tetravalent series were prepared according to the following example in 
Equation (3.2). 
x(GeI4  ) + (1 - X)(HBS2  )3 x = 0.1,0.2, 0.5 
y(SnI4) + (1 -y)(HBS2)3 y = 0.137, 0.2,0.25, 0.345,0.428,0.617 (3'2) 
The sealed tubes were placed in a box furnace and heated to temperatures varying 
from 230 to 280 °C. The tubes were left for a few hours at these temperatures to allow for a 
homogeneous melt. They were then quenched in air or a water bath. The samples were 
homogeneous and polycrystalline even after water quenching. IR and Raman spectroscopy 
were used to characterize the samples. 
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The IR spectra for the germanium and select tin samples were collected and have 
been presented in Figure (3.7). The spectra show that there was very little change from the 
addition of tetravalent iodides. The six-member thioborate ring mode (-1000 cm"1) was 
greatly reduced at 61.7 mol% SnLt, as expected, due to the lower concentration. However, 
the fact that these modes are still present indicates that the rings were not strongly attacked 
by the Snl*. The spectra also showed slightly broader and less distinctive features near 800 
cm"1. The Raman spectra, shown in Figure (3.8), showed similarly few changes. 
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Figure (3.7) IR spectra of the samples in the series xMLj + (l-x)(HBSz)3 where M = Ge 
and Sn. The thioborate rings are still present at x = 61.7 mol% showing 
that they are not attacked by SnL>. The fairly sharp peaks indicate that all 
samples were crystalline. 
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Figure (3.8) Raman spectra of the ySnLt + (l-y)(HBSz)3 series. There appears to be no 
reaction between these materials because there are no new Raman peaks. 
The symmetry for each material is retained; only the concentration effects 
on the intensity can be seen. 
The Raman spectra corroborate the IR spectra showing no reaction between the SnLj 
and meta-thioboric acid. There were two strong Raman bands in SnL*. The first was a very 
strong band at 152 cm"1 and the second was a doublet at-216 cm"1. These bands were 
observed in samples with as little as 13.7 mol% SnL}. The thioboric acid bands were also 
present in every sample but were very weak at high S11I4 content. This was attributed to the 
fact that this sample was -82 wt% SnLt and that the signal from the thioboric acid was 
insignificant compared to the SnLt. The conductivity of one tetra-iodide doped sample was 
determined from a. c. impedance data and plotted in Figure (3.9). 
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Figure (3.9) Conductivity measurement of a S11I4 doped sample. The conductivity only 
slightly larger than that of meta-thioboric acid and it melts at a lower 
temperature. 
The conductivity measured for the selected SnLt sample was very similar to the 
conductivity for pure meta-thioboric acid. This might have been expected from the IR and 
Raman data that showed no reaction occurred between the components. The other problem 
for the SnLt sample was that it melted at lower temperatures then HBSa. For these reasons, 
the focus shifted from tetravalent to the divalent samples. 
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3.6. Germanium and Tin Diiodide 
3.6.1. Systems Studied 
The diiodide doped samples were prepared as, 
xMI2 + (1-x) (HBS2)3 where M = Ge and Sn 
The following systems were investigated, 
xGelz + (1-x) (HBS%)3 for x = 0.1, 0.2, 0.3, and 0.4 
xSnlz + (1-x) (HBS2)3 for x = 0.1, 0.2, 0.3, 0.4, and 0.47 
Higher dopant concentrations were not prepared due to the high molecular weight of 
the iodides and subsequent decrease in total proton concentration. The appropriate weights 
of Gela (Alfa 99.999%) and Snla (Alfa 99+%) were mixed for sample batches that varied 
between 0.5 and 1.5g. The mixed powders were then loaded into silica tubes (8 mm ID x 12 
mm OD) in a helium-filled glovebox (O2 < 2 ppm and H2O < 5 ppm). The tubes were then 
sealed under vacuum (-20-70 mTorr) to a length of 15-20 cm. These samples were then 
heated to -250 to 300 °C at 2 °C/min and held for 1 to 4 hours. The samples in these series 
all resulted in homogeneous melts with a translucent orange color. After obtaining a 
homogeneous melt, the tubes were quenched in water. Some samples containing high Snlz 
contents were heated to higher temperatures ranging from 600 to 900 °C and air quenched to 
obtain homogeneous samples. 
3.6.2. Characterization of the Materials 
The prepared samples were characterized by various techniques. Infrared 
spectroscopy measurements were performed on a Bruker IPS 66v/S vacuum spectrometer 
with 4 cm"1 resolution on KBr pellets with a 3:100 ratio of sample to KBr. Raman spectra 
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were recorded on a Renishaw Invia dispersive micro-Raman spectrometer utilizing the 488 
nm excitation line from an Argon ion laser. A backscatter geometry with a long working 
distance 50x objective provided -0.2 to 2 mW power at the sample. A.C. impedance data 
was collected on a Gamry PC4/750 potentiostat over a 0.2 Hz to 100 kHz frequency range. 
The samples were pressed inside a Teflon sleeve using hardened steel bolts to produce pellets 
of -0.3-0.5 mm thickness and -5 mm diameter. The assembly was then loaded and sealed 
into a silica tube filled with either helium or nitrogen gas. Bulk resistance of the samples 
were obtained from the intersection of the semicircle on the Nyquist plot of imaginary 
impedance with the real impedance axis. Static !H NMR measurements were recorded on a 
Varian Infinityplus 600 MHz spectrometer. The spin-lattice relaxation times and spectra 
were recorded using a saturation-recovery pulse sequence with the longest recovery times 
measured ranging from 100-500 seconds. 
3.6.3. Results 
3.6.3.1. IR Spectroscopy 
The samples prepared in the xGelz + (1-x) (HBS?)) series resulted in orange 
crystalline materials at low germanium iodide concentrations, but appear to be increasingly 
glass forming at higher concentrations of Gel;. The infrared spectra for the samples are 
shown in Figure (3.10). The predominate species in meta-thioboric acid, (HBSz);, consists of 
B3S3 six-member rings with three terminal thiol (-SH) groups [38]. Symmetry analysis has 
shown that the six-member ring should have A%" and E' IR active modes [39]. The E' modes 
are assigned to the peaks at 1020 cm"1 and 1046 cm"1, while the peaks at -800 cm"1 are 
assigned to the A%" asymmetric stretching modes of trigonal borons. The mode at 792 cm"1 
results from the BS3/2 trigonal borons while the 866 cm"1 peak is assigned to the A2" mode of 
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the BS2/2SH groups. As germanium iodide is added up to 30 mol%, the ring modes are 
slightly weakened in intensity and broadened, but still retain significant intensity. This 
would be expected if the germanium had reacted to form bridging S - Ge - S bonds 
connecting six-membered rings as shown in Figure (3.11). As more such linkages are 
formed, the samples would also be expected to become better glass formers and such 
behavior is seen. 
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Figure (3.10) Infrared absorption spectra for the Get doped meta-thioboric acid samples. 
The main six-membered B3S3 mode is observed at ~ 1020 cm"1, while the 
two peaks at 866 and 792 cm"1 are attributed to the trigonal boron units. 
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Figure (3.11) Diagram for two (HBSz^ units with an expected S-Ge-S type linkage 
shown. The doping of Gel? breaks the thiol units on the thioboric acid 
rings creating new bridging Ge - S bonds to adjacent rings. The displaced 
hydrogen and iodine are left to form in-situ HI. 
Theoretically at 33% Gel; (x = 0.33) at least one terminal thiol group in every 
(HBSz); unit has changed to (6383)81/282112. Beyond, x = 0.33 significant decrease in the 
intensity of the 6-membered ring at 1120 cm"1 is noticed with simultaneous increase in the 
intensity of the trigonal unit at 770 cm"1. This is attributed to the break up of ring units and 
the formation of trigonal BS3/2 at the expense of BS2/2SH structures. This would explain the 
substantial increase in the intensity of the asymmetric mode assigned to trigonal borons at 
773 cm"1 and significant reduction in the intensity of the ring modes at 1020 cm"1 for the x = 
0.4 and 0.47 samples. The S-H stretching mode is assigned to the peak at 2534 cm"1 and is 
gradually diminished as the molar concentration of SH decreases. There is no evidence 
however, of the H-I stretching mode at -2300 cm'1 [41]. There are also several weak modes 
at ~1300 cm"1 due to slight oxide contamination in the (HBS2)3 precursor. The increase in 
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oxygen contamination for the doped samples might result from attack of the silica tubes. 
While boron sulfide reacts readily with pure silica, pure HBS2 reacts minimally with silica. 
The samples prepared in the Snla series crystallized over the range of x = 0.1 to 0.4 
compositional range studied here. The water-quenched samples resulted in orange crystalline 
materials, while samples that were slowly air-cooled developed small black spots on the 
surface of the orange material. However, it was not possible to separate the black material in 
order to analyze it with IR spectroscopy. The IR spectra of the Snla doped samples are 
shown in Figure (3.12). The results are similar to those of the germanium samples where the 
intensities of the (HBS?); ring modes and the S-H stretching mode decrease with increasing 
x. For the x = 0.4 sample the spectrum show a marked increase in the intensity of the 
trigonal boron peak at -840 cm"1. This behavior is slightly different than that of the 
germanium samples that showed the lower wavelength mode at 773 cm"1 arising from the 
two trigonal boron peaks grew with x. 
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Figure (3.12) Infrared absorption spectra for the tin iodide doped meta-thioboric acid 
samples. The six-membered B3S3 mode observed at ~ 1020 cm"1 shifts 
slightly upon addition of tin iodide. The two trigonal boron peaks in HBS2, 
866 and 792 cm"1, appear to also shift and merge into one broader peak. 
3.6.3.2. Raman Spectroscopy 
Raman spectra of the germanium and tin samples show several similar features. The 
germanium spectra are shown in Figure (3.13). Based upon our previous work on (£[682)3 
and other alkali thioborates [38,42], the three main peaks in the protonated meta-thioborate 
spectra at 235,303,438 cm"1 are assigned to the Ai modes of the 6383 six-membered rings. 
In particular, the 438 cm"1 peak was assigned to the symmetric stretching mode of the sulfur 
atoms in the six-membered rings. The meta-thioboric acid spectrum shows one other 
moderate intensity peak at 512 cm"1 that is assigned to the A% mode of the BS2/2SH trigonal 
borons. The other minor peaks are attributed to impurities in the sample. However, there has 
been some disagreement on whether the 303 cm"1 peak is actually an A, ring mode or 
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attributable to the Ai mode of the trigonal borons [42]. The ring mode assignment was made 
based upon the fact that both the 235 cm"1 and 303 cm"1 peaks are observed in the IR spectra 
of the sodium meta-thioborate composition (NaBSz); of identical short range ring structure. 
If the 303 cm"1 is assigned to the six-membered rings then that means another peak is 
attributable to the trigonal borons. The fact that the 512 cm"1 peak is greatly enhanced in the 
47% Gelz composition, where the IR spectra, see Figure (3.13), shows that the trigonal boron 
peak at 773 cm"1 grew sharply in intensity for the same composition, suggest that the peak is 
the trigonal boron mode. This means that the trigonal boron peak shows a slight shift in 
frequency over the same composition change from 512 to 500 cm"1 (502 cm"1 in V-B2S3). 
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Figure (3.13) The Raman backscattered intensity for the germanium iodide doped 
samples. The addition of germanium iodide destroys the ring modes 
present in meta-thioboric acid at 235 and 303 cm"1. The mode at 438 cm"1 
is attributed to the symmetric stretch of sulfur in the B3S3 rings and is still 
present to a lesser degree at high germanium iodide contents. Also, the 
new low wavenumber modes are attributed to GeSxIy stretching modes. 
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Doping germanium (II) iodide (Gela) into meta-thioboric acid creates several new 
low wavenumber modes. These modes were assigned to various Ge-S-I species as observed 
by Koudelka and Pisarcik [43]. Table (3.2) lists the peaks frequencies of these species in 
both the germanium and tin Raman spectra. The two low frequency ring vibrations at 235 
and 303 cm"1 are destroyed by the addition of 20% germanium iodide, but the symmetric 
sulfur stretch at 438 cm"1 in the rings is still present in almost all of the spectra. The 
persistence of this mode may indicate that six-membered B3S3 rings still exist in the structure 
while the lower wave number modes are destroyed by linkages between the rings, either from 
bridging Ge-S bonds or from other species. A broad peak at 300 to 450 cm"1, assigned to 
mixed germanium sulfide and boron sulfide modes, is seen in the 47% doped sample that is 
indicative of a glassy network structure [36]. There is no evidence of H-I stretching 
vibrations at -2150 cm"1 in these samples. However, the presence of Ge-S modes would 
indicate that the HI either evolved as a gas from the liquid melt, or that H-I interstitially 
bound in the glassy network is not Raman active. 
Table (3.2) Raman vibrational mode assignments for the tin and germanium 
sulfoiodide complexes. All assignments are for this work unless referenced 
and have units of cm"1. 
Structural Unit M = Ge M = Ge M = Sn 
MS4 380 
340 
(corner-shared) 20 
374 
(edge-shared)20 
314,312 19 
MS3I 253 250-253 " 215 
MS2I2 220-205 220-226 18 I
N 00 
MSI3 185 185 18 169 
ML, 148-156 148 18 148 
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The Raman spectra for the tin (II) iodide doped samples are shown in Figure (3.14). 
The four main absorption bands are assigned to various Sn-S-I modes that are similar to the 
germanium assignments in Table (3.2). These samples differ in that the (HBSa)3 ring modes 
appear to be mostly destroyed upon addition of as little as 10% or less tin iodide. Further, it 
was found that the samples in this series showed phase separation. The results from the two 
phase separated regions are shown in Figure (3.15). 
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Figure (3.14) The Raman spectra for the tin iodide doped samples. The two lower 
frequency ring modes, 235 and 303 cm"1, are destroyed upon addition of as 
little as 10 mol % tin iodide. The four new low frequency modes are 
attributed to the various SnSxIy species. A spectrum for the x = 0.4 sample 
could not be obtained due to sample absorption of the 488 nm laser. 
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Figure (3.15) The Raman spectra for two spots within phase separated regions of SnSa in 
the specified samples. The top spectrum is from a different sample 
preparation which was melted at 650 °C to drive the reaction to completion 
and confirm the presence of tin sulfide. The insert micro-Raman picture 
shows the phase separated region under a 5Ox objective lens. 
All of the tin samples showed some inhomogeneous regions as evidenced in the 
Raman spectra by the peak located at 313 cm"1, which has been assigned to the Ai mode of 
SnSa [44]. The samples that were heated above 500 °C contained regions that appeared 
metallic under the microscope suggesting that the Snla or SnSa decomposed to metallic tin. 
3.6.3.3. Proton Conductivity 
The temperature dependence of the ionic conductivity for the germanium series is 
shown in Figure (3.16). The base thioboric acid conductivity is included as a comparison to 
the doped samples. The conductivity of all the samples reaches a maximum of ~10"6 
(£2 cm)"1 at ~130 °C, thereafter the materials begin to decompose presumably losing H2S and 
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the proton conductivity decreases sharply. As the germanium iodide content is increased, the 
conductivity generally improved to the point where the highest doped sample has a 
conductivity of about two orders of magnitude higher than the base (HBSz)]. These results 
also show that there are two, possibly three different temperature dependencies of the 
conductivity below the decomposition temperature with transition temperatures at ~80 °C 
and ~100 °C. The large activation energy at low temperatures is ~2.5 eV while the lower 
activation energy, -0.75 eV, is consistent with the barrier to proton migration in solids 
without any hydrogen bonding. In addition, the Nyquist plots showed electrode polarization 
and time dependent polarization measurements indicated ionic conduction. 
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Figure (3.16) Arrhenius temperature plot of the d.c. conductivity values for the 
germanium iodide doped meta-thioboric acid samples. Measurements were 
made on pressed samples sealed inside Teflon sleeves. Samples achieved a 
maximum in conductivity ~10-6 (Q cm) between 120 and 140 °C. The 
conductivity rapidly decreases at higher temperatures due to the 
decomposition of HBS2 evolving H2S. 
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The temperature dependence of the conductivity for the tin iodide doped series is 
shown in Figure (3.17). The graph shows significant differences in the conductivity as 
compared to the germanium iodide series. Surprisingly, the tin iodide doped samples show 
reduced conductivity at low temperatures when compared to meta-thioboric acid. This 
behavior is mostly attributable to the decrease in proton density as the heavy dopant Snla is 
added. However, these samples also do not show an increase and subsequent decrease in 
conductivity around 130 °C, which indicates proton conductivity in the germanium samples. 
Instead, the conductivity sharply increases -200 °C, especially for the 40% Snlg doped 
sample. 
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Figure (3.17) Arrhenius temperature plot of the d.c. conductivity values for the tin iodide 
and meta-thioboric acid samples. Measurements were made on pressed 
samples sealed inside Teflon sleeves. The conductivity values for the 
doped samples were lower than HBSa at low temperatures. The increase at 
higher temperatures occurs due to the (presumably) semiconducting SnSa 
phase. 
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The differences in the tin samples as compared to the germanium samples, combined 
with the SnSa phase separation seen in the Raman spectra, strongly suggest that the 
conductivity in the tin system at higher temperatures is electronic. This behavior is 
supported by the observation from the impedance spectroscopy, which showed reduced 
electrode polarization and time-independent polarization with increasing Snl2 doping. 
3.6.3.4. Proton NMR 
Solid state NMR experiments were performed on the Get series over the 
temperature region -50 °C to 60 °C. Due to the phase separation and electronic 
conductivities at higher temperatures, the Snla series was only studied at 20 °C. A saturation 
and recovery pulse sequence was used to limit the necessary acquisition times due to the long 
Ti times observed for the samples. The fully relaxed spectra for the Gelz doped series 
recorded at room temperature are shown in Figure (3.18). As expected, the proton signal 
generally decreases as the germanium iodide concentration increases thereby reducing the 
proton density of the sample. It should also be noted that the chemical shift for the B-SH 
protons was set at 0 ppm and is not referenced to a standard such as TMS. The insert shows 
the Arrhenius plot of the spin-lattice relaxation time. There is a slight decrease in the Ti 
times as the germanium iodide content increases and almost no change in the activation 
energy. The line widths as measured by the FWHM fit to a single peak, range between 1-3 
ppm at 60 °C and broaden to ~14 to 15 ppm at -40 °C. 
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The temperature dependence of the 1H NMR spectra for the 40% Geli doped sample 
is shown in Figure (3.19). The graph insert compares the spectra to that of the 10% doped 
sample and shows that the main proton peak broadens at low temperatures. The 40% doped 
sample shows an additional fast Ti peak at -2.8 ppm (FWHM ~1.3 ppm), indicating a proton 
that is more shielded than the thiol group. Additionally, this peak does not appear in any 
samples with lower concentrations of germanium (II) iodide. 
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Figure (3.18) Proton NMR spectra of the germanium iodide doped HBS2 samples at 
room temperature. The peak intensity grows as the amount of germanium 
iodide decreases as expected from the lower proton densities. The graph 
inset shows the Arrhenius representation of the related Ti relaxation times. 
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Figure (3.19) The fully relaxed proton NMR spectra for the 40% Gelz sample with the 
inset graph showing the same data for the 10% sample. Measurements 
were taken from a saturation-recovery echo sequence with the longest 
recovery times ranging from 100 to 500 seconds. The 40% sample shows a 
second smaller peak with a much shorter Ti at ~ -2.8 ppm. 
3.6.4. Discussion 
Through this work, it has been shown that the divalent germanium and tin iodides 
reacted with the meta-thioboric acid while the tetravalent iodides did not react. These results 
suggest that the lone pair of electrons on the divalent iodides provide for the reaction 
pathway. Due to their amphoteric nature, these iodide compounds may behave as a base in 
the acidic thioborate melt. However, it is not known whether the metal cations are oxidized 
during the reaction and thereby reduce other species in the melt, presumably the protons to 
hydrogen gas. Another technique such as Môssbauer spectroscopy would be required to 
determine the oxidation state of the doped cations. However, there is evidence that the Snlz 
samples had some reduced metallic Sn°. 
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The anhydrous proton conductivity of ~10"6'5 (Q cm)"1 at 130°C in the germanium (II) 
iodide series shown in Figure (3.16), is the highest reported by our group [45,46], This value 
represents a slight improvement over the conductivity of the ternary HiS-BzSs-GeSz and 
binary CsI-HBS? systems [45-46] and approximately one to two orders of magnitude greater 
than the base meta-thioboric acid. However, this behavior is lower than the expected 
improvement shown in other fast ion conducting glasses where alkali iodide salts are added 
to sulfide glasses and produce a two to four order of magnitude increase in the ionic 
conductivity. A reason the same results were not seen in these proton materials, might be 
that the desired displacement reaction may not have formed hydrogen iodide. The reaction 
could also have proceeded and resulted in the loss of proton density through the evolution of 
hydrogen or hydrogen iodide gas during the sample preparation. 
The tin iodide samples showed a significantly different conductivity behavior than the 
germanium iodide doped system. There was no increase but rather a decrease of the 
conductivity related to the initial thermally activated proton conductivity followed by the loss 
of conductivity due to the decomposition of the meta-thioboric acid evolving H%S. The 
Raman spectra and the optical microscopy showed evidence of phase separation through the 
presence of a sharp SnSz peak as opposed to the broad glassy-like peak as observed in the 
Gelz doped system. There are probably competing conduction mechanisms with the proton 
responsible for low temperature conduction, while the increased thermal energy promotes 
more electrons in the tin sulfide phase into the conduction band at higher temperatures. Such 
behavior was evidenced in the decreasing presence of space charge polarization in the 
complex plane impedance.. 
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The proton NMR spectra of the 40% Gel% doped sample shown in Figure (3.19) 
provides some evidence that this sample may contain HI. The new peak at -2.8 ppm shifted 
from the main S-H proton environment indicates a proton that is upfield (or more shielded) 
then the thiol protons present in the material. The iodine atom is the only likely available 
environment that would shift the frequency of the proton upfield that significantly. There 
was also some spectroscopic evidence from the Raman spectra of the 40% Snlz sample. 
While most of the sample absorbed the incident laser excitation light (presumably into 
electronic transitions) and therefore no spectrum was observed, however, a few spots on the 
sample did show a moderate intensity peak lying between 2000 and 2200 cm"1 with a sharp 
peak at 2180 cm"1. This is exactly where the H-I stretching vibration was expected. It is 
unknown why only the 40% doped samples showed evidence for incorporated HI. 
3.7. Conclusions 
A novel series of protonated chalcogenide materials have been prepared through the 
new method involving the reaction of a metal iodide salt with the proton rich meta-thioboric 
acid. While both the tetravalent and divalent germanium and tin iodides were prepared, the 
tetravalent doped samples showed no spectroscopic evidence of a reaction and as such did 
little to affect the proton conductivity. However, the divalent iodides showed spectroscopic 
evidence for the breaking of (HBS^ ring modes and the formation of Ge-S and Sn-S bonds. 
The Gelz doped samples showed improved proton conductivity over the base thioboric acid 
but the Snl2 samples phase separated and resulted in electronic conduction at higher 
temperatures. Our results indicate that this method holds promise for future improvement 
toward the development of anhydrous fast proton conductors. 
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Chapter 4 Alkali Thio-Hydroxometallates 
4.1. Background 
The results from Chapter 3 on the anhydrous thio-borates and also earlier work on 
anhydrous thio-germanates [47] have cast doubt upon the ability of the anhydrous materials 
to achieve fast proton conduction as the highest conductivity achieved was ~10"6 (Q cm)"1. 
The reason for this may lie in the difference between the other alkali cations and the proton. 
In most inorganic materials the proton is covalently bonded but unlike the other alkali cations 
cannot move about as an ion [28]. Therefore, any proton conducting materials must have the 
ability to transport protons via the vehicle or Grotthuss methods. The anhydrous thio-borates 
may not have had an efficient method of proton transport due to the lack of either hydrogen 
bonding (required for Grotthuss transport) or carrier species (vehicle transport). This led to 
the development of hydrated mixed oxygen and sulfur (oxy-sulfide) germinates as reported 
by Poling et. al [12], These materials not only exhibited extensive hydrogen boding (as 
shown by IR), but they were also shown to have conductivities of 10"3 to 10"2 (Q cm)"1 at 
temperatures between 100 °C and 270 °C. The initial conductivity, IR, Raman, and TGA 
results are reproduced in this chapter for background and are referenced to the original 
publication. However, there were many unknown properties that required further 
investigation of these materials to identify the conducting species, conduction mechanism, 
reaction mechanism, and the thermal stability. To help answer these questions, the thio-
hydroxometallate materials were studied using SEM and EDS spectra, static and MAS !H 
NMR, 133Cs NMR, and deuterium exchange. 
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4.1.1. Sample Preparation 
The hydrated materials were synthesized from the alkali metal hydrosulfide (MSH) 
and metal oxide (GeOa, TiOz, SiOz, etc.). The alkali metal hydrosulfides were originally 
prepared via a reaction of the corresponding hydroxide with excess liquid H2S [48]. A new 
method of preparation based on methanol solutions that allowed for shorter preparation time 
and larger quantities, is discussed in section 4.2. The proposed reaction can be written as 
xMSH + R02 + H20 -> MXRSX(OH)4-X yH20 
(1 < x < 4) (R = Ge, Si, Ti, La, and Ga) and ( 0 < y < ~8) 
The batches were prepared by dissolving 0.5g of the stoichiometric amounts of the 
alkali sulfide and metal oxide in 5 mL of deionized water. The solution was shaken and 
placed on a hotplate at -70 °C to evaporate off excess water. Typically, a transparent film 
was left in the container and collected. The yield of the recovered films varied from 96 to 
120% depending on the sample composition and water content. 
4.1.2. Review of Previous Results 
The stable solid form of these materials was dependant on temperature and relative 
humidity (RH). They were indefinitely stable at 70 °C and humidity levels between 30 and 
70% RH. However, at room temperature they absorbed moisture from the atmosphere, 
which hydrated the alkali cations and turned the samples into a liquid or gel. In a dry glove 
box the materials were stable and could be collected, ground, and pressed into pellets. The 
materials were handled in a N2 glovebox with ~lppm O2 and 1 to 10 ppm H2O. 
It has been reported that similar Na2GeS2(OH)2 5H2O and NagGeSs^H) 8H2O 
crystals were formed when excess acetone was used to dry the water solutions [49,50]. The 
XRD data showed an orthorhombic cell with Pbcn space group symmetry for the di-sodium 
59 
crystal and a monoclinic cell with C2/c symmetry for the tri-sodium crystal. However, the 
materials prepared from our low temperature dehydration process were x-ray amorphous. 
A diagram of the short range bonding for a CsaGeSaCOH^HaO is provided in Figure 
(4.1). The figure shows both the Ge-OH groups and the Ge-S" groups with the charge 
compensating Cs+ cations. The water molecules are found coordinating the large cesium 
cations and are proposed to be aligned with the negative dipole oxygen side oriented towards 
the cation, while the protons are hydrogen bonded to the oxygen atoms in the hydroxyl 
groups. These hydrogen bonds were seen in the IR spectra and are thought to lead in part to 
the high ionic conductivities. 
Figure (4.1) Diagram of a possible structure for the 2 MSH + GeOa + xH^G samples. 
The diagram shows two hydroxyl groups off the germanium along with the 
two sulfur groups and associated alkali ion. The structural water groups 
surround the alkali cations [12]. 
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An example of a typical plot of the d.c. conductivity is provided in Figure (4.2). This 
figure shows the first (heating) and second (reheating) cycle conductivity of a 3 MSH + 
GeOz series (M = Na, K, Rb, and Cs). The conductivity measurements are from samples that 
had been dried at 70 °C, ground into a powder and pressed into a Teflon sleeve using -4000 
lbs force. The first cycle (depicted with solid data markers) showed a steep low temperature 
regime where conductivities peaked at -lxlO"2 (£2 cm)"1 and but decreased at higher 
temperatures. After the first cycle, the samples were cooled back to room temperature and 
the second cycle was started. In the second cycle (open data markers) the conductivity was 
two to four orders of magnitude lower than the first cycle data with near Arrhenius behavior. 
The activation energies were also more consistent with other known ionic conductors, Na+ 
being the lowest at -0.65 eY and Cs+ the highest at -0.8 eV. 
1000/T(KT1) 
Figure (4.2) Arrhenius temperature dependent plot of the conductivity for the 3 MSH + 
GeOz + xHzO (M = Na, K, Rb, and Cs). The filled symbols are first cycle 
data, while the empty symbols represent the second cycle data [12]. 
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The infra-red and Raman spectra of the xCsSH + GeOz series are plotted in Figure 
(4.3) and Figure (4.4), respectively. The IR spectra showed that both Ge-0 modes 
(-800 cm"1) and Ge-S (-500 cm"1) were present in these samples. In addition, a broad peak 
from 3000 to 3600 cm"1 indicated OH stretching with extensive hydrogen bonding. The two 
peaks near 1400 cm"1 were attributed to carbonate impurities in the original CsOH. The other 
sharp peaks were various H2O and OH modes. The Raman spectra contained several GeSxOy 
peaks, all between 300 and 500 cm"1. These are discussed in more detain in the Raman 
spectra for the deuterated samples presented later in section 4.5. 
1.5 
500 1000 1500 2000 2500 3000 3500 4000 
Wavenumber (cm1) 
Figure (4.3) Infrared vibration spectra for the CsSH + GeOz series. As the alkali 
content increased the spectra showed additional water and hydroxyl 
groups. The spectra also showed both the Ge-S" and Ge-O" modes at -500 
and -800 cm"1 respectively [12]. 
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Figure (4.4) Raman scattering spectra for the CsSH + GeOa series are shown. The 
Figure (4.5) shows the thermogravametric (TGA) curves for some of the 2 MSH and 
3 MSH samples. The water present in these samples had several different thermal stabilities 
that corresponded to the absorbed water, chemical water, and hydroxyl groups. The thermal 
stability increased in that order and the TGA curves showed two general inflection points. 
The absorbed water was mostly gone before heating in the TGA due to the sample 
preparation in the dry glovebox atmosphere. Therefore, it may be concluded that around the 
first inflection point near 200 to 225 °C, almost all of the molecular water had evolved from 
the sample. The second inflection point generally observed to occur between 400 and 
500 °C, indicated the decomposition of the hydroxyl groups that left bridging oxygen atoms 
as Ge-O-Ge. Figure (4.5) also shows that the samples with three alkali cations and the 
smaller alkali ions contained more water. 
main peaks around 450 to 500 cm"1 are attributed to various Ge-S" modes 
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Figure (4.5) Thermogravametric plots for the xMSH + GeOa + xHzO where x = 2 and 3 
(M = K, Rb, and Cs). The graphs showed additional mass loss for the 3 
alkali cation samples corresponding to the greater water content present in 
these samples. It also showed the different water types present in the 
sample corresponding to the absorbed, structural, and hydroxyl groups 
[12]. 
4.1.3. Summary 
The initial results on these materials were very promising. They showed high 
conductivities over the intermediate temperature range (100 to 250 °C) in which almost no 
materials have been shown to possess stable proton conductivity. They were also fairly 
easily prepared and made into thin films. However, there are many issues that remain to be 
proven, with the chief concern being what the conducting species is and the conduction 
mechanism. The conductivity gap between hydrated and dehydrated conductivities indicates 
that proton transport is plausible, but it could also be localized liquid water pathways that 
allow for faster alkali cation conduction. The reaction mechanism is also not well 
understood, which has implications for the possible use of other oxides. Finally, germanium 
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is a very expensive material and a more cost efficient material would be preferable for a 
large-scale commercial fuel cell. 
The remaining portion of this chapter investigates these questions. The next section 
describes a technique that was developed to produce larger quantities of MSH in shorter 
periods of time. Scanning electron microscopy was used to view the particles produced from 
GeO: as well as Si02 and TiOz. The EDS spectrum also provided some preliminary answers 
to the different oxides reaction by comparing the amount of alkali ions and sulfur to oxygen. 
The structure and ion dynamics were also characterized using *H and 133Cs NMR. Finally, 
the samples were deuterium exchanged to characterize the changes in their structure using IR 
and Raman in order to examine the reaction mechanism and conductivity differences. 
4.2. MSH Preparation 
The previous method of preparing the MSH compounds required a lengthy reaction 
time and an excess ofH^S [48]. Typical batches reacted 3g of MOH (generally 80-90 % OH, 
10-15 % HzO, and 2-3 % carbonate) that was placed into a stainless steel reactor, which was 
cooled with liquid nitrogen and then filled with ~21g HzS. The reactor was allowed to warm 
to room temperature and stored for 3 weeks. Afterwards, the reactor was drained into a 
NH4OH-H2O2 solution and the process was repeated, filling the reactor with another 21g H2S 
and set aside for 3 more weeks. After this reaction the MSH product was pure enough to use 
in sample preparations. 
The new method described in this section scaled up the production amounts and 
greatly reduced preparation time. The same MOH xH^O was used as the starting materials. 
The hydroxide precursors were loaded in a Nalgene filtration beaker and dissolved in either 
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pure methanol or a methanol and deionized water (DIH2O) solution. Table (4.1) lists the 
mass of alkali hydroxide used and the minimum required amount of methanol and deionized 
water for each cation. Cesium hydroxide was the only sample that easily dissolved in pure 
methanol. It is important to ensure that all of the hydroxide has dissolved; otherwise, the 
undissolved MOH will react with the MSH in solution forming M^S. The hydroxides were 
loaded and dissolved inside a nitrogen glovebox to minimize exposure to CO2 as the basic 
solutions react to form M2CO3. As the size of the cation decreases the more reactive the 
solution becomes, therefore the Na solution required more careful preparation than Cs. A 
rubber stopper with a gas diffusion tube placed through it was used to seal the beaker. Two 
valves, one on the gas diffusion tube and the other on the side outlet, were closed before 
removing the apparatus from the glovebox. A diagram is provided in Figure (4.6). 
Table (4.1) Ratio of the amounts of deionized water to methanol required to fully 
dissolve the given mass of alkali hydroxide. Rubidium required a small 
amount of water added to insure ensure efficient dissolution. 
Hydroxide Mass (g) Methanol (mL) DI H20 (mL) Notes 
CsOH 5.0 15.0 0 Shaken 
RbOH 4.239 205 0 Not all Dissolved 
KOH 4.985 50 5.0 
NaOH 4.5 70 12.0 Shaken 
LiOH 4.98 100 21.0 Shaken 
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z- H2S or N2 gas 
Rubber Stoppe 
Gas Diffuser CsOH + MeOH 
Vacuum 
Figure (4.6) Apparatus used to prepare MSH compounds using the methanol solution 
method. A Nalgene® beaker is filled with MOH in a nitrogen glovebox 
and then dissolved in the deionized water and/or methanol solution (M = 
Na, K, Rb, Cs). The system is sealed using the rubber stopper and valves 
on the gas inlet and vacuum inlets. A vacuum was used to remove any 
remaining air before the H%S was bubbled through the solution. 
The beaker was taken into the fumehood where the tube to the gas diffusion tube was 
hooked up to a reactor that contained a previously weighed quantity of H^S. For each of the 
~5g reactions listed in Table (4.1) the amount ofH^S used was approximately 7.5g. This 
process is not limited to 5g batches and could easily be scaled up to greater quantities. A 
vacuum hose was hooked up to the side outlet and, after making sure that the gas diffusion 
tube was not in the solution, the valve was opened pulling a vacuum through the entire 
system. The gas diffusion tube was then pushed down into the bottom of the solution and the 
H;S valve was opened slowly to bubble the gas through the solution. The gas bubbled for 
between 20 and 60 minutes depending upon the exact flow rate. As the reaction proceeded 
the solution turned yellow. When the H2S was done bubbling, the diffusion tube was pulled 
up just above the solution and the beaker was purged with a gas flow. As the methanol 
evaporated the MSH crystallized out of solution. The evaporation usually takes between 8 
and 48 hours to complete. If required, the sample can be further dried under vacuum at -125 
°C. Addition drying is more important for the reactions that required a MeOH/HaO solution 
but the reaction also produces water that may or may not fully evaporate under the N2 flow. 
The Raman spectra of the products are provided in Figure (4.7). The only MSH 
compound that is not shown (LiSH) was not successfully produced. The strong SH 
stretching mode around 2550 cm"1 was the only peak observed in the Raman spectra, 
indicating relatively pure MSH. This was confirmed by the XRD pattern for RbSH, which is 
displayed in Figure (4.8). The dashed lines indicate the calculated intensity from the known 
card data. There are two small impurity peaks that were not identifiable. 
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Figure (4.7) Raman spectra for the MSH compounds prepared via the methanol 
solutions. The peak wavenumber for the SH stretching mode is listed. 
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Figure (4.8) XRD of RbSH prepared via the methanol solution method. The dashed 
lines represent the angle and intensity calculated from the known structure 
of RbSH. Two small impurity peaks were found around 48° and 66°. 
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The IR graph provided in Figure (4.9) compares the impurities in CsSH made by this 
method with CsSH made from the six week liquid H%S reaction. The four peaks centered at 
2500 cm"1 indicate the SH stretching. Both samples had minor OH (3500 cm"1) and 
carbonate impurities (1400 and 800 cm"1). However, the purity for both methods appeared to 
be almost the same, indicating that the new methanol reaction method was successful. 
IR of CsSH 
Methanol - dried 
3 
ai 
Liq. H2S six weeks 
500 1000 1500 2000 2500 3000 3500 4000 
Wavenumber (cm"1) 
Figure (4.9) Infrared spectra comparison of the six week liquid H%S preparation method 
and the methanol solution method. The strongest peaks around 2500 cm"1 
indicated the SH stretching modes. There were slight OH (3400 cm"1) and 
H2O (1630 cm"1) impurities as well as carbonate impurity peaks (1400 and 
900 cm"1) from the initial CsOH. 
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4.3. SEM Characterization 
As previously seen, the water content of these materials depended on the alkali 
cation. It is expected that this water content affected the particle size and roughness. In 
addition, there may be significant differences between the different oxides used. Scanning 
electron microscopy (SEM) was used to observe the dried (at 70 °C in air) particles. Energy 
dispersion spectra (EDS) provided a rough estimate of the compositions for the samples. 
The samples were ground with a mortar and pestle inside the glovebox and spread 
onto carbon tape. They were briefly exposed to the atmosphere while being transferred into 
the SEM. Figure (4.10) shows a portion of the 2 CsSH + GeOz + H20 at 35x magnification. 
Several of the particles were very large and well rounded indicating more of a sol with more 
water and hydroxyl groups rather than ceramic particles. The EDS spectrum indicated the 
presence of the expected atoms Ge, O, S, and Cs as well as a background carbon peak. It 
also provided a simple EDS spectral analysis that showed the amount of sulfur and cesium 
was near the expected ratio of 2 Cs and S per Ge atom. This indicated that the reaction had 
nearly completed. 
The previous cesium sample can be compared with the 2 RbSH + GeOz + H%0 in 
Figure (4.11) to look at the difference that the cation made in the reaction particles. The 
particles in the rubidium sample were significantly smaller (350x mag) but in general still 
appeared to have a mostly rounded or smooth surface similar to the cesium samples. 
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Figure (4.10) SEM micrograph and corresponding EDS data for a 2 CsSH + GeO: + H2O 
sample. The powdered samples were spread on carbon tape which is the 
dark background in the picture. The EDS spectrum was taken from one of 
the particles for an estimate of the reaction completion. The approximate 
2:1 ration of S and Cs to Ge indicates that most of the CsSH reacted with 
the Ge02. 
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Figure (4.11) SEM micrograph for a 2 RbSH + GeO? + H2O sample. The rubidium 
sample contained most particles on the order of 10 to 100 microns. 
This sample can also be used to compare the difference in the reactions of 2 RbSH + 
MO2 + H2O (M = Ge, Si, Ti). Figure (4.12) and Figure (4.13) display the micrograph and 
EDS spectrum for the silicon and titanium products respectively. The silicon sample 
appeared to have some areas that are like the germanium samples in that they were large 
smooth particles but there were also areas that are smaller and appear to have cleaved 
surfaces similar to a ceramic powder. The EDS spectra taken from both types of particle 
seem to confirm this conclusion, as the smaller ceramic particles had a much higher oxygen 
percentage. This indicated that some of the particles were not fully reacted with the RbSH. 
The titanium sample (Figure (4.13)) appeared to be mostly smaller ceramic like particles. 
The EDS confirmed that there was only ~7% sulfur while containing -60% oxygen. It can 
be concluded that GeOz is more reactive then SiOz, which is in turn more reactive than TiOa. 
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Figure (4.12) SEM micrograph and corresponding EDS data for a 2 RbSH + SiCh + H2O 
sample. The two EDS spectra were taken from the two points marked on 
the SEM micrograph. There was a significant difference in composition 
and morphology between the two spots. 
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Figure (4.13) SEM micrograph and corresponding EDS data for a 2 RbSH + TiOz + H2O 
sample. The micrograph shows that the particles have a more fractured 
morphology when compared to the germanium sample. The EDS also 
shows that the titania may not have fully reacted as the sulfur and rubidium 
contents are lower than anticipated. 
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4.4. NMR Measurements 
NMR spectroscopy is a very powerful tool that provides a variety of information 
about a material. In the study of these alkali thio-hydroxogermanates, NMR was used to 
elucidate the proton chemical environment (OH, versus H2O etc.), explore the proton 
transport dynamics through temperature dependant Ti measurements, and the potential 
transport mechanism (vehicle transport in liquid water regions or Grotthuss). These 
experiments were carried out using several different NMR spectrometers with help from 
different research groups. The static *H NMR measurement was performed on the same 
spectrometer as used for data in Figure (3.18). This was a 600 MHz Varion Infinity Plus 
spectrometer that was used in Dr. Roland Bohmer's research group at the University of 
Dortmund, Germany. The static spectra recorded on a 2 CsSH + GeO? sample are provided 
in Figure (4.14). The fully relaxed spectra were taken using a saturation-recovery sequence 
and use a Hahn echo to refocus the relaxation signal. The spectra showed a very broad peak 
with no definitive features. This was overcome by a technique known as magic angle 
spinning, which subtracts out the dipolar coupling in solids. 
The MAS !H NMR experiments were run in Dr. Klaus Schmidt-Rohr's research 
group at ISU. They used a MAS spinning rate of 13 kHz in a CRAMPS probe. This probe 
was used with a special pulse sequence to reduce the background signal from protons not 
located in the sample. The MAS spectra for three different samples are provided in Figure 
(4.15). The spectra on the left include the full ppm range with the spinning side bands. The 
central portion of the spectra are expanded for the right side of the figure. 
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Figure (4.14) Static solid-state 'H NMR for the 2 CsSH + Ge02 + H2O sample. The 
inset graph shows the Ti time at the three different temperatures. The 
lowest temperature sample showed two possible Ti times possibly due to 
protons outside of the sample. 
The main peak was located at ~6 ppm and is attributed to H2O. The Cs-Ge and Rb-Ti 
samples showed two downfield peaks at ~15 and 12 ppm respectively. These peaks were 
attributed to OH groups with strong hydrogen bonding. The hydrogen bond means that the 
proton was located further from the oxygen atom and was therefore less shielded by the 
electron cloud of the oxygen atom. These spectra also showed that the majority of the proton 
spins had fully relaxed after three seconds. 
77 
Recycle delay 
. 600s _ 
30s 
30 s 
10 s 
30 20 10 100 0 -100 0 
Figure (4.15) *H NMR magie angle spinning (MAS) at 13kHz with background 
suppression. The spinning side bands for the main water peak are seen in 
the graph on the left. The central portion expanded on the right shows the 
relaxation at different time intervals. 
The only sample that showed significant proton peaks outside of the water peak was 
the RbSH + TiO% sample. By using this sample and applying a strong Tz filter to get rid of 
the fast decaying water signal it was possible to look more closely at the other proton peaks. 
These peaks may still be present in the other samples but are convoluted into the water peak. 
The data presented in Figure (4.16) shows as many as 5 separate peaks discounting the water 
peak at 5 ppm. The two strongest peaks were at 15 ppm, which was attributed to hydrogen 
bonded OH groups, and one at ~1 ppm. This peak has not been identified but may be surface 
adsorbed water that has a very short T,. The peak at -3 ppm was attributed to any unreacted 
thiol-groups in the materials. 
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Figure (4.16) 'H MAS spectra for a partially reacted 2 RbSH + TiOz with a strong T% 
filter that reduced any fast decaying signals. This reduced the strong water 
peak to reveal several different proton environments at —15,12, 8,1, and -3 
ppm. 
Figure (4.17) provides an approximate quantification of the number of protons 
present in the Rb-Ti sample. It shows that even the titanium sample contained -85% of the 
protons in water molecules. 
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Figure (4.17) 2D MAS spectra for a partially reacted 2 RbSH + TiOz adjusted for Ti 
times. The approximate number of protons at each chemical shift was 
calculated and shows the majority (85%) is water. 
Another technique used to obtain information about the interaction and proximity of 
the different protons was 2D MAS !H NMR. This technique relied upon the spin exchange 
between protons and can differentiate protons that are close enough to each other to flip spin 
states. If this occurs between two protons with different chemical shifts then a peak will 
emerge showing this exchange. Figure (4.18) displays just such an experiment on the 2 
RbSH + TiOz sample with a 100 ms mixing time. The peaks on the diagonal from the lower 
left to upper right are equivalent to the ID experiments. The off-diagonal peaks indicated an 
exchange of spins between protons in those two environments. In this case, a large peak 
occurred between the water peak (6 ppm) and the hydrogen bonded OH peak (15 ppm). This 
was a very good indication that the OH groups were hydrogen bonded to at least some of the 
water molecules in the sample. The spin exchange can also be extended to longer periods of 
time to see protons that exchange with those that are further away from the original position. 
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Figure (4.19) shows the same experiment as the previous figure, except the mixing time was 
now one second. This graph clearly shows that the OH-H2O cross-peaks were still present (5 
and 15 ppm), but an additional peak grew between the 15 ppm peak and the weaker 12 ppm 
peak. The 12 ppm peak has not been identified, but it is most likely another hydrogen 
bonded OH group but one which has a weaker bond than the 15 ppm hydroxy! group. 
2RWSH + TÏOz + %0 
recycle delay: 3 s c 
13 kHz MAS 
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10 0 10 20 » 5 •5 15 10 5 0 -5 -10 ppm 
Figure (4.18) 2D MAS spectra for a partially reacted 2 RbSH + T1O2 with a mixing time 
of 100 ms. The graph shows the coupling of nearby protons as off diagonal 
peaks. This is mainly represented by the ~15ppm peak and water (5 ppm) 
at the short mixing time. 
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Figure (4.19) 2D MAS spectra for a partially reacted 2 RbSH + TiCh with a mixing time 
of 1 s. The graph shows the coupling of the 15 ppm peak and the water but 
also shows an interaction with the 12 ppm protons. 
A measure of the physical state of the water in these materials was provided by the 
double quantum filtered static ]H NMR spectra in Figure (4.20). The two peaks at ± 20 kHz 
represented protons that were relatively fixed in one structural position. The -40 kHz 
broadening is related to the spacing of the protons and this large broadening indicated that a 
significant portion of the water molecules could only flip by 180°. If the water molecules 
were in a local "liquid" environment the signal averaging would result in just one central 
peak. The amount of this structural water also seemed to correspond to the SEM 
micrographs. The large rounded Cs-Ge particles showed a larger "liquid" peak in the NMR 
as compared to the more ceramic looking Rb-Ti in which most of the water was structurally 
bound. 
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Figure (4.20) Double quantum filtered static 'H NMR spectra of several germanium and 
titanium samples. The broadening of approximately 40 kHz indicated that 
a majority of the water was limited to 180° flips. 
Proton NMR is often very useful for liquid samples. However, it becomes much 
more difficult to do useful solid-state experiments due to large dipolar interactions. This was 
evident from the previous *H NMR data where the water peak was still very broad even with 
MAS. The other problem with proton measurements was the difficultly and expense to build 
a probe that is free of protons. It could be done but it might be simpler and more effective to 
look at the alkali cation dynamics. For these reasons 133Cs (spin = 7/2) NMR experiments 
were conducted to measure the temperature dependence of the relaxation rates 1/Ti and I/T2 
for the 2 CsSH + GeOa + H2O sample. Figure (4.21) provides an Arrhenius plot of the 133Cs 
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relaxation rates. The spin-lattice relaxation rate reached a maximum just above the 180 °C 
limit of the NMR probe, while the spin-spin relaxation rate reached a maximum at -60 °C. 
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Figure (4.21) 133Cs NMR of a 2 CsSH + GeOa + H2O sample. The spin-spin relaxation 
rate (top curve) and spin-lattice relaxation rate (bottom curve) plotted as a 
function of temperature. Both curves show a slight overlap as the sample 
dehydrated above -60 °C, but did not affect the relaxation rates. 
These maximums showed the temperature at which the magnetic fluctuations around 
the cesium reach a peak. However, this could mean that the cesium is hopping from one site 
to the next (thus experiencing fluctuations) or strong dipoles are moving close to the cesium 
atoms (protons hopping). The question becomes which is the dominant process. The 
correlation times were calculated using these maximum values and the corresponding 
temperatures to extrapolate a rough activation energy, which was plotted in Figure (4.22). 
The 1 x 1013 hopping frequency at infinite temperature was an estimate from the 
extrapolation of many other ionic conductors. In addition, a value of 100 kHz was estimated 
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as the quadrapolar broadening for T2. The interesting thing to note is that the activation 
energy was significantly lower than the conductivity activation energy for the second cycle. 
14 
12 
10 
2 O) 
-2 8 
6 
4 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 
1000/T 
Figure (4.22) Correlation times calculated from 133Cs NMR of a 2 CsSH + GeCh + H2O 
sample. The infinite temperature point was estimated from similar values 
of other ion conductors. The Ti and T2 values were taken from the 
maximum relaxation rate temperature and the larmor frequency (Ti) or 
spectral broadening (T2). 
4.5. Deuterated Samples 
There were several reasons to deuterate the thio-hydroxogermanates. The IR and 
Raman peaks for any of the proton peaks would be significantly shifted in the deuterated 
samples, which helped confirm the proton peak assignments. The conductivities were also 
compared to the proton samples to examine any differences. The potential differences could 
indicate whether or not the sample is a proton conductor. In most samples, however, the 
activation energy for conduction only changes by 0.02-0.05 eV, which is hard to prove 
within limits of error in the measurements. Another main advantage of deuterated samples 
Cs NMR Correlation Times 
~0.45-0.51 eV 
Ti 
T2 
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was the possibility for 2H NMR measurements. These measurements avoid background 
proton signals and the strong solid-state dipolar broadening for *H measurements. 
The MSD was prepared from MSH by dissolving 1 g of the base MSH in -2 mL D2O 
(99.9% Sigma). The solution was then dried in a nitrogen atmosphere and MSD precipitated 
from the solution. The completion of the exchange depended upon the ratio of D:H in the 
solution. The samples were treated as many times as needed to replace all of the protons as 
evidenced by the SH stretch mode in the Raman spectra. Figure (4.23) and Figure (4.24) 
display the Raman spectra for CsSD and RbSD respectively. The rubidium sample required 
two treatments in order to replace all of the protons. The spectra show the strong SD peak at 
-1830 cm"1 which Was as expected from the doubled weight of the deuterium atom. The SH 
stretching frequency of 2550 was divided by the square root of two to give -1800 cm"1. 
Raman SD stretch 
CsSH + D20 2 treatments SH stretch 
CsSH + D20 1 treatment 
500 1000 1500 2000 2500 
Wavenumber (cm1) 
Figure (4.23) Raman spectra of CsSH after treatment with 2 mL of D2O and subsequent 
evaporation. The main peak shown at about 1850 cm"1 was attributed to 
the main SD stretching mode. Very little SH remained after only one 
treatment. 
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Figure (4.24) Raman spectra of RbSH after treatment with 2 mL of D2O and subsequent 
evaporation. The main peak shown at ~1850 cm"1 was attributed to the 
main SD stretching mode. The rubidium sample required two treatments to 
eliminate the residual SH groups. The D2O bend peak indicated that the 
samples had not fully dried. 
The deuterated samples were prepared using two different methods in order to 
compare the reaction products. The first method involved the same preparation as the proton 
samples except that the CsSH + GeC>2 was dissolved in 2-5 mL of D2O. For the other 
samples, CsSD + GeC>2 was dissolved in D2O. The later method resulted in almost proton 
free samples. The IR spectra are presented in Figure (4.25) (CsSH + Ge02 + D2O) and 
Figure (4.26) (CsSD + GeC>2 + D2O). Both figures showed the same Ge-0 and Ge-S 
stretching peaks at 450 and 800 cm"1, as the original proton samples. However, the 
deuterated samples contained a new large, broad peak at 2400 cm"1 that was attributed to the 
OD stretching modes. The CsSD figure showed that it had very few protons and also lacked 
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the large peak at -1200 cm"1 found in the CsSH specta. This 1200 cm"1 peak was then 
attributed to R(HiO) or R(OH) vibrations. 
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4CsSH-GeO, + Do0 
Z3 
CO 3CsSH-GeO, + D. 
8 
c 
cc 
•2 2CsSH-GeO, + D„0, 
8 
< 
1 CsSH-GeO, + D„0 
1500 2000 3000 500 1000 2500 3500 
Wavenumber (cm"1) 
Figure (4.25) Infrared vibration spectra for the CsSH + GeO% + D2O series. The main 
OD and OH stretching modes were attributed to the peaks at 2300-2600 
cm"1 and 3200-3500 cm"1 respectively. The Ge-S and Ge-0 modes were 
located at -450 cm"1 and 800 cm"1. The other modes were mostly 
attributed to various Cs(H%0) and Cs(OH) vibrations. 
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Figure (4.26) Infrared vibration spectra for the CsSD + GeOz + D2O series. The main 
OD stretching peaks at -2400 cm"1 were strong but there was very little 
OH. The Ge-S and Ge-0 modes were located at -450 cm"1 and 800 cm"1. 
The other modes attributed to various Cs(H%0) and Cs(OH) vibrations 
were almost gone, as expected from the lower proton content. 
The Raman spectra from the two different preparation methods were very similar. 
Spectra for the CsSH + GeOi + H2O series are presented in Figure (4.27). Mixed GeSxOy 
modes were attributed to the peaks between 390 and 500 cm"1. The three and four cesium 
samples showed the OD stretching mode at slightly shifted frequencies of 2440 and 2490 cm" 
1 respectively. The four cesium sample also had a peak assigned to the SD stretching modes 
at -1830 cm"1 that indicated some of the CsSH had not reacted with the GeOz. Spectra for 
the CsSD + GeO% + H2O series are presented in Figure (4.28). There were only slight 
differences in the OD stretching modes and in the presence of two low wavenumber peaks at 
-200 and 250 cm"1 in the CsSD Raman spectrum. 
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Figure (4.27) Raman spectra for the CsSH + GeOz + DzO series. The main OD and SD 
stretching modes located at 2480 cm"1 and 1830 cm"1 respectively. The Ge-
O" and Ge-S" modes were located at -455 cm"1 to 506 cm"1 respectively. 
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Figure (4.28) Raman spectra for the CsSD + GeOz + DzO series. The results were 
similar to the deterated CsSH series. The main OD stretching modes are 
located at 2440 cm"1. The Ge-S modes are located at 400 cm"1 to 450 cm"1. 
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The conductivity for the CsSH series is presented in Figure (4.29). The figure 
showed that the samples have the same steep low temperature activation energy and ~10"2 
(Q cm)"1 peak conductivity as the proton samples. However, the thermal stability appeared 
to be lower as the conductivity drops off earlier than the samples without deuterium. A 
comparison between the conductivity of the 3 CsSH and 3 CsSD samples is presented as 
Figure (4.30). The graphs indicated similar conductivities but the CsSD had a slightly larger 
activation energy and did not appear to have the first dip that the CsSH sample had. This dip 
may be attributed to the protons in the CsSH sample dominating the conductivity between 
162 and 97 °C. 
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Figure (4.29) Arrhenius temperature dependent conductivity plotted for the 3 MSH + 
GeOz + xHzO (M - Na, K, Rb, and Cs). The conductivities reached into 
the 10"3 (f2 cm)"1 for all of the samples except the one cesium per 
germanium. 
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Figure (4.30) Comparison of the d.c. conductivities between the 3 CsSH/CsSD + GeOz + 
D2O series. The CsSD had a steeper activation energy at low temperatures 
while the CsSH sample appeared to have a secondary peak at -125 °C. 
Another important feature obtained from the deuterated solutions was from the DSC 
curves provided in Figure (4.31). The melting point of the D2O was suppressed by the RbSH 
and depended on the concentration of the solution as expected. The GeOz appeared to have 
little effect on the melting temperature but did sharpen the transition range, especially in the 
higher concentration solution. 
The solutions were clear but they may not be true solutions, instead the germanium 
oxide particles could be suspended in the RbSH + DzO solution. Shining laser light through 
the solution provided a glimpse of particles large enough to scatter 488 nm laser. This could 
indicate that these were colloidal GeOz particles that were not in solution. 
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Figure (4.31) DSC heating curves at 10° C/min on RbSH + D2O and RbSH + GeO% + 
D2O solutions. The melting temperature decreased as the RbSH 
concentration increased. The germanium did not affect the onset 
temperature but did narrow the transition temperature range, especially at 
lower D2O amounts. 
4.6. Discussion 
An important question about these materials focuses on whether or not they are 
proton conductors. They have been shown to possess fast ionic conductivities in the 
intermediate temperature range (100 to 225°C) and as such would be good candidates for 
further research and development as fuel cell membranes. The first piece of evidence for 
proton conduction came from the first conductivity plot in Figure (4.2). First, the large gap 
between the hydrated and the dehydrated (second cycle) indicated that the water played an 
important part in the conduction. There are at least two ways that this was possible; the 
water solvates the cations in liquid like regions thus allowing for fast alkali cation conduction 
or the water allowed protons to conduct through hydrogen bonds and then flipping to pass the 
proton onto the next water molecule. If the cations were conducting through a liquid like 
water region there should have been some difference in the first cycle between the smaller 
sodium cation and the much larger cesium, unless these water regions were quite large. This 
was not seen as the conductivity for both the sodium and cesium samples were identical at 
low temperatures. Also, the NMR data suggests that a significant portion of the water was in 
a fixed structural location and the only motions were 180° flips. 
Another argument for this being proton conduction is the fact that the conductivity 
was dependent on the hydrogen bonding. In the Raman spectrum of 3 CsSH + GeOi + D2O 
seen in Figure (4.27), the OD stretching peak was located at 2440 cm"1. This was shifted 
lower by 50 cm"1 from the 4 Cs sample at 2490 cm"1 due to stronger hydrogen bonding. 
When the conductivities were compared from Figure (4.29), it was clear that the 3 Cs sample 
had the highest conductivity and the best thermal stability. 
The third argument came from comparing the 133Cs NMR data and specifically the 
activation energy from the correlation times in Figure (4.22), with the activation energy 
found in the conductivity data. The cesium NMR correlation times showed an activation 
energy (AEACI) of -0.5 eV while the second cycle for the conductivity showed an AEACT of 
0.85 eV. It is not unusual for NMR and conductivity data to differ as the conduction process 
measures long-range effects while NMR is localized but this was the reverse of what is found 
in the Li+ conducting glasses. It is shown in those data that the AEACT NMR is greater then 
the AEAct from conductivity data [23]. The reason for this might be attributed to the protons 
moving around the cesium atom leading to a faster relaxation of the magnetization. 
The deuterated samples also provided an insight into the reaction process. The IR 
spectra of the CsSH + GeC>2 + D2O series in Figure (4.25) showed significant proton 
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contamination as expected. However, the 1 CsSH phase showed a larger OH stretching peak 
than the other samples, which should have had more protons due to their higher CsSH 
content. This might indicate that the thiol ions in solution attack the Ge-0 bonds transferring 
the proton to the oxygen creating a non-bridging OH and Ge-S bond. At the higher 
concentrations of CsSH there are fewer unreacted GeOa particles and therefore more of the 
protons were exchanged into the D2O and then evaporated off with the excess D2O. 
95 
Chapter 5 Conclusions 
5.1. Summary 
In an effort to create and evaluate new chalcogenide materials that are fast proton 
conductors (> 10"3 (Q cm)"1) over the temperature range from 100 to -300 °C, there has been 
several new materials investigated. These materials may represent a very important step to 
the development of new intermediate temperature fuel cells that offer greater efficiencies, 
lower materials costs, and perhaps allow for the use of different catalysts. The new materials 
investigated fall into two main categories, anhydrous thio-borates and hydrated alkali thio-
metallates. 
The anhydrous thio-borates were based upon other fast ion conducting chalcogenide 
glasses that show high ionic (Li+, Ag+ etc.) conductivities. The protonated meta-thioboric 
acid (HBSz); was used to incorporate protons into a variety of boron sulfide and germanium 
sulfide glasses and glass ceramics. The anhydrous conductivity of these materials was then 
improved through the reaction with metal iodides, with the best results from adding Gelz. 
The Gelz doped materials showed some of the highest anhydrous proton conductivities of 
10"6 (O cm)"1 reported by our group. However, the conductivities were not high enough for 
future investigations of these materials in fuel cells applications. 
The other group of materials were based upon the hydrated alkali thio-germanates 
such as Cs2GeS2(0H)2'xH20. The IR and Raman spectra showed extensive hydrogen 
bonding between the OH.. .H2O and even slight S\..H20. The materials were also found to 
have very good conductivities on the order of 10"2 (O cm)"1 over a temperature range from 
100 to 240 °C. Additional studies were needed to investigate the conducting speicies (H+ vs. 
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Cs4), reaction with other metal oxides, and deuterium exchange to confirm proton peaks and 
for possible 2H NMR measurements. 
Further investigation of the germanium, silicon, and titanium oxide reactions by SEM 
micrographs revealed different reaction particle size and roughness, as well as unreacted 
areas. The germanium samples were the most reactive while the titanium was the least 
reacted. It is not known whether this was due to different chemistries or simply a function of 
the oxide particle size. The germanium oxide used was much finer than either the Si02 or 
Ti02. 
MAS *H NMR measurements confirmed several different proton environments but 
that the majority was molecular water. It was also used to show that a significant portion of 
the water was structural and could only move by 180° flips. This result would seem to 
reduce the probability of any "liquid" water regions in these materials. It was also shown 
that deuterated sample could easily be prepared from either dissolution ofMSH + R02 in 
D20 or through the preparation of MSD compounds. It was hypothesized from the 
deuterated reaction IR spectra that the thiol anions in solution react with the oxides forming 
the hydroxyl groups and Ge-S bonds. 
5.2. Future Investigation 
The fundamental question that remains is whether or not the conducting species is 
proton bearing or alkali cation movement. Several indirect observations were used to 
indicate that the proton was most likely but this has not been proved to any degree of 
certainty. There are several experiments that may be used to provide more information. The 
simplest of these may be to measure the conductivity as a function of the partial pressure of 
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HzO. Another electrochemical measurement that may provide more answers would be to set 
up a hydrogen half cell with a mass spectrometer attached to monitor the hydrogen diffusion 
rates. In addition, NMR may prove to be very valuable by combining 133Cs (or other alkali 
cation) and 2H temperature dependent spin-latttice and spin-spin relaxation measurements. 
The other research should focus upon the use of these alkali thio-hydroxmetallates in 
fuel cells applications. The stability of platinum catalysts with the sulfur in the membranes is 
of primary concern. Sulfur quickly poisons platinum catalysts and is one reason why the Hz 
fuel must be scrubbed of H^S before it is used. However, the higher operating temperatures 
may allow for new catalysts that are both more sulfur tolerant but also carbon monoxide 
tolerant. The other problem will be to deal with the water solubility of these materials upon 
start-up and shutdown, where liquid water may dissolve the membrane if allowed to contact 
the alkali thio-hydroxometallates. 
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Appendix 
A. 1. Operating Characteristics of Fuel Cells 
The last section discussed ideal or "reversible" properties of fuel cells. While these 
concepts are important, it is also vital to understand the reasons why the operating voltage is 
less then the OCV in order to minimize the losses. Figure (A.l) shows the approximated 
voltage of both a low temperature and a high temperature fuel cell at various current 
densities. 
There are several important features in Figure (À.1). Although the thermodynamic 
OCV for the low temperature fuel cell is higher than the high temperature cell, the operating 
voltages are almost always lower at non-zéro current densities. This arises from the fact that 
the irreversible voltage losses are greater at lower temperatures [13]. These losses can be 
broken down into four main categories that predominate different portions of the V-I graph. 
A.1.1. Activation Losses 
Activation energy losses are caused mainly by the slow reaction rates at the 
electrodes of the fuel cell. This is where the hydrogen/oxygen gases adsorb onto the 
electrodes and then react. The cathode is almost always the limiting electrode as the 
hydrogen oxidation on a Pt (anode) surface is very fast [1]. Another way to think of the 
activation loss is by imagining a fuel cell under no load. This means that no current is 
flowing, however, the reactions are still occurring on the electrodes just at equal rates. The 
faster the reactions occur on the electrodes the lower are the activation energy and 
corresponding voltage losses. 
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Figure (A.l) Diagram showing typical voltage curves for both a high temperature fuel 
cell and a low temperature cell. Although the thermodynamic efficiency 
is higher for the low temperature cells the actual voltage is lower due 
to different characteristic irreversible voltage losses. 
The larger voltage drop at low current densities of low temperature fuel cells, compared to 
high temperature cells as seen in Figure (A.l), is the result of the change in the activation 
losses. 
This means that every effort is made to increase the reaction rates at the electrodes. 
There are several different methods commonly used to achieve this goal. The first two are 
fairly straightforward and can be used for any chemical reaction; the temperature of the 
reaction is raised and catalysts are used. Raising the operating temperature of the fuel cell 
provides more thermal energy for the gases, resulting in a greater number of molecules that 
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have enough energy to overcome the activation energy barrier. Catalysts operate differently 
by lowering the activation energy barrier through an intermediate reaction mechanism. 
Another method to increase the reaction rate is applicable only to fuel cells. In order 
for water to form at the cathode, the protons, electrons, and oxygen must all meet on the 
surface of the electrode in a relatively small spatial region [51]. This indicates that the more 
three phase boundaries on the electrodes, the faster the fuel cell can convert the hydrogen and 
oxygen into water. Therefore, the electrode area is proportional to the overall reaction rate. 
Typically the electrodes are made from a porous carbon with very fine platinum particles 
evenly dispersed on the surface. The porosity greatly enhances the surface area that the 
hydrogen or oxygen gas can adsorb onto and react. 
A.1.2. Fuel Crossover 
The voltage loss characterized by fuel crossover is easily understood. If hydrogen gas 
and/or electrons pass directly through the electrolyte, from the anode to the cathode, the 
result is "lost" energy. These are usually small currents on the order of 1-2 mA/cm2. At 
typical operating current densities of400-800 mA/cm2, this small current results in a small 
portion of the overall energy loss. It does, however, result in a noticeably lower OCV for 
many low temperature fuel cells. This is especially true in the case of methanol fuel cells 
because methanol is readily soluble in water and then diffuses across the electrolyte to the 
cathode. The current is reported to be as high as 4 to 15 mA/cm2 for Nation 117 [6]. 
A.1.3. Ohmic Losses 
The Ohmic loss is simply the voltage drop given by Ohm's law where the voltage is 
the cell voltage and the resistance is a combination of the internal protonic and electronic 
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resistances. Thus, the voltage drop is equal to the resistance of the cell times the current 
flowing through the cell. In most fuel cells, the electrolyte is the highest resistance part of 
the cell, but the electrodes and interconnects can also be important. Therefore, to minimize 
the resistance of the cell the electrolyte is made as thin as possible from a high proton 
conductivity material. The electrodes and bipolar plates also need to be made from a good 
electronic conductor such as graphite. Ohmic losses cause a linear drop in voltage and are 
the dominant mechanism at moderate current densities as seen in Figure (A.l). 
A. 1.4. Mass Transport 
At high current densities the cell voltage is limited by mass transport properties. As 
the oxygen or hydrogen on the electrodes react, there is a localized drop in concentration of 
the gases. At very high current densities the fuel or air supply cannot replace the gases fast 
enough and the voltage drops rapidly. Higher fuel/oxygen pressures and good mixing will 
extend the high current density range but eventually the voltage will drop rapidly. 
A.2. Types of Fuel Cells 
The range of applications for fuel cells is almost unlimited. They have already been 
used for everything from the space shuttle to buses and in the near future are targeted for 
small electronics such as cell phones and laptop computers. However, this vast variety 
means that there will need to be different fuel cells to meet the requirements of each 
application. It's almost impossible to foresee one type of fuel cell being used in so many 
different ways. For instance, building a large stationary power plant will need high 
efficiency and low cost power, but can sacrifice slightly higher capital costs. A fuel cell on 
the space shuttle, on the other hand, must work under extreme conditions and places a much 
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higher premium on reliability while sacrificing high capitol costs. Thus, there are a number 
of different fuel cell technologies that are listed in Table (A.l). 
A.2.1. Polymer Electrolyte Fuel Cells 
The invention of Nation in the 1960's combined with new designs for electrodes with 
low platinum loadings, has allowed PEM fuel cells to become commercially viable systems. 
The basic structure of the polymer is a polytetrafluoroethylene (PTFE or Teflon) backbone 
with side groups that end in an acid HSO3 group. The sulfate groups are strongly hydrophilic 
while the PTFE backbone is hydrophobic. This results in a structure where the HSO3 groups 
collect and form channels. When the polymer is hydrated these channels absorb water, 
which allows the proton to form H3O groups and conduct through the material. Therefore, 
the ratio of the two structures can influence the conducting pathways in the material and is an 
important variable for the conductivity. 
Table (A.l) Table with the current fuel cells and some properties usually associated 
with each type. 
Type Temperature 
(°C) 
Common 
Fuels 
Membrane Conducting 
Ion 
PEM - polymer 
electrolyte 
membrane 
70-110 H2 
CH3OH 
Sulphonated 
polymers (Nation™) (H20)nH+ 
AFC-alkali 
fuel cell 70-250 H 2 Aqueous KOH OH 
PAFC-
phosphoric acid 
fUel cell 
150-250 H2 H3PO4 H+ 
MCFC - molten 
carbonate fuel 
cell 
500-700 CXHy (Na,K)2C03 CO32" 
SOFC-solid 
oxide fuel cells 700-1000 CxHy (Zr,Y)02_x O2" 
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As with every material, there are advantages and disadvantages for Nation used in 
PEM cells. These membranes exhibit very good conductivities at ambient temperatures, 
ranging from 0.06 to 0.15 (O cm)"1, when hydrated [52]. The membranes are also 
mechanically strong and are very resistant to chemical attack due to the Teflon backbone. In 
addition, the low operating temperature of the cell, 60-80 °C, allows for quick operation 
response as opposed to cells that need to reach a certain higher temperature before operation. 
However, low temperatures are also a disadvantage because the activation losses are much 
greater (as described above in section A. 1.1). The lower temperatures also require relatively 
high platinum loadings (to get good reactivity) that are poisoned by CO adsorption at these 
temperatures, thus requiring fuels to have CO levels in the ppm range. Fuel cell developers 
also have to deal with complicated water management problems in a PEM fuel cell. The 
polymer must stay at a constant hydrated state while water is forming at the cathode, is being 
dragged by protons to the cathode, and is diffusing back towards the anode. If the membrane 
dries out, its proton conductivity decreases. If it becomes flooded at the electrodes then the 
mass transport losses increase causing the cell performance to decrease. The other major 
concern is that when methanol is used as the fuel, the methanol diffuses through the polymer 
and greatly limits the OCV. 
A.2.2. Alkaline Fuel Cells 
Perhaps the oldest of the developed fuel cells, alkaline cells emerged in the 1950's for 
the space program [2], These are fairly simple cells that utilize hot pressurized (-4-45 bar) 
potassium hydroxide for the electrolyte. The main and possibly only advantage for these 
cells is a lower activation loss at the cathode allowing for the use of nickel catalysts instead 
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of platinum. This is the result of a higher solubility of oxygen in basic membranes as 
opposed to acidic membranes. The KOH reacts with CO2 forming the non-conducting 
potassium carbonate. Therefore, the fuel and air/oxygen must be CO2 free. In addition, the 
extremely caustic solution requires expensive materials for containment and asbestos for the 
matrix. 
A.2.3. Phosphoric Acid Fuel Cells 
The materials that are used in phosphoric acid fuel cells have not changed in the last 
25 years or so. The electrolyte is H3PO4 suspended in a SiC matrix. The electrodes are 
carbon with dispersed platinum particles. United Technologies Fuel Cells (UTC) has 
engineered and produced a 200 kW PAFC for almost 10 years [53]. Despite this, the demand 
has fallen for the product. The reason for this is the expensive cost at about $4500/kW 
(about an order of magnitude larger than needed for widespread adoption). It also has a 
relatively low efficiency of about 40% of the lower heating value (LHV). This means it 
doesn't save on fuel costs as much as other fuel cells might be expected. The cost is also 
increasing with time and not decreasing which has led many to lose interest in PAFC's. 
A.2.4. Molten Carbonate Fuel Cells 
Similar to PAFC, the materials for molten carbonate cells were developed about 25 
years ago. These cells operate at temperatures around 650 °C utilizing a mixture of Li, Na, 
and K carbonates as the electrolyte. The liquid electrolyte is suspended in a LiAlC^-AlzOs 
matrix. The anode is made from a Ni-Cr while the cathode is NiO with small amounts of Li 
[2]. 
The main advantage for both the MCFC and for the solid oxide fuel cells (see below) 
comes from their high operating temperatures. This allows for internal reforming of methane 
or other hydrocarbon fuels, which reduces costs and increases overall efficiencies [54]. In 
addition these high temperature cells are combined with auxiliary systems to use the heat 
produced and either heat a building or further generate electricity using a gas turbine. This 
vastly enhances the overall efficiency with efficiencies of -40-50% HHV easily obtainable. 
There are some problems for MCFC development. The catalyst, anode coating, and bi-polar 
plate are dissolved into the liquid electrolyte over long periods of time (>10,000 hrs). There 
is also a problem with the liquid electrolyte migrating into part of the cell where it shouldn't 
be leading to lower performance. 
A.2.5. Solid Oxide Fuel Cells 
The materials for solid oxide fuel cells began to emerge in the early 1970's. There 
has been little change in the materials used since then but there are some newer materials that 
look promising for intermediate temperature SOFC's which would operate between 500 to 
700 °C. Having said that, most solid oxide cells operate at temperatures near 850 °C. The 
electrolyte is a solid yittria stabilized zirconia (YSZ) that has good oxygen ion conductivity 
above 700 °C. The cathode is usually made from a SrO doped LaMnOg and the anode is 
nickel doped YSZ. The SOFC shares most of the same advantages as the MCFC. However, 
it incorporates a solid electrolyte, which eliminates most of the problems in a MCFC. The 
main downside to SOFC's are that they are better suited for stationary large-scale production 
since they have a large initial capital cost due to the expensive processing of the high 
temperature materials. 
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