The potential of two Kohonen artificial neural networks (ANNs) -linear vector quantisation (LVQ) and the self organising map (SOM) -is explored for pulse shape discrimination (PSD), i.e. for distinguishing between neutrons (n's) and gamma rays (γ's). The effect that (a) the energy level, and (b) the relative size of the training and test sets, have on identification accuracy is also evaluated on the given PSD dataset. The two Kohonen ANNs demonstrate complementary discrimination ability on the training and test sets: while the LVQ is consistently more accurate on classifying the training set, the SOM exhibits higher n/γ identification rates when classifying new patterns regardless of the proportion of training and test set patterns at the different energy levels; the average time for decision making equals˜100 µs in the case of the LVQ and˜450 µs in the case of the SOM.
Introduction
The potential of discriminating different types of particles in a detector signal has raised interest in a variety of scientific fields, including astrophysics, medicine, geology etc. The same topic has also attracted particular attention from the experts in the fields of nuclear safeguards, security and nonprolifiration, as a means of: -Enabling the timely and cost-efficient substitution of 3 He-counters in nuclear safeguards and security applications. Although only sensitive to neutrons (n's), these counters have been particularly popular in detecting these particles. However, -due to the global shortage of 3 He [1] -they will soon have to be replaced by other detectors.
-Implementing pulse shape discrimination (PSD), namely distinguishing between (and, thus identifying) n's and gamma rays (γ's). It should be mentioned that some of the detectors considered for the replacement of the 3 Hecounters are capable of simultaneously detecting n's and γ photons, but cannot distinguish between the two.
interest. In order to meet the imposed constraints, a number of analytical and computational intelligence (CI)-based approaches have been developed.
Analytical approaches to PSD include the charge comparison method (CCM [8] ), the rise time method (RT [9] ), the zero-crossing method (ZCM [10] ), n-γ model analysis (NGMA [11] ), pulse gradient analysis (PGA [12] ), simplified digital charge collection (SDCC [13] ), and frequency gradient analysis (FGA [14] ). The PSD results are data-dependent, whereby a consistent comparison between the aforementioned approaches cannot be reached. For instance, NGMA is reported as being more accurate than PGA, CCM, ZCM and RT in [15] , while SDCC is reported as being better than PGA, CCM, and NGMA at n/γ discrimination in [16] , and -finally -ZCM method is found superior to CCM in [17] .
The existing CI-based approaches to date employ ANNs, and the back-propagation (BP) architecture [18] in particular, in its many forms, variants, and extensions that have been developed over the years (e.g. resilient BP [19] , and scaled conjugate gradient [20] ). Among the results reported in [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] : -95% accuracy is demonstrated for energy levels down to 100 keVee, although accuracy falls to 85% when the ratio of n's to γ's is changed by a factor of 10 [21] ; -98.5% accuracy, with each PSD decision implemented in about 2.9 µs, is reached for a 60-20-20% training-validation-test set partitioning of the dataset [28] ; -higher than 99% accuracy is attained at around 1,000 keVee for the related problem of 12 C and 13 C ion identification, with each decision realised in 20 µs [29] ;
-about 84% accuracy is reported for energy levels below 400 keVee [30] .
As for the analytical approaches discussed above, the results are data-dependent, hence not allowing a consistent comparison either between CI-based approaches or between analytical and CIbased approaches.
In this piece of research, the potential of two artificial neural networks (ANNs), inspired by Teuvo Kohonen, namely linear vector quantisation (LVQ) [31] and the self organising map (SOM) [32] , is investigated on the PSD problem. The MATLAB Neural Networks Toolbox [33] has been used for all the ANN implementations. The n-γ dataset employed here is also used in [34] [35] , and contains PSD data from a wide range of energy levels, with a variable number of patterns collected at each energy level.
The evaluation of the two ANNs covers the effect that (a) the energy level, and (b) the relative size of the training and test sets, have on identification accuracy. The two ANNs demonstrate complementary discrimination characteristics for the training and test sets: while the LVQ is remarkably accurate at identifying n's and γ's of the training set, the SOM is more robust in its generalisation power that allows it to distinguish between novel (test) n-and γ-patterns. Despite these differences, both ANNs show high discrimination accuracy that is maintained even at the lowest energy levels.
The remainder of the paper is organised as follows: Section 2 describes the characteristics and pre-processing of the n-γ dataset used here for PSD, with section 3 introducing the two ANN architectures; section 4 describes PSD data preparation as well as training and operation of the two ANNs; finally some conclusions are drawn, and some future directions are proposed in the Conclusion.
The Characteristics and PreProcessing of the n-γ PSD Dataset
The n-γ PSD dataset employed here contains more than 1,200 experimental data that have been generated by two sources, namely -an Americium-Beryllium (α,n)-source ( 241 AmBe), which is considered as a source of both n's and γ's, -a 137 Cs calibration source, which is considered as a pure source of γ's.
The data have been collected by an EJ-309 (D76 x 76 mm) LS at six different energy levels ranging from a high of 2,000 keVee to a low of 150 keVee. The settings and geometry of the experimental setup have already been described in [34] .
Neutrons and γ's interact in different ways within the scintillation liquid (element 1 of Fig. 1 ) of the EJ-309 detector, i.e.
-n's interact mostly with medium via the mechanism of elastic scattering, resulting in the production of recoil protons (ionising particles); -γ's interact mostly via the mechanism of Compton scattering, producing Compton electrons, which are also ionising particles. The difference in the masses of these ionising particles (namely˜10 −27 kg for protons, and˜10 −30 kg for electrons), gives rise to differences in the fraction of light that -due to delayed fluorescenceappears in the slow component of the recorded signal (element 2 of Fig. 1 ). It is this difference that constitutes the basis of PSD. 2-D plot of pulse energy (x-axis) versus PSD index (y-axis); n's correspond to the higher horizontal peak, and γ's to the lower horizontal peak, respectively
Various methods can be subsequently applied for separating between n's and γ's. In the present experimental study, the CCM algorithm [8] is implemented for marking n's and γ's. Subsequently, all the particles are classified as either n's or γ's depending on their PSD parameter, in the manner shown in Fig. 2 .
The six datasets collected by the EJ-309 detector correspond to the six distinct energy levels shown in Table I , where the percentage of patterns in each energy level, and the proportion of n-and γ-curves available per energy level are also tabulated. Figure 3 . The shape of n-and γ-curves at the different energy levels, namely blue, cyan, green, yellow, red, and magenta for the 2,000, 1,500, 1,000, 500, 300 and 150 keVee energy levels Figure 3 further illustrates the data obtained at each energy level, separately for n's and for γ's. It can be observed that the two sets of curves demonstrate (a) decreasing and distinct magnitudes for declining energy levels, but (b) identical magnitudes at the same energy level. Hence, although the magnitude constitutes a distinguishing characteristic of the energy level, it cannot be used for differentiating the production of recoil protons (ionising particles);  γ's interact mostly via the mechanism of Compton scattering, producing Compton electrons, which are also ionising particles. The difference in the masses of these ionising particles (namely ~10 -27 kg for protons, and ~10 -30 kg for electrons), gives rise to differences in the fraction of light that -due to delayed fluorescence -appears in the slow component of the recorded signal (element 2 of Fig. 1 ). It is this difference that constitutes the basis of PSD. Fig. 2 . 2-D plot of pulse energy (x-axis) versus PSD index (y-axis); n's correspond to the higher horizontal peak, and γ's to the lower horizontal peak, respectively.
Various methods can be subsequently applied for separating between n's and γ's. In the present experimental study, the CCM algorithm [8] is implemented for marking n's and γ's. Subsequently, all the particles are classified as either n's or γ's depending on their PSD parameter, in the manner shown in Fig. 2 . The six datasets collected by the EJ-309 proportion of n-and γ-curves available per energy level are also tabulated. Fig 3. The shape of n-and γ-curves at the different energy levels, namely blue, cyan, green, yellow, red, and magenta for the 2,000, 1,500, 1,000, 500, 300 and 150 keVee energy levels. Fig. 3 further illustrates the data obtained at each energy level, separately for n's and for γ's. It can be observed that the two sets of the production of recoil protons (ionising particles);  γ's interact mostly via the mechanism of Compton scattering, producing Compton electrons, which are also ionising particles. The difference in the masses of these ionising particles (namely ~10 -27 kg for protons, and ~10 -30 kg for electrons), gives rise to differences in the fraction of light that -due to delayed fluorescence -appears in the slow component of the recorded signal (element 2 of Fig. 1 ). It is this difference that constitutes the basis of PSD. Fig. 2 . 2-D plot of pulse energy (x-axis) versus PSD index (y-axis); n's correspond to the higher horizontal peak, and γ's to the lower horizontal peak, respectively.
Various methods can be subsequently applied for separating between n's and γ's. In the present experimental study, the CCM algorithm [8] is implemented for marking n's and γ's. Subsequently, all the particles are classified as either n's or γ's depending on their PSD parameter, in the manner shown in Fig. 2 . The six datasets collected by the EJ-309 detector correspond to the six distinct energy proportion of n-and γ-curves available per energy level are also tabulated. Fig 3. The shape of n-and γ-curves at the different energy levels, namely blue, cyan, green, yellow, red, and magenta for the 2,000, 1,500, 1,000, 500, 300 and 150 keVee energy levels. Fig. 3 further illustrates the data obtained at each energy level, separately for n's and for γ's. It can be observed that the two sets of curves demonstrate (a) decreasing and distinct the production of recoil protons (ionising particles);  γ's interact mostly via the mechanism of Compton scattering, producing Compton electrons, which are also ionising particles. The difference in the masses of these ionising particles (namely ~10 -27 kg for protons, and ~10 -30 kg for electrons), gives rise to differences in the fraction of light that -due to delayed fluorescence -appears in the slow component of the recorded signal (element 2 of Fig. 1 ). It is this difference that constitutes the basis of PSD.
Fig. 2. 2-D plot of pulse energy (x-axis) versus
PSD index (y-axis); n's correspond to the higher horizontal peak, and γ's to the lower horizontal peak, respectively.
Various methods can be subsequently applied for separating between n's and γ's. In the present experimental study, the CCM algorithm [8] is implemented for marking n's and γ's. Subsequently, all the particles are classified as either n's or γ's depending on their PSD parameter, in the manner shown in Fig. 2 . The six datasets collected by the EJ-309 detector correspond to the six distinct energy levels shown in Table I , where the percentage of patterns in each energy level, and the proportion of n-and γ-curves available per energy level are also tabulated. Fig 3. The shape of n-and γ-curves at the different energy levels, namely blue, cyan, green, yellow, red, and magenta for the 2,000, 1,500, 1,000, 500, 300 and 150 keVee energy levels. Fig. 3 further illustrates the data obtained at each energy level, separately for n's and for γ's. It can be observed that the two sets of curves demonstrate (a) decreasing and distinct magnitudes for declining energy levels, but (b) identical magnitudes at the same energy level. Hence, although the magnitude constitutes a between n's and γ's at the same energy level.
In fact, the variation between n-curves, as well as between γ-curves, is apparent at all energy levels. It is not uncommon for two n-(or for two γ-) curves at a given energy level to differ more than a pair of n-and γ-curves at the same energy level. This overlap becomes more pronounced for declining energy levels, a characteristic that -combined with the increasing ruggedness of the curves at these energy levels -is the main reason for the decreasing identification accuracy of PSD at declining energy levels. An illustration of the aforementioned observations is given in Fig. 4 , for the energy levels of 2,000 and 150 keVee, respectively. The n-and γ-curves (shown in blue and red, respectively) at the energy levels of 2,000 and 150 keVee; the increasing variability and overlap of the two kinds of curves is evident
Although the entire n-and γ-curves do not promote accurate PSD, a relatively small segment of the curves following the peak can still be used for n/γ discrimination at all energy levels. This segment comprises the 12 points that correspond to sampling between 29 and 40 nanoseconds (as shown, for example, in Fig. 4) , and is employed in the following for performing PSD. An example of the potential for n/γ discrimination within this time interval is shown in Fig 5, independently for the energy levels of 2,000 and 150 keVee. Further to facilitating PSD, using only a small segment of the curves also increases the computational efficiency of PSD. Figure 5 . Fig 5. The part of the n-and γ-curves (shown blue and red, respectively) offering optimal n/γ discrimination; illustration for the 2,000 and 150 keVee energy levels A final observation (further detailed in [35] ) is that the γ-curves are significantly more variable than the n-curves at all energy levels, even within the 29-40 nanosecond window. This renders γ's more prone to misclassification than n's, especially at declining energy levels. distinguishing characteristic of the energy level, it cannot be used for differentiating between n's and γ's at the same energy level. In fact, the variation between n-curves, as well as between γ-curves, is apparent at all energy levels. It is not uncommon for two n-(or for two γ-) curves at a given energy level to differ more than a pair of n-and γ-curves at the same energy level. This overlap becomes more pronounced for declining energy levels, a characteristic that -combined with the increasing ruggedness of the curves at these energy levels -is the main reason for the decreasing identification accuracy of PSD at declining energy levels. An illustration of the aforementioned observations is given in Fig. 4 , for the energy levels of 2,000 and 150 keVee, respectively. Fig. 4 . The n-and γ-curves (shown in blue and red, respectively) at the energy levels of 2,000 and 150 keVee; the increasing variability and overlap of the two kinds of curves is evident.
Although the entire n-and γ-curves do not promote accurate PSD, a relatively small segment of the curves following the peak can still be used for n/γ discrimination at all energy levels. This segment comprises the 12 points that correspond to sampling between 29 and 40 nanoseconds (as shown, for example, in Fig.  4) , and is employed in the following for performing PSD. An example of the potential for n/γ discrimination within this time interval is shown in Fig 5, independently for the energy levels of 2,000 and 150 keVee. Further to facilitating PSD, using only a small segment of the curves also increases the computational efficiency of PSD. The part of the n-and γ-curves (shown blue and red, respectively) offering optimal n/γ discrimination; illustration for the 2,000 and 150 keVee energy levels.
A final observation (further detailed in [35] ) is that the γ-curves are significantly more variable than the n-curves at all energy levels, even within the 29-40 nanosecond window. This renders γ's more prone to distinguishing characteristic of the energy level, it cannot be used for differentiating between n's and γ's at the same energy level. In fact, the variation between n-curves, as well as between γ-curves, is apparent at all energy levels. It is not uncommon for two n-(or for two γ-) curves at a given energy level to differ more than a pair of n-and γ-curves at the same energy level. This overlap becomes more pronounced for declining energy levels, a characteristic that -combined with the increasing ruggedness of the curves at these energy levels -is the main reason for the decreasing identification accuracy of PSD at declining energy levels. An illustration of the aforementioned observations is given in Fig. 4 , for the energy levels of 2,000 and 150 keVee, respectively. Fig. 4 . The n-and γ-curves (shown in blue and red, respectively) at the energy levels of 2,000 and 150 keVee; the increasing variability and overlap of the two kinds of curves is evident.
A final observation (further detailed in [35] ) is that the γ-curves are significantly more variable than the n-curves at all energy levels, even within the 29-40 nanosecond window. This renders γ's more prone to
The Kohonen ANN Architectures Employed for PSD: LVQ and SOM
The two Kohonen ANNs are employed on the n-γ PSD dataset, independently per energy level.
The LVQ (or LVQ1)
Tailor-made to classification tasks, and widely applied to pattern recognition, classification, and data compression problems, the supervised LVQ [32, 36] comprises: -the input layer, containing as many nodes as is the dimension of the patterns to be classified; -a single hidden layer, whose nodes encode the codebook vectors (CVs), i.e. the prototype patterns 1 ;
-the competitive (winner-take-all) output layer, with as many nodes as there are classes.
Full feed-forward connectivity is applied between the nodes of the input and the hidden layer; by contrast, the connectivity between the hidden and the output layer is limited to connections between all the CVs representing a given class and the output node of the class. This means that even though a class may be represented by one or more of CVs, each CV represents a single class.
LVQ training is performed iteratively via the modification of the CVs in such a manner as to ensure that all the training patterns are assigned to the output node that corresponds to their class. During a training iteration, each training pattern is presented -in turn -to the LVQ; the distance between the training pattern and the CVs is calculated 2 , and the "winner" CV (WCV, the one which is most similar to the training pattern) is selected. The WCV has its weight modified so as to become more similar to the training pattern if the class of the WCV coincides with that of the training pattern, or more dissimilar to the training pattern if the class of the WCV is different from that of the training pattern.
CV modification is controlled by the learning rate. By gradually lowering the learning rate over successive training iterations, a progressive finetuning of the class boundaries is accomplished. Consequently, at the completion of training, not only are the training patterns assigned to their actual output node (class), but the CVs are assigned weights that fully cover the pattern space in a Voronoi-tessellation-like 3 manner.
Following training, each test pattern is presented to the trained LVQ, and directly assigned to the class represented by the most similar CV.
A significant number of variations and improvements to the original LVQ algorithm have been devised, e.g.
-LVQ2.1 [37] , which uses pairs of WCVs that (a) are sufficiently near to the training pattern, but (b) belong to different classes, in order to finetune the class boundaries during training; -LVQ3 [38] , which further adds a stabilising term to LVQ2.1 in order to accomplish improved classification behaviour;
-the corresponding OLVQ1 and OLVQ3 (optimised LVQ1 and LVQ3, respectively, [39] [40] [41] [42] ), where each CV can be assigned its own learning rate.
Although these methodologies have slightly different properties from each other, their common aim is to optimise the class boundaries and/or to maintain the class distribution without either using an excessive number of CVs, or significantly slowing down convergence.
The LVQ and its variants have been found particularly adept at classification tasks concerning statistical data, outlier detection, and other classification/recognition problems with are characterised by complex boundaries between the classes to be distinguished.
The SOM
Similar in inspiration but distinct in terms of training and organisation, the unsupervised SOM [32, [43] [44] comprises only the first two layers of the LVQ, with its CVs arranged in a one-or twodimensional hexagonal or rectangular grid, and demonstrating (like the LVQ) full connectivity to the input nodes. Due to the fact that the desired class output is unknown, the CVs are modified during training via the complementary mechanisms of competition and co-operation, resulting in a generally smooth map of the input space with (a) similar neighbouring CVs, and (b) demarcated areas on the CV grid corresponding to different classes. This is accomplished as follows:
-Prior to training, all the connection weights from the input layer to the CVs are randomly initialised to small values.
-During training -The mechanism of competition is applied for each presentation of a training pattern. The nodes "compete" with each other in order to establish the WCV as the one with the smallest distance from the training pattern; subsequently, the WCV becomes modified so as to become more similar to the training pattern.
-The mechanism of co-operation is applied between neighbouring CVs. This is unlike LVQ training in that the weights of the CVs that are within the neighbourhood of the WCV are also modified by an amount that is proportional to their topological distance from the WCV. More specifically, the neighbourhood around the WCV equals the entire layer of CVs at the beginning of training; this neighbourhood progressively shrinks during training, and becomes confined to the direct neighbours of the WCV at the conclusion of training.
This increasingly competitive, and decreasingly co-operative (usually via an exponential decay), procedure creates a smooth, topologically ordered map with increased similarity between neighbouring CVs; in other words, during training, topologically proximal CVs acquire increasingly similar weights.
An appealing property of the SOM, which stems directly from the one-or two-dimensional grid-like structure of its CV layer, as well as its training procedure, is that a low dimensional and compressed mapping of the problem space is created. This mapping is rendered visible after training by the relative position of the CVs, even for highdimensional and/or numerous pattern spaces.
Following SOM training, and prior to testing, each CV is assigned to a class; this is usually implemented by:
-either determining the class that is supported by the majority of training patterns that are assigned to the CV, and assigning this class to it, -or clustering the CVs of the trained SOM into classes, and subsequently assigning the class of the cluster to each CV that belongs to the cluster.
Further to classification, the unified distance matrix (U-matrix [45] ) can also be used for visualising the problem space in the one-or twodimensional grid structure of its CV layer. A grayscale U-matrix plot can also be created by plotting the distance between neighbouring CVs in shades of gray, thus demarcating clusters of proximal CVs as well as the boundaries between these clusters.
During testing, each test pattern is directly assigned to the class of the most similar CV.
A multitude of applications have been developed making use of the SOM properties, most of these applications falling into the general categories of high-dimensional input space visualisation, dimensionality reduction and data mining (e.g. [46]), and probability density function approximation and maximum likelihood classification of novel patterns (e.g. [47] ). Additionally, a number of extensions to the original SOM have been put forward, for instance -the time adaptive SOM (TASOM, [48] ) which employs adaptive learning rates and neighborhood functions in order to render the mapping invariant to scaling, translation and rotation, and -the growing SOM (GSOM) which starts off with a minimal number of CVs and appropriately creates new CVs in order to optimally represent the problem space [49] .
ANN Training and Operation

Data Preparation
Identical training and test sets, with the training sets demonstrating equal numbers of n-and γ-patterns, are used by the two ANNs at each energy level. This practice is followed in order to avoid any bias that might occur from an unequal representation of the two classes when setting up the two ANNs 4 . The equivalent representation of the two classes in the training set leaves a variable number of n-and γ-patterns for testing, ranging from around 50% to around 75% of the corresponding datasets over the different energy levels; datasets with similar numbers of n-and γ-patterns demonstrate roughly equal sizes of training and test sets (around 50% each), while imbalanced datasets (especially at the energy levels of 1,500 and 1,000 keVee) correspond to significantly larger test sets. The proportion of patterns employed for training the two ANNs is shown in Table 2 , independently for each energy level; the remaining proportion represents the relative size of the test sets. This training/test set partitioning is selected as it permits investigation of PDS prediction accuracy by the two ANNs for varying energy levels as well as for balanced and imbalanced datasets.
Aiming at extracting statistically valid results, the random creation of the training (and, consequently, of the test) sets is repeated 30 times per energy level. It is the averaged prediction results of these tests that are shown and discussed in the following two subsections.
ANN Training
In order to create general PSD prediction models, as well as to avoid the creation of ANNs that overfit the training sets (and, thus, whose performance cannot be generalised), the optimal LVQ and SOM architectures are established as being those that permit swift training and accurate PSD performance (during both training and testing) over all energy levels, with parameters such as the number of CVs being optimised via trial-and-error. The selected ANN architectures are:
-a 12-4-2 LVQ, trained in 100 cycles, and implementing each n/γ classification in 113 µs;
-a 12-20 SOM with a 4 x 5 hexagonal-lattice CV layer, trained via incremental learning in 100 cycles, and implementing each n/γ classification in 441 µs; classification is achieved by assigning a class to each CV according to (a) of Section 3.2. Table 3 depicts prediction accuracy of the two ANNs for the training sets of each energy level, and averaged over the 30 trials. Bothe ANNs are found particularly accurate at recalling the training sets. The LVQ is found -in general -superior to the SOM at predicting the training set, even though a significant drop in LVQ performance is observed for the 150 keVee energy level, which renders the LVQ inferior to the SOM at that energy level. The SOM, on the other hand, although being slightly less accurate overall than the LVQ, demonstrates a milder decline in prediction accuracy at the lowest energy levels.
The excellent recall of the LVQ at the higher and medium energy levels can be explained by its inherent assignment of training patterns from the same class to the same CV during training. This works accurately as well as efficiently, especially for the energy levels that contain more clearly separated training patterns from the two classes. At the lowest energy level of 150 keVee, however, where a significant overlap between n-and γ-patterns is observed, prediction on the training set is not as successful: dissimilar training patterns of the same class are assigned to the same CV, while similar training patterns of different classes are assigned to different CVs. This assignment results in a representation of the class boundaries that disrupts accurate classification even for the known (training) patterns. These points are further supported by the findings of Table IV , which shows the occurrence of n-and of γ-pattern misclassifications, namely the mixed misclassification of both n-and γ-patterns from the energy level of 1,000 down to 300 keVee, with a declining bias towards misclassifying γ-patterns as n-patterns than of n-patterns as γ-patterns. The SOM, on the other hand, although generally not as accurate as the LVQ, shows a significantly clearer bias towards misclassifying γ-patterns as n-patterns; this bias ranges from almost 100% at the energy level of 1,500 keVee to (almost) four times more probable to misclassify γ-patterns as n-patterns than to misclassify n-patterns as γ-patterns at the energy level of 150 keVee. In other words, although misclassifications are generally more frequent to the SOM, there is a significantly higher probability (and consistency over the declining energy levels) that the misclassification concerns a γ-pattern. This finding is corroborated by the more pronounced variability of the γ-than the n-curves, as already stated at the end of Section 2. 
ANN Testing
Both ANNs are, again, found capable of successfully generalising to novel (test) patterns. In contrast to the ANN results of Section 4.2, however, the SOM is found superior to the LVQ in classifying the test patterns at all energy levels, i.e. even at the higher energy levels where the LVQ was found more accurate at predicting the training patterns.
As shown in Table V , the higher discrimination/identification power of the SOM over the LVQ becomes increasingly evident as the energy level declines. In fact, when comparing Tables III and V, the SOM demonstrates a negligible difference in predicting n's and γ's from the training and test sets at the same energy levels, respectively, whereas the LVQ shows an increasing deterioration in predicting test patterns for declining energy levels, which -as for the training sets -becomes more obvious for the lower energy levels. As far as misclassifications are concerned, the probability of a test γ-pattern (and, thus, also npattern) being misclassified remains at comparable levels with the corresponding probability observed for the training sets, at all energy levels, and for both the LVQ and the SOM.
Finally, it is worth noting that, when investigating the identity of the misclassified patterns, around 50% of the erroneously identified n-and γ-patterns are misclassified by both ANNs. This finding highlights the parallels between the two discrimination/ identification approaches (for more details the interested reader is referred to [35] ). For the remaining patterns, the enhanced performance of the SOM is due to the clustering of the inputs of similar training patterns independent of class, combined with the allocation of a class to each CV according to the class of the majority of training patterns that are assigned to it. Consequently, the SOM becomes less sensitive to misclassifying previously unseen patterns than the LVQ, especially at the more variable patterns and more complex boundaries between classes exhibited at declining energy levels.
Further Observations -Comparisons
No obvious effect of the proportion of patterns used for training and testing the ANNs has been found on prediction accuracy of either the training or the test sets. It should be mentioned, however, that for the test sets only, and when the LVQ is employed for PSD, identification accuracy is higher at the 500 and 300 keVee energy levels (where the training sets constitute around 50% of the corresponding dataset) than for the higher energy level of 1,000 keVee (where the training set constitutes roughly a third of the corresponding dataset). It should be stressed, however, that further experimentation is necessary in order to establish whether the relative sizes of the pairs of sets actually influence n/γ classification accuracy.
Taking into account the findings concerning the performance of CI-based existing methodologies to PSD described in the Introduction, the use of the two Kohonen ANN architectures (i.e. other than the PB architecture) seems to produce higher PSD accuracy at comparable energy levels, with the results being more robust to the ratios of n-and γ-patterns in the corresponding datasets. Still, a comprehensive and fair comparison can only be made by employing identical datasets, as well as training and test sets.
Although PSD is performed in the related literature at the level of µs per event, the results reported here are produced directly by MATLAB without a hardware realisation of the underlying code; as a result no direct comparisons can be made at this point.
Conclusion
Two Kohonen ANNs, namely the LVQ and the SOM, have been employed for performing n/γ PSD at an extensive range of energy levels. Both ANNs have been found (a) well-suited to the task, with their discrimination power falling only slightly for declining energy levels, and (b) independent of the relative sizes of the training and test sets.
Although the classification-oriented LVQ allows better recall of the training set, the SOM has been found superior overall: it is more accurate at classifying novel patterns (attributed to the generalisation capability of its clustering-oriented structure) at all energies and for all proportions of training and test set patterns tested.
It should also be reminded that the 12-4-2 LVQ, trained in 100 cycles, implements a n/γ classification in 113µs, whereas the 12-20 SOM with a 4 x 5 hexagonal-lattice CV layer, and trained via incremental learning in 100 cycles, provides the answer in 441µs. Since it is not clear whether the observed time difference can be related to the fact that the underlying algorithms have been implemented by the use of the MATLAB code (C++ shell), a hardware realisation of the MATLAB code will further demonstrate the appeal of the two Kohonen ANNs (as well as the actual differences between them in terms of efficiency) for actual PSD applications.
Last, but not least, future research shall incorporate the identification of pile-up events.
