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Abstract
An architecture of a hosting system is presented, where a
number of servers are used to provide different types of web
services to paying customers. There are charges for run-
ning jobs and penalties for failing to meet agreed Quality-
of-Service requirements. The objective is to maximize the
total average revenue per unit time. Dynamic policies for
making server allocation and job admission decisions are
introduced and evaluated. The results of several experi-
ments with a real implementation of the architecture are
described.
Keywords: Web Service Hosting, Quality of service, Rev-
enue maximization, Server allocation, Admission policies,
M/M/N/K queue.
1 INTRODUCTION
This work deals with the topic of web service hosting
in a commercial environment. A service provider employs
a cluster of servers in order to offer a number of different
services to a community of users. The users pay for hav-
ing their jobs run, but demand in turn a certain quality of
service. We assume that the latter is expressed in terms of
either waiting time or response time, although other metrics
might also be adopted. Thus, with each service type is as-
sociated a Service Level Agreement (SLA), formalizing the
obligations of the users and the provider. In particular, a
user agrees to pay a specified amount for each accepted and
completed job, while the provider agrees to pay a penalty
whenever the response time (or waiting time) of a job ex-
ceeds a certain bound. It is then the provider’s responsibility
to decide how to allocate the available resources, and when
to accept jobs, in order to make the system as profitable as
possible. Efficient policies that avoid over-provisioning are
clearly desirable. That, in general terms, is the problem that
we wish to address.
Our approach has two strands. The first consists of de-
signing and implementing a middleware platform for the
deployment and use of web services. That system, called
SPIRE (Service Provisioning Infrastructure for Revenue
Enhancement), is a self-configurable and self-optimizing
middleware platform [9] that dynamically migrates servers
among hosted services and enforces SLAs by monitoring
income and expenditure. It provides a test bed for exper-
imentation with different operating policies and different
patterns of demand.
The second strand involves quantitative modelling. Un-
der suitable assumptions about the nature of user demand,
it is possible to evaluate explicitly the effect of particular
server allocation and admission policies. Hence, we de-
rive a numerical algorithm for computing the optimal queue
length thresholds corresponding to a given partition of the
servers among the different service types. That computa-
tion is sufficiently fast to be performed on-line as part of a
dynamic admission policy. The latter can be implemented
in any system, but may of course lose its optimality if the
simplifying assumptions are not satisfied.
Dynamic server allocation and job admission policies are
evaluated and compared in the real hosting system. The per-
formance measure used as a criterion of comparison is the
average revenue earned per unit time, over the observation
period of the experiment.
The revenue maximisation problem described here does
not appear to have been studied before. Perhaps the most
closely related work can be found in the papers by Villela
et al [15] and Levy et al [10]. They consider a similar eco-
nomic model in systems consisting of one or more shared
servers. The emphasis is on allocating server capacity only;
admission policies are not considered. Yet we shall see that
revenues can be improved very significantly by imposing
suitable conditions for accepting jobs.
Huberman et al [7] and Salle and Bartolini [13] present
two different abstract frameworks involving pricing and
contracts in IT systems. Those approaches do not take con-
gestion into account explicitly and are therefore not readily
applicable in our context.
Rajkumar et al [12] consider a resource allocation model
for QoS management, where application needs may include
timeliness, reliability, security and other application specific
requirements. The model is described in terms of a utility
function to be maximised. This model is extended in [4]
and [6]. Such multi-dimensional QoS is beyond the scope
of this paper. However, although those models allow for
variation in job computation time and frequency of applica-
tion requests, once again, congestion and response/waiting
times are not considered.
Chandra et al [2], Kanodia and Knightly [8] and Ben-
nani and Menasce´ [1] examine certain aspects of resource
allocation and admission control in systems where the QoS
criterion is related to response time. Those studies do not
consider the economic issues related to income and expen-
diture.
The structure of SPIRE is described in Section 2. The
service-level agreements, the mathematical model and the
policies for server allocation and job admission are pre-
sented in Section 3. Some numerical results and a number
of experiments carried out with SPIRE, where the policies
are evaluated and compared under different loading condi-
tions, are reported in Section 4. Section 5 contains a sum-
mary and conclusions.
2 System architecture
The SPIRE middleware platform was designed and im-
plemented with the aim of providing a real-life environment
in which to experiment with various hosting policies. The
architecture, illustrated in Figure 1, is message-based and
asynchronous. Moreover, it is dedicated, rather than shared;
in other words, the servers in the cluster are dynamically
grouped into pools, each pool dealing with demands for a
particular service.
Self-management functions are provided by a Cont-
roller whose main components are a Dispatcher,
a Resource Allocator and a set of Service
Handlers, one for each offered service1.
All client requests are sent to the Controller, which acts
like a proxy (arrow 1), and are then forwarded to the appro-
priate Service Handler. The latter implements the admis-
sion control policy (notifying users of rejections, arrow 7),
the scheduling policy (currently jobs are sent to servers in
FIFO order, arrow 2), the collection of statistics through a
profiler and the management of the corresponding pool of
servers. The results of completed jobs are returned to the
Controller, where statistics are collected, and to the relevant
user (arrows 5 and 6).
1If the same service is offered at different QoS levels (e.g. gold, silver
and bronze) there will be a different Service Handler for each level.
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Figure 1. Structure of SPIRE. Dotted lines in-
dicate asynchronous messages.
The dynamic server allocation policy is implemented
by the Resource Allocator. This is an asynchronous task
which executes every J arrivals, for some J . We decided to
use events instead of a time interval because this provides
SPIRE with adaptive windows [3]. Thus, the Resource Al-
locator executes more frequently when the system is heavily
loaded than when it is lightly loaded. At each configura-
tion point, the Resource Allocator uses the information col-
lected during the current window (which includes statistics
on arrivals, completions and queue sizes), to make decisions
about server allocations and job admissions during the next
window. The actual policies adopted will be described in
the next section.
If a deployment is needed, the service is fetched from
a (remote) repository (arrows 3 and 4). This incurs a mi-
gration time of a few seconds, while a server is switched
between pools. SPIRE tries to avoid unnecessary deploy-
ments, while still allowing new services to be added at run-
time. In such cases, the appropriate Service Handlers are
automatically created in the Controller. If there is sufficient
space on a server, deployed services could be left in place
even when not currently offered on that server. One would
eventually reach a situation where all services are deployed
on all servers. Then, allocating a server to a particular ser-
vice pool (handler) does not involve a new deployment; it
just means that only jobs of that type would be sent to it.
In those circumstances, switching a server from one pool to
another does not incur any overhead. This is the case in the
present implementation.
3 Contracts and policies
Suppose that the services being offered are numbered
1, 2, . . . ,m. A request for service i is referred to as a ‘job of
type i’. We assume that the quality of service experienced
by an accepted job of type i is measured either in terms of
its response time, W (the interval between the job’s arrival
and completion), or in terms of its waiting time, w (exclud-
ing the service time). Whichever the chosen measure, it is
mentioned explicitly in a service level agreement between
the provider and the users. In particular, each such contract
includes the following three clauses:
1. Charge: For each accepted and completed job of type
i a user shall pay a charge of ci (in practice this may
be proportional to the average length of type i jobs).
2. Obligation: The response time, Wi (or waiting time,
wi), of an accepted job of type i shall not exceed qi.
3. Penalty: For each accepted job of type i whose re-
sponse time (or waiting time) exceeds qi, the provider
shall pay to the user a penalty of ri.
Thus, service type i is characterized by its ‘demand pa-
rameters’ (these describe the arrival pattern and the run
times of type i jobs), and its ‘economic parameters’, namely
the triple
(ci, qi, ri) = (charge, obligation, penalty) (1)
Within the control of the host are the ‘resource alloca-
tion’ and ‘job admission’ policies. The first decides how
to partition the total number of servers, N , among the m
service pools. That is, it assigns ni servers to jobs of type
i (n1 + n2 + . . . + nm = N ). The allocation policy may
deliberately take the decision to deny service to one or more
job types (this will happen if the number of services offered
exceeds the number of servers).
The admission policy is defined by a set of thresholds,
Ki (i = 1, 2, . . . ,m); incoming jobs of type i are rejected
if there are Ki of them present in the system. The extreme
values Ki = 0 and Ki = ∞ correspond to accepting none,
or all, of the type i jobs.
Of course, both the server allocations ni and the admis-
sion thresholdsKi may, and should, change dynamically in
response to changes in demand. The problem is how to do
this in a sensible manner.
As far as the host is concerned, the performance of the
system is measured by the average revenue, V , obtained per
unit time. This is evaluated according to
V =
m∑
i=1
γi[ci − riP (Wi > qi)] , (2)
where γi is the average number of type i jobs accepted per
unit time, and P (Wi > qi) is the probability that the re-
sponse time of an accepted type i jobs exceeds the obli-
gation qi. If the service level agreements are in terms of
waiting times rather than response times, then Wi should
be replaced by wi.
The objective of the resource allocation and job admis-
sion policies is to maximize the revenue V .
Note that, although we make no assumptions about the
relative magnitudes of the charge and penalty parameters,
the more interesting case is where the latter is at least as
large as the former: ci ≤ ri. Otherwise one could guarantee
a positive revenue by accepting all jobs, regardless of loads
and obligations.
As well as considering optimal policies for allocating
servers, we propose, and experiment with, the following
simple heuristics.
1. Measured Loads heuristic. From the statistics col-
lected during a window, estimate the arrival rate, λi,
and average service time, 1/µi, for each job type. For
the duration of the next window, allocate the servers
roughly in proportion to the offered loads, ρi = λi/µi,
and to a set of coefficients, αi, reflecting the economic
importance of the different job types. In other words,
start by setting
ni =
⌊
N
ρiαi∑m
j=1 ρjαj
+ 0.5
⌋
(3)
(adding 0.5 and truncating is the round-off operation).
Then, if the sum of the resulting allocations is either
less than N or greater than N , adjust the numbers so
that they add up to N .
2. Measured Queues heuristic. From the statistics col-
lected during a window, estimate the average queue
sizes, Li, for each job type. For the duration of the
next window, allocate the servers roughly in propor-
tion to those queue sizes and the coefficients αi. That
is, start by setting
ni =
⌊
N
Liαi∑m
j=1 Ljαj
+ 0.5
⌋
, (4)
and then adjust the numbers so that they add up to N .
The intuition behind both of these heuristics is that more
servers should be allocated to services which are (a) more
heavily loaded and (b) more important economically. The
difference is that the first estimates the offered loads di-
rectly, while the second does so indirectly, via the observed
average queue sizes. One might also decide that it is unde-
sirable to starve existing demand completely. Thus, if the
heuristic suggests setting ni = 0 for some i, but there have
been arrivals of that type, an attempt is made to adjust the
allocations and set ni = 1. Of course, that is not always
possible.
One could use different expressions for the coefficients
αi. Experiments have suggested that a good choice is to set
αi = ri/ci (the supporting intuition is that the higher the
penalty, relative to the charge, the more important the job
type becomes). If ri = ci, then αi = 1 and servers are
allocated in proportion to offered loads (or queues).
An allocation policy decision to switch a server from one
pool to another does not necessarily take effect immedi-
ately. If a service is in progress at the time, it is allowed
to complete before the server is switched (i.e., switching is
non-preemptive).
Under both allocation policies it may happen, either at
the beginning of a window, or during a window, that the
number of servers allocated to a pool is greater than the
number of jobs of the corresponding type present in the
system. In that case, one could decide to return the extra
servers to a ‘spare pool’ and to assign them temporarily to
other job types. If that is done, the heuristic will be called
‘greedy’. The original policy, where no reallocation takes
place until the end of the current window, will be called
‘conservative’. Thus, we have conservative and greedy ver-
sions of both the Measured Loads heuristic and the Mea-
sured Queues heuristic.
3.1 Admission policies
Having decided how many servers to allocate to each
pool, one should choose appropriate queue size thresholds
for purposes of job admission. Unfortunately, the optimal
threshold Ki depends not only on ni and on the average
interarrival and service times, but also on the distributions
of those intervals. Moreover, those dependencies are very
hard to evaluate, in general. Therefore, we make simplify-
ing assumptions about the arrival and service processes, and
choose the ‘best’ thresholds under those assumptions. Such
choices may be sub-optimal when the assumptions are not
satisfied, but should nevertheless lead to reasonable admis-
sion policies.
The simplification consists of assuming that jobs of type
i arrive according to an independent Poisson process with
rate λi, and their required service times are distributed ex-
ponentially with mean 1/µi. Thus, for any fixed admis-
sion threshold Ki, queue i is modelled as anM/M/ni/Ki
queue in the steady state (see, for example, [11]).
Denote by pi,j the stationary probability that there are
j jobs of type i in the M/M/ni/Ki queue, and by Wi,j
the response time of a type i job which finds, on arrival, j
other type i jobs present. The average number of type i jobs
accepted into the system per unit time, γi, is equal to
γi = λi(1− pi,Ki) . (5)
Similarly, the probability P (Wi > qi) that the response
time of an accepted type i jobs exceeds the obligation qi,
is given by
P (Wi > qi) =
1
1− pi,Ki
Ki−1∑
j=0
pi,jP (Wi,j > qi) . (6)
The average revenue, Vi, gained from type i jobs per unit
time, is
Vi = γi[ci − riP (Wi > qi)] . (7)
If the QoS measure is the waiting time rather than the
response time, then P (Wi,j > qi) is replaced by P (wi,j >
qi) (where wi,j is the waiting time of a type i job which
finds, on arrival, j other type i jobs present).
The stationary distribution of the number of type i jobs
present may be found by solving the balance equations
pi,j =
{
ρipi,j−1/j if j ≤ ni
ρipi,j−1/ni if j > ni
, (8)
where ρi = λi/µi is the offered load for service type i.
These equations are best solved iteratively, starting with
pi,0 = 1, and then dividing each probability by their sum,
in order to ensure that
Ki∑
j=0
pi,j = 1 . (9)
The conditional response time distribution, P (Wi,j >
qi), is obtained as follows.
Case 1: j < ni. There is a free server when the job
arrives, hence the response time is distributed exponentially
with parameter µi.
P (Wi,j > qi) = e−µiqi . (10)
Case 2: j ≥ ni. If all servers are busy on arrival, the job
must wait for j−ni+1 departures to take place (these occur
at exponentially distributed intervals with parameter niµi),
before starting its own service. The conditional response
time is now distributed as the convolution of an Erlang dis-
tribution with parameters (j − ni + 1, niµi), and an expo-
nential distribution with parameter µi. The Erlang density
function with parameters (k, a) has the form (see [11])
fk,a(x) =
a(ax)k−1e−ax
(k − 1)! .
Hence, we can write
P (Wi,j > qi) =
∫ qi
0
niµi(niµix)j−ni
(j − ni)! e
−niµixe−µi(qi−x)dx
+
∫ ∞
qi
niµi(niµix)j−ni
(j − ni)! e
−niµixdx . (11)
After some manipulation, using existing expressions for
the Gamma integral (e.g., see [5]) we obtain
P (Wi,j > qi) =
e−µiqinj−ni+1i
(ni − 1)j−ni+1
+ e−niµiqi
j−ni∑
k=0
[
(niµiqi)k
k!
− n
j−ni+1
i (µiqi)
k
k!(ni − 1)j−ni+1−k
]
.
(12)
Note that the right-hand side of (12) is not defined for
ni = 1. However, in that case the conditional response
time Wi,j has a simple Erlang distribution with parameters
(j + 1, µi):
P (Wi,j > qi) = e−µiqi
j∑
k=0
(µiqi)k
k!
. (13)
If the QoS measure is the waiting time rather than the
response time, then the situation is more straightforward.
The conditional waiting time, wi,j , of a type i job which
finds j other type i jobs on arrival, is equal to 0 if j < ni and
has the Erlang distribution with parameters (j−ni+1, niµi)
if j ≥ ni:
P (wi,j > qi) = e−niµiqi
j−ni∑
k=0
(niµiqi)k
k!
. (14)
The above expressions, together with (7), enable the av-
erage revenue Vi to be computed efficiently and quickly.
When that is done for different sets of parameter values, it
becomes clear that Vi is a unimodal function of Ki. That
is, it has a single maximum, which may be at Ki = ∞
for lightly loaded systems. We do not have a mathematical
proof of this proposition, but have verified it in numerous
numerical experiments. That observation implies that one
can search for the optimal admission threshold by evaluat-
ing Vi for consecutive values of Ki, stopping either when
Vi starts decreasing or, if that does not happen, when the
increase becomes smaller than some . Such searches are
typically very fast.
Thus, having chosen a dynamic server allocation policy,
we obtain a dynamic job admission policy as follows:
• For each job type i, whenever its server allocation ni
changes, compute the ‘best’ admission threshold, Ki,
by carrying out the search described above.
We put quotation marks around the word ‘best’, because
that threshold may not be optimal if the exponential as-
sumptions are violated. This admission policy can be ap-
plied in any system but is, in general, a heuristic.
We have chosen to introduce one exception to the above
rule: if the allocation policy is greedy, and ni changes be-
cause a server has been temporarily allocated to pool i as a
result of not being needed elsewhere, then the thresholdKi
is not recalculated. The rationale is that such a server may
have to return to its original pool soon, so type i admissions
should not be relaxed.
Note that, whenever ni = 0 for some job type, then
Ki = 0, i.e. jobs of that type are not accepted. If that is
undesirable for reasons other than revenue, then either the
allocations or the thresholds can be adjusted appropriately.
In our implementation, if there has been at least one arrival
of type i during the current window, the resource allocator
tries to assign at least one server to pool i for the next win-
dow.
3.2 Optimal server allocation
Rather than using a heuristic server allocation policy, one
might wish to determine the ‘optimal’ server allocation at
the end of each window. The problem can be formulated as
follows.
For a given set of demand and economic parameters (the
former are estimated from statistics collected during the
window), find a server allocation vector, (n1, n2, . . . , nm),
n1 + n2 + . . . + nm = N , which, when used together
with the corresponding optimal admission threshold vector
(K1,K2, . . . ,Km), maximizes the total average profit (2).
One way of achieving this is to try all possible server al-
location vectors. For each of them, compute the correspond-
ing optimal thresholds, evaluate the total expected revenue
V , and choose the best. This exhaustive search method is
feasible only when N and m are small. The complexity
of determining the optimal vector (K1,K2, . . . ,Km) for a
given vector (n1, n2, . . . , nm) is on the order of the number
of services, O(m). Hence, the complexity of the exhaustive
search is on the order of O(sm), where s is the number of
different ways that N servers can be partitioned among m
pools (e.g., see [14]):
s =
(
N +m− 1
m− 1
)
. (15)
That number grows quite rapidly with N andm.
When the exhaustive search is too expensive to be per-
formed on-line, we propose a fast method for minimizing
the cost. This can be justified by arguing that the rev-
enue is a concave function with respect to its arguments
(n1, n2, . . . , nM ). Intuitively, the economic benefits of giv-
ing more servers to pool i become less and less significant
as ni increases. On the other hand, the economic penalties
of removing servers from pool j become more significant as
nj decreases. Such behaviour is an indication of concavity.
One can therefore assume that any local maximum reached
is, or is close to, the global maximum.
A fast search algorithm suggested by the above observa-
tion works as follows.
1. Start with some allocation, (n1, n2, . . . , nM ); a good
initial choice is provided by the Observed Loads
heuristic.
2. At each iteration, try to increase the revenue by
performing ‘swaps’, i.e. increasing ni by 1 for
some i and decreasing nj by 1 for some j (i, j =
1, 2, . . . ,m ; i 6= j). RecomputeKi andKj .
3. If no swap leads to an increase in V , stop the iterations
and return the current allocation (and the correspond-
ing optimal admission thresholds).
There are different ways of implementing step 2. One
is to evaluate all possible swaps (there are m(m − 1) of
them) and choose the best, if any. Another is to stop the
current iteration as soon as a swap is found that improves
the revenue, and go to the next iteration. In the worst case
this would still evaluatem(m−1) swaps, but in general the
number would be smaller. The trade-off here is between the
speed of each iteration and the number of iterations. Exper-
iments have shown that the second variant tends to be faster
than the first (but not always).
An algorithm of the above type reduces drastically the
number of partitions that are examined. Its worst-case com-
plexity is on the order of O(zm2), where z is the number
of iterations; the latter is typically small. For example, in
a system with N = 50, m = 5, the fast search algorithm
found the optimal configuration in less than 0.5 seconds,
whereas the exhaustive search took about 0.5 hours!
We have found some examples where the fast search
algorithm terminates at a local maximum rather than the
global one. However, those examples are rare and can be
described as ‘pathological’: they involve situations where
the globally best policy is to allocate 0 servers to a pool
and not accept any jobs of that type. Even in those cases,
the local maxima found by the algorithm provide acceptable
revenues.
The fast search algorithm can be performed dynamically,
at the end of each window, instead of applying a heuristic
server allocation policy. When N and m are large, it is
also possible to apply a ‘compromise solution’ whereby the
number of iterations is bounded (e.g., no more than 5 iter-
ations). The resulting policy may be sub-optimal, but any
improvements will be obtained at a small run-time cost.
The dynamic optimization was implemented in one of
the experiments described in the next section.
4 Numerical and empirical results
Several experiments were carried out, with the aim of
evaluating the effects of the server allocation and job ad-
mission policies that have been proposed. To reduce the
number of variables, the following features were held fixed:
• The QoS metric is the response time,W .
• The obligations undertaken by the provider are that
jobs will complete within twice their average required
service times, i.e. qi = 2/µi.
• All penalties are equal to the corresponding charges:
ri = ci (i.e., if the response time exceeds the obliga-
tion, users get their money back).
Unless otherwise stated, the arrival processes are Poisson
and the service times are distributed exponentially. How-
ever, there will be experiments with clustered arrivals and
with non-exponential service times.
The first experiment is purely numerical. It examines
the effect of the admission threshold on the achievable rev-
enue. A single service is offered on a cluster of 10 servers
(N = 10, m = 1). The average job length and the charge
per job are 1/µ = 1.0 and c = 100.0, respectively. The
results are shown in Figure 2, where the revenue earned,
V , is plotted against the admission threshold, K, for three
different arrival rates.
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Figure 2. Revenue as function of admission
threshold
N = 10,m = 1, µ = 1.0, c = r = 100
The figure illustrates the following points, of which the
last is perhaps less intuitive than the others.
(a) In each case there is an optimal admission threshold.
(b) The heavier the load, the lower the optimal threshold
but the higher the maximum achievable revenue.
(c) The heavier the load, the more important it is to operate
at or near the optimum threshold.
Thus, when λ = 8.0, the optimal admission threshold is
K = 18; however, much the same revenue would be earned
by setting K = 10 or K = ∞. When the arrival rate is
λ = 8.8, about 10% higher revenue is obtained by using
the optimal threshold of K = 17, compared with the worst
one of K = ∞. When the arrival rate increases further
to λ = 9.6, the revenue drops very sharply if the optimal
admission threshold ofK = 16 is exceeded significantly.
In the next experiment, a 20-server system with 2 types
of service was subjected to fluctuating demand controlled
by a single parameter, λ. During a period of time of length
1000, jobs of type 1 and 2 arrive at rates λ1 = λ and
λ2 = 10λ, respectively. Then, during the next period of
length 1000, the arrival rates are λ1 = 10λ and λ2 = λ, re-
spectively; and so on. The average service times for the two
types are equal, 1/µ1 = 1/µ2 = 0.8, as are the charges,
c1 = c2 = 100.
The aim is to compare the revenues that would be earned
by three operating policies, assuming that the demand pa-
rameters did not have to be estimated. The first is the op-
timal policy, obtained by exhaustive search of all possible
server allocations and the corresponding admission thresh-
olds. The second is, essentially, the Measured Loads heuris-
tic (except that no windows are necessary because the loads
are given). The third policy uses the same server alloca-
tions as the heuristic, but does not restrict admissions (i.e.,
K1 = K2 = ∞). In all cases, it is assumed that, at the
beginning of every new period, the demand parameters be-
come known instantaneously, so that the server allocations
and admission thresholds can be computed and applied dur-
ing that period. This experiment was carried out by simula-
tion.
In Figure 3, the total revenue earned per unit time by
the three policies is plotted against the offered load (which
is equal to 11λ/µ1), expressed as a percentage of the sat-
uration load. The near-optimality of the heuristic is rather
remarkable. In contrast, the revenues earned by the unre-
stricted admission policy increase more slowly, and then
drop sharply as the load becomes heavy. This example
demonstrates that, by itself, a sensible server allocation is
not enough; to yield good results, it should be accompanied
by a sensible admission policy.
All subsequent experiments were carried out on the
SPIRE system. Jobs were generated, queued and executed
on real servers; messages were sent and delivered by a real
network. Random interarrival intervals were generated by
client processes and random service times were generated
at the server nodes.
SPIRE has been implemented in Java and deployed on
Apache Axis2 1.1.1. Nodes exchange SOAP messages over
HTTP using WS-Addressing [16]. The cluster is composed
of machines running Linux version 2.6.14 and intercon-
nected via a Gbps ethernet. The load generator is a pro-
cess running on a separate computer. The connection be-
tween that client and the controller is provided by a 100
MBps Ethernet network. The average round trip time be-
tween nodes and the controller is 0.258 ms, while the one
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Figure 3. Policy comparisons: revenue as
function of load
N = 20, µi = 0.8, ci = ri = 100
between the client and the controller is 0.558 ms (never-
theless, since both the servers and the network are shared,
unpredictable delays due to other users are possible).
Except where indicated explicitly, the ‘conservative’ ver-
sions (see Section 3) of the server allocation policies are
used.
In the following two examples, a 20-server system pro-
vides two types of services. The arrival rate for type 1 is
kept fixed, at λ1 = 0.2, while λ2 takes different values
ranging from 0.4 to 1.8. The average service times for the
two types are 1/µ1 = 50 and 1/µ2 = 5 respectively (i.e.,
type 1 jobs are on the average 10 times longer than type 2).
Thus, the offered load of type 1 is 10, while that of type
2 varies between 2 and 9; the total system load varies be-
tween 60% and 95%. The charges for the two types are
equal: c1 = c2 = 100.
Three operating policies are compared: (a) A ‘Static Or-
acle’ policy which somehow knows the values of all param-
eters. At time 0 of each run, it uses the Measured Loads
heuristic to compute the server allocations n1 and n2, and
the admission thresholds K1 and K2; thereafter, the con-
figuration remains unchanged. (b) The dynamic Measured
Loads heuristic. The windows which separate consecutive
reconfiguration decisions are defined so that a total of J jobs
(of all types) arrive during a window. That parameter may
take different values. (c) The dynamic Measured Queues
heuristic. Same definition of a window.
For both dynamic heuristics, at the start of a run, before
any statistics have been collected, servers are allocated on
demand as jobs arrive; the initial admission policy is to ac-
cept all jobs (i.e.,Ki =∞).
Clearly, the Static Oracle policy could not be used
in practice, since the demand parameters are not usually
known in advance; it is included here only for purposes of
comparison.
The average revenues obtained per unit time are plotted
against the arrival rate for type 2, λ2. Each point represents
a separate system run, during which at least 1000 jobs of
type 1 are processed (the number of type 2 jobs is larger,
and increases with λ2). In the case of the Observed Queues
heuristic, the corresponding 95% confidence intervals are
also shown. Those for the other policies are omitted in or-
der not to clutter the graphs; they confirm the well-known
observation that the confidence intervals tend to grow with
the load.
Figures 4 and 5 illustrate the behaviour of the system for
two different window sizes, J = 30 and J = 150 jobs,
respectively.
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Figure 4. Dynamic policies in SPIRE: window
size 30 jobs
N = 20, λ1 = 0.2, µ1 = 0.02, µ2 = 0.2, ci = ri = 100
When the window size is small, the dynamic Measured
Loads heuristic performs slightly worse than the other two
policies. This is probably due to the fact that the arrival
and service rate estimates obtained during each window are
not sufficiently accurate. The Measured Queues heuristic
appears to react better to random changes in load.
The effect of increasing the window size to 150 jobs
is not very pronounced. The Measured Loads heuristic is
now, if anything, slightly better than the Measured Queues
heuristic, and both sometimes outperform the Static Oracle
policy. However, the differences are not statistically signif-
icant. Corresponding points are mostly within each other’s
confidence intervals.
It is perhaps worth mentioning that the relative insensi-
tivity of the system performance with respect to the window
size is, from a practical point of view, a very good feature.
It means that the decision of what window size to choose is
not too critical.
In the next several experiments, the arrival process of
type 2 is no longer Poisson, but consists of bursts. More
precisely, the observation period is divided into alternating
periods of lengths 180 seconds and 60 seconds, respectively.
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Figure 5. Dynamic policies in SPIRE: window
size 150 jobs
N = 20, λ1 = 0.2, µ1 = 0.02, µ2 = 0.2, ci = ri = 100
During the longer periods, λ2 = 0.4 jobs/sec, while dur-
ing the shorter periods it is about 12 times higher, λ2 = 5
jobs/sec. The other demand parameters are the same as be-
fore. Note that if the higher arrival rate was maintained
throughout, the system would be saturated.
Figure 6 illustrates the revenues obtained by the Mea-
sured Loads and Measured Queues heuristics, for three dif-
ferent window sizes. For purposes of comparison, an Oracle
policy which knows the values of all parameters and makes
optimal allocations at the beginning of each period was also
evaluated. Its performance is of course independent of the
window size.
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As might be expected in view of the highly variable de-
mand, shorter windows are now significantly better than
long ones. We also note that the the Measured Loads
heuristic consistently outperforms the Measured Queues
one. However, the differences are not large. The largest dif-
ference between the two heuristics is about 5%; the largest
loss of revenue due to using a window whose size is too
large is about 20%. Moreover, the revenues achieved by
both heuristics are within about 75% of the ideal (and unre-
alizable) revenue of the Oracle policy.
To examine the effect of applying different charges
to different services, the experiment was re-run with the
same demand parameters, but doubling the charge (and the
penalty) for type 1 jobs: c1 = 200, c2 = 100. Note that
this change does not affect the allocation heuristics (since
αi = ri/ci = 1), but it may affect the admission policies.
The results are shown in Figure 7.
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Figure 7. Bursty arrivals: different window
sizes; unequal charges
N = 20, λ1 = 0.2, µ1 = 0.02, µ2 = 0.2, c1 = 200, c2 = 100
The behaviour we observe is similar to that in Figure 6.
Revenues are higher, in line with the increased charges for
type 1 jobs. Again, shorter windows are better than longer
ones, but not by much. It is a little surprising that the Mea-
sured Queues heuristic now appears to outperform the Mea-
sured Loads one. However, the differences are rather small;
the corresponding points are well within each other’s con-
fidence intervals. Both policies achieve at least 70% of the
Oracle’s revenues.
It is interesting to observe the effect of replacing the con-
servative versions of the allocation policies with the greedy
ones (i.e., unused servers are temporarily reallocated to
other pools before the end of the current window).
Figure 8 shows that there is a marked improvement in the
performance of both heuristics. The revenues they achieve
are now within about 90% of those of the Oracle policy.
The Measured Queues heuristic still outperforms Measured
Loads, but only slightly. More importantly, both policies are
now even less sensitive with respect to the window size. The
relative differences between the best and the worst average
revenues are less than 5% (the confidence intervals are quite
large, but that is explained by the variability of demand).
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To get a better idea of why conservative policies are af-
fected to a greater extent by window sizes, consider Fig-
ure 9, which traces the behaviour of a system similar to
the one in Figure 6 (the bursts are less pronounced here;
λ2 = 1.8 during burst periods). The top part of the figure
shows the arrivals (each point represents the average num-
ber of type 2 arrivals per second during a 10-second inter-
val). The two plots in the second part describe how many
servers were allocated to type 2 by the Observed Queues
heuristic, using windows of 30 and 150 jobs, respectively
(n1 = 20 − n2). The third part gives a similar description
for the Observed Loads heuristic. It is very clear from the
figure that the smaller window size enables both heuristics
to react better to the bursts in load.
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Figure 9. Dynamic server allocation
N = 20, λ1 = 0.2, µ1 = 0.02, µ2 = 0.2, c1 = c2 = 100
The reason why the greedy versions of the heuristics are
less affected by the window size is that a ‘wrong’ server
allocation can be adjusted as soon as its symptoms appear,
without waiting for the end of the window.
Another aspect of system performance is the rejection
rate, i.e. the total average number of jobs that are not ad-
mitted into the system, per unit time. We have concentrated
on revenue, but this metric may be of interest in some cir-
cumstances. Some of the traces of rejections caused by the
conservative and greedy versions of the Measured Loads
heuristic are illustrated in Figure 10, for the same parame-
ters as in Figure 6.
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and greedy policies
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The top part of Figure 10 shows the bursts of type 2 ar-
rivals, while the bottom part displays the numbers of rejec-
tions per second under the two versions of the policy. It
is very noticeable that the greedy policy rejects fewer jobs
than the conservative one. The ‘ideal’ rejection rate of the
Oracle policy is also shown for comparison; that rate is not
achievable.
The next experiment departs from the assumption that all
service times are distributed exponentially. Now the service
time distributions are two-phase hyperexponential. Type 1
jobs have mean 32.9 with probability 0.7 and mean 90 with
probability 0.3; the overall average service time is 50 sec-
onds, as before. The corresponding parameters for type 2
are mean 3.71 with probability 0.7, and mean 8 with prob-
ability 0.3; the overall average service time is 5 seconds.
These changes increase the variances of the service times,
while preserving the averages. A window size of 150 jobs
was used. Note that the Measured Loads heuristic for allo-
cating servers is not affected significantly, since it is based
on averages only. However, one might expect that the ad-
mission decisions will now be ‘wrong’ more often (since
the thresholds are still calculated assuming exponentially
distributed service times), and that the revenues will drop
as a consequence.
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Figure 11. Hyperexponential service time dis-
tribution
N = 20, λ1 = 0.2, c1 = c2 = 100
In fact, Figure 11 shows that this is not the case. Not only
have the revenues not decreased, compared with those ob-
tained when the distribution is exponential, but they have in-
creased slightly. In other words, the procedures for making
admission decisions under both heuristics are sufficiently
robust to cope with violations of the distributional assump-
tions. The slight increases in revenue are probably ex-
plained by a reduction in the penalties paid (because most
jobs are shorter).
The aim of final experiment is to evaluate the extent to
which revenues can be improved by carrying out the dy-
namic optimization described in Section 3.2, rather than us-
ing a heuristic allocation policy. The usual 20-server cluster
now offers 3 types of services, with average service times
1/µ1 = 40, 1/µ2 = 10 and 1/µ3 = 4, respectively. The
arrival rates for types 1 and 2 are fixed, at λ1 = 0.175 and
λ2 = 0.6, while that of type 3 increases from λ3 = 0.25
to λ3 = 1.5. Thus, the total offered load is increased from
moderate, 14, to heavy, 19. The charge/penalty values differ
between the three types: c1 = r1 = 500, c2 = r2 = 250,
c3 = r3 = 100.
The ‘Optimal’ policy estimates the demand parameters
during each window and uses the fast search algorithm of
Section 3.2 to find the optimal allocations and thresholds
that will apply during the next window. The resulting rev-
enues are compared, in Figure 12, with those of the Mea-
sured Loads heuristic which in this case allocates servers in
proportion to the observed loads λi/µi (and then computes
the best thresholds).
This experiment confirms that it is feasible to search
for the optimal configuration on-line: the fast search algo-
rithm took about 30 milliseconds at the end of each window.
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That policy does yield consistently higher revenues than the
heuristic. On the other hand, we also note that the relative
improvement is not very great; it is on the order of 5% or
less. One could therefore interpret these results also as a
confirmation that the Measured Loads heuristic is a pretty
good policy for the control of a service provisioning sys-
tem.
5 CONCLUSIONS
This paper examines the market in computer services. It
introduces (a) a quantitative framework where performance
is measured by the average revenue earned per unit time,
and (b) a middleware platform that provides an appropri-
ate infrastructure. We have demonstrated that policy deci-
sions such as server allocations and admission thresholds
can have a significant effect on the revenue. Moreover,
those decisions are affected by the contractual obligations
between clients and provider in relation to the quality of
service.
Dynamic heuristic policies for server allocation and job
admission have been proposed and shown to perform well.
Indeed, there is some evidence that they are close to opti-
mal. An important feature from a practical point of view
is that these heuristics are not very sensitive with respect to
the window size that is used in their implementation. More-
over, they are able to cope with bursty arrivals and non-
exponential service times.
The Measured Queues heuristic appears to offer no sig-
nificant performance advantage, compared to the Measured
Loads heuristic. Since the estimation of arrival rates and av-
erage service times is in any case necessary for the compu-
tation of admission thresholds, one could ignore the queue
sizes and operate just the Measured Loads heuristic.
The following are some directions for future research.
1. Relax the Markovian assumptions used in computing
the admission thresholds. This would probably imply
abandoning the exact solutions and seeking approxi-
mations.
2. Rather than operating an admission policy, one might
have a contract specifying the maximum rate at which
users may submit jobs of a given type, and then be
committed to accepting all submissions. The question
would then arise as to what that maximum rate should
be.
3. It may be possible to share a server among several
types of services. Then one would have to consider dif-
ferent job scheduling strategies, e.g., preemptive and
non-preemptive priorities, Round-Robin, etc.
4. System reconfigurations, such as switching a server
from one type of service to another, may incur non-
negligible costs in either money or time. Taking those
costs into account would mean dealing with a much
more complex dynamic optimization problem.
All of the above avenues, and possibly others, are worth
pursuing. In addition, if this methodology is to be applied
in practice, it may be necessary to carry out some market
research. It would be useful to discover what kind of re-
sponse time or waiting time obligations the users might ask
for, and how much they would be willing to pay for them.
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