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ABSTRACT
The goal of this paper is to quantify the effect that increases in home internet access had
on the print newspaper subscriber retention for an anonymous newspaper during the years
1998 through 2003. Using weekly, subscriber-level transaction data from the newspaper
and internet usage statistics from the Current Population Survey Internet and Computer
Use Supplements, a discrete-time duration model is used to estimate the effect that home
internet access had on the probability of a current subscriber canceling her subscription. I
find that on average, increasing the probability of internet access from the 10th to the 90th
percentile value increases the probability of a customer canceling her subscription in a
given month by 50.5%. The same increase in internet probability also reduces the
probability of continuing a subscription for longer than 167 months from 0.736 to 0.597
on average.
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SECTION ONE
INTRODUCTION

This paper aims to examine the effect that increases in the use of internet to gather
news information has had on the print newspaper industry. As consumers become
accustomed to using computers and the internet, the appeal of obtaining news
information without the price of a subscription will attract them away from print
newspapers. For many people, the internet is an unacceptable substitute for reading a
print newspaper due to the strain on the eyes from reading on a computer screen. But for
many others their demand for information is satisfied just as well from either an online or
print newspaper.
Home internet access is constantly on the rise. According to the Pew Research
Center (2010), home internet access for the general population in the United States has
risen from 14% in 1995 to 73% in 20101. This percentage includes all United States
adults (at least 18 years old) that at least occasionally access the internet from home,
work, or school. In contrast, newspaper readership has been on the decline. Figures 2, 3,
and 4 display graphs of newspaper readership from 1998 to 20032. The percent of
households who received a newspaper every day dropped from a high of 59% in 1998 to
54% in 2003. Similarly, the percent of households who received a Sunday newspaper
dropped from 68% to 63%. Figure 3 shows that when the readership trend is
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
"!See Figure 1 for a graph of this internet usage trend. Data obtained from Pew Research Center’s Internet
& American Life Project. <http://www.pewinternet.org/Trend-Data/Internet-Adoption.aspx>.
#!Data obtained from Newspaper Association of America, utilizing data from Scarborough Research Top
50 Market Report 1998-2007. <http://www.naa.org/trendsandnumbers/readership.aspx>.
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differentiated by age, consumers who are younger than 35 years old have a lower
readership, and the percentage of younger consumers that purchase a newspaper is
declining more rapidly, from a high of 59% in 1998 to a low of 50% for the Sunday
newspaper. On average, consumers with a college degree are more likely to own a
newspaper subscription. The rate of decline is also slightly higher for consumers with a
college degree, with the biggest decline occurring in the Sunday edition from a high of
77% to a low of 69%.
Much of the existing literature has examined how internet penetration has affected
aggregate newspaper circulation trends. Lisa George (2008) finds evidence that internet
access is more likely to attract young, educated, urban, and white individuals away from
print newspapers. She also finds that because of this change in the readership audience,
newspapers in markets with higher internet penetrations are more likely to cover topics
that appeal to Hispanic and black subscribers, such as immigration and diversity. In
Matthew Gentzkow’s (2007) paper on valuing new goods with complementarity, he
applies his model to the print and online editions of the Washington Post and finds that
the two are substitutes, although they appear to have a positive relationship at first glance
due to unobserved consumer heterogeneity. He finds that the relationship turns negative
as expected in the full model that controls for consumer demographics.
This paper will take a different approach by examining how differences in home
internet usage affect print newspaper subscriber retention at the subscriber level. Instead
of analyzing aggregate newspaper trends, I will determine how internet access affects the
probability of a customer canceling an existing newspaper subscription. Using
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subscriber-level newspaper transaction data and internet usage statistics from the Current
Population Survey Internet and Computer Use Supplements, a discrete-time duration
model is used to determine how the probability of canceling a subscription is affected by
home internet access and other subscriber demographics. I find evidence that a higher
probability of internet access has a statistically significant positive effect on the
probability of canceling a subscription. Subscribers with a college degree and short-term
subscribers are the most internet sensitive in that a higher probability of home internet
access differentially attracts these types of subscribers away from a print newspaper
subscription.
The paper will continue as follows. Section two describes the data sources that are
used for the empirical analysis. Section three briefly outlines the discrete-time duration
model that is used in the analysis. The model is the same one that is described by Allison
(1982), where he demonstrates that the probability of some event occurring can be
estimated using a standard logit model. Section four describes and analyzes the empirical
results of the model, and section five provides concluding remarks in regards to the
analysis.
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SECTION TWO
THE DATA

Two sources are utilized in this analysis: consumer-level transaction data from a
large metropolitan newspaper (that will remain anonymous) and the Current Population
Survey Internet and Computer Use Supplements for the years 1998, 2000, 2001, and
2003. The dataset provided by the newspaper is weekly, subscriber-level transaction data
for the years 1998 through 2003. It contains the price of the subscription, the frequency
of delivery per week for each subscriber, and the term length of payment. The newspaper
data also provides an indicator variable if the subscriber participates in the EasyPay
program, which automatically deducts payment for the subscription from his bank
account. It is hypothesized that subscribers who participate in this program are less likely
to cancel their subscriptions than those who do not because they do not have to actively
make payments for the subscriptions, as well as the fact that subscribers who participate
in this program would not have signed up if they did not plan to keep the subscription for
an extended period of time.

Nielsen Claritas PRIZM Segments
Unfortunately, the dataset does not contain raw demographic data. The
subscribers are instead encoded into 66 different customer segments according to the
Nielsen Claritas PRIZM classification. Claritas, Inc., developed this segmentation system
to improve marketing effectiveness and was later acquired by The Nielsen Company, a
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marketing and advertising research firm. The PRIZM classification is based on a tree
partitioning system that divides households into different segments based on
characteristics that affect consumer behavior. For instance, one behavior of interest could
be “owning a mutual fund.” Predictor variables are then analyzed to determine which
create the largest division in the behavior. For owning a mutual fund, income is probably
the largest factor, so the consumers will be divided into two main categories, say,
“income less than $50,000 per year” and “income greater than $50,000 per year” which
produce the greatest divide in ownership of a mutual fund. The larger category is then
similarly split by a different predictor variable, such as age, and the process is repeated
for all relevant variables. The six predictor variables employed by the PRIZM system are
income, age, presence of children, marital status, home ownership, and urbanicity. Using
a process that Nielsen Claritas named Multivariate Divisive Partitioning, this process is
extended to simultaneously optimize across 250 distinct behaviors3.
The 66 segments are divided into 14 primary “Social Groups” and 11 “Lifestyle
Groups.” For example, the social group “Elite Suburbs” consists mainly of highly
educated, affluent, suburban families. The lifestyle group “Striving Singles” consists of
low-income, young, single consumers. Each of the 66 segments is assigned to one social
group and one lifestyle group.

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
$!For more information on each of the 66 Nielsen Claritas PRIZM segments, visit
<http://www.claritas.com/MyBestSegments/Default.jsp?ID=30&SubID=&pageName=
Segment%2BLook-up>.
For more information on the Nielsen Claritas PRIZM methodology, visit
<http://www.tetrad.com/demographics/usa/claritas/prizmne.html>.!
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The three PRIZM demographic variables that are of interest for this paper are age,
income, and education. Unfortunately, this classification system does not always produce
mutually exclusive segments, so there will be some overlapping of categories. However,
based on the PRIZM segment and the associated social and lifestyle group, an expected
value for each of the demographics can be obtained. For instance, the PRIZM system
differentiates between seven age ranges. Some of these age ranges overlap, but Nielsen
Claritas also groups these seven age ranges into four main age categories. Based on the
age ranges and the four classifications, I have consolidated the age variable into a single
dummy variable that indicates whether the subscriber is most likely older or younger than
35 years old.
Table 1: PRIZM Age Classifications
PRIZM Name

Age Range

Classification

Younger
Younger
Middle Age
Middle Age
Older
Older
Mature

25-44
<35
35-54
<55
45-64
55+
65+

Young==1
Young==1
Young==0
Young==0
Young==0
Young==0
Young==0

Notes: Third column is the classification used
for the analysis in this paper.

Similarly, there are no hard boundaries on income within the segments, so I have
consolidated the income classifications into an indicator variable that equals one if the
median family income for the PRIZM segment is greater than or equal to $75,000 per
year. The median income statistics were obtained from the Nielsen Claritas (2009)
“Segment Look-up” for the year 2009 and adjusted to the year 2000 by the June values of
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the Consumer Price Index (U.S. Department of Labor, Bureau of Labor Statistics, 2011).
I have also created a dummy variable that equals one if the majority of the people in that
PRIZM group have at least a college degree. Another complication that arises in respect
to the education variable is that education is not actually one of the demographics that is
used to predict consumer behaviors. However, based on the other demographics, it is
known what education level is representative of each PRIZM segment. Another
unfortunate consequence of the PRIZM segmentation is that most of the segments are
composed of many different races, so a race variable is not included in the analysis. After
a value for each of the three variables of interest is assigned to each PRIZM code, these
variables are merged into the newspaper dataset and used as the expected age, income,
and education for each subscriber.

Current Population Survey Internet and Computer Use Supplements
The newspaper dataset does not contain information on whether the subscriber
has internet access in his home, so internet access statistics are obtained from the Current
Population Survey Internet and Computer Use Supplements (hereafter, “CPS”) (U.S.
Census Bureau, 2003) that were published in December 1998, August 2000, September
2001, and October 2003. The survey question of interest varies slightly between years. In
1998 and 2000, the question asks, “Does anyone in this household use the internet from
home?” In the 2001 and 2003 surveys, the question asks, “Does anyone in this household
connect to the internet from home?” I do not expect that this slight wording change will
affect the reliability of the survey. The other sample demographics that are used from the
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CPS data are age, family income, and education. The survey asks for the exact age of the
respondent, which this paper groups into an indicator variable. Due to the wording of the
internet usage question (“Does anyone in this household…”), if any individual in the
household is less than 35 years old, each member of that household is assigned a value of
one for Young, and zero otherwise4. The survey asks for the combined income of all
related family members living in the same household for the past 12 months, with 14
different categories up to $75,000 per year or more. These categories are consolidated
into an indicator variable for either greater than or equal to $75,000 per year to signify
high-income families. An indicator variable is also included that equals one if anybody in
the respondent’s family has a degree from a four-year college or greater.
Because the newspaper dataset does not contain information on internet usage, I
determine the proportion of residents in the CPS sample that have internet access in the
home according to the relevant demographics of age, family income, and education, and
use this metric as a measure of probability of home internet access for the subscribers.
See Table 2 for the internet access percentages by demographic for the metropolitan area
size class of 500,000 to 999,999 residents, which is the population of interest (see next
paragraph for why this is the case). Consistent with the Pew Research Center data, the
overall percentage of households with home internet access rose from 33% in 1998 to
63% in 2003. This trend holds across demographics as well. Respondents with a college
degree are much more likely to have home internet access than those with lower levels of
education. Households with an income of at least $75,000 per year are more likely to
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
4

See Appendix B for a full listing and description of every variable used in this paper.
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have home internet access than those with less income. Respondents that are younger
than 35 years old are more likely to have home internet access than those that are older.

Age

Income

Education

Table 2: Internet Percentages by Demographic
1998

2000

2001

2003

At most
some college

0.22
6688

0.36
6352

0.47
7560

0.51
7100

College
Degree

0.52
3627

0.69
3724

0.81
4382

0.83
4472

< $75,000

0.25
8255

0.39
7623

0.50
8797

0.53
8326

$75,000 +

0.62
2060

0.76
2453

0.86
3145

0.89
3246

< 35 Years

0.38
6782

0.55
6602

0.68
7844

0.70
7555

35 Years +

0.21
3533

0.34
3474

0.45
4098

0.50
4017

0.32
10315

0.48
10076

0.60
11942

0.63
11572

Total

Notes: Within each cell, the italicized number is the fraction with home
internet access. The number below is the number of respondents for that
category.

The sample size of the city that is the headquarters for the newspaper is relatively
small, so I extended the sample to all of the metropolitan areas that are classified into the
same metropolitan area size class as the newspaper’s city—metropolitan areas with
population ranges from 500,000 to 999,999 inhabitants. This increases the sample from
approximately 800 observations to 43,905 observations. The increased sample is
important in estimating the internet percentages, because with three binary variables
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across four years, there are 32 (= 23 x 4) different demographic groups, resulting in an
average group size of approximately 25 observations for the smaller sample, with some
as low as 10. The increased sample results in an average group size of 1372 observations,
so we should get a more accurate estimate of the percentage of people in that group with
home internet access. To estimate how internet usage in the anonymous city of interest
(“Headquarters”) differs from other cities in this metropolitan size group, we can regress
internet usage on the relevant demographics via a logit model and include a dummy
variable for Headquarters. We wish to estimate:
(1)

P(Internet = 1 | x it , ! t ) =

1
1 + exp("# " $ 'x it " % '! t )

where xit is a vector of demographic characteristics including Young, High Income,
College, and an indicator variable for whether the metropolitan area is Headquarters. The
vector ! t is a column of year dummy variables for the years 2000, 2001, and 2003. The
year 1998 is the excluded dummy variable. The Greek letters ! and " are vectors of
coefficients, and # is a regression constant. To protect the identity of Headquarters, a
90% random sample has been taken of the data so that the results cannot be exactly
replicated. Although the coefficients and standard errors vary slightly, the significance of
the results are the same. See Table 3 for the results of this regression.
Because this is a non-linear regression, care must be taken in interpreting these
coefficients. They cannot simply be taken as the effect of the explanatory variable on the
probability of internet access as in an OLS regression. Because all of the explanatory
variables in this regression are binary, the average effect from any of the variables being
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Table 3: Logit Regression of Home Internet
Access on Demographics
Depdendent Var:
Internet

Regression
Coefficient

Average
Partial
Effect

Young

0.850
(0.024)**

0.167
(0.042)

College

1.117
(0.026)**

0.229
(0.047)

High Income

1.277
(0.031)**

0.257
(0.052)

Headquarters

0.012
(0.086)
0.744
(0.034)**

0.002
(0.001)
0.139
(0.043)

Year 2001

1.310
(0.033)**

0.245
(0.073)

Year 2003

1.443
(0.034)**

0.270
(0.079)

Constant

-2.094
(0.033)**

Log-likelihood
N

-22365.718
39452

Year 2000

Notes: Standard errors in parentheses.
** denotes significance at the 1% level.

assigned a value of one can be determined by calculating:
n

(2)

n !1 $ {"(#̂ 0 +#̂1 xi,1 + ... + #̂ k !1 xi, k !1 + #̂ k ) ! "(#̂ 0 + #̂1 xi,1 + ... + #̂ k !1 xi, k !1 )}
i =1

where !ˆ k is the parameter estimate of interest and $(%) is the logistic function defined in
Equation (1). This is the average partial effect, which is simply the partial effect of !ˆ k for

11

each observation averaged over n observations.
Because the Z-score critical value at a 10% confidence level using a two-tailed
test on the null hypothesis that &Headquarters = 0 is 1.645, we fail to reject this hypothesis
because the Wald statistic of 0.140 (= 0.012 / 0.086) is less than 1.645. Therefore, this
regression offers no evidence that individuals living in Headquarters are more likely to
have home internet access than the other metropolitan cities. All of the other coefficients
and average partial effects reported are consistent with what would be expected based on
the summary statistics presented in Table 2, and they are all significant at the 1% level
with the exception of Headquarters.

Newspaper Transaction Data
The newspaper dataset contains weekly, subscriber-level transaction data for the
years 1998 through 2003. It includes subscribers that began their subscriptions during or
after 1990 that have kept their subscriptions until at least 1998. Subscribers that canceled
before 1998 are not included in the dataset. Each subscriber in the dataset has an
observation for each transaction that has occurred. These include a transaction for starting
the subscription, a change in the price of the subscription, change of delivery status,
stopping the subscription, etc, as well as the date of the transaction. However, many
subscribers stop their subscriptions frequently, only to restart them soon after. This can
happen for a variety of reasons, mostly due to vacations, so it is important to properly
define what constitutes a permanent stop. Also, some subscribers forget to pay their bills,
but then pay and restart, yet the newspaper codes this as a stop. To account for this, any
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subscriptions that are stopped and restarted within three quarters of a year are not counted
as stops. If the subscriber stops for more than three quarters of a year and restarts, the
second subscription period is omitted from the analysis.
Table 4: Subscriber Stop Percentages
Start Year

Stop
Freq.

Subscriber
Percentage

Number of
Subscribers

1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003

0.132
0.143
0.160
0.154
0.178
0.208
0.221
0.270
0.159
0.157
0.179
0.182
0.163
0.091

0.018
0.020
0.025
0.027
0.033
0.034
0.046
0.063
0.150
0.147
0.128
0.106
0.095
0.109

>1000
>1000
>1000
>1000
>1000
>1000
>1000
>5000
>5000
>5000
>5000
>5000
>5000
>5000

Notes: The first column displays the percentage of
subscribers that stopped their subscription according to the
year in which the account was started. Column two displays
the percent of subscribers that started in that year in relation
to the years 1990-2003. Column three displays a lower
bound (to preserve confidentiality) on the number of
subscribers that started in that year that continued a
subscription until at least 1998.

Table 4 displays the percentage of subscribers that canceled their subscriptions at
some point during the years 1998 through 2003, separated by the year in which the
subscription was started. Of the subscribers that started their subscriptions in 1990,
13.2% canceled during the years 1998 through 2003. This is the second lowest of all the
percentages, which makes sense because many of the subscribers that started in 1990 had

13

already canceled before 1998, and are therefore not included in the dataset. The year
2003 has the lowest percentage of cancelations, which also makes sense because many of
those subscribers started their subscriptions within months of the end of the sample
period. The highest cancelation percentage is 27% for subscribers that started in 1997,
one year before the beginning of the analysis period.
Based on the estimated demographics from the PRIZM code, a probability of
internet is merged into the dataset according to the CPS internet percentages for that
demographic group. Internet probabilities are then interpolated for 1999 and 2002 by
averaging the percentages in the preceding and following years. To account for
heterogeneity in subscribers based on subscription-type preferences, dummy variables are
used for the frequency of delivery, the length of the payment term, and whether or not the
customer is an EasyPay participant. If the subscriber only receives a newspaper on
Friday, Saturday, or Sunday, then he is assigned a value of one for Weekend and zero
otherwise. For subscribers that pay for a subscription in intervals greater than or equal to
26 weeks, a value of one is assigned to the variable Term Long and zero otherwise.
Subscribers that participate in the EasyPay program are assigned a value of one for
EasyPay and zero otherwise. See Table 5 for summary statistics of these variables across
years. Very few subscribers participate in the EasyPay program, with a high of 2.58% of
customers in 2003. It is hypothesized that EasyPay subscribers will be less likely to
cancel their subscriptions; however, the effect of this on revenues will be small due to the
small percentage of EasyPay subscribers. Approximately 30% of subscribers only receive
a newspaper on the weekend. Only 15% of subscribers pay for their subscriptions in
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terms of at least 26 weeks on average. Although not shown in the table, slightly over 50%
of subscribers pay for their subscriptions every four weeks. Approximately 62% of
subscribers have a college degree, which is a much higher percentage than the entire
United States population, although it is approximately the same as the percentage for this
metropolitan size class. Slightly more than 27% of subscribers are younger than 35 years
old, and around 29% have a family income of $75,000 per year or more.
Table 5: Subscriber Demographics by Year

EasyPay

No
Yes

Frequency Weekday
Weekend

1998

1999

2000

2001

2002

2003

Mean

97.89
2.11

98.47
1.53

98.76
1.24

98.94
1.06

98.90
1.10

97.42
2.58

98.40
1.60

74.88
25.12

73.49
26.51

74.54
25.46

75.41
24.59

76.04
23.96

74.39
25.61

74.87
25.13

Term

< 26 Weeks
26 Weeks +

84.77
15.23

85.78
14.22

86.30
13.70

86.17
13.83

85.50
14.50

85.96
14.04

85.83
14.17

College

No Degree
Degree

34.59
65.41

36.78
63.22

37.71
62.29

37.73
62.27

37.64
62.36

37.55
62.45

37.26
62.74

< 35
35 +

24.60
75.40

27.51
72.49

28.15
71.85

28.27
71.73

28.07
71.93

27.74
72.26

27.66
72.34

< $75,000
$75,000 +

82.00
18.00

84.01
15.99

84.62
15.38

84.65
15.35

84.44
15.56

84.11
15.89

84.15
15.85

Age
Income

Table 6 shows summary statistics for the continuous variables Internet
Probability, Weekly Price, Price Increase, and Maximum Duration. There is a wide range
of Internet Probability, from a minimum of 0.110 to a high of 0.861, with a mean of
0.522. To protect the identity of Headquarters, Weekly Price has been standardized to one
by dividing each observation by the mean. Also, all prices have been adjusted to 1998
dollars using the June value of the Consumer Price Index (U.S. Department of Labor,
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2011) for each year. The highest weekly price is 2.67 times the mean, and some
subscribers have a weekly price of zero for several months due to free promotional
periods. Price Increase is based on the standardized Weekly Price, so the largest price
increase is 2.366 times the mean weekly price. Although not shown explicity in the table,
approximately 85% of the observations for Price Increase are zero, indicating no change
in price from the previous month. Maximum Duration has a range from zero to 167
months, with a mean of 71.495 and a median of 63, indicating a right skew. Note that this
is different from the Duration variable used in the regressions below. Whereas Duration
denotes the number of months since the start of the subscription, Maximum Duration
denotes the total number of observed months that each customer had a subscription.
Subscribers with a duration of zero started and stopped their subscription within the same
month. Most of the subscribers with a Maximum Duration of 167 months have not yet
canceled their subscriptions, because that is the length of the analysis period. See Figure
5 for a histogram of Maximum Duration.
Table 6: More Summary Statistics
Variable

Median Mean

Std. Dev.

Min

Max

Internet Probability
Weekly Price

0.536
1.043

0.522
1.000

0.205
0.254

0.110
0

0.861
2.673

Price Increase
Maximum Duration

0
63

-0.001
71.495

0.063
36.674

-2.366
0

2.366
167

Notes: Weekly Price normalized to 1.
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SECTION THREE
EMPIRICAL MODEL

Many interesting phenomena in economics are analyzed by examining the period
of time until some event happens, such as how the duration of unemployment is affected
by demographic characteristics. Because of the nature of these issues, special statistical
techniques have been developed to study how the durations are affected by explanatory
variables. Early models of duration analysis focused on continuous distributions of
duration time, but given the discrete nature of many economic datasets, models that take
this discrepancy into account have been developed. As will be explained later, the
subscriber transactions are consolidated into monthly transactions, so this paper will
utilize and briefly review the discrete-time techniques as described by Allison (1982).
In this duration analysis, we will name the event that a customer cancels his
subscription a failure. The time to failure, or survival time, is the duration from the
beginning of a subscription to the cancelation of the subscription and is denoted by a
random variable, T. At any point after starting his subscription and before failing, the
customer is called at risk. Because our analysis only extends to 2003, not all of the
customers will have canceled their subscription by the end of the period of study. If a
customer still has a subscription at the end of 2003, his duration is right censored,
meaning that his exact survival time is unknown, only that T >167 in this case, because
there are 167 months of observation. Left censoring occurs if a subscriber started his
subscription at some unknown time before 1990. Because all of the customers start dates
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are known, there is no left censoring and any use of the word “censoring” will refer to
right censoring.
An important metric in duration analysis is the hazard rate. In discrete-time, this
is the probability of failure at T = t given that the survival time is T ! t, denoted:
(3)

!it = P(Ti = t | Ti " t, x it )

where xit is a vector of explanatory variables. Estimating how the hazard rate depends on
time and other explanatory variables can be accomplished via a logit model:
(4)

!it =

1
1 + exp("# " $ 'x it " % '& t )

where # is a constant, xit is a vector of explanatory variables, and !t is a vector of time
dummy variables so that the hazard rate can vary by time. The Greek letters & and " are
vectors of coefficients. To account for censoring in the data, we define a variable 'i equal
to zero if the ith observation is censored and one if the observation is not censored. Then
the likelihood function can be written as:
n

(5)

L = " [P(Ti = ti )]!i [P(Ti > ti )]1# !i
i =1

where ti is the observed duration of the ith subscriber. Using elementary rules of
probability, we can specify functional forms for the terms of the likelihood function.
(6)

P(Ti = ti ) = !it # (1 " !ij )

(7)

P(Ti > ti ) = $ (1 ! "ij )

j <t

j #t
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Substituting Equations (6) and (7) into (5), performing some algebra, and taking
the natural logarithm produces the log-likelihood function.
n

(8)

n

ti

log L = $ ! i log[ "iti / (1 # "iti )] + $ $ log(1 # "ij )
i =1

i =1 j =1

Equation (8) is sufficient to find estimates of the coefficient parameters by substituting in
Equation (4) and maximizing the log-likelihood, but if we take it one step further by
defining a variable yit that is coded zero for each month the subscriber is at risk and coded
one in the month that the subscriber cancels his subscription, we get the following
equation:
n

(9)

ti

n

ti

log L = ! ! yit log[ "ij / (1 # "ij )] + ! ! log(1 # "ij )
i =1 j =1

i =1 j =1

which is the log-likelihood for a binary dependent variable regression. It can therefore be
easily estimated by existing routines in most data analysis packages.
In the dataset, each subscriber’s transactions are consolidated into monthly
transactions. If a subscriber did not have a transaction in one of the months, then the
values of the covariates are filled in for that month with the values from the last
transaction so that there will be an observation for each month at risk. If a subscriber had
more than one transaction in a month, the values are consolidated differently depending
on the variable. If the variable is continuous (such as Internet Probability, Price, or Price
Increase), then the average of the values is used. If the variable is binary, then the
maximum of the values for the quarter is used. The variable Stop is assigned to each
subscriber and is coded zero for each month the subscriber is at risk and coded one in the
month that the subscriber cancels his subscription.
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To estimate the discrete-time hazard rate, we can use the following model:
(10)

!!!!!

!it = P(Stop = 1 | x it , z it , nit , " t ) =

1
1 + exp(#$ # % 'x it # & 'z it # ' 'nit # ( '" t )

where xit is a vector of consumer demographics that are independent of the newspaper
subscription. These consist of the Internet Probability, Young, College, and High Income.
The vector zit consists of features relating to the newspaper subscription, including
Weekly Price, Price Increase, Duration, Duration^2, Duration^3, Weekend, Term Long,
and EasyPay. Included in the vector nit are interaction terms. Internet Probability is
interacted with Young, College, High Income, EasyPay, Weekend, and Term Long, to
allow for variation in how Internet Probability affects the hazard rate across
demographics with differing demands for information. Weekly Price is interacted with
High Income to allow for differences in price sensitivity across subscribers with differing
incomes. The vector ! t includes year and quarter dummy variables to allow for seasonal
variation and differences across years. The Greek letter # is a constant, and the Greek
letters &, ", (, and ) are vectors of coefficients.
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SECTION FOUR
ESTIMATION RESULTS

This section will begin with an analysis of the coefficients in Table 7. Because it
is the full model that we are interested in, only the signs of the coefficients in the first two
columns of Table 7 will be discussed instead of calculating the partial effects. The nonlinearity of the model makes a direct interpretation of the coefficients difficult—
especially for the interaction terms—so we will calculate the average partial effects for
each of the variables in the full model in order to better interpret the coefficients. We will
also discuss how the mean hazard rates and survivor functions—which will be described
later—differ across demographics.

Regression Coefficients
In the regression with no demographic controls, the coefficient on Internet
Probability is negative, indicating that subscribers with a higher probability of internet
access are less likely to cancel their subscriptions. This seems to contradict our
hypothesis that subscribers with internet are more likely to stop their subscriptions, but as
noted by George (2008) and Gentzkow (2007), this is likely due to the fact that
consumers with internet access probably have a higher demand for information, so it is
expected that this coefficient will become positive once demographic variables are
included to control for consumer heterogeneity. The coefficient on Weekly Price is
negative, which is also counter-intuitive. This is most likely due to price discrimination
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Table 7: Logit Regression of Stops
Dependent Variable:
Stopped

No
Demographic
Demographics
Controls

With
Interactions

Internet Probability

-1.402
(0.046)**

2.748
(0.400)**

0.383
(0.475)

Weekly Price

-0.057
(0.011)**

-0.151
(0.013)**

-0.147
(0.013)**

Price Increase

0.438
(0.033)**

0.426
(0.034)**

0.425
(0.033)**

Duration

-0.107
(0.0016)**

-0.106
(0.0016)**

-0.106
(0.0016)**

Duration^2

0.0014
(3.40E-05)**

0.0015
0.0015
(3.40E-05)** (3.41E-05)**

Duration^3

-5.76E-06
(1.88E-07)**

-5.82E-06
-5.81E-06
(1.88E-07)** (1.88E-07)**

EasyPay

-2.075
(0.224)**

-3.360
(0.708)**

Weekend

-0.229
(0.021)**

-0.195
(0.043)**

Term Long

-1.921
(0.057)**

-2.181
(0.147)**

Young

-0.548
(0.071)**

-0.212
(0.089)**

College

-1.166
(0.110)**

-1.093
(0.120)**

High Income

-0.793
(0.093)**

-0.922
(0.218)**

Weekly Price * High Income

-0.036
(0.037)

Internet * EasyPay

2.255
(1.074)*

Internet * Weekend

-0.082
(0.089)

Internet * Term Long

0.513
(0.260)*

Internet * Young

0.010
(0.106)

Internet * College

1.031
(0.141)**

Internet * High Income

0.755
(0.247)**

Constant
Log-likelihood
Likelihood ratio statistic
Degrees of freedom

-2.802
(0.042)**

-2.710
(0.056)**

-2.435
(0.067)**

-95829.529

-94477.793

-94429.328

14821.22

17524.69

17621.62
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Notes: Standard errors in parentheses. ** indicates significance at the 1% level; * at the 5%
level. Year and quarter dummy variables are omitted.
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by the newspaper, because customers with higher demands are charged higher prices; this
will be discussed in a later section. The coefficient on Price Increase is positive,
indicating that subscribers who receive higher price increases from last month are more
likely to cancel their subscriptions.
The likelihood ratio statistic of 14821.22 is the difference in the log-likelihood
value for this regression and the log-likelihood value of the constant-only regression
multiplied by two. This statistic follows an approximate *2 distribution and is used in the
likelihood ratio test of multiple hypotheses. The likelihood ratio test is similar to an F-test
in that it estimates a restricted model that imposes a hypothesized value on some
parameters. Whereas an F-test compares the sum of squared residuals between the
restricted and unrestricted models, the likelihood ratio test compares the log-likelihood
values between the two models. This test will be used below to test the hypothesis that
Internet Probability’s effect is significantly different from zero including the interaction
terms. The negative coefficient on Duration, the positive coefficient on Duration^2, and
the negative coefficient on Duration^3 imply that the hazard rate is a decreasing function
of duration up to 61 months, increasing up to 100 months, then decreasing for the
remaining months. See Figure 6 for a graph of the relationship between the hazard rate
and duration for the full model.
As expected, the coefficient on Internet Probability becomes positive once
demographic controls are included in the second regression of Table 7. This indicates that
subscribers with a higher probability of home internet access are more likely to cancel
their subscriptions when controlling for consumer demographics. The signs of the other
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coefficients discussed previously remain the same. The coefficient on EasyPay is
negative, which indicates that the participants in the EasyPay program are less likely to
cancel their subscription. This is probably best explained by considering that consumers
who sign up for the EasyPay program have a high demand for information and know that
they will keep their subscription for a long period of time. In addition, it takes more effort
to cancel the subscription once in the EasyPay program, because the subscriber cannot
simply not pay for the next subscription period. He must actively cancel the subscription
before the payment is automatically deducted from his checking account. Once the
payment is deducted, the subscriber must extend further effort to get the payment
refunded if he wishes to cancel.
The coefficient on Weekend is also negative. Subscribers who receive a paper on
weekdays are probably more likely to cancel their subscriptions because they are more
likely to have other sources of news during the week such as a newspaper at work. Also,
many people have more time to read the newspaper on the weekend and enjoy relaxing
and reading a print newspaper along with their morning cup of coffee. As shown in
Figure 2, Sunday readership is more prominent than readership during the weekdays. The
negative coefficient on Term Long is expected because only customers who want a longterm subscription will pay that far in advance. In addition, these subscribers have many
months in which they have already paid for the subscription, so they will be very unlikely
to cancel in these months.
The only unexpected coefficient in the second regression is the negative
coefficient on Young. As shown in Figure 3, a lower percentage of people that are
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younger than 35 years old have a newspaper subscription, so it is expected that Young
should have a positive—or at least non-negative—coefficient. One possible explanation
is that this dataset only contains individuals who have already purchased a subscription.
Perhaps it is the case that although younger individuals are less likely to subscribe, the
ones that own a subscription are less likely to cancel it than older subscribers. The
negative coefficient on College is expected, because consumers with a college degree are
more likely to own a newspaper subscription as shown in Figure 4. The coefficient on
High Income is also expected to be negative because subscribers with a high family
income are more likely to be able to afford a subscription. All of the coefficients in the
first and second columns are statistically significant at the 1% confidence level, with
Wald statistics greater in absolute value than 2.575.
The sign of the coefficient is not necessarily the same as the sign of the average
partial effect for the interaction terms, so we will briefly discuss the significance of the
interaction terms now, then consider the partial effects listed in Table 8 in the next
section. The first interaction term is that of Weekly Price and High Income. It is -0.036
with a standard error of 0.037, resulting in a Wald statistic of -0.97. This shows no
evidence in support of rejecting the hypothesis that the effect of a price increase is
independent of income, because the Z-score critical value at the 5% level is -1.96, and
|-0.97| < |-1.96|. The coefficient on EasyPay interacted with Internet Probability is 2.255
with a standard error of 1.074. This results in a Wald test statistic of 2.10 for the twotailed test of the hypothesis that the interaction term is zero. Therefore, the coefficient on
this interaction term is significant at the 5% level because it is greater than the Z-score
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critical value of 1.96. The coefficient for the Weekend interaction term is -0.082 and the
standard error is 0.089, so there is little statistical evidence that this interaction coefficient
is different from zero.
The Term Long interaction term has a coefficient of 0.513 and a standard error of
0.260, which results in a Wald statistic of 1.97. This implies that the interaction term is
significantly different from zero with 95% confidence because the test statistic is greater
than the Z-score critical value of 1.96. The interaction term coefficient for Young is 0.010
with a standard error of 0.106. This results in a Wald statistic of 0.100, which means the
null hypothesis that the coefficient is zero cannot be rejected with any useful degree of
confidence. The coefficients on the College and High Income interaction terms are 1.031
and 0.755, respectively, with standard errors of 0.141 and 0.247. Both of these interaction
terms are significant at the 1% confidence interval, with Wald statistics greater than
2.575.
To test the hypothesis that the internet effect is significantly different from zero
including all of the interaction terms, a likelihood ratio test is used. The likelihood ratio
statistic is computed by subtracting the log-likelihood of the restricted model (the model
that assumes a value of zero for the coefficients on Internet Probability and all the
internet interaction terms) from the log-likelihood of the unrestricted model and
multiplying the difference by two. This results in a likelihood ratio statistic of 143.15
(= [ (-94429.328) – (-94500.905) ] * 2), which follows an approximate *2 distribution.
Because the *2 critical value at the 1% confidence level with seven degrees of freedom
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(the number of restrictions) is 18.48, and 143.15 > 18.48, we can reject with 99%
confidence the hypothesis that Internet Probability has no effect on the hazard rate.

Average Partial Effects
To examine how these hazard rates will change due to a change in one of the
explanatory variables, we can calculate the average partial effects as in Equation (2),
which are displayed in Table 8. The first two top columns display the effect that the
variable taking on a value of one has on the hazard rate for high and low internet
probability subscribers. The first top column assigns an Internet Probability value of
0.25188 to each observation, which is the 10th percentile for Internet Probability. The
second top column assigns a value of 0.81711 to Internet Probability, the 90th percentile.
The goal is to determine how differences in Internet Probability affect the partial effects
of each of the demographic variables, so the third top column shows the difference that
results from the change in Internet Probability.
As seen from a comparison of Tables 7 and 8, the sign of the interaction
coefficient is not necessarily the same as the difference in the partial effects. This
discrepancy arises because the second derivative of the logistic function is not positive in
general, as explained by Ai and Norton (2003). Although our variables are discrete, the
same logic applies for the double difference of the logistic function. The bottom columns
are similar in that they calculate the average partial effect due to Internet Probability
increasing from the 10th to the 90th percentile, with either a value of zero or one for the
relevant demographic variable. Note that the values in column three on the top and
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bottom are equal, as they should be due to the symmetry of the cross-partials, or the
double difference in the discrete case.
Table 8: Average Partial Effects of Variables Interacted with
Internet Probability

Variable

Effect with
Effect with Difference
Low Internet High Internet
Due to
Probability
Probability
Internet

EasyPay*

-0.00306

-0.00412

-0.00107

Weekend

-0.00066

-0.00128

-0.00062

Term Long*

-0.00311

-0.00485

-0.00174

Young

-0.00065

-0.00102

-0.00037

College**

-0.00265

-0.00131

0.00133

High Income**

-0.00191

-0.00182

0.00010

Internet
Effect when
Variable==0

Internet
Effect when
Variable==1

Difference
Due to
Variable

EasyPay*

0.00204

0.00097

-0.00107

Weekend

0.00220

0.00158

-0.00062

Term Long*

0.00229

0.00056

-0.00174

Young

0.00213

0.00176

-0.00037

College**

0.00130

0.00263

0.00133

High Income**

0.00208

0.00217

0.00010

Overall Average Internet Effect:

0.00203

Notes: ** indicates that the interaction term between the variable and
Internet Probability is significant at the 1% level; * at the 5% level. High
internet probability sets Internet Probability to 0.817. Low internet
probability is set to 0.252. The effects in the first two top columns are the
average differences in the hazard rate from assigning the variable of interest
a value of one and a value of zero (all variables are binary) for the given
Internet Probability. The effects in the first two bottom columns are the
average differences from assigning Internet Probability the high and low
values noted above for the given value of each variable.
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All of the values in the top columns one and two are negative, indicating a lower
hazard rate on average for consumers that have a value of one for each of the
demographics. The demographic that has the largest average effect in absolute terms on
the hazard rate is Term Long, with an average partial effect of -0.00485 for high Internet
Probability subscribers. This is most likely because subscribers who have no intention of
canceling their subscription pre-pay for longer periods. EasyPay has the second largest
effect of -0.00412 for high Internet Probability. It is not surprising that the two features
that have the largest effect on the hazard rate are characteristics of the newspaper
subscription, as opposed to individual-specific demographics. Regardless of one’s age,
education, or income, the demand for information is going to be best reflected by the way
in which the individual chooses to structure the subscription package. Young and
Weekend have the smallest effects at -0.00065 and -0.00066, respectively, for low
Internet Probability.
All of the coefficients are positive in the bottom columns one and two, indicating
that increasing Internet Probability increases the hazard rate on average. The largest
effect occurs when Term Long is zero, with an average partial effect of 0.00229.
However, all of the partial effects are greater than 0.00200 when the demographic
variable is zero, with the exception of College. For subscribers without a college degree,
increasing Internet Probability from the 10th to the 90th percentile only increases the
hazard rate by 0.00130 on average. Non-Weekend subscribers are the second most
internet sensitive, with an average partial effect of 0.00220. Non-EasyPay and lowincome subscribers have average partial effects of 0.00204 and 0.00208, respectively, and
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older subscribers have an average partial effect of 0.00213. The internet effects are more
dispersed when the variables take on a value of one, from a low of 0.00056 for Term
Long subscribers, to a high of 0.00263 for subscribers with a college degree. EasyPay
subscribers have the second lowest effect at 0.00097, and High Income subscribers have
the second highest at 0.00217. Weekend subscribers have an average partial effect of
0.00158, and Young subscribers have an average effect of 0.00176.
Subscribers with a college degree and high-income subscribers are the only two
demographics that have a positive double difference. College subscribers have a cross
effect of 0.00133, which is the second largest in absolute value terms. Therefore, whether
or not a subscriber has a college degree has a relatively large impact on Internet
Probability’s average partial effect. High Income has the smallest cross effect in absolute
terms, at 0.00010, indicating that income has a minimal effect on Internet Probability’s
partial effect. All of the other cross partials are negative. Term Long has the largest cross
partial in absolute terms, at -0.00174. This means that having home internet access has
less of an effect on the hazard rate for long-term subscribers. As noted earlier, it is
unlikely that a subscriber will cancel a subscription that has already been paid for in
advance, so it is expected that internet access will have a small effect on these
subscribers. The second highest negative cross partial is for EasyPay subscribers, at
-0.00107. Weekend subscribers have a cross partial of -0.00062, indicating that Weekend
subscribers are less internet sensitive than non-Weekend subscribers. Young subscribers
have the lowest negative cross partial (in absolute terms) at -0.00037. This is surprising
because it is expected that younger subscribers would be more internet-savvy than older
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subscribers, but I find that younger subscribers are less internet sensitive. However, the
coefficient on the interaction between Young and Internet Probability is not significant,
and the magnitude of the average effect is relatively small. The average partial effect for
an increase in Internet Probability across all demographics is 0.00203. Considering that
the mean hazard rate is 0.00402 (see Table 9 below), increasing the probability of home
internet access has a very large impact on the monthly hazard rate, resulting in increases
of 50.5% (= 0.00203 / 0.00402) on average.

Hazard Rates and Survivor Functions
Table 9 displays the mean hazard rates by demographic variables per month. All
of the hazard rate densities are highly skewed to the right, such that most of the
subscribers have very low probabilities of stopping in a given month, with a few that
have higher probabilities. Non-degree subscribers have the highest mean hazard rate, at
0.0077, as well as the highest maximum hazard rate of 0.1980. Short-term and lowincome subscribers have the second highest mean probabilities of canceling, with hazard
rates of 0.0047 and 0.0046, respectively. Young, non-EasyPay, and non-Weekend
subscribers have similar mean hazard rates of 0.0043, 0.0042, and 0.0042, respectively,
although non-EasyPay subscribers have a much higher maximum hazard rate of 0.1642
compared to 0.1121 for Young and non-Weekend subscribers. EasyPay subscribers have
the lowest mean hazard rate of 0.0001 and the lowest maximum of 0.0068. Long-term
subscribers also have a small mean hazard rate of 0.0005 and maximum of 0.0151.
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Table 9: Hazard Rates by Demographic
Mean

Skewness

Min

Max

EasyPay

No
Yes

0.0042
0.0001

3.9677
4.1416

0.00003
0.00000

0.1642
0.0068

Frequency

Not Only Weekend
Weekend Only

0.0042
0.0035

3.9717
4.0002

0.00002
0.00002

0.1121
0.0941

Term

< 26 Weeks
26 Weeks +

0.0047
0.0005

3.8147
3.9522

0.00002
0.00000

0.1198
0.0151

College

No Degree
Degree

0.0077
0.0026

3.3382
3.4728

0.00002
0.00001

0.1980
0.0765

Age

< 35
35 +

0.0043
0.0035

4.0001
3.9689

0.00002
0.00002

0.1121
0.0927

Income

< $75,000
$75,000 +

0.0046
0.0018

3.6767
3.7653

0.00002
0.00001

0.1378
0.0598

0.0040

3.9826

0.00002

0.1121

Overall Hazard Rate

Notes: Hazard rate statistics by demographic assign the relevant value to each observation,
whereas the overall average uses the actual observation value. This explains why many of the
maximum values by demographic are larger than the maximum value of the overall hazard
rate.

A concept that is related to the hazard rate in duration analysis is the survivor
function, defined as the probability that subscriber i will continue his subscription past a
certain time and denoted in discrete time as:
(11)

Sit = P(Ti > t) = $ (1 ! "ij )
j #t

where !it is the hazard rate of subscriber i for a duration of j months. A nonparametric
estimate of this function can be attained by:
(12)

Ŝit = P(Ti > t) = $ (1 ! "ˆij )
j #t
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where !ˆij is the mean predicted hazard rate from Equation (10) for subscriber i for a
duration of j months. This is typically called the Kaplan-Meier, or product limit,
estimator (Cox, 1984). Figures 7-13 display the survivor functions, or Kaplan-Meier
curves, by demographics for both high and low Internet Probability, again defined as the
10th and 90th percentile values of 0.25188 and 0.81711, respectively.
Figure 7 displays the survivor function for all subscribers. As expected, the curve
sharply declines at first and continues to monotonically decrease to a probability of
survival past 167 months of 0.736 for low Internet Probability and 0.597 for high
Internet Probability. Over the course of 167 months, the combined effect of increased
Internet Probability decreases the probability of survival on average by around 14
percentage points, or 18.9%. The next figure shows that the survivor functions separated
by age group take on a similar form and do not differ much between age groups. Younger
subscribers are slightly more likely to continue their subscriptions past 167 months, with
a survival probability of 0.768 for low Internet Probability versus 0.722 for older
subscribers. Subscribers with a college degree are much more likely to continue their
subscriptions than non-degree subscribers, and there is a larger difference between
subscribers who have college degree with either low or high Internet Probability. Lowinternet, college-degree subscribers have a survival probability of 0.818, compared to a
survival probability of 0.628 for high-internet, non-degree subscribers. Low-internet,
college-degree subscribers and high-internet, non-degree subscribers have almost the
same Kaplan-Meier estimators, and their curves overlap.
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The two newspaper features that result in the largest separation of survival
probabilities are participation in EasyPay and the term length of payment. EasyPay
subscribers and long-term subscribers both have the highest probability of surviving
longer than 167 months, at 0.981 and 0.956, respectively, for low Internet Probability.
High Internet Probability, short-term subscribers have only a 0.551 probability of
surviving past 167 months. Weekend and non-Weekend subscribers have pretty similar
survival probabilities of 0.770 and 0.724, respectively, for low-income Internet
Probability. Overall, the probability of retaining a subscription for longer than 167
months is relatively high. The lowest survival probability, 0.551 for both high Internet
Probability, non-degree, and high Internet Probability, short-term subscribers, implies
that on average all demographics have at least a 50% chance of continuing their
subscriptions past 167 months.

Newspaper Price Discrimination
The negative coefficient on Weekly Price in the regressions is surprising.
Economic theory suggests that subscribers paying a higher price should be more likely to
cancel their subscriptions, but this is not what I find. This can be explained by price
discrimination on the part of the newspaper. To test the theory that the newspaper charges
a higher price to subscribers that have a higher demand for information, we can estimate
the following model:
(13) !!!!!

Weekly _ Priceit = ! 0 + !1EasyPayit + ! 2Weekendit + ! 3Term _ Longit
+ ! 4Youngit + ! 5Collegeit + ! 6 High _ Incomeit + ! 7 Durationit + " '# t + $ it
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where the &i’s are coefficients, ! t is a vector of year and quarter dummy variables, and "
is a vector of coefficients. See Table 10 for the results of this regression. Participants in
the EasyPay program, older subscribers, those with a college degree, and high-income
subscribers are all charged higher prices. EasyPay participants are given the largest
increase in the weekly price over non-EasyPay subscribers. Also, customers who have
had their subscriptions for longer are charged higher prices. Subscribers who pay for their
subscriptions in longer term periods are charged lower prices, likely because they are
given a discount for larger purchases. The negative coefficient on Weekend is mostly
indicative of the fact that these customers only receive a newspaper on at most three days,
so they will naturally pay a lower weekly price than subscribers who receive newspapers
on more days of the week. All of the year dummy variables have a negative coefficient,
which is probably an indication of the declining demand for print newspapers in more
recent years. Note that the R2 value of 0.275 indicates that approximately 72.5% of the
variation in price is unexplained by these demographics. This explains the negative
coefficient on Weekly Price in Table 7, because there are probably other ways that the
newspaper is discriminating that cannot be considered in the regression given the current
dataset. One example is the way in which a subscriber begins his subscription. Customers
who voluntarily seek a subscription might be charged a higher price than customers who
are solicited to buy a subscription.
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Table 10: Price Regression
Dependent Variable:
Weekly Price

OLS

EasyPay

0.425
(0.003)**

Weekend

-0.819
(0.001)**

Term Long

-0.306
(0.001)**

Young

-0.105
(0.001)**

College

0.038
(0.001)**

High Income

0.070
(0.001)**

Duration

0.002
(0.0000)**

Year 1999

-0.008
(0.001)**

Year 2000

-0.113
(0.001)**

Year 2001

-0.168
(0.001)**

Year 2002

-0.171
(0.001)**

Year 2003

-0.215
(0.001)**

Constant

3.232
(0.001)**

Adj. R2

0.275

Notes: ** indicates significance at the
1% level.
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SECTION FIVE
CONCLUSION

Using weekly, subscriber-level newspaper transaction data and internet usage
statistics from the Current Population Survey Internet and Computer Use Supplements, I
have provided evidence that subscribers with a higher probability of home internet access
are more likely to cancel their print newspaper subscriptions. Subscribers with a college
degree are the most internet sensitive, followed by subscribers who pay for their
subscriptions in periods of less than 26 weeks. Subscribers that participate in the EasyPay
program are least likely to cancel their subscriptions due to home internet access, as well
as subscribers that pay for their subscriptions in periods of at least 26 weeks. I find that
on average, an increase in the probability of a subscriber having home internet access
from the 10th to the 90th percentile of all subscribers increases the probability of her
canceling the subscription in an average month by 0.00203, approximately a 50.5%
increase from the overall mean hazard rate. The same increase in internet probability
reduces the probability of a subscriber continuing a subscription for longer than 167
months from 0.736 to 0.597 on average.
One main limitation of this paper is due to the transaction data not having internet
access information. In reality, subscribers do not have a probability of internet access.
They either have internet access in the home or not. If this information had been included
in the dataset, I could have obtained a more accurate estimate of the effect that home
internet access has on print newspaper subscriber retention. Another limitation is due to
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the subscriber demographics being encoded into PRIZM segments. Because of the way in
which the segments are designed, there is almost certainly some mislabeling of
demographics, although it is hoped that the mislabeling is minimal and will be mitigated
by similarities in the consumer’s behavior. Ideally, the transaction dataset would have
included the exact age, income, and education of each subscriber so that the effects of
these demographics on newspaper retention could have been more accurately estimated.
It would also have been beneficial if the dataset had contained information on the race
and ethnicity of the subscriber.
Because this paper only examines a single newspaper, it is difficult to estimate
how well the results will predict subscriber retention for other newspapers. This
newspaper serves a city of more than 500,000 inhabitants, so the results do not
necessarily reflect the conditions of more rural areas. As shown by George (2008), urban
areas are on average more internet sensitive than rural areas, so I expect that the average
partial effects of an increase in internet probability found in this paper are higher on
average than for newspapers that serve less populated cities.
Also, the years 1998 through 2003 are much closer chronologically to the
introduction and subsequent widespread adoption of the internet. The current rate of
internet adoption in 2011 is lower than in the period of analysis, so it is probable that the
estimated internet effects found in this paper are higher than the current effect of home
internet access, at least for subscribers that still have a print newspaper subscription 15
years after the introduction of the major online news sources.
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Appendix A: Figures
Figure 1: Percentage of U.S. Adults Online
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Source: Pew Research Center

Figure 2: Total Newspaper Readership
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Source: Newspaper Association of America
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Figure 3: Newspaper Readership by Age
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Source: Newspaper Association of America

Figure 4: Newspaper Readership by Education
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Figure 5: Maximum Duration Histogram
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Figure 6: Hazard Rates by Duration
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Figure 7: Average Kaplan-Meier Estimators
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Figure 8: Kaplan-Meier Estimators by Age
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Figure 9: Kaplan-Meier Estimators by Education
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Figure 10: Kaplan-Meier Estimators by Income
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Figure 11: Kaplan-Meier Estimators by EasyPay
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Figure 12: Kaplan-Meier Estimators by Term
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Figure 13: Kaplan-Meier Estimators by Frequency
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Appendix B: Variable Descriptions

Relevent Regression

Variable

Description

Internet

=1 if any member of the household connects
to the internet from home
=1 if any member of the household is less than
35 years old
=1 if the any member of the houshold has a
degree from a four year college or greater
=1 if the sum of all income from family
members is at least $75,000 per year
=1 if the respondent lives in Headquarters

Young
Logit of Internet

College
High Income
Headquarters
Stop
Internet Probability

=1 if the customer cancels her subscription
The percentage of residents with home internet
access by income, age, and education
The weekly price of the subscription
The increase in the price of a subscription from
last month
The number of months elapsed since the
beginning of the subscription
Duration squared
Duration cubed
=1 if the subscriber participates in the EasyPay
program
=1 if the subscriber only receives a newspaper
on Friday, Saturday, or Sunday
=1 if the subscriber pays for the subscription
in periods that are of 26 weeks or greater
=1 if the subscriber is most likely less than
35 years old
=1 if the subscriber most likely has a degree
from a four year college or greater
=1 if the subscriber most likely has a family
income of $75,000 per year or greater

Weekly Price
Price Increase
Duration

Logit of Stop

Duration^2
Duration^3
EasyPay
Weekend
Term Long
Young
College
High Income

Notes: Variables in the first section relate to the Current Population Survey dataset. Variables in the second section
relate to the newspaper transaction data.
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