Abstract The random variables are always truncated in aerospace engineering and the truncated distribution is more feasible and effective for the random variables due to the limited samples available. For high-reliability aerospace mechanism with truncated random variables, a method based on artificial bee colony (ABC) algorithm and line sampling (LS) is proposed. The artificial bee colony-based line sampling (ABCLS) method presents a multi-constrained optimization model to solve the potential non-convergence problem when calculating design point (is also as most probable point, MPP) of performance function with truncated variables; by implementing ABC algorithm to search for MPP in the standard normal space, the optimization efficiency and global searching ability are increased with this method dramatically. When calculating the reliability of aerospace mechanism with too small failure probability, the Monte Carlo simulation method needs too large sample size. The ABCLS method could overcome this drawback. For reliability problems with implicit functions, this paper combines the ABCLS with Kriging response surface method, therefore could alleviate computational burden of calculating the reliability of complex aerospace mechanism. A numerical example and an engineering example are carried out to verify this method and prove the applicability.
Introduction
Due to the limited samples available in aerospace engineering, traditional probabilistic methods may not be feasible to solve reliability problems.
1,2 Non-probabilistic methods based on interval information, truncated random reliability methods based on interval information 3, 4 and non-probabilistic reliability method based on ellipsoidal convex mode 5, 6 have been developed progressively. The convex non-probabilistic model has its own analysis system based on set theory, but is not convenient to use classical random reliability theory. Low in requirement for the integrity of information and convenient implements neural network fitting method, which requires more samples, and is obviously not suitable to the aerospace mechanism reliability problems with small failure probability.
This paper proposes an improved line sampling technique based on artificial bee colony (ABC) algorithmÀABCLS method to calculate reliability of aerospace mechanism with truncated probability information. MPP in standard truncated normal space is obtained by constructing multi-constrained optimization model. The ABCLS method is utilized to optimize multi-constrained model to determine the important direction of line sampling. For strongly nonlinear limit state functions, ABC algorithm could find MPP (determine direction of sampling) quickly with its global searching ability and convergence ability. [16] [17] [18] For implicit reliability problems, this paper uses Kriging method [19] [20] [21] to fit the reliability model, which could avoid repeated computation of FEA when using the Monte Carlo simulation. Therefore, it could greatly alleviate computational burden and increase computing efficiency.
The remainder of the paper is organized as follows. Section 2 introduces truncated random variables and transformation into standard normal space. In Section 3, a brief introduction of ABC algorithm and the ABCLS method is presented. In Section 4, the procedures and application of ABCLS method are proposed. A numerical example and an engineering example are cited in Section 5 to demonstrate the applicability of the proposed method. In Section 6, a conclusion of this paper is presented.
Truncated random variables and their transformation to standard space

Random variables and truncated random variables
Denote a limit state function as Z, which is given by
where X is a vector of variables. In random reliability theory, X is a random vector as
When gðÞ < 0, the system runs into a failure and the probability of failure is calculated by
where PðÞ stands for the probability.
In engineering applications, due to the limitation of information of variables, regarding x i as truncated random variable is more appropriate. Let X ¼ e X ¼ ½x 1 ;x 2 ; Á Á Á ;x n be the vector of truncated random variables. Similarly, according to Eq. (3), when a failure occurs, the probability is where p xi is constant, and
Similarly, Fx i ðxÞ is given by
Transformation of truncated random variables into standard truncated variables
In classical reliability theory, the random variables X = [x 1 , x 2 , . . ., x n ] are usually necessarily transformed into random variables U X ¼ ½U X 1 ; U X 2 ; Á Á Á ; U Xn defined in standard normal space. Accordingly, the truncated random variables e X ¼ ½x 1 ;x 2 ; Á Á Á ;x n are necessarily transformed into truncated random variables e U X ¼ ½ e U X 1 ; e U X 2 ; Á Á Á ; e U Xn defined in standard truncated normal space.
Let e U X be truncated by u a and u b . u a and u b are the left and right truncation points of e U X . Therefore, CDF and PDF of truncated normal variable e U X are
where e U e U X ðÁÞ and UðÁÞ are CDFs of e U X and U X respectively, u a 6 u 6 u b
To ensure that the probabilities of variables are the same before and after transformation, we have
Meanwhile, to ensure the CDF are the same before and after transformation, we have Take normal distribution as an example. The truncated area is u a 6 x 6 u b , the PDF and the CDF in standard normal space are shown in Figs. 1 and 2 . For other randomly distributed (such as lognormal, exponential) variables, they need to be transformed into the normal distribution variables first and then use the truncated method. Generally, the equivalent normalization transformation is a good method, including linear transformation and non-linear transformation.
This section articulates the rationality of truncated random distribution in standard truncated normal space, which is the basis of next sections.
ABCLS method and its application for truncated variables
Line sampling based on design point
The line sampling relies on the determination of the important direction. Some techniques such as the ''center of mass'' of the failure domain 22 and the ''gradient of the performance function'' 23 have been proposed. The former method has a drawback that the efficiency of the simulation is low, because searching the ''center of mass'' is a complex process and the latter method is not accurate enough; if the performance function is implicit, the gradient vector is difficult to achieve. So a plausible selection of searching the direction of the design point in the standard normal space is considered in this paper. 11 The design point based line sampling method is shown in Fig. 3 .
According to a geometrical interpretation, the design point is defined as the point u Ã on the limit state surface g u ðuÞ ¼ 0 in the standard normal space, which is closest to the origin. It can be computed by solving the following constrained nonlinear minimization problem:
where k k 2 is the usual Euclidean measure of a vector. Then, the unit important vector a can be easily obtained by normalizing u Ã ; a ¼ u Ã =ku Ã k 2 . The line sampling method based on the direction of the design point in standard normal space also has difficulty in searching for the MPP of the performance function. The computational cost will be prohibitive if there is no effective algorithm, especially for complex mechanical systems. In this paper, the ABC algorithm is employed to optimize the design point of the performance function in the standard normal space. The ABC algorithm has the following advantages: compared to other artificial optimization algorithms, the ABC algorithm converges better and could avoid the local optima solutions, 17 because it is combined with the genetic cross factors; the ABC algorithm is feasible for high-dimensional, nonlinear problems. The brief introduction of ABC algorithm will be presented in Section 3.3.
Improved line sampling for truncated random variables
In classical random reliability theories, the core of FORM is to try new MPP u Ã and substitute x i back to X space to solve g(X) fi 0. But in truncated standard normal space e U, the return truncated random variable x i could be outside truncated range, which will result in non-convergence or termination of solving. To solve this problem, this paper searches for MPP in truncated standard space by constructing a multiconstraint optimization model. The multi-constrained optimization model method will restrict truncated random variables in their truncated intervals. In this way, at each iteration step, truncated variables will not go outside of truncated intervals.
After optimization, the direction of sampling is determined as
For complex aerospace mechanisms with small failure probability, in order to ensure the accuracy of reliability, the optimization model is extended and it is defined as
where r 2 ð b P f Þ is the variance of the failure probability estimator b P f .
When truncated random variables are included in the performance function, the procedure of line sampling is as follows:
(1) Define the truncated normal random variables e X k ¼½x
n and obtain N samples f e X k :k ¼1;2;ÁÁÁ;N g.
(2) Transform the truncated random variables e X k into the samples fu k : k ¼ 1; 2; Á Á Á ; N g defined in the standard truncated normal space, and the limit state function g u ðÞ in the standard truncated normal space is obtained (3) Build the multi-constrained optimization model for the MPP in the standard truncated normal space. (4) Determine the unit important vector a ¼ a 1 ; a 2 ; Á Á Á ; a n ½ T in the standard truncated normal space by solving the optimization model with ABC algorithm. (5) Calculate the failure probability of the ith sample P fi , then the failure probability estimator b P f and its variance estimator r 2 ð b P f Þ of N samples in failure margin are obtained in Eqs. (13) , (14) .
Brief introduction of ABC algorithm
The ABC algorithm is proposed by Karaboga 16 in 2005 inspired by the intelligent foraging behavior of honey bees. In ABC algorithm, the honey bees contain three groups of bees: employed bees, onlookers and scouts. The colony is divided into employed bees and onlookers equally. Employed bees are responsible for searching for or exploiting a food source, waiting in the hive for making the decision to choose a food source are onlookers and the employed bee of abandoned food source becomes a scout. Each food source represents a feasible solution of the optimization problem and the nectar amount of a food source is evaluated by the fitness value (quality) of the associated solution. The number of employed bees is equal to that of food sources. Assume that the search space is D dimension and the position of the ith food source (solution) can be expressed as a D-dimension vec-
, SN is the number of food sources. All employed bees investigate their food sources and then share the information about these food sources with the onlookers. Then each onlooker will choose a food source using greedy selection with a probability proportional to its nectar amount. The food source with higher fitness (quality) would have a larger opportunity to be selected by onlookers. There are three control parameters in the ABC algorithm: the number of the solutions, the limit value and the times of cycles.
If a food source is not improved anymore when limit is exceeded, it is assumed to be abandoned by its employed bee and the employed bee associated with that food source becomes a scout to search for a new food source randomly, which would help avoiding local optima. The process of bee colony seeking for the best food source is the process of searching for the optimal solutions of the optimization model and it is also an iterative process similar to other swarm intelligence optimization algorithms. This paper uses the genetic cross factors and the chaotic searching strategy to improve the global optimization ability and the convergence ability. 24 
ABCLS method for high-reliable aerospace mechanism with truncated information
The behavior of aerospace mechanism is highly nonlinear because of its complexity, so the computation is very huge when the reliability is calculated for every sample in Monte Carlo simulation. To avoid repeated calculation when calculating reliability, this paper combines the FEA and Kriging response surface method (RSM) with ABCLS method. In Monte Carlo simulation, each sample is calculated using Kriging RSM model instead of the mechanism model, thus, reducing the computational burden and increasing the efficiency significantly. Kriging surrogated model is used instead of the mechanism model, thus, the computational burden reduces and the efficiency increases significantly.
Kriging model supposes that the response value of system is a random process function y(x), which consists of a regression model and a random error
where k ¼ k 1 ; k 2 ; . . . ; k p Â Ã T and fðxÞ ¼ f 1 ðxÞ; f 2 ðxÞ; . . . ; f p ðxÞ Â Ã T are vectors; z(x) is random error which obeys normal distribution Nð0; r 2 Þ, but the covariance is non-zero. This is the biggest difference between Kriging and RSM. zðxÞ has the following characteristics 25 :
where Rðh; x; xÞ is the correlation equation, h; x; x; d 2 R n , and R n is a n-dimensional real vector.
The Gaussian correlation equation utilized in this paper is
Denote S as the set of speculation points,
. . . ; mÞ; R ¼ ðR ik Þ mÂm is the correlation matrix of the center point of S, R ik ¼ Rðh; s i ; s k Þ ði; k ¼ 1; 2; Á Á Á ; mÞ.
This paper generates 75 sample points in ½0; 100 randomly. For explicit function y ¼ 2 þ 3x 1 þ 0:1x 2 þ x 1 x 2 À x 2 1 À 0:01x 2 2 þ 0:5 sinð3x 1 Þ sinð5x 2 Þ, fitting results of quadratic polynomial RSM and Kriging RSM are shown in Fig. 4 . It can be seen that Kriging method is more accurate. So Kriging surrogate model is more suitable for fitting complex aerospace mechanism.
Through the above study, the flowchart of ABCLS method for high reliability aerospace mechanism with truncated random information is shown in Fig. 5 .
Case study
Numerical case
Denote the reliability function as g(X), and g(X) is given by gðXÞ ¼ x 3 6 ffiffiffiffi ffi
where x 1 ; x 2 ; x 3 ; x 4 ; x 5 ; x 6 are independent truncated normal variables. Their truncated interval ranges and distribution characters are shown in Table 1 . Now we analyze the reliability with the ABCLS method.
To search for the MPP of limit state function, we build the following optimization model: Then the ABC algorithm is employed to optimize the above model and the result is shown Fig. 6 . b is the distance from original point to MPP u Ã in standard normal space. The optima value of b is 3.4976. The values of each variable in the iteration process are plotted in Fig. 7 .
In this case, the classical FORM is used to calculate the b of the g(X) and the iteration process is shown in Table 2 . Table 2 reports that if variables are not restricted, they will outcross the interval ranges in iteration. FORM is forced to stop in
Step 4 due to x 5 out of low boundary of truncated interval. The comparison of direct Monte Carlo method and ABCLS method are also carried out. Table 3 shows the results. It is evident that the direct Monte Carlo method generates 10 6 samples and obtains failure probability of 2.796 · 10 À4 . Using ABCLS method, the failure probability is 2.600 · 10 À4 with 500 samples.
Engineering case
A satellite antenna's driving mechanism consists of a stepper motor, a harmony reducer and a photoelectric encoder. The driving mechanism works in the space environment with the cyclic temperature. The harmony reducer is the key component and is composed of a rigid gear (RG), a flexible gear (FG) and a wave generator. Now in this paper we will calculate the fatigue reliability under the cyclic temperature loads.
The parameters of the materials' properties and the size of the driving mechanism are given, and these parameters obey truncated normal distributions. The range of work temperature is À40-60°C. After calculation and test, we know that it takes 1700 s for the temperature to rise from À40°C to 60°C. Now we will analyze the temperature fatigue reliability of the FG. Firstly, the temperature stress and the temperature fatigue of the FG are simulated with the software.
The temperature field and temperature stress of the FG are shown in Figs. 8 and 9 , respectively.
The fatigue life of the FG is analyzed with the software Fatigue, and is shown in Table 4 .
Before analyzing the reliability, the uncertainty of the parameters is listed in Table 5 .
The fatigue reliability is analyzed based on the simulation of the temperature stress. If the FG reliability is analyzed with the direct Monte Carlo method and the FEA, the computational cost is prohibitive because of large sample size and FEA simulation time. Even instead of the line sampling, the efficiency is also too low to accept since the repeated FEA simulation of every sample. To overcome this problem, this paper calculates the fatigue reliability based on the ABCLS method and the Kriging RSM.
The reliability function is
where n is 10 7
. Because of the high nonlinearity in the temperature stress analysis process of the FG, when computing the reliability, the ABC algorithm is suitable for searching for the MPP of the performance function. In order to prove the advantage of the ABC algorithm, this paper solves the MPP of the FG with ABC algorithm, the particle swarm optimization (PSO) algorithm and the genetic algorithm (GA), and the results are shown in Fig. 10 , while the iterative process of G(X) is shown in Fig. 11 .
Determining the sample direction through Eq. (12) and the multi-constrained optimization model, and then the reliability of FG's fatigue life will be obtained through the line sampling. The sampling accuracy index from the Ref. 8 will be used here to evaluate the sampling accuracy of the truncated variables. The percentage relative error e and the percentage relative width w CI of the 95%confidence interval (CI) of the failure probability estimator b P N f are where
are the upper bound and lower bound of 95% confidence interval of the failure probabilistic estimator respectively. Calculating the reliability of the FG with the simple Monte Carlo simulation, the size of samples is 3 · 10 7 and the failure probability is 0.146 · 10 À5 . Meanwhile, we also calculates the reliability with the importance sampling (IS) method in Ref. 13 , the central adaptive importance sampling (CAIS) method and the ABCLS method, and the results are shown in Table 6 . Concerning the computational advantages of the Kriging RSM with ABCLS method, here we compare the computational cost of two different methods: Monte Carlo with FEA model and ABCLS method with Kriging. If without Kriging model, every sample must run the FG FEA model code and it will cost about 7344 s in temperature field simulation, 1710 s in fatigue life simulation (the computer with Intel CORE 5 CPU and 3.00 GHz); the computation time t comp with different methods is 2.7162 · 10 11 s (Monte Carlo with FEA code) and 110648 s (Kriging with ABCLS method). And the relative error is 0.302.
In order to demonstrate the advantage of the ABCLS further, in this case we also conduct the simulation with three different sample sizes of 10 3 , 10 4 and 10 5 for these three methods. The failure probability P f and e are shown in Table 7 .
In order to illustrate the accuracy and efficiency of the ABCLS method proposed by this paper, three line sampling methods including the mass center method, the gradient direction method and the ABCLS method are utilized to analyze this problem. And the results are shown in Table 8 . Fig. 9 Temperature stress of FG.
Results and discussion
The main process of ABCLS method is determining the sampling direction, because the accuracy and efficiency of the line direction will have significant impact on the line sampling result. The method proposed in this paper determines the sampling direction based on the design point of performance function. Especially for complex optimization problems, the ABC algorithm could ensure efficiency of convergence and accuracy of optimization. In the example, the performance of ABC algorithm is compared with PSO algorithm and GA. Fig. 10 shows that b is 3.889 achieved by the PSO algorithm, 4.103 by the GA, 3.911 by the ABC algorithm. The iterative steps are: 87 (PSO algorithm), 48 (ABC algorithm), 39 (GA). It can be seen that PSO algorithm is more capable of global searching, but it converges slower. GA converges quickly, but is less accurate. ABC algorithm performs well in terms of both accuracy and efficiency.
To demonstrate the efficiency of the ABCLS method, two groups of comparison are conducted. In the first group, we evaluate and compare IS, CAIS and the ABCLS method on the basis of direct Monte Carlo sampling. The simulation results indicate that CAIS and the ABCLS methods are more accurate than IS method. When the sample size of IS and CAIS methods is chose as 400000, e is 0.7643 and 0.3862 respectively, and e of ABCLS method is 0.302 with 28000 samples. It can be seen that at this size level, the accuracy of the results is very high, but it can still be seen that ABCLS method is superior. With fewer samples of 12000, e of ABCLS method could still reduce by about 0.4643 (IS method) and 0.0842 (CAIS method). In the same group, the efficiency of different methods is illustrated by another comparison. We choose three different levels of sample size of 10 3 , 10 4 , 10
5
. The IS, CAIS and ABCLS methods are utilized to simulate the failure probability of the FG in these three levels. The results show that at the 10 3 sample size, the ABCLS method could get a good accuracy, which can be explained by the fact that ABCLS method relies on the lines in the sampling. With the increase of the sample size, the accuracy increases slowly, which means that 10 3 samples are enough to get an acceptable result. IS method is the worst in the accuracy since it relies on the original point. Different original points could influence the results significantly, so IS method is not stable. CAIS method could improve the accuracy with the increase of the sample size. When the sample size is 10 4 , the result is acceptable. In the second group, we compare three important line sampling methods, including mass center method, gradient method, and the ABCLS method. It can be seen that when the sample sizes are equal, e of mass center method is 0.8264, which is rough. The reason is that mass center method is inefficient in determining direction of sampling. Mass center method needs more samples; if the samples are not enough, the result is not precise enough; Gradient method is more accurate, whose e is 0.4627. However, it is still not accurate enough since the gradient method highly relies on limit state function to determine direction. For highly nonlinear problems, the accuracy is hard to achieve. The ABCLS method proposed in this paper is more accurate, because the sampling direction is based on design point. For this problem, ABC algorithm could ensure a more accurate direction because of its capability of global probing. However, we could find that these results are in the magnitude; it can tell us that when the sample size is large, the line sampling could get good accuracy. The results demonstrate the applicability of the proposed method.
Conclusions
Because of a deficiency of information in aerospace engineering, truncated random information is of good use in aerospace mechanism. This paper proposes an improved line sampling techniqueÀABCLS method for truncated random information. With the proposed method, ABC algorithm is used to calculate design point of the performance function in standard truncated normal space. To ensure the accuracy of sampling, the 'minimizing variance' is added as a constraint to calculate direction of sampling. For complex implicit reliability problems, this paper combines the Kriging RSM with ABCLS method to alleviate computational burden and increase simulation efficiency. The main contributions of this paper are (1) Line sampling technique on the basis of truncated random information is proposed. This technique is feasible for reliability problems of highly reliable aerospace engineering which lacks information. (2) It is feasible for high-dimension and highly nonlinear reliability problems to use ABC algorithm to optimize design point of performance function in line sampling. (3) By combining Kriging RSM and ABCLS method, repeated computation is avoided in sampling and efficiency is significantly increased.
