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COUNTING SELF-AVOIDING WALKS ON FREE PRODUCTS OF
GRAPHS
LORENZ A. GILCH AND SEBASTIAN MU¨LLER
Abstract. The connective constant µ(G) of a graph G is the asymptotic
growth rate of the number σn of self-avoiding walks of length n in G from a
given vertex. We prove a formula for the connective constant for free products
of quasi-transitive graphs and show that σn ∼ AGµ(G)n for some constant
AG that depends on G. In the case of finite products µ(G) can be calculated
explicitly and is shown to be an algebraic number.
1. Introduction
Let G = (V,E, o) be a rooted graph with vertex set V , edge set E, and some dis-
tinguished vertex o. The graphs considered in this note are locally finite, connected
and simple, i.e. no multiple edges between any pair of vertices. An (undirected)
edge e ∈ E with endpoints u, v ∈ V is noted as e = 〈u, v〉. Two vertices u, v are
called adjacent if there exists an edge e ∈ E such that e = 〈u, v〉; in this case we
write u ∼ v. The vertex o ∈ V is called the root (or origin) of the graph.
A path of length n ∈ N on a graph G is a sequence of vertices [v0, v1, . . . , vn]
such that vi−1 ∼ vi for i ∈ {1, . . . , n}. An n-step self-avoiding walk (SAW) on a
rooted graph G is a path of length n starting in o where no vertex appears more
than once. The connective constant describes the asymptotic growth of the number
σn of self-avoiding walks of length n on a given graph G; it is defined as
(1) µ(G) = lim
n→∞
σ1/nn ,
provided the limit exists. In fact, if the graph is (quasi-)transitive the existence of
the limit is guaranteed by subadditivity of σn, see Hammersley [13]. In the case of a
finite graph µ(G) equals trivially zero. In the following we will just write µ = µ(G).
Self-avoiding walks were originally introduced on Euclidean lattices as a model
for long polymer chains. But in recent years, the study on hyperbolic lattices, see
Madras and Wu [16], Swierczak and Guttmann [19], on one-dimensional lattices,
see Alm and Janson [1], and on general graphs and Cayley graphs, see Grimmett
and Li [8, 9, 10, 11, 12], has received increasing attention from physicists and
mathematicians alike. In particular, the connective constant of a d-regular vertex-
transitive simple graph is shown to be bounded below by
√
d− 1, see [11]. However,
exact values of the connective constant are only known for a small class of non-
trivial graphs, namely ladder graphs, see [1], and the hexagonal lattice where the
connective constant equals
√
2 +
√
2, see Duminil-Copin and Smirnov [5].
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In the present paper we use generating functions, in particular the function
M(z) := ∑n≥0 σn · zn, to give formulas for the connective constant for the class
of free products of graphs. Generating functions already played an important role
in the theory of self-avoiding walks, e.g. see [1] and Bauerschmidt, Duminil-Copin,
Goodman and Slade [2]. The approach of this note is that the involved generating
functions satisfy a functional equation of the same type as some generating functions
for the ordinary random walk. As a consequence the connective constant can be
expressed as the smallest positive root of an equation, see Theorem 3.3. In the case
of products of finite graphs this equation can be solved explicitly and it is shown
that µ is an algebraic number, see Corollary 3.4.
(a) K2 ∗K3 : µ ≈ 1.7692† (b) K2 ∗K4 : µ ≈ 2.5163 (c) K3 ∗K4 : µ ≈ 3.6151
Figure 1. Examples for free products of complete graphs Kn.
It is widely believed that on Zd, d 6= 4, there is a critical exponent γ depending
on d such that σn ∼ Aµnn1−γ , where A is a constant depending on d. However, this
behaviour is rigorously proven only on lattices in dimensions d ≥ 5, see Hara and
Slade [14], on ladder graphs, see [1], and (in a weaker form) on regular tessellations
of the hyperbolic lattice, see [16]. In this note we prove that σn ∼ Aµ(G)nn1−γ
with γ = 1 for free products of graphs, see Theorem 4.1. This result supports the
conjecture evoked in [16] that SAW on nonamenable graphs exhibits a mean-field
behavior, i.e., that γ = 1.
The study of stochastic processes on free products has a long and fruitful history.
In most of the works generating function techniques played an important role,
e.g. Woess [22]. Similar techniques we use for rewriting generating functions in
terms of functions on the factors of the free product were introduced independently
and simultaneously in Cartwright and Soardi [4], McLaughlin [17], Voiculescu [20]
and Woess [21]. Free products owe some of their importance Stalling’s Splitting
Theorem which states that a finitely generated group has more than one (geometric)
end if and only if it admits a nontrivial decomposition as an amalgamated free
product or an HNN-extension over a finite subgroup. Furthermore, they constitute
an important class of nonamenable graphs where calculations are still possible while
they remain completely open on one-ended nonamenable graphs. For example, the
spectral radius of random walks, see [22], and the critical percolation probability
pc, see Sˇpakulova´ [15, 18], can be calculated on free products but still constitute a
big challenge on one-ended nonamenable graphs.
† The exact value of µ is 6
(
−2 + 3
√
46 − 6
√
57 + 3
√
46 + 6
√
57)
)−1
COUNTING SELF-AVOIDING WALKS ON FREE PRODUCTS OF GRAPHS 3
2. Free products of graphs
Let r ∈ N with r ≥ 2 and set I := {1, . . . , r}. Let G1 = (V1, E1, o1), . . . , Gr =
(Vr, Er, or) be a finite family of undirected, connected, quasi-transitive, rooted
graphs with vertex sets Vi, edge sets Ei and roots oi for 1 ≤ i ≤ r. We recall that
a graph is called quasi-transitive if its automorphism group acts quasi-transitive,
i.e. with finitely many orbits. In particular, every finite graph is quasi-transitive.
Furthermore, we shall assume that we have |Vi| ≥ 2 for every i ∈ I and that the
vertex sets are distinct.
Let V ×i := Vi \ {oi} for every i ∈ I and set τ(x) := i if x ∈ V ×i . Define
V := V1 ∗ · · · ∗ Vr = {x1x2 . . . xn | n ∈ N, xi ∈
⋃
j∈I
V ×j , τ(xi) 6= τ(xi+1)} ∪ {o},
which is the set of ‘words’ over the alphabet
⋃
i∈I V
×
i such that no two consecutive
letters come from the same V ×i . The empty word in V is denoted by o. We extend
the function τ on V by setting τ(x1 . . . xn) := τ(xn) for x1x2 . . . xn ∈ V . On the
set V we have a partial word composition law: if x = x1 . . . xm, y = y1 . . . yn ∈ V
with τ(xm) 6= τ(y1) then xy stands for the concatenation of x and y, which is again
an element of V . In particular, if τ(x) 6= i ∈ I then we set xoi := oix := x and
xo := ox := x. We regard each Vi as a subset of V , identifying each oi with o.
We now equip the set V with a graph structure by defining the set of edges E
as follows: if i ∈ I and x, y ∈ Vi with x ∼ y then wx ∼ wy for all w ∈ V with
τ(w) 6= i. The free product of the graphs G1, . . . , Gr is then given by the graph
G := G1 ∗G2 ∗ · · · ∗Gr := (V,E, o).
In order to visualize this graph take a copy of each graph G1, . . . , Gr and glue them
together at their roots o1, . . . , or, that is, we identify the roots of the single graphs
as one common vertex in V , which becomes o. Inductively, at each element x ∈ V
with τ(x) = i ∈ I attach copies of the graphs Gj , j 6= i, where x is identified with
the roots oj , j 6= i, of each single graph Gj .
For i ∈ I and n ∈ N, let σ(i)n be the number of self-avoiding walks of length n
on Gi starting at oi. Since all graphs Gi are quasi-transitive there are, due to [13],
numbers µi such that
µi = lim
n→∞
(
σ(i)n
)1/n
.
3. Functional equation for generating functions
We turn to self-avoiding walks on the free product G. Let σn be the number of
self-avoiding walks of length n ∈ N on the free product G starting at o. We set
σ0 := 1.
For i ∈ I and z ∈ C, define the generating functions
M(z) :=
∑
n≥0
σn · zn,
Mi(z) :=
∑
n≥1
σ(i)n · zn.
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Furthermore, let σ¯
(i)
n be the number of self-avoiding walks of length n on the free
product G starting at o, which do visit V ×i . Define
M∗i (z) :=
∑
n≥1
σ¯(i)n · zn.
Due to the recursive structure of free products we can rewrite
M∗i (z) =
∑
m≥0
Mi(z)
∑
i1,...,im∈I:
i1 6=i,ij 6=ij+1
m∏
j=1
Mij (z)
= Mi(z)
(
1 +
∑
j∈I\{i}
M∗j (z)
)
.(2)
Furthermore, we also have
(3) M(z) = 1 +
∑
i∈I
M∗i (z).
Plugging (3) into (2) yields
M∗i (z) =Mi(z)
(M(z)−M∗i (z)),
which in turn yields
M∗i (z) =M(z)
Mi(z)
1 +Mi(z) .
Hence,
M(z) = 1 +
∑
i∈I
M∗i (z) = 1 +M(z)
∑
i∈I
Mi(z)
1 +Mi(z) ,
or equivalently
(4) M(z) = 1
1−∑i∈I Mi(z)1+Mi(z)
.
The above equations do hold for every z ∈ C with |z| < R(M) and 1+Mi(z) 6= 0,
where R(M) is the radius of convergence of M(z).
Remark 3.1. Analogous functional equations as in (4) appear in different context
for random walks on free groups, where one has some generating functions on the
single factors and deduces the corresponding generating function on the free product.
In Gilch [7, Section 4], a functional equation of the same type was established in or-
der to compute the rate of escape of random walks on free products. In that case the
functions Mi(z) and M(z) are replaced by probability generating functions. Fur-
thermore, in Candellero, Gilch and Mu¨ller [3, Equation (4.1)] a functional equation
of the same type was also established in order to compute the Hausdorff dimension
of branching random walks on free products; in this case the involved generating
functions describe the evolution of particles.
We have
1 ≤ lim sup
m→∞
σ1/nn = 1/R(M),
and therefore that R(M) ≤ 1. In order to determine R(M) we have to find –
by Pringsheim’s Theorem – the smallest singularity point on the positive x-axis
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of M(z). This smallest singularity point is either one of the radii of convergence
R(Mi) of the functions Mi(z) or the smallest real positive number z∗ with
∑
i∈I
Mi(z∗)
1 +Mi(z∗) = 1.
That is, R(M) = min{R(M1), . . . , R(Mr), z∗}. The next lemma answers which of
the candidates is the radius of convergence of M(z):
Lemma 3.2. R(F) = z∗ < min{R(M1), . . . , R(Mr)}.
Proof. If all generating functions Mi(z) have infinite radius of convergence (that
is, R(Mi) = ∞), then R(F) = z∗ since M(0) = 0 and limz→∞Mi(z) = ∞.
Therefore, w.l.o.g. we may assume from now on that R(M1) < ∞. Recall that
µ1 = limn→∞(σ
(1)
n )1/n = 1/R(M1). Due to quasi-transitivity of the graph G1 we
obtain with [13, Theorem 1] that
logµ1 = inf
n∈N
log σ
(1)
n
n
,
that is, we have σ
(1)
n ≥ µn1 .
We follow a similiar reasoning as in [3]. We now consider σn and count only
those SAW which make at least one step into the copy of G1, before they make
exactly one step into a copy of G2 and then at least one step into a copy of G1,
and so on. This leads to the following estimates for σn:
σn ≥
⌊n
2
⌋∑
k=1
∑
n1,...,nk≥1:
n1+···+nk=n−k
σ(1)n1 · . . . · σ(1)nk
≥
⌊n
2
⌋∑
k=1
µn−k1
(
n− 2k + k − 1
k − 1
)
≥
⌊n
2
⌋−1∑
k=0
µn−k−11
(
n− k − 2
k
)
.
The binomial coefficient in the second inequality arises as follows: we think of
placing n− k balls into k urns, where there should be at least one ball in each urn.
If k ≤ ⌊n2 ⌋ − 1 then n − k − 2 ≥ ⌊n2 ⌋ − 1. This yields together with the Binomial
Theorem:
σn ≥ µn−11
⌊n
2
⌋−1∑
k=0
µ−k1
(⌊n2 ⌋ − 1
k
)
= µn−11
(
1 + µ−11
)⌊n
2
⌋−1
.
This gives
lim inf
n→∞ σ
1/n
n ≥ lim infn→∞ µ
n−1
n
1
√
1 + µ−11 = µ1 ·
√
1 + µ−11 > µ1.
This finishes the proof, and the only remaining possibility for R(M) is z∗. 
Eventually, we proved the following theorem.
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Theorem 3.3. The connective constant µ = µ(G) of a free product G of quasi-
transitive graphs is given as µ = 1/z∗, where z∗ is the smallest real positive number
with ∑
i∈I
Mi(z∗)
1 +Mi(z∗) = 1.
Finally, we consider the special case of free products of finite graphs. If all single
graphs Gi are finite (that is, Vi is finite), then the generating functions Mi(z) are
polynomials with positive coefficients of degree less or equal than |Vi|− 1. We then
have that z∗ is the smallest positive zero of the polynomial
(5) D(z) =
∏
k∈I
(
1 +Mk(z)
)−∑
i∈I
Mi(z) ·
( ∏
j∈I\{i}
(
1 +Mj(z)
))
.
In the case r = 2 we obtain that z∗ is the smallest positive zero of the polynomial
1−M1(z)M2(z). This proves the following:
Corollary 3.4. If all factors Gi are finite graphs, then µ is algebraic.
4. The critical exponent γ
In this section we want to show that the critical exponent γ = 1. We say that
two functions f(n), g(n) satisfy f(n) ∼ g(n), if f(n)/g(n)→ 1 as n→∞.
Theorem 4.1. Let σn be the number of self-avoiding walks of length n on a free
product G of quasi-transitive graphs and let µ(G) be the connective constant of G.
Then, there exists some constant AG such that
σn ∼ AGµ(G)n.
In order to prove the theorem we make some further observations. We begin by
recalling that Equation (4) is valid for all z ∈ C with |z| < z∗ and 1 +Mi(z) 6= 0
for all i ∈ I. By multiplication of (4) with ∏i∈I(1 +Mi(z)) we can rewrite M(z)
as
M(z) = N(z)
D(z)
,
where N(z) :=
∏
i∈I
(
1 +Mi(z)
)
and
D(z) :=
∏
k∈I
(
1 +Mk(z)
)−∑
i∈I
Mi(z) ·
∏
j∈I\{i}
(
1 +Mj(z)
)
.
Lemma 4.2. There exists some function g(z) that is analytic in a neighbourhood
of z = z∗ such that g(z∗) 6= 0 and
N(z)
D(z)
=
g(z)
z − z∗ .
Proof. Since z∗ < min{R(M1), . . . , R(Mr)} we can expand each Mi(z) around z∗
as a Taylor series of the form
Mi(z) =
∑
n≥0
a(i)n (z − z∗)n.
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In particular, N(z) and D(z) are analytic in a neighbourhood of z = z∗. Plugging
this expansion into D(z) we must have due to D(z∗) = 0 that D(z) can be rewritten
as
(6) D(z) =
∑
n≥1
dn(z − z∗)n.
We now claim that z∗ is a single zero of (6), that is, we have d1 6= 0: the derivative
of (6) is ∑
i∈I
M′i(z)
∏
k∈I\{i}
(
1 +Mk(z)
)−∑
i∈I
M′i(z) ·
∏
j∈I\{i}
(
1 +Mj(z)
)
−
∑
i∈I
Mi(z)
∑
k∈I\{i}
M′k(z)
∏
l∈I\{i,k}
(
1 +Ml(z)
)
= −
∑
i∈I
Mi(z)
∑
k∈I\{i}
M′k(z)
∏
l∈I\{i,k}
(
1 +Ml(z)
)
.
Since Mi(z∗),M′i(z∗) > 0 for all i ∈ I the derivative is strictly negative for real
z > 0. Consequently, D′(z∗) 6= 0 and therefore z∗ is a single zero of D(z). Since z∗
is the smallest positive zero of D(z) we can write D(z) = (z−z∗)·d(z), where d(z) is
analytic in a neighbourhood of z = z∗ with d(z∗) 6= 0. Setting g(z) := N(z) ·d(z)−1
yields the claim since g(z) is a function with g(z∗) 6= 0, which is analytic in a
neighbourhood of z∗.  
We now claim that z∗ is the unique dominant singularity of N(z)/D(z).
Lemma 4.3. The only singularity of N(z)/D(z) on its circle of convergence (of
radius z∗) is z∗.
Proof. Expanding D(z) yields that we can rewrite D(z) = 1 − S(z), where S(z)
has the form
S(z) =
r∑
k=2
∑
1=i1<i2<···<ik=r
ai1,...,ikMi1(z) . . .Mik(z) =
∑
n≥1
snz
n,
where ai1,...,ik ≥ 0 and sn > 0 for all n ∈ N. In particular, S(z∗) = 1. It is sufficient
to show that there is no z0 ∈ C with |z0| = z∗ and S(z0) = 1. For this purpose, let
be θ ∈ [0, 2pi) and consider
1− S(eiθz∗) = 1−
∑
n≥1
snz
n
∗ e
iθn.
Observe that the elements eiθn are points on the (complex) unit circle and that
S(eiθz∗) is a convex combination of these points since S(z∗) = 1. Since 1 is an
extremal point of the convex unit disc and since the greatest common divisor of the
sn’s equals 1, we must have that θ = 0, which yields the claim. 
Now we can proceed with the proof of Theorem 4.1 which uses the modern tool
of Singularity Analysis developed by Flajolet and Sedgewick [6, Chapter VI].
Proof of Theorem 4.1. Recall that the formula for M(z) given by Equation (4) is
only valid for all z ∈ C with |z| < z∗, while the quotient N(z)/D(z) is analytic in
some domain of the form
∆ = {z ∈ C | |z| < R′, z 6= z∗, |arg(z − z∗)| > ϕ}
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for some R′ > z∗ and some ϕ ∈ (0, pi/2) due to Lemma 4.3; compare also with
[6, Definition VI.1]. Thus, N(z)/D(z) is an analytic continuation of M(z) to the
domain ∆. This is because, if there is some z0 ∈ C \ {z∗} with |z0| = z∗ and
1+Mi(z0) = 0 for some i ∈ I thenM(z)→ 0 as z → z0, and by Riemann’s theorem
on removable singularities we obtain that N(z)/D(z) is an analytic representation
ofM(z) also in a neighbourhood of z = z0, yielding that z0 is not singular. In view
of Lemma 4.3 and the above discussion z∗ is the only singularity of M(z) on the
circle with radius z∗. With this observation and with Lemma 4.2 we can rewrite
N(z)/D(z) as
M(z) = a0
z − z∗ +
∑
n≥1
an(z − z∗)n−1,
where g(z) =
∑
n≥0 an(z−z∗)n. By [6, Chapter VI.2], the singular term (z − z∗)−1
leads to the proposed form for the coefficients σn. 
5. Examples
In this section we collect some examples with explicit calculations for free prod-
ucts of finite and infinite graphs. Let Kn be the complete graph of n vertices.
Example 5.1. Consider the free product of K2 ∗K3, see Figure 1(a). Then
M1(z) = z, M2(z) = 2z + 2z2.
The smallest positive zero of 1−M1(z)M2(z) = 1− 2z2 − 2z3 is given by
z∗ =
1
6
(
−2 + 3
√
46− 6
√
57 +
3
√
46 + 6
√
57)
)
≈ 0.565198.
Eventually, µ = 1/z∗ ≈ 1.76929.
Example 5.2. Consider K2 ∗K3 ∗K4. Then
M1(z) = z, M2(z) = 2z + 2z2, M3(z) = 3z + 6z2 + 6z3.
The smallest positive zero of the polynomial
3∏
k=1
(
1 +Mk(z)
)−
3∑
i=1
Mi(z) ·
(∏
j 6=i
(
1 +Mj(z)
))
.
is given by z∗ ≈ 0.210631, which is the smallest positive zero of the polynomial
24z6 + 60z5 + 66z4 + 38z3 + 11z2 − 1. That is, µ = 1/z∗ ≈ 4.74763.
Example 5.3. Let Cn be the cycle graph with n vertices. Consider free products
of the form C2 ∗ Cn for n ≥ 3. Then M1(z) = z and M2(z) =
∑n−1
k=1 2z
k. The
following table shows the approximations of µ for different n:
n 4 5 6 7 8 9 10 ∞
µ 1.89932 1.95350 1.97781 1.98920 1.99468 1.99737 1.99869 2
Here, we set C∞ to be the one-dimensional Euclidean lattice. The free product
C2 ∗ C∞ is then the regular tree of degree 3 and hence µ = 2.
Example 5.4. Consider the following infinite graph G1:
o1
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We have σ
(1)
1 = 4. Let us consider SAW whose first step is to the right. Every
SAW of even length consists only of steps which pass through an edge from the left
to the right. At every crossing we have two possibilities to extend some given SAW
towards the right hand side. For SAW of odd length each SAW of length n− 1 can
be extended to the right by two ways, and by one edge back to the left. By symmetry
this yields σ
(2n)
1 = 2 · 2n and σ(2n+1)1 = 2 · 3 · 2n for n ≥ 1. Hence,
M1(z) =
∑
n≥1
σ
(n)
1 z
n = 4z +
∑
n≥1
2n+1z2n +
∑
n≥1
3 · 2n+1 · z2n+1
=
2 + 6z
1− 2z2 − 2z − 2.
That is, R(M1) = 1√2 . Consider again the complete graph of degree 4 denoted by
K4 with
M2(z) = 3z + 6z2 + 6z3.
The connective constant of the free product G1 ∗K4 is then given as the solution z∗
of D(z) = 0 which can be calculated numerically:
z∗ = 0.203143.
The connective constant is then given by
µ =
1
z∗
= 4.92264.
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