Abstract-A Peer-to-peer (P2P) video system is characterized by two features: 1) a video is usually available on many participating hosts, and 2) different hosts typically have different sets of videos, though some may partially overlap. From a client's perspective, it can be served by any host having the video it requests. From a server's perspective, it will be used to serve any client requesting the videos it has. In this paper, we refer to the problem of who-serveswhom as service scheduling and show that different matches between clients and servers can result in significantly different system performance. Finding a right server for each client is challenging not only because a client can choose only the servers that are within its limited search scope, but also because clients arrive at different times, which are not known a priori. To address these challenges, we propose a novel technique called Shaking and our performance study shows that it can effectively boost the overall system performance.
I. INTRODUCTION
A Peer-to-Peer (P2P) video system is a decentralized overlay network that consists of a number of hosts that collaborate for the purpose of video sharing. In such a system, the participating hosts are peer to each other in the sense that they can all behave as clients and servers. While a host can be a client in requesting video services from any other hosts, it can also be a server by caching a number of videos to serve the entire community. Without causing ambiguity, we will simply use client to refer to a host requesting a video and server to a host supplying a video.
A P2P video system can be built on top of a structured or unstructured P2P file sharing systems. Since many techniques have been proposed for efficient file lookup in such systems (e.g., K-random walk [1] , CAN [2] , Chord [3] , Pastry [4] , just to name a few), we will not concern ourselves on how a client can locate the servers that have the video it requests. In this paper, we focus on service scheduling: given a client requesting a video, which is typically available on a number of servers, which server should be used to serve the client? This problem is complicated because of several factors.
First, from a client's perspective, it should be served by the one with minimal service latency, which is defined to be the period starting from the time a client submits a video request to the time it can start to download for playback. However, although a video may be available on many hosts in the system, a client looking for the video can usually locate only a few, typically one, of them. The servers found may not be able to provide the fastest service.
Second, even if each client can find all available server candidates, different match between clients and servers can result in significantly different performance results. As an example, consider two servers, S 1 and S 2 . S 1 caches videos v 1 and v 2 while S 2 has videos v 1 and v 3 . Given two clients, C 1 and C 2 , requesting for v 1 and v 2 , respectively, if C 1 is served by S 1 , C 2 will have to wait until S 1 finishes serving C 1 . However, if C 1 is served by S 2 , then C 2 can be served by S 1 immediately. This problem is attributed to this fact: while a client may have a number of hosts as its server candidates, a host can also be a server candidate to more than one client -a host caching a number of files can be a server to any client requesting these files.
Third, clients request files at different times. Thus, the match between clients and servers must be dynamically adjusted as clients arrive. This is particularly challenging in decentralized P2P systems, where each client finds and chooses its server by its own. In the previous example, when C 1 arrives, it can choose either S 1 or S 2 . It is the next request that determines which server should be used to serve C 1 .
In this paper, we address the challenges of scheduling peer-to-peer video services, which to our knowledge has not been studied before. Although our discussion is in the context of video services, the proposed solution is generic and can be applied in any P2P file sharing systems. In P2P systems, two clients looking for the same file may locate two different sets of server candidates. This phenomenon is especially popular when a file is cached by many hosts in the system. Based on this observation, we develop a novel scheduling technique called Shaking. While this approach makes it possible for a client to be served by a server that is beyond the client's own search scope, it can dynamically adjust the matches between servers and their pending clients as new requests arrive in the system.
II. SYSTEM MODEL AND ASSUMPTION
We assume a fully decentralized P2P system. To request a video V , a client simply calls Search(V ), which can be implemented by any decentralized file lookup techniques(e.g., [1] , [2] , [3] , [4] , etc.). The servers returned by this lookup process form the client's server pool, denoted as SP ool(V ), from which the client chooses one as its server. To download video V from server S, client C sends a command Request(C, V ) to the server. At the server side, each server organizes its communication bandwidth into a number of channels, each of which can stream a cached video at its playback rate to a remote client. In this paper, we assume each server can have at least one channel. We also assume that each server maintains a service queue Q; and all arriving requests are first appended to this queue. When a channel becomes free, the server schedules a pending request for services in a FIFO manner, i.e., clients are served according to their arriving order. Thus, given a number of channels and a list of pending requests, we can determine the service latency of each request.
III. SHAKING
Suppose a client C i requests a video V i . The client can call Search(V i ) to find a set of server candidates and then submit its request to the one, say S, which can provide the fastest service. Since the requests are served according to the order of their arrival, C i needs to wait until S finishes serving all earlier requests. An important objective of our research is to reduce this wait time. This goal can be achieved by trying to move the requests that arrived earlier at S to other servers. Assume client C j is in the service queue and the video it requests is V j . C i can launch a lookup for V j and check if any server found can provide V j to C j no later than S. If there is such a server, say S , then S can then be used to serve C j . When a request is moved out of S's queue, all requests pending after this request, including C i itself, will be served at an earlier time. Since a video may last many minutes, the reduction on their service latency can be significant.
Given a set of server candidates, a client can contact them for their pending requests and try to find each of these requests a new server. We call this process as Shaking. Shaking makes it possible for a client to be served by a server that is beyond the client's search scope. In the above example, S located by C i may be invisible to C j . Given a limited search scope, each client may shake only a small number of servers. However, many small shakes, originating by clients from different locations, together can have a global effect. Since each client can try to shake its server candidates, a more demanded server may be shaken more frequently. Thus, the pending requests in an overloaded server can be migrated gradually to other less loaded servers in the system. In addition, since each shake dynamically adjusts the match between clients and servers, the mismatch caused by the limitation of search scope and unpredictable client arrivals is effectively addressed.
A challenge of implementing the above Shaking idea is the chaining effect. In Figure 1 , a client C trying to shake request [C 1 , V 2 ] out of server S 1 may find two servers, S 2 and S 3 , both having V 2 . Although these two servers cannot serve [C 1 , V 2 ] earlier than S 1 , the client can try to shake the requests pending in S 2 and S 3 . For example, it may launch a search for V 4 and find server S 4 , which is free of workload at this moment. Obviously, to successfully move out a request, a client may need to shake a chain of servers. The chain may even consist of loops, which happens when multiple requests pending on different servers for a same video. In addition to the chaining issue, the order of shaking also has significant impact on the shaking results. In the above example, we can move [C 4 , V 4 ] from S 3 to S 4 , and then [C 2 , V 2 ] and [C 3 , V 3 ] from S 2 to S 3 , and finally [C 1 , V 2 ] from S 1 to S 2 . This shaking order allows S 1 to serve client C immediately. However, if we move [C 3 , V 3 ] first from S 2 to S 4 , client C will receive no benefit. In this paper, we address these challenges with a 3-step solution, building closure set, shaking closure set, and executing shaking plan.
A. Building Closure Set
A closure set is the maximum set of servers that a client can find to shake to minimize its service latency. A client requesting video V can use Algorithm 1 to build such a closure set. The client first calls Search(V ) to find SP ool(V ), i.e., a set of servers having video V , and contacts each server S for its service queue. Then for each pending request [C i , V i ] in the queue, the client searches for SP ool(V i ). Note that for each video, the client matter experts for publication in the IEEE GLOBECOM 2005 proceedings. This full text paper was peer reviewed at the direction of IEEE Communications Society subject needs to search its servers only once. Given a same lookup mechanism, the client can find only a fixed server pool for a particular video. The information about the servers and their pending requests found during this process are stored locally.
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B. Shaking Closure Set
Given a set of the servers and their service queues, the client now tries to find a shaking plan that can minimize its service latency. A shaking plan is an ordered list of action items, each denoted as T ([C, V ], S i , S j ), meaning that "transfering [C, V ] from S to S ". Recall that different shaking orders can have significantly different results. Given a set of servers and their service queues, the client can try different shaking orders to generate various shaking plans and then choose the one that has the best result. Specifically, given a list of servers in SP ool(V ), say S 1 , ..., S n , the client can try each server as the starting point of shaking and generate a shaking plan. Each time it chooses a server, it first appends its request [C, V ] in the server's queue and then tries to transfer the earlier requests in this server to other servers. Trying to shake all servers allows the client to find out which one should be used as its server. Note that all such tries are done locally without actually getting the servers involved. for all [ 
is appended to the ShakingP lan and S 3 is removed from ShakingP ool. Since all requests have been shaken out, C x proceeds to execute the actions listed in ShakingP lan.
C. Executing Shaking Plan
Given a shaking plan, client C tries to execute the listed actions one by one in order as follows. If yes, it appends [C, V ] to its service queue and sends an OK message to S. Otherwise, it sends an Abort message to S. When S receives an OK message from S , it removes [C, V ] from its service queue and sends an OK message to client C. In the case that S receives an Abort message from S , it also sends an Abort message to client C. After the client receives an OK message from S, it continues to execute the next action listed in the shaking plan. When client C receives an Abort message, it aborts all remaining actions in the shaking plan.
It is worth mentioning that in the above process, the shaking client does not transfer the pending requests directly. Rather, the client can only recommend a list of transferring actions: for each action T ([C, V ], S, S ), the client can only submit it to S. It is S , the destination server, that has the final approval on the transferring action, and S will not approve unless it can serve the request [C, V ] no later than S. There are two advantages of this simple approach. First, it avoids the potential abuse of selfish clients, which may try to generate bogus shaking plans to get earlier services. The above approach ensures that a request cannot be shaken out comprimising its service latency. Second, this approach does not require a shaking client to have the latest workload of the servers being shaken. When a client submits an action T ([C, V ], S, S ) to S, S can inform S of the actual value of L, i.e., the expected service latency of [C, V ] at S.
D. Implementation Issues
The file lookup techniques used in many structured P2P systems [3] , [4] , [2] , [5] , [6] allow a client to efficiently locate a server that has the file it requests. When such lookup techniques are adopted for P2P video systems, the cost of building a closure set for a video will not be a major concern. However, if some flooding-based lookup technique is used, a closure set may contain many servers and could be expensive to build. A simple way to address this problem is to apply some threshold control mechanism. For instance, when the number of servers in the closure set exceeds some threshold, the client can stop searching for new servers. Another problem is server crashes. When a server crashes, all requests in its queue are lost. With Shaking, a client request can be transferred from one server to another. Thus, a client may not be aware that its request is lost. To address this problem, each server can periodically update its current clients about their expected service latency. If a client does not receive such information for some time period, it can simply resubmit its request. Finally, a server may be shaken by several clients matter experts for publication in the IEEE GLOBECOM 2005 proceedings. This full text paper was peer reviewed at the direction of IEEE Communications Society subject simultaneously. In the execution of shaking plans, each request transfer is treated as one transaction. Thus, a failed request transfer does not affect the requests that have been transferred successfully. However, when a request transfer fails, the remaining actions in a shaking plan are aborted. This scenario typically happens when a server is included by many clients in their closure sets. This problem can be largely avoided by marking a server when it is included in some closure set. A marked server will then not be included in another closure set for some time period.
IV. PERFORMANCE STUDY
A client requesting for a video can locate a set of servers and then simply choose the one that can provides the faster service. We call this approach Naive and use it as a baseline to compare with Shaking in our performance study. We simulate a decentralized P2P video system, where a number of servers together cache 100 different videos. In our simulation, each video lasts 60 minutes and is MPEG-I compressed, with a constant playback rate of 1.5 Mbps. We also assume that each server has one channel. We choose average service latency as the performance metric and study how it is affected by the request arrival interval and the number of servers. The performance results are plotted in Figure 3 and 4, respectively. Due to space constraints, we give only the simulation settings as follows with lesser explanation of the results. In the first study, we fixed the number of servers at 500 and varied the request arrival interval from 20 to 100 second per request. We collected two groups of performance data. In the first group, we assume the servers are uniform in their capacity, i.e., each server caches a randomized number of different videos. In the second group, the server capacity has skew of 0.5. Under both settings, the copies of a video available in the system are generated proportionally to its popularity. In our second study, we investigate how the service latency is affected by the number of servers. In this case, we fixed the request arrival interval at 60 seconds/request and varied the number of servers from 100 to 1,000. Similarly, we collected two groups of performance data, one without server capacity skew and the other with skew at 0.5.
V. CONCLUDING REMARKS
In this paper, we investigate the problem of service scheduling in P2P video systems and propose a novel technique, called Shaking. The proposed technique is characterized by a few desirable features. First, Shaking makes it possible for a client to be served by a server that is beyond the client's own search scope. Second, the match between the servers and clients can be dynamically adjusted to minimize client service latency. Furthermore, the proposed scheme is able to avoid potential abuse of selfish clients, which may try to preempt all earlier requests in a server. The proposed technique can be used in general to improve the performance of regular P2P file sharing systems, which to our knowledge do not consider service scheduling up to date. As indicated by our performance study, an effective scheduling algorithm is critical to the system load balancing and can significantly reduce the average service latency.
