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ABSTRACT
We use ultradeep SCUBA-2 850 μm observations (∼0.37 mJy rms) of the 2Ms Chandra Deep Field-North (CDF-
N) and 4Ms Chandra Deep Field-South X-ray ﬁelds to examine the amount of dusty star formation taking place in
the host galaxies of high-redshift X-ray active galactic nuclei (AGNs). Supplementing with COSMOS, we measure
the submillimeter ﬂuxes of the 4–8 keV sources at >z 1, ﬁnding little ﬂux at the highest X-ray luminosities but
signiﬁcant ﬂux at intermediate luminosities. We determine graybody and MIR luminosities by ﬁtting spectral
energy distributions to each X-ray source and to each radio source in an ultradeep Karl G. Jansky Very Large Array
(VLA) 1.4 GHz (11.5 μJy at s5 ) image of the CDF-N. We conﬁrm the far-infrared (FIR)-radio and mid-infrared
(MIR)-radio correlations to z = 4 using the non-X-ray detected radio sources. Both correlations are also obeyed by
the X-ray less luminous AGNs but not by the X-ray quasars. We interpret the low FIR luminosities relative to the
MIR for the X-ray quasars as being due to a lack of star formation, while the MIR stays high due to the AGN
contribution. We ﬁnd that the FIR luminosity distributions are highly skewed and the means are dominated by a
small number of high-luminosity galaxies. Thus, stacking or averaging analyses will overestimate the level of star
formation taking place in the bulk of the X-ray sample. We conclude that most of the host galaxies of X-ray
quasars are not strong star formers, perhaps because their star formation is suppressed by AGN feedback.
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1. INTRODUCTION
A major open question in galaxy evolution is the interplay
between star formation and active galactic nucleus (AGN)
activity. Theoretical work has shown that “feedback” from an
AGN can limit galaxy masses and luminosities by suppressing
star formation, either through a powerful wind that clears the
interstellar medium from the host galaxy (quasar-mode), or
through the production of jets of relativistic particles that
prevent gas in the hot halo from cooling (radio-mode) (e.g.,
Ostriker & Cowie 1981; Silk & Rees 1998; Granato et al. 2004;
Di Matteo et al. 2005; Springel et al. 2005; Bower et al. 2006;
Croton et al. 2006; Hopkins et al. 2006; Sijacki et al. 2007).
Recently, observational evidence for the curtailing of star
formation by radiatively driven outﬂows from AGNs has also
been reported (e.g., Cano-Díaz et al. 2012; Farrah et al. 2012).
The advent of sensitive, large-area, far-infrared (FIR) and
submillimeter surveys from the PACS (Poglitsch et al. 2010)
and SPIRE (Grifﬁn et al. 2010) instruments on the ESA
Herschel Space Observatory (Pilbratt et al. 2010) and the
SCUBA-2 camera (Holland et al. 2013) on the 15 m James
Clerk Maxwell Telescope (JCMT), along with deep X-ray
observations from the NASA Chandra X-ray Observatory
(Weisskopf et al. 2002), has opened up a new avenue for
exploring how AGNs can impact star formation in their host
galaxies. The mid-infrared (MIR; 5–40 μm) ﬂuxes of AGN
hosts are dominated by thermal emission from hot dust, heated
due to irradiation by the AGNs (e.g., Horst et al. 2008; Gandhi
et al. 2009; Ichikawa et al. 2012). In contrast, it has recently
been argued, based on the mapping of FIR wavelengths
through the peak of the cold dust emission at 100 μm, that the
FIR ﬂuxes of AGN hosts are dominated by star formation (e.g.,
Hatziminaoglou et al. 2010; Mullaney et al. 2012). This has led
to studies with Herschel of the average star formation rates
(SFRs) of AGN hosts selected from hard X-ray (2–8 keV)
samples.
Using the Chandra Deep Field-North (CDF-N) X-ray
sample (Alexander et al. 2003) with spectroscopic redshifts
(Barger et al. 2008; Trouille et al. 2008) and Herschel Multi-
tiered Extragalactic Survey (HerMES) (P.I. S. Oliver;
described in Oliver et al. 2012) 250, 350, and 500 μm imaging,
Page et al. (2012) found a systematic non-detection at 250 μm
of the 21 < <z1 3 AGN hosts with X-ray luminosities
>-L 102 8 keV 44 erg s−1 (quasar luminosities; e.g., Barger
et al. 2005; Richards et al. 2005).
Page et al. (2012) also performed a stacking analysis of all
the < <z1 3 AGN hosts with X-ray luminosities in a given
range, whether they were detected at 250 μm or not, to probe
below the confusion limit of the Herschel data. They derived an
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average SFR for the < <z1 3 AGN hosts with
>-L 102 8 keV 44 erg s−1 and found it to be considerably lower
than the average SFR for the AGN hosts with
= --L 10 102 8 keV 43 44 erg s−1.
The Page et al. (2012) results may indicate that luminous
AGNs are suppressing star formation, as would be expected
from quasar-mode feedback. However, they are in contra-
diction with other Herschel stacking analyses, which ﬁnd
average SFRs that either rise or stay ﬂat to the highest X-ray
luminosities (e.g., Lutz et al. 2010; Shao et al. 2010; Rosario
et al. 2012; Rovilos et al. 2012).
To try and resolve this discrepancy, Harrison et al. (2012)
performed their own stacking analyses on the 250 μm HerMES
data in three ﬁelds: the CDF-N, the Chandra Deep Field-South
(CDF-S), and COSMOS. In their highest LX bin in the CDF-N,
they conﬁrmed Page et al. (2012)ʼs non-detection. However,
they postulated that low number statistics (they had seven
sources in this bin) could be a problem. Thus, they analyzed
the wider area COSMOS data to improve the statistics. This
time they found constant average SFRs over the X-ray
luminosity range = -L 10 10X 43 45 erg s−1. Their CDF-S
results were within 1σ of their COSMOS results, while their
CDF-N results—this time they used the GOODS-Herschel
(GOODS-H; P.I. D. Elbaz; described in Elbaz et al. 2011) data
—were low by 3σ compared to their COSMOS results.
A stacking analysis is a useful but necessarily blunt tool that
hides a lot of information, since all one can get from a stacking
analysis is an average. If possible, it is much better to look at
the spread in a quantity for individual galaxies in order to
determine what is happening. To do so, one needs exception-
ally high quality data, both in the FIR/submillimeter and in the
X-ray. This requires the use of the deepest ﬁelds available.
In this paper, we use ultradeep SCUBA-2 observations of the
CDF-N and CDF-S from Barger et al. (2014) and L. Cowie
et al. (2015, in preparation) to examine the amount of dusty
star formation taking place in the host galaxies of high-redshift
X-ray AGNs. These ﬁelds have incredibly deep X-ray data
from Alexander et al. (2003; CDF-N; 2Ms) and Xue et al.
(2011; CDF-S; 4 Ms). In the ﬁrst part of our analysis
(Section 3), we supplement our primary ﬁelds of study with
the SCUBA-2 image of the central region of the COSMOS
ﬁeld from Casey et al. (2013), which has deep X-ray data from
Elvis et al. (2009; C-COSMOS, 160 ks).
SCUBA-2ʼs long-wavelength angular resolution on the sky
is substantially better than that of space-based missions. For
example, the beam FWHM size of Herschel at its longest
wavelength of 500 μm is ∼35″, while that of SCUBA-2 at
850 μm is ∼14″. Previous work on this topic was primarily
done using Herschel at 250 μm, where the beam FWHM size is
∼18″. However, the one source per 40 beams confusion noise
in the Herschel data is (19, 18, 16)mJy at (250, 350, 500)μm
(Nguyen et al. 2010), compared to 2.1 mJy at 850 μm, with the
confusion being more dominated by low-redshift sources at the
shorter wavelengths (see, e.g., Figure 10 of Casey et al. 2012).
Finally, for the redshift range z = 1 to 5, 850 μm samples rest-
frame wavelengths from 425 μm to 142 μm, while 250 μm
samples rest-frame wavelengths from 125 μm to 42 μm, which
pushes into the MIR portion of the spectral energy distribution
(SED) where the AGN torus is beginning to contribute to the
emission.
In Section 2, we describe the ultradeep X-ray and radio
samples (the latter covers only the CDF-N) that we use, along
with the corresponding optical, near-infrared (NIR), MIR, FIR,
submillimeter, and millimeter imaging and optical spectro-
scopy. In Section 3, we measure the submillimeter ﬂuxes of the
X-ray sources in the CDF-N, CDF-S, and COSMOS ﬁelds and
ﬁnd a signiﬁcant dependence on X-ray luminosity (i.e., there is
less submillimeter light in the most X-ray luminous AGNs). In
Section 4, we ﬁrst construct the average SEDs of the X-ray
sources in the CDF-N and CDF-S ﬁelds to show schematically
how the observed dependence on X-ray luminosity from
Section 3 is reﬂected in the FIR shapes. We then ﬁt the SEDs of
each CDF-N and CDF-S X-ray source and each CDF-N radio
source individually at wavelengths longer than a rest-frame
wavelength of 4 μm with a combined graybody and truncated
MIR power law. In Section 5, we use the resulting graybody
luminosities to conﬁrm that the FIR-radio correlation holds to
high redshifts for the non-X-ray detected radio sample. We also
determine that the X-ray quasars fall below the correlation,
while the X-ray less luminous AGNs obey it. In Section 6, we
use the resulting MIR luminosities to conﬁrm that the MIR-
radio correlation holds to high redshifts for the non-X-ray
detected radio sample. We again determine that the X-ray
quasars fall below the correlation, while the X-ray less
luminous AGNs obey it. In Section 7, we analyze the FIR
luminosity distribution as a function of X-ray luminosity. In
Section 8, we summarize our results.
We adopt the AB magnitude system for the optical and NIR
photometry, and we assume the Wilkinson Microwave
Anisotropy Probe cosmology of H0 = 70.5 km s
−1 Mpc−1,
=Ω 0.27M , and =LΩ 0.73 (Larson et al. 2011) throughout.
2. DATA
2.1. X-ray Imaging
In order to provide a uniform sample, we choose AGNs
solely on the basis of their hard X-ray luminosities. In contrast,
some papers in the literature (e.g., Shao et al. 2010; Mullaney
et al. 2012) adopt the Bauer et al. (2004) mixed criteria
(namely, X-ray luminosity, X-ray obscuring column or
hardness, optical spectroscopic classiﬁcations, and X-ray/
optical ﬂux ratios) for separating X-ray AGNs from star
formation dominated sources, sometimes in combination with a
Spitzer Space Telescope (Soifer et al. 2008) IRAC (Fazio
et al. 2004) color–color selection (e.g., Chen et al. 2013).
However, with our pure hard X-ray luminosity, or, equiva-
lently, black hole accretion rate selection, we ensure that we
will be comparing our measured FIR luminosities with genuine
AGN luminosities. It will also simplify future comparisons
with the Swift/Burst Alert Telescope local sample of Mush-
otzky et al. (2014).
To minimize opacity effects, we use the hardest Chandra
X-ray band available (4–8 keV), which corresponds to a rest-
frame energy selection of 8–16 keV or greater for >z 1. At
these X-ray energies, opacity effects should be negligible,
except for extremely Compton-thick sources ( >N 10H 24
cm−2). For the CDF-N, we start with the observed-frame
4–8 keV sample of Alexander et al. (2003), and for the CDF-S,
we start with the observed-frame 4–8 keV sample of Lehmer
et al. (2012; catalog kindly supplied by B. Lehmer), taking the
X-ray properties from Xue et al. (2011). Near the aim point, the
X-ray data reach limiting ﬂuxes of » ´- -f 2 104 8 keV 16
erg cm−2 s−1 in the CDF-N and »- -f 104 8 keV 16 erg cm−2 s−1
in the CDF-S. For the COSMOS ﬁeld, we generated a 4–8 keV
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sample down to » ´- -f 1.5 104 8 keV 15 erg cm−2 s−1 over the
region that contains the deep SCUBA-2 data of Casey et al.
(2013). This sample contains 96 sources.
2.2. NIR and Optical Imaging
In the NIR and optical, we use the Spitzer IRAC 3.6 μm,
4.5 μm, 5.8 μm, and 8.0 μm images (P.I. M. Dickinson), the
Canada–France–Hawaii Telescope WIRCAM Ks-band images
of Wang et al. (2010; CDF-N) and Hsieh et al. (2012; CDF-S)
deepened with additional data obtained after these papers were
published, the Hubble Space Telescope (HST) CANDELS
images of Grogin et al. (2011) and Koekemoer et al. (2011),
the (HST) GOODS images of Giavalisco et al. (2004), the
Subaru Suprime-Cam (Miyazaki et al. 2002) images of Capak
et al. (2004; CDF-N), the VLT images of Nonino et al. (2009;
CDF-S), and the deep GALEX (Martin et al. 2005) near-
ultraviolet and far-ultraviolet images.
We astrometrically aligned the Ks-band images to the Karl
G. Jansky Very Large Array (VLA) 1.4 GHz catalogs of F.
Owen (2015, in preparation; CDF-N) and Miller et al. (2013;
CDF-S), which provide our absolute coordinate system. Based
on a subsample of radio sources with bright (18.5–19.5) Ks-
band counterparts, the mean or median offset is less than 0. 03
in both the right ascension and declination directions for both
ﬁelds. There is also no sign of any distortion or rotation over
the ﬁelds. We astrometrically aligned all the other images to the
Ks-band images. Thus, we can directly measure NIR and
optical magnitudes at the radio source positions.
For each X-ray source, we identiﬁed the nearest Ks-band
counterpart, if there was one, or, otherwise, we applied an
average astrometric offset (determined from every X-ray
source that had a Ks-band counterpart) to determine coordi-
nates. It is these coordinates that we take to be the X-ray source
positions subsequently (i.e., we use them when obtaining
spectra or when measuring ﬂuxes in other wavebands).
2.3. Optical Spectroscopy
In addition to our existing spectra for the X-ray sources in
the CDF-N (Trouille et al. 2008) and the publicly available
spectra for both ﬁelds (e.g., Cohen et al. 2000; Cowie
et al. 2004b; Szokoly et al. 2004; Wirth et al. 2004; Le Fèvre
et al. 2005; Reddy et al. 2006; Popesso et al. 2009; Treister
et al. 2009; Balestra et al. 2010; Silverman et al. 2010; Cooper
et al. 2011, 2012), we obtained new spectra for both ﬁelds
using the DEIMOS (Faber et al. 2003) and MOSFIRE
(McLean et al. 2012) spectrographs on the Keck 10 m
telescopes (e.g., Cowie et al. 2012). H. Suh et al. (2015, in
preparation) also obtained new NIR spectra on the CDF-S with
the FMOS (Kimura et al. 2010) spectrograph on the Subaru
8.2 m telescope. There are many publicly available optical and
NIR redshifts for the COSMOS ﬁeld (e.g., Lilly et al. 2007;
Trump et al. 2007; Civano et al. 2012; Silverman et al. 2015).
For the Chandra sources in any of the X-ray bands in the
CDF-S (740 from Xue et al. 2011) and the CDF-N (503 from
Alexander et al. 2003), we visually inspected all of the
available optical/NIR spectra to determine whether there is a
secure redshift and to look for AGN signatures. We classiﬁed
the sources with AGN signatures as broad-line AGNs
(BLAGNs), where some lines in the spectrum have full-width
half maximum (FWHM) widths greater than 2000 km s−1 (note
that one object is a broad absorption line quasar or BALQSO),
and Seyfert type 2 sources (Sy2), where high excitation narrow
lines are present (usually C IV l1549, C III]l1909, or [Ne V]
l3426; see, e.g., Szokoly et al. 2004). We refer to the sources
without AGN signatures as “other.” We note that the spectral
classiﬁcations can sometimes be affected by the available
wavelength coverage for the sources.
2.4. X-ray Luminosities
Our primary results will come from the combined CDF-N
and CDF-S observed-frame 4–8 keV sample, but we will also
consider the CDF-N sample alone when looking at the radio
properties, since we only have an ultradeep radio image for the
CDF-N (Section 2.6). For sources without spectroscopic
redshifts, we use the photometric redshifts from Rafferty
et al. (2011), where available.
We calculate the rest-frame 8–16 keV luminosities, LX, from
the observed-frame 4–8 keV ﬂuxes using
= æèççç
+ ö
ø÷÷÷-
-
L πd f
z
4
1
2
. (1)X L
2
4 8 keV
0.2
This is exact at z = 1 but assumes an intrinsic photon index of
G = 1.8 to compute the -K corrections at other redshifts. We
computed the rest-frame 1–4 keV luminosities in the same way
using the 0.5–2 keV ﬂuxes. In subsequent ﬁgures, we use these
rest-frame labels. We adopt =L 10X 42 erg s−1 as a conserva-
tive threshold for AGN activity. A source with > ´L 5 10X 43
erg s−1 would be described as an X-ray quasar following the
usual >-L 102 8 keV 44 erg s−1 deﬁnition based on the rest-frame
2–8 keV ﬂux (e.g., Barger et al. 2005).
In Figure 1, we plot optical spectral class versus LX for the
combined CDF-N and CDF-S observed-frame 4–8 keV sample
with spectroscopic or photometric redshifts. The data show the
now well-known effect that the fraction of BLAGNs drops
rapidly with decreasing X-ray luminosity (e.g., Cowie
et al. 2003; Steffen et al. 2003; Ueda et al. 2003; Barger
et al. 2005; Hasinger et al. 2005; La Franca et al. 2005). At
> ´L 5 10X 43 erg s −1, roughly one third of the sources are
BLAGNs, while in the range = - ´L 10 5 10X 43 43 erg s−1,
this has dropped to just 10%.
Figure 1. Optical spectral class vs. LX for the observed-frame 4–8 keV sources
in the combined CDF-N and CDF-S ﬁelds with spectroscopic (red—BLAGN;
green—BALQSO; blue—Sy2; black—other) or photometric (cyan—No ID;
plotted over two lines and below a horizontal demarcation for clarity) redshifts.
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2.5. Restricted X-ray Sample
We further restrict the X-ray sample to only those X-ray
sources that lie within a 6′ off-axis angle in each ﬁeld, since
that is where the X-ray observations are the most sensitive. (In
each ﬁeld, the X-ray ﬂux limit rises to twice the central value at
about 5′.3.) Fortunately, these areas roughly match the most
sensitive areas observed with SCUBA-2 (Section 2.8) and are
covered by deep millimeter observations from the ground, FIR
observations from Herschel, and MIR observations from
Spitzer MIPS (Rieke et al. 2004) (Section 2.7), and from
optical and NIR observations from HST, Spitzer, and the
ground (Sections 2.2). In total, these areas contain 214 4–8 keV
selected sources (98 from the CDF-N, and 116 from the CDF-
S). Hereafter, we will refer to this as our combined CDF-N and
CDF-S X-ray sample.
In Figure 2(a), we plot redshift versus observed-frame
4–8 keV ﬂux for the sample. Two-thirds of the sources (140 out
of the 214) have robust spectroscopic redshifts, while 63 of the
remaining sources have photometric redshifts from Rafferty
et al. (2011). Eleven sources are too faint even for photometric
redshifts.
In Figure 2(b), we test the spectroscopic classiﬁcations
against the X-ray spectral properties by plotting optical spectral
class versus rest-frame ﬂux ratio (1–4 keV)/(8–16 keV) (i.e.,
observed-frame ﬂux ratio (0.5–2 keV)/(4–8 keV)) for the 122
sources with spectroscopic (73) or photometric (49) redshifts
>z 1, which will be the redshift range of most interest in this
paper due to the sensitivities of the submillimeter data. We can
see from the ﬁgure that the BLAGNs are all soft (the red solid
line shows the mean value of the ratio for the BLAGNs, and the
red dashed line shows half that value to indicate the range
covered) and substantially disjoint from the Sy2 and BALQSO
sources.
2.6. Radio Imaging
In order to study the location of the X-ray sources on the
FIR-radio and MIR-radio correlations, we use the extremely
deep 1.4 GHz image of the CDF-N ﬁeld obtained by F. Owen
(2015, in preparation). The image covers a 40′ diameter region
with an effective resolution of 1. 8. The absolute radio positions
are known to 0″.1–0″.2 rms. The highest sensitivity region is
about 9′ in radius. Thus, in the core 6′ radius region that we
chose for the X-ray sample (Section 2.5), the radio map is
relatively uniform with an rms of 2.3 μJy. There are 447
distinct s>5 radio sources in the core region, excluding
sources that appear to be parts of other sources. Hereafter, we
will refer to this as our radio sample.
Matching counterparts from the s>5 radio catalog to the
X-ray sources is not critically dependent on the choice of match
radius (Alexander et al. 2003), so we followed Barger et al.
(2007) and chose a search radius of 1″.5. Of the 417 2–8 keV
sources within a 9′ off-axis radius in the Alexander et al.
sample, 195 have counterparts in the 5σ radio sample, while of
the 260 2–8 keV sources within the 6′ off-axis angle (where the
X-ray data are deeper and hence the X-ray sources fainter), 125
have radio counterparts. For our 4–8 keV sample, 55 of the 98
sources within the chosen 6′ radius have radio counterparts. In
the following, we will use the measured radio ﬂuxes from F.
Owen (2015, in preparation) for the matched sources, and we
will measure radio ﬂuxes at the X-ray source positions for the
remaining unmatched X-ray sources.
2.7. Millimeter, FIR, and MIR Imaging
In order to construct the FIR SEDs, we use our SCUBA-2
images (Section 2.8) and the publicly available images listed in
Table 1. Note that the AzTEC 1.1 mm (Perera et al. 2008) and
MAMBO 1.2 mm (Greve et al. 2008) data in the GOODS-N
were combined into a deeper map at an effective wavelength of
1.16 mm by Penner et al. (2011), and the 100 μm and 160 μm
PACS Evolutionary Probe (PEP) (P.I. D. Lutz; described in
Lutz et al. 2011) and GOODS-H data were combined into a
deeper image by Magnelli et al. (2013), so it is the combined
image references that we give in the table.
We performed point-spread function (PSF) weighted
smoothing on all of the images, since we do not expect the
high-redshift sources to be resolved. We then measured the
ﬂuxes of the sources in the smoothed images at their X-ray and
radio source positions. A small number (9) of sources in the
X-ray sample and a small number (10) of sources in the radio
sample were excluded at this stage, because the sources lie too
Figure 2. (a) Redshift vs. observed-frame 4–8 keV ﬂux for the X-ray sources
in the 6′ radius regions of the CDF-N (squares) and CDF-S (triangles) with
spectroscopic (red—BLAGN; green—BALQSO; blue—Sy2; black—other) or
photometric (open—No ID) redshifts. (b) Optical spectral class vs. rest-frame
ﬂux ratio (1–4 keV)/(8–16 keV) for the same sources but restricted to >z 1. In
(a), the red curve corresponds to = ´L 5 10X 43 erg s−1. In (b), the red solid
line shows the mean value for the BLAGNs in the sample, and the red dashed
line shows half that value.
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close to very bright FIR sources. For each source in each
image, we measured the confusion noise by measuring the
ﬂuxes at random positions that had comparable sensitivities
using an identical procedure.
2.8. SCUBA-2 Imaging
We obtained 51.3 hours of SCUBA-2 observations on the
CDF-N and 49.6 hours on the CDF-S during observing runs in
2012, 2013, and 2014 (Chen et al. 2013b; Barger et al. 2014; L.
Cowie et al. 2015, in preparation). Details of the observational
procedures and data reduction of these data using the Dynamic
Iterative Map-Maker (DIMM) in the SMURF package from the
STARLINK software developed by the Joint Astronomy
Centre (Chapin et al. 2013) may be found in Chen et al.
(2013b).
The noise maps are obtained by computing the variance of
the data that lands in each pixel. Chen et al. (2013a) tested the
robustness of the noise maps created by DIMM by checking
whether the standard deviation of the signal-to-noise ratio
(S/N) maps are close to 1. They conﬁrmed that the noise maps
are accurate with an underestimation less than 5%. They
postulated that the cause of the small underestimation is the
correlated noise from the large-scale structure caused by the
atmospheric noise, which ultimately gets subtracted out in the
post-processing (see their Section 2.1).
The data were primarily obtained with the CV DAISY
scanning modes in band 1 (t225 GHz opacity <0.05) or band 2
(t225 GHz opacity ∼0.05–0.08) weather conditions. (Detailed
information about the SCUBA-2 scan patterns can be found in
Holland et al. 2013.) CV DAISY is optimal for going deep on
small areas, such as the central deep regions of the two
Chandra ﬁelds. The central rms 850 μm sensitivity is 0.37 mJy
in both the CDF-N and the CDF-S, but it increases with
off-axis angle where the coverage becomes sparser.
The SCUBA-2 observations on the COSMOS ﬁeld by Casey
et al. (2013) had an exposure time of 38.0 hours and were
obtained using the PONG-900 scan pattern in band 1 weather
conditions. They covered 281.7 arcmin2 with a uniform rms
850 μm sensitivity of 0.87 mJy.
For each ﬁeld, we formed a matched ﬁlter image by
weighting the SCUBA-2 image with the PSF. This provides an
optimal estimate of the ﬂux at any position provided that, as
expected, the sources are small compared with the beam full
width half maximum (FWHM) of 14″ at 850 μm. We used a
wider ﬁlter to subtract variable backgrounds so that the average
measured ﬂux at random positions in the image equals zero.
For a detailed description of the reduction and calibration of
SCUBA-2 data, we refer the reader to Chapin et al. (2013) and
Dempsey et al. (2013).
For each image, we generated a catalog of sources lying
above a 4σ threshold. There are 68 directly detected SCUBA-2
sources in the CDF-N, most of whose properties are described
in Barger et al. (2014), 64 in the CDF-S (L. Cowie et al. 2015,
in preparation), and 99 in COSMOS (Casey et al. 2013).
In Figure 3(a), we compare the region of the SCUBA-2
image of the CDF-S ﬁeld where the rms sensitivity is less than
twice the central noise limit (yellow shading; roughly a
5′.5 radius area) with the region of the Chandra image where
the sensitivity is also less than twice the central noise limit
(light green shading; ¢5.3 off-axis angle). We can see that the
sensitive region of the SCUBA-2 image provides a reasonable
match to the sensitive region of the X-ray image, as well as to
the sensitive region of the PEP+GOODS-H image (solid
contour shows the region with exposure times in excess of 5%
Table 1
Millimeter, FIR, and MIR Imaging
λ (μm) Instr./Tel. Field Reference
(1) (2) (3) (4)
1160 AzTEC/JCMT CDF-N Penner et al. (2011)
+MAMBO/IRAM
500, 350, 250 SPIRE/Herschel CDF-N Oliver et al. (2012)
500, 350, 250 SPIRE/Herschel CDF-S Elbaz et al. (2011)
160, 100 PACS/Herschel CDF-N Magnelli et al. (2013)
CDF-S
70 PACS/Herschel CDF-S Lutz et al. (2011)
24 MIPS/Spitzer CDF-N P.I. M. Dickinson
CDF-S
Figure 3. (a) Deep areas (less than twice the central noise) in both the X-ray
(light green shading) and SCUBA-2 (yellow shading) observations of the
CDF-S. We also compare our directly detected SCUBA-2 4σ sources (red
circles) with previous observations of the ﬁeld from the LABOCA survey (blue
diamonds). The black contour shows where the PEP+GOODS-H 100 μm
exposure time exceeds 5% of the maximum exposure time, while the gray
shading shows the CANDELS coverage. (b) Image from (a) expanded to show
the positions of the >z 1 observed-frame 4–8 keV sample (blue squares)
plotted on top of the SCUBA-2 sources (red circles).
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of the maximum exposure time) and to the HST CANDELS
image (gray shading).
In Figure 3(a), we also compare our s>4 SCUBA-2
850 μm sample (red circles) with the s>4 LABOCA 860 μm
sample from Weiß et al. (2009, blue diamonds). The latter
sample was the basis for the ALMA follow-up survey that was
used in Wang et al. (2013) to study the X-ray fraction and
X-ray properties of submillimeter galaxies. However, our
survey, which is much deeper, yields a large sample of directly
detected submillimeter galaxies in the deep regions of the 4Ms
Chandra exposure, including many near on-axis sources, while
the LABOCA survey does not. (We ﬁnd 55 SCUBA-2 sources
within the 5′.5 radius region, while LABOCA ﬁnds only 8; see
Chen et al. 2013b for a discussion.)
We may use the SMA observations in the CDF-N ﬁeld (e.g.,
Wang et al. 2011; Barger et al. 2012, 2014; some new
observations) to test the positional accuracy of the SCUBA-2
data. Thirty of the 32 SMA sources lie within 3″.6 of their
SCUBA-2 counterpart. The rms offset is 1″.9 between the SMA
and SCUBA-2 positions. In what follows, we use a
conservative radius of 4″ in matching other samples to the
directly detected SCUBA-2 sources.
In Figure 3(b), we show an expansion of Figure 3(a) to
compare the observed-frame 4–8 keV band >z 1 sources (blue
squares) with the s>4 SCUBA-2 sources (red circles) in the
CDF-S. Six of these X-ray sources lie within a 4″ match radius
from a SCUBA-2 source (none of which is also a LABOCA
source).
Ten of the 119 sources in the combined CDF-N and CDF-S
sample that lie at >z 1 have SCUBA-2 counterparts using the
4″ match radius criterion. There is only one match in the
COSMOS sample, given its much shallower 4–8 keV data.
3. DUSTY STAR FORMATION SIGNATURES IN THE
X-RAY SAMPLE
We begin our analysis with the submillimeter observations.
Over the redshift range z = 1–5, the 850 μm observed
wavelength corresponds to rest-frame wavelengths greater than
142 μm. It is generally thought that at these wavelengths, the
light is produced primarily by star formation with little
contribution from the AGN (e.g., Fritz et al. 2006; Netzer
et al. 2007; Hatziminaoglou et al. 2010; Mullaney et al. 2012).
Thus, while the exact conversion from monochromatic ﬂux to
FIR luminosity, and hence to SFR, for a given source depends
on its SED, we may directly determine whether sources in the
X-ray sample have star formation signatures from the
submillimeter observations alone. Here we perform a statistical
analysis on the distribution function of 850 μm ﬂuxes measured
for the X-ray sources. We will turn to the full FIR SEDs in the
next two sections.
In measuring the 850 μm ﬂuxes, we ﬁrst removed all of the
directly detected s>4 SCUBA-2 sources from the matched
ﬁlter smoothed images using a PSF based on the observed
calibrators. This left residual images from which we measured
the 850 μm ﬂuxes (whether positive or negative) and statistical
errors at the X-ray source positions. The only exceptions were
if there existed an X-ray counterpart to a s>4 SCUBA-2
source, as described in Section 2.8. In these cases, we assigned
the SCUBA-2 source ﬂux to the X-ray counterpart, since the
ﬂux could not be correctly measured from the residual image.
This approach minimizes the contamination of the fainter
submillimeter sources by the brighter ones, at the expense of
assuming the counterpart matches from Section 2.8 are correct.
Our comparison with the CDF-N SMA observations showed
that most of the counterpart matches are indeed correct;
however, in a small number of cases where the SCUBA-2
source is a blend of fainter sources, we may have
misidentiﬁcations.
In Figure 4(a), we show the measured 850 μm ﬂuxes and 1σ
statistical errors versus LX for the combined CDF-N and CDF-S
X-ray sample with either spectroscopic or photometric redshifts
>z 1 (black squares). We ﬁnd that 13 of the X-ray sources
(∼10% of the sample) are detected above the 3σ level at
850 μm (red squares). (Note that we use a 4σ detection
threshold for our direct SCUBA-2 detections, but we can lower
this to 3σ when using a pre-determined sample selected at
another wavelength, in this case X-rays.) The bulk of the
detected sources are intermediate LX sources.
We determined the contamination (the number of spurious
3σ detections produced by neighboring objects) and the
confusion error by generating Monte Carlo randomized
positions for each source in areas of the image that had
comparable sensitivities to those at the source’s position. The
Figure 4. (a) 850 μm ﬂux vs. LX for the combined CDF-N and CDF-S X-ray
sample with either spectroscopic or photometric redshifts >z 1 (black
squares). The red squares denote the X-ray sources detected above the 3σ
level at 850 μm. This is a lower detection threshold than what we used for our
direct SCUBA-2 detections (4σ), since here we have a pre-determined sample
selected at another wavelength. The blue squares denote sources that are
BLAGNs. The error bars are 1σ statistical errors. (b) 850 μm ﬂux vs. redshift
for the same sample. The red diamonds show sources with ⩽L 10X 44 erg s−1,
while the black squares show those with >L 10X 44 erg s−1. The error bars are
s1 statistical errors.
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Monte Carlo results give an average false detection rate of one
source and a 95% conﬁdence upper limit of two sources, so
nearly all of the 3σ detections in Figure 4(a) are real.
The >L 10X 44 erg s−1 sources have an error-weighted
mean 850 μm ﬂux of 0.48 ± 0.11 mJy, while for the
= -L 10 10X 43 44 erg s−1 sources, it is 0.92 ± 0.06 mJy. If
we assume an Arp 220 SED at >z 1, then this means that the
= -L 10 10X 43 44 erg s−1 sources lie in hosts with average
SFRs of ∼185 M yr−1, while the >L 10X 44 erg s−1 sources lie
in hosts with average SFRs that are roughly two times lower.
We note that none of the 18 BLAGNs (blue squares) is
detected directly. To test the robustness of this result on a larger
sample, we expanded the present CDF-N and CDF-S X-ray
sample to include regions where the submillimeter errors are
higher. This resulted in submillimeter ﬂux measurements for 57
BLAGNs, only two of which have detections at the >3σ level.
The error-weighted mean 850 μm ﬂux for the 57 BLAGNs is
0.59± 0.14 mJy, while the error-weighted mean ﬂux of the
Sy2s having >L 10X 43 erg s−1 is 1.04± 0.12 mJy.
This result differs from submillimeter observations of
luminous optical quasar samples. For example, the combined
samples of Priddey et al. (2003) and Omont et al. (2003)
contain 83 quasars with < -M 27.5B (Orellana et al. 2011). Of
these, 18 were detected at s>3 and had either 850 μm ﬂuxes
(Priddey et al.) in the range 7–17 mJy or 1.2 mm ﬂuxes
(Omont et al.) in the range 3.2–10.7 mJy. The two s>3
detected sources in our sample are less luminous, with both
having 850 μm ﬂuxes of only 2.6 mJy. Thus, we do not have
any sources in our sample that would have been detected by
these previous surveys. The fraction of submillimeter detected
BLAGNs in our expanded sample is 0.04 (0.01, 0.08), which
can be compared with 0.22 for the bright optical quasar sample.
Thus, there is a signiﬁcant difference between the BLAGNs in
this sample and the more luminous objects in the bright optical
quasar sample.
In Figure 4(b), we show the measured 850 μm ﬂuxes and 1σ
statistical errors versus redshift for the combined CDF-N and
CDF-S X-ray sample with either spectroscopic or photometric
redshifts >z 1. In this ﬁgure, we have color-coded the sources
by X-ray luminosity (red diamonds denote ⩽L 10X 44 erg s−1,
and black squares denote >L 10X 44 erg s−1). We see no clear
evidence for a dependence on redshift; however, the ⩽L 10X 44
erg s−1 sources have a much wider spread of 850 μm ﬂux at a
given redshift than the >L 10X 44 erg s−1 sources. A Kolmo-
gorov–Smirnov test shows only a 0.036 probability that the two
samples are drawn from the same distribution.
In Figure 5(a), we show the statistical error-weighted mean
850 μm ﬂuxes in six half-dex intervals of LX for all three ﬁelds,
both separately (CDF-N, red squares; CDF-S, green diamonds;
COSMOS, blue triangles) and all together (black large
squares). We note the number of sources in each interval at
the bottom of the ﬁgure.
In Table 2, we provide the numerical values for the
combined sample, including the LX interval (Column 1), the
error-weighted mean 850 μm ﬂux (Column 2) and s1 statistical
error (Column 3) in that interval, and the number of sources in
that interval (Column 4).
We can see that there is a rise in the error-weighted mean
850 μm ﬂuxes with LX, reaching a peak at the intermediate LX
values of -10 1043 43.5 erg s−1, followed by a decline to higher
LX values. Thus, provided that the FIR light is indeed
predominately produced by star formation in the host galaxy
rather than by accretion onto the central AGN, we can infer that
for sources at low and intermediate X-ray luminosities, the host
galaxy SFRs rise with AGN luminosity, but for the high X-ray
luminosities, the SFRs decline.
The question of interest here is whether the lower mean
850 μm ﬂuxes for the high X-ray luminosity sources relative to
the intermediate X-ray luminosity sources is statistically
signiﬁcant. In Figure 5(b), we show the statistical error-
weighted mean 850 μm ﬂuxes in three one-dex intervals of LX
for all the ﬁelds together. Here we compare the statistical error
bars with the 68% conﬁdence ranges determined from the
Monte Carlo simulations (blue horizontal lines). The error bars
from the Monte Carlo simulations are only very slightly larger
than the statistical errors that dominate the uncertainties. The
Monte Carlo simulations give only a 0.013 probability that the
850 μm ﬂuxes drawn from the >L 10X 44 erg s−1 population
are as large as those drawn from the = -L 10 10X 43 44 erg s−1
population.
4. CONSTRUCTING SEDS FOR THE X-RAY SAMPLE
From the wealth of existing data on the CDF-N and CDF-S
ﬁelds, we are now able to construct SEDs for the X-ray sample
to investigate how the observed dependence of submillimeter
ﬂux on X-ray luminosity from Section 3 is reﬂected in the FIR
shapes. In Section 4.1, we will focus on providing a
visualization of the data using stacked SEDs as a function of
X-ray luminosity and redshift, while in Section 4.2, we will ﬁt
each X-ray (and radio) source’s SED individually.
To measure the 850 μm ﬂuxes here, we use a different
approach than we used in Section 3: We simply measure the
ﬂuxes from the matched ﬁlter smoothed SCUBA-2 images
without ﬁrst removing all of the directly detected s>4
SCUBA-2 sources. We measure the ﬂuxes in the other FIR
bands in the same way. Although this results in higher levels of
contamination and confusion than one gets from using maps
that have been cleaned using priors, such as the 850 μm or
24 μm source positions and ﬂuxes, it avoids assumptions about
the relation of the priors to the data in each bandpass and
allows for a much simpler statistical analysis. To deal with the
contamination/confusion, we use measurements made at Monte
Carlo randomized positions to determine the background and
errors for each X-ray source.
4.1. Average SEDs
To construct the average SEDs, we ﬁrst interpolate the
measured nnL values for each source onto a common rest-
frame wavelength vector. We then form a simple average in
each bin. In Figure 6, we show the average nnL SEDs (colored
curves) in four LX intervals (we combine the two highest LX
intervals and the two lowest LX intervals from Table 2) for
sources with redshifts (a) z = 2.0–4.5, (b) z = 0.8–2.0, and (c)
z = 0.4–0.8. (Note that we do not have any ⩽L 10X 43 erg s−1
sources in the highest redshift interval due to our X-ray ﬂux
limits, and there are no >L 10X 44 erg s−1 sources in the lowest
redshift interval.) We show with shading the 68% conﬁdence
range computed using the bootstrap method for the redshift-
luminosity intervals with ⩾10 sources. Otherwise, we show
only the mean (e.g., black curve in (b); green and purple curves
in (c)).
We denote the mean LX for each redshift-luminosity interval
with a horizontal line of the same color. (These mean values
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can be read off the right-hand axis.) This makes it possible to
compare the bolometric luminosities at each wavelength with
LX across the wavelength range. For example, in (b), the ratio
of the bolometric luminosity at 1 μm to LX for the cyan curve is
high due to the stellar contribution. In contrast, the green curve
is nearly completely AGN dominated at that wavelength.
In Figure 7, we show the average SEDs (solid curves) for
each of the three redshift intervals in Figure 6, this time plotted
according to X-ray luminosity interval (we show only two of
the four): (a) >L 10X 44 erg s−1 (these were the black curves in
Figure 6) and (b) = -L 10 10X 43 43.5 erg s−1 (these were the
purple curves in Figure 6). We again show the mean LX for
Figure 5. (a) Statistical error-weighted mean 850 μm ﬂuxes in six half-dex
intervals of LX for the individual ﬁelds (red squares—CDF-N; green diamonds
—CDF-S; blue triangles—COSMOS) and all together (black large squares).
The points are plotted at the mean luminosities in each interval with statistical
error bars. The number of sources in each interval is given at the bottom. (b)
Statistical error-weighted mean 850 μm ﬂuxes in three one-dex intervals of LX
for all the ﬁelds together. The points are plotted at the mean LX in each interval
with statistical error bars. The 68% conﬁdence ranges determined from the
Monte Carlo simulations are also shown (blue horizontal lines).
Table 2
Mean 850 μm Fluxes
Llog X Interval Mean Flux Error Number
(ergs s−1) (mJy) (mJy) (mJy)
(1) (2) (3) (4)
42.0–42.5 0.42 0.18 11
42.5–43.0 0.84 0.11 41
43.0–43.5 1.09 0.085 82
43.5–44.0 0.70 0.09 81
44.0–44.5 0.49 0.13 57
44.5–45.0 0.37 0.44 4
Figure 6. Average nnL SEDs (colored curves) in four rest-frame 8–16 keV
luminosity intervals (black— >L 10X 44 erg s−1; green— = -L 10 10X 43.5 44
erg s−1; purple— = -L 10 10X 43 43.5 erg s−1; cyan— = -L 10 10X 42 43
erg s−1) for the X-ray sources with redshifts (a) z = 2.0–4.5, (b)
z = 0.8–2.0, and (c) z = 0.4–0.8. The numbers of sources in each redshift
interval are (a) black—10; green—16; purple—18; (b) black—3; green—15;
purple—30; cyan—53; (c) green—1; purple—3; cyan—20. The bands show
the 68% conﬁdence intervals calculated with the bootstrap method for the
redshift-luminosity intervals with ⩾10 sources. Otherwise, only the mean is
plotted. The mean LX values (right-hand axis) of the sources in each X-ray
luminosity interval are also shown (horizontal lines).
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each redshift-luminosity interval with a horizontal line of the
same color.
In Figure 7(a), the highest X-ray luminosity interval, we see
that the FIR luminosities have vanished for both redshift
intervals (recall that the z = 0.4–0.8 interval did not have any
>L 10X 44 erg s−1 sources and hence is not shown). This
observed long wavelength cut-off is another indication that the
star formation needed to produce a substantial FIR luminosity
is not taking place in the host galaxies of the most X-ray
luminous sources.
We show power law ﬁts to the average SEDs with a long
wavelength exponential cut-off of the form ´ -aw w wexp ( )0
(dashed curves). Here w is the wavelength and w0 is the
exponential scale length. We ﬁnd values of α = 0.6 and
=w μ19 m0 for z = 2.0–4.5 and α = 1.1 and =w μ19 m0 for
z = 0.8–2.0. We note that the actual cut-off appears to be
sharper at longer wavelengths than the exponential fall off
gives.
In Figure 7(b), we compare the average SEDs with model
templates from the Chary & Elbaz (2001) SED library (dashed
curves). The Chary & Elbaz templates are parameterized by
their FIR luminosities, LFIR, which are quoted for the
wavelength range 40–500 μm and follow the convention
deﬁned by Sanders & Mirabel (1996). This means there is a
unique SED shape for every FIR luminosity. We have chosen
the templates that visually most closely match the FIR shapes
and normalizations of our average SEDs.
For the lowest redshift interval (blue), the Chary & Elbaz
template ﬁt gives ~ ´ L L8 10FIR 10 ; this LFIR roughly
corresponds to the deﬁnition of a luminous infrared galaxy or
LIRG. For the intermediate redshift interval (green), the
template ﬁt corresponds to = ´ L L4 10FIR 11 , and for the
highest redshift interval (red), the template ﬁt corresponds to
= ´ L L1.5 10FIR 12 , an ultraluminous galaxy or ULIRG.
Thus, the FIR luminosities of the host galaxies are rising with
increasing redshift in this intermediate X-ray luminosity
interval.
4.2. Individual SED Fits
Motivated by the average SEDs of Section 4.1, as well as by
theoretical considerations (e.g., Fritz et al. 2006; Netzer
et al. 2007), we next ﬁt the individual source SEDs at
wavelengths longer than an observed-frame wavelength of
5.6 μm (i.e., we include the SpitzerMIPS 24 μm data point and
the two longest wavelength Spitzer IRAC data points in the ﬁt)
with a combined FIR graybody and MIR power law; we
truncate the latter at the longer wavelengths using an
exponential of the form l-exp μ(25 m) . We used the Levinson-
Marquardt based IDL ﬁtting procedure of Markwardt (2009).
The advantage of this type of ﬁtting over that suggested by
Casey (2012) is that it is simple to implement analytically. The
ﬁt contains ﬁve parameters: the slope (β), the temperature and
normalization of the graybody, and the normalization and index
of the power law.
As a check on the reliability of our ﬁts, we performed a
single graybody ﬁt to only the Herschel and submillimeter/
millimeter data (constraining the graybody temperature to lie
between 20 and 60 K) without simultaneously ﬁtting the MIR
data with the truncated power law. While the individual values
for the graybody luminosity based on this ﬁt can differ from the
graybody luminosities that we obtained from the combined
graybody and truncated power law ﬁt, we conﬁrm that none of
our subsequent results would change signiﬁcantly if we were to
use these values instead.
We show examples of our SED ﬁts in Figure 8 for (a) a
BLAGN, (b) a Sy2, and (c) a star formation dominated galaxy.
In each case, we show the individual graybody (green dashed
curve), the truncated power law (red dashed curve), and the
combined ﬁt (black curve). Hereafter, we will refer to the
luminosities corresponding to the graybody ﬁts as the graybody
luminosities and those corresponding to the truncated MIR
power law ﬁts integrated above a rest wavelength of μ4 m as
the MIR luminosities. Note that these quoted luminosities are
the total of each component (i.e., integrated over all
wavelengths).
We can see that the ﬁts in the top two panels of Figure 8 are
primarily constrained by the SCUBA-2 850 μm data (black
triangles). Indeed, the large error bars on the Herschel data
(green triangles) make it difﬁcult to do SED ﬁts on many of the
higher-redshift sources without the addition of the submilli-
meter data. (Note that the green 70 μm point in Figure 8(a)
corresponds to 15 μm at the galaxy redshift of z = 3.652 and
hence is not expected to be ﬁt by the graybody.)
To avoid cluttering the ﬁgure too much, and because the
only quantities we are getting from the ﬁts are the graybody
and MIR luminosities, we do not show the uncertainties on the
Figure 7. Average nnL SEDs (solid curves) in the rest-frame 8–16 keV
luminosity intervals (a) >L 10X 44 erg s−1 and (b) = -L 10 10X 43 43.5 erg s−1
for the redshift intervals z = 2.0–4.5 (red), z = 0.8–2.0 (green), and
z = 0.4–0.8 (blue). (Note that there are no sources at z = 0.4–0.8 with
>L 10X 44 erg s−1.) The horizontal lines show the mean LX values of the
sources in each redshift interval (right-hand axis). In (a), the dashed curves
show power law ﬁts of the form ´ -aw w wexp ( )0 . In (b), the dashed curves
show Chary & Elbaz (2001) templates (see text for details).
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ﬁts in Figure 8. However, the uncertainties on the luminosities
are determined by the ﬁts, and we show the graybody
luminosity uncertainties on all subsequent ﬁgures.
We show full SEDs in Figure 8 rather than just the ﬁtted
regions to illustrate a few points. First, as noted in Section 2.5,
the shape of the X-ray data agrees well with the optical spectral
class of the AGN (i.e., we see a ﬂat X-ray spectral shape for the
BLAGN, a drop-off at soft X-rays due to obscuration for the
Sy2, and a low X-ray ﬂux for the star formation dominated
galaxy). Second, there is an excess in the NIR/optical over the
ﬁt due to the underlying stellar contributions from the galaxy.
This is least pronounced in the BLAGN SED. Finally, at
wavelengths shorter than the Lyα 1216 Å emission line and
912 Å continuum edge (black vertical lines), we no longer
expect to detect the high-redshift sources.
5. X-RAY LUMINOSITY DEPENDENCE IN THE
FIR-RADIO CORRELATION
In the CDF-N, where we have ultradeep radio data, we can
construct the FIR-radio correlation, which has been shown to
hold for both star-forming galaxies and radio-quiet AGNs (e.g.,
Condon 1992; Morić et al. 2010). Indeed, the existence of this
correlation has been used as an argument for the FIR
luminosity being primarily produced by star formation, even
when the galaxy hosts an AGN (e.g., Netzer et al. 2007).
The radio power is often used as an SFR measure to compare
with other diagnostics (e.g., Cram et al. 1998; Hopkins
et al. 2003; Mushotzky et al. 2014). However, many of the
more powerful radio sources are AGN dominated rather than
star formation dominated (e.g., Condon et al. 1998; Cowie
et al. 2004a; Best et al. 2005; Mauch & Sadler 2007), making
this a difﬁcult measure to use unless you already know which
sources are which.
The tight correlation between radio power and FIR
luminosity in low-redshift galaxies is usually parameterized
by the quantity q (e.g., Helou et al. 1985; Condon et al. 1991),
which is deﬁned as
= æè
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where LFIR is the FIR luminosity and P1.4 GHz is the rest-frame
1.4 GHz power,
= + a- - - -P πd S z4 10 (1 ) erg s Hz . (3)L1.4 GHz 2 1.4 GHz 29 1 1 1
Here dL is the luminosity distance (cm) and S1.4 GHz is the
1.4 GHz ﬂux density (μJy). We compute the rest-frame radio
power assuming nµn aS and a radio spectral index ofa = -0.8 (Condon 1992; Ibar et al. 2010). The choice of α
may not be as appropriate for AGNs as it is for star formation
dominated galaxies, but we adopt a single value for
consistency.
Although it is common in the literature to quote FIR
luminosities measured over the broad rest-frame wavelength
range 8–1000 μm (e.g., Kennicutt 1998; Bell 2003; Ivison
et al. 2010; Mullaney et al. 2011), we avoid this in our analysis,
because the 8–1000 μm deﬁnition covers portions of the
spectrum that are likely to be dominated by emission from the
AGN and torus rather than by emission from star formation
(e.g., Horst et al. 2008; Gandhi et al. 2009; Ichikawa
et al. 2012). We instead adopt our graybody luminosities
(Section 4.2) for the FIR luminosities of the sources.
In Figure 9, we plot graybody luminosity versus radio power
for the sources in our radio sample with spectroscopic or
photometric redshifts that are not also in our X-ray sample.
Figure 8. Sample SEDs for (a) a BLAGN, (b) a Sy2, and (c) a star formation
dominated galaxy (black triangles—ground-based millimeter/submillimeter;
green triangles—Herschel; red triangles—Spitzer (IRAC and MIPS); blue
triangles—some NIR/optical; purple triangles—GALEX; black squares—
Chandra observed-frame 0.5–2 keV, 2–4 keV, and 4–8 keV). The long-
wavelength data error bars were determined from Monte Carlo measurements
made at random positions. The black curve shows the combined graybody and
truncated power law ﬁt, with the individual components shown by the green
(graybody) and the red (truncated power law) dashed curves. We do not use
any shorter wavelength data than observed-frame 5.6 μm in the ﬁt. The black
vertical lines show the positions of the Lyα 1216 Å emission line and the
912 Å continuum edge. The catalog numbers given at the top right of each
panel are from Alexander et al. (2003).
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Recent work (Barger et al. 2012, 2014; Thomson et al. 2014)
has shown that the FIR-radio correlation holds to very high
redshifts ( ~z 5), at least for ULIRGs, and the present work
conﬁrms this. Approximately 90% of the radio sources follow a
tight FIR-radio correlation over the wide redshift and graybody
luminosity ranges of the sample. Including all of the sources in
the plot, we ﬁnd = q 2.36 0.01, while if we restrict to
sources at z = 1.6–4, then we ﬁnd = q 2.23 0.05. The blue
line shows the linear relation for q = 2.36.
We can now test how well the graybody luminosities for our
z = 0.8–4 X-ray sample (including sources with only upper
limits on their radio power) follow the FIR-radio correlation. In
Figure 10, we plot graybody luminosity versus radio power
(symbols are color-coded by spectral type), separated accord-
ing to the deﬁnition of an X-ray quasar: (a) > ´L 5 10X 43
erg s−1 and (b) ´⩽L 5 10X 43 erg s−1. While the X-ray quasars
cover a relatively wide range of graybody luminosities, there
are many low values. In contrast, the X-ray less luminous
AGNs mostly obey the correlation. (As an aside, we note that
the observed dependence on X-ray luminosity does not appear
to depend on the spectral type.)
Figure 10 therefore suggests that for X-ray quasars, the radio
power is not related to the star formation in the host galaxies
and must instead be dominated by the AGN. However, for the
X-ray less luminous AGNs, the radio power is consistent with
the FIR-radio correlation and therefore is probably dominated
by the star formation in the host galaxies.
Since luminosity–luminosity plots constructed from ﬂux-
limited samples can produce apparent correlations that are not
real, it is also important to examine ratios. In Figure 11, we plot
the ratio of graybody luminosity to radio power versus X-ray
luminosity for the X-ray sources with >P 101.4 GHz 30 erg s−1
Hz−1. We also plot the distribution of the radio sample (using
the same radio power threshold) that are not also in the X-ray
sample in histogram form (blue) and their mean value (blue
horizontal line). Consistent with Figure 10, the ratio drops at
high X-ray luminosities. Moreover, the transition is occurring
Figure 9. Graybody luminosity vs. radio power for the sources in our CDF-N
radio sample with spectroscopic or photometric redshifts, excluding any
sources with observed-frame 4–8 keV counterparts (red—z = 1.6–4; black—
z = 0.8–1.6; blue—z = 0.4–0.8; green—z = 0.2–0.4). The radio sources with
graybody luminosities below the axis are plotted without error bars at a
nominal y value along the bottom of the plot. The blue line shows the linear
relation for q = 2.36, which holds over the full redshift and luminosity range.
Figure 10. Graybody luminosity vs. radio power for our CDF-N X-ray sample
at = -z 0.8 4 (red squares—BLAGNs; blue squares—Sy2s; black squares—
other; open squares—sources with only upper limits on their radio power),
separated by X-ray luminosity: (a) > ´L 5 10X 43 erg s−1 and (b)
´⩽L 5 10X 43 erg s−1. The X-ray sources with graybody luminosities below
the axis are plotted without vertical error bars at a nominal y value along the
bottom of each panel. In each panel, the blue diagonal line shows the FIR-radio
correlation from Figure 9.
Figure 11. Ratio of graybody luminosity to radio power vs. LX for our CDF-N
X-ray sample at z = 0.8–4 (red squares—BLAGNs; blue squares—Sy2s; black
squares—other) having >P 101.4 GHz 30 erg s−1 Hz−1. The blue histogram shows
the distribution of our CDF-N radio sample at z = 0.8–4 (using the same radio
power threshold as above), excluding any sources with observed-frame
4–8 keV counterparts, and the blue horizontal line shows their mean value. The
X-ray and radio sources with ratios below the axis are plotted at a nominal y
value along the bottom of the plot. The red vertical line shows the X-ray quasar
deﬁnition.
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slightly above the X-ray quasar luminosity deﬁnition (red
vertical line). Thus, X-ray luminosity can be used as one
diagnostic for determining when SFRs may be estimated from
radio power.
6. X-RAY LUMINOSITY DEPENDENCE IN THE FIR-MIR
CORRELATION
We now use the larger combined CDF-N+CDF-S X-ray
sample to investigate the relative strengths of the FIR and MIR
components of the X-ray sources on an individual basis. In
Figure 12, we plot graybody luminosity versus MIR luminosity
for our z = 0.8–4 radio sample that are not also in the X-ray
sample (blue dots). We also show the linear relation obtained
from these points (blue line). We can see that the radio sources
follow the relation tightly, conﬁrming the existence of a MIR-
radio correlation in star formation dominated galaxies.
We also show on the ﬁgure the combined CDF-N and CDF-
S X-ray sample at z = 0.8–4 that have (a) > ´L 5 10X 43
erg s−1 and (b) ´⩽L 5 10X 43 erg s−1 (colored squares). While
most of the X-ray less luminous sources follow the correlation,
suggesting that these sources have signiﬁcant FIR emission due
to star formation in the host galaxies, most of the X-ray quasars
have graybody luminosities that are low compared to the
correlation, as would be expected if there was little star
formation. (Note that the MIR luminosities stay high in the
X-ray quasars due to the AGN contribution.)
We again wish to check that such a luminosity–luminosity
plot constructed from ﬂux-limited samples is not producing
apparent correlations that are not real. Thus, in Figure 13, we
show the ratio of graybody luminosity to MIR luminosity
versus X-ray luminosity for the X-ray sources with
>P 101.4 GHz 30 erg s−1 Hz−1. We also plot in histogram form
(blue) the distribution of the radio sample (using the same
radio power threshold) that are not also in the X-ray sample
and their mean value (blue horizontal line).
We see an abrupt drop in the graybody to MIR luminosity
ratios for the most X-ray luminous sources, with the transition
X-ray luminosity lying slightly above the X-ray quasar
deﬁnition (red vertical line). In contrast, the ratios for the
X-ray less luminous sources remain relatively constant (also
apparent in the blue histogram showing the radio sample). We
interpret this as evidence that there is little star formation taking
place in the hosts of X-ray luminous AGNs, conﬁrming what
we saw schematically in Figure 6.
The above results alternatively could be ascribed to the
superpositions of star-forming galaxy SEDs and varying AGN
SEDs. However, we suspect that this might lead to a less abrupt
evolution of the graybody to MIR luminosity ratios to high
X-ray luminosities.
7. LUMINOSITY DISTRIBUTIONS
We ﬁnally turn to the distribution of graybody luminosities,
LGray, as a function of LX. In Figure 14(a), we show this
distribution for the z = 1.5–4.5 sources in the CDF-N and
CDF-S ﬁelds, divided into two intervals of Llog X : 42–44 and>44 erg s−1.
Figure 12. Graybody luminosity vs. MIR luminosity for our combined CDF-N
and CDF-S X-ray sample at z = 0.8–4 (red squares—BLAGNs; blue squares—
Sy2s; black squares—other), separated by X-ray luminosity: (a)
> ´L 5 10X 43 erg s−1 and (b) ´⩽L 5 10X 43 erg s−1. The blue dots show
the sources in our CDF-N radio sample at z = 0.8–4, excluding any sources
with observed-frame 4–8 keV counterparts. The X-ray and radio sources with
graybody luminosities below the axis are plotted without vertical error bars at a
nominal y value along the bottom of each panel. The blue line shows the linear
relation determined from the radio sources.
Figure 13. Ratio of graybody luminosity to MIR luminosity vs. LX for our
combined CDF-N and CDF-S X-ray sample at z = 0.8–4 (red squares—
BLAGNs; blue squares—Sy2s; black squares—other) having >P 101.4 GHz 30
erg s−1 Hz−1. The blue histogram shows the distribution of our CDF-N radio
sample at z = 0.8–4 (using the same radio power threshold as above),
excluding any sources with observed-frame 4–8 keV counterparts, and the blue
horizontal line shows their mean value. The X-ray and radio sources with ratios
below the axis are plotted at a nominal y value along the bottom of the plot. The
red vertical line shows the X-ray quasar deﬁnition.
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In order to include the COSMOS ﬁeld, we also computed a
simpler set of luminosities, LArp, which are based on the
Arp 220 SED and only the measured submillimeter ﬂux and
redshift instead of on the combined FIR graybody and MIR
power law ﬁts. In Figure 14(b), we show this luminosity
distribution for the same redshift and Llog X intervals as in
Figure 14(a). The larger uncertainties in these luminosities
cause a larger spread in the distributions, but we now have high
enough numbers to run a two-tailed Mann–Whitney test. We
ﬁnd only a 0.026 probability that the two distributions are
consistent with one another, which is similar to our earlier
results. We also show on the ﬁgures the expected distributions
based on the mean errors if there were no signal in the sources
(black curves). While the >Llog 44X erg s−1 source distribu-
tion is consistent with no signal, the Llog X = 42–44 erg s
−1
source distribution is offset due to signal.
In Figure 14(a), the mean values of the histograms (green
dashed vertical lines) are = ´L 3.4 10Gray 45 erg s−1 for the
low LX interval and = ´L 1.6 10Gray 45 erg s−1 for the high LX
interval, which would place the hosts in the near-ULIRG
category (a ULIRG corresponds to > ´L 3.8 10FIR 45 erg s−1).
However, as can be seen from all the components of
Figure 14, the distributions are highly skewed, resulting in the
mean values being dominated by a small number of high-
luminosity galaxies. In the blue upper histogram of
Figure 14(a), just 6 out of 67 galaxies contain half the light
and dominate the determination of the mean. Thus, simple
stacking or averaging analyses cannot adequately describe the
behavior of the bulk of the galaxies.
The skewness of the distributions could suggest that the duty
cycle for the optically luminous phase of the host galaxies is
only about 10% of the duty cycle of the AGNs themselves,
with galaxies mostly being quiescent when the AGN is
luminous with occasional strong starburst episodes.
We may use the median instead to represent more properly
the behavior of the typical galaxy. In Figure 14(a), we
ﬁnd median luminosities (black vertical lines) of
=  ´L 1.4 0.8 10Gray 45 erg s−1 for the low LX interval and
= ´L 0.24 (0.17, 0.37) 10Gray 45 erg s−1 for the high LX inter-
val. Here the errors are the 68% conﬁdence range. These
median values show that the typical hosts of the low LX interval
sources lie in the LIRG range (a LIRG corresponds to
> ´L 3.8 10FIR 44 erg s−1), while the typical hosts of the high
LX interval sources lie in the sub-LIRG range. Only a very
small number of X-ray sources lie in very luminous (ULIRG or
greater) hosts.
8. SUMMARY
In this paper, we examined the amount of dusty star
formation taking place in the host galaxies of a 4–8 keV AGN
sample in the CDF-N and CDF-S ﬁelds using ultradeep 850 μm
SCUBA-2 images of both ﬁelds and an extremely deep
1.4 GHz VLA image of the CDF-N. Supplementing this sample
with a brighter X-ray sample in the COSMOS ﬁeld with
SCUBA-2 data, we ﬁrst measured the submillimeter ﬂuxes of
the X-ray sources with spectroscopic or photometric redshifts
>z 1. We found a dependence of 850 μm ﬂux on X-ray
luminosity, with the error-weighted means peaking at
= -L 10 10X 43 43.5 erg s−1 before dropping by 4σ to
= -L 10 10X 43.5 44 erg s−1, and by an even larger amount to
= -L 10 10X 44 44.5 erg s−1. Monte Carlo simulations give only
a 0.013 probability that the 850 μm ﬂuxes drawn from the
>L 10X 44 erg s−1 population are as large as those drawn from
the = -L 10 10X 43 44 erg s−1 population. Assuming the FIR
light is produced mostly by star formation, we interpreted this
result as an initial rise in the host galaxy SFRs with increasing
X-ray luminosity followed by a drop in the SFRs to the highest
X-ray luminosities.
Substantially more information is contained in the full SEDs
of the X-ray sources. Given the extensive multiwavelength data
available, including from Herschel, we constructed average
SEDs for our X-ray sample to show schematically the observed
dependence on X-ray luminosity. We chose three redshift
ranges (z = 2.0–4.5; 0.8–2.0; and 0.4–0.8) and four X-ray
luminosity intervals ( >L 10X 44 erg s−1; -10 1043.5 44;
-10 1043 43.5; -10 1042.0 43). We saw that the FIR luminosities
of the host galaxies rose with increasing redshift. However,
within each redshift range, the average SED of the highest
X-ray luminosity interval was cut off at long wavelengths. This
reinforces the idea that the SFRs in the host galaxies of the
Figure 14. Distribution of FIR luminosities for the X-ray sources with redshifts
z = 1.5–4.5, divided into two intervals of Llog X : 42–44 erg s
−1 (blue upper
histogram) and >44 erg s−1 (red lower histogram). In (a), we show the
graybody luminosities for the CDF-S and CDF-N ﬁelds. In (b), we show the
luminosities computed instead using the Arp 220 SED, which makes it possible
to include the COSMOS sources. The green dashed vertical lines in each panel
show the mean values of each histogram, and the black vertical lines show the
median values. The black curves in each panel show the expected distributions
based on the mean errors if there were no signal.
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most X-ray luminous sources at any redshift are too low to
produce a substantial FIR luminosity; however, to analyze this
effect statistically, we need to ﬁt the individual source SEDs.
We performed individual SED ﬁts on both the X-ray and
radio sources using a ﬁve-parameter combined FIR graybody
plus truncated MIR power law ﬁt. We used the resulting
graybody and MIR luminosities in the CDF-N to conﬁrm the
FIR-radio and MIR-radio correlations for the z = 0.2–4 radio
sources that are not also in the X-ray sample.
We then looked to see whether the z = 0.8–4 X-ray sample
in the CDF-N obeyed the FIR-radio correlation. We found that
most of the X-ray quasars ( > ´L 5 10X 43 ergs s−1) did not,
while most of the X-ray less luminous AGNs did. Thus, for the
X-ray quasars, the radio power does not appear to be related to
the star formation in the host galaxies, while for the X-ray less
luminous AGNs, the radio power appears to be dominated by
the star formation. This suggests that X-ray luminosity is useful
as a diagnostic for determining when radio power may be used
to estimate SFRs.
We next investigated the relative strengths of the FIR and
MIR components of the X-ray sources. For the combined CDF-
N and CDF-S z = 0.8–4 X-ray sample, we found that the X-ray
less luminous AGNs generally followed the FIR-MIR correla-
tion, while most of the X-ray quasars lay below the correlation.
We interpreted the FIR luminosities as being low in the host
galaxies of the X-ray quasars due to the lack of star formation,
while the MIR luminosities stayed high due to the AGN
contribution.
Finally, we analyzed the distribution of FIR luminosities as a
function of X-ray luminosity and found that the median
represents the behavior of the typical galaxy better than the
mean, which is skewed by a small number of sources (∼10% of
the sample). Thus, stacking or averaging analyses overestimate
the level of star formation taking place in the bulk of the X-ray
sample, and analyses of individual sources, such as those
presented in this paper, are needed.
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