We consider a fixed-point equation for a non-negative integer-valued random variable, that appears in branching processes with state-independent immigration. A similar equation appears in the analysis of a single-server queue with a homogeneous Poisson input, feedback and permanent customer(s).
Introduction
We are interested in the following fixed-point equation for a non-negative integer-valued random variable X,
This is contrasted with a reflecting random walk on Z + , whose stationary distribution is the distributional solution of X satisfying the following fixed point equation.
where X and ξ are mutually independent. Various aspects of the solution of this fixed point equation and of related one-and multidimensional problems have been studied in the queueing literature and, in particular, using the modern theory of random walks where Guy Fayolle and his colleagues have made a great contribution, see their books [5, 6] .
The fixed-point equation (1.1) is highly nonlinear compared with (1.2), which causes a difficulty to see how does the distribution of X look like. In this paper, we are focusing on the study of its tail asymptotics, with assuming A and B to have heavy-tailed distributions, that are both dominantly varying and long-tailed. For this, we introduce a new approach which allows to go beyond the regular variation. In particular, in the regularly varying case, we extend the results of [2] , with providing simpler proofs (see our Theorems Theorem 2.1 and Theorem 2.2, case (I)), and consider another situation (Theorem 2.2, case (II)). This paper is close to [8] where the tail asymptotics for related objects have been studied.
In what follows, we say that two (strictly) positive functions f (x) and g(x) are asymptotically equivalent (at infinity) and write f (x) ∼ g(x) if lim x→∞ f (x)/g(x) = 1. We write f (x) g(x) if lim inf x→∞ f (x)/g(x) ≥ 1. For two random variables X and Y , equality X = st Y means that X and Y are identically distributed.
We list below some known classes of heavy-tailed distributions which are used for a reference distribution G either on R + or on R.
1. G belongs to the class L of long-tailed distributions if, for some (or, equivalently, for any) y and as x → ∞,
G(x+y) G(x)
→ 1 (we may write equivalently G(x + y) ∼ G(x)).
2. G belongs to the class S of subexponential distributions if G ∈ L and if G * G(x) ∼ 2G(x). For distributions on the positive half-line, the 2nd condition implies the 1st. 6. G belongs to the class ERV of extended regularly varying distributions if there are some α + , α − > 0 such that
7. G belongs to the class RV of regularly varying (at infinity) distributions if, for some α > 0,
where
A simple example of the tail distribution function from the class ERV \ RV is given in Appendix B. Note that the definitions of ERV and RV also can be used for positive valued functions on [0, ∞] instead of G. We recall some basic properties of heavy-tailed distributions we refer to in the paper. More properties and details may be found, e.g., in the books [3, 7] .
First, note the following relations between the introduced classes of heavy-tailed distributions: 6) where each of the inclusions is strict. Further, each of these classes in closed with respect to the tail equivalence: if G 1 belongs to a class, and if G 1 (x) ∼ G 2 (x), then G 2 belongs to the same class. We also need the following property: if G 1 belongs to one of the classes RV, IRV, L ∩ D, S * or S and if G 2 (x) = o(G 1 (x)) as x → ∞, then, for any fixed
is "ignorable") and, therefore,
belongs to the same class.
The following result will be repeatedly used in our proofs.
. . be the sums of i.i.d.r.v.'s with negative mean, S 0 = 0 and M n = max 0≤k≤n S n . Let σ ≤ ∞ be any stopping time with respect to {ξ n }. If the common distribution G of the ξ's is strong subexponential, then
2 The tail asymptotics for the solution of the fixed point equation
As we have already said, it is hard to derive an analytically tractable solution of the distribution of X, so we consider its tail asymptotics. To exclude a trivial exception, we assume throughout the paper that
Let a = E(A) and b = E(B). The following fact is well-known.
Lemma 2.1 (Theorem and Corollary 2 of [11] and Theorem 3.1 of [12] )
then the solution X of (1.1) has a proper distribution if and only if
In particular, if 0 < b < 1, then the condition (2.2) can be replaced by
which obviously holds if a < ∞, and the solution X is unique in distribution.
Remark 2.1 Seneta ( [12] , Theorem 3.1) proved uniqueness of the distribution of X in terms of generating functions in Theorem 3.1. In particular, he showed that the probability generating function E(s X ) is regularly varying as s ↑ 1.
In this paper, we assume that there is a reference distribution G such that
for some constants c 1 , c 2 ≥ 0 such that c 1 + c 2 > 0. We consider the following three cases:
Note that if b is finite, then a must be finite in the cases (i) and (ii). However, in the case (iii), a is allowed to be either finite or infinite. We consider these situations separately.
Remark 2.2
In what follows, we consider the "sub-critical" case only: 0 < b < 1. In this case, the two tail asymptotics, of P(A > x) and of P(B 1 > x), may contribute to that of P(X > x). The case b = 1 is more involved, and it is a subject of a future research. In this case, the tail of a null-recurrent random walk may also contribute to the asymptotics of P(X > x).
We need another condition on the distribution G. For c > 1, let
(clearly, T c (x) is finite and decreasing to 0 if the first moment of G is finite). Then the extra condition is: with c 0 = 1/b,
The condition (2.5) is not easy to check. So, we provide below a sufficient condition for it.
Lemma 2.2 The condition (2.5) is satisfied if G ∈ IRV and if G has the Karamata uuper index c + (G) < 0, that is,
In particular, if G ∈ ERV, then (2.5) holds. and the function T 1/b (x) also belongs to the class ERV of non-increasing functions.
We prove this lemma in Appendix A. An extended regularly varying distribution is a special case of the distributions with c + (G) < 0 (see, e.g., [3, Theorem 2.1.1]). However, we do not know in general how large is the subclass of distributions from L ∩ D that satisfy (2.5), and this is a subject of further studies.
Theorem 2.1 Assume that (2.1) holds and that a < ∞ and 0 < b ≡ E(B) < 1. Assume that either one of conditions (i), (ii) or (iii) holds.
If G is strong subexponential, then, for any d 2 > 1/b,
If, in addition, (2.5) is satisfied, then
In particular, (2.8) holds if G has an extended regularly varying distribution (1.4). In this case, X also has an extended regularly varying distribution. Furthermore, if G has a regularly varying distribution (1.5), then X also has a regularly varying distribution with the same parameter α, and
Theorem 2.2 Assume again conditions (2.1) and 0 < b ≡ E(B) < 1 to hold. Assume that G ∈ D ∩ L, and that condition (iii) holds. Assume now that a = ∞, but that (2.3) holds. Assume further that either (I) random variable B has finite variance σ 2 = VarB and
If (2.5) is satisfied, then the asymptotic (2.8) holds again (here we use the convention that ac 2 = 0 for c 2 = 0 and a = ∞). In particular, this is the case for G ∈ ERV, and therefore (2.9) holds for G ∈ RV.
We prove these theorems in Section 3.
Remark 2.3 Note that, under assumption (2.5), the asymptotics (2.8) are equivalent to
, the both terms on the right are of the same order, and their ratio tends to a positive number that differs from one. Vice versa, given (2.11), we obtain (2.8) by summing up carefully
Remark 2.4 The asymptotics (2.8) have a natural interpretation in the terms of the Principle of a Single Big Jump (PSBJ): for the sum to be large, either one of the summands or the counting random variable must be large. Namely, we may rewrite equation (1.1) as an a.s. equation:
where r.v.'s X (1) and X (2) have the same distribution, and all r.v.'s on the right are mutually independent. Then
is "sufficiently large". The latter means that, due to the Strong Law of Large Numbers, we have to have
Then the induction argument completes the derivation. However, this is not a proof, and just an explanation of the phenomenon.
Remark 2.5 Note that the two conditions a = ∞ and lim inf x→∞ xG(x) > 0 do hold if G is a regularly varying distribution with parameter α ∈ [0, 1]. So, the case (I) of our Theorem 2.2 extends the corresponding result of [2] . In addition, these two conditions may hold for other distributions from the class D ∩ L which are not regularly varyingfor example, for distributions from the class ERV.
Remark 2.6 We do not know how restrictive are the conditions of Theorem 2.2, see Section 5 for related comments.
In the rest of this section, we discuss stochastic models where the fixed-point equation (1.1) arises. In what follows, we assume (2.1), (2.3) and that 0 < b < 1, a < ∞, and therefore (1.1) has a unique distributional solution, by Lemma 2.1.
Define X n inductively for n = 0, 1, . . . by
where A n and B i,n have the same distributions as A and B, respectively, and {A n } and {B i,n } are sequences of i.i.d. random variables. Clearly, {X n ; n = 0, 1, . . .} is a Markov chain with state space Z + , and a branching process with immigration {A n }. The following lemma is immediate from (2.13) and Lemma 2.1.
Lemma 2.3
Let the Markov chain {X n ; n = 0, 1, . . .} be defined by (2.13).
(I) The distribution of X n is stochastically non-decreasing in n, i.e. P(X n+1 > x) ≥ P(X n > x), for all n and x.
(II) If 0 < b < 1 and a < ∞, then E(X n ) is non-decreasing in n and
14)
and therefore E(X) = a/(1 − b) < ∞ for the solution X of (1.1), by the uniqueness of Lemma 2.1.
The branching process {X n ; n = 0, 1, . . .} also arises in a feedback single server queue with Poisson arrivals and with one (or more) permanent customer(s). In this model, all the arriving customers receive service in the First-Come-First-Served order. There are two types of customers, the first ("target") customer and all other customers. The target customer arrives at time 0 at the empty system and, after each service completion, with probability one joins the end of the queue again, for another service. Any other customer, after its service completion, either joins again the end of the queue (for another service), with probability p, or leaves the system, with probability 1 − p. If we denote by X n the number of customers observed by the tagged customer at its n-th return to the queue, then a sequence {X n } forms a time-homogeneous Markov chain which converges to the stationary distribution (under natural assumptions), and a random variable X with that distribution satisfies the fixed-point equation. See Section 2.2 of [8] for related details.
Example 2.1 Consider a sub-critical branching process with k permanent particles. In what follows, we rephrase a particle as a customer. Each ordinary customer produces a random number of offspring with distribution G and either stays in the system, with probability p, or leaves the system (dies), with probability q = 1 − p, while each permanent customer produces a random number of offspring with distribution G and stays in the system. Denote this random number by ξ. In this case we have to assume that E(ξ)+p < 1 (to have subcriticality), and the fixed-point equation looks like
where α i are Bernoulli random variables with parameter p or
17)
where Y = X − k is the number of ordinary customers. Clearly, this is the exactly same form of a fixed point equation as (1.1), where we choose A and B i as
Thus, we can get the tail asymptotic (2.8) under the assumptions of Theorem 2.1.
Proof of Theorems 2.1 and 2.2
Proof of Theorem 2.1. We first consider the case (i). Here since b is finite, a is finite too, because of the tail equivalence. Hence, E(X) < ∞ by Lemma 2.3. We also note that G is strongly subexponential by (1.6). For 0 < y < x, let
then the fixed-point equation (1.1) may be written as
First, we find the tail asymptotics for I − (x, y) as x → ∞, for any fixed y. Here we need only the strong subexponentiality assumption. We may apply Theorem 3.37 of [7] and obtain that, as x → ∞,
(3.1)
Here 1(E) is the indicator of event E, it takes value 1 if the event occurs and 0, otherwise.
We next establish the lower and upper bounds for I + (x, y). We start with the upper bound. Here we assume in addition that G ∈ D ∩ L. We choose a sufficiently small ε > 0 such that 0 < b + ε < 1. Consider a random walk S n = n i=1 (B i − (b + ε/2)) with initial value S 0 = 0. It has a negative drift:
In turn, the second term in the RHS may be bounded above by
Here X has the conditional distribution P( X > t) = P(X > t | X > y) and does not depend on A and B i ; and the equivalence in the pre-last line follows from Proposition 1.1 since G is strong subexponential.
Since G belongs to D, there exist δ 0 (ε) and x 0 (ε) such that
Since E(X) < ∞, one can choose sufficiently large y = y ε,δ 1 for any small δ 1 > 0 such that
and therefore so large that, for all x ≥ x 0 (ε) and y ≥ y ε,δ 1 ,
Combining this inequality with (3.1) and (3.2), we conclude that there exists x 0 ≡ x 0 (ε, δ 1 ) such that, for any x ≥ x 0 ,
This imples that, for all sufficiently large x,
Therefore, we get:
for any sufficiently small positive ε and δ 1 . Letting δ tend to zero, we obtain the following result:
In particular, if condition (2.5) holds, then we may tend d 2 to 1/b and obtain the desired upper bound. Further, if G has an extended regularly varying distribution, then we have this upper bound by Lemma 2.2. This implies that, if G has a regularly varying distribution with index α > 0, then we get the upper bound in (2.9).
We next consider the lower bound for I + (x, y). Letting d 2 = (b − ε) −1 > 0 for a sufficiently small ε > 0, we have, for y < x,
Here the subtrahend in (3.7) decays exponentially fast, due to the Chernoff's bound: since B i are positive, there exist universal positive constants K and α such that, for all x > 0,
Therefore, combining (3.1) with (3.7) for any small ε > 0 and δ 2 > 0 , one can choose y = y ε,δ 2 so large that
for all sufficiently large x. Then, for the appropriate
for any small δ 2 > 0. Letting δ 2 tend to 0, we obtain the desired lower bound. Then, under assumption (2.5), we may let d 2 tend to 1/b and obtain the lower bound that coincides with the upper bound obtained earlier. By Lemma 2.2, the statements in the last paragraph of this theorem are legitimated. This completes the proof of the theorem in the case (i).
The proof in the case (ii) is similar to the proof above, and even simpler. Since P(X ≥ y) > 0, for any positive y, the distributional tail of A is negligible with respect to that of
B i (see Section 1 for the corresponding property), and of max{S n , 1 ≤ n ≤ X1(X > y)}. Then, clearly, (3.1) holds with c 1 = 0. Further, (3.3) is also valid with c 1 = 0. Then we get (2.11) and (2.9) for c 1 = 0, and the proof is complete.
We next consider the case (iii). First, for any j = 1, 2, . . ., the tail distribution of j i=1 B i is negligible with respect to that of A (see again Section 1). Therefore, we may take y such that P(X ≤ y) > 0 and get:
For I + (x, y), we use the same arguments as in the case (i), and then (2.8) follows, with ac 2 = 0.
This completes the proof of Theorem 2.1.
Proof of Theorem 2.2. We again obtain the upper and lower bounds for I − (x, y) like in the case (i). However, since a = ∞, E(X) is infinite too, and we can not use the last two formulas of (3.3) for getting the upper bound for I + (x, y) because E(X) is infinite. Therefore we modify these lines as follows. In the case (I), we get 9) where the inequality in the pre-last line follows from G ∈ D and from the Chebyshev's inequality, and the last equality from the corresponding theorem's condition. We make choose y as large as we like, to make this term ignorable compared with G(x).
In the case (II), we have
Since H I is subexponential, the integrated tail distribution of B i − (b + ε/2) is also subexponential. Since S n has a negative mean drift, we have, from Theorem 5.2 of [7] and (2.10),
Hence, (3.10) yields
Thus, this term is ignorable compared with G(x) by G ∈ D. This completes the proof for the case (II).
Two extensions of the model 4.1 Continuous state version
A natural continuous counterpart of (1.1) is
where A is a non-negative random variable independent of X, and B(t) is a non-decreasing process with stationary independent increments which is independent of A and X. That is, B(·) is a non-decreasing Levy process (subordinator).
We consider a simple case that B(·) is a compound Poisson process. Namely, 2) where N(t) is the Poisson process with intensity λ > 0, and B i for i = 1, 2, . . . are non-negative i.i.d. random variables which are independent of N(·). Assume that A is a non-negative random variable independent of everything else. Then, (4.1) becomes
Similar to the Markov chain {X n } defined by (2.13), we recursively define a discrete time Markov process X n with state space R + . This model may be applied, say, to an energy reproduction system. In this system, A is a base production of energy, and extra energy is reproduced according to the compound Poisson process in the time interval whose length equals the amount of the previous energy production.
The fixed point equation (4.3) can be solved essentially in the same way as Theorem 2.1 because
Assume that a ≡ E( A) and b ≡ E( B) are finite. Then, Theorem 2.1 holds true for a = a and b = λ b if the solution X of (4.3) uniquely exists in distribution, where A and B are replaced by A and B in the cases (i)-(iii).
2nd order branching process with immigration
In this Subsection, we introduce another extension of the model, formulate a particular result and make short comments on its proof.
Consider a branching process in which two subsequent generations produce the next generation. Namely, let X n be the population of the n'th generation, then
where {A n ; n ≥ 0}, {B 1,n,i ; n ≥ 0, i ≥ 1}, {B 2,n,i ; n ≥ 0, i ≥ 1}, are sequences of i.i.d non-negative integer-valued random variables, they are mutually independent, and they are independent of X n−1 , X n−2 . We refer to {X n ; n ≥ 0} as a second order branching process.
Let a = E(A) and b k = E(B k ) for k = 1, 2. We assume that both a and b k are finite. Then, it is not difficult to see that the process {X n ; n ≥ 0} is stable if and only if b 1 + b 2 < 1. We assume this stability condition, and consider the following fixed point equation.
This fixed point equation uniquely determines the stationary distribution of X n similarly to (1.1). Note that (4.5) is equivalent to
However, the tail asymptotics for two-dimensional distribution is generally hard to study. So, we restrict our attention to the tail asymptotics of the linear combination X + δY of X and Y , for a particular choice of coefficient δ.
Note that
From (4.7), one can find the expectation m ≡ E(X):
and therefore, under the stability assumption,
From (4.5), we have, for a constant δ > 0,
In the Proposition below, we provide the distributional tail asymptotics for X + δY , for a particular choice of δ, under a version of condition (2.5). Under weaker assumptions, one can obtain also upper and lower bounds. Proposition 4.1 Assume that a < ∞ and that b 1 +b 2 < 1 (this is the stability condition). Assume that there is a reference distribution G such that
for some constants c 1 , c 2 , c 3 ≥ 0 such that c 1 + c 2 + c 3 > 0.
(I). Let δ > 0 be the solution to
(II). Assume that condition (2.5) holds with c 0 = b 1 + δ. Then
and, therefore,
Comments on the Proof of the proposition. Statement (I) is straightforward. To obtain the tail asymptotics, we follow the lines of the proof of Theorem 2.1, with minor modifications. Therefore we replace most of the proof by its sketch, with providing some details.
We take the event that the right-hand side of (4.9) exceeds level x, and consider the probabilities I − (x, y) and I + (x, y) of the intersection of this event with events {X + δY ≤ y} and {X + δY > y}, respectively. For the probability of the first intersection of events, we use again the result from Proposition 1.1, while for the second probability we consider again the upper and lower bounds. There are slightly novel arguments in getting the upper bound only, so we give it in full. We take ε ∈ (0, 1 − b 1 − δ) and let
where, for n = 1, 2, . . ., M 1,n = max 1≤j≤n
, and Z = max(X, Y ). Let γ = ε/6(δ + b 1 + ε). Then the latter probability is not smaller than
Like in the derivation of the upper bound for I + (x, y) in the proof of Theorem 2.1, we may use Proposition 1.1 and the property of the class D to find that each of the conditional probabilities is proportional to G(x). Therefore the upper bound to I + (x, y) is of order cG(x) where coefficient c may be made as small as one wishes, by taking y sufficiently large.
Open problem
We do not know, whether (2.8) is the only possible asymptotics for P(X > x) in the class L ∩ D of heavy-tailed distributions. To formulate a more precise open problem, we look closer at equation (2.12) . One may, in turn, represent X (2) as X (2) = A 2 + X (3) 1 B i,2 , then use the same representation for X (3) , etc. As a result, one can obtain the following a.s. representation for X = X (1) :
where, by convention, Consider a particular "boundary" example, with P(A > x) = (1 + x) −1 , for γ ∈ (0, 1), and P(B > x) = L(x)(1 + x) −1 where L(x) ∼ (log x) −1−ε , ε > 0. Then a is infinite and E log max(1, A) is finite. Further, b = EB is finite and we can make it smaller than 1.
Then one can use Theorem 7 from [4] to obtain P(D 2,1 > x) ∼ 2bP(B > x) and, using the induction argument, P(D n,1 > x) ∼ nb n−1 P(B > x), for any n = 2, 3, . . .. Further, using the uniform convergence result in Theorem 2 of [9] , one can get the asymptotics
D n,i > x ∼ E A1(A ≤ xb −n ) · nb n−1 P(B > x) + P(A > xb −n ). (5.11)
We can expect the PSBJ to hold again and formulate the following conjecture: in the example above,
where the asymptotics for each term in the latter sum are given by (5.11). However, we do not have an idea how to substantiate these asymptotics.
B Example of the tail distribution from the class ERV \ RV
We provide an example of the tail distribution function g(x) = G(x) that is extended regularly varying, but not regularly varying.
Let c > 1 and let 1 < a 1 < a 2 . We assume that function g(x) has the "cycle" behaviour and define it by induction. At "time" t 1 = 1, we take g(t 1 ) = 1, and the first cycle starts. Given the n'th cycle starts at time t n , we let u n = ct n and define g(t) = (t/t n ) −a 1 g(t n ) for all t ∈ (t n , u n ]. Then let t n+1 = cu n and define g(t) = (t/u n ) −a 2 g(u n ) for all t ∈ (u n , t n+1 ].
