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Seznam uporabljenih simbolov 
V pričujočem zaključnem delu so uporabljene naslednje veličine in simboli: 
Tabela 1:  Seznam uporabljenih simbolov 
Veličina / oznaka Enota 
Ime Simbol Ime Simbol 
električna moč p watt W 
delovna moč P watt W 
električna napetost u volt V 
električni tok i amper A 
čas t sekunda s 
perioda T sekunda s 
frekvenca f Hertz Hz 
kot φ radian - 
navidezna moč S voltamper VA 
jalova moč Q voltamper VAr 
moč popačenja D voltamper VAr 
krožna frekvenca ω radian na sekundo s-1 
admitanca Y siemens S 
prevodnost G siemens S 
susceptanca B siemens S 
število vzorcev N / / 
zaporedna številka 
vzorca 
n / / 
 
Pri električnih veličinah so z malimi tiskanimi črkami označene trenutne 
vrednosti veličin, z velikimi tiskanimi črkami pa njihove efektivne vrednosti. 
Natančnejši pomen simbolov in njihovih indeksov je pojasnjen v spremljajočem 
besedilu, kjer je simbol uporabljen. 
 1 
Povzetek 
V zadnjem času lahko opazimo veliko porast nelinearnih bremen, ki v 
tokokrogih povzročajo višje harmonske komponente, le-te so v splošnem nezaželene 
in škodljive. Velik poudarek se zato daje na analizo razmer v takšnih tokokrogih. 
Vse dostopnejši in zmogljivejši postajajo razvojni sistemi. Eden takšnih je Red 
Pitaya, ki je integrirano merilno vezje z odprtokodno programsko opremo. V nalogi je 
predstavljen postopek razvoja aplikacije analizatorja električne moči z Red Pitayo. 
V drugem poglavju so podane različne definicije veličin v tokokrogih z 
nesinusnimi razmerami. V tretjem poglavju so podani in primerjani postopki za 
merjenje frekvence, efektivne vrednosti ter faznega premika med tokom in napetostjo. 
V četrtem poglavju je predstavljena izbrana razvojna platforma in postopek razvoja 
novih aplikacij za njo. V petem poglavju je predstavljena izdelana aplikacija in 
implementacija izbranih algoritmov. Za analizo so izbrani postopki diskretne 
Fouriereve transformacije. V šestem poglavju je zmogljivost izdelane aplikacije 
primerjana z laboratorijskim instrumentom. 
Rezultati meritev z razvito aplikacijo so zadovoljivo točni, izpolnjeni so tudi 
zadani cilji, saj je aplikacija enostavna za uporabo in omogoča dober pregled razmer 
v tokokrogu. 
 





Non-linear loads are responsible for producing unwanted higher current 
harmonics in power systems. Because they are becoming increasingly more common, 
there is currently high emphasis given on precision power analysis. 
Development systems are also becoming more powerful and accessible. One of 
those is Red Pitaya, which is an open-source-software measurement tool. In this thesis 
the process of developing power analyzer application for Red Pitaya is presented. 
Definitions for electrical power in nonsinusoidal conditions are listed in second 
chapter. In third chapter different procedures for measuring frequency, RMS value and 
phase difference of voltage and current are compared. In fourth chapter process of 
developing new applications and selected development platform is presented. In fifth 
chapter implementation of selected algorithms and developed application are 
presented. Discrete Fourier transform algorithms were selected for power analysis. 
Performance of developed application is compared with precision laboratory 
instrument in chapter six. 
Performance of developed application meets objectives because it is satisfactory 
accurate, easy to use and provides good overview of conditions in measured system. 
 
Key words: electric power analysis, Red Pitaya, discrete Fourier transform 
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1  Uvod 
Električna energija je v modernem svetu, v katerem živimo, postala dobrina, ki 
jo jemljemo za samoumevno. Obenem se ne zavedamo, kako močan povraten vpliv 
imamo v resnici kot uporabniki na razmere v omrežju in s tem na njeno proizvodnjo 
in distribucijo. V zadnjih letih je izrazit predvsem porast nelinearnih bremen, ki za 
svoje delovanje porabljajo nesinusen tok in s tem v omrežju povzročajo višje 
harmonske komponente toka in napetosti. Takšna bremena so na primer varčne sijalke 
ter stikalni napajalniki, ki se uporabljajo za napajanje večine elektronskih naprav, kot 
so osebni računalniki, zasloni in telekomunikacijske naprave. Med takšne porabnike 
lahko štejemo tudi spletne strežnike in z njimi povezano infrastrukturo, poraba 
električne energije katerih v zadnjem obdobju predstavlja že precejšen del porabe 
celotne energije. Problem predstavlja tudi velika razpršenost takšnih porabnikov v 
energetskem sistemu. 
Višje harmonske komponente v sistemu predstavljajo veliko težavo, saj 
povzročajo dodatne toplotne izgube med distribucijo ter dodatno obremenjuje tudi vse 
ostale komponente sistema in s tem zmanjšujejo njegovo učinkovitost. Iz tega razloga 
se v zadnjem času daje velik poudarek na analizo razmer v sistemih. Natančna analiza 
je pomembna zaradi pravične delitve dodatnih stroškov, nastalih zaradi nelinearnih 
bremen, oziroma zaradi možne kompenzacije ali filtracije višjih harmonskih 
komponent. Ključen del analize je seveda analiza električne moči, ki jo takšni 
porabniki porabljajo. 
V zadnjem času lahko opazimo tudi hitro rast zmogljivosti integriranih vezij in 
procesorjev ter obenem nižanje cen takšnih komponent, zato so se začeli pojavljati 
zmogljivejši in vse bolj dostopni razvojni sistemi. Eden takšnih je tudi Red Pitaya, ki 
je bil razvit v slovenskem podjetju in lahko zaradi svoje zmogljivosti nadomesti več 
laboratorijskih merilnih instrumentov. V laboratoriju LRTME smo se zato odločili, da 
na Red Pitayi razvijemo aplikacijo analizatorja električne moči, saj se v laboratoriju 
ukvarjajo predvsem z razvojem napetostnih virov, ki večinoma predstavljajo 
nelinearna bremena, ter z razvojem filtrov višjih harmonskih komponent. Cilj 
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aplikacije ni natančnost, enaka laboratorijskim instrumentom, temveč predvsem 
enostavnost uporabe ter dober pregled nad razmerami v merjenem tokokrogu. Prednost 
lastno razvite aplikacije je tudi natančno poznavanje uporabljenih postopkov ter 
izvedba merjenja tistih veličin, ki so za uporabnika pomembne. 
Negativen vpliv višjih harmonskih komponent na sistem je bil odkrit že pred 
časom, zato je bilo do sedaj predlaganih že precej definicij, ki lastnosti in definicije v 
tokokrogih s sinusnimi razmerami razširjajo na tokokroge z nesinusnimi razmerami. 
Definicije so zbrane v [1] in podane v drugem poglavju te naloge. Nekateri avtorji 
definicij so dali večji poudarek na kompenzacijo jalove moči, nastale zaradi višjih 
harmonskih komponent, podana pa je tudi definicija iz standarda [2], v kateri je večji 
poudarek dan na pravično deljenje nastalih stroškov. Nekatere enačbe, podane v tem 
poglavju, so uporabljene tudi v aplikaciji. 
Za analizo električne moči je ključno merjenje štirih veličin: frekvence, 
efektivne vrednosti toka in napetosti ter faznega premika med njima. Vse je možno 
meriti v časovnem in v frekvenčnem prostoru. Ker je merjenje teh veličin zelo 
pomembno tudi v drugih vejah znanosti, obstaja zelo veliko možnih postopkov. 
Nekateri izmed njih so predstavljeni v tretjem poglavju, primerjani so predvsem z 
vidika natančnosti in računske zahtevnosti. 
V nadaljevanju naloge je predstavljena izbrana platforma Red Pitaya in postopek 
razvoja nove aplikacije. V petem poglavju je podrobno opisano delovanje razvite 
aplikacije ter način implementacije uporabljenih algoritmov, ki so primerjani v tretjem 




2  Električna moč 
Moč je v splošnem definirana kot delo, opravljeno v enoti časa. Oddano delo je 
enako spremembi energije. Električna energija je energija, ki se kot električno delo 
prenaša z električnim tokom po tokokrogih. Električna moč nam pove, v kolikem času 
je lahko to delo opravljeno. 
Električna moč je bila med razvojem vede definirana za takrat prevladujoče 
sinusne razmere. V tem poglavju je ta definicija predstavljena, prav tako so 
predstavljeni poskusi razširitve definicije nekaterih avtorjev na nesinusne razmere, ki 
jih povzročajo čedalje bolj pogosta nelinearna bremena. 
2.1  Splošna definicija električne moči 
V električnih tokokrogih je trenutna električna moč 𝑝 v neki točki tokokroga 
definirana kot produkt trenutne vrednosti napetosti 𝑢 in trenutne vrednosti toka 𝑖 v tej 
točki:  
 𝑝 = 𝑢 ∙ 𝑖 (2.1) 
Tokovi in napetosti so lahko enosmerni ali izmenični. Pri izmeničnih razmerah 
tok in napetost v eni periodi zavzemata pozitivne in negativne vrednosti, prav tako 
njun produkt. To pomeni, da v nekem trenutku moč (energija) v sistem priteka, v 
drugem pa odteka. Povprečno moč oziroma srednjo vrednost trenutnih moči 




∫ 𝑝 𝑑𝑡 =
1
𝑇
∫ 𝑢 ∙ 𝑖 𝑑𝑡
𝑇𝑇
 (2.2) 
𝑇 tu predstavlja opazovano časovno okno oziroma eno periodo pri periodičnih 
signalih. Trenutno in delovno moč merimo v wattih (W). Enačba velja za vse oblike 
napetosti in toka, tako enosmerne kot izmenične, sinusne in nesinusne. 
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2.2  Moč pri sinusnih veličinah 
V idealnih omrežnih razmerah sta tok in napetost sinusna s frekvenco 50 Hz. 
Enačbo (2.2) tako lahko zapišemo: 
 𝑃 = 𝑈 ∙ 𝐼 ∙ cos 𝜑 (2.3) 
kjer 𝑈 in 𝐼 predstavljata efektivni vrednosti napetosti in toka, 𝜑 pa električni kot med 
njima. Efektivne vrednosti toka in napetosti so definirane kot: 





















kjer ?̂? in 𝐼 predstavljata temenski (maksimalni) vrednosti napetosti in toka. 
Kot smo omenili v prejšnjem podpoglavju, lahko trenutna vrednost moči 
zavzema tako negativne kot pozitivne vrednosti, pri sinusnih razmerah se tako pretaka 
iz in v sistem z dvakratno frekvenco toka in napetosti. To pomeni, da povprečna moč 
ne predstavlja celotne moči v sistemu in ne opiše celotne energijske slike sistema. 
Povprečna moč predstavlja le tisti del moči, ki v sistemu opravlja koristno delo, zato 
jo imenujemo delovna moč. Ta definicija ima tudi fizikalni pomen, saj lahko 
opravljeno delo oziroma oddano energijo izmerimo tudi v drugi obliki, na primer v 
obliki oddane toplotne energije ali v obliki oddanega mehanskega dela. 
Amplitudo, s katero moč v sistemu niha, imenujemo navidezna moč. 
Označujemo jo s 𝑆 in merimo v voltamperih (VA): 
 𝑆 = 𝑈 ∙ 𝐼 (2.8) 
Fazni premik med tokom in napetostjo je odvisen od impedance bremena. Če je 
breme popolnoma ohmsko, sta tok in napetost v fazi. Takrat je torej električni kot med 
napetostjo in tokom 0 °, kosinus kota 1, navidezna in delovna moč pa sta enaki. Zato 
faktorju 𝑐𝑜𝑠𝜑 pravimo tudi faktor moči osnovne harmonske komponente. 
Vidimo, da samo tisti del toka, ki je v fazi z napetostjo, daje delovno moč. Zato 
v elektrotehniki zaradi enostavnejšega prikaza in računanja uporabljamo računske, 
vendar realno neobstoječe vrednosti. Tok računsko razdelimo na dve komponenti, na 
delovno komponento, ki je v fazi z napetostjo: 
 𝐼del = 𝐼 ∙ cos 𝜑 (2.9) 
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in na jalovo komponento, ki je glede na napetost zamaknjena za električni kot 𝜑 =
90 °: 
 𝐼jal = 𝐼 ∙ sin 𝜑 (2.10) 
Celoten tok znaša: 
 𝐼 = √𝐼del
2 + 𝐼jal
2 (2.11) 
Samo zmnožek delovne komponente toka z napetostjo prispeva k delovni moči. 
Povprečna vrednost zmnožka jalove komponenta toka z napetostjo je enaka nič. Ta 
moč se po sistemu samo pretaka in ne opravlja koristnega dela, zato jo imenujemo 
jalova moč: 
 𝑄 = 𝑈 ∙ 𝐼jal = 𝑈 ∙ 𝐼 ∙ sin 𝜑 (2.12) 
Jalovo moč označujemo s 𝑄 in merimo v reaktivnih (ang. reactive t.j. jalov) 
voltamperih (VAr). Vse tri do sedaj navedene moči tvorijo v sinusnih razmerah tako 
imenovan močnostni trikotnik: 
 𝑆2 = 𝑃2 ∙ 𝑄2 (2.13) 
Jalov tok in posledično jalova moč sta v splošnem nezaželena; ne le, da nič ne 
prispevata k prenosu energije, temveč povzročata tudi padce napetosti na impedancah 
tokokroga in energijske izgube na vodnikih vezja. Jalove tokove povzročajo v 
linearnih tokokrogih neohmska bremena. 
2.2.1  Značilnosti jalove moči 
Jalova moč ni opis nekega fizikalnega pojava, ampak je računsko vpeljana zaradi 
lažjega računanja in razumevanja. Kljub temu ima pri sinusnih razmerah kar nekaj 
koristnih značilnosti [1, str. 6]: 
1. Jalova moč je enaka temenski vrednosti čiste dvosmerno pulzirajoče 
trenutne moči v neki točki sistema. 
2. Jalova moč je sorazmerna s povprečjem razlike med električno energijo, 
shranjeno v tuljavah in električno energijo, shranjeno v kondenzatorjih. 
3. Če zmanjšamo jalovo energijo na nič, postane faktor moči ena. 
4. Jalova moč dopolnjuje močnostni trikotnik (2.13). 
5. Vsota vseh jalovih moči v vozlišču vezja sistema je enaka nič. 
6. Jalovo moč lahko izrazimo z elementi 𝑈, 𝐼, in sin 𝜑. 
7. Jalova moč je lahko pozitivna ali negativna, predznak je določen z 
impedanco bremena (kapacitiven ali induktiven značaj bremena). 
8. Jalovo energijo lahko zmanjšamo na nič, če v vezje vstavimo induktivne 
ali kapacitivne komponente (pasivna kompenzacija bremena). 
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9. Dodaten nezaželen padec napetosti na prenosnih komponentah sistema 
je približno sorazmeren z jalovo močjo. 
2.3  Moč pri nesinusnih veličinah 
Neidealni in nelinearni elementi v tokokrogih povzročajo popačenja na sinusnih 
tokovih in napetostih. Če sta tok in napetost še vedno periodična, ju lahko za analizo 
razstavimo po Fourieru na harmonske komponente. S tem dobimo amplitudo in fazno 
lego osnovne harmonske komponente ter amplitude in fazne lege vrste višjih 
harmonskih komponent, katerih frekvence so celi večkratniki osnovne frekvence. 
Enačba (2.3) se tako prevede na: 
 𝑃 =  ∑ 𝑈ℎ𝐼ℎℎ cos 𝜑ℎ (2.14) 
kjer indeks h predstavlja red harmonske komponente. Vidimo, da k delovni moči pri 
nesinusnih tokovih in napetostih prispevajo le deli harmonske komponente istega reda, 
ki so v fazi. Običajno so amplitude harmonskih komponent višjih redov precej manjše 
od amplitude osnovnega harmonika in z redom tudi padajo, zato največji del delovne 
moči predstavlja delovna moč osnovne harmonske komponente. 
Za izračun navidezne moči enačba (2.8) še vedno velja. Efektivne vrednosti toka 
in napetosti pri nesinusnih oblikah lahko računamo po enačbah (2.4) in (2.5), če tok in 
napetost razstavimo v Fourierevo vrsto, lahko efektivne vrednosti izračunamo z: 
 𝑈 = √∑ 𝑈ℎ
2
ℎ  (2.15) 
 𝐼 = √∑ 𝐼ℎ
2
ℎ  (2.16) 
kjer so 𝑈ℎ in 𝐼ℎ efektivne vrednosti posameznih harmonskih komponent. Ker so 
koeficienti Fouriereve vrste sinusni, lahko efektivne vrednosti posameznih 
harmonskih komponent izračunamo z enačbama (2.6) in (2.7). Enačbo (2.8) tako lahko 
zapišemo tudi: 




ℎ  (2.17) 
Kot smo že omenili, jalova moč nima fizikalnega ozadja, zato enotna definicija 
jalove moči, ki bi zajemala tako sinusne kot nesinusne pogoje, še ne obstaja. Ker 
definicija navidezne moči po enačbi (2.17) zajema tudi navzkrižne produkte višjih 
harmonskih komponent napetosti in toka različnih redov, delovna moč pa jih ne, je 
nemogoča predvsem definicija jalove moči, ki bi veljala tako za značilnost 4 kot za 
značilnost 6 iz prejšnjega razdelka. 
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Različni avtorji so poskušali razširiti definicijo jalove moči na nesinusne 
razmere s poudarkom na različne lastnosti oziroma na različno uporabo teh lastnosti. 
Njihovi predlogi so bili izdani v različnih člankih. V nadaljevanju so povzete nekatere 
definicije, zbrane v [1]. Označbe veličin in indeksi so izbrani tako, da se skladajo s 
simboli, izbranimi v tem delu, in ni nujno, da se skladajo s simboli, izbranimi s strani 
avtorjev oziroma s simboli izbranimi v [1]. 
2.3.1  C. Budeanujeva definicija 
Delovna moč v nesinusnih vendar periodičnih razmerah je definirana kot: 
 𝑃 = ∑ 𝑃ℎ = ∑ 𝑈ℎℎ 𝐼ℎ cos 𝜑ℎℎ  (2.18) 
kjer sta 𝑈ℎ in 𝐼ℎ efektivni vrednosti višjih harmonskih komponent napetosti in toka 
reda h, 𝜑ℎ pa je fazni kot med njima. Iz te definicije bi logično lahko sledila definicija 
jalove moči kot: 
 𝑄 = ∑ 𝑄ℎℎ = ∑ 𝑈ℎ𝐼ℎ sin 𝜑ℎℎ  (2.19) 
ki jo avtor tudi predlaga. Vendar ta definicija ne ustreza definiciji močnostnega 
trikotnika po enačbi (2.13), saj iz enačbe za navidezno moč (2.17), ki temelji na 
definiciji efektivnih vrednosti tokov in napetosti, sledi, da je: 
 𝑆2 = ∑ 𝑈ℎ
2
ℎ ∙ ∑ 𝐼ℎ
2
ℎ ≥ (∑ 𝑈ℎ𝐼ℎ cos 𝜑ℎℎ )
2 + (∑ 𝑈ℎ𝐼ℎ sin 𝜑ℎℎ )
2 (2.20) 
Avtor zato definira dodatno moč D, ki jo poimenuje moč popačenja (ang. 
distortion power): 
 𝐷2 = 𝑆2 − 𝑃2 − 𝑄2 (2.21) 
Iz zgornje enačbe sledi enačba navidezne moči: 
 𝑆2 = 𝑃2 + 𝑄2 + 𝐷2 (2.22) 
Moč popačenja v glavnem predstavljajo produkti harmonskih komponent toka in 
napetosti neenakih redov, tako imenovani navzkrižni produkti. V sinusnih razmerah, 
ko tok in napetost ne vsebujeta višjih harmonskih komponent, tudi moči popačenja ni. 
Za lažje razločevanje moči, definiranih s strani tega avtorja, od moči, definiranih 
s strani ostalih avtorjev, se jalovi moči in moči popačenja mnogokrat doda indeks B, 
torej QB in DB. 
Glavna prednost takšne definicije jalove moči je, da ustreza značilnostima 5, 
omenjeni v prejšnjem podpoglavju (vsota vseh jalovih moči v vozlišče sistema je 
enaka nič). Vendar ta definicija ne ustreza značilnostma 3 in 8, kar je tudi njena slabost. 
Ni namreč res, da postane faktor moči ena, če zmanjšamo jalovo moč po tej definiciji 
na nič. Prav tako jalove moči ni mogoče popolnoma izničiti z dodajanjem induktivnih 
oziroma kapacitivnih elementov v sistem. Praktično nemogoče je tudi narediti 
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analogni merilnik jalove moči QB, saj bi le-ta potreboval filter, ki bi lahko signale 
premaknil za električni kot 90 ° neodvisno od frekvence in bi pri tem imel tudi faktor 
ojačenja za vse frekvence enak. 
2.3.2  S. Fryzejeva definicija 
Ta definicija temelji na analizi v časovnem prostoru. Tok razdelimo na dva dela. 
Prvi del, 𝑖del, je tok z enako obliko in faznim premikom kot napetost. Njegova 
amplituda je določena tako, da je zmnožek efektivne vrednosti tega toka in napetosti 





∙ 𝑢 (2.23) 
in: 
 𝑖jal = 𝑖 − 𝑖del (2.24) 
Tok 𝑖del je enak toku, ki bi tekel v sistemu s popolnoma ohmskim značajem 
bremena in bi pri enaki napetosti proizvedel enako delovno moč kot jo celoten tok v 
danih razmerah. Če bi tok 𝑖jal torej lahko kompenzirali, bi vir celoten sistem videl kot 
popolnoma ohmsko breme in bi faktor moči bil ena. To je glaven razlog za takšno 
delitev. 
Enostavno bi lahko dokazali, da sta tokova 𝑖del in 𝑖jal ortogonalna, zato lahko 
njune efektivne vrednosti izračunamo z: 
 𝐼2 = 𝐼del
2 ∙ 𝐼jal
2 (2.25) 
Enačba (2.23) da tudi edino možno amplitudo toka 𝑖del, če naj bi bila tokova 
ortogonalna in naj bi imel ta tok enako obliko kot napetost. 
Navidezno moč lahko izračunamo kot produkt efektivnih vrednosti napetosti in 
toka: 
 𝑆2 = 𝑈2 ∙ 𝐼2 = 𝑈2(𝐼del
2 + 𝐼jal
2) = 𝑃2 + 𝑄2 (2.26) 
Avtor v svoji definiciji jalove moči namesto 𝑄 uporablja 𝑃b. V ostali literaturi je jalova 
moč po tej definiciji pogostokrat označena s 𝑄F in poimenovana fiktivna moč (ang. 
fictitious power). 
Prednost te definicije je, da ni vpeljana nobena nova moč. Ustreza tudi 
značilnosti 3 iz prejšnjega podpoglavja, da postane faktor moči ena, če zmanjšamo 
jalovo moč na nič. Izdelava analognega merilnika jalove moči po tej definiciji je 
mogoča in relativno preprosta, predstavljen je že bil načrt, kako analogno razstaviti 
tok na komponente iz te definicije. 
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Glavna slabost te definicije je, da ne ustreza značilnosti 5, saj ne drži, da je vsota 
vseh jalovih moči v vozlišču sistema enaka nič, zato se vrednosti 𝑄F v splošnem ne da 
uporabiti pri računanju pretokov moči. Čeprav bo faktor moči ena, če zmanjšamo 
jalovo moč po tej definiciji na nič, se tega ne da doseči samo s kondenzatorji in 
tuljavami, te jalove moči se torej ne da pasivno kompenzirati. Pri sinusnih razmerah 
postane ta definicija ekvivalentna splošni definiciji. 
Četudi se jalove moči 𝑄F ne da pasivno kompenzirati, predstavlja tok 𝐼jal zelo 
primerno vhodno spremenljivko za aktivno kompenzacijo in se mnogokrat uporablja 
v ta namen. Vendar pa se s kompenzacijo toka 𝐼jal spremeni tudi impedanca vira, kar 
posledično spremeni amplitudo in obliko napetosti na bremenu, to pa pomeni, da 
breme ni popolnoma kompenzirano. Za popolno kompenzacijo bi bila potrebna 
regulacijska povratna zanka ali znana impedanca bremena. Ta pomanjkljivost 
koncepta kompenzacije je skupna tudi večini drugih konceptov. Tej težavi se je 
mogoče izogniti le z dodajanjem "negativne" izmerjene impedance bremena v sistem. 
2.3.3  Definicija, predlagana s strani N. L. Kustersa in W. J. L. Moora 
Tudi ta definicija jalove moči izhaja iz analize v časovnem prostoru. Definicija, 
predlagana s strani S. Fryza, je razširjena z dodatnim deljenjem jalove komponente 
toka na dve ortogonalni komponenti. Delitev je odvisna od značaja bremena, dobljeni 
komponenti v primeru pretežno kapacitivnega bremena nista enaki kot v primeru 
pretežno induktivnega bremena. Tri komponente toka, dosežene s to delitvijo, so zato 
poimenovane delovna komponenta, induktivna ali kapacitivna jalova komponenta in 
preostala (ang. residual) jalova komponenta. Skupaj dajo navidezno moč po enačbi: 
 𝑆2 = 𝑃2 + 𝑄2 = 𝑃2+𝑄c
2 + 𝑄cr




kjer indeksa c in l pomenita kapacitivno oziroma induktivno jalovo moč, dodan indeks 
r pa preostalo, residualno jalovo moč. 









∙ 𝑢 (2.28) 
kapacitivna jalova komponenta je podobno definirana kot: 





2  (2.29) 
in induktivna jalova kot: 





2  (2.30) 
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kjer sta 𝑢odv in 𝑢int periodična dela odvoda in integrala trenutne napetosti, 𝑈odv in 
𝑈int pa njune efektivne vrednosti. Za obe jalovi komponenti toka se lahko dokaže 
ortogonalnost na preostalo komponento, prav tako za delovno komponento. Zaradi 
tega se lahko 𝑃, 𝑄c in 𝑄l definirajo kot: 
 𝑃 = 𝑈 ∙ 𝐼del (2.31) 






∫ 𝑢odv𝑖𝑑𝑡𝑇  (2.32) 






∫ 𝑢int𝑖𝑑𝑡𝑇  (2.33) 
Jalovi moči sta predznačeni veličini, ki sta lahko kompenzirani s kondenzatorji ali s 
tuljavami, če imata negativni vrednosti. Predznak 𝑄c je določen na isti način kot za 
jalovo moč pri sinusnih razmerah, 𝑄l pa ima nasproten predznak. 
Preostale veličine so določene z: 
 𝑖jal,cr = 𝑖 − 𝑖del − 𝑖jal,c (2.34) 
 𝑖jal,lr = 𝑖 − 𝑖del − 𝑖jal,l  (2.35) 
in: 
 𝑄cr = √𝑆2 − 𝑃2 − 𝑄c
2
 (2.36) 
 𝑄lr = √𝑆2 − 𝑃2 − 𝑄l
2
 (2.37) 
𝑄c in 𝑄l nista enaki kot jalova moč po Budeanujevi definiciji, pri sinusnih 
razmerah njuna vrednost postane enaka kot vrednost splošno definirane jalove moči (z 
izjemo predznaka pri 𝑄l). Določitev najprimernejših shunt kondenzatorjev in tuljav za 
kompenzacijo je možna po enačbi: 
 𝑖jal = 𝑎 ∙ 𝑢der + 𝑏 ∙ 𝑢int + 𝑖𝑟 (2.38) 
kjer sta a in b konstanti, določeni z metodo najmanjših kvadratov. V večini praktičnih 
primerov bo rezultat optimizacije dal vrednost ene konstante nič, kar privede do enake 
delitve tokov kot v tej definiciji. 
V primerjavi s Fryzejevo delitvijo tokov je prednost te definicije, da je z njo 
določen del toka, ki ga lahko kompenziramo s shunt kondenzatorji oziroma tuljavami. 
S tem jalovi moči 𝑄c in 𝑄l zadostita značilnostma 7 in 8. Vrednost kompenzirajoče 
jalove komponente je enostavno izračunati. To velja le, če je impedanca vira 
zanemarljiva, torej s tem tudi sprememba napetosti po kompenzaciji zanemarljiva. 
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2.3.4  Definicija, predlagana s strani W. Shepherda in P. Zakikhanija 
Definicija temelji na analizi v frekvenčnem prostoru. Nelinearno breme, 
priključeno na idealen vir, povzroča v tokokrogu tok z vsebnostjo višjih harmonskih 
komponent, ki v napetosti niso prisotne. Za računanje v takšnih pogojih so višje 
harmonske komponente napetosti in toka razdeljene na skupne (ang. common) in ne-
skupne (ang. non-common). Skupne harmonske komponente toka in napetosti reda h 
so tiste, za katere sta 𝑈ℎ in 𝐼ℎ različna od nič, ne-skupne pa tiste, za katere je različna 
od nič samo komponenta toka ali samo komponenta napetosti. Navidezno moč tako 
lahko izrazimo kot: 
 𝑆2 = (∑ 𝑈ℎ
2
ℎ∈𝐻 + ∑ 𝐼𝑚
2
𝑚∈𝑀 ) ∙ (∑ 𝑈ℎ
2
ℎ∈𝐻 + ∑ 𝐼𝑛
2
𝑛∈𝑁 ) (2.39) 
kjer je H vrsta redov skupnih harmonskih komponent, vrsti M in N pa vsebujeta redove 
ne-skupnih harmonskih komponent, ki so različne od nič (vrsta M torej vsebuje vse 
redove, za katere je harmonska komponenta napetosti različna od nič, ujemajoča 
harmonska komponenta toka pa nič). Delovna moč je še vedno definirana kot: 
 𝑃 = ∑ 𝑈ℎ𝐼ℎ cos 𝜑ℎℎ  (2.40) 
Definicija nadalje predlaga delitev navidezne moči na naslednje komponente: 
 𝑆R





2 𝜑ℎ (2.41) 
 𝑆X





2 𝜑ℎ (2.42) 
in tretja komponenta, ki predstavlja preostali del: 
 𝑆D




𝑛∈𝑁 + ∑ 𝑈𝑚
2
𝑚∈𝑀 ∙ (∑ 𝐼ℎ
2
ℎ∈𝐻 + ∑ 𝐼𝑛
2
𝑛∈𝑁 ) (2.43) 
kar da: 





Ker so vse komponente jalove moči definirane z efektivnimi vrednostmi, nobena 
izmed njih ni predznačena. Avtorja menita, da je ta definicija bližje fizikalni realnosti, 
še posebej s stališča pasivne kompenzacije jalove moči za najboljši faktor moči. Ta se 
lahko doseže z zmanjševanjem komponente 𝑆X
2
, kajti komponenta 𝑆D
2
 vsebuje le ne-
skupne harmonske komponente toka in napetosti, katere se s pasivnimi elementi ne da 
kompenzirati. To ne drži popolnoma, kajti vsaka kompenzacija vpliva na harmonske 
komponente toka 𝐼ℎ, kar pa nekoliko vpliva tudi na zadnji del enačbe (2.43). 
Ena glavnih slabosti te definicije je, da 𝑆R
2
 ni enako 𝑃2, četudi vsebuje 𝑃2, kar 
lahko dokažemo z uporabo Cauchy-Schwarzeve neenakosti. Če sta napetost ali tok 
sinusna, sledi: 
 𝑆R = 𝑈𝐼1 cos 𝜑1 = 𝑃 (2.45) 
 𝑆X = 𝑈𝐼 sin 𝜑 = 𝑄B (2.46) 
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 𝑆D = 𝐷 (2.47) 
V linearnih sistemih znaša 𝑆D
2
 nič, saj ni prisotnih ne-skupnih harmonskih komponent. 
To velja tudi v realnih razmerah, kajti impedanca vira nikoli ne more biti nič in zato 
resnično ne-skupne harmonske komponente ne morejo obstajati, torej je v dejanskih 
linearnih in nelinearnih sistemih 𝑆D vedno nič. Četudi je napetost skoraj sinusna, 
močno popačenje toka vpliva na iznos 𝑆R in 𝑆X predvsem z navzkrižnimi produkti 
višjih harmonskih komponent toka z osnovno harmonsko komponento napetosti. To 
pomeni, da 𝑆R še zdaleč ni enaka 𝑃 in 𝑆X ne 𝑄B, čeravno je napetost domala sinusna. 
V realnih situacijah se pri merjenju vedno pojavi šum in zato popačenje 
vhodnega signala. Tudi če bi nek merilni instrument izmeril amplitudo višje 
harmonske komponente napetosti nič, bi verjetno nek drug instrument z drugačno 
natančnostjo izmeril ne ničelno amplitudo. Delitev na skupne in ne-skupne harmonske 
komponente je zato bolje uporabiti kot orodje za izračun hipotetičnih primerov, saj bi 
bila izvedba merilnika z uporabo te definicije nepredvidljiva. 
2.3.5  Sharonov predlog definicije 
Tudi ta definicija jalove moči bazira na analizi v frekvenčnem prostoru. Je 
majhna, vendar zelo pomembna nadgradnja prejšnje definicije. Osnova je še vedno 
delitev na skupne in ne-skupne harmonske komponente: 
 𝑆2 = (∑ 𝑈ℎ
2
ℎ∈𝐻 + ∑ 𝐼𝑚
2
𝑚∈𝑀 ) ∙ (∑ 𝑈ℎ
2
ℎ∈𝐻 + ∑ 𝐼𝑛
2
𝑛∈𝑁 ) (2.48) 
kjer je H vrsta redov skupnih harmonskih komponent, vrsti M in N pa vsebujeta redove 
ne-skupnih harmonskih komponent, ki so različne od nič (vrsta M torej vsebuje vse 
redove, za katere je harmonska komponenta napetosti različna od nič, ujemajoča 
harmonska komponenta toka pa nič). Delovna moč je definirana kot: 
 𝑃 = ∑ 𝑈ℎ𝐼ℎ cos 𝜑ℎℎ  (2.49) 
Avtor predlaga komponento navidezne napetosti: 
 𝑆Q
2 = 𝑈ef ∙ ∑ 𝐼ℎ
2
ℎ∈𝐻 sin
2 𝜑ℎ (2.50) 
in preostali del: 
 𝑆C
2 = ∑ 𝑈𝑚
2
𝑚∈𝑀 ∙ ∑ 𝐼ℎ
2
ℎ∈𝐻 cos 𝜑ℎ + 𝑈ef





∑ ∑ (𝑈𝛽𝐼𝛾𝑙 cos 𝜑𝛾 − 𝑈𝛾𝐼𝛽𝑙 cos 𝜑𝛽)𝛾∈𝐻𝛽∈𝐻  (2.51) 
kar da: 




Avtor poda tudi enačbi za izračun optimalne vrednosti paralelno kompenzirajočega 
kondenzatorja oziroma tuljave: 
























Sharon navaja, da kompenzacija z vzporedno vezanim kondenzatorjem oziroma 
tuljavo vpliva le na 𝑆𝑄. To je res, če je impedanca vira zanemarljiva, saj se napetost v 
tem primeru ne spremeni, 𝐼ℎ cos 𝜑ℎ ostane enako in delovna moč ostane 
nespremenjena, prav tako je nespremenjena komponenta 𝑆C, ker se prav tako ne 
spremenijo vrednosti 𝑈ef, 𝑈𝑚 in 𝐼𝑛. 
Med to in prejšnjo definicijo sta dve zelo pomembni razliki. Prva je ta, da je v 
tej definiciji delovna moč komponenta navidezne moči in ni definirana ločeno. Druga 
je manj očitna, saj je razlika samo v tem, da je za izračun 𝑆𝑄 uporabljena celotna 
efektivna vrednost napetosti in ne le efektivna vrednost skupnih harmonskih 
komponent napetosti kot v prejšnji definiciji. To se na prvi pogled zdi majhna razlika, 
vendar močno pripomore k zmanjšanju negotovosti pri ločevanju skupnih od ne-
skupnih harmonskih komponent med merjenjem. Razvrščanje ne vpliva na delovno 
komponento moči, saj so za izračun uporabljene vse harmonske komponente napetosti. 
Še vedno pa lahko tok z veliko vsebnostjo neke višje harmonske komponente, katere 
ujemajoča harmonska komponenta napetosti je zelo majhna, povzroči veliko 
negotovost s stališča skupnih in ne-skupnih harmonskih komponent. Tak tok bi sicer 
vplival na meritev, vendar ne na kompenzacijo, saj ima glede na enačbi (2.53) in (2.54) 
zanemarljiv učinek na 𝐶opt in 𝐿opt. 
2.3.6  L. S. Czarneckijev predlog definicije 
Definicija izhaja iz analize v frekvenčnem prostoru. Avtor poda pripombe na 
predhodno predlagane definicije. Pokaže, da je lahko kompenziranje s posamezno 
shunt reaktanco precej neučinkovito tudi pri nizkih vsebnostih višjih harmonskih 
komponent (do 10 %), če impedanca vira ni zanemarljiva. To odvzame definiciji 
Kustersa in Moora nekaj uporabne vrednosti. Prav tako izpostavi slabost definicije 
Shepherda in Zakhikanija, da 𝑆R ni enako 𝑃. Predlaga definicijo v frekvenčnem 
prostoru za linearna bremena, v kateri uporabi v časovnem prostoru s strani S. Fryzeja 
definirano delovno komponento toka 𝑖del. 
Trenutno vrednost periodične napetosti lahko izrazimo kot kompleksno 
Fourierevo vrsto: 
 𝑢 = √2 Re ∑ 𝑈ℎ𝑒
𝑗ℎ𝜔1𝑡
ℎ  (2.55) 
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kjer je 𝜔1 krožna frekvenca osnovne harmonske komponente napetosti, h pa red 
harmonske komponente, za katere je 𝑈ℎ različno od nič. V močnostnem sistemu je 
lahko ta napetost povezana z bremenom z admitanco: 
 𝑌ℎ = 𝐺ℎ + 𝑗𝐵ℎ (2.56) 
kjer sta lahko tako prevodnost 𝐺 kot susceptanca 𝐵 odvisni od frekvence. Tok je tako 
določen z: 
 𝑖 = √2 Re ∑ 𝑈ℎ(𝐺ℎ + 𝑗𝐵ℎ)𝑒
𝑗ℎ𝜔1𝑡
ℎ  (2.57) 
Če predpostavimo, da se celotna moč potroši na (frekvenčno neodvisni) 






Ko to prevodnost priključimo na napetost U, čez njo steče tok, enak delovnemu toku 
𝑖del, definiranem v razdelku 2.3.2. Preostali tok izračunamo z: 
 𝑖 − 𝑖del = √2 Re ∑ (𝐺ℎ − 𝐺e + 𝑗𝐵ℎ)ℎ 𝑈ℎ𝑒
𝑗ℎ𝜔1𝑡 (2.59) 
Ta tok lahko nadalje razdelimo na: 
 𝑖s = √2 Re ∑ (𝐺ℎ − 𝐺e)ℎ 𝑈ℎ𝑒
𝑗ℎ𝜔1𝑡 (2.60) 
ki ga Czarnecki imenuje raztresen (ang. scatter), in na: 
 𝑖jal = √2 Re ∑ 𝑗ℎ 𝐵ℎ𝑈ℎ𝑒
𝑗ℎ𝜔1𝑡 (2.61) 
jalov tok. Vsi ti tokovi so ortogonalni, zato se lahko njihove efektivne vrednosti izrazi 
z: 






+ ∑ (𝐺ℎ − 𝐺e)
2𝑈ℎ
2 + ∑ 𝐵ℎ
2𝑈ℎ
2
ℎℎ  (2.62) 
Če zgornjo enačbo pomnožimo z 𝑈2, dobimo kvadrat navidezne moči kot: 




Jalova moč 𝑄r po tej definiciji je po navedbi avtorja lahko kompenzirana z eno 
shunt reaktanco, torej z več polnim filtrom, načrtovanim tako, da je njegova 
susceptanca 𝐵cn enaka −𝐵ℎ pri vseh frekvencah. Taka kompenzacija teoretično ni 
odvisna od impedance bremena, kot je mnogo drugih konceptov kompenzacije, a 
zahteva meritev 𝐵ℎ. Raztresena moč 𝐷s je lahko odpravljena le z aktivno 
kompenzacijo ali filtriranjem, saj nekatere harmonske komponente raztresenega toka 
rezultirajo v pozitivni delovni moči, druge pa v negativni. 
Nadalje je jalova moč 𝑄r po tej definiciji za linearna bremena enaka 𝑆X po 
definiciji Shepherda in Zakhikanija, prav tako sta 𝐷s in 𝑄r enaki 𝑆c in 𝑆Q po Sharonovi 
definiciji. Posebnost te definicije zato niso rezultirajoče komponente moči, temveč 
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zlasti koncept računanja s susceptancami namesto z napetostmi, tokovi in močmi. 
Enakost 𝑄r in 𝑆Q se da pokazati z: 
 𝑄r
2 = 𝑈2𝐼jal
2 = 𝑈2 ∑ 𝐵ℎ
2
ℎ 𝑈ℎ
2 = 𝑈2 ∑ 𝐼ℎ
2
ℎ sin
2 𝜑ℎ = 𝑆Q
2
 (2.64) 
Podobno kot v prejšnjih dveh predlogih definicije bi izrazita višja harmonska 
komponenta toka z majhno ujemajočo harmonsko komponento napetosti povzročila 
veliko vrednost in veliko negotovost 𝐵ℎ predvsem zaradi velike negotovosti pri 
določitvi faznega premika. 
2.3.7  Definicija v standardu IEEE Std 1459-2010 
Definicija v standardu IEEE 1459-2010 [2] se od prejšnjih definicij razlikuje 
predvsem v tem, da v njej ni navedenih veličin in napotkov za kompenzacijo jalove 
moči, ampak je problem moči pri nesinusnih razmerah obravnavan predvsem s strani 
energetike. Zato je električna moč razdeljena na moč osnovne harmonske komponente, 
ki jo energetske družbe proizvajajo, prenašajo in prodajajo, in na moč višjih 
harmonskih komponent, ki so posledica nelinearnih bremen. 
Definicija izhaja iz delitve toka in napetosti na osnovno harmonsko komponento 
ter preostali del, višje harmonske komponente: 




2 + ∑ 𝑈ℎ
2
ℎ≠1  (2.65) 




2 + ∑ 𝐼ℎ
2
ℎ≠1  (2.66) 
Delovno moč tako lahko izračunamo kot: 
 𝑃 = 𝑃1 + 𝑃H = 𝑈1𝐼1 cos 𝜑1 + (𝑈0𝐼0 + ∑ 𝑈ℎ𝐼ℎ cos 𝜑ℎℎ≠1 ) (2.67) 
Ta delitev delovne moči na moč osnovne harmonske komponente in moč višjih 
harmonskih komponent je smiselna, saj za motorje na izmenični tok delovna moč 
višjih harmonskih komponent ni koristna, ker ne prispeva k pozitivnemu navoru. 
Posebej je definirana še jalova moč osnovne harmonske komponente: 
 𝑄1 = 𝑈1𝐼1 sin 𝜑1 (2.68) 
S to enačbo lahko računamo tudi prispevke jalove moči posameznih višjih harmonskih 
komponent. 
Navidezna moč, definirana kot produkt efektivnih vrednosti toka in napetosti, 
vsebuje naslednje komponente: 
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in 𝑆N navidezna moč ostalih harmonskih komponent, imenovana tudi ne-osnovna (ang. 







𝐷I imenujemo tokovna moč popačenja, ki vsebuje navzkrižne produkte osnovne 
harmonske komponente napetosti z višjimi harmonskimi komponentami toka, in 𝐷U 
napetostna moč popačenja, ki vsebuje navzkrižne produkte osnovne harmonske 
komponente toka z višjimi harmonskimi komponentami napetosti. 𝑆H je navidezna 
harmonska moč, ki vsebuje komponenti 𝑃H in 𝐷H : 
 𝑆H = √𝑃H
2 + 𝐷H
2 (2.72) 
𝐷H imenujemo harmonska moč popačenja; vsebuje jalove moči posameznih 
harmonskih komponent in tudi moči popačenja navzkrižnih produktov višjih 
harmonskih komponent. 
Dodatno je definirana še neaktivna moč: 
 𝑁 = √𝑆2 − 𝑃2 (2.73) 
ki združuje osnovne in ne-osnovne neaktivne komponente in je v sinusnih razmerah 
enaka jalovi moči. Kljub definiranim novim veličinam, v standardu niso definirane 
nove enote, zato v W merimo trenutne in delovne moči, v VA navidezne moči ter v 
VAr neaktivne in jalove moči. 
Nadalje je v standardu pokazano še, da vsaka komponenta navidezne moči 
povzroča padce napetosti na prenosnih sistemih. To velja tudi za posamezne jalove 
moči višjih harmonskih komponent, ki lahko v določenih pogojih zavzamejo negativne 
vrednosti. Ker nihajo z drugačnimi frekvencami kot osnovna harmonska komponenta, 
jih je potrebno seštevati kvadratično in ne aritmetično, kot to predlaga C. Budeanu. 
Opazimo lahko tudi, da celotna delovna moč 𝑃 ni in ne more biti komponenta 




3  Merjenje električne moči 
Električno moč lahko merimo na veliko različnih načinov. V splošnem je treba 
za določitev delovne moči izmeriti le opravljeno delo v nekem časovnem obdobju. To 
lahko storimo na primer z meritvijo oddane toplote.  
Splošna definicija električne moči, podana v prejšnjem poglavju, določa, da je 
delovna moč enaka srednji vrednosti produkta trenutnih vrednosti toka in napetosti. 
Merilnike električne moči v grobem delimo na analogne in digitalne. Analogni 
merilniki za množenje in računanje povprečja uporabljajo analogne postopke; mednje 
med drugim štejemo wattmeter s termočleni, wattmeter s hallovo sondo in wattmeter 
s časovno-delilnim množilnikom. Digitalni merilniki najpogosteje tok in napetost z 
analogno-digitalnim (AD) pretvornikom pretvorijo v zaporedje digitalnih vzorcev, ki 
jih nato v algoritmih uporabijo za izračun željenih veličin. 
V tem poglavju so obravnavani različni algoritmi, ki jih lahko uporabimo, da iz 
digitalnih vzorcev pridobimo veličine, potrebne za merjenje in analizo električne moči; 
to so frekvenca, efektivna vrednost in fazni premik med tokom in napetostjo. Če nas 
te veličine ne zanimajo, obstajajo tudi algoritmi, ki omogočajo neposredno merjenje 
delovne [3], [4], oziroma navidezne moči [5]. 
3.1  Merjenje frekvence 
V enosmernih razmerah frekvence oziroma periode ne moremo meriti, saj je le 
ta določena s prehodi napetosti skozi ničlo. V izmeničnih razmerah je frekvenca zelo 
pomembna veličina, saj je delovna moč po enačbi (2.2) v celoti določljiva z meritvijo 
ene periode in je v stabilnih razmerah v vsaki periodi enaka. Meritev frekvence je zelo 
pomembna tudi zato, ker mora biti zajem vzorcev pri digitalnih merilnikih 
sinhroniziran s frekvenco sistema, kajti v meritev uvedemo zelo veliko napako, če 
vzorci niso zajeti v času natančno ene periode oziroma celega števila period. 
Sinhronizacijo vzorčenja s frekvenco sistema je mogoče doseči analogno s tako 
imenovanimi fazno zaklenjenimi zankami (ang. phase-locked loop). Za čim večjo 
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točnost meritve mora biti frekvenca vzorčenja zelo natančno zvezno nastavljiva, kajti 
tudi v omrežnih razmerah se frekvenca nekoliko giblje okoli dogovorjene vrednosti 50 
Hz. Ker izbrana platforma tega ne omogoča, so v nadaljevanju predstavljeni postopki, 
s katerimi lahko iz zajetih vzorcev izračunamo frekvenco napetosti oziroma toka.  
Če število z nespremenljivo frekvenco zajetih vzorcev pred nadaljnjimi izračuni 
prilagodimo glede na izmerjeno oziroma izračunano frekvenco sistema (na primer z 
interpolacijo ali s krajšanjem zajetih vzorcev), s tem dosežemo tako imenovano lažno 
sinhronizacijo. Vzorčenje, ki ni sinhronizirano s frekvenco merjenega sistema, 
imenujemo tudi neskladno vzorčenje (ang. non-coherent sampling). 
3.1.1  Prehod skozi nič 
Prehod skozi nič je eden od enostavnejših postopkov merjenja frekvence 
periodičnega signala. Kot pove že ime samo, v osnovi samo zaznavamo prehod signala 
skozi nič oziroma spremembo predznaka signala. Ker poznamo frekvenco vzorčenja, 
lahko samo s štetjem vzorcev med enim in drugim prehodom določimo frekvenco 
signala. Na tak način izmerjena frekvenca signala je zelo netočna, saj se v realnih 
razmerah zelo redko zgodi, da vzorec zajamemo točno pri vrednosti signala nič. Po 
navadi se prehod skozi nič zgodi ravno med dvema zajemoma. Najenostavnejši način 
za izboljšanje točnosti meritve je linearna interpolacija med vzorcema v okolici 
prehoda.  
Slaba lastnost tega postopka je tudi visoka občutljivost na šum, saj lahko 
digitalni šum, ki je pri AD pretvorbi vedno prisoten, povzroči v okolici prehoda signala 
skozi nič dodatne nezaželene prehode, kar vnese v meritev znatno napako. Šum je 
prisoten pri vsakem vzorcu, zato tudi interpolacija med dvema vzorcema v okolici 
prehoda ni med najbolj točnimi postopki. Dodatne prehode skozi nič lahko povzročijo 
tudi prisotne višje harmonske komponente v signalu. 
V literaturi najdemo kar precej postopkov, s katerimi lahko izboljšamo 
natančnost meritve. V [6] so analizirani naslednji: 
 ocena prehoda skozi nič z lokalno linearno regresijo, 
Pri tem postopku se za razliko od linearne interpolacije ne upoštevata le dva vzorca, 
temveč vsi vzorci znotraj histereznega praga v okolici prehoda, na podlagi katerih se 
z linearno regresijo določi premico, ki se vzorcem najbolj prilega. S tem postopkom 
lahko precej natančneje ocenimo dejansko točko prehoda skozi nič, hkrati pa tudi 
zmanjšamo odvisnost meritve od šuma. 
 ocena prehoda skozi nič s pred-filtriranimi vzorci, 
V veliko primerih nam je okvirna frekvenca meritve v naprej znana, zato lahko z 
uporabo v naprej izračunanega pasovnega filtra vzorce pred uporabo v oceni prehoda 
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skozi nič filtriramo. S tem močno zmanjšamo vpliv šuma na meritev ter natančnost 
ocene prehoda skozi nič povečamo. Filtriranje vzorcev lahko uporabimo tudi v 
kombinaciji s kakšnim drugim postopkom. 
 ocena prehoda skozi nič z uporabo nelinearne iterativne metode. 
Pri tem postopku najprej določimo grobo oceno prehoda skozi nič, na primer z linearno 
interpolacijo, ki je hitra in dovolj natančna metoda, da zagotovimo konvergenco. Nato 
z iterativno metodo, na primer s sekantno metodo, ki hitro konvergira in ni 
matematično prezahtevna, izračunamo boljši približek prehoda signala skozi nič. 
Natančnost meritve se zelo poveča že z dvema iteracijama. 
Merjenje frekvence signala z uporabo zaznavanja prehoda skozi nič ima tudi 
nekaj zelo pomembnih dobrih lastnosti. Ena najpomembnejših je, da so nam rezultati 
meritve na voljo nemudoma. Večina drugih metod ima namreč večjo zakasnitev, saj 
za izvajanje algoritmov potrebujejo večje število vzorcev. Prav tako je ta metoda 
računsko nezahtevna in zato hitra ter primerna za manj zmogljive sisteme ter sisteme, 
pri katerih je ključno sprotno uravnavanje parametrov. 
Kot bomo videli v nadaljevanju, v splošnem velja, da so natančnejši algoritmi 
tudi računsko bolj zahtevni, zato se z večanjem natančnosti meritve daljša tudi čas 
izračuna. 
3.1.2  Sinusno prileganje 
V splošnem gre za prileganje krivulj z metodo najmanjših kvadratov. Ker imamo 
v elektrotehniki največkrat opraviti s sinusnimi signali, se metoda v literaturi [7], [8] 
in [9] pojavlja z imenom tri- ali štiriparametrično sinusno prileganje (ang. four 
parameter sine wave fitting). V tem primeru, ko ocenjujemo tudi frekvenco signala, 
moramo uporabiti štiriparametrično metodo. 
Serijo zajetih vzorcev, če predpostavimo, da smo vzorčili sinusen signal, ki je v 
splošnem popačen z višjimi harmonskimi komponentami in vsebuje šum, primerjamo 
z matematičnim modelom sinusa, ki ga opišemo s štirimi parametri: frekvenco, 
amplitudo, faznim premikom in enosmerno komponento. Z vsako iteracijo skušamo 
parametre približati vzorčenemu signalu. Problem se prevede na reševanje sistema 
enačb. 
Glavna prednost metode je, da je zelo natančna, hkrati pa z enim algoritmom 
pridobimo vse parametre signala, ki nas pri merjenju moči zanimajo. Ko enkrat 
določimo osnovno frekvenco signala, lahko s triparametričnim sinusnim prileganjem 
določimo še amplitude in fazne premike višjih harmonskih komponent. Kot tudi z 
ostalimi parametričnimi metodami je tudi s to metodo mogoče v vzorčenemu signalu 
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razločiti dva sinusa, katerih razlika frekvenc je manjša, kot je obratna vrednost časa 
vzorčenja (v nadaljevanju je pokazano, da je to teoretična meja za nekatere metode). 
Natančnost metode je odvisna od števila iteracij, z večanjem števila iteracij pa 
se podaljšuje tudi čas računanja. Računsko je metoda precej zahtevna, a jo lahko 
pohitrimo, saj za natančen rezultat ne potrebujemo dolgega časa vzorčenja, zadostuje 
že manj kot ena perioda. Uspešnost algoritma je odvisna od ocene začetnih 
parametrov, saj konvergenca ni vedno zagotovljena, z natančneje ocenjenimi 
začetnimi parametri lahko tudi zmanjšamo število iteracij, potrebnih za zahtevano 
točnost meritve. Odvisnost rezultata od šuma je manjša kot v prejšnji metodi, prav tako 
odvisnost od harmonskega popačenja, vendar sta še vedno prisotni. 
3.1.3  Diskretna Fouriereva transformacija 
Fouriereva transformacija je pri obdelavi signalov zelo pomemben postopek, ki 
signal iz časovnega prostora preslika v frekvenčni prostor in s tem omogoči lažjo 
nadaljnjo obdelavo signalov. V splošnem je Fouriereva transformacija postopek, ki 
periodičen signal razstavi na sinusne oziroma kosinusne komponente z različnimi 
frekvencami, amplitudami in faznimi premiki. Te komponente tvorijo Fourierevo 
vrsto; če jih seštejemo, dobimo prvoten signal. Ker je signal po zajetju predstavljen s 
serijo vzorcev in zato ni več zvezen, govorimo o diskretni Fourierevi transformaciji 
(DFT). Fouriereva transformacija se je pri digitalni obdelavi signalov uveljavila 
predvsem po tem, ko so izumili algoritme za hitro Fourierevo transformacijo (FFT, iz 
ang. Fast Fourier Transform), ki so procesorsko manj zahtevni in omogočajo hitrejše 
računanje Fouriereve transformacije. 
Rezultat FFT-ja je zaradi vhodnih podatkov, ki so zajeti v diskretnih, ločenih, 
časovnih trenutkih, podan v diskretnem frekvenčnem spektru. Frekvenčni pasovi, v 
katerih je podan rezultat, so zelo ozki, omejeni so na točno eno frekvenco, zato se v 
literaturi v zvezi s frekvenčnimi pasovi rezultata pojavlja izraz frekvenčni zaboj (ang. 
frequency bin). Vsak frekvenčni pas vsebuje podatek o energiji, ki jo vsebuje signal 
pri tej frekvenci. Za lažje razumevanje si predstavljajmo, da FFT algoritmi v splošnem 
podajajo rezultat tako, kot bi računali frekvenčni spekter točno ene periode statičnega 
signala. Ničti pas nam poda vsebnost enosmerne komponente vhodnega signala, prvi 
pas vsebnost osnovne harmonske komponente, nadaljnji pasovi pa vsebnost višjih 
harmonskih komponent, večkratnike osnovne harmonske komponente. Rezultat je 
podan s kompleksnimi števili, absolutna vrednost kompleksnega števila predstavlja 
amplitudo frekvenčne komponente, argument pa fazni premik. 
Število izhodnih frekvenčnih komponent FFT-ja oziroma frekvenčnih pasov je 
odvisno od števila vhodnih vzorcev v algoritem, ločljivost oziroma najmanjša razlika 
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med frekvenčnimi pasovi pa je odvisna od časa vzorčenja. Naj to predstavimo s 
primerom: če vhodni signal vzorčimo 1 s, bo ločljivost frekvenčnih pasov 1 Hz. 
Število vzorcev v eni sekundi je odvisno od vzorčne frekvence. Če vzorčna frekvenca 
znaša 100 Hz, 1 s signala zajamemo s 100 vzorci. Rezultat FFT-ja je predstavljen s 
100 frekvenčnimi pasovi, ničti vsebuje enosmerno komponento, prvi 1 Hz in tako 
naprej po 1 Hz do petdesetega, ki vsebuje 50 Hz komponento, nato pa si v obratnem 
vrstnem redu sledijo pasovi negativnih frekvenc. To je tudi v skladu z Nyquist-
Shannonovim teoremom, ki pravi, da lahko pri določeni frekvenci vzorčenja pravilno 
določimo le komponente, katerih frekvenca je vsaj za pol nižja od vzorčne. Če 
povečamo vzorčno frekvenco na 200 Hz in zajamemo 200 vzorcev v eni sekundi, 
lahko merimo frekvenčne komponente do 100 Hz, ločljivost pa bo še vedno 1 Hz. Če 
pri isti frekvenci vzorčenja zajamemo na primer 400 vzorcev, se čas vzorčenja podaljša 
na 2 s, s tem izboljšamo ločljivost meritve na 0,5 Hz, največja frekvenčna komponenta 
pa ostane 100 Hz. 
Vidimo, da je glavna pomanjkljivost te metode ločljivost, saj je potrebno za 
izboljšanje le-te signal zajemati dolgo časa. To takoj privede do velike zakasnitve pri 
meritvi, kar je pri nekaterih uporabah nesprejemljivo. Če hočemo ob tem izmeriti tudi 
harmonske komponente visokih frekvenc, mora biti frekvenca vzorčenja visoka. To 
ob daljših časih vzorčenja pomeni veliko vzorcev, s čimer se močno poveča 
procesorska zahtevnost algoritmov, kar privede do večje porabe pomnilnika in 
procesorskih zmogljivosti in s tem do daljših časov računanja. 
Kot smo že omenili, algoritmi FFT računajo s predpostavko, da merimo točno 
eno periodo periodičnega signala. Tako prvi frekvenčni pas vedno predstavlja vsebnost 
harmonske komponente s frekvenco, ki je obratna vrednost časa vzorčenja. V praksi 
zelo redko merimo točno eno periodo signala. Če na primer merimo točno tri periode 
signala, bo vsebnost osnovne harmonske komponente merjenega signala predstavljena 
v tretjem frekvenčnem pasu, višje harmonske komponente v šestem, devetem itd.. 
Številu zajetih period, s katerimi računamo FFT, pravimo tudi relativna frekvenca. 
V primeru, da vzorčenje ni sinhronizirano z merjenim signalom, vzorčenje torej 
ne traja točno celo število period, v izhodnem frekvenčnem spektru FFT-ja ne obstaja 
frekvenčni pas z isto frekvenco, kot je frekvenca merjenega signala. Frekvenčne 
komponente merjenega signala so zato v rezultatu FFT-ja prisotne v več sosednjih 
frekvenčnih pasovih. Temu pravimo spektralno puščanje (ang. spectral leakage). 
Vpliv spektralnega puščanja na meritev je odvisen od uporabljene okenske 
funkcije, ki ima lastnost, da je zunaj nekega intervala enaka nič. Uporaba oken je 
množenje signala v časovnem prostoru z okensko funkcijo (v frekvenčnem prostoru se 
množenje prevede na konvolucijo). Če ne uporabimo nobene okenske funkcije, smo v 
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vsakem primeru uporabili pravokotno okno; iz periodičnega signala z vzorčenjem le 
izrežemo en del. Če si predstavljamo, da periodičnemu signalu, ki ga vzorčimo 
neskladno in zato ne nalega točno v okno FFT-ja, skušamo spojiti konec in začetek 
oziroma nekajkrat takšen vzorčen signal ponovimo, kot da gre za eno periodo, se med 
koncem in začetkom pojavi diskontinuiteta. Diskontinuitete, podobno kot pulzi 
oziroma stopnice, vsebujejo vse frekvence, zato se spektralno puščanje ne odraža le v 
frekvenčnima pasovoma v okolici frekvence merjenega signala, temveč je prisotno v 
celotnem frekvenčnem spektru. Najpogosteje uporabljene okenske funkcije so 
zvončaste oblike, saj postopno zmanjševanje signala na obeh koncih okna najbolje 
zmanjša vpliv spektralnega puščanja zaradi diskontinuitet. Nekaj primerov okenskih 
funkcij: Hannova, Hammingova, Blackmann-Harissova, Rife-Vincentova, kosinusna, 
Gaussova ... 
Kljub slabi ločljivosti in spektralnemu puščanju, ki točnost meritve zelo 
poslabša, je FFT v analizi digitalnih signalov zelo priljubljen postopek, saj so FFT 
algoritmi zelo hitri, hkrati pa lahko z njimi izračunamo frekvenco ter amplitude in 
fazne premike celotnega frekvenčnega spektra merjenega signala. Prav tako se DFT 
zelo dobro obnese ob prisotnosti šuma. Zaradi priljubljenosti in praktičnosti FFT-ja 
obstaja za povečanje natančnosti meritve frekvence signala ob neskladnem vzorčenju 
zelo veliko postopkov. 
Grobo oceno frekvence osnovne harmonske komponente signala lahko dobimo 
iz frekvence frekvenčnega pasu z najvišjo amplitudo. Natančnost ocene je odvisna od 
ločljivosti transformacije; če je ločljivost majhna, je lahko napaka pri oceni zelo velika. 
Dejanska frekvenca signala se zaradi diskretizacije frekvenčnega spektra nahaja nekje 
v okolici frekvenčnega pasu z najvišjo amplitudo. Frekvenčni pasovi so oštevilčeni s 
celimi števili, iskanje frekvence torej pomeni iskanje decimalnega števila v okolici 
frekvenčnega pasu z najvišjo amplitudo. Zaradi spektralnega puščanja so informacije 
o harmonskih komponentah signala podane v več sosednjih frekvenčnih pasovih. 
Večina postopkov za izboljšanje natančnosti meritve spada v skupino spektralne 
interpolacije. 
Najenostavnejši postopki temeljijo na prileganju krivulj na frekvenčne pasove v 
okolici frekvenčnega pasu z najvišjo amplitudo. Pri kvadratični [6], [10], oziroma 
parabolični [11] interpolaciji, na tri frekvenčne pasove z najvišjo amplitudo 
priležemo parabolo; abscisa točke, v kateri parabola doseže maksimalno vrednost, nam 
poda iskano frekvenco. Matematično je problem zelo enostaven – gre za iskanje 
maksimuma kvadratne funkcije. Tudi s tako enostavnim postopkom se ocena 
frekvence signala močno izboljša. Na isti osnovi temelji tudi postopek Gaussove 
interpolacije [11], kjer na tri frekvenčne pasove z najvišjo amplitudo prilegamo 
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Gaussovo krivuljo. Matematično je postopek nekoliko bolj zapleten zaradi enačbe, s 
katero opišemo Gaussovo krivuljo, vendar dosega boljše rezultate. Najbolje se obnese, 
če na zajetih vzorcih uporabimo Gaussovo okno. 
Na dejstvu, da karakteristika uporabljene okenske funkcije vpliva na spektralno 
puščanje, temelji veliko interpolacijskih postopkov. V to skupino spadajo na primer 
dvo- [12] in tri- [9], [12], [13] točkovna interpolacija. Obstajajo tudi algoritmi, ki za 
interpolacijo uporabljajo pet ali sedem točk [12]. Algoritmi so računsko nezahtevni in 
zato hitri ter dosegajo dobre rezultate. Napaka je odvisna od koeficienta neskladnosti, 
največja je pri zajemu celega števila period in pol (takrat leži merjena frekvenca točno 
na sredi med dvema frekvenčnima pasovoma), z večanjem števila zajetih period 
signala se manjša. V [9] je opisan tudi algoritem utežena aritmetična sredina DFT-
ja, ki v nasprotju z zgoraj opisanimi algoritmi ne upošteva značilnosti okenske 
funkcije, temveč upošteva celoten izhodni spekter signala. 
Med interpolacijske postopke spadajo še razni iterativni algoritmi, ki s 
postopnim približevanjem določijo frekvenco med dvema frekvenčnima pasovoma z 
najvišjima amplitudama. Metode, ki jih tej algoritmi uporabljajo, so na primer metoda 
sekante, Newtonova metoda in metoda bisekcije [6]. V literaturi [10] se pojavljata 
še algoritma, imenovana Quinnova prva in Quinnova druga cenilka. Tudi tej 
algoritmi že z nekaj iteracijami močno izboljšajo rezultat meritve. Metode, ki hitreje 
konvergirajo, potrebujejo boljši začetni približek, zato se lahko zgodi, da ob nižji 
ločljivosti transformacije in s tem slabšemu začetnemu približku, katera od metod ne 
konvergira. Iterativni postopki so od postopkov, opisanih v prejšnjih dveh odstavkih, 
računsko zahtevnejši, v pravih pogojih pa lahko dosegajo boljše rezultate. 
Zaradi priljubljenosti FFT-ja obstaja še veliko postopkov, ki v tem razdelku niso 
bili omenjeni. V navedeni literaturi so med drugim opisani še spektralno prileganje 
[9], ki je preslikava postopka sinusnega prileganja v frekvenčnem prostoru. Podoben 
postopek je opisan tudi v [14], vendar tu z iterativno metodo najmanjših kvadratov ne 
prilegamo računskega modela signala amplitudnemu spektru, temveč z metodo 
linearne regresije faznemu spektru FFT-ja. Postopek je poimenovan iterativna 
utežena aritmetična sredina faze. 
3.1.4  Ostali možni postopki in zaključek 
V literaturi se pojavljajo še algoritmi, pri katerih frekvenco zajetega signala 
ugotavljamo s pomočjo faznega premika signala v dveh različnih točkah v času z 
metodo avtokorelacije [6], [9], [10]. Omenimo lahko še zelo natančne in računsko 
zahtevne algoritme z visoko ločljivostjo, kot sta algoritma MUSIC in ESPRIT [14]. 
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Postopkov za merjenje frekvence iz serije zajetih vzorcev je zelo veliko, saj je 
to pogost problem pri digitalni obdelavi signalov. Izbira najprimernejšega postopka je 
lahko težavna, saj na uspešnost meritve vpliva veliko dejavnikov. Najpomembnejša 
sta najpogosteje željena hitrost meritve in željena natančnost, ki sta v splošnem obratno 
sorazmerna. Na hitrost meritve vpliva tudi dostopna procesorska moč. Med 
najvplivnejše okoliščine zagotovo spada tudi pričakovana oblika merjenega signala 
kot na primer vsebnost višjih harmonskih komponent, vsebnost šuma, in pričakovan 
koeficient neskladnosti. Na prisotnost šuma najbolj vplivajo okoliščine meritve, 
izbrani merilni pretvorniki ter število bitov AD pretvornika. Če izberemo postopek 
merjenja frekvence s pomočjo DFT-ja, na meritev močno vpliva še izbrana okenska 
funkcija, izbira katere pa tudi predstavlja svojevrsten problem. 
3.2  Merjenje efektivne vrednosti 
Tako kot frekvenco lahko tudi efektivni vrednosti toka in napetosti merimo v 
časovnem in frekvenčnem prostoru. V časovnem prostoru se po vzorčenju signala 
enačbi (2.4) in (2.5) prevedeta na: 








∑ 𝑢2(𝑛)𝑁−1𝑛=0  (3.1) 








∑ 𝑖2(𝑛)𝑁−1𝑛=0  (3.2) 
kjer 𝑁 predstavlja število zajetih vzorcev, 𝑛 pa zaporedno številko vzorca. Enačbi sta 
splošni, vendar pri periodičnih signalih držita le pri merjenju ene periode oziroma 
celega števila period. Ker pri neskladnem vzorčenju ta pogoj ni zagotovljen, lahko v 
meritev uvedemo veliko napako. Napaka meritve je odvisna od koeficienta 
neskladnosti (največja je pri točno celem številu period in pol), števila zajetih period 
(z daljšanjem časa zajema se manjša) in od faze signala ob začetku vzorčenja. V 
nadaljevanju so predstavljeni nekateri postopki, s katerimi lahko zmanjšamo napako 
meritve efektivne vrednosti ob neskladnem vzorčenju. 
Prvi takšen postopek je uporaba okenskih funkcij za merjenje v časovnem 
prostoru [15]. Okenske funkcije se, kot je bilo opisano v prejšnjem razdelku, 
največkrat uporabljajo pred uporabo diskretne Fouriereve transformacije za 
zmanjševanje vpliva spektralnega puščanja. Ko signal po zajetju pomnožimo z 
okensko funkcijo, s tem zmanjšamo vpliv ne-celega dela periode na meritev efektivne 
vrednosti, saj signal na obeh koncih zmanjšamo proti nič. Po uporabljeni okenski 
funkciji in izračunu efektivne vrednosti po zgoraj napisanima enačbama je potrebno 
rezultat še pomnožiti s faktorjem, ki je odvisen od uporabljene okenske funkcije. Tako 
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dobljen rezultat je že po zajetih dveh periodah veliko natančnejši, kot če okenske 
funkcije ne bi uporabili. V [16] je podan še en postopek, ki izboljša meritev efektivne 
vrednosti v časovnem prostoru. Signal moramo po zajetju razdeliti na dva dela ter 
izračunati efektivno vrednost vsakega dela. Efektivno vrednost celotnega signala nato 
izračunamo kot aritmetično sredino efektivnih vrednosti obeh delov. Postopek dosega 
dobre rezultate, za izračun je potrebno zajeti najmanj dve periodi. 
Če nas zanimajo tudi posamezne harmonske komponente signala, lahko 
efektivno vrednost izračunamo tudi v frekvenčnem prostoru. Uporabiti moramo enačbi 
(2.15) oziroma (2.16), seštejemo torej efektivne vrednosti posameznih harmonskih 
komponent, ki jih najpogosteje izračunamo s pomočjo FFT algoritmov. V primeru 
skladnega vzorčenja je absolutna vrednost ustreznega izhodnega frekvenčnega pasu 
FFT-ja enaka amplitudi harmonske komponente signala. Za izračun efektivne 
vrednosti harmonske komponente je potrebno amplitudo le še deliti s korenom iz dve, 
saj so harmonske komponente po definiciji sinusne. Paziti je treba na to, da nekateri 
FFT algoritmi rezultat normalizirajo (delijo s številom vzorcev), drugi ne. Upoštevati 
je treba tudi spekter negativnih frekvenc; če so vhodni podatki v algoritem realna 
števila, običajno zadostuje že množenje pozitivnega dela spektra z dve (polovica 
energije harmonske komponente se nahaja v pozitivnem in polovica v negativnem delu 
spektra). 
V primeru neskladnega vzorčenja pride pri uporabi DFT-ja do spektralnega 
puščanja – vsebnost harmonske komponente signala je predstavljena v več frekvenčnih 
pasovih. Amplitudo frekvenčne komponente lahko izračunamo s pomočjo okenskih 
funkcij in interpolacije v frekvenčnem prostoru. Nekateri od možnih postopkov so 
podrobneje predstavljeni v [13], [15], [17] in [18]. V večini primerov je pred oceno 
amplitude komponente najprej potrebno oceniti njeno frekvenco oziroma položaj med 
frekvenčnima pasovoma. Postopki v splošnem dosegajo zelo dobre rezultate, 
natančnost je velikokrat odvisna od natančnosti ocene frekvence harmonske 
komponente. Za uspešnost je zelo pomembna izbira pravega postopka, ki je odvisna 
od položaja komponente v spektru, prisotnosti šuma (ta je odvisna tudi od števila bitov 
AD pretvornika) in od izbrane okenske funkcije – zelo primerne so funkcije, katerih 
karakteristike so dobro poznane (na primer kosinusne in Rife-Vincentove okenske 
funkcije). Natančnost se veča tudi z daljšanjem časa zajema signala, saj se s tem 
poveča ločljivost transformacije. Računsko postopki niso zahtevni, čas računanja se 
lahko podaljša le v primeru računanja amplitude velikega števila harmonskih 
komponent. V [17] je za primerjavo podan algoritem, s katerim lahko amplitudo 
harmonske komponente ocenimo na podlagi energije spektra v okolici frekvenčnega 
pasu komponente. 
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Če nas zanimajo amplitude precejšnega števila harmonskih komponent, so nam 
na voljo postopki lažne sinhronizacije, ki so mnogokrat bolj smiselni, kot je računanje 
amplitud celotnega spektra s pomočjo interpolacije. Po lažni sinhronizaciji je treba 
izračunati DFT signala, natančnost rezultata je v največji meri odvisna od točnosti 
sinhronizacije, ta pa je odvisna od natančnosti ocene frekvence signala. Najpreprostejši 
postopek lažne sinhronizacije je manjšanje števila zajetih vzorcev; iz zajetih vzorcev 
le izrežemo toliko vzorcev, da ti najbolj ustrezajo času celega števila period. 
Natančnost je močno odvisna od celotnega števila vzorcev, večja je pri večjem številu 
vzorcev, kar lahko dosežemo z višanjem vzorčne frekvence. Pri uporabi tega postopka 
moramo biti pozorni na to, da uporabljen algoritem FFT-ja omogoča računanje s 
poljubnim številom vhodnih vzorcev oziroma da čas računanja ne naraste nad 
dopustno mejo, če računamo s številom vzorcev, različnim od celoštevilske potence 
števila dve (2ℤ – veliko FFT algoritmov lahko računa le s takšnim številom vzorcev in 
vsi algoritmi rezultat izračunajo najhitreje pri takšnem številu vhodnih podatkov). 
Eden od možnih postopkov lažne sinhronizacije je opisan v [18]. Pri tem postopku 
vzamemo toliko vzorcev iz zajetih, da ti najbolj ustrezajo času celega števila period, 
nato pa med njimi z interpolacijo izračunamo nove vzorce tako, da dobimo število 
vzorcev enako celoštevilski potenci števila dve. Postopek sinhronizacije je zahtevnejši 
in počasnejši od prejšnjega, vendar je računanje FFT-ja s takšnim številom vzorcev 
veliko hitrejše. Prav tako so ocene amplitud spektra s tem postopkom natančnejše 
zaradi večjega števila vhodnih vzorcev, natančnost pa se manjša z večanjem frekvence 
harmonske komponente. Rezultat je precej odvisen tudi od uporabljene interpolacijske 
metode. Ker nobeden od postopkov lažne sinhronizacije ne zagotavlja popolne 
sinhronizacije, jih lahko za najboljši rezultat uporabimo skupaj z interpolacijo v 
frekvenčnem prostoru (postopki so opisani v prejšnjem odstavku). 
Kot je bilo že omenjeno, lahko amplitude frekvenčnih komponent ocenimo tudi 
s postopkom sinusnega prileganja. Eden od parametrov matematičnega modela 
sinusa, ki ga prilegamo na zajet signal, je amplituda. Metoda je zelo natančna ter 
neodvisna od neskladnosti vzorčenja, vendar je računsko zelo zahtevna. Zaradi 
daljšega časa računanja je smiselno računati amplitude manjšega števila harmonskih 
komponent. Parametrična narava metode nam omogoča natančno oceno vsebnosti 
harmonskih komponent s frekvenco, ki je ne-cel večkratnik frekvence osnovne 
harmonske komponente (tako imenovanih pod- in med-harmonskih komponent), kar 
je težje dosegljivo z nekaterimi drugimi postopki. 
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3.3  Merjenje faznega premika 
Tako kot efektivna vrednost je tudi fazni premik med tokom in napetostjo eden 
ključnih podatkov pri meritvi električne moči. Ker je veličina pomembna tudi pri 
drugih meritvah kot na primer merjenju impedance, obstaja veliko postopkov za 
merjenje faznega premika. Večina postopkov je zelo podobnih oziroma istih kot pri 
merjenju frekvence signala, največja razlika je v tem, da je potrebno za te postopke 
zajemati in primerjati dva signala. 
Prva skupina postopkov temelji na prehodu signalov skozi nič [6], [19]. Število 
zajetih vzorcev med prehodom enega in drugega signala nam v povezavi s frekvenco 
vzorčenja poda čas med prehodoma, iz časa pa lahko z znano frekvenco signalov 
izračunamo fazni premik. Merjenje faznega premika in frekvence lahko poteka tudi 
istočasno. Kot je bilo že omenjeno, je prednost te metode hitrost računanja, saj so nam 
rezultati na voljo skoraj nemudoma. Slabost metode je slaba natančnost ter odvisnost 
rezultata od šuma in harmonskega popačenja, ki lahko povzročita dodatne nezaželene 
prehode skozi nič. Za izboljšanje rezultata meritve so nam na voljo postopki 
interpolacije, linearne regresije in predhodne filtracije. Na meritev vpliva tudi morebiti 
prisotna enosmerna komponenta. 
Fazni premik med dvema signaloma lahko merimo tudi z diskretno Fourierevo 
transformacijo. Rezultat algoritmov FFT, ki so najpogostejši algoritmi za računanje 
DFT-ja, je podan s kompleksnimi števili. Argument kompleksnega števila predstavlja 
fazni premik harmonske komponente glede na osnovno harmonsko komponento 
izhodnega spektra FFT-ja (prvega frekvenčnega pasu). Tako kot na merjenje frekvence 
in amplitude tudi na merjenje faze komponente vpliva spektralno puščanje, ki je 
posledica neskladnega vzorčenja in uporabljene okenske funkcije. Če oba signala 
vzorčimo istočasno, lahko v primeru merjenja faznega premika vpliv spektralnega 
puščanja zanemarimo, saj na oba signala, ki imata isto frekvenco, vpliva enako. Fazni 
premik tako lahko izračunamo iz razlike med fazama frekvenčnih pasov z najvišjima 
amplitudama [20], [21]. To velja tudi za vse višje harmonske komponente merjenih 
signalov. V [20] sta predstavljena še dva algoritma, s katerima lahko s pomočjo 
okenskih funkcij in interpolacije izboljšamo rezultat meritve, eden od postopkov 
izboljša meritev faze posamične frekvenčne komponente, zato je primeren tudi za 
spektralno analizo posameznih signalov. V [21] je podana primerjava natančnosti 
meritve pri uporabi različnih okenskih funkcij. 
Naslednja skupina postopkov temelji na sinusnem prileganju. Zajete vzorce 
primerjamo z matematičnim modelom sinusa; parametre modela, eden izmed njih je 
fazni premik, z iteracijami približujemo signalu. Postopki so primerjani med seboj in 
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z drugimi postopki v [19]. Predstavljeni so še nekateri izboljšani algoritmi, eden izmed 
njih je sedem parametrično prileganje, ki temelji na dejstvu, da je frekvenca obeh 
signalov enaka. 
Naslednja dva postopka izvirata iz analognih postopkov merjenja faznega 
premika. Prvi takšen je digitalna izvedba fazno občutljivega ojačevalnika (ang. 
lock-in amplifier). Zajet signal vzorec po vzorec množimo z dvema referenčnima 
sinusoma iste frekvence, kot je signal, ki sta med seboj zamaknjena za 90 °. Arkus 
tangens razmerja med srednjima vrednostma produktov, ki ju lahko obravnavamo kot 
realno in imaginarno komponento osnovne harmonske komponente vektorja signala, 
nam poda fazni premik signala glede na referenčni sinus. Fazni premik med signaloma 
dobimo iz razlike faznih premikov posameznih signalov. Absolutna vrednost vektorja 
predstavlja amplitudo osnovne harmonske komponente signala. Matematično je 
postopek popolnoma enak, kot je računanje diskretne Fouriereve transformacije za 
osnovno harmonsko komponento signala po definiciji. Ker se za računanje DFT-ja 
signalov uporabljajo hitri algoritmi FFT, ki so precej drugačni od opisanega, je ta 
postopek dostikrat počasnejši kot računanje transformacije celotnega spektra z 
uporabo FFT-ja. Prav tako je algoritem občutljiv na neskladno vzorčenje, meritve pa 
se ne da izboljšati z interpolacijo, saj izračunamo le vsebnost enega frekvenčnega pasu. 
Skoraj vsi do sedaj našteti postopki za merjenje faznega premika so opisani in 
natančno primerjani v [19]. 
Naslednji postopek, ki izvira iz analognih načinov merjenja, temelji na dejstvu, 
da ima XY graf dveh signalov z isto frekvenco obliko elipse. Oblika elipse je odvisna 
od faznega premika med signaloma. Parametre elipse, iz katerih se izračuna fazni 
premik, lahko dobimo z metodo eliptičnega približevanja. Gre za ne-iterativno 
metodo, pri kateri parametre iščemo s pomočjo Lagrangeevih množiteljev. V primeru, 
da sta signala v fazi ali pa v proti fazi oziroma blizu teh leg, metoda dosega zelo slabe 
rezultate, saj dobi elipsa obliko premice. Zato je v [22] predlagan postopek, s katerim 




4  Red Pitaya 
Za uporabo Red Pitaye pri izdelavi analizatorja električne moči smo se odločili, 
ker je zelo zmogljivo integrirano merilno vezje, deluje kot omrežna naprava in ima 
odprtokodno programsko opremo. Razvita je bila v slovenskem podjetju 
Instrumentation Technologies. 
4.1  Splošno o Red Pitayi 
Red Pitaya [23], [24] je merilno in regulacijsko integrirano vezje v velikosti 
kreditne kartice. Zaradi zmogljive strojne opreme jo lahko uporabimo namesto vrste 
merilnih instrumentov. Programska oprema je odprtokodna, za uporabo so na voljo 
spletne aplikacije kot na primer osciloskop, spektralni analizator, generator signalov, 
LCR meter in druge [25]. Nadzorujemo jo lahko z uporabo Matlaba, LabViewa, 
Phythona in Scilaba. Je omrežna naprava z operacijskim sistemom Linux. Na sliki 4.1 
so označeni glavni sestavni deli, ki so v nadaljevanju na kratko opisani. 
 
Slika 4.1:  Slika Red Pitaye 
Za procesiranje podatkov nam je na Red Pitayi na voljo programirljiv sistem na 
čipu Xilinx Zynq 7010, ki je zgrajen iz dvojedrne centralne procesne enote ARM 
Cortex-A9 in iz polja programirljivih logičnih vrat (v nadeljevanju FPGA, iz ang. 
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field-programmable gate array) z 28 tisoč logičnimi celicami. Procesna enota ima na 
razpolago 512 MB bralno-pisalnega pomnilnika z dvojno hitrostjo podatkov tipa 3 
(DDR3 RAM). Za sistemski pomnilnik je na Red Pitayi uporabljena spominska kartica 
Micro SD, na kateri so shranjeni operacijski sistem in aplikacije. 
Za zajemanje in generiranje signalov sta nam na voljo dva hitra analogna vhoda 
in dva hitra analogna izhoda s pasovno širino 50 MHz. Vzorčna hitrost hitrih analognih 
vhodov znaša 125 milijonov vzorcev v sekundi, ločljivost AD pretvornikov je 14 bitov. 
Poln obseg napetosti vhodov je ±20 V, vhodna impedanca znaša 1 MΩ // 10 pF. Na 
voljo so nam mostički za prevezavo, ki povečajo občutljivost vhodov, tako da poln 
obseg napetosti znaša ±1 V. Pretvornika analognih izhodov sta digitalno analogna (DA 
pretvornika), sposobna sta enake hitrosti in ločljivosti pretvorbe kot AD pretvornika. 
Največja hitrost spremembe napetosti na izhodu znaša 200 V/µs, poln obseg napetosti 
±1 V, optimalna impedanca bremena 50 Ω. 
Na razširitvenem priključku E1 je na voljo 16 nožic, ki lahko služijo kot digitalni 
vhodi ali digitalni izhodi z logičnim nivojem 3,3 V, ter dve nožici z napetostjo 3,3 V. 
Na razširitvenem priključku E2 so na voljo štirje analogni vhodi z obsegom napetosti 
0 V do 3,5 V, vzorčno hitrostjo 100 tisoč vzorcev v sekundi in ločljivostjo 12 bitov. 
Štirje analogni izhodi, ki se nahajajo poleg, delujejo z enako hitrostjo in imajo enako 
ločljivost, poln obseg izhodne napetosti znaša od 0 V do 1,8 V. Preko tega priključka 
imamo dostop tudi do komunikacijskih vmesnikov I2C, SPI in UART. Na voljo so še 
nožice za priklop zunanje ure za proženje pretvornikov hitrih analognih vhodov in 
izhodov ter nožici s stalno napetostjo –4 V in 5 V, preko slednje lahko Red Pitayo tudi 
napajamo. 
Na sliki 4.1 lahko vidimo še nekaj priključkov, trije so za vsestransko serijsko 
vodilo (USB, iz ang. Universal Serial Bus). Dva manjša sta tipa Micro-B, eden se 
uporablja za napajanje, drugi za povezavo s serijsko konzolo. Tretji je tipa A in se 
lahko uporablja za priklop standardnih USB naprav, najpogosteje vmesnikov za 
brezžično internetno povezavo. Zraven se nahaja še gigabitni Ethernet priključek za 
žično internetno povezavo. Pod priključkom se nahaja vrsta svetlečih diod. 
Red Pitaya je omrežna naprava, ki deluje kot spletni strežnik. Za povezavo z njo 
moramo biti povezani v isto omrežje. Do spletnih aplikacij lahko dostopamo preko 
brskalnika, tako da v naslovno vrstico vtipkamo njen internetni naslov (IP naslov). 
Delovanje spletnih aplikacij je podrobneje opisano v naslednjem podpoglavju. Nekaj 
funkcij, kot je na primer generiranje in zajemanje signalov ter dostopanje do registrov, 
nam je na voljo preko ukazov ukazne vrstice, do katere dostopamo preko terminala. 
Obe povezavi sta vzpostavljeni preko omrežja; spletne aplikacije in funkcije ukazne 
vrstice dostopajo do istih virov, zato jih ne smemo uporabljati istočasno. S kablom 
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USB se lahko z Red Pitayo povežemo preko serijske konzole, povezava je neodvisna 
od omrežne povezave. 
4.2  Delovanje spletne aplikacije 
Čeprav se je mogoče z Red Pitayo povezati in jo upravljati z zmogljivimi orodji, 
kot so Matlab, Phyton, LabView in SciLab, smo se odločili, da analizator električne 
moči izdelamo v obliki spletne aplikacije. Spletne aplikacije imajo lastnost, da delujejo 
znotraj brskalnika, zato jih je mogoče uporabljati na osebnih računalnikih, tabličnih 
računalnikih in zmogljivejših pametnih mobilnih telefonih. Možno je oblikovati tudi 
grafični uporabniški vmesnik, ki je enostaven za uporabo. V nadaljevanju je 
predstavljen princip delovanja spletnih aplikacij [26], [27]. 
Za začetek bo predstavljena pot signalov od zajema do uporabnika. Za lažje 
razumevanje so na sliki 4.2 shematsko predstavljeni glavni sestavni deli aplikacije. 
 
Slika 4.2:  Shema strukture spletne aplikacije 
Signal se po zajetju z AD pretvornikom nahaja v obliki digitalnih vzorcev v FPGA-ju. 
Vzorci so od tam dostopni krmilniku, ki jih v skladu z zahtevami aplikacije 
matematično obdela in pripravi za pošiljanje. Spletni strežnik podatke iz krmilnika po 
omrežni povezavi pošlje do odjemalca, navadno je to spletni brskalnik. Da zna 
brskalnik pravilno interpretirati prejete podatke, potrebuje spletni vmesnik, ki mu ga 
strežnik pošlje ob prejeti zahtevi. 
Ko v naslovno vrstico spletnega brskalnika vtipkamo IP naslov Red Pitaye, se s 
tem povežemo s strežnikom in mu pošljemo zahtevo, ta pa nam pošlje spletno stran s 
seznamom nameščenih aplikacij (strežniški program, ki se izvaja na Red Pitayi, je 
NGINX). S klikom na izbrano aplikacijo se ta zažene. Za to poskrbi strežnik v dveh 
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korakih. Brskalniku najprej pošlje spletni vmesnik, ki se na Red Pitayi nahaja v mapi 
izbrane aplikacije v obliki datoteke index.html. Nato zahtevo posreduje tudi 
posebnemu Red Pitaya Nginx modulu, ki poskrbi, da se na Red Pitayi zaženejo pravilni 
ukazi. Tej ukazi so krmilnik in se morajo nahajati v isti mapi v obliki datoteke 
controller.so. Datoteka index.html vsebuje programsko kodo jezikov 
HTML in JavaScript, ki jo interpretira brskalnik in nam prikaže spletno stran. Datoteka 
controller.so je dinamična knjižnica ukazov, ki je prevedena iz programskega 
jezika C. 
Komunikacija oziroma prenos podatkov v aplikaciji med vsakim delom poteka 
na drugačen način. Brskalnik in strežnik komunicirata s standardnimi zahtevami (GET, 
POST). Med njima se prenašata še dve drugi vrsti podatkov. Eno so parametri, s 
katerimi uporabnik z uporabo grafičnega vmesnika spreminja delovanje aplikacije in 
rezultati nekaterih meritev, drugo pa zajeti signali. Ti dve vrsti podatkov se prenašata 
zapisani v obliki objektov JSON. Strežnik zahteve posreduje posebnemu modulu. 
Modul zahteve interpretira tako, da iz zbirke ukazov, ki se nahajajo v datoteki 
controller.so, sproži izvedbo pravilnih. Zato se mora v tej datoteki obvezno 
nahajati nekaj v naprej definiranih funkcij, katerih izvedbo sproži modul. Ko klicane 
funkcije rezultat vrnejo modulu, ta poskrbi tudi za pretvorbo podatkov iz formata 
cJSON v JSON, ki ga nato strežnik uporabi za pošiljanje. 
Funkcij, ki jih uporablja modul za izvršbo zahtev, je pet: za zagon in ustavitev 
aplikacije, postavljanje in branje parametrov ter branje signalov. Te funkcije so na prvi 
pogled sicer enostavne, vendar vsebujejo veliko klicev drugih funkcij, ki so jedro 
krmilnika. Krmilnik torej skrbi za matematično obdelavo signalov ter nadzoruje 
delovanje aplikacije. Za takšno delovanje potrebuje dostop do FPGA-ja, saj od tam 
pridobiva zajete signale in spreminja nekatere parametre. FPGA je v primeru spletnih 
aplikacij sprogramiran v skupino registrov, do katerih lahko krmilnik dostopa s 
pomočjo njihovih naslovov. Ti naslovi so v izvirni kodi krmilnika predstavljeni s 
strukturo, ki ustreza načrtu pomnilnika FPGA-ja. 
4.3  Razvoj nove aplikacije 
Red Pitaya je odprtokodna platforma, zato omogoča razvoj novih aplikacij. Vsa 
izvirna koda je dostopna na spletu [28]. Uporabniku je omogočen razvoj vseh 
sestavnih delov, od operacijskega sistema do aplikacij. Pri razvoju nove spletne 
aplikacije lahko razvijalec v skladu z dano strojno opremo spreminja vse sestavne dele: 
sliko FPGA-ja, delovanje krmilnika, delovanje strežnika in strežniškega modula ter 
delovanje spletnega uporabniškega vmesnika. 
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Za spreminjanje slike FPGA-ja potrebujemo posebno programsko opremo 
proizvajalca vezja. FPGA se programira v jeziku Verilog, ki je jezik za opis strojne 
opreme (HDL, iz ang. hardware description language). Krmilnik je dinamična 
knjižnica ukazov, ki se na Red Pitayi nahaja v obliki datoteke controller.so. 
Vsaka aplikacija potrebuje svojo ustrezno datoteko. Izvirna koda je napisana v 
programskem jeziku C, za generiranje datoteke krmilnika je zato potreben ustrezen 
povezovalnik in prevajalnik. Tudi izvirna koda strežnika in strežniškega modula je 
napisana v programskem jeziku C. Za spreminjanje spletnega uporabniškega vmesnika 
ne potrebujemo posebnih orodij, saj je izvirna koda napisana v jezikih HTML in 
JavaScript, ki se interpretirata v brskalniku. 
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5  Analiza moči z Red Pitayo 
Za potrebe te diplomske naloge je bila na Red Pitayi razvita aplikacija 
analizatorja električne moči. Za osnovo smo vzeli izvirno kodo aplikacije osciloskopa. 
Zahtevam nove aplikacije sta ustrezala tako slika FPGA-ja kot tudi delovanje 
spletnega strežnika in strežniškega modula, zato so ti deli aplikacije ostali 
nespremenjeni. Spremenjena sta krmilnik in uporabniški vmesnik. Postopek izvedbe 
in delovanje aplikacije sta podrobneje opisana v nadaljevanju. 
5.1  Zajemanje toka in napetosti 
Na Red Pitayi sta nam na voljo 2 hitra analogna vhoda, zato je z njo možno 
realizirati enofazni analizator moči. Za analizo moči potrebujemo informacijo o toku 
in napetosti. Na Red Pitayinih priključkih imamo možnost direktne meritve napetosti 
v obsegu ±20 V. Če želimo meriti večji obseg napetosti, je treba napetostne nivoje 
prilagoditi, priporočljiva je tudi galvanska ločitev merjenega tokokroga od 
instrumenta. Prav tako je potrebno informacijo o toku pretvoriti v napetost ustreznega 
obsega. 
Pri meritvi napetosti smo se odločili za uporabo napetostne diferencialne sonde 
TT-SI 9002 proizvajalca Testec s pasovno širino 25 MHz in največjim dovoljenim 
napetostnim obsegom ±1400 V. Izhodna napetost sonde je v obsegu ±7 V. 
Pri meritvi toka smo se odločili za uporabo štirih različnih tokovnih sond 
proizvajalca LEM s štirimi različnimi merilnimi tokovnimi območji. Te štiri sonde so 
LA 25-NP, LA 55-P, LA 100-P in LA 305-S. Njihove glavne karakteristike so 
navedene v tabeli 5.1. Vse sonde so napajane z napajalno napetostjo ±15 V, merilni 
upori so bili izbrani v skladu z napajalno napetostjo in napetostnim obsegom vhodov 
v Red Pitayo. 
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LA 25-NP 25 0…±36 25 1:1000 200,, 0…150 5,015, 
LA 55-P 50 0…±70 50 1:1000 100,, 0…200 10,06,,, 
LA 100-P 100,, 0…±150 50 1:2000 50 0…200 19,99,,, 
LA 305-S 300,, 0…±500 120 1:2500 50 0…100 50,32,,, 
V zadnjem stolpcu tabele 5.1 so navedeni faktorji med vhodnim tokom in izhodno 
napetostjo, ki so uporabljeni v aplikaciji. Faktorji so bili izmerjeni v več delovnih 
točkah, uporabljene vrednosti so utežena aritmetična sredina meritev. 
Za potrebe te naloge je bilo v laboratoriju LRTME izdelano posebno vezje za 
tokovne sonde, predstavljeno je na sliki 5.1. 
 
Slika 5.1:  Fotografija vezja za tokovne sonde 
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Vezje omogoča napajanje vseh sond hkrati. Ima en analogni izhod, ki ga priključimo 
na analogni vhod Red Pitaye, in štiri digitalne vhode, s katerimi lahko določimo, signal 
katere sonde se bo prenašal po analogni povezavi. Napetost na vhodu pomeni prenos 
signala iz pripadajoče sonde. Za izbiro sonde smo uporabili digitalne izhode Red 
Pitaye, ki so dostopni preko razširitvenega priključka E2. Shema in načrt vezja sta 
podana v dodatku A. Na sliki 5.1 pod vezjem za sonde vidimo še vezje napajalnika, s 
katerim so sonde napajane, omogoča tudi napajanje Red Pitaye čez razširitveni 
priključek E1. 
5.2  Podrobnejši potek delovanja aplikacije 
5.2.1  Delovanje FPGA-ja 
Obstoječa izvedba FPGA-ja omogoča spreminjanje vzorčne frekvence z 
decimacijo. Pri tem uporablja povprečje, kar pomeni, da ura pretvornikov vedno teče 
s frekvenco 125 MHz, v medpomnilnik se zapiše nova vrednost na vsake nekaj taktov 
ure, vrednost predstavlja povprečje zadnjih vzorcev. Decimacije, ki so na voljo, in 
pripadajoče vzorčne frekvence, so podane v tabeli 5.2. 
Tabela 5.2:  Decimacije vzorčne frekvence 
Kot je bilo že povedano, je FPGA izveden v obliki množice registrov, do katerih 
lahko dostopamo preko njihovih naslovov, v programskem jeziku C za to uporabljamo 
kazalce. Decimacijo izbiramo z zapisom vrednosti v enega od teh registrov. Dva od 
teh registrov sta krožna medpomnilnika, namenjena shranjevanju vzorcev. Vsak od 
Decimacija Vzorčna frekvenca  Najdaljši možni čas zajema 
1 125 Mvvs* 131 µs 
8 15,625 Mvvs 1,048 ms 
64 1,953 Mvvs 8,388 ms 
1024 122,07 kvvs 134,2 ms 
8192 15,258 kvvs 1,073 s 
65536 1,907 kvvs 8,589 s 
*enota vvs pomeni vzorcev v sekundi, predponi M in k sta SI predponi 
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njiju lahko shrani 16384 (214) vzorcev. V skladu z velikostjo medpomnilnikov je v 
zadnjem stolpcu tabele 5.2 izračunan najdaljši možen čas zajemanja, ki ga lahko 
shranimo v medpomnilnik, preden se vsebina prepiše. 
5.2.2  Delovanje krmilnika 
Ob zagonu aplikacije strežniški modul najprej kliče funkcijo rp_app_init, 
ki se v izvirni kodi nahaja v datoteki main.c. V tej datoteki se nahajajo tudi ostale 
obvezne funkcije krmilnika, ki jih kliče modul. Ta funkcija nato kliče funkcijo 
rp_pwr_worker_init, ki se nahaja v datoteki worker.c in aplikacijo 
inicializira z naslednjimi podrutinami: 
 s klicem funkcije pwr_fpga_init, ki se nahaja v datoteki fpga.c in 
funkcije house_init, ki se nahaja v datoteki house_kp.c, vzpostavi 
povezavo s FPGA-jem s pomočjo načrta pomnilnika, ki se v obliki struktur 
nahajata v datotekah fpga.h in house_kp.h, 
 dodeli pomnilnik različnim medpomnilnikom, 
 zažene nit rp_pwr_worker_thread, ki se nahaja v datoteki worker.c,  
 zažene nit rp_pwr_dsp_thread, ki se nahaja v datoteki worker.c. 
Ti dve niti sta glavna procesa aplikacije (druge aplikacije večinoma uporabljajo le eno 
nit). Obe niti se krožno izvajata do zaustavitve aplikacije, ki se zgodi, ko strežniški 
modul kliče funkcijo rp_app_exit, ki se nahaja v datoteki main.c. Funkcija 
rp_app_exit kliče funkcijo rp_pwr_worker_exit, ki konča izvajanje obeh 
niti, sprosti dodeljen pomnilnik in prekine povezavo s FPGA-jem. 
Med izvajanjem aplikacije brskalnik strežniku pošilja dve zahtevi: GET in 
POST. Zahtevo GET modul izpolni s klicanjem dveh funkcij, funkcije 
rp_get_params in funkcije rp_get_signals. Funkcija rp_get_params 
vrne strukturo vseh parametrov aplikacije z njihovimi trenutno veljavnimi vrednostmi. 
Funkcija rp_get_signals vrne zajeta signala obeh hitrih analognih vhodov. 
Zahtevo GET poda spletni vmesnik vsakih nekaj milisekund, odvisno od uporabljene 
naprave (vrednosti so nastavljive, v primeru uporabe osebnega računalnika vsakih 50 
ms). Zahtevo POST poda vmesnik ob vsaki spremembi parametra s strani uporabnika. 
Modul takrat kliče funkciji rp_set_params, ki spremeni vrednosti parametrov v 
krmilniku in nato še funkcijo rp_get_params, ki zopet vrne vrednosti vseh 
parametrov. 
Nit rp_pwr_worker_thread je skoraj enaka kot v aplikaciji osciloskop. 
Njena glavna naloga je, da iz medpomnilnikov v FPGA-ju prepiše vzorce signalov ob 
za to primernih časih. Ta čas je določen z izbiro načina in nivoja proženja zajema s 
strani uporabnika. Ob prepisu vzorcev se te pretvorijo iz 14 bitnih števil izhoda AD 
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pretvornika v format float in po pretvorbi, glede na trenutno nastavitev občutljivosti 
AD pretvornikov in koeficientov merilnih pretvornikov, predstavljajo dejansko 
vrednost zajete napetosti in toka. Vzorci se še enkrat decimirajo, iz zajetih 16384 se 
jih, glede na trenutno izbran prikaz signalov s strani uporabnika, izbere 1024. Vzorci, 
zapisani v dveh vektorjih, ki jima je dodan še tretji vektor časa, tako pripravljeni čakajo 
v medpomnilniku na pošiljanje, ki se zgodi ob klicanju funkcije rp_get_signals 
s strani strežniškega modula. Nit svoje delovanje prekine ob vsaki spremembi 
parametrov, ki vplivajo na njene funkcije in začne znova. Delovanju te niti smo za 
potrebe aplikacije dodali še eno funkcijo, dodaten medpomnilnik, ki ga nit polni z 
vzorci, njegovo vsebino pa uporablja nit rp_pwr_dsp_thread za analizo moči. 
V niti rp_pwr_dsp_thread so sprogramirani glavni postopki analize moči, 
zato je njeno delovanje predstavljeno v posebnem podpoglavju tega poglavja. 
5.2.3  Delovanje strežnika in strežniškega modula 
Obstoječa izvedba strežniškega modula omogoča pošiljanje neomejenega števila 
parametrov v obliki strukture parov imen in vrednosti, ter treh vektorjev signalov 
velikosti 1024 vzorcev. Dva vektorja običajno vsebujeta podatke o zajetih signalih, 
tretji je časovni vektor oziroma frekvenčni vektor v primeru aplikacije spektralni 
analizator. Te trije vektorji se nato v uporabniškem vmesniku uporabijo za par 
dvodimenzionalnih točk, ki jih vmesnik izrisuje v obliki grafa. Ker smo hoteli, da 
aplikacija izrisuje tudi potek moči, se točke računajo v uporabniškem vmesniku 
(produkt signalov toka in napetosti), saj modul ne dopušča pošiljanja še enega vektorja 
s podatkom o moči. To, v povezavi z izrisovanjem treh grafov, lahko predstavlja 
precejšnjo obremenitev procesorskih zmogljivosti za manj zmogljive mobilne 
naprave. 
5.2.4  Delovanje uporabniškega vmesnika 
Uporabniški vmesnik se nahaja na Red Pitayi v datoteki index.html. Gre za 
spletno stran, ki je sprogramirana z uporabo jezikov HTML in JavaScript. Uporabljene 
knjižnice so jQuery in flot. Stilska predloga spletne strani je zapisana v posebni 
datoteki stylepwr.css v jeziku CSS, uporabljena je tudi stilska predloga Bootstrap. 
Glavne naloge uporabniškega vmesnika so izrisovanje signalov, izpisovanje 
merilnih rezultatov ter omogočanje spreminjanja parametrov delovanja aplikacije. 
Grafični uporabniški vmesnik aplikacije analizatorja moči z oštevilčenimi sestavnimi 
deli lahko vidimo na sliki 5.2. 
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Slika 5.2:  Grafični uporabniški vmesnik aplikacije analizatorja moči 
V nadaljevanju je opisano delovanje uporabniškega vmesnika s pomočjo številskih 
označb na sliki 5.2. 
(1) Področje grafa 
Uporabniški vmesnik tu sproti izrisuje poteke prejetih signalov. Za to je 
uporabljena knjižnica flot, ki kot vhodne podatke potrebuje točke (xy pare števil). 
Podatki do uporabniškega vmesnika pridejo v drugačni obliki in brez podatkov 
o poteku moči. Vmesnik iz podatkov o poteku toka in napetosti izračuna še potek 
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moči ter vse tri signale pretvori v niz točk. Število točk prilagodi glede na 
ločljivost zaslona, knjižnica pa poskrbi za interpolacijo med točkami. 
(2) Okno z nastavitvami zajema 
V tem oknu lahko uporabnik določi uporabljen tokovni pretvornik, dušenje 
napetostne diferencialne sonde ter frekvenco vzorčenja. Pri določitvi tokovnega 
pretvornika se na Red Pitayi vključita napetost na ustreznem digitalnem izhodu 
in ustrezna svetleča dioda. Uporabnik lahko v vnosno polje vpiše drug faktor 
pretvorbe za vsak uporabljen pretvornik ter dušenje napetostne diferencialne 
sonde, če uporabljenega ni na voljo med ponujenimi. V spustnem seznamu so 
podane pasovne širine možnih decimacij vzorčenja kot polovice vzorčnih 
frekvenc. Med možnostmi je tudi enosmerni način, v katerem aplikacija meri le 
povprečne vrednosti obeh zajetih signalov ter delovno moč. 
(3) Gumb za začasno zaustavitev aplikacije 
Pritisk na gumb začasno ustavi izvajanje aplikacije, s ponovnim pritiskom na 
gumb se ta ponovno zažene. Krmilnik aplikacije se na Red Pitayi ne zaustavi. 
(4) Okno z nastavitvami proženja 
V tem oknu se nahajajo nastavitve za proženje časovne baze diagrama signalov. 
Nastaviti je mogoče način, izbiro vhoda, strmino in nivo proženja. 
(5) Okno z nastavitvami prikaza signalov 
V tem oknu se nahajajo gumbi za vklop in izklop prikaza posameznih signalov 
ter gumbi za vertikalno skaliranje in odmik signalov. Pod njimi se nahajajo 
gumbi za nastavitev ter odmik časovne baze. 
(6) Okno za izbiro prikaza merjenih veličin 
Okno vsebuje več zavihkov. V vsakem zavihku so uporabniku ponujene 
izmerjene veličine, ki jih lahko izbere za prikaz v (7). V vnosno polje lahko vpiše 
število harmonskih komponent, ki se upoštevajo pri izračunu vsote harmonskih 
komponent in faktorja celotnega harmonskega popačenja signalov. 
(7) Okno za prikaz rezultatov meritev 
Okno vsebuje več zavihkov. Razpored zavihkov se zaradi lažje navigacije ujema 
z razporedom v (6). Prav tako se v grobem ujemajo lokacije polj za izbiro in za 
prikaz veličin. V zadnjem zavihku sta prikazana grafa amplitud harmonskih 
komponent toka in napetosti. Za izrisovanje skrbi knjižnica flot. 
(8) Gumb za beleženje rezultatov 
S pritiskom na gumb se v datoteko začnejo beležiti rezultati meritev. Vsaka 
zabeležena meritev vsebuje čas beleženja. Datoteke so shranjene na Red Pitayi 
v mapi measurements, ime datoteke je sestavljeno iz datuma in ure začetka 
beleženja. 
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5.3  Izbrane metode in implementacija 
V tem razdelku je opisano delovanje niti rp_pwr_dsp_thread, v kateri 
poteka analiza moči. Izvirna koda se nahaja v datoteki worker.c, nekatere funkcije, 
ki jih nit kliče, se nahajajo v datoteki dsp.c. Celotna izvirna koda niti ter važnejše 
funkcije, ki jih kliče, se nahajajo v dodatku B.  
Nit se od svojega zagona do ustavitve, za kar poskrbi modul s klici ustreznih 
funkcij, izvaja v neskončni zanki. V vsaki ponovitvi iz medpomnilnika skopira nove 
vzorce. Vzorce v medpomnilnik dodaja nit rp_pwr_worker_thread. Takšna 
izvedba je bila izbrana zato, ker je običajen čas izvajanja ene ponovitve niti 
rp_pwr_dsp_thread približno 4–6 sekund, nit rp_pwr_worker_thread pa 
se, razen v primeru izbrane največje decimacije, ko je čas zajema osem sekund, izvede 
veliko hitreje. V primeru spremembe parametrov, ki vplivajo na izvajanje funkcij v 
zanki, se izvajanje prekine in se ponovno začne, ko so na voljo novi vzorci. 
5.3.1  Merjenje frekvence 
Z Red Pitayo brez dodatnih naprav (kot so na primer regulatorji s fazno 
zaklenjeno zanko) ni mogoče izvesti sinhronizacije vzorčenja z vzorčenim signalom. 
Vzorčno frekvenco se da spreminjati le s pomočjo decimacije, kot je opisano v 
razdelku 5.2.1. Nastavitev vzorčne frekvence je mogoča z uporabo grafičnega 
uporabniškega vmesnika. Najboljše rezultate meritev lahko dosežemo, če zajemamo 
približno od 5 do 20 period signala. Pri izbiri najustreznejše decimacije si lahko 
pomagamo z grafom signala v uporabniškem vmesniku. 
Za merjenje frekvence je bil izbran postopek diskretne Fouriereve transformacije 
z uporabo okenskih funkcij in interpolacije. Postopek je bil izbran, ker je meritev 
frekvence hitra in dovolj natančna tudi ob prisotnosti višjih harmonskih komponent in 
šuma, merimo lahko tudi frekvence signalov drugih oblik kot sinusne. Prav tako 
metoda ni občutljiva na prisotnost enosmerne komponente, ki je lahko prisotna zaradi 
slabo kalibriranih vhodov Red Pitaye oziroma zaradi toplotnega drsenja merilnih in 
AD pretvornikov. Frekvenco merimo le na signalu napetosti, saj ta običajno vsebuje 
manj harmonskih komponent, zato je meritev točnejša. 
Po kopiranju signalov iz medpomnilnika se signal najprej množi s Hannovo 








Okenska funkcija je za določeno število vzorcev definirana v funkciji 
rp_pwr_hann_init, produkt je izračunan v funkciji rp_pwr_hann_filter. 
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Nad produktom se nato izvede FFT s klicem funkcije rp_pwr_fft. Za računanje 
FFT-ja je uporabljena knjižnica Kiss FFT. Funkcija vrne zaporedno številko in 
amplitudo frekvenčnega pasu z najvišjo amplitudo ter amplitudi še dveh sosednjih 
frekvenčnih pasov. Frekvenco nato izračunamo s pomočjo tri-točkovne interpolacije v 
frekvenčnem prostoru [12], [13]. Funkcija rp_pwr_calc_d izračuna decimalno 
število, tako imenovan faktor premika (ang. displacement factor), ki nam skupaj s 
številko frekvenčnega pasu poda relativno frekvenco, iz katere lahko izračunamo 
frekvenco: 
d = 2 * (fabs(max_amp_bin_3) - fabs(max_amp_bin_1)) / 
(fabs(max_amp_bin_1) + 2* fabs(max_amp_bin_2)+fabs(max_amp_bin_3)); 
Tako izračunano frekvenco bi že lahko uporabili, vendar smo se odločili, da poskusimo 
točnost meritve še izboljšati, s tem pa smo močno podaljšali čas meritve. 
Izboljšanje dosežemo z lažno sinhronizacijo in ponovnim računanjem frekvence 
z istim postopkom, saj ima postopek največjo možno napako meritve ob zajemu točno 
celega števila period in pol, čemur se z lažno sinhronizacijo lahko izognemo. Zato v 
nadaljevanju najprej izračunamo število vzorcev, ki ustreza najbližjemu celemu številu 
period, manjšemu od števila zajetih period (decimalno število zajetih period je enako 
relativni frekvenci). Izračunano število vzorcev je običajno racionalno, zato ga 
moramo zaokrožiti. Ker v nadaljevanju s tem številom vzorcev ponovno računamo 
FFT, knjižnica Kiss FFT pa zna računati le s sodim številom vzorcev, ga zaokrožimo 
na najbližje sodo število. Knjižnica je slabo optimizirana za računanje s številom 
vzorcev, katerih delitelji so velika praštevila (izbrana je bila zaradi zelo enostavne 
implementacije). Takšno število je na primer 14642, ki ima delitelja 2 in 7321, slednje 
je praštevilo. FFT s takšnim številom vzorcev se na Red Pitayi z uporabo knjižnice 
Kiss FFT izvaja približno 15 s, oziroma dvakrat toliko, če računamo FFT obeh 
signalov. Takšnim številom se zato izognemo z uporabo funkcije 
rp_pwr_is_fast_enough, ki dovoli le uporabo števil, katerih največji 
praštevilski faktor ni večji od 524. Računanje transformacije s takšnim številom je 
precej hitrejše, najdlje približno 1 s za vsako transformacijo. Največje praštevilo je 
izbrano tudi tako, da se v najslabšem primeru število vzorcev, s katerim je računanje 
transformacije dovolj hitro, od števila vzorcev, ki ustreza celemu številu period, 
razlikuje za 8 vzorcev, tipično od 2 do 6. 
Lažno sinhronizacijo torej dosežemo z manjšanjem števila vzorcev; iz 
medpomnilnika jih skopiramo toliko, kolikor smo izračunali v prejšnjem postopku. 
Vzorce kopiramo iz zadnjega dela medpomnilnika, saj so se zaradi nekaterih občasnih 
nepojasnjenih težav v FPGA-ju, občasno na začetku pojavljale diskontinuitete. Na 
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skrajšanih signalih nato ponovno uporabimo Hannovo okensko funkcijo, izračunamo 
FFT ter z interpolacijo izračunamo faktor premika. Tako dobimo novo relativno 
frekvenco in iz nje izračunamo frekvenco. Izračunano frekvenco signala, kot vrednost 
parametra, pošljemo do uporabniškega vmesnika. 
5.3.2  Merjenje efektivne vrednosti in faznega premika 
Ker smo za računanje frekvence uporabili postopek s FFT-jem, so nam sedaj na 
voljo amplitude in fazni premiki celotnega spektra. Ker lažna sinhronizacija ni tako 
natančna, kot je dejanska sinhronizacija, bi bilo potrebno uporabiti interpolacijo v 
frekvenčnem prostoru za amplitudo vsake harmonske komponente, ki nas zanima. Ta 
postopek smo uporabili le za izračun amplitude osnovne harmonske komponente 
signala. Ker funkcija rp_pwr_fft vrne amplitudo frekvenčnega pasu z najvišjo 
amplitudo (osnovna harmonska komponenta) in amplitudi dveh frekvenčnih pasov v 
okolici, smo uporabili postopek tri-točkovne interpolacije, ki je opisan v [12] in [13]. 
Funkcija, ki izračuna interpolirano amplitudo, se imenuje 
rp_pwr_calc_interpolated_amp, pri izračunu pa uporabimo tudi faktor 
premika, izračunan za potrebe merjenja frekvence. Iz rezultata FFT-ja je izračunan 
tudi fazni premik med osnovnima harmonskima komponentama toka in napetosti, za 
izračun sta uporabljeni le fazi frekvenčnih pasov z najvišjo amplitudo. 
Interpolacije za ostale frekvenčne komponente nismo uporabili, saj smo se 
odločili za uporabo natančnejših postopkov, s čimer smo zopet podaljšali čas 
računanja. Uporabili smo postopek diskretne Fouriereve transformacije, saj nas 
zanimajo posamezne harmonske komponente signalov in ne le celotna efektivna 
vrednost. Za izračun DFT-ja pa ni uporabljen algoritem FFT, temveč so izračunane 
amplitude in fazni premiki harmonskih komponent s postopkom, ki sledi neposredno 
iz definicije [30]. Pri implementaciji smo si pomagali z [31], funkcija, ki 
transformacijo izvaja, se imenuje rp_pwr_dft. Takšen način računanja DFT-ja je 
računsko zelo zahteven, saj se operacija množenja in seštevanja izvaja nad vsakim 
vzorcem dvakrat za vsako izračunano harmonsko komponento. Iz tega razloga smo se 
odločili, da izračunamo vsebnosti prvih stotih harmonskih komponent, kar pa še vedno 
za oba signala traja približno štiri sekunde.  
Z uporabo tega postopka dobimo točnejši rezultat, saj sta oba signala najprej 
ponovno lažno sinhronizirana, pri tem pa je uporabljena druga, natančnejša meritev 
frekvence. Število vzorcev prav tako ni zaokroženo na sodo številko in prilagojeno 
zaradi praštevil, temveč je uporabljena najbližja vrednost izračunani. Ker je takšna 
lažna sinhronizacija zelo blizu pravi, je pri izračunu uporabljeno tudi pravokotno okno, 
s tem pa je močno zmanjšan vpliv spektralnega puščanja. Po izračunu amplitud prvih 
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sto harmonskih komponent signalov sta efektivni vrednosti toka in napetosti 
izračunani z enačbama (2.15) in (2.16). Čeprav je za izračun uporabljenih le sto 
harmonskih komponent, je napaka izračuna manjša, kot če bi računali z več 
komponentami, izračunanimi s pomočjo interpolacije, saj običajno vpliv harmonskih 
komponent z naraščanjem frekvence močno pada. 
Izračunani fazni premiki harmonskih komponent napetosti so v uporabniškem 
vmesniku podani glede na fazo osnovne harmonske komponente napetosti, fazni 
premiki harmonskih komponent toka pa glede na osnovno harmonsko komponento 
toka. Takšni referenci sta bili izbrani zaradi lažje rekonstrukcije signalov s pomočjo 
Fouriereve vrste. Pri računanju s faznimi premiki je potrebno biti pozoren na to, da so 
v rezultatu transformacije podani v kotni hitrosti harmonske komponente v radianih. 
Fazni premiki med istoležnimi harmonskimi komponentami so bili uporabljeni pri 
računanju komponent električne moči. 
5.3.3  Analiza električne moči 
Izbrani postopki merjenja in izmerjene veličine nam omogočajo izračun veliko 
različnih veličin, definiranih v drugem poglavju in s tem natančno analizo razmer v 
merjenem tokokrogu. V nadaljevanju so naštete veličine, ki jih aplikacije računa in 
prikazuje v uporabniškem vmesniku. Uporabniku je omogočena tudi izbira veličin za 
prikaz. Vsi rezultati meritev so do uporabniškega vmesnika poslani kot vrednosti 
parametrov. 
Efektivni vrednosti toka in napetosti sta izračunani z enačbama (2.15) in (2.16) 
kot koren iz vsote kvadratov prvih sto harmonskih komponent. Standard [2] sicer 
predlaga uporabo enačb (2.65) in (2.66), kjer je upoštevana še enosmerna komponenta, 
vendar zaradi možnosti pojava lažne enosmerne komponente med zajemom ta ni 
upoštevana nikjer v aplikaciji. 
Delovna moč je izračunana po enačbi (2.14) oziroma (2.18) kot vsota moči 
harmonskih komponent. Standard tudi tu predlaga upoštevanje enosmerne 
komponente, vendar je ta v realnih razmerah zelo redko prisotna oziroma je prisotna v 
zelo majhnih količinah, zato zaradi že naštetih razlogov ni upoštevana. V standardu je 
delovna moč po enačbi (2.67) razdeljena na dva dela, na moč osnovne harmonske 
komponente in moč višjih harmonskih komponent, ki sta v aplikaciji tudi izračunani. 
Navidezna moč je izračunana po enačbi (2.8) oziroma (2.17) kot produkt 
efektivnih vrednosti toka in napetosti. V drugem poglavju je podanih več enačb za 
definicijo jalove moči, zato jih je v aplikaciji uporabljenih več. Za izračun jalove moči 
je uporabljena enačba (2.13), ki je podana za sinusne razmere, vendar se uporablja 
splošno, tudi v nesinusnih razmerah. V standardu je ta moč definirana z enačbo (2.73) 
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in poimenovana neaktivna moč. V standardu je definirana jalova moč osnovne 
harmonske komponente, podana z enačbo (2.68) in izračunana v aplikaciji, v kateri je 
izračunana tudi jalova moč po definiciji, predlagani s strani C. Budeanuja z enačbo 
(2.19). Odločili smo se tudi za izračun in prikazovanje jalove moči višjih harmonskih 
komponent, ki je enaka jalovi moči QB brez jalove moči osnovne harmonske 
komponente. V določenih razmerah je zanimiva še količina navzkrižnih produktov 
višjih harmonskih komponent toka z osnovno harmonsko komponento napetosti, ki jo 
aplikacija računa. V standardu je poimenovana kot tokovna moč popačenja in je 
definirana z enačbama (2.69) in (2.71). 
Največji del delovne moči običajno prispevata osnovni harmonski komponenti 
toka in napetosti, zato sta amplitudi obeh prikazani v uporabniškem vmesniku. Moč 
osnovne harmonske komponente je odvisna tudi od kosinusa faznega premika med 
njima, imenovanega faktor moči osnovne harmonske komponente. V sinusnih 
razmerah je enak faktorju moči, ki je v splošnem definiran kot razmerje med delovno 
in navidezno močjo. Oba faktorja moči sta v aplikaciji izračunana in prikazana. 
Pri analizi razmer v tokokrogu sta zanimiva še dva faktorja, imenovana celotno 
harmonsko popačenje (THD, iz ang. total harmonic distortion) toka in napetosti. 
Faktorja sta pokazatelja stopnje popačenja toka in napetosti in s tem kvalitete razmer 
v močnostnem sistemu, ki so idealno sinusne. Izračunamo ju lahko z dvema različnima 


























Razlika je v tem, da je v prvih enačbah vsota harmonskih komponent deljena z 
osnovno harmonsko komponento, v drugih enačbah pa z efektivno vrednostjo, ki 
vsebuje tudi osnovno harmonsko komponento. Razlika v rezultatu je pri majhnih 
popačenjih majhna, pri velikih pa precejšnja, saj faktorja izračunana po drugih enačbah 
ne moreta zavzemati vrednosti večjih od 1 (100 %). V aplikaciji smo za izračun 
uporabili prvi enačbi, ki sta bolj uveljavljeni. Vrednost faktorjev je v uporabniškem 
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vmesniku podana v odstotkih, podani sta tudi vrednosti vsot harmonskih komponent, 
ki sta definirani z enačbama (2.65) in (2.66) in sta uporabljeni v izračunu faktorjev. 
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6  Ovrednotenje merilnih rezultatov 
Za ovrednotenje zmogljivosti aplikacije analizatorja moči, ki se izvaja na Red 
Pitayi, smo merilne rezultate primerjali z laboratorijskim instrumentom. Za primerjavo 
smo izbrali precizijski analizator moči PPA5530 "KinetiQ" proizvajalca N4L, s 
temeljno natančnostjo 0,01 %. Meritve smo izvajali na eni fazi vhodne stopnje 
laboratorijskega trifaznega krmiljenega tiristorskega usmernika, ki je bil enofazno 
obremenjen in priključen na omrežno napetost. Oblika merjene napetosti in toka je 
prikazana na sliki 6.1. 
 
Slika 6.1:  Oblika merjene napetosti in toka 
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Za meritev napetosti je bila na Red Pitayi uporabljena napetostna diferencialna sonda 
TT-SI 9002 proizvajalca Testec z ocenjeno natančnostjo ±2 %. Za meritev toka je bil 
uporabljen tokovni pretvornik LA 25-NP proizvajalca LEM z ocenjeno natančnostjo 
±0,5 %. Napaka ojačenja hitrih analognih vhodov Red Pitaye je ocenjena na manj kot 
10 %. 
Zaradi priklopa merjene naprave na omrežje smo na Red Pitayi uporabili 
decimacijo vzorčenja 1024 (glej tabelo 5.2). Tako smo zajemali približno 6,7 period. 
V danih razmerah je bila meritev frekvence zelo natančna, napaka je znašala manj kot 
0,01 %. Meritve drugih veličin so dosegale precej slabše rezultate. 
Meritve efektivnih vrednosti toka in napetosti so dosegale natančnost približno 
1 %, običajno malo manj. Meritve amplitud posameznih harmonskih komponent so 
dosegale zelo različne rezultate. Amplitudi osnovnih harmonskih komponent sta bili 
izmerjeni z napako do 1 %. Izmerjene amplitude napetostnih komponent z večjo 
prisotnostjo so običajno dosegale boljši rezultat, napaka lihih harmonskih komponent 
je znašala do 5 %. Pri manjših amplitudah se je natančnost močno poslabšala, prav 
tako pri sodih harmonskih komponentah. Večja izmerjena prisotnost sodih harmonskih 
komponent pomeni tudi prisotnost enosmerne komponente, ki se lahko lažno pojavi 
pri zajemu. Lihe višje harmonske komponente toka so dosegale večjo natančnost od 
napetostnih, napaka je običajno znašala pod 1 %. Vzrok za to je oblika merjenega toka, 
ki je močno popačena in je zato vsebnost višjih harmonskih komponent velika, 
natančnost pa je tudi v skladu z ocenjeno natančnostjo izbranih merilnih pretvornikov. 
Merjenje faktorja moči osnovne harmonske komponente oziroma faznega 
premika med osnovnima harmonskima komponentama toka in napetosti je dosegalo 
dobre rezultate. Običajno je napaka meritve znašala pod 0,5 %. Napake meritve faznih 
premikov posameznih harmonskih komponent nismo mogli oceniti, saj laboratorijski 
instrument ne omogoča beleženja teh podatkov. Za prikazovanje je bila izbrana tudi 
drugačna referenca; ocenjevanje natančnosti meritve v realnih razmerah, ki so zelo 
nestabilne, je bilo zato nemogoče. Fazni premiki med posameznimi istoležnimi 
harmonskimi komponentami toka in napetosti niso posebej prikazovani in beleženi, 
natančnost njihove meritve se odraža v meritvi moči. 
Vse ostale merjene veličine so izračunane iz do sedaj omenjenih veličin, zato je 
natančnost rezultatov odvisna od natančnosti merjenja osnovnih veličin. Rezultati 
merjenja delovne moči, navidezne moči, celotne jalove moči (neaktivne moči), 
delovne moči osnovne harmonske komponente, jalove moči osnovne harmonske 
komponente in faktorja moči dosegajo zelo podobne natančnosti, napaka je znašala do 




Vrednost izmerjenega faktorja celotnega harmonskega popačenja napetosti ima 
napako od 5 % do 10 %, vrednost faktorja celotnega harmonskega popačenja toka pa 
do 2 %, kar je v skladu z napakami amplitud harmonskih komponent toka in napetosti. 
Zelo veliko odstopanje se je pojavilo pri vrednostih vsot harmonskih komponent toka 
in napetosti. Instrument je podajal zelo majhni vrednosti teh veličin, ki pa se nista 
ujemali s podanimi vrednostmi faktorjev celotnih harmonskih popačenj, za izračun 
katerih naj bi se glede na priložena navodila instrumenta ti dve veličini uporabili. 
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V drugem poglavju so podane različne definicije električne moči v nesinusnih 
razmerah, nekatere izmed njih so v delu tudi uporabljene. Iz zapisanega lahko 
ugotovimo, da je širitev definicij na drugačne razmere zelo zahtevna naloga, zato 
zaenkrat še ne obstaja enotna definicija, ki bi veljala tako za problem kompenzacije 
jalove moči kot tudi za pravično deljenje nastalih stroškov. Prednost lastno razvite 
aplikacije je ta, da če se kdaj pojavi nova definicija oziroma bi želeli implementirati 
kakšno drugo od že obstoječih, to lahko storimo. 
V tretjem poglavju so med seboj primerjani postopki za merjenje in analizo 
električne moči. Iz zapisanega lahko zaključimo, da so vsi postopki v pravih pogojih 
sposobni dosegati zelo dobre rezultate, zato je zelo pomembno dobro poznavanje vseh 
okoliščin, ki lahko vplivajo na rezultat meritve. Izbira pravih postopkov je ključna za 
doseganje zastavljenih ciljev. 
Z razvojem lastne aplikacije imamo vpliv na vse do sedaj naštete postopke, na 
izbiro merjenih veličin in na izbiro primernih algoritmov za merjenje le-teh. Prav tako 
imamo možnost vpliva še na eno zelo pomembno komponento, to je uporabniški 
vmesnik. Uporabniški vmesnik razvite aplikacije je intuitiven in enostaven za uporabo, 
obenem je naenkrat izračunanih in prikazanih veliko veličin, ki nazorno prikazujejo 
razmere v merjenem tokokrogu. S tem je tudi izpolnjen zastavljen cilj. 
Iz analize in ovrednotenja zmogljivosti razvite aplikacije lahko zaključimo, da 
ta dosega dobre rezultate. Zmogljivost aplikacije ni bila analizirana v celoti, saj je to 
zelo dolgotrajen postopek, ki vključuje opravljanje meritev v mnogo različnih pogojih 
v bolj stabilnih razmerah. Prav tako bi bilo potrebno natančneje oceniti vpliv 
pogreškov uporabljenih merilnih pretvornikov (predvsem v odvisnosti od frekvence), 
AD pretvornikov (predvsem kvantizacijskega pogreška) ter pogreškov uporabljenih 
postopkov in pogreškov zaradi računanja z binarnimi števili na meritev. Iz opravljenih 
meritev lahko kljub temu zaključimo, da je za izboljšave še veliko prostora. 
Glavna slabost aplikacije je dolg čas računanja željenih veličin. Največjo 
izboljšavo bi naredili, če bi vzorčenje sinhronizirali z merjenim signalom. Tako bi 
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aplikacijo močno pohitrili, zelo pa bi se izboljšala tudi natančnost meritve. Izvajanje 
bi lahko pohitrili tudi z izbiro drugih algoritmov. Velik, a deloma neizkoriščen 
potencial je tudi FPGA, s katerim bi lahko izvedli večji del analize signalov, kot je na 
primer FFT. Natančnost meritve bi lahko izboljšali tudi z natančnejšimi merilnimi 
pretvorniki ali s postopki samodejne kalibracije. Možnosti za izboljšave so tudi v 
uporabniškem vmesniku. Obstoječo izvedbo bi lahko bolje prilagodili za uporabo na 
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A  Vezje za tokovne sonde 
 
Slika A.1:  Električna shema vezja za tokovne sonde 
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Slika A.2:  Načrt zgornje strani tiskanega vezja za tokovne sonde 
 





B  Izvirna koda aplikacije 
Izvirna koda niti rp_pwr_dsp_thread: 
 
void *rp_pwr_dsp_thread(void *args) 
{ 
    rp_pwr_worker_state_t state; 
    rp_app_params_t      *dsp_params = NULL; 
    int                   time_range = 0; 
    int                   dec_factor = 0; 
    int                   dc_mode = 0;  
    float                 volt_probe_att = 1; 
    float                 curr_probe_fact = 1; 
    int                   harm_num = 99; 
    rp_pwr_meas_res_t     meas; 
 float ch1_max_adc_v = 1, ch2_max_adc_v = 1; 
 float ch1_user_dc_off = 0, ch2_user_dc_off = 0; 
 int   sig_ready = 0; 
  
 double bin_max_amp1; 
 double bin_max_amp2; 
 double bin_max_amp3; 
 double bin_max_arg; 
 int bin_max_num; 
 double bin_max_ampU1; 
 double bin_max_ampU2; 
 double bin_max_ampU3; 
 double bin_max_argU; 
 int bin_max_numU; 
 double bin_max_ampI1; 
 double bin_max_ampI2; 
 double bin_max_ampI3; 
 double bin_max_argI; 
 int bin_max_numI; 
   
 int length_half = PWR_FPGA_SIG_LEN / 2; 
 int n_x_half = 0; 
 int n_x_start = 0; 
  
 double freq_fact = 1; 
 double d1 = 0; 
 double d2U = 0, d2I = 0; 
 int b1 = 0, b2 = 0; 
 double f1 = 0, f2 = 0; 
 double freq_2 = 0; 
 double n_y = 0; 
 int n_x = 0; 
 int n_y2 = 0; 
int n_y2_start = 0; 
 int sign; 
 int sign_q = 0; 
  
 double amp_fft_u_1 = 0; 
 double amp_fft_i_1 = 0; 
 double fft_fi_1 = 1; 
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 int i, j, ii; 
  
     pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
     state = rp_pwr_ctrl; 
      pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
 
    while(1) { 
   
        pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
        state = rp_pwr_ctrl; 
        if(rp_pwr_dsp_params_dirty) { 
            rp_copy_params(rp_pwr_params, (rp_app_params_t **)&dsp_params); 
 
            rp_pwr_dsp_params_dirty = 0; 
            time_range = dsp_params[TIME_RANGE_PARAM].value; 
            dec_factor = pwr_fpga_cnv_time_range_to_dec(time_range); 
            if (time_range == 6) { 
    dc_mode = 1; 
   } else { 
    dc_mode = 0; 






            harm_num = (dsp_params[HARM_NUM].value); 
             
            freq_fact = c_pwr_fpga_smpl_freq / dec_factor; 
             
            uint32_t fe_fsg1 = (dsp_params[GAIN_CH1].value == 0) ? 
                      rp_calib_params->fe_ch1_fs_g_hi : 
                      rp_calib_params->fe_ch1_fs_g_lo; 
            ch1_max_adc_v = pwr_fpga_calc_adc_max_v(fe_fsg1); 
                    
            ch1_user_dc_off = dsp_params[GEN_DC_OFFS_1].value;       
 
            uint32_t fe_fsg2 = (dsp_params[GAIN_CH2].value == 0) ? 
                      rp_calib_params->fe_ch2_fs_g_hi : 
                      rp_calib_params->fe_ch2_fs_g_lo; 
            ch2_max_adc_v = pwr_fpga_calc_adc_max_v(fe_fsg2); 
                     
            ch2_user_dc_off = dsp_params[GEN_DC_OFFS_2].value; 
        } 
        pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
         
        /* request to stop worker thread, we will shut down */ 
        if(state == rp_pwr_quit_state) { 
            rp_clean_params(dsp_params); 
            return 0; 
        } 
 
        if(state == rp_pwr_auto_set_state) { 
            usleep(3*10e6); 
            continue; 
        } 
         
        if(dc_mode == 1) { 
   usleep(1e6); 
            continue; 
  } 
   
        while(1) { 
    
   pthread_mutex_lock(&rp_pwr_dsp_sig_mutex); 
   sig_ready = rp_pwr_dsp_sig_ready; 
   pthread_mutex_unlock(&rp_pwr_dsp_sig_mutex); 
    
   if(sig_ready == 1) { 
       rp_pwr_copy_buffer(&rp_cha_in[0], &rp_chb_in[0], 
                                   rp_calib_params->fe_ch1_dc_offs, 
                                   rp_calib_params->fe_ch2_dc_offs); 
                break; 
      } 
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      pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
            state = rp_pwr_ctrl; 
            pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
            if((state == rp_pwr_quit_state) || (state == rp_pwr_abort_state) || 
               (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
                break; 
            } 
      usleep(70); 
       
     } 
      
     pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
        state = rp_pwr_ctrl; 
        pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
        if((state == rp_pwr_abort_state) || 
           (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
            continue; 
        } else if(state == rp_pwr_quit_state) { 
            break; 
        } 
   
        rp_pwr_hann_init(PWR_FPGA_SIG_LEN);                                                 
        rp_pwr_hann_filter(&rp_cha_in[0], &rp_ch_hann[0], PWR_FPGA_SIG_LEN); 
        rp_pwr_fft_init(PWR_FPGA_SIG_LEN); 
        rp_pwr_fft(&rp_ch_hann[0], &bin_max_amp1, &bin_max_amp2, &bin_max_amp3, 
                   &bin_max_arg, &bin_max_num, length_half); 
  
        pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
        state = rp_pwr_ctrl; 
        pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
        if((state == rp_pwr_abort_state) || 
           (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
            continue; 
        } else if(state == rp_pwr_quit_state) { 
            break; 
        } 
                    
        if(bin_max_num > 1) { 
            b1 = bin_max_num; 
            d1 = rp_pwr_calc_d(bin_max_amp1, bin_max_amp2, bin_max_amp3); 
            f1 = b1 + d1; 
            n_y = floor(f1) * PWR_FPGA_SIG_LEN / f1; 
             
            sign = 0; 
            if((int)floor(n_y) % 2 == 0) { 
    n_x = (int)floor(n_y); 
    sign = 1; 
   } else if((int)ceil(n_y) % 2 == 0) { 
    n_x = (int)ceil(n_y); 
    sign = 2; 
   } 
 
    
   ii=0; 
   while(rp_pwr_is_fast_enough(n_x) < 1) { 
    ii++; 
    n_x += pow((-1), (ii+sign)) * (ii * 2); 
   } 
    
            n_y = (int)round(n_y); 
    
            n_x_half = n_x / 2; 
   n_x_start = PWR_FPGA_SIG_LEN - n_x; 
         
            for(i=0; i<n_x; i++) { 
             rp_cha_in_trunc[i] = rp_cha_in[n_x_start + i]; 
             rp_chb_in_trunc[i] = rp_chb_in[n_x_start + i]; 
         } 
      pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
            state = rp_pwr_ctrl; 
            pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
            if((state == rp_pwr_abort_state) || 
               (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
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            continue; 
            } else if(state == rp_pwr_quit_state) { 
            break; 
            }      
                   
            rp_pwr_hann_init(n_x); 
            rp_pwr_fft_init(n_x); 
            rp_pwr_hann_filter(&rp_cha_in_trunc[0], &rp_cha_hann_trunc[0], n_x); 
            rp_pwr_hann_filter(&rp_chb_in_trunc[0], &rp_chb_hann_trunc[0], n_x); 
 
            pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
            state = rp_pwr_ctrl; 
            pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
            if((state == rp_pwr_abort_state) || 
               (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
            continue; 
            } else if(state == rp_pwr_quit_state) { 
            break; 
            } 
  
            rp_pwr_fft(&rp_cha_hann_trunc[0], &bin_max_ampU1, &bin_max_ampU2,  
                       &bin_max_ampU3, &bin_max_argU, &bin_max_numU, n_x_half); 
 
            rp_pwr_fft(&rp_chb_hann_trunc[0], &bin_max_ampI1, &bin_max_ampI2,  
                       &bin_max_ampI3, &bin_max_argI, &bin_max_numI, n_x_half); 
                        
            pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
            state = rp_pwr_ctrl; 
            pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
            if((state == rp_pwr_abort_state) || 
               (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
            continue; 
            } else if(state == rp_pwr_quit_state) { 
            break; 
            }           
                                                           
            b2 = bin_max_numU; 
            d2U = rp_pwr_calc_d(bin_max_ampU1, bin_max_ampU2, bin_max_ampU3); 
            f2 = b2 + d2U; 
             
            n_y2 = (int)round(floor(f2) * n_x / f2); 
            n_y2_start = n_x - n_y2; 
            freq_2 = f2 * freq_fact / n_x; 
             
            f2 = n_y2 * f2 / n_x; 
            d2I = rp_pwr_calc_d(bin_max_ampI1, bin_max_ampI2, bin_max_ampI3);          
            amp_fft_u_1 = rp_pwr_calc_interpolated_amp(bin_max_ampU1, bin_max_ampU2,  
                                                       bin_max_ampU3, d2U);           
            amp_fft_i_1 = rp_pwr_calc_interpolated_amp(bin_max_ampI1, bin_max_ampI2,  
                                                       bin_max_ampI3, d2I); 
            amp_fft_u_1 = amp_fft_u_1 / n_x;                                          
            amp_fft_i_1 = amp_fft_i_1 / n_x; 
                                                           
            fft_fi_1 = bin_max_argI-bin_max_argU; 
             
            pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
            state = rp_pwr_ctrl; 
            pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
            if((state == rp_pwr_abort_state) || 
               (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
            continue; 
            } else if(state == rp_pwr_quit_state) { 
            break; 
            }           
            rp_pwr_dft(&rp_cha_in_trunc[n_y2_start], &rp_chb_in_trunc[n_y2_start],  
        n_y2, f2, 
                       &rp_dft_o_amp_U[0], &rp_dft_o_amp_I[0],  
                       &rp_dft_o_fi_U[0], &rp_dft_o_fi_I[0]); 
 
            rp_pwr_meas_clear(&meas); 
             
            pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
            state = rp_pwr_ctrl; 
            pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
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            if((state == rp_pwr_abort_state) || 
               (state == rp_pwr_auto_set_state) || rp_pwr_dsp_params_dirty) { 
            continue; 
            } else if(state == rp_pwr_quit_state) { 
            break; 
            }    
             
            sign_q = (sin(fft_fi_1) < 0) ? -1 : 1;         
            meas.cos_fi_fund = cos(fft_fi_1); 
            meas.freq = freq_2; 
         
            double v_h = 0; 
            double i_h = 0; 
            double sum_v_h = 0; 
            double sum_i_h = 0; 
            double p_h = 0; 
            double q_h = 0; 
            double v_temp = 0; 
            double i_temp = 0; 
            double h_fi_U = 0; 
            double h_fi_I = 0; 
            int k; 
         
            for(j=0; j<pwr_dft_harmonic_num; j++) { 
     
  v_temp = pwr_cnv_cnt_to_v(rp_dft_o_amp_U[j], ch1_max_adc_v, 
                                          rp_calib_params->fe_ch1_dc_offs, 
                                          ch1_user_dc_off, volt_probe_att); 
  i_temp = pwr_cnv_cnt_to_a(rp_dft_o_amp_I[j], ch2_max_adc_v, 
                                          rp_calib_params->fe_ch2_dc_offs, 
                                          ch2_user_dc_off, curr_probe_fact); 
     
   if (j<40) { 
      
    harmonics[j].U = v_temp / SQRT2;                                           
    harmonics[j].I = i_temp / SQRT2; 
                 
    h_fi_U = rp_dft_o_fi_U[j]-(j+1)*rp_dft_o_fi_U[0]; 
                    
   
       if (h_fi_U <=  (-M_PI) ) { 
      k = round(fabs(h_fi_U)/(2*M_PI)); 
                        h_fi_U = h_fi_U +(k*2*M_PI); 
                    } 
                    else if ( h_fi_U >= M_PI ) { 
      k = round(fabs(h_fi_U)/(2*M_PI)); 
                        h_fi_U = h_fi_U -(k*2*M_PI) ; 
                    } 
                    else { 
                         h_fi_U = h_fi_U; 
                    } 
                     
                    h_fi_I = rp_dft_o_fi_I[j] - (j+1)*rp_dft_o_fi_I[0]; 
                      
                    if (h_fi_I <=  (-M_PI) ) { 
      k = round(fabs(h_fi_I)/(2*M_PI)); 
                        h_fi_I = h_fi_I +(k*2*M_PI); 
                    } 
                    else if ( h_fi_I >= M_PI ) { 
      k = round(fabs(h_fi_I)/(2*M_PI)); 
                        h_fi_I = h_fi_I -(k*2*M_PI) ; 
                    } 
                    else { 
                         h_fi_I = h_fi_I; 
                    } 
         
    harmonics[j].fiU = h_fi_U * 180 / M_PI;   
        harmonics[j].fiI = h_fi_I * 180 / M_PI; 
     } 
        
      if(j>=1) { 
          v_h += pow(v_temp, 2); 
          i_h += pow(i_temp, 2); 
          if(j==harm_num) { 
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      sum_v_h = sqrt(v_h) / SQRT2; 
      sum_i_h = sqrt(i_h) / SQRT2; 
       } 
                       p_h += (v_temp * i_temp *  
                           cos(rp_dft_o_fi_I[j]-rp_dft_o_fi_U[j])/2); 
                   q_h += (v_temp * i_temp *  
                           sin(rp_dft_o_fi_I[j]-rp_dft_o_fi_U[j])/2); 
                } 
            } 
             
    
            amp_fft_u_1 = pwr_cnv_cnt_to_v(amp_fft_u_1, ch1_max_adc_v, 
                                           rp_calib_params->fe_ch1_dc_offs, 
                                           ch1_user_dc_off, volt_probe_att); 
            amp_fft_i_1 = pwr_cnv_cnt_to_a(amp_fft_i_1, ch2_max_adc_v, 
                                           rp_calib_params->fe_ch2_dc_offs, 
                                           ch2_user_dc_off, curr_probe_fact); 
                                            
            meas.u1_fft = amp_fft_u_1 / SQRT2; 
            meas.i1_fft = amp_fft_i_1 / SQRT2; 
            meas.p1 = amp_fft_u_1 * amp_fft_i_1 * meas.cos_fi_fund/2; 
            meas.q1 = amp_fft_u_1 * amp_fft_i_1 * sin(fft_fi_1)/2; 
            meas.ph = p_h; 
            meas.qh2 = q_h; 
            meas.qh1 = meas.u1_fft * (sqrt(i_h) / SQRT2); 
            meas.p = p_h + meas.p1; 
            meas.q2 = q_h + meas.q1; 
            meas.Uef = sqrt(pow(amp_fft_u_1, 2) + v_h) / SQRT2; 
            meas.Ief = sqrt(pow(amp_fft_i_1, 2) + i_h) / SQRT2; 
            meas.s = meas.Uef * meas.Ief; 
            meas.q = sign_q * sqrt(pow(meas.s, 2) - pow(meas.p, 2)); 
            meas.sum_Uh = sum_v_h; 
            meas.sum_Ih = sum_i_h; 
            meas.thd_u = sum_v_h * 100 / meas.u1_fft; 
            if (amp_fft_i_1 == 0) { 
    meas.thd_i = 0; 
   }  else { 
    meas.thd_i = sum_i_h * 100 / meas.i1_fft; 
   } 
            meas.pf = (meas.p / meas.s); 
             
            rp_pwr_set_harmonics_data(&harmonics[0]);  
            rp_pwr_set_meas_data(meas); 
         
        } else { 
    pthread_mutex_lock(&rp_pwr_ctrl_mutex); 
          state = rp_pwr_ctrl; 
          pthread_mutex_unlock(&rp_pwr_ctrl_mutex); 
          if(state == rp_pwr_idle_state) { 
     usleep(2e5); 
              continue; 
    } else { 
   rp_pwr_harmonics_clear(&harmonics[0]); 
   rp_pwr_set_harmonics_data(&harmonics[0]);  
   rp_pwr_meas_clear(&meas); 
   rp_pwr_set_meas_data(meas); 
   usleep(5e6); 
            continue; 
    } 
        } 
    } 
     
    rp_clean_params(dsp_params); 
    return 0; 
