In this paper, a Markov maintenance model for predicting the remaining life of transformer insulation has been developed. It incorporates various stages of insulation deterioration and minor maintenance state. Given that a current state of insulation ageing has been reached, from a diagnostic testing and inspection, this model is capable of computing the predicted average time before insulation failure occurs. The algorithm developed in this model was implemented in a computer program using Matlab. The data required for this program and the numerical example based on the developed algorithm are also discussed
INTRODUCTION
Prediction of the remaining life of distribution transformers is an important issue for utilities companies because of the need for planning maintenance and capital expenditures. Transformer is the most expensive equipment in electrical network. The un-scheduled outages of the transformers due to unexpected failures are catastrophic in many cases.
Transformer management activities are many and researchers tackle them differently. Maintenance planning and condition monitoring techniques are examples of the general management activities that can be applied to any equipment such as transformer, oil circuit breaker, protective equipment, etc. Asset management activities is however different from equipment to equipment. Condition monitoring techniques applied to transformers for example are different from those applied to oil circuit breakers or protective equipment although some of these techniques may have similarities. Major losses involving large oil-cooled transformers continue to occur on a frequent basis. The reasons being that there are increased equipment utilization, deferred capital expenditures and reduced maintenance budgets.
Asset management systems have been developed to assist asset managers in optimizing the service availability of these important network assets within the available budget by making informed maintenance decisions [1] . The quality of these decisions depends significantly on the accuracy and efficiencyof the deterioration models used to predict the remaining life of network components [2] . A deterioration model is defined as a link between measures of facility condition that assess the extent and severity of material damages, and vectors of explanatory variables that represent the factors affecting facility deterioration, such as age, material properties, applied loads, environmental conditions, etc [3] . Several deterministic and stochastic approaches have been developed to model component deterioration [4] .
In this paper, a probabilistic model for predicting the remaining life of electrical insulation deterioration in distribution transformer has been implemented. The development of the Markov model is presented in section 2 and this is followed by the development of the algorithm for the computer program in section 3. The discussion and solution of the numerical solution based on the computer program followed by the conclusion are presented in section 4 and 5 respectively. In developing this model, we will assume that the system, if not maintained, will deteriorate in stages (for a general model, k -deterioration stages are assumed) and will eventually fail at k + 1 [5] . Failure can also occur as a result of other causes not associated with typical ageing and we will call such a failure a random or poisson outage. If the deterioration process is discovered, preventive maintenance is performed which is expected to restore the system back to the original condition of deterioration (assumed).
Developing the Markov
Repair maintenance after either random or deterioration induced failure will restore the system to as new condition.
All these assumptions are incorporated in the developed state -space Markov model. A model based on discrete parameter (succession of events) is presented.
This system is described through the transition probabilities indicating the probability of moving from state i to state j in a given time interval .
Markov model representing various stages of deterioration that will eventually culminate in failure is presented [6] . This model is presented in figure 1 .
In the model shows in figure 1 It can be shown that the elements of N, give the mean number of visits starting from state i to a transient state j (deterioration or maintenance state) before entering a deterioration failure state [7] . Therefore, if is the expected remaining life of the component if the system is in state i, it can be expressed as where is the mean time spent in state j.
Methods based on continuous time:
In engineering practice, it is often easier to determine transition rates than transition probabilities. A Markov model for the evaluation of the remaining life of insulation based on continuous parameter is shown in figure 2 .
Determination of the transition rate parameter: All parameters can be estimated from historical records, except for , the reciprocal of the mean time to failure if no maintenance is carried out. To obtain the value of , proceed as follows:
• Observe the average time to deterioration failure This is the average time between failure events and it can be easily recorded.
• Solve the Markov model for various values of , to obtain the function shown in figure 3 .
• 
Determination of steady states probabilities:
The steady -state probabilities needed in equation (1) are obtained by solving the equations P.Q = O The p i are unknown, they are the values we wish to find since they are the steady-state probabilities of the system states indicated in figure 2 . If there are n -states in the state space, there are n such equations in nunknowns. Unfortunately, this collection of equation is irreducible. We need another equation in order to solve the equations and find the unknowns. Fortunately, since {p i } is a probability distribution, we also know that the normalisation condition holds.
These n + 1 equations, can be solved to find the n unknowns {P i } Where Q, the transition intensity matrix, is generated from the state transition diagram. For example, a 2 -state Markov process has its state transition diagram and the generator matrix shown in figure 6. If we consider the probability flux in and out of state 1, we obtain and similarly, for state 2, From the normalisation condition, we know that It follows that the steady state probability distribution is P = These computed steady state probabilities can now be substituted in equation 3 for evaluating and
Determination of the mean time to failure (first passage time)
Computing the mean time to failure (first passage time)
, we consider first the case where there is no direct transition between states i and j. When in state S, the system may transfer to state i or to state j. Let denote the probability of the first (transferring to state i) and denote the probability of moving from state S to state j i.e 1. In view of astronomical cost associated with maintenance, is it economical to run equipment to failure and then replace? 2. How often should the equipment be inspected to minimize the total costs of repair and maintenance? 3. Can the deterioration (ageing) process be allowed to continue for an 'n' number of years? 4. What is the average number of years for the system to transfer from the current state to a failure state?
5. What is the expected time for the insulation to be in a particular deterioration state?
6. How many years will it take for the insulation to be in a particular deterioration state for the first time given that it is in a specified state now?
7. How long, on the average, will each deterioration state last?
A structure plan of the complete algorithm for predicting the remaining life of transformer insulation as well as providing solutions to the various questions raised above is shown in figure 7 . The algorithm adopt a 'top down' approach so as to cultivate a mental discipline of getting the logic of the problem clear before attempting to develop the computer program. Failure rate E s t im a t e d M e a n t im e t o t r a n s f o rm e r f a il 
