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Abstract—The video compression standards commonly 
adopted in wireless multimedia services utilize variable 
length codes (VLC) in order to attain high compression ra-
tios.  While providing the high data rates required, this 
technique makes the system more susceptible to transmis-
sion errors.  Thus the end-to-end quality of the video stream 
transmitted over an error-prone channel depends on the 
detection, and concealment of the corrupted macroblocks.   
The error detection capability of standard decoders is quite 
limited, for example, in the case of the H.263+ codec around 
40.54% of the corrupted macroblocks are undetected, plac-
ing a bound on the perceived quality of the reconstructed 
video sequence. 
This paper presents a novel solution using eight pixel do-
main dissimilarity metrics computed in the CIE LUV color 
space which can be used at decode time to improve the error 
detection rate of the standard decoder.  The spatial dissimi-
larity metric has been found to perform the best with an 
average increase in error detection rate of 60.38% when 
compared to the standard decoder (about 20% more than 
other published results) with 0% of false detection and a 
gain in peak signal-to-noise ratio (PSNR) of 3.94 dB.    
Keywords— Error detection coding, Quality assurance, 
Video codecs, Video signal processing. 
I. INTRODUCTION 
Wireless multimedia services, such as Digital TV 
broadcasting, video-telephony, and videoconferencing 
applications, have become increasingly popular in recent 
years.  Most international standards for video compres-
sion, such as H.261 [1], H.263+ [2], MPEG-1 [3], MPEG-
2 [4] and MPEG-4 [5] rely on inter-frame predictive cod-
ing and block based discrete cosine transform (DCT) in 
order to exploit both temporal and spatial redundancy pre-
sent in the video sequence.  Variable length codes (VLC) 
are then used to provide the required compression rates. 
The resulting compressed video sequence is more vul-
nerable to transmission errors, where a single corrupted bit 
will cause loss in synchronization between the encoder 
and decoder until the next synchronization marker, which 
is placed in every group of block (GOB) and Picture 
header.  This results in a number of corrupted macrob-
locks (MBs) causing annoying visual artifacts which 
propagate both in the temporal and spatial domains. 
In order to improve the video quality transmitted over a 
noisy wireless channel, several concealment algorithms 
were proposed in literature [6] – [8].  For these algorithms 
to operate appropriately, accurate detection and localiza-
tion of the transmission errors is required.  Most error 
concealment algorithms employ syntax and semantic 
based error detection capabilities provided by the standard 
decoder. In [9] it was revealed that the error detection 
capabilities of the standard decoder are quite limited.  
Taking the case of the H.263+ decoder as an example, this 
decoder does not manage to detect, on average, 40.54% of 
the corrupted macroblocks.  
Another bit-level error detection approach was sug-
gested in [10], where a reversible VLC (RVLC) was pro-
posed.   This allows the compressed stream to be decoded 
in both forward and backward directions to maximize the 
error detection capabilities of the decoder.  The perform-
ance of the RVLC is limited by the fact that not all errors 
provide syntax and semantic violations.  Moreover, it does 
not manage to detect the exact location of the corrupted 
macroblocks.  This method has also the disadvantage of 
wasting resources as some errors have no impact on the 
quality of the video, and therefore it is useless trying to 
correct them [11].  For the latter reason, error detection at 
picture level was considered a better solution and used in 
this work. 
Throughout the implementation of this work it was ob-
served that error detection can be enhanced by considering 
the following two properties:  
(1) Spatial Consistency – The boundaries across a 
corrupted macroblock will be irregular;  
(2) Temporal Consistency – A corrupted macroblock 
should be temporally significantly different than 
the motion compensated macroblock in the previ-
ous frame.  
The spatial consistency property was investigated in 
[11] – [16].  The dissimilarity metrics defined in these 
publications only manage to detect 20% - 40% of the cor-
rupted macroblocks.  Moreover, these approaches result in 
a number of false detections which will reduce the quality 
of the received video even when operating under an error 
free condition.   
An iterative error detection and concealment approach 
was presented in [11].  Although this algorithm achieves a 
substantial gain in peak signal-to-noise ratio (PSNR), this 
is achieved with a significant increase in computational 
time required by the decoder which makes it unsuitable 
for real-time applications.   
The error detection algorithms used in [11 – 16] are 
performed in the YUV color space, which is not a uni-
formly perceptual color model.  Moreover, these features 
require the whole frame to be decoded resulting in addi-
tional delays in the system.  
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The temporal consistency property was only exploited 
in [17].  This algorithm achieves an average gain in PSNR 
of 3.32 dB at a bit error rate (BER) of 1.30E-3.  This dis-
similarity metric was only tested on videoconferencing 
like sequences, where the performance of the algorithm is 
relatively good.  However, the proposed algorithm is sig-
nificantly dependent on movement and the false detection 
rate will increase significantly when fast moving objects 
or camera movements are present in the video sequence. 
In order to reduce computational complexity, an error 
detection algorithm for DCT based codecs in the com-
pressed domain was proposed in [18].  However, the au-
thors have tested the algorithm on just one video sequence 
and therefore the algorithm may be sequence dependent. 
In this paper, a novel approach based on eight dissimi-
larity metrics, which exploits both the temporal and spatial 
consistency properties, is proposed.  These dissimilarity 
metrics were computed in the CIE LUV color space, since 
it was found to perform best when compared to other 
color models.  The CIE LUV color space model is percep-
tually uniform and is very popular in the television and 
video displays industry [19]. 
The major advantage of the proposed dissimilarity met-
rics is that error detection can be performed at decode 
time, and therefore no additional delay is introduced in the 
system.  It was found that the spatial dissimilarity metric 
performs best with an increase in average error detection 
of 60.38% when compared to the standard decoder, with a 
gain in PSNR of 3.94 dB, and a false detection rate of 0%.  
These results outperform other results found in literature. 
This paper is organized as follows. An overview of the 
distortion caused by channel bit errors is presented in Sec-
tion II, followed by a discussion on the importance of the 
color space model in solving error detection problems.  In 
Section IV the dissimilarity metrics are described in some 
detail. The simulation results are delivered in Section V 
while the final comments and conclusion are provided in 
Section VI. 
II. DISTORTION CAUSED BY TRANSMISSION ERRORS 
Most video coding standards support two coding 
modes, INTRA and INTER modes.  INTRA coded mac-
roblocks are spatially encoded using the DCT transform, 
quantized, zigzag pattern encoded and VLC coded.  When 
operating in INTER mode, the motion estimation process 
is used to derive the motion vector.  The difference be-
tween the prediction and current macroblock is spatially 
encoded, quantized, zigzag-pattern encoded and VLC 
encoded. 
While providing good compression, VLC data suffers 
from the fact that, when transmission errors occur, the 
incoming bitstream can still form valid entries in the VLC 
table, and the decoder may not detect the occurrence of an 
error [15].  In such situations, the decoder will continue 
decoding the unsynchronized sequence until a syntax or 
and semantic violation is encountered. 
Fig. 1 shows a decoded frame of the Akiyo sequence 
with distortions caused by channel errors.  Two main 
types of distortions, which are typically observed in cor-
rupted video sequences, are shown in this figure.  These 
are: 
1. Type I – A corrupted 16 x 16 pixel macrob-
lock whose color and texture are significantly 
irregular in both the spatial and the temporal 
domain. 
2. Type II – A single corrupted 8 x 8 pixel block 
whose color and texture is irregular in both the 
spatial and the temporal domain.  
Type I errors are usually caused by either a corrupted 
DC coefficient of the chrominance components or else a 
corrupted VLC codeword which is mapped to a valid but 
incorrect run-level pair.  Type II errors are usually caused 
by a corrupted luminance DC coefficient.   
Both Type I and Type II corrupted macroblocks will be 
present in the decoded sequence if the error detection ca-
pabilities of the decoder are not enhanced.  From Fig. 1, it 
can be observed that these corrupted blocks are highly 
perceivable and contribute significantly to the reduction in 
quality perceived by the end-user.  Eliminating these dis-
tortions will significantly improve the quality of the de-
coded video sequence.  To successfully conceal these im-
pairments the corrupted macroblock must be accurately 
detected and localized by the error detection algorithm. 
 
 
Fig. 1 A decoded frame of the Akiyo sequence repre-
senting the two main distortions caused by channel errors. 
III. COLOR SPACE SELECTION 
It is evident from the previous section that most of the 
transmission errors result in corrupted blocks whose color 
does not fit in both space and time.  Thus, color plays an 
important role in error detection algorithms and therefore, 
selecting the appropriate color space model (where the 
dissimilarity metrics will be computed) becomes of fun-
damental importance. 
A number of color spaces were considered in this work 
including the YUV, RGB, HSV, CIE LAB and CIE LUV.  
The simulation results presented later in this work show 
that the CIE LAB and CIE LUV color spaces outperform 
the other color spaces.  This is because, YUV, RGB, and 
HSV color spaces are perceptually non-linear, i.e. equal 
distances in the space do not in general correspond to per-
ceptually equal color sensations [19].  Moreover, it was 
found that the CIE LUV color model performs slightly 
better than the CIE LAB color space, and therefore the 
proposed dissimilarity metrics were computed in the CIE 
LUV color space. 
1086
IV. DISSIMILARITY METRICS 
A. Spatial Feature Extraction 
1) Average Intersample Difference across 
Boundaries (AIDB) 
In natural video sequences, the pixels generally vary 
smoothly across boundaries, even in the presence of edges 
[11].  In order to exploit this property, the AIDB dissimi-
larity metric was used.  The technique we employed is 
illustrated in Fig. 2, where only the upper (Xmb,gob-1) and 
left (Xmb-1,gob) macroblocks were considered, thus utilizing 
half the information used in [11], [12].  This allows this 
dissimilarity metric to be computed at decoding time.  The 
AIDB is capable of detecting most of the Type I errors but 
Type II errors usually remain undetected. 
The AIDB of a K x K dimensional macroblock Xmb,gob 
is given by: 
 { }1 , 1, , , 1,0 , 1 0, 1,
0
1
2
K
mb gob mb gob mb gob mb gob
AIDB i i K i K i
i
d x x x x
K
− − −
− −
=
= − + −∑ (1) 
where • represents the Euclidean distance in CIE LUV 
color space. 
 
 
 
Fig. 2 Boundary pixels used to derive the AIDB dis-
similarity metric 
2) Internal Average Intersample Difference across 
Boundaries (IAIDB) 
Similar to the AIDB, the IAIDB is based on the fact 
that for an uncorrupted macroblock the transition between 
pixels at the boundary of the blocks is smooth.  On the 
other hand, if a block is corrupted there will be a signifi-
cant difference between adjacent blocks.  As illustrated in 
Fig. 3, the IAIDB computes the sum of Euclidean dis-
tances between boundary block pixels in CIE LUV color 
space. 
  
 
Fig. 3 Block boundary pixels used to derive the IAIDB 
dissimilarity metric for block B0 
The IAIDB metric for each block b is computed using: 
 { }12 , , , ,
0
1
K
b above below left right
IAIDB i b i b i b i b
i
d b b b b
K
−
=
= − + −∑  (2) 
Therefore the array bIAIDBd contains the IAIDB dissimi-
larity metric of each block. The resulting metric is derived 
using the equation: 
 ( ) ( )max max 2b bIAIDB IAIDB IAIDBd d d= −  (3) 
where max( • ) provides the maximum value and max2( • ) 
represents the second maximum value from the array.  
This metric can be used to detect Type II errors.  
3) Spatial Dissimilarity Metric 
The spatial dissimilarity metric combines the AIDB and 
IAIDB in order to detect both Type I and Type II errors.  
This is achieved through: 
 S AIDB IAIDBd d d= +  (4) 
 
B. Temporal Feature Extraction 
1) Sum of Euclidean Pixel Difference (SED) 
The SED dissimilarity metric is based on the fact that 
for an uncorrupted macroblock the pixel transition of a 
macroblock and the corresponding macroblock in the pre-
vious frame varies smoothly.  This dissimilarity metric is 
adopted to detect Type I errors and is computed by deriv-
ing the total Euclidean difference between the pixels con-
tained in a macroblock Xt and the motion compensated    
K x K dimensional block Xt-1.  This is formally given by:   
 ( ) ( )1 1 1
0 0
1 , ,
K K
SED t t
i j
d x i j x i j
K K
− −
−
= =
= −× ∑∑  (5) 
where i and j are the pixel coordinates of a K x K dimen-
sional block. 
2) Chi-Square Histogram Difference Test (χ2HDT) 
Another temporal feature which can be used to detect 
Type I errors is the χ2HDT which is based on the same 
concept of the SED dissimilarity metric.  In order to detect 
whether a macroblock is corrupted or not, a 3-D color 
histogram in CIE LUV color space was set for each mac-
roblock Xt and the corresponding K x K dimensional mo-
tion compensated macroblock Xt-1 in the previous frame.  
Since the CIE LUV color model is perceptually uniform, 
the bins can be selected uniformly.  Through simulation it 
was found that 25 bins provide the best compromise be-
tween error detection and false detection rate. 
From the simulation results, it was found that the modi-
fied version of the Chi-Square Test [20] performs better 
than the traditional Chi-Square Test. The χ2HDT dissimi-
larity metric is evaluated as follows: 
 
( )
( )2
2
, 1,
1 , 1,max ,
B
t b t b
HDT
b t b t b
x x
d
x xχ
−
= −
−= ∑  (6) 
where B is the total number of bins.  
3) Internal Sum of Euclidean Difference (ISED) 
In order to enhance the error detection capabilities of 
Type II errors, the ISED algorithm, which is based on the 
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same concept as the IAIDB, can be used.  However, in-
stead of evaluating the difference of each block across 
boundaries, the total Euclidean difference between pixels 
of each block within macroblock Xt and the corresponding 
block within macroblock Xt-1 is evaluated. This can be 
done using the following equation for each block b:  
 ( ) ( )1 12 2 , 1,
0 0
4 , ,
K K
b
ISED t b t b
i j
d x i j x i j
K K
− −
−
= =
= −× ∑ ∑  (7) 
The ISED dissimilarity metric of each block is con-
tained within bISEDd . The resulting ISED dissimilarity met-
ric, which will be used for error detection of Type II er-
rors, is computed as follows: 
 ( ) ( )max max 2b bISED ISED ISEDd d d= −  (8) 
where max( • ) and max2( • ) represent the maximum and 
the second maximum value from the array respectively. 
4) Temporal Dissimilarity Metric 
The temporal dissimilarity metric combines the effect 
of both the SED and the ISED dissimilarity metric to-
gether, and is given by: 
 T SED ISEDd d d= +  (9) 
C. Spatio-Temporal  Feature Extraction 
The combined effect of the spatial and temporal dis-
similarity metric is termed as being the spatio-temporal 
dissimilarity metric and is derived as: 
 S T spatial temporald d d− = +  (10) 
V. SIMULATION RESULTS 
A. Color Space Selection 
The aim of the dissimilarity metrics described in the 
previous section is to provide small metrics for uncor-
rupted macroblocks and large metrics for corrupted mac-
roblocks.  However, as illustrated in Fig. 4, these classes 
usually overlap and therefore a macroblock cannot be eas-
ily classified as being corrupted or not. 
    
 
Fig. 4 Probability density function of Good (uncor-
rupted MBs) and Bad (corrupted MBs)  
 
To identify the color model where the above mentioned 
metrics will be computed, the joint probability of detect-
ing a corrupted macroblock without having false detec-
tions, P (bad, no false detection), should be maximized.  
The SED dissimilarity metric was computed for different 
test video sequences (“Erik”, “Silent”, “Akiyo”, “News” 
and “Football”) at different color spaces and the results 
obtained are summarized in Table I. Similar values were 
achieved when computing the other dissimilarity metrics.  
TABLE I. COLOR SPACE SEPARATION TEST 
Color Space p(bad, no false detection) 
CIE LAB 70.37% 
CIE LUV 71.54% 
RGB 15.79% 
YUV 22.52% 
HSV 67.75% 
 
These results clearly show that the dissimilarity metrics 
perform better when operating in a perceptually uniform 
color space, such as the CIE LAB and CIE LUV color 
models.  Moreover, performance in the CIE LUV color 
space was best and therefore the proposed dissimilarity 
metrics were computed in this color space.    
B. Error Detection Algorithm Testing 
The performance of the proposed dissimilarity metrics 
was evaluated by calculating the probability of success-
fully detecting a corrupted macroblock without having 
false detections.  The video test sequences were analyzed 
using this algorithm and the results obtained are summa-
rized in Table II.  From these results it can be immediately 
seen that the combined spatial and temporal dissimilarity 
metrics perform better than the individual metrics.  More-
over, the spatial, temporal and spatio-temporal dissimilar-
ity metrics manage to separate the classes quite effec-
tively.  
TABLE II. DISSIMILARITY METRIC CLASS SEPARATION TEST 
Diss.    
Metric p(bad, no false detection) 
dAIDB 68.98% 
dIAIDB 32.65% 
dSED 60.50% 
dISED 15.15% 
dχ2HDT 25.84% 
dS 73.01% 
dT 63.53% 
dS-T 74.12% 
 
The video test sequences stored at CIF resolution were 
compressed by an H.263+ Decoder.  The resulting com-
pressed bitstream was corrupted with a BER of 1.30E-3.  
If a syntax or semantic error is detected by the H.263+ 
Decoder, all the macroblocks which follow the detected 
error up to the next synchronization marker are concealed.  
Otherwise, the spatial, temporal and spatio-temporal dis-
similarity metrics are computed.  If the dissimilarity met-
ric is superior to a defined global threshold, an error is 
flagged to the decoder and the following macroblocks are 
concealed.   
The global thresholds (T) employed in the simulation 
were derived heuristically in order to maximize the prob-
ability of good error detection (P (ED)) with zero false 
detection rate (P (FD)).  The error concealment adopted 
by the system replaces the macroblocks with the motion 
compensated macroblock from the previous frame whose 
motion vector is the median of the neighboring macrob-
locks. 
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Table III summarizes the performance of the spatial, 
temporal and spatio-temporal dissimilarity metrics.  In 
order to derive more accurately the false detection rate, a 
larger collection of video sequences consisting of a total 
of 2500 frames all encoded in CIF resolution was consid-
ered. 
TABLE III. ERROR DETECTION CAPABILITIES 
Diss. 
Metric T P(ED) p(FD) 
PSNR 
Gain 
dS 118.6123 60.38% 0.00% 3.94dB 
dT 238.5880 18.99% 0.00% 1.58dB 
dS-T 302.0270 49.29% 0.00% 3.41dB 
 
From these results it was found that the spatial and spa-
tio-temporal dissimilarity metrics outperform the perform-
ance of other error-detection algorithms present in litera-
ture.  Applying these dissimilarity metrics in the CIE LUV 
color space has significantly increased the error detection 
capabilities of the H.263+ decoder.  
The temporal and spatio-temporal dissimilarity metrics 
have performed well on videoconferencing like sequences 
such as “Erik”, “Silent” and “Akiyo”.  However, their 
performance dropped in the presence of shots such as in 
the “News” sequence and fast moving objects such as in 
the “Football” sequence. 
The spatial dissimilarity metric utilizes only the spatial 
information and therefore its performance does not de-
grade in the presence of shots or fast moving objects.  
Therefore, the spatial dissimilarity metric is the most ro-
bust and manages to detect on average 60.38% of the cor-
rupted macroblocks which were not detected by the stan-
dard decoder, with a gain in PSNR of 3.94 dB.  The gain 
in quality can be also evaluated subjectively from Fig. 5.  
Moreover, the false detection rate is 0% and therefore the 
quality of the uncorrupted video sequences will not drop.  
 
 
 
 
Fig. 5 Frame 8 of a corrupted Akiyo Sequence using (a) 
the standard H.263+ Decoder (b) the enhanced H.263+ 
Decoder with the spatial dissimilarity metric.   
VI.   COMMENTS AND CONCLUESION 
This paper presents a novel algorithm based on eight 
different dissimilarity metrics which can be employed to 
enhance the error detection capabilities of the standard 
video decoder.  These metrics were tested on a wide range 
of video sequences including videoconferencing like se-
quences and sports sequences.  From these tests it 
emerged that computing these metrics in a perceptually 
uniform color space results in a significant gain in per-
formance. 
The spatial dissimilarity metric has performed the best 
overall, and it outperforms other metrics published in lit-
erature by providing around 20% increase in the error 
detection rate.  On the other hand, the spatio-temporal 
dissimilarity metric performs well when no shots or fast 
moving objects are present in the sequence.  The results 
presented in this paper refer to the H.263+ codec, how-
ever, similar results are expected when other standard 
video codecs are adopted.   
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