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Abstract
The near-wake aerodynamics of space launch vehicles is characterized by complex in-teractions between external flow, separated recirculation flow, and jet flow. The im-
plications may seriously affect the overall performance and safety. An experimental wind
tunnel investigation of subscale models in subsonic freestream conditions is presented,
focusing on the spatio-temporal behavior of the wake. Three base configurations with
different levels of abstraction were contemplated, namely ‘truncated bluff base’, ‘dummy
nozzle’, and ‘supersonic overexpanded jet’. The experiments combined several flow field
and surface pressure measurement techniques.
The recirculation system of the bluff base geometry exhibits a pronounced sensitivity
towards small freestream angles. A spectral and modal analysis of the time-dependent
fluctuations reveals the occurrence of a discontinuous and arbitrarily oriented vortex shed-
ding mode, whose relative energy is comparably low. The dummy nozzle extension further
suppresses this mode and the angular sensitivity through geometric blockage. A reattach-
ment of the external flow shortly upstream of the nozzle exit plane was observed, resulting
in high-frequency fluctuations connected to the main body’s shear layer. The entrainment
caused by the supersonic jet evokes a relocation of both primary vortex system and reat-
tachment. In contrast to the velocity fluctuations, the surface pressure fluctuations are
strongly enhanced as a consequence of jet noise. Distinct acoustic modes were identified
and attributed to the geometry of the shock cell system.
In summary, this thesis offers two main conclusions. Firstly, the angular sensitivity
strongly impacts bluff bodies with truncated base, resulting in a local minimum of the base
drag for a symmetric wake layout. When comparing different studies (i.e., experimental
and numerical), the respective freestream conditions have to be monitored carefully to
draw correct conclusions. Secondly, the jet configuration revealed that at least for sub-
sonic freestream conditions, the fluctuation environment consists of a multitude of modes
(jet noise, reattaching shear layer, etc.) rather than a single phenomenon (i.e., vortex
shedding). Hence, future launcher designs or measures of flow control have to adapt to a
rather broad-banded environment.
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Zusammenfassung
Die Nachlaufströmung von Raumtransportsystemen wird durch die komplexe Interak-tion von Außenströmung, abgelöstem Rezirkulationsgebiet und Treibstrahl geprägt.
Die damit verbundenen Phänomene können die Gesamtleistung und Sicherheit maßge-
blich beeinflussen. Die Arbeit stellt experimentelle Windkanalmessungen an Modellge-
ometrien in Unterschallanströmung vor, und befasst sich besonders mit dem räumlich-
zeitlichen Verhalten des Nachlaufes. Es wurden drei verschiedene Heckkonfigurationen
auf unterschiedlichen Abstraktionsebenen betrachtet (‘stumpfes Heck’, ‘Düsenattrappe’
und ‘überexpandierter Überschallschubstrahl’). Die Untersuchungen kombinierten ver-
schiedene Methoden der Strömungsfeld- und Oberflächendruckmessung.
Das Rezirkulationsgebiet des stumpfen Hecks weist eine ausgeprägte Sensitivität gegen-
über kleinen Anströmwinkeländerungen auf. Eine spektrale und modale Analyse der
zeitabhängigen Fluktuationen belegt das Auftreten einer diskontinuierlichen und zufällig
orientierten Wirbelablösung, deren relative Energie vergleichsweise gering ist. Die Düse-
nattrappe unterdrückt sowohl die Winkelabhängigkeit wie auch die periodische Ablösung
infolge geometrischer Verblockung. Es wurde ein Wiederanlegen der Außenströmung an
die Düsenkontur beobachtet, wobei hochfrequente Schwankungen aufgrund der Scher-
schicht des Hauptkörpers auftraten. Der Schubstrahl bewirkt infolge von Vermischungsef-
fekten eine Verlagerung von Rezirkulation und Wiederanlegepunkt. Die Druckschwankun-
gen im Heckbereich sind durch den Strahllärm stark erhöht, und es wurden ausgeprägte,
durch die Zellstruktur des Strahls hervorgerufene akustische Moden nachgewiesen.
Im Wesentlichen wurden zwei Schlussfolgerungen erarbeitet. Erstens unterliegen Strö-
mungskörper mit stumpfem Heck in besonderem Maße dem Einfluss kleiner Anstell- oder
Schiebewinkel, wodurch sich unter anderem ein Minimum des Heckwiderstandes bei sym-
metrischen Bedingungen erklärt. Werden unterschiedliche Studien betrachtet (z.B. ex-
perimentell und numerisch), so müssen die jeweiligen Anströmbedingungen sorgfältig ver-
glichen werden, um die korrekten Schlüsse zu ziehen. Zweitens sind die Fluktuationen bei
Konfigurationen mit Schubstrahl durch eine Vielzahl von Moden (Strahllärm, wiederan-
legende Scherschicht, etc.) und nicht durch einen einzelnen Modus (z.B. Wirbelablösung)
geprägt. Beim Entwurf zukünftiger Raumtransporter oder Maßnahmen zur Strömungs-
beeinflussung muss daher eine breitbandige Umgebung beachtet werden.
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1 Introduction
Spacecraft engineering has gained an ever increasing importance in both daily lifeand scientific research over the last decades. The most important fields of application
include [16]: Communications, weather forecast, earth observation, navigation, military,
and scientific experiments.
The launch system inherently plays a major role in spaceflight due to the high velocity
demands in different orbits, for example about 3 km/s in a geostationary earth orbit. Only
considering commercially available launch capacities, the Federal Aviation Administration
forecasts a stable development within the next ten years (2012-2021), with an average of
29 launches and 51 satellites per year [1]. Reviewing space programs in the last decades,
a clear trend towards increasing on-orbit masses is evident. This especially holds true
regarding scientific payloads. For example, the International Space Station weighed about
420 tons by 2012, which is more than 20 times the mass of Saljut 1, the first manned space
station launched in 1971.
On the other hand, the list of heavy-lift vehicles is still headed by the Apollo-era Saturn V
launcher with a low earth orbit-performance of more than 100 tons. This fact may partly
be attributed to budget cutbacks after the loss of public interest in spaceflight since the
‘race to the moon’ in the 1960’s, and after the end of the cold-war era. Nevertheless, major
space programs still set new impulses for technological advances in launcher technology.
For example, the European Ministerial Council of November 2012 decided to strengthen
the competitiveness of Europe’s space launchers by the approval of the Ariane 5 midlife
evolution program and initial design studies for the Ariane 6 [30]. Other launch vehicles
expected to become available within the next few years include Epsilon (Japan), or new
derivatives of the Falcon (USA) and Long March (China) families [1].
Amongst others, the near-wake aerodynamics strongly affects both reliability and perfor-
mance of space launchers during the atmospheric part of the trajectory [40]. The wake
is usually dominated by the interaction of external flow (separating from the bluff-based
main stage), recirculation flow, jet flow, and corresponding shear layers. Large-scale dy-
namic fluctuations yield structural excitation (i.e., base buffeting), whereas areas of low
static pressure result in an increased base drag. At this point, it is worth mentioning that
base buffeting, for example, caused the failure of Ariane flight V517 [40], whereas base
drag may claim a large share of the launcher’s total drag [62].
Consequently, the near-wake needs to be addressed during the development of future
space launchers. In particular, this includes the comprehension and, in later stages, the
prediction and control of near-wake phenomena. Since telemetry and measurement devices
are strictly limited during full-scale launches, investigations are usually conducted using
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numerical simulations and subscale experiments. An overview of past research activities
on this topic will be given in the subsequent chapter. In summary, most investigations
suffer at least from one of the following shortcomings:
• There are numerous publications on fundamental bluff-body geometries, which are
not specifically adapted to space launchers. In this case, the relevance of the results
remains questionable due to the lack of similarity.
• On the other hand, some industry-driven investigations use very detailed launcher
models. In this case, even small geometric changes may induce considerable alter-
ations of the flow field, possibly masking the fundamental aerodynamic processes.
• The phenomena are sometimes only fragmentarily understood due to the lack of
comprehensive measurement data. This, for example, includes missing correlations
between flow and pressure fields, or the unknown volumetric structure of the wake.
Hence, the main objectives of this thesis can be summarized by the following central
questions:
What is the spatio-temporal behavior of both near-wake flow and associated
surface pressure fields for three-dimensional bluff bodies?
What is the influence of launcher-specific afterbody features, like thrust nozzle
and supersonic jet, compared to bluff bodies with truncated base?
The current work addresses these questions through experimental wind tunnel investiga-
tions on subscale launcher models in subsonic freestream conditions. Within the scope of
the first question, a generic rocket model consisting of a slender body of revolution with
truncated base plane will be investigated. The second question additionally considers the
integration of a thrust nozzle with supersonic jet flow. A multitude of measurement tech-
niques (particle image velocimetry, Schlieren measurements, static and dynamic pressure
measurements, hot-wire anemometry) is combined to enable a comprehensive evaluation
of the near-wake region.
The investigations were performed at the Institute of Aerospace Systems (ILR) at RWTH
Aachen University between 2008 and 2012, taking part in the ‘base flows’-division of the
German Collaborative Research Center SFB/TRR-40 ‘Fundamental Technologies for the
Development of Future Space-Transport-System Components’. In addition to the sub-
sonic freestream conditions presented hereafter, the SFB/TRR-40 features further exper-
imental and numerical investigations for a wide range of flow conditions up to hypersonic
freestream velocities. Using a common set of generic geometries, a comprehensive evalu-
ation of large parts of a launcher’s atmospheric trajectory for Mach numbers between 0.2
and 6.0 was achieved. Hence, this thesis also features comparisons to other projects of the
SFB/TRR-40, particularly to numerical simulations of the current test case. Taken to-
gether, the results meet the demand for comprehension and prediction of the near-wake.
The wake control will be addressed in subsequent studies based on the current results,
enabling the development of improved launcher designs.
2 State of the Art
This chapter presents the current state of the art concerning near-wake flows, focusingon launcher-related issues. A careful literature review will underline the knowledge
and conclusions readily available from past investigations, but also reveal their shortcom-
ings. With respect to the two fundamental questions already postulated in the introduc-
tion, the state of the art is divided into ‘general characteristics’ (section 2.1) and ‘appli-
cation to space launchers’ (section 2.2). Based on these considerations, the motivation of
this thesis is further refined in section 2.3.
2.1 General characteristics
In its highest level of abstraction, a space launcher may be described by a slender,rotationally symmetric body with a ‘simple’ truncated bluff base, creating a distinct
wake structure. Despite its apparent simplicity, this type of flow still contains many
unknown relations, which will -at least partly- be addressed hereafter.
To start with, the terms ‘bluff body’ and ‘near-wake’ need to be defined properly. The
attribute ‘bluff’ (or ‘blunt’) is sometimes ambiguous and subject to discussions. The
current section follows the argumentation of Hucho [46], whose publication has become a
reference standard for this type of flows.
In terms of aerodynamics, the flowfield around bluff bodies is characterized by distinct
regions of separated flow. Hence, the definition of ‘bluff’ implies a non-streamlined geom-
etry. It is noted that also streamlined bodies may become bluff if operated at off-design
conditions. An example for this behavior is given by stalled airfoils at high angles of at-
tack. Bluff geometries feature at least one of the following characteristics:
• A high thickness ratio, meaning that the dimensions perpendicular to freestream
direction are similar to (or larger than) the dimension in freestream direction
• A sudden change of the external shape (e.g., kink, corner, etc.), which induces flow
separation, even though the overall shape might be slender
The current work only considers flow separation occurring at the rear end of the body,
creating a distinct wake structure. An explanatory sketch of this structure is given in fig-
ure 2.1 for a ‘simple’ truncated bluff base. The boundary layer attached to the body sep-
arates at the corner of the base yielding a shear layer, which is characterized by large ve-
locity gradients and corresponding roll-up mechanisms. In contrast to the shown sketch,
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there are also bluff bodies with a continuous base shape, featuring no geometrically fixed
separation location. The separation is then caused by a positive streamwise pressure gra-
dient ∂p/∂x, and its location is strongly dependent on several parameters (Reynolds num-
ber, surface roughness, etc.). However, this topic is not discussed in the current work,
since the considered model geometries always feature well-defined separation locations.
Figure 2.1 represents the general behavior of the time-averaged flowfield, whereas the
time-dependent, instantaneous flow usually differs for technically relevant Reynolds num-
bers. The time-dependent behavior and the related large-scale instability modes will be
discussed later in this section.
The shear layer (also called vortex layer) forms the dividing line between external flow
and separated base flow. The layer evokes mixing processes which transport fluid out of
the separation region. Consequently, the pressure in this region is lowered, and the shear
layer is bent inwards, in the direction of the centerline [46]. The streamlines emanating
from both upper and lower corners join some distance downstream of the base, forming a
free stagnation point, see figure 2.1. The general outline of the separated flow is roughly
semi-elliptical, and the shear stresses acting on its borders evoke a large-scale vortex
system forming a recirculation flow. The low static pressure in the base plane represents
the base drag, which significantly affects the total drag of bluff bodies.
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Figure 2.1: Wake of a bluff body [66]
In agreement to preceding publications
(e.g., see ref. [66]), the current thesis de-
fines the region shown in figure 2.1 as near-
wake. It is noted that there is no strin-
gent differentiation between the near- and
far-wake regions of a bluff body. The far-
wake is usually characterized by a velocity
deficit which is small in comparison to the
freestream velocity, e.g., ∆u ≤ 5%U∞, see
Rind and Castro [90].
The illustration in figure 2.1 can be in-
terpreted either as a two-dimensional (2-
D) wake, or as a planar slice of a
three-dimensional (3-D) wake. Of course,
any physical body is inherently three-
dimensional. However, if its extension per-
pendicular to the shown plane (‘spanwise’
direction) is comparably large, and the body’s cross-section is constant, it can be termed
(quasi) 2-D body. The average wake layout is then nearly constant for slices at different
spanwise positions, and approaches the hypothetic case of a body with infinite span. Bod-
ies like this were extensively investigated in basic research throughout the last decades,
i.e., cylinders with large spans and/or end plates, see refs. [15, 92, 121, 127]. 2-D test
cases provide a useful and relevant simplification for multiple applications. Nevertheless,
it is noted that the corresponding instantaneous velocity distributions may still contain
strongly three-dimensional, turbulent structures.
The current investigation considers 3-D bluff bodies, whose flowfield is a strong function
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of the spanwise coordinate. For this type of geometries, planar slices of the near-wake
still feature a set of counter-rotating vortices and a recirculation structure, similar to
the layout in figure 2.1 [46]. The volumetric structure of the recirculation system is a
closed vortex ring. Furthermore, the current thesis concentrates on axisymmetric bodies
of revolution, but also discusses non-symmetric influences like the wake of a sting support,
or the influence of non-zero freestream angles. It will be shown that there are distinct
differences between the near-wake of (quasi) 2-D and 3-D bodies, even though the planar,
time-averaged flowfield is similar.
The time-averaged flowfield only provides a very poor approximation of the instantaneous
conditions. The wake region of bluff bodies is inseparably linked to large-scale periodic
fluctuations, which, for example, appear in form of the well-known Kármán vortex street
caused by an instability of the free shear layer. Regarding possible applications, a study
of the unsteadiness is important for several reasons:
• There is a strong relation between periodic shedding processes and base pressure,
for example illustrated by the comprehensive review in ref. [127]. Inspired by this
relation, numerous research projects concentrated on a modification of the dynamic
wake modes to reduce the base drag of aeronautic vehicles. Possible solutions range
from simple geometric modifications like split plates [59] or trailing disks [118] to
sophisticated active flow control strategies [81].
• Periodic wake motions are known to induce structural loads and vibrations, which
may seriously affect the operational limits. In particular, antisymmetric side-loads
in the nozzle surface need to be monitored during the launch phase of space vehicles,
e.g., see ref. [119]. Details will be discussed in the next section.
In addition, the unsteadiness of bluff body wakes is frequently used as a well-documented
benchmark for aerodynamic measurement or simulation techniques.
ReD < 50
laminar steady 
wake
ReD → 0
creeping flow
50 < ReD < 150
laminar unsteady 
wake
ReD > 300
turbulent unsteady 
wake
shedded vortices shedded vortices
Figure 2.2: Near-wake layout of a 2-D cylinder for different Reynolds numbers, adapted
from ref. [46]
The first systematic and time-resolving analysis of the wake of 2-D cylinders was con-
ducted in the 1950’s by Roshko [92], who used hot-wire anemometry to perform spectral
analyses at different Reynolds numbers. Hucho [46] provided a comprehensive summary of
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both Roshko’s work and subsequent studies. Since the conclusions are relevant for the cur-
rent work despite the 2-D character of the flow, a short summary is given in the following:
• Very low Reynolds numbers (Re → 0) are characterized by creeping flow (Stokes
flow). The wake exhibits neither flow separation nor recirculation. A sketch is given
in figure 2.2, left.
• For low Reynolds numbers, ReD < 50, the wake is symmetric and steady, but reveals
flow separation and a system of counter-rotating vortices. A sketch of the cylinder’s
wake in this regime is given in figure 2.2, center-left.
• The successive but narrow region (50 < ReD < 150) is characterized by the onset
of periodic vortex shedding in a laminar wake, creating the distinctive Kármán
street. The normalized shedding frequency by means of the Strouhal number, StD =
f DU−1∞ , increases with increasing Re-number from about 0.12 to 0.2 [92]. The wake
structure is depicted in figure 2.2, center-right.
• After passing a transition regime, the wake is turbulent for ReD > 300. The large-
scale periodic motions are retained, although the influence of small-scale turbu-
lence steadily increases. In medium to high Reynolds ranges, O(ReD) ≈ 103 . . . 105,
StD is about 0.2 and only a weak function of the Reynolds number. Some publi-
cations report an asymptotic behavior towards a constant value, e.g., StD = 0.212
(Roshko [92]) or StD = 0.2417 (Wen and Lin [121]). It is noted that even though
the instantaneous wake flow may be asymmetric and increasingly chaotic, the time-
averaged counterpart still resembles the symmetric steady case [15, 127]. An in-
stantaneous sketch is given in figure 2.2, right.
A further increase of the Reynolds number evokes two consecutive changes associated to
the cylinder’s boundary layer, namely the formation of laminar separation bubbles with
turbulent reattachment, and the transition to a turbulent boundary layer [127]. However,
the vortex shedding mechanism is still observed in this supercritical regime at O(ReD) =
107, see ref. [91].
Although the 2-D cylinder may serve as an appropriate baseline reference, most applica-
tions require the consideration of 3-D geometries. A comprehensive overview of all related
publications (disks, spheres, cones, rectangular cross-sections, etc.) is beyond the scope
of the current work. Surprisingly, the 2-D cylinder’s Strouhal range of vortex shedding
is rather universal for various 3-D bluff bodies as well. Amongst others, experimental
results for slender axisymmetric geometries were provided by Weickgenannt and Monke-
witz [118], Sevilla and Martínez-Bazán [103], or Deprés et al. [26]. All aforementioned
publications report shedding mechanisms and corresponding Strouhal numbers between
0.2 and 0.3. Similar conclusions can also be drawn from time-resolving numerical simu-
lations. For example, Kawai and Fujii [52] performed hybrid Reynolds-averaged Navier-
Stokes/large eddy simulations (RANS/LES) of an axisymmetric model for a large range
of freestream Mach numbers between 0.52 and 4.0. Up to and including transonic condi-
tions, the vortex shedding and the corresponding instability of the shear layers is observed
at StD = 0.28. At supersonic speeds, the shedding frequency is reduced to StD = 0.2.
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The importance of periodic large-scale wake modes frequently stimulates a discussion on
the corresponding modal structure. Simply put, the question is how the Kármán vor-
tex street of a three-dimensional axisymmetric body is structured. Most aforementioned
studies (and also the current results presented later) agree that the shedding mode is an-
tisymmetric, i.e., there is a phase shift of pi between two points separated by a circumfer-
ential angle of ∆φ = 180◦. Consequently, this rules out symmetric ring-like vortex struc-
turesa. Referring to former studies on spheres [112] and disks [12], both Deprés [26] and
Deck [23] suggested that the mode is of helical type. A comprehensive study of vortex
shedding from a disk by Berger et al. [12] notes that the observed helical motion may
be fragmentarily or intermittently, and with random shifts of the rotational sense. The
strong susceptibility of the wake towards helical motion is then demonstrated through a
forced nutation of the disk. An appropriate excitation frequency, which is slightly de-
tuned from the natural shedding frequency to avoid resonance, immediately results in a
stable and phase-locked helix structure.
Helical shedding was also observed by Weickgenannt and Monkewitz [118] in the wake of
a slender rocket-like geometry for O(Re) = 103 . . . 104 using phase-averaged hotwire and
laser Doppler measurements. Interestingly, the authors emphasize that the helical mode is
not necessarily represented by a single spiraling ‘corkscrew’. For example, a superposition
of two counter-rotating helices evokes a ‘fishtail’ motion of the near-wake in a certain
arbitrary plane. As result, hairpin-shaped vortices are shed into the far wake, which is
also reported in several other publications. For example, a clear experimental evidence
of the hairpin structure is presented by Yaginuma [133], who applied dye visualization
to freely falling cones in a water tank up to Reynolds numbers of ReD = 7.73 · 103.
Hairpin vortex streets are also generated by spheres in high-Reynolds flows, as shown in
numerical detached eddy simulations (DES) by Constantinescu and Squires [21]. In the
fully turbulent regime, it is noted that the orientation (i.e., azimuth angle) of the shedding
plane is maintained for about 20 to 50 cycles, and may then randomly tilt to a different
orientation.
The bluff body wake is known to excite at least two other, less prominent periodic modes
apart from the well-known vortex shedding phenomenon. Both were extensively discussed
by Berger et al. [12] for disks and spheres. Firstly, the instability of the shear layer
and related roll-up mechanisms create high-frequency but small-scale fluctuations. In
Berger’s case, the corresponding frequencies are about one order of magnitude higher
than the vortex shedding frequency, and only observed in the immediate vicinity of the
shear layer’s initial stages. Secondly, a low-frequency, symmetric ‘pumping’ motion is
observed at StD ≈ 0.05, describing a periodic shortening and elongation of the separation
bubble. The related fluctuations are observed throughout the near-wake region but, in
contrast to the vortex shedding, not further downstream. The experimental studies by
Deprés et al. [26] prove that this low-frequency pumping motion is also observed for space
launcher geometries with and without nozzle by means of a rather broad and diffuse peak
at about StD = 0.08. Deprés et al. emphasize that this mode is supposed to be a general
characteristic of recirculating flows. Hence, it is also observed in backward-facing step
flows by means of a fluctuation of the reattachment point, for example see ref. [27].
aThe absence of vortex rings only refers to the large-scale mode at StD ≈ 0.2. In contrast, both time-
averaged near-wake and small-scale shear layer instabilities [24, 129] are ring-like or toroidal.
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2.2 Application to space launchers
Aerodynamics generally prefer streamlined shapes, nevertheless, certain types of ve-hicles cannot avoid blunt base geometries for several non-aerodynamic reasons. Apart
from space launchers, a typical example is given by road vehicles (in particular, truck-
trailer combinations), which are usually more or less bluff-based due to the demand for
internal volume, and length restrictions. The consequent base drag strongly influences
the total drag [55, 87]. An extensive discussion of all possible use cases is beyond the
scope of the current section. A rather surprising example is given by recent studies [9]
on bluff-based airfoils for transport aircraft. Even though airfoil aerodynamics are usu-
ally highly optimized, blunt trailing edges are still considered. They offer a large airfoil
thickness and, thus, a high internal volume and structural advantages.
The performance and operational safety of space launch vehicles can also be seriously af-
fected by near-wake aerodynamics, although this topic is inherently limited to the atmo-
spheric part of the corresponding ascent (or re-entry, if applicable) trajectory. The blunt
base geometry is predominantly attributed to the integration of chemical propulsion sys-
tems, i.e., a single or multiple supersonic jet nozzles. As a consequence, the base drag is
usually on the same order as the viscous forebody drag. This statement holds true for
both past designs (i.e., the Space Shuttle), as well as proposed studies for future vehi-
cles [124]. In contrast to road vehicles, very different flow regimes have to be considered,
ranging from sub- to hypersonic freestream conditions. Depending on geometry and in-
flow, the base drag claims up to two thirds of the total drag [62].
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Figure 2.3: Ariane 5 space launcher, true-to-scale drawing adapted from ref. [7]
As already mentioned, the current thesis is connected to the framework of the German
Collaborative Research Center ‘SFB/TRR-40’. The subdivision ‘B’ of this center addresses
the near-wake of launch vehicles, referring to the Ariane 5 heavy-lift launcher as use case.
A true-to-scale sketch of this application is given in figure 2.3. The main body consists of
a slender cylindrical geometry with an ogive-shaped nose section. The near-wake region of
the main stage is characterized by flow separation, which occurs at the junction between
main stage (D = 5.4m) and nozzle of the Vulcain 2 engine (D = 2.1m at nozzle exit).
The geometry in this area is highly complex. In addition to the basic axisymmetric outline
shown in figure 2.3, there are several asymmetric attachment parts like auxiliary tanks,
struts, tubes, etc.
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The baseline near-wake layout of bluff bodies, as discussed in figure 2.1, needs to be
refined in the current context by addition of some launcher-specific details. Figure 2.4
depicts a generic sketch and the main features of the Ariane 5’s base flow. The sketch also
complies with experimental results presented later in this thesis. Both flow separation
and recirculating vortex system are still the dominating phenomena of the near-wake.
ba
se jet nozzle
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external flow recirculation vortex system 
reattachment jet mixing 
layer
supersonic 
jet, shock 
cell pattern
Figure 2.4: Wake of a space launcher
However, the nozzle extension causes a
reattachment of external flow, replacing
the free stagnation point of truncated bluff
bodies. Beginning in the nozzle exit plane,
a mixing layer emerges between supersonic
thrust flow and surrounding flow, evoking
an entrainment of external fluid. The noz-
zle is generally operated in an unadapted
state, i.e., the nozzle exit pressure does
not match the surrounding ambient pres-
sure. This circumstance is connected to
the varying atmospheric conditions of the
trajectory, yielding a shock cell pattern and
a decreased net thrust. So far, rocket en-
gines with continuously adaptable geome-
try (i.e., aerospike engines) have only been
used in feasibility studies rather than real-
life applications. Furthermore, it noted that the sketch in figure 2.4 refers to subsonic
freestream velocities, which will be discussed in the current work. In super- or hyper-
sonic regime, the deflection of external flow is accompanied by additional expansion fans
and recompression shocks, for example see Herrin and Dutton [43] or Kawai and Fu-
jii [52]. However, the general recirculation structure and the qualitative near-wake layout
are maintained.
In addition to the aforementioned base drag issues, the Ariane 5 configuration suffers
from structural excitation caused by dynamic wake modes. An extensive discussion of
this topic was provided by Hannemann et al. [40], whose argumentation will be outlined
shortly here. During the high dynamic pressure phase of the trajectory, aerodynamic
excitation may cause a structural response called base buffeting. The corresponding loads
are most severe at transonic speeds. Buffeting was identified as possible risk since the
first Ariane 5 launch in 1996, flight V501 [132]. After the failure of Ariane flight V517 in
2002, the nozzle contour of the Vulcain 2 engine was shortened to reduce the buffet loads
acting on the nozzle’s surface. The underlying aerodynamic phenomenon is described
as large-scale, alternating, periodic vortex shedding, and connected to a Strouhal number
of St ≈ 0.2 [40]. This description bares a strong resemblance to the wake dynamics of
a cylinder (section 2.1). In particular, the vortex shedding is a general characteristic
of bluff body aerodynamics and not (necessarily) linked to transonic effects. In this
context, Kawai and Fujii observed that the dominant wake unsteadiness of both sub-
and transonic flows is identical [52]. The appearance of local shocks only amplifies the
shedding mechanism, yielding stronger pressure fluctuations and, thus, a higher buffeting
risk. In other words, also the current subsonic study provides additional insight to the
base buffeting mechanism.
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The buffet loads of the Ariane launcher triggered several investigations, which were partly
consolidated within the French CNES/ONERA ‘ATAC’ program or the ESA program
‘Unsteady Subscale Force Measurements within a Launch Vehicle Base Buffeting Envi-
ronment’. Several fields of research can be identified, which may be classified using the
following three categories:
• Reproduction of flight data and geometrical influences
Experimental studies on rather detailed, realistic model geometries were used to replicate
the actual in-flight conditions, and to optimize the base geometry with respect to the buffet
loads. For example, Geurts [37] summarized various wind tunnel campaigns, which were
conducted to validate changes of the Ariane 5 design, i.e., the shortened Vulcain 2 nozzle
after the failure of flight V517. The author also stressed the necessity of experiments
due to the uncertainties related to numerical results. A review of further publications
implies that the base flow properties are sensitive towards geometric changes of the rocket
model. Meliga and Reijasse [65] compared an Ariane-related model with and without
booster structures. It is reported that the presence of boosters significantly alters the wake
dynamics, as the antisymmetric StD = 0.2-mode switches to a symmetric StD ≈ 0.34-
mode. However, the authors encourage further investigations on 3-D effects, given that
the real buffet loads are clearly antisymmetric. In this context, Marié et al. [60] produced
evidence that not only the boosters themselves, but also the thin booster mounting struts
have a significant influence. The authors supposed that the struts disturb the inflow
conditions of the base plane and amplify the antisymmetric global shedding mode at
StD = 0.2. David and Radulovic [22] evaluated the surface pressure loads of wind tunnel
measurements at Mach numbers between 0.5 and 1.2, finding reasonable agreement to
flight data.
Dépres et al. [26] performed an experimental study on both blunt-based and jet nozzle
launcher configurations at high subsonic freestream conditions. Pressure spectra in the
surface of a short nozzle clearly identify antisymmetric vortex shedding mechanisms at
StD = 0.18 . . . 0.2. In this context, ‘short nozzle’ (Lnoz/D = 0.6) means that the shear
layer of the main body does not reattach to the nozzle body. The pressure spectra of a long
nozzle (Lnoz/D = 1.2) contrastingly show distinct high-frequency fluctuations due to the
reattaching shear layer. On the other hand, the vortex pairing and shedding is strongly
suppressed, even though some remnants are noticed in the mid-section of the nozzle. In
contrast to the current results shown later, Deprés et al. observed no shedding-related
peaks in the base pressure spectra of a blunt-based geometry without nozzle extension.
• Development and validation of numerical methods and simulations
The experimental data was also used to validate computational fluid dynamics (CFD).
High-fidelity approaches are required with respect to the complex flow structure including
three-dimensional geometries, large Mach ranges, and heated exhaust jets. For example,
Deck and Garnier [24] performed both DES and LES simulations of a generic launcher
afterbody at a freestream Mach number of 0.7. Test cases with and without supersonic
thrust jet were considered. Both DES and LES methodologies are able to identify the
relevant vortex shedding mode at StD = 0.2 and its antisymmetric structure. In a follow-
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up DES study [23], a good agreement to experimental data regarding both static and
fluctuating surface pressure was observed.
• Flow control
Several investigations aimed at a modification of the near-wake structure to dampen
pressure fluctuations in the base area. Meliga and Reijasse [64] presented an experimental
investigation of a generic Ariane-like three-body model (cylindrical main stage plus twin
boosters). A chevron skirt with serrated trailing edge was attached to the main body.
Consequently, the reattachment of external flow was shifted in downstream direction,
yielding a significant reduction of broad-banded pressure fluctuations (-30%). On this
basis, Schrijer et al. [99] conducted experiments using a generic main stage model (without
boosters) at Ma∞ = 0.7. Focus was set on the optimization of the chevron geometry,
which has a strong influence on possible load reductions. Best results were achieved for
a rather small, fine-scaled serration. However, Schrijer et al. also emphasized that an
elongation of the recirculation area might be accompanied with negative side-effects, i.e.,
the entrainment of hot exhaust gas into the base region. Other passive methods of flow
control include vortex generators mounted shortly upstream of the flow separation, see
Geurts [37]. Weiss and Deck [119] performed a hybrid RANS/LES simulation on a generic
rocket model with nozzle extension, and used small continuous jets (‘base bleed’) with
low blowing coefficients to manipulate the near-wake. The location of the jet injection
was optimized, and best results (12% decrease of the dominant mode in the nozzle’s mid-
section) were reported for jets placed in the vicinity of the nozzle’s surface.
In contrast to the aforementioned publications, the research group SFB/TRR-40-B pro-
vides a comprehensive description of large parts of the ascend trajectory, considering
freestream Mach numbers between 0.2 and 6.0. Also, the studies aim at an understand-
ing of the fundamental aerodynamic processes rather than an optimization of detailed
launcher models. An overview of the involved experimental and numerical studies is pro-
vided by Radespiel et al. [86]. Nevertheless, the Ariane-related studies can be used for
extensive cross-checks of the current results, which will be shown later.
2.3 Motivation of the current work
Based on the discussion in the previous sections, the central questions of the current thesis
already postulated in the introduction can now be refined:
What is the spatio-temporal behavior of both near-wake flow and associated
surface pressure fields for three-dimensional bluff bodies?
The state of the art yields the hypothesis that large-scale shedding modes well-known
from 2-D bodies are also responsible for structural excitation of 3-D aeronautic vehicles.
However, their relative influence is not known, but seems to decrease with increasing
Reynolds number and/or increasing geometric complexity. Even though the principal
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mode at about StD = 0.2 is predominantly described as antisymmetric and helical, the
exact spatial structure remains unknown. Its suppression may not only yield a reduction
of buffet loads, but also a decreased base drag. Furthermore, other large-scale modes at
different frequency bands may be important for the near-wake. Hence, the current work
will perform extensive flow field and surface pressure measurements on a generic, bluff
based rocket body. Spatio-temporal and modal analyses will be applied to study the
structure of dynamic modes, and their relative influence on the total fluctuations.
What is the influence of launcher-specific afterbody features, like thrust nozzle
and supersonic jet, compared to bluff bodies with truncated base?
In addition to the ‘simple’ bluff body model, a generic nozzle body and a corresponding
supersonic jet flow will be defined, at least approximately respecting the similarity pa-
rameters of full-scale use cases. A comparison to the truncated base-configuration of the
first part yields the isolated influence of the launcher-specific features. Hence, the results
will demonstrate whether the fundamental aerodynamic principles may be expanded to
launcher applications. Again, the focus will be set on the large-scale periodic motions and
corresponding surface pressure dynamics. Although flow control is not part of the current
objectives, the results are expected to support or encourage further studies on this topic.
3 Experimental setup
3.1 Model geometry and similarity considerations
The launcher models considered in the collaborative research center SFB/TRR-40-B arecharacterized by generic geometries, as the investigations aim to understand the fun-
damental wake phenomena occurring under different freestream conditions. Contrastingly,
some recent industry-driven studies chose very detailed models. The latter approach in-
tends to optimize specific configurations, whereas the transferability of the results to other
configurations seems limited. For example in Ariane 5-related studies, it was found that
the presence of boosters [65] or even booster mounting struts [40] significantly affects the
base flow region. Thus, the current model uses a simple cylindrical main body with an ad-
joined conical nose section, see figure 3.1. Some features (diameter, cone angle, tip radius)
have been adopted from the preceding German research program RESPACE [39], and are
common to all sub-, trans-, super-, and hypersonic test cases of the SFB/TRR-40-B [86].
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Figure 3.1: Model geometry B.A and coordinate system (left), 3-D view (right)
Still, two details are unique to the current case: Firstly, the sting support is covered by
an unswept ‘NACA 0015’-profiled fairing in order to minimize its influence on the wake
area under subsonic freestream conditions. The comparably large thickness of the profile
(0.56D) is attributed to the internal air supply utilized for the jet simulation. Secondly,
the wind tunnel’s test section allows a realistic length-to-diameter ratio L/D of 10. The
base plane is located 460mm (4.3D) downstream of the sting support’s trailing edge. The
length L is defined as the distance between nose tip and base plane, excluding possible
nozzle extensions.
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As mentioned before, three different base geometries are considered within the current
work, see figure 3.2. The first configuration ‘B.A’ uses a simple truncated base, concen-
trating on the fundamentals of axisymmetric bluff body wakes. Configuration ‘B.Coj’ ad-
ditionally features a cylindrical extension representing a nozzle mockup. This geometry
is intended as an intermediate step to study the geometric blockage effect of the external
nozzle contour without jet influence. The nozzle’s base plane of B.Coj is solid to avoid
cavity flow effects. In accordance to the afterbody of the Ariane 5 space launcher, which
serves as a use case for all projects within the SFB/TRR-40-B, length and diameter of
the nozzle are 1.2 and 0.4 times the forebody diameter, respectively. B.Coj’s dummy noz-
zle is made of acrylic plastic to enable transmission of light for laser-based measurement
techniques (details will be given in the subsequent section). To prevent refraction of laser
light at the curved surface, two small planar grooves were milled into the cylindrical out-
line. Since the deviation from the ideal circular cross-section is less than 0.4mm, no aero-
dynamic influence of the shape’s alteration is expected.
Ma    = 0.2∞
B.C
eMa   = 2.5
1 2 9 . 6
43
B.C ojB.A
0.525
.3
de Laval contour
Figure 3.2: Afterbody geometries B.A, B.Coj, and B.C (left to right), dimensions in mm
Using identical external dimensions, the nozzle of configuration ‘B.C’ features an internal
‘de Laval’-shape that enables experiments with thrust flow simulation. The nozzle design
was accomplished by the Supersonic and Hypersonic Technology Department of DLR
Cologne [95], and will only be briefly summarized here. Conditions of the Ariane 5
trajectory at an altitude of 50 km are chosen as reference point, yielding Ma∞ = 5.3 and
ReL = 5.5·106. The hypersonic wind tunnel ‘H2K’ at DLR Cologne meets these similarity
parameters at least approximately, with a Mach number of 6.0 and Reynolds numbers
between 10 · 106 and 16 · 106. The experiments pay attention to the static pressure ratio
between jet (at nozzle exit) and freestream, pe/p∞, to reproduce phenomena associated
with the plume shape. For the chosen hypersonic reference point, the jet of the Ariane
5’s Vulcain 2 engine is strongly underexpanded with pe/p∞ ≈ 180. The bell-shaped post-
expanding plume evokes a geometrical blockage and, thus, a deflection of the external
flow. Also, the nozzle design pays attention to the similarity regarding the impulse density
ratio between jet flow and external flow [95], ρeU e/(ρ∞U∞).
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The nozzle layout follows the truncated ideal contour (TIC) approach. As the self-
explanatory name suggests, an ideal nozzle with homogeneous and parallel outflow was
designed for Mae = 2.65 but then truncated to a predefined length. The current design
yields an area-averaged Mach number of 2.5 and a flow divergence angle of 5◦. In contrast
to the thrust optimized contour (TOC) strategy pursued by many full-scale rocket en-
gines, the TIC design is advantageous for the objectives of the current study: Firstly, the
shock pattern in an unadapted operating point (pe 6= p∞) is incomplex and comparable
to an ideal nozzle, matching the generic approach of this study. A similar argumentation
was proposed in the experimental investigation by Deprés et al. [26]. Secondly, the Mach
profile in the exit plane is nearly homogeneous but slightly decreases towards the near-
wall region, raising the static pressure and, thus, lowering the susceptibility to flow sep-
aration. With respect to the current experimental facilities, the nozzle is operated with
cold pressurized air. The reference conditions of T0 = 293 K and p0 = 1 · 106 Pa result in
an overexpanded jet with a static pressure ratio of pe/p∞ = 0.58 and a velocity of about
U e = 572m/s. At Ma∞ = 0.2, the Vulcain 2 engine is also operated in an overexpanded
state, given that the ambient pressure is close to the pressure at ground level. However,
the experiments cannot match the full-scale pressure ratio of pe/p∞ = 0.21 without flow
separation, as this demands a higher nozzle exit Mach number and, consequently, a higher
p0. The influence of different static pressure ratios will be discussed later.
A comprehensive summary of the similarity parameters for configuration B.C and the
Ariane 5 use case is given in table 3.1. The geometry- and freestream-related parameters
are valid for configurations B.A and B.Coj as well. The data for the Ariane 5 trajectory
has been derived from ref. [8] assuming ISA+10 atmospheric conditions. Also, a constant
acceleration with a thrust-to-weight ratio of 1.7 [7] is presumed, neglecting the decreasing
propellant mass. This approach is sufficiently accurate, as Ma∞ = 0.2 is reached about
10 s after lift-off, well before separation of the solid rocket boosters at about 141 s.
The stated average nozzle exit conditions of the Vulcain 2 engine present comparably
rough approximations, given that the real jet is strongly non-homogeneous. However,
meaningful estimates were calculated through well-known one-dimensional equations for
idealized nozzle flow [5], using the thrust chamber conditions (p0 ≈ 1.15 · 107 Pa, T0 ≈
3500K [116]) and the known values for Mae and pe. The engine’s combustion uses oxy-
gen/hydrogen fuel at a mass ratio of 7. Consequently, it can be shown by stoichiometry
that the resulting exhaust gas has a specific gas constant of 520 J/kg/K and an isentropic
exponent of γ = 1.2. For example, the resulting exit velocity and temperature of about
U e = 3800m/s and T e = 1100K are representative for today’s chemical propulsion sys-
tems. Considering table 3.1, it is apparent that the current experiments exhibit short-
comings in the reproduction of U e- and T e-related similarities, whereas other parameters
are approximately matched. This problem is common to many jet studies due to exper-
imental limitations. The impact of the similarity parameters will be outlined in the dis-
cussion of B.C’s results, see chapter 5.
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Ariane 5 trajectory current
symbol, (h ≈ h0 + 350m, work
similarity parameter definition t ≈ t0 + 10 s) (B.C)
geometry
length-to-diameter ratio L/D 7.9a 10
(nozzle length)-to-diameter ratio Lnoz/D 1.2b 1.2
(nozzle diameter)-to-diameter ratio Dnoz/D 0.40 0.40
freestream, external flow
freestream Mach number Ma∞ 0.20 0.20
ext. Reynolds number (ref. to L) ReL 1.9 · 108 4.5 · 106
ext. Reynolds number (ref. to D) ReD 2.4 · 107 4.5 · 105
conditions in the nozzle exit plane
ratio of specific heats γ ≈ 1.2 1.4
avg. nozzle Mach number Mae 4.56 2.50
static pressure ratio pe/p∞ 0.21c 0.58
velocity ratio U e/U∞ 55 8.2
density ratio ρe/ρ∞ 0.030 1.4
temperature ratio T e/T∞ 3.8 0.42
normalized velocity difference Λ = Ue−U∞
Ue+U∞
0.96 0.78
avg. convective Mach number Mac = Ue−U∞ae+a∞ 3.2 0.86
a The ratio is based on the main stage diameter of D = 5.4m (without solid rocket boosters).
b For the Ariane 5-case, ‘nozzle length’ is defined as streamwise distance from the geometry-induced flow
separation at the launcher’s main body to the nozzle exit plane. The intermediate geometry is non-
generic and of varying diameter.
c The ratio is based on the jet’s average static pressure of pe = 0.2 · 105 Pa. Due to the design of the
nozzle, pe varies between 0.4 · 105 Pa (jet boundary) and 0.04 · 105 Pa (centerline).
Table 3.1: Similarity parameters
3.2 Measurement environment
The experiments were conducted in the open test section of a ‘Göttingen’-type windtunnel operated at U∞ = 70 m/s, see figure 3.3 for a schematic layout. With respect
to the tunnel’s nozzle diameter of 1.5m, the rocket model induces an area blockage ratio
below 2.9%. The test section’s length of 3 m provides good access for the measurement
setup, but also evokes a comparably high turbulence level, which was determined to
TU ≈ 2.5% for the given freestream conditions.
The surface oil flow technique was applied in preliminary experiments to visualize the
state of the boundary layer in the nose section of the model. Two forebody configurations
were considered, see figure 3.4. For the ‘clean’ configuration (upper half), the boundary
layer in the nose section is laminar, evoking a laminar separation bubble with turbulent
reattachment at the sharp kink between nose cone and cylindrical main body. In a second
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Figure 3.3: Schematic layout of the wind
tunnel
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Figure 3.4: Oil flow with (lower half) and
without (upper half) trip wire
step, a trip wire of 0.8 mm in diameter was applied to the nose cone, located 0.45D
downstream of the tip (lower half). The forced transition becomes apparent regarding the
shorter separation length at the kink to the main body (about 3 mm instead of 6 mm,
see figure 3.4), caused by the turbulent inflow to the kink. The configuration with trip
wire was used in later experiments for a better comparability to CFD simulations of the
current test case, which assume turbulent boundary conditions starting at the model’s
tip. However, a comparison of the near-wake layout for both ‘clean’- and ‘trip wire’-
configurations showed that the difference is negligible, or at least cannot be detected by
the current measurement setup. Hence, no additional measurements on the boundary
layer were carried out.
Figure 3.5: Adjustment of α and β Figure 3.6: Air supply for configuration B.C
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It will be shown later that the near-wake of B.A is very sensitive towards the angular
alignment of the model with respect to the freestream direction. Hence, the model’s sting
support was mounted in an adapter that provides dual pivot joints for an adjustment
of α and β, see figure 3.5. The angles were determined through manual measurements
of the corresponding off-axis translational displacement using a caliper. For example in
figure 3.5, ∆y represents the sideslip angle β. For the current geometry and measurement
principle, the bounds of random errors for an angular adjustment were estimated to
∆α = ±0.045◦ and ∆β = ±0.025◦, respectively. These numbers do not include the
determination of the correct aerodynamic neutral position for α and β, which is more
difficult and will be discussed later.
The model’s internal structure for the jet simulation B.C is depicted in figure 3.6. The
hollow cylindrical rocket body with an inner diameter of 88mm was equipped with pres-
sure bulkheads, and serves as a settling chamber. A flow straightener was inserted into
this chamber to improve the inflow quality of the jet nozzle. The straightener was con-
structed from 19 thin stainless steel tubes (D = 17mm, L = 75mm) bundled in a circular
layout. Pressurized air is provided by a system of three interconnected pressure vessels
installed outside the wind tunnel, adding up to a total volume of 9m3. The total temper-
ature equals ambient conditions, T0 = 293K ± 5K. The external air routing uses tubes
with an inner diameter of 100mm, which limits the internal flow velocity to less than
20m/s, consequently yielding low pressure losses. The air supply is connected to the hol-
low rectangular beams of the sting support, which in turn feed into the settling chamber
using a flow deflector. The system was operated in a non-regulated, blow-down principle
controlled by a manual valve. This requires to monitor the total pressure in the nozzle
forechamber p0(t) due to decreasing reservoir pressure and unknown pressure losses in the
feed line. Hence, a pitot tube with an inner diameter of 2mm was mounted 150mm up-
stream of the nozzle inlet. The tube is equipped with a fast-response pressure transducer
(Kulite XCQ-080), providing a reference signal for the synchronization of other measure-
ment equipment like cameras, etc. An overview of the pressure transducer’s setup and
accuracy is given in appendix A.2. The resulting measurement interval and the qualifica-
tion of the thrust flow will be discussed in section 5.1.
3.3 Particle image velocimetry
The current work uses particle image velocimetry (PIV) as primary measurement tech-nique to characterize the near-wake flow. PIV is a non-intrusive, indirect field mea-
surement method that evaluates the movement of tracer particles immersed in the sur-
rounding fluid. The basic principle is very intuitive and has a long history in aerody-
namic applications. Many publications attribute the basic idea to Ludwig Prandtl, who
used metallic flakes to visualize the flow structure in open water tunnels. Nevertheless,
it is generally accepted that the first quantitative evaluations and the introduction of the
term ‘PIV’ can be dated to the mid-1980’s [3]. Stimulated by rapid advances in digital
image acquisition and processing, PIV has become a standard tool in aerodynamics, with
an exponential growth of citations in its first decade [4]. The basic framework of PIV is
described by Raffel et al. [88] and will only be briefly outlined here.
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DEHS (di-2-ethylhexyl sebacate) oil droplets were used as tracer particles in the current
experiments, generated by an atomizer combined with a commercial off-the-shelf cyclone
separator. This method is known to reliably generate narrow-banded particle distributions
with a mean diameter around 1 µm [53]. The measurement plane was illuminated by
a double-pulsed, frequency-doubled Nd:YAG laser, providing monochromatic coherent
light pulses with a wavelength of λ = 532 nm and an energy of 120 mJ. A light sheet of
about 5mm in thickness was generated using appropriate light sheet optics, see Klei [54].
Particle images were recorded using digital double-shutter CCD cameras with a resolution
of 2048 × 2048 px2. This camera type allows to capture double-images, i.e., pairs of
subsequent individual exposures with small separation times ∆t. The intermediate motion
of particle patterns is then determined using cross-correlation techniques, providing an
estimate of the local flow velocity.
To evaluate B.A’s near-wake, PIV measurements were conducted in the horizontal x, y-
plane, in the vertical x, z-plane, and in five crossflow y, z-planes at different streamwise
positions. In both former cases, two-component (2C) PIV was applied, evaluating the
instantaneous planar velocity components averaged over the light sheet thickness. In
particular, this approach yields the distributions of (u, v)T for the horizontal plane and
(u,w)T for the vertical plane. The setup requires only a single camera, whose line of sight
is approximately perpendicular to the measurement plane. The out-of-plane velocity (w
for the horizontal plane, v for the vertical plane) is not evaluated in this method. Still,
it evokes perspective errors and, hence, virtual and erroneous in-plane particle motions.
These motions are proportional to the angle between the particle’s line of sight and the
optical axis of the camera, see Prasad and Adrian [84] for a detailed discussion. However,
this effect is small for the x, y- and x, z-plane, since both are parallel to the mainstream
direction.
In case of the crossflow y, z-planes, the out-of-plane component u obviously outweighs the
in-plane velocities v and w. Hence, a three-component stereoscopic setup (3C) was used.
The particle shifts were recorded by two cameras with different oblique angles of view.
The individual correlation results of both cameras correspond to the respective projection
of the three-dimensional velocity vector into the measurement plane. The combination of
both perspectives is used to reconstruct the three-component velocity vector (u, v, w)T .
The camera setup and the geometry of the measurement planes for configuration B.A
are depicted in figure 3.7. The regions of interest reflect the three-dimensional structure
of the near-wake, and the positions were determined in preliminary experiments. In
case of both 2C-PIV setups, the camera’s line of sight is collinear to the face normal of
the corresponding measurement plane. Regarding the 3C-PIV setup, the cameras were
mounted symmetrically in the horizontal plane, with each line of sight enclosing an angle
of about θ = 45◦ to the face normal. For this choice and using geometric relations, it can
be shown that a given correlation-related error level affects the velocity components u, v,
and w in equal shares [83]. Depending on the measurement plane, the laser light crosses
the test section either from bottom to top (x, z-plane) or from right to left (x, y- and y, z-
planes).
The relationship between global coordinates (object plane) and camera coordinates (image
plane) was established using mapping functions, which were determined through the PIV
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software (LaVision DaVis 8) by evaluating images of a calibration target. For the 2C-
setup, a simple planar target with an equidistant pattern of cross or circular marks was
attached to the model’s base. A precisely turned adapter clamp ensured a collinear
alignment to the rocket body, whereas the z-direction was adjusted using a water level
device. A polynomial mapping function of third order was preferred to a constant scaling
factor, since this also accounts for lens aberrations and image distortions [106]. This
approach (or an equivalent function) is mandatory for 3C-PIV due to the oblique viewing
angles. The stereoscopic reconstruction requires precise information on the geometry of
the optical system (e.g., the viewing angle θ). This information can be provided by taking
reference images of the calibration target at different out-of-plane positions [88]. For the
current work, a planar target was mounted to a traverse system located above the test
section, also see figure 3.11. The target was always kept parallel to the measurement plane
but moved to multiple streamwise positions. The maximum out-of-plane distance to the
respective measurement plane was limited by the cameras’ depth of focus to ∆xmax =
±15mm.
The 3C-PIV setup is sensitive towards small misalignments between target (reference)
plane and laser (measurement) plane, hence, an additional self-calibration procedure [125]
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was conducted. This procedure yields the disparity map, i.e., the local distance ∆x be-
tween both planes. It is calculated through a cross-correlation of particle images from
both cameras, as an out-of-plane particle position is mapped to different in-plane posi-
tions. The corresponding translational and angular misalignments between laser and tar-
get plane (before self-calibration) were usually lower than 1mm and 0.5◦, respectively.
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Figure 3.10: Configuration B.Coj, 2C-PIV setup
The recording parameters were kept as similar as possible for different PIV setups. For ex-
ample, the variation of the optical resolution was limited to the range of 0.08 . . . 0.1 px/mm
by choosing appropriate focal lengths. The large streamwise extent of the x, y-measurement
plane (0 ≤ x/D ≤ 3) was realized by combining the individual statistics of up to four
different camera positions, with good agreement in the overlapping regions. Details on
this procedure are given by Gerhards [36]. However, a variation of the illumination in-
tensity for different setups could not be avoided. Figure 3.8 depicts the probability den-
sity function PDF of the pixel intensity (measured in counts) for three different light con-
ditions. The noise of the CCD sensor without illumination is represented by the dotted
line, characterized by a narrow-banded distribution peaking at about 95 counts. In the
3C-PIV setup, one camera was mounted in forward scatter, yielding high illumination
values (dashed line) with a peak at 550 counts and maximum values above 3000 counts.
Lowest light conditions occurred in case of configuration B.Coj after transmission of laser
light through the acrylic dummy nozzle (solid line). The background camera noise is still
present, although the particles become apparent regarding enhanced PDF levels between
150 and 600 counts. An exemplary sample of this ‘low light’ condition is given in fig-
ure 3.9. The tracer particles are clearly visible, even though only a small percentage of
the full sensor dynamics (214 = 16 384 counts) is exploited.
The separation time ∆t between both frames of a double-image was determined through a
PIV synchronizer that triggers both laser and camera(s). As rule of thumb for stereoscopic
setups, about one quarter of the tracer particles is allowed to leave the illuminated plane
as a consequence of the out-of-plane velocity [88]. In the current case (U∞ = 70m/s), this
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yields ∆tmax = 18 µs. However, empirical tests showed that better correlation results are
achieved when reducing ∆t to 10 µs [54]. In 2C mode, higher separation times (15 µs or
20 µs) were allowable.
laser Big Sky Laser Twins Ultra, pulse energy 2×120 mJ at
λ = 532 nm, energy stability ±6%, pulse duration 12 ns
camera PCO AG pco.2000, cooled CCD sensor, 2048×2048 px
2
sampling rate fs = 2Hz or 5Hz
optics Nikon Nikkor, f = 85. . . 170 mm, f/# = 4 . . . 5.6,resolution 0.08. . . 0.1 px/mm (depending on the setup)
timing LaVision PTU v9 synchronizer,∆t = 10 µs (3C), 15 µs, or 20 µs (2C)
PIV software LaVision DaVis 8.0.8
image preprocessing background subtraction, intensity normalization,depending image conditions, scale length 5...8 px
initial and final 128× 128 px2, 50% overlap, rectangular, 2 passes
correlation windows 32× 32 px2, 75% overlap, circular, 3 passes
vector postprocessing universal outlier detection, 5× 5 filter window
Table 3.2: Summary of the PIV system
Again using DaVis, the velocity distributions were calculated using an iterative, adaptive
cross-correlation algorithm (e.g., described by Westerweel et al. [122]) using circular fi-
nal interrogation windows with a diameter of 32 px. This choice yields a sufficient num-
ber of particles (≥ 3) within the window’s boundaries, cf. black circle in figure 3.9. The
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window’s size determines the lower limit for the resolution of flow structures. The de-
scribed correlation procedure is the current state of the art. Recently, several methods
have been proposed to further enhance spatial resolution, e.g., using deformed interroga-
tion windows [126] or single-pixel evaluation [97]. For the current work, the final interro-
gation windows are even slightly smaller than the light sheet thickness. Hence, a further
increase of the resolution through smaller windows is questionable. To remove erroneous
data, the resulting vector fields were filtered by an outlier detection algorithm proposed
by Westerweel and Scarano [123], which is particularly suitable for PIV applications. A
complete overview of the PIV setup and the parameters of the evaluation algorithm is
given in table 3.2.
For the dummy nozzle and jet nozzle configurations B.Coj and B.C, the complexity of the
PIV setup was reduced by only considering 2C measurements in the horizontal x, y-plane,
see figure 3.10. This approach is justified since the nozzle extensions suppress certain
three-dimensional effects, which are of specific interest only in case of configuration B.A.
Details will be given in chapter 5. Figure 3.10 also shows that the laser beam’s distortion
caused by transmission through the acrylic dummy nozzle is negligible. Only a small
discontinuity regarding intensity and z-position (≈ 3 mm) of the light sheet can be seen
in the laser dump on the opposite side of the test section.
measured quantity confidence bounds, η = 95% comment
U
±2.3% U∞ (average) total error of the instan-
±8.1% U∞ (maximum) taneous velocity, A.5(d)
U (sampling) ±0.73% U∞ (average) stochastic error of the±1.7% U∞ (maximum) mean velocity, A.6(a)
U
±2.5% U∞ (average) total error of the
±8.1% U∞ (maximum) mean velocity, A.6(b)
√
U ′2 (sampling) −5.8%
√
U ′2 stochastic error of the
+6.6%
√
U ′2 fluctuation level
Table 3.3: Uncertainty analysis of the 2C-PIV measurements, summary, see section A.3
for detailed discussions
An extensive uncertainty analysis was conducted for planar 2C-PIV measurements, see
section A.3. The analysis considers error terms introduced by the hardware setup, the
follow-up behavior of tracer particles, the image analysis algorithm (using synthetic par-
ticle images generated from reference velocity distributions), and statistical errors. The
corresponding 95%-confidence bounds E0.95 are presented by means of spatial distribu-
tions. The highest uncertainty is expected within the shear-layer region due to high tur-
bulence and high velocity gradients. However, it is shown that the measurement tech-
nique is suitable for the current investigations. A short summary of the principal results
is given in table 3.3.
All statistical and modal analyses of the instantaneous PIV results presented later in the
this thesis were accomplished using self-developed MATLAB-code.
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3.4 Background oriented Schlieren technique
The jet flow of configuration B.C was not seeded with tracer particles, and is thereforeexcluded from PIV evaluation. The application of PIV in supersonic flows is techni-
cally demanding, especially with respect to the distribution and flow-tracing character-
istics of particles, optical distortions due to density gradients, and timing issues [96]. In
particular, a verification using a known flowfield may be necessary, e.g., an oblique shock
over a wedge. Furthermore, a contamination of the current pressurized air routing with
tracer particles is inadmissible, as the system is shared with other facilities. Since the fo-
cus of this work is on the subsonic near-wake region, the application of PIV in the jet was
considered to be of minor importance.
Still, the nominal operation of the jet nozzle, the shock pattern of the unadapted jet,
and the outline of the mixing layers need to be investigated. The background oriented
Schlieren technique (BOS), which is a rather new member of the Schlieren-based methods,
was applied to capture the supersonic flow structure. Therefore, a camera system is used
to observe a stochastic dot pattern placed on the opposite side of the test section [89]. The
pattern is subject to optical distortions caused by the intermediate supersonic jet, since
spatial gradients of the fluid’s density ρ cause a corresponding change of the refractive
index n as a consequence of the Gladstone-Dale equation:
(n− 1)/ρ = constant (3.1)
The basic principle of BOS is sketched in figure 3.12, assuming a measurement volume
with a given one-dimensional density gradient ∂ρ/∂x. An integration of the refractive gra-
dient ∂n/∂x along the path of light z yields the refraction angle x, which causes an appar-
ent shift ∆x of the dot pattern in the image plane. This shift can be determined through
cross-correlation between distorted image and reference image (without jet-induced den-
sity gradient). The spatial cross-correlation methodology is similar to PIV, and was ac-
complished using the same software (LaVision DaVis 8). Assuming that the background
is in focus and f denotes the focal length, geometrical optics show that the sensitivity of
the setup can be calculated using [89]:
∆x
x
= f ·∆zB−F∆zB−L − f (3.2)
Equation 3.2 implies that for a given refraction angle x, the largest dot shift ∆x is
achieved if the distance between background and fluid (B-F) approaches the distance
between background and lens (B-L), meaning that the measurement volume is close to
the camera. On the other hand, a high spatial resolution requires that both background
and measurement volume are in focus. Limited blurring is acceptable, since the resolution
is also limited by the interrogation window size of the cross-correlation. Hence, it is
obvious that the resolution benefits from a short distance between measurement volume
and background, contradicting the requirements of a high sensitivity.
In the current case, both camera and background have to be mounted outside the shear
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Figure 3.12: BOS principle, adapted from Richard and Raffel [89]
layer of the wind tunnel’s freestream to avoid vibrations. As the supersonic jet is cen-
tered in the test section, the setup inherently balances both aforementioned requirements.
Furthermore, the setup profits from a large depth of focus, which is achieved through a
small aperture (f/# = 16, in contrast to PIV experiments with f/# = 2.8 . . . 5.6). The
illumination of the background can be achieved using an intense but non-coherent light
source, in this case a mercury vapor lamp. As background, a synthetically generated ran-
dom dot pattern was designed, accounting for the camera’s field of view and resolution.
The distance between camera and background was about 4m, restricted by the confined
space of the tunnel’s plenum chamber.
An exemplary BOS sample is given in figure 3.13, depicting both background and nozzle
exit. Also, the Schlierena caused by the jet flow are visible even without applying cross-
correlation techniques. The upper and lower halves of the image apparently have different
illumination levels. For an increased sampling rate of up to 7Hz, the CCD chip was read
out using two built-in A/D converters with slightly different sensitivities. However, this
effect is negligible for subsequent evaluations due to an appropriate image preconditioning.
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Figure 3.13: Background oriented Schlieren image of the jet flow
Apart from background and illumination, the 2C-PIV setup for configuration B.C (similar
to figure 3.10) was reused, substantially reducing complexity and hardware demands in
comparison to other Schlieren techniques. Although the sketch in figure 3.12 only consid-
ers a density gradient along x, the same considerations are also valid for the y-direction.
a‘Schlieren’ is the German term for ‘optical inhomogeneity in a transparent medium’
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Consequently, the result of the current methodology is the qualitative but signed, two-
dimensional density gradient (∂ρ/∂x, ∂ρ/∂y)T . In principle, also quantitative values can
be derived. This requires additional considerations, keeping in mind that density infor-
mation affecting the camera image is not restricted to a well-defined measurement plane
(as in case of a laser light sheet), but originate in an axisymmetric jet. In this con-
text, Venkatakrishnan and Meier [117] present measurements on a cone in a Ma∞ = 2
freestream. Using back-projection algorithms, the calculated density ratios over the shock
wave show a good quantitative agreement to reference data. However, section 5.1 will re-
veal that a qualitative approach is sufficient for the current purpose, as both shock angles
and shock positions can be clearly determined.
Finally, it is noted that the exposure time of the BOS images was set to 7 ms to achieve a
sufficient signal-to-noise ratio. Although this prevents time-resolved measurements (e.g.,
neglecting shock oscillations), the integration time is sufficiently low to consider the slowly
decreasing total pressure p0 of the jet as quasi-stationary with respect to the shock sys-
tem’s geometry.
3.5 Static and dynamic pressure transducers
Both static and dynamic pressure measurements were conducted in the base surfacesof the different launcher models, revealing the corresponding mean and fluctuations
statistics. It will be shown that the spatial distribution of these quantities is closely
related to the base flow structure. In addition, the simultaneous application of multiple
dynamic transducers provides valuable information on the spatio-temporal behavior of
the pressure fields.
For the bluff body configuration B.A, an interchangeable base cap was equipped with an
evenly spaced, concentric pattern of static pressure taps, see figure 3.14. In total, 61 taps
were connected via individual plastic tubes of about 4m in length to a ‘Scanivalve’ me-
chanical switching device, which in turn feeds into differential static pressure transducers
of type ‘Setra 265’. In case of configuration B.Coj, the dummy nozzle (D = 43mm) cov-
ers the seven innermost taps, which are therefore excluded from evaluation. The inter-
nal supply of pressurized air used for configuration B.C’s jet simulation limits both tub-
ing and cabling of the base instrumentation to a narrow rectangular groove with a cross-
section of 18×5 mm2. The groove was cut into the external surface of the rocket body
and covered with a thin plate, whose outer surface matches the curvature of the cylindri-
cal main body. Hence, B.C only features two static taps located at z = 0, y = ±45 mm.
Both taps are essential for the adjustment of the neutral angle of sideslip (β = 0), which
will be explained later.
The calibration process and an uncertainty analysis of the static pressure transducers can
be found in appendix A.1. The 95%-confidence bound of the current static measurements
is ±8.8Pa, corresponding to about ±2.6% of B.A’s average base pressure level. To calcu-
late the area-averaged base pressure coefficient, each pressure tap m was weighted by its
relative share of the total base area, Am/
∑
Am. With respect to the tap pattern, each
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Figure 3.14: Allocation of static pressure taps (B.A and B.Coj, dimensions in mm)
mth reference area Am is defined by a corresponding annular segment (or circle, in case
of the central tap), see figure 3.14 for an example. This approach was proposed in the
bluff body base pressure study by Mitchell et al. [71], and adopted in the current work
for comparison reasons.
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Figure 3.15: Allocation of dynamic pressure sensors for B.A and B.Coj (left), sketch of the
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A second interchangeable base cap was equipped with flush-mounted dynamic pressure
transducers. The total number of sensors was limited to seven due to high hardware
costs. Five sensors were clustered along a radial position of r/D = 0.37, in total spanning
a circumferential angle of ∆φ = 60◦, see figure 3.15. Adopted from hypersonic test
cases of the SFB/TRR-40-B [94], this geometry aims to identify dynamic modes with
about six periods in circumferential direction, as described in numerical simulations by
Meiss and Schröder [63]. Given preliminary tests and literature on sub- and transonic
base flows (e.g., refs. [24, 25]), a sixth sensor was mounted at a diametrically opposed
position (φ = 180◦) to study modes with only one circumferential period. A seventh
sensor is located at φ = 0◦, r/D = 0.28 to evaluate the radial dependency of the pressure
fluctuations. A short summary of the hardware setup, the calibration procedure, and the
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transducers’ static uncertainty level is given in appendix A.2. Additional considerations
regarding the dynamic response characteristics are presented in section 4.2, considering
in-situ wind-tunnel measurement data of the different sensor types applied in the current
work (‘Entran EPI-B0’ and ‘Entran EPI-080’).
The base cap can be manually rotated in steps of ∆φ = 60◦ to cover the complete
circumference. This partly compensates the low number of installed sensors, although
some evaluation techniques (e.g., cross-correlation) require simultaneously sampled data.
In contrast to B.A and B.Coj, the jet-case B.C only contains three base-mounted sensors at
r/D = 0.37 and φ = 0◦, 60◦, 180◦ due to the aforementioned limitations in sensor cabling.
On the other hand, B.Coj and B.C feature an additional dynamic transducer of type ‘EPI-
B0’, which was mounted in the nozzle surface at φ = 0◦, x/D = 1.03. This means that
the sensor is placed shortly upstream of the nozzle’s exit plane (x/D = 1.2). It will be
shown later that the sensor’s position approximately corresponds to the reattachment of
the external flow to the nozzle surface and, hence, provides additional insight regarding
the shear layer dynamics.
3.6 Microphones
An array of clustered microphones was installed within the plenum chamber of thewind tunnel’s test section to evaluate the acoustic characteristics of configuration
B.C’s jet simulation. The current work only makes very limited use of this technique.
In particular, the microphones were applied to prove the directivity of sound sources
suggested by the results of base-mounted dynamic pressure transducers. Thus, only a
brief description of the hardware is provided here. A more extensive discussion including
the acoustic properties of the wind tunnel is given by Tiedemann [114], who successfully
applied the microphone array to identify noise sources originating from the side edges of
wings and wing flaps. The corresponding setup is reused in the current investigation. The
microphone capsules are of ‘Sennheiser KE 4-211-2’-type, and provide a flat frequency
response for a sufficiently large range between 20Hz and 20 kHz. Individual calibration
factors were determined using a reference speaker.
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Figure 3.16: Microphone setup
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In total, 27 microphones were attached to a truss structure placed on one side of the test
section, see figure 3.16. The microphones form a rectangular outline (dashed black line),
and the corresponding positions were determined with respect to the model’s coordinate
system. The y-distance of the microphone plane to the model’s centerline is 1.045m, i.e.,
the capsules are mounted outside the shear layer of the tunnel’s freestream flow. The
basic idea is that the microphones provide different viewing angles Θ with respect the jet
axis (details will be given in section 5.4). The signals were sampled simultaneously to the
dynamic pressure transducers using a common data acquisition system, see section A.2.

4 Bluff body near-wake flow
Chapter 4 discusses the near-wake aerodynamics of the blunt-based configuration B.A.Many conclusions are generally transferable to bluff body use cases apart from space
launchers due to the generic model design. Specific considerations of rocket aerodynamics,
i.e., nozzle extensions and supersonic thrust jets (configurations B.Coj and B.C), will be
presented in chapter 5.
4.1 Near-wake structure and statistical properties
This section presents the results of the low-repetition rate PIV setup and the staticpressure taps. Both measurement systems provide a comparably high spatial resolu-
tion, but neglect temporal dependencies, which are in focus of the subsequent section 4.2.
4.1.1 Horizontal plane
At first, the general layout of configuration B.A’s near-wake will be discussed by means of
time-average and fluctuation statistics of the PIV records. All considerations presented
hereafter refer to zero angle of attack and sideslip, α = β = 0. An in-depth discussion
on the angular sensitivity will be given later in sections 4.1.2 and 4.1.3. Figure 4.1(a)
illustrates the instantaneous, planar velocity distribution U = (u2 +v2)0.5 in the x, y-plane
for an arbitrarily chosen 2C-PIV sample. It is noted that the time- and space-dependency
of the velocity components, (u, v)T = f(x, t), is not stated explicitly for clarity reasons.
For example, the Reynolds decomposition of the streamwise component u yields:
u = u(x, t) = u(x) + u′(x, t) with: x = (x, y, z)T (4.1)
The local flow direction in figure 4.1(a) is illustrated by planar streamlines derived from
u and v. The general layout of bluff body wakes and the underlying mechanisms were
already discussed in chapter 2. Correspondingly, the external flow separates at the corners
of the base, creating a roughly ellipsoidal near-wake area. Also, the turbulent wake
structure and the recirculation flow encapsulated within the separation bubble can clearly
be seen.
Figure 4.1(b) shows the time-averaged velocity distribution Uxy in the x, y-plane, calcu-
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lated from 465 uncorrelated PIV samples using the following definition:
Uxy =
√
u2 + v2 (4.2)
It is noted that for (u′, v′)T 6= (0, 0)T , this quantity is not equal to the average of the
planar velocity U = (u2 + v2)0.5 shown in figure 4.1(a). However, the definition was cho-
sen since local minima of Uxy obviously identify stagnation points in the given two-
dimensional representation, see white rectangular markers in figure 4.1(b). Due to the
limited grid resolution, the minima are not exactly zero but assume small positive val-
ues with Uxy  1m/s ≈ 0. Assuming zero convection velocity and a non-moving refer-
ence frame, the same criterion can also be used to identify planar vortex centers, defined
as centers of a circular or spiraling streamline pattern, see white circular markers in fig-
ure 4.1(b). A more detailed discussion on the current flow field in ref. [36] reveals that the
Uxy = 0-condition is similar to the approach of Jiang et al. [50], which determines vortex
centers using the directional information of neighboring velocity vectors. On the other
hand, it was found that common criteria based on the velocity gradient tensor (e.g., vor-
ticity ω) are often corrupted by strong gradients within the shear layers and, hence, yield
erroneous results. A comprehensive overview of different vortex identification criteria is
given by Chakraborty et al. [20].
x/D
y/
D
0 0.5 1 1.5
-0.5
0
0.5
ba
se
(a)
√
u2 + v2, instantaneous velocity
x/D
y/
D
0 0.5 1 1.5
-0.5
0
0.5
ba
se
(b) Uxy, average velocity
1
0.8
0.6
0.4
0.2
0
U/U
∞
Figure 4.1: Instantaneous and time-averaged near-wake structure (2C-PIV), filled white
squares and circles mark stagnation points and vortex centers, white lines
indicate the corresponding reproducibility bounds
As expected, the averaged near-wake presented in figure 4.1(b) is nearly symmetric with
respect to the x-axis. The residual asymmetry, which becomes apparent regarding the
position of the stagnation points and vortex centers, can be explained by a small mis-
alignment of the angle of sideslip, as discussed later. In this context, Gerhards [36] per-
formed several repetitive measurements, each including a recalibration of the model’s an-
gular alignment in the tunnel’s test section. The resulting scatter of vortex centers and
stagnation points is described by a 95%-confidence radius of about 5mm (0.046D), see
white circular lines in figure 4.1(b).
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A similar near-wake layout has been reported in numerous subsonic studies on both two-
and three-dimensional bluff bodies. Still, a quantitative comparison to the results of for-
mer publications is difficult. For instance, the length of the recirculation area, represented
by the streamwise position of the rearward stagnation point xsp, is dependent on mul-
tiple parameters. A common theory (e.g., Humphries and Vincent [49]) states that the
curvature of the shear layers and, thus, the separation length is controlled by the rate at
which fluid is transported out of the bubble, forced by turbulent mixing in the shear lay-
ers. Consequently, the following dependencies can be formulated:
• The separation length increases with an increasing Mach and/or Reynolds num-
bers [67], whereas the base pressure coefficient cp,base is nearly constant for Ma∞ ≤
0.8 [68].
• The separation length increases for a decreasing freestream turbulence level TU∞,
see Rind and Castro [90] or Humphries and Vincent [49].
• For a given Reynolds number, an increasing boundary layer thickness of the fore-
body ‘insulates’ the wake from entrainment effects of the external flow and, thus,
increases the base pressure (e.g., see Rowe et al. [93]). This mechanism is under-
lined by Hoerner’s empirical equation [44], which states that the base drag is in-
versely proportional to the square root of the viscous forebody drag:
cd,base =
0.029√
cd,fore
(for 3-D bluff bodies) (4.3)
The current work does not provide a variation of the aforementioned parameters, such
as Ma∞ or ReD. Nevertheless, it is possible to examine the current result using the
self-similarity relation proposed by Merz et al. [68], which is frequently cited in later
publications. Scaled by its maximum value, the recirculating velocity along the centerline
U cl = Uxy(y = z = 0) satisfies the following empirical equation:
U cl
U cl,max
= sin0.613
pi ( x
xsp
)1.357 (4.4)
It is noted that equation 4.4 assigns the location of the maximum recirculation velocity
to x/xsp = 0.6, which is exactly reproduced by the current PIV results. A comparison
of both self-similarity relation and experimental velocity profiles is given by the dashed
and solid lines in figure 4.2. A reasonable agreement is observed, although the graph
corresponding to the current result is slightly narrower. To some extent, the same trend
can also be noticed regarding the experimental results of Merz et al.’s original publication,
see circular gray markers in figure 4.2. With U cl,max = 0.33U∞, the current maximum
recirculation velocity is marginally below the corresponding range observed in ref. [68],
U cl,max = 0.35 . . . 0.40U∞.
Furthermore, the experiments were compared to accompanying CFD simulations. Within
the context of the current work, the simulations are particularly useful for the understand-
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Figure 4.2: Centerline velocity profile, reference data from Merz et al. [68]
recirculation length position of vortex centera
test case xsp/D x/D y/D
experiment, 2C-PIV 1.28 0.69 ± 0.33
RANS, Spalart-Allmaras 0.91 0.28 ± 0.36
RANS, Menter-SST 1.38 0.60 ± 0.32
DES 1.24 0.76 ± 0.32
a average value of upper and lower vortex center
Table 4.1: Recirculation length and position of vortex centers for the averaged planar
velocity in the x, y-plane
ing of the experimental α = 0-condition, which will be discussed in the subsequent section.
Numerical studies were performed within project SFB/TRR-40-B5 by the DLR Institute
for Aerodynamics and Flow Technology using the well-proven TAU code [100]. A detailed
comparison to numerical results based on the Reynolds-averaged Navier-Stokes (RANS)
methodology is given in ref. [131]. It is well-known that massively separated flows may
be inadequately described by the RANS approach [107]. Also, it was found that the sim-
ulation results are sensitive towards the applied turbulence model. A detailed discussion
on different models and their effect on the B.A’s predicted near-wake structure is given in
refs. [18, 134]. For instance, a good agreement regarding separation length (experiment:
xsp/D = 1.28) is observed for the Menter Shear Stress Transport model (xsp/D = 1.38),
whereas the Spalart-Allmaras model showed the least agreement (xsp/D = 0.91), see ta-
ble 4.1. However, some aspects of the RANS results remain questionable. For example,
they are unable to reproduce the pronounced sensitivity towards small freestream angles
observed in the experiments, at least for the considered one- and two-equation turbulence
models [131]. Hence, the RANS results will not be further discussed in the current work.
At the cost of much higher computational demands, high-fidelity numerical approaches
like large or detached eddy simulations (LES/DES) provide both a better representation
of the underlying flow physics and time-resolved instantaneous data. The current work
greatly benefits from DES results of project SFB/TRR-40-B5, since they provide a deeper
understanding of the experimental α = 0-condition. Details will be given in the subse-
quent discussion of the x, z-plane. The general TAU/DES framework of the simulation
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(e.g., governing equations, computational grid, discretization scheme, etc.) is beyond the
scope of this work and can be taken from You et al. [135]. For the x, y-plane, an exem-
plary instantaneous sample and the corresponding time-average of the DES is given in fig-
ures 4.3(a) and 4.3(b), respectively. Both turbulence structure and average wake layout
are in good qualitative agreement compared to the 2C-PIV results shown in figure 4.1.
Considering a quantitative comparison of the recirculation length and the vortex center
positions, see table 4.1, the DES performs at least as good as the best-case RANS result
using Menter’s turbulence model.
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Figure 4.3: Instantaneous and time-averaged near-wake structure (DES), DLR-TAU
code, adapted from You et al. [136]
The statistical turbulence information was calculated from the set of PIV records by
means of the turbulence level TU using the following componentwise definitions:
TU,x =
√
u′2
U∞
, TU,y =
√
v′2
U∞
, TU,xy =
√
0.5 ·
(
u′2 + v′2
)
U∞
, and TU =
√
U ′2
U∞
(4.5)
It is noted that the stream- and crosswise turbulence levels, TU,x and TU,y, are proportional
to the square root of the u′u′- and v′v′-components of the Reynolds stress tensor. On the
other hand, there is no analytical relation between TU,xy and u′v′. TU,xy designates the
quadratic mean of TU,x and TU,y, whereas u′v′ evaluates the signed temporal correlation
between u′ and v′.
Compared to the mean velocity in figure 4.1(b), the turbulence distributions in figure 4.4
appear less smooth and steady. This is expected, since the fluctuation level converges
slower that the mean level for a given number of observations, here: N = 465. Three
general regions can be identified, which is particularly apparent considering the planar TU -
level in figure 4.4(d). Firstly, the external flow in the outer regions is nearly undisturbed
for |y/D| ≥ 0.6, with turbulence levels below 4% (blue areas). Secondly, the inner region
of the recirculation bubble exhibits medium turbulence levels (green areas at about 10%).
Thirdly, high turbulence levels up to 20% (red areas) are observed within the shear layer
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Figure 4.4: Streamwise, crosswise, quadratic mean, and planar turbulence levels
between both aforementioned regions. The strong velocity gradients in these areas and
the corresponding shear stresses are predominantly responsible for roll-up and mixing
mechanisms that yield in generation of turbulence. Thus, the shear layer is the main
driver of aerodynamic phenomena in the near-wake.
A comparison of the turbulence components in streamwise and crosswise direction, fig-
ures 4.4(a) and 4.4(b), reveals a strong anisotropic distribution. High levels of TU,x are
found in two separate regions shortly downstream of the vortex centers (0.8 ≤ x/D ≤ 1.2
and 0.2 ≤ |y/D| ≤ 0.4). In contrast, high levels of TU,y are located along the symmetry
axis, in the vicinity of the rearward stagnation point (0.9 ≤ x/D ≤ 1.6 and |y/D| ≤ 0.3).
Similar characteristic distributions have been reported before in several investigations on
two-dimensional bluff body wakes, and were connected to the generation of Kármán vor-
tex streets [15, 45]. The statistical TU -levels can be interpreted as superposition of turbu-
lent structures on different length and time scales. A decomposition of the different scales
will be presented by means of a modal analysis in section 4.2.3. The focus of the current
work is on large-scale periodic structures, since they have a dominating influence on the
overall wake characteristics and the excitation of structural loads in the vehicle’s surface.
A detailed discussion on smaller-scaled structures within the highly turbulent shear layer
of B.A’s near-wake is given by Wolf and Hörnschemeyer [129], and will only be briefly sum-
marized here. Tomographic particle image velocimetry (Tomo-PIV) was applied to inves-
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tigate the instantaneous volumetric flow fields in small (55× 30× 11mm3) but highly re-
solved (≈ 2 · 105 grid points) measurement regions located between 0.2 ≤ x/D ≤ 1.6. The
methodology enables an application of vortex criteria based on the three-component veloc-
ity gradient tensor. It was shown that the turbulent structures originate in tangentially-
oriented vortex tubes induced by the shear layer instability (Kelvin-Helmholtz mecha-
nism), thus, having a preferred sense of rotation. Further downstream, the eddies gradu-
ally break up into three-dimensional structures with a tendency towards axial direction,
but without a preferred rotational sense. It is also noted that the time-averaged volu-
metric results agree well with the current 2C- and 3C-measurements, see Michaelis and
Wolf [69]. Smaller-scaled structures within the shear layer are also detected in the cur-
rent results and can, for instance, be isolated using the modal analysis of section 4.2.3.
However, the focus of this work is on large-scale coherent modes.
4.1.2 Vertical plane and influence of the sting support
Most statements of the preceding section that concern the general near-wake layout are
also valid for the vertical x, z-plane. The main difference is the inherent asymmetry in-
troduced by the sting support, which also raises further questions regarding the adjust-
ment of the neutral angle of attack. It is known from a calibration of the wind tunnel’s
empty test section that the freestream induces a slight downwash effect. With respect to
the earth-fixed horizon, the resulting negative angle of attack is approximately −0.5 ◦. In
contrast, it is expected that the blockage of the model’s stand induces an upwash effect
and, thus, a positive contribution to the effective angle of attack. A precise zeroing of α
by aerodynamic means (e.g., α-vane, balance system, etc.) was not applicable in the cur-
rent case for several reasons (e.g., influence of the sting support, proximity to the tun-
nel nozzle’s exit plane, weight of the model, etc.). Hence, the earth-fixed horizontal zero
level of the model’s main body, adjusted through a precision water level device, is taken
as a working definition for α = 0. A detailed discussion on this choice, which also reveals
many characteristics of the near-wake, will be given hereafter.
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Figure 4.5: Layout of the near-wake in the x, z-plane
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Figure 4.5(a) presents the average planar velocity Uxz, in analogy to Uxy defined by
(u2 + w2)0.5, for the geometric α = 0-condition. The x, z-plane exhibits a slight yet
clearly visible asymmetry, which is apparent regarding the positions of vortex centers and
stagnation points. Also, the external flow in the lower half is notably decelerated due to
the model’s sting support. A closer look at the u-component for x/D = 0.3, 0.7, 1.3, and
1.6 is presented in figure 4.5(b), illustrating the gradual recovery of streamwise velocity for
increasing x-values. The velocity deficit induced by the sting support can be seen at the
bottom of the figure. It is similar for all four profiles and amounts ∆u ≈ −8.6%U∞, see
red arrows. On the other hand, the u-profiles at x/D = 0.3 and 0.7 exhibit a slight over-
velocity of ∆u ≈ +4.4%U∞ in the shear layer’s vincinity due to the curvature of external
streamlines, see green arrows in figure 4.5(b). Further downstream, this phenomenon is
not detected any more, since the shear layer is widened, and the average velocity profiles
are smoothed by turbulent mixing.
The reproducibility of the x, z-result is comparable to the x, y-result due to the convenient
geometric calibration process of α = 0. Still, it was observed that even a slight misalign-
ment as low as ∆α ≈ 0.1◦ has a non-negligible effect on the wake layout. In contrast to
RANS simulations [131], DES studies by project SFB/TRR-40-B5 suggest a similar sen-
sitivity of the averaged near-wake towards different boundary conditions of the computa-
tional domain (i.e., farfield or Euler walls). In particular, it is assumed that the plenum
chamber of the wind tunnel’s test section has a non-negligible influence on the effective
angle of attack. Since the experiments cannot provide the aerodynamic zero level for α
with the required precision, the following methodology was applied for a better under-
standing of the phenomenon:
• The DES result for α = 0 is taken as a reference. It cannot be proven that this choice
coincidences with the true zero level due to numerical uncertainties, amongst others
introduced by the finite distance between inflow plane and model. A detailed study
on the corresponding sensitivity was not conducted due to the available computa-
tional resources. In contrast to its experimental counterpart, the simulated model
is at least nominally aligned to the respective freestream direction. Hence, the DES
result is the most appropriate reference choice here. The domain’s boundaries use
farfield conditions, i.e., enabling mass transfer at the prescribed atmospheric pres-
sure, since this concept reflects a disturbance-free environment best.
• In a second step, a simplified model of the complete wind tunnel’s test section is
simulated using a RANS approach, including the launcher model at geometrical zero
level. This approach accounts for parasitic influences of the tunnel environment. A
comparison to the first simulation yields a correction of the effective angle of attack.
• The experiments are repeated, using the aforementioned α-correction. It is expected
that the experimental result then reproduces the reference DES simulation.
The corresponding results were published by You et al. [136], but will be shortly summa-
rized hereafter:
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The computational domain of the reference DES spans a cylindrical volume with a stream-
wise length of 25D, see sketch in figure 4.6(a). The domain’s diameter of 14D ≈ 1.5m
approximately matches the diameter of the wind tunnel’s nozzle. As aforementioned, the
cylindrical boundary is of farfield-type. A sufficient grid resolution was demonstrated in
a preliminary study [135]. Figure 4.7(a) depicts the predicted near-wake mean velocity in
the x, z-plane, corresponding to the DES x, y-result already shown in figure 4.3(b). The
layout exhibits a pronounced asymmetry. The size of the vortex on the sting side (z > 0)
is significantly increased, whereas its center has shifted towards the base surface. Con-
trastingly, the size of the opposite vortex is decreased. Taken together, this yields an in-
clined recirculation flow. Both stagnation points have been relocated towards negative z-
values. The discrepancy to the experimental result in figure 4.5(a) is obvious. Although
generally more symmetric, the experiment reveals the opposite, mirror-inverted trends in
comparison to the DES result.
25D
model
(a) DES Domain
≈63D
model
nozzle
model stand
solid walls of plenum chamber
diffusor
inflow
outflow
(b) RANS Domain
Figure 4.6: Comparison of CFD domains
You et al. [136] then conducted a second numerical simulation, which uses the RANS
methodology but accounts for important aspects of the wind tunnel environment. The
purpose of this simulation is not to provide high-fidelity data on the wake flow, but to
estimate the environmental influence on the effective angle of attack in the base region.
The simulation domain approximately matches both size and layout of the open test
section, see figure 4.6(b). Besides the launcher model, abstracted versions of the tunnel’s
nozzle and diffusor, as well as the model stand were considered. The symmetry of the
setup is utilized by means of a half-model simulation, yielding a total number of grid points
on the order of 20 · 106. The freestream’s shear layer drives a large toroidal recirculation
flow within in the plenum chamber [136], which in turn affects the relevant flow field
surrounding the launcher model.
A virtual reference cylinder surface was placed in both DES and RANS domains to obtain
a quantitative estimate of the divergence regarding the effective α. The reference cylinder
is aligned in x-direction and stretches between x/D = −4 and 4, thus, enclosing the near-
wake. Its radius is slightly smaller than the radius of the wind tunnel’s freestream, cap-
turing the influences of both freestream shear layer and plenum chamber. The w-velocity
component, which describes the local angle of attack, is integrated along the surface of the
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(a) DES, α = 0, adapted from You et al. [136]
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Figure 4.7: Uxz, correction of the aerodynamic α = 0◦-condition
reference cylinder. Between DES and RANS solution, an average divergence velocity of
∆w = 0.39m/s is reported. For the given U∞ = 70m/s, it was concluded that the farfield
DES result for α = 0 should be compared to an experiment conducted at a geometric α
of − arctan (0.39/70) = −0.32◦. A systematic experimental variation of the freestream
angles was conducted prior to the numerical investigation, hence, only the result for a
slightly different α of −0.35◦ is available. Figure 4.7(b) depicts the corresponding flow-
field. It is obvious that the α-corrected experiment exhibits a reasonable agreement to its
numerical counterpart shown in figure 4.7(a). Both results share the same, strongly asym-
metric layout of the vortex centers, and a similar inclination of the recirculation flow.
Despite these considerations, it was decided that the experiments hold on to the geometric
definition of α = 0 without the CFD-inspired correction, see figure 4.5(a). This choice
(coincidentally) yields a rather symmetric near-wake in comparison to the corrected α =
−0.35◦-layout. Since the asymmetry is introduced by both sting support and wind tunnel
environment, a (near-) symmetric flow field appears to be the most appropriate definition
of a neutral condition for axisymmetric applications. Further experiments showed that a
completely symmetric layout is achieved at around α = −0.09◦ [36]. Note that this angle
is only twice the estimated adjustment error for a non-zero α, see section 3.2. Hence, the
residual asymmetry of α = 0 was neglected in favor of a better reproducibility due to the
convenient geometric adjustment using water-level devices.
4.1.3 Influence of small freestream angles
The preceding section raises further questions regarding the pronounced sensitivity to-
wards freestream angles. Of course, two-dimensional blunt bodies with circular cross-
section (i.e., cylinders) are inherently indifferent towards the incidence direction. Van
Oudheusden et al. [76] showed that the near-wakes of two-dimensional, square-section
bodies are also rather insensitive towards incidence angles up to 15◦, at least in comparison
to the current case. So far, no investigation is known to the author that conducts a sim-
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ilar, systematic study regarding three-dimensional bodies. This fact is surprising, given
that small incidence angles will most probably occur during the operation of aerospace
vehicles due to maneuvering, crosswinds, etc. It is noteworthy that an asymmetric near-
wake layout very similar to the test case in figure 4.7(b), α = −0.35◦, was reported by
van Raemdonck and van Tooren in a study on road vehicles (truck-trailer combinations)
with blunt base surfaces, see figure 17 in ref. [87]. Although this asymmetry is caused by
the proximity to a ground surface rather than an incidence angle, it still emphasizes the
relevance of oblique wakes to aerodynamic applications.
Consequently, a systematic study on the influence of small freestream angles was con-
ducted. The effects of both angles of attack and sideslip were considered to rule out the
support sting as primary cause of the wake sensitivity. Since a variation of α was already
discussed in the preceding section, this section concentrates on the β-influence. The com-
plete set of results is given in ref. [36].
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Figure 4.8: Uxy, influence of small β-angles on the near-wake topology, filled white squares
and circles mark stagnation points and vortex centers
Figure 4.8 illustrates the average velocity distribution Uxy in the x, y-plane for different
angles of sideslip between −0.75◦ and 1.5◦. In general, the sensitivity of the flow topology
is comparable to the effects of α in the x, z-plane. Both forward and rearward stagna-
tion points (square markers) are shifted against crossflow direction, that is, towards the
windward side. The size of the lee-sided vortex increases significantly. Its center (circular
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marker) is relocated in upstream direction, towards the base plane, and inwards, in di-
rection of the centerline. The size of the luff-sided vortex is diminished, and the position
of its center remains rather constant. Accordingly, the recirculation flow is tilted against
crossflow direction, although the corresponding angle is much higher than the incidence
angle itself. Additionally, the following trends are observed:
• An increasing β-value evokes an increasing asymmetry, see figures 4.8(a) to (d).
• The alteration of the layout is mirror-symmetric for ±β, compare figures 4.8(b)
and 4.8(e) or figures 4.8(c) and 4.8(f).
• The highest sensitivity is observed in a small β-range of about ±0.3◦, whereas a
further increase to larger values has comparably small influence.
The last statement is also emphasized by figure 4.9, which presents the locus curves of
both vortex centers (left) and stagnation points (right) for β = −0.75◦ . . . 0.75◦. The
distribution of vortex centers is not steady but reveals a switching motion between two
positions. At about β = ±0.1◦, the lee-sided vortex center abruptly shifts from x/D ≈ 0.7
to x/D ≈ 0.3. In contrast, the distribution of stagnation points is more continuous. The
forward stagnation points are expectedly allocated along the base surface, whereas the
rearward counterparts describe a curved locus line.
Not only the averaged velocity field, but also the turbulence statistics are subject to
significant changes, see figure 4.10. For example considering β = ±0.75◦, the turbulence
level TU of the luff-sided shear layer is about 40-50% higher than the corresponding lee-
sided level. The shear layer fluctuations control the turbulent mixing and the entrainment
between external flow and separation bubble. It will be shown later that there is also a
connection to the base pressure fluctuation level.
4.1.4 Crossflow planes and three-dimensional reconstruction
The preceding sections accounted for 2C-PIV measurements in either horizontal or ver-
tical planes. The influences of small incidence angles and of the sting support obviously
contradict the assumption of a rotationally symmetric near-wake. This suggests that
three-dimensional aspects need to be considered in order to understand the underlying
aerodynamic phenomena. Hence, the current section concentrates on the 3C-PIV results
for y, z-crossflow planes. Figure 4.11(a) presents the instantaneous velocity distribution√
u2 + v2 + w2 of an arbitrarily chosen sample at a streamwise position of x/D = 0.68,
corresponding to the third of five measurement planes already described in figure 3.7.
Again, the turbulent structure of the wake flow is clearly visible, particularly regarding
the shear layer at about r/D = 0.5. The average of a series containing 500 non-correlated
PIV samples is given in figure 4.11(b) by means of:
Uxyz =
√
u2 + v2 + w2 (4.6)
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Figure 4.9: Locus curves of vortex centers (left, circular markers) and stagnation points
(right, square markers) for β = −0.75 . . . 0.75
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Figure 4.10: TU , influence of small β-angles on the near-wake turbulence level
Similar to the argumentation for its two-component counterparts Uxy and Uxz, Uxyz is
not equal to the average of the instantaneous velocity in figure 4.11(a), but instead helps
to identify regions of stagnant flow. Figure 4.11(c) repeats the result of figure 4.11(b)
using a non-linear color map that emphasizes the boundaries of both low-speed regions
(Uxyz < 0.05U∞ = 3.5m/s, dark blue area) and high-speed regions (Uxyz > 0.95U∞ =
66.5m/s, orange-red area).
The streamwise position of the shown 3C-PIV plane (x/D = 0.68) approximately matches
the x-coordinate of the planar vortex center (x/D = 0.69) as seen by the horizontal
2C-PIV measurement. Consequently, a ring-like area of low velocity is revealed in fig-
ure 4.11(c). The radius of this ring (r/D = 0.33, white dash-dotted circle) also coinci-
dences with the y-coordinate of the planar 2C-PIV vortex centers. In total, the velocity
distribution suggests the existence of a toroidal vortex ring, which is at least nearly rota-
tionally symmetric.
Figure 4.11(c) also contains further information on the support sting’s wake, which is
visible in the lower part. The corresponding velocity deficit is restricted to a rather small
region. For example, the wake boundaries for 0.95U∞ are located at about y/D = ±0.035
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Figure 4.11: 3C-PIV results, crossflow planes, α = β = 0
(green-yellow border), in comparison to the support’s maximum thickness of y/D =
±0.28 (dashed vertical lines). In the lower half of figure 4.11(c), two low-speed ‘bumps’
protrude from the model’s shear layer. Similar structures were consistently shown in
several numerical simulations of the current case, and interpreted as the remnants of
longitudinal corner vortices that expectedly form at the junction between cylindrical main
body and support sting. In particular, they are already detected in the base plane (x/D =
0) prior to the development of the near-wake, see figure 5 in the publication by Glatzer et
al. [38]. Unfortunately and in contrast to CFD, the low-speed protrusions of the current
experimental result are not symmetric about the z-axis, but rotated counterclockwise by
a circumferential angle of about 6◦. The reason for this behavior is unknown. Possible
explanations are, for example, a slight misalignment between main body and sting profile,
or a nonuniform freestream within the wind tunnel’s test section. Since the model’s wake
is symmetric for β = 0, and exhibits a mirror-inverted behavior for positive and negative
sideslip angles, no further investigations on this issue were conducted.
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Figure 4.12: Distribution of the crosswise velocity component v for x/D = 0.46
4.1 Near-wake structure and statistical properties 45
A visualization of the y, z-planes also provides new insight into the near-wake behavior
for non-zero incidence angles, which is most apparent at a streamwise position of x/D =
0.46, see figure 4.12. The coloring corresponds to the averaged crosswise component v,
whereas the streamlines are derived from the planar components (v, w)T . Under reference
conditions, β = 0 in figure 4.12(b), the external flow points centripetally towards the
coordinate origin. This behavior can be explained by the decreasing diameter of the near-
wake, which bends the surrounding streamlines inward, as already seen in both horizontal
and vertical planes. Within the near-wake region, the v, w velocity components are rather
low but generally point in centrifugal direction. As the recirculation flow approaches
its stagnation point in the base plane, the streamlines are bent in outward direction.
Expectedly, the pattern is symmetric about the z-axis but slightly asymmetric about y-
axis due to the chosen α = 0-condition.
A completely different behavior is observed for β = −0.75◦ and β = 0.3◦, figures 4.12(a)
and 4.12(c), which were exemplarily chosen to depict the sideslip influence. When ap-
proaching the near-wake boundary, the β-crossflow is split up, and encloses the near-wake
from both top and bottom. The v-isolines form a ‘sickle’-shaped outline, as seen by blue
coloring in case of β = −0.75◦, and red coloring in case of β = 0.3◦. It is noted that
within these sickle regions, the crosswise component v reaches maximum values around
11%U∞. In contrast, the β-related crosswise component v of the undisturbed freestream
is much lower, for examle, arcsin(β)U∞ = −1.3%U∞ for β = −0.75◦. The general behav-
ior of the external flow for β 6= 0 bears some resemblance to the flow around a solid cylin-
drical obstacle. However, the v-component imposes shear stresses on the boundary of the
near-wake, which (in contrast to a solid body) develops a set of counter-rotating longitu-
dinal vortex-like structures. Consequently, the v-component inside the bubble is pointed
against the β-sideslip flow. Superimposed with the streamwise component u, this cross-
flow evokes an adversely tilted recirculation axis, as already seen in the visualization of
the horizontal planes, see figures 4.8(b) and 4.8(f).
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Figure 4.13: Comparison of u and v for 2C- and 3C-PIV, x/D = 73mm, z = 0
The streamlines in figure 4.12 provide a good visualization of the planar velocity compo-
nents, but on the other hand reveal little about the actual fluid motion, since they are
superimposed by large and inhomogeneous out-of-plane velocities u. Thus, the next step
performs a reconstruction of the three-dimensional near-wake region in order to reveal
the volumetric flow structure for both symmetric (β = 0) and non-symmetric (β 6= 0)
conditions. Ideally, this task should be accomplished by applying a volumetric measure-
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ment technique that provides instantaneous three-component velocity data. For instance,
Tomo-PIV measurements conducted in the current wake’s shear layer fulfill these require-
ments [129]. Due to limited laser energy and camera resolution, the resulting region of
interest covers less than 1% of the total near-wake region. Besides Tomo-PIV, a lim-
ited number of other volumetric techniques based on particle correlation (i.e., holographic
PIV) or particle tracking (i.e., defocusing digital particle tracking) have been developed,
see ref. [35] for a detailed overview. These techniques were not available for the current
studies, and, beyond that, it is questionable whether any of them is able to resolve larger
portions of the near-wake using present light sources and camera systems.
x/D y/D z/D
coordinate range 0.23 . . . 1.28 -0.9 . . . 0.9 -0.7 . . . 0.8
Table 4.2: Dimensions of the reconstructed volume
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Figure 4.14: Volumetric interpolation (left), planar 2C-PIV and interpolated 3C-PIV re-
sults for β = 0 (center), interpolated 3C-PIV results for β = −0.75◦ (right)
Hence, the near-wake volume was reconstructed through interpolation of the planar 3C-
PIV results. As outlined in section 3.3, five y, z-planes allocated between x/D = 0.23 and
1.27 are available, only providing a very coarse resolution in x-direction. Prior to interpo-
lation, a check on the pairwise agreement between (crossflow) 3C regions and (horizontal)
2C regions was performed along the common intersection lines. Figure 4.13 exemplarily
presents the averaged u and v components for x/D = 0.73, y/D = −0.6 . . . 0.6, z/D = 0
and β = −0.75◦, 0◦, 0.3◦. As a consequence of the β = 0-condition (black graphs), the
distribution of u is axially symmetric, whereas v is point symmetric about the coordinate
origin. For β 6= 0, the tilted recirculation axis affects the velocity distribution. Conse-
quently, the crosswise component v assumes predominantly positive values for β = −0.75◦
(blue graphs), and negative values for β = 0.3◦ (red graphs). Also, the local minimum of
u is shifted towards either positive or negative y-coordinates. In general, a good agree-
ment between 2C-PIV (solid lines) and 3C-PIV (dashed lines) is observed for both u and
v. For example considering β = 0, the average deviation of the planar velocity is ∆Uxy =
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2.8% U∞, indicating that the results of both measurement techniques are interchange-
able within small error bounds. The maximum 2C/3C deviation is ∆Uxy = 6.5% U∞,
occurring within the region of the shear layer. Since the shear layer exhibits large ve-
locity gradients du/dy, it can be shown that this deviation can be explained by a small
misalignment of the calibration target and, thus, of the experimental coordinate system,
on the order of 1mm. Given the good overall agreement, this mechanism is supposed to
be the primary error source. A 2C/3C comparison for all five 3C-PIV planes is given by
Klei [54]. The results are similar and will not further be discussed here.
A cubic volumetric grid with a resolution of 1 grid point per mm was defined, and the
corresponding values for u, v, and w were determined using linear three-dimensional in-
terpolation (cf. figure 4.14, left). The dimensions of the reconstructed volume are sum-
marized by table 4.2
(a) (b)
(c) (d)
Figure 4.15: 3-D reconstruction of the average near-wake structure, β = 0◦, dark gray
isosurfaces mark Uxyz = 0.027U∞ = 1.9m/s
The resulting velocity distribution in the x, y-plane for β = 0 is depicted in figure 4.14
(center, lower half) in comparison to the planar 2C-PIV result (upper half). It is obvious
that the volumetric interpolation captures the structure of the recirculating flow surpris-
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(a) (b)
(c) (d)
Figure 4.16: 3-D reconstruction of the near-wake structure, β = −0.75◦, dark gray isosur-
faces mark Uxyz = 0.036U∞ = 2.5m/s
ingly well, given that only five sampling planes were used. A quantitative analysis reveals
that the average deviation in the x, y-plane is ∆Uxy = 2.2% U∞. The spatial distribution
(not shown) indicates that the 2C/3C deviations again strongly correlate with the occur-
rence of high velocity gradients du/dy within the shear layer. The interpolation result for
β = −0.75◦ is presented in figure 4.14, right. It is noted that the 3C-PIV measurements
obviously reveal the same β-sensitivity compared to the 2C results, e.g., previously pre-
sented by figure 4.8(f).
The volumetric reconstruction is now used to study the effects of a non-zero incidence an-
gle on the three-dimensional wake structure. A comprehensive visualization is achieved
through a combination of both streamlines and isosurfaces of constant Uxyz-values. The
streamlines were either derived from two-component velocity combinations (u, v)T , (u,w)T ,
(v, w)T in planar domains, or from v = (u, v, w)T in volumetric domains. Small values of
Uxyz represent both vortex centers and regions of stagnating flow in 3-D space. For the
sake of completeness, figures 4.15(a) to (d) start with a visualization of the α = β = 0-
case from different angles of view. The current volumetric representations clearly verify
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the existence of an almost rotationally symmetric, toroidal vortex ring, which was already
suggested by the planar results of the preceding sections. It is noted that in side-view, the
vortex ring is slightly slanted, see white dash-dotted line in figure 4.15(b). This misalign-
ment is a consequence of the α = 0-definition which was already discussed extensively in
section 4.1.2.
The non-symmetric near-wake configuration is presented in figure 4.16 for β = −0.75◦.
The most interesting feature is the distorted geometry of the vortex ring. An annular
segment on the lee side of the near-wake is ‘folded’ towards the base plane, explaining
the shifted position of the lee-sided vortex as seen in the horizontal plane. The rearward
stagnation point almost merges with the vortex ring on the luff side. The volumetric
structure is consistent with the planar streamlines, see figures 4.16(a) to 4.16(c), but
the most comprehensive insight is offered by the volumetric streamlines in figure 4.16(d).
Although the crosswise velocity is rather low in comparison to the freestream velocity,
the streamlines are clearly distorted from the rotationally symmetric configuration. In
the upper and lower part of the shear layer, the direction of the streamlines reflects the
β-induced crossflow (left to right in this illustration), whereas the recirculation flow in
the center is tilted in the opposite direction. In summary, the volumetric reconstruction
provides valuable insight into the flow structure for non-zero incidence angles. The effects
on both average and fluctuating base pressure, as well as periodic wake motions, will be
evaluated in the subsequent chapters.
4.1.5 Static base pressure
Within this section, the distribution of the static pressure in the base plane is discussed.
The data was collected using the hardware setup presented in section 3.5. The stan-
dard definition of the pressure coefficient cp is applied using U∞ = 70m/s and ρ∞ =
1.125 kg/m3:
cp =
p− p∞
0.5 · ρ∞ · U2∞
(4.7)
The stated density is assumed to be constant and refers to an average freestream tem-
perature of T∞ = 313.5K, with non-compensated deviations bounded by ±4K. The as-
sumption of an ideal gas reveals that the temperature-related error of cp is ∆T∞/T∞ =
±4K/313.5K = ±1.3%. This value is smaller than the uncertainties introduced by the
finite measurement interval, see chapter A.1. It is noted that the instantaneous base pres-
sure is both time- and space-dependent:
cp(x, t) = cp(x) + c′p(x, t) (4.8)
The ‘overbar’ notation is omitted in compliance to the majority of similar publications.
This means that hereafter, cp denotes the time-averaged coefficient instead of the instan-
taneous quantity. Also, the definition of p∞ needs further considerations. The current
work defines p∞ as the static pressure of the test section’s plenum, which also equals the
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ambient atmospheric pressure. The signal of the differential transducer directly yields
p − p∞, since its reference port is located in the plenum chamber. According to the ar-
gumentation of Müllenbach and Deutenbach [72], this approach is correct if the following
requirements are met:
• In case of an empty test section, the static plenum pressure must equal the static
freestream pressure at U∞. This condition was confirmed for the current tunnel by
inserting a static probe into the central region of the nozzle exit plane. According
to ref. [72], this requirement is only infringed if the plenum chamber is small in
comparison to the nozzle exit.
• The area blockage ratio of the model must be sufficiently small. Otherwise, the
curved shapes of the outer streamlines require a streamwise gradient of the sur-
rounding static pressure to equilibrate the centrifugal force. This criterion was not
checked explicitly in the current case, since it was formulated for full-scale automo-
tive applications with blockage ratios as high as 20% [72]. The ratio of the current
case is only 2.9%.
When the model is installed in the test section, the resulting blockage induces a pressure
field which raises the static level in the nozzle exit plane. Compared to plenum level,
this effect was quantified to ∆p ≈ 40Pa in the experiment and ∆p = 50 . . . 100Pa in the
RANS solution of the wind tunnel [136]. In terms of the experimental cp, this phenomenon
implies no further correction of the plenum reference pressure. Neglecting both sting and
nozzle influence, the same ‘pile-up’ (i.e., deceleration) of fluid in front of the vehicle is also
expected for subsonic free flight conditions. In contrast, the CFD simulations of project
SFB/TRR-40-B5 are referenced to the static pressure level in the nozzle exit plane and
not to ambient pressure. Hence, the reference pressure was corrected by ∆p∞ = −40Pa
for a comparison to the experimental result.
In a first step, the static surface pressure of configuration B.A for zero incidence angles
(α = β = 0) was averaged over the base region. Each of the 61 pressure taps was weighted
by the area of its associated annular segment, as already discussed earlier (see figure 3.14).
Other weighting methods, e.g., bicubic interpolation of the pressure tap data onto an
equidistant and fine-resolved grid, confirm this procedure with negligible deviations. The
area-averaged coefficient is cp = −0.114, indicating that the base pressure is expectedly
lower than the static freestream pressure. Figure 4.17 compares the current experimen-
tal result (filled rhombus symbol) to the corresponding numerical results. The DES and
RANS (Menter SST) simulations predict values of cp = −0.139 and cp = −0.102 [131, 136],
cf. filled delta and gradient symbols in figure 4.17. The relative deviations are−22% (DES)
and +11% (RANS), respectively. Deck and Garnier [24] report a similar level of agreement
between CFD and experiment for a rocket model at Ma∞ = 0.7, underlining that the
prediction of static pressure in fully separated flows is still challenging. Figure 4.17 also
presents further results published in literature, see non-filled symbols. To ensure compara-
bility, only similar test cases were considered, in particular, three-dimensional and slender
bluff bodies with turbulent wakes and a defined separation location. The current experi-
ments are in good agreement to the work of Merz et al. [68], which has become a reference
standard for numerous later publications, and which predicts a nearly constant cp of about
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−0.11 forMa∞ < 0.8. The value then sharply drops to about cp = −0.25 when approach-
ing transonic conditions. In supersonic regime (not shown), the pressure coefficient slowly
recovers, and the subsonic cp-level of -0.11 is re-established at about Ma∞ = 2 [43, 52].
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Figure 4.17: Average cp in the base of 3-D bluff bodies as function of the freestream Mach
number, see refs. [19, 26, 52, 66, 71, 131, 136]
Figure 4.18(a) presents the spatial distribution of the pressure coefficient cp in B.A’s
base plane for reference inflow conditions, calculated through bicubic interpolation of the
61 pressure taps already shown in figure 3.14. According to the position of the taps,
experimental data is available for r/D ≤ 0.42. It is observed that the distribution is nearly
symmetric about the z-axis but non-symmetric about the y-axis. A region of comparably
low pressure (green area) is detected in the upper half, i.e., for negative z-values. The
difference between maximum and minimum value of the distribution is about ∆cp = 0.05.
Remembering the reference flowfield in both x, z-plane and reconstructed x, y, z-volume,
figures 4.5(a) and 4.15, it seems that the low-pressure region correlates with the tilted
vortex system, given that the vortex core is shifted towards the base plane for z < 0.
To further investigate the relation between flow field and base pressure, a variation of
α and β was performed. Figure 4.18(b) depicts the result for α = −0.35◦ and β = 0,
proving that also the static base pressure exhibits a pronounced sensitivity towards small
freestream angles. In comparison to figure 4.18(a), the pressure pattern is inverted. Low
values of cp now occur at positive z-values, which again correlates to the position of the
oblique vortex system, see figure 4.7(b). According to the preceding discussion on the in-
fluence of the sting support (see section 4.1.2), the experimental result for α = −0.35◦
must be compared to the DES result for α = 0. The corresponding cp-distribution shown
in figure 4.18(c) was adapted from You et al. [136], using the aforementioned correction
of the reference pressure. In general, the DES simulation predicts the experimental dis-
tribution reasonably well, especially regarding the asymmetry about the y-axis. Still, a
larger spatial variance and a lower minimum pressure coefficient (cp,min = −0.19 versus
cp,min = −0.16) are observed in the numerical result. This consequently yields a lower
area-averaged cp-level as discussed before (figure 4.17). Nevertheless, also the static base
pressure pattern confirms the considerations concerning the experimental α = 0-choice.
The sensitivity of the pressure distribution towards the angle of sideslip is shown in
figures 4.18(d) to 4.18(f). The perspective illustrations include planar u, v-streamlines
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Figure 4.18: Distribution of cp in the base plane, isoline spacing marks ∆cp = 0.01,
blue circles and squares mark vortex centers and stagnation points
and, thus, clearly underline the relation between base pressure and flow structure. For β =
±0.75◦, a high-pressure region (red area) is located on the luff side of the base, coincident
with the region of stagnating recirculation flow. The opposite side is influenced by the
leeward vortex, whose center is shifted in upstream direction and, consequently, imprints
a low-pressure region (green area) on the base surface. It is also noted that in contrast to
β = 0, the cp-distributions for β = ±0.75◦ exhibit no pronounced asymmetry about the y-
axis any more. This suggests that for a non-zero sideslip angle, the asymmetric influence
of the α = 0-choice and the sting support is strongly reduced or, at least, cannot be
detected any more. This conclusion was already implied by the volumetric reconstruction
of the flow field, see figure 4.16.
An illustration of the cp-profiles along y-axis for different β-angles is shown in figure 4.19.
The y-coordinates of the markers correspond to the position of individual pressure taps.
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Figure 4.20: Area-averaged cp for different
β-angles
For zero angle of sideslip (thick central graph), the profile roughly exhibits a ‘W’-shaped
outline. In general, the static pressure decreases from the edge towards the center of the
base, in agreement to other bluff body investigations (e.g., Buresti et al. [19]). Given the
impingement of the recirculation flow, a distinctive peak is also expected around y = 0,
but only barely visible in the experimental result. This can be explained by the fluctuation
of the stagnation point’s location, which will be revealed later in a modal analysis of the
near-wake dynamics. Regarding asymmetric inflow conditions with β 6= 0, it is expectedly
observed that the profiles are almost perfectly mirror-inverted for positive and negative
angles of sideslip. For increasing β, a low-pressure region steadily develops in the leeward
side of the base.
In a last step, the area-averaged pressure coefficient and, thus, the base drag is evaluated
as function of β, see figure 4.20. Within a small neighborhood around the neutral position,
−0.1◦ ≤ β ≤ 0.1◦, the averaged coefficient is nearly constant at cp ≈ −0.114. A further
increase of |β| results in a nearly linear decrease of the base pressure and, consequently,
in an increase of the base drag. The gradient dcp/d |β| is about −0.014/◦. For instance,
this means that the base drag at β = ±0.75◦ is about 8% higher in comparison to β =
0. Further experiments (not shown) revealed that the linear decrease of cp is at least
continued up to |β| = 1.5◦. In general, the current results bear a strong resemblance
to those reported by Mitchell et al. for an angle of attack variation of a subsonic rocket
model, see figure 10 in ref. [71]. The authors refer to this phenomenon as bluff body
drag-bucket. However, in Mitchell’s case, the central region of constant cp is much larger
(−4◦ ≤ α ≤ 4◦), and the pressure gradient outside this region (dcp/d |β| ≈ −0.007/◦)
is about half the current gradient. A possible explanation can be found in the different
model geometries. Ref. [71] uses a main body with rectangular square section, which
blends into a circular base with boattailing (i.e., a continuous decrease of the diameter).
The current work provides no results for boattailed base shapes. On the other hand, it
will be shown later that a dummy nozzle extension (configuration B.Coj) also significantly
decreases the sensitivity towards the incidence angles. This suggests that the ‘simple’
bluff base of configuration B.A overemphasizes the effects of small α or β. Furthermore, it
54 Chapter 4. Bluff body near-wake flow
is noteworthy that also the spatial pressure distribution reported in ref. [71] corresponds
to the current result, for example considering the high-pressure areas located on the luff
side of the base. In contrast to the current work, no explanatory investigation of the base
flow structure was provided.
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4.2 Spectral and modal analysis
This section presents a spectral analysis of the surface pressure fluctuations in the baseplane, which cause dynamic structural loads. Additional insight is gained through
two-point correlation techniques, revealing the spatio-temporal behavior of the pressure
fields. In a last step, a multi-point correlation analysis is applied to the PIV records,
indicating that the near-wake flowfields are subject to large-scale coherent modes which
can be related to the base pressure fluctuations.
4.2.1 Surface pressure spectra
At first, a short introduction into spectral analysis and the governing equations will be
given. The power spectral densityG(f) describes the power of a given time-resolved signal,
in this case the base pressure fluctuation p′(t), as function of the frequency f [75]. In
particular, G(f) can be interpreted as the Fourier transform of the autocorrelation of p′(t).
The current work utilizes the well-known Welch periodogram [120] to estimate G(f). This
method is an extension to the standard Fourier spectrum approach, and trades frequency
resolution for a lower noise level. A discrete-time pressure sequence p′n with n = 1 . . . N is
weighted by an appropriate window function wn with 0 ≤ wn ≤ 1. The window function
smoothly fades to zero at both ends of the sequence, suppressing leakage effects induced
by the finite signal length. The power spectral density at the frequency fk is then given by:
G(fk) =
2
N2 ·
(
w2n
) · ∣∣∣∣∣
N∑
n=1
p′nwne
−i(2pifk/fs)n
∣∣∣∣∣
2
for 0 ≤ fk ≤ fs/2 (4.9)
In the current case, the common bell-shaped Hamming window function [41] was applied.
Windowing artificially lowers the signal power, hence, the result of the Fourier transform is
normalized by the averaged window power w2n, see eq. 4.9. Furthermore, Welch’s algorithm
divides the total measurement interval into smaller overlapping parts and calculates G(f)
for each segment separately. The final result is then obtained by averaging G(f) over
all individual segments. In this case, segments of 0.4 s in length with an overlap of 75%
were used. This length corresponds to about 2.5 cycles of the lowest frequency (6.5Hz)
discussed in the following illustrations. The frequency f is normalized by means of the
Strouhal number StD:
StD =
f ·D
U∞
(4.10)
The current definition uses the model’s diameter D and the freestream velocity U∞ as
reference length and velocity, which is the appropriate choice for an investigation of the
wake dynamics. Only the characterization of jet-related acoustic phenomena in section 5.4
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will require a different definition. Furthermore, the power spectral density G is normalized
using:
Gnorm = G · U∞
D
· 1
(0.5 · ρ∞ · U2∞)2
(4.11)
Consequently, an integration of Gnorm over StD yields the overall fluctuation level:
c2p,rms = c′p(t)2 =
∫ ∞
0
Gnorm(StD) d(StD) (4.12)
Strictly speaking, cp,rms is the common abbreviation for (c′p)rms. The following base pres-
sure spectra evaluate
√
Gnorm · StD as a function of StD, using logarithmic scaling of the
abscissa and linear scaling of the ordinate. Originally proposed by Owen [77] as the cor-
rect representation of aerodynamic flutter excitation, this convention has been widely
adopted for base buffeting problems, e.g., see refs. [24, 26].
StD
(G
n
o
rm
⋅
St
D
)0.5
10-2 10-1 100 101
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
average base spectrum
sensor noise
comparative white noise
wind tunnel noise
B
A
C0
F C1
C2-8
DE
Figure 4.21: Average base spectrum in comparsion to sensor and wind tunnel noise
In a first step, some general properties of B.A’s base pressure spectra for reference inflow
conditions (Ma∞ = 0.2 and α = β = 0) are discussed. All results presented in this
section refer to a sampling rate of fs = 32 kHz and a sampling interval of 40 s, providing a
sufficient temporal resolution and an adequate signal length for the phenomena discussed
hereafter. The solid black graph in figure 4.21 presents the power spectral density for
base-mounted sensors located at x/D = 0 and r/D = 0.37. The result was averaged over
equally spaced circumferential angles φ = 10◦, 30◦, 50◦, . . . , 350◦. The influence of φ will
be discussed later, showing that the corresponding spectra are similar, and the discussion
of an averaged spectrum is valid. The dash-dotted blue graph depicts in situ data of
the sensor noise. ‘In situ’ means that the pressure transducers were sampled using the
actual measurement setup but with switched-off wind tunnel, precluding aerodynamic
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or acoustic excitation. Hence, not only the sensor’s noise characteristics itself, but also
cabling, amplifier, and A/D converter are included.
base signal sensor noise wind tunnel noise
cp,rms 2.27 · 10−2 (=ˆ62.7Pa) 3.34 · 10−3 (=ˆ9.24Pa) 8.25 · 10−3 (=ˆ22.8Pa)
Table 4.3: Pressure fluctuation level cp,rms
Using table 4.3, it can be seen that the overall ratio between the base signal’s power and
the noise power is:
SNR =
c2p,rms (signal)
c2p,rms (noise)
= (62.7Pa)
2
(9.24Pa)2 ≈ 46 (4.13)
A deeper insight into the local signal-to-noise ratio (SNR) at a given frequency StD is
provided by the spectral data in figure 4.21. A comparative white noise spectrum was
generated on the condition that the corresponding cp,rms-value matches the current sensor
noise. ‘White noise’ means that Gnorm is constant and not a function of StD. The curved
shape of the graph (dashed green line) is a consequence of normalization and scaling.
Both sensor noise and white noise are nearly coincidental, only a slight difference can be
seen at low frequencies (see label A in figure 4.21). This means that the sensor’s noise
is almost equally spread over all frequencies. In contrast, the base spectrum (solid black
graph) exhibits a non-uniform distribution characterized by high density levels at low
frequencies, resulting in a good local signal-to-noise ratio. Since c2p,rms scales linearly with
Gnorm (eq. 4.12), the frequency-resolved local SNR may be defined as:
SNR (StD) =
Gnorm (StD, signal)
Gnorm (StD, noise)
(4.14)
If, for example, only considering the left half of figure 4.21 (0.01 ≤ StD ≤ 0.3), the SNR
is always between 200 and 1800, and, thus, much higher than the overall value of 46. In
the right half of figure 4.21, the base spectrum steadily decreases, until collapsing into the
sensor noise curve at about StD = 12 (≈ 7800Hz, see label B). Put simply, this means
that no aerodynamic-related fluctuations can be proven beyond this point.
In order to provide an adequate interpretation of the base spectra, also the background
noise induced by the operation of the wind tunnel needs to be studied. A separate pressure
transducer of type “EPI-080” was therefore mounted within the plenum chamber but
outside the flow itself, located about 1m beneath the model’s base. The dashed red graph
in figure 4.21 outlines the corresponding spectral density. It is noteworthy that comparable
spectra were obtained using microphone probes (not shown), expectedly indicating that
the observed power distribution is predominantly caused by acoustic phenomena. It
can be derived from table 4.3 that the fluctuation power c2p,rms of the tunnel noise is
approximately 6 times higher than the corresponding value of the sensor noise, but still
about 7.5 times lower than the value of the base signals.
Several sharp, tonal peaks are observed in the mid-frequency region of the tunnel noise.
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The first peak, see label C0, is clearly attributed to the blade passing frequency (BPF)
of the wind tunnel rotor. The BPF is determined through multiplication of the rotor’s
revolutions per second with the number of fan blades, here:
BPF = 16.6Hz · 10 = 166Hz or: StD (BPF) = 0.256, (4.15)
which exactly matches the experimental result. It is well known that in most cases
higher harmonics are excited [104], i.e., mBPF with m ≥ 2. Consequently, eight higher
harmonics can be detected in the current tunnel noise spectrum, see labels C1 to C8.
The same BPF-related peaks are also observed as parasitic phenomena in the spectral
density of the base pressure, but have no relevance for the interpretation of the near-wake
dynamics.
The most prominent peak in the base pressure spectrum is observed at StD = 0.21, see
labelD in figure 4.21. It is noted that no correspondence can be found in the noise spectra,
indicating that the phenomenon is clearly related to the wake flow. As already discussed
in chapter 2, an excitation of this Strouhal number is frequently observed for both 2-D and
3-D bluff bodies, and consistently interpreted as vortex shedding phenomenon. A detailed
analysis on the spatio-temporal behavior will be presented in the subsequent section.
An ambiguous situation occurs in the low-frequency range for StD < 0.1. The base
spectrum exhibits a very broad, plateau-like peak at about StD = 0.03 . . . 0.09, see label
E in figure 4.21. Referring to the literature review in chapter 2 (e.g., refs. [12, 26]), this
peak is expected for bluff body aerodynamics, and presumably related to a symmetric
pumping motion of the separation bubble. Unfortunately, also the tunnel noise spectrum
reveals three distinct and sharp peaks in this StD-range, see label F. These peaks are
clearly related to the wind tunnel characteristics, probably to an acoustic resonance of
the plenum chamber excited by the freestream. To prove this, the tunnel motor was
run at nominal speed but the rotor blades’ angle of attack was set to zero, consequently,
U∞ = 0. As expected, the corresponding noise spectrum (not shown) still contains the
blade passing frequency, but the peaks at F are completely leveled out. Also, a variation
of the freestream velocity U∞ = 20 . . . 70m/s reveals that peaks E (near-wake dynamics)
and F (tunnel noise) seem to be decoupled, i.e., there is no direct relation between the
corresponding Strouhal numbers and amplitudes. The next sections will present further
evidence that E is related to aerodynamic processes in the near-wake. However, it has to
be kept in mind that a certain contribution of tunnel noise cannot be precluded and may
yield less reliable results for StD < 0.1.
In a next step, the pressure fluctuations at r/D = 0.37 will be evaluated as a function
of the circumferential angle φ. Therefore, it is favorable to take a closer look at the un-
certainties of individual non-averaged results. The E0.95-confidence level induced by the
static calibration (±2%, see eq. A.4) only marks the lower limit for the dynamic behavior.
Given that the instrumented base cap can be rotated in steps of 60◦ (cf. figure 3.15), twelve
circumferential positions φ are covered by two individual sensors in subsequent measure-
ments, enabling pairwise comparisons. Results for φ = 50◦, 110◦, . . . , 350◦ are provided
by individual sensors of the same type (EPI-B0), whereas results for φ = 0◦, 60◦, . . . , 300◦
are captured by individual sensors of different types (EPI-B0/EPI-080). The deviations
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of the corresponding cp,rms-values not only include the static uncertainties, but also the in-
dividual dynamic response characteristics, and the general reproducibility of subsequent
measurements. Hence, the respective uncertainties can be denoted cross-sensor repro-
ducibility. It was found that the application of a single sensor type (EPI-B0) yields a good
reproducibility. The relative deviation of the fluctuation level is bounded by ±3% and,
thus, only slightly larger than the static uncertainty level of ±2%. On the other hand, the
EPI-080-type systematically identifies lower cp,rms-values than the EPI-B0-type, with de-
viations of up to −12%. This behavior is partly explained by the design of the EPI-080-
type, since the pressure-sensitive membrane is shielded with a protective screen yielding
a stronger damping. The base cap of B.A features one single EPI-080 sensor. Hence, the
corresponding results were disregarded in the current analysis without a significant loss
of information. The sensor is only used later for normalized coherence functions, which
are not directly affected by the signal’s amplitude.
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Figure 4.22: Base pressure fluctuations as function of the circumferential angle φ and the
sideslip angle β, r/D = 0.37
Figure 4.22(a) presents the surface pressure fluctuation level cp,rms as function of the
circumferential angle φ. The distribution is not uniform but systematically exhibits high
values around φ = 180◦ and low values around φ = 0. The behavior of the graph is
properly described by a sinusoidal curve fit (solid graph). The scatter of the measured
values (rhombus symbols) is represented well by the 3%-reproducibilty bounds (dashed
lines), demonstrating that the sinusoidal behavior is not a random result. It is noted that
high levels of cp,rms coincidence with the position of the sting support. Hence, the wake
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of the support structure and the slightly tilted vortex system in the x, z-plane seems to
be an obvious explanation for this behavior.
The pronounced sensitivity of the near-wake structure towards small freestream angles
can also be identified through the distribution of cp,rms. Figure 4.22(b) presents the result
for a non-zero angle of sideslip, β = −0.75◦. The sinusoidal distribution still applies but is
shifted, now revealing highest fluctuation levels in the luff side of the base (φ = 90◦), i.e.,
the side which is impinged by the β-crossflow. Lowest fluctuation levels are located in the
opposed lee side (φ = 270◦). Remembering figure 4.10(c), the luff side is also subject to
much larger velocity fluctuations in the shear layer, supporting the current findings. On
the other hand, the φ-averaged cp,rms-level of β = −0.75◦ is 10.1% lower in comparison
to the β = 0-case (2.04 · 10−2 versus 2.27 · 10−2).
Figure 4.22(c) presents the normalized spectral density for azimuth angles φ = 90◦ and
φ = 270◦ under non-zero β-conditions. In general, both graphs are similar and reveal the
same bluff body phenomena already discussed for the φ-averaged spectrum (figure 4.21).
Interestingly, the difference in the overall cp,rms-level (0.024 versus 0.015) is not the con-
sequence of an isolated narrow-banded event, but of a systematic offset observed in the
complete frequency range StD ≈ 0.01 . . . 12. In particular, the low-frequency plateau at
about StD = 0.03 . . . 0.09 is also a function of φ. This behavior provides evidence that the
plateau (label E) is predominantly linked to the unsteady near-wake flow and not to the
noise characteristics of the wind tunnel (label F), as it seems unreasonable that a small an-
gular realignment of the model changes the perceived tunnel noise level by more than 50%.
Apart from aerodynamic interpretation and implications on space launchers, the results
illustrate that experimental data on base pressure fluctuations must be checked carefully
for noise characteristics and possible asymmetries. Published results for B.A-like geome-
tries are sparse and rather contradictory, see figure 4.23. Experiments by Eldred [29]
showed that the cp,rms-level for a fixed sensor position is nearly constant for subsonic
freestream conditions up to Ma∞ = 0.3. Contrastingly, recent LES results revealed a
slight decrease of cp,rms for increasing Mach numbers between 0.5 and 0.8, see ref. [52].
Eldred’s instrumentation included two microphones at different radial positions but at a
constant circumferential angle, presuming axisymmetric conditions. An increasing fluc-
tuation level is observed for increasing radii. The opposite trend is reported by Deprés
et al. [26] for an axisymmetric model with upstream sting mount. Similar to the current
results, the authors also observed that the circumferential distribution at constant r is
strongly non-uniform with variations up to ∆cp,rms ≈ 0.011, see figure 5 in ref. [26]. De-
prés et al. provide no explanation for this behavior, but argue that it is not related to ir-
regularities in the freestream conditions, since other geometries with jet nozzles yield the
expected axisymmetric distribution. On the other hand, the current work will demon-
strate that nozzle-like base extensions strongly suppress the sensitivity of the base flow,
yielding a more axisymmetric distribution, also see figure 5.12. From this point of view, a
slight misalignment of the α/β-incidence angles may also be present in the measurements
by Deprés et al. but remained undetected.
The data points corresponding to the current measurements not only include the circum-
ferential average of cp,rms, but also the respective maximum and minimum values, see filled
rhombus symbols in figure 4.23. Although the general scatter may prevent detailed con-
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clusions, the values are at least within the expected range provided by earlier publications.
The inner sensor position (r/D = 0.28) reveals an enhanced fluctuation level compared to
the outer position (r/D = 0.37). This agrees to Deprés’ observations and may be caused
by fluctuations of the stagnation point in the center of the base (details will be given in
section 4.2.3). On the other hand, the circumferential scatter at r/D = 0.28 is smaller.
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Figure 4.24: Spectrogram of the base pressure fluctuations at r/D = 0.37, φ = 0◦ (center-
left), corresponding time-averaged spectrum (right)
Figure 4.24 presents an exemplary spectrogram, i.e., a time-resolved spectrum, of the base
pressure fluctuations. The calculation procedure is similar to the Welch algorithm. The
total sampling interval of 40 s is again windowed into smaller parts of 0.4 s (correspond-
ing to about 54 shedding cycles at StD = 0.21), and the spectrum is calculated for each
sequence after eq. 4.9. Instead of averaging, each individual result is then assigned to the
corresponding time instant. This enables a study of the temporal evolution of the dynam-
ics at the cost of a higher noise level. The spectrogram reveals that the vortex shedding
mode at StD = 0.21 is not continuous, but consists of a diffuse accumulation of short
bursts, even though the corresponding time-average (figure 4.24, right graph) expectedly
exhibits a distinct peak. A similar behavior was reported by project SFB/TRR-40-B4 for
the wake dynamics of a B.Coj-like configuration with rear sting at Ma∞ = 0.7 by means
of high-repetition rate PIV measurements, see Scharnowski and Kähler [98]. These results
support the assumption that the 3-D shedding at medium to high Reynolds numbers is
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intermittent and/or takes place in a randomly tilting azimuthal plane, see discussion in
chapter 2 and refs. [12, 21].
4.2.2 Point-to-point correlation of the base pressure fluctuations
The current section evaluates the spatial organization of periodic base pressure fluctua-
tions. Although the preceding section discussed the circumferential and radial distribu-
tions of cp,rms, it did not exploit the advantages arising from simultaneous sampling of
multiple sensors. In this context, the cross-power spectral density S(f) is induced by the
(auto-) power spectral density G(f) defined in eq. 4.9, and represents the Fourier trans-
form of the cross-correlation of two independent signals at different locations [75]. Here,
the base pressure fluctuations p′(t) at different circumferential angles φ1 and φ2 are con-
sidered:
S(fk) =
2
N2 ·
(
w2n
) ( N∑
n=1
p′n(φ1)wne−i(2pifk/fs)n
) (
N∑
n=1
p′n(φ2)wne−i(2pifk/fs)n
)
(4.16)
The general framework of Welch’s periodogram method is equivalent to the autospec-
trum G(f) described in section 4.2.1, considering windowing function, frequency range,
normalization, etc. In contrast to G(f), S(f) generally assumes complex values since
p′(φ1, t) 6= p′(φ2, t). The most insightful characterization of two-point correlations is pro-
vided by the normalized complex coherence spectrum C(f) [10]:
C(f, φ1, φ2) =
S(f, φ1, φ2)√
G(f, φ1) ·G(f, φ2)
= Cr + iCi = |C| · eiξ (4.17)
Using the definitions of S and G, it can be shown that 0 ≤ |C| ≤ 1 and −pi < ξ ≤ pi. This
means that C may assume any angle ξ in the complex plane but a maximum value of
1. Furthermore, |C|2 is the real-valued magnitude-squared coherence spectrum, commonly
abbreviated as ordinary coherence level [10]. The following statements apply:
• |C(f)| is the degree of linear relation between two fluctuating signals with respect
to the frequency f , time-averaged over the sequence’s length N .
• ξ(f) is the corresponding phase relation.
The interpretation of C can be shown using the following explanatory, sinusoidal functions
f1 and f2 shifted by a phase difference of pi/2:
f1 = c1 sin
(
2pitf + pi2
)
, f2 = c2 sin (2pitf) ⇒ |C(f, f1, f2)| = 1, ξ(f, f1, f2) = pi2 (4.18)
In eq. 4.18, c1 and c2 mark arbitrary constants, i.e., the sinusoidal functions f1 and f2
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may have different amplitudes but still a coherence of 1. A second example is given by
uncorrelated white noise:
f1, f2 = uncorrelated white noise ⇒ |C(f, f1, f2)| = 0, ξ(f, f1, f2) = 0 (4.19)
Eq. 4.19 refers to an idealized case, for example, neglecting both finite signal length and
numerical accuracy. In practice, white noise yields a very low but non-zero value of C
with random angle ξ.
B.A’s base instrumentation allows for two-point correlations at multiple circumferential
distances ∆φ = φ1 − φ2 between 10◦ and 180◦, and at a radial position of r/D = 0.37.
The sensors’ layout (cf. figure 3.15) was primarily designed to concentrate on phenomena
with small circumferential wavelengths of about 60◦, which were observed in the super-
/hypersonic regime (Meiss and Schröder [63]). Unfortunately, no data is available for
60◦ < ∆φ < 130◦. Figure 4.25 exemplarily depicts the coherence |C(StD)| for ∆φ =
10◦, 30◦, and 60◦ at reference conditions (Ma∞ = 0.2, α = β = 0). The results were
averaged over all angular settings of the instrumented base cap, which can be rotated in
steps of 60◦, yielding 360◦/60◦ = 6 independent measurements. In particular, this means
that figure 4.25 corresponds to the circumferential average of the coherence for a given ∆φ.
Assuming the presence of general turbulence in the light of Taylor’s hypothesis [113], a
tight relation between length scale and Strouhal number (frequency) is anticipated, i.e.,
small-scale flow structures prefer high frequencies and vice versa. Consequently, figure 4.25
reveals two general tendencies:
• For a given ∆φ, the coherence decreases with increasing StD.
• For a given StD, the coherence decreases with increasing ∆φ.
In detail, the cross-spectra furthermore repeat the narrow-banded phenomena already ob-
served in the autospectrum, which have been labeled in accordance to figure 4.21. High
correlation values are observed at the blade-passing related frequencies (label C), the vor-
tex shedding phenomenon at StD = 0.21 (label D), and the broad low-frequency peak
at StD < 0.1 (label E). Especially the BPF-related peaks C are very prominent even for
large ∆φ-angles. This behavior is plausible since the wavelengths of the underlying acous-
tic phenomenon are larger than the typical wavelengths of aerodynamic structures, yield-
ing a high spatial coherence. It is known from the noise characteristics of the autospec-
trum that the cut-off level of aerodynamic excitation is about StD = 12. In contrast, the
coherence |C| assumes a constant near-zero level for StD > 1.5 even when considering
the smallest ∆φ of 10◦, see label B2. Apparently, the length scale of aerodynamic fluc-
tuations in the range of 1.5 < StD < 12 is too small to induce relevant coherence levels
surpassing the general, near-zero correlation noise.
The vortex shedding phenomenon (label D) requires a more careful and extensive eval-
uation. Figure 4.26 compares the coherence level at StD = 0.21 (rhombus symbols) to
the Strouhal-averaged coherence for 0.01 ≤ StD ≤ 1.5 (circular symbols) as function of
∆φ. The coherence at the vortex shedding frequency not only exhibits a slower decay be-
tween ∆φ = 0 and ∆φ = 60◦, but also a characteristic re-increase between ∆φ = 130◦
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and ∆φ = 180◦. This observation is in sharp contrast to the Strouhal-averaged behav-
ior, which exhibits near-zero coherence levels for ∆φ ≥ 20◦. In agreement to preced-
ing publications, amongst others see refs. [24, 26], this fact underlines that the vortex
shedding is described by large-scale spatial coherence for diametrically opposed positions
(∆φ = 180◦). A polynomial fit of the StD = 0.21 data points (4th order, see solid line in
figure 4.26) implies the existence of a local minimum around ∆φ = 90◦, even though no
explicit data is available. Furthermore, the coherence level exhibits a certain scatter for
measurements at different circumferential positions provided by the rotatable base cap.
The maximum and minimum values are marked in figure 4.26 by delta and gradient sym-
bols, respectively. The highest coherence for ∆φ = 180◦ (up to |C| ≈ 0.5) is systemati-
cally observed in z-direction, corresponding to the plane of the sting support. However,
also the envelope of the scatter (dashed lines in figure 3.15) qualitatively supports the
conclusions offered by the averaged coherence (solid line).
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As discussed earlier, the relation between real and imaginary part of C and, thus, the
angle in the complex plane ξ defines the phase relation between two directions φ1 and φ2.
Figure 4.27 presents the average complex components at StD = 0.21. The imaginary part
Ci constantly assumes near-zero values, whereas the real part Cr steadily decreases from 1
to about -0.43 with increasing ∆φ. The graph is not exactly linear but exhibits a positive
curvature and a zero-crossing around ∆φ = 90◦. Consequently, the average value of the
phase angle ξ = arctan(Ci/Cr) shows a bimodal distribution with |ξ| ≈ 0 for ∆φ ≤ 60◦
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and |ξ| ≈ pi for ∆φ ≥ 130◦, see figure 4.28. In agreement to similar publications on 3-D
bluff body aerodynamics, this result shows that the vortex shedding is not only large-scale
coherent, but also antisymmetric (phase shift of pi) for diametrically opposed positions. It
is noted that figure 4.28 intentionally shows |ξ| rather than ξ due to the codomain of the
arctan-function. For noise-corrupted measurements, the phase angle arbitrarily switches
between values close to ±pi, however, the change of the sign has no physical relevance here.
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Figure 4.29: Model concept of the current base pressure mode StD = 0.21
A model concept of the shedding-related pressure mode can now be proposed on the basis
of the correlation results, see figure 4.29. It is assumed that the base surface is bisected
under an arbitrary angle into two semicircles. The pressure field alternates between both
regions at a periodicity of StD = 0.21. Under ideal (noise-free) conditions, the two-point
coherence |C| equals 1 at both ∆φ = 0 and 180◦. The corresponding phase shifts are 0
and pi, respectively.
In the presence of aerodynamic and/or sensor noise, two trends would be expected: Firstly,
the spatial coherence is smaller than 1 for ∆φ 6= 0. Secondly, the pressure signals are
increasingly susceptible to noise when approaching ∆φ = 90◦, since the amplitude of the
oscillation approaches zero. Consequently, |C| assumes 1 for ∆φ = 0, a local minimum
for ∆φ = 90◦, and a local maximum smaller than 1 for ∆φ = 180◦. Furthermore, the
circumferential orientation of the shedding may randomly tilt to ensure near-isotropic
average dynamics for a sufficiently long integration time. Hence, the proposed model
concept is consistent with the current two-point analyses and the discontinuous structure
of the spectrogram at a given angle φ, see figure 4.24. It is also noteworthy that the
current results disprove a circumferential circular motion of the pressure field with a
periodicity of StD = 0.21. Even assuming a switching clockwise and counterclockwise
sense of rotation that creates a swirl-free average field, a monotone decrease of |C| over
∆φ would be expected. Particularly and in contrast to the current results, the coherence
at ∆φ = 90◦ would expected to be larger than the coherence at ∆φ = 180◦.
The presented conclusions bare several accordances to preceding work discussed in chap-
ter 2, e.g., Constantinescu’s idea of randomly tilting planar vortex shedding in the wake
of a sphere [21]. Again, the strongest level of agreement is found considering the wake
investigation of a launcher at Ma∞ = 0.85 described by Deprés et al. [26]. The cir-
cumferential evolution of both coherence level |C| and phase angle |ξ| in Deprés’ nozzle
surface is qualitatively equivalent to the current base results, cf. figures 17 and 18 in
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ref. [26]. However, the diametrically opposed coherence level differs by a factor of two,
|C(∆φ = 180◦)| ≈ 0.87 (Deprés et al.) versus 0.43 (current). For the given the qualita-
tive agreement, this circumstance suggests a different signal-to-noise ratio, probably as
a consequence of the different freestream velocity and/or the different sensor positioning
(nozzle surface versus base surface).
Keeping the vortex shedding mechanism at StD = 0.21 in mind, a modal analysis is
now applied to check the complete StD-range for other large-scale modes. An efficient
methodology was developed by Fuchs et al. [34] for hot-wire measurements in a disk wake,
which can also be applied to other measurement techniques like pressure transducers [26].
It is assumed thatM sampling points (i.e., pressure sensors) are equally distributed along
a one-dimensional spatial variable (i.e., the circumferential distance ∆φ) between zero
and λ/2. In this context, λ denotes the wavelength of an assumed periodic mode. The
real part of the coherence level Cr is now decomposed into its Fourier coefficients Cr,m
with m = 0 . . . (M − 1). Each Fourier coefficient corresponds to the relative energy share
of the mth harmonic mode [26].
The current work uses a strongly simplified version of Fuchs’ approach. This owes to
the fact that the distribution of pressure sensors is both sparse and uneven, which limits
the ability to detect higher harmonics with m ≥ 2. Only a pair of two transducers is
evaluated at a time, and the corresponding circumferential distance of ∆φ is set to λ/2.
For example, sensors with a distance of ∆φ = 60◦ are used to study dynamic modes with
a circumferential wavelength of λ = 2 ∆φ = 120◦, etc. In this case, it can be shown that
the Fourier coefficients Cr,m are given by the following convenient formulas:
Cr,0(StD) = 0.5 · [1 + Cr(∆φ, StD)] (4.20)
Cr,1(StD) = 0.5 · [1− Cr(∆φ, StD)] (4.21)
Put simply, the coherence is decomposed into a symmetric mode (m = 0), representing
simultaneous pressure events at ∆φ = 0 and ∆φ = λ/2, and an antisymmetric mode
(m = 1), representing a phase shift of pi. An explanatory sketch of both modes is given
in figure 4.30(a). It is noted that the sum of Cr,0 and Cr,1 is by definition equal to one
(for all Strouhal numbers and all coherence levels). Figure 4.30(b) presents the Fourier
coefficients for ∆φ = 180◦, i.e., the assumed wavelength λ is equal to the circumference
of 360◦. Corresponding to the preceding discussions, the result was averaged over all six
angular settings of the rotatable base cap. The scatter of the individual measurements is
rather low and unsystematic. At StD = 0.21, the antisymmetric component expectedly
outweighs the symmetric component by a factor of about 2.5. Seen individually, this
result is redundant to the previous discussion and could have also been derived from
figure 4.27. On the other hand, the modal decomposition proves that there is no other
frequency at which a clear antisymmetric relation between diametrically opposed regions
is established. This especially holds true for the low-frequency range StD = 0.03 . . . 0.09,
in which predominantly symmetric pressure fluctuations are observed. This conclusion
is important for later studies of near-wake flow modes, since the PIV records provide no
temporal resolution. The coherence at high StD-numbers is dominated by uncorrelated
random noise. Thus, both modes are equally probable (Cr,0 ≈ Cr,1), but have no physical
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significance for the evaluation of the pressure signals. Again, several distinct BPF-related
peaks are observed at medium frequencies.
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Figure 4.30: Modal analysis of the base pressure fluctuations
Circumferential pressure modes of higher order (λ 360◦) cannot be detected by diamet-
rically opposed sensors. Even worse, they might introduce artifacts and corrupt the results
in figure 4.30(b) due to undersampling. Hence, the sensor distance ∆φ is now successively
reduced to study smaller-scaled coherent phenomena, or preclude their presence. Fig-
ures 4.30(c) to 4.30(e) exemplarily present the analyses for ∆φ = 60◦, 30◦, and 20◦. This
choice corresponds to waveforms with 3, 6, and 9 periods in circumferential direction (λ =
120◦, 60◦, and 40◦). No tendency towards an antisymmetric behavior m = 1, i.e., a phase
shift of pi, is observed. Instead, when decreasing the sensor distance ∆φ, the symmetric
fluctuations m = 0 gradually gain in importance compared to their antisymmetric coun-
terparts. Other ∆φ-choices covered by the current instrumentation (not shown) yield the
similar conclusions. In summary, the current results for subsonic freestream conditions at
Ma∞ = 0.2 comply to similar studies for Mach numbers (at least) up toMa∞ = 0.85 [26].
In particular, antisymmetric shedding-related pressure fields at diametrically opposed po-
sitions with a Strouhal number of 0.21 were revealed. In contrast, modes with multiple
(≈ 6) wavelengths in circumferential direction, as reported by Meiss and Schröder [63],
were not observed in the current case, and seem to be restricted to supersonic conditions.
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Even though this section only discussed the results for reference conditions α = β = 0,
a corresponding analysis was also carried out for α = 0, β = −0.75◦. Most surprisingly,
the results of both conditions are nearly identical. This means that the angle of sideslip
strongly alters the average near-wake flow and the base pressure fluctuation level cp,rms,
but the underlying dynamic modes as seen by the normalized coherence function C remain
rather unchanged. A similar conclusion will be offered in the subsequent section regarding
the modes of the near-wake flowfields.
4.2.3 Proper orthogonal decomposition of the near-wake flowfields
This section applies a modal analysis to the instantaneous near-wake flowfields, revealing
the spatial coherence of velocity fluctuations. Two-point correlation techniques discussed
in the preceding chapter are inadequate for this purpose, since they do not exploit the
advantages of large, planar measurement regions provided by a PIV system. On the other
hand, the current PIV cameras (fs ≤ 5Hz) strongly undersample the expected wake
dynamics, hence, no spectral information is available.
The proper orthogonal decomposition (POD) is a powerful statistical tool, which can be
used to extract dominant modes from a time series of one or more fluctuating variables.
The general framework has been suggested independently by several scientists in the
1940’s and 1950’s [13]. The POD efficiently handles both large sets of observations (i.e.,
time steps) and sampling points (i.e., grid points). Consequently, the algorithm was
increasingly applied in the last decades, since it is particularly suitable for CFD data
and field measurement techniques like PIV. The governing equations were, for example,
summarized by Nguyen et al. [74], and will only be briefly summarized here. The velocity
field v(x, t) is observed at N discrete-time samples, and can be expressed using the
following series expansion:
v(x, t) = v(x) + v′(x, t) = v(x) +
N∑
m=1
ζm(t) ψm(x) (4.22)
The contribution of eachmth addend consists of a time-varying scalar coefficient ζm(t) and
a time-independent base function ψm(x). For the PIV results discussed hereafter, ψm(x)
can be interpreted as a (pseudo-) flowfield which marks the mth Eigenmode of the flow.
Particularly, ψm(x) contains the same number of grid points as the flowfields themselves.
By definition, the total number of calculated Eigenmodes M equals the number of time
steps N used for the POD. A computationally efficient method to calculate the POD is,
for example, described in ref. [31]. The observations of a given discrete-time PIV sample,
i.e., the fluctuation components v′ of all grid points S, are rearranged as a single column
vector. The time series of N column vectors yields the snapshot matrix A:
A =

v′1(t1) v′1(t2) · · · v′1(tN)
v′2(t1) v′2(t2) · · · v′2(tN)
... ... . . . ...
v′S(t1) v′S(t2) · · · v′S(tN)
 (4.23)
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An approximation of the spatial two-point correlation matrix C is then given by:
C =
(
AT ·A
)
·N−1 (4.24)
Denoting λm and Em the mth Eigenvalue and mth Eigenvector of C, the base functions
ψm are calculated using:
ψm =
A ·Em√
N · λm
(4.25)
The corresponding algorithms were implemented in MATLAB-code. The decomposition
satisfies the following criteria:
• Orthogonality: The flowfields ψm are normalized and pairwise orthogonal, i.e.:
∑
(x)
ψTmψj
∣∣∣
m=j
= 1 , and:
∑
(x)
ψTmψj
∣∣∣
m 6=j = 0 (4.26)
The summations in eq. 4.26 represent the spatial integration over the discrete-space
PIV measurement region.
• Efficiency: For a low-order reconstruction, which uses an arbitrary number of N ′
modes with N ′ < N , there is no other decomposition which approximates the true
flowfields better. This fact also implies that the modes are ordered in descending
contribution to the total velocity fluctuations.
Consequently, it can be shown that a low-order reconstruction represents a spatial low-
pass filter. The Eigenvalue λm is equivalent to the fluctuation energy of the time-varying
coefficient ζm defined by:
λm =
1
N
N∑
m=1
ζ2m(t) (4.27)
Hence, λm represents the contribution of the mth mode to the total turbulent energy of
the velocity fluctuations. The corresponding relative share is λm/
∑
λm.
In a first step, the two-component PIV results v = (u, v)T of the horizontal x, y-plane
(α = β = 0) will be discussed. The total number of uncorrelated samples taken into
account (N = 500) is sufficient to establish converged results even for complex flowfields,
see Humble et al. [48] for further discussions on the ensemble size. The analysis accounts
for grid points in the near-wake region given by −0.6 ≤ y/D ≤ 0.6 and 0.05 ≤ x/D ≤
1.35. The corresponding distribution of modal energy λm/
∑
λm is given in figure 4.31.
With a relative share of 14.6%, the first POD mode is of outstanding importance. It is
almost three times more energetic than the subsequent second mode at about 5.8% (see
right graph). By definition, the relative energy decreases with increasing mode number
m. For high-order modes (approximately m ≥ 100), this trend is nearly linear on a
linear/logarithmic scale (see left graph). A similar behavior was found for a backward-
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facing step flow [74], and connected to the decreasing energy of turbulent structures on
decreasing length scales.
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Figure 4.31: POD energy distribution, x, y-plane, modes 1 to 500 (left), 1 to 10 (right)
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Figure 4.32: Eigen flowfields ψm, POD of the x, y-results for α = β = 0 (every 225th grid
point shown, vector length corresponds to Um =
√
u2m + v2m)
Figure 4.32(a) depicts the first POD Eigenmode by means of the corresponding u, v-
distribution. Obviously, the mode reveals a large-scale coherent structure, and is repre-
sented by a single central vortex located at about x/D = 0.25. The relative magnitude
of the vectors illustrates the distribution of fluctuation levels introduced by this mode.
In contrast, the absolute magnitude has no physical significance and is inversely propor-
tional to the number of grid points, since∑ψTmψm is normalized to unity (eq. 4.26). Also,
the rotational sense of the vortex is not relevant, given that the corresponding temporal
coefficient ζ1(t) assumes both positive and negative values with zero mean. The structure
of the first Eigenmode is antisymmetric.
In contrast, the second POD mode m = 2 is characterized by symmetric fluctuations oc-
curring in the late stages of the shear layer, see figure 4.32(b). The subsequent modes
m > 2 slowly decay from large-scale structures to small-scale turbulence, e.g., shown for
m = 100 in figure 4.32(c). Since small structures in the instantaneous PIV records are
prone to measurement noise, high-order POD modes may also be erroneous. In this con-
text, Ma et al. [57] conducted a POD-based comparison between PIV and direct numeri-
cal simulation for a 2-D cylinder wake. A good agreement of the low-order coherent modes
was observed, which in this case claim more than 90% of the total energy. In contrast, it
was concluded that both measurement and numerical noise are accountable for discrep-
ancies at high-order modes.
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Figure 4.33: Reconstructions of two different instantaneous flowfields with
ζ1 ≈ ±
√
2 ζ1,rms, using first-order and Nth order approximations
In a next step, the influence of the first mode on the near-wake structure is evaluated.
Two PIV samples were chosen on the condition that the respective first-order coefficient ζ1
approximately matches +
√
2 or −√2 times the rms value of the time series, ζ1,rms. For the
sake of argument presuming a hypothetic sinusoidal relation, this choice corresponds to
the amplitude of the assumed oscillation. Both first-order reconstructions are depicted in
figures 4.33(a) and 4.33(b), respectively. When superimposed with the average flowfield,
the first POD mode evokes a flapping motion of the near-wake, which is described by a
tilted recirculation flow and a dislocation of both vortex centers and stagnation points.
The reconstructions of Nth order, see figures 4.33(c) and 4.33(d), are by definition equal
to the original PIV flowfields. A comparison of both 1st and Nth order reconstructions
underlines the spatial filtering effect of the POD. However, the oblique near-wake structure
prescribed by the first mode is still clearly visible in high-order reconstructions, even
though it accounts for only 14.6% of the total energy. This emphasizes that the first mode
not only contains the highest relative energy share, but also has a macroscopic influence
on the near-wake.
The flapping ‘fishtail’ motion and the fact that antisymmetric base pressure fluctuations
were only observed at StD = 0.21 (see section 4.2.2) strongly suggest that the first POD
mode corresponds to the vortex shedding phenomenon. At this point, a deeper under-
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standing can be gained through a comparison to POD results published in literature. 2-
D bodies at low to medium Reynolds numbers (see refs. [57, 76]) create an alternating
series of counter-rotating vortices, which are formed in the vicinity of both upper and
lower separation points. This behavior is sketched in the left half of figure 4.34, depict-
ing the Kármán vortex street. A more detailed reconstruction of the complete shedding
cycle by means of POD is given in ref. [76]. Corresponding to the original idea of a Kár-
mán street, each vortex detaches from the base and moves in downstream direction. This
one-directional linear motion obviously cannot be represented by a single oscillating POD
mode. Hence, the near-wake shedding process is governed by two modes (m = 1, 2) of the
same or similar energy λ. The translational motion of shedded vortices is then described
by linear combinations of both modes satisfying c1 ζ21 + c2 ζ22 ≈ 1 (with case-dependent
constants c1 and c2), see van Oudheusden et al. [76].
near-wake boundary
shedded vorticestrapped vortex system
shedded vortices flow deflection
Figure 4.34: Sketch of different vortex shedding mechanisms as seen by POD, left:
refs. [76] and [57], right: current work.
A different situation occurs for the current 3-D model geometry, cf. figure 4.33. The
primary vortex ring is trapped within the near-wake boundary and does not detach from
the base. Hence, the oblique flapping motion of the near-wake can be described using only
the first dominant mode m = 1. Nevertheless, it is reasonable to assume that a periodic
occurrence of this mode evokes a shedding of vortex structures into the far wake, given
that the asymmetric near-wake boundary causes alternating deflections of the external
flow. A conceptual 2-D sketch of the shedding mechanism is given in the right half of
figure 4.34. It is noted that this model concept is consistent to Hucho’s [46] description
of axisymmetric vortex shedding. The current work provides no detailed discussions for
regions downstream of the near-wake, which approximately stretches up to xsp/D = 1.28.
Nevertheless, a second PIV/POD analysis was carried out for x/D = 1.8 . . . 3. As expected
for a traveling wave motion, more than one POD mode is needed to faithfully describe
the large-scale flow structure. The corresponding low-order representations of exemplarily
chosen instantaneous flowfields reveal sinusoidal deflections of the wake’s centerline, see
figure 4.35 for some examples. A quantitative analysis of the POD coefficients is precluded,
since the PIV region of interest is smaller than the wavelength prescribed by convection
velocity and shedding frequency. Still, the examples support the hypothesis of a vortex
street aft of the near-wake region.
Another proof for the occurrence of vortex shedding mechanisms downstream of the near-
wake is given by Wolf et al. [128]. Split-fiber film sensors were applied to measure the
instantaneous, time-resolved velocity components u and w in the wake flow. The operating
principle of this sensor type is limited to local instantaneous angles of attack within ±60◦.
Hence, the measurements had to be conducted outside the near-wake region, at a minimum
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Figure 4.35: Exemplary flowfields for x/D = 1.8 . . . 3, POD reconstructions of 5th order
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Figure 4.36: Spectra of the velocity components at x/D = 1.85 as seen by split-fiber film
sensors, adapted from Wolf et al. [128]
distance of 1.85D to the base. This corresponds to the left border of the POD-filtered
PIV results in figure 4.35. Ref. [128] describes both experimental setup and calibration.
Also, a good agreement between the turbulence statistics of split-fiber film, hot-wire,
and PIV measurements was demonstrated. Figure 4.36 presents the normalized spectral
density G(StD) for the velocity fluctuations u′ and w′. The shown z-profiles correspond
to x/D = 1.85 and y = 0. In both cases, the shedding mode is clearly apparent by means
of corresponding peaks at StD = 0.21 . . . 0.22. The streamwise velocity fluctuations u′ in
figure 4.36(a) reveal a distinct double-peak structure, with high densities located at z/D ≈
±0.28. In contrast, the crosswise fluctuations w′ in figure 4.36(b) reveal a single peak,
which is approximately centered with respect to z = 0. A similar, anisotropic distribution
of turbulence in and perpendicular to freestream direction was already revealed by the
PIV results, and also connected to shedding mechanisms, see figures 4.4(a) and 4.4(b) or
ref. [128].
Again focusing on the modal decomposition of the near-wake, it is noted that the relative
energy of the first mode (14.6%) is comparably low. For instance, the shedding-related
modes 1 and 2 of the low-Reynolds 2-D cases in refs. [57, 76] together claim between
70% and 90% of the total turbulent energy. Several reasons contribute to this deviation.
Firstly, the Reynolds number of the current case, ReD = 4.5 · 105, is at least 40 times
higher in comparison to the aforementioned cases. It is well known that high Reynolds
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numbers promote the generation of small-scale turbulent structures, whereas the relative
importance of large-scale coherent motions is suppressed. Secondly, the spatial resolution
of the measurement system needs to be considered, as it introduces an additional filtering
effect. For example, when using PIV correlation windows sized 64 px instead of 32 px to
evaluate the current data, the relative energy of the first mode increases by about 2%,
since less fine-scale motion is detected. Thirdly and most importantly, it is known from the
spectrogram of the base pressure data (figure 4.24) that the 3-D vortex shedding in a given
plane is not continuous but rather occurs in short bursts. Consequently, an excitation of
the m = 1 POD mode and a corresponding generation of turbulent fluctuations is also
expected to be discontinuous, resulting in a comparably low relative energy level.
As the current PIV system provides no time-resolved data, it is not possible to derive
spectral information from the time-series of the temporal coefficient ζ1. Still, a continuous
occurrence of vortex shedding would most likely result in a characteristic probability
density function (PDF) of ζ1. For example, a simple sine function evokes a twin-peak
PDF, given that values in the vicinity of ±1 times the amplitude are more likely to occur
than values around 0. Figure 4.37(a) presents a smoothed PDF estimate (solid line) of the
normalized first-order coefficient ζ1/ζ1,rms. For reference, the original dataset consisting of
N = 500 samples is represented by histogram bars in the background. The PDFs of two
synthetic signals with zero mean and unity rms were calculated for comparison reasons.
White Gaussian noise is represented by the well-known bell-shaped curve (dashed line).
In contrast, the dash-dotted line indicates the PDF of a sinusoidal oscillation. It is noted
that a sine function of unity rms assumes extremes of ±√2 ≈ ±1.41 with a corresponding
PDF value of about 1.6 (not shown in figure 4.37(a) for scaling reasons). The PDF of the
coefficient ζ1 is generally bell-shaped but wider than the comparative Gauss distribution.
In particular, the central peak is about 18% lower but the shoulders of the graph are
broader, meaning that the occurrence of high ζ1-amplitudes is more likely in comparison
to random noise. Although the PDF is ambiguous and provides no conclusive proof, the
graph is consistent with the idea of short bursts of ordered vortex shedding superimposed
by longer phases of random-like behavior. Using repetitive measurements, it was shown
that the distribution is reproducible and not a consequence of data scatter observed in
the histogram. The PDFs of higher mode numbers m ≥ 2 are contrastingly more similar
to Gaussian noise (see figure 4.37 for m = 2) and, thus, underline the unique importance
of the m = 1-mode for the current base flow.
Additionally, a very important conclusion can be drawn from the decomposition of PIV
results in the horizontal x, y-plane. It is observed that the instantaneous near-wake mo-
tions prescribed by the first Eigenmode m = 1 bare a striking resemblance to the effects
of small angles of sideslip on the averaged flowfield. For example, the first-order recon-
structions for ζ1 = ±
√
2 ζ1,rms, see figures 4.33(a) and 4.33(b), are almost identical to the
mean flow for β = ±0.3◦, see figures 4.8(b) and 4.8(e). It seems that the aforementioned
near-wake layouts, i.e., the oblique positions of vortex centers and stagnation points as
well as the tilted recirculation axis, belong to the same instability mode which is locked in
a non-zero phase angle if β 6= 0. To further underline this assumption, the POD method-
ology was also applied to the PIV results for different angles of sideslip. The analyses
reveal that the first POD mode (m=1) always outweighs the subsequent modes (m ≥ 2)
with relative energy levels λ1/
∑
λm between about 11% and 15%. Highest values of both
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Figure 4.37: PDF estimate of the normalized temporal coefficient ζm/ζm,rms, and compar-
ative Gauss and sine PDF distributions, N = 500 samples evaluated
relative and absolute modal energy are by tendency observed around β = 0, indicating
that the strongest flow fluctuations occur at zero incidence angle. On the other hand, the
deviations are small in comparison to the background scatter, preventing the formulation
of a functional relationship λ1 = f(β).
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Figure 4.38: β = −0.2◦, first Eigen flowfield ψ1 and first-order reconstructions of the
planar flowfields in the x, y-plane
Exemplary first-order (m = 1) results for β = −0.2◦ are depicted in figure 4.38. The
corresponding Eigen flowfield ψ1, figure 4.38(a), is again described by a central vortex
structure. Although generally similar to the result for β = 0, see figure 4.32(a), ψ1 is now
notably asymmetric. The highest m = 1-related fluctuation levels (represented by the
magnitude of the vectors) occur in the luff-sided shear layer, see lower half of figure 4.38(a).
This observation is consistent with the distribution of the planar turbulence level TU for
non-zero β-conditions, e.g., see figure 4.10(c), which reveals highest fluctuations in the
very same area. TU represents an integral quantity for the velocity fluctuation level of all
modes m = 1 . . . N . Again assuming a comparative amplitude of ±√2 ζ1,rms, the lower
and upper end stops of the first Eigenmode are presented in figures 4.38(b) and 4.38(c).
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The underlying wake motion is expectedly similar to the β = 0-case, but shifted to an
oblique neutral position (corresponding to the average flowfield). Thus, for example, the
lower end stop for ζ1 = −
√
2 ζ1,rms represents a near-symmetric wake layout.
It is known from the volumetric reconstruction of the average near-wake that 3-D phe-
nomena greatly affect the overall flow topology. A POD of the vertical x, z-plane ex-
pectedly yields similar results compared to the x, y-plane and will not be discussed here,
whereas more insight can be gained by considering the crossflow y, z-planes. The cor-
responding POD modes include u, v, and w-components due to the 3C operation of the
PIV setup. The following results refer to the measurement plane located at x/D = 1,
and reference inflow conditions (Ma∞ = 0.2, α = β = 0). Figure 4.39(a) reveals that the
first two modes m = 1, 2 have a decisive influence on the near-wake. The respective rel-
ative energies are similar yet comparably low (λ1/
∑
λm = 6.3% and λ2/
∑
λm = 6.2%),
and together (12.5%) claim a similar share as the first mode in the horizontal x, y-plane
(14.6%). Still, they clearly exceed the subsequent modes m ≥ 3, which show a steadily
decreasing energy level below 2.8%.
The corresponding Eigen flowfields ψ1 and ψ2 are shown in figures 4.39(d) and 4.39(e).
Vectors represent the in-plane components (vm, wm)T , whereas the coloring corresponds
to the out-of-plane velocity um. Again, the absolute values of the components have no rel-
evance due to the inherent normalization. Both flowfields are characterized by a system
of two counter-rotating vortical structures. The out-of-plane component exhibits a bipo-
lar distribution. Particularly, the flowfield is divided in two semicircles of positive (red)
and negative (blue) um-values. In this case, the pairwise orthogonality of two basis func-
tions (see eq. 4.26) is macroscopically visible. Obviously, ψ1 is similar to ψ2 but rotated
by a circumferential angle of ∆φ = 90◦, and vice versa. The analyses of the remaining
3C-PIV planes located at x/D = 0.23, 0.46, 0.68, and 1.27 reveal that the same structure
of ψ1 and ψ2 is observed throughout the complete near-wake region (not shown). This
indicates that the phenomenon is large-scale coherent in all three dimensions in space,
and may be described by streamwise-oriented vortices. For each of the five planes, the
first two modes always assume a dominating status over the subsequent modes, see fig-
ure 4.39(b). The streamwise evolution of the relative modal energies shows that the high-
est combined influence of modes 1 and 2 is observed near the base surface, adding up to
a relative energy share of about 25%. This behavior is plausible, since the relative influ-
ence of small-scale incoherent structures is expected to increase in downstream direction.
Unfortunately, a volumetric POD (similar to the volumetric reconstruction of the average
flow in section 4.1.4) is not possible, since this requires that all five measurement planes
are sampled at the same instants in time.
The similar energies and structures of modes 1 and 2 suggest that both modes belong to the
same phenomenon, i.e., the vortex shedding already discussed for the horizontal plane. In
this context, figure 4.39(c) depicts a scatter plot of the normalized, instantaneous (ζ1, ζ2)T
coefficient combinations. The background coloring corresponds to the 2-D PDF. It can be
seen that all four quadrants are covered, and the isolines of equal probability are almost
circular. Using the shown linear combinations of ζ1 and ζ2, the vortex system defined
by ψ1 and ψ2 can be rotated to any circumferential angle. Moreover, a superposition of
the average flowfield and an appropriate linear combination of both modes (not shown)
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Figure 4.39: POD decomposition of the y, z-plane, 3C-PIV results
yields flowfields similar to the average results for non-zero β-conditions, which are also
characterized by a set of longitudinally-oriented vortices, see figures 4.12(a) and 4.12(c).
In summary, the POD methodology was applied to separate large-scale coherent flow
modes from their small-scale turbulent counterparts. It was observed that the latter
modes are responsible for a comparably large part of the total fluctuation energy. Nev-
ertheless, the decomposition of the horizontal x, y-plane revealed the occurrence of a sin-
gle large-scale mode at a relative energy of about 15%, whose effect can be described
as antisymmetric flapping of the near-wake. In crossflow y, z-planes, the mode appears
as longitudinally-aligned vortex structures. Also, there is a strong connection between
the dynamic wake behavior and the time-averaged layout for non-zero incidence angles.
Downstream of the near-wake area, corresponding flow deflections and the occurrence of
the well-known StD = 0.21-periodicity were observed.

5 Influence of nozzle body and
supersonic jet flow
This chapter discusses the wake of both dummy nozzle and jet nozzle configurationsB.Coj and B.C, paying particular attention to the differences in comparison to con-
figuration B.A. Section 5.1 starts with a qualification of the overexpanded supersonic jet
flow of test case B.C. Sections 5.2 and 5.3 discuss the statistical and time-resolved/modal
near-wake properties, respectively. The chapter concludes with an investigation on the
acoustic radiation of B.C’s jet flow, see section 5.4.
5.1 Qualification of the jet flow
Prior to experiments on the near-wake, it was verified that the jet flow of configurationB.C meets the specifications presented in section 3.2. An additional pitot tube was
therefore placed in the supersonic flow shortly downstream of the nozzle exit plane, see
figure 5.1, left. The tube evokes a separated bow shock and, thus, a decrease of the total
pressure, pt,2 < pt,1. Figure 5.1, right, presents the total pressure in the nozzle’s settling
chamber (p0 ≈ pt,1) and downstream of the bow shock (pt,2) during an exemplary run of
the jet simulation. The experiment is bounded by opening and closing of the air supply
valve, here at 4 s and 35 s, respectively. In these moments, the jet pitot tube (solid gray
line) exhibits strong fluctuations due to the build-up and break-down process of the shock
system. During the supersonic phase, p0 decreases from 12 · 105 Pa to 8 · 105 Pa due to
the non-regulated, blow-down working principle of the setup. For analytical treatment,
both pitot signals were approximated through 3rd order polynomials (figure 5.1, dashed
red and solid blue line). The following approximations are applied for further analyses:
• The nozzle flow from the settling chamber to the separated bow shock of the jet
pitot tube is isentropic, i.e., p0 = pt,1.
• The jet pitot tube is centered, yielding an inflow Mach number ofMa1 = 2.65. This
corresponds to the centerline Mach number of the TIC nozzle, whereas the area-
averaged Mach number is 2.5 [95].
• The stagnation streamline is perpendicular to the bow shock, which consequently
can be approximated as normal shock wave.
79
80 Chapter 5. Influence of nozzle body and supersonic jet flow
Thus, the Rayleigh pitot equation [5] can be applied to calculate the ratio of total pres-
sures:
pt,2
pt,1
=
[
1 + 2γ
γ + 1
(
Ma21 − 1
)]− 1γ−1
·
[
1− 2
γ + 1
(
1− 1
Ma21
)]− γ
γ−1
(5.1)
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Figure 5.1: Pitot tube position and sketch of the shock system (as seen by BOS, left),
pitot pressures versus time during experiment (right)
The measured values of pt,2 agree well to those calculated from pt,1 using eq. 5.1, compare
solid dark blue and dotted light blue lines in figure 5.1. The difference is usually below
∆pt,2 = 1.5 · 103 Pa or, expressed as a deviation of the inflow Mach number, ∆Ma1 =
0.028. In particular, the deviation is within the estimated confidence bounds of the
pressure transducers (0.5% non-linearity error, cf. eq. A.5). This indicates that the
current jet flow meets the specifications of the nozzle design conducted by Saile et al. [95].
For the measurements presented in subsequent sections, a deviation of ±5% from the
reference total pressure of p0,ref = 10 · 105 Pa was allowed. This concession is necessary
to limit the number of jet runs required to gather datasets of adequate length. The
corresponding reference measurement interval is about ∆t = 7 . . . 8 s, see green vertical
lines in figure 5.1. For example for the PIV system (sampling rate fs = 5Hz), 16 jet runs
were conducted to collect a similar number of samples (≈ 500) compared to the no-jet
cases B.A and B.Coj. Begin and end of the reference interval were of course individually
determined for each jet run using the pressure signal of the nozzle’s settling chamber p0.
Figure 5.2 presents a background oriented Schlieren picture taken at reference conditions
(p0,ref = 10 · 105 Pa) with both supersonic jet and subsonic external flow. As already
discussed in section 3.4, the current BOS setup evaluates the qualitative but signed density
gradients along streamwise and streamwise-perpendicular direction, ∂ρ/∂x and ∂ρ/∂y.
The streamwise gradient (top) preferably reveals the jet shock pattern, as shocks waves
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Figure 5.2: Schlieren picture at reference conditions (p0,ref = 10 · 105 Pa, pe/p∞ = 0.58),
streamwise density gradient ∂ρ/∂x (top) and crosswise density gradient ∂ρ/∂y
(bottom), light and dark colors mark positive and negative values, respectively.
The nozzle exit plane is located at xnoz = 0.
create strong discontinuities of both pressure and density within short spatial distances.
In contrast, the streamwise-perpendicular gradient (bottom) can be used to highlight the
jet boundary. In these regions, the Schlieren optics responds to the contact discontinuity,
temperature differences, as well as turbulent fluctuations caused by shear stresses.
Emanating from the lip of the nozzle, an oblique shock wave raises the static pressure
level of the overexpanded jet pe to ambient pressure p∞. At least this first shock is ap-
proximated adequately by the theory of a one-dimensional ideal nozzle flow, although the
given jet violates important assumptions (three-dimensionality, non-homogeneous Mach
profile, boundary layers, etc.). In simplified theory, the shock angle σ1,2 and the flow de-
flection angle δ1,2 can be calculated using [5]:
σ1,2 = arcsin
√√√√ 1
2γMa21
(
p2
p1
(γ + 1) + (γ − 1)
)
with: p1 = pe, p2 = p∞ (5.2)
and:
δ1,2 = arctan
(
2 cot(Ma21 sin2 σ1,2 − 1)
Ma21(γ + cos 2σ1,2) + 2
)
(5.3)
For reference conditions and using the mean exit Mach number, equations 5.2 and 5.3
yield σ1,2 = 31◦ and δ1,2 = 9◦. The calculated shock angle (see figure 5.2, dashed lines)
matches the BOS result well. The shock wave is then reflected at the centerline, redirect-
ing the streamlines and compensating the first deflection angle. In particular, the second
deflection angle δ is below the maximum allowable angle for regular reflections, hence,
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no Mach disk is created. The intersection between reflected shock and jet boundary (at
xnoz/Dnoz = 1.25) marks the beginning of the first regular shock cell. The recompressed
flow expands to p∞ through a Prandtl-Meyer expansion fan, whose Mach waves are re-
flected at the contact discontinuity to form a corresponding compression fan. Thus, the
jet boundary appears in a curved shape rather than a straight shape, see lower picture in
figure 5.2. Explanatory Mach waves of the expansion/compression fans are sketched as
solid lines. The cell length is about two nozzle diameters. Given the isentropic conditions
of the Prandtl-Meyer mechanism, the cell pattern repeats infinitely but for dissipative ef-
fects. Additional details on the cell structure of unadapted jets are well-documented [102]
and will not be discussed here.
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(a) p0 = 13 · 105 Pa, pe/p∞ = 0.74
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(d) p0 = 6.3 · 105 Pa, pe/p∞ = 0.37
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(b) p0 = 11 · 105 Pa, pe/p∞ = 0.63
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(e) p0 = 5.2 · 105 Pa, pe/p∞ = 0.29
n
o
zz
le
x
noz
/D
noz
y/
D
n
o
z
0 1 2 3 4
−0.5
0
0.5
(c) p0 = 9 · 105 Pa, pe/p∞ = 0.51
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(f) p0 = 4 · 105 Pa, pe/p∞ = 0.23
Figure 5.3: Shock patterns ∂ρ/∂x for different, off-reference static pressure ratios
Additional insight is gained by considering off-design cases with p0 6= p0,ref. Different
static pressure ratios pe/p∞ yield different shock angles (eq. 5.2) and, thus, different shock
patterns. The Schlieren pictures in figure 5.3 clearly visualize the decreasing cell length for
decreasing pe/p∞ = 0.74 . . . 0.23. Pictures in the right column (pe/p∞ = 0.37 and below)
were taken during the shutdown process of the air supply. As the manual valve is operated
rather slow, the Schlieren pictures are assumed to be (quasi-) stationary. Starting with
figure 5.3(d), two changes in the jet flow are observed.
Firstly, the initial oblique shock does not start at the nozzle lip but further upstream,
indicating a beginning flow separation. Numerous experimental and numerical studies
on overexpanded jets have been conducted to establish a relationship between nozzle
Mach number, wall/ambient pressure ratio, and separation. Flow separation is one of the
most common problems during engine start-up and needs to be considered in the nozzle
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Ma diameter D velocity U temperature T
nozzle exit conditions ‘e’ 2.50 0.0420m 572m/s 130K
fully expandeda conditions ‘j’ 2.15 0.0358m 532m/s 152K
a For p∞ = 1013.25hPa, experimental conditions are subject to atmospheric variations
Table 5.1: Nozzle conditions for p0,ref = 10 · 105 Pa
design. The first criterion was proposed by Summerfield [109], stating that separation
occurs if the static pressure at the nozzle wall is below 40% of the ambient value. An
extensive discussion on various criteria can be found in the PhD theses by Frey [33] and
Stark [108]. ForMae = 2.5 and depending on the chosen criterion, separation is predicted
for wall/ambient pressure ratios between 0.39 and 0.46. This corresponds to the findings
of figure 5.3(d) with pe/p∞ = 0.37. An accurate experimental investigation of the current
case is not possible due to the lack of pressure data in the nozzle contour. However, the
considerations clearly show that flow separation does not occur for the reference conditions
(pe/p∞ = 0.58) of the results presented later in this thesis.
Secondly, a Mach disk can be seen in figures 5.3(d)-(f), indicating that a regular reflection
violates the maximum deflection angle δmax for the given shock angle σ.
In a last step, the shock cell length is investigated. As appropriate similarity parameter, it
is useful to calculate the fully expanded Mach numberMaj. The index ‘j’ denotes the exit
conditions of a (hypothetical) adapted nozzle with pe = p∞ for the given total pressure p0:
Maj =
√√√√√ 2
γ − 1
(p∞
p0
) 1−γ
γ
− 1
 (5.4)
The fully expanded Mach number is not constant during the blow-down operation of the
jet simulation since Maj = f(p0). Furthermore, Maj is obviously smaller than Mae for
overexpanded nozzles since pe < p∞. The complete set of ‘j’-parameters for p0,ref is also
used in jet acoustics (section 5.4) and can be calculated using well-known relations [5],
see table 5.1.
Seiner and Norum [102] argue that the shock cell length Lcell can be empirically described
as a function of the Prandtl-Glauert parameter (Ma2j − 1)0.5:
Lcell
Dnoz
= c2
(√
Ma2j − 1
)c1 (5.5)
The parameters c1 and c2 depend on the nozzle shape, particularly on the design Mach
number. For the current case, the length of the first cell as seen by BOS is depicted
in figure 5.4 as function of (Ma2j − 1)0.5. The shown Maj-range corresponds to p0 =
13.0 . . . 8.5 · 105 Pa. As expected for supersonic jet conditions, the results with and without
external flow (diamond and circular markers) are identical. For the comparably small
range of p0 considered in this work, the relation between (Ma2j − 1)0.5 and Lcell may also
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be described adequately by a linear equation (cf. figure 5.4, left). Nonetheless, the power
law (eq. 5.5) was applied for comparability reasons. The parameters were determined to
c1 = 1.93 and c2 = 0.546 using least-squares regression (solid black line). The result is
consistent with trends presented by Seiner and Norum for design Mach numbers between
1 and 2 (cf. figure 5.4, table on the right side). However, it is noted that ref. [102]
considers the average cell spacing, but states that the length of the first cell is generally
slightly higher.
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Figure 5.4: Shock cell length versus fully adapted Mach number (left), parameters c1, c2
of the power law as proposed by Seiner and Norum [102] (right)
5.2 Near-wake structure and statistical properties
This section evaluates the near-wake structure of both dummy nozzle and jet nozzleconfigurations (B.Coj and B.C), and presents a comparison to the bluff body case B.A.
The analysis of the flowfield only considers 2C-PIV measurements in the horizontal x, y-
plane due to the comparably short measurement interval during the jet flow simulation.
Furthermore, it will be shown that the nozzle body stabilizes the wake and dampens the
sensitivity towards small incidence angles. The survey concludes with an analysis of the
static base pressure and some remarks on the transferability of the results to full-scale
launch systems.
5.2.1 Horizontal plane
Figure 5.5 provides a comparison of configurations B.A, B.Coj, and B.C, considering both
averaged planar velocity Uxy (upper halves) and planar turbulence level TU (lower halves).
The quantities are defined in analogy to section 4.1:
Uxy =
√
u2 + v2 , and: TU =
√
U ′2
U∞
with U =
√
u2 + v2 (5.6)
The result for B.A, figure 5.5(a), was already discussed in chapter 4 and is only repeated
for convenience. The solid jet nozzle of configuration B.C prevents transmission of laser
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light, which crosses the measurement plane in positive y-direction (here: top to bot-
tom). In contrast, a sufficient amount of light is transmitted through B.Coj’s acrylic noz-
zle dummy, but the nozzle base still evokes a small shadowed region due to total reflec-
tion. The positive y-half-axes in figures 5.5(b) and 5.5(c) consequently show the mirror-
inverted data of the negative half-axes. The required symmetry of the flowfield will be
demonstrated later. Furthermore, the mixing layer between B.C’s jet and external flow
cannot be evaluated due to image distortions caused by density gradients, as well as slight
condensation effects due to the low jet temperature. Thus, the mixing layer was masked
out prior to PIV evaluation, see white triangles in figure 5.5(c). With respect to the blow-
down operation of the jet simulation and the limited measurement interval of about 8 s
(cf. section 5.1), the PIV data of 16 individual jet runs was taken into account. The total
number of samples is about 480 and, thus, comparable to the current no-jet cases.
All three model geometries expectedly reveal a large recirculation area. Despite the block-
age of the nozzle dummy, B.Coj’s near-wake layout is surprisingly similar to B.A consider-
ing both position and size of the counter-rotating vortex system. The nozzle base evokes a
second recirculation area with a comparably small length-to-diameter ratio, (xsp/D)noz ≈
0.55. This structure is not evaluated in detail, as it is replaced by the supersonic jet in
case of configuration B.C. The flowfield of B.Coj reveals two more features which are well-
known from backward-facing step flows. Firstly, small corner vortices form at the junction
between base and nozzle surface, see red circles in figure 5.5(b). The rotational sense is
opposed to the larger primary vortices, and the size is challenging for the current spatial
resolution of the PIV system. Secondly, the external flow reattaches to the nozzle surface
at xra/D = 1.06 (see white rectangles), shortly upstream of the hypothetic nozzle exit
plane at x/D = 1.2. A similar geometry using a rear-sting of diameter Dnoz was evaluated
by project SFB/TRR-40-B4, see Bitter et al. [14]. In this case, the reattachment lengths
at Ma∞ = 0.3 and 0.7 are xra/D = 1.15 and 1.33, respectively. Comparable results were
also reported by Deprés et al. [26], xra/D ≈ 1.2 . . . 1.3 at Ma∞ = 0.7. Thus, the current
result is on the expected range, and supports the common hypothesis that the reattach-
ment length increases with increasing (subsonic) Mach number. However, Reynolds num-
ber is not equal in the aforementioned cases (current: ReD = 4.5 · 105, Deprés et al. [26]:
ReD = 1.2 · 106), preventing an exact interpretation. The reattachment of external flow
to the nozzle body complies with the Ariane 5 use case, and causes unsteady pressure
loads and structural excitation of the nozzle, see discussion by Hannemann et al. [40].
The time-averaged flowfield of configuration B.C significantly differs from the B.Coj-case,
see figure 5.5(c). The primary vortices shift towards the base plane, and the recirculation
bubble’s length decreases by about 15% to xra/D = 0.90. The corner vortices are now
too close to the base for a clear localization, but still become apparent in a corresponding
curvature of the streamlines, see red circles in figure 5.5(c). Quantitative characteristics of
the different wake flows, e.g., position of the vortex centers, are summarized by table 5.2.
It will be shown that the entrainment and acceleration of external fluid within B.C’s jet
mixing layer is crucial to the near-wake. The jet’s effect on the surrounding subsonic flow
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Figure 5.5: Near-wake flow in the horizontal x, y-plane for configurations B.A, B.Coj, and
B.C, averaged planar velocity Uxy (upper halves) and planar turbulence level
TU (lower halves)
can be evaluated by means of the velocity difference between the averaged flowfields of
B.C and B.Coj, defined by:
∆v = ∆ (u, v)T = (u, v)T
∣∣∣B.C − (u, v)T ∣∣∣B.Coj (5.7)
The resulting differential flowfield is depicted in figure 5.6. The enhanced velocity levels
and the curved streamlines aft of the nozzle exit plane clearly indicate entrainment and
mixing phenomena at the jet boundary, although this region itself is not covered by
PIV. Consequently, conservation of mass requires an enhanced influx to the mixing layer,
since the flowfield outside the jet is incompressible. The differential flow reveals that
the shortened recirculation bubble of the jet-case B.C can be interpreted as an increased
transfer of fluid towards the jet mixing zone, under the constraint of solid nozzle and
base walls. Highest velocity differences of up to 0.25U∞ occur along the nozzle wall
just upstream of the exit plane. In contrast, the alterations of the external flow for
r/D > 0.6 are rather small (below 0.05U∞). The corresponding velocity differences
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systematically point in centripetal direction, feeding fluid into the near-wake region. For
a geometrical blockage only (without jet entrainment), e.g., a jet-shaped but solid rear-
sting, the opposite trend would be expected.
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Figure 5.6: Jet entrainment, represented by
∆v = v|B.C − v|B.Coj
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parameter symbol B.A B.Coj B.C
recirculation length xsp/D or xra/D 1.28 1.06 0.90
primary vortex centers x/D 0.69 0.59 0.23
y/D ±0.33 ±0.35 ±0.31
average turbulence level (ref. area) TU 0.121 0.092 0.089
maximum turbulence level (ref. area) TU,max 0.192 0.159 0.157
area-averaged base pressure
cp -0.114 - -coefficient, 0 ≤ r/D ≤ 0.5
area-averaged base pressure
cp -0.113 -0.125 -coefficient, 0.2 < r/D ≤ 0.5
base pressure coefficient
cp -0.109 -0.129 -0.190at y/D = ±0.42, z/D = 0
Table 5.2: Near-wake properties of configurations B.A, B.Coj, and B.C
The planar turbulence level TU is now discussed, see lower halves of the graphics in
figure 5.5. For all three base configurations, the highest turbulence levels are consistently
located in the second half of the shear layer between external flow and recirculation bubble.
However, it is observed that the presence of a nozzle extension generally suppresses the
generation of turbulence. A representative reference area, 0.05 ≤ x/D ≤ 1.5 and 0.22 ≤
|y|/D ≤ 0.55, was chosen to calculate the space-averaged level of TU . It is noted that
this choice provides meaningful results for all three base geometries, as the regions of
both nozzle body and jet are excluded, see gray rectangle in figure 5.7. The averaged
turbulence levels are 12.1% (B.A), 9.2% (B.Coj), and 8.9% (B.C), also see table 5.2. It is
assumed that the nozzle provides a solid obstacle, which inhibits mass transfer across the
wake’s centerline. Thus, pairing processes of vortex structures are hindered, yielding a
stabiliziation of the wake. In this respect, the nozzle is comparable to split-plates installed
in the wake of 2-D bluff bodies. This hypothesis will be further evaluated in sections 5.2.2
and 5.3. A close comparison of figures 5.5(b) and 5.5(c) reveals that the small difference
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of averaged TU between B.Coj and B.C (9.2% versus 8.9%) mainly originates in the region
around and downstream of the nozzle exit plane. This indicates that also the crossflow
induced by jet entrainment has a stabilizing effect on the shear layer, which is on the
other hand much smaller than the effect of the nozzle body.
The static base pressure coefficients cp stated in table 5.2 require a careful discussion on the
respective reference areas. The pressure taps of configuration B.A (cf. figure 3.14) were
reused in case of B.Coj, although taps with r/D ≤ 0.2 are covered by the dummy nozzle
and have to be excluded from evaluation. The area-averaged cp-value for 0.2 < r/D ≤ 0.5
is again calculated by weighting the remaining 52 taps with their corresponding annular
segments. It is noted that for the blunt-based configuration B.A, an exclusion of the
hypothetic nozzle area r/D ≤ 0.2 has a negligible influence on the average cp (-0.113
versus -0.114). In space engineering, the static pressure level in the nozzle exit plane Ae
does not contribute to the vehicle’s drag, as it is dependent on thrust chamber and nozzle
design. Instead, it is used to calculate the effective nozzle exit velocity Unoz, which is
related to the physical exit velocity U e by:
Unoz = U e + (pe − p∞) Ae
m˙e
(5.8)
Consequently, the cp-value for 0.2 < r/D ≤ 0.5 is proportional to the base drag cd,base
of the nozzle configurations. Using this relation, the base drag of configuration B.Coj is
about 11% higher in comparsion to B.A.
Configuration B.C does not provide a comprehensive set of static pressure taps, since the
base instrumentation is strictly limited by the air supply of the jet nozzle. Hence, the
spatial distribution of cp (as discussed for B.A in section 4.1.5) remains unknown. An
estimate for the area-averaged cp can still be derived from two static ports located at
y/D = ±0.42, z/D = 0, which were primarily used for the angular β-adjustment of the
model. The corresponding values for B.A and B.Coj deviate from the ‘true’ average by
about 4% and 3%, respectively. The base pressure level of B.C is strongly decreased to
cp = −0.190, see table 5.2. This corresponds to an increased base drag of about +48%
in comparison to B.Coj. This result complies with the expectations since configuration
B.C may be regarded as jet pump, creating an entrainment and a strong suction in the
near-wake region. Also, there is a clear correlation between cp and the proximity of the
primary vortex centers to the base plane, see figure 5.7.
At this point, it is necessary to assess the relevance of the current results with respect to
full-scale launch systems. As already discussed, the jet nozzles of both current experiments
and the Ariane 5 use case are operated at overexpanded conditions, yielding similar plume
shapes.
The influences of different similarity parameters on the jet mixing layer are very complex.
Still, the basic mechanisms will be outlined hereafter. Frequently cited investigations were
presented by Brown and Roshko [17] for incompressible flows and, in a follow-up study,
by Papamoschou and Roshko [80] for compressible flows. Both references only cover
turbulent planar mixing layers, but on the other hand carefully separate the individual
influences of different parameters. According to Brown and Roshko [17], the mixing layer
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is governed by large-scale instability structures, which will also be proven for the current
supersonic jet by aeroacoustic means in section 5.4. These structures and, hence, the
thickness of the mixing layer grow linearly with the streamwise coordinate x. There are
various common definitions of the layer’s thickness, e.g., based on vorticity, velocity deficit,
etc. However, the simplest representation of its growth rate is the geometric spreading
angle. Furthermore, the growth rate is proportional to the normalized velocity difference
Λ. With respect to the current shear flow, the definition of Λ reads:
Λ = U e − U∞
U e + U∞
(5.9)
The authors then argue the rate of the entrained fluid is approximately proportional to
ΛU e [17]. This supports the intuitive assumption that the jet velocity U e is the main
driver of entrainment. For argument’s sake neglecting other influences, and using the
estimated parameters of table 3.1, the entrainment phenomenon of the Ariane 5-case
would be about 8 times higher compared to the current subscale case:
ΛU e =
 0.96 · 3800m/s ≈ 3650m/s (Ariane 5)0.78 · 570m/s ≈ 445m/s (current case, B.C) (5.10)
On the other hand, Papamoschou and Roshko [80] showed that the influence of the jet
velocity is dampened by compressibility effects, represented by the convective Mach num-
ber Mac:
Mac =
U e − U∞
ae + a∞
(5.11)
It is noted that equation 5.11 only provides a rough estimate of the convection process [79].
The compressibility-induced correction factor for incompressible growth rates decreases
from 1 to about 0.2 when Mac increases from 0 to 1, but is nearly constant in the
supersonic Mac-range. A comprehensive data collection is given by Slessor et al. [105].
More interestingly for the current case, Fourguette et al. [32] showed that also supersonic
axisymmetric jets are covered by this relation. According to table 3.1, the Mac-values of
the B.C-case and the Ariane 5-case are 0.86 and 3.1, respectively. This suggests that the
compressibility-induced correction of the incompressible growth rate is rather similar for
both cases, given that even the current convective Mach number is close to 1.
Furthermore, refs. [2, 17] discuss the influence of different fluid densities ρe 6= ρ∞. By
tendency, the shear layer’s growth is amplified if the denser fluid is located on the low-
speed side, i.e., ρ∞ > ρe. This clearly holds true for the high-temperature, high-velocity
Ariane 5 thrust flow. However, the density influence is low in comparison to the velocity
influence. For the current case, the PIV investigation was also carried out for the off-
design conditions p0 = 0.9 · 106 Pa and p0 = 1.1 · 106 Pa. In comparison to the reference
conditions p0 = 1.0 · 106 Pa, this results in a ρe-variation of ±10% at constant U e. Due to
the blow-down operation of the thrust flow system, the data is readily available from a
common set of experiments. The averaged near-wake flowfields are almost identical to the
reference case, with little systematic changes. In particular, the shift of the primary vortex
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centers is smaller than the corresponding confidence radius discussed in section 4.1.1. In
contrast, Brown and Roshko [17] provide a much larger variation of the jet’s density. In
their case, the ρe/ρ∞-ratio is lowered by a factor of 49, but the associated mixing layer’s
growth rate only increases by a factor of 1.8. It is noteworthy that between the B.C- and
Ariane-case, the ρe/ρ∞-value (coincidentally) decreases by a similar factor of 47, again
see table 3.1.
In summary, the current work cannot provide a quantitative prediction of entrainment
levels evoked by full-scale chemical propulsion systems. This fact is mainly attributed to
the complex conditions and the lack of reference data. Still, the considerations show that
the cold jet of configuration B.C (and the derived differences to B.Coj) clearly underesti-
mates the entrainment effects expected from today’s chemical rocket engines, given that
the entrainment is essentially a function of the jet velocity U e.
5.2.2 Influence of small freestream angles
Given that the near-wake of the blunt-based geometry B.A is strongly dependent on small
freestream angles, see discussion in section 4.1.3, it needs to be investigated whether the
same phenomenon also occurs in the presence of a nozzle extension. The angular adjust-
ment procedure of configurations B.Coj and B.C was taken over from B.A. In particular,
β = 0 is defined by symmetric base pressure levels, i.e., cp(y) ≈ cp(−y), whereas α = 0
is defined by geometric means. For B.Coj, the wake’s symmetry is confirmed by 2C-PIV
data of the horizontal x, y-plane, cf. figure 5.8(a). A small shadowed region is evoked by
total reflection of laser light in the base plane of the acrylic dummy nozzle, see white rect-
angle in the lower half. A symmetric layout is also observed for the distribution of tur-
bulence levels TU (not shown).
The influence of small angles of sideslip on B.Coj’s averaged near-wake flowfield is depicted
in figures 5.8(b) to 5.8(d). It is noted that angles of at least β = ±0.75◦ are required
to evoke a clear deviation from the symmetric layout. This fact is in sharp contrast to
the behavior of the bluff body configuration B.A, which reveals a pronounced asymmetry
for much smaller freestream angles (e.g., β = ±0.3◦, as discussed before in figure 4.8).
This indicates that the sensitivity towards non-zero sideslip angles is obviously strongly
suppressed by the nozzle body. The oblique structure of B.A’s wake for β 6= 0 is (amongst
others) characterized by a tilted recirculation flow and, thus, a mass transfer across the
centerline, v(y = 0) 6= 0. The solid nozzle extension inhibits this mass transfer and
stabilizes the recirculation area, damping the effects of non-zero freestream angles.
On the other hand, there are also some similarities between the behaviors of both base
geometries. In particular, the lee-sided vortex center always moves in upstream direction
towards the base plane, even though the corresponding shifts are rather small in case of
B.Coj. The lee-sided reattachment point in the nozzle surface is likewise relocated to-
wards the base. The spatial distribution of turbulence reveals that highest levels consis-
tently occur in the luff side of the wake, as seen by TU shown in figures 5.8(e) to 5.8(g).
For example considering B.Coj at β = 1.5◦, the luff-sided maximum TU -level of 0.189 is
about 22% larger than the lee-sided maximum of 0.155. At least by tendency, this fact
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Figure 5.8: Sensitivity of configuration B.Coj towards small angles of sideslip β, filled
white squares and circles mark stagnation points and vortex centers
also complies with the bluff body case of configuration B.A. This observation might be
particularly interesting for unsteady loads in the nozzle surface of yawed space launchers.
Further insight into this topic can be gained by application of multiple pressure transduc-
ers mounted in the nozzle surface, which were not available to the current investigation.
It was shown in section 4.1.5 that there is a clear correlation between near-wake layout and
area-averaged base pressure coefficient. The evolution of cp as function of β is depicted
in figure 5.9. The graph for configuration B.A (circular markers) was already discussed
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Figure 5.9: Area-averaged cp as function of β for configurations B.A and B.Coj
before and is repeated for comparison reasons. The dummy-nozzle geometry B.Coj (square
markers) is expectedly less sensitive towards β, with a near-constant plateau of cp ≈
−0.125 for |β| ≤ 0.5◦. The pressure coefficient then exhibits a decreasing trend for |β| ≥
0.75◦, even though the gradient ∂cp/∂β is less steep in comparison to B.A. Consequently,
both graphs assume the same value of cp ≈ −0.131 for β = 1.5◦. This shows that B.A’s
higher base pressure level for β = 0 is compensated by its stronger angle of sideslip-
sensitivity. A further increase of β was not possible due to limitations of the model’s
mounting structure.
In summary, it is concluded that non-zero freestream angles have a distinct influence on
the wake of bluff bodies. The observed trends were consistently demonstrated for both
near-wakes with and without reattaching shear layers, even though the implications for
the latter case are much stronger. Hence, the α/β-related studies in the current thesis are
highly relevant for bluff bodies with a ‘simple’ truncated base. Axisymmetric reattaching
flows like the Ariane 5 use case show the same tendencies, and might suffer from enhanced
turbulence levels in the vicinity of the luff-sided reattachment zone. However, a varia-
tion of β was only conducted for the dummy-nozzle configuration B.Coj and not for the
jet-case configuration B.C, due its short measurement intervals and the time-consuming
experimental procedure.
5.3 Spectral and modal analysis
In this section, the influence of both dummy nozzle (B.Coj) and supersonic jet flow (B.C)on the time-dependent spectral and modal behavior of the near-wake is discussed. The
applied evaluations were adapted from the investigation of the blunt-base case (B.A),
enabling a direct comparison of all three configurations.
5.3.1 Surface pressure spectra
Figure 5.10 presents the spectral behavior of the surface pressure fluctuations for con-
figurations B.A, B.Coj, and B.C. The mathematical framework of the spectral density G
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(eq. 4.9-4.11) and the sensor’s noise characteristics (figure 4.21) have already been dis-
cussed for configuration B.A, the corresponding conclusions are also valid here. A loga-
rithmic y-scale was chosen over the more common linear counterpart for a better repre-
sentation of the wide range of spectral densities. The results of the base-mounted sensors
refer to a radial position of r/D = 0.37. For B.A and B.Coj, the spectral density was av-
eraged over the circumferential angles φ = 10◦, 30◦, . . . , 350◦. B.C’s result only accounts
for φ = 0◦, 60◦, 180◦ due to the limited instrumentation. The influence of φ is discussed
later. The nozzle-mounted sensor of B.Coj and B.C is located at x/D = 1.03 and φ = 0,
also cf. sketch to the right of table 5.3. For B.C, the results of fifteen jet runs were aver-
aged to compensate the short measurement interval of about 8 s. The labeling of peaks
or phenomena (bold capital letters A-H) is consistently resumed from figure 4.21.
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Figure 5.10: Spectra of the surface pressure fluctuations for configurations B.A, B.Coj,
and B.C in comparison
The φ-averaged base spectra of the bluff body and dummy-nozzle configurations (B.A
and B.Coj, dotted gray and solid blue lines) are very similar. Both graphs include the
(irrelevant) BPF-related peaks, label C, and the broad plateau at low frequencies of
StD = 0.03 . . . 0.09, label E. The most significant difference is that B.A’s shedding-related
peak at StD = 0.21 (label D) is strongly dampened by the nozzle extension. A small
‘bump’ or ‘shoulder’ in B.Coj’s graph suggests that the phenomenon is not completely
suppressed, but so far, this interpretation is inconclusive. Additional considerations on
this topic will be given in the section 5.3.2. It is also noted that B.Coj exhibits slightly
lower power densities in the complete StD-range. Consequently, also the overall rms
value cp,rms is about 15% lower (0.0194 versus 0.0227), see table 5.3. Despite these two
differences, the pressure dynamics are not altered by the dummy nozzle extension.
The fluctuation spectrum in B.Coj’s nozzle surface (solid green line in figure 4.21) gener-
ally surpasses the corresponding base spectrum at all Strouhal numbers. Consequently,
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configuration cp,rms (base) cp,rms (nozzle)
B.A 0.0227 -
B.Coj 0.0194 0.0494
B.C 0.0674 0.0908
Table 5.3: Comparison of the surface pressure
fluctuation levels cp,rms (top), sketch of
the sensor positions (right)
B.A
B.Coj
B.A
nozzle 
sensor
base 
sensors
y
z
x
the overall level cp,rms is increased by a factor of about 2.5 (0.0494 versus 0.0194). Remem-
bering B.Coj’s near-wake flowfield from figure 5.5(b), the pressure transducer is located at
x ≈ xra, where the main body’s shear layer impinges the nozzle surface. A single, broad-
banded peak centered at about StD = 0.2 . . . 0.6 dominates the spectrum, see label G.
The slope of the graph and the corresponding Strouhal numbers are well-known from
wall pressure fluctuations in 2-D separating-reattaching flows, for example see figure 6 in
ref. [47]. In this publication, Hudy et al. evaluate multiple streamwise positions in the
separation bubble of a step-like flow by means of flush-mounted microphones. It is argued
that large-scale wake instabilities are successively replaced by small-scale shear-layer tur-
bulence when considering the wall spectra from separation to reattachment. Hence, spec-
tral densities are shifted towards higher Strouhal numbers with increasing streamwise co-
ordinate x. This is also apparent when comparing B.Coj’s base and nozzle spectra, see solid
blue and solid green graphs in figure 5.10. Furthermore, also the nozzle spectrum exhibits
a slight ‘bump’ at StD = 0.21 (label D), which hints at residual shedding phenomena.
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Figure 5.11: Pressure fluctuation level in the nozzle extension as function of streamwise
position x, reference data taken from Deck and Thorigny [23]
Fewer publications can be found on axisymmetric separating-reattaching flows. Deck and
Thorigny [23] investigate the streamwise distribution of cp,rms in the nozzle surface of an
axisymmetric launcher geometry at Ma∞ = 0.8, see figure 5.11. Both experimental and
numerical data exhibit an increasing trend with increasing x, and assume a local maximum
at (or shortly upstream of) xra. The current work cannot confirm this trend for a lack of
instrumentation. On the other hand, the expected level at x/xra = 1.02/1.06 = 0.97 is
matched quite well (filled rhombus symbol in figure 5.11), despite the different freestream
Mach number. Deck and Thorigny’s results were confirmed within the SFB/TRR-40-B
by Bitter et al. [14] using fast-response pressure sensitive paint. Low-speed experiments
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at Ma∞ = 0.3 are also provided. Unfortunately, the authors doubt the corresponding
low-speed results due to perturbations within the wind tunnel. Hence, the data is not
included in figure 5.11.
In comparison to B.Coj, the jet simulation of test case B.C evokes a significant increase
of the pressure fluctuations in both base and nozzle surfaces (∆cp,rms = +0.0480 and
+0.0414, see table 5.3). This result is in sharp contrast to the current PIV measure-
ments, which revealed that the jet by tendency stabilizes the near-wake velocity fluctu-
ations TU (cf. figure 5.5). This apparent contradiction can be explained by means of jet
acoustics, which only affect the surface pressure fluctuations rather than the wake flow-
field. The spectral analysis in figure 5.10 reveals that the high overall fluctuation level is
predominantly attributed to several narrow-banded, high-frequency peaks with StD ≥ 2
(f ≥ 1300Hz), see label H. The power densities of both base and nozzle surface are al-
most coincidental in this range. It will be shown that the peaks originate in acoustic
modes caused by the jet’s shock cell structure. This phenomenon is relevant for low sub-
sonic freestream conditions only, and will be discussed in section 5.4.
B.C’s low-frequency range (StD < 1), which is connected to the near-wake dynamics,
exhibits a very similar behavior in comparison to the no-jet case B.Coj. Even though the
spectral density is slightly enhanced, probably due to model vibrations and the general
noise level within the test section, no additional narrow-banded phenomena are induced.
In particular, the shedding-related peak D at StD = 0.21, which is at least fragmentarily
visible in both base and nozzle spectrum of B.Coj, cannot be detected any more.
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Figure 5.12: B.A and B.Coj, α = β = 0, base pressure fluctuations cp,rms as function of
circumferential angle φ
It was demonstrated in section 4.2.1 that B.A’s pressure fluctuation level cp,rms is a strong
function of the circumferential angle φ, depending on both sting support and freestream
angles. In contrast, the corresponding distribution for B.Coj is almost uniform, showing
some scatter but no systematic trends, see circular symbols in figure 5.12. This under-
lines the stabilizing influence of the nozzle body. B.Coj’s near-constant cp,rms-level ap-
proximately corresponds to the minimum level of B.A’s distribution, cf. dash-dotted and
solid lines in figure 4.2.1. This behavior explains the different φ-averaged values of 0.0194
and 0.0227, respectively. For the jet-case B.C, a corresponding analysis is not meaningful
due to the sparse instrumentation of the model’s base and the strong acoustic content of
the signals.
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5.3.2 Point-to-point correlation and proper orthogonal decomposition
For configuration B.A, section 4.2.2 conclusively showed that the vortex shedding phe-
nomenon at StD = 0.21 is characterized by a large-scale antisymmetric behavior at dia-
metrically opposed positions. This conclusion was drawn from the complex-valued two-
point coherence C of the base pressure fluctuations. A corresponding analysis based on
equations 4.16 and 4.17 is now applied to configurations B.Coj and B.C.
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Figure 5.13: Coherence level |C| as function of ∆φ
Figure 5.13(a) depicts the coherence level |C| as function of the circumferential distance
∆φ, averaged over the wake dynamics-related low Strouhal range 0.01 ≤ StD ≤ 1.5. The
general behavior of both bluff body and dummy nozzle configurations B.A and B.Coj
is obviously very similar. The logarithmic y-scale reveals that the spatial coherence of
B.Coj decreases faster, suggesting that the spatial coherence of pressure fields is slightly
smaller. In contrast, the coherence at StD = 0.21 is very different, see figure 5.13(b).
B.Coj’s coherence is notably lower and lacks the distinctive re-increase at ∆φ = 180◦.
This means that the dummy nozzle not only strongly dampens the StD = 0.21-peak of
the auto-spectrum (as argued in the preceding section), but also suppresses its large-scale
coherence.
The second characteristic of B.A’s vortex shedding phenomenon is the antisymmetric
relation for diametrically opposed circumferential directions (∆φ = 180◦). This fact was
shown through the phase angle ξ = arctan(Cr/Ci), or, alternatively, through a modal
decomposition of Cr. The current section refers to the latter approach (see eq. 4.21),
since it proved to be less susceptible to noise for low C-levels. Assuming a circumferential
wavelength of λ = 2pi, figure 5.14 presents the spectral distribution of the coefficients Cr,0
(symmetric mode) and Cr,1 (antisymmetric mode). Formally, very low coherence levels
(i.e., noise) are also decomposed into Cr,0 and Cr,1 with Cr,0 +Cr,1 = 1, but the result has
no significance. Hence, |C| is included in figure 5.14 for reference. Figure 5.14(a) repeats
B.A’s result, clearly revealing a characteristic antisymmetric behavior (red graph) and a
high coherence level (gray graph) at StD = 0.21, see labelD. In contrast, this phenomenon
seems to be completely removed in case of geometries B.Coj and B.C, see figures 5.14(b)
and 5.14(c). B.Coj shows no significant modal behavior at all, besides the well-known BPF-
related peaks, see label C. Configuration B.C reveals a very prominent spatial coherence
at high Strouhal numbers (about StD ≥ 1) with alternating symmetric/antisymmetric
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Figure 5.14: Modal analysis of the base pressure fluctuations for an assumed circumfer-
ential wavelength of λ = 2pi (λ/2 = ∆φ = 180◦)
behavior, see label H in figure 5.14(c). Similar peaks have already been observed in
the autospectrum and were attributed to jet acoustics, which will be evaluated in the
subsequent section. The wake-related low-Strouhal range, see left half of figure 5.14(c), is
similar to configuration B.Coj. The graphs reveal neither narrow-banded coherence peaks
nor pronounced symmetric or antisymmetric tendencies.
Furthermore, section 4.2.3 showed that the modal structure of the near-wake flowfield
can be evaluated using a multi-point POD analysis of the planar PIV results. This
methodology can also be extended to configuration B.Coj. An application to configuration
B.C is not meaningful since the PIV results only cover one side of the near-wake (i.e.,
the negative y-half-axis) due to the opaque jet nozzle. Hence, the POD is unable to
distinguish between symmetric and antisymmetric modes, which might appear as a single
mode under these circumstances. A more extensive discussion on the results is given by
Wolf et al. in ref. [130]. In summary, it can be shown that the structure of the first large-
scale modes ψm of B.A and B.Coj are similar, except for the region of the dummy nozzle.
This includes the antisymmetric layout of the first mode (m = 1), compare figures 5.15(a)
and 5.15(b). On the other hand, the corresponding velocity fluctuations in the vicinity
of the base plane are smaller, since the nozzle body inhibits mass transfer across the
centerline. Also, the relative energy of this mode, λ1/
∑
λm, is dampened from 14.6% to
9.1%. Expressed as absolute values, the difference is even larger since the energy is scaled
by the overall fluctuation level. The aforementioned aspects contribute to the fact that
the base-mounted sensors do not perceive a distinct antisymmetric behavior. Further
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insight can, for example, be gained by a cluster of nozzle-mounted transducers, which
were not available in the current case. On the other hand, it is obvious that the shedding
phenomenon is of rather small importance for surface pressure fluctuations of the jet case
B.C, especially in comparison to acoustic phenomena.
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Figure 5.15: POD decomposition of the flowfields in the x, y-plane, comparison of config-
urations B.A and B.Coj, vector length corresponds to U1 =
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It can be summarized that the vortex shedding phenomenon does not significantly affect
the near-wake dynamics in case of a nozzle extension with reattachment. Although there
seem to be remnants of local periodicity which induce small peaks in the auto-spectrum
(figure 5.10), no macroscopic large-scale influence on was observed in the base surface.
This conclusion only partly agrees to preceding publications, also see the discussion in
chapter 2. Deprés et al. [26] conclusively showed that the shedding periodicity is strongly
dampened if the nozzle is long enough to cause a reattachment of the main body’s shear
layer, which corresponds to the current results. However, Deprés et al. also showed that
the (antisymmetric) spatial organization can still be identified, at least in the mid-section
of the nozzle body. This fact complies with the first POD mode shown in figure 5.15(b),
but cannot be confirmed by the current pressure instrumentation which concentrates on
both base and reattachment areas. It should be noted that not only Deprés’ work, but
also other references [23, 60, 65, 98] concentrate on high subsonic or transonic conditions.
This underlines the statement [40] that the shedding-related buffet loads mainly occur in
this Mach region, but are of minor importance to the low subsonic regime.
5.4 Jet acoustics
It was shown in section 5.3 that the jet flow of configuration B.C amplifies the pressurefluctuations in both nozzle and base surface by a factor of about 2 to 3 in comparison to
the dummy-nozzle case B.Coj. Both auto- and cross-spectra agree that this fact is mainly
attributed to distinct high-frequency modes. The current section proves that these modes
originate in jet aeroacoustics, particularly related to the shock cell pattern of unadapted
jets. It is noted that acoustics is not part of the objectives of project SFB/TRR-40-B2,
still, the plausibility of the pressure fluctuations needs to be demonstrated. It will be
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shown that the current phenomena agree well to preceding publications, which mainly
investigate jet nozzles placed in anechoic chambers, and do not consider effects related to
external flow or near-wakes.
In a first step, the most important properties and model concepts of jet acoustics are dis-
cussed. A very comprehensive overview was prepared by Tam [110], whose argumentation
will be summarized hereafter. In this context, ‘Θ’ is defined as the angle between nega-
tive x-axis and position of an observer (e.g., pressure transducer or microphone), see fig-
ure 5.16. The relevant similarity parameters are given by the (hypothetic) fully expanded
conditions, meaning that the nozzle exit pressure is adapted to ambient conditions (index
‘j’). For example, the frequency f is reduced by means of the Strouhal number Stj:
Stj =
f ·Dj
Uj
with: Uj = Maj
√
γ RTj (5.12)
The parameters of the current case presented in table 5.1 (Maj = 2.15, Uj = 532m/s, Dj =
0.0358m) yield the following relation to the StD-number used in preceding sections:
StD ≈ 23Stj (5.13)
Supersonic jet noise can be decomposed into three principal components [110]:
• Turbulent mixing noise
• Broadband shock noise
• Screech tones
Θ 
Δx 
nozzle
observer
noise 
source
Figure 5.16: Definition of the angle Θ
The turbulent mixing noise originates in the Mach wave radiation of turbulent structures,
which move within the jet’s shear layer at supersonic speeds (with respect to the ambient
fluid). This noise source is broadbanded due to the different convection velocities of the
turbulence spectrum. The noise directivity is given by the respective Mach angle defining
the wavefronts. For example considering a Maj = 2.0-case reported by Seiner et al., the
mixing noise was predominantly perceived at Stj = 0.05 . . . 0.4 and Θ = 120◦ . . . 140◦ (see
figure 9 in ref. [101]). This means that the highest noise level is expected in downstream
direction rather than in upstream/base direction.
In contrast to turbulent mixing noise, broadband shock noise is only generated if the nozzle
is operated in unadapted conditions, i.e., pe 6= p∞. In this case, a periodic shock cell
structure is generated, which interacts with turbulent structures moving within the shear
layer at a convection velocity of U c. Strong interactions occur at both ends of each cell,
in the focal points of the compression/expansion fans (cf. current Schlieren pictures in
figure 5.2). Assuming that each interaction results in a single acoustic event (elementary
wave), a 2-D model of stationary discrete monopoles [51, 82] can be formulated, see sketch
in figure 5.17(a).
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Figure 5.17: Principal mechanisms of jet noise sources
The distance between two wavefronts and, hence, the perceived frequency is dependent on
the ambient speed of sound a∞, and on the observer’s angle Θ due to the Doppler effect.
An analysis of the geometry in figure 5.17(a) shows that period ∆t and the frequency f
of the broadband shock noise (index ‘bsn’) are given by:
∆tbsn =
Lcell
U c
+ Lcell
a∞
· cos Θ ⇒ fbsn = 1∆tbsn =
U c
Lcell (1 + U c a−1∞ cos Θ)
(5.14)
Eq. 5.14 implies that a scatter of the convection velocity U c yields a scatter of the fre-
quency fbsn, explaining the broadbanded behavior.
The screech tone also originates in turbulence/shock interactions and can be interpreted
as a special case of the broadband shock noise [111]. In this case, also the turbulence
structures are periodically ordered, defining a large-scale instability mode which may
assume toroidal or helical structures. The instability originates in a locked-in acoustic
feedback mechanism sketched in figure 5.17(b). The feedback cycle is defined as follows:
The nth instability wave moves at U c from cell m to cell m + 1, and excites an acoustic
event at this location. The corresponding wavefront spreads omni-directionally at a∞.
When reaching the preceding cell m, the subsequent instability wave n+ 1 is excited (or
amplified) by the acoustic wave, completing the feedback loop. The early stages of the
shear layer are comparably thin and, thus, susceptible to external disturbances. It can be
taken from figure 5.17(b) that the screech period and frequency (index ‘scr’) are given by:
∆tscr =
Lcell
U c
+ Lcell
a∞
⇒ f scr = 1∆tscr =
U c
Lcell (1 + U c a−1∞ )
(5.15)
Eq. 5.15 formally equals eq. 5.14 for Θ = 0, although the corresponding convection veloc-
ities U c may differ. The screech frequency is not a function of Θ, since the cell structure
acts as stationary Doppler-free source. The screech amplitude has a pronounced directiv-
ity due to interference effects, however, this issue is not discussed here.
Rather few investigations focused on flight effects, which consider the influence of forward
motion U∞ on the jet acoustics. Within the nozzle’s reference system, the acoustic propa-
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gation within the external subsonic field has to be corrected by U∞, see Hay and Rose [42]
or André et al. [6]. Consequently, the fundamental broadband shock and screech frequen-
cies are:
fbsn =
U c
Lcell
(
1 + U c
a∞ − U∞ cos Θ
) (5.16)
and:
f scr =
U c
Lcell
(
1 + U c
a∞ − U∞
) (5.17)
As already shown in section 5.1, the shock pattern Lcell is not influenced by the subsonic
external flow. On the other hand, U∞ affects the convection velocity. U c can be approxi-
mated as a constant fraction α of the jet shear layer’s velocity difference. In a non-moving
reference frame, this yields [6]:
U c = α (Uj − U∞) + U∞ (5.18)
For the screech phenomenon, α is dependent on the respective instability mode and, hence,
on both nozzle geometry and fully expanded Mach number. A value of α = 0.7 serves as
a rule-of-thumb in most conditions, for example, see discussion by Panda et al. [78].
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Figure 5.18: Acoustic spectrum in the base of B.C, U∞ = 70m/s
Figure 5.18 depicts the φ-averaged base pressure spectrum for the jet case B.C at U∞ =
70m/s. The data is repeated from figure 5.10, but concentrates on the acoustic high-
frequency range only. In addition to the relevant Stj-numbers (lower axis labels), the
corresponding StD-numbers (upper axis labels) are also stated for the purpose of com-
parison. There are two distinct narrow-banded peaks, labeled I and I2. The frequency
of the latter is exactly twice the frequency of the former. This corresponds to Tam’s ob-
servation that the base frequency of acoustic jet phenomena is often accompanied by the
corresponding harmonics [110]. Both amplitude and shape of peak I indicate the funda-
mental screech tone. Furthermore, a third peak is observed at label J. Both shape and
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Figure 5.19: Acoustic spectra of the jet for microphones at different angles Θ
frequency suggest that it is connected to the broadband shock noise. Both hypotheses
will be further evaluated in the following.
Eqs. 5.16 and 5.17 reveal that a variation of the observer’s angle Θ is an intuitive way to
distinguish between screech tone and shock noise. The model-mounted pressure sensors
are by geometry limited to very small Θ-angles and, thus, not suitable for this analysis.
Additional insight is provided by a microphone array mounted in the wind tunnel’s plenum
chamber, see section 3.6 for a description of the setup. The microphone signals represent
the sound pressure level. The corresponding spectra were calculated in accordance to the
procedure of the pressure transducers. The absolute magnitude of the sound pressure is
not relevant for the current investigation. Figure 5.19 presents exemplary spectra of five
different microphones, ordered by their respective Θ-angle. Subsequent graphs are shifted
by a constant y-offset to improve the illustration’s clarity. The quantitative values of Θ
will be discussed later.
The microphone signals at U∞ = 70m/s, figure 5.19(a), verify the existence of the acoustic
phenomena observed in the base pressure spectra. The screech tone I is consistently
located at a Strouhal number of Stj ,scr = 0.151 (2240Hz), which is, in agreement to the
model concept, not a function of Θ. Highest amplitudes are observed for low Θ-angles due
to the directivity. In contrast to the screech tone, the Strouhal number of the broadband
shock noise J increases with increasing Θ due to the Doppler effect.
Considering the spectra at zero freestream velocity U∞ = 0, figure 5.19(b), both phenom-
ena are still observed but shifted towards higher frequencies. The screech is now located at
Stj ,scr = 0.166 (2460Hz), which again corresponds to the U∞ = 0 base pressure spectrum
(not shown). The Stj-numbers of jet acoustics are not expected to be constant for dif-
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ferent experimental conditions, in contrast to the (nearly) universal StD-numbers related
to near-wake dynamics. Put simply, the external flow U∞ slightly accelerates the convec-
tion velocity (eq. 5.18) but significantly decelerates the acoustic feedback loop (eq. 5.17),
yielding a larger period and, thus, a lower screeching frequency.
The screeching frequencies at U∞ = 0 and U∞ = 70m/s can be combined with eqs. 5.15,
5.17, 5.18 to determine the common velocity parameter α and the shock cell length Lcell.
A complete overview of the resulting screech parameters is given in table 5.4. The cur-
rent result for the shock cell length, Lcell = 1.75Dnoz, is about 7.4% smaller than the
prediction of the Schlieren optics defined in eq. 5.5, Lcell = 1.89Dnoz. There are two pos-
sible explanations for this deviation. Firstly, the Schlieren results refer to the first cell
only, whereas the major part of the jet noise is created further downstream. For example,
Panda et al. observed the strongest fluctuations of the jet’s boundary at the fourth and
fifth cell [78]. The cell length usually decreases in streamwise direction due to dissipa-
tion effects, and it is difficult to exactly match the (local) geometric length to the screech
parameter, see Seiner and Norum [102]. Secondly, it was observed that the underlying
system of equations is very sensitive to erroneous inputs. For example, if the screech fre-
quency at U∞ = 70m/s is affected by an error of 1%, the values for Lcell and α deviate
by about 3.6% and 7.7% from their true values. Even though the screech peaks are sharp
and unambiguous, the expected error levels of the derived quantities are comparably high.
U∞ Stj ,scr f scr αscr Lcell U c,scr
70m/s 0.151 2240Hz 0.69 1.75Dnoz (0.0735m)
390m/s
0m/s 0.166 2460Hz 368m/s
Table 5.4: Parameters of the screech mechanism, also see eqs. 5.15, 5.17, 5.18
Nevertheless, the calculated α-value of 0.69 exactly matches the expected range reported
in preceding publications [61, 78]. Put simply, this means that the convection velocity
of the instability wave is about 69% of the fully expanded jet velocity. Generally, α
depends on the instability mode. For axisymmetric nozzles, Tam argues that toroidal
modes occur forMaj ≤ 1.2, whereas helical modes occur forMaj ≥ 1.6, with a transition
regime between both Mach ranges [110]. Several authors have refined this scheme through
identification of case-dependent sub-modes. Nevertheless, a helical structure is expected in
the current case, since Maj = 2.15. Similar to the argumentation of the near-wake vortex
shedding in section 4.2.2, this implies an antisymmetric behavior for observer locations
with a circumferential distance of ∆φ = 180◦. To prove this, the modal decomposition of
the base pressure coherence C at diametrically opposed positions is reviewed.
Figure 5.20 repeats the data already discussed in figure 5.14(c), but only concentrates on
the Stj-range related to jet acoustics. The screech tone (label I) is expectedly dominated
by antisymmetric behavior, since the m = 1-mode outweighs its symmetric m = 0 coun-
terpart with a relative share of about 0.9. The corresponding real-valued coherence level
|C| assumes a distinct peak exceeding 0.8 (not shown). Hence, the modal analysis strongly
supports the idea of a large-scale, helically organized phenomenon. In contrast, the broad-
band shock noise (label J) strongly prefers the symmetric m = 0-mode, meaning that the
acoustic events are perceived with negligible phase difference. This fact suggests large-
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scale events of toroidal or, at least, axisymmetric structure. Even though both screech
tone and broadband shock noise can be described by similar model concepts and equations,
the aeroacoustic mechanisms are expectedly different, also see discussion in ref. [111].
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Figure 5.21: Broadband shock noise fre-
quency as function of Θ
Two parameters have to be determined for a quantitative analysis of the broadband shock
noise frequency. Firstly, α refers to the corresponding convection velocity. Secondly,
the geometric observer’s angle Θ implicitly contains the streamwise position of the noise
source, denoted ∆x in figure 5.16. Actually, the noise originates from a large streamwise
range rather than a discrete point. Still, it is expected that the spectral peak corresponds
to the location of the strongest noise generation. In a first step, the broadband peaks of
the microphone spectra (figure 5.19) were locally approximated by a quadratic curve fit
to determine the corresponding central frequency. The known positions (x, y, z)T of the
microphones, the geometric definition of Θ, and the shock cell length from table 5.4 can
now be used in a least-squares optimization of eq. 5.16 that yields α and ∆x. The data
for U∞ = 0 suggests ∆x = 0.44m, i.e., the maximum noise is generated about 6 shock
cells downstream of the nozzle. This result approximately matches Panda’s observations
of 4 to 5 cells [78]. The α-value is around 0.9, meaning that the convection velocity is
slightly lower than the fully expanded velocity. Figure 5.21 depicts both microphone data
(rhombus markers) and model concept (solid line), revealing a reasonable agreement.
For an analysis of the U∞ = 70m/s-data, α was kept constant, but ∆x was re-evaluated.
This procedure is necessary for microphones mounted in the plenum chamber, since the
freestream shifts the perceived location of noise sources in downstream direction, see
Tiedemann [114] for further discussions. In particular, the corresponding ∆x is 0.58m,
indicating that the apparent positions of noise sources are shifted by about 0.12m. Ef-
fectively, this means that each microphone is assigned to a smaller Θ-angle than in the
U∞ = 0-case. Figure 5.21 again reveals a good agreement of measurements (square sym-
bols) and model concept (dashed line). The geometry of the microphone array should be
redesigned for a more precise determination of jet aeroacoustics and its parameters. For
example, the distance between the microphones could be increased (to enlarge the con-
sidered Θ-range), and the distance to the jet could be increased (so the noise sources ap-
pear more point-like). Also, a detailed analysis of the freestream’s shear layer is desir-
able. However, the current considerations conclusively show that the strong surface pres-
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sure fluctuations of test case B.C originate in acoustic modes of the unadapted jet. The
acoustic characteristics agree to reference publications performed in anechoic chambers,
which mainly considered jet nozzles without near-wake or freestream influence.
In a last step, a brief comment on the relationship between jet parameters and screech
frequency is given. Based on both theoretical considerations and empirical observations,
Tam [110] provided the following formula:
Stj ,scr =
0.67√
Ma2j − 1
1 + 0.7Maj
√1 + γ − 12 Ma2j
−1 √ T0
T∞

−1
(5.19)
Several authors proposed case-dependent modifications of this formula, but an extensive
discussion is beyond the scope of the current work. Nevertheless, the formula is suitable
to reveal the basic influences connected to the screech frequency. The parameterMaj im-
plicitly involves the pressure in the settling chamber (or combustion chamber). In partic-
ular, a high pressure p0 is connected to a high fully expanded Mach numberMaj, and vice
versa. Furthermore, eq. 5.19 is dependent on the temperature in the settling/combustion
chamber T0.
Maj
St
j
1.5 2 2.5 3 3.5 40
0.2
0.4
0.6
0.8
use case
Tam’s formula, T0=293 K, γ=1.4
Tam’s formula, T0≈3500 K, γ=1.2
current measurement,
Maj=2.15, Stj=0.166
Figure 5.22: Screech-related Strouhal number Stj ,scr as function of fully expanded Mach
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Figure 5.22 compares Tam’s formula for B.C’s reference conditions (T0 = 293K, γ =
1.4, solid graph) to the result of the current measurements at U∞ = 0 (Maj = 2.15,
Stj ,scr = 0.166, rhombus symbol). A remarkable agreement is observed. Figure 5.22
also exemplarily depicts Tam’s prediction for the propulsion systems of today’s space
launchers (T0 = 3500K, γ = 1.2, dash-dotted graph). In comparison to the current cold-
gas subscale tests, considerably lower Strouhal numbers are expected. A rough estimate
for the expected Maj-range of possible use cases is given by the ellipsoidal marker, based
on the Ariane 5’s combustion chamber pressure around 115 · 105 Pa. Nevertheless, the
actual conditions might strongly deviate due to several reasons (e.g., the complex non-
generic shock system of a TOC nozzle, etc.).

6 Conclusions and outlook
The current work provides an experimental investigation concerning the near-wakestructure of bluff bodies in subsonic freestream conditions. The focus was set on
space launch applications, whose performance and safety are strongly affected by the
wake aerodynamics. The thesis was motivated by central questions postulated in the
introduction and further elucidated in the state of the art. Consequently, the conclusions
of this work can be subdivided into two general sections:
(a) Truncated bluff base geometries
The first section concentrates on the wake properties of a slender, three-dimensional body
of revolution with a truncated, blunt base geometry. Evaluations were performed with
respect to the following central question:
What is the spatio-temporal behavior of both near-wake flow and associated
surface pressure fields for three-dimensional bluff bodies?
Due to the subsonic freestream conditions, the results are not necessarily restricted to
space launchers. They can also be transferred to other bluff body applications like road
vehicles, for example, truck-trailer configurations. The following statements summarize
the corresponding evaluations:
The near-wake is expectedly characterized by a separated recirculation bubble containing
a ring vortex system. The basic characteristics (i.e., recirculation length xsp/D = 1.28,
static base pressure level cp = −0.114, etc.) agree well to both preceding publications on
similar test cases, as well as numerical studies on the current case.
Particular attention was paid to small variations of both angles of attack and sideslip,
which have an unexpected but very decisive influence on the near-wake of 3-D bodies.
In planes parallel to freestream direction, shifted positions of the vortex centers are ob-
served. A volumetric reconstruction reveals that the alterations can be understood as a
distorted vortex ring. The symmetric configuration (α = β = 0) results in a minimal
base drag. Non-zero incidence angles yield base drag penalties, for example, +8% for
β = 0.75◦. Also, the luff-sided shear layer exhibits increased pressure and velocity fluc-
tuation levels. A few former investigations suggest that this phenomenon was encoun-
tered before but only fragmentarily understood, or even treated as a measurement error.
A combined experimental/numerical analysis revealed that both sting support and wind
tunnel environment have a non-negligible influence on the effective freestream angles, and
also cause comparably large alterations of the wake.
107
108 Chapter 6. Conclusions and outlook
Furthermore, a spectral analysis of the base pressure fluctuations was conducted, concen-
trating on the vortex shedding at a Strouhal number of about 0.21. The spatio-temporal
behavior of this phenomenon is characterized by an antisymmetric relation at diametri-
cally opposed points. The results imply that the shedding intermittently occurs in a ran-
domly oriented plane. A modal analysis of the near-wake flowfields revealed a correspond-
ing large-scale mode, which can be described as ‘flapping’ motion of the wake. In con-
trast to the hypotheses and to 2-D flows in low-Reynolds conditions, this mode claims a
comparably small share of the overall fluctuation level, for example, about 15% in a hor-
izontal slice plane. Still, the results point at a strong connection to the aforementioned
α/β-sensitivity. It seems that the shedding-related instability is also accountable for the
switch to a non-symmetric average flowfield at non-zero incidence angles.
(b) Launcher-specific considerations
The second section addresses the influence of a dummy nozzle and a supersonic jet nozzle
on the near-wake flowfield. The external dimensions and the static pressure ratio in the
jet’s exit plane were chosen with respect to the Ariane 5 use case. Consequently, the
respective flowfields are characterized by a reattachment of the shear layer to the nozzle
surface, and an entrainment of fluid into the jet’s mixing layer. The central question of
the analysis is:
What is the influence of launcher-specific afterbody features, like thrust nozzle
and supersonic jet, compared to bluff bodies with truncated base?
This question is answered by the following summary:
The main effect of the dummy nozzle can be described as a stabilization of the wake
through the geometric blockage effect. Consequently, the generation of turbulence, the
vortex shedding mode, and its spatial coherence are reduced. Pressure spectra in the
base surface are similar but on a slightly lower level compared to the bluff body case
(cp,rms = 0.0194 versus cp,rms = 0.0227). The surface pressure spectra in the vicinity of
the reattachment are influenced by strong high-frequency fluctuations connected to the
shear layer.
The nozzle body also suppresses the pronounced α/β-sensitivity observed for the bluff
body configuration, even though the same trends are still visible. In particular, this means
that the corresponding alterations of both flowfield and surface pressure properties are of
minor interest for vehicles with base extensions.
The supersonic Ma = 2.5 thrust jet evokes a strong entrainment and, thus, a significant
alteration of the subsonic near-wake region. Both reattachment and primary vortex sys-
tem are relocated towards the base plane, and the base drag is increased by almost 50%
in comparison to the dummy nozzle case. However, the vortex shedding mode, which is
in focus of many base buffeting investigations, was not detected any more. Two main rea-
sons contribute to this fact. Firstly, the strongest buffet amplitudes are usually detected
in transonic rather than subsonic regimes, even though the aerodynamic mechanisms are
similar. Secondly, the pressure measurements are strongly superimposed with jet noise.
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In this context, the shock cell system of the overexpanded jet was carefully investigated.
The spectral noise sources of the jet were related to the interaction between large-scale
instabilities in the jet mixing layer and the periodic shock pattern. The corresponding
phenomena, namely screeching and broadband shock noise, were identified by means of
the directivity of the related frequencies. Although this topic was not explicitly covered
by the original motivation of the thesis, the effects needed to be studied since they are
responsible for a large part of the experimentally observed pressure fluctuations.
Outlook
In summary, the investigations successfully evaluated the static and dynamic properties
in the near-wake of generic rocket configurations. The understanding of the periodic
shedding modes of three-dimensional bluff bodies can be further enhanced by advanced
measurement techniques. Examples include a better temporal resolution of the velocity
fields (e.g., high-repetition rate PIV), a better spatial resolution of the pressure fields
(e.g., fast-response pressure sensitive paint), or a better spatio-temporal coupling (e.g.,
simultaneous sampling of PIV, hot-wire, pressure sensors, etc.).
In addition to the original motivation, two further interesting aspects were discovered.
Firstly, the strong sensitivity towards angles of attack and sideslip is probably of minor
importance for space launchers (due to the stabilizing influence of the nozzle). On the
other hand, it may be significant for bluff based vehicles without base extension, since a
symmetric recirculation vortex system results in a local minimum of the base drag. Also,
it is important when comparing the results of different investigations (for example, exper-
imental versus numerical). Very small angular misalignments yield large discrepancies,
which may be misinterpreted as errors.
Secondly, a strong impact of jet acoustics on the dynamic loads in the base and nozzle
surfaces was observed. The majority of preceding acoustic investigations only considered
the thrust jet itself in an idealized environment, e.g., anechoic chambers. In contrast, little
is known about possible influences of forward motion, a disturbed inflow to the jet mixing
layer due to the near-wake, etc. Especially in combination with the feedback mechanism
of the screech tone, highly complex structures need to be understood.
Returning to the problems of base drag and base buffeting on space launchers, the current
results will hopefully serve as a basis for future devices of flow control. For example,
this task is targeted in the next funding period of the SFB/TRR-40. As a first measure,
the current results encourage the relocation of the reattachment point. This may be
accomplished by a further reduction of the nozzle’s length (as performed after Ariane’s
V517 flight), but also by an elongation of the main body (e.g., using a skirt, etc.). Even
better results might be achieved by a stabilization of the wake, for example, using flow
deflectors, vortex generators, ‘boattailing’, etc. In contrast to the hypothesis, the large-
scale shedding mode at StD = 0.21 only has a minor (if any) influence on the near-wake,
at least in subsonic freestream. From this point of view, a control method specifically
adapted to this mode (e.g., pulsed blowing) does not seem promising. Instead, a broad-
banded environment has to be considered.
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A Hardware components and
uncertainty analysis
A.1 Static pressure transducers
Transducers of type “Setra 265” (see figure A.1, left) were applied to measure thetime-averaged differential base pressure ∆p = p∞ − pbase > 0. This setup is essential
since the transducers require ∆p to be positive. Of course, the final results are presented
by means of the usual definition ∆p = pbase − p∞ < 0. Due to the open test section, the
static pressure of the undisturbed freestream p∞ equals the ambient pressure.
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Figure A.1: Setra 265 (left), exemplary calibration (linear fit, right)
The uncertainty level of the transducers is generally determined by non-linearity, hystere-
sis, and drift of the zero point (e.g., due to thermal instability). The latter effect was com-
pensated by regular zero-offset measurements (at least every third measurement). Both
former effects, usually termed ‘CNL&H’ (combined nonlinearity and hysteresis), were an-
alyzed using calibrations against a water level manometer of ‘Betz’-type. For an exem-
plary calibration, figure A.1 depicts the differences between data points and linear cali-
bration as function of the applied pressure difference (circular and cross markers). The
hysteresis between rising and falling pressure is clearly visible. The pressure range was
limited to values expected in the experiments, ∆p = 0 . . . 600 Pa. The corresponding 95%
confidence bound E0.95(transducer) for the difference between measured and true values
is calculated from the calibration data, see black lines in figure A.1. This yields:
E0.95(transducer) = ± (1.1 Pa + 0.0031 ∆pmeas) < ±3.1 Pa (for ∆p ≤ 600 Pa) (A.1)
This value is about 16 times smaller than the manufacturer’s accuracy specification of
±50Pa, which corresponds to 1% of the full scale output (FS) of 5000Pa [73]. The
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current confidence bound also includes uncertainties introduced by the A/D acquisition
board (dSpace CP1103), which was used for both calibration and wind tunnel tests. The
quantization error of the A/D conversion (16 bit resolution) is below 0.08 Pa and therefore
negligible.
The second and most significant source of uncertainty is the influence of the limited
measurement interval. Each measurement uses at least 3·104 samples (30 s at fs = 1 kHz).
In the experimental data, standard deviations up to σ(∆pmeas) = 42 Pa were observed.
Although the damping of the static system prevents the interpretation of this value, the
spatial distribution of fluctuation levels correlates to the dynamic measurements. Using
the number of samples N and the standard deviation σ, the E0.95-bound of the average
is usually calculated through the sampling error [11]:
E0.95(average) =
2 · σ(∆pmeas)√
N
(A.2)
Eq. A.2 assumes that ∆pmeas is Gauss-distributed, which is approximately true, and that
the samples are statistically uncorrelated, which is not fulfilled. A close look at the
pressure histories reveals that the long air tubing evokes resonance frequencies as low as
1 Hz, which are strongly oversampled by fs=1 kHz. Using eq. A.2, this yields unrealistic
confidence bounds below 0.5 Pa.
Hence, a different approach based on in-situ data was chosen. The time-averaged mea-
surement results pmeas of 60 individual pressure taps distributed throughout the base plane
were compared to the respective results of a second, repetitive measurement. Obviously,
a large integration/sampling time (here: 30 s) yields a good reproducibility of pmeas. The
procedure was conducted for U∞ = 70m/s, α = 0◦, and three different angles of sideslip
β = 0◦,−0.3◦,−0.75◦. It was found that 95% of the deviations (171 out of 180) are within
±8.2 Pa, which is taken as an empirical 95%-confidence bound for the reproducibility
E0.95(reproducibility). Assuming that the uncertainties due to the transducer character-
istics and due to the reproducibility are uncorrelated, the total value for the transducer’s
confidence bound is calculated as follows:√
E20.95(transducer) + E20.95(reproducibility) =
√
3.12 + 8.22 Pa = 8.8 Pa (A.3)
This result shows that the level of uncertainty is mainly influenced by the effect of a finite
measurement interval. Adjustments of the neutral sideslip angle (β = 0) were performed
by a point-wise comparison of static base pressures along y-axis, see section 4.1.5 for
further details. For this adjustment, the measurement interval was doubled to 60 s. Using
eq. A.2, this yields E0.95(reproducibility) = 8.8 Pa/
√
2 = 6.2 Pa.
A.2 Dynamic pressure transducers
Low-profile, dynamic pressure transducers of type ‘Entran EPI-B0’ were mounted inboth base and nozzle surfaces, cf. figure 3.15. Due to the thickness of 0.51mm, this
sensor type is particularly suitable for an installation in the thin nozzle wall. Configura-
tions B.A and B.Coj additionally feature a single conventional, cylindrically shaped sen-
sor of type ‘Entran EPI-080’ for comparison reasons. The total pressure of the jet flow
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in case of configuration B.C was monitored by pitot tubes equipped with ‘Kulite XCQ-
080’ transducers. For all three sensor types, a flexible membrane compares the momen-
tary pressure p(t) to an internal reference pressure pref . The pressure difference induces a
change in the membrane’s electric resistance, which is picked up by a Wheatstone bridge.
The specifications of the transducers are summarized by table A.1.
model pressure range resonant freq. CNL&H dimensions
EPI-B0 ±0.35 · 105 Pa 125 kHz ±1% FS 2.3× 6.2× 0.51 mm3
EPI-080 ±1.5 · 105 Pa 125 kHz ±1% FS Ø2.4mm × 9.5mm
XCQ-080 ±17 · 105 Pa 550 kHz ±0.5% FS Ø2.0mm × 6.4mm
Table A.1: Manufacturer’s specifications of the dynamic pressure transducers [28, 70]
The sensors were connected to a data acquisition system (‘gbm Viper light’, see figure A.2)
that provides signal amplification, signal conditioning, and A/D conversion for up to 32
channels. Hence, all sensors can be sampled simultaneously to allow cross-correlation
techniques. The resolution of the A/D converter (24 bit) yields a negligible quantization
error, for example, ∆p ≤ 3 · 10−3 Pa for the base pressure measurements using EPI-B0
transducers.
model channels fs SNR resolution
gbm Viper 32 32 kHz (B.A,B.Coj) 111dB 24 bitlight 64 kHz (B.C)
Table A.2: Manufacturer’s specifications of the data acquisition system
In a first step, the level of uncertainty for an instantaneous but static measurement of p(t)
is determined. In analogy to eq. A.1, the confidence bound for the dynamic transducers
consists of two parts. Firstly, a constant confidence bound is identified with respect to the
random noise characteristics of the sensors. Secondly, a confidence bound proportional to
∆pmeas (t) = p(t)−pref is determined through a calibration procedure similar to figure A.1,
which corresponds to non-linearity and hysteresis effects. A corresponding estimate of the
confidence bound for the EPI sensors yields:
E0.95(transducer) = ± (20 Pa + 0.02 ∆pmeas(t)) (for EPI-B0, EPI-080) (A.4)
The non-linearity error of 2% also reflects the sensors’ long-term stability, since a degra-
dation and a corresponding systematic loss in sensitivity was observed throughout dif-
ferent measurement campaigns. For a short-term period, the calibrated non-linearity is
about 1%, corresponding to the specifications in table A.1. Still, the static error of the
dynamic transducers is expectably higher than the static error of the static transducers,
see eq. A.1. Hence, the mean value of the dynamic measurements is redundant and was
removed by applying a high-pass filter with a cut-off frequency of 1.6Hz. The filter sup-
presses signal drift and, in combination with an appropriate signal gain, yields a better
coverage of the A/D converter’s voltage range.
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Figure A.2: gbm Viper light
The static uncertainty only marks the lower limit
for the uncertainty of dynamic measurements.
In addition, the frequency-dependent response
characteristics of the sensors need to be consid-
ered. As a rule of thumb, the upper limit of
the useful frequency range is 0.2 times the reso-
nant frequency [28], in this case 0.2 · 125 kHz =
25 kHz. Within the current work, frequencies up
to 16 kHz are evaluated, since this is the limit for
a Fourier analysis of a signal sampled at 32 kHz.
On the other hand, the evaluation method may
dampen the effect of measurement errors. For
example considering a spectral analysis, the sen-
sor noise may have a uniform (‘white’) distri-
bution, whereas wake dynamics are usually lim-
ited to a rather narrow frequency range with a
good local signal-to-noise ratio. Furthermore,
the spectra may be normalized by their amplitude, e.g., in the framework of coherence
functions. A more detailed analysis of the transducers’ frequency response using in-situ
measurement data will be outlined in section 4.2.1.
An estimate of the static confidence bound for the XCQ-080 transducers is given by:
E0.95(transducer) = ± (250Pa + 0.005 ∆pmeas(t)) (for XCQ-080) (A.5)
The pressure-independent part (±250Pa) of the total uncertainty level is high in compar-
ison to the EPI sensors (±20Pa), and can be explained by the large pressure range and,
thus, the low sensitivity of the XCQ sensors. On the other hand, the non-linearity error
of 0.5% is rather low.
The XCQ sensors are applied to capture the pitot pressure of the jet flow in case of
configuration B.C. Of course in this case, the mean value must not be removed by a high
pass filter. The pressure level varies slowly over time due to the blow-down principle of
the jet simulation (also see figure 5.1, right). The dynamic high-frequency fluctuation
levels are of no concern, and filtered out by a polynomial smoothing function. Hence,
eq. A.5 provides a useful estimate of the error level for the pitot measurements.
A.3 Uncertainty analysis of the 2C-PIV data
Although particle image velocimetry (PIV) has become a standard measurementtechnique in aerodynamics, it is still hard to derive a comprehensive estimate of the
associated uncertainties. This fact is mainly caused by the inherent complexity of the
setup. Firstly, there is an unusually high number of error sources. Secondly, the transfer
function between ‘true’ flow velocity and measurement result is highly non-linear. Also,
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the internal routines of the commercial image evaluation software (LaVision DaVis 8) are
partly unknown.
There are numerous publications on PIV uncertainty analyses, and a comprehensive sum-
mary is far beyond the scope of the current work. Overviews are, for example, given by
Raffel et al. [88] or Lazar et al. [56]. The latter work not only provides detailed insight,
but also a structured methodology for the calculation of velocity confidence levels. This
methodology will be outlined shortly and applied to the current framework, including the
proposed choice of the most significant error sources. According to Lazar et al. [56], these
sources can be categorized as follows:
• Equipment (laser timing, calibration target, etc.)
• Particle dynamics (velocity lag between particles and surrounding fluid)
• Image analysis (evaluation algorithm)
• Sampling (statistical errors)
The first three aspects concern the accuracy of a single instantaneous result, whereas the
last aspect investigates the influence of a finite sample sizeN on both mean and fluctuation
statistics, i.e., U and
√
U ′2. The general background of error analyses, i.e., the concept
and properties of confidence bounds, are not discussed here. A detailed description is, for
example, given by Bendat and Piersol [11].
Let Eη,Pm be the confidence bound of confidence level η corresponding to an arbitrary
parameter Pm. The impact of Pm’s uncertainty on the measured velocity U is obviously
given by the sensitivity ∂U/∂Pm. For multiple, statistically independent parameters Pm
with m = 1 . . .M , the total confidence level of the velocity is then defined by:
Eη,U =
√√√√ M∑
m=1
(
∂U
∂Pm
Eη,m
)2
(A.6)
The total velocity U in eq. A.6 might as well be replaced by other velocity definitions,
i.e., the velocity components u, v, or w.
A.3.1 Confidence level of instantaneous samples
In the following, it will be shown that the confidence level of instantaneous PIV results is
dependent on both local velocity U(x, t) and local acceleration dU(x, t)/dt. Subsequent
equations will not explicitly state the space- and time-dependency, U = f(x, t), for clarity
reasons. Lazar et al. [56] derive both quantities from the time-averaged flowfield U . In
contrast to Lazar’s supersonic test case, the current flow field is highly unsteady, implying
that the time-average is a very rough approximation of the instantaneous conditions.
Thus, the PIV uncertainty will be estimated using a set (500 samples) of instantaneous 2C-
PIV results. The flow physics of the chosen test case (base configuration B.A, horizontal
x, y-plane at α, β = 0) is described in section 4.1.1. For each sample, the local error level
128 Chapter A. Hardware components and uncertainty analysis
is calculated individually. The corresponding 95%-confidence bounds are then calculated
statistically from the set of results, i.e., the bounds that describe the local instanteous
errors in 475 of 500 sample cases.
Equipment
Firstly, the hardware-induced confidence level of the double-image’s separation time ∆t
is investigated. According to the manufacturers’ specifications [85, 115], the jitter (tim-
ing uncertainty) of both synchronizer and laser units is bounded by 1ns. For the syn-
chronizer, this bound was verified during the current experiments using a precision oscil-
loscope. Assuming that the jitter of laser and synchronizer for both exposures is statisti-
cally independent, the combined bound is
√
1 + 1 + 1 + 1 ns = 2 ns. Consequently, using
the separation time of ∆t = 15 µs:
E0.95,U(timing) =
∂U
∂∆t E0.95,∆t =
2 ns
15 µs U = 1.33 · 10
−4 U (A.7)
Put simply, eq. A.7 implies that the timing-induced error is less or equal than 0.0133% of
the local flow velocity. This number is negligible with respect to the other error sources.
Secondly, the confidence level of the calibration procedure is evaluated. The calibration
relates camera coordinates to physical coordinates using reference images of calibration
targets mounted in the measurement plane. The current targets were self-made by affixing
printouts of dot- or cross-patterns to aluminum plates. Using a precision caliper, it was
determined that the relative length scale error of these patterns is bounded by 0.005 (0.5%,
or 0.5mm per 100mm target length). It is noted that the coverage of the calibration
target was always equal to or larger than the investigated measurement area. The non-
planarity of the precision-milled aluminum plates is negligible. The PIV software then
determines the center of each calibration mark and uses a polynomial fit of 3rd order as
transfer function from camera coordinates to global coordinates. In contrast to a linear
formulation, this ansatz is also able to correct for imperfect optics (image distortions,
etc.). The corresponding uncertainty is estimated through the 95%-confidence bound of
the deviations between calibration marks and ansatz function, here 0.4 px.
Using the camera’s resolution of 0.089 mm/px and the target’s mark-to-mark distance of
8mm, the corresponding relative spatial uncertainty is now approximated by:
√
2 · 0.4 px 0.08 mm/px8mm = 0.0063 (A.8)
In summary, both calibration target and calibration function (including optics) result in
an uncertainty regarding the determination of length scales ∆s, i.e., particle shifts, in the
measurement plane. Consequently:
E0.95,U(calibration) =
∂U
∂∆s E0.95,∆s =
√
0.0052 + 0.00632 U = 0.0080U (A.9)
Again put simply, eq. A.9 implies that the corresponding confidence bound is 0.8% of the
local flow velocity U .
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Particle dynamics
The tracer particle’s ability to faithfully follow the airflow is predominantly determined
by the ratio of drag force and inertial force [88]. The former obviously scales with the
surface area but the latter with the volume, hence, smaller droplets are favorable for a
good follow-up behavior. The actual diameter of the particles can be understood as a
compromise, since the image quality benefits from larger droplets. A high-fidelity solution
of the particle’s trajectories requires a two-phase flow simulation which is far beyond the
current analysis. However, a well-known approximation may be formulated based on
Stoke’s law, assuming small spherical particles with a low Reynolds number. The velocity
lag between fluid and tracer particles, UF − UP, is a linear function of the particle’s
acceleration, dUP/dt [56]:
UF − UP = 118
ρP ·DP2
µF
dUP
dt
with: dUP
dt
≈ ∂UP
∂xP
dxP
dt
+ ∂UP
∂yP
dyP
dt
(A.10)
As seen by eq. A.10, the lag may be approximated using finite differences derived from the
instantaneous flow fields. Both dx/dt = u and dy/dt = v are readily available from the
PIV evaluation, whereas ∂U/∂x and ∂U/∂y are calculated through a central-difference
scheme. The particle’s (maximum) diameter DP is assumed to be 1.5µm [88], in contrast
to the average diameter of 1µm, see section 3.3. The density of DEHS oil is ρP =
914 kg/m3.
Image analysis
The applied commercial PIV software can be treated as an unknown transfer function that
calculates the sought velocity distributions from given double-images of the tracer distri-
bution. The process consists of several non-linear steps (preprocessing, cross-correlation,
postprocessing) and cannot be described analytically. Hence, synthetic particle images are
generated from a predefined velocity distribution u = [u, v]T . After applying the evalua-
tion routine, the resulting velocities are compared to their original counterparts, defining
the uncertainty bounds related to the PIV algorithm. Since only in- and outputs of the
software but no internal parameters are used, the procedure can be described as ‘black-
box’-approach.
(a) Experimental camera image (b) Synthetic camera image
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Figure A.3: Experimental camera image (worst case scenario) versus synthetic camera
image, close-up view (300× 150 px2, total size is 2048× 2048 px2)
Particle motions and corresponding light intensities are simulated by self-developed MAT-
LAB code to generate synthetic images. The simulation domain is a thin but volumetric
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horizontal slice plane whose extent in x- and y-direction was adapted from the reference
test case. The z-depth was set to 10mm, accounting for the laser light’s intensity profile
and for out-of-plane motion. The volume is populated with tracer particles whose 3-D
position is determined by a uniform random distribution. Since the laser beam’s z-profile
is Gauss-distributed, the light intensity IP at the center of the particle is given by its z-
position:
IP = Imax · e−8 zp2/∆z2 (A.11)
Assuming that ∆z denotes the laser sheet thickness, the particle’s light intensity decreases
from Imax in the center (zP = 0) to about e−2 or 14% of Imax at the border (zP = ±∆z/2).
Instantaneous velocity distributions taken from the PIV test case were used as reference
fields for the synthetic images. The local velocity at each particle center was determined
from the spatially-discrete data using bicubic interpolation. Propagation of particles was
then calculated using discrete-time sub-steps of ∆t/100 = 0.15 µs. In particular, this
means that the momentary conditions of the sample flow are ‘frozen’, i.e., the pathlines
of tracers coincide with the instantaneous streamlines. Although not exactly correct, this
approach is still a much better approximation than using the time-averaged flowfield,
especially since ∆t is about 500 times smaller than the period of the principal shedding
phenomenon at StD = 0.21. The pathlines of (simulated and real) tracers may be more
or less curved. Since the PIV algorithm assumes a linear translation between t and t+∆t,
∆t must be sufficiently small. On the other hand, the ‘particle shift-to-noise’ ratio suffers
if ∆t is chosen too small, requiring a trade-off. Both aspects are inherently included in
the current evaluation. Also, the (u, v)T -reference flow fields were complemented by a
constant out-of-plane velocity of w = 0.1U∞ = 7m/s. This component does not directly
affect the simulated planar PIV setup, but creates a realistic variation of each particle’s
light intensity due to the laser’s z-profile. The simulation does not account for velocity
lags between fluid and particles, as this aspect was treated in the preceding section.
(a) Original velocity field (b) Synthetic velocity field (c) Deviation |∆U |
Figure A.4: Comparison of original velocity field and synthetic result, U =
√
u2 + v2
For each double-instant t and t+ ∆t, the particle positions were projected into the image
plane of the camera using the polynomial function which is later used for PIV evaluation.
A Gauss ansatz similar to eq. A.11 was then applied to model the light distribution in
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the x, y-plane as function of the distance to the particle’s center (xP, yP)T :
I(x, y) = IP · e−8[(x−xp)2+(y−yp2)]/Dp2 (A.12)
Afterwards, the combined light distribution of all tracer particles was transferred to a
pixel raster prescribed by the used CCD sensor (2048×2048 px2). Individual camera noise
taken from actual camera images (with switched-off laser source) was added to duplicate
the experimental conditions. Finally, the parameters of the simulation were adjusted
until the synthetic images matched the ‘worst case’-scenario of the current experiments
(cf. figures 3.8 and 3.9, ‘low light conditions’). This yields a maximum particle intensity
of Imax = 150 counts, a diameter of DP = 2 px, and a density of 6 particles per mm2
(≈ 1.8 · 105 particles in total).
Exemplary close-up views of both experimental and synthetic particle images are given
in figure A.3. The synthetic images were then evaluated using adaptive cross-correlation.
The algorithm’s parameters (window size and overlap, postprocessing, etc.) were taken
over from the reference PIV case, see table 3.2. Figures A.4(a) and A.4(b) verify that both
original and synthetic velocity distributions are macroscopically identical. A close look at
the velocity difference |∆U | revels that the deviations are mainly small-scale phenomena
at levels between 4% and 6% of U∞. An interpretation of the spatial distribution will be
offered in the next section.
Results
This section discusses the 95%-confidence bounds for arbitrary instantaneous 2C-PIV re-
sults, which, for example, are used within the POD analyses. Statistics were performed
for 500 samples taken from the reference case. Absolute E0.95,U -values are referenced to
the freestream velocity U∞. Figure A.5(a) presents the bounds connected to equipment-
related error sources. Since the uncertainty is linearly dependent on the local U -level
(eq. A.9), the distribution is obviously similar to the time-averaged flow field. Highest
errors of about 0.87% U∞ occur in the external flow, whereas the space-averaged uncer-
tainty of the shown region is about 0.58% U∞. In comparison to other error sources, this
level is almost negligible.
The particle lag-related confidence bound exhibits a very different distribution, since it
scales with the local acceleration (eq. A.10). Relatively high uncertainty levels up to
3.3% of U∞ expectedly occur in the initial stage of the shear layer, see figure A.5(b). In
these areas, high acceleration is caused by small-scale instabilities in combination with a
strong velocity gradient in radial direction, ∂U/∂r. However, these effects are restricted
to comparably small regions, hence, the space-averaged uncertainty of the shown region
is still rather low (about 0.87% U∞).
A very similar E0.95,U -distribution is connected to the image analysis-related errors, see
figure A.5(c). Again, highest uncertainty levels (6%-7% of U∞) occur in the initial stage of
the shear layer. The wake region near the rearward stagnation point, i.e., 0.6 ≤ x/D ≤ 1.5
and −0.4 ≤ y/D ≤ 0.4, exhibits medium levels around 3% U∞. Generally, the distribution
implies that the errors are connected to turbulent, fine-scale phenomena. PIV does not
track single particles, but particle patterns defined by the correlation windows (here:
32×32 px2). This approach effects a spatial low-pass filtering. Simply put, the information
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(a) Equipment-related uncertainty (b) Particle lag-related uncertainty
(c) Image analysis-related uncertainty (d) Total instantaneous uncertainty
Figure A.5: Instantaneous 2C-PIV results, measurement uncertainty for different error
sources. Since the magnitudes vary widely, different color maps were intro-
duced to highlight the individual spatial distributions.
of neighboring particles is weighted by their light intensity, distorted by noise, and then
averaged. Hence, areas of uniform translational motion, i.e., the regions of the external
flow, exhibit a much lower uncertainty (≈ 1% U∞) than regions of high turbulence. The
average E0.95,U -level of figure A.5(c) is 2.0% U∞, meaning that the PIV algorithm has the
highest impact on the measurement uncertainty.
The total confidence bound of all aforementioned error sources can be calculated using
eq. A.6. Consequently, the overall level is mainly determined by particle dynamics and
image analysis, see figure A.5(d). The average confidence bound is 2.3%, with maximum
values around 8%. Moreover, high error levels are restricted to small regions in the initial
shear layer and do not affect the macroscopic layout of the flow. It can be concluded
that the applied PIV system is suitable to capture instantaneous flow structures, and the
derived POD results are expected to closely reflect the ‘true’ flow behavior.
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A.3.2 Confidence levels of mean and fluctuation statistics
This section assesses the confidence bounds of mean and fluctuation statistics, i.e., U and
(U ′2)0.5. Two effects need to be considered:
Sampling error
Firstly and for argument’s sake, it is assumed that the instantaneous velocity U is mea-
sured error-free. The calculated statistics then approach their true values if the sample
size approaches infinity, which is obviously impossible. A finite sample size N results in
sampling errors, describing the difference between sample statistics and true value. As-
suming that U ′ is described by a Gaussian distribution, the confidence bound of the sam-
ple mean value U is given by [11]:
E0.95,U(sampling) = 2
√
U ′2
N
N=500= 0.0894
√
U ′2 (A.13)
Eq. A.13 implies that the sampling error of U is linearly related to the (local) standard
deviation and, hence, to the turbulence level TU . The spatial distribution of E0.95,U is
depicted in fig. A.6(a). The sampling errors are generally lower than the total instanta-
neous errors shown in figure A.5(d), indicating that the chosen sample size of N = 500 is
reasonably large. Maximum values of about 1.7% U∞ are found in the late stages of the
shear layer (x/D ≈ 1), whereas the space-average is about 0.73% U∞.
(a) Sampling-related uncertainty (b) Total uncertainty
Figure A.6: Time-averaged 2C-PIV results U , sampling error (left) and total error (right)
estimates
A different confidence bound is connected to the sampling error of the sample standard
deviation (U ′2)0.5. It can be shown that the respective distribution is not of Gauss-type,
but of χ2-type (chi-squared), see ref. [11] for further details. This results in non-symmetric
confidence bounds, originating in the fact that U ′2 cannot assume negative values. The
following equation applies [11]:
E
0.95,
√
U ′2
= f(χ2, N) N=500=
( −0.058
+0.066
)√
U ′2 (A.14)
Put simply, eq. A.14 reveals that 95%-confidence bounds of the sample standard deviation
and, hence, the sample turbulence level TU are -5.8% and +6.6%, respectively.
Propagation of instantaneous errors into statistical quantities
It is now assumed that the instantaneous velocity U contains measurement errors ∆U , as
discussed in section A.3.1. The time-series of ∆U can be decomposed as follows:
∆U = ∆U + (∆U)′ (A.15)
As seen by equation A.15, ∆U may consist of a time-constant bias (only affecting U),
a time-varying fluctuation with zero mean (only affecting (U ′2)0.5), or a combination of
both. Hence, the upper limits for both mean and fluctuation errors are obviously given
confidence bound of the momentary measurements. It can be argued that this is a very
conservative assumption, since many error sources are connected to bias-free noise. A
counterexample is a time-constant but erroneous length scaling c, i.e., induced by a faulty
calibration target. In this case, the instantaneous confidence bound is transferred to both
mean and fluctuation statistics:
∆U = c · U = c · U + c · U ′ = ∆U + (∆U)′ with: c 6= f(t) (A.16)
Following the worst case approach, both instantaneous and sampling confidence bounds
can be consolidated to a total confidence bound of the mean value U using eq. A.6. Fig-
ure A.6(b) depicts the result of this calculation. The spatial distribution is largely affected
by the error sources of the momentary fields and, hence, similar to figure A.5(d). High-
est levels are still found in the shear layer, even though the sampling error by tendency
pronounces the broadening area downstream of the initial stages. The area-averaged con-
fidence bound is 2.5% U∞. In summary, it can be concluded that the applied experimen-
tal procedure is not only suitable to capture instantaneous velocities, but also the time-
average and fluctuation statistics within appropriate error bounds.


