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Résumé
Le problème de planiation de trajetoire des bras manipulateurs redondants est largement
étudié dans la littérature. Sa résolution néessite la prise en ompte d'un ertain nombre de
ontraintes, qui sont :
 le alul des diérentes ongurations par lesquelles le robot doit passer ;
 l'obtention de ourbes lisses (vitesses, aélérations, jerks).
La prise en ompte de es deux ontraintes dans la démarhe de résolution peut se faire de
deux manières diérentes. La première onsiste à supposer au préalable que les diérentes
ourbes suivent des trajetoires lisses (utilisation de fontions polynomiales ou trigonomé-
triques). La résolution aura pour objetif de aluler les paramètres de haune des ourbes.
La deuxième tehnique onsiste à traiter les deux ontraintes séparément. Ainsi, on alule les
diérentes ongurations, puis on proède à une interpolation. Outre es deux ontraintes, on
doit aussi résoudre le problème de redondane du robot et la manière de l'exploiter. La première
partie de ette thèse est ainsi onsarée à l'étude de ette problématique. La démarhe de ré-
solution proposée repose entièrement sur des algorithmes d'optimisation. Les deux ontraintes
itées préédemment étant traitées séparément, il devient aisé de prendre en ompte davantage
de ritères dans le problème d'optimisation. Ainsi, de nouvelles formulations sont proposées.
Ces dernières font appel aux tehniques d'optimisation hiérarhique, an de failiter le trai-
tement de la redondane, qui est exploitée pour l'évitement d'obstales et les singularités du
robot. Vu la omplexité de es formulations, nous avons préonisé une démarhe de résolution
approhée, qui fait appel aux métaheuristiques d'optimisation, en partiulier les algorithmes
génétiques. La validation de la démarhe proposée est faite sur le modèle du robot Neuromate.
La réalisation de la proédure de raniotomie ave le robot Neuromate peut être divisée en
deux parties : la première onsiste à positionner le robot sur la tête du patient e qui orrespond
à la première partie de e travail (dérite plus haut) où on traite un as général du problème de
planiation de trajetoire et la deuxième est la réalisation de l'ouverture, e qui fait l'objet de la
deuxième partie de ette thèse. L'objetif est de réaliser une petite ouverture au niveau du râne
humain an que le hirurgien puisse glisser des instruments pour traiter des maladies aetant
le erveau. Réalisée par le hirurgien lui-même, sans assistane robotique, ette opération est
II
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très déliate, du fait du manque de préision et de l'allongement du temps d'intervention. Les
risques d'aggravation sont partiulièrement élevés si la zone d'intervention est prohe des veines
ou située dans des régions qui ont une fontion importante (région motrie ou région du langage,
par exemple). La démarhe lassique de la raniotomie assistée fait appel à la o-manipulation,
qui ontraint le hirurgien à partiiper à l'ation, et don à fournir des eorts. Dans e travail,
une autre démarhe est proposée, basée sur l'intégration au robot Neuromate d'un système
d'usinage à grande vitesse. Des tests ont été réalisés sur des plaques en polyamide dont les
aratéristiques méaniques sont prohes de elles du râne.
Mots lés : planiation de trajetoires, évitement d'obstales, lissage de ourbes, optimisa-
tion à deux niveaux, métaheuristiques, algorithmes génétiques, raniotomie, robot Neuromate.
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Abstrat
The problem of trajetory planning is largely studied in the literature. In order to solve this
problem, we need to take into aount two important onstraints, whih are :
 the omputation of the dierent ongurations in whih the robot must pass ;
 the smoothness of the resulting urves (veloities, aelerations, jerks).
Taking both onstraints into onsideration an be done in two dierent ways. The rst one
is to suppose that all the urves are smooth (using polynomial or trigonometri funtions) and
then, the aim of the resolution is to nd the oeient of eah of them. The seond way is to
deal with the onstraints separately. Thus, we ompute in rst the dierent ongurations in
whih the robot must pass. After that, we ompute the whole urve by interpolation. Adding to
the onstraints mentioned before, we have to solve the problem of the redundany of the robot.
The rst part of this thesis is then devoted to the study of this problem. The proposed solving
tehnique is entirely based on optimization algorithms. The two onstraints ited above are
treated separately, whih allows to take more riteria into aount. Thus, new formulations are
proposed. They are based on the hierarhial optimization problem, whih failitates handling
of the redundany whih is used for the obstale and the singularities avoidane. Beause of
the high omplexity of the proposed formulations, we hose to use metaheuristis to resolve
them, espeially the geneti algorithms. We validated the proposed tehnique on the model of
the Neuromate robot.
The realization of the proedure of raniotomy with the Neuromate an be divided into
two steps : the rst one is to take the robot from any arbitrary position to the head of the
patient (whih orresponds to the rst part of this work desribed before). The seond step is to
perform a very small hole whih is the subjet of this seond part of this thesis. The proedure of
raniotomy is used to perform a very small hole in the human skull in order to allow the surgeon
to introdue medial instruments, to take are of some illness that aets brain. Ahieved by
the surgeon himself, without any robotis aid, this operation is very deliate, beause of its
lak of preision and inrease of proessing time. The risks are partiularly high if the area of
intervention is near the veins. The lassial solving tehnique is based on the o-manipulation
priniple, whih means that the surgeon partiipates in the ation and then, provides an eort.
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Abstrat
In this work, another solving tehnique is proposed. It is based on the integration of a mahining
system with the Neuromate robot. The tests are ahieved on plates made of polyamide of whih
the mehanial harateristis are lose to those of the human skull.
Keywords : trajetory planning, obstale avoidane, smoothing of urves, bilevel optimiza-
tion, metaheuristi, geneti algorithm, raniotomy, Neuromate robot.
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Introdution générale
Un des problèmes largement traités dans le domaine de la robotique est elui de la plania-
tion de trajetoire. En eet, les robots sont intégrés dans de nombreux domaines de l'ingénierie
et leur utilisation est devenue indispensable. Cei tient à leur grande préision et à leur mania-
bilité. Un des domaines les plus onernés par ette expansion est le domaine de la hirurgie.
Dans e as d'appliation, on parle généralement de o-manipulation qui implique le hirurgien
dans l'ation, ar il est en ontat diret ave le robot. Une dénition de base du problème de
planiation de trajetoires est de trouver l'ensemble des ongurations ou positions par les-
quelles le robot doit passer an d'aomplir une tâhe prédénie. Traiter e problème dépend
en premier lieu du robot utilisé. En eet, haque type de robot possède sa propre géométrie, et
don son propre modèle inématique et dynamique. Dans e travail, nous nous sommes intéres-
sés à la planiation de trajetoires des bras manipulateurs, plus partiulièrement eux qui sont
redondants. La première partie de ette thèse est onsarée à l'étude de ette problématique.
Dans le as de bras manipulateurs, on distingue deux espaes de planiations : l'espae
artésien (appelé aussi espae de tâhes) et l'espae artiulaire. L'espae artésien aratérise le
mouvement de l'organe terminal du robot (l'eeteur) et l'espae artiulaire est dédié au han-
gement de valeur des diérentes artiulations du robot. Le hoix d'un espae de travail dépend
de la formulation du problème. Il est plus intéressant et surtout plus parlant pour l'utilisateur
de travailler uniquement dans l'espae artésien, dans lequel il est plus faile de dérire la tâhe
à aomplir et de suivre le déplaement de l'eeteur. Cependant, les diérentes ommandes
du robot sont mieux représentées dans l'espae artiulaire. La redondane est également traitée
dans et espae. Cette dernière exprime le fait qu'une position de l'eeteur peut être générée
ave une innité de ongurations des variables artiulaires. Don, la première ontrainte est le
hoix de l'espae de planiation. Une deuxième ontrainte est le lissage des ourbes résultantes.
En eet, pour des onsidérations physiques, et dans le but de préserver la struture méanique
du robot en lui évitant des mouvements brusques, il est impératif d'assurer des ourbes lisses
en termes de positions, vitesses, aélérations et jerks. D'autres ontraintes s'ajoutant à e pro-
blème sont l'évitement des diérents obstales, qui peuvent se trouver dans l'espae de travail
du robot, ainsi que les singularités du robot.
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Dans la littérature, énormément de tehniques ont été développées dans e ontexte. On
peut les diviser essentiellement en trois atégories :
 tehniques se basant sur la synthèse de lois de ommande ;
 tehniques se basant sur la reherhe en graphe ;
 tehniques se basant sur des algorithmes d'optimisation.
Dans la première atégorie, le problème de planiation est transformé en un problème de
ommande (boule de ommande). L'avantage ave ette tehnique est d'assurer la prise en
ompte du ouple et le lissage simultané des ourbes. Le défaut majeur de e type de stratégie
est son inapaité à prendre en ompte toutes les ontraintes. En eet, des simpliations sont
prises en onsidération an de failiter la synthèse.
Dans la deuxième atégorie, on dispose de deux proessus. Le premier vise à faire une ap-
ture de l'espae de travail du robot sous forme de graphe. Le deuxième onsiste à trouver le
meilleur hemin pour aller d'une onguration initiale à une onguration nale. Cette dé-
marhe peut être qualiée d'abstraite pare qu'il y a une formulation très laire du problème.
En outre, il serait diile de prendre en ompte toutes les ontraintes.
Dans la troisième atégorie, tout le problème de planiation est réduit à un problème
d'optimisation. Sahant que toutes les ontraintes du problème de planiation peuvent être
formalisées mathématiquement, ette démarhe de résolution omporte un avantage majeur
qui réside dans le fait que l'on peut prendre en ompte autant de ontraintes que l'on veut.
La seule limite est l'obtention d'une formulation orrete, et aussi la apaité des algorithmes
de résolution à trouver la meilleure solution. Ave ette démarhe, on peut proéder de deux
manières diérentes. La première onsiste à trouver l'ensemble des ongurations (points) par
lesquels le robot doit passer, puis à proéder à une interpolation pour traiter le problème du lis-
sage. La deuxième solution est de donner au préalable des formes lisses aux diérentes ourbes,
et le problème de la planiation revient à aluler les paramètres aratérisant es ourbes.
Proéder de la première manière permet de prendre en ompte davantage de ritères et de
ontraintes. Ayant opté pour e hoix, il reste à trouver la bonne formulation. Contrairement
à la formulation lassique de e problème, on a préféré exploiter une formulation à base de
problèmes d'optimisation à deux niveaux. Cei présente l'avantage de prendre en ompte plus
de ritères et aussi d'utiliser les deux espaes de planiation en même temps.
Les problèmes d'optimisation à deux niveaux font partie des problèmes d'optimisation hié-
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rarhique où des déisions sont prises de manière suessive. Chaque niveau possède ses propres
variables de déision (sa propre fontion objetif et ses ontraintes) et il y a une orrélation (des
variables ommunes) entre les niveaux. Ainsi, le premier niveau tente d'optimiser sa fontion en
prenant en ompte les déisions prises au deuxième niveau, le même sénario se reproduit ave le
deuxième niveau. La gure 1 shématise la formulation utilisée. Les problèmes d'optimisation à
deux niveaux appartiennent à la lasse NP-omplet, dont la résolution est réputée très diile.
C'est pourquoi nous avons eu reours aux métaheuristiques, qui sont des méthodes approhées
permettant d'obtenir une solution ave un temps de onvergene raisonnable. En raison de
leur eaité et de leur simpliité de programmation, nous avons hoisi les algorithmes évolu-
tionnaires, en partiulier les algorithmes génétiques, que nous avons adaptés à notre problème.
Ainsi, haque niveau possède son propre algorithme génétique et les deux ommuniquent entre
eux. Le résultat de ette démarhe est l'ensemble des positions (ongurations) par lesquelles
le robot doit passer, an d'atteindre la position nale tout en évitant les obstales et les sin-
gularités. Ces positions sont un ensemble de points en une seule dimension. L'étape suivante
onsiste à proéder à une interpolation. Contrairement aux as lassiques d'interpolation où les
données initiales sont représentées en deux dimensions, dans notre as, elles sont sur une seule
dimension. Une deuxième formulation a été proposée dans le but d'assurer le lissage des ourbes
de positions, vitesses, aélérations et jerks. Une résolution à base de métaheuristiques est aussi
adoptée en raison de la omplexité de la formulation et du nombre élevé de ontraintes. Pour
ette première partie, les tests de validation ont été réalisés sur le modèle du robot Neuromate.
Figure 1  Formulation du problème de planiation.
La réalisation de la proédure de raniotomie ave le robot Neuromate peut être divisée en
deux parties : la première onsiste à positionner le robot sur la tête du patient e qui orrespond
à la première partie de e travail (dérite plus haut) où on traite un as général du problème de
planiation de trajetoire et la deuxième est la réalisation de l'ouverture, e qui fait l'objet de
la deuxième partie de ette thèse. Cette appliation onerne l'assistane au geste hirurgial en
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raniotomie. L'opération onsiste à réaliser une ouverture au niveau du râne humain an que
le hirurgien puisse y glisser des instruments pour retirer une tumeur, arrêter une hémorragie
ou traiter un abès. Sans assistane robotique, ette intervention peut être déliate du fait du
manque de préision et aussi de l'allongement du temps de l'intervention. Le robot Neuromate
est un robot de guidage, onçu pour porter assistane au hirurgien en lui permettant d'avoir
plus de préision au ours des interventions. Cependant, il n'a pas été onçu pour développer
des eorts importants, alors qu'ils sont onsidérables dans une opération de raniotomie. Pour
pallier e problème, la démarhe lassique onsiste à faire appel à la o-manipulation, qui im-
plique le hirurgien dans l'ation en intégrant ses eorts dans la boule de ommande. Pour
pouvoir proéder de la sorte, il est néessaire d'avoir aès au ontrleur du robot. An de
ontourner e problème, nous proposons une démarhe diérente, basée sur l'intégration d'un
système d'usinage à grande vitesse ave le robot Neuromate. Le modèle d'usinage onsidéré per-
met de quantier les diérents eorts développés. Ainsi, on peut aisément évaluer la faisabilité
du robot. Plusieurs paramètres sont à vérier lors de ette opération, tels le bloage de l'outil
utilisé pour le forage, les oupons dégagés, et. De e fait, plusieurs vitesses de rotation de
l'outil ont été testées pour trouver les bons paramètres. Un problème d'optimisation a été na-
lement proposé, an de trouver les paramètres optimaux de l'usinage. Une interfae graphique
regroupant tous les paramètres, et qui failitent les aluls, est aussi proposée. Les diérents
tests ont été réalisés sur des plaques en polyamide dont les aratéristiques méaniques sont
prohes de elles du râne.
Ce manusrit est omposé de inq hapitres suivis d'une onlusion générale et des perspe-
tives.
Dans le hapitre 1, on présente un état de l'art très général sur le problème de planiation
de trajetoire des bras manipulateurs redondants. On ommene d'abord par aratériser un
robot manipulateur omparativement aux autres atégories de robots. On ite les diérentes
tehniques utilisées pour le traitement de la redondane. Puis, on dénit le problème de plani-
ation, la démarhe générale de résolution et une lassiation des tehniques de résolution de
e genre de problème. Enn, on développe quelques points importants qui sont pris en ompte
dans les problèmes de planiation, à savoir le lissage des ourbes et l'évitement d'obstales.
Le hapitre 2 est dédié à une présentation globale des métaheuristiques. On ommene par
la dénition des problèmes d'optimisation et leurs formulations. Ensuite, on enhaîne ave les
stratégies les plus ourantes dans la gestion des ontraintes, et on montre le besoin de faire appel
aux heuristiques et aux métaheuristiques pour résoudre des problèmes d'optimisation qualiés
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de diiles. On détaille ensuite le prinipe de base des métaheuristiques les plus utilisées dans
la littérature en proédant à leur lassiation. A la n du hapitre, on donne un aperçu sur
l'utilisation des métaheuristiques pour la résolution des problèmes en robotique, en partiulier
les problèmes onernant la planiation de trajetoires.
Dans le hapitre 3, une nouvelle tehnique de résolution du problème de planiation de tra-
jetoire à base de métaheuristiques est proposée. Elle a pour objetif de trouver l'ensemble des
ongurations par lesquelles le robot doit passer tout en évitant les singularités et les diérents
obstales qui peuvent se trouver dans son espae de travail. De e fait, une nouvelle stratégie
d'évitement d'obstales est aussi proposée. La formulation proposée repose sur l'optimisation
à deux niveaux, e qui permet de mieux gérer la redondane du manipulateur. Les résultats de
simulations ont été réalisés sur le modèle du robot Neuromate.
Dans le hapitre 4, on s'intéresse à un aspet partiulier du problème de planiation, qui
est l'obtention de ourbes lisses. Ce hapitre omplète le hapitre 3. En eet, on prend omme
point de départ le résultat obtenu ave la tehnique présentée dans le hapitre 3. L'objetif est
de ompléter e résultat en traitant le problème du lissage des ourbes. Une formulation pour
e problème est proposée, sous la forme d'un problème d'optimisation sous ontrainte et une
métaheuristique à base d'algorithme génétique est utilisée pour la résolution.
Le hapitre 5 est onsaré à une appliation réalisée ave le robot Neuromate. Elle onsiste
en l'opération de raniotomie. Rappelons que ette dernière a pour but de réaliser une pe-
tite ouverture au niveau du râne humain. On ommene d'abord par donner un aperçu des
propriétés du râne humain et des diérentes tehniques utilisées pour la réalisation de ette
opération. Puis, on dérit le matériel mis à notre disposition. On présente ensuite la démarhe
de résolution et les résultats obtenus. A la n du hapitre, on propose une formulation visant
à améliorer la démarhe de résolution préédemment dérite.
Le manusrit se termine par une onlusion générale et deux annexes.
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Chapitre Un
Planifiation de trajetoire des bras
manipulateurs
1.1 Introdution
Atuellement, les robots ont intégré énormément de domaines dans l'ingénierie (les haînes
de fabriation, le milieu médial, ...) et leur utilisation est devenue presque indispensable. Cei
est dû aux avanées majeures que onnaît le domaine de la robotique et par onséquent, les
robots d'aujourd'hui possèdent une grande apaité de réaliser des tâhes très omplexes en peu
de temps et ave une grande préision, e qui les rend très utiles. Le problème de planiation
de trajetoire est toujours assoié à l'arhiteture et à la oneption de es robots. Ainsi, haque
robot dispose de son propre planiateur de trajetoire selon sa oneption et selon diérentes
tâhes qui lui seront attribuées. Le domaine de la médeine, plus partiulièrement la hirurgie,
est très touhé par l'intégration des robots dans de nombreuses proédures. Dans notre étude,
nous nous intéressons au robot Neuromate. Ce robot est parmi les premiers robots utilisés
en hirurgie. On travaillera dans un premier temps sur le modèle de e robot sur lequel on
testera les algorithmes de planiation qui seront développés et une appliation sur e robot
sera présentée dans le hapitre 5. Le Neuromate est un bras manipulateur redondant à inq
axes. De e fait, nous présentons dans e hapitre un aperçu sur ette atégorie de robots d'une
manière générale ainsi que les diérents onepts et tehniques de planiation de trajetoire
les onernant.
Le terme planiation peut prendre plusieurs formes selon le ontexte, on peut trouver :
 la planiation de mouvement : a pour but de aluler un hemin sans ollision en
prenant en ompte la géométrie et la inématique ;
 la planiation sensorielle : vise à trouver les informations néessaires pour la tâhe
en ours au bon moment, à séletionner le bon apteur pour la réeption de données et
à dénir une méthodologie de réupération ;
 la planiation pour la navigation : son objetif est d'organiser un ensemble de
primitives de loalisation et de mouvements asservis sur des apteurs en vue d'atteindre
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un but ou d'explorer un environnement ;
 la planiation pour la manipulation : onsiste à élaborer une stratégie ave des pri-
mitives de prise, de manipulation, de reonnaissane d'objets et d'assemblage en utilisant
des retours sensoriels ;
 la planiation pour la ommuniation : vise à organiser les requêtes et le retour
d'interation (ave l'homme et en as de ollaboration ou de oordination multi-robots)
pour l'ativité en ours ;
 la planiation de tâhes : a pour objetif d'organiser l'ensemble des ativités du robot
dans le temps et leur attribuer des ressoures, ompte tenu des évolutions prévisibles dans
l'environnement.
Dans notre as, on s'intéresse plus partiulièrement à la planiation de mouvement, e qui est
appelé en général la planiation de trajetoire. Le problème de planiation de trajetoire peut
être trouvé dans plusieurs domaines : la logistique, la robotique, les animations graphiques, la
bio-informatique et aussi le déplaement des robots humanoïdes.
Ce hapitre est organisé omme suit : la setion 1.2 est dédiée à une desription générale
des bras manipulateurs ainsi que leurs aratéristiques. Dans la setion 1.3, nous présentons le
problème de planiation des bras manipulateurs et les onepts de base. La démarhe générale
de résolution d'un problème de planiation est présentée dans la setion 1.4. Une lassiation
des tehniques de planiation est illustrée dans la setion 1.5. Dans la setion 1.6, les prinipales
ontraintes assoiées au problème de planiation sont présentées. Nous onluons le hapitre
dans la setion 1.7.
1.2 Aperçu sur les bras manipulateurs
Dans ette setion, nous allons proéder à quelques dénitions de base dans le but de dénir
et aratériser un bras manipulateur relativement à d'autres atégories de robots.
Un solide est dit parfait si la distane entre deux quelonques de ses points est onstante.
On onsidère que tous les objets sont des solides parfaits (éliminant les objets souples et défor-
mables). Un système méanique est déni omme un ensemble de solides parfaits non libres,
don liés entre eux par des liaisons intérieures. Le système est alors soit libre, soit lié à un
référentiel par des liaisons extérieures.
Le mouvement d'un solide peut être déni par la donnée à tout instant de sa position spa-
tiale, et le mouvement d'un système méanique par la donnée à tout instant du N-uplet de ses
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oordonnées généralisées.
On appelle oordonnées généralisées d'un système méanique les N paramètres indépen-
dants qn qui déterminent omplètement la onguration du système. Le nombre de degrés de
liberté d'un système est déni omme le nombre S de mouvements indépendants possibles.
Un système méanique est dit holonome si les équations qui traduisent les liaisons intérieures
entre ses omposants ou éventuellement ses liaisons extérieures ne omportent pas les dérivées
des points du système. Pour un système holonome, on a S=N ; pour un système non holonome,
S=N-K, où K est le nombre de liaisons non holonomes.
Don, on peut dénir un robot omme un système méanique général doté de ertaines
fontionnalités partiulières (déplaement autonome, et). Ave es dénitions, on appelle gé-
néralement un robot manipulateur à N degrés de liberté, un système méanique à N oor-
données généralisées omposé de plusieurs solides en liaison holonome et lié à un référentiel
par une liaison onstante. Identiquement, on appelle un robot mobile, un système méanique
omposé d'un solide assujetti à l'environnement par des liaisons extérieures généralement non
holonomes. Dans les as des manipulateurs, on distingue les manipulateurs redondants et non
redondants.
Un robot manipulateur est don onstitué d'une struture artiulée dont la base est xe
et dont l'extrémité terminale (eeteur du robot) est généralement munie d'un outil de pré-
hension permettant de réaliser des tâhes. Le problème général de planiation de trajetoires
revient don à déterminer le mouvement d'un système méanique à N oordonnées générali-
sées. Sa omplexité dépend du nombre et de la nature des liaisons extérieures ainsi que son
environnement de travail.
1.2.1 La redondane
On dit qu'un manipulateur est redondant lorsque le nombre de degrés de liberté néessaires
pour spéier la onguration du robot est stritement supérieur au nombre de degrés de liberté
onférés à l'eeteur. La propriété de redondane est une propriété de l'arhiteture du robot
(don permanente en quelque sorte). Une autre manière de dénir le onept de la redondane
peut être faite en passant par la relation qui lie les vitesses artiulaires (aux ationneurs) θ˙ à la
vitesse de l'eeteur (de l'outil) x˙. Pour un manipulateur en haîne ouverte, on peut montrer
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que ette relation peut toujours se mettre sous la forme :
x˙ = J(θ).θ˙ (1.2.1)
où J est la matrie jaobienne du robot. Dans le as où le manipulateur est redondant, ette
matrie n'est pas arrée.
Comme nous allons le montrer dans la setion 1.3, dans le as des manipulateurs, la plani-
ation de trajetoires peut être faite soit dans l'espae artiulaire ou bien dans l'espae artésien.
En terme de planiation, la redondane des manipulateurs exprime le fait que pour une seule
position de l'eeteur dans l'espae artésien, une innité de ongurations dans l'espae ar-
tiulaire lui orrespondent. La majorité des bras manipulateurs industriels sont redondants e
qui rend ette propriété très intéressante. En eet, ave ette aratéristique, le robot peut
réaliser des tâhes très omplexes et en plus il peut s'adapter à son environnement de travail.
En général, la redondane est exploitée pour l'évitement d'obstales et les singularités du robot.
La redondane du robot est toujours assoiée au problème d'inversion du modèle dont le but
est de trouver les vitesses artiulaires à partir de la vitesse de l'eeteur. Plusieurs tehniques
ont été développées, les plus utilisées sont :
1. Méthodes basées sur la jaobienne : e sont des méthodes analytiques qui se basent
sur la minimisation d'une norme spéique. Dans ette atégorie, on peut trouver :
 L'utilisation de la pseudo inverse de la matrie jaobienne : la forme générale de
la solution est q˙ = J#.X˙ où J# est la pseudo inverse de la matrie J qu'on peut
toujours aluler. La solution q˙ minimise la norme 1
2
.q˙t.q˙ ; Si la matrie J est à plein
rang, alors l'expression de J# est :
J# = J t.(J.J t)−1
Dans le as ontraire, J# est alulée numériquement en utilisant la déomposition
en valeurs singulières (SVD).
 Pseudo inverse pondérée : même prinipe que la pseudo inverse en ajoutant une
matrie de pondération. Dans e as, la solution q˙ minimise la norme : 1
2
.q˙t.W.q˙ ave
W est la matrie de pondération. Cette matrie peut être hoisie proportionnellement
aux intervalles de variation des variables artiulaires.
2. Méthodes basées sur l'exploitation de l'espae nul de la Jaobienne : dans
ette atégorie, des mouvements internes sont générés sans aeter le mouvement de
l'eeteur. L'expression générale de la solution est la suivante :
9
Planiation de trajetoire des bras manipulateurs
q˙ = J#.X˙ + (I − J#.J).q˙0
Où I est la matrie identité et q˙0 est une solution qu'il faut soigneusement hoisir.
Dans l'expression préédente, on a deux termes : le premier orrespond à la solution
présentée préédemment (la pseudo inverse) et le deuxième orrespond à une projetion
dans l'espae nul de la matrie jaobienne (mouvements internes).
3. Méthodes basées sur l'ajout de tâhes supplémentaires : dans e as, des tâhes
supplémentaires (ontraintes) sont ajoutées à la matrie jaobienne dans le but de la
rendre de rang omplet et don inversible. Ainsi, il sera possible de l'inverser. L'avan-
tage ave ette stratégie est qu'on a une meilleure forme de la solution. Cependant des
singularités peuvent se reproduire dans les aluls.
Réemment, dans ertains travaux et an de ontourner le problème du alul de modèle inverse,
les herheurs ont développé d'autres tehniques de planiation dans lesquelles la trajetoire
est alulée dans l'espae artiulaire puis testée dans l'espae artésien. Ainsi, on n'aura pas
besoin d'inverser la jaobienne et on n'utilisera que le modèle géométrique diret [Maros et al.,
2012℄.
1.2.2 Les singularités
Dans le as des bras manipulateurs ou des robots parallèles, des singularités peuvent se pro-
duire. On peut alors dénir le onept de onguration singulière omme suit. Un sous-ensemble
de degrés de liberté du robot étant xé par la dénition d'une famille de ongurations, le sous
ensemble des degrés de liberté restants présente une redondane, 'est-à-dire que le nombre de
degrés de liberté onférés à l'outil est inférieur au nombre de degrés de liberté restant libres.
En utilisant le modèle inématique du robot (équation 1.3.1), les ongurations singulières
sont dénies par :
det(J(θ)) = 0 (1.2.2)
où det(J(θ)) représente le déterminant de la matrie jaobienne. Pour les ongurations so-
lutions de l'équation 1.2.2, on peut montrer que les lignes de la matrie J sont linéairement
dépendantes. Autrement dit, il existe des vitesses partiulières de l'eeteur qui néessitent
des vitesses innies au niveau artiulaire. Cette situation onstitue une perte de ommanda-
bilité du manipulateur puisque ertaines man÷uvres deviennent impossibles. Par onséquent,
le omportement du système ne peut pas être maitrisé. En outre pour les vitesses qui sont
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aessibles, il existe un nombre inni de ombinaisons des vitesses artiulaires qui donnent lieu
à la vitesse presrite à l'eeteur. Dans un as omme dans l'autre, on aboutit à une situation
problématique. Les points dits de singularité (et leur voisinage) sont don des points à éviter
lors des man÷uvres du robot.
Beauoup de travaux se sont foalisés sur les études des singularités [Huberti, 2010; Chang
& Khatib, 1995℄, la détermination de l'espae de singularité et par onséquent l'espae libre
de es ongurations. Par onséquent, avoir onnaissane de es positions de singularité et les
intégrer dans le proessus de planiation nous permet d'éviter tout omportement imprévu et
indésirable pour le robot. A titre d'exemple, pour le robot IR1400, on distingue trois types de
singularités :
1. La singularité bras tendu lorsque l'on veut atteindre la frontière de l'espae de travail
en position.
2. La singularité de l'épaule (gure 1.1).
3. La singularité de poignet (gure 1.2).
Figure 1.1  Singularité de l'épaule.
La singularité d'épaule survient dans les ongurations où le entre du poignet (intersetion
des axes 4, 5 et 6) se trouve diretement au-dessus de l'axe 1 (voir gure 1.1).
Figure 1.2  Singularité de poignet.
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Les singularités dites de poignet sont les ongurations où l'axe 4 devient olinéaire ave
l'axe 6, 'est-à-dire que l'angle de l'axe 5 est égal à 0 deg. (gure 1.2). La même étude a été
faite sur le robot PUMA et a abouti aux même types de singularités [Chang & Khatib, 1995℄.
Lors d'un mouvement dans l'espae artiulaire, le robot n'éprouve auun problème à tra-
verser des points singuliers. En eet, la génération de trajetoire étant dénie sur la base de
vitesses artiulaires uniquement il n'y a pas de risque de solliiter des vitesses de l'eeteur qui
pourraient néessiter des vitesses innies aux ationneurs.
Lorsque l'on veut générer un mouvement dans l'espae de travail (trajetoire linéaire ou
irulaire), le robot qui traverse des points singuliers peut exiter des vitesses innies aux
ationneurs. Ce problème est évité par une proédure de sauvegarde. Le robot traverse le
voisinage de points singuliers à vitesse réduite et l'exéution est ontrlée en permettant par
exemple une légère erreur de l'orientation de l'eeteur à proximité des points singuliers. Une
autre tehnique qui permet de s'éloigner des ongurations singulières est de maximiser la
manipulabilité du robot, ette tehnique sera présentée dans le hapitre 3.
1.3 Sur la planiation de trajetoire
An de mieux erner la problématique de planiation de trajetoire, nous proédons dans
ette setion à la dénition générale du problème de planiation ainsi que son prinipe de
base. La planiation de trajetoire a pour but nal de trouver une solution optimale sans
ollision et don une trajetoire an que le robot puisse aomplir une tâhe partiulière. Le
problème général de la planiation de trajetoires est très omplexe à résoudre tel qu'il est.
En eet, il est omposé de plusieurs ontraintes (nature du robot, environnement d'opération,
..). En onséquene, une modélisation souvent géométrique est néessaire. La lé de sa résolu-
tion réside don dans notre aptitude à raisonner sur e type de modèles (représentations), à
les manipuler et à les transformer an nalement de trouver une version à partir de laquelle
on puisse aisément faire apparaître une solution. Le problème de planiation de trajetoires
est fortement lié à l'environnement de travail du robot. En eet, en plus de la nature du ro-
bot, la omplexité de e problème augmente ave la omplexité de son environnement de travail.
Dans le adre du déplaement du robot dans un environnement onnu, ses mouvements
peuvent se résumer en une série de tâhes du type aller au but. Cependant, la onnaissane
de l'environnement ne failite pas pour autant au robot la onnaissane du hemin à emprunter.
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En onséquene, le problème de planiation est souvent déomposé en plusieurs étapes omme
on peut le voir sur la gure 1.3. Dans ette gure, la première étape onsiste à planier un
hemin réalisant l'itinéraire désiré. Cette étape, dans la majorité des as, onsiste à prendre des
déisions en fontion de la tâhe à réaliser et de l'environnement de travail du robot.
Figure 1.3  Planiation et génération de trajetoires.
La deuxième étape onsiste à générer une trajetoire permettant de déplaer le robot le long
de e hemin. Les données de la planiation sont exprimées sous la forme d'une trajetoire
dénie par une suite de repères (points de passage) orrespondant aux situations suessives de
l'eeteur.
La dernière étape onsiste à suivre ette trajetoire à partir de apteurs et d'ationneurs.
Cette étape se résume souvent à une boule d'asservissement permettant de réguler la traje-
toire du robot par rapport à la trajetoire idéale.
Dans les problèmes de planiation de trajetoires, on assoie souvent le terme de fontion
de tâhe. Cette notion a été introduite par Claude Samson, Bernard Espiau et Patrik le Borgne
en 1991 dans leur ouvrage Robot Control [Samson et al., 1991℄. Le but d'une fontion de tâhe
est de traduire une tâhe robotique donnée en une fontion mathématique. Cette mise en forme
mathématique réalisée diretement dans l'espae du apteur, permet alors d'élaborer une loi de
ommande et de la rendre exploitable pour la ommande du robot. Le prinipe de e formalisme
onsiste à réaliser une tâhe robotique par la régulation (à zéro) d'une fontion d'erreur e(q,t)
de veteur de ongurations q et de variable temporelle t (gure 1.4).
An de mieux expliquer la notion de fontion de tâhe, onsidérons un manipulateur et
supposons que l'on veuille déplaer son eeteur (organe terminal) P suivant une trajetoire
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Figure 1.4  Suivi d'une trajetoire.
donnée ed(t) (gure 1.4).
Si on dérit par r la situation de l'eeteur P , alors une fontion de tâhe orrespondant à
notre intention peut s'érire :
e(q,t) = q − ed(t) (1.3.1)
La régulation à zéro de e(q,t) permet bien de déplaer P suivant la trajetoire désirée. Cepen-
dant, dans le as des manipulateurs, on distingue deux espaes de travail : l'espae artésien et
l'espae artiulaire. Don, d'autres types de tâhes robotiques dérites dans diérents espaes
peuvent être spéiées suivant e formalisme :
 dans l'espae artiulaire, une fontion de tâhe permettant une régulation en position
peut s'érire :
e(q,t) = q − qd(t)
Où q représente la position artiulaire et qd(t) dérit la trajetoire idéale à suivre dans
l'espae artiulaire.
 dans l'espae artésien, en suivant le même prinipe et pour un ontrle en situation, on
obtient :
e(q,t) = r(q)− rd(t)
Où r(q) est un paramétrage donné de l'attitude de l'eeteur et rd(t) représente la
trajetoire idéale exprimée dans l'espae artésien.
Ave e formalisme de fontion de tâhe, un ertain nombre de propriétés en déoulent par
exemple la notion d'admissibilité d'une tâhe. Cette notion d'admissibilité onsiste à vérier si
une tâhe donnée est réalisable ou pas.
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Comme mentionné préédemment, dans le as des manipulateurs, on a deux espaes de
travail : l'espae artiulaire et l'espae artésien. Travailler dans un espae ou dans un autre
a des avantages et des limites. Ci-dessous, un aperçu sur la méthodologie de travail dans es
deux espaes :
1.3.1 Planiation dans l'espae artiulaire
L'espae artiulaire est aratérisé par les variables artiulaires. Le modèle inématique et
dynamique du robot est souvent exprimé dans et espae, e qui failite les aluls. La génération
et le suivi de trajetoire peuvent se faire diretement dans et espae. Cela se traduit par une
séquene de positions artiulaires (voire de vitesses ou d'aélérations) onstituant les onsignes
des asservissements (gure 1.5).
Figure 1.5  Planiation dans l'espae artiulaire.
Les mouvements sont diretement appliqués dans l'espae des ationneurs e qui évite les
problèmes de singularités dus aux aluls de modèles géométriques inverses. En ontrepartie,
la géométrie de déplaement du robot n'est pas ontrlée dans l'espae artésien, e qui peut
engendrer des diultés surtout en présene d'obstales. Une autre limitation majeure liée à
la planiation dans et espae est qu'il est très diile de dérire une tâhe robotique donnée
diretement dans l'espae artiulaire.
1.3.2 Planiation dans l'espae artésien
La deuxième approhe onsiste à travailler dans l'espae artésien où l'eeteur du robot
évolue. Dans e as, il faut exprimer la trajetoire dans et espae. Les oordonnées opération-
nelles (artésiennes) doivent alors être transformées en oordonnées artiulaires par le modèle
géométrique inverse du robot (MGI)(gure 1.6).
Il est don faile d'exprimer une tâhe robotique en fontion de la géométrie de déplaement
du robot. Toutefois, dans ertains as de gure, le temps de alul des modèles géométriques
peut être très prohibitif. L'utilisation de modèle entraîne alors des biais qui peuvent onduire
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Figure 1.6  Planiation dans l'espae artésien.
à des singularités de représentation.
Un autre espae de travail peut être déni si l'on dispose d'une autre soure d'information.
En eet, si on se plae dans le as où l'on a de l'information visuelle, on peut travailler dans un
nouvel espae qui est plus parlant que les deux préédents. Cet espae est l'espae image dans
lequel la trajetoire à suivre est traduite en un motif visuel (gure 1.7).
Figure 1.7  Planiation dans l'espae image.
1.4 Résolution du problème de planiation
La démarhe générale de la résolution d'un problème donné peut être résumée en quatre
étapes fondamentales :
 saisir et omprendre les données de e problème ;
 établir une représentation permettant la déouverte d'une solution ;
 aluler une solution dans la nouvelle représentation ;
 rétablir la solution dans la représentation d'origine où l'on peut vérier sa validité.
Dans la première étape, on essaye de reueillir toutes les informations disponibles liées au pro-
blème traité. Pour ette étape et dans notre as, les données du problème se résument à la
desription de l'univers, 'est-à-dire le robot et son environnement, et la desription de la tâhe
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à eetuer. Cette dernière est dérite omme un ensemble de positions spatiales à atteindre. Par
onséquent, les données de notre problème se déomposent en onstantes (le modèle du robot
et une partie de son environnement) et variables (positions du robot et des diérents objets,
ongurations à atteindre).
La deuxième étape onsiste à faire une représentation du travail. Cette étape est la lef du
problème de planiation de trajetoires : il s'agit de onstruire une représentation de l'univers
pertinente relativement au but à atteindre, en l'ourrene la détermination de trajetoire. Dans
notre as, il paraît naturel de onsidérer ette représentation omme un ensemble de ongu-
rations du robot auxquelles sont assoiées des informations d'ordre statique et/ou dynamique.
Cet ensemble ne peut être obtenu diretement mais doit être dérivé de la représentation géo-
métrique de l'univers qui onstitue une donnée du problème.
La représentation élaborée doit en plus intégrer diverses ontraintes de l'environnement non
spéiées expliitement dans les données initiales, omme les impréisions du modèle fourni, les
inertitudes sur la loalisation des objets et les perturbations introduites par la dynamique du
robot.
Le but de la troisième étape est de trouver une solution au problème. Une fois la représen-
tation disponible, la reherhe d'une trajetoire proprement dite fait appel à des tehniques de
planiation de deux types : la reherhe d'un parours eetif dans la représentation ourante
(laquelle se ramène à la détermination d'une séquene de ongurations de ette représentation
satisfaisant les ontraintes de la tâhe) et la mise à jour loale de ette représentation.
La dernière étape onsiste à transformer la trajetoire trouvée dans le nouvel espae en une
trajetoire dans la représentation initiale. Ainsi, la trajetoire alulée doit être alors trans-
formée en une séquene de positions spatiales respetant les ontraintes inématiques et dy-
namiques du robot. Les restritions ainsi imposées par la nature des mouvements réalisables
ontraignent le hoix nal d'une trajetoire par l'éventail proposé.
1.5 Classiation des méthodes de planiation
Le problème de planiation de trajetoire est largement traité dans la littérature et plu-
sieurs lassiations peuvent être établies [Yu & Muller, 1996; Pasquier, 1989℄. Essentiellement,
on peut avoir deux lassiations : la première est relative à l'environnement de travail du robot
17
Planiation de trajetoire des bras manipulateurs
'est-à-dire les informations prises lors du alul de la trajetoire. La deuxième lassiation
onerne la tehnique utilisée pour la résolution du problème.
1.5.1 Classiation basée environnement
Pour e qui onerne la prise en ompte des informations issues de l'espae de travail du
robot, on peut soit prendre en ompte tout l'espae de travail e qu'on appelle les méthodes
globales ou bien diviser l'espae de travail en plusieurs parties et travailler sur es parties d'une
manière suessive, e qui onstitue les méthodes loales.
1.5.1.1 Méthodes globales
Dans le as des méthodes globales, la tehnique de planiation utilisée exploite toutes
les informations provenant de l'espae de travail du robot lors du proessus de planiation.
Ainsi, on a une onnaissane omplète de l'environnement de travail [Daahi et al., 2012℄.
L'avantage ave e genre de tehniques est qu'on ne laisse pas la plae à l'imprévu vu qu'on a une
onnaissane totale sur l'espae de travail. L'inonvénient majeur est que es méthodes sont très
oûteuses en termes de temps de résolution à ause de la grande quantité d'informations utilisées
pendant le alul de trajetoire. Il sera enore plus diile d'intégrer d'autres ontraintes au
problème omme l'ajout de nouveaux obstales. Les méthodes qualiées de globales trouvent
leur intérêt dans un environnement statique pour des tâhes répétitives.
1.5.1.2 Méthodes loales
Le prinipe des méthodes de planiation dites loales est de déomposer l'espae de travail
du robot en petites parties. En eet, dans e genre de méthode, on ne onsidère pas toutes
les informations relatives à l'espae de travail mais partie par partie. L'avantage ave une
telle stratégie est que le temps de alul est réduit onsidérablement. On laisse aussi plae
à l'imprévu. En eet, si au ours du déplaement du robot, des hangements se produisent
dans l'espae de travail (de nouveaux obstales ), des informations supplémentaires vont être
transmises au robot et don prises en ompte lors du alul des déplaements suivants. Don,
on peut dire que les méthodes de planiation qualiées de loales possèdent une ertaine
adaptation vis à vis des hangements qui peuvent se produire [Maros et al., 2009℄.
1.5.1.3 Méthodes hybrides
Eetuer un bilan des avantages et des inonvénients des diérentes méthodes existantes
onduit fort logiquement à l'utilisation de méthodes hybrides, ombinant des stratégies à la fois
globales et loales, dans et ordre [Pasquier, 1989℄.
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1.5.2 Classiation basée méthode de résolution
Une autre lassiation des méthodes de planiation de trajetoires peut être faite selon la
tehnique de résolution. En eet, selon la modélisation faite pour le problème de planiation,
une tehnique partiulière est utilisée. Généralement, on peut les diviser en trois atégories :
les méthodes basées sur l'optimisation, les méthodes basées sur la ommande et les méthodes
basées sur une reherhe dans un graphe. Pour toutes es atégories, on peut aussi faire la
distintion de méthodes loales ou globales.
1.5.2.1 Méthodes basées sur l'optimisation
Dans e genre de méthodes, le problème de planiation est réduit en un problème d'optimi-
sation sous ontraintes. Certains travaux proposent une formulation en mono-objetif [Garg &
Kumar, 2002; Chettibi et al., 2004; Lin, 2004℄, d'autres en multi-objetifs [Maros et al., 2012;
E. J. Solteiro et al., 204℄. Les ritères les plus utilisés sont :
 la minimisation de l'erreur de position (néessaire pour atteindre la onguration nale) ;
 la minimisation du temps de trajet ;
 la minimisation de l'énergie onsommée ;
 la minimisation des vitesses, aélérations et jerks.
En termes de résolution, vu la omplexité de e genre de problème, on trouve généralement
l'utilisation de métaheuristiques. Ainsi, on trouve l'utilisation de l'algorithme par essaim par-
tiulaire [Chakraborti et al., 2011℄, des algorithmes évolutionnaires [Maros et al., 2009, 2012℄.
1.5.2.2 Méthodes basées sur la ommande
La deuxième atégorie de méthodes est elle qui se base sur la ommande. On peut qualier
ette atégorie omme étant une atégorie lassique de résolution. Dans e as, tout le problème
de planiation est formulé en un problème de ontrle/ommande. Ainsi, pour la résolution,
une ommande partiulière est utilisée. Beauoup de travaux ont été développés dans e sens
[Pourazady & Ho, 1991; Le Boude et al., 2006; Daahi et al., 2012; Madani et al., 2013℄. On
peut trouver un simple ontrle en vitesse [Pourazady & Ho, 1991℄, une ommande adaptative
est présentée dans [Le Boude et al., 2006℄ et une autre qui se base sur les réseaux de neurones
est développée dans [Daahi et al., 2012℄.
1.5.2.3 Méthodes basées sur la reherhe dans un graphe
La dernière atégorie de méthodes est elle qui repose sur la reherhe dans un graphe. Dans
e genre de méthodes, on a deux étapes :
 la apture de la onnetivité de l'espae de travail (onstrution d'un graphe) ;
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 la reherhe d'une solution dans le graphe onstruit.
La première étape a pour but de apturer la onnetivité de l'espae de travail et don onstruire
un graphe qui sera utilisé par la suite pour trouver le hemin optimal. Beauoup de tehniques
ont été développées :
1. Le graphe de visibilité (gure 1.8(b)) : dans ette tehnique, à partir de haque sommet
de haque obstale, on onstruit toutes les arêtes possibles. Les ongurations initiale et
nale sont aussi prises en ompte par e proédé. Ainsi, pour se déplaer de la ongu-
ration initiale vers la onguration nale, il sut de trouver le hemin le plus ourt sur
l'ensemble des arêtes onstruites.
2. Le diagramme de Voronoi (gure 1.8(a)) : dans le as du diagramme de Voroni, le
graphe est omposé d'un ensemble d'arêtes et d'ars. Chaun d'entre eux est onstruit de
manière à respeter l'équidistane entre les obstales. De e fait, l'évitement d'obstales
est totalement traité. Pour se déplaer d'une onguration à une autre, il sut de se
mettre sur le graphe onstruit.
3. La déomposition ellulaire : le prinipe de la déomposition ellulaire est dérit dans la
gure 1.8(). A partir de l'espae libre, on proède à des déompositions suessives en
petites ellules qui sont numérotées. Pour la onstrution du graphe, on ne prend que
les ellules qui ne oïnident pas ave les obstales. Ainsi, le graphe résultant ne apture
que l'espae libre. Après ela, on proède à une reherhe dans le graphe an de trouver
le hemin optimal.
4. Les réseaux probabilistes et leurs variantes (gure 1.8(d)) : dans le as des réseaux
probabilistes, pour haque n÷ud du graphe, on fait un tirage aléatoire. Si la position
tirée se trouve dans l'espae libre, on l'ajoute au graphe, sinon on fait un autre tirage.
Après ela, on fait une reherhe et un lissage de la trajetoire nale.
Pour plus de détails sur es diérentes tehniques, voir [Sahbani, 2003; O'Dúnlaing et al., 1987;
Kuner & LaValle, 2000; Sanhez & Latombe, 2002℄.
1.6 Planiation de trajetoire sous ontraintes
1.6.1 Le lissage de ourbes
Un point important pris en ompte lors de la résolution d'un problème de planiation est
la nature ou la forme des ourbes résultantes. En eet, e point joue un rle ruial dans la
solution développée ar il touhe diretement à la struture méanique du robot en question.
Par onséquent, dans le but de préserver ette struture (le robot et ses ationneurs), on a
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intérêt à assurer des ourbes lisses au niveau des positions, vitesses, aélérations. Si on prend
en plus la dynamique du robot, on doit assurer ainsi une ourbe lisse pour le ouple généré.
Pour la prise en ompte du lissage des ourbes dans la résolution du problème de planiation,
on peut proéder de deux manières diérentes :
 la première façon onsiste à trouver l'ensemble des points de passage du robot et puis à
interpoler entre eux pour assurer le lissage ;
 la deuxième manière est de supposer au préalable que l'eeteur et les diérentes arti-
ulations suivent des trajetoires partiulières et par la suite, déterminer les oeients
les aratérisant.
Dans la littérature et an d'assurer des ourbes lisses, on trouve en général l'utilisation des
splines [Gasparetto & Zanotto, 2010; Liu et al., 2013℄, des B-splines [Gasparetto & Zanotto,
2007℄, l'interpolation par moreaux [Tian & Collins, 2004℄ ou d'autres tehniques qui se basent
sur des fontions trigonométriques.
1.6.2 L'évitement d'obstales
Un autre point souvent assoié au problème de planiation de trajetoire est l'évitement
d'obstale. En eet, étant donné que la majorité des robots opèrent dans des environnements
enombrés d'obstales, il est néessaire de développer des proessus permettant ainsi de les
éviter. En prenant en ompte et aspet lors de la planiation, on a deux ontraintes supplé-
mentaires :
 la modélisation de es obstales ;
 la manière de les éviter.
Pour la première ontrainte, on trouve souvent l'utilisation de surfaes lisses ou hypersur-
faes (sphères, ...). Ainsi, on entoure l'obstale initialement ave une forme partiulière par
l'hypersurfae de rayon minimal. Cette proédure failite la mesure de distane entre le robot
et la nouvelle forme de l'obstale. Pour la deuxième ontrainte, la majorité des tehniques dé-
veloppées se base sur une mesure de distane entre le robot et l'obstale. Cependant, ertaines
méthodes omme dans la méthode du hamp de potentiel [Khatib, 1985℄ utilisent un autre
prinipe. En eet, le prinipe de ette méthode est de faire une sorte de distribution de harges
dans l'espae du travail. Ainsi, un hamp attratif est attribué à la position nale à atteindre
et un hamp répulsif est attribué à haque obstale e qui permettra d'éviter les ollisions.
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1.7 Conlusion
Dans e hapitre, on a présenté un aperçu général sur les problèmes de planiation de
trajetoires pour les bras manipulateurs. On s'est limité à ette atégorie de robot pare que
dans notre étude, on utilisera le modèle du robot Neuromate qui est un bras manipulateur
redondant à inq axes. On a ommené e hapitre par l'introdution et la aratérisation de
ette atégorie de robots relativement à d'autres robots. Ensuite, on a illustré les prinipales
propriétés de es robots, à savoir la redondane et l'étude des singularités, qui sont des points
importants à prendre en ompte lors du proessus de planiation.
Après ela, on a abordé le problème de planiation de trajetoires où on a donné une
dénition de base de e problème ave une illustration basée sur le prinipe de la fontion de
tâhe. On a montré que dans le as des manipulateurs, la planiation peut se faire essentiel-
lement dans deux espaes diérents qui sont l'espae artiulaire et l'espae artésien. Une fois
que le problème est déni, on a détaillé la démarhe générale de résolution des problèmes de
planiation. On a aussi présenté une lassiation des diérentes méthodes de planiation.
Dans e as, on peut avoir deux lassiations : la première est relative à la prise en ompte des
informations issues de l'environnement de travail du robot et la deuxième onerne la tehnique
utilisée dans la résolution du problème.
A la n de e hapitre, on a abordé les ontraintes prinipales qui sont prises en ompte dans
les problèmes de planiation de trajetoires. La première onerne le lissage de ourbes résul-
tantes e qui a un impat diret sur la struture méanique du robot et la deuxième onerne
l'environnement de travail du robot. On a montré qu'il est impératif d'intégrer une tehnique
d'évitement d'obstales dans le proessus de planiation.
Dans la suite de la thèse, on va prendre en ompte tous les points et ontraintes de plania-
tions ités dans e hapitre. En matière de résolution, on a opté pour une tehnique de résolution
loale basée sur l'utilisation des métaheuristiques qui seront présentées dans le hapitre qui suit.
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(a) Diagramme de Voronoi. (b) Graphe de visibilité.
() Déompostion ellulaire.
(d) Réseaux probabilistes.
Figure 1.8  Quelques tehniques de onstrution de graphes.
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Chapitre Deux
Les métaheuristiques appliquées à la
robotique
2.1 Introdution
Les problèmes d'optimisation et la reherhe d'un état optimal touhent pratiquement tous
les domaines de la vie de nos jours. En eet, dans de nombreux problèmes sientiques, soiaux,
éonomiques, on trouve des paramètres qui peuvent être ajustés an de produire un résultat
plus satisfaisant. Par onséquent, une formulation et une stratégie d'optimisation sont toujours
assoiées à es problèmes. La résolution des problèmes d'optimisation est un sujet entral dans
la reherhe opérationnelle. Des tehniques ont été onçues pour résoudre es problèmes, notam-
ment eux qualiés de diile, en déterminant des solutions qui ne sont pas forément optimales,
mais qui s'en approhent. Ces méthodes, appelées heuristiques et métaheuristiques, s'inspirent
généralement de phénomènes physiques, biologiques, soio-psyhologiques, et peuvent faire ap-
pel au hasard.
Ce hapitre est struturé omme suit : dans la setion 2.2, on présente les aspets théoriques
de base de l'optimisation (formulation d'un problème d'optimisation et gestion des ontraintes)
et on dérit le adre de l'optimisation diile ; dans La setion 2.3, on présente un état de l'art
très global sur les méthodes de résolution approhée, on détaille le prinipe du fontionnement
des métaheuristiques les plus utilisées omme les algorithmes évolutionnaires, l'optimisation par
essaim partiulaire, les olonies de fourmis, l'algorithme du reuit simulé, et ; dans la setion
2.4, on donne un aperçu sur l'utilisation des métaheuristiques pour résoudre des problèmes liés
à la robotique et plus partiulièrement les problèmes de planiation de trajetoires. Enn,
nous onluons e hapitre dans la setion 2.5.
2.2 Introdution à l'optimisation : aspets théoriques
2.2.1 Formulation d'un problème d'optimisation
D'une manière générale, un problème d'optimisation est déni par une fontion objetif f
qu'on herhe à minimiser ou à maximiser, un ensemble de variables appelées variables de dé-
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ision ou de reherhe et un ensemble de ontraintes d'égalité (ou d'inégalité) que les variables
doivent satisfaire. L'ensemble des solutions possibles du problème forme l'espae de reherhe
E dont haque dimension orrespond à une variable. Un problème d'optimisation peut être
statique ou dynamique (i.e. la fontion objetif hange ave le temps), mono-objetif ou multi-
objetif et ave ou sans ontraintes.
Il existe plusieurs méthodes exates (ou déterministes) permettant de résoudre ertains types
de problèmes d'optimisation et d'obtenir la solution optimale, en un temps raisonnable. Ces
méthodes néessitent que la fontion objetif présente un ertain nombre de propriétés telles
la onvexité, la ontinuité ou la dérivabilité. On peut iter, parmi les méthodes onnues, les
méthodes de programmation linéaire [Shrijver, 1998℄, quadratique [Noedal & Wright, 1998℄,
la méthode du simplex [Nelder & Mead, 1965℄, la méthode de Newton [Noedal & Wright, 1998℄
ou enore la méthode du gradient [Avriel, 1976℄.
2.2.2 Gestion des ontraintes
Dans l'ingénierie, énormément de problèmes d'optimisation possèdent des ontraintes, elles
peuvent être des ontraintes d'égalité ou d'inégalité, linéaires ou non. Une meilleure gestion de
es ontraintes durant le proessus d'optimisation améliore l'eaité de l'algorithme d'opti-
misation en question. Plusieurs tehniques (ou stratégies) ont été développées dans e sens, on
peut iter :
1. La stratégie de rejet : 'est une approhe très simple, le prinipe est qu'au l des ité-
rations, on ne garde que les solutions qui satisfont les ontraintes dénies. Autrement
dit, on ne garde que les solutions faisables. Ce type de stratégie est onevable si l'on
a un nombre très réduit de ontraintes. L'exploitation des informations issues des solu-
tions infaisables peut s'avérer intéressant pour guider la reherhe, e qui montre une
limitation dans ette stratégie.
2. La stratégie de pénalisation : dans ette stratégie, les solutions infaisables sont prises en
onsidération durant la reherhe en les aetant d'une pénalité. La fontion objetif à
minimiser est don omposée de la fontion initiale (sans ontraintes) et d'une fontion
qui pénalise les solutions infaisables. C'est la stratégie la plus utilisée dans la littérature.
3. La stratégie de réparation : ette stratégie est une heuristique qui transforme les solutions
infaisables en solutions faisables.
4. La stratégie de préservation : le prinipe de ette stratégie est qu'une représentation
spéique et des opérateurs vont assurer la génération de solutions faisables.
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Il existe d'autres tehniques omme la stratégie par déodage [Talbi, 2009℄ et le Lagrangien
augmenté qui sera présenté en détail dans le hapitre 4.
2.2.3 Optimisation diile
Les méthodes de résolution exate ne sont pas appliables à toutes les problématiques. En
eet, ertains problèmes sont trop omplexes à résoudre par es méthodes, ei est dû à l'exis-
tene de disontinuité, la non-dérivabilité, la présene de bruit ou enore la fontion objetif
peut ne pas être dénie préisément. Ajoutons à ela, le temps de alul qui peut être exessif
ave es méthodes. Dans es as de gure, le problème d'optimisation est dit diile, ar auune
méthode exate n'est apable de le résoudre en un temps raisonnable. Il est alors néessaire
d'avoir reours à des heuristiques de résolution dites méthodes approhées, qui fournissent un
résultat sans garantir l'optimalité.
Les problèmes d'optimisation qualiés de diiles peuvent se diviser en deux types de
problèmes : les problèmes à variables disrètes et les problèmes à variables ontinues :
 Un problème d'optimisation à variables disrètes onsiste à trouver, dans un ensemble
disret, une solution réalisable. Dans e genre de problème, le but est de trouver la
meilleure ombinaison des variables de reherhe. Le problème majeur réside dans le
fait que le nombre de solutions réalisables (nombre de ombinaisons possibles) est gé-
néralement très élevé, don il est très diile de trouver la meilleure d'entre elles en
un temps raisonnable. Un exemple lassique de e type de problème est le problème du
voyageur de ommere. L'utilisation d'algorithmes d'optimisation stohastique, tels que
les métaheuristiques, permet de trouver une solution approhée en un temps raisonnable.
 Dans le deuxième type de problème, les variables de reherhe sont ontinues. Ainsi,
haque variable prend sa valeur dans un intervalle qui peut être borné ou pas. Les
problèmes d'identiation paramétrique onsistent à herher à minimiser l'erreur entre
le modèle d'un système et des observations expérimentales. Ce type de problèmes est
moins formalisé que le préédent, mais un ertain nombre de diultés sont bien onnues,
omme l'existene de nombreuses variables présentant des orrélations non identiées,
la présene de bruit ou plus généralement une fontion objetif aessible par simulation
uniquement. La grande majorité des métaheuristiques existantes étant à l'origine onçues
pour résoudre des problèmes à variables disrètes [Dréo et al., 2003℄, les herheurs ont
été amenés à les adapter au as ontinu. Il est à noter qu'il existe des problèmes à
variables mixtes (le problème présente à la fois des variables disrètes et ontinues).
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2.3 Méthodes de résolution approhée
2.3.1 Heuristiques
Étant donnée la omplexité arue de ertains problèmes d'optimisation, l'utilisation des
méthodes exates n'est pas toujours possible. Dans ertains as, d'autres ontraintes peuvent
s'ajouter omme le temps de alul souvent important, ou bien la diulté, voire l'impossi-
bilité dans ertains as, d'une dénition séparée du problème. An de remédier à toutes es
ontraintes, on utilise des méthodes approhées, appelées heuristiques. Ce terme dérive du gre
anien heuriskêin et qui signie : trouver. Il englobe tout e qui sert à la déouverte et à l'ex-
ploitation. Il est à souligner qu'une heuristique peut être déterministe ou stohastique.
Une heuristique est un algorithme qui a l'aptitude de fournir rapidement (en un temps
polynomial) une solution approhée et réalisable, mais pas néessairement optimale, pour un
problème d'optimisation diile. Cette méthode approximative est à distinguer d'un algorithme
exat qui donne une solution optimale pour un problème donné.
Il y a une multitude d'heuristiques qui ont été déjà proposées dans la littérature. On peut
iter des heuristiques très simples omme les algorithmes gloutons [DeVore & Temlyakov, 1996℄
ou les approhes par amélioration itérative [Basili & Turner, 1975℄. Le prinipe des méthodes
gloutonnes est de faire une suession de hoix optimaux loalement, jusqu'à e que l'on ne
puisse plus améliorer la solution, et e, sans retour en arrière possible.
2.3.2 Métaheuristiques
Des heuristiques plus sophistiquées, adaptables à un grand nombre de problèmes diérents
et sans pour autant faire des hangements majeurs dans les algorithmes, ont été développées
et ont donné naissane à une nouvelle famille d'algorithmes d'optimisation stohastiques : les
métaheuristiques. Ce terme a été inventé par Fred Glover en 1986, lors de la oneption de la
reherhe tabou [Glover, 1986℄.
Ces métaheuristiques forment une famille d'algorithmes d'optimisation dans le but de ré-
soudre des problèmes d'optimisation diiles, pour lesquels les méthodes lassiques ne sont
pas eaes. Elles sont utilisées omme des méthodes génériques pouvant optimiser une large
gamme de problèmes diérents, d'où le qualiatif meta. Elles ont la apaité d'optimiser un
problème à partir d'un nombre minimal d'informations. Cependant, il y a auune garantie que
la solution trouvée soit optimale. D'un point de vue reherhe opérationnelle, e onstat n'est
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pas forément un désavantage, puisque l'on préfère toujours une approximation de l'optimum
global trouvée rapidement à une valeur exate trouvée dans un temps rédhibitoire.
Il existe un grand nombre de métaheuristiques diérentes, allant d'une simple reherhe
loale à des algorithmes omplexes de reherhe globale. La majorité des métaheuristiques se
basent sur l'utilisation de proessus aléatoires et ainsi s'eorent de réolter plus d'informations
et de faire fae à des problèmes omme l'explosion ombinatoire. Les métaheuristiques peuvent
être onsidérées omme des algorithmes stohastiques itératifs, qui manipulent une ou plusieurs
solutions à la reherhe de l'optimum. De e fait, on peut diviser les métaheuristiques en deux
grandes familles : elles qui manipulent une seule solution et elles qui manipulent un ensemble
(population) de solutions. Un ritère d'arrêt est utilisé an de stopper l'algorithme omme un
nombre maximal d'itérations ou bien une préision xée au préalable. Ces méthodes tirent leur
intérêt de leur apaité à éviter les optima loaux, soit en aeptant des dégradations de la
fontion objetif au ours du traitement, soit en utilisant une population de points omme
méthode de reherhe.
Les métaheuristiques sont souvent inspirées de proessus naturels qui relèvent de la physique
(algorithme du reuit simulé), de la biologie de l'évolution (les algorithmes génétiques) ou enore
de l'éthologie (les algorithmes de olonies de fourmis ou l'optimisation par essaim partiulaire).
Il y a de nombreuses méthodes existant dans la littérature, ertaines, parmi les plus ourantes,
seront présentées i-dessous.
2.3.3 Métaheuristiques de voisinage
2.3.3.1 Algorithme du reuit simulé
Le reuit simulé est une méthode empirique inspirée d'un proessus utilisé en métallurgie.
Son prinipe est que pour atteindre les états de basse énergie d'un solide, on haue elui-i
jusqu'à des températures élevées, après ela, on le laisse refroidir lentement.
Cet algorithme a été proposé par [Kirkpatrik et al., 1983℄, sa desription lassique le pré-
sente omme un algorithme probabiliste, où un point (une seule solution) évolue dans l'espae
de reherhe. L'algorithme du reuit simulé s'appuie sur l'algorithme de Metropolis [Metropolis
et al., 1953℄, qui permet de dérire l'évolution d'un système en thermodynamique. Cette pro-
édure permet de sortir des minima loaux à hautes températures et de onserver les états les
plus probables à basses températures. L'algorithme 1 résume le prinipe du reuit simulé.
Les inonvénients de l'algorithme du reuit simulé résident en partiulier dans :
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Algorithme 1 Algorithme du reuit simulé
1: Déterminer une onguration aléatoire S
2: Choix des méanismes de perturbation d'une onguration
3: Initialiser la température T
4: tant que le ritère d'arrêt n'est pas satisfait faire
5: tant que l'équilibre n'est pas atteint faire
6: Tirer une nouvelle onguration S ′
7: Appliquer la règle de Metropolis
8: si f(S ′) < f(S) alors
9: Smin = S
′
10: fmin = f(S
′)
11: n si
12: n tant que
13: Déroître la température
14: n tant que
1. La diulté de réglage de la température initiale (éviter de partir d'une température
trop haute, omme d'une température trop basse).
2. La diulté de trouver une loi adéquate de déroissane de la température au l des
itérations.
3. Le temps de onvergene qui peut devenir très long quand la température initiale est
trop haute (on part de très loin) ou que le proessus de déroissane de la température
est très lent.
Cependant, des études ont été faites pour remédier à es inonvénients [Courat et al., 1993℄.
La méthode du reuit simulé a l'avantage d'être souple vis-à-vis des évolutions du problème et
faile à implémenter.
2.3.3.2 Algorithme de reherhe tabou
L'algorithme de reherhe tabou est une métaheuristique itérative de reherhe loale in-
troduite par Fred Glover [Glover, 1986℄. L'idée de reherhe tabou est de partir d'une position
donnée et d'explorer le voisinage en hoisissant le voisin qui minimise la fontion objetif. En
renontrant un minimum loal (pas de diminution de la fontion objetif dans le voisinage), on
déide de poursuivre la reherhe des solutions en aeptant des déplaements qui n'améliorent
pas la solution ourante, et e, en utilisant un prinipe de mémoire qui évite les retours en arrière
(mouvements yliques). Ce méanisme d'augmentation de la fontion objetif, par aeptation
de solutions dégradantes, permet de sortir des minima loaux. Comme l'algorithme du reuit
simulé, la reherhe tabou fontionne ave une seule solution ourante, qui est atualisée au
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ours des itérations suessives. La diérene ave et algorithme réside dans la tenue et la mise
à jour d'une liste de mouvements interdits (ou de solutions interdites), appelée liste tabou, an
de réduire le risque de retour à une onguration déjà visitée. Cette liste tabou évolue au l
des itérations, qui alternent des phases d'exploration (appelée aussi diversiation) ave des
phases d'exploitation (appelée aussi intensiation). L'algorithme 2 représente le prinipe de la
reherhe tabou.
Algorithme 2 Algorithme de reherhe tabou
1: Déterminer une onguration aléatoire s
2: Initialiser une liste tabou vide
3: tant que le ritère d'arrêt n'est pas satisfait faire
4: Perturbation de s suivant N mouvements non tabous
5: Évaluation des N voisins
6: Séletion du meilleur voisin t
7: Atualisation de la meilleure position onnue s∗
8: Insertion du mouvement t→ s dans la liste tabou
9: s=t
10: n tant que
Dans sa forme de base, l'algorithme de reherhe tabou présente l'avantage de omporter
moins de paramètres que l'algorithme du reuit simulé. Cependant, l'algorithme n'étant pas
toujours performant, il est souvent approprié de lui ajouter des proessus d'intensiation et/ou
de diversiation, qui introduisent de nouveaux paramètres de ontrle [Glover & Laguna, 1997℄.
2.3.3.3 Autres méthodes
D'autres méthodes qui manipulent une seule solution existent dans la littérature, on peut
iter :
1. La méthode de lissage : le prinipe de ette méthode est de transformer l'espae de
reherhe initial en une surfae lisse à plusieurs reprises, ei a l'avantage d'éliminer les
optimums loaux et de se rapproher au fur et à mesure de l'optimum global.
2. La méthode du bruit : l'idée de ette tehnique est de rajouter du bruit à la fontion
objetif. Cei permet d'avoir de la diversiation dans la reherhe et ainsi d'explorer
l'espae de reherhe. La norme du bruit ajouté est réduite au ours des itérations.
3. Le GRASP : la tehnique du GRASP a été introduite en 1989, elle se base sur l'algo-
rithme glouton pour résoudre des problèmes d'optimisation ombinatoires. Dans ette
méthode, on a deux étapes prinipales : la première onsiste à réer une solution aléatoire
ave l'algorithme glouton. La deuxième étape onsiste à eetuer une reherhe loale à
partir de la solution déjà onstruite.
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Pour plus de détails sur es diérentes tehniques, se référer à [Talbi, 2009℄.
2.3.4 Métaheuristiques à population
2.3.4.1 Algorithmes évolutionnaires
Les algorithmes évolutionnaires (AEs) sont des tehniques de reherhe inspirées par l'évo-
lution biologique des espèes. Ils ont été élaborés au ours des années 1950 [Fraser, 1957℄. Ces
algorithmes s'inspirent de l'évolution des êtres vivants pour résoudre des problèmes d'optimi-
sation. Leur prinipale idée est que les individus qui ont hérité des aratères bien adaptés à
leur milieu ont tendane à vivre assez longtemps pour se reproduire, tandis que les plus faibles
ont tendane à disparaître.
Au ours des années 1970, ave l'apparition des alulateurs de forte puissane, de nom-
breuses approhes de modélisation de l'évolution ont été réalisées, on peut iter :
 Les stratégies d'évolution [Beyer, 2001℄ qui ont été onçues pour résoudre des pro-
blèmes d'optimisation à variables ontinues. Elles sont basées sur la modélisation des
paramètres stratégiques qui ontrlent la variation dans l'évolution.
 La programmation évolutionnaire [Fogel et al., 1966℄, qui vise à faire évoluer des
strutures d'automates à états nis par des suessions de roisements et de mutations.
 Les algorithmes génétiques [Holland, 1975℄, qui ont été onçus pour résoudre des
problèmes d'optimisation à variables disrètes par le biais d'une modélisation génétique.
 La programmation génétique [Koza, 1989℄, basée sur l'algorithme génétique, mais où
les individus sont des programmes informatiques, représentés en utilisant une struture
d'arbre.
 L'évolution diérentielle [Storn & Prie, 1997℄, qui a été onçue dans le but de ré-
soudre des problèmes d'optimisation à variables ontinues. Sa stratégie onsiste à biaiser
un opérateur de mutation, appliqué à un individu, en fontion des diérenes alulées
ave d'autres individus séletionnés aléatoirement.
Les approhes évolutionnaires s'appuient sur un modèle ommun présenté dans l'algorithme
3. Les individus soumis à l'évolution sont des solutions possibles au problème posé. L'ensemble
de es individus onstitue une population (d'où l'appartenane aux métaheuristiques manipu-
lant un ensemble de solutions). Cette population évolue au ours des itérations suessives,
appelées générations. A haque génération, des opérateurs sont appliqués aux individus, an de
réer la population de la génération suivante. Chaun de es opérateurs utilise un ou plusieurs
individus, appelés parents, pour réer de nouveaux individus, appelés enfants. A la n de haque
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génération, une séletion d'enfants réés durant la génération remplae un sous-ensemble d'in-
dividus de la population.
Algorithme 3 Algorithme évolutionnaire générique
1: Initialisation de la population de µ individus
2: Évaluation des µ individus
3: tant que le ritère d'arrêt n'est pas satisfait faire
4: Séletion de ρ individus en vue de la phase de reprodution
5: Croisement des ρ individus séletionnés
6: Mutation des λ enfants obtenus
7: Évaluation des λ enfants obtenus
8: Séletion pour le remplaement
9: n tant que
Un algorithme évolutionnaire possède trois opérateurs prinipaux :
1. Opérateur de séletion, son rle est de favoriser la propagation des meilleures solu-
tions dans la population, tout en maintenant une ertaine diversité génétique au sein
de elle-i. Ainsi, et opérateur permet de hoisir les parents qui vont partiiper à la
réation des enfants, plusieurs tehniques peuvent être trouvées, on peut iter :
 séletion par roulette : son prinipe est d'assigner à haque individu une probabilité
proportionnelle à sa tness vis-à-vis de la fontion objetif. Après ela, on fait tourner
la roulette et des parents sont séletionnés. Ainsi, les parents possédant une meilleure
tness ont plus de hanes d'être séletionnés.
 séletion par tournoi : ave ette tehnique, un ensemble de parents sont séletionnés
aléatoirement (le nombre de parents séletionnés orrespond à la taille du tournoi).
Après ela, le meilleur individu est séletionné.
2. Opérateur de roisement, mis en ÷uvre lors de la réation des enfants. Son but
est d'éhanger les gènes des parents séletionnés pour réer des enfants. Cet opérateur
permet d'intensier la reherhe dans l'espae de reherhe, on lui assoie aussi une
probabilité de roisement qui représente le taux de la population qui va être touhé par
et opérateur. Plusieurs tehniques de roisement ont été développées, on peut iter :
 roisement en un seul point : l'idée est de générer aléatoirement une position de
oupure pour deux parents et après ela, on éhange les informations an de réer
les enfants. On peut généraliser ette tehnique pour avoir du roisement en deux
points (illustré dans la gure 2.1) ou multi-points [Talbi, 2009℄.
 roisement intermédiaire : pour ette tehnique, haque gène de l'enfant réé est
alulé par une somme pondérée de deux gènes des deux parents séletionnés.
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3. Opérateur de mutation, ontrairement à l'opérateur de roisement, et opérateur
agit sur haque parent individuellement. Son prinipe est de tirer aléatoirement une
omposante de l'individu parent et de la remplaer par une valeur aléatoire. Le fait
d'ajouter de l'information aléatoire dans la réation des enfants permet de maintenir
de la diversiation dans la reherhe. Plusieurs tehniques de mutation peuvent être
utilisées, on peut iter :
 mutation gaussienne : dans e as, la valeur ajoutée au gène séletionné est issue
d'une loi de distribution gaussienne. En représentation binaire, il sut d'inverser la
valeur du gène séletionné (gure 2.2).
 mutation polynomiale : pour ette tehnique, une distribution polynomiale est utilisée
pour la réation des enfants.
Figure 2.1  Exemple d'opérateur de roisement en représentation binaire.
Figure 2.2  Exemple d'opérateur de mutation en représentation binaire.
Le prinipe d'un algorithme évolutionnaire est illustré dans la gure 2.3.
En plus des trois opérateurs préédemment ités, un quatrième est utilisé dans le but de
maintenir onstante la taille de la population au ours des générations, e qui est appelé stratégie
de remplaement. Plusieurs tehniques existent [Talbi, 2009℄, omme remplaer tous les parents
par les enfants réés ou bien garder les meilleurs parents et remplaer les mauvais par les enfants
réés.
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Figure 2.3  Prinipe d'un algorithme évolutionnaire.
2.3.4.2 Algorithme à évolution diérentielle
L'algorithme à évolution diérentielle est une métaheuristique stohastique d'optimisation,
il a été inspiré par les algorithmes génétiques et des stratégies évolutionnaires ombinées ave
une tehnique géométrique de reherhe. Dans le as des algorithmes génétiques, la struture
des individus hange au ours des générations via les opérateurs de roisement et de mutation,
alors que les stratégies évolutionnaires réalisent l'auto-adaptation par une manipulation géo-
métrique des individus. Ces idées ont été mises en ÷uvre grâe à une opération de mutation
de veteurs, proposée en 1995 par K. Prie et R. Storn [El. Dor, 2012℄. A l'origine, la méthode
de l'évolution diérentielle a été onçue pour les problèmes d'optimisation ontinus et sans
ontraintes, ses extensions atuelles permettent de traiter les problèmes à variables mixtes et
gèrent les ontraintes non linéaires.
Dans la méthode à évolution diérentielle, la population initiale est générée par un tirage
aléatoire uniforme sur l'ensemble des valeurs possibles de haque variable. les bornes inférieure
et supérieure de haque variable sont spéiées par l'utilisateur. Suite à l'initialisation, l'al-
gorithme eetue une série de transformations sur les individus, dans un proessus appelé
évolution.
La population ontient N individus. Chaque individu xi,G est un veteur de dimension D,
où G désigne la génération.
xi,G = (x1i,G, x2i,G, x3i,G,...,xDi,G) avec i = 1,2,3,...,N
La version standard de et algorithme utilise trois opérateurs (mutation, roisement et
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séletion) omme les algorithmes génétiques. A haque génération, l'algorithme applique su-
essivement es trois opérations sur haque veteur pour produire un veteur d'essai :
ui,G+1 = (u1i,G+1, u2i,G+1, u3i,G+1,...,uDi,G+1) avec i = 1,2,3,...,N
Une opération de séletion permet de hoisir les individus à onserver pour la nouvelle gé-
nération G+ 1.
La mutation : pour l'opérateur de mutation, pour haque veteur xi,G, on génère un veteur
mutant vi,G+1 qui peut être réé ave l'une des stratégies de mutation suivantes :
 Rand :
vi,G+1 = xr1,G + F.(xr2,G − xr3,G)
 Best :
vi,G+1 = xbest,G + F.(xr1,G − xr2,G)
 Current to best :
vi,G+1 = xi,G + F.(xr1,G − xr2,G) + F.(xbest,G − xi,G)
Le indies r1, r2, r3 sont des entiers aléatoires et tous diérents. xbest,G est le meilleur individu
à la génération G. F ∈ [0,2] est une valeur onstante qui ontrle l'ampliation de la variation
diérentielle. (xri,G − xrj ,G).
Le roisement : après l'opération de mutation, l'opération de roisement binaire produit
le veteur d'essai nal ui,G+1 selon le veteur xi,G et le veteur vi,G+1. Le nouveau veteur ui,G+1
est donné par la formule suivante :
uji,G+1 =


v1i,G+1 si (rand(j) ≤ CR) ou j = rnbr(i)
xji,G si (rand(j) > CR) et j 6= rnbr(i)
pour tout j ∈ {1,2,3,...,D}
où rand(j) est la jme valeur fournie par un générateur de nombres aléatoires dans l'intervalle
[0,1℄. CR est le oeient de roisement qui appartient à l'intervalle [0,1℄. rnbr(i) est un indie
hoisi au hasard dans l'ensemble {1,2,...,N}.
La séletion : an de déider quel veteur, parmi ui,G+1 ou xi,G, doit être hoisi pour la
génération G + 1, on doit omparer leur tness par rapport à la fontion objetif. De ette
35
Les métaheuristiques appliquées à la robotique
façon, on garde le veteur ayant une petite valeur (si on a un problème de minimisation). Ainsi,
le veteur xi,G+1 est hoisi omme suit :
xi,G+1 =


ui,G+1 si f(ui,G+1) < f(xi,G)
xi,G sinon
Ave un bon réglage des diérents paramètres de l'algorithme (taille de la population, fateur
de mutation, et), on augmente d'une manière signiative son eaité. L'auto-adaptation de
es paramètres paraît don intéressante pour l'amélioration de l'algorithme [El. Dor, 2012℄.
2.3.4.3 Les olonies de fourmis
Les algorithmes de olonies de fourmis sont inspirés du omportement des fourmis. Ils onsti-
tuent une famille de métaheuristiques à base de population pour résoudre des problèmes om-
plexes. Cei est possible ar les fourmis ont la apaité de ommuniquer entre elles indirete-
ment, par le dépt dans l'environnement de substanes himiques, appelées phéromones. Ce
type de ommuniation indirete est appelé stigmergie. En anglais, le terme onsaré à la prin-
ipale lasse d'algorithmes est Ant Colony Optimization (ACO).
La prinipale illustration de e phénomène est donnée par la gure 2.4 où un obstale est
plaé sur le trajet des fourmis. Après une étape d'exploration, les fourmis nissent par trouver
le plus ourt hemin entre le nid et la soure de nourriture [Goss et al., 1989℄. Les fourmis qui
sont retournées le plus rapidement au nid en passant par la soure de nourriture sont elles qui
ont emprunté le hemin le plus ourt. Ainsi, la quantité de phéromones déposées par unité de
temps sur e trajet est plus importante que sur les autres. Par ailleurs, une fourmi est d'autant
plus attirée à un ertain endroit que le taux de phéromones y est important. Par onséquent,
le plus ourt hemin a une probabilité plus importante d'être emprunté par les fourmis que les
autres hemins et sera don, à terme, emprunté par toutes les fourmis.
Le premier algorithme d'optimisation s'inspirant de ette analogie a été proposé par Colorni,
Dorigo et Maniezzo [Dorigo et al., 1996℄ pour résoudre le problème du voyageur de ommere.
L'algorithme 4 illustre l'approhe par olonies de fourmis proposée par les auteurs. Pour des
détails sur e problème, voir [El. Dor, 2012℄.
2.3.4.4 Optimisation par essaim partiulaire
L'optimisation par essaim partiulaire (OEP), ou en anglais Partile Swarm Optimization
(PSO), est un algorithme qui utilise une population de solutions andidates dans le but de
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Figure 2.4  Illustration de la apaité des fourmis à herher de la nourriture en minimisant
leur parours. (a) Reherhe sans obstale, (b) Apparition d'un obstale, () Reherhe du
hemin optimal, (d) Chemin optimal trouvé.
développer une solution optimale au problème. Il a été proposé par Russel Eberhart et James
Kennedy en 1995 [Kennedy & Eberhart, 1995℄. A l'origine, il s'inspire du monde du vivant,
plus préisément du omportement soial des animaux évoluant au sein d'un essaim, tels que
les bans de poissons et les vols groupés d'oiseaux. En eet, on peut observer hez es animaux
des dynamiques de déplaement relativement omplexes, alors qu'individuellement haque in-
dividu a une intelligene limitée, et ne dispose que d'une onnaissane loale de sa situation
dans l'essaim.
L'information loale et la mémoire de haque individu sont utilisées pour déider de son dé-
plaement. Des règles simples, telles que rester prohe des autres individus, aller dans la même
diretion ou garder la même vitesse, sont susantes pour maintenir la ohésion de l'essaim, et
ainsi permettre la mise en ÷uvre de omportements olletifs omplexes et adaptatifs.
L'essaim orrespond à une population d'agents simples, appelés partiules. Chaque partiule
est onsidérée omme une solution probable du problème, elle est aratérisée par une position
(le veteur solution) et une vitesse. De plus, haque partiule possède une mémoire lui per-
mettant ainsi de mémoriser sa meilleure performane (en position et en valeur) et la meilleure
performane atteinte par les partiules voisines (informatries) : haque partiule dispose en
eet d'un groupe d'informatries, historiquement appelé son voisinage.
Dans le proessus de reherhe de la solution optimale, haque partiule est inuenée par
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Algorithme 4 Algorithme de olonies de fourmis pour le problème du voyageur de ommere
1: t← 1
2: tant que le ritère d'arrêt n'est pas satisfait faire
3: pour k = 1 à m faire
4: Choisir une ville au hasard
5: pour haque ville non visitée i faire
6: Choisir une ville j dans la liste jki des villes restantes
7: n pour
8: Déposer une quantité de phéromones ∆τkij(t) sur le trajet T
k(t)
9: n pour
10: Évaporer les phéromones
11: t← t+ 1
12: n tant que
les trois omposantes suivantes :
 Une omposante d'inertie : la partiule tend à suivre sa diretion ourante de déplae-
ment.
 Une omposante ognitive : la partiule tend à se diriger vers le meilleur site par lequel
elle est déjà passée.
 Une omposante soiale : la partiule tend à se er à l'expériene de ses ongénères et
ainsi à se diriger vers le meilleur site déjà atteint par ses voisins.
La stratégie de déplaement d'une partiule est illustrée dans la gure 2.5.
Figure 2.5  Stratégie de déplaement d'une partiule.
An d'illustrer le prinipe de et algorithme, on onsidère un espae de reherhe de dimen-
sion D, la partiule i de l'essaim est modélisée par son veteur de position −→x i = (xi1, xi2,..., xiD)
et par son veteur vitesse
−→v i = (vi1, vi2,..., viD). La qualité de sa position est déterminée par
sa valeur retournée vis-à-vis de la fontion objetif. Cette partiule sauvegarde en mémoire la
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meilleure position par laquelle elle est déjà passée, que l'on note
−→
P besti = (pbesti1, ..., pbestiD).
La meilleure position atteinte par les partiules de l'essaim est notée
−→
Gbest = (gbest1, ..., gbestD).
On raisonne par rapport à la version globale du PSO, où toutes les partiules sont onsidérées
omme voisines de la partiule i, d'où la notation
−→
Gbest (Global best).
Au départ, les partiules de l'essaim sont initialisées de manière aléatoire dans l'espae de
reherhe. Ensuite, à haque itération, haque partiule se déplae, en ombinant linéairement
trois omposantes. A l'itération t + 1, le veteur vitesse et le veteur position sont alulés à
partir des équations 2.3.1 et 2.3.2 respetivement :
vt+1ij = wv
t
ij + c1r1
t
ij[pbest
t
ij − xtij ] + c2r2tij[gbesttj − xtij ], j ∈ {1, 2,..., D} (2.3.1)
xt+1ij = x
t
ij + v
t+1
ij , j ∈ {1, 2, ..., D} (2.3.2)
où w est une onstante, appelée oeient d'inertie ; c1 et c2 sont deux onstantes, appelées
oeients d'aélération ; r1 et r2 sont deux nombres aléatoires tirés uniformément dans [0, 1℄
à haque itération t et pour haque dimension j. Les trois omposantes mentionnées avant (i.e.
d'inertie, ognitive et soiale) sont représentées dans l'équation 2.3.1 par les termes suivants :
1. wvtij orrespond à la omposante d'inertie du déplaement, où le paramètre w inuene
la diretion du déplaement sur le déplaement futur.
2. c1r1tij[pbest
t
ij − xtij ] orrespond à la omposante ognitive du déplaement, où le para-
mètre c1 ontrle le omportement ognitif de la partiule.
3. c2r2tij[gbest
t
j − xtij ] orrespond à la omposante soiale, où le paramètre c2 ontrle
l'aptitude soiale de la partiule.
Une fois le déplaement des partiules eetué, les nouvelles positions sont évaluées et les
deux veteurs
−→
P besti et
−→
Gbest sont mis à jour. L'algorithme 5 résume le prinipe de et
algorithme, où N est le nombre de partiules de l'essaim.
Plusieurs variantes de et algorithme ont été proposées dans la littérature [El. Dor, 2012℄.
2.3.4.5 Les olonies d'abeilles
Le omportement des abeilles dans la nature, ainsi que leurs oopérations an de trouver de
la nourriture en indiquant la soure la plus prohe par des danses partiulières et leurs façons de
se reproduire ont inspiré des herheurs pour développer des algorithmes d'optimisation. De e
fait, plusieurs algorithmes se basant sur es omportements ont vu le jour, omme l'algorithme
d'optimisation par olonie d'abeilles virtuelle (VBA) [Talbi, 2009℄. Cet algorithme a été proposé
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Algorithme 5 Algorithme d'optimisation par essaim partiulaire
1: Initialiser aléatoirement N partiules : position et vitesse
2: Évaluer les positions des partiules
3: Pour haque partiule i,
−→
P besti =
−→xi
4: Caluler
−→
Gbest
5: tant que le ritère d'arrêt n'est pas satisfait faire
6: Déplaer les partiules
7: Évaluer les positions des partiules
8: Mettre à jour
−→
P besti et
−→
Gbest
9: n tant que
par Xin-She Yang en 2005 pour la résolution des problèmes numériques d'optimisation, il peut
optimiser des fontions ontinues et des problèmes disrets. L'arrangement de l'algorithme VBA
ommene par un groupe d'abeilles virtuelles, haune d'entre elles se déplae aléatoirement
dans l'espae de reherhe. Dans la plupart des as, et espae peut être simplement un espae
de reherhe 1-D ou 2-D. Les étapes prinipales de l'algorithme VBA sont :
 Création de la population d'abeilles (abeilles virtuelles). Chaque abeille est assoiée à
un veteur de solution ave plusieurs paramètres à optimiser.
 Codage des fontions d'optimisation (fontions objetifs) et onservation de nourriture
virtuelle.
 Dénition d'un ritère dans le but de ommuniquer la diretion et la distane en prenant
en ompte l'aptitude physique des abeilles (danse des abeilles).
 Mise à jour de la population des individus dans de nouvelles positions pour la reherhe
de la nourriture virtuelle, en utilisant la danse virtuelle pour dénir la distane et la
diretion.
 Après une ertaine période d'évolution, la meilleure évaluation orrespond à la soure la
plus visitée par les abeilles.
 Déodage des résultats pour l'obtention de la solution du problème.
La position modiée de haque abeille peut être alulée en utilisant les équations 2.3.3 et 2.3.4.
xi+1k = x
i
k.(1− β) + xbest.β + α.(rand(i)− 0.5) (2.3.3)
yi+1k = y
i
k.(1− β) + ybest.β + α.(rand(i)− 0.5) (2.3.4)
Où α et β sont des onstantes positives appelées amplitude aléatoire et vitesse de onver-
gene respetivement, xbest et ybest sont les meilleurs paramètres à la i
eme
itération et rand(i)
est un nombre aléatoire dans l'intervalle [0,1℄.
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La ieme abeille dans la olonie est représentée par un veteur de dimension k tel que xk =
(x1, x2, x3,..., xk) et de yk = (y1, y2, y3,..., yk). La position atuelle (la reherhe de point dans
l'espae de reherhe) peut être modiée par :
Si+1k = S
i
k + Sbest + Srand
où : Si+1k = (x
i+1
k , y
i+1
k ), S
i
k = (x
i
k, y
i
k) et Sbest = (xbest, ybest).
D'autres algorithmes inspirés du omportement des abeilles ont été développés omme :
 Algorithme d'optimisation par olonie d'abeilles BCO : qui est introduit par
Luie et Teodorovi en 2001, an de trouver la solution optimale pour un problème
d'optimisation ombinatoire diile donné omme le problème du voyageur de om-
mere.
 Algorithme d'optimisation par la danse des abeilles DBO : il a été développé
par Laga et Nouioua en 2009 pour la résolution du problème de la T-oloration des
graphes. Cet algorithme est inspiré du omportement des abeilles lors de la reherhe de
la nourriture.
 Algorithme d'optimisation par mariage des abeilles : qui est apparu en 2001. Cet
algorithme est inspiré du proessus biologique de reprodution des abeilles.
2.3.4.6 Autres méthodes
D'autres méthodes qu'on qualie de métaheuristiques manipulant un ensemble de solutions
peuvent être mentionnées, par exemple l'algorithme d'optimisation par le système immunitaire
artiiel. Cet algorithme est inspiré du prinipe de fontionnement du système immunitaire
naturel des vertébrés. Il exploite les aratéristiques du système immunitaire pour e qui est de
l'apprentissage et de la mémorisation omme moyens de résolution du problème [Talbi, 2009℄.
2.4 Appliation des métaheuristiques en robotique
Commementionné préédemment, l'appliation des métaheuristiques est devenue très usuelle
dans de nombreux domaines de l'ingénierie. Cei est dû à la omplexité des problèmes d'opti-
misation renontrés, le nombre assez important de ontraintes à satisfaire et le fateur temps
de alul joue un rle important. Le domaine de la robotique est également onerné par l'ap-
pliation des métaheuristiques. En eet, on les trouve pertinentes pour résoudre de nombreux
problèmes de robotique, omme :
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 Les problèmes de planiation de trajetoire [Maria D. G. et al., 2010; Maros et al.,
2012℄.
 Les problèmes de ommande [Chyan & Ponnambalam, 2012℄.
 Les problèmes de oopération entre robots [Venegas & Marial R., 2009℄.
D'autres problèmes peuvent aussi être ités omme les problèmes de vision en robotique.
En e qui onerne les problèmes de planiation, on trouve beauoup plus l'utilisation de mé-
taheuristiques à base de population omme l'algorithme d'optimisation par essaim partiulaire
[Huang et al., 2008℄ et les algorithmes évolutionnaires [Maria D. G. et al., 2010; Yun & Xi,
1996℄. Le hoix de la métaheuristique dépend de la formulation du problème et du nombre de
variables de déision (e qui dénit la omplexité de l'espae de reherhe). À titre d'exemple,
dans [Maria D. G. et al., 2010℄, les auteurs ont utilisé un algorithme génétique an de résoudre
le problème de planiation pour des bras manipulateurs hyper-redondants. Dans e as, haque
individu est omposé des éléments de la matrie jaobienne du robot et de l'erreur de position
pour l'eeteur et à haque itération, l'algorithme fournit une nouvelle position dans l'espae
artiulaire, en minimisant la fontion objetif.
L'utilisation répandue des algorithmes génétiques montre la omplexité arue de e genre
de problèmes. Cette dernière est liée à la nature du robot utilisé (bras manipulateurs ou robots
mobiles, plusieurs robots), la nature de l'environnement dans lequel le robot opère (environne-
ment enombré d'obstales, inertitudes sur l'environnement, et) et bien évidemment la tâhe
à aomplir par le robot ou l'ensemble des robots (minimisation des trajets parourus, des
ressoures disponibles, et). D'autre part, l'appliation des algorithmes évolutionnaires montre
leur grande eaité dans la résolution de problèmes omplexes relativement à d'autres méta-
heuristiques.
2.5 Conlusion
Dans e hapitre, on a donné un aperçu général sur les diérents onepts liés à l'optimisa-
tion et les diérentes tehniques de résolution. On a ommené par la dénition d'un problème
d'optimisation, sa formulation et nous avons ité les prinipales tehniques pour la gestion
des ontraintes. Ensuite, on a disuté des problèmes d'optimisation qualiés de diiles, pour
lesquels les méthodes exates ne permettent pas de trouver des solutions, e qui justie l'uti-
lisation des métaheuristiques. Nous avons détaillé le prinipe de base des métaheuristiques les
plus utilisées. Nous avons présenté les premières versions de es algorithmes. Depuis, beauoup
d'améliorations ont été apportées à es algorithmes an de résoudre d'autres lasses de pro-
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blèmes ou bien simplement de rendre l'algorithme plus eae et plus rapide.
A la n de e hapitre, nous avons présenté un aperçu de l'utilisation de métaheuristiques
pour résoudre des problèmes liés à la robotique. En eet, au ours de es dernières années,
les métaheuristiques sont très utilisées en robotique et plus partiulièrement pour résoudre
les problèmes de planiation de trajetoires. Dans la suite de notre étude, nous allons nous
intéresser aux algorithmes évolutionnaires et plus partiulièrement aux algorithmes génétiques,
que nous allons adapter et utiliser omme moyen de résolution.
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Chapitre Trois
Algorithmes de planifiation de
trajetoires libres et en présene
d'obstales
3.1 Introdution
Dans e hapitre, nous présentons une nouvelle méthode de planiation de trajetoires
basée sur l'optimisation à deux niveaux. Le prinipe de ette approhe est de trouver les points
(ongurations) par lesquels le robot doit passer. Ces points sont le résultat d'un problème
d'optimisation dans lequel on prend en onsidération un ertain nombre de ontraintes. Dans
notre as, on ne s'intéresse qu'aux bras manipulateurs redondants. On exploite la redondane
pour l'évitement d'obstales et les singularités pour le robot. Ainsi, une nouvelle tehnique
d'évitement d'obstales sera aussi présentée dans e hapitre. Pour la résolution, on utilise une
métaheuristique basée sur les algorithmes génétiques.
Ce hapitre est organisé omme suit : dans la setion 3.2, on présente la tehnique utilisée
pour l'évitement d'obstales. La setion 3.3 est dédiée à l'introdution des problèmes d'optimi-
sation à deux niveaux d'une manière générale. Dans la setion 3.4, on détaille la formulation
proposée et l'algorithme de résolution est dérit dans la setion 3.5. Des résultats de simulation
sont présentés dans la setion 3.6 et nous onluons e hapitre dans la setion 3.7.
3.2 Évitement d'obstales
Dans ette setion, nous présentons une nouvelle tehnique pour l'évitement d'obstales.
Cette tehnique est basique mais elle nous permet d'avoir un aratère adaptatif dans la for-
mulation proposée du problème de planiation.
3.2.1 Modélisation des obstales
Atuellement, tous les robots industriels opèrent dans des environnements enombrés de
tous types de formes d'obstales. Ainsi, une modélisation de es derniers est néessaire. Le as
idéal est de les prendre ave leurs formes réelles mais ei génère beauoup de aluls. Pour
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simplier es derniers et réduire la omplexité des algorithmes dédiés à l'évitement d'obstales,
ils sont modélisés dans la littérature par des hypersurfaes (erles, sphères, ellipses, et). Ces
tehniques de représentation présentent l'avantage de failiter le alul de la distane entre le
robot et les obstales. En revanhe, l'inonvénient majeur ave es nouvelles formes d'obstales
réside dans la rédution de l'espae de travail libre pour le robot. Dans notre as, on a opté
pour ette solution pare qu'elle est la mieux adaptée à la tehnique d'évitement d'obstales qui
sera présentée par la suite. Ainsi, en partant de n'importe quelle forme originale de l'obstale,
on l'enveloppe ave l'hypersurfae de rayon minimal. Un exemple de ette représentation est
montré dans la gure 3.1 :
(a) Représentation en 2D. (b) Représentation en 3D.
Figure 3.1  Modélisation des obstales.
Ainsi, la gure 3.1(a) montre le as 2D où l'on englobe l'obstale par un erle de rayon
minimal et la gure 3.1(b) représente le as 3D où un ube est englobé par une sphère.
3.2.2 Tehnique d'évitement d'obstales
Dans la littérature, on peut trouver énormément de tehniques d'évitement d'obstales
[Pourazady & Ho, 1991; Le Boude et al., 2006; Daahi et al., 2012; Perdereau et al., 2002℄.
Chaune d'entre elles se distingue par la forme hoisie du robot, des obstales et la mesure
de distane entre les deux. Dans notre as, an de mesurer la distane entre le robot et les
diérents obstales, on dénit des points de ontrle. Pour dénir es points, on prend le entre
de haque artiulation et l'intersetion de la normale passant par le entre de haque obstale
et la droite formée par les deux entres de deux artiulations suessives, omme on peut le
voir sur la gure 3.2.
Pour haque obstale et par rapport à haque bras du robot, la mesure de distane s'eetue sur
le plan déni par le entre de l'obstale et les deux entres de deux artiulations suessives.
Ainsi, sur la même gure, le plan est formé par les points B, C et C1. Pour illustrer ette
tehnique, on prend un robot planaire à 3 degrés de liberté et un obstale sous la forme d'un
disque, omme illustré sur la gure 3.3 :
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Figure 3.2  Plan utilisé pour la mesure des distanes.
Figure 3.3  Robot planaire ave un obstale.
Ce robot possède 3 bras : OA, AB et BC. On illustre la tehnique uniquement pour le bras
AB mais, au niveau de l'implémentation, la méthode est appliquée pour haque bras et par
rapport à haque obstale. Ave une telle onguration pour le robot et l'obstale, on peut
se retrouver ave 3 as diérents, omme on peut le voir sur la gure 3.4. Le premier as est
représenté dans la gure 3.4(a). Dans e as, la normale passant par le entre de l'obstale (le
point C1) appartient à la droite formée par les deux points A et B. Ainsi, on doit vérier que
la distane |N1C1| est supérieure au rayon de l'obstale. Les deux autres as sont représentés
respetivement dans les gures 3.4(b) et 3.4(). Dans es as, en traçant la normale, le point
d'intersetion n'appartient pas à la droite AB. Ainsi, on n'est pas obligé de vérier si la distane
|N1C1| est supérieure ou non au rayon de l'obstale. An de vérier que le point N1 appartient
ou non à la droite AB, on proède de deux manières diérentes au alul du produit salaire
des deux veteurs
−→
AB et
−−→
AC1. Pour que le point N1 appartienne à la droite AB (gure 3.4(a)),
il faut avoir :
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|−−→AC1| · cos(θ) ≤ |−→AB|
ave −π/2 ≤ θ ≤ π/2
|−−→AC1| et |−→AB| représentent les normes des deux veteurs −→AB et −−→AC1 respetivement. La onsé-
quene d'une telle tehnique est que le nombre de points de ontrle devient variable. En eet,
il dépend de la position de haque obstale par rapport à haque bras. Ainsi, à haque itération,
pour haque bras, on peut avoir deux ou trois points de ontrle.
(a) 1 as. (b) 2 as.
() 3 as.
Figure 3.4  Exemple d'illustration de la détetion d'obstales.
3.3 Problèmes d'optimisation à deux niveaux
Les problèmes d'optimisation à deux niveaux font partie des problèmes d'optimisation hié-
rarhique où l'on inlut un proessus de déision. Dans e genre de problème, un sous-ensemble
des variables de déision est géré par le premier niveau et le reste des variables est géré par
le deuxième niveau. Ainsi, le deuxième niveau tente d'optimiser sa propre fontion objetif en
prenant en ompte ertaines déisions prises par le premier niveau. En retour, le premier niveau
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optimise sa fontion objetif en fontion des déisions prises par le deuxième niveau. Par onsé-
quent, e genre de problème est aratérisé par l'existene de deux problèmes d'optimisation.
Un problème d'optimisation à deux niveaux peut être formulé omme suit :
minx F (x,y)
s.t.
G(x,y) ≤ 0
miny f(x,y)
s.t.
g(x,y) ≤ 0
x ∈ Rn1 et y ∈ Rn2 sont les variables ontrlées par le premier et le deuxième niveau respeti-
vement. F , f : Rn → R, n = n1 + n2. G(x,y) et g(x,y) représentent les ontraintes d'inégalité.
3.4 Formulation du problème de planiation de traje-
toires
Dans ette setion, nous proposons une formulation pour le problème de planiation de
trajetoires basée sur les problèmes d'optimisation à deux niveaux. L'idée est que, dans le
premier niveau, on herhe de nouvelles positions pour l'eeteur (organe terminal du robot)
tout en restant loin des diérents obstales. Une fois la position trouvée, le deuxième niveau se
harge de trouver la meilleure onguration (en termes de variables artiulaires) en exploitant
la redondane du robot. Ainsi, la formulation est la suivante :
min
X
F (X,θ) = α · F1(X) + β · (X −Xc) + γ · F2(θ) (3.4.1)
Sous les ontraintes :
G1(X) ≤ 0, G2(X) ≤ 0
min
θ
L(θ) = δ · F3(θ) + ζ · F4(θ) (3.4.2)
Sous les ontraintes :
g1(θ) ≤ 0, g2(θ) ≤ 0
H(X,θ) = 0
Ave α+β−γ = 1 et ζ−δ = 1. α ∈ [0,1], β ∈ [0,1], γ ∈ [0,1], δ ∈ [0,1], ζ ∈ [0,1], α > β et α > γ.
α est le paramètre de pondération le plus important. On doit s'assurer qu'il est plus grand que
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β et γ. Ave un tel hoix, on donne plus d'importane à la fontion F1(X), e qui nous permet
d'atteindre la position nale. Les diérents ritères et paramètres sont dérits i-dessous.
3.4.1 Fontions objetifs
Dans la formulation proposée, on a deux fontions objetifs, représentées par les équations
3.4.1 et 3.4.2. L'équation 3.4.1 représente la fontion objetif du premier niveau, elle est ompo-
sée de trois ritères. Comme déjà indiqué, le but de e niveau est d'atteindre la position nale,
tout en gardant les points de ontrle loin des diérents obstales. Pour e niveau, les points de
ontrle sont uniquement les entres de haque artiulation. Le premier ritère est dérit par
la fontion F1(X), il représente l'erreur de position entre les positions ourante et nale pour
l'eeteur :
F1(X) =
√
(x− xf)2 + (y − yf)2 (3.4.3)
X = (x,y) représente la position ourante de l'eeteur et (xf,yf) est la position nale à at-
teindre.
Le deuxième terme (X − Xc) de l'équation 3.4.1 nous permet de prendre en onsidération
l'erreur trouvée par les deux niveaux pour la même position de l'eeteur. La valeur de Xc est
trouvée par le deuxième niveau en satisfaisant toutes les ontraintes. Ainsi, le termeX−Xc nous
donne une idée sur le degré de satisfation des ontraintes. Par onséquent, en ajoutant e terme
dans la fontion objetif, on herhe à minimiser au l des générations le degré d'insatisfation
des ontraintes ausées par le deuxième niveau.
Le dernier terme de l'équation 3.4.1 est représenté par la fontion F2(θ). Cette fontion a pour
objetif de garder les points de ontrle (entres des artiulations) loin des diérents obstales.
Son expression est :
F2(θ) =
N∑
i=1
M∑
j=1
d(θ){PCi,Cj} (3.4.4)
d(θ){PCi,Cj} est la distane eulidienne entre le point de ontrle PCi et le entre de haque
artiulation Cj, N est le nombre total de points de ontrle et M est le nombre d'obstales.
Comme déjà préisé préédemment, pour le premier niveau, les points de ontrle sont unique-
ment les entres de haque artiulation. Sans l'utilisation de e ritère, le premier niveau tentera
de minimiser sa fontion objetif sans prendre en ompte l'aspet ollision ave les obstales.
Ainsi, des ollisions peuvent se reproduire et il sera plus diile pour le deuxième niveau de
trouver une solution admissible satisfaisant toutes les ontraintes. La valeur de θ est retournée
49
Algorithmes de planiation de trajetoires libres et en présene d'obstales
par le deuxième niveau.
L'équation 3.4.2 représente la fontion objetif du deuxième niveau, elle est omposée de deux
ritères. Le but de e niveau est de trouver la meilleure onguration pour haune des positions
transmises par le premier niveau. Le premier ritère est représenté par la fontion F3(θ) qui
est utilisée pour maximiser la manipulabilité du robot, son expression est :
F3(θ) = | det{J(θ) · JT (θ)}|1/2 (3.4.5)
J est la jaobienne du robot et JT est sa transposée. La matrie jaobienne est obtenue
par une dérivation du modèle géométrique diret du robot. Ainsi la matrie jaobienne nous
permet d'avoir la relation des vitesses entre l'espae des tâhes et l'espae artiulaire, omme
le montre l'équation i-dessous :
X˙ = J(θ) · θ˙ (3.4.6)
X˙ et θ˙ sont les vitesses respetives dans l'espae des tâhes et l'espae artiulaire.. Dans notre
as, la matrie jaobienne n'est pas arrée (à ause de la redondane). Cependant, ave la formu-
lation proposée, on n'est pas obligé de l'inverser. La manipulabilité est onsidérée omme l'un
des indies de performane du robot [Kuuk & Bingul, 2006℄. En maximisant ette variable, on
applique moins d'eorts pour déplaer le robot. Ainsi, on minimise le ouple appliqué indirete-
ment. D'un autre té, la manipulabilité nous permet d'avoir une mesure de rapprohement du
robot ave ses ongurations singulières [Kuuk & Bingul, 2006; Tsai & Chiou, 1990℄. Par onsé-
quent, travailler ave un maximum de manipulabilité permet de s'éloigner de es ongurations.
Le deuxième ritère est représenté par la fontion F4(θ). Cette fontion est utilisée pour mini-
miser la variation des variables artiulaires et ainsi avoir de petits déplaements. Son expression
est :
F4(θ) = 1/2 ·
K∑
i=1
q2i (θ) (3.4.7)
Les qi représentent les variables artiulaires et K leur nombre total.
3.4.2 Contraintes
Comme pour les fontions objetifs, dans la formulation proposée, on a des ontraintes pour
haun des deux niveaux. En e qui onerne le premier niveau, elles sont représentées par
G1(X) et G2(X). La ontrainte G1(X) est utilisée pour s'assurer que l'eeteur n'entre pas en
50
Algorithmes de planiation de trajetoires libres et en présene d'obstales
ollision ave les diérents obstales. La ontrainte G2(X) sert à minimiser le déplaement de
l'eeteur, son expression est :
G2(X) = |X(i+ 1)−X(i)| ≤ R
X(i+1) est la position trouvée pour l'eeteur à l'étape (i+1) et X(i) est sa position à l'étape
(i). Le hoix de la valeur de R est très important pare que 'est ette dernière qui délimite l'es-
pae de reherhe à haque étape pour le premier niveau. Ainsi, à haque itération, on herhe
une nouvelle position pour l'eeteur à l'intérieur d'un parallélépipède.
Pour le deuxième niveau, les ontraintes sont représentées par g1(θ), g2(θ) et H(X,θ).
La ontrainte g1(θ) représente les limites inférieures et supérieures des diérentes variables
artiulaires. La ontrainte g2(θ) est utilisée pour l'évitement d'obstale. Dans e as, on utilise
la tehnique dérite dans la setion 3.2. La ontrainte d'égalité H(X,θ) représente le modèle
géométrique diret du robot que l'on peut aluler ave la onvention de Denavit Hartenberg
[Shukla et al., 2013℄. Ce modèle représente la relation entre les oordonnées de l'eeteur et les
variables artiulaires :
X = F (θ) et H(X,θ) = X − F (θ)
3.5 Résolution : algorithme bi-génétique
Les problèmes d'optimisation à deux niveaux sont des modèles appropriés pour une large
gamme de proessus industriels. Cependant, leur utilisation est très limitée. Une des raisons de
e fait est le manque d'algorithmes eaes pour la résolution de e genre de formulation. En
eet, les problèmes d'optimisation à deux niveaux sont lassiés dans la atégorie des problèmes
NP-omplets [Calvete et al., 2008℄. Dans la littérature, on peut trouver beauoup de travaux
onernant e genre de problème et ainsi beauoup de tehniques ont pu être développées [Jiang
et al., 2013; Oduguwa & Roy, 2002; Hejazi et al., 2002℄. On peut diviser es tehniques en deux
grandes atégories. La première se base sur la transformation du problème à deux niveaux en
un problème à un seul niveau, en utilisant la méthode de Karush-Kuhn-Tuker [Jiang et al.,
2013; Lv et al., 2007℄ et ensuite sur la résolution de la nouvelle formulation. La deuxième até-
gorie tente de résoudre le problème diretement sans auune transformation [Oduguwa & Roy,
2002; Li & Wang, 2006℄. Pour haune des deux atégories, on peut trouver énormément d'algo-
rithmes et haun d'eux traite une forme partiulière de e problème (en fontion de la fontion
objetif, la nature des ontraintes, et). Ainsi, on peut trouver l'utilisation de l'algorithme
d'optimisation par essaim partiulaire [Jiang et al., 2013℄, une méthode utilisant des fontions
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de pénalités [Wan et al., 2011℄, les algorithmes évolutionnaires [Oduguwa & Roy, 2002; Hejazi
et al., 2002℄, et. Dans notre as, on a opté pour l'utilisation d'une métaheuristique basée sur
les algorithmes génétiques. Beauoup de travaux ont pu prouver leur eaité par rapport à
d'autres algorithmes d'optimisation. On utilise un algorithme génétique pour haque niveau,
omme on peut le voir sur la gure 3.5 :
Figure 3.5  Représentation de l'algorithme bi-génétique.
Comme on peut le voir sur la gure 3.5, on a deux parties : elle qui représente le premier
niveau (à gauhe) et elle du deuxième niveau (à droite).
Dans la formulation présentée dans la setion 3.4, les variables de déision (à optimiser) pour
le premier niveau sont les oordonnées de l'eeteur dans l'espae artésien. Pour le deuxième
niveau, les variables de déision sont les variables artiulaires. Au début de l'exéution, toute
la population du premier niveau est initialisée au même point, qui représente la onguration
initiale du robot. Après évaluation de la population, on applique les opérateurs de l'algorithme
génétique, à savoir, la séletion, le roisement et la mutation. A haque génération, le premier
niveau envoie son résultat pour le deuxième niveau, e qui lui permet de délenher son exéu-
tion. Après ela, il se met en état d'attente du résultat produit par le deuxième niveau avant
de ontinuer son exéution.
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Le deuxième niveau, après réeption des données du premier niveau, ommene son exéu-
tion. A haque exéution du deuxième niveau, on initialise la population ave le résultat trouvé
dans la préédente étape. Proéder de ette façon est important pour la fontion F4(θ). En
eet, ette fontion a pour objetif de minimiser les variations des variables artiulaires entre la
préédente et la nouvelle solution à trouver, e qui permet aussi d'aélérer l'exéution du ode.
Une fois la population initialisée, on applique les opérateurs de l'algorithme génétique durant
g2max générations, qui orrespondent au maximum de générations pour le deuxième niveau.
A haque g2max, le deuxième niveau suspend son exéution, sauvegarde le résultat trouvé et
l'envoie au premier niveau. Après, il se met en attente de données provenant du premier ni-
veau. Le temps d'exéution et la omplexité du deuxième niveau dépendent du nombre et de
la position des diérents obstales. En eet, si on a un nombre élevé d'obstales, le nombre de
ontraintes augmente et ainsi, l'exéution prend plus de temps.
Au maximum de générations g1max, le premier niveau envoie un message "STOP" au deuxième
niveau et ainsi est marquée la n de l'exéution.
3.6 Résultats de simulation sur le modèle du robot Neuro-
mate
Pour tester la méthode proposée, on utilise le modèle du robot Neuromate. Ce robot est
utilisé dans les interventions hirurgiales au niveau de la tête, omme dans le traitement de la
maladie de l'hydroéphalie. Ainsi, planier une trajetoire pour e robot onsiste à le ramener
de n'importe quelle onguration vers elle où l'eeteur sera plaé à un endroit préis sur la tête
du patient. Plus de détails sur l'utilisation de e robot peuvent être trouvés dans [Renishaw℄.
La gure 3.6 montre une représentation de e robot :
Figure 3.6  Représentation du robot Neuromate.
53
Algorithmes de planiation de trajetoires libres et en présene d'obstales
Le robot possède inq degrés de liberté. Toutes les artiulations sont rotatives. Le modèle
géométrique du robot est alulé par le biais de la onvention de Denavit-Hartenberg [Shukla
et al., 2013℄ et le modèle inématique est obtenu par une simple dérivation de e dernier. Les
détails de es aluls sont donnés en annexe. Les limites artiulaires pour haque artiulation
sont résumées dans le tableau suivant :
Joints Min(rad) Max(rad)
θ1 −π π
θ2 −π π
θ3 −π/2 π/2
θ4 −π/2 π/2
θ5 −π/2 π/2
Tableau 3.1  Limites artiulaires.
La position initiale de l'eeteur est [1,1727cm,−6,3085cm,−0,75cm] et la position nale à
atteindre est [5,5cm, 1,5cm, 0,8cm]. Pour l'évitement d'obstales, on en onsidère 15, tous ave
le même rayon, qui est de 0,4cm, leurs positions dans l'espae de travail du robot sont indiquées
dans le tableau suivant :
Positions S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15
X(cm) 1,0 0,5 1,5 2,0 2,0 2,0 3,0 2,5 3,5 4,5 4,5 4,5 4,0 3,0 3,5
Y (cm) −4,0 −4,0 −4,0 −3,0 −1,0 −2,0 0,0 0,0 0,0 1,5 2,0 2,5 2,0 2,0 2,0
Z(cm) −0,5 −0,5 −0,5 −1,2 −1,2 −1,2 0,0 0,0 0,0 1,0 1,0 1,0 0,0 0,0 0,0
Tableau 3.2  Position des obstales dans l'espae de travail du robot.
Le hromosome du premier niveau est omposé de trois gènes qui représentent les oordon-
nées de l'espae artésien en 3 dimensions. Pour le deuxième niveau, le hromosome est omposé
de inq gènes représentant les variables artiulaires, omme on peut le voir sur la gure 3.7 :
(a) Premier niveau. (b) Deuxième niveau.
Figure 3.7  Les hromosomes de l'algorithme.
Pour le premier test réalisé, les paramètres de pondération sont hoisis de sorte à donner plus
d'importane au premier ritère (erreur de position) représenté par l'équation 3.4.3. Ainsi, on
prend α = 0,4, β = 0,3 et γ = −0,3. Pour le deuxième niveau, on donne plus d'importane aux
variations des variables artiulaires (équation 3.4.7). Ainsi, on aura δ = −0,4 et ζ = 0,6. Le but
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de e hoix est de valider l'algorithme et la formulation proposée et, par la même oasion, de
tester les paramètres hoisis pour les deux algorithmes génétiques qui sont représentés dans le
tableau suivant :
Paramètres Premier niveau Deuxième niveau
Taille de la population 60 70
Nombre de générations 20 60
Taux de mutation 0,2 0,3
Probabilité de roisement 0,6 0,6
Taille du tournoi 4 4
Tableau 3.3  Paramètres de l'algorithme.
Dans la tableau 3.3, seul le nombre de générations et la taille de la population ont été réglés
durant les tests. Pour les autres paramètres, on prend les valeurs par défaut utilisées dans la
littérature. Comme l'algorithme utilise des opérateurs probabilistes, on est obligé de le relaner
plusieurs fois an de valider les résultats des tests. Dans notre as, on le relane 50 fois. Les
résultats de simulation sont représentés dans les gures i-dessous. Les deux gures 3.8(a) et
3.8(b) présentent l'évolution du meilleur individu pour le premier niveau. Dans la gure 3.8, on
peut voir l'inuene des opérateurs de l'algorithme génétique. En eet, on peut remarquer la
diversiation due à l'opérateur de mutation et l'intensiation due à l'opérateur de roisement.
Ainsi, on peut valider le hoix pour les paramètres onernant l'algorithme (tableau 3.3).
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Figure 3.8  Évolution du meilleur individu : premier niveau.
Dans la gure 3.8(b), on peut remarquer que la valeur de la fontion objetif augmente et
après se stabilise à la n (à la onvergene). On peut aussi noter que l'éart-type est petit au
début et à la onvergene, alors qu'il est plus important autre part. Comme on initialise toute
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la population au même point au départ, théoriquement, on devait avoir un éart-type nul. Les
résultats montrent un petit éart-type pare que la valeur du seond membre dans la fontion
objetif (X − Xc) n'est pas nulle. A la onvergene, on a aussi un petit éart-type, 'est dû
aux valeurs transmises par le deuxième niveau et par le fait qu'on peut atteindre la position
nale par plusieurs hemins. Les deux gures qui suivent montrent le même type de résultat
au deuxième niveau :
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Figure 3.9  Évolution du meilleur individu : deuxième niveau.
Comme on peut le voir sur la gure 3.9, on a les mêmes onlusions que elles présentées pour
le premier niveau, en e qui onerne le hoix des paramètres de l'algorithme génétique, e qui
onrme le bon hoix de es derniers.
L'allure de la ourbe présentée dans la gure 3.9 dépend de la disposition hoisie pour les
diérents obstales. Dans e niveau, on maximise la manipulabilité du robot et on minimise la
variation des variables artiulaires. Théoriquement, on devrait avoir une ourbe qui augmente
tout le temps. Cependant, omme on peut le voir sur la gure 3.9, on a une partie de la ourbe
qui déroît. Cei est dû à la position hoisie pour ertains obstales (gure 3.12). En eet, à
ette étape, les obstales sont très prohes du robot. Ainsi, le nombre de ontraintes augmente
et l'espae libre du robot diminue.
Dans le premier niveau, le plus important des ritères est l'erreur de position pour l'eeteur
(e qui nous permet d'atteindre la position nale : fontion F1(X)). Ainsi, il est important de
montrer l'évolution de ette erreur, e qui est fait dans les gures suivantes :
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ourbe.
Figure 3.10  Erreur de position pour l'eeteur.
Comme on peut le onstater sur la gure 3.10, l'erreur de position de l'eeteur déroît d'une
manière progressive. Ainsi, l'eeteur atteint orretement la position nale. On peut aussi
remarquer qu'après les 15 générations de l'exéution, l'erreur de position est très petite. An
de onlure sur la néessité ou non d'utiliser plus de générations, on zoome une partie de la
ourbe entre la 14 ème génération et la dernière génération. Le résultat est présenté dans la
gure 3.10(b). Ave ette gure, on peut onlure que l'erreur de position est inférieure à 1 % e
qui est aeptable dans notre as. Ce résultat permet aussi de valider le nombre de générations
hoisi pour le premier niveau.
La gure suivante présente le temps CPU néessaire pour atteindre la position nale :
0 10 20 30 40 50 60
0
100
200
300
400
500
600
700
800
900
Test
T
e
m
p
s
C
P
U
[s
]
Figure 3.11  Temps CPU.
Comme on peut le voir sur la gure 3.11, pour tous les tests réalisés, le temps CPU néessaire
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est ompris entre 700 et 800 seondes. On ne peut pas onlure d'une manière objetive sur e
résultat pare qu'il dépend fortement de la onguration hoisie (nombre d'obstales et leurs
positions, la nature du robot). Avoir un nombre important d'obstales fait augmenter fortement
le nombre de ontraintes dans la formulation proposée. Ainsi, on aura besoin de plus de temps
pour minimiser les fontions objetifs en satisfaisant toutes les ontraintes. La gure suivante
présente toutes les ongurations obtenues pour le robot :
(a) Vue 1. (b) Vue 2.
Figure 3.12  Congurations suessives du robot.
Dans ette gure, on peut voir que le robot atteint sa position nale et évite tous les obstales qui
se trouvent dans son espae de travail. Les points ave le symbole ⋆ représentent les positions
suessives de l'eeteur. La ligne ave la ouleur bleue représente la trajetoire suivie par
l'eeteur. La gure suivante présente deux solutions diérentes trouvées par l'algorithme :
(a) Solution 1. (b) Solution 2.
Figure 3.13  Deux solutions trouvées par l'algorithme.
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Comme on peut le voir, l'algorithme peut trouver deux hemins diérents pour atteindre la
position nale, du fait des opérateurs probabilistes utilisés par l'algorithme génétique. Cei
explique les résultats présentés préédemment (gure 3.9 et gure 3.10). La gure suivante
présente la variation des variables artiulaires pour un test hoisi arbitrairement :
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Figure 3.14  Variation des variables artiulaires.
Dans ette gure, on peut onstater qu'il n'y a pas d'osillations signiatives dans la variation
des variables artiulaires. Ainsi, on évite au robot des résonanes méaniques et des mouve-
ments brusques. On peut aussi remarquer que les variations sont très petites pour les variables
artiulaires. Le deuxième as étudié a pour objetif de montrer l'importane du hoix des pa-
ramètres de pondération pour les fontions objetifs. Par exemple, on prend α = 0,1, β = 0,2
et γ = −0,7 pour la fontion objetif du premier niveau et les mêmes valeurs pour le deuxième
niveau. Dans e as et pour le premier niveau, on donne plus d'importane pour la fontion
F2(θ) représentée par l'équation 3.4.4. Le résultat est présenté dans la gure suivante :
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Figure 3.15  Évolution du meilleur individu.
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Comme on peut le voir dans les deux gures 3.15(a) et 3.15(b), les deux fontions objetifs
ne onvergent pas à la n de l'exéution. Ainsi, l'eeteur dans e as n'atteindra jamais la
position nale. La raison est qu'on donne plus d'importane pour la fontion F2(θ). Ainsi, le
meilleur individu est elui qui possède la plus grande valeur relativement à ette fontion et sa
valeur pour la fontion F1(X) ne joue pas un rle important. Don, on peut onlure que le
hoix des paramètres de pondération est très important. Comme déjà mentionné dans la setion
3.4, on doit prendre α supérieur à β et à γ pour assurer la onvergene.
3.7 Conlusion
Dans e hapitre, on a présenté une nouvelle tehnique de planiation de trajetoires pour
les bras manipulateurs redondants. La formulation proposée est basée sur les problèmes d'opti-
misation à deux niveaux et une métaheuristique à base d'algorithmes génétiques a été utilisée
pour la résolution. Dans la formulation proposée, on a pris en ompte tous les aspets liés
au problème de planiation (évitement d'obstales, singularité du robot). Le résultat de la
tehnique proposée est un ensemble de ongurations par lesquelles le robot doit passer. Un
avantage majeur de ette méthode est qu'il n'est pas néessaire de aluler le modèle inéma-
tique inverse. Dans e genre d'étude, il est diile de proéder à une omparaison ave d'autres
méthodes pare que haque travail est aratérisé par le type de robot utilisé, la formulation
et la tehnique de résolution. Cette partie a fait l'objet de deux publiations [Menasri et al.,
2015, 2013℄.
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Chapitre Quatre
Planifiation par interpolation via des
métaheuristiques et des ourbes
polynomiales
4.1 Introdution
Dans e hapitre, nous proposons une méthode d'interpolation pour une lasse partiulière
de problèmes de planiation de trajetoires. Cette méthode vise en premier lieu à ompléter
elle dérite dans le hapitre préédent. En eet, le résultat obtenu ave la méthode dérite dans
le hapitre 3 est un ensemble de ongurations par lesquelles le robot doit passer. Cependant,
ave e type de résultat, on n'a auune idée du temps néessaire pour passer d'une onguration
à une autre, du temps total du mouvement et de l'allure des ourbes nales. D'où l'objet de
e hapitre qui vise à ompléter e genre de résultat. On propose une formulation pour e pro-
blème sous forme d'un problème d'optimisation sous ontraintes. Une métaheuristique à base
d'algorithme génétique assoié au lagrangien augmenté est utilisée pour la résolution.
Ce hapitre est organisé omme suit : la setion 4.2 donne une desription détaillée du
problème traité dans e hapitre. La formulation proposée est dérite dans la setion 4.3. L'al-
gorithme de résolution est présenté dans la setion 4.4. Les résultats de simulation sont présentés
dans la setion 4.5 et nous onluons le hapitre dans la setion 4.6.
4.2 Desription du problème traité
Comme mentionné préédemment, dans e hapitre on propose une méthode d'interpolation
pour une lasse partiulière de problèmes de planiation de trajetoires. Dans la littérature,
de nombreuses tehniques ont été développées dans e ontexte [Gasparetto & Zanotto, 2007;
Tian & Collins, 2004; Solteiro E. J. et al., 2007℄. Le point ommun entre toutes es tehniques
est que les données initiales doivent être en deux dimensions (position en fontion du temps).
Cependant, le résultat fourni par la méthode présentée dans le hapitre 3 est un ensemble de
ongurations et don de données en une seule dimension. Ainsi, on ne peut pas appliquer les
méthodes lassiques d'interpolation diretement. An de trouver une solution à e problème,
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on peut proéder selon deux approhes. La première onsiste à aeter à haque position une
valeur sur l'axe du temps, et ensuite appliquer les méthodes lassiques d'interpolation. La
deuxième approhe est de résoudre le problème diretement. Dans notre as, on privilégie
la deuxième approhe pare que tous les ritères que l'on va dénir sont orrélés entre eux.
Par onséquent, on ne peut pas les traiter séparément. Dans les problèmes d'interpolation,
généralement on utilise soit des fontions trigonométriques [Su & Zou, 2012℄, soit des fontions
polynomiales [Gasparetto & Zanotto, 2007, 2010; Shukla et al., 2013℄. L'avantage ave les
fontions trigonométriques est qu'elles sont inniment dérivables. Par onséquent, le lissage des
ourbes obtenues est assuré. L'inonvénient est qu'on ne peut pas proéder à des hangements
sur la nature des données. En eet, un des problèmes majeurs dans les problèmes d'interpolation
est la nature des données initiales. Si les n÷uds sont trop près l'un de l'autre, l'interpolation
devient plus diile. Dans e as, l'utilisation des fontions polynomiales est plus intéressante
puisqu'on peut failement modier les données. Dans notre as, on a opté pour e hoix. An
d'avoir de bons résultats d'interpolation en robotique, on doit assurer des ourbes lisses à la fois
au niveau des positions, vitesses et aélérations. Pour garantir e type de résultat, on utilise
des fontions polynomiales d'ordre 4 omme on peut le voir sur la gure 4.1 :
Figure 4.1  Exemple d'utilisation des fontions polynomiales d'ordre 4.
Pi(t) et Pi+1(t) sont des fontions polynomiales d'ordre 4.
Pi(t) = a
i
0 + a
i
1 · t+ ai2 · t2 + ai3 · t3 + ai4 · t4
Pi+1(t) = a
i+1
0 + a
i+1
1 · t + ai+12 · t2 + ai+13 · t3 + ai+14 · t4
Dans la gure préédente, initialement, on a uniquement les valeurs de Xi, Xi+1 et Xi+2.
Notre objetif est de ompléter la trajetoire par interpolation. Cette opération est réalisée en
alulant les oeients de haune des fontions Pi et Pi+1 et en déterminant en même temps
les meilleures valeurs des variables de temps Ti,Ti+1 et Ti+2.
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4.3 Formulation proposée
Dans ette setion, nous proposons une formulation pour notre problème sous forme d'un
problème d'optimisation sous ontraintes. Beauoup de ritères peuvent être dénis dans e
ontexte. Cependant, le as traité étant un as très général, on ne peut pas utiliser des ritères
reliés à la inématique ou à la dynamique du robot. Comme on utilise une fontion polynomiale
entre haque paire de n÷uds suessifs, on est obligé d'assurer la ontinuité au niveau de haun
de es points, e qui est réalisé dans notre as par la dénition de ontraintes. La formulation
sera expliquée relativement au as d'étude présenté illustré par la gure 4.1.
4.3.1 Critères
Dans la formulation proposée, on utilise quatre ritères. Le premier a pour objetif d'optimi-
ser le temps total du mouvement, de la position initiale à la position nale. Vu que les données
initiales sont sur une seule dimension, on herhe les meilleures valeurs sur l'axe du temps, et
le fait d'aller plus vite nous permet de minimiser la onsommation d'énergie. Son expression
est la suivante :
F1(~a) =
N−1∑
i=1
h2i (~a) (4.3.1)
où
hi = Ti+1 − Ti
N représente le nombre total de n÷uds. hi simule le temps de mouvement entre haque paire
de n÷uds suessifs (gure 4.1). Le veteur ~a représente le veteur des variables de déision
(paramètres à trouver), il est omposé des oeients des diérentes fontions polynomiales et
des paramètres temps.
An de minimiser la longueur des ourbes, le ritère suivant est utilisé :
F2(~a) =
N−1∑
i=1
q˙2i (~a) (4.3.2)
q˙i représente la vitesse angulaire. En eet, pour une fontion y = g(x), la longueur de la ourbe
est dénie par l'équation Eq.4.3.3 et, par onséquent, l'expression simpliée Eq.4.3.4 est adoptée
pour minimiser la longueur de la ourbe :
∫ [
1 +
(
dg
dx
)2]
dx (4.3.3)
∫ (
dg
dx
)2
dx =
∫
g˙2dx (4.3.4)
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Relativement à la gure 4.1, q˙i est la première dérivée de la fontion Pi.
Le troisième ritère est utilisé pour minimiser les ondulations dans les déplaements du
robot, il est exprimé omme suit :
F3(~a) =
N−1∑
i=1
q¨2i (~a) (4.3.5)
q¨i représente l'aélération angulaire. Ave la représentation de la gure 4.1, q¨i est la deuxième
dérivée de la fontion Pi.
Le dernier ritère est utilisé pour minimiser le jerk e qui permet de préserver la struture
méanique du robot en réduisant la résonane des ationneurs. Son expression est :
F4(~a) =
N−1∑
i=1
...
q 2
i (~a) (4.3.6)
...
q i représente le jerk angulaire. Ave la représentation de la gure 4.1,
...
q i est la troisième dé-
rivée de la fontion Pi.
4.3.2 Contraintes
Dans la formulation proposée, les ontraintes sont utilisées pour assurer la ontinuité aux
diérents n÷uds. En eet, omme on utilise une fontion polynomiale entre haque paire de
n÷uds, on doit s'assurer que la totalité de la trajetoire ne présente pas de points de disonti-
nuité. Ainsi, relativement à la représentation faite dans la gure 4.1, on dénit des ontraintes
de ontinuité au niveau des positions, vitesses, aélérations et jerks.
P~ai (Ti+1) = P
~a
i+1(Ti+1) (4.3.7)
q˙~ai (Ti+1) = q˙
~a
i+1(Ti+1) (4.3.8)
q¨~ai (Ti+1) = q¨
~a
i+1(Ti+1) (4.3.9)
...
q ~a
i (Ti+1) =
...
q ~a
i+1(Ti+1) (4.3.10)
P , q˙, q¨,
...
q
représentent les ourbes de position, vitesse, aélération et jerk respetivement.
Pour s'assurer que la ourbe représentant la position passe au plus près des diérents n÷uds,
on dénit une ontrainte supplémentaire pour haque n÷ud. Par exemple, pour le n÷ud ave
la valeur Xi, on aura :
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|P~ai (Ti)−Xi| ≤ R (4.3.11)
R est un paramètre dont la valeur doit être hoisie très faible an de passer au plus près des
diérents n÷uds. En plus de es diérentes ontraintes, on a aussi les onditions initiales et
nales à respeter. Toutes les ontraintes préédemment dénies sont dupliquées au niveau de
haque n÷ud.
La fontion objetif globale à minimiser est omposée des ritères 4.3.1, 4.3.2, 4.3.5, 4.3.6.
On divise haun d'entre eux par sa valeur maximale dans le but de normaliser la fontion
objetif. Ainsi, ave es ritères et les diérentes ontraintes, la formulation est la suivante :
min F (~a) = α · F1(~a)/T 2max + β · F2(~a)/V 2max + γ · F3(~a)/A2max + δ · F4(~a)/J2max (4.3.12)
Sous les ontraintes
{
Conditions de ontinuité
Conditions initiales et finales
Où α, β, γ, δ sont des paramètres de pondération tels que α + β + γ + δ = 1.
Tmax, Vmax, Amax et Jmax représentent le maximum autorisé pour le temps de mouvement, la vi-
tesse , l'aélération et le jerk respetivement. Seul Tmax est hoisi arbitrairement pour satisfaire
ertaines exigenes (une limitation dans le temps total du mouvement). Les autres paramètres
doivent être hoisis relativement aux paramètres physiques du robot.
4.4 Résolution
Dans la formulation proposée, on a beauoup de ontraintes à satisfaire, e qui produit une
omplexité de résolution importante, qui roît en fontion du nombre de n÷uds initiaux. En
eet, en augmentant le nombre de n÷uds on fait augmenter automatiquement la dimension
de l'espae de reherhe et le nombre de ontraintes. Ainsi, trouver une solution satisfaisante
tout en respetant toutes les ontraintes est un problème assez diile. Ave la formulation
proposée, le lissage des ourbes résultantes est omplètement géré par les ontraintes. C'est
pourquoi on est obligé de satisfaire l'ensemble des ontraintes. Pour résoudre e problème,
on ombine la méthode du lagrangien augmenté ave un algorithme génétique. L'utilisation du
lagrangien augmenté permet d'avoir une meilleure gestion des ontraintes et ensuite l'algorithme
génétique permet de déterminer la meilleure solution.
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4.4.1 Le Lagrangien augmenté
Pour gérer les diérentes ontraintes dans la formulation proposée, on a opté pour la mé-
thode du lagrangien augmenté [Lewis & Torzon, 2002℄. Dans les problèmes omportant un
nombre assez important de ontraintes, e n'est pas faile pour n'importe quel algorithme de
man÷uvrer dans les régions admissibles. Cependant, la méthode du Lagrangien augmenté ad-
met des solutions non faisables, mais elle onverge progressivement vers des solutions faisables
et optimales au l des itérations, e qui justie notre hoix [Shukla et al., 2013℄. Pour un
problème d'optimisation de type :
minxf(x) (4.4.1)
sous les ontraintes :
ci(x) ≤ 0, i = 1...m (4.4.2)
ceqi(x) = 0, i = m+ 1...mt (4.4.3)
Le veteur c(x) représente les ontraintes non linéaires d'inégalité, et ceq(x) les ontraintes
non linéaires d'égalité, m est le nombre total de ontraintes inégalité, et mt le nombre total de
ontraintes. Le problème d'optimisation sous ontraintes est transformé en un problème sans
ontraintes ave la fontion du lagrangien augmenté, omme suit :
F (x,λ,s,ρ) = f(x)−
m∑
i=1
λi.si.log(si − ci(x)) +
mt∑
i=m+1
λi.ceqi(x) + ρ/2.
mt∑
i=m+1
ceqi(x)
2
(4.4.4)
où les omposantes λi du veteur λ sont positives, onnues omme étant les estimations des
multipliateurs de Lagrange. Les éléments si du veteur s sont des hangements positifs. ρ est
le paramètre de pénalité (positif). Ces paramètres sont atualisés à haque génération. Ainsi
pour l'itération k + 1, les paramètres sont atualisés omme suit :
ρk+1 = 10.ρk (4.4.5)
A haque itération, le paramètre de pénalité est multiplié par un fateur 10. En général, le
hoix du fateur dépend du problème à résoudre.
λk+1i = λ
k
i + ρ
k.ceqki (x) (4.4.6)
Comme on peut le voir dans l'équation 4.4.4, le veteur λ, qui représente les estimations des
multipliateurs de Lagrange, est omposé de deux parties : la première partie onerne les
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ontraintes d'égalité et la deuxième est dédiée aux ontraintes d'inégalité. L'équation 4.4.6
montre l'atualisation pour la partie onernant les ontraintes d'égalité. Comme on peut le
voir, haque ontrainte d'égalité a son propre oeient λi qui est atualisé à haque itération,
en prenant en ompte la valeur de la ontrainte en question dans la préédente itération.
λk+1i = λ
k
i .s
k
i /[s
k
i − cki (x)] (4.4.7)
L'équation 4.4.7 montre l'atualisation de la deuxième partie du veteur λ, elle onernant
les ontraintes d'inégalité.
sk+1i = 1/ρ.λ
k+1
i (4.4.8)
Pour aluler les nouvelles valeurs du veteur s, il est néessaire de mettre à jour le veteur
λ et le fateur de pénalité.
Un autre point important dans l'utilisation de la méthode du Lagrangien augmenté est
qu'on n'est pas obligé d'avoir une valeur très élevée pour le fateur de pénalité pour assurer la
onvergene. Il est aussi important de noter qu'il y a plusieurs variantes de ette méthode. Une
desription omplète de ette méthode peut être trouvée dans [Lewis & Torzon, 2002; Conn
et al., 1992, 1991℄.
4.4.2 Opérateurs de l'algorithme génétique
En e qui onerne les opérateurs de l'algorithme, on prend eux qui sont usuellement
utilisés dans la littérature. Cependant, on a modié l'opérateur de mutation, an d'aélérer la
onvergene de l'algorithme. Les diérents opérateurs sont ités i-dessous :
Opérateur de séletion : pour et opérateur, on hoisit la séletion par tournoi.
Opérateur de roisement : pour et opérateur, on utilise le roisement à deux points.
Opérateur de mutation : en e qui onerne l'opération de mutation, on utilise la
mutation gaussienne, mais ave une adaptation. Cette adaptation vise à aélérer la
onvergene. Cet opérateur agit sur un seul individu pour réer la progéniture. Chaque
individu est odé sous forme de hromosome, e dernier est omposé d'un ertain nombre
de gènes. L'opérateur de mutation agit sur quelques gènes qui sont séletionnés selon
la probabilité de mutation. La forme générale du alul de la progéniture à partir des
parents est la suivante :
x
′
= x+M
M est une variable aléatoire, x représente le parent et x
′
est la progéniture réée. Pour
la valeur de M , on prend une distribution gaussienne M = N(0,σ), N(0,σ) suit une
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loi normale de moyenne 0 et de variane σ. L'opérateur de mutation vise à avoir de la
diversiation dans la reherhe, e qui permet d'explorer tout l'espae de reherhe.
Cependant, au l des itérations, il est plus intéressant de réduire l'eet de et opérateur
pour onverger plus rapidement. C'est pourquoi on dénit un fateur qui sera atualisé
à haque itération omme suit :
sale = sale-sale.générationactuelle/(maximum de générations)
Après ela, on alule la progéniture omme suit :
x
′
= x+ scale.M
Le shéma global de l'algorithme utilisé est illustré par la gure 4.2.
Figure 4.2  Shéma global de l'algorithme
4.4.3 Codage de la solution
La dimension de l'espae de reherhe dépend du nombre prédéni de points de ontrle
(les n÷uds). En eet, la taille du hromosome est diretement reliée au nombre de n÷uds. Par
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exemple, pour le as représenté par la gure 4.1, le odage du hromosome est représenté sur
la gure 4.3.
Figure 4.3  Codage de la solution.
ave ai ∈ R, Ti ∈ R∗+.
Ainsi, le hromosome est omposé des oeients de toutes les fontions polynomiales utilisées
ainsi que des valeurs sur l'axe des temps. Pour N n÷uds, la taille du hromosome est 6.N − 5.
4.5 Résultats de simulation
Pour tester la formulation proposée, on prend quatre points de ontrle (positions angu-
laires) ave les valeurs : −80◦, −10◦, 70◦, 150◦. Ainsi, le hromosome représentant la solution
est omposé de 19 gènes. Pour l'algorithme génétique utilisé, on xe la taille de la population, le
taux de mutation, la probabilité de roisement et la taille du tournoi. Le nombre de générations
est ajusté pendant les tests. Le tableau suivant résume les hoix opérés pour l'ensemble de es
paramètres :
Paramètres Valeurs
Taille de la population 50
Nombre de générations 20
Taux de mutation 1
Probabilité de roisement 0,4
Taille du tournoi 4,0
Tableau 4.1  Paramètres de l'algorithme géné-
tique.
Paramètres Valeurs
Tmax 20 s
Vmax 40 deg/s
Amax 40 deg/s
2
Jmax 25 deg/s
3
Tableau 4.2  Paramètres hoisis pour la for-
mulation.
Dans le tableau 4.2, on indique les valeurs des paramètres utilisés dans la formulation pro-
posée (équation 4.3.12). On utilise le maximum de générations pour arrêter l'exéution de
l'algorithme. La population initiale est xée aléatoirement. Les valeurs sur l'axe du temps et
les diérents oeients sont trouvés simultanément. On prend R = 5.10−10, et les onditions
initiales et nales sont nulles pour la vitesse et l'aélération.
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Le premier as traité a pour objetif de montrer le résultat produit par l'algorithme pour
un hoix arbitraire des paramètres de pondération de la fontion objetif. Ainsi, on prend :
α = 0,3, β = 0,25, γ = 0,25, δ = 0,2. Par e hoix, on donne pratiquement la même pondération
pour tous les ritères. Le premier résultat est montré dans les gures 4.4, 4.5, 4.6 :
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Figure 4.4  Position angulaire.
Au niveau de la position, omme on peut le voir sur la gure 4.4, on obtient un bon résultat
en termes de lissage de la trajetoire et la ourbe résultante passe par tous les points prédénis
qui sont représentés par des petits erles noirs. Aussi, on peut remarquer que le temps total
du mouvement est inférieur à 15 seondes (inférieur à Tmax).
La gure 4.5 présente le résultat obtenu au niveau de la vitesse :
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Figure 4.5  Vitesse angulaire.
A e niveau, on obtient aussi une ourbe lisse. Les onditions initiales et nales sont également
respetées. Sur la gure 4.5, on peut remarquer que le maximum de vitesse est prohe de 35
70
Planiation par interpolation via des métaheuristiques et des ourbes polynomiales
deg/s (inférieur à Vmax).
La gure 4.6 montre le résultat au niveau de l'aélération :
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Figure 4.6  Aélération angulaire.
Dans le as de l'aélération, on obtient aussi un résultat tout à fait satisfaisant. En eet, on a
une ourbe lisse qui respete les onditions initiales et nales. On peut aussi remarquer que le
maximum d'aélération est prohe de 10 deg/s2 qui est inférieur à Amax (déni dans le tableau
4.2).
Pour les résultats présentés préédemment, l'algorithme a été exéuté une seule fois. Don, à e
stade, on ne peut pas onlure sur les résultats obtenus. L'algorithme étant stohastique, il est
en eet néessaire de le réexéuter plusieurs fois an de mettre en évidene son eaité et sa
apaité à reproduire les résultats. Ainsi, on exéute l'algorithme 20 fois. Le premier résultat
est illustré par la gure 4.7, il représente la variation de la fontion objetif :
Figure 4.7  Moyenne et éart-type de la fontion objetif.
Comme on peut le onstater sur la gure 4.7, l'algorithme onverge vers la même région. Aux
dernières générations, on obtient une moyenne de 0,4484 et un éart-type de 0,3784. On peut
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noter que l'éart-type est grand. Cei est dû au réglage des paramètres de l'algorithme génétique
et probablement à la présene de minima loaux. Don, il est néessaire d'ajuster la valeur des
paramètres an d'améliorer e résultat en réduisant l'éart-type.
Les gures suivantes illustrent les résultats onernant les maxima de vitesse, aélération,
jerk et le temps :
Figure 4.8  Maximum de vitesses.
Comme on peut le voir dans la gure 4.8, on obtient un résultat satisfaisant tout en respetant
la valeur prédénie pour le maximum de vitesse (dans notre as 40 deg/s) dans la majorité des
tests. Cependant, les paramètres de l'algorithme doivent être réajustés. La gure 4.9 présente
le résultat onernant le maximum et le minimum des aélérations :
Figure 4.9  Maximum et minimum des aélérations.
Comme le met en évidene la gure 4.9, au niveau des aélérations, tous les tests sont satis-
faisants et la valeur prédénie pour le maximum d'aélération Amax (40 deg/s
2
) est respetée.
La gure 4.10 représente le résultat obtenu pour le maximum de jerk. Sur ette gure, il y a
un seul test où la valeur prédénie pour le maximum de jerk n'est pas respetée. Don, on
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peut onlure que le résultat est en général satisfaisant à e niveau. La gure 4.11 présente le
résultat pour le temps total du mouvement.
Figure 4.10  Maximum de jerk.
Figure 4.11  Maximum du temps de mouvement.
Dans le as du temps total du mouvement, pour la majorité des tests, la valeur prédénie de
Tmax est respetée. En eet, omme on peut le remarquer, il y a un seul test où la valeur n'est pas
respetée. Un autre point important à vérier est le temps CPU onsommé par l'algorithme
pour fournir un résultat, e qui est illustré par la gure 4.12. Pour la majorité des tests, le
temps CPU néessaire est inférieur à 6s, e qui est aeptable dans notre as. Ce point montre
l'eaité de l'algorithme génétique.
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Figure 4.12  Temps CPU.
A e stade, on peut onlure que le hoix des paramètres de pondération pour la fontion
objetif, où on donne la même importane pour tous les ritères, et des paramètres de l'al-
gorithme génétique est aeptable. En eet, nous l'avons montré dans les gures préédentes,
e hoix nous a permis d'obtenir des résultats satisfaisants, en termes de lissage des ourbes
de position, vitesse et aélération. En exéutant l'algorithme plusieurs fois, on a montré qu'il
onverge vers la même région, dans la majorité des as, les onditions aux limites sont respe-
tées (maximum de vitesse, aélération, ...). Un autre point important est que le temps CPU
néessaire est aeptable dans notre as.
Comme mentionné préédemment, le premier as traité est réalisé pour un hoix arbitraire
des paramètres de pondération. Cependant, il est néessaire d'évaluer le omportement de
l'algorithme quand es paramètres hangent. Le but de e deuxième as d'étude est d'explorer
e point. Ainsi, on dénit 20 tests dans lesquels on hange les paramètres de pondération en
gardant les mêmes valeurs pour les paramètres de l'algorithme génétique. Pour haque test, on
exéute l'algorithme 20 fois et on alule la moyenne et l'éart-type pour ertaines variables.
La gure suivante montre l'ensemble des tests réalisés :
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Figure 4.13  Les tests réalisés.
Comme on peut le voir sur la gure 4.13, haque test orrespond à un hoix des paramètres de
pondération. Par exemple, le test 15 orrespond au hoix (α = 0,3, β = 0,3, γ = 0,3, δ = 0,1).
Pour haun de es tests, on garde toujours α + β + γ + δ = 1. Les gures suivantes illustrent
les résultats obtenus :
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Figure 4.14  Moyenne et éart-type de la fontion objetif à la onvergene.
La gure 4.14 représente la moyenne et l'éart-type pour haun des tests réalisés (résultats
obtenus à la onvergene), on peut onlure qu'on obtient des bons et des mauvais résultats en
termes de onvergene. En eet, dans le test 8 (α = 0,1, β = 0,5, γ = 0,1, δ = 0,3), l'éart-type
est très grand omparativement à eux obtenus ave les autres tests. Ave le test 18 (α = 0,5,
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β = 0,1, γ = 0,3, δ = 0,1), on obtient le meilleur résultat. En eet, on obtient le minimum
des valeurs pour la moyenne et l'éart-type. Ainsi, toute la population onverge vers le même
minimum. Les gures qui suivent montrent les résultats pour la vitesse, l'aélération, le jerk
et le temps de mouvement total néessaire :
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Figure 4.15  Résultats pour la vitesse, aélération, jerk et temps.
La gure 4.15 représente la moyenne et l'éart-type pour les maxima de vitesse, aélération,
jerk et de temps total néessaire pour le mouvement. Le but est de pouvoir onlure sur le
respet des valeurs prédénies pour haune de es quantités (Vmax, Amax, Jmax, Tmax). En
termes de vitesse (gure 4.15(a)), le test 8, qui produit le plus grand éart-type, est aussi le
test le moins bon. Le test 18 reste le meilleur des tests, pare qu'une fois de plus il produit le
plus petit éart-type.
En termes de maximum d'aélération (gure 4.15(b)), on n'a pas de problème ave le res-
pet des valeurs prédénies. En eet, dans tous les tests réalisés, ette valeur est respetée. En
onlusion, le test 18 est le test le plus performant ar il produit le plus petit éart-type.
En e qui onerne le maximum de jerk (gure 4.15()), ave ertains hoix des paramètres,
les résultats obtenus ne respetent pas le maximum prédéni Jmax. Pour les autres tests, omme
les tests 7, 9, 16, 18,.., on obtient un bon résultat.
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Le dernier résultat onerne le temps total du mouvement (gure 4.15(d)). Pour e para-
mètre, la majorité des résultats obtenus sont aeptables. Le test 3 est le moins bon et le test
20 est le plus performant.
Ave les résultats présentés préédemment, on ne peut pas analyser l'impat de haque pa-
ramètre de pondération indépendamment des autres pare qu'ils sont interdépendants. On peut
aussi noter que, pour e hoix des paramètres de l'algorithme génétique, ertaines ongura-
tions onduisent à des résultats performants (test 7, test 18). Ces résultats sont des ompromis
entre les diérents ritères dénis tout en respetant les onditions initiales et nales ainsi que
les limitations pour la vitesse, aélération, le jerk et le temps de mouvement.
A notre onnaissane, on ne trouve pas de méthode d'interpolation dans la littérature qui
aepte des données initiales seulement en une seule dimension. Ainsi, pour omparer nos
résultats à eux des autres méthodes, il est néessaire d'exéuter d'abord notre algorithme
an d'aeter à haque position une valeur sur l'axe des temps. Ensuite, il est aisé d'extraire
les oordonnées à deux dimensions des n÷uds de ontrle (n÷uds initiaux), qui serviront de
paramètres d'entrée aux méthodes d'interpolation onurrentes. Par exemple, ave les n÷uds
initiaux à deux dimensions (0,−80◦), (4,92,−10◦), (7,46,70◦), (14,25,150◦), extraits des résultats
de la première étude (gures 4.4, 4.5, 4.6), on a appliqué la méthode des splines ubiques pour
eetuer l'interpolation entre les n÷uds suessifs. Les résultats obtenus sont illustrés par la
gure 4.16. Comme on peut le voir sur ette gure, la ontinuité aux diérents n÷uds est assurée
pour les ourbes de position, vitesse et aélération. Cependant, on peut remarquer quelques
limitations dans l'utilisation des splines ubiques. En eet, pour la position, la ourbure est plus
importante ave le résultat produit par notre méthode (gure 4.4) qu'ave elui obtenu par les
splines (gure 4.16(a)). Cei est l'eet du degré des fontions polynomiales hoisies. Pour les
vitesses (gure 4.16(b)), on peut onstater que les onditions initiales et nales n'ont pas été
respetées par les splines. Au niveau des aélérations (gure 4.16()), le lissage de la ourbe
n'a pas été non plus assuré par les splines. Cei est dû au fait que les splines ubiques utilisent
des polynmes de degré 3. Cependant, les onditions initiales et nales ont bien été respetées
à e niveau.
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Figure 4.16  Résultats ave les splines ubiques.
On peut onlure que l'utilisation des splines ubiques est très limitée pour assurer des
ourbes lisses et leur problème majeur est l'intégration d'autres ontraintes (omme l'évitement
d'obstales). Le tableau 4.3 montre quelques aratéristiques d'autres méthodes de planiation
de trajetoires (basées sur des opérations d'interpolation) :
Méthodes Type de données Modier les données Conditions limites Lissage
Méthode proposée une dimension possible assurées assuré
Spline ubique deux dimensions possible aux aélérations position,vitesse
Méthode 3 deux dimensions impossible aux aélérations assuré
Méthode 4 deux dimensions impossible assurées assuré
Tableau 4.3  Caratéristiques de quelques méthodes.
La méthode 3 orrespond à la tehnique proposée dans [Su & Zou, 2012℄, la méthode 4 à elle
présentée dans [Gasparetto & Zanotto, 2007℄. Comme on peut le onstater dans le tableau 4.3,
la diérene prinipale entre la méthode proposée et les autres tehniques itées est dans les
données initiales. En eet, omme déjà mentionné, dans notre as, les données initiales sont
sur une seule dimension. Ainsi, on a l'avantage de pouvoir minimiser le temps total du mou-
vement. Ave notre méthode et ave les splines, on peut failement modier les données, par
exemple pour éloigner les n÷uds les uns des autres et failiter ainsi l'interpolation. Cei est
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possible pare que les deux méthodes se basent sur l'utilisation de polynmes. Par ontre, ave
les méthodes proposées dans [Su & Zou, 2012℄ (basée sur des fontions trigonométriques) et
[Gasparetto & Zanotto, 2007℄ (basée sur les B-splines), on ne peut pas modier les données.
Ave notre méthode et elle proposée dans [Gasparetto & Zanotto, 2007℄, on peut failement
ajouter d'autres onditions à la formulation, e qui leur donne une meilleure exibilité. En e
qui onerne le lissage des ourbes résultantes, il y a seulement la méthode des splines ubiques
qui n'assure pas le lissage au niveau des aélérations.
A partir des résultats présentés dans le tableau 4.3, on peut dire que la méthode proposée
possède beauoup d'avantages par rapport aux méthodes onurrentes de la littérature. Il est
important de noter que la formulation proposée n'est pas limitée à 4 n÷uds. En eet, ave
plus de 4 n÷uds, on doit juste dupliquer les ontraintes de ontinuité à haun de es n÷uds et
ajouter une fontion polynomiale pour haque n÷ud ajouté. Par exemple, pour 5 n÷uds (−80◦,
−10◦, 70◦, 150◦, 200◦) et les mêmes paramètres de pondération (α = 0,3, β = 0,25, γ = 0,25,
δ = 0,2), on obtient les résultats suivants :
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(b) Vitesse angulaire.
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Figure 4.17  Résultats pour 5 n÷uds.
Comme on peut le onstater sur la gure 4.17, on obtient aussi de bons résultats ave un
lissage des ourbes à tous les niveaux.
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4.6 Conlusion
Dans e hapitre, on a présenté une méthode qui traite un aspet important des problèmes
de planiation de trajetoires qui est l'interpolation. La méthode proposée omplète ainsi les
résultats dérits au hapitre préédent. Nous avons proposé une formulation pour e problème
sous forme d'un problème d'optimisation sous ontraintes. Pour le traitement de es dernières,
on a tiré prot de la méthode du Lagrangien augmenté, qui est très eae pour les problèmes
d'optimisation possédant un nombre important de ontraintes. La formulation est basée sur
l'utilisation de fontions polynomiales d'ordre 4 qui permettent d'assurer des ourbes lisses à
la fois en position, vitesse et aélération. La formulation proposée est très exible. En eet, on
peut intégrer très failement de nouvelles ontraintes omme l'évitement d'obstales. La om-
plexité dans la formulation proposée tient au fait que l'on herhe à trouver simultanément les
oeients des diérents polynmes et leurs projetions sur l'axe du temps. Cette omplexité
roît ave le nombre de points de ontrle utilisés. Les résultats de simulation ont montré sans
ambiguïté l'eaité de la méthode proposée. En eet, omme on a pu le vérier, elle produit
des résultats satisfaisants ave un nombre réduit de générations. On a aussi illustré l'eet des
paramètres de pondération sur les résultats et on a indiqué omment les hoisir pour assurer
la onvergene et reproduire ainsi les résultats. Cette partie a fait l'objet de deux publiations
[Menasri et al., 2014a,b℄.
Les hapitres 3 et 4 ont pour objetif de développer une méthode de planiation de tra-
jetoire tout en assurant le lissage des ourbes résultantes. Cette tehnique peut être appliquée
dans la réalisation de la proédure de raniotomie. En eet, ette proédure peut être réalisée
en deux étapes. La première onsiste à ramener le robot et à le positionner sur la tête du patient
et la deuxième est la réalisation de l'ouverture, e qui fait l'objet du hapitre 5.
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Craniotomie robotisée ave le système
Neuromate
5.1 Introdution
Ce hapitre est onsaré à l'opération de raniotomie réalisée ave le système Neuromate.
Elle a pour objetif de faire une ouverture au niveau du râne humain et représente la première
étape dans le traitement de plusieurs maladies aetant le erveau. Atuellement, est dans la
plupart des as, elle est réalisée à main levée (par le hirurgien en utilisant une pereuse).
Cette façon de faire engendre deux problèmes majeurs : la durée importante de l'opération et
le manque de préision. Nous proposons dans e hapitre la réalisation de ette opération en
utilisant un robot Neuromate et un moteur à grande vitesse. La proédure onsiste à appliquer
un modèle d'usinage à grande vitesse en utilisant des plaques en polyamide dont les aratéris-
tiques méaniques sont prohes de elles du râne humain. Cette partie a été réalisée au sein
du laboratoire IBM (Institut de Bioméanique Humaine) de l'ENSAM, sous la diretion du
professeur Philippe Deq et la ollaboration de Amal Benslimane, dans le adre de son projet
de master [Benslimane, 2015℄.
Ce hapitre est organisé omme suit. Dans la setion 5.2, on fait un exposé très général
de l'anatomie du râne humain et ses propriétés. Dans la setion 5.3, on présente l'évolution
des diérentes tehniques utilisées pour la réalisation de la raniotomie. Une desription du
matériel utilisé est présentée dans la setion 5.4. La démarhe de résolution suivie est dérite
dans la setion 5.5, et les résultats obtenus dans la setion 5.6. Nous onluons e hapitre dans
la setion 5.7.
5.2 Anatomie et propriétés du râne humain
5.2.1 Anatomie du râne
Le râne humain est la partie supérieure du squelette, il est essentiellement destiné à protéger
le erveau. Il repose sur le rahis ervial par l'intermédiaire de l'atlas ou première vertèbre
erviale, maintient en antérieur le massif faial. L'ensemble omposé par la tête et le râne
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représente environ un huitième du poids du orps et est la partie la plus solide. Le râne est
onstitué de plusieurs os qui peuvent être plats ou onvexes. Ces derniers sont reliés entre eux
par des dentelures profondes appelées sutures.
Figure 5.1  Le râne humain.
Le râne est omposé de deux parties : le neurorâne (boite rânienne) et le visérorâne (massif
faial) omme on peut le voir sur la gure 5.2.
Figure 5.2  Neurorâne et massif faial.
La boîte rânienne omprend aussi deux parties :
 La base : appelée aussi le planher, elle est omposée de trois fosses râniennes :
1. la fosse rânienne antérieure ;
2. la fosse rânienne moyenne ;
3. la fosse rânienne supérieure.
 La voûte : elle représente la partie supérieure de la boîte rânienne, elle est formée de
plaques osseuses, soudées entre elles par des sutures interdigitées extrêmement solides.
C'est la partie qui nous intéresse, pare que 'est à e niveau que la raniotomie sera
réalisée.
Au-dessous de l'os du râne se trouve la dure-mère : une membrane dure et rigide qui protège le
erveau et la moelle épinière (gure 5.3). Elle est breuse et adhère à l'os. Lors de la proédure
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de raniotomie, ette ouhe ne doit absolument pas être transperée, de risque que des débris
d'os inltrent le erveau et ausent des dommages à elui-i.
Figure 5.3  Coupe du râne.
L'os de la voute rânienne est omposé de trois ouhes omme on peut le voir sur la gure
5.4 : deux ouhes d'os ompat ave à l'intérieur une ouhe d'os spongieux nommé diploé.
L'épaisseur de e dernier varie selon la partie du râne et aussi d'une personne à l'autre ave
une moyenne de 8mm. L'os ompat garde la même épaisseur.
Figure 5.4  Coupe de l'os plat du râne.
5.2.2 Propriétés du râne
L'os du râne possède énormément de propriétés, on peut iter essentiellement :
 Densité : le tissu osseux est un matériau de densité variable. La porosité de l'os ortial
varie entre 5% et10%. L'os spongieux, quant à lui, possède une porosité beauoup plus
élevée, elle varie entre 50% et 95%.
 Propriété méanique : la diérene de densité entre les deux types d'os entraîne une
variation dans leurs propriétés méaniques. Le tableau 5.1 réapitule l'ensemble des es
propriétés.
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 Isotropie : en e qui onerne les propriétés méaniques des diérents points du râne,
une légère variation a été remarquée selon les diretions radiale et transversale, e qui
permet de onsidérer l'os ortial en partiulier omme étant transversalement isotrope.
 Le oeient de frottement : le oeient de frottement aratérise le ontat mé-
tal/os. Ce point a fait l'objet de plusieurs travaux de reherhe [Tetsuya et al., 1995℄.
En translation ave l'os et en onsidérant que le métal ne dépasse pas une vitesse de 3
mm/s, le oeient de frottement os/métal est alors égal en moyenne à 0.5.
 Eet de la température : l'os est un mauvais onduteur thermique, la haleur induite
par le perçage ne peut pas être dissipée failement e qui peut auser des problèmes
signiatifs à l'os. Si la température de l'os dépasse 47degrs durant une minute, une
nérose thermique est inévitable. Pendant l'opération de perçage de l'os, sa température
dépasse largement le seuil toléré, mais en augmentant les vitesses de oupes, on diminue
eaement le temps de forage. De plus l'irrigation peut diminuer signiativement la
température, et favoriser également le dégagement des opeaux.
5.3 Aperçu de la proédure de raniotomie
5.3.1 Craniotomie onventionnelle
La raniotomie est une proédure qui a pour objetif la réalisation d'une petite ouverture
au niveau du râne. Cette proédure a onnu beauoup de progrès. Les premières tehniques
remontent à l'âge de la pierre polie (9000 ans av. J.C), e qui est qualié de raniotomie
onventionnelle qui est faite à main levée. Elle a été dérite depuis le XVIème sièle par Ambroise
Pare, en partiulier. Cette intervention est entrée dans l'ère moderne ave l'apparition de la
neurohirurgie. Elle peut être dérite en plusieurs étapes suessives [Zhang et al., 2001℄ :
 la mise sous anesthésie générale du patient ;
 la xation de la tête de façon rigide par le biais d'un dispositif (une têtière) de telle sorte
qu'elle soit maintenue immobile tout au long de la proédure (gure 5.5(a)) ;
 la réalisation d'une inision de la peau derrière la raine des heveux. Cette dernière est
ensuite détahée de l'os et rabattue an d'exposer la voûte du râne ;
 la réalisation d'une ouverture au niveau de la dure-mère à l'aide de iseaux hirurgiaux.
A la n de l'intervention neurohirurgiale, la dure-mère est fermée ave des sutures, les débris
osseux sont regroupés, ollés de façon à refermer l'orie réé, ensuite les musles et la peau
sont suturées ensemble.
Les interventions auxquelles nous nous intéressons néessitent seulement la réalisation d'ori-
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Partie de l'os Propriétés Moyenne
Age (ans) 57
Densité (Kg/m3) 1446
Propriétés ommunes Épaisseur du râne (mm) 7
Contrainte à la 1re rupture (MPa) 71,5
Contrainte à la 2me rupture (MPa) 110,6
Limite élastique (MPa) 41,8
Module de Young (GPa) 8,75
Module tangent (GPa) 4,62
Module de isaillement (GPa) 3,47
Os ompat Module de ompression (GPa) 7,12
Coeient de poisson 0,25
Déformation à la limite élastique (%) 0,63
Déformation maximale (%) 1,61
Résistane au isaillement (MPa) 90
Épaisseur du diploé (mm) 2,89
Limite élastique (MPa) 13,6
Module de Young (GPa) 4,66
Module tangent (GPa) 0,17
Os spongieux Module de isaillement (GPa) 1,85
Module de ompression (GPa) 3,47
Coeient de poisson 0,25
Déformation à la limite élastique (%) 0,38
Déformation maximale (%) 0,95
Résistane au isaillement (MPa) 3
Tableau 5.1  Tableau réapitulatif des propriétés méaniques de l'os du râne
es de 2 à 18mm. Cei peut être aompli à l'aide d'un trépan (gure 5.5(b)).
5.3.2 Craniotomie stéréotaxique
Ave les méthodes onventionnelles, il est lair qu'il y a un manque de préision dans la
détermination du point de l'inision. Ave l'apparition des sanners et l'utilisation des images
IRM, d'autres outils ont été développés an d'avoir une meilleure préision, d'où l'utilisation
des ardes stéréotaxiques (gure 5.6). Cette tehnique, nommée stéréotaxie, s'appuie sur l'utili-
sation d'un système xé de façon rigide au râne. Ce dernier permet de dénir un espae normé
doté d'une référene origine. Une fois la tête équipée ave e adre, elle est imagée permettant
ainsi de repérer l'ensemble de l'espae tête et son ontenu. Ainsi, on peut obtenir la position
de la ible et les trajetoires néessaires pour l'atteindre [Pandey & Panda, 2013℄.
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(a) Préparation du patient. (b) Exposition de la dure-mère.
Figure 5.5  Étapes de réalisation d'une raniotomie onventionnelle.
Figure 5.6  Cadre stéréotaxique.
5.3.3 Craniotomie robotisée
Ave l'utilisation des adres stéréotaxiques et l'imagerie, on arrive à déterminer ave beau-
oup de préision la ible où l'inision doit être faite. En eet, ave le robot Neuromate, qui
est un robot de guidage, on a une grande préision. Cependant, une fois la ible déterminée,
la proédure en elle-même est réalisée à main levée par le hirurgien ave une simple pereuse.
Cei peut induire de l'impréision et onduire à un allongement du temps de la proédure. De e
fait, des herheurs se sont intéressés à ette proédure en essayant de la rendre omplètement
automatique à l'aide des robots.
Réaliser une raniotomie robotisée dépend beauoup plus du robot lui même. Dans la litté-
rature et ave le système Neuromate, on trouve une seule réalisation [Liu et al., 2007℄. L'idée
prinipale est d'utiliser le prinipe de la o-manipulation. Par onséquent, le hirurgien fournit
des eorts qui sont intégrés dans la boule de ommande du robot.
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5.4 Matériels utilisés
5.4.1 Le système Neuromate
De oneption française, le robot Neuromate est un robot utilisé en neurohirurgie. Il a
été mis au point par la soiété Renishaw Mayeld. Le premier modèle a vu le jour en 1989
(gure 5.7). Ce robot est onçu pour assister le hirurgien lors des opérations au niveau du
erveau, ei ave plus de séurité, préision, répétabilité et abilité, sans pour autant modier
le protoole opératoire lassique du neurohirurgien. Ainsi, e robot joue la fontion de guidage.
Figure 5.7  Le robot Neuromate.
Le système Neuromate est un système stéréotaxique robotisé. Il est omposé d'un bras
robotisé auquel est assoié un logiiel informatique de neuro-navigation. Il peut être guidé par
l'image et piloté par ordinateur. Le robot est un bras manipulateur à inq axes permettant ainsi
le positionnement spatial et l'orientation d'un porte-outil se trouvant à l'extrémité de l'eeteur
du robot. Le hirurgien peut ensuite insérer ses instruments lassiques de stéréotaxie et proé-
der à l'intervention. L'outil xé à l'extrémité de l'eeteur du robot peut être déplaé par le
robot ave un joystik selon une trajetoire préalablement dénie en fontion des impératifs de
l'intervention. Une modélisation géométrique et inématique du robot est présentée en annexe.
La position et l'orientation du porte-outil sont manipulées par le hirurgien en utilisant des
images pré-opératoires du râne du patient. Cette opération est réalisée à l'aide du logiiel de
planiation de trajetoire Voxim, qui est un logiiel d'imagerie interatif et de planiation
installé sur un PC lié au robot. Ave e logiiel, on peut traiter les images du râne prises
préalablement et les présenter en 3D. Ave de diérentes vues du râne, on peut failement
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planier la trajetoire voulue.
Après la détermination des trajetoires et des ibles, une mise en orrespondane entre le
robot et le PC est réalisée. Cette dernière opération permet de xer les diérents repères. Ainsi,
le robot disposera des informations néessaires onernant la position de la tête du patient. Le
robot lui-même est aussi équipé de son propre PC lui permettant de gérer les diérents modules
et la ommuniation ave le PC de navigation. Il est aussi équipé d'un ontrleur an d'exéuter
la trajetoire planiée.
Le robot est ensuite ationné par le hirurgien par le biais d'un joystik lui permettant de
se positionner ave beauoup de préision en tenant ompte de la trajetoire dénie. Le robot
peut fontionner selon deux modes : le mode endosopique et le mode non endosopique. Ave
le mode endosopique, le robot eetue des mouvements pilotés par le hirurgien et limités
par des frontières de séurité préalablement dénies sur Voxim à des vitesses lentes. En mode
endosopique, l'eeteur du robot suit une trajetoire linéaire à une vitesse d'avane Va d'envi-
ron 3.5mm/s. En dehors du mode endosopique, le robot ne bouge pas sauf s'il en reçoit l'ordre.
Dans l'axe de l'outil, le robot peut fournir un eort maximal de 50N . Cependant, pour avoir
une meilleure préision, les eorts doivent se limiter à 10N . La préision maximale du robot
est inférieure à 1mm pour la position est inférieure à 0.2degrs pour l'orientation.
5.4.2 Moteur et mèhes
An de réaliser l'opération, un petit moteur sera xé au porte outil permettant ainsi de
fournir le ouple de rotation néessaire pour faire tourner la mèhe (gure 5.8).
(a) Moteur Mirospeed. (b) Foret hélioïdal à deux
lèvres.
Figure 5.8  Moteur et mèhe utilisée.
Le moteur possède les aratéristiques suivantes :
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 plage des vitesses de rotation (V r) : 10000 à 80000tr/min
 puissane : P = 115w
 poids : m = 80g
 ouple maximal : Mmax = 26N.mm
La mèhe a les propriétés suivantes :
 matériaux : alliage de obalt (phynox)
 diamètre de l'outil : D = 2mm
 angle d'hélie : δ = 30 deg
 angle de pointe : 2Kr = 80 deg
5.4.3 Caméra numérique
An de suivre le déroulement de la proédure et mieux analyser les résultats, une améra
numérique est utilisée (gure 5.9). Cette dernière a une résolution de 256 ∗ 256 pixels, ave un
débit allant jusqu'à 4000 fps (image par seonde).
Figure 5.9  Caméra utilisée.
5.4.4 Plaques en polyamide
Dans le but de tester la démarhe de résolution proposée, des plaques de polyamide sont
utilisées (gure 5.10). Le polyamide est un polymère ontenant des fontions amides, il est
généralement à strutures semi-ristallines, et présente un bon ompromis entre aratéristiques
méaniques et himiques. Ses propriétés méaniques sont prohes de elles du râne humain ave
une résistane de isaillement de l'ordre de 100Mpa. Sa température de fusion, qui varie selon
la onentration en amide, est plutt faible d'environ 170degrs et l'atteinte de ette dernière
onduit à sa liquéfation. Les plaques ont une dimension de 115 ∗ 80 ∗ 8mm.
5.5 Démarhe de résolution
Comme déjà mentionné préédemment, le système Neuromate est un système de guidage
onçu pour assister le hirurgien lors des interventions au niveau du erveau. On rappelle que
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Figure 5.10  plaque en polyamide.
le robot ne peut pas fournir de grands eorts. Cependant, l'opération de raniotomie est une
intervention qui néessite une ertaine quantité d'eorts qui doit être fournie par le robot. L'uti-
lisation du prinipe de la o-manipulation est une solution pour remédier à ette ontrainte.
Dans notre as, on n'a pas aès au ontrleur prinipal du robot. Par onséquent, on ne
pourra pas proéder ave la o-manipulation. Une autre solution est d'utiliser un modèle d'usi-
nage permettant de quantier les diérents eorts, puis de vérier la faisabilité de l'intervention.
L'usinage est un proédé de fabriation qui onsiste à enlever de la matière d'une pièe à
l'aide d'une mahine-outil, et e par la onjontion de deux mouvements : un mouvement de
oupe et un mouvement d'avane. La qualité et la préision de l'usinage sont dénies par la
onformité de la pièe aux onditions de oupe :
 la vitesse de oupe ou vitesse de rotation Vr ;
 la vitesse d'avane Va ;
 la profondeur de passe et l'avane f ;
 la lubriation ;
 la géométrie et le matériau de l'outil ;
 le matériau des pièes à usiner ;
 la puissane de la mahine et la nature de l'opération d'usinage (perçage, fraisage, tour-
nage, et).
Dans notre as, il s'agit d'un perçage de l'os du râne humain (la pièe) ave le système
Neuromate, le moteur et les mèhes. On dispose don d'un mouvement de rotation de la mèhe
fourni par le moteur (mouvement de oupe) et un mouvement de translation linéaire fourni par
le bras robotisé en mode endosopique (mouvement d'avane). Les paramètres réglables sont
les onditions de oupe, plus exatement la vitesse de oupe Vr, l'avane f et la lubriation.
Du oté robot, on a aussi la vitesse d'avane Va qui peut être modiée.
Pour analyser et évaluer l'eet de es diérents paramètres, une modélisation du proédé
d'usinage est néessaire. Dans la littérature, plusieurs modélisations sont présentées [Elhahimi
et al., 1999; Miguel et al., 2015℄ et un état de l'art sur la problématique de forage des os est
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présenté dans [Pandey & Panda, 2013℄. Ces modèles varient selon l'opération à réaliser, la
nature de l'outil, sa géométrie et aussi la prise en ompte ou non de l'eet thermique. On peut
distinguer deux types majeurs d'usinage : l'usinage onventionnel et l'usinage à grande vitesse
(UGV). L'UGV peut lui-même être divisé en deux sous-parties :
 l'usinage à oupe orthogonale où l'arrête de oupe est perpendiulaire à la surfae à
usiner ;
 l'usinage à oupe oblique où l'arrête de oupe forme un angle diérent de 0 (angle
d'inlinaison) ave le plan perpendiulaire à la surfae à usiner.
Dans notre as, on utilise un perçage oblique à grande vitesse, ar :
 la température n'est pas prise en onsidération dans le modèle étudié, et le perçage se fait
à se, don les vitesses doivent être assez grandes pour minimiser le temps de l'opération
au maximum ;
 la géométrie de l'outil dont nous disposons et l'opération à eetuer favorisent un angle
d'inlinaison non nul ;
 ave un usinage à grande vitesse, on obtient une meilleure qualité omparativement à
l'usinage onventionnel.
Dans notre as, on a opté pour le modèle proposé dans [Elhahimi et al., 1999℄. Ce modèle de
perçage oblique à grande vitesse est dédié au perçage par forets hélioïdale onventionnel, et est
basé sur l'analyse de la ontinuité de l'eort d'avane fl et le ouple de oupe Ml à partir de la
répartition de la fore le long des arêtes de oupe. Ce modèle est fondé sur le développement du
modèle de la zone de isaillement établi par Oxley [Oxley, 2003℄ pour la oupe des métaux dans
les deux parties de oupe du foret : les deux lèvres et le bord du iseau. Cependant, dans notre
as , on va négliger les eorts ausés par le bord du iseau vu que e dernier a des dimensions
négligeables. Le modèle prend en onsidération :
 la géométrie de l'outil (gure 5.11) ;
 la ontrainte au isaillement du matériau à usiner Ks ;
 le oeient de frottement entre l'outil et le matériau λn ;
 l'avane f qui représente en millimètres la pénétration de l'outil en eetuant un seul
tour.
Ainsi, on peut quantier ave e modèle la vitesse d'avane et le ouple de oupe néessaire.
Les détails de es aluls sont représentés en annexe.
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Figure 5.11  Géométrie d'un foret hélioïdal à deux lèvres.
5.6 Résultats
Après l'analyse et le alul des diérents paramètres, les tests sont réalisés en xant la
vitesse d'avane du bras à 3.5mm/s et en faisant varier la vitesse de rotation. La onguration
du système utilisé est représenté dans la gure 5.12(a).
(a) Conguration du sys-
tème utilisé.
(b) Capture d'éran sur Voxim.
Figure 5.12  Système de test utilisé et une vue du logiiel de planiation.
Dans la gure 5.12(b), on peut voir une apture d'éran du logiiel de planiation utilisé
ave les diérentes informations. An de tester e modèle de perçage, nous proédons à la
réalisation de 48 trous sur la plaque en polyamide ave sept vitesses diérentes. Pour haque
vitesse, on distingue deux types de trous :
 des perçages perpendiulaires à la surfae de la plaque ;
 des perçages où l'axe de l'outil forme un angle de 75degrs ave la surfae de la plaque.
Pour onlure sur les diérents trous réalisés, on analyse les diérentes vidéos prises en
mesurant :
 le diamètre et la position spatiale des trous ave le logiiel Mati (gure 5.13(a)) ;
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 la profondeur des trous en utilisant le logiiel RadiAnt (gure 5.13(b)).
Pour avoir une meilleure préision dans l'analyse des résultats, les mesures ont été faites sur
quatre plans de oupe ave le logiiel Mati. A partir des mesures et des positions prédéter-
minées sur le logiiel Voxim, les erreurs de position spatiale et angulaire sont alulées dans
haque plan de oupe. La gure 5.14 représente la plaque après perçage.
(a) Mesure des diamètres sur Mati. (b) Mesure de la profondeur sur
RadiAnt.
Figure 5.13  Logiiels utilisés pour les mesures.
Figure 5.14  Plaque après le perçage.
L'ensemble des résultats de mesure et des aluls eetués, sont représentés dans le tableau
5.2. Dans e as, les aluls ont été faits pour une vitesse de rotation de 10000 tr/min.
Dans le tableau 5.2, la partie paramètres du trou ontient les diérentes aratéristiques de
haque trou : son numéro, l'ordre de sa réalisation, la vitesse de rotation, son inlinaison et les
deux eorts de oupe engendrés. L'inlinaison est notée 0 si l'axe de l'outil est perpendiulaire
à la surfae à usiner, et notée 1 s'il forme un angle de 75degrs ave la surfae. La olonne
profondeur représente la distane entre la surfae de la plaque et le fond du trou. Les parties
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1 3 10000 0 6,5 2,66 0,95 0,62 1,70 1,16 0,61 nd nd nd 2,33
2 8 10000 0 7,4 2,55 0,15 1,39 1,84 0,19 1,55 nd nd nd 0,42 x
3 17 10000 0 7,7 2,45 0,24 0,91 2,05 0,09 1,05 0,65 0,04 1,10 3,64
4 20 10000 0 9 2,54 0,90 0,95 1,91 0,68 1,40 2,01 0,72 1,45 2,39
5 9 10000 0 8,9 2,12 0,34 1,82 1,96 0,52 2,16 1,86 0,35 2,40 1,93
6 16 10000 0 9,4 2,57 1,88 1,12 1,97 1,91 1,12 1,93 1,84 1,05 0,33
7 21 10000 2,48 0,88 0 8,3 1,79 0,51 1,85 2,00 0,68 2,17 1,39 0,77 2,08 1,89 x
8 19 10000 1 9,4 2,60 1,25 0,88 1,95 1,39 1,00 2,06 1,47 1,21 0,13
9 23 10000 1 7,4 2,49 3,71 0,78 1,99 3,75 0,59 nd nd nd 1,75
10 22 10000 1 8,6 1,85 1,81 0,71 1,80 2,14 0,47 1,54 2,30 0,85 4,61 x
11 18 10000 1 9,5 2,69 1,35 0,81 1,93 1,48 0,98 1,96 1,34 0,88 0,09
12 6 10000 1 7 2,73 0,69 1,04 1,87 0,96 0,91 nd nd nd 1,37
13 2 10000 1 7,2 2,84 0,79 0,58 1,93 0,81 1,01 nd nd nd 1,17
14 10 10000 1 8,9 2,68 1,14 3,63 2,31 0,91 3,89 2,00 1,14 4,03 0,90
15 24 10000 0 10,2 2,61 2,08 0,56 2,19 2,16 0,93 1,93 1,84 1,05 0,33
Tableau 5.2  Résultats de alul pour une vitesse de rotation de 10000 tr/min
oupe à xx mm présentent, à haque oupe de la plaque, le diamètre du trou et l'erreur de
position par rapport aux deux axes X et Y. Dans e même tableau, on trouve aussi l'erreur
angulaire et l'état de la surfae réalisée.
Les mêmes aluls ont été réalisés ave d'autres vitesses de rotation (tableau 5.3 et 5.4).
5.6.1 Analyse des résultats obtenus
A partir des vidéos prises et des diérents aluls réalisés, on peut diviser les résultats en
trois grandes atégories selon la vitesse de rotation :
1. Catégorie 1 : perçages réalisés ave une vitesse de 10000tr/min. Dans e as, on a
remarqué des bloages fréquents de l'outil. Ces derniers sont dus essentiellement à l'in-
apaité de dégagement des opeaux à ette vitesse, e qui a provoqué une élévation
onsidérable de la température et par la suite la fusion du polyamide. Celui-i se solidie
ensuite sur l'outil qui se bloque (gure 5.15). On remarque aussi que la moyenne des
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16 5 20000 0 6,4 2,65 0,65 1,17 2,07 0,39 1,19 nd nd nd 2,92
17 11 20000 0 8,4 2,49 0,15 1,07 2,06 0,32 1,30 1,84 0,40 1,44 1,83
18 38 20000 1,24 0,44 0 9,1 2,33 0,10 0,90 2,09 0,08 1,02 2,12 0,28 0,92 3,10
19 32 20000 1 7,8 2,95 0,60 1,45 2,30 0,85 1,55 0,53 1,20 1,69 1,22
20 4 20000 1 7,7 2,68 0,78 1,91 2,08 0,51 1,87 0,85 0,57 1,75 3,95
21 44 20000 1 0,6 2,21 0,62 0,16 2,16 0,95 0,67 2,05 0,95 0,86 1,45
22 30 25000 0 8,7 2,38 0,00 1,84 2,15 0,00 2,00 1,98 0,01 2,00 0,03
23 27 25000 0 9,9 2,58 0,73 1,49 2,16 0,69 1,53 2,13 0,77 1,54 0,48
24 37 25000 0,99 0,35 0 9,8 2,28 0,53 0,24 2,03 0,77 0,01 2,02 0,48 0,05 0,36 x
25 31 25000 1 8,6 2,74 0,86 2,00 2,09 0,85 1,75 1,87 1,11 1,85 1,45 x
26 29 25000 1 9,0 2,58 1,53 0,99 2,12 1,48 1,00 2,00 1,39 1,11 1,89
27 43 25000 1 9,2 2,41 0,45 0,52 2,15 0,59 0,50 2,17 0,58 0,61 0,01 x
28 28 30000 0 9,3 2,86 0,96 1,15 2,23 1,13 1,45 2,20 1,08 1,32 1,79 x
29 36 30000 0 9,2 2,36 0,93 0,85 2,06 0,88 0,63 2,01 1,09 0,52 1,32
30 46 30000 0,83 0,29 0 9,6 2,25 0,61 0,04 2,08 0,84 0,23 2,05 1,08 0,31 3,81 x
31 34 30000 1 8,7 2,25 0,70 0,69 2,01 1,17 0,59 1,87 1,56 0,48 5,70
32 42 30000 1 10 2,52 1,86 0,19 2,01 2,13 0,42 2,12 1,98 0,33 0,13
33 48 30000 1 9,9 2,61 1,38 0,41 2,14 1,37 0,51 2,08 1,58 0,13 0,52 x
Tableau 5.3  Résultats de alul pour les vitesses de rotation 20000, 25000 et 30000 tr/min.
diamètres des trous réalisés est inférieure à 2mm. L'état de la surfae interne et externe
est généralement bon, lisse à l'intérieur, ave des opeaux résiduels négligeables.
2. Catégorie 2 : perçages réalisés à 20000, 25000, 30000tr/min. Dans es as, il n'y a eu
auun bloage de l'outil. Les diamètres sont légèrement supérieurs à 2mm ave une
moyenne de 2.16mm. L'état de la surfae est plutt bon, mais l'augmentation de la
vitesse produit de légers opeaux résiduels sur la surfae (gure 5.16(a)). Un détail à ne
pas négliger est l'ordre de réalisation des trous. En eet, au fur et à mesure, l'outil se
haue et aete l'état de la surfae de la plaque.
3. Catégorie 3 : perçages réalisés à 35000, 45000, 80000tr/min. Dans e as, il n'y a pas
de bloage et les diamètres sont beauoup plus grands, ave une moyenne de 2.21mm.
L'état de la surfae est mauvais pour ette atégorie, et la présene de opeaux résiduels
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34 26 35000 0 9,7 2,17 0,42 1,11 2,07 0,58 1,19 2,04 0,54 1,40 1,72 x
35 33 35000 0 10 2,28 0,43 0,50 2,13 0,46 0,64 2,16 0,44 0,61 0,05 x
36 45 35000 0,71 0,25 0 9,5 2,10 0,91 0,05 2,07 1,04 0,13 2,15 1,04 0,19 1,06 x
37 41 35000 1 8,8 2,48 1,11 0,39 2,16 1,02 0,23 1,93 1,33 0,23 0,70 x
38 47 35000 1 9,1 2,21 1,38 0,48 2,18 1,57 0,58 2,14 1,92 0,63 3,15 x
39 35 35000 1 9,5 2,47 1,23 0,32 2,00 1,50 0,27 1,93 1,60 0,60 1,84
40 12 45000 0 >11 2,77 0,83 2,34 2,66 1,59 2,12 2,67 1,49 2,16 8,21 x
41 13 45000 0 8,3 2,95 0,28 0,83 2,22 0,08 1,31 2,05 0,06 1,07 2,25 x
42 15 45000 1 8,3 2,64 0,17 1,20 2,18 0,46 1,77 1,88 0,76 1,71 1,58 x
43 14 45000 0,55 0,20 1 8,4 3,01 0,27 0,79 2,26 0,00 0,65 1,67 0,17 0,80 4,07
44 25 45000 1 9,6 3,18 1,02 1,59 1,98 0,87 1,67 2,13 0,87 1,87 2,86 x
45 1 80000 0 7,3 2,43 0,42 1,53 2,19 0,44 1,51 nd nd nd 0,15 x
46 39 80000 0,31 0,11 0 9,5 2,39 1,16 0,20 2,15 1,29 0,30 2,22 1,56 0,26 3,31 x
47 7 80000 1 7,9 2,43 1,05 0,97 2,27 1,25 1,26 nd nd nd 0,69 x
48 40 80000 1 9,2 2,37 0,86 0,31 2,26 1,15 0,21 2,50 1,43 0,26 3,42 x
Tableau 5.4  Résultats de alul pour les vitesses de rotation 35000, 45000 et 80000 tr/min.
sur la surfae est plus importante (gure 5.16(b)).
A partir des diérents résultats obtenus, on peut onlure que les vitesses 10000, 35000,
45000 et 80000tr/min sont à éviter vu qu'elles provoquent des bloages de l'outil ou des vibra-
tions ave un mauvais état de la surfae.
Pour e qui est de l'erreur de position, elle a une moyenne de 1.02mm. Elle est plus élevée
pour les petites vitesses de rotation. Cei peut être expliqué par l'importane des eorts, e
qui provoque une diminution de la préision. L'erreur est inférieure à 1mm pour les vitesses de
rotation plus élevées, e qui est onforme à la préision maximale du robot. A partir des dié-
rents résultats, la vitesse de rotation 20000tr/min est la plus adéquate pare qu'elle permet de
donner de bons résultats vis-à-vis de l'état de la surfae nale, du diamètre du trou qui est assez
onvenable, de l'erreur de position qui est de 0.91mm, et de l'absene de vibration et de bloage.
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(a) Outil bloqué Mati. (b) Solidiation des opeaux au-
tour de l'outil.
Figure 5.15  Exemple de bloage de l'outil.
(a) Formation de opeaux au-
tour de l'outil.
(b) Présene de opeaux sur la
surfae.
Figure 5.16  Exemples de présene de opeaux.
Pour e qui est de l'erreur angulaire, elle-i est en moyenne beauoup plus grande que
la préision angulaire du robot, ar elle peut atteindre 8degrs. Cette diérene est due à la
préision des sannes réalisés et à l'erreur humaine.
La profondeur des trous réalisés est un paramètre très important, vu que le perçage doit
être débouhant mais en même temps respeter la dure-mère. Ave le logiiel RadiAnt, on a
pu mesurer la distane entre la surfae et le fond du trou. Cependant, vu que les sannes utilisés
pour la planiation visuelle de la trajetoire ne sont pas d'une très bonne qualité, il est diile
d'avoir des valeurs exates de la profondeur planiée. Don, seule la distane entre l'entrée et
la ible de l'outil est fournie par Voxim. Ainsi, on ne peut pas proéder à une omparaison.
Toutefois, on a pu déterminer la profondeur néessaire à planier pour que l'outil dépasse juste
assez la surfae et avoir ainsi un trou débouhant. Pour un trou perpendiulaire, elle est de
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9.73mm, et pour les trous inlinés de 9.4mm.
5.6.2 Amélioration de la démarhe de résolution
Comme on a pu le onstater, en explorant une gamme de vitesses de rotation de l'outil et en
xant la vitesse d'avane du bras, on a réussi à trouver la vitesse utile de rotation permettant de
réaliser orretement l'opération de raniotomie. An d'améliorer la démarhe de résolution, on
propose dans ette setion une formulation sous forme d'un problème d'optimisation, permet-
tant de trouver les paramètres optimaux. Cette formulation est élémentaire et elle est valable
uniquement en se mettant dans les mêmes onditions du as étudié dans e hapitre. Pour e qui
de l'opération de raniotomie, beauoup de ritères peuvent être dénis. Intuitivement, l'idéal
est d'aller plus vite an de minimiser au maximum le temps de l'opération, 'est pourquoi, il
sera judiieux de maximiser l'avane f (qui représente en millimètres la pénétration de l'outil
en eetuant un seul tour). Cette variable dépend à la fois de la vitesse de rotation de l'outil
Vr et de la vitesse d'avane du bras robotisé Va. Cette dépendane est dérite dans l'équation
5.6.1.
f(Va,Vr) = Va/2.Vr (5.6.1)
Ainsi, la fontion objetif à maximiser orrespond à la fontion f(Va,Vr), ave omme va-
riables de reherhe Va et Vr. Les ontraintes assoiées à ette fontion objetif ont pour but
prinipal de respeter les limites physiques du système utilisé. Par onséquent, pour le bras
robotisé, on doit respeter la plage des vitesses autorisées omme montré dans l'équation 5.6.2.
Vamin ≤ Va ≤ Vamax (5.6.2)
Ave Vamin et Vamax qui représentent respetivement le minimum et le maximum autorisés
pour la vitesse d'avane. On a la même limitation pour la vitesse de rotation omme on peut
le voir dans l'équation 5.6.3.
Vrmin ≤ Vr ≤ Vrmax (5.6.3)
Ave Vrmin et Vrmax qui représentent respetivement le minimum et le maximum autorisés pour
la vitesse de rotation. Ave le modèle d'usinage utilisé préédemment, on peut avoir le ouple
et l'eort de oupe néessaires pour eetuer l'opération. L'expression de l'eort est dérite par
l'équation 5.6.4.
F l = A.Ks.f (5.6.4)
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Ave A qui est un oeient de proportionnalité propre au modèle d'usinage (voir annexe). Ks
est la ontrainte de isaillement qui dépend du matériau et f est l'avane de l'outil. Connaissant
l'eort de oupe néessaire, on doit s'assurer que e dernier peut être fourni par le bras robotisé
en vériant qu'il est inférieur au maximum de l'eort disponible (équation 5.6.5), où Fmax est
le maximum de l'eort.
F l ≤ Fmax (5.6.5)
Ave le même modèle, on peut quantier le ouple néessaire selon l'équation 5.6.6.
Ml = B.Ks.f (5.6.6)
Une fois le ouple néessaire obtenu, on peut aluler la puissane utile à fournir par le moteur
pour produire e ouple, son expression est donnée dans l'équation 5.6.7.
P = Ml.π.Vr/30 (5.6.7)
Aussi, on doit s'assurer que ette puissane est inférieure à la puissane maximale qui peut être
fournie par le moteur (équation 5.6.8).
P ≤ Pmax (5.6.8)
La formulation proposée est la suivante :
max f(Va,Vr) = Va/2.Vr (5.6.9)
Sous les ontraintes


Vamin ≤ Va ≤ Vamax
Vamin ≤ Va ≤ Vamax
A.Ks.f ≤ Fmax
Ml.π.Vr/30 ≤ Pmax
5.6.3 Interfae graphique
An de ompléter la démarhe de résolution proposée et failiter le alul des paramètres,
on propose dans ette setion une interfae graphique réalisée sous Matlab. La gure 5.17
donne un aperçu général de ette interfae.
La gure 5.17 synthétise les données d'entrée et de sortie de la tehnique de résolution
proposée. Comme on peut le voir sur la gure, on a plusieurs sous-fenêtres qui peuvent être
dérites omme suit :
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Figure 5.17  Interfae graphique.
 Fenêtre 01 : la première fenêtre aratérise l'outil ou la mèhe utilisée. Ces paramètres
sont néessaires pour quantier l'eort et le ouple néessaire (voir annexe ) ;
 Fenêtre 02 : ette deuxième fenêtre est utilisée pour prendre en ompte les araté-
ristiques du matériau sur lequel l'opération va être eetuée. Dans notre as, on prend
juste la ontrainte de isaillement qui représente une sorte de résistante fae à l'avane
de l'outil ;
 Fenêtre 03 : ette fenêtre est dédiée au moteur utilisé, qui permet de fournir le ouple
néessaire pour faire tourner l'outil. Ainsi, pour pouvoir utiliser la formulation proposée
dans la setion préédente, on aura besoin de la puissane du moteur et des vitesses
minimale et maximale ;
 Fenêtre 04 : ette fenêtre est onsarée au bras robotisé. Elle permet la saisie de la
vitesse maximale de l'eeteur permise ainsi que l'eort maximal que peut supporter le
robot ;
 Fenêtre 05 : ette dernière fenêtre sert à l'ahage des résultats obtenus. Dans notre
as, la vitesse d'avane de l'eeteur ainsi que la vitesse de rotation du moteur.
5.7 Conlusion
Dans e hapitre, nous avons présenté la démarhe préonisée pour réaliser l'opération de
raniotomie en utilisant le système Neuromate. Rappelons que e dernier est un robot de
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guidage, qui n'est pas onçu pour fournir des eorts. Malgré et inonvénient, l'utilisation d'un
modèle d'usinage à grande vitesse nous a permis de réaliser orretement ette opération. La
démarhe présentée tient ompte du matériel disponible. En eet, vu qu'on n'avait pas aès au
ontrleur du robot, on ne pouvait pas agir sur la boule ommande, mais on pouvait dénir la
onsigne en termes de vitesse de l'eeteur. Tenant ompte du type de mèhe utilisé, le modèle
d'usinage proposé permet de aluler l'eort de oupe et le ouple néessaire. Ces données sont
essentielles pour statuer sur la apaité du matériel à réaliser l'opération.
nous avons montré à travers les résultats obtenus que e modèle est valide et l'opération
peut être réalisée orretement. En xant la vitesse d'avane suite aux observations, et en ex-
plorant la gamme des vitesses de rotation, on a réussi à trouver la vitesse utile pour laquelle il
n'y avait pas de bloage de l'outil, et aussi avoir une bonne préision dans les résultats.
En dernier point , la formulation proposée permet de trouver les paramètres optimaux par
rapport au ritère déni. Cette formulation est élémentaire, mais elle peut être améliorée en
intégrant l'aspet thermique dans le modèle proposé.
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Cette thèse est omposée de deux grandes parties. La première onerne le problème de
planiation de trajetoire des bras manipulateurs redondants, la deuxième la problématique
de raniotomie. Après avoir exposé un état de l'art sur le problème de planiation, nous avons
dérit en détail notre démarhe de résolution, basée sur des algorithmes d'optimisation, qui
nous permet de prendre en ompte davantage de ritères (ontraintes) pour traiter au mieux e
problème. Nous avons divisé le problème de planiation en deux sous-problèmes. Le premier a
pour but de trouver l'ensemble de ongurations (positions) par lesquelles le robot doit passer
et le deuxième à interpoler entre es positions an de onstruire entièrement les ourbes de dé-
plaement (vitesses, aélérations et jerks). Ces deux points ont fait l'objet des deux hapitres
3 et 4, respetivement.
La tehnique de résolution des problèmes de planiation de trajetoire proposée est exposée
en détail dans le hapitre 3. Les diérentes ontraintes prises en ompte dans e traitement sont :
 atteinte de la position nale pour l'eeteur du robot ;
 évitement des diérents obstales qui peuvent se trouver dans l'espae de travail du
robot ;
 évitement des singularités pour le robot.
La première ontrainte est le but nal de tout problème de planiation de trajetoire.
Les robots, d'une manière générale, opèrent dans des environnements enombrés d'obstales.
Ainsi, l'évitement d'obstale est indispensable dans le proessus de planiation. L'évitement
des singularités permet de garantir que les solutions générées sont bien à l'intérieur de l'espae
de travail du robot. Dans notre étude, nous avons proposé une formulation basée sur les pro-
blèmes d'optimisation à deux niveaux, qui nous a permis d'avoir une formulation laire tout
en travaillant dans les deux espaes de planiation du robot en même temps. Dans le as des
manipulateurs, la tâhe à aomplir (par l'eeteur) est souvent dérite dans l'espae arté-
sien. Ainsi, le déplaement de l'eeteur doit être suivi dans et espae. Cependant, 'est les
diérentes artiulations qui onstituent le robot qui agissent sur le déplaement de l'eeteur.
Don, il faut prendre en ompte la variation au ours du temps de es dernières. Dans notre
as et ave les problèmes d'optimisation à deux niveaux, haque niveau est dédié à un espae et
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les deux ommuniquent entre eux. Les deux niveaux s'exéutent alternativement et de manière
séquentielle jusqu'à onvergene de l'algorithme. Dans le premier niveau, on vise à atteindre
la position nale pour l'eeteur tout en évitant les obstales pour les entres des diérentes
artiulations. Le premier niveau ommene son exéution pour trouver une nouvelle position de
l'eeteur, qui sera ensuite transmise au deuxième niveau avant de se mettre en état d'attente.
Le deuxième niveau, après avoir reçu l'ordre d'exéution du premier, ommene à son tour son
exéution pour tenter de trouver la meilleure onguration (en termes de variables artiulaires
) en évitant les obstales et les singularités du robot. Cette onguration est testée par rapport
à la valeur transmise par le premier niveau en onsidérant le modèle géométrique diret du
robot omme une ontrainte dans la formulation. Ainsi, une nouvelle tehnique d'évitement
d'obstale est proposée. Cette dernière s'adapte à la position atuelle de haque bras du robot
par rapport à haque obstale. Une fois que le deuxième niveau nit son exéution, il transmet
le résultat au premier niveau qui va reprendre son exéution avant de se mettre une nouvelle fois
en état d'attente. L'algorithme s'arrête une fois que l'eeteur a atteint la position nale. Le
résultat de e traitement est un ensemble de positions (en une seule dimension), qui onstituent
le hemin à emprunter pour aller de la position initiale à la position nale. En termes de moyens
de résolution, nous avons hoisi d'utiliser les métaheuristiques à ause de la omplexité de la
formulation. Nous avons montré à travers les diérents tests la validité de la tehnique proposée.
Le hapitre 4 omplète la démarhe dérite dans le hapitre 3. En eet, dans e hapitre, le
point de départ est un ensemble de points en une seule dimension, qu'on herhe à interpoler.
Les problèmes d'interpolation ont fait l'objet de beauoup d'études dans la littérature. Cepen-
dant, le problème des données initiales à une seule dimension n'a pas enore été traité à notre
onnaissane. Une formulation est proposée dans e travail. Le but étant d'assurer des ourbes
lisses en termes de vitesses, aélérations et jerks. Les ontraintes de e problème sont :
 atteindre la position nale très rapidement (minimiser le temps de parours) ;
 minimiser la longueur des ourbes ;
 minimiser les ondulations dans le déplaements.
Ces diérents ritères sont liés à la minimisation des vitesses, aélérations et jerks. On a
opté pour une interpolation à base de fontions polynomiales, e qui nous permet de manipuler
plus failement les données. Ave la formulation proposée, on a énormément de ontraintes à
satisfaire (en termes d'optimisation). C'est pourquoi nous avons utilisé une métaheuristique à
base d'algorithme génétique pour la résolution. Nous avons montré à travers les diérents tests
omment hoisir les paramètres de pondération (pour la fontion objetif) et nous avons validé
la tehnique en onrmant les résultats esomptés.
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La deuxième partie de ette thèse onerne l'opération de raniotomie ave le robot Neu-
romate. Rappelons que ette opération onsiste à réaliser une petite ouverture au niveau du
râne humain, an d'y introduire des instruments pour retirer une tumeur, interrompre une
hémorragies ou traiter un abès. Assistée par un robot, ette opération d'inision des os du
râne représente est une forme partiulière des problèmes de planiation de trajetoires (ave
des retours visuels). Ii, nous nous sommes intéressés uniquement à la réalisation de l'ouverture
et non à toute la planiation. La démarhe lassique de la raniotomie assistée par un robot
est basée sur le prinipe de o-manipulation, e qui impose l'aès au ontrleur prinipal.
Dans notre as, la démarhe proposée repose sur l'utilisation d'un système d'usinage à grande
vitesse, dont l'unique intervention humaine néessite essentiellement de xer la vitesse d'avane
de l'eeteur et la vitesse de rotation de l'outil. Ave e modèle, on a réussi à quantier les
fores et les ouples néessaires pour ette opération, et par suite la vitesse de déplaement
de l'eeteur et elle de rotation de l'outil d'inision des os. On a proédé à plusieurs tests
ave diérentes vitesses de rotation pour valider la démarhe. A la n du hapitre, après avoir
exploré les diérents paramètres, on a proposé une formulation permettant d'obtenir les para-
mètres optimaux néessaires à l'usinage. Les tests ont été réalisés sur des plaques en polyamides.
Plusieurs pistes peuvent être explorées pour améliorer e travail. Dans la démarhe de
résolution du problème de planiation de trajetoire proposée, on s'est limité à la inématique
du robot. Dans le as des robots utilisés en hirurgie, les déplaements sont très petits, et en
onséquene il n'est pas néessaire de prendre en ompte la dynamique du robot. Cependant, il
est faile d'intégrer le modèle dynamique dans la formulation. Dans la tehnique d'interpolation
proposée dans le hapitre 4, l'évitement d'obstales n'a pas été pris en ompte pare qu'elle a
déjà été traité au niveau du hapitre 3. Cependant, on peut rendre la tehnique plus générique
en intégrant l'évitement d'obstales dans la formulation. D'un point de vue pratique, il sera
intéressant d'implémenter ette partie sur le système Neuromate et l'adapter à un as réel
d'utilisation. En e qui onerne la proédure de raniotomie, les tests ont été réalisés sur des
plaques en polyamides. Il serait intéressant de tester la proédure sur des adavres avant de
l'appliquer aux vivants. Une autre piste est de modier le modèle d'usinage an de l'adapter à
diérentes formes d'outils d'inision.
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Annexe
6.1 Le système Neuromate
Dans ette setion, on présente le modèle géométrique et inématique du robotNeuromate.
Comme déjà mentionné, on utilisera la onvention de Denavit hartenberg qui est la plus utilisée
pour la modélisation des systèmes artiulés.
6.1.1 Modèle géométrique
Le robotNeuromate possède une struture inématique série lassique à inq artiulations
pivots, la onguration géométrique du robot est représentée dans la gure A.1.
Figure A.1  Conguration géométrique du robot.
Les limites des artiulations du robot sont représentées dans le tableau suivant :
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N° artiulation Min(degrés) Max(degrés)
1 -180 180
2 -180 180
3 -90 90
4 -90 90
5 -90 90
Tableau A.1  limites artiulaires du robot.
Le but de la onvention de Denavit Hartenberg (DH) est de trouver les oordonnées de
l'eeteur du robot dans un repère lié à la base du robot (repère xe). Pour e faire, on attribue
à haque artiulation un repère relatif et ave la onvention DH, on détermine les paramètres
géométriques du robot qui sont mentionnés dans la tableau suivant :
orps ai αi di θi φi
1 a1 0 d1 q1 0
2 0 π/2 d2 q2 0
3 a3 0 0 q3 0
4 a4 0 0 q4 0
5 a5 0 0 q5 0
Tableau A.2  Tableau des paramètres géométriques.
Les paramètres (ai,αi,di,θi,φi), appelés paramètres géométriques, tels que :
 φi : type de l'artiulation (0 : rotoide et 1 : prismatique).
 αi : angle entre Zi−1 et Zi autour de Xi.
 ai−1 : distane entre Zi−1 et Zi le long de Xi.
 θi : angle entre Xi−1 et Xi le long de Zi−1.
 di : distane entre Xi−1 et Xi le long de Zi−1.
En prenant cos(θi) ≡ Ci, sin(θi) ≡ Si, cos(αi) ≡ Cαi et sin(αi) ≡ Sαi, la forme générale de la
matrie de passage entre le repère Ri−1 et le repère Ri est la suivante :
T i−1i =


Ci −SiCαi SiSαi aiCi
Si CiCαi −CiSαi aiSi
0 Sαi Cαi di
0 0 0 1


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Les matries de transformations sont les suivantes :
T 01 =


C1 −S1 0 a1C1
S1 C1 0 a1S1
0 0 1 d1
0 0 0 1

 T
1
2 =


C2 0 S2 0
S2 0 −C2 0
0 1 0 d2
0 0 0 1


T 23 =


C3 −S3 0 a3C3
S3 C3 0 a3S3
0 0 1 0
0 0 0 1

 T
3
4 =


C4 −S4 0 a4C4
S4 C4 0 a4S4
0 0 0 0
0 0 0 1


T 45 =


C5 −S5 0 a5C5
S5 C5 0 a5S5
0 0 1 0
0 0 0 1


Le modèle géométrique diret du robot est obtenu en faisant une multipliation de toutes es
matries. De ette manière, on obtient les oordonnées de l'eeteur dans le repère R0. Ainsi,
on herhe le produit T 05 = T
0
1 .T
1
2 .T
2
3 .T
3
4 .T
4
5 , appelé matrie homogène globale. Pour eetuer
es aluls, on utilise le logiiel Maple. La valeur de la matrie T 05 (après simpliation) est :
T 05 =


C12C345 −C12S345 S12 a5C12C345 + a4C12C34 + a3C12C3 + a1C1
−S12C345 −S12S345 −C12 a5S12C345 + a4S12C34 + a3S12C3 + a1S1
S345 C345 0 a5S345 + a4S34 + a3S3 + d1 + d2
0 0 0 1


La position de l'eeteur est donnée par :


X = a5C12C345 + a4C12C34 + a3C12C3 + a1C1
Y = a5S12C345 + a4S12C34 + a3S12C3 + a1S1
Z = a5S345 + a4S34 + a3S3 + d1 + d2


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6.1.2 Modèle inématique
Le modèle inématique du robot dérit la relation entre la vitesse de l'eeteur X˙ et les
vitesses des artiulations q˙, il est dénit par :
X˙ = Jq˙
telle que la variable J est la matrie jaobienne, son expression est la suivante :
J =


∂X
∂q1
∂X
∂q2
∂X
∂q3
∂X
∂q4
∂X
∂q5
∂Y
∂q1
∂Y
∂q2
∂Y
∂q3
∂Y
∂q4
∂Y
∂q5
∂Z
∂q1
∂Z
∂q2
∂Z
∂q3
∂Z
∂q4
∂Z
∂q5


Ave :
J11 =
∂X
∂q1
= −a5S12C345 − a4S12C34 − a3C3S12 − a1S1
J12 =
∂X
∂q2
= −a5S12C345 − a4S12C34 − a3C3S12
J13 =
∂X
∂q3
= −a5C12S345 − a4C12S34 − a3S3C12
J14 =
∂X
∂q4
= −a5C12S345 − a4C12S34
J15 =
∂X
∂q5
= −a5C12S345
J21 =
∂Y
∂q1
= a5C12C345 + a4C12C34 + a3C3C12 + a1C1
J22 =
∂Y
∂q2
= a5C12C345 + a4C12C34 + a3C3C12
J23 =
∂Y
∂q3
= −a5S12S345 − a4S12S34 − a3S3S12
J24 =
∂Y
∂q4
= −a5S12S345 − a4S12S34
J25 =
∂Y
∂q5
= −a5S12S345
J31 =
∂Z
∂q1
= 0
J32 =
∂Z
∂q2
= 0
J33 =
∂Z
∂q3
= a5C345 + a4C34 − a3S3
J34 =
∂Z
∂q4
= a5C345 + a4C34
J35 =
∂Z
∂q5
= a5C345
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6.2 Modèle d'usinage
Comme mentionné dans le hapitre 5, un modèle d'usinage à grande vitesse a été utilisé.
Ce dernier nous permet de quantier l'eort de oupe ainsi que le ouple néessaire. Rappelons
que e modèle est appliqué pour un ertain modèle de mèhes, omme elui montré dans la
gure A.2.
Figure A.2  Géométrie d'un foret hélioïdal à deux lèvres.
Ce modèle donne les eorts en oupe en fontion de la ontrainte de isaillement du matériau
à usiner, l'avane et l'intégrale d'une fontion qui dépend de la géométrie de l'outil et du
oeient de frottement, par rapport au rayon de l'outil sur les arêtes de oupes. Les formules
obtenues sont :
F l = Ks.f.
∫ d/2
d1/2
sin(Kr). cos(µ)
sin(φn). cos(θn)
.(sin(λn − γn − µ). sin(Kr)− cos(Kr)). r√
r2 − w2dr (6.2.1)
Ml = Ks.f.
∫ d/2
d1/2
sin(Kr). cos(µ)
sin(φn). cos(θn)
. cos(φn − γn − i). r√
r2 − w2dr (6.2.2)
L'équation 6.2.1 représente la formule utilisée pour le alul de l'eort de oupe et l'équation
6.2.2 elle utilisée pour le ouple. La fontion intégrale n'est pas dénie expliitement, e qui
rend le alul de ette intégrale assez omplexe. En eet, le équations nous permettent d'obtenir
r (rayon de l'outil) en fontion de θ (angle intermédiaire). Cependant, pour faire e alul, on
aura besoin de déterminer θ en fontion de r.
Pour donner une estimation de la valeur de ette intégrale, on a utilisé la somme de Riemann
assoiée à une subdivision irrégulière de l'intervalle [
d1
2
,d
2
℄ de la forme ri = r(θ
i
n). Les intégrales
à aluler sont :
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∫ d/2
d1/2
sin(Kr). cos(µ)
sin(φn). cos(θn)
.(sin(λn − γn − µ). sin(Kr)− cos(Kr)). r√
r2 − w2dr (6.2.3)
∫ d/2
d1/2
sin(Kr). cos(µ)
sin(φn). cos(θn)
. cos(φn − γn − i). r√
r2 − w2dr (6.2.4)
Ave :
 Kr :1/2 de l'angle de pointe
 w :1/2 distane entre les lèvres
 r : rayon de l'outil ave r ∈ I = [d1
2
,d
2
]
 d : diamètre de l'outil
 µ : angle intermédiaire ave
µ = arctan(tan(arcsin(
w
r
)) cos(Kr))
 γn : angle de oupe normale
γn =
tan( d
2r
tan(δ0)) cos(arcsin(
w
r
))
sin(Kr)− cos(Kr) tan( d
2r
tan(δ0))
w
r
− µ
 λn : angle de frottement ave : λn = arctan(0.5)
 d1 : distane entre les lèvres ave d1 = 2w
 δ0 : angle d'hélie de l'outil
 φn : angle de isaillement
 θn : angle intermédiaire
 i : angle d'inlinaison ave arcsin(w
r
sin(Kr))
L'angle de isaillement ψn et l'angle intermédiaire θn sont donnés par les équations 6.2.5,6.2.6
et 6.2.7.
h =
t1 sin(θn)
cos(λn) sin(θn − λn + 2Kr)(1 +
Cn
3 tan(θn)
) (6.2.5)
θn = ψn + λn − 2Kr (6.2.6)
tan(θn) = 1 + 2(
π
4
− ψn)− Cn (6.2.7)
Ave :
 h : longueur de l'outil : h = 2rπ
 t1 : épaisseur du opeau non déformé
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 C : onstante de déformation
 n : index de déformation et durissement
Après simpliation, on obtient les deux formules suivantes :
ψn = θn − λn + 2Kr (6.2.8)
r =
d sin(θn)
4π cos(λn) sin(θn − λn + 2Kr)(1 +
1 + π
2
− 2(θn − λn + 2Kr)− tan(θn)
3 tan(θn)
) (6.2.9)
Par onséquent, on obtient r en fontion de θn. A partir de la relation dérite par l'équation
6.2.9, et en utilisant un solveur Exel, on peut déterminer l'intervalle J de θn pour lequel
r ∈ I = [d1
2
,d
2
]. On subdivise et intervalle en un nombre assez grand de parties pour bien
erner l'intégral. Le pas hoisi est de 10−8, 'est à dire :
θi+1n = θ
i
n + 10
−8
(6.2.10)
Une fois les θin déterminées, on alule les ri :
ri = r(θ
i
n) (6.2.11)
Ainsi, on a obtenu une subdivision susamment ne de l'intervalle I. En suite à l'aide de
la formule de Riemann, on alule les deux intégrales (équations 6.2.1 et 6.2.2). Les résultats
sont :
F l = 2.75Ksf
Ml = 0.97Ksf
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