This paper continues the study of patterns of synchrony (equivalently, balanced colorings or flowinvariant subspaces) in symmetric coupled cell networks, and their relation to fixed-point spaces of subgroups of the symmetry group. Our aim is to provide a group-theoretic explanation of the "exotic" balanced coloring previously discussed in Part 2. Here we show that the pattern can be obtained as a projection into two dimensions of a fixed-point pattern in a three-dimensional lattice. We prove a general theorem giving sufficient conditions for such a construction to lead to a balanced coloring, for an arbitrary direct product of group networks.
Introduction
This paper is a continuation of Parts 1 and 2 of [Antoneli & Stewart, 2006 , 2007 , which study balanced equivalence relations (colorings) of symmetric coupled cell networks, in the sense of Stewart et al. [2003] and Golubitsky et al. [2005] . The main aim is to obtain insight into a particular two-color pattern on the finite square lattice, which has remarkable properties. This pattern was discussed in [Antoneli & Stewart, 2007 ], but we seek a more general viewpoint. In fact, we will show that the pattern arises by projecting, into two dimensions, a straightforward pattern in a subset of the threedimensional lattice.
A coupled cell network is a directed graph [Tutte, 1984; Wilson, 1985] whose nodes and edges are distinguished by "labels" or "types". The nodes ("cells") of a network G represent dynamical systems, and the edges ("arrows") represent couplings. The symmetry group Aut(G) consists of all automorphisms of the graph that preserve labels.
A coloring of G is a map κ : G → K where K is a set, whose elements are colors. Associated with any coloring is an equivalence relation , interpreted as "same color". That is, c d if and only if κ(c) = κ(d). Graphically, we can color the cells, using one color for each element of K. The equivalence classes are then distinguished by color.
Subgroups H of Aut(G) determine an important class of colorings. Here we color c, d the same if and only if they lie in the same H-orbit; that is, if and only if d = γc for some γ ∈ H. These colorings determine flow-invariant subspaces of the phase space of the coupled cell system, in the following sense. Choose a real vector space P c for each cell c, the cell phase space. An element x c ∈ P c represents the state of cell c. Form the total phase space P = P 1 × · · · × P N where the cells are labeled 1, . . . , N.
Any coloring of the cells determines a polydiagonal subspace
This space corresponds to states of the network in which cells of the same color are synchronous. If is a coloring determined by a subgroup H ⊆ Aut(G), then the polydiagonal ∆ is invariant under any vector field whose form is consistent with the network topology. Such vector fields are said to be admissible. (For the proof, note that ∆ is the fixed-point space of H acting on P by permuting coordinates, hence is invariant under all Aut(G)-equivariant vector fields by Golubitsky et al. [1988, Lemma XII.2.1] . But every admissible vector field is Aut(G)-equivariant. See also Proposition 3.3 in [Antoneli & Stewart, 2007] .)
Colorings of this type determine natural patterns of synchrony for cells, which exist because of the global symmetries of the network. If cells are initially synchronized according to such a pattern, then they remain synchronized for all time.
However, in many networks there exist other natural patterns of synchrony, with the same flowinvariance property, that do not arise from grouptheoretic symmetry. Instead, synchrony may result from "local" symmetries of the network. In this context the natural analogue of the symmetry group Aut(G) is the symmetry groupoid B G of G, which comprises all label-preserving bijections between "input sets" of cells. The input set of c consist of all arrows that point to c.
In the groupoid setting there also exists a canonical class of flow-invariant subspaces, defined as follows. Let be a coloring, and consider the associated polydiagonal ∆ . Theorem 6.5 of Stewart et al. [2003] proves (using slightly different terminology) that ∆ is flow-invariant under every admissible vector field if and only if is "balanced". Roughly speaking, this condition states that if c and d have the same color then their input sets are related by a bijection that preserves colors.
An exotic coloring
We focus on a natural class of symmetric networks, which we call group networks, introduced in [Antoneli & Stewart, 2007] . Suppose that Γ is a permutation group acting on a set S. Then we can consider the elements of S as cells, and ordered pairs (s 1 , s 2 ) of distinct elements of S as arrows. These cells and arrows can then be labeled according to their Γ-orbits. The resulting network G Γ is symmetric under the action of Γ; moreover, it is all-to-all coupled, that is, any two distinct cells are connected by an arrow in the sense that if s 1 = s 2 ∈ S then there exists an arrow e from s 1 to s 2 .
It is tempting to conjecture that every balanced coloring of a group network should be of the form Fix(H) for a suitable subgroup H ⊆ Aut(G). However, this turns out to be false [Antoneli & Stewart, 2007] . There is a 64-cell group network G whose cells can be identified with the discrete torus Z 8 × Z 8 , acted upon by the group Γ = (Z 8 ⊕ Z 8 )+ D 4 wherė + indicates a semidirect product. Here Z 8 ⊕ Z 8 is the translation group of the torus and D 4 is the "holohedry" [Hahn, 1992] , which consists of the eight automorphisms that fix the origin (0, 0). These automorphisms map a point (a, b) to the points (±a, ±b) and (±b, ±a) for any choice of signs.
The 64-cell network supports the two-coloring shown in Fig. 1 . The arrows are not shown because the network is all-to-all connected and the arrowtypes are uniquely determined by the group action. (See [Antoneli & Stewart, 2007] for further discussion.) This coloring is the reduction modulo 8 of Fig. 6 (a) in ], see Fig. 2 . Wang and Golubitsky show that in a planar lattice with nearest-neighbor coupling, exotic balanced colorings can exist for straightforward combinatorial reasons. However, most colorings of this kind cease to be balanced if longer-range couplings are permitted. Surprisingly, the two-coloring in Fig. 1 is balanced for dth nearest neighbor coupling, however large d may be. More precisely, this two-coloring is balanced for the group network G Γ .
It follows easily that the lift of this coloring to the integer lattice Z 2 , obtained by tiling the plane with copies of Fig. 1 as shown in Fig. 2 , has a similar property. Because Γ is now an infinite group, the associated group network is not finite (nor even locally finite) and hence cannot easily be associated Fig. 1 . An exotic balanced two-coloring of the discrete torus
with a system of ODEs, but it is of finite type in the sense of Stewart [2007] , and the main properties of balanced equivalence relations carry over to this class of networks.
The intriguing feature of Fig. 1 is that despite the evident regularity of the pattern, this coloring is not of the form Fix(H) for any subgroup H of the automorphism group of the network (either in Z 2 or in Z 2 8 ). We emphasize that this fact is not a consequence of special assumptions like nearestneighbor coupling: it is valid for any system of couplings such that the action of the symmetry group preserves arrow-type.
This remarkable "coincidence" requires explanation. Our aim in this paper is to provide a grouptheoretic rationale for the existence of this exotic pattern, which motivates a general theorem that may lead to other examples of a similar kind. We will show that the exotic pattern can be constructed from a fixed-point coloring in the three-dimensional lattice Z 3 by restricting that coloring to a carefully chosen subset, and then projecting the result onto Z 2 . This projection is well-defined as a consequence of the "vertical" periodicity of the pattern.
This idea is motivated in part by a similar construction in the theory of quasicrystals, where quasilattices in low dimensions are obtained as projections of suitable subsets of lattices in higher dimensions, see for example [Baake et al., 1990] . However, the present context is simpler.
Structure of the paper
In Sec. 2 we recall a few concepts from the theory of coupled cell networks, in particular the definitions of input set and input-equivalence. We refine the notion of an input set to take account of arrowtypes, and show that an equivalence relation is balanced if and only if its restriction to each arrowtype is balanced. Section 3 defines a group network and its symmetry group. Section 4 introduces the exotic pattern P that motivated this paper. Section 5 interprets P as the projection into the two-dimensional lattice of a subset of a pattern in a three-dimensional lattice, shows that the threedimensional pattern is a fixed-point pattern, and deduces that the exotic pattern must be balanced by observing that P has certain special features relative to the projection from Z 3 to Z 2 . Section 6 generalizes the construction to direct-product group networks satisfying mild technical conditions, and proves the main theorem of the paper, Theorem 6.4.
Input Sets
We assume familiarity with the basic definitions and properties of coupled cell networks. See [Stewart et al., 2003; Golubitsky et al., 2005] or [Antoneli & Stewart, 2006 , 2007 . We recall some notation that will be needed. The equivalence relation ∼ E on arrows classifies them into arrow-types. (The "E" stands for "edge", a remnant of earlier terminology.) We denote the head and tail of an arrow e by H(e), T (e) respectively. The automorphism group Aut(G) comprises those permutations of the cells and arrows that preserve heads, tails, couplings, and cell-and arrow-types.
Let G be a coupled cell network with cells C and arrows E. There is a canonical set of arrows associated with each cell c ∈ C, namely, the arrows that represent couplings into that cell:
An element of I(c) is called an input arrow of c.
Important features of a network are captured by an equivalence relation that is determined by the structure of input sets: 
such that for every i ∈ I(c),
Any such bijection β is called an input isomorphism from cell c to cell d.
Equation (3) states that input-isomorphisms preserve arrow-type. This makes it useful to distinguish the input arrows for a given cell c ∈ C according to their type: Definition 2.3. Let G be a network, let c ∈ C, and let A denote an arrow-type of G, that is, a ∼ E -equivalence class. Define
More generally, if A is a set of arrow-types, we define
We now impose a finiteness condition on the network, which seems to be the most general condition that leads to a natural extension of the theory of finite networks. It is proved in [Stewart, 2007, Theorem 5.6 ] that for any network of finite type, a polydiagonal is flowinvariant if and only if it is balanced. (For networks that are not of finite type, it is not even clear how to define "flow-invariant".)
For any arrow-type A, we define a subnetwork G A having the same cells as G, but including only those edges that belong to A. The input set of c in the network G A is the same as our previously defined set I A (c). Similarly we define G A for any set of arrow-types A, and the input set of c in G A is I A (c). Proof. The equivalence of (a) and (b) is proved in [Stewart, 2007] . Clearly (c) implies (b). But (b) easily implies (c) because input-isomorphisms preserve arrow-type.
Group Networks
We now recall a key concept from [Antoneli & Stewart, 2007] : the class of group networks. These are "universal" networks with a given symmetry group, in the following sense:
Definition 3.1. Let Γ be a permutation group acting on C = {1, 2, . . . , N}, so that Γ ⊆ S N . A network G is a Γ-network if (a) The cells of G are the elements of C.
That is, the cell-types are the Γ-orbits on C.
Then G is all-toall connected, with no self-connections and no multiple arrows.
That is, the arrow-types are the Γ-orbits on E.
These conditions determine the network uniquely up to isomorphism. We denote it by G Γ .
A network G is a group network if it is a Γ-network for some group Γ.
Technically, an automorphism or symmetry of a network is a pair of bijections ω = (ω C , ω E ) which preserve the incidence relations between arrows and cells, and the cell-and arrow-types. Here ω C acts on the cells C and ω E acts on the arrows E. If the network has no multiple arrows, which in particular is true of group networks, then it is possible to work solely with ω C .
Clearly Γ ⊆ Aut(G Γ ). This inclusion may be proper, see [Antoneli & Stewart, 2007] .
Exotic Coloring of the Square Lattice
We recall the exotic coloring from the classification by Wang and Golubitsky [2005] , discussed in detail in [Antoneli & Stewart, 2007] . It is shown in Fig. 2 .
Here we refer to the dark cells as "red" and the light cells as "blue". This coloring, which we shall denote by P, is obtained by tiling the planar square lattice Z 2 with copies in Fig. 1 . In [Antoneli & Stewart, 2007] , we proved that P is balanced (though not a fixed-point coloring) for coupling of any (finite) range, on the natural assumption that arrows that lie in the same orbit of the automorphism group Γ = Aut(Z 2 ) of the lattice must be edge-equivalent. This group is the semidirect product (Z ⊕ Z)+ D 4 , where Z ⊕ Z acts by translations and the holohedry D 4 consists of rotations and reflections that fix the origin.
Equivalently, P is balanced in the group network G Γ for the group Γ, whose cells are C = Z 2 .
Remarks 4.1 (a) The group network G Γ is neither finite nor locally finite, but it is of finite type. We are considering only its combinatorial properties, so the discussion can be carried out in this context. (b) By construction, the coloring P is doubly periodic, with period 8 in each direction. It is convenient to work with the infinite lattice Z 2 in this paper, rather than the mod-8 reduction to Z 2 8 . It is proved in [Antoneli et al., 2005] that balanced colorings of d-dimensional lattices must be spatially d-fold periodic, provided the couplings are sufficiently long-range. Aside from trivial variants (direct products of colorings in higher-dimensional lattices) this is currently the only known exotic coloring of a group network associated with a lattice.
Projection from Higher Dimensions
In [Antoneli & Stewart, 2007, Sec . 6] we gave a (rather contrived) group-theoretic rationale for the balance property of the exotic colorings P and P 8 . Here we derive a more natural explanation in terms of the projection into two dimensions of a fixedpoint pattern on a subset of the three-dimensional cubic lattice.
Description of P as a projection
The first step is to describe P as a projection of a pattern on a subset S ⊆ Z 3 , where S is invariant under the action of an appropriate subgroup of Aut(Z 3 ). The subset S is not a sublattice of Z 3 , though it is defined in terms of a sublattice of Z 2 . Define a sublattice L 00 ⊆ Z 2 , of index 4, and its cosets L ij where 0 ≤ i, j ≤ 1 by:
To make the symmetries of these patterns obvious, Fig. 3 shows them on the 16 × 16 grid [−8, 7 ] × [−8, 7] . The basic tile, the subset [0, 7] × [0, 7] , is outlined by a bold square. The main feature of each pattern is the occurrence of alternating diagonal "stripes" of width 2. Any symmetry of the patterns must preserve these stripes.
Observe that P 00 is a fixed-point pattern in the sublattice L 00 . Also, the other three P ij are congruent to P 00 under automorphisms of Z 2 , hence are also fixed-point patterns (intersected with translates L ij of L 00 ).
More explicitly, P 00 can be defined as follows, writing κ(x, y) for the color of (x, y) ∈ L 00 , with the colors corresponding to symbols R, B for red and blue respectively:
Lemma 5.1
(a) The coloring P 00 is invariant under the elements α, β, γ, δ of Aut(Z 2 ) defined by
The above transformations generate the isotropy subgroup of P 00 in Aut(Z 2 ).
Proof. (a) It is routine to verify that these transformations preserve (4) and therefore also (5). (b) Suppose that σ ∈ Aut(Z 2 ) fixes P 00 . Then σ fixes L 00 setwise. Further, σ maps each of the sets K R = {(x, y) : κ(x, y) = R} and K B = {(x, y) : κ(x, y) = B} to itself. In fact, any transformation that preserves one of these sets also preserves its complement, which is the other set.
Translating by a suitable integer multiple of α we may suppose that σ fixes the diagonal "stripe"
setwise. Composing if necessary with γ, we may assume that the action of σ on this stripe, hence on 
Extending P 00 into three dimensions
We now introduce a third dimension into the patterns. First, we need:
Lemma 5.3. There exists an automorphism τ of Z 2 such that τ 4 = id and:
so τ has order 4. The assertions about the L ij and the corresponding P ij are routine verifications.
A third dimension comes into play as follows. Define the layers of Z 3 to be the subsets
where j ∈ Z. These are the "horizontal" sections of
We now define a subset S ⊆ Z 3 and a pattern Q on S as follows. Let ψ :
so that the effect of ψ is to apply τ to a horizontal section (x, y, c) where c is a constant integer, and then shift it one unit in the z-direction, c → c + 1.
Let
Let π : Z 3 → Z 2 be defined by π(x, y, z) = (x, y), which is the projection onto the first two coordinates. The crucial observation is: This lemma implies, in particular, that we could work modulo 4 in the vertical direction if we wished. However, for current purposes it seems more convenient to work in Z and take note of the fourperiodicity.
Write
and call these the layers of Q. By construction, and the form of τ , each layer of Q is the same as that of P ij . Indeed,
Arrow-types
We now relate arrow-types in Z 2 to arrow-types in S ⊆ Z 3 . Each cell c ∈ Z 2 is the image under π of various cells c ∈ S. The layer containing any such c is unique (mod 4). The appropriate layers are shown in Fig. 4 , where the shaded cell is the origin. The heads and tails of arrows of fixed type in Z 2 are consistent with the layer structure, in the following sense. 
If H(e) ∈ L 10 ∪L 01 then exactly one of the following holds:
Proof. This follows easily from Fig. 4 on a case-bycase basis. For instance, assume that H(e) ∈ L 00 . An arrow-type in Z 2 is specified by a pair (a, b) ∈ Z 2 where we may assume 0 ≤ a ≤ b. Arrows of this type have head (k, l) and tails at (k ± a, l ± b) and (k ± b, l ± a). It is easy to verify that if a, b are both even then λ(T (e)) = 0; if a, b are both odd then λ(T (e)) = 2; if a, b have different parity then λ(T (e)) = 1 or 3.
The other cases are similar.
We now consider the arrow-types for S considered as a group network for the action of Σ. By definition, Σ maps layers to layers. It follows easily that the arrow-types in S can be parametrized by pairs (A, r) where A is an arrow-type in Z 2 and r ∈ Z. When A corresponds to the pair (a, b), arrows of type (A, r) with head (x, y, z) ∈ S have tails at
Balance is preserved
We now show that the geometry of the above construction, especially Lemma 5.5, proves that P inherits the balance property of Q. We first make a simple observation: Proof. By definition Σ ⊆ Aut(G 1 ), and the fixedpoint coloring on G restricts to give the fixed-point coloring for Σ on G 1 . But this is balanced since Σ ⊆ Aut(G 1 ).
We now prove that P inherits the balance property of Q, as a consequence of some special (but simple) features of the geometry of the projection π.
Let Γ be the group of crystallographic transformations of Z 2 , and consider the group Γ × Z acting on the set Z 3 by
Consider the group networks 
Here A does not dependent on c. (in fact s ≤ 2 here). Since Q is balanced on S, there exist color-preserving bijections
Therefore the union γ = γ 1 ∪ · · · ∪ γ s is a colorpreserving bijection from I A (c * ) to I A (d * ). Therefore γ induces, by projection, a color-preserving bijection
that is,
as required.
Generalization to Direct-Product Group Networks
We now seek to generalize the ideas arising from the above example. The abstract setting focuses on the "direct product" of two group networks. (In the specific example these networks are Z 2 acted on by the crystallographic group D 4+ Z 2 and Z acted on by Z, the translation group, or, given the vertical four-periodicity of Q, the group Z 4 .) Definition 6.1. Let Γ 1 , Γ 2 be groups of permutations of sets C 1 , C 2 , respectively. Let the corresponding group networks be G 1 , G 2 . Then the direct product G 1× G 2 in the category of group networks is the Γ 1 × Γ 2 -network with cells C 1 × C 2 , where the action is (γ 1 , γ 2 )(c 1 , c 2 ) = (γ 1 c 1 , γ 2 c 2 )
The dot over the × symbol reminds us that this construction is not the usual direct product of graphs. There are natural projections
For convenience we henceforth write
We give G 1 a distinguished role as the "base", fibred by G 2 .
To deduce that the exotic pattern P is balanced, we take Γ 1 = (Z ⊕ Z)+ D 4 acting on C 1 = Z 2 , and Γ 2 = Z 4 acting by translation on C 2 = Z 4 . The group H is α, β, γ, δ, τ , and Q is the union of the sets τ j (L 00 ) for j = 0, 1, 2, 3.
