In this paper we study the well-posedness of a phase-field model that describes the dynamics of a binary viscous incompressible fluid with thermo-induced Marangoni effects. The governing system consists of modified Navier-Stokes equations coupled with phase-field and energy transport equations, with the surface tension coefficient, viscosity and thermal conductivity depending on the temperature. Under the assumption that the initial temperature variation is suitably bounded with respect to the coefficients of the system, we are able to prove the existence of global weak solutions in both 2D and 3D, as well as the existence and uniqueness of global strong solutions in 2D. Finally, we obtain the existence and uniqueness of local strong solutions in 3D without any constraint on the temperature variation.
Introduction
The Marangoni effect [29, 35] is a phenomenon where mass transfer occurs due to the differences in surface tension that can either be attributed to non-uniform distributions of surfactant [30] or the existence of temperature gradient in the neighborhood of the interface [31] . In particular, the so-called Bénard-Marangoni convection is a thermal convective motion due to the bulk forces resulting from the thermally induced density difference (buoyancy) and the interfacial forces resulting from the temperature-dependence of the surface tension for the free surface (thermo-capillarity, or the thermal induced Marangoni effect). The Marangoni effect turns out to dominate the convection when the depth of the fluid layer is sufficiently small, and it has many important applications in complex fluids, liquid-gas systems and ocean-geophysical dynamics [3-5, 19, 40] .
The phase-field approach has been shown to be a powerful method for modelling the related dynamics of interfaces in multi-phase systems (cf. [2] and the references cited therein). In the phase-field model, sharp-interfaces of the macroscopically immiscible fluids are replaced by a thin region (i.e., the diffuse-interface) with steep change on properties of different components. Comparing with the classical sharp-interface model, the phasefield model allows for topological changes of the interfaces and has many advantages in numerical simulations of the interfacial motion [11, 18, 23, 28, 39] . In this approach, a phase function φ is introduced as the volume fraction of the two species. The interaction between different species is modeled by the elastic (mixing) energy of Ginzburg-Landau type based on φ E(φ) = Ω 1 2 |∇φ| 2 + W (φ) dx.
The gradient part Ω 1 2 |∇φ| 2 represents the tendency of the mixture to be homogeneous, i.e., the "phillic" interaction, while the bulk energy Ω W (φ)dx represents the "phobic" interaction, or the tendency of the mixture to be separated [23] . In this paper, we consider the energy density function W as follows
where ε is the width of the diffuse-interface that reflects the competition between the two opposite tendencies [23, 28] . The above potential function W can be viewed as a smooth double-well polynomial approximation of the physically relevant logarithmic potential (see [7] ). In this paper, we investigate a phase-field model describing thermo-induced Marangoni effects in the mixture of two Newtonian flows (with matched densities for the sake of simplicity) [16, 23, 24, 32] : u| Γ = 0, φ| Γ = φ b (x), θ| Γ = 0, (t, x) ∈ (0, T ) × Γ, (1.5) u| t=0 = u 0 (x), φ| t=0 = φ 0 (x), θ| t=0 = θ 0 (x), x ∈ Ω. (1.6)
Here, we assume that Ω is a bounded domain in R n (n = 2, 3) with smooth boundary Γ. Functions u, P and θ stand for the fluid velocity, the pressure, and the relative temperature (with respect to the reference background temperature θ b , which is assumed to be a constant for the sake of simplicity), respectively. g is the gravitational acceleration vector and the parameter γ represents the elastic relaxation time. In order to model the thermal induced Marangoni effect, the temperature dependent surface tension coefficient λ is given by a linear function on the temperature such that λ(θ) = λ 0 (a − bθ), where λ 0 > 0, a > 0, b = 0 are constants (cf. [24, 32] , see also [3, 4] ). λ 0 is usually proportional to the interface width ε, the constants a and b are related to the capillary number and the Marangoni number, respectively (cf. [16] ). Then the induced stress tensor σ in (1.1) can be derived within the energetic variational framework (cf. [23, 24] ) by using the Least Action Principle (LAP) (see, e.g., [16, 24, 32] ) σ = λ(θ)∇φ ⊗ ∇φ + λ(θ) 1 2 |∇φ| 2 + W (φ) I.
(1.7)
In (1.7), the usual Kronecker product is denoted by ⊗, i.e., (a ⊗ b) ij = a i b j for a, b ∈ R n and I is the n × n identity matrix. Besides, we shall consider the general case that the fluid viscosity µ and the thermal conductivity κ are allowed to depend on the temperature, which are physically important in the study of non-isothermal fluids (cf. [25] and reference cited therein). For simplicity, we assume that µ(s) and κ(s) are smooth functions of s (e.g., C 2 ) with positive constant lower bounds
The goal of this paper is to study the well-posedness of the initial boundary value problem (1.1)-(1.6). More precisely, we prove the existence of global weak solutions in both 2D and 3D (cf. Theorems 2.1, 2.2) as well as the existence and uniqueness of global strong solutions in 2D (cf. Theorems 2.3, 2.4), under the assumption that the initial temperature variation is suitably bounded with respect to the coefficients of the system (cf. (2.6), (2.8) below). Besides, we obtain the existence and uniqueness of local strong solutions in 3D (and also 2D) without any constraint on the initial temperature variation (cf. Theorem 2.5).
The phase-field system (1.1)-(1.4) is a highly nonlinear PDE system that consists of the modified Navier-Stokes equations for the velocity u, an Allen-Cahn type equation for the phase function φ and an energy transport equation for the temperature θ. It contains the Navier-Stokes-Allen-Cahn system [12, 13, 15, 23, 32, 38] and the heat-conductive Boussinesq system [17, 21, 27, 33] as subsystems. A simplified version of the system (1.1)-(1.4) with constant viscosity and heat conductivity has recently been considered in [37] , in which the global weak/strong solutions are obtained by energy methods and the long-time dynamics as well as stability properties are discussed. However, the arguments therein fail to apply due to the much stronger nonlinear couplings in the current problem.
The major challenges encountered in the mathematical analysis are those highly nonlinear couplings between the equations due to the temperature-dependence of the surface tension parameter λ, the fluid viscosity µ and the heat conductivity κ. First, we observe that for the isothermal version of the problem (1.1)-(1.6) without the Boussinesq approximation term, it obeys the following dissipative energy equality (cf. e.g., [18, 23, 24, 32] 8) which plays an important role in the study of well-posedness as well as long-time behavior of the resulting isothermal Navier-Stokes-Allen-Cahn system (cf. [13, 15, 38] ). However, in our present case, the surface tension coefficient λ is temperature dependent, so that we cannot expect a similar dissipative energy equality as for the isothermal case. The special cancelation between the highly nonlinear induced stress term in (1.1) and the transport term of the phase variable φ in (1.3) is no longer valid, which is crucial to derive the dissipative energy law like (1.8) (cf. [13, 39] , also [22] for the nematic liquid crystal system). The lack of energy dissipation leads to mathematical difficulties for the existence of global weak/strong solutions. With the help of suitable maximum principles for the phase function φ and the temperature θ (cf. Lemmas 3.1, 3.2), we show that if the initial temperature variation is suitably bounded (cf. (2.6), (2.8)), we can still obtain some global estimates (cf. Propositions 3.1, 3.2) and prove the existence of global weak solutions. Furthermore, when the initial temperature variation is bounded as in (2.8), some dissipativity of the system can be revealed (cf. Lemma 3.3), which further yields the long-time convergence of the global strong solutions in 2D (cf. Theorem 2.4). Second, the temperature dependence of the coefficients λ, µ and κ yields stronger nonlinear coupling between the equations than that in [37] . This makes the problem much more complicated, even in the case for the corresponding Boussinesq system with temperature dependent viscosity and heat conductivity (i.e., without the coupling with the phase-field equation in (1.1)-(1.4), and the nonlinearity of the highest-order, i.e., the induced capillary force σ in the Navier-Stokes equations is neglected). We refer to [26] for the global existence of strong solutions with small data, and to [27] for the global existence of weak solutions and the local existence and uniqueness of strong solutions for general data. Global existence of strong solutions of the 2D Boussinesq system either in the bounded domain or in the whole space has been obtained recently in [33, 36] . We shall extend the techniques used in the above mentioned references to our more complicated phase-field system with higher-order nonlinear couplings. We remark that the L ∞ control of the phase function φ is crucial in the subsequent proofs. It is an open problem such that whether the system (1.1)-(1.6) still admits global weak solutions if the Allen-Cahn equation (1.3) is replaced by the Cahn-Hilliard equation [7] , which is a fourth-order equation preserving the total mass Ω φdx but losing the maximum principle for the phase function φ (cf. [2, 16, 23, 32] ). We refer to [1, 6, 14, 15] and the references cited therein for analysis on the isothermal Navier-Stokes-Cahn-Hilliard system. In the recent work [9, 10] , a thermodynamically consistent diffuse interface model describing two-phase flows of incompressible fluids in a non-isothermal setting has been proposed and analyzed (with constant surface tension coefficient λ). See also [41] for the Cahn-Hilliard-Boussinesq equation with the special assumptions that λ and κ are assumed to be positive constants and µ = 0.
The remaining part of the paper is organized as follows. In Section 2, we state the main results of the paper (cf. Theorems 2.1-2.5). In Section 3, we establish the existence of global weak solutions under bounded initial temperature variation. In Section 4, we first prove the uniqueness of strong solutions in both 2D and 3D. Then we proceed to obtain the existence of global strong solutions in 2D under the same bounded initial temperature variation as well as the existence of local strong solutions in 3D for general data.
Preliminaries and Main Results
Let X be a Banach or Hilbert space. We denote its induced norm by · X . X ′ indicates the dual space of X and · will denote the corresponding duality products. The boldface letter X stands for the vectorial space X n endowed with the product structure. We denote by L p (Ω) and W m,p (Ω) the usual Lebesgue spaces and Sobolev spaces of real measurable functions on Ω. When p = 2, W m,p (Ω) will be denoted by H m (Ω). H 1 0 (Ω) is the closure of C ∞ 0 (Ω) in the H 1 -norm, and its dual space is denoted by H −1 (Ω). We denote by C α (Ω) with α ∈ (0, 1) the Hölder space on Ω. For any f ∈ C α (Ω), [f ] α represents the Hölder semi-norm of f that [f ] α = sup x,y∈Ω,x =y |f (x)−f (y)| |x−y| α . If I is an interval of R + and X a Banach space, we also use the function space L p (I; X), 1 ≤ p ≤ +∞, which consists of p-integrable functions with values in X. For simplicity, the scalar product in L 2 (Ω) (also L 2 (Ω)) will be denoted by (·, ·), and the associated norm by · .
Let
H and V are Hilbert spaces with norms · and · H 1 , respectively. Let Π be the orthogonal projection of L 2 (Ω) onto H related to the usual Helmholtz decomposition. We recall the Stokes operator S :
is a compact linear operator on H and S · is a norm on D(S) that is equivalent to the H 2 -norm. We have the following estimate for the pressure π associated with the Helmholtz decomposition (cf. [27, Lemma 3.4] ) such that for any u ∈ D(S), ν > 0, there exists a positive constant C ν independent of u, it holds
Here in (2.1), we assume that π satisfies Ω πdx = 0. Besides, there exists a positive constant c = c(n, Ω) such that (cf. [34] )
In the following text, for two n×n matrices M 1 , M 2 , we denote
. C, C i will stand for the genetic constants depending on Ω, a, b, λ 0 , µ, κ, γ, ε as well as the boundary and initial data. Lower case letters c, c i will denote interpolation/embedding constants that only depend on n, Ω. Special dependence will be pointed out explicitly in the text if necessary. Now we introduce notions of solutions to problem (1.1)-(1.6):
is called a weak solution of the problem (1.1)-(1.6) if
and it fulfills the boundary condition φ| Γ = φ b as well as the initial conditions (1.6).
Remark 2.1. In the above variational form for u, we have used the following facts due to the incompressibility condition (1.2): for any v ∈ V, it holds
as well as the boundary conditions (1.5) and the initial conditions (1.6).
Now we state the main results of this paper.
(A) Existence of global weak solutions.
where c 1 is a constant depending only on n, Ω (see (3.5)), then for arbitrary but fixed T > 0, the problem (1.1)-(1.6) admits at least one global weak solution on [0, T ].
In order to obtain weak solutions that are uniformly bounded in time, we require a further bound on the initial temperature from the heat conductivity. Since κ(s) is a C 2 function, then κ ′ (s)s is continuous and there exists κ 0 > 0 such that
then the problem (1.1)-(1.6) admits at least one global weak solution such that in addition
(B) Global strong solutions in 2D.
(C) Local strong solutions in 3D.
, Ω and coefficients of the system such that the problem (1.1)-(1.6) admits a unique local strong solution (u, φ, θ) on [0, T * ].
Global Weak Solutions

Maximum principle
One of the most important features of problem (1.1)-(1.6) is that the phase function φ and the temperature θ satisfy suitable weak maximum principles. These will be essential in our subsequent proof for the existence of weak/strong solutions.
Similar to the nematic liquid crystal system [8, 22] , we can easily prove that Lemma 3.1. Consider the following initial boundary value problem
Concerning the temperature equation, we have the following L ∞ estimate as well as Hölder estimate (cf. [20, 27, 33] 
Lemma 3.2. Consider the initial boundary value problem
is a weak solution of (3.2) and θ 0 ∈ C α (Ω) for some α ∈ (0, 1), then there exist two positive constants C and δ depending only on
Global weak solutions
The proof for the existence of weak solutions is based on a suitable Galerkin method (see, for instance, [8, 22, 37] ). Once suitable a priori estimates can be obtained, then we can pass to the limit in the approximate problem by standard compactness argument. For the sake of simplicity, all the calculations performed in the remaining part of the paper will be carried out formally for smooth solutions and they can justified by working within the Galerkin approximation scheme.
In what follows, we shall obtain some a priori estimates that will be crucial to prove the existence of weak solutions to problem (1.1)-(1.6).
Proposition 3.1. For n = 2, 3, we assume that |φ 0 | ≤ 1 a.e. in Ω, |φ b | ≤ 1 on Γ and θ 0 satisfies the assumption (2.6). Then for arbitrary but fixed T > 0, we have
where C T is a constant depending on u 0 , φ 0
, θ 0 L ∞ , T and coefficients of the system.
Proof. Multiplying equation (1.1) with u and equation (1.3) with −aλ 0 (∆φ − W ′ (φ)), respectively, adding them up and integrating over Ω, we have
We shall make use of the Gagliardo-Nirenberg inequality
where c 1 = c 1 (n, Ω) depends only on n and Ω. Below we just treat the case n = 3, while the case n = 2 is similar. Combining (3.5) with Poincaré's inequality, Young's inequality and the following fact
we deduce that
Then by Lemmas 3.1, 3.2 and the assumption (2.6) on θ 0 L ∞ , we obtain
which yield
Next, by the Poincaré inequality
where c P depends only on n, Ω. In summary, we can deduce that
Integrating the above inequality with respective to time, we obtain the estimate (3.3).
Lemma 3.3. For n = 2, 3, we assume that |φ 0 | ≤ 1 a.e. in Ω, |φ b | ≤ 1 on Γ and θ 0 satisfies the assumption (2.8). Then there exist constants ζ, ω > 0 that depend only on Ω and coefficients of the system such that the following energy inequality holds:
where
Proof. Multiplying (1.4) with −ζ∆θ (ζ > 0 is a constant to be determined later, see (3.11) below), adding the resultant with (3.4) and integrating over Ω, we have
We denote the last two terms on the righthand side of above equation by J 4 , J 5 , respectively. Below again we treat the case n = 3, while the case n = 2 is similar. By Lemmas 3.1, 3.2 and the assumption (2.6) (which is contained in (2.8)), The terms in the last line of (3.6) can be re-estimated as follows
As a result,
The term J 2 can be estimated in the same way as (3.8). For J 4 , using the assumption (2.6), (3.5) and the Agmon inequality θ L ∞ ≤ c ∆θ 
Finally, for J 5 , we deduce from the assumption (2.8) (cf. also (2.7)), (3.5), the Agmon ineqaulity for θ L ∞ and the Young inequality that
we infer from the above estimates that
Multiplying (1.4) by 2ωθ, with ω = C 6 2κ > 0, integrating over Ω, and using the Poincaré inequality, we obtain
Adding (3.12) with (3.13), we arrive at our conclusion (3.9).
Proposition 3.2. Suppose n = 2, 3. Under the assumption of Lemma 3.3, the solution (u, φ, θ) to problem (1.1)-(1.6) satisfies the following energy inequality
which yields that 15) where C > 0 is a constant depending on u 0 , φ 0 H 1 , θ 0 H 1 , Ω and coefficients of the system.
Proof of Theorems 2.1 and 2.2. Using the a priori estimates obtained in Proposition 3.1 (or Proposition 3.2), we can easily show that (e.g., for n = 3)
On the other hand, it is easy to see that φ t ∈ L 2 (0, T ; L 2 (Ω)) and θ t ∈ L 2 (0, T ; H −1 (Ω)). Then the existence of global weak solutions can be proved by means of a standard semi-Galerkin approximation scheme as in [37, Section 2.2], which preserves the maximum principles for the approximate solutions (cf. also [8, 22] for the liquid crystal system or [13] for the Navier-Stokes-Allen-Cahn system). The details are omitted here.
Strong Solutions
In this section, we study the existence and uniqueness of strong solutions to problem (1.1)-(1.6). The uniqueness can be obtained via a standard energy method with the Gronwall inequality. Concerning the existence of strong solutions, working within a suitable semiGalerkin scheme (cf. [8, 22, 37] ), it suffices to derive proper higher-order estimates for the approximate solutions and then pass to the limit.
The following elementary estimates on parabolic equation with convection will be useful in the subsequent proof (cf. [33] ): Lemma 4.1. For n = 2, 3, consider the following parabolic problem
Suppose thatκ(s) is a smooth function with positive upper and lower bounds 0 < κ L ≤ κ(s) ≤ κ U < +∞, then the solution ϑ to problem (4.1) satisfy the following inequality
where the constant C depending on Ω, n, κ U . Besides,
where the constant C depending on Ω, n, κ L .
Uniqueness
Proposition 4.1. For n = 2, 3, let (u 1 , φ 1 , θ 1 ) and (u 2 , φ 2 , θ 2 ) be two strong solutions on the time interval [0, T ] that start from the same initial data
Proof. We provide the proof for the case n = 3 and the proof for n = 2 is similar. Denote the differences byū
We can see that (ū,φ,θ) satisfy
Taking v =ū in (4.4), testing (4.5) by −∆φ and (4.6) by −∆θ in L 2 (Ω), respectively, adding up these three resultants, then performing integration by parts and using the incompressible condition for the velocity, we get
Using the L ∞ estimate for φ i , θ i (cf. Lemmas 3.1, 3.2) and interpolation inequalities, we proceed to estimate the right hand side of (4.9),
Taking ǫ sufficiently small, we infer from the above estimates and (4.9) that
with C being a constant that may depend on Ω, φ 0 L ∞ , θ 0 L ∞ and coefficients of the system. Since the V × H 2 (Ω) × H 2 (Ω)-norms of the strong solutions (u i , φ i , θ i ) (i = 1, 2) to problem (1.1)-(1.6) are bounded on its existence time interval, then we know that Q(t) is bounded on [0, T ]. As a consequence, our conclusion follows from the Gronwall inequality.
Global strong solutions in 2D
First, we derive the following higher-order differential inequalities: Lemma 4.2. Suppose that n = 2, |φ 0 | ≤ 1 in Ω, |φ b | ≤ 1 on Γ and θ 0 satisfies either the assumption (2.6) or the assumption (2.8). Let (u, φ, θ) be a smooth solution to the problem (1.1)-(1.6) . Then the following differential inequalities hold:
where the constant C 7 depends on Ω, λ 0 , b and θ 0 L ∞ , but not on ǫ and t; the constant C depends on Ω, φ 0 L ∞ , θ 0 L ∞ , ǫ and coefficients of the system, but not on t.
Proof. Multiplying the equation (1.1) by u t and integrating over Ω, we obtain that that
Due to (1.3) and (1.5), it holds ∆φ − W ′ (φ) Γ = 0. Then we can compute that 1 2
In what follows, we proceed to estimate the terms J 1 , ..., J 7 . Using Lemma 3.2, Proposition 3.1 and the Gagliardo-Nirenberg inequality (n = 2), we have
and
Next, for the third term J 3 , we have
It follows from the Gagliardo-Nirenberg inequality and Lemma 3.1 that
where C 7 depends on Ω, λ 0 , b and θ 0 L ∞ , but not on ǫ. Using Lemma 3.2 and the Agmon inequality, we get
For the remaining term J 5 , J 6 , J 7 , we have
Collecting the above estimates together, we infer from (4.12) and (4.13) that (4.10) holds. Next, differentiating (1.4) with respect to time and testing the resultant by θ t , integrating over Ω, we obtain 1 2
We now estimate the terms J 8 , J 9 , J 10 . Using the Sobolev embedding theorem and Lemma 3.2, we get
We conclude (4.11) from the above estimate and (4.14). The proof is complete.
In order to incorporate the differential inequalities obtained in Lemma 4.2, the key point is to treat the quantities ∇u H 1 , ∇θ H 2 , ∆θ on the right-hand side of (4.10)-(4.11). In particular, to obtain higher-order spatial estimate for the velocity field u, we will use the following estimate for the Stokes problem with variable coefficient in a bounded smooth domain Ω ∈ R 2 (cf. [33] ): Lemma 4.3. For n = 2, consider the Stokes problem
where the coefficient µ(x) is a measurable function satisfying 0 < µ ≤ µ(x) ≤ µ < +∞. If 16) where C = C(Ω, µ, µ) is a positive constant. Moreover, let (u, P ) ∈ (V∩H 2 (Ω))×H 1 (Ω) be a solution to (4.15), there exists a constant C = C(Ω, n, µ, µ, [µ] δ ) such that the following estimate holds:
We now proceed to obtain higher-order estimates for (u, φ, θ) and their time derivatives.
Proposition 4.2. Suppose n = 2. Let (u, φ, θ) be a smooth solution to the problem (1.1)-(1.6).
(1) If |φ 0 | ≤ 1 in Ω, |φ b | ≤ 1 on Γ and θ 0 satisfies the assumption (2.6), then we have for arbitrary but fixed T ∈ (0, +∞), the following estimates hold
where C T is a constant depending on Ω,
, θ 0 H 2 , the coefficients of the system and also T .
(2) If |φ 0 | ≤ 1 in Ω, |φ b | ≤ 1 on Γ and θ 0 satisfies the assumption (2.8), then we have
where T ∈ (0, +∞) and the constant C in (4.20) is independent of t. Moreover, we have the following decay property
Proof. In order to overcome the difficulty from the nonconstant heat conductivity κ in (1.4), we shall apply the idea in [33] by introducing the new variable
Since κ is a positive C 2 function, there exists a strictly increasing smooth function
From Lemma 3.2 and the assumption (2.6) (or (2.8)), we see that there exists a positive constant κ ≥ κ depending on θ 0 L ∞ such that κ(θ) L ∞ ≤ κ. Keeping this bound in mind, then we can derive the following estimates
as well as the following relations between θ and ϑ:
where the constant C only depend on θ 0 L ∞ , the function κ and Ω. We now consider two cases in which θ 0 satisfies different constraints on its L ∞ -norm (see (2.6) and (2.8)). 
It follows from (3.3) (see Proposition 3.1) and the Gronwall inequality that for any T ∈ (0, +∞), 25) where C T depend on T, Ω, u 0 , φ 0 H 1 ∩L ∞ , θ 0 H 1 ∩L ∞ and coefficients of the system. Then by Proposition 3.1, (4.3) as well as the above relations between ϑ and θ, we easily infer from (4.25) that
Applying the elliptic estimate to equation (4.24) and using the Sobolev embedding theorem (n = 2), we have 27) where the constant C may depend on Ω, θ 0 L ∞ , ǫ and coefficients of the system, but it is independent of t. By Proposition 3.1 and (4.25), we infer from (4.3) and (4.27) that
where the constant C may depend on Ω, θ 0 L ∞ and coefficients of the system, but independent of ǫ and t, while the constant C T may depend on Ω, u 0 , φ 0 H 1 ∩L ∞ , θ 0 H 1 ∩L ∞ , coefficients of the system and T . As a consequence, we deduce from the relations between ϑ and θ that ∆θ ≤ C θ t + C T ∇u , (4.28) 29) where the constants C 8 , C 9 may depend on θ 0 L ∞ , the heat conductivity κ and Ω, but independent of ǫ. Now it remains to estimate ∆u . We set
and write the equation (1.1) as
It follows from the definition of f that
Using Proposition 3.1, we obtain
It follows from (3.3) and the Sobolev embedding theorem for n = 2 that u 
where the constant C only depends on Ω and θ 0 H 2 . Taking ǫ 1 in the above inequality sufficiently small, we have
where the constant C 10 only depends on Ω and θ 0 H 2 . Now multiplying (4.11) by a constant η > 0 to be determined later (see (4.34) ) and adding the resultant with (4.10) (see Lemma 4.2), using Proposition 3.2 and the estimates (4.28), (4.29) and (4.31), we obtain that for the following quantity
there holds
We note that from our above estimates, C 7 , ..., C 10 are constants independent of ǫ. Now we can fix ǫ and η in (4.33) such that
On the other hand, Lemma 3.2, Proposition 3.1 and the estimate (4.26) imply that for any T > 0,
Hence, we deduce from (4.35) and the Gronwall inequality that
which together with (4.28), (4.29) and (4.31) yield our conclusion (4.18) and (4.19).
Case 2. Initial data θ 0 satisfies (2.8). In this case, we can obtain the uniformin-time estimates (3.14) and (3.15) (see Proposition 3.2), instead of the time-dependent estimates (3.3) (see Proposition 3.1) and (4.26) . Then by corresponding modifications in the argument for Case 1, we can see that the following differential inequality holds (comparing with (4.35))
where C is a constant that depend on Ω, u 0 , φ 0 H 1 ∩L ∞ , θ 0 H 2 , coefficients of the system, but now not on time t. Using the uniform estimate (3.14), we have
Then we again get the time integrability of Y(t) from the above estimate and (3. The above estimate easy gives the uniform estimates (4.20) and (4.21). We note that there also holds
Hence, (4.38) indicates that lim t→+∞ ∆θ = 0 and thus the convergence (4.22) holds. The proof is complete.
Proof of Theorems 2.3 and 2.4. Using the a priori estimates in Proposition 4.2, we can easily prove the existence of global strong solutions in 2D via the Galerkin approximation. Uniqueness of strong solutions is a direct consequence of Proposition 4.1.
Remark 4.1. Since problem (1.1)-(1.6) enjoys an dissipative energy law (3.9) under the assumption (2.8), in addition to the decay property (4.22), we can further prove the convergence of global strong solution to a single steady state (0, φ ∞ , 0) as time goes to infinity by using the so-called Lojasiewicz-Simon approach. Indeed, there exists a function φ ∞ satisfying the nonlinear elliptic boundary value problem:
x ∈ Γ, such that
where ρ ∈ (0, 1 2 ) is a constant depending on φ ∞ . Based on the dissipative energy law (3.9) and the uniform-in-time higher-order estimate (4.20), the proof can be completed by following the argument in [37] and is omitted here.
Local strong solutions in 3D
Now we proceed to prove Theorem 2.5. Here, we do not require any special restriction on the L ∞ -norm of the initial temperature θ 0 (cf. assumptions (2.6), (2.8) for the existence of weak solutions), but still assume that |φ 0 | ≤ 1 in Ω and |φ b | ≤ 1 on Γ. As a consequence, we no longer have lower-order estimate of the solution (u, φ, θ) as in Propositions 3.1, 3.2. Alternatively, a different strategy will be used to obtain higher-order estimates of the solution. For this purpose, we introduce the functional where ν > 0 is an arbitrary constant, the constant C 11 only depends on Ω, θ 0 L ∞ and the heat conductivity function κ, while the constant C 12 may depend on Ω, ν, φ 0 L ∞ , θ 0 L ∞ and coefficients of the system.
Proof. The proof consists of several steps.
Step 1. Lower-order estimate. We recall the proof of Proposition 3.1, removing the specific constraint on θ 0 L ∞ (cf. (2.6) that has been used in (3.7)), we can conclude that Step 2. V-estimate for u. We observe that −(∆u, u t ) = (Su, u t ), since u t ∈ H. Then we can multiply (1.1) by Su and integrating over Ω to get The terms I 1 , ..., I 5 can be estimated as follows: ≤ ǫ Su 2 + C ∇u 6 , Using the estimate for the Stokes operator (see (2.1)), we have where C 13 only depends on Ω, θ 0 L ∞ and κ.
Combing the differential inequalities (4.41) and (4.43)-(4.46), using the estimate (4.47) for ∆θ , and taking ǫ sufficiently small in the above inequalities, we arrive at our conclusion (4.40).
