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Een algemene procedure voor het berekenen van de Wald-toets zonder 
dat de restrikties expliciet geformuleerd zijn: met enkele toepassingen. 
D.A. Kodde* 
1. Inleiding 
De laatste jaren wordt door ekonometristen veel aandacht besteed aan 
specifikatie-analyse. Ze zijn vooral geïnteresseerd of de tijdens' de 
modelbouw geformuleerde veronderstellingen en hypothesen al dan niet 
verworpen moeten worden. Bij de specifikatie-analyse begint men veelal 
met een zeer algemeen model, waarvan men veronderstelt dat het ruim 
genoeg is om het 'echte' datagenererende proces te omvatten. Door uit-
gaande van het algemene model steeds verder restrikties aan het model 
op te leggen, probeert men het 'echte' proces te vinden. Omdat opeen-
volgende modellen in elkaar genest zijn kan men voor het uitvoeren van 
deze toetsen kiezen uit de Wald-toets, Likelihood ratio-toets en Lagrange-
multipliertoets, welke lokaal asymptotisch equivalent zijn, zie Silvey 
(1970). De Lagrange-multipliertoets wordt vaak gebruikt voor het toetsen 
op misspecifikatie, een term geïntroduceerd door Mizon (1977), en in 
situaties waar schattingen van de parameters onder de nulhypothese 
relatief eenvoudig ten opzichte van die onder de alternatieve hypothese 
te verkrijgen zijn. 
In dit artikel zullen we ons voornamelijk koncentreren op situaties, 
waarin de parameters van het model onder de alternatieve hypothese 
gemakkelijk te schatten zijn. Toetsen met behulp van de Likelihood ratio-
of Wald-toets ligt dan voor de hand. Voor toepassing van de Likelihood ratio-
toets moeten 'maximum likelihood'-schattingen onder beide hypotheses, 
Hn en H , worden berekend. Vaak moet dan voor de parameters onder H 
een niet-lineaire schattingsmethode gebruikt worden. Voor toepassing van 
de Waldtoets daarentegen zijn alleen (asymptotisch) normaal verdeelde 
schattingen van de parameters onder de alternatieve hypothese nodig. Beide 
toetsen hebben hun voor- en nadelen en daarom is de keuze afhankelijk van 
eenvoud van toepassing, rekenkundige mogelijkheden en kosten, en kleine 
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steekproefeigenschappen, waarvan veelal nog weinig bekend is. 
Voor het gebruik van de Wald-toets gelooft men dat het noodzakelijk is 
om de restrikties expliciet te bepalen, hetgeen veelal tijdrovend en 
lastig is en omdat er geen algemene procedure aanwezig is, moet ieder 
probleem op zich worden behandeld. In dit artikel zullen we echter een 
algemene procedure geven, welke gebaseerd is op de relaties tussen de 
parameters onder ïL. en H . We zullen laten zien hoe deze procedure 
gebruikt kan worden om de restrikties expliciet af te leiden of om de 
Wald-toets direkt te berekenen door de restrikties slechts impliciet te 
gebruiken. In 2^ragraaf_2 geven we enkele elementaire resultaten en 
introduceren een deel van de notatie, die in de volgende paragrafen 
uitgebreid zal worden. De algemene procedure om de Wald-toets te 
berekenen zullen we in paragraaf drie beschrijven, daarnaast zullen we 
ook aandacht besteden aan de niet unieke representatie van de 
restrikties en de daaruit voortvloeiende gevolgen voor de waarde van 
de Wald-toets. In E2E§£E5S£_ft zullen we drie toepassingen van de 
procedure bespreken, die het in de paragrafen_2_en_3 gepresenteerde 
materiaal moeten illustreren. 
Het eerste voorbeeld zal laten zien hoe Byron's toets op overidentifi-
cerende restrikties in een lineair simultaan model behandeld kan worden. 
Vervolgens zullen we laten zien hoe onze procedure gebruikt kan worden 
om de 'Rational Expectation Hypothesis' in een herleide vorm context 
te toetsen. Hierbij sluiten we aan bij de studie van Hoffman en 
Schmidt (1981), maar onze formule is in zeker opzicht algemener. 
Tenslotte zullen we een toepassing voor het toetsen op de aanwezigheid 
van 'common factors' in een dynamische vergelijking bespreken. Een algo-
ritme voor toetsing van dit soort restrikties wordt gegeven in Sargan 
(1980a),. Speciaal in dit laatste voorbeeld zullen we ingaan op de niet 
unieke representatie van de restrikties, die resulteren uit het toetsen 
van H„ tegen H . De gegeven voorbeelden om de procedures te illus-
treren kunnen eenvoudig met andere voorbeelden aangevuld worden. We menen 
dat de drie voorbeelden het meer theoretische materiaal in 2SESS£êS^_2 
goed dekken en illustreren. De belangrijkste konklusies uit dit artikel 
zullen we samenvatten in £§£agraaf_5. 
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Enige notatie en elementaire resultaten 
Het toetsen van hypothesen begint met het opstellen van een nul- en 
een alternatieve hypothese, welke we respektievelijk met H en EL 
aangeven. De korresponderende onderliggende modellen kunnen respektie-
velijk door B en 9 geparametriseerd worden, waarbij 6 een m-vektor 
voorstelt en '0 een vektor van lengte n is. Omdat het model onder de 
nulhypothese genest is in dat onder de alternatieve hypothese, is het 
aantal parameters in 3 kleiner dan het aantal in 0 , dat wil zeggen 
m < n . Men zegt ook wel dat de parameters 6 gerestrikteerd zijn 
onder de nulhypothese. Het model onder H_ is genest in dat onder H 
en daarom kan B geïdentificeerd worden uit 0 . Vanwege de nestings-
struktuur kunnen de relaties tussen 3 en 9 onder Hn algemeen 
geschreven worden als: 
f (B , 0) = 0., (2.1) 
waarbij we aannemen dat f een kontinu differentieerbare afbeelding 
van de m+n dimensionale ruimte in de m+r dimensionale ruimte is. 
Deze m+r is gelijk aan het aantal impliciete relaties in vergelijking 
(2.1). In paragraaf 3 zullen we laten zien hoe 2.1 gebruikt kan worden 
óm de restrikties h(0) = 0 af te leiden; hierbij is h(0) een systeem 
van r impliciete funkties met als argument de parameters onder H . 
Onder H zijn de genoemde restrikties niet van toepassing, h(0) ^  0 . 
We kunnen de Wald-toets (zie Wald (1943)), berekenen, indien we een 
(asymptotisch) normaal verdeelde schatter 0 van 0 hebben, zodanig 
dat plim \/T (0 - 0) ~ N(0 , ü ) , waarbij de variantie-covariantiematrix 
ü konsistent geschat wordt door Q . 
De Wald-toets is gebaseerd op een eerste orde Taylor-benadering rond 0 . 
De hogere orde termen worden verondersteld verwaarloosbaar te zijn. De 
Taylor-benadering wordt gegeven door: 
0 = h(0) « h(§) + - ^ ^ 
90' 
JB-Q) , (2.2) 
0=0 
en de bijbehorende waarde van de Wald-toets, w, is 
T l " 1 
w = Th(0)' 3h(0) * 3h(0) 80' 0 30' h(0) , (2.3) 0=0 
w is asymptotisch x2~verdeeld met r vrijheidsgraden als rang 
3 Q~I =- 1 = r en h(0) kontinu differentieerbaar is in 0 . 
0=0' . 
De restterm van de Taylor-benadering, die voor gelijkheid in (2.'2) zorgt, 
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is van orde — , 0(—) , zodat deze restterm asymptotisch niet van 
invloed is op de uitkomst van w in (2.3). Een ander bekend feit is 
dat de waarde van de Wald-toets niet verandert, ook niet in kleine 
steekproeven, als de restrikties h(0) = 0 voorvermenigvuldigd worden 
met een konstante niet-singuliere r * r matrix. We zullen later zien 
dat dit resultaat ook geldig is voor een meer algemene klasse van niet-
singuliere transformaties, afgezien van enkele invloeden die ontstaan 
door de restterm van de Taylor-benadering. We kiezen een willekeurige 
r r kontinu differentieerbare transformatie g: R -* R van h(0) met 
g(0) = 0 , die niet-singulier is. Als we de waarde van de Wald-toets 
afleiden voor de restrikties g(h(G)) = 0 , dan krijgen we eerst als 
Taylor-benadering met gebruikmaking van de kettingregel voor differentiëren: 
o -
 8o.(e» .. ,(Mê» • i « * ^ J$l (0-9) 
0=0 
(2.4) 
waaruit we de Wald-toets verkrijgen als: 
w - Tg(h(0))' 3g(h(0)),' 3 h(0)' 
3h(0) - 3h(8) ' V 
90' ^0 iG 1" J 
3g(h(0)) 
3 h(0)' 
-1 
g(h(9)) . (2.5) 
0=0 
Benaderen we g met een eerste orde Taylorbenadering rond h(0) 
dan krijgen we onder H : 
o-g(h(e))«g(h(S)) + ^ § ! (-h(0)) , 
0=0 
(2.6) 
ofwel: 
h(9) f3g(h(0))] 
•L 3h(0)'J 
-1 
S(h(0)) 
0=0 
(2.7) 
Substitueren we de rechterkant van (2.7) in (2.5), dan krijgen we een vorm, 
die op invloed van de restterm in (2.6) na, equivalent is aan de waarde 
van de Wald-toets in (2.3). Hiermee is het gestelde aangetoond. Ook de 
orde van de restterm in (2.4) is 0(—) , zodat . het verschil tussen 
1 de berekening van w in (2.3) en (2.5) ook van ()(=•) is. We kunnen ook 
laten zien dat de waarde van de Wald-toets zelfs asymptotisch equivalent 
is onder een nog algemener klasse van transformaties van de restrikties. 
De klasse die we beschouwen wordt gegeven door g(h(0) , 0) , waarbij g 
een kontinu differentieerbare vektorfunktie van orde r is en g(O,0) = 0. 
5 
Om dit te laten zien moeten we aantonen dat plim (wr - w) = 0 , met 
w de waarde van de Wald-toets voor het toetsen op de restrikties 
g 
g(h(0) , 0) = 0 en w de grootheid uit vergelijking (2.3) . w wordt 
gegeven door: 
w = T g(h(0) , 0)'[P y ' ] " ' g(h(0) , 0) (2.8) 
In deze formule staat P voor de matrix partiële afgeleiden van g 
met betrekking tot 0 en is gelijk aan: 
P =
 3g(y»Q) 3y
 + 9g(y»Q) 
3y' 30' 30' 
(2.9) 
Hierbij hebben we ter vereenvoudiging van de notatie ingevoerd dat 
y = h(0) . Resultaat (2.9) is met behulp van de kettingregel voor 
differentiëren verkregen. Analoog aan formule (2.2) vinden we met 
weglating van de restterm, welke asymptotisch te verwaarlozen is, 
0 = g(h(0),O) « g(h(0),0) + P0=g(O-0) 
Als we vergelijking (2.10) voorvermenigvuldigen met 
(2.10) 
3g(y,e)1 -1 
§=0 L 3 y' J 
dan verandert de waarde van de Wald-toets niet, zoals we eerder 
opgemerkt hebben. 
Om aan te tonen dat onder de nulhypothese geldt dat plim (w - w) = 0 , 
is het voldoende om te laten zien dat 
plim 3h(0) 30' 
3g(y,Q) i-l 
fly' j0=0 
(2.12) 
omdat asymptot isch onder H_ ge ld t d a t : 
VT h(0) = \fr 3h(0) 30 ' (0-0) 0=0 
As As _ 
VT g(h(0) ,0 ) = VT PQ =g(0-0) 
en 
De tweede term tussen vierkante haken in (2.12) 
punt 0 = 0 . wordt gegeven door: 
geëvalueerd in het 
3h(0) 
30' 
3g(y,e) 
3 y' 
-1 3g(y,e) 
3 0' 
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Na substitutie van deze term in (2.12) is duidelijk dat alleen aange-
toond moet worden dat plim 3g(y,e) 3 0' = 0 . Hetgeen vol^t uit: 9=9 
plim a<g(y,9)) 
3 9 P>' 0=9 
3g(plim y,9) 
3 9' 
_ 3g(0,9) 
3 9' 
3 0 
3 9' = 0 0 
Q.E.D. 
De asymptotische equivalentie van w en Hn .kan gebruikt w onder 
worden om de invloed van transformaties van de restrikties op de toets-
waarde te onderzoeken. We hebben echter alleen een voldoende voorwaarde 
voor asymptotische equivalentie afgeleid. 
Een andere interessante toepassing van onze procedure vinden we op het 
gebied van sequentiële toetsing. We verwijzen de lezer naar paragraaf 3.2 
van Anderson (1971), waar het sequentiële toetsen in het kader van 
multiple regressie wordt besproken en naar Sargan (1980a), die toepassing 
voor de Wald-toets bespreekt. 
In het volgende deel van deze paragraaf zullen we laten zien dat de 
Wald-toets geschreven kan worden als de som van twee x2_verdeelde kwadra-
tische vormen, als de verzameling al aanwezige restrikties met een extra 
verzameling daarvan onafhankelijke restrikties wordt uitge-
breid. We veronderstellen dat de twee verzamelingen restrikties, 
h1(0) = 0 en h„(0) = 0 , respektievelijk uit r en r„ impliciete 
funkties zijn opgebouwd. De Wald-toets op deze r +r„ restrikties kan 
geschreven worden als: 
Wr1+r2 -
 T (xl ! X P 
Ml 
•12 
"12 
_22 
-1 
VJ 
X2 
(2.13) 
met x' = (xj I x£) - (hj(6) 
matrix van x , 
h (0)) en de variantie-covariantie 
X = 
Ml 
12 
12 
"22-
3h}(0) ^ 3hj(0)' 
301"" S 3ÏÏ7-
3h2(0) A 3hj(0) 
3ÏÏ1- % 3ÏÏ7-
3hj(0)
 A 3h2(9)' 
3ÏÏ7- ^ 9 W 
3h„(0) 3h (0)' 2
 ft 2 
30' 0 39' J0 
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Vergelijking 2.13 kan met gebruikmaking van de regel voor berekening van 
4e inverse van gepartitioneerde matrices ook geschreven worden als: 
w 
rl+r2 
= T (x! xp 
I
-
IÏ 11 X12 
0 I 
.-1 
"11 0 
o (z^-zj^z;/ 
,-! 0 
-I' Z-1I r
 12 11 
en bet is duidelijk dat w = w + w 
V r 2 rl 
V = T xi T'l\ xl 
waarin 
>*}\ 
V 
Wr. = T (x2-Z;2 ZU*J (I22 " Z12 Zïl Il2)_1(x2 
(2.14) 
Z' Z_1 x ) 
12 ii x r ' 
hetgeen het gewenste resultaat geeft omdat w 
rl+r2 
en w 
?1, 
asymptotisch 
X -verdeeld zijn met respectievelijk r.+r_ en r1 vrijheidsgraden. 
Het verschil tussen w 
r,+rr 
en w w '
2
-verdeeld met rr IS X « ^ u ^ ^ a u^L. JL„
i '2 Ji r2 ^ -1 -1 
vrijheidsgraden, omdat x„ conditioneel op x =N(Z' Z1 x. Z_„-Z' Z]^Z,„) 
verdeeld is. Voor het sequentieel toetsen is het dan ook voldoende 
om naar de toename in waarde van de toetsingsgrootheid te kijken. De 
Wald-toets is uitermate bruikbaar in sequentiële toetsingstoepassingen 
indien de restrikties h(0) = 0 eenvoudig zijn te verkrijgen of als 
3h (0) alternatief indien h(0) en 3 0' gemakkelijk zijn te bepalen. 9=0 
In paragraaf 3 zullen we aangeven hoe deze twee grootheden eenvoudig 
kunnen worden verkregen. 
Impliciete relaties en daaruit voortvloeiende berekening van 
de Wald-toets 
Zoals in paragraaf 2 vergelijking 2.2 aangegeven is^kunnen de relaties tussen 
g en 0 de parameters van de modellen onder H„ en H. geschreven 
worden als f(B,0) = 0 , welke we zullen gebruiken om de restrikties en 
de waarde van de Wald-toets te bepalen. Bij onze analyse ^ rullen we 
gebruik maken van de impliciete funktie-stelling, welke onder andere in 
Rudin (1976) gegeven wordt. Het model onder H„ is genest in het model 
onder H hetgeen impliceert dat er zeker een deelverandering van m 
impliciete funkties bestaat waarvoor bij een gegeven 0 een oplossing 
voor 3 kan worden berekend, die aan deze m impliciete funkties voldoet. 
Deze deelverzameling van m impliciete funkties geven we aan als 
f. (3,0) = 0 . De resterende r funkties zijn bevat in f„(6,9) = 0 . 
De oplossing van f. (3,9) = 0 bij gegeven § geven we aan met 3 
en deze voldoet aan f (3.,9) = 0 . 
In deze paragraaf zullen we een drietal zaken bespreken. Ten eerste 
expliciete afleiding van de restrikties met behulp van een keuze voor 
f.(3,9) = 0 . Vervolgens zullen we laten zien hoe afleiding van h(9) 
3h (9) 
en 9 9' op impliciete wijze kan worden gerealiseerd met behulp 9=9 
van de gekozen deelverzamelingen van de onder H geldig zijnde 
impliciete funkties. Ten derde onderzoeken we of een andere keuze van 
de m impliciete funkties uit alle m+r funkties tot een andere waarde 
van de Wald-taets leidt. 
3.1 Expliciete afleiding van de restrikties 
We kiezen f1 (3,0) = 0 zodanig dat we de oplossing 3 , als funktie 
van 9 kunnen verkrijgen. Deze analytische oplossing,voor iedere 
waarde van 9, geven we aan met 3, = f*(9), waarbij f* kontinu 
differentieerbaar is. De restrikties, die onder de nulhypothese als 
impliciete funkties geformuleerd zijn, worden dan gegeven door 
h(9) = f„(f*(9),9) = 0 . Hetgeen weer een kontinu differentieerbare vektor-
funktie in 9 oplevert, zoals dat voor een korrekte toepassing van de 
Wald-toets is vereist. Ook al is dit een zeer eenvoudige methode, toch 
is ze handig in het afleiden van de restrikties, zoals in het tweede 
voorbeeld van paragraaf 4 het toetsen van de 'Rational expectation 
hypothesis' in een herleide vorm model zal worden geïllustreerd. 
3.2 Impliciete afleiding van de restrikties voor de Wald-toets 
Veronderstel dat we geen expliciete formulering van de restrikties kunnen 
vinden of niet geïnteresseerd zijn in deze formulering. Voor het 
toetsen van de restrikties, h(0) = 0 , waar aan voldaan moet zijn als de 
nulhypothese juist is, moeten alleen de grootheden h(0) en 
3h (9) 
3 9' berekend worden. 9=9 
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We zullen laten zien hoe deze grootheden berekend kunnen worden voor 
een willekeurig stelsel van m+r onder de nulhypothese impliciete 
funkties. We zullen beginnen met de afleiding van h(§). Analoog 
aan de situatie in subparagraaf 3.1 verdelen we f(3,9) in 
f,(3,6) en f2(3,9) . Uit f,(3,9) = 0 bepalen we een punt § 
zodanig dat f,43,,0) = 0 . Omdat het model onder Hn in het model 1 • 1 U 
onder H, gemest is, zal er altijd een deelverzameling f van f 
zijn zodanig dat een oplossing 3 voor die deelverzameling f1 
is te vinden. We berekenen de oplossing 3, voor een gegeven waarde 
van 9 , die we kennen omdat deze in een eerder stadium is geschat. 
De waarde van de restrikties in het punt 0 wordt gegeven door: 
h(9) = f2(3j,ê) . (3.1) 
Om een oplossing 3. van een stelsel van niet noodzakelijke lineaire 
funkties te vinden zodanig dat f (3 ,9) = 0 , kunnen verscheidene 
algoritmen worden toegepast. Een oplossing kan bijvoorbeeld gevonden 
worden door het volgende minimeringsprobleem op te lossen 
min f (3j,9)' fjCBj.S) (3-2) 
gl 
waarbij de te minimeren funktie de waarde nul aan moet nemen. 
Vervolgens zullen we ons bezighouden met de bepaling van ] 
3fj(3,e) ^ „ 9=0 
We nemen aan dat , inverteerbaar is in het punt (3,,9). 
9 3 * 
Indien dit niet het geval is dan kiezen we een andere deelverzameling 
f1 van f waarvoor er een oplossing van het minimeringsprobleem 3.2 
bestaat, die wel aan de inverteerbaarheidvoorwaarde voldoet. Dan hangt 
als een resultaat van de impliciete funktiestelling de oplossing 3, , 
in een verzameling die (31,0) bevat, kontinu differentieerbaar af van 
De eerste afgeleide van de oplossing, die we aangeven met 3i (0) , 
met betrekking tot 0 wordt gegeven door: 
93} (0) /3f,(3,0)\ * 3fj(6,6) 
3 9' = ~ \ T~P ' 3" 0' (3.3) (3,0)=(gj,0) 
De partiële afgeleide van de restrikties met betrekking tot 0 
geëvalueerd in 0 wordt dan gegeven door: 
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3h(0) 
39' 
3 f2( 3j(9),9) 
9=9 39' (B1^)=(3,,9) 
Om de afgeleide in 3.4 te bepalen definiëren we y(9) = .ri(Q)\ \ e ; 
en merken op dat de rechterkant van 3.4 equivalent is aan
 v 
(3.4) 
3 f 2 ( ^ > 3y(9) 
9y(9)' 39' 
waar de eerste term in 3.5 eenvoudig verkregen kan worden omdat 
fo(y(9)) bekend is. De tweede term is voor een deel samengesteld 
uit de afgeleide matrix in 3.3. Na substitutie in 3.5 krijgen we: 
(3.5) 
3 h (9) 
39' 9=9 
3 f„(g,9) . 3 f„(3,G)> 
3B' 39 
-1 / 3 f,(3,9) 3 f.(3,9) 
39' 
(3,, 
3 f2(3,9) ,3 fj(3,9)x l 3 fj(3,G) 3 f2(3,0) 
33' V 33' 39* 39' 
(3.6) 
De Wald-toets kan berekend worden met behulp van de termen 3.1 en 3.6. 
De gegeven formules zijn toepasbaar op alle problemen voor het toetsen 
van geneste hypothesen. Het komt echter vaak voor dat de impliciete 
funkties een speciale struktuur hebben waardoor eenvoudiger formules 
voor 3.1 en 3.6 kunnen worden afgeleid. Veelal kunnen de impliciete 
funkties geschreven worden als f(3) - 9 = 0 , bijvoorbeeld bij het 
toetsen op de aanwezigheid van een 'common factor' zi-e Sargan (1977, 
1980a), polynoom verdeelde vertragingen, Almon (1966) en Sargan (1980b) en 
Rationele verwachtingen, hiervoor verwijzen we naar Hoffman en Schmidt 
(1981) en Revankar (1980). De hier genoemde mogelijkheden zijn er slechts 
enkele uit een zeer uitgebreide verzameling. Bij deze opsomming hebben 
we dan ook niet naar volledigheid gestreefd, maar ons beperkt tot enkele 
in empirische studies veel voorkomende toetsingsproblemen. 
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De vereenvoudigde formules worden afgeleid door gebruik te maken 
van de seperabiliteit van de impliciete funkties, 
f (3) - 9 = 0 , (3.7) 
Ook nu partitioneren we f(3) - 6 = 0 in f (3) - 01 = 0 en 
f2(3) - 02 = 0 en bepalen 3, zodanig dat f: (§ ) - 0 = 0 . 
Analoog aan onze vorige afleiding krijgen we: 
h(0) - f2(3j) - §2 en (3.8) 
9 h(0) 
90' 0=0 
9 f (3) 3 f,(3) l 
: - i (3.9) 93' 33' I r 
een resultaat dat we ook op basis van de inverse funktiesteiling 
af kunnen leiden. We verwijzen weer naar Rudin (1976). Bij een gegeven 
keuze van f en f? kunnen we 3.1 en 3.6 of 3.8 en 3.9 bepalen om de 
Wald-toets te berekenen. We moeten ons echter afvragen of door een andere 
keuze van f en f„ de waarde van de Wald-toets beïnvloed wordt. 
Dit onderwerp zullen er verder in subparagraaf 3.3 bespreken. 
3.3 De keuze van f1 en f_ en de waarde van de Wald-toets 
In deze paragraaf willen we nagaan of de waarde van de Wald-toets 
beïnvloed wordt indien we door een andere keuze van f en f„ de 
restrikties bepalen. Indien we voor twee verschillende keuzes van 
f. en f„ de restrikties expliciet af kunnen leiden, dan zal de waarde 
van de Wald-toets zelfs niet in kleine steekproeven worden beïnvloed 
als er een niet singuliere transformatie van de restrikties bestaat, 
waravoor geldt dat y(0) = 0 , zodanig dat de restrikties na trans-
formatie overgaan in de restrikties verkregen door een andere keuze 
van fj en f~ . Het hier beweerde is formeel aangetoond in paragraaf 2. 
De waarde van de Wald-toets is asymptotisch equivalent indien er een 
transformatie g(h(0),0) , met g(O,0) = 0 , bestaat waarvoor de tweede 
verzameling restrikties verkregen wordt. 
Na te zijn ingegaan op het geval waar de restrikties expliciet te bepalen 
zijn, zullen we nu analyseren hoe de situatie bij impliciete formulering 
is. We willen de invloed van een andere keuze van f. en f_ op de 
waarde van de Wald-toets in de meest algemene vorm nagaan. Daartoe 
moeten we de impliciete funkties van f in vier groepen verdelen. 
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De eerste groep impliciete functies f* (3,0) = 0, gebruiken we samen 
met de tweede groep impliciete functies, fï (6,0) = 0, om bij een 
gegeven § een oplossing 6, te berekenen. De lezer moet deze formu-
lering van f* en f* niet verwarren met die we in de subparagrafen 
3.1 en 3.2 gehanteerd hebben, f* is opgebouwd uit k functies en f* 
uit m-k functies. De gevonden oplossing •$, wordt ingevuld in de 
derde en vierde groep impliciete functies fï (3,0) en f* (3,0)v 
deze zijn respectievelijk samengesteld uit k en r-k functies. 
In onze originele notatie uitgedrukt hebben we dan 
f, (6,0) - ffï (B'9)Ï - 0 
f2 (B>e) " U (3,e)j = ° 
'
f
*2 <*'»' (3.10) 
'f* (e,e). 
• * 
•4 
Bij een andere keuze van de impliciete relaties van f. en f„ 
zullen een aantal impliciete functies in de eerste situatie dienen om 
een oplossing 6, te bepalen, terwijl ze in de tweede situatie de 
rol van de impliciet geformuleerde restrikties vervullen. We ver-
onderstellen dat f* (6,0) = 0 in beide gevallen dient om een 
initiële oplossing te berekenen. De oplossing die in het tweede 
geval berekend wordt noemen we 3„. Uitgedrukt in f. en f„ is 
de keuze van de groepen impliciete functies in de tweede situatie de 
volgende 
f, (6,0) - (f*2 (6'Q)) = 0 
Vf* (6,0)' 
J
 (3.11) 
f, (6,6) = ffT ( B' 9 )) - 0 
xf% (6,0)' 
Ter vereenvoudiging van de afleidingen voeren we de volgende notatie in 
f* .(0,9) = (fi (e'0)) , i,j - 1, .... 4. 
1
 J V-P* ra c v vf* (6,6) 
Samenvattend: 
We onderscheiden twee verschillende keuzen van f. en f2» Bij de eerste 
keuze gebruiken we f* _ (3,6) = 0 om een oplossing 6, te berekenen die 
we in fï , (6,0) invullen. Bij de andere keuze bepalen we een 62 die 
voldoet aan f| , (ÉL,0) = 0 en die we in f?+A (6,0) invullen. 
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De eerste orde Taylor-benaderingenvan de restrikties die bij beide pro-
blemen horen worden gegeven door: 
-1 
0 « f|+4(6]P) + 
3 f*+4(e,e) ^ f*+2(3,e)s 3 f*+ 2(e, 
33' ^ 33' ' 30' 
0) 
3 q+4(3,e) 
30' 
(0-0) 
(g,0) = (3j,0) 
0 « f=f+4(B^) + 
en 
-1 
(3.12) 
3 f*+4(B,0) /3 f*+3(3,0)\ 3 f*+3(3,0) 
3 f*+4(B,9) 
30' 
33' 
(0-0) . 
(3,0) = (32,0) 
30' 
(3.13) 
De waarde van de Wald-toets zal gelijk zijn bij beide formuleringen 
indien er een niet-singuliere matrix A bestaat zodanig dat vermenig-
vuldiging van de matrix met partiële afgeleiden in (3.12) met A de 
matrix met partiële afgeleiden in (3.13) oplevert. In het algemeen 
zal een dergelijke matrix A niet bestaan, maar we zullen aangeven op 
welke wijze onderzocht kan worden voor welke soort problemen deze A 
wel bestaat. We zullen proberen een A te vinden waardoor na transfor-
matie de matrices van partiële afgeleiden zeer veel op elkaar lijken. 
Daartoe patitioneren we 
3 f*^(3,0K_1 (d *2+3' 
33 
in (B '. B„) , waar B. en B„ 
(3,0) = (3p0) 
respectievelijk matrices van orde m x m-k en mx k voorstellen. 
We stellen A gelijk aan: 
A = 
-3 f*+4(3,0) 
33' 
0. 
D2 : 
kr-k 
r-k 
(3.14) 
(3,0) = C3,,0) 
waarbij 0, _, de nul-matrix van orde k x r-k voorstelt. 
Na uitvoering van de matrix vermenigvuldiging van A uit (3.14) met de 
matrix van partiële afgeleiden uit (3.12) vinden we, na gebruikmaking van 
het feit dat geldt: 
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3 f*(s,e) 
33* 
= I - B. 
m 1 
(3,e) = (3]5e) 
3 f£(3,0) 
33' (3,6) = (gj,ê) 
en enige algebraïsche manipulatie het volgende resultaat 
a f*+4<3,9) ,3 f*+3(ï,Q)rh f*+3(3,6) 3 f*+4(3,0) 
— . — ) — + _ 
33' \ 33' 30' 30' J
 (3,0) = (|j,ê) 
(3.15) 
De term (3.15) is equivalent aan de matrix van partiële afgeleiden in 
(3.13), behalve dat evaluatie hier plaatsvindt in (3,,0) in plaats 
van in (3„,0) . Als 3, = 39 , dan zal er geen verschil zijn in de 
waarde van de Wald-toets, als afgezien wordt van enkele kleine steek-
proefinvloeden door een verschillende restterm van de Taylor-benadering. 
Asymptotisch zal er onder H„ geen verschil zijn indien er slechts 
een oplossing van f,(3,0) = 0 bestaat, omdat asymptotisch 
plim (3, _ 3~) = 0 , waardoor (3.13) en (3.15) asymptotisch niet te 
onderscheiden zijn. Bestaan er onder H„ meerdere oplossingen van 
fi(3,0) = 0 , dan is (3.13) niet noodzakelijk asymptotisch equivalent 
aan (3.15) en is asymptotische equivalentie van de Wald-toets-waar.de  
niet gegarandeerd onder H„ . Hiervoor verwijzen we naar voorbeeld drie 
in paragraaf vier. Indien er slechts ëên oplossing van f(3,0) = O 
bestaat, dan is de asymptotische equivalentie van de waarde van de 
Wald-toets verkregen doordat in een omgeving van de oplossing (3,0) 
de impliciete functies onder H„ zijn te lineariseren tot 
3 f1(3,0) 3 f,(3,0) „ 
- (3 - 3) = (0 - 0) 
33' 30' 
3 f9(3,0) ^ 3 f9(3,0) 
- (3 - 3) = (0 - 0) 
33' 30' 
Tenslotte merken we op dat voor een stelsel lineaire impliciete functies 
R 3 = R->0 , met R en R„ constante matrices, zoals onder andere bij poly-
noom verdeelde vertragingen het geval is, altijd dezelfde waarde van de 
toetsingsgrootheid verkregen wordt, hetgeen eemzoudig met behulp van de 
in (3.14) aangegeven keuze voor A in het algemeen aangetoond kan worden. 
15 
In de voorbeelden van paragraaf vier zullen we nagaan of de keuze van 
f1 en f„ en eventueel het bestaan van meerdere oplossingen van 
f (B>§) = 0 de waarde van de toetsingsgrootheid beïnvloeden. 
4. Toepas singen 
In deze paragraaf zullen we een drietal voorbeelden geven om de methoden 
uit paragraaf drie te illustreren. Ons eerste voorbeeld handelt over het 
toetsen van overidentificerende restrikties in een lineair simultaan 
model. Deze toets is gepresenteerd door Byron (1974). We zullen aangeven 
hoe h(0) en ]— worden bepaald en zullen verder ingaan op de in-
vloed van verschillende formuleringen van de restrikties. 
In ons tweede voorbeeld zullen we een expliciete afleiding geven van de 
restrikties, . die voortvloeien uit het toetsen van de 'Rational Expec-
tation Hypothesis' in een herleide vorm model. De afleiding zoals wij 
die geven is algemener dan die van Hoffman en Schmidt (1981). 
Het derde en laatste voorbeeld is gebaseerd op de problematiek van het 
toetsen van de aanwezigheid van een 'common factor' in een dynamisch 
model. 
4.1 Overidentificerende restrikties in een lineair simultaan model 
Onder anderen, Liu (1960) en Sims (1980), hebben beweerd dat de para-
meters in de meeste economische modellen ondergeïdentificeerd zijn, 
terwijl veel econometrische technieken op identificatie gebaseerd zijn. 
Gezien deze mogelijke controverse is het interessant na te gaan of 
Byron's-toets op overidentificatie vaak tot verwerping van de nul-
hypothese leidt. Hausman (1971) geeft echter aan dat Byron's-toets 
niet geregeld gebruikt wordt. Door te laten zien dat deze toets een . 
bijzonder geval van een zeer algemene procedure is, kunnen we mogelijk 
een groter gebruik van de toets stimuleren. 
We formuleren het simultane model in de structuur- en herleide vorm 
als volgt: 
Y" T + X A = U en (4.1) 
Txggxg TxKKxg 
Y = -x A r_1 + u r_1 = x n + v (4.2) 
Voor het gehele systeem moet gelden dat UT + A = 0 , of voor een enkele 
vergelijking, zeg de eerste, 
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m n n n i 2 
TT2I n 2 i n22 
- 1 " 
0 
+ 
0 
= 
"o' 
0 
(4.3) 
waarbij Yi ea ö, respectievelijk de parameters zijn behorend bij de 
in de eerste vergelijking opgenomen endogene variabelen, met uitzondering 
van de genormaliseerde, van orde g - 1 , en de K opgenomen geprede-
termineerde variabelen. De matrices TT^ ,' 11^,11 , TT21 , ü21 en II22 
zijn respectievelijk van orde K x 1 , K. x (g-1) , K x (g-g ) , (K-K )x 1 , 
(K-Kj) x (gj-1) en (K-Kj) x (g-gj) . 
De impliciete functies in (4.3) geven de relaties die in geval van een 
juiste nulhypothese tussen de parameters van-het model onder de nul-
en de alternatieve hypothese moeten gelden, d.w.z. f (3,0) = 0 . 
9 bestaat uit de herleide vorm parameters en g' uit (y! , <$!)' . Om de 
Wald-toets te berekenen^zonder dat we tot expliciete formulering van de 
restrikties overgaan,moeten we eerst h(9) bepalen. We kiezen daartoe 
een geschikte f (3,9) = 0 , bijvoorbeeld de eerste K1 +g1~l rijen 
uit (4.3). Om de notatie in de komende afleiding te vereenvoudigen, 
voeren we in dat: 
o 21 n21> " 
21 n 21 
I21 I21 
waarbij ir , II , J
 21 ' 21 ' 
-21 en II 
-21 
respectievelijk van orde (g -l)x 1 , (g.-l) x (g-1) , (K-K -g +1) x 1 
en (K-K -g.+l) x (g-1) zijn.. De oplossing die we voor 3 uit de 
eerste K +g -1 rijen van (4.3) berekenen, wordt gegeven door: 
' A 
V 
ys, 
. « 1 . 
n" 1 21 
- n 11 
"21 
TT + TT, , 21 11 
(4.4) 
Deze oplossing substitueren we in de K-K -g +1 
van (4.3), waardoor we h(9) bepaald hebben. 
overblijvende rijen 
h(6) = f2(ê,e) - n 2 1 n ^ 1 ; ^ - ^ (4.5) 
Door nu met formules voor afgeleiden van matrices van Neudecker (1969) 
uit (4.5) bepaald worden. We zullen deze 
'9 9 
te werken, kan 9 0' 
lijn echter om reden van de illustratie niet volgen, maar de onderdelen 
voor bepaling van (3.6) afleiden. Als laatste stap om de Wald-toets 
te berekenen moeten de matrix van partiële afgeleiden naar de restrikties 
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bepaald worden; in dit geval is dat: 
3h (G) 
3 0' 
3h (II) 
9=0 
3 vec'(n) (4.6) 
n=n 
De onderdelen waar (3.6) uit bestaat zijn in deze situatie: 
3 f (6,6) 
(4l 0(K-K1-g1 + l)K1) 
3 f x ( e , 0 ) 
3Ï1 
ïïll \ 
H21 0(gl-l)(gl-l) 
3 f (6,0) 
_ f [-1 Y! O, 
'i1 V 6 i V
L
 * '1 "Kg-gJJ " LX+g,-l "(K1+grl)(K-K,-g1+r 
'i 6i 'i &i 
3fo(3,0) 
30' [} l Jl °l(g-gl)] ® ^ (K-Kj-gj + OCKj+gj-l) VKj-g^l1 
waarbij A 8 B = [a.. B] . 
ij 
Na substitutie van deze onderdelen in 3.6 en uitwerken van de dan verkregen 
expressie verkrijgen we dat de matrix van partiële afgeleiden van de 
restrikties naar vec'(II) gelijk is aan: 
M Yi °Kg - g l ) ] ® [0(K-Krg1 + l)K]-i21 "Tl1 V^-g^l1 (4.7) 
Deze expressie moet bij de berekening van de Wald-toets in II en y , 
welke in (4.4) wordt gegeven, worden geëvalueerd. Het valt na te gaan 
dat de gegeven matrix van partiële afgeleiden equivalent is aan die van 
Byron (1974). Voor een gegeven oplossing voor de structuurparameters 
kunnen eenvoudig extra restrikties getoetst worden door tiet aantal 
impliciete functies in f„ uit te breiden. Hierbij kunnen we de in 
paragraaf 2 geschetste sequentiële toetsingsprocedures gebruiken. 
De restrikties voor het toetsen op overidentificatie zijn in (4.5) gegeven. 
De waarde van de Wald-toets zal bij een andere toegestane keuze van f 
en £„ niet veranderen, indien er een niet-singuliere matrix A bestaat, 
zodanig dat de originele restrikties nu voorvermenigvuldiging met deze 
matrix A overgaan in de restrikties die ontstaan door een andere keuze 
van f en f . 
Met behulp van de in (3.14) gegevan formulering van A kan aangetoond 
worden dat de keuze van f en f„ voor dit type probleem asymptotisch 
niet van invloed is. Het betreft namelijk een transformatie van het 
type g(h(0),9) = A(0) h (0) en hiervan is in paragraaf 2 aangetoond, 
dat de waarde van de Wald-toets asymptotisch equivalent is voor beide 
formuleringen van de restrikties. De asymptotische equivalentie van de 
Wald-toets bij een verschillende keuze van f en f volgt ook uit het 
gestelde in paragraaf 3.3, omdat er onder H slechts één g is, 
waarvoor geldt dat f(g,0) = 0 . 
Toetsen op rationele verwachtingen in een herleide vorm model 
Tegenwoordig wordt veel aandacht besteed aan de econometrische implicaties 
van rationele verwachtingen. We verwijzen naar Wallis (1980), Revankar 
(1980) en Hoffman en Schmidt (1981). In empirische toepassingen is van 
belang of de 'Rational Expectation Hypothesis' al dan niet verworpen 
moet worden. We zullen in deze subparagraaf expliciet de restrikties 
afleiden voor het toetsen op de REH. 
We volgen de lijnen van Hoffman en Schmidt en geven een algemene formulering 
van de restrikties in een herleide vorm model, waarin vertraagde exogenen 
en verwachtingen voor ëën periode voorkomen. We veronderstellen dat de 
exogene variabelen door een vector autoregressief proces kunnen worden 
gemodelleerd. Door de rationele .verwachtingen komen mogelijk vertraagde 
exogenen in" het model voor, die in eerste instantie niet in het model 
voorkwamen. Hetgeen door het autoregressieve x-proces wordt veroorzaakt. 
We beschouwen een simultaan model waarin de rationele verwachtingen 
gevormd worden op basis van alle informatie die tot tijdstip t-1 bekend 
is. Het herleide vorm model heeft dan de volgende vorm: 
y t = Jo v i n i+ t^ i V + e t (4-8) 
q 
xt = •£, x_ . r. + u , (4.9) 
t 1=1 t-i i t 
waarbij y een rijvector van g endogene variabelen, x een rijvector 
van k exogenen en E y een rijvector van de g verwachtingsvaria-
belen is. De vectoren van storingstermen hebben verwachting nul en 
eindige variantie-covariantie matrices en zijn verder ongecorreleerd. 
Op de herleide vorm matrices II. , i=l,...,p en I(J kunnen nul-restrikties 
opgelegd zijn. De grootste vertraging van een exogene in (4.8) is p . 
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De orde van het autoregressieve systeem is q , de bijbehorende coëfficiënt-
matrices worden gegeven door r. , i=l...q . Door in (4.8) verwachtingen 
conditioneel op de informatie die tot en met tijdstip t-1 bekend is te 
nemen krijgen we 
tl,y t = t5, \ no ( I^ ) _ 1 + Ji xt-i V 1 ^ " 1 ' <4-10> 
en E. x is gelijk aan t-1 t 
E. x,. = .Z, x,. . r. . (4.11) 
t-1 t i=l t-i ï 
Na substitutie van (4.11) en van (4.10) in (4.8) krijgen we 
yt = xtÏI0 + ^ j xt_i ni(I + (I-ilO"1!};) + 
+
 Ji xt-i W1-^-1*+ £t » (4-12) 
hetgeen ook wel de waargenomen herleide vorm wordt genoemd. 
We noemen s = max(p,q) en introduceren II ,...ïï of T ,....r , 
r
 ^ p+1 s p+1 s 
welke we a priori nul stellen. 
Het model in (4.12) is genest in 
*t " Joxt-i V v t (4'13) 
Voor het toetsen van het niet gerestrikteerde model in (4.13) tegen 
dat in (4.12) kunnen we de volgende impliciete relaties tussen de 
parameters 0 = (A. ,i=0.. ,s,r. ,i=l .. .q) en g = (II. ,i=0.. .p,i|> ,T . ,i=l. ..q) 
van de respectievelijke modellen opstellen: 
Ao = no 
A^^ = n.(i + (i-^)""1^) + r.nQ(i-^)-1^ , i=i...s (4.14) 
r. = r. . i i 
De impliciete functies zijn in matrixnotatie geschreven, dit vormt echter 
geen beperking. Een oplossing voor n„ en r. volgt direct uit (4.14) 
af te leiden. Voor een gegeven ip kan ook eenvoudig een oplossing voor 
II. berekend worden. De restrikties volgen dan uit die impliciete relaties 
waarvoor geldt dat de vertraagde variabele x met een nul restriktie in 
(4.8) voorkomt, maar niet met een nul restriktie in het vector proces (4.9) 
Laat C de samenstelling van de A. zijn die aan de bovengenoemde voor-
waarde voldoen en laat r de bijbehorende matrix van de r. zijn, 
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dan moeten de restrikties afgeleid worden uit 
C = n^CE-*)"1* (4.15) 
Wil onze methode voor het expliciet afleiden van de restrikties toepas-
baar zijn, dan moet rang (rn„) = g zijn. We kiezen dan een aantal impli-
ciete functies uit (4.15) om een oplossing voor TJ  te berekenen en sub-
stitueren deze in de resterende impliciete functies om de restrikties 
te bepalen. 
Hoffman en Schmidt (1981) geven een formule waaruit het aantal restrik-
ties te bepalen is, ook voor de situatie waarin rang (TIU) < g . 
Onze methode kan dan niet meer op numerieke wijze toegepast worden, omdat 
geen oplossing voor ^ verkregen kan worden. Na herparametisering is toe-
passing wel mogelijk. Evenals in voorbeeld 4.1 is er bij het toetsen op 
de 'Rational Expertation Hypothesis' in een herleide vorm model onder H„ 
slechts sprake van één g zodanig dat f(g,0) = 0 , waaruit de asympto-
tische equivalentie van een verschillende keuze van f. en f„ volgt. 
^•3 'Common factor' restrikties 
Een ander voorbeeld dat goed met behulp van de in paragraaf drie geschets-
te methoden opgelost kan worden is het toetsen op de aanwezigheid van een 
'common factor' in een dynamisch model. Door Sargan (1980a)is voor een 
één vergelijking model een toets op basis van een 'determinental equation' 
voorgesteld. In Sargan (1977) wordt aangegeven hoe de methode voor een 
simultaan model toegepast kan worden. Mizon en Hendry (1980) geven een 
toepassing van de methode van Sargan. 
Wij zullen laten zien dat het toetsen op 'common factors' ook met de 
algemene procedures uit paragraaf 3 behandeld kan worden en we zullen aan 
de hand van een voorbeeld ingaan op niet unieke representatie van de 
restrikties. De bedoeling van de 'common factor'-aanpak is te komen tot 
een 'parsimonious' beschrijving van het datagenererende proces. 
De algemene specificatie van het model is als volgt: 
k 
V L ) y t = i=i * i ( L ) x i t + u t ( 4 - 1 6 ) 
cp(L) ut = et 
met e. = N(0,a2) . Omwille van de eenvoud hebben we afgezien van 
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'moving average' elementen in de storingsterm e . <j>. (L) zijn voor 
i=0...k polynomen in de vertragingsoperator, L , van orde r. , 
i=l...k , met k het aantal exogene variabelen in de vergelijking. 
Ook (.p(L) geeft een polynoom in de vertragingsoperator aan van orde p . 
De specificatie kan geschreven worden als 
k 
cp(L) <|>0(L) yt - J^ tp<L) cj.i(L) xit + efc (4.17) 
Als we afzien van de restrikties in (4.17) dan krijgen we 
V L ) yt = J i Bi (L) xit + v t • (4-18) 
Met g.(L) polynomen in de vertragingsoperator van orde r.+p . 
k 
Het aantal parameters in (4.17) bedraagt .Zn r.+p , terwijl dat 
k 
aantal in (4.18) .Z~ (r.+p) bedraagt. Het toetsen van (4.17) tegen 
(4.18) impliceert dan ook pk restrikties. De procedure om de W.ald-
toets te berekenen is eenvoudig. Schat de parameters van (4.18) met 
OLS . De impliciete functies die onder de nulhypothese tussen de para-
meters van ip(L)4>.(L) en B.(L) voor i=0...k moeten gelden, volgen door 
uitschrijven van (4.17) en gelijkstellen met de coëfficiënten in (4.18). 
Kies vervolgens een f en een f„ uit deze impliciete relaties 
zodanig dat er bij een gegeven waarde voor de parameters onder H. 
een oplossing voor de parameters onder H„ bestaat. 
Verder geldt dat f en f„ continu '' differentieerbaar zijn, zodat 
gebruik van de impliciete functieregel toegestaan is. De Wald-
toets kan nu eenvoudig langs numerieke of analytische weg via de 
formules (3.8) en (3.9) worden bepaald. De structuur van de impliciete 
functies voldoet immers aan f (3) -0 = 0 . 
Aan de hand van enkele voorbeelden willen we nagaan of de waarde van 
de Wald-toets beïnvloed wordt bij verschillende keuzes van f. en f„ . 
We beschouwen de volgende dynamische specificatie 
Yt = Ojy^j + Y0x]t + 6Qx2t + c + ut ^ ^ 
en u = tpu . + e met £ = N(0,a2)' . t t-1 t t 
Dit model willen we toetsen tegen het model waar de 'common factor' res-
triktie niet is opgelegd. 
yt = Blyt-l+e2yt-2+B3xlt+B4xlt-l+B5x2t+B6x2t-l+e7+Vt ' 
(4.20) 
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Onder de nulhypothese gelden dan de volgende impliciete relaties tussen 
de parameters uit (4.19) en (4.20). 
cp + a 
— Bl = 0 
-<Pa.j - B2 = 0 
Y0 - B3 = 0 
- « P Y Q - h = •0 
6o 
- h = 0 
-^o 
- h - 0 
c-tpc - h = 0 
doen twee verschillende keuzes voor f 
(4.21) 
„ . In de eerste situatie kiezen 
we de tweede en de vierde relatie uit (4.21), in de tweede situatie 
kiezen we de tweede en de éesde relatie. Hieruit kunnen we de volgende 
twee groepen van twee restrikties afleiden: 
34 h 
(B] + ) - 62 = 0 
5 e0 = o 
en 
! i ( B l + I i ) - 3 2 = o 
3 Bc 
= 0 
Uit de tweede restriktie volgt dat onder de nulhypothese geldt 
B, / 3n = B, / 3- , waardoor de twee groepen restrikties equivalent aan 
elkaar zijn. De waarde van de Wald-toets wordt in kleine steekproeven 
echter beïnvloed door de formulering die gebruikt wordt, zodat hier 
een arbitrair element bij de toetsing is betrokken. 
In paragraaf 3 hebben we opgemerkt dat de waarde van de toetsingsgrootheid 
kan worden beïnvloed indien er meerdere oplossingen van het stelsel f 
bestaan. Deze problematiek doet zich voor bij het toetsen van model 
(4.19), we zullen echter aan de hand van een iets ander voorbeeld hier 
dieper op ingaan. Juist bij de 'common factor' benadering doet de moge-
lijkheid van meerdere oplossingen zich vaak voor. Mizon en Hendry (1980) 
proberen de restrikties zodanig te formuleren dat deze moeilijkheid voor-
komen wordt. We zullen echter aan de hand van het door hun gegeven 
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voorbeeld aangeven dat ook hier niet alle arbitraire aspecten zijn 
voorkomen. Ze bespreken een voorbeeld dat is gebaseerd op de volgende twee 
dynamische vergelijkingen, waarbij de eerste genest is in de tweede: 
y t = (i? + a) yt_j - (.pa y t_ 2 + yQxt + (ï j " <-PYQ) X ^ J - (.PYjX 
en 
7 t -' B0yt-1 + Blyt-2 + Vt + g3xt-I + e4 xt-2 + ut • 
De relaties tussen de parameters onder 'ËL , (ip , a , Y n > Yi) > en 
onder H. , ('3. , i=0,...,4), voldoen aan de structuur f (3) - 9 = 0 
en geven onder de nulhypothese aanleiding tot ëén restriktie. We ver-
delen de impliciete functies als volgt tussen f en f„ 
1 '• co + a ~*0 = 0 
-cpa 
-
B l = 0 
Y0 ~h = 0 (4.22) 
Y J - V Y Q - 3 3 = 0 
f 2 : -cpYj - 3 4 = 0 
Als 3^ + 4J3. > 0 , dan heeft het stelsel 2 oplossingen. Substitutie 
van deze oplossingen in f„ maakt duidelijk dat in het algemeen niet 
dezelfde waarde voor de Wald-toets verkregen zal worden voor beide 
oplossingen. De vraag blijft dan bij welke oplossing de toetsingsgroot-
heid berekend moet worden. De stationairiteitseis |tp| < 1 kan enige 
hulp bieden indien er slechts één oplossing is die hieraan voldoet, maar 
ook deze eis leidt niet altijd tot een keuze uit de oplossingen. 
Als we ï— in 6 uitrekenen, dan vinden we met behulp van formule 
(3.9): 
3h(9) 
30' " V O^P ' ~ ^ P , -CP , H- , • ; ^ , , cp
z
 -tp , -1 
0=G 
waarbij 3 een oplossing is van f^g,©) = 0 uit (4.22). 
Als 3Q + 43, > 0 , dan bestaan er meerdere oplossingen en zal de matrix 
van partiële afgeleiden niet gelijk zijn bij evaluatie in beide oplossin-
gen. Ook asymptotisch behoeven we onder H n niet dezelfde toetswaarde 
te krijgen omdat er twee verschillende oplossingen van f(3,0) = 0 , 
onder H- kunnen bestaan. 
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We zullen echter laten zien dat men ook met een arbitrairiteit geconfronteerd 
wordt indien we de restriktie analytisch op willen schrijven, waarbij we 
niet tussen twee wortels voor cp moeten kiezen. Mizon en Hendry (1980) 
geven aan dat het niet eenvoudig is om de restriktie uit (4.22) te bepa-
len. Zij vinden: 
-2 (B034 " 61B3} '" 
fï4 + cpfi3 + ip 02 = 0 met cp = (g g j •**. (4.23) 
Door substitutie van de impliciete relaties uit (4.22) kan direct nage-
gaan worden dat aan deze restriktie voldaan moet zijn. De restriktie 
zoals door Mizon en Hendry (1980) is geschetst is echter niet uniek, omdat 
na enig rekenwerk blijkt dat ook 
B 4 + C P 6 3 + $ 2 B 2 - 0 met y = ^ + g* (4.24) 
als restriktie uit de impliciete relaties in (4.22) naar voren komt. 
Uit bovenstaande opmerkingen blijkt dat men de moeilijkheden om de Wald-
toets te berekenen, nl. niet-singuliere niet-lineaire transformaties en 
meerdere keuzemogelijkheden en de restrikties te bepalen, zowel bij 
uitwerking langs analytische- als langs numerieke weg tegen komt. Dit 
kan dan ook geen argument zijn om de in paragraaf 3 geschetste methoden 
niet zeer algemeen te gebruiken. 
Met de in paragraaf 4 geschetste toepassingen hopen we duidelijk gemaakt 
te hebben dat onze benadering het mogelijk maakt om de Wald-toets op een 
groot aantal gebieden flexibel toe te passen en van belang kan zijn bij 
de specificatie van econometrische modellen. 
Samenvatting 
In dit artikel hebben we-aangegeven hoe de relaties die tussen de para-
meters onder H„ en H. moeten bestaan gebruikt worden om de restrikties 
expliciet te bepalen of hoe de Wald-toets berekend kan worden door slechts 
op impliciete wijze van deze restrikties gebruik te maken. Vooral deze 
laatste procedure biedt de mogelijkheid om de toets voor zeer algemene 
problemen te programmeren en het vaak tijdrovende aspect van het 
bepalen van de restrikties te voorkomen. We zijn ook een aantal situaties 
nagegaan waarin transformatie van de restrikties, al dan niet tot een 
verandering kan leiden. In de voorbeelden van paragraaf 4 hebben we met 
behulp van enkele toepassingen de in de paragrafen 2 en 3 verkregen resul-
taten geïllustreerd. 
Binnenkort zal door de auteur een zeer algemeen Fortranprogramma voor de 
geschetste procedure beschikbaar gesteld worden. 
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