Abstract. It is shown that broad classes of commuting d-tuples of operators on a Hilbert space are essentially normal, have the Fredholm property, and their Koszul complexes have finite-dimensional cohomology, thereby resolving an issue that has impeded the development of multivariable Fredholm theory for several years.
Introduction
Let T 1 , . . . , T d be a commuting d-tuple of operators on a Hilbert space H. One can view H as a module over the polynomial algebra A = C[z 1 , . . . , z d ] in the natural way
and such an H is called a Hilbert module of dimension d, or simply a Hilbert module when the dimension is understood. A Hilbert module is said to be essentially normal if the self-commutators T * k T j − T j T * k of its ambient operators are all compact, and more specifically, p-essentially normal if the self-commutators belong to the Schatten class L p -p being a number in the interval [1, ∞] , and where L ∞ is interpreted as the C * -algebra K of compact operators.
As in algebra, examples in multivariable operator theory are constructed most naturally through the formation of quotients -by passing from the simplest "free" Hilbert modules H to their quotient Hilbert modules H/M , in which M is the closed submodule of H generated by the relations one seeks to satisfy. However, in the operator-theoretic context, properties like essential normality, Fredholmness, and finiteness of the cohomology of the associated Koszul complex, do not propagate naturally from H to its submodules or quotients, with the result that it was unclear whether Hilbert modules with the sought-after properties exist. Concrete examples of this phenomenon will be described momentarily. It is fair to say that the resulting dearth of good examples has impeded the development of the subject.
The purpose of this paper is to establish a broad context in which the above properties do propagate effectively from the basic Hilbert modules of the category to their quotients by graded submodules. We consider Hilbert modules S obtained by completing the algebra of complex polynomials C[z 1 , . . . , z d ] in an inner product with the property that the natural operators Z 1 , . . . , Z d associated with the generators z 1 , . . . , z d are bounded. One can increase multiplicity by forming the direct sum of r < ∞ copies S ⊕ · · · ⊕ S = S ⊗ C r of such a module S, which is a Hilbert module whose natural operators are multiplicity r versions of the original Z k . It is convenient to abuse notation by also writing these finite multiplicity multiplication operators as Z 1 , · · · , Z d . A submodule M of S ⊗ C r is said to be graded if it is the closed submodule generated by a set of vector-valued polynomials f α : C d → C r , each of which is homogeneous of some degree n α .
The following result provides a general context in which one has the desired information: There are many examples of completions S that satisfy the hypotheses of Theorem B, including the Hilbert module of the d-shift, the Hardy and Bergman modules in dimension d, and others not so closely tied to the unit ball. Initially, we took up this problem out of a desire to give a natural proof that the curvature invariant of [Arv00] , [Arv02] is stable under compact perturbations and homotopy; and that issue is settled in Section 11. But there are other reasons for seeking such results.
For example, consider the problem of constructing operator solutions X 1 , . . . , X d to systems of algebraic equations of the form (1.1) f k (X 1 , . . . , X d ) = 0, k = 1, . . . , r, where the f k are homogeneous polynomials in d variables and X 1 , . . . , X d are mutually commuting bounded operators on a Hilbert space H. We can make the point well enough with the following special case, in which one fixes a positive integer n ≥ 2 and seeks a commuting triple X, Y, Z ∈ B(H) with the property
Such a triple can be viewed as a "noncommutative curve". We say noncommutative in order to rule out trivial triples such as those obtained by assembling a sequence of numerical solutions (x k , y k , z k ) ∈ C 3 , k = 1, 2, . . . , of x n + y n = z n into diagonal operators acting on ℓ 2 (N) such as While X, Y, Z must commute in general, the unital C * -algebra C * (X, Y, Z) that they generate will typically be highly noncommutative. We seek solution triples X, Y, Z that are "universal" in an appropriate sense, and that generate an irreducible C * -algebra containing the C * -algebra K of compact operators that is commutative modulo K. These properties are summarized as an exact sequence of C * -algebras in which V is a compact subset of {(x, y, z) ∈ C 3 : x n + y n = z n }. The sequence (1.3) defines an extension of K by C(V ) in the sense of BrownDouglas-Fillmore and, as shown in [BDF77] , it gives rise to an element of the K-homology of the space V . Of course, similar comments apply to the more general "noncommutative varieties" defined by operator solutions X 1 , . . . , X d of systems of equations of the form (1.1). Following basic principles, one constructs solutions of algebraic equations such as (1.2) by passing from the polynomial algebra C[x, y, z] to its quotient by the ideal generated by x n + y n − z n . The elementsẋ,ẏ,ż obtained by projecting x, y, z to the quotient are forced to satisfyẋ n +ẏ n =ż n , and there is an obvious sense in which this solutionẋ,ẏ,ż is the universal one.
When one attempts to carry out this construction of solutions in the context of Hilbert space operators, one encounters an exasperating difficulty. To illustrate the point, let us complete the polynomial algebra C[x, y, z] in an appropriate inner product -for definiteness we choose the inner product associated with the 3-shift [Arv98] -giving rise to a Hilbert space H 2 (x, y, z). The operators X, Y, Z on H 2 (x, y, z) defined by multiplication by the basic variables x, y, z are bounded, we may form the closed invariant subspace M ⊆ H 2 (x, y, z) generated by x n + y n − z n , and its Hilbert space quotient H = H 2 (x, y, z)/M . The operators X, Y, Z promote naturally to operatorsẊ,Ẏ ,Ż on the quotient H, the promoted operators satisfy (1.2), and straightforward computation shows that the C * -algebra C * (Ẋ,Ẏ ,Ż) is irreducible and contains K (see Remark 11.2). Thus, if one knew that all self-commutatorsẊ * Ẋ −ẊẊ * ,Ẋ * Ẏ −ẎẊ * , . . . , were compact, then C * (Ẋ,Ẏ ,Ż) would be commutative modulo K and we would have an extension of the desired form (1.4) 0 −→ K −→ C * (Ẋ,Ẏ ,Ż) −→ C(V ) −→ 0.
The difficulty is that it was unknown if C * (Ẋ,Ẏ ,Ż) is commutative modulo K for any n ≥ 3. The difficulty only grows in more general settings. For example, suppose that M is a graded submodule of the finite multiplicity Hilbert module H 2 (x, y, z) ⊗ C r , and let H be the quotient Hilbert module
This quotient H no longer corresponds so simply to solutions of equations like (1.2), but could represent a Hilbert space of sections of a vector bundle or sheaf over an appropriate algebraic set. Interpretations aside, one still has the basic operator-theoretic question as to whether the C * -algebra C * (Ẋ,Ẏ ,Ż) generated by the natural operators of H is commutative modulo K. Again, the answer was unknown in essentially all cases of interest.
To summarize the history of this problem, one can ask the same question in higher dimensions for quotients of H 2 (z 1 , . . . , z d ) ⊗ C r by graded submodules M . It was known that when M is generated by a family of vector-valued monomials of the form
then the self-commutatorsŻ * kŻ j −Ż jŻ * k belong to the Schatten-von Neumann class L p for every p > d [Arv04] . That result on "monomial" submodules was generalized by Douglas to cases in which the d-shift is replaced by more general weighted shifts [Dou05] . A different type of result was found by Guo [Guo03] which implies the following result in dimension 2, r = 1: For every graded submodule M of H 2 (x, y), the self-commutatorsẊ * Ẋ −ẊẊ * , Y * Ẏ −ẎẎ * ,Ẋ * Ẏ −ẎẊ * belong to L p for p > 2. We also point out that, though their results do not imply essential normality, Gleason, Richter and Sundberg recently showed that, generically, scalar translates of finite-rank d-contractions tend to have the Fredholm property [GS05] . Taken together with the results of computations carried out with other examples, this evidence led us to conjecture that in general, quotient Hilbert modules of the above form (H 2 (z 1 , . . . , z d ) ⊗ C r )/M by graded submodules M should define operator d-tuples whose self-commutatorsŻ * kŻ j −Ż jŻ * k are compact [Arv00] , [Arv02] , [Arv03] , [Arv04] . The purpose of this paper is to prove a strengthened form of that conjecture, for a more general class of Hilbert modules in place of the Hilbert module H 2 (z 1 , . . . , z d ) of the d-shift.
While the central problems of this paper and the tools we introduce are new and directed specifically at the problems described above, there is a growing literature on various aspects of the theory commuting d-tuples of operators on Hilbert spaces -i.e., Hilbert modules over C[z 1 , . . . , z d ]. A sample follows: [CD78] , [Dou05] , [DMV00] , [DMV01] , [DM03] , [DP89] , [GRS02] , [GS05] , [MV93] , [Tay70a] , [Tay70b] , [Vas92] . Finally, it seems appropriate to point out that while there is a large literature on the structure of C * -algebras generated by Toeplitz operators on the Bergman spaces B 2 of domains in C d (of which we mention only [Upm84] ), it appears that no attention has been paid to the C * -algebras associated with quotient Hilbert modules B 2 /M or their higher-multiplicity counterparts.
We now describe the results and methods in more detail. Our approach to establishing Theorem A (for brevity, we confine the following discussion to the case p = ∞) begins with the following fact established in the sequel:
(1) Let r, s be positive integers and let L ∈ hom(S ⊗ C s , S ⊗ C r ) be a bounded homomorphism of A-modules that can be realized as an r × s matrix of polynomials. Let N ⊆ S ⊗ C s be a submodule whose projection P essentially commutes with the ambient operators
Then the projection Q of S ⊗C r on LN essentially commutes with the ambient operators of S ⊗ C r .
In attempting to prove Theorem A, one might try to establish the following assertion: For every graded submodule M of S ⊗C r , there is an integer s ≥ 1 and an r × s matrix of polynomials
Indeed, assuming that the assertion holds, one can apply (1) above to the space N = S ⊗ C s to conclude that the projection onto M essentially commutes Z 1 , . . . , Z d . With that information, one can also establish essential normality of M and its quotient (S ⊗ C r )/M , along with the other properties asserted in Theorem A, using relatively straightforward arguments. However, we have been unable to prove such statements. In fact, though we lack a counter example, we believe that the above assertion is false even for S = H 2 (z 1 , . . . , z d ) . While one can certainly find an integer s and a polynomial L ∈ hom(S ⊗ C s , S ⊗ C r ) such that L(S ⊗ C s ) is dense in M by using little more than the underlying linear algebra, maps L constructed in that way fail to have closed range. Instead, we will prove the following general result which, when taken with (1) and further analysis in the context of Theorem A, eventually does yield the conclusion of Theorem A.
Theorem B. Let S be a Hilbert module obtained by completing the polynomial algebra in an inner product and let S n ⊆ S be the space of homogeneous polynomials of degree n = 0, 1, 2 . . . . Assume further that
Then for every r ≥ 1 and every graded submodule M ⊆ S ⊗ C r , there is a positive integer s, a graded submodule N ⊆ S ⊗ C s , and an r × s matrix of homogeneous polynomials L = (f ij (Z 1 , . . . , Z d )) of the same degree ν, all of which satisfy
Theorem B is proved by a method of "reduction of degree" that we do not elaborate on here. It is used to prove Theorem A (for the case p = ∞) by showing first that, when the inner product on S is invariant under the full unitary group U(C d ), the operators of S must satisfy certain commutation relations. In turn, those commutation relations allow us to prove that for any graded submodule N ⊆ S ⊗ C s satisfying the conditions (b), (c) of Theorem B, the commutators P N Z k − Z k P N of the projection on N with the ambient operators Z k of S ⊗ C s are compact. Once that is established, the assertion (a) of Theorem B, taken together with principle (1) above, leads to the conclusion of theorem A.
The precise statement of Theorem B is in Section 8, the key elements of its proof are in Sections 6 -8, and it is used to prove Theorem A in Sections 9 and 10 . Some applications and problems are discussed in Section 11.
Graded Completions of
Throughout this paper, A will denote the algebra C[z 1 , . . . , z d ] of complex polynomials in d ≥ 2 variables. In this section we single out a broad class of inner products on the algebra A whose completions are Hilbert modules, the finite multiplicity versions of which form effective building blocks for multivariable operator theory in Hilbert spaces. We call them standard Hilbert modules.
Standard Hilbert modules occupy a position analogous to that of free modules in the algebraic theory of finitely generated modules over A; indeed, they are basically the Hilbert modules that have the same cohomology as free modules in the algebraic theory. However, while there is only one algebraic free module of rank one -namely A itself, there are many inequivalent standard Hilbert modules of rank one. This class of Hilbert modules includes all of the basic examples that have been studied in recent years, including the space H 2 of the d-shift, the Hardy space of the unit sphere in C d , the Bergman space of the unit ball, as well as Hilbert modules associated with other domains in C d and projective algebraic varieties.
Remark 2.1 (Graded inner products on A). There is a natural action Γ of the circle group on A defined by
We write Z (n) for the linear space of homogeneous polynomials of degree n Z (n) = {f ∈ A : Γ(λ)f = λ n f, λ ∈ T}, n = 0, 1, 2, . . . , and the polynomial algebra decomposes into an algebraic direct sum of homogeneous subspaces
An inner product ·, · on A is invariant under the action of Γ
iff the homogeneous spaces are mutually orthogonal: 
Thus, it will be convenient throughout to assume that for any graded completion S, the coordinates z 1 , . . . , z d are an orthonormal subset of S.
For every graded completion S, the representation Γ extends naturally to a strongly continuous unitary representation of T on S (also written Γ) whose spectral subspaces
vanish for negative n, and otherwise satisfy S n = Z (n) for n ≥ 0, and
The space Z 1 S + · · · + Z d S is the orthocomplement of the one-dimensional space of constants C · 1. Γ is called the gauge group of S, and we have
Remark 2.4 (Irreducibility). A submodule M ⊆ H of a Hilbert module H is said to be reducing if its orthocomplement M ⊥ is also a submodule. In this case we also refer to M as a summand since it gives rise to a decomposition 
Since P commutes with each Z k it commutes with
, and therefore with the projection onto the range of the latter operator, namely the subspace Z 1 S + · · · + Z d S. Hence P commutes with the rank-one projection v ⊗v, and we conclude that either P v = v or P v = 0. If P v = v then P = 1, since P must restrict to the identity operator on the closed submodule [Av] = S generated by v. Similarly, P v = 0 implies P = 0.
Remark 2.6 (Number operator). The number operator of a graded completion S is defined as the self-adjoint generator N of the gauge group
The number operator is self-adjoint, has integer spectrum {0, 1, 2, . . . } and its spectral projections are the projections onto the homogeneous spaces of S, S n = Z (n) , n = 0, 1, 2, . . . . Since the dimensions of the spaces S n = Z (n) do not depend on the inner product chosen, any two graded completions of A have unitarily equivalent number operators. It was shown in the appendix of [Arv98] that the number operator satisfies
Remark 2.7 (Graded Hilbert modules, Gauge groups). More general graded Hilbert modules H can be defined in two equivalent ways. One specifies either a Z-grading for H
or one specifies a gauge group -a strongly continuous unitary representation Γ of the circle group T on H such that
One passes back and forth via the associations H n = {ξ ∈ H : Γ(λ)ξ = λ n ξ} and Γ(λ) = n λ n E n , E n being the projection on H n , n ∈ Z. In a graded Hilbert module with projections E n as above, one has the commutation relations
The graded Hilbert modules that we encounter in this paper will all have nonnegative spectrum in the sense that H n = {0} for all n < 0. 
is injective with dense range. The homogeneous subspaces of such a Hilbert module satisfy
One can increase the multiplicity of a graded completion S to obtain a somewhat more general graded Hilbert module. More formally, let E be a finite-dimensional Hilbert space and let H = S ⊗ E be the Hilbert module defined by
Thus, the coordinate operatorsZ k of H are related to the operators
It is convenient to ease notation by writing Z k for Z k ⊗ 1 E , and we frequently do so. We occasionally write r · S for S ⊗ C r .
Definition 2.9. A standard Hilbert module is a finite-multiplicity version S ⊗ E of a graded completion S.
When we want to call attention to the underlying graded completion, we say that a standard Hilbert modules H is based on S when it has the form H = S ⊗ E above. Obviously, the direct sum of two standard Hilbert modules based on S is a standard Hilbert module. On the other hand, it is important to keep in mind that direct sums are not allowed across the category of graded completions. Indeed, if S 1 and S 2 are two graded completions of A that are based on different inner products, then S 1 ⊕ S 2 is typically not a standard Hilbert module (based on any other S), and it may fail to share the properties of standard Hilbert modules such as those of Proposition 2.11 below.
Standard Hilbert modules carry an obvious grading H = H 0 ⊕ H 1 ⊕ · · · . For example, the gauge group of S ⊗ E is Γ(λ) = Γ 0 (λ) ⊗ 1 E , λ ∈ T, Γ 0 being the gauge group of S. Note too that for any standard Hilbert module H, the space
is closed, and we have (2.1) Proof. The degree zero subspace of S ⊗ E is v ⊗ E where [v] = S 0 , so that the submodule M of (2.2) has the form M = v ⊗ C for some C ⊆ E. The closed submodule M generated by v ⊗ C is therefore S ⊗ C, which is plainly a summand since its orthocomplement is N = S ⊗ (E ⊖ C).
Conversely, the projection P onto any summand M of H = S ⊗ E must commute with the set of operators B ⊗1 E where B is the * -algebra generated by Z 1 , . . . , Z d . By Proposition 2.5, B ′ = C · 1 S , hence P must have the form P = 1 S ⊗ Q for some projection Q ∈ B(E). It follows that M = S ⊗ QE has the asserted form.
Remark 2.12 (Graded submodules and the Number Operator). A submodule M ⊆ S ⊗E is said to be graded if it is invariant under the action of the gauge group of H; equivalently,
A graded submodule M is invariant under any bounded function of the number operator in the sense that if f ∈ ℓ ∞ (Z + ) and one defines f (N ) by
That is simply because the projection on M commutes with Γ(T), and therefore it commutes with every spectral projection of N .
It is significant that property (2.1) fails for graded submodules of standard Hilbert modules in all nontrivial cases. We will return to the latter issue of degree in Section 5.
Simple examples show that when one restricts an operator T ∈ B(H) with closed range to an invariant subspace M ⊆ H, the range T M of the restriction often fails to be closed. Similarly, given a Hilbert module H with the property that Z 1 H + · · · + Z d H is closed, one cannot expect submodules M ⊆ H to share that property. Eventually, we will show that this property is inherited by graded submodules M of certain standard Hilbert modules S ⊗ E (see Theorem A, for example). But in general, one must exercise care in dealing with the vector space
Remark 2.13 (Graded Quotients). Finally, we point out that the quotient K = (S ⊗ E)/M of a standard Hilbert module by a graded submodule is naturally a graded Hilbert module
One can identify K with M ⊥ , K n with H n ⊖ M n , and the natural operatorṡ Z 1 , . . . ,Ż d of K with the compressions of Z 1 , . . . , Z d to M ⊥ , if desired. In some respects, quotients behave better than submodules in the sense that a)Ż 1 K + · · · +Ż d K is always a closed subspace of finite codimension in K, and b)
Essential Normality, Fredholm Property
The purpose of this section is to comment on the relation between the Fredholm property, essential normality and the cohomology of the Koszul complex. We also collect a general result (Proposition 3.5) which implies that in many cases, a submodule M ⊆ H of an essentially normal Hilbert module is essentially normal iff its quotient module H/M has that property. Λ k E denoting the exterior product of k copies of E for k ≥ 1, and Λ 0 E denoting C. Fixing an orthonormal basis e 1 , . . . , e d for E, one obtains creation operators C 1 , . . . , C d : Λ k E → Λ k+1 E, defined uniquely by the requirement
and a boundary operator B :
This structure gives rise to a complex of Hilbert spaces
One can assemble the various H ⊗ Λ k E into a single graded Hilbert space H ⊗ ΛE by forming the direct sum of spaces of k-forms
thereby making B into a graded operator of degree one in B(H ⊗ ΛE) that satisfies B 2 = 0. This structure is called the Koszul complex of H. The Dirac operator of H is the operator D = B + B * , and one finds that H has finite-dimensional cohomology (see Remark 3.2 below) iff D is a self-adjoint Fredholm operator. We are suppressing the Clifford structure attached to D, which is incidental to our needs here.
Remark 3.2 (Fredholm Property, Cohomology Type). We say that H has the Fredholm property if the vector space B(H ⊗Λ k E) has finite codimension in ker(B ↾ H⊗Λ k+1 E ), for every k = 0, 1, . . . , d.
Recalling the basic fact that a bounded linear operator A : X → Y between Banach spaces must have closed range whenever the vector space Y /AX is finite-dimensional, it follows that whenever H has the Fredholm property, the range B(H ⊗ Λ k E) must be a closed subspace of finite codimension in the kernel of the next connecting map for each k. It follows that the range of B : H ⊗ ΛE → H ⊗ ΛE is closed and the Dirac operator is a self-adjoint Fredholm operator in B(H ⊗ ΛE).
In that event, the Betti numbers
The following general result gives a sufficient condition for Fredholmness that is relatively easy to check in specific examples. 
Proposition 3.3. Let H be an essentially normal Hilbert module such that
We show that the latter property, taken together with essential normality, implies that the Dirac operator D is Fredholm.
Let
be the boundary operator. Then D = B + B * and, since T j commutes with T k and C j anticommutes with C k , one has B 2 = 0. Therefore
we can write the second term on the right as
where
Since F ⊗ 1 is a Fredholm operator and each summand in the second term is compact by hypothesis, it follows that D 2 is a Fredholm operator. Since D is self-adjoint, D itself must be a Fredholm operator.
Remark 3.4 (The Final Three Terms). Let H = S ⊗C r be a standard Hilbert module of rank r. If S is essentially normal then so is H, and therefore Proposition 3.3 implies that H has the Fredholm property. Indeed, it is quite easy to show that the cohomology type of H is (0, 0, . . . , 0, r), the cohomology type of the free algebraic module A ⊗ C r of rank r.
In particular, the behavior of the boundary operator of the Koszul complex of a standard Hilbert module is specified at every stage
However, in this paper we shall only have to refer to the last three terms of the complex
for graded Hilbert modules whose last two Betti numbers are 0, r. In such cases, the two boundary operators satisfy a) ran
We now point out how the assertions a) and b) can be cast into a more concrete form for graded modules
Let us first consider b).
Note that H ⊗ Λ d−1 E can be identified with the direct sum d·H of d copies of H in such a way that, up to sign, the boundary map
The range of this map is dense in H 1 ⊕ H 2 ⊕ · · · = H ⊥ 0 and will be of finite (algebraic) codimension in
Note too that since the orthocomplement ofT (d · H) is the space H 0 = {0}, it follows that the complex (3.1) cannot be exact at the final term
In more concrete terms, a) makes the assertion that for every d-tuple of vectors ξ 1 , . . . , ξ d in H with the property
We require the representation (3.2) in Proposition 5.6 below. For now, we simply note that if ξ 1 , . . . , ξ d ∈ H n are homogeneous vectors of degree n = 0, 1, 2, . . .
is of degree one, the vectors η ij of (3.2) must belong to H n−1 . In particular, for the case n = 0 we have H −1 = {0}, and therefore
Finally, we will make repeated use of the following general result which asserts, roughly, that submodules and quotients of essentially normal Hilbert modules are either very good or very bad. Notice that neither the statement nor proof of Proposition 3.5 provides information about how one might establish the favorable properties. 
the two conditions of (vi).
Proof. While the proof is a straightforward variation of the proof of Proposition 4.1 of [Arv04] , we present the details for completeness. Properties (vi) and (vii) obviously imply (i) and (ii), respectively.
(iii) ⇐⇒ (iv) ⇐⇒ (v): Consider the row operator whose entries are the commutators C = ([P,
T k ] * , and (3.4) follows. Since H is p-essentially normal we have [T j , T * k ] ∈ L p , and at this point the equivalence (i) ⇐⇒ (iv) follows from (3.4).
(i) ⇐⇒ (iv): Letting C j be the compression of T j to M ⊥ , we claim
(3.5) follows after one notes that
by hypothesis, and the equivalence (i) ⇐⇒ (iv) follows from formula (3.5).
(i) =⇒ (iv): Assuming (i), we have to show that T 1 M + · · · + T d M is closed of finite codimension. This will follow if we show that the restrictions
For that, we show that this sum has the form X +K where X is a positive invertible operator and K is compact. Indeed,the hypotheses on H imply that
is a positive Fredholm operator, which therefore has the form X 0 + F where X 0 is a positive invertible operator and F is a finite rank operator. Hence the compression of X 0 + F to M has the from X + K where X = P M X 0 ↾ M is a positive invertible operator on M and K is the finite rank compression of F to M . Using
The argument is similar to the one above. One notes that the compressions
and uses the fact that
Examples: Maximum Symmetry, Commutation Relations
In this section we find all graded completions that are essentially normal and have maximum possible symmetry. This means that the associated inner product on A is invariant under the action of the full unitary group of C d on A. We also show that every graded completion with maximum symmetry gives rise to operator d-tuples that satisfy commutation relations of a general type. These commutation relations are critical for the results in later sections.
Examples of maximally symmetric standard Hilbert modules include the module H 2 of the d-shift, the Hardy module on the unit sphere in complex dimension d, the Bergman module on the ball, and many others related to domains with symmetry that are not tied to the unit sphere. Of course, there is a vast array of more general standard Hilbert modules that have less symmetry, even examples with minimum symmetry in the sense that only the center of the unitary group acts naturally -minimum symmetry being necessary as part of the definition of graded inner product. However, while the problem of classifying standard Hilbert modules in general appears difficult, we are optimistic about further progress in analyzing well-chosen intermediate subclasses.
The unitary group G = U d of C d acts naturally on the algebra A of polynomials in d variables. One sees this most clearly by realizing A as the symmetric tensor algebra
over the one-particle space Z = C d , Z (n) denoting the symmetric tensor product of n copies of Z. The action of G is given by second quantization
where U n denotes the restriction of U ⊗n ∈ B(Z ⊗n ) to the symmetric subspace Z (n) ⊆ Z ⊗n , n = 1, 2, . . . . There are many graded completions in dimension d that are associated with rotationally-invariant measures on C d . Indeed, let µ be a compactly supported probability measure on C d that is invariant under the action of the full unitary group U d . The closed subspace S ⊆ L 2 (µ) generated by the polynomials defines a Hilbert module which, under appropriate mild conditions on the measure µ, satisfies the hypothesis of Theorem 11.1 for every p > d (see Theorem 4.1 and Proposition 4.3). The Hardy and Bergman modules in dimension d are of this type.
Such examples S are obviously subnormal. On the other hand, while the module H 2 of the d-shift is not subnormal, it also satisfies the hypotheses of Theorem 11.1 for p > d [Arv98] .
Choose a G-invariant inner product ·, · on A. Such an inner product is of course graded, so that Z (m) , Z (n) = {0} if m = n. Moreover, since the restriction of Γ to each homogeneous subspace Z (n) is an irreducible representation of G, any two G-invariant inner products on Z (n) must be proportional. Hence there is a sequence of positive constants c 0 , c 1 , . . . such that
where ·, · H 2 denotes the inner product of the symmetric Fock space. Conversely, given any sequence c 0 , c 1 , . . . of positive numbers, the preceding formula defines a G-invariant inner product ·, · on A. Thus, we seek to determine all sequences c 0 , c 1 , c 2 , . . . with the property that the associated inner product leads to a standard Hilbert module that is essentially normal, or more generally, that is p-essentially normal for some p > d. Fixing a sequence of positive numbers c 0 , c 1 , . . . , it is more convenient to work with the sequence ρ 0 , ρ 1 , ρ 2 , . . . defined by
Thus, c and ρ are related by c k+1 = (ρ 0 ρ 1 · · · ρ k ) 2 c 0 , k = 0, 1, 2, . . . , so that knowing the sequence ρ 0 , ρ 1 , · · · is equivalent to knowing the inner product up to a positive scaling factor. 
for some positive constants ǫ, M . In that event, S is also essentially normal iff the sequence ρ n oscillates slowly in the sense that
Proof. Let ·, · be the inner product on A associated with
and let ·, · H 2 be the inner product of the symmetric Fock space H 2 . Let (S 1 , . . . , S d ) ∈ B(H 2 ) be the d-shift, let E n ∈ B(H 2 ) be the projection onto the space of homogeneous polynomials Z n , n = 0, 1, 2, . . . , and let ∆ be the following diagonal operator in B(H 2 )
We claim first that, up to a graded unitary equivalence, the coordinate dtuple (Z 1 , . . . , Z d ) acting on A ⊆ H, is the "weighted d-shift" (∆S 1 , . . . , ∆S d ), considered as a densely defined operator acting on A ⊆ H 2 . Indeed, we have
Letting W : A → A be the linear map
one sees that W is a linear isomorphism of A onto itself, and by (4.4) we can take H to be the completion of A in the inner product f, g → W f, W g H 2 .
For S 1 , . . . , S d and Z 1 , . . . , Z d as above we have
and it follows that the d-tuple of restrictions of Z 1 , . . . , Z d to A ⊆ H is unitarily equivalent to the d-tuple of restrictions of W S 1 W −1 , . . . , W S d W −1 to A ⊆ H 2 . Using the commutation formula S k E n = E n+1 S k , one can now compute in the obvious way to obtain W S k W −1 = ∆S k , as asserted.
Thus we may take
from which the equivalences characterized by (4.1) are apparent. We now consider essential normality ofZ = (∆S 1 , . . . , ∆S d ). Noting that the commutation formula S k E n = E n+1 S k implies that ∆ commutes with S k S * j , and that ∆S k = S k∆ where
Since the self-commutators [S * j , S k ] are known to belong to L p for every
is a rank-one perturbation of the identity, we find that
and E 0 , E 1 , E 2 , . . . is a sequence of mutually orthogonal finite-dimensional projections, (4.2) follows.
The examples characterized in Theorem 4.1 include H 2 (take ρ k = 1 for every k), the Hardy module, which is associated with the sequence
and the Bergman module. While these examples are all associated with the unit sphere in the sense that
is a compact perturbation of the identity 1, there are many others that are not.
For example, for any two positive constants 0 < r 1 < r 2 < ∞, the slowly oscillating sequence ρ 0 , ρ 1 , . . . defined by (4.6) ρ
defines an essentially normal standard Hilbert module with the property that the spectrum of
. Such a Hilbert module is associated with the annular region in
since it gives rise to an exact sequence of C * -algebras
Remark 4.2 (p-essential normality). Using the fact that the Hilbert module H 2 is p-essentially normal for every p > d and that the dimension of Z (n) grows as a polynomial of degree d − 1, is not hard to adapt the proof of Theorem 4.1 to establish the following characterization of p-essential normality: 
We omit the proof since we do not require this result. However, we point out that given some number α > d, it is easy to use Proposition 4.3 to find examples of sequences (ρ k ) that give rise to standard Hilbert modules S that are p-essentially normal for all p > α > d but not for p in the range d < p ≤ α. For instance, since the sequence of (4.6) behaves so that |ρ k+1 − ρ k | = O(k −1/2 ), straightforward estimates using (4.7) show that the Hilbert module S associated with that sequence is p-essentially normal iff p > 2d. In particular, this S is not p-essentially normal for p in the range d < p ≤ 2d.
4.1. Commutation Relations. Now fix a maximally symmetric graded completion S of A. Since S is maximally symmetric, one has not only the total number operator N of Section 2, but also number operators N 1 , . . . , N d , associated with each of the coordinates z 1 , . . . , z d . The operators N 1 , . . . , N d are defined as the self-adjoint generators of the unitary action of the torus on S that is defined on polynomials by
The operators N 1 , . . . , N k are self-adjoint with spectrum {0, 1, 2, . . . }, they mutually commute, they sum to the total number operator
and they are diagonalized by the monomials
In particular, we can make unambiguous sense out of expressions like
The spectral projections of the total number operator are the projections E n : S → S n , n = 0, 1, 2, . . . , S n denoting the space of homogeneous polynomials of degree n. Thus, given any bounded sequence f : Z + → C we can form the bounded operator f (N ) ∈ B(S) defined by
and the map f → f (N ) is a * -isomorphism of ℓ ∞ (Z + ) onto the commutant of the set of symmetry operators Γ(U d ) ′ ⊆ B(S). Note too that such operators f (N ) also commute with operators of the form Z * j Z k and Z k Z * j for all j, k = 1, . . . , d, but that is not so for bounded functions of the operators N 1 , . . . , N d . Finally, since the operators N, N 1 , . . . , N d can be defined solely in terms of the action Γ : U d → aut A of the unitary group on polynomials, they are independent of any other features of the particular symmetric inner product chosen for S.
The following result presents a set of commutation relations (4.9) that, when formulated more precisely, can actually be shown to uniquely determine the operators Z 1 , . . . , Z d and their Hilbert module S to unitary equivalence. All we require in this paper is the general nature of these relations. 
Proof. Let ρ 0 , ρ 1 , . . . be the sequence associated with S by way of (4.2) and, in order to avoid trouble in the formulas to follow, we set ρ −1 = 1. Theorem 4.1 implies that (ρ n ) must be bounded above and away from 0. We will show that (4.8) and (4.9) are satisfied with the sequences (4.10)
Let Z 1 , . . . , Z d be the coordinate operators of S, and consider the d-shift S 1 , . . . , S d acting on H 2 . As we have seen in the proof of Theorem 4.1, after a unitary change in coordinates, we can take Z k = ∆S k = S k∆ , k = 1, . . . , d, where ∆ and∆ are the operators on H 2 defined in (4.3) and (4.5).
Using this identification, it is a simple matter to deduce (4.8) and (4.9) from the commutation relations for S 1 , . . . , S d [Arv98] . In more detail, we recall first that the d-shift satisfies
together with
Indeed, the formula on p. 179 of [Arv98] implies that the action of the adjoint S * k on monomials is given by
from which (4.11) follows immediately. More significantly, Proposition 5.3 of [Arv98] asserts that the d-shift satisfies the commutation relations
Formula (4.12) follows from the latter after rearranging terms and making use the identity
To prove (4.8), one simply replaces S k in (4.11) with Z k∆ −1 to obtaiñ
and (4.8) follows after multiplying through on left and right by∆. One deduces (4.9) from (4.12) in a similarly straightforward manner, noting that Z k∆ −1 = ∆ −1 Z k , and we leave that computation for the reader.
Degree of Morphisms and Graded Modules
In this section we introduce the notion of degree of a graded Hilbert module, focusing on modules of degree 1. We single out a class of degree-one submodules of standard Hilbert modules that are in a convenient "diagonal" form, and we conclude by describing an important example of a degree 1 submodule that is far from being diagonal.
Definition 5.1 (Degree of a Graded Module). Let H = H 0 ⊕ H 1 ⊕ H 2 ⊕ · · · be a graded Hilbert module. The degree of H is the smallest integer n ≥ 0 such that
If there is no such n ∈ Z + then the degree of H is ∞.
Hilbert's basis theorem implies that every graded submodule of a finitely generated graded module over the polynomial algebra A has a finite number of homogeneous generators. It is a straightforward exercise to apply that fact to deduce the following:
Proposition 5.2. For every graded submodule M of a standard Hilbert module H = S ⊗ E there is an integer n = 0, 1, 2, . . . such that
We conclude that Every graded submodule of a standard Hilbert module H = S ⊗ E is of finite nonnegative degree. Proposition 2.11 implies that the graded submodules of degree zero are simply the reducing submodules, namely standard submodules of the form M = S ⊗ E 0 where E 0 ⊆ E. More generally, every graded submodule M of S ⊗ E of degree n ≥ 1 decomposes
where M k denotes the degree k subspace of M and where G ⊆ S n ⊗ E is a linear space of homogeneous vector polynomials of degree n. Thus, by passing to the closed submodule [AG], we obtain a closed submodule of finite codimension in M that is generated by a linear subspace of S n ⊗ E.
We fix attention on degree 1 submodules of standard Hilbert modules. Let M ⊆ H be a graded submodule of a standard Hilbert module H = S ⊗ E. Then M is of degree 1 iff it has the form M = M 0 ⊕ [AG], where M 0 ⊆ H 0 = 1 ⊗ E is a subspace of the degree zero space of H and G is a linear subspace of
For the questions that concern us, we can safely ignore the initial finite-dimensional summand M 0 . Thus we assume that M is a submodule of S ⊗ H of the form
Of course, the subspace G = M ∩ H 1 of degree-one vector polynomials is uniquely determined by M .
Remark 5.3 (Degree 1 Submodules and Degree 1 Maps). let H = S ⊗ E and K = S ⊗ F be two standard Hilbert modules, and let k be a nonnegative integer. A homomorphism L ∈ hom(H, K) satisfying LH n ⊆ H n+k for n = 0, 1, 2, . . . is said to be of degree k. One obtains examples of degree k morphisms in hom(S ⊗ C s , S ⊗ C r ) by choosing an r × s matrix F = (f ij ) of homogeneous polynomials of degree k and causing the operator matrix (f ij (Z 1 , . . . , Z d )) to act in the obvious way on S ⊗ C s . The most general graded submodule of degree 1 is obtained as the closed range of a degree-one endomorphism of standard Hilbert modules. In more detail, let L ∈ hom(S ⊗E, S ⊗F ) be a degree-one morphism. Then M = LH is a graded submodule of K, it is generated by G = LH 0 ⊆ K 1 in the sense that M = [AG], hence M is a degree-one submodule. Conversely, let M = [AG] ⊆ K be the closed submodule of K generated by a linear subspace G of K 1 . We claim that M can be written in the above form LH. Indeed, since z 1 , . . . , z d is an orthonormal basis for the degree-one subspace of S, every element of K 1 can be decomposed uniquely into a sum of the form
where ζ 1 , . . . , ζ d ∈ F . If we let
then we can form the standard Hilbert module
is a bounded morphism of degree one with the property that the closure of its range is [AG] = M .
In the following result, we single out a class of degree 1 submodules that have especially simple structure. (
reducing subspaces with the property
(iv) There are standard Hilbert modules H 1 , . .
. , H d and there is a reducing submodule
Proof. Though the argument is straightforward, we present the details for completeness.
subspace of E, then we adjoin its orthocomplement to E d in order to achieve
To prove (ii), we claim that the maps U 1 , . . . ,
Indeed, for ζ 1 , ζ 2 ∈ E and j, k = 1, . . . , d we have
since by our normalization hypothesis, z 1 , . . . , z d is an orthonormal set in S. This shows that the U k are isometries with mutually orthogonal ranges, so that U 1 U * 1 + · · · + U d U * d is the projection onto the sum of their ranges,
(ii) follows immediately, since for every ξ ∈ G we can define elements ζ k ∈ E k by 1 ⊗ ζ k = Z * k ξ = U * k ξ, and by the preceding formulas we have
(ii) =⇒ (iii): Given the decomposition (ii), Proposition 2.11 implies that we can define mutually orthogonal reducing subspaces H 1 , . . . , H d by way of
is trivial, and the structure imposed by (iv) obviously implies the orthogonality relations of (i) after one notes that a direct sum of standard Hilbert modules (based on S) is standard. We conclude the section by giving an example of a degree-one submodule that is, in a sense, at the opposite extreme from diagonal submodules of degree 1. The fact that this particular submodule is of degree 1 is important for the results of Section 6. Proposition 5.6. Let H = S ⊗ E be a standard Hilbert module and let K be the kernel of the row operator A :
Then K is a graded submodule of d · H of degree 1.
Proof. That K is graded is clear from the fact that A is homogeneous of degree one, and (3.3) asserts that K 0 = {0}.
, is obvious, we have to prove
We consider the array (η ij ) 1≤i<j≤d as an element of q · H, where q = d(d − 1)/2. This q-tuple of vector polynomials is homogeneous of degree n, and therefore it belongs to Z 1 (q · H) n−1 + · · · + Z d (q · H) n−1 . Thus we can find a set of d such arrays (ζ 1 ij ) 1≤i<j≤d , . . . , (ζ d ij ) 1≤i<j≤d ∈ q · H, each component of which is homogeneous of degree n − 1, such that 
It follows that
and therefore ξ can be written as a linear combination
of elements
Each ω p belongs to d · H n , and we have
is antisymmetric in i and j. Hence ω p ∈ K n , so that (5.2) exhibits ξ as an element of
6. Pullbacks I: the case deg(M ) ≥ 2.
In this section we introduce the notion of pullback of a submodule of a standard Hilbert module. Pullbacks play an essential role in the sequel. We show that, by iterating the formation of pullbacks, one can realize a graded submodule of degree ≥ 2 of a standard Hilbert module, up to finitedimensional perturbations, as the image of a graded degree 1 submodule of another standard Hilbert module, by way of a map that can be realized as a matrix of homogeneous polynomials.
Let H be a Hilbert module over A, and consider the homomorphism of Hilbert modules
Note thatM is a closed submodule of d · H that contains ker L, and in general LM is a (not necessarily closed) submodule of M . However, sincẽ M contains the kernel of L, LM will be a closed submodule of M whenever the range 
Assuming now that H
Theorem 6.2 is proved by iterating the following result:
Lemma 6.3 (Reduction of Degree). Let M be a graded submodule of a standard Hilbert module H, and suppose there is an integer
There is a graded submodule N ⊆ d·H such that N = [AN ν−1 ] and LN = M .
Proof of Lemma 6.3. We have
Moreover, since L is of degree one, we have (6.2) LM n = M n+1 , n = 0, 1, 2, . . . ,
for all n ≥ 0, and we claim that
For that, let n ≥ ν − 1 and choose ξ ∈M n+1 . Using (6.2), we have
and therefore
and that both ξ and the space ZM n are homogeneous of degree n + 1, we must have ξ ∈ ZM n + K n+1 . Since n + 1 ≥ ν ≥ 2, Proposition 5.6 implies that
and (6.3) is proved. Notice that (6.3) implies that the submodule
is generated by its first component N = [AM ν−1 ]. Since the initial summandsM 0 , · · · ,M ν−2 , p < ν − 1 ofM , must all map to zero under L by the fact that LM p ⊆ M p+1 = {0} for p ≤ ν − 2, it follows that the initial summands are all contained in ker L. Hence M = LM = LN , as required.
Proof of Theorem 6.2. Let P 0 ⊆ M be the closed submodule
We have
By Lemma 6.3, the pullback of P 0 contains a graded submodule of the form P 1 = [AN ν−1 ] with N ν−1 consisting of homogeneous elements of degree
If ν − 1 ≥ 2, then we can repeat the procedure to obtain a submodule of finite codimension
ν ⊕ · · · in the pullback of P 1 with the property that the row operator
We may continue to iterate this procedure k times until reaching a point where ν − k = 1. At that point, P ν−1 ⊆ d ν−1 · H will be a graded submodule of degree 1 in the pullback of P ν−2
and the row operator
It remains to interpret the composition of the product of row operators L 1 L 2 · · · L ν−1 ∈ hom(P ν−1 , P 0 ) as the restriction to P ν−1 of an r × s matrix of homogeneous polynomials of degree ν − 1. While this is more or less an exercise in choosing appropriate notation, it does require care. We now present the argument, offering further discussion in the following remark.
Let K be the reducing subspace generated by P ν−1 . Since P ν−1 is generated by its degree-one subspace P ν−1 1 , we can take K = [AC], where C is the degree-zero space C = Z * 1 P ν−1 1
(see Proposition 2.11). Letting s = dim C, Proposition 2.11 also implies that we can realize [AC] as S ⊗ C s in the following sense: There is a unitary isomorphism of Hilbert modules W : S ⊗ C s → [AC] that is of degree zero. Noting that [AC] is a summand of d ν−1 · H = d ν−1 r · S, we can realize the isometry W as a d ν−1 r × s matrix of scalar operators W = (λ ij 1 S ). We can now compose the product of operators
. By construction, N is a degree-one submodule of S ⊗ C s such that B(N ) is a closed submodule of finite codimension in M .
Finally, after noting that each factor L k is a version of the row operator L = (Z 1 , . . . , Z d ) acting between higher multiplicity versions of S, one sees that each factor L k can be realized as a rectangular matrix whose entries are either monomials of degree one or zero. The shapes of these rectangular matrices vary with k in such a way that, after multiplying the factors together, the product L 1 L 2 · · · L ν−1 of matrices is seen to be an r × (rd ν−1 ) matrix over end(S) whose entries are either zero or monomials of the form Z In turn, the case r = 2, ν = 3 can be read off from the above by replacing x, y, z with x ′ , y ′ , z ′ where
and viewing the resulting term on the right as a 2 × 18 matrix. In general, after multiplying the product L 1 L 2 · · · L ν−1 on the right with a rectangular matrix of scalars W = (λ ij 1 S ), the result B = L 1 L 2 · · · L ν−1 W becomes another rectangular matrix of homogeneous polynomials of degree N = ν − 1.
7. Pullbacks II: the case deg(M ) = 1. Theorem 6.2 implies that a graded submodule of a standard Hilbert module of arbitrarily large degree is, up to a finite-dimensional perturbation, the closed image of a graded submodule of degree 1 under a connecting map that can be chosen to be a homogeneous polynomial.
It is significant that even degree 1 submodules can be aligned poorly with respect to the basic coordinates z 1 , . . . , z d , so that the analysis of such submodules is much more difficult than the analysis of diagonal submodules. One finds concrete examples of "poorly aligned" submodules of degree 1 by considering the kernels of the boundary maps of Koszul complexes (see Proposition 5.6). The purpose of this section is to show that every degreeone graded submodule of a standard Hilbert module can be diagonalized by using a connecting map of degree-zero:
Theorem 7.1. Let M be a graded degree-one submodule of a standard Hilbert module S ⊗ E. There is a diagonal degree-one submodule N ⊆ S ⊗ F of another standard Hilbert module and a morphism L ∈ hom(S ⊗ F, S ⊗ E) of degree zero whose image L(N ) is a closed submodule of finite codimension in M .
Before giving the proof of Theorem 7.1, we collect some preliminary results. Let H be a standard Hilbert module and let d · H be the direct sum of d copies of H. The most general endomorphism of d · H can be expressed
whose entries L ij are endomorphisms of H. In particular, the direct sum of the coordinate operators of H appears as the diagonal matrix of endomorphisms
The closed range of D is the direct sum of closed ranges
it is a graded submodule of d·H of degree 1 that is diagonal by construction. We make essential use of the summation operator σ :
Considered as a homomorphism of standard Hilbert modules, σ is of degree zero since it is a row operator of the form σ = (1, . . . , 1). We require the following two results describing the range and the kernel of the map obtained by restricting σ to ran D.
Obviously, σ maps ran D onto the algebraic sum of closed subspaces
Since H is a standard Hilbert module, Z 1 H + · · · + Z d H is closed, hence the right and left sides of the preceding expression coincide.
The following result implies that the kernel of σ ↾ ran D is a graded submodule of d · H of degree 2.
, and
Proof. Note first that the proof reduces to the multiplicity-one case in which H = S is itself a graded completion. Indeed, the setting for Lemma 7.3 is a standard Hilbert module of the form H = S ⊗ E, and it makes statements about the relations between the operators
All of these operators have the form X = X 0 ⊗ 1 E , where X 0 is the multiplicity-one counterpart of X. Similarly, the spaces that appear are of the form N = N 0 ⊗ E, where N 0 is the multiplicity-one counterpart of N . Thus it suffices to prove Lemma 7.3 for the case in which H = S. Note too that for the case in which H = S is a graded completion of A, K = ker σ∩ran D is obviously a graded submodule of d·S; and the remaining assertions become statements about the linear algebra of polynomials. Thus we are reduced to proving the following algebraic result.
Consider the algebraic free module d · A of rank d, consider the range of the algebraic diagonal operator
We have to prove that K 1 = {0} and
Obviously, L is an isomorphism of modules, of degree one. Moreover, if
and σ : R → A is the restriction of the summation map
Proposition 5.6 (and its proof) show that K ′ 0 = {0}, and
, and (7.3) follows.
Proof of Theorem 7.1. We have seen that every degree-one graded submodule of H = S ⊗ E has the form M 0 ⊕ [AG], where G is a linear subspace of S 1 ⊗ E and M 0 is a subspace of E. Thus it suffices to show that the submodule M = [AG] can be achieved as the range M = L(N ) of a map L as stated in Theorem 7.1.
To that end, consider the diagonalized submodule ran D ⊆ d · H and the summation map σ : ran D → H of (7.1) and (7.2). Let N be the pullback of M through σ, namely the submodule of ran D defined by
We now describe the structure of this pullback. (i) follows from Lemma 7.2, together with the fact that M is contained in
For (ii), it is enough to show that N n+1 ⊆ Z 1 N n + · · · + Z d N n for every n ≥ 1 -knowing as we do that N n contains K n = (ker σ ∩ ran D) n . For that, assume first that n ≥ 2. We have
It remains to prove the exceptional case N 2 = Z 1 N 1 + · · · + Z d N 1 , and we do that by direct computation. The most general element of N 1 has the form (z 1 ⊗ ζ 1 , . . . , z d ⊗ ζ d ) where ζ 1 , . . . , ζ d are arbitrary "constant" vectors in E.
where (ζ ij ) is an arbitrary d × d matrix of vectors in E. These vectors obviously exhaust N 2 = D(H 1 ⊕ · · · ⊕ H 1 ).
(iii) follows from construction, after an application of (ii). Indeed, by (ii), N = [AN 1 ] is generated by its degree-one subspace N 1 ; and N 1 must be contained in the degree-one subspace of ran D, namely
Thus N satisfies condition (ii) of Proposition 5.4.
To complete the proof of Theorem 7.1, from Lemma 7.4 we see that N is a diagonal degree-one graded submodule of d · H, and that σ is a degree-zero homomorphism of d · H to H that carries N onto M .
Remark 7.5 (On Codimension). Normally, one can dispense with the qualification of finite codimensionality in Theorem 7.1. Indeed, the most general graded submodule M ⊆ S ⊗ E of degree 1 has a decomposition
We point out that in cases where M 0 = {0}, the proof of Theorem 2.2 shows that the connecting map L : S ⊗ C s → S ⊗ C r is actually surjective, since
Structure of Graded Submodules
The results of the preceding two sections are now assembled into Theorem B of the introduction. In effect, Theorem 8.1 below reduces the problem of determining the properties of graded submodules of standard Hilbert modules based on S to that of determining the properties of diagonal degreeone submodules.
However, we still lack sufficient understanding of diagonal degree-one submodules of general standard Hilbert modules. In Sections 9 and 10 we solve that problem for Hilbert modules with maximum symmetry, and use that result to prove Theorem A. 
Proof. Let ν = deg M . If ν = 1, the conclusion follows directly from Theorem 7.1. If ν ≥ 2, we apply Theorem 7.1 to obtain a t ∈ N, an r × t matrix of homogeneous polynomials L 1 = (f ij (Z 1 , . . . , Z d )) of degree ν − 1, and a degree-one submodule N 1 ⊆ S ⊗ C t such that L 1 (N 1 ) is a closed submodule of finite codimension in M .
The grading of N 1 gives a decomposition N 1 = N 1 0 ⊕ N 1 1 ⊕ N 1 2 ⊕ · · · . We can obviously replace N 1 with its submodule [AN 1 1 ] = N 1 1 ⊕ N 1 2 ⊕ · · · without altering the conclusion, and once that is done we are in the context of Remark 7.5. If we now apply Theorem 7.1 to the submodule N 1 ⊆ S ⊗C t , then we can find an s ∈ N, a t × s matrix of scalars L 2 = (λ ij 1 S ), and a diagonal degree-one submodule N ⊆ S ⊗ C s such that L 2 (N ) = N 1 .
The composition F = L 1 L 2 is a homomorphism of S ⊗ C s into S ⊗ C r whose matrix is the product of two rectangular matrices, one of which has homogeneous polynomial entries of degree ν − 1, the other being a matrix of scalars. Hence the product is a matrix of homogeneous polynomials of degree ν −1. Finally, the stated properties of L 1 and L 2 imply that the composition F = L 1 L 2 carries N onto a closed submodule of finite codimension in M .
Diagonal Submodules and Symmetry
In this section we show that every maximally symmetric graded completion S has the property that the projection onto any diagonal degree-one submodule of S ⊗ C r must p-essentially commute with the coordinate operators for every p > 2d. Significantly, this result does not require that S be essentially normal. Rather, it depends solely on properties of the unitary representation of the group U(C d ) on S, as manifested through the commutation relations of Theorem 4.4.
On the other hand, we note that if S is also p-essentially normal for some p > d, then one can apply Proposition 3.5 to the result of Theorem 9.1 to conclude that diagonal submodules of S ⊗ E are p-essentially normal. The latter assertion will be strengthened considerably in Theorem 10.3 below.
Theorem 9.1. Let S be a maximally symmetric graded completion of A, let E be a finite-dimensional Hilbert space, and let M be a diagonal degree-one graded submodule of S ⊗ E with projection P = P M . Then each commutator
Proof of Theorem 9.1. Let M ⊆ S ⊗ E and P = P M be as stated, and fix k = 1, . . . , d. We may obviously assume that M = [AG] has the form (5.1). Note first that it is enough to show there is an operator X k with the two properties (A):
Indeed, choosing an X k that satisfies (A) and (B), we can write
as asserted in Theorem 9.1. We exhibit X k as follows. Since M has the for (5.1), there is a uniquely defined linear subspace G ⊆ S 1 ⊗ E that generates it, M = [AG]. Let E 1 , . . . , E d be the subspaces of E defined by
Since M is diagonal, the E k are mutually orthogonal (see item (i) of Proposition 5.4), so by Proposition 2.11, they generate a set of mutually orthogonal
Let Q j be the projection onto H j . By construction, the Q j satisfy
where N k denotes the number operator associated with the kth coordinate.
We claim first that X k satisfies (A) above. For that, it suffices to show that (
Let f, g be the invertible positive sequences of ℓ ∞ (N) associated with the commutation relations (4.9)
Using formula (4.8) to evaluate Z * k Z k , we estimate the right hand side of (9.2) as follows
It was shown in the appendix of [Arv98] that (N + 1) −1 belongs to L p for every p > d, and (A) is established. It remains to show (B) that Z * k − X k leaves M invariant. Since M is generated by G, it suffices to show that
To establish (9.3), we note first that every element ξ ∈ G has the form
and one can define ζ j ∈ E j by 1 ⊗ ζ j = Z * j η. Next, we compute the term Z * k (hξ) of (9.3). Using (9.4), we have
Using the commutation relations 4.9, the right side becomes
The first term on the right belongs to M because Z * k (h)ξ ∈ M and, since M is graded, we have g(N )M ⊆ M as well. Thus, to establish (9.3), it suffices to show that the second term on the right is X k (hξ).
For that, we use (9.1) to write
Finally, making use of formula (4.8) again, the last term on the right is seen to be
has been shown to have the form Z * k (hξ) = (something in M ) + X k (hξ), and (9.3) is proved.
Main Results
In this section we assemble the results of the previous sections into a proof of Theorem A of the introduction. We require the following tool: 
Proof. Consider the operator B = LL * ∈ B(r · H). Since L is an r × s matrix of polynomials in the coordinate operators of H, we can realize B as an r × r matrix, each of whose entries belongs to the * -algebra generated by {Z 1 , . . . Z d , 1}. Since the self-commutators of the coordinate operators of H all belong to L p , and since the coordinate operators of r · H are diagonal r × r operator matrices of the form
it follows that the commutators [B,Z k ], k = 1, . . . , d, of B with the coordinate operators of r · H must belong to L p as well.
On the other hand, since L has closed range M , B is a positive operator with the same closed range, so that either B is invertible or 0 is an isolated point in σ(B). In either case, there is a positive distance ǫ > 0 between 0 and the rest σ(B) ∩ (0, ∞) of the spectrum of B.
Let Γ be the counter-clockwise oriented curve consisting of a rectangle with corners (ǫ/2, ǫ/2), (ǫ/2, −ǫ/2), ( B + ǫ/2, −ǫ/2), ( B + ǫ/2, ǫ/2). Γ winds once around every point of σ(B) ∩ (0, ∞) and has 0 in its exterior, so that P M can be expressed as an operator-valued Riemann integral
Perhaps it is appropriate to recall that, while in general the right side of the displayed formula merely defines an idempotent with the same range as B, in this case the integral is a normal operator since the R λ are commuting normal operators, and a normal idempotent must be a self-adjoint projection. Hence it is P M . It follows that for any bounded derivation of B(H) of the form D(T ) = [X, T ], with X ∈ B(H), we have
and (10.2) follows after multiplying on the right by (λ − B) −1 . Now take X =Z k , k = 1, . . . , d, and recall that the first paragraph of the proof shows that [Z k , B] ∈ L p for every k = 1, . . . , d. Using (10.1) and (10.2), we obtain the formula 
and M is a submodule of the p-essentially normal Hilbert module r · H, we may conclude from Proposition 3.5 that M is p-essentially normal.
Remark 10.2 (Estimating the p-norm of Z k P M − P M Z k ). In terms of the operator L : s · H → r · H, we can estimate the L p -norm of [Z k , P M ] from (10.3) in the obvious way to obtain
ℓ(Γ) denoting the length of Γ. Noting that B = LL * we have B = L 2 , hence the length of Γ is 2 L 2 + 2ǫ; and since the minimum distance from Γ to σ(Z) is ǫ/2, we have (λ − LL * ) −1 2 ≤ 4/ǫ 2 , hence
Here, ǫ is the length of the gap between 0 and the rest of σ(LL * ).
We are now in position to prove Theorem A of the Introduction: Proof. Theorem 8.1 implies that there is an s ∈ N, a diagonal degree-one submodule N ⊆ S ⊗C s , and an r×s matrix L = (L ij ) ∈ hom(S ⊗C s , S ⊗C r ), each entry L ij being a homogeneous polynomial in the ambient operators of S, such that L(N ) is a closed submodule of finite codimension in M . Since 2p > 2d, Theorem 9.1 implies that the commutators of P N with the coordinate operators of S ⊗C s all belong to L 2p . Since S ⊗C s is p-essentially normal, Proposition 3.5 implies that N is p-essentially normal. Now one can apply Lemma 10.1 to conclude that L(N ) is a closed p-essentially normal submodule of M . Finally, since L(N ) is of finite codimension in M , we conclude that M itself is p-essentially normal.
Since N is essentially normal, Proposition 3.3 implies that it has the Fredholm property. One can repeat this application of Proposition 3.5 to deduce the same properties for the quotient (S ⊗ C r )/M . 
Applications and Problems
We present some applications of these results and discuss problems that remain. This section is not intended to be comprehensive. Proof. For every finite-rank graded d-contractionT , Corollary 10.4 implies that D + is a Fredholm operator in B(H + ,H − ). Since in general, the index of Fredholm operators is stable under compact perturbations and homotopy, the asserted stability of K(T ) now follows from formula (11.1).
In [GS05] , formula (11.1) is established in the more general case of ungraded d-contractions. Moreover, after seeing a draft of this paper, Stefan Richter showed that one can deduce stability of the curvature invariant under compact perturbations and homotopy for ungraded d-contractions from Theorem 1.3 of [GS05] . That stability result seems remarkable in view of the fact that the underlying Hilbert modules can fail to have the Fredholm property (see the discussion of problem 3 below).
11.2. The C * -algebras of quotient modules. Given operators T 1 , . . . , T d acting on a Hilbert space H, we use standard notation C * (T 1 , . . . , T d ) to denote the C * -algebra generated by {T 1 , . . . , T d , 1 H }. The following result provides a general description of the C * -algebras associated with quotients of standard Hilbert modules.
Remark 11.2 (Irreducibility). We work with quotients of standard Hilbert modules H = S ⊗ E by graded submodules M , and with the C * -algebras C * (Ż 1 , . . . ,Ż d ) associated with the coordinate operators of these quotients. In the simplest case E = C, a straightforward adaptation of the proof of Proposition 2.5 shows that C * (Ż 1 , . . . ,Ż d ) is irreducible; hence item (vii) of Proposition 3.5 implies that it contains the C * -algebra K of compact operators.
While irreducibility can fail for quotients (S ⊗E)/M of higher-multiplicity standard Hilbert modules, one can always replace the generated C * -algebra with C * (Ż 1 , . . . ,Ż d ) + K, and one has the following description of the C * -algebra of the quotient Hilbert module in general: The Hilbert module (S ⊗ E)/M is naturally graded by way of a gauge group Γ satisfying
This group of automorphisms promotes to a group of * -automorphisms of B that gives rise to the above circular symmetry of X.
11.3. Splitting. Experience suggests that for a generic class of sufficiently nontrivial spaces X, the extensions (11.2) should be nontrivial; and the problem of establishing that is of interest. In that vein, we offer the following observation: Proof. In [Arv02] it was shown that the curvature invariant, the index of the Dirac operator, and the Euler characteristic of the Koszul complex of (H 2 ⊗ E)/M all coincide. Thus it suffices to show that when an extension of the form (11.2) splits, the Dirac operator of (Ż 1 , . . . ,Ż d ) has index zero. Remark 11.5. We point out that a variety of examples of graded quotients (H 2 ⊗ E)/M with nonzero curvature invariant is described in [Arv00] . However, such examples all have multiplicity dim E > 1. The issue is discussed further in Problem 1 below.
11.4. Problems. 1. The curvature invariant gives no information about triviality of the extension (11.2) in the multiplicity-one case E = C, since the curvature invariant vanishes for quotients of multiplicity-one submodules. The problem of determining when such an extension is split appears to call for a more refined analysis of the K-homology element of the space X that (11.2) defines, even for quotients H 2 /M .
2.
For what domains Ω in C d does the Bergman module B 2 (Ω) satisfy the hypotheses of Theorem B? Note, for example, that Michael Taylor [Tay96] has shown that the self commutators Z * j Z k − Z k Z * j of the coordinate operators belong to L p for p > d when Ω is bounded, strongly pseudoconvex, and has smooth boundary.
3. We conjecture that Theorems A and B of the introduction remain valid if one replaces graded submodules in the hypotheses with submodules that are generated by arbitrary (inhomogeneous) vector-valued polynomials.
Notice that some hypothesis on the structure of the submodule is necessary, since Theorem A fails even in dimension d = 1 for certain invariant subspaces of the simple unilateral shift. In dimension d > 1, Gleason, Richter and Sundberg have shown that there are submodules M of standard Hilbert modules H 2 ⊗ C r based on the d-shift whose quotients (H 2 ⊗ C r )/M do not have the Fredholm property [GS05] .
4. We do not know whether every graded submodule M of a maximally symmetric standard Hilbert module S ⊗E contains the image (under a polynomial mapping) of a standard Hilbert module as a subspace of finite codimension. Such a result would strengthen Theorem 8.1. A more ambitious question asks if that can be done for standard Hilbert modules S ⊗ E with less symmetry. If the latter were true then one could deduce a significant generalization of Theorem 10.3.
Notice too that Theorem 8.1 reduces both of these questions to the special case in which M is a diagonal submodule of degree 1. While we doubt that diagonal degree 1 submodules can be represented as closed images L(S ⊗ F ) of standard Hilbert modules, evidence is lacking.
