This paper employs a Component GARCH in Mean model to show that house prices across a number of major US cities between 1987 and 2009 have displayed asset market properties in terms of both risk-return relationships and asymmetric adjustment to shocks. In addition, tests for structural breaks in the mean and variance indicate structural instability across the data range. Multiple breaks are identified across all cities, particularly for the early 1990s and during the post-2007 financial crisis as housing has become an increasingly risky asset. Estimating the models over the individual sub-samples suggests that over the last twenty years the financial sector has increasingly failed to account for the levels of risk associated with real estate markets. This result has possible implications for the way in which financial institutions should be regulated in the future.
Introduction
This study of the US housing market investigates whether house prices share similar properties to other assets, such as equities and commodities, in terms of a significant risk-return relationship and asymmetric adjustment to shocks, as identified in studies reviewed in Engle (2004) . A second contribution of this study is to determine the extent of any structural instability over the last twenty years in house price volatility, by testing for structural breaks in the mean and variance. Accounting for structural instability also facilitates the estimation of models using structurally stable subsamples, which ensure that the estimates are valid.
As concluded by Case et al. (2005) the US housing market has an important effect on the US economy and financial markets generally, with the related issue of housing market volatility and risk becoming one of increasing prominence following problems in the sub-prime mortgage market. In this paper we employ an asymmetric version of the Component Generalised Autoregressive Conditionally Heteroskedastistic-in-mean (CGARCH-M) model to test for these properties using monthly US city-based house price data.
Although there are several US house price studies, such as Case and Shiller (1989) , Bond et al. (2003) and Cappoza et al. (2004) among others, Miller and Peng (2006) note that there have been very few attempts to explicitly model house price volatility; however Dolde and Tirtiroglue (1997) use the standard GARCH model to show evidence of a link between house price volatility and the regional economy in the USA. Miller and Peng (2006) themselves use GARCH models, with a panel VAR, to analyze interactions between volatility and general economic indicators. In addition Miles (2008) uses the GARCH technique to model uncertainty in housing investment,
showing that uncertainty has a negative effect. There are, as far as we are aware, fewer studies concentrating on volatility and specific tests for structural breaks in the variance of house prices, although Hall et al. (1997) use a switching error correction model to show that instability and rapid house price increases in the UK are associated with unstable regimes or samples. Guirguis et al. (2005) note the structural instability in US house prices, which they model using a time-varying coefficient approach as well as the rolling GARCH models, while Chien (2010) presents empirical evidence for the impact of real estate policies and financial crises in terms of structural breaks in regional house prices in Taiwan.
The main potential breaks in our dataset are associated with various financial crises in the US during the estimation period; in particular the secondary banking crisis of the late 1980s and early 1990s, and more recently during the post-2007 period characterised by a collapse in mortgage lending and house prices. In keeping with much of the literature on asset markets (e.g. Granger and Hyung, 2004) , we determine the breaks endogenously rather than specifying a particular policy determined break. 1 Adopting this approach allows the break dates to incorporate information on the inevitable leads/lags that are likely to be present. Given the limitation of the standard 1 When employing this approach, often used with asset market based studies (Timmermann, 2001; Granger and Hyung, 2004) , specific explanations for identified breaks are rarely provided. This is due to the nature of asset markets, where the market will often react to changes in policy or the economy long before they are implemented or even announced. This makes it difficult to attribute breaks to specific events. In addition, breaks in asset markets can typically occur due to bubbles or swings in investor perceptions, Hall et al. (1997) use this as a general explanation for shifts in regime in their study of housing markets. The alternative approach would involve specifying a particular break based on specific policy changes as originally used by Enders (1988) . It is important in this literature, as elsewhere, to avoid spurious interpretation of breaks, which are likely to be the result of complex interactions of effects and not susceptible to simple analysis. structural break tests, such as the Chow test, which are restricted to breaks in the mean, this study employs a variety of techniques to endogenously determine breaks in both mean and variance, such as in Kim and Nelson (1999) .
Following the introduction, the paper provides a brief description of the methodology employed in the study, relating to the asymmetric CGARCH-M model and methods used to determine the breaks. The data and results are then discussed, prior to providing some conclusions and suggested policy implications.
Methodology
As based on the original ARCH model (see Engle, 2004) , the CGARCH-M model has proven to be popular for investigating asset behaviour since its introduction by Engle and Lee (1999) . It also possesses some useful econometric advantages over other GARCH class models 2 , such as not requiring the assumption of mean reversion in volatility. This feature is particularly useful in modelling US house prices, as recent problems suggest that the risk and return profile of real estate lending in the US could have a long-run time-varying component, as noted by Guirguis et al. (2005) . The identification of any risk-return relationship requires the incorporation of the conditional standard deviation, which reflects the risk, in the mean equation of the model, with the test for any asymmetry accounted for by the following asymmetric CGARCH-M model specification: 2 As an alternative the more commonly used Threshold GARCH-M (Glosten et al., 1993) model was also employed to test for positive risk-return trade-off and asymmetry, with broadly similar results. We could also have used a multivariate form of GARCH, but the substantial differences in how the models perform in different cities with respect to the structural breaks and CGARCH specification made this impossible.
otherwise, and the parameters are expected to take the following form: . This is an important conclusion because if investors are risk averse, they are more likely to quantify and monitor the riskiness of their real estate assets and most importantly conduct effective risk management. If they are risk neutral or risk lovers, whereby risk is viewed not to be an important factor when considering a real estate investment, then they are less likely to conduct any form of risk management or even risk assessment. Also 2 t  is the conditional variance, and t q is the long-run time-varying volatility component as described in equation (3), whilst equation (2) describes the transitory component, which converges to zero with the power ) (
with powers of  , where  typically has a value just below unity indicating very slow adjustment. Additionally, d is a dummy variable reflecting a negative shock (when the error term is negative as in Glosten et al., 1993) and it is assumed that γ > 0 if a transitory leverage effect applies such that bad news increases volatility, and is similar to the methodology of Glosten et al. (1993) . The leverage effect in this case relates to falling house prices causing the debt to housing equity ratio of home owners to rise, increasing the risk associated with home owning.
The remainder of this section describes the statistical procedures that we employ in order to identify the regimes of each series. This procedure involves two steps; first, 'nominating' dates for breakdates and second 'awarding' the breakdate property to certain nominations.
The 'Nominating Breakdates' Stage
The first step is termed the 'Nominating Breakdates' stage and concerns the identification of specific dates as potential (nominated) breakdates. A variety of statistical tests have been developed for this purpose recently, several of which are used in this investigation. 4 The following tests are included in the study:
(i) IT (Inclan and Tiao, 1994) (ii) SAC 1 (The first test of Sansó et al., 2003) There are a number of justifications for choosing these tests as, although all of these tests are designed to detect a structural change in the volatility dynamics, Karoglou (2006b) has shown that many cumulative sum (CUSUM) type tests (including all the above) do not discriminate between shifts in the mean and shifts in the variance. 5 This is an important feature as all types of breaks need to be considered for this study. In addition with these CUSUM-type tests the properties for strongly dependent series have been extensively investigated (e.g. Andreou and Ghysels, 2002; Karoglou, 2010) and there is evidence that they perform satisfactorily under the most common ARCHtype processes. Even when there is a break found in a conditionally heteroskedastic process these tests are able to detect it, as these tests do not exhibit size distortions and also have considerable power, regardless of whether the assumption of withinsegment homoskedasticity is applied in order to include the ARCH-type structures.
The relative performance of each of the above tests depends on the underlying data generating process (DGP) 6 , but since the true DGP is not known it is preferable to use them all and then select the breakdate according to an appropriate set of rules. 7
The above set of tests can also be used to identify multiple breaks in a series, which can be achieved by incorporating the breaks in an iterative scheme (algorithm) and
applying the breaks to sub-samples of the series. In this study, the algorithm used is comprised of the following six stages:
(i) Calculate the test statistic under consideration using the available data.
(ii) If the statistic is above the critical value, split the particular sample into two parts at the corresponding point.
(iii) Repeat steps 1 and 2 for the first segment until no more (earlier) change-points are found.
(iv) Mark this point as an estimated change-point of the whole series.
(v) Remove the observations that precede this point (i.e. those that constitute the first segment (Siegel and Tukey, 1960, and Sheskin, 2011) , the adjusted Bartlett test (see Sokal and Rohlf, 1995) , the Levene test (1960) 
Data and Results
In order to utilise the high frequency required to better measure volatility, the study employs monthly city-based house price data for the USA running from January 1987 (the earliest available) to January 2009. 10 The data is taken from Standard and Poor's version of the Case-Shiller house price index, which uses repeat sales regression 9 See Karoglou (2010) for a discussion of non-normality and the presence of structural breaks as well as a more detailed discussion of some of the implications of this type of approach to finding breaks in the variance of a series. 10 A composite house price index covering the main US cities was also estimated, however there was no evidence of a significant risk-return trade-off or asymmetric adjustment (the results are available from the authors on request). This result reflects the varying nature of risk and the housing market across the US, and that in a composite form the effects tend to cancel each other out. This supports a techniques (Case and Shiller, 1989) . The five US cities selected for testing -New York, Los Angeles, Chicago, Portland and Miamiprovide a geographical spread.
The first three have populations over 1 million whilst Miami and Portland are included as the main cities, for which there is data, in the southern and north-western part of the country respectively. To produce a return measure, the data is logged and differenced in the standard way. All estimations of the CGARCH-M models were carried out using the Bollerslev-Wooldridge robust standard errors and covariances, with conditionally normal errors. Table 1 contains the summary statistics and shows that Los Angeles and Miami have the most volatile house prices and Portland has enjoyed the highest growth rates over the last twenty years. The Jarque-Bera statistics for most of the house price indexes are highly significant, reinforcing the use of the Bollerslev-Wooldridge robust standard errors and covariances. Table 2 provides a summary of the structural breaks in the series, with Table 3 identifying breakdates for each city by test. The latter suggests that overall, in most The results of the asymmetric CGARCH-M model are presented in Table 4 , with the results from the sub-samples reported in Table 5 . They suggest that for the US cities tested here, there is strong evidence of a significant risk premium in housing assets, with a positive risk/return trade-off, indicating a higher return is required to compensate for higher risk, with the exception of Chicago and Los Angeles. These results complement those in other studies, such as Dolde and Tirtiroglou (1997) who also find a negative and significant risk premium for some cities.
With regard to the conditional variance equation, there appears to be mixed evidence of asymmetric adjustment, with only Chicago and Los Angeles providing significant evidence of the leverage effect, whilst in Portland there is evidence that negative shocks produce lower volatility. In most of the cities the value of ρ, measuring the speed of convergence to the long-run level of volatility, is significant, positive and less then unity. However Chicago has a value of unity indicating potential instability, whilst the others have values of approximately 0.98 indicating very slow adjustment.
In addition, as (α + β) < 1 all models are stationary.
In the sub-samples, the results are very different to the entire sample, which emphasises the need to account for the structural breaks in the data. The main difference relates to the risk premium, which in general is significantly positive or insignificant until the break in the early 1990s, suggesting investors are mainly risk averse when making their investment decisions. With the exception of Chicago, the other four cities all have a negative and significant risk premium after the break in the early 2000s, which suggests investors had become less concerned with risk.
In addition to changes in the risk-return relationship, substantial differences are noted in terms of asymmetry and adjustment to q t . The sub-sample results in general include more insignificant variables, suggesting the dynamics are much simpler when the structural breaks are accounted for. This is in accordance with the theory, as breaks induce higher mean and/or volatility persistence. As a result there is little evidence of asymmetric adjustment over the sub-samples, although there is some in more recent periods. In addition, the speed of adjustment is generally quicker in more recent samples, possibly reflecting the increased use of market-based means of funding for the US housing market.
Concluding Remarks
Although there is evidence of a significant relationship between risk and return in US There is a further implication that, as with other assets, there is the potential for further house price adjustment back to long-run levels, which in turn has important implications for lenders as well as homeowners. Apart from the appreciation that house price volatility can have detrimental effects on the economy, including negative equity and mortgage foreclosure losses, the safety and integrity of housing investment and associated mortgage lending is an area of generally growing concern given the worldwide repercussions of sub-prime market problems. The importance of housing finance risk also has important implications for the way in which the banking sector is supervised and for its lending practices to the property sector. 265 monthly observations. JB is the Jarque-Bera statistic (chi-squared (2)) All statistics are significant at the 1% level of significance except those that are shaded which are significant at the 5% level The above refer to dates with year followed by month. See text for a description of the above tests. 'B' refers to the use of the Bartlett kernel with the Newey-West automatic bandwidth selection procedure, and 'QS' to the quadratic spectral kernel. (1), (2) and (3) for details on parameters. LL is the log likelihood. The z-statistics are in parentheses, with * (**) indicating significance at the 5% (10%) level. Table 3 and text for details of tests.
