Abstract-Focal Underdetermined System Solver (FOCUSS) is a powerful and easy to implement tool for basis selection and inverse problems. One of the fundamental problems regarding this method is its convergence, which remains unsolved until now. We investigate the convergence of the FOCUSS algorithm in this paper. We first give a rigorous derivation for the FOCUSS algorithm by exploiting the auxiliary function. Following this, we further prove its convergence by stability analysis.
Approximating the 0 -norm by p -diversity, (1) is cast into the following p -optimization problem [3] , [7] , [8] , [11] , [20] , [23] , [26] :
|s i | p subject to : x = As (2) where 0 < p < 2. For a k-sparse representation, greedy algorithms are computationally cheaper, but are sensitive to the value of k. For this reason, the p -optimization algorithms are more advantageous than the former in terms of accuracy (see Appendix). Many p -optimization algorithms have been developed for (2) , especially for the special case of p = 1 [17] , [18] , e.g., linear programming (LP) [17] , [22] , [25] , basis pursuit (BP) [17] , shortest path decomposition [27] , p -BP (0 < p < 1) [28] , 1 -regularized least squares methods (e.g., PDCO-LSQR [29] and homotopy [30] ), and the Focal Underdetermined System Solver (FOCUSS) algorithm(s) [3] , [8] , [24] , [31] .
Among them, LP and BP are time-consuming, p -BP [28] is NP-hard and requires a lot of storage space. Therefore, the LP, BP, and p -BP are not suitable for large scale problems. The least squares methods with 1 regularization can be potentially used to solve large scale problems; however, the regularization parameters for imposing the sparseness constraint must be given in advance subjectively. In general, it is not easy to precisely set the optimal sparseness regularization parameters. In contrast, the FOCUSS algorithms, developed originally in [3] , [7] , [8] , [11] , [20] , [23] , and [26] , are not only very efficient for problem (2) , but also have no regularization parameters to set making them extremely easy to implement. In addition, they have low-computational complexity and are even suitable for large scale problems [32] .
The standard FOCUSS algorithm can be expressed as follows:
where the iteration number t = 0, 1, . . . , +∞ and Equivalently, it can be implemented [8] as Algorithm 1, in which s (0) is an initialization and num_iter is the prespecified number of iterations. Rao and Kreutz-Delgado [8] proved by the generalized Hölder inequality that gives s (0) = 0, the cost function F(s) is monotonically nonincreasing on the sequence s (t ) +∞ Algorithm 1: s ( * ) = FOCUSS(x, A, s (0) , num_iter) Set t = 0 while t < num_i ter do W (t +1) = diag |s (t ) obtained by (3) . Furthermore, based on the global convergence theorem (GCT), they proved that the limit of any convergent subsequence of s (t ) +∞ t =0
is a stationary point of (3). Following Gorodnitsky and Rao's pioneering works [7] , [8] , [11] , [20] , and [23] , we investigate the convergence of the FOCUSS algorithm and develop stronger convergence results. The remainder of this paper is organized as follows. We describe some mild assumptions in Section II. A rigorous derivation of the FOCUSS algorithm is given in Section III. Section IV discusses how the FOCUSS algorithm is related with the Newton method. The convergence of FOCUSS is proved in Section V. The conclusions are given in Section VI.
II. SOME ASSUMPTIONS
For convenience, we investigate the convergence of the FOCUSS algorithm (3) in this paper under some assumptions.
First, if x = 0, the FOCUSS algorithm (3) will directly find the sparsest solution s * = 0. Therefore, we make the following assumption.
Assumption 1:
would not be invertible. To guarantee that the FOCUSS algorithm (3) works, we make the following two assumptions.
Assumption 2: For A = [a 1 , . . . , a n ] ∈ R m×n (m < n), any m columns of A are linearly independent [28] .
Assumption 3: The observed vector x ∈ R m×1 cannot be linearly expressed by any m − 1 columns of A ∈ R m×n (m < n), i.e., ∀x = 0 such that As = x, we have s 0 ≥ m. As shown in Theorem 1 later, we have As (t ) = x by the FOCUSS algorithm (3) for t = 1, . . . , +∞. Assumption 3 guarantees that we have s (t ) 0 ≥ m for the sequence {s (t ) } +∞ t =1 obtained by the FOCUSS algorithm (3).
Incidentally, if Assumption 3 does not hold, (1) is k-sparse and k < m. In this case, the standard FOCUSS algorithm does not work, but we can solve it by the regularized-FOCUSS algorithm [11] , [23] as follows:
where is a small positive number (e.g., = 10 −8 ) and I is an identity matrix. For a k-sparse representation problem (1) such that k < m, the regularized-FOCUSS algorithm can be used to achieve a k-sparse solution s ( * ) such that s ( * ) 0 = k < m and As ( * ) ≈ x, where As ( * ) → x as → 0. Third, the iterative formula (3) of FOCUSS can be rewritten as
, s * i = 0 is a stationary point of (3) regardless of whether it is optimal or not. Thus, given s (0) i = 0, the FOCUSS algorithm converges to zero. For this reason, we give the fourth assumption as follows.
Assumption 4: The initializations
n ] T for the FOCUSS algorithm are entrywise/strictly nonzero, i.e., s
III. RIGOROUS DERIVATION FOR THE FOCUSS ALGORITHM
In this section, we propose a rigorous derivation for FOCUSS by constructing an auxiliary function, which sheds light on how the FOCUSS algorithm decreases the cost function during iterations.
A. Existing Derivation for the FOCUSS Algorithm
In [8] , the Lagrange multiplier method was employed to solve problem (2) , in which the Lagrange function is
where α is an m × 1 vector of the Lagrange multipliers. A necessary condition for the solution s * to exist is that (s * , α * ) is a stationary point of the Lagrange function [8] , that is
where
Solving (6), we can derive the FOCUSS equations as follows (see [8] , [32] ):
Replacing s with s (t ) on the right side of (7), we have the FOCUSS iterate (3). However, as pointed out in [32] , above derivation of (3) is not rigorous theoretically. Note that (6) does not hold for 0 < p < 1 because some components of s can be zero. To be precise, the matrix (s) does not exist in this case although the matrix −1 (s) does, because 0 p−2 → ∞. To solve this problem, next, we propose a new derivation, which applies for 0 < p < 2. (t) 
B. New Derivation for the FOCUSS Algorithm
We start from the concept of auxiliary function proposed in [33] and defined as follows.
Definition 1: A function f (s|s (t ) ) with respect to s is said to be an auxiliary function to
From Definition 1, carrying out some simple manipulations, we arrive at the following lemma.
and
which is shown in Fig. 1 .
Proof: We can prove Lemma 1 by verifying the two conditions of Definition 1. Letting 
Noting that for 0 < p < 2 the function u(z) = |z| p−2 is monotonically decreasing in the interval (0, +∞), we have
In summary, taking the three cases above together, we have
i ) is an auxiliary function to F(s i ) and Lemma 1 is proved.
From Lemma 1, letting
f (s|s (t ) ) is also an auxiliary function to F(s). This allows us to recast the p optimization problem (2) into its corresponding auxiliary optimization problem as follows: 
is the globally optimal solution of the quadratic optimization problem (10) and satisfies As (t +1) = x such that 
The necessary condition for the solution s * to exist is that (s * , α * ) is a stationary point of the Lagrange function, that is
Noting that the vector
is entrywise nonzero, we can compute (s (t ) ). Thus, we can further obtain
Combining (13) with x = As, we arrive at
Substituting (14) into (13), the solution of the problem (10) is obtained as
Thus, letting
In addition, since f (s|s (t ) ) is an auxiliary function to
) and Theorem 1 is proved. Suppose
Without loss of generality, suppose k nonzero components of 
where P is a permutation matrix, a special orthogonal matrix (i.e., P −1 = P T ). For example, letting
From Theorem 1 and its proof, we have the following corollary:
Proof:
.
From (17) and (15), the FOCUSS formula (3) can be rewritten as follows:
that is
This yields
We can readily verify that
In the same way as the proof of Theorem 1, we can see that the expression
is exactly the optimal solution of the following quadratic optimization problem
which is an auxiliary optimization of the following problem
where the corresponding auxiliary function of
N ). Then, following the proof of Theorem 1, we can analogously derive Proof: We will complete the proof by showing that
under the FOCUSS algorithm (3) . To this end, we separately prove (18) in two disjoint cases: m ≤ #{s (t ) } = n and m ≤ #{s (t ) } = k < n because we have #{s (t ) } ≥ m from Assumption 3. Case 1: m ≤ #{s (t ) } = n In this case, s (t ) is nonzero entrywise. Since f (s|s (t ) ) is an auxiliary function to F(s), ∀s, we have
Combining (11) with (19), we have
Thus, the inequality (18) holds in this case.
Combining it with (16) in Corollary 1, we have
From Corollary 1, we have s
for t = 0, . . . , +∞. Thus, the inequality (18) also holds in the second case.
By (18), we can recursively derive
is monotonically nonincreasing and bounded. Accordingly,
is convergent.
IV. RELATION BETWEEN THE FOCUSS METHOD AND THE NEWTON METHOD FOR p -OPTIMIZATION PROBLEM (2)
Lemma 2: The FOCUSS formula (3) is a quasi-Newton (but not exact Newton) algorithm for minimizing the Lagrange function L(s, α) in (5) based on the following quasi-Hessian matrix
From [34] , we can derive (22) , as shown at the bottom of this page. By the quasi-Newton iterative formula, we have
Thus, we have
Hence, the FOCUSS algorithm (3) is a quasi-Newton method. The proof has been completed. However, the FOCUSS algorithm (3) is not an exact Newton method because H is a quasi-Hessian rather than exact Hessian matrix except for p = 2, since H = H holds only when p = 2, where H is the exact Hessian matrix given by
which is different from H. In the same manner as in (22), we obtain H −1
in (23), as shown at the top of the next page. 
Then, we have the Newton method for the Lagrange function L(s, α) as follows: (5) is
which differs from FOCUSS (3). Unfortunately, the numerical experiments show that the Newton method does not work well. This likely might be due to the nonpositive definiteness of Hessian matrix H.
V. CONVERGENCE OF THE FOCUSS ALGORITHM
Regarding the convergence of the FOCUSS algorithm, there are two related but fundamentally different problems: one is the convergence of the objective function sequence
, which has been proven in Theorem 2; the other is the convergence of the iterative sequence
, which is stronger than the former. In general, the convergence of an iterative algorithm refers to the second one. Define
and i = 1, . . . , n. Then, the FOCUSS iterate (3) can be written as
Given s * ∈ R n , if s * = g(s * ) or q(s * ) = 0, it is a fixed point of the FOCUSS algorithm (3). Then, the fixed point set of the FOCUSS iteration (3) can be defined as follows: 
is convergent, the sequences s
are bounded for i = 1, . . . , n so that
is bounded. In addition, from Assumption 3, we have #{s (t ) } ≥ m. Similar to the proof of Theorem 2, we shall separately prove q(s (t ) ) → 0 in two disjoint cases: #{s (t ) } = n and #{s (t ) } = k < n.
Case 1: #{s (t ) } = n In this case, s (0) is entrywise nonzero. From Theorem 1, we have As
for t = 1, . . . , +∞. From (3), we have
Combining (27) and (28), we yield
Since
is bounded, the sequence {|s
Noting that 0 < C < +∞, from (29), we have
is convergent. Hence
as t → +∞. From (30) and (20), we have
as t → +∞ in this case. Case 2: #{s (t ) } = k < n In this case, there exists an integer T 0 > 0 such that m ≤ #{s (t ) } = k < n and s
Thus, we can recursively obtain
In other words, {s 
Hence, for both cases, we have q(s (t ) ) → 0. Finally, noting that the vector-valued mapping q(s) : R n → R n is continuous in R n and q(s (t ) ) → 0 = q(s * ), we have For 0 < p < 2, supposing A, x, and s (0) satisfy Assumptions 1-4, the FOCUSS algorithm converges, i.e., the iterative sequence s (t ) +∞ t =0 obtained by (3) is convergent. Next, we focus on the proof of Theorem 3 in this section. For convenience, we split 0 < p < 2 into three disjoint cases: 0 < p < 1, 1 < p < 2, and p = 1, and then prove Theorem 3 separately in three cases. The proofs for three cases are given in Sections V-A-C, respectively, where different methods are used in each case. Proof: This lemma can be viewed as an improved result of Theorem 1 of [28] , whose proof is given in [28, p. 4015] . Here, we can prove it by the same idea as follows.
A. Proof of Theorem 3 in the
Since s * is a fixed point of the FOCUSS iterate (3), that is
we have #{s * } ≥ m, otherwise the matrix
Here, we can prove this lemma by contradiction. Suppose |s n i | p subject to :
whose Lagrange function is
where α is an m ×1 vector of the Lagrange multipliers. Noting that s * N is nonzero entrywise, F(s N ) is differentiable at the point (s * N , α * ). Therefore, a necessary condition for the point s * N to exist is that (s * N , α * ) is a stationary point of the Lagrange function, that is
Noting that s * O = 0, from (31), we can derive
which is equivalent to (34) because we can obtain (34) and then derive (35) . In other words, s * N is a solution of (35) and it must be a local minimum of problem (32) , which results from the fact that the optimization problem (32) has no local maxima because for 0 < p < 1, the function F(s) = |s| p has no local maxima except |s| = +∞.
Next, we shall prove Lemma 4 by showing that s * N is not a local minimum of problem (32) . Denoting
we have # = #{s * N } = k. Hence, there exist k vectors in {a n i ∈ R m : i ∈ } that are linearly dependent because k > m, i.e., there exist c i = 0 such that i∈ c i · a n i = 0. = (c 1 , . . . , c k ) T given by
Define a vector c
Then, the optimization problem (32) can be cast into the following problem
Noting that
Thus, the cost function F λ (λ) is strictly concave at λ = 0. Thus
is not a local minimum point, which contradicts with the previous statement that the optimization problem (32) takes a local minimum at s * N . Therefore, we have #{s * } = m for 0 < p < 1. Now, we turn to prove Theorem 3 for 0 < p < 1. Following the framework in [35] for proving the convergence of an iterative algorithm, we can prove Theorem 3 in the case of 0 < p < 1 by verifying the following two conditions:
is bounded; 2) the FOCUSS algorithm has at most a finite number of isolated fixed points.
First, from Lemma 3, if A, x, and s (0) satisfy Assump-
is bounded and we have
In addition, let s * be a fixed point of the FOCUSS iterate (3). From Lemma 4, we have #{s * } = m for 0 < p < 1.
Since s * ∈ R n , we have at most a finite number C m n of fixed points, that is #{ } ≤ C m n for 0 < p < 1. Therefore, the iterative sequence
by (3) must converge to one of these C m n isolated fixed points because the sequence s (t ) +∞ t =0 cannot switch between the isolated fixed points when s (t +1) − s (t ) → 0. So, for 0 < p < 1, Theorem 3 has been proved.
B. Proof of Theorem 3 in the
there exist T 0 and s * ∈ = {s * : q(s * ) = 0} such that [38] . In addition, we will complete the proof by showing that we can obtain
Noticing that s * ∈ is a solution of (6), we have
for 1 < p < 2. Denoting the Hessian matrix as
and its corresponding quasi-Hessian matrix as
from (21), (26), and Lemma 2, the Taylor expansion of the
From s * ∈ , we can derive As * = x. From Theorem 2, we have As (t ) = x for t = 1, . . . , +∞. Then, from (22), we have
Multiplying (H (t ) ) −1 on both sides of (37), from (25) and (38), we have
for 1 < p < 2, i.e., we can derive 
C. Proof of Theorem 3 in the Case of p = 1
For p = 1, the Lagrange equation set (6) can be written as follows:
where ∂ F(s) denotes the subderivative [35] , [39] of F(s) with respect to s and is given by
for i = 1, . . . , n. For p = 1, the optimization problem (2) is convex so that all of its local minima are also global minima. A necessary and sufficient condition [35] , [39] for s * to be a global minimum of problem (2) is that there exists s * satisfying (39) . We can verify that the fixed point
is a solution of (39), in which
Similar to the proof of the case 1 < p < 2, by Lemma 3, we also have Next, we will prove that Theorem 3 for p = 1 holds in both cases mentioned above.
Case 1: #{s * i : ∂|s * i | = 1} = n Let us begin with a special scenario of this case that s * is nonzero entrywise, i.e., #{s * } = n. Since ∀s * i = 0, the cost function F(s) and the Lagrange function L(α, s) are twice differentiable at the point s * . In addition, we have
. . , n. Then, the Taylor expansion (37) can be simplified as
In contrast, the term o α * − α (t ) s * − s (t ) in (37) vanishes in (43) because the Lagrange function L(α * , s * ) is quadratic for p = 1 at the entrywise nonzero point s * . Then, following the proof of Theorem 3 for the case of 1 < p < 2 in Section V-B exactly, as t → +∞, we can derive
for t > T 0 , where T 0 > 0 is a certain integer. In other words, the sequence
is convergent in a finite number (<T 0 ) of iterations if #{s * } = n.
For a general scenario #{s * i : ∂|s * i | = 1} = n involving s * i satisfying (39), in which ∂|s * i | = 1 and s * i = 0 hold simultaneously, we can analogously prove the sequence
also converges in a finite number of iterations by using the marginal limit of such s * i in the Taylor expansion (43) instead of its subderivative, where its the marginal limit is given by
and the FOCUSS iteration (3) can be written as 
In other words, if |u i (s * )| < 1, we have s (t ) i → 0. In addition, from (41) and (39), we can derive 
Next, we would like to prove that s 
such that s (t ) − s * < and #{s * i : ∂|s
There are three scenarios for the relation between s
(t ) O and s (t )
N − s * N as follows:
For the first two scenarios, we immediately have
→ 0 by Lemma 5. Next, we shall prove that we also have s
In this case, from (3) and
we have is also convergent for p = 1 in the case of #{s * i : ∂|s * i | = 1} = k < n. Therefore, the FOCUSS algorithm is convergent for p = 1 and Theorem 3 in the case of p = 1 has been proved.
Combing Sections V-A-C together, Theorem 3 is proved.
VI. CONCLUSION
The FOCUSS method is one of the most efficient algorithms for basis selection and sparse representation. In this paper, we give a rigorous derivation via auxiliary function and prove its convergence.
In addition, we observe in extensive experiments that the FOCUSS algorithm (3) can find a solution in <50 iterations even for some relatively large data sets (e.g., m = 3000 and n = 5000). Its storage requirement is O(mn) and limited by the size of matrix A. Its computational cost is dominated by the matrix-matrix multiplication A −1 (s) A T and the m × m matrix inversion [ A −1 (s) A T ] −1 , whose computational costs are O(m 2 n) and O(m 3 ), respectively. Therefore, the overall computational cost of the FOCUSS algorithm is O(m 2 n) since m ≤ n. To our experience, the FOCUSS algorithm is applicable when m < 4000. The parameter n can be large if m is small (e.g., m = 80 and n = 100 000).
Incidentally, sparse nonnegative matrix factorization (SNMF) is shown to be a promising method for spectral unmixing in [40] . In SNMF, nonnegative sparse representation (NSP) plays an important role. It is interesting to extend the FOCUSS algorithm for NSP and we leave this problem for further research. 
APPENDIX
In appendix, we would like to illustrate that the FOCUSS algorithm is much more advantageous than the greedy algorithms for k-sparse representation with Gaussian noise in terms of accuracy by numerical experiments. Let us compare it with three popular greedy algorithms: 1) orthogonal matching pursuit [41] , gradient descent with sparsification [42] , compressive sampling matching pursuit [43] .
To evaluate the performance, we define the signal-tointerference ratio (SIR) of the estimated sparse vector as follows:
SIR(s, s) = −20 · log s − s s dB.
To compare four algorithms, we conduct 50 Monte Carlo trials in each case on the synthetic benchmarks generated randomly with the dimensions m = 80 and n = 200. And, the basis matrix A ∈ R 80×200 is generated randomly in each Monte Carlo trial. We can see that the FOCUSS algorithm significantly outperforms the comparative algorithms in two different noise levels (SNR = 50 and 20 dB) and sparsity levels ranging from k = 10 to 30 (see Fig. 2 ).
