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Abstract
The asymptotic rates of convergence of two iteration matrices induced by two splittings
of the same nonsingular matrix have been compared in the works of many authors. In this
paper new comparison theorems which extend Song’s results [Y. Song, Numer. Math. 65
(1993) 245–252] for weak splittings of the same or different types are presented. These new
comparison theorems are derived by using nonnegativity in respect to a proper cone K. New
converses which partially solve an open question asked by [V.A. Miller, M. Neumann, Numer.
Math. 47 (1985) 427–434] are also presented. © 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let A be a nonsingular matrix. For the solution of the linear system
Ax D b (1)
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by iterative methods, it is customary to consider a splitting A D M − N , with M
nonsingular, obtaining in this way the iterative process
x.kC1/ D M−1Nx.k/ CM−1b; k D 0; 1; 2; : : : ; (2)
where M−1N is the iteration matrix and x.0/ is the initial guess. It is well known
that the iterative process (2) converges to the unique solution of system (1) for all
x.0/ if and only if .M−1N/ < 1, where .M−1N/ denotes the spectral radius of
the iteration matrixM−1N . Also, the rate of convergence of iteration (2) depends on
.M−1N/ (see for example [2,16,18]).
From the comparison results introduced in 1960 by Varga [16] and in 1973 by
Woz´nicki (see for example [6,17]) for regular splittings, many authors have intro-
duced several comparison conditions for different types of splittings (see Section 2
for definitions) and from different points of view. In particular, for weak splittings
of the first type, Song [14,15] introduces more general comparison results, which
include as a particular case, some results of Miller and Neumann [12, Theorem 1]
and Beauwens [1, Theorem 2.3]. On the other hand, Marek [10] and Marek and
Szyld [11] extend the classical results of Varga [16, Theorem 3.15] and Woz´nicki
[17, Theorem 5.1] for weak splittings of the first type of bounded operators in a
general Banach space and rather general cones. Recently, Climent and Perea [4]
have introduced new comparison conditions for weak nonnegative splittings and for
weak splittings of bounded operators.
In this paper, in a similar way to Climent and Perea [3] and using the weak
splittings of the second type, we extend some results of Song [15]. We also introduce
new comparison conditions for weak splittings of both the first type and of the second
type in Section 3. Finally, in Section 4 we present new results which partially solve
an open question of Miller and Neumann [12] related to the converses of comparison
results for weak splittings of both the first type and of the second type.
2. Definitions and notation
Let K be a proper cone in Rn (see [2], and [8] for the infinite dimensional case) and
let int.K/ be the interior of K. A vector x of Rn is called K-nonnegative (respectively
K-positive) if x belongs to K (respectively x belongs to int.K/); we denote x > 0
(respectively x > 0). An n n real matrix A is called K-nonnegative (respectively
K-positive) if AK  K (respectively A.K n f0g/  int.K/) and we denote it by
A > 0 (respectively A > 0). Similarly, for A and B n n real matrices we denote
A− B > 0 (respectively A− B > 0) by A > B (respectively A > B). Also, A > 0
is K-irreducible if A has exactly one (up to scalar multiples) eigenvector in K, and this
vector belongs to int.K/ (see [2]) and A > 0 is K-primitive if and only if there exists
a positive integer m such thatAm > 0. The smallest positive integer m satisfying this
condition is called the index of K-primitivity of A. Recall that when we consider the
particular case K D RnC; that is, the set of all vectors with nonnegative entries, then
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A > 0 (respectivelyA > 0) denotes the matrices with nonnegative (respectively pos-
itive) entries. The reader can consider this particular case for a better understanding
of the results of Sections 3 and 4.
Furthermore, in this paper, we use the following results without any explicit
reference to them (see for example, [16,18]): if A;B are n n real matrices then
.AB/T D BTAT, .AB/ D .BA/, .AT/ D .A/ whereAT denotes the transpose
matrix of A. Note that we also use the properties of K-irreducible and K-primitive
matrices, as well as the spectral properties of K-nonnegative matrices given by Ber-
man and Plemmons [2]. In particular, if a K-nonnegative matrix is K-primitive, then
it is K-irreducible.
The different types of splittings that we use in this paper are introduced in the
following definition (see [16,17]).
Definition 1. Let A be a real matrix. The representation
A DM −N
is called a splitting of A if M is a nonsingular matrix. In addition, the splitting is
 convergent if .M−1N/ < 1.
 regular if M−1 > 0; and N > 0;
 nonnegative if M−1 > 0; M−1N > 0; and NM−1 > 0.
 weak nonnegative of the first type ifM−1 > 0 andM−1N > 0;weak nonnegative
of the second type if M−1 > 0 and NM−1 > 0;
 weak of the first type if M−1N > 0; weak of the second type if NM−1 > 0.
In this paper, we present results for weak splittings of both the first type and of
the second type. However, as a consequence of Theorem 1 of Climent and Perea [4],
these results are also valid for regular, nonnegative, and weak nonnegative splittings
of both the first type and of the second type, respectively.
3. Comparison results
For the particular case K D RnC, Song [15] introduces the following compar-
ison result for weak splittings of the first type, which includes, as a particular case,
Theorem 1 of Miller and Neumann [12] and Theorem 2.3 of Beauwens [1].
Theorem 1 [15, Theorem 4]. Let K D RnC. Let A be a nonsingular matrix and let
A D M1 − N1 D M2 −N2 be two convergent and weak splittings of the first type. If
one of the following conditions hold
(i) H1 > 0; there exist integers i > 0 and j > 1 such that
H
iCj
1 6 H
i
1H
j
2 or H
iCj
1 6 H
j
2H
i
1;
where Hk 2 fA−1Nk;NkA−1; A−1Mk;MkA−1g for k D 1; 2.
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(ii) M1A−1 > 0; M2A−1 > 0; there exist integers i > 0 and j > 1 such that
G
j
1G
i
2 6 G
iCj
2 or G
i
2G
j
1 6 G
iCj
2 ;
where Gk 2 fA−1Mk;MkA−1g for k D 1; 2.
(iii) N1A−1 > 0; N2A−1 > 0; there exist integers i > 0 and j > 1 such that
F
j
1 F
i
2 6 F
iCj
2 or F
i
2F
j
1 6 F
iCj
2 ;
where Fk 2 fA−1Nk;NkA−1g for k D 1; 2 and F2 is irreducible.
Then .M−11 N1/ 6 .M
−1
2 N2/ < 1.
Observe that in the above theorem, the author introduces the matricesNkA−1 and
MkA
−1 for k D 1; 2, with the additional hypothesis of the nonnegativity of these
matrices. However, using weak splittings of the second type, this hypothesis is not
necessary because, for convergent and weak splittings of the second type the above-
mentioned matrices are nonnegative by Theorem 3 and Remark 3 of Climent and
Perea [4]. In the following example we show these and other cases not considered in
Theorem 1.
Example 1. Let K D R3C. Consider the nonsingular matrix
A D
243 0 −22 1 −1
0 1 2
35
and the splittings A D Pk −Qk , for k D 1; 2; 3; 4, with
P1 D
243 0 −28
3
4
3 − 43
3 1 0
35 ; P2 D
243 32 −22 3 −1
0 2 2
35 ;
P3 D
264
25
7
12
7 − 27
30
7
27
7
13
7
30
7
34
7
41
7
375 ; P4 D
264
50
7
20
7 0
459
49
320
49
30
7
500
49
410
49
80
7
375 :
For k D 1 the splitting is weak of the second type and for k D 2; 3; 4 the splittings
are weak of the first type.
First, if we considerM1 D P1 andM2 D P2, both splittings are convergent,N1A−1
> 0, and .N1A−1/3 6 .N2A−1/.N1A−1/2, that is, the conditions of part (i) of The-
orem 1 for i D 2 and j D 1 hold. Moreover, .M−11 N1/ D 14 < 12 D .M−12 N2/.
On the other hand, if we consider M1 D P3 and M2 D P4 for i D 0, j D 2 we
have that .N1A−1/2 6 .A−1N2/2, but N1A−1 6> 0 then, the hypothesis of part (i)
of Theorem 1 does not hold. However .N1A−1/2 > 0 and .M−11 N1/ D 45 < 910 D
.M−12 N2/.
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In the above example we have shown that part (i) of Theorem 1 does not include
the following cases:
 Some of the above splittings were weak of the second type.
 Both splittings are of the first type, H1 2 fN1A−1;M1A−1g, however H1 6> 0,
H
j
1 > 0 and Hi1 > 0.
In the following result we extend part (i) of Theorem 1 for a proper cone K
including the cases not considered there. The proof is similar in spirit to the proof of
Beawens [1, Theorem 2.3], Miller and Neumann [12, Theorem 1] and Climent and
Perea [3, Theorem 2] and therefore, we omit it.
Theorem 2. Let A be a nonsingular matrix and let A D M1 − N1 D M2 −N2 be
two convergent splittings, with A D M2 −N2 weak of the first or of the second type.
We assume that for some integers i > 0 and j > 1 at least one of the following
inequalities holds:
(i) .A−1N1/iCj 6 .A−1N1/i.A−1N2/j ;
(ii) .A−1N1/iCj 6 .A−1N1/i.N2A−1/j ;
(iii) .A−1N1/iCj 6 .A−1N2/j .A−1N1/i ;
(iv) .A−1N1/iCj 6 .N2A−1/j .A−1N1/i .
If in addition, one of the following conditions holds:
(a) A D M1 − N1 is weak of the first type.
(b) A D M1 − N1 is weak of the second type, .A−1N1/i > 0 and .A−1N1/j > 0.
Then
.M−11 N1/ 6 .M
−1
2 N2/ < 1: (3)
Remark 1. Theorem 2 is still valid if we make one of the following changes:
(a) Nk forMk in parts (i)–(iv) for k D 1; 2, and A−1N1 for A−1M1 in part (b).
(b) A−1N1 for N1A−1 in parts (i)–(iv) and (b), “first type” for “second type” in part
(a), and “second type” for “first type” in part (b).
(c) A−1N1 forM1A−1, A−1N2 forM2A−1, and N2A−1 for A−1M2 in parts (i)–(iv)
and (b), “first type” for “second type” in part (a) and “second type” for “first
type” in part (b).
Song [15, Theorem 5] also establishes analogous conditions to part (i) of Theorem
1 replacing 6 by < in the comparison conditions and with the additional hypothesis
of H2 > 0 and H1 or H2 irreducible. Now, with a similar additional hypothesis of
K-irreducibility and following a similar argument to that in the analogous result of
Song [15] we introduce the following results.
Theorem 3. Let A be a nonsingular matrix and let A D M1 − N1 D M2 −N2 be
two convergent and weak splittings of the first type. If in addition A−1N1 is K-
irreducible and one of the following inequalities holds:
(i) .A−1N1/iCj < .A−1N1/i .A−1N2/j for some i > 0 and some j > 1;
(ii) .A−1N1/iCj < .A−1N2/j .A−1N1/i for some i > 0 and some j > 1;
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then
.M−11 N1/ < .M
−1
2 N2/ < 1: (4)
Remark 2. Theorem 3 is still valid if we make one of the following changes:
(a) “First type” for “second type” and A−1Nk for NkA−1 for k D 1; 2.
(b) “First type” for “second type” for the splitting A D M1 −N1, and A−1N1 for
N1A−1.
(c) “First type” for “second type” for the splitting A D M2 −N2, and A−1N2 for
N2A−1.
In the next example, following the comments of Theorem 1, we present different
cases where inequality (3) follows from the comparison conditions of parts (ii) and
(iii) of this theorem, but under hypotheses which are not considered here.
Example 2. Let K D R3C. Consider the matrix A of Example 1 and the splittings
A D M1 − N1 D M2 −N2 where
M1 D
2643 0 −283 43 − 43
3 1 0
375 and M2 D
264
190
23
45
23 − 9523
830
69
120
23 − 10023
400
69
80
23
10
23
375 :
Then we have that
 Both splittings are convergent.
 M1A−1 > 0 and .M1A−1/.M2A−1/ 6 .M2A−1/2.
 N2A−1 is irreducible and .N1A−1/.N2A−1/ 6 .N2A−1/2.
However the hypothesis of parts (ii) and (iii) of Theorem 1 does not hold because
both splittings are weak of the second type. Nevertheless,
.M−11 N1/ D
1
4
<
297
365
D .M−12 N2/:
In the following result we extend parts (ii) and (iii) of Theorem 1 for a general proper
cone K, including the cases not considered in that theorem, as shown in the previous
example. The proof is similar to the proof of Song [15, Theorem 2] and Climent and
Perea [3, Theorem 4] and therefore, we omit it.
Theorem 4. Let A be a nonsingular matrix and let A D M1 − N1 D M2 −N2 be
two convergent and weak splittings of the first type. If one of the following conditions
holds:
(i) .A−1M1/j .A−1M2/i 6 .A−1M2/iCj for some i > 0 and some j > 1;
(ii) .A−1M2/i .A−1M1/j 6 .A−1M2/iCj for some i > 0 and some j > 1;
(iii) A−1N2 is K-irreducible and .A−1N1/j .A−1N2/i 6 .A−1N2/iCj for some i >
0 and some j > 1;
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(iv) A−1N2 is K-irreducible and .A−1N2/i .A−1N1/j 6 .A−1N2/iCj for some i >
0 and some j > 1.
Then inequality (3) holds.
Remark 3. Theorem 4 is still valid if we make one of the following changes:
(a) “First type” for “second type”, A−1Nk for NkA−1, and A−1Mk for MkA−1, for
k D 1; 2.
(b) “First type” for “second type” for the splittingA D M1 −N1,A−1N1 forN1A−1,
and A−1M1 for M1A−1.
(c) “First type” for “second type” for the splittingA D M2 −N2,A−1N2 forN2A−1,
and A−1M2 for M2A−1.
We also note that Theorem 4 and Remark 3 are still valid if we replace6 by < in
the comparison conditions (i)–(iv).
Now, using the transpose matrix in one of the matrices of one of the splittings,
an idea introduced by Woz´nicki [17], and similar to Climent and Perea [4,5], we can
obtain new comparison conditions if we make the changes proposed in the following
remark.
Remark 4. Theorems 2–4, and Remarks 1–3 are still valid if in the comparison con-
ditions we replace A−1N2, N2A−1, A−1M2 and M2A−1 by .A−1N2/T, .N2A−1/T,
.A−1M2/T and .M2A−1/T, respectively (see [13]).
Finally, observe that as a consequence of Theorems 2–4, and Remarks 1–4, and 4
we can obtain Theorems 11 and 12 of Climent and Perea [4], for matrices, if we take
i D 0 and j D 1.
On the other hand, it is easy to see that if the inequalities (i)–(iv) of Theorem 2
(and the corresponding inequalities with the changes proposed in Remark 1), hold for
i D 0 and j D 1, then the above-mentioned inequalities also hold for all i > 0 and
for all j > 1. However, if those inequalities hold for some i > 0 and some j > 1,
we cannot obtain those inequalities for i D 0 and j D 1. The same is true for the
inequalities in Theorems 3 and 4 and the corresponding inequalities with the changes
proposed in Remarks 2 and 3, respectively. Also, for the corresponding inequalities
with the changes proposed in Remark 4 (see [13]).
4. Partial converse to comparison theorems
As we have said in Section 1, there are many authors who have introduced differ-
ent conditions on the splittings A D M1 −N1 D M2 −N2 that allow us to obtain
inequalities (3) and (4). However, there are a few authors who have established
converse results of comparison starting from these inequalities (see, for example,
[6] for regular splittings, and [12,5]).
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In particular, for weak splittings of the first type, Miller and Neumann [12] show
that the converses of Theorems 3 and 4, with strict inequality, do not hold in general.
However, they introduce a partial converse of part (ii) of theorem 3 using graph
theory under very restrictive hypotheses (see [12, Theorem 2]). In the following
results, we introduce new converse results without using graph theory. These results
constitute the main results of this paper. First, we state the following lemma for
K-primitive matrices. We use this lemma in the proof of the following theorems.
Lemma 1. Let T be a K-primitive matrix. Then there exists an integer p > 0 such
that for all x > 0 with x =D 0 the sequence of vectors .T =.T //j x}1
jDp lies at a
positive distance from the boundary of K.
Proof. If T is K-primitive, in particular T is K-irreducible, then there exists a vector
v > 0 such that T v D .T /v. Let m be the index of K-primitivity of T, then T m > 0
and therefore y D T mx > 0 for all nonzero vectors x > 0. Then by Lemma 6.1 of
KreMn and Rutman [8], the sequence of vectors .T =.T //k y}1
kD1 lies at a positive
distance from the frontier of K. Now multiplying by 1=.T /m we have that the
sequence

.T =.T //j x
}1
jDp with p D mC 1 lies at a positive distance from the
boundary of K. 
As a consequence of the previous lemma, if T is a K-primitive matrix and x > 0 is
a nonzero vector, then .T =.T //j x > 0 for all j > mC 1 where m is the index of
K-primitivity of T.
Now, we present a partial converse of Theorem 3 and Remark 2.
Theorem 5. Let A be a nonsingular matrix and let A D M1 − N1 D M2 −N2 be
two convergent and weak splittings of the first type with A−1N2 K-primitive. Assume
that inequality (4) holds.
(i) If there exists an integer i > 0 such that .A−1N1/i has no identically null row,
then there exists a positive integer j0 such that
.A−1N1/iCj < .A−1N1/i .A−1N2/j ; for all j > j0: (5)
(ii) If there exists an integer i > 0 such that .A−1N1/i has no identically null
column, then there exists a positive integer j0 such that
.A−1N1/iCj < .A−1N2/j .A−1N1/i ; for all j > j0: (6)
Proof. By Theorem 3 of Climent and Perea [4] and from inequality (4) we obtain
that .A−1N1/ < .A−1N2/ and then
lim
j!1

A−1N1
2
j
D 0; (7)
where 2 D .A−1N2/.
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(i) Let x > 0 be a nonzero vector. Since A−1N2 is K-primitive, by Lemma 1 we
have that
A−1N2
2
j
x > 0 for all j > mC 1 (8)
where m is the index of K-primitivity of A−1N2.
Now, as .A−1N1/i has no identically null row, from inequality (8) we have that
.A−1N1/i

A−1N2
2
j
x > 0 for all j > mC 1: (9)
Finally, from inequalities (7) and (9) there exists a positive integer j0 > mC 1
such that
.A−1N1/i

A−1N1
2
j
< .A−1N1/i

A−1N2
2
j
for all j > j0;
and then inequality (5) follows.
(ii) Let y > 0 be a nonzero vector. Taking into account that .A−1N2/T is also
K-primitive, by Lemma 1 we have that
yT

A−1N2
2
j
> 0 for all j > mC 1:
Now, since .A−1N1/i has no identically null column we have that
yT

A−1N2
2
j
.A−1N1/i > 0 for all j > mC 1;
and hence, from inequality (7) there exists a positive integer j0 > mC 1 such that
A−1N1
2
j
.A−1N1/i <

A−1N2
2
j
.A−1N1/i for all j > j0;
and then inequality (6) follows. 
Observe that, the K-primitivity of A−1N2 is a sufficient condition to obtain the
partial converse of parts (iii) and (iv) of Theorem 4 as we can see in the following
results.
Theorem 6. Let A be a nonsingular matrix and let A D M1 − N1 D M2 −N2 be
two convergent and weak splittings of the first type with A−1N2 K-primitive. Assume
that inequality (4) holds. Then for all integers i > 0:
(i) There exists a positive integer j0 such that
.A−1N1/j .A−1N2/i < .A−1N2/iCj for all j > j0: (10)
(ii) There exists a positive integer j0 such that
.A−1N2/i .A−1N1/j < .A−1N2/iCj for all j > j0: (11)
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Proof. (i) Let x > 0 be a nonzero vector. From the K-primitivity of A−1N2 we have
that .A−1N2/ix > 0. Hence, from Lemma 1
A−1N2
2
j
.A−1N2/ix > 0 for all j > mC 1;
where m is the index of K-primitivity of A−1N2; that is,
A−1N2
2
j
.A−1N2/i > 0 for all j > mC 1;
Now, from inequality (7) there exists a positive integer j0 such that
A−1N1
2
j
.A−1N2/i <

A−1N2
2
j
.A−1N2/i for all j > j0;
then inequality (10) holds.
The proof of part (ii) is similar. 
Remark 5. Theorems 5 and 6 are still valid if we make one of the following changes:
(a) “First type” for “second type”, and A−1Nk for NkA−1, for k D 1; 2.
(b) “First type” for “second type” for the splitting A D M1 −N1, and A−1N1 for
N1A−1.
(c) “First type” for “second type” for the splitting A D M2 −N2, and A−1N2 for
N2A
−1
.
Furthermore, if we consider the comparison conditions of parts (i) and (ii) of The-
orem 3 changingNk forMk for k D 1; 2, and we consider the comparison conditions
of parts (i) and (ii) of Theorem 4 with strict inequality, then we obtain the following
partial converse with less restrictive hypotheses.
Theorem 7. Let A be a nonsingular matrix and let A D M1 − N1 D M2 −N2 be
two convergent and weak splittings of the first type with A−1N2 K-irreducible. As-
sume that inequality (4) holds. Then for all integers i > 0
(i) There exists a positive integer j0 such that
.A−1M1/iCj < .A−1M1/i.A−1M2/j for all j > j0: (12)
(ii) There exists a positive integer j0 such that
.A−1M1/iCj < .A−1M2/j .A−1M1/i for all j > j0: (13)
(iii) There exists a positive integer j0 such that
.A−1M1/j .A−1M2/i < .A−1M2/iCj for all j > j0: (14)
(iv) There exists a positive integer j0 such that
.A−1M2/i .A−1M1/j < .A−1M2/iCj for all j > j0: (15)
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Proof. From A−1M2 D A−1N2 C I and Theorem 1.3.20 of Berman and Plemmons
[2] we have that A−1M2 is K-primitive. Now, from the nonsingularity of A−1M1 we
have that for all i > 0 matrix .A−1M1/i has no identically null row and no identically
null column. So by an argument similar to that of Theorem 5 we obtain parts (i) and
(ii). Finally, by an argument similar to that of Theorem 6 we obtain parts (iii) and
(iv). 
Remark 6. Theorem 7 is still valid if we make one of the following changes:
(a) “First type” for “second type”, and A−1Mk for MkA−1 for k D 1; 2.
(b) “First type” for “second type” for the splitting A DM1 −N1, and A−1M1 for
M1A−1.
(c) “First type” for “second type” for the splitting A DM2 −N2, and A−1M2 for
M2A−1.
Finally, in a way similar to Remark 4, we can obtain new converses for compar-
ison conditions if we make the changes proposed in the following remark.
Remark 7. Theorems 5–7, and Remarks 5 and 6 are still valid if in the compar-
ison conditions we replace A−1N2, N2A−1, A−1M2 and M2A−1 by .A−1N2/T,
.N2A
−1/T, .A−1M2/T and .M2A−1/T, respectively (see [13]).
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