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CHARACTERIZATION OF BANACH VALUED BMO FUNCTIONS AND UMD
BANACH SPACES BY USING BESSEL CONVOLUTIONS
JORGE J. BETANCOR, ALEJANDRO J. CASTRO, AND LOURDES RODRÍGUEZ-MESA
Abstract. In this paper we consider the space BMOo(R, X) of bounded mean oscillations and
odd functions on R taking values in a UMD Banach space X. The functions in BMOo(R, X) are
characterized by Carleson type conditions involving Bessel convolutions and γ-radonifying norms.
Also we prove that the UMD Banach spaces are the unique Banach spaces for which certain
γ-radonifying Carleson inequalities for Bessel-Poisson integrals of BMOo(R, X) functions hold.
1. Introduction
As it is well known the Hilbert transform H defined by
Hf(x) = P.V.
∫
R
f(y)
x− y dy, a.e. x ∈ R,
is bounded from Lp(R) into itself, for every 1 < p < ∞, and from L1(R) into L1,∞(R). If X is
a Banach space, the Hilbert transform is defined on Lp(R) ⊗ X, 1 ≤ p < ∞, in the natural way.
A Banach space X is said to be a UMD space when the Hilbert transform can be extended to
the Bochner-Lebesgue space Lp(R, X) as a bounded operator from Lp(R, X) into itself, for some
(equivalently, for any) 1 < p < ∞. Equivalent definitions and other properties and applications of
UMD Banach spaces can be found in [1], [9], [10], [11], [12], [17], [21], [23], [24] and [34], amongst
others.
In [4] and [5] it was studied the space BMOo(R) of odd bounded mean oscillation on R.
BMOo(R) was characterized by using Carleson measures involving Poisson and heat integrals asso-
ciated with Bessel operators ([5, Theorem 1.1]). In this paper we consider the Banach valued odd
BMO space. Assume that X is a Banach space. We say that a function f ∈ L1loc(R, X) belongs to
BMO(R, X), when
‖f‖BMO(R,X) = sup
I⊂R
1
|I|
∫
I
‖f(x)− fI‖Xdx <∞,
where the supremum is taken over all bounded intervals I ⊂ R. Here fI = 1|I|
∫
I
f(x)dx, the
integral being understood in the Bochner sense, and |I| denotes the length of I. By BMOo(R, X)
we represent the space of all odd functions in BMO(R, X). According to the John-Nirenberg
inequality we can see that an odd function f ∈ L1loc(R, X) is in BMOo(R, X) if, and only if, for
some (equivalently, for any) 1 ≤ p <∞, there exists C > 0 such that
(1)
(
1
|I|
∫
I
‖f(x)− fI‖pXdx
)1/p
≤ C,
for every interval I = (a, b), 0 < a < b <∞, and
(2)
(
1
|I|
∫
I
‖f(x)‖pXdx
)1/p
≤ C,
for each interval I = (0, b), 0 < b < ∞. Moreover, for every f ∈ BMOo(R, X) and 1 ≤ p < ∞,
‖f‖BMO(R,X) is equivalent to the infimum of the constants C satisfying (1) and (2).
For every λ > 0, we consider the Bessel operator ∆λ = −x−λ ddxx2λ ddxx−λ on (0,∞). If Jν
denotes the Bessel function of the first kind and order ν, we have that
(3) ∆λ,x
(√
xyJλ−1/2(xy)
)
= y2
√
xyJλ−1/2(xy), x, y ∈ (0,∞).
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The Hankel transformation hλ is defined by
hλ(f)(x) =
∫ ∞
0
√
xyJλ−1/2(xy)f(y)dy, x ∈ (0,∞),
for every f ∈ L1(0,∞). The transformation hλ plays in the Bessel setting the same role as the
Fourier transformation in the classical (Laplacian) setting. hλ is an isometry in L2(0,∞) and
h−1λ = hλ on L
2(0,∞).
We represent by Sλ(0,∞) the space constituted by all functions φ ∈ C∞(0,∞) such that, for
every m, k ∈ N,
βλm,k(φ) = sup
x∈(0,∞)
∣∣∣∣∣xm
(
1
x
d
dx
)k (
x−λφ(x)
)∣∣∣∣∣ <∞.
Sλ(0,∞) is endowed with the topology generated by the family of seminorms {βλm,k}m,k∈N. The
Hankel transformation hλ is an automorphism in Sλ(0,∞) ([37, Lemma 8]). The dual space of
Sλ(0,∞) is denoted by Sλ(0,∞)′.
If f, g ∈ L1((0,∞), xλdx) the Bessel (also called Hankel) convolution #λ is defined by
(f#λg)(x) =
∫ ∞
0
f(y) λτx(g)(y)dy, x ∈ (0,∞),
where the Bessel translation λτx(g) of g is given by
λτx(g)(y) =
(xy)λ√
pi2λ−1/2Γ(λ)
∫ pi
0
(sin θ)2λ−1
g
(√
(x− y)2 + 2xy(1− cos θ)
)
((x− y)2 + 2xy(1− cos θ))λ/2
dθ, x, y ∈ (0,∞),
(see [18]). By [19, Theorem 2.d] we have the following interchange formula,
(4) hλ(f#λg)(x) = x−λhλ(f)(x)hλ(g)(x), x ∈ (0,∞).
From (4) it is clear that #λ is a commutative and associative operation in L1((0,∞), xλdx).
The #λ-convolution was studied on Sλ(0,∞) and Sλ(0,∞)′ in [28]. The mapping (φ, ψ) 7−→
φ#λψ is bilinear and continuous from Sλ(0,∞)×Sλ(0,∞) into Sλ(0,∞) ([28, Proposition 2.2, (i)]).
The Hankel convolution f#λφ is defined when f ∈ L1((0,∞), xλdx;X) and φ ∈ L1((0,∞), xλdx)
in the natural way, that is, understanding the integrals in the Bochner’s sense.
If φ : Υ −→ R, where Υ = R or Υ = (0,∞), we denote by φ(t) and φt, t > 0, the following dilated
functions
φ(t)(x) = φ
λ
(t)(x) =
1
tλ+1
φ
(x
t
)
, φt(x) =
1
t
φ
(x
t
)
, t ∈ (0,∞), x ∈ Υ.
While φt is the classical dilated function, φ(t) is the one adapted to the ∆λ-setting.
By γ
(
L2((0,∞)2, dydtt2 );X
)
we represent the Gauss space, also called γ-radonifying operators
from L2((0,∞)2, dydtt2 ) into X (see [23] and [31] for general definitions and properties). Suppose
that F : (0,∞)2 −→ X is weakly-L2((0,∞)2, dydtt2 ;X), that is, G = 〈F, x′〉 ∈ L2((0,∞)2, dydtt2 ), for
every x′ ∈ X ′, where X ′ denotes the dual space of X. We say that F ∈ γ
(
L2((0,∞)2, dydtt2 );X
)
when the operator IF defined by
IF (h) =
∫
(0,∞)2
F (y, t)h(y, t)
dtdy
t2
, h ∈ L2
(
(0,∞)2, dydt
t2
)
,
belongs to γ
(
L2((0,∞)2, dydtt2 );X
)
, that is,
‖IF ‖γ(L2((0,∞)2, dydt
t2
);X) = sup
∥∥∥∥∥∥
∑
j
γjIF (hj)
∥∥∥∥∥∥
L2(Ω,X)
<∞,
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where the supremum is taken over all finite orthonormal families {hj} in L2((0,∞)2, dydtt2 ) and{γj}∞j=1 is a sequence of independent complex standard Gaussian random variables on some proba-
bility space (Ω,A,P). In this case, we write ‖F‖γ(L2((0,∞)2, dydt
t2
);X) to refer ‖IF ‖γ(L2((0,∞)2, dydt
t2
);X).
If F is not weakly-L2((0,∞)2, dydtt2 ;X) we say that ‖F‖γ(L2((0,∞)2, dydt
t2
);X) =∞.
Hytönen and Weis [23] introduced vector valued versions of some functionals considered by Coif-
man, Meyer and Stein [13] to define tent spaces. Here we work with truncated versions of Hytönen
and Weis’ functionals. For every x, r ∈ (0,∞) we define the truncated cones
Γ+(x) = {(y, t) ∈ (0,∞)2 : |x− y| < t},
and
Γr+(x) = {(y, t) ∈ (0,∞)2 : |x− y| < t < r}.
Let F : (0,∞)2 −→ X be a strongly measurable function. We define the conical square function
A+(F ) as follows
A+(F )(x) = ‖F (y, t)χΓ+(x)(y, t)‖γ(L2((0,∞)2, dydt
t2
);X), x ∈ (0,∞).
Also, we consider for every r > 0 the truncated square function A+(F
∣∣r) given by
A+(F
∣∣r)(x) = ‖F (y, t)χΓr+(x)(y, t)‖γ(L2((0,∞)2, dydt
t2
);X), x ∈ (0,∞).
Note that, according to [23, p. 499], if X = C, then
A+(F )(x) =
(∫
Γ+(x)
|F (y, t)|2 dydt
t2
)1/2
, x ∈ (0,∞).
For every 0 < q <∞, we define C+q (F ) by
C+q (F )(z) = sup
I3z
(
1
|I|
∫
I
A+(F
∣∣|I|/2)q(x)dx)1/q , z ∈ (0,∞),
where the supremum is taken over all bounded intervals I ⊂ (0,∞) such that z ∈ I. C+q (F ) is
somehow a q-average of the truncated conical square function.
We now state our first result that can be seen as a Bessel version of [23, Theorem 1.1].
Theorem 1.1. Let X be a UMD Banach space and λ > 1. Assume that f is an odd X-valued
function satisfying that (1 + x2)−1f ∈ L1(R, X) and φ ∈ Sλ(0,∞) such that
∫∞
0
xλφ(x)dx = 0.
(i) If f ∈ BMOo(R, X), then C+q (f#λφ(t)) ∈ L∞(0,∞), for every 0 < q <∞.
(ii) If C+q (f#λφ(t)) ∈ L∞(0,∞), for some 0 < q <∞, then f ∈ BMOo(R, X).
Moreover, the quantities ‖f‖BMOo(R,X) and ‖C+q (f#λφ(t))‖L∞(0,∞), 0 < q <∞, are equivalent.
The Poisson semigroup {Pλt }t>0 associated with the Bessel operator ∆λ (that is, the semigroup
of operator generated by −√∆λ) is given by
Pλt (f)(x) =
∫ ∞
0
Pλt (x, y)f(y)dy, t, x ∈ (0,∞),
where the Poisson kernel Pλt (x, y), t, x, y ∈ (0,∞), is defined by ([36])
Pλt (x, y) =
2λ(xy)λt
pi
∫ pi
0
(sin θ)2λ−1
[(x− y)2 + t2 + 2xy(1− cos θ)]λ+1 dθ, t, x, y ∈ (0,∞).
The semigroup {Pλt }t>0 is contractive in Lp(0,∞), 1 ≤ p ≤ ∞, but it is not Markovian.
In [6] Littlewood-Paley g-functions associated with {Pλt }t>0 acting on Banach valued functions
were defined. If 1 < q <∞ and f : (0,∞) −→ X is a strongly measurable function the gλq -function
of f is defined by
gλq (f)(x) =
(∫ ∞
0
‖t∂tPλt (f)(x)‖qX
dt
t
)1/q
, x ∈ (0,∞).
Those Banach spaces that admit a q-uniformly convex or q-uniformly smooth (see [33] for defi-
nitions) equivalent norms were characterized by using Lp-inequalities involving gλq -functions ([6,
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Theorems 2.4 and 2.5]).
Also we can define the q-conical square function Gλq (f) of f associated to the Poisson semigroup
{Pλt }t>0 by
Gλq (f)(x) =
(∫
Γ+(x)
‖t∂tPλt (f)(y)‖qX
dydt
t2
)1/q
, x ∈ (0,∞).
By taking into account the results in [27] and by using the ideas developed in the proof of [6,
Theorems 2.4 and 2.5] (see also [3, Proposition 1.3]) the Banach spaces having q-uniformly convex
or smooth renorming can be characterized in the following way.
Theorem 1.2. Let X be a Banach space and λ > 0.
(i) Suppose that 2 ≤ q <∞. The space X admits a q-uniformly convex equivalent norm if, and
only if, for some (equivalently, for any) 1 < p <∞,
‖Gλq (f)‖Lp(0,∞) ≤ C‖f‖Lp((0,∞),X), f ∈ Lp((0,∞), X).
(ii) Assume that 1 < q ≤ 2. The space X can be q-uniformly smooth renormed if, and only if,
for some (equivalently, for any) 1 < p <∞,
‖f‖Lp((0,∞),X) ≤ C‖Gλq (f)‖Lp(0,∞), f ∈ Lp((0,∞), X).
Also in [3] the authors characterize the Banach spaces with a q-uniformly convex and smooth
equivalent norm by using Carleson measures and the space BMOo(R, X).
Theorem 1.3 ([3, Theorems 1.1 and 1.2]). Let X be a Banach space and λ > 1.
(i) Assume that 2 ≤ q < ∞. Then, X has an equivalent norm which is q-uniformly convex if,
and only if, there exists C > 0 such that, for every f ∈ BMOo(R, X),
sup
I
1
|I|
∫ |I|
0
∫
I
‖t∂tPλt (f)(y)‖qX
dydt
t
≤ C‖f‖qBMOo(R,X),
where the supremum is taken over all bounded intervals I in (0,∞).
(ii) Suppose that 1 < q ≤ 2. Then, X has an equivalent q-uniformly smooth norm if, and
only if, there exists C > 0 such that, for every odd X-valued function f , satisfying that
(1 + x2)−1f ∈ L1(R, X),
‖f‖qBMOo(R,X) ≤ C sup
I
1
|I|
∫ |I|
0
∫
I
‖t∂tPλt (f)(y)‖qX
dydt
t
,
where the supremum is taken over all bounded intervals I in (0,∞).
Note that
sup
I
1
|I|
∫ |I|
0
∫
I
‖t∂tPλt (f)(y)‖qX
dydt
t
w sup
I
1
|I|
∫
I
∫
Γ
|I|/2
+ (x)
‖t∂tPλt (f)(y)‖qX
dydt
t2
dx.
For every t > 0, the operator Pλt is a Hankel convolution operator. Indeed, if we define
kλ(x) =
2λ+1/2Γ(λ+ 1)√
pi
xλ
(1 + x2)λ+1
, x ∈ (0,∞),
then Pλt (f) = f#λkλ(t), f ∈ Lp(0,∞), 1 ≤ p <∞, and t > 0. Moreover, we can write
t∂tP
λ
t (f) = f#λt∂tk
λ
(t), f ∈ Lp(0,∞), t > 0.
Note that
t∂tk
λ
(t)(x) =
1
tλ+1
−(λ+ 1)kλ (x
t
)
− x
t
(
d
du
kλ
)
(u)∣∣∣u=x/t
 = hλ(t)(x), t, x ∈ (0,∞),
where
hλ(x) = −(λ+ 1)kλ(x)− x d
dx
kλ(x), x ∈ (0,∞).
It is not hard to see that
∫∞
0
xλhλ(x)dx = 0 and that hλ /∈ Sλ(0,∞). Our next result cannot be
deduced from Theorem 1.1 because hλ /∈ Sλ(0,∞), but hλ has sufficient decay so the computations
given in the proof of Theorem 1.1 (see Section 3) remain valid, even for λ > 0 (see [5, Proposition
4.4]).
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Theorem 1.4. Let X be a UMD Banach space, λ > 0 and q > 0. Then, there exists C > 0 such
that
1
C
‖f‖BMOo(R,X) ≤ ‖C+q (t∂tPλt (f))‖L∞(0,∞) ≤ C‖f‖BMOo(R,X),
for every f ∈ BMOo(R, X).
Note that if X = C, we have that
‖C+2 (t∂tPλt (f))‖2L∞(0,∞) = sup
I
1
|I|
∫
I
∫
Γ
|I|/2
+ (x)
|t∂tPλt (f)(y)|2
dydt
t2
dx
w sup
I
1
|I|
∫ |I|
0
∫
I
|t∂tPλt (f)(y)|2
dydt
t
.
For a general Banach space X, even when q = 2,
‖C+q (t∂tPλt (f))‖qL∞(0,∞) 6w sup
I
1
|I|
∫ |I|
0
∫
I
‖t∂tPλt (f)(y)‖qX
dydt
t
, f ∈ BMOo(R, X).
Indeed, if X is a UMD Banach space and
‖C+2 (t∂tPλt (f))‖2L∞(0,∞) w sup
I
1
|I|
∫ |I|
0
∫
I
‖t∂tPλt (f)(y)‖2X
dydt
t
, f ∈ BMOo(R, X),
Theorems 1.3 and 1.4 implies that X has an equivalent 2-uniformly convex norm and an equivalent
2-uniformly smooth norm, hence X is isomorphic to a Hilbert space (see [25, Proposition 3.1] and
[33, Proposition 4.36]), and this is not always possible. For example, Lp(R), 1 < p <∞, p 6= 2, is a
UMD space which is not isomorphic to a Hilbert space.
We now establish a new characterization of the UMD Banach spaces in terms of the Poisson
semigroup {Pλt }t>0 and the functional C+q .
Theorem 1.5. Let X be a Banach space, λ > 1 and 0 < q <∞. Then the following assertions are
equivalent.
(i) X is UMD.
(ii) There exist C > 0 such that, for every odd X-valued function satisfying that (1 + x2)−1f ∈
L1(R, X),
(5)
1
C
‖f‖BMOo(R,X) ≤ ‖C+q (t∂tPλt (f))‖L∞(0,∞),
and
(6)
∥∥∥∥C+q (∫ ∞
0
f(z)tDλ,zP
λ
t (x, z)dz
)∥∥∥∥
L∞(0,∞)
≤ C‖f‖BMOo(R,X),
where Dλ,z = zλ ddz z
−λ.
This paper is organized as follows. In Section 2 we establish some auxiliary results. We prove
Lp-boundedness properties of A+ and a polarization identity involving #λ-convolution. The proof
of Theorem 1.1 is presented in Section 3. Finally in Section 4 we give a proof of Theorem 1.5.
Throughout this paper we denote by C a positive constant that can change in each occurrence.
2. Auxiliary results
In this section we establish some results that will be useful in the proof of Theorem 1.1. Firstly
we prove two boundedness properties of A+.
Lemma 2.1. Let X be a UMD Banach space, λ > 0 and 1 < p < ∞. Assume that φ ∈ Sλ(0,∞),
verifying that xλφ has vanishing integral over (0,∞). Then, there exists C > 0 such that
‖A+(f#λφ(t))‖Lp(0,∞) ≤ C‖f‖Lp((0,∞),X), f ∈ Lp((0,∞), X).
Proof. Let f ∈ Lp((0,∞), X). To simplify the notation we call ψ(w) = φ(w)w−λ, w ∈ (0,∞).
According to [14, p. 85], there exists Φ in the Schwartz class S(R) such that Φ(w2) = ψ(w),
w ∈ (0,∞). We also introduce the function,
Ψ(w) =
1√
pi2λ+1/2Γ(λ)
∫ ∞
0
uλ−1Φ(w2 + u)du, w ∈ R.
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We can write
λτy(φ(t))(z) =
(yz)λ√
pi2λ−1/2Γ(λ)t2λ+1
(∫ pi/2
0
+
∫ pi
pi/2
)
(sin θ)2λ−1Φ
(
(y − z)2 + 2yz(1− cos θ)
t2
)
dθ
=K1(z; y, t) +K2(z; y, t), t, y, z ∈ (0,∞).
Taking into account that Φ ∈ S(R), we obtain
‖K2(z; y, t)‖L2(Γ+(x), dydtt2 ) ≤ Cz
λ
{∫
Γ+(x)
y2λ
t4λ+4
(
t2
t2 + y2 + z2
)2λ+2
dydt
}1/2
≤Czλ
{∫ ∞
0
∫ ∞
|x−y|
dtdy
(t+ y + z)2λ+4
}1/2
= Czλ
{∫ ∞
0
dy
(|x− y|+ y + z)2λ+3
}1/2
=Czλ
{∫ x
0
dy
(x+ z)2λ+3
+
∫ ∞
x
dy
(2y − x+ z)2λ+3
}1/2
≤ C z
λ
(x+ z)λ+1
≤ C
x+ z
, x, z ∈ (0,∞).(7)
On the other hand, by proceeding in a similar way we have that
‖K1(z; y, t)‖L2(Γ+(x), dydtt2 ) ≤ Cz
λ
{∫ ∞
0
y2λ
(|x− y|+ |y − z|)4λ+3 dy
}1/2
, x, z ∈ (0,∞).
In order to analyze this integral we consider two situations. Firstly, assume that 0 < z ≤ x/2.
Then,
∫ ∞
0
y2λ
(|x− y|+ |y − z|)4λ+3 dy ≤C
(
z2λ
∫ z
0
dy
(x+ z − 2y)4λ+3 + x
2λ
∫ x
z
dy
(x− z)4λ+3 +
∫ ∞
x
dy
(2y − x− z)2λ+3
)
≤C
(
x2λ
(x− z)4λ+2 +
1
(x− z)2λ+2
)
≤ C
(x− z)2λ+2 .
By symmetry reasons, we also have that
∫ ∞
0
y2λ
(|x− y|+ |y − z|)4λ+3 dy ≤
C
(z − x)2λ+2 , 0 < 2x ≤ z <∞.
Thus,
(8) ‖K1(z; y, t)‖L2(Γ+(x), dydtt2 ) ≤ C
zλ
|x− z|λ+1 ≤ C

1
x
, 0 < z ≤ x/2,
1
z
, 0 < 2x ≤ z.
We now introduce the new kernels
K1,1(z; y, t) = (yz)
λ
√
pi2λ−1/2Γ(λ)t2λ+1
∫ pi/2
0
θ2λ−1Φ
(
(y − z)2 + 2yz(1− cos θ)
t2
)
dθ,
and
K1,2(z; y, t) = (yz)
λ
√
pi2λ−1/2Γ(λ)t2λ+1
∫ pi/2
0
θ2λ−1Φ
(
(y − z)2 + yzθ2
t2
)
dθ.
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By using the mean value theorem, the decay of Φ and that 2(1− cos θ) ∼ θ2, when θ ∈ (0, pi/2), we
can write,
‖K1(z; y, t)−K1,1(z; y, t)‖L2(Γ+(x), dydtt2 )
≤C

∫
Γ+(x)
(
(yz)λ
t2λ+2
∫ pi/2
0
|(sin θ)2λ−1 − θ2λ−1|
∣∣∣∣Φ( (y − z)2 + 2yz(1− cos θ)t2
)∣∣∣∣ dθ
)2
dydt

1/2
≤C

∫
Γ+(x)
(
(yz)λ
t2λ+2
∫ pi/2
0
θ2λ+1
(
t2
t2 + (y − z)2 + 2yz(1− cos θ)
)λ+1
dθ
)2
dydt

1/2
≤C

∫
Γ+(x)
(
(yz)λ
∫ pi/2
0
θ2λ+1
(t2 + (y − z)2 + yzθ2)λ+1 dθ
)2
dydt

1/2
≤C
z
(
1 + log+
z
|x− z|
)
, 0 < x/2 < z < 2x.
(9)
In the last inequality we have used the estimations shown in [5, p. 483–484]. Analogously, we get
‖K1,1(z; y, t)−K1,2(z; y, t)‖L2(Γ+(x), dydtt2 )
≤C

∫
Γ+(x)
(
(yz)λ
t2λ+2
∫ pi/2
0
θ2λ−1
∣∣∣∣Φ( (y − z)2 + 2yz(1− cos θ)t2
)
− Φ
(
(y − z)2 + yzθ2
t2
)∣∣∣∣ dθ
)2
dydt

1/2
≤C

∫
Γ+(x)
(
(yz)λ
t2λ+2
∫ pi/2
0
θ2λ−1
yz|1− cos θ − θ2/2|
t2
(
t2
t2 + (y − z)2 + yzθ2
)λ+2
dθ
)2
dydt

1/2
≤C

∫
Γ+(x)
(
(yz)λ
∫ pi/2
0
θ2λ+1
(t2 + (y − z)2 + yzθ2)λ+1 dθ
)2
dydt

1/2
≤C
z
(
1 + log+
z
|x− z|
)
, 0 < x/2 < z < 2x.
(10)
We now split the kernel K1,2 as follows,
K1,2(z; y, t) = (yz)
λ
√
pi2λ−1/2Γ(λ)t2λ+1
(∫ ∞
0
−
∫ ∞
pi/2
)
θ2λ−1Φ
(
(y − z)2 + yzθ2
t2
)
dθ
=K1,3(z; y, t)−K1,4(z; y, t), t, y, z ∈ (0,∞).
By making the change of variables u = yzθ2/t2 we arrive at
K1,3(z; y, t) = 1√
pi2λ+1/2Γ(λ)
∫ ∞
0
uλ−1
t
Φ
((
y − z
t
)2
+ u
)
du = Ψt(y − z), t, y, z ∈ (0,∞).
By using again that Φ ∈ S(R), the bound obtained in [5, p. 486–487] allows us to write
‖K1,4(z; y, t)‖L2(Γ+(x), dydtt2 )
≤C

∫
Γ+(x)
(
(yz)λ
t2λ+2
∫ ∞
pi/2
θ2λ−1
(
t2
t2 + (y − z)2 + yzθ2
)λ+1
dθ
)2
dydt

1/2
≤C

∫
Γ+(x)
(
(yz)λ
∫ ∞
pi/2
θ2λ−1
(t2 + (y − z)2 + yzθ2)λ+1 dθ
)2
dydt

1/2
≤ C
z
, x, z,∈ (0,∞).(11)
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By putting together estimations (7)–(11), we deduce that
A+(f#λφ(t))(x) =
∥∥∥∥∫ ∞
0
f(z) λτy(φ(t))(z)χΓ+(x)(y, t)dz
∥∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
≤
∫ ∞
0
∥∥f(z)K2(z; y, t)χΓ+(x)(y, t)∥∥γ(L2((0,∞)2, dydt
t2
);X) dz
+
∫
(0,x/2)∪(2x,∞)
∥∥f(z)K1(z; y, t)χΓ+(x)(y, t)∥∥γ(L2((0,∞)2, dydt
t2
);X) dz
+
∫ 2x
x/2
∥∥f(z) [K1(z; y, t)−K1,1(z; y, t)]χΓ+(x)(y, t)∥∥γ(L2((0,∞)2, dydt
t2
);X) dz
+
∫ 2x
x/2
∥∥f(z) [K1,1(z; y, t)−K1,2(z; y, t)]χΓ+(x)(y, t)∥∥γ(L2((0,∞)2, dydt
t2
);X) dz
+
∫ 2x
x/2
∥∥f(z)K1,4(z; y, t)χΓ+(x)(y, t)∥∥γ(L2((0,∞)2, dydt
t2
);X) dz
+
∥∥∥∥∥
∫ 2x
x/2
f(z)K1,3(z; y, t)χΓ+(x)(y, t)dz
∥∥∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
≤
∫ ∞
0
‖f(z)‖X ‖K2(z; y, t)‖L2(Γ+(x), dydtt2 ) dz +
∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖K1(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫ 2x
x/2
‖f(z)‖X ‖K1(z; y, t)−K1,1(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫ 2x
x/2
‖f(z)‖X ‖K1,1(z; y, t)−K1,2(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫ 2x
x/2
‖f(z)‖X ‖K1,4(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∥∥∥∥∥
∫ 2x
x/2
f(z)K1,3(z; y, t)χΓ+(x)(y, t)dz
∥∥∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
≤C
(
H0(‖f‖X)(x) +H∞(‖f‖X)(x) +N (‖f‖X)(x)
+
∥∥∥∥∥
∫ 2x
x/2
f(z)K1,3(z; y, t)χΓ+(x)(y, t)dz
∥∥∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
)
, x ∈ (0,∞),
(12)
being
H0(g)(x) =
1
x
∫ x
0
g(z)dz, x ∈ (0,∞),
H∞(g)(x) =
∫ ∞
x
g(z)
z
dz, x ∈ (0,∞),
and
N (g)(x) =
∫ 2x
x/2
1
z
(
1 + log+
z
|x− z|
)
g(z)dz, x ∈ (0,∞).
It is known that the Hardy type operators H0 and H∞ are bounded from Lp(0,∞) into itself ([29]).
N also maps Lp(0,∞) into Lp(0,∞), even for p = 1. This can be easily checked by taking into
account that
0 <
∫ 2
1/2
1
u
(
1 + log+
u
|1− u|
)
du <∞,
and by applying Jensen’s inequality.
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We now analyze the last quantity in (12). We define f˜(x) = f(x) when x ≥ 0 and f˜(x) = 0,
otherwise. It is clear that,
∥∥∥∫ 2x
x/2
f(z)K1,3(z; y, t)χΓ+(x)(y, t)dz
∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
≤
∥∥∥(f˜ ∗Ψt)(y)χΓ+(x)(y, t)∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
+
∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖Ψt(y − z)‖L2(Γ+(x), dydtt2 ) dz, x ∈ (0,∞),
and this second integral is controlled by Hardy type operators. Indeed, observe that
‖Ψt(y − z)‖L2(Γ+(x), dydtt2 ) ≤C
{∫ ∞
0
∫ ∞
|x−y|
dydt
(t+ |y − z|)4
}1/2
≤C
(∫
Ix,z
dy
(|y − z|+ |x− y|)3 +
∫
R\Ix,z
dy
(|y − z|+ |x− y|)3
)1/2
≤ C|x− z| ≤ C

1
x
, 0 < z ≤ x/2,
1
z
, 0 < 2x ≤ z,
(13)
because Ψ ∈ S(R). Here Ix,z represents the interval (min{x, z},max{x, z}). Hence, it only remains
to prove that∥∥∥∥∥∥∥(f˜ ∗Ψt)(y)χΓ+(x)(y, t)∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
∥∥∥∥
Lp(0,∞)
≤ C‖f‖Lp((0,∞),X).
Let {γj}j∈N be a sequence of independent complex standard Gaussian random variables in the
probability space (Ω,A,P). Suppose that {hj}Nj=1 is a finite family of orthonormal functions in
L2((0,∞)2, dydtt2 ). By defining
h˜j(y, t) =
 hj(y, t), y > 0, t > 0,
0, y ≤ 0, t > 0,
{h˜j}Nj=1 is also orthonormal in L2(R2+, dydtt2 ), where R2+ denotes the half-space R× (0,∞). Then,
∫
Ω
∥∥∥∥∥∥
N∑
j=1
γj(w)
∫
(0,∞)2
(f˜ ∗Ψt)(y)χΓ+(x)(y, t)hj(y, t)
dydt
t2
∥∥∥∥∥∥
2
X
dP(w)

1/2
=

∫
Ω
∥∥∥∥∥∥
N∑
j=1
γj(w)
∫
R2+
(f˜ ∗Ψt)(y)χΓ(x)(y, t)h˜j(y, t)dydt
t2
∥∥∥∥∥∥
2
X
dP(w)

1/2
≤
∥∥∥(f˜ ∗Ψt)(y)χΓ(x)(y, t)∥∥∥
γ(L2(R2+,
dydt
t2
);X)
, x ∈ (0,∞).(14)
Here Γ(x) = {(y, t) ∈ R2+ : |x− y| < t}, x ∈ R.
Finally, applying [23, Theorem 4.2] we conclude that∥∥∥∥∥∥∥(f˜ ∗Ψt)(y)χΓ+(x)(y, t)∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
∥∥∥∥
Lp(0,∞)
≤
∥∥∥∥∥∥∥(f˜ ∗Ψt)(y)χΓ(x)(y, t)∥∥∥
γ(L2(R2+,
dydt
t2
);X)
∥∥∥∥
Lp(R)
≤C‖f˜‖Lp(R,X) = C‖f‖Lp((0,∞),X).
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Note that, [23, Theorem 4.2] requires that Ψ has vanishing integral, and this is a consequence of
the hypothesis imposed over φ, as we now show,∫
R
Ψ(w)dw =
1√
pi2λ−1/2Γ(λ)
∫ ∞
0
∫ ∞
0
uλ−1
φ(
√
w2 + u)(√
w2 + u
)λ dudw
=
1√
pi2λ−3/2Γ(λ)
∫ ∞
0
∫ ∞
w
(z2 − w2)λ−1z1−λφ(z)dzdw
=
1√
pi2λ−3/2Γ(λ)
∫ ∞
0
z1−λφ(z)
∫ z
0
(z2 − w2)λ−1dwdz
=
1
2λ−1/2Γ(λ+ 1/2)
∫ ∞
0
zλφ(z)dz = 0.(15)

We now introduce the operator Yλ defined by
Yλ(f)(x, t) =
∫ ∞
0
f(y)tDλ,yP
λ
t (x, y)dy, t, x ∈ (0,∞),
where Dλ,y = yλ ddyy
−λ. Note that Yλ is not a Hankel convolution operator. Hence, the next result
is not a special case of Lemma 2.1.
Lemma 2.2. Let X be a UMD Banach space, λ > 0 and 1 < p < ∞. Then, there exists C > 0
such that ∥∥A+ (Yλ(f))∥∥Lp(0,∞) ≤ C‖f‖Lp((0,∞),X), f ∈ Lp((0,∞), X).
Proof. Let f ∈ Lp((0,∞), X). We have that
tDλ,zP
λ
t (y, z) =−
4λ(λ+ 1)
pi
t2(yz)λ
(∫ pi/2
0
+
∫ pi
pi/2
)
(sin θ)2λ−1[(z − y) + y(1− cos θ)]
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+2 dθ
=L1(z; y, t) + L2(z; y, t), t, y, z ∈ (0,∞).
We introduce the following kernels, which will help us to obtain the desired estimations,
L1,1(z; y, t) = −4λ(λ+ 1)
pi
t2(yz)λ
∫ pi/2
0
θ2λ−1[(z − y) + y(1− cos θ)]
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+2 dθ,
L1,2(z; y, t) =− 4λ(λ+ 1)
pi
t2(yz)λ
(∫ ∞
0
−
∫ ∞
pi/2
)
θ2λ−1[(z − y) + yθ2/2]
[(y − z)2 + t2 + yzθ2]λ+2 dθ
=L1,3(z; y, t)− L1,4(z; y, t),
L1,5(z; y, t) = −4λ(λ+ 1)
pi
t2(yz)λ
∫ ∞
0
θ2λ−1(z − y)
[(y − z)2 + t2 + yzθ2]λ+2 dθ,
and L1,6(z; y, t) = L1,3(z; y, t)− L1,5(z; y, t), for every t, y, z ∈ (0,∞).
We can write
A+
(∫ ∞
0
f(z)tDλ,zP
λ
t (y, z)dz
)
(x) ≤
∫ ∞
0
‖f(z)‖X ‖L2(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖L1(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫ 2x
x/2
‖f(z)‖X ‖L1(z; y, t)− L1,1(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫ 2x
x/2
‖f(z)‖X ‖L1,1(z; y, t)− L1,2(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫ 2x
x/2
‖f(z)‖X ‖L1,4(z; y, t)− L1,6(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∥∥∥∥∥
∫ 2x
x/2
f(z)L1,5(z; y, t)χΓ+(x)(y, t)dz
∥∥∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
, x ∈ (0,∞).(16)
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Our objective is to analyze the Lp-boundedness properties of all the operators appearing in each
line in the right hand side of the last inequality.
First of all, by (7) we have that
‖L2(z; y, t)‖L2(Γ+(x), dydtt2 ) ≤ Cz
λ
{∫
Γ+(x)
dtdy
(t+ y + z)2λ+4
}1/2
≤ C
x+ z
, x, z ∈ (0,∞),
and also by proceeding as in (8),
‖L1(z; y, t)‖L2(Γ+(x), dydtt2 ) ≤C

∫
Γ+(x)
∣∣∣∣∣t(yz)λ
∫ pi/2
0
(sin θ)2λ−1[z(1− cos θ)− (y − z) cos θ)
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+2 dθ
∣∣∣∣∣
2
dydt

1/2
≤C
({∫
Γ+(x)
z2λ+2y2λ
(|y − z|+ t)4λ+6 dydt
}1/2
+
{∫
Γ+(x)
z2λy2λ
(|y − z|+ t)4λ+4 dydt
}1/2 )
≤C
( zλ+1
|x− z|λ+2 +
zλ
|x− z|λ+1
)
≤ C

1
x
, 0 < z ≤ x/2,
1
z
, 0 < 2x ≤ z.
Then, the two first operators in (16) are controlled by the Hardy type operators H0 and H∞, which
are bounded in Lp(0,∞).
By applying the mean value theorem we obtain, for every t, y, z ∈ (0,∞),∣∣∣L1(z; y, t)− L1,1(z; y, t)∣∣∣+ |L1,1(z; y, t)− L1,2(z; y, t)|
≤ C
(
t2(yz)λ
∫ pi/2
0
θ2λ+3y
[(y − z)2 + t2 + yzθ2]λ+2 dθ + t(yz)
λ
∫ pi/2
0
θ2λ+1
[(y − z)2 + t2 + yzθ2]λ+1 dθ
)
.
Moreover, we have that
|L1,6(z; y, t)− L1,4(z; y, t)| ≤C
(
t2(yz)λ
∫ pi/2
0
θ2λ+1y
[(y − z)2 + t2 + yzθ2]λ+2 dθ
+ t(yz)λ
∫ ∞
pi/2
θ2λ−1
[(y − z)2 + t2 + yzθ2]λ+1 dθ
)
, t, y, z ∈ (0,∞).(17)
By using (9), (10) and (11) it follows that the third, fourth and fifth operator appearing in (16) are
bounded from Lp((0,∞), X) into Lp(0,∞) provided that the operator
Tλ(g)(x) =
∫ 2x
x/2
g(z) ‖Iλ(z; y, t)‖L2(Γ+(x), dydtt2 ) dz, x ∈ (0,∞),
is bounded from Lp(0,∞) into itself, where
(18) Iλ(z; y, t) = t2(yz)λ
∫ pi/2
0
θ2λ+1y
[(y − z)2 + t2 + yzθ2]λ+2 dθ, t, y, z ∈ (0,∞).
In order to study the kernel Iλ we distingue three cases. Firstly, assume that 0 < y ≤ z/2. We
can write
|Iλ(z; y, t)| ≤Ct(yz)λ
∫ pi/2
0
θ2λ+1
[(y − z)2 + t2 + yzθ2]λ+1
ty
z2 + t2 + yzθ2
dθ
≤Ct(yz)λ
∫ pi/2
0
θ2λ+1
[(y − z)2 + t2 + yzθ2]λ+1 dθ, t ∈ (0,∞).
In a similar way, if 0 < 2z ≤ y, we get
|Iλ(z; y, t)| ≤ Ct(yz)λ
∫ pi/2
0
θ2λ+1
[(y − z)2 + t2 + yzθ2]λ+1 dθ, t ∈ (0,∞).
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Moreover, if z/2 < y < 2z, then
|Iλ(z; y, t)| ≤Ct
∫ pi/2
0
(zθ)2λ+1
[(y − z)2 + t2 + (zθ)2]λ+3/2 dθ ≤ Ct
∫ ∞
0
dθ
(|y − z|+ t+ zθ)2
≤C t
z(|y − z|+ t) , t ∈ (0,∞).
From (9) we deduce that, for each 0 < x/2 < z < 2x <∞,(∫
Γ+(x)
|Iλ(z; y, t)|2 dydt
t2
)1/2
≤C
z
1 + log+ z|x− z| +
(∫ 2z
z/2
∫ ∞
|x−y|
dtdy
(|y − z|+ t)2
)1/2
≤C
z
1 + log+ z|x− z| +
(∫ 2z
z/2
dy
|y − z|+ |x− y|
)1/2
≤C
z
(
1 + log+
z
|x− z| +
(
z
|x− z|
)1/2)
.
Hence, the operator Tλ is bounded from Lp(0,∞) into itself.
To finish the proof of this lemma we have to show that the operator Zλ defined by
Zλ(f)(x; y, t) =
∫ 2x
x/2
f(z)L1,5(z; y, t)χΓ+(x)(y, t)dz
is bounded from Lp((0,∞), X) into Lp
(
(0,∞); γ
(
L2((0,∞)2, dydtt2 );X
))
.
The change of variables θ = u
√
((y − z)2 + t2)/yz gives us
L1,5(z; y, t) =2t
2
pi
y − z
[(y − z)2 + t2]2 = t∂z(Pt(y − z)), t, y, z ∈ (0,∞),(19)
because
∫∞
0
u2λ−1/(1 + u2)λ+2du = 1/(2λ(λ+ 1)). Here Pt(z) represents the kernel of the Poisson
semigroup associated with the Euclidean Laplacian,
Pt(z) =
1
pi
t
t2 + z2
, z ∈ R, t ∈ (0,∞).
We define f˜(z) = f(z), z ≥ 0, and f˜(z) = 0 when z < 0. Then, (14) leads to∥∥∥Zλ(f)(x; ·, ·)∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
≤
∥∥∥(f˜ ∗ t∂zPt)(y)χΓ(x)(y, t)∥∥∥
γ(L2(R2+,
dydt
t2
);X)
+
∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖t∂zPt(y − z)‖L2(Γ+(x), dydtt2 ) dz, x ∈ (0,∞).
Also, by doing the same computation as in (13), it follows that∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖t∂zPt(y − z)‖L2(Γ+(x), dydtt2 ) dz ≤ C
(
H0(‖f‖X)(x) +H∞(‖f‖X)(x)
)
, x ∈ (0,∞).
Note that t∂zPt(z) = ht(z), z ∈ R and t > 0, where h(z) = − 2pi z(z2+1)2 , z ∈ R. It is clear that∫
R h(z)dz = 0 and that h /∈ S(R), and then [23, Theorem 4.2] cannot be apply directly. We define
the operator S by
S(g)(y, t) =
∫
R
t∂zPt(y − z)g(z)dz, g ∈ L2(R).
It is well-known that
(20)
∥∥∥∥∥∥
(∫
Γ(x)
|S(g)(y, t)|2 dydt
t2
)1/2∥∥∥∥∥∥
Lq(R)
≤ C‖g‖Lq(R), g ∈ Lq(R), 1 < q <∞.
(see [35, p. 27–28, 180–182]). Moreover, the kernel t∂zPt(y − z) satisfies the hypothesis in [22,
Theorem 4.8]. Hence, there exists C > 0 such that for every g ∈ Lp(R)⊗X,∥∥∥∥∥∥(g ∗ t∂zPt)(y)χΓ(x)(y, t)∥∥γ(L2(R2+, dydtt2 );X)
∥∥∥∥
Lp(R)
≤ C‖g‖Lp(R,X).
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We denote by S˜ the extension of the operator S ⊗ IX to Lp(R, X) as a bounded operator from
Lp(R, X) to T p,2
(
R, γ
(
L2(R2+,
dydt
t2 );X
))
, where the tent space T p,2
(
R, γ
(
L2(R2+,
dydt
t2 );X
))
is
the completion of Cc(R2+)⊗X with respect to the norm
‖F‖Tp,2(R,γ(L2(R2+, dydtt2 );X)) = ‖F (y, t)χΓ(x)(y, t)‖Lp(R,γ(L2(R2+, dydtt2 );X)).
Our next objective is to show that S˜(g) = S(g), g ∈ Lp(R, X), that is,
S˜(g)(y, t) =
∫
R
t∂zPt(y − z)g(z)dz, g ∈ Lp(R, X),
where the last integral is understood in the Bochner’s sense.
Let g ∈ Lp(R, X). Observe that F (y, t) = S(g)(y, t)χΓ(x)(y, t) is weakly-L2(R2+, dydtt2 ;X) for
almost every x ∈ R. Indeed, from (20) we deduce that∥∥∥∥∥∥
(∫
Γ(x)
|〈F (y, t), x′〉|2 dydt
t2
)1/2∥∥∥∥∥∥
Lp(R)
=
∥∥∥∥∥∥
(∫
Γ(x)
|S(〈g, x′〉)(y, t)|2 dydt
t2
)1/2∥∥∥∥∥∥
Lp(R)
≤C‖〈g, x′〉‖Lp(R) ≤ C‖x′‖X′‖g‖Lp(R,X) <∞, x′ ∈ X ′,
and this implies that 〈F (y, t), x′〉 ∈ L2(R2+, dydtt2 ), a.e. x ∈ R.
From (19) it follows that
|t∂zPt(y − z)| ≤ C t
(|y − z|+ t)2 , t ∈ (0,∞), y, z ∈ R.
If N ∈ N, we denote ΓN (x) = {(y, t) ∈ R2+ : |x− y| < t, 1/N < t < N}. We have that∥∥S(g)(y, t)χΓN (x)(y, t)∥∥2L2(R2+, dydtt2 ;X) ≤C
∫
ΓN (x)
(∫
R
‖g(z)‖X
(|y − z|+ t)2 dz
)2
dydt
≤C‖g‖2Lp(R,X)
∫
ΓN (x)
(∫
R
dz
(|y − z|+ t)2p′
)2/p′
dydt
≤C‖g‖2Lp(R,X), N ∈ N, x ∈ R.
Here C > 0 depends on N ∈ N but it does not depend on g. Assume that gn ∈ Lp(R)⊗X, n ∈ N,
and that gn −→ g, as n→∞, in Lp(R, X). Then, for every N ∈ N and x ∈ R,
S(gn)χΓN (x) −→ S(g)χΓN (x), as n→∞, in L2
(
R2+,
dydt
t2
;X
)
.
Also,
S(gn)χΓ(x) −→ S˜(g)χΓ(x), as n→∞, in Lp
(
R; γ
(
L2
(
R2+,
dydt
t2
)
;X
))
.
Hence, there exists a subset Ω of R such that |R\Ω| = 0, and an increasing sequence {mk}∞k=1 ⊂ N,
such that, for every x ∈ Ω,
S(gmk)χΓ(x) −→ S˜(g)χΓ(x), as k →∞, in γ
(
L2
(
R2+,
dydt
t2
)
;X
)
.
Therefore, if L
(
L2
(
R2+,
dydt
t2
)
, X
)
denotes the space of bounded operators from L2
(
R2+,
dydt
t2
)
to
X, we have that, for every x ∈ Ω,
S(gmk)χΓ(x) −→ S˜(g)χΓ(x), as k →∞, in L
(
L2
(
R2+,
dydt
t2
)
, X
)
.
Let x ∈ Ω. Suppose that h ∈ L2(R2+, dydtt2 ) such that supph ⊂ R2+ is compact. We can write[
S˜(g)χΓ(x)
]
(h) = lim
k→∞
∫
Γ(x)
S(gmk)(y, t)h(y, t)
dydt
t2
=
∫
Γ(x)
S(g)(y, t)h(y, t)dydt
t2
.
Then, we deduce that
S˜(g)χΓ(x) = S(g)χΓ(x).
Thus, the proof of our result is finished. 
14 J.J. BETANCOR, A.J. CASTRO, AND L. RODRÍGUEZ-MESA
We now define the vector valued version of the Hardy space H1o (R) introduced by Fridli [15]. We
say that a strongly measurable X-valued function a defined on (0,∞) is an o-atom when satisfies
one of the following two conditions:
• a = bχ(0,δ)/δ, where δ > 0 and b ∈ X with ‖b‖X = 1.
• There exists a bounded interval I ⊂ (0,∞) such that supp(a) ⊂ I, ∫
I
a(x)dx = 0 and
‖a‖L∞((0,∞),X) ≤ 1/|I|.
A strongly measurable X-valued odd function f defined on R is in H1o (R, X) when fχ(0,∞) =∑∞
j=1 λjaj , where, for every j ∈ N, aj is an o-atom and λj ∈ C being
∑∞
j=1 |λj | < ∞. As usual,
the norm ‖f‖H1o(R,X) of f ∈ H1o (R, X) is defined by
‖f‖H1o(R,X) = inf
∞∑
j=1
|λj |,
where the infimum is taken over all possible sequences {λj}∞j=1 ⊂ C such that
∑∞
j=1 |λj | < ∞ and
fχ(0,∞) =
∑∞
j=1 λjaj for a certain family of {aj}∞j=1 of o-atoms. Note that
‖f‖L1((0,∞),X) ≤ ‖f‖H1o(R,X), f ∈ H1o (R, X).
Lemma 2.3. Let X be a UMD Banach space and λ > 0. Assume that φ ∈ Sλ(0,∞) is such that
xλφ has vanishing integral over (0,∞). Then, there exists C > 0 for which
‖A+(f#λφ(t))‖L1(0,∞) ≤ C‖f‖H1o(R,X), f ∈ H1o (R, X).
Proof. Let f ∈ H1o (R, X). In the proof of Lemma 2.1 it was shown that
A+(f#λφ(t))(x) ≤C
(∫ ∞
0
‖f(z)‖X ‖K2(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
+
∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖K1(z; y, t)‖L2(Γ+(x), dydtt2 ) dz +N (‖f‖X)(x)
+
∥∥∥∥∥
∫ 2x
x/2
f(z)Ψt(y − z)dzχΓ+(x)(y, t)
∥∥∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
)
, x ∈ (0,∞).
We analyze the L1-boundedness of each operator in detail. As it was mentioned in the proof of
Lemma 2.1, N maps L1(0,∞) into itself. The estimate (7) allows us to write∥∥∥∫ ∞
0
‖f(z)‖X ‖K2(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
∥∥∥
L1(0,∞)
≤ C
∫ ∞
0
∫ ∞
0
‖f(z)‖X z
λ
(x+ z)λ+1
dzdx
=C
∫ ∞
0
‖f(z)‖Xdz
∫ ∞
0
dw
(1 + w)λ+1
= C‖f‖L1((0,∞),X).
Also by (8), we obtain∥∥∥∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖K1(z; y, t)‖L2(Γ+(x), dydtt2 ) dz
∥∥∥
L1(0,∞)
≤ C
∫ ∞
0
∫
(0,x/2)∪(2x,∞)
‖f(z)‖X z
λ
|x− z|λ+1 dzdx
=C
∫ ∞
0
‖f(z)‖X
(∫ z/2
0
zλ
|x− z|λ+1 dx+
∫ ∞
2z
zλ
|x− z|λ+1 dx
)
dz ≤ C‖f‖L1((0,∞),X).
(21)
Since f is an odd function, it has that∫ 2x
x/2
f(z)Ψt(y − z)dz = (f ∗Ψt)(y)−
(∫ ∞
0
f(z) [Ψt(y − z)−Ψt(y + z)] dz −
∫ 2x
x/2
f(z)Ψt(y − z)dz
)
= (f ∗Ψt)(y)−
(∫
(0,x/2)∪(2x,∞)
f(z) [Ψt(y − z)−Ψt(y + z)] dz −
∫ 2x
x/2
f(z)Ψt(y + z)dz
)
, x ∈ (0,∞).
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Thus,∥∥∥∫ 2x
x/2
f(z)Ψt(y − z)dzχΓ+(x)(y, t)
∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
≤
∥∥∥(f ∗Ψt)(y)χΓ+(x)(y, t)∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
+
∫
(0,x/2)∪(2x,∞)
‖f(z)‖X ‖Ψt(y − z)−Ψt(y + z)‖L2(Γ+(x), dydtt2 ) dz
+
∫ 2x
x/2
‖f(z)‖X ‖Ψt(y + z)‖L2(Γ+(x), dydtt2 ) dz, x ∈ (0,∞).(22)
Now, we apply (14) and [23, Corollary 4.3],∥∥∥∥∥∥(f ∗Ψt)(y)χΓ+(x)(y, t)∥∥∥
γ(L2((0,∞)2, dydt
t2
);X)
∥∥∥
L1(0,∞)
≤
∥∥∥∥∥∥(f ∗Ψt)(y)χΓ(x)(y, t)∥∥∥
γ(L2(R2+,
dydt
t2
);X)
∥∥∥
L1(R)
≤C‖f‖H1(R,X) ≤ C‖f‖H1o(R,X).
Finally, taking into account that Ψ ∈ S(R) and proceeding as above we can see that
‖Ψt(y + z)‖L2(Γ+(x), dydtt2 ) ≤
C
x+ z
, x, z ∈ (0,∞),
and also, by the mean value theorem,
‖Ψt(y − z)−Ψt(y + z)‖L2(Γ+(x), dydtt2 ) ≤ C
z
|x− z|2 , x, z ∈ (0,∞), x 6= z.
Hence, the L1-norm of the second term in (22) can be estimated as in (21), and for the third one
we have∥∥∥∥∥
∫ 2x
x/2
‖f(z)‖X ‖Ψt(y + z)‖L2(Γ+(x), dydtt2 ) dz
∥∥∥∥∥
L1(0,∞)
≤C
∫ ∞
0
∫ 2x
x/2
‖f(z)‖X
x+ z
dzdx
≤C
∫ ∞
0
‖f(z)‖X
∫ 2z
z/2
dx
x
dz ≤ C‖f‖L1((0,∞),X).
Thus, the proof of this lemma is completed. 
A straightforward adaptation of the arguments used in the proof of [23, Theorem 4.8] allows us
to show the following duality inequality.
Lemma 2.4. Assume that X is a Banach space and 0 < q < ∞. If F : (0,∞)2 −→ X and
G : (0,∞)2 −→ X ′ are strongly measurable then, there exists C > 0, such that∫ ∞
0
∫ ∞
0
|〈F (y, t), G(y, t)〉|dydt
t
≤ C
∫ ∞
0
C+q (F )(y)A
+(G)(y)dy.
Assume that φ, ψ ∈ Sλ(0,∞). We say that φ and ψ are λ-complementary functions when∫ ∞
0
hλ(φ)(y)hλ(ψ)(y)
dy
y2λ+1
= 1.
The Hankel transformation hλ is an automorphism in Sλ(0,∞) ([37, Lemma 8]). Suppose that φ ∈
Sλ(0,∞) is not identically zero. Then, there exists an interval I ⊂ (0,∞) such that hλ(φ)(y) 6= 0,
y ∈ I. We choose ϕ ∈ C∞c (0,∞) such that ϕ ≥ 0, ϕ(x) = 1, x ∈ I, and we define
ψ =
hλ(ϕ)#λφ¯∫ ∞
0
|hλ(φ)(x)|2ϕ(x) dx
x3λ+1
.
We have that ψ ∈ Sλ(0,∞) and by (4) the functions φ and ψ are λ-complementary. Note that,
since ϕ ∈ C∞c (0,∞),
∫∞
0
yλψ(y)dy = 0. Indeed, by [26, p. 104, (5.4.3)] and (4) we have that∫ ∞
0
yλψ(y)dy =2λ−1/2Γ(λ+ 1/2) lim
x→0+
∫ ∞
0
(xy)−λ+1/2Jλ−1/2(xy)yλψ(y)dy
=2λ−1/2Γ(λ+ 1/2) lim
x→0+
x−λhλ(ψ)(x)
=
2λ−1/2Γ(λ+ 1/2)∫ ∞
0
|hλ(φ)(y)|2ϕ(y) dy
y3λ+1
lim
x→0+
x−2λϕ(x)hλ(φ¯)(x) = 0.
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Lemma 2.5. Let λ > 1 and 0 < q < ∞. Assume that (1 + x2)−1f ∈ L1(0,∞) and g ∈
L∞c (0,∞). Moreover, suppose that φ, ψ ∈ Sλ(0,∞) are a pair of λ-complementary functions such
that
∫∞
0
xλφ(x)dx =
∫∞
0
xλψ(x)dx = 0. If C+q (f#λφ(t)) ∈ L∞(0,∞) and A+(g#λψ(t)) ∈ L1(0,∞),
then
(23)
∫ ∞
0
f(x)g(x)dx =
∫ ∞
0
∫ ∞
0
(f#λφ(t))(y)(g#λψ(t))(y)
dydt
t
.
Proof. Assume that C+q (f#λφ(t)) ∈ L∞(0,∞) andA+(g#λψ(t)) ∈ L1(0,∞). According to Lemma 2.4
the integral in the right hand side of (23) is absolutely convergent. Hence we can write
(24)
∫ ∞
0
∫ ∞
0
(f#λφ(t))(y)(g#λψ(t))(y)
dydt
t
= lim
N→∞
∫ N
1/N
∫ ∞
0
(f#λφ(t))(y)(g#λψ(t))(y)
dydt
t
.
Our next objective is to establish that
(25)∫ N
1/N
∫ ∞
0
(f#λφ(t))(y)(g#λψ(t))(y)dy
dt
t
=
∫ ∞
0
f(z)
∫ N
1/N
∫ ∞
0
λτy(φ(t))(z)(g#λψ(t))(y)dy
dt
t
dz, N ∈ N.
In order to do this we will prove that, for every N ∈ N, there exists CN > 0 such that
(26)
∫ ∞
0
∣∣
λτy(φ(t))(z)(g#λψ(t))(y)
∣∣ dy ≤ CN
1 + z2
, t ∈ (1/N,N) and z ∈ (0,∞).
As in the proof of Lemma 2.1 we choose a function Φ ∈ S(R) such that Φ(z2) = φ(z)z−λ,
z ∈ (0,∞). By using [30, p. 86] we have that
| λτy(φ(t))(z)| ≤C (yz)
λ
t2λ+1
∫ pi
0
(sin θ)2λ−1
∣∣∣∣Φ( (y − z)2 + 2yz(1− cos θ)t2
)∣∣∣∣ dθ
≤Ct(yz)λ
∫ pi
0
(sin θ)2λ−1
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+1
dθ ≤ C t
t2 + (y − z)2 , t, y, z ∈ (0,∞).(27)
Since g ∈ L∞c (0,∞), by taking into account that ddz (z−µJµ(z)) = −z−µJµ+1(z), z ∈ (0,∞), and
that
√
zJµ(z) is a bounded function on (0,∞), for every µ > −1/2, we obtain
d
dx
hλ(g)(x) =
λ
x
hλ(g)(x)− hλ+1(yg)(x), x ∈ (0,∞).
By iterating this argument we conclude that hλ(g) ∈ C∞(0,∞). Moreover, since
√
zJµ(z) and
z−µJµ(z) are bounded functions on (0,∞), for every µ > −1/2, the functions hλ(g) and ddxhλ(g)
are bounded on (0,∞) because λ > 1. According to [37, Lemma 8], hλ(ψ(t)) ∈ Sλ(0,∞), t > 0.
Then, by taking into account (3) and that λ > 1, we get
hλ
(
u−λhλ(ψ(t))(u)hλ(g)(u)
)
(x) =
1
1 + x2
hλ
(
(1 + ∆λ,u)
(
u−λhλ(ψ(t))(u)hλ(g)(u)
))
(x), x ∈ (0,∞).
On the other hand, yλg ∈ L1(0,∞) and ψ ∈ Sλ(0,∞). Then, yλ(ψ(t)#λg) ∈ L1(0,∞) and
hλ(ψ(t))(y)hλ(g)(y) ∈ L1(0,∞), and we obtain
(g#λψ(t))(x) =
1
1 + x2
hλ
(
(1 + ∆λ)
(
u−λhλ(ψ(t))(u)hλ(g)(u)
))
(x), x ∈ (0,∞).
We write
1 + ∆λ = 1− (2λ+ 1)xλ
(
1
x
D
)
x−λ − xλ+2
(
1
x
D
)2
x−λ.
Then,
(1 + ∆λ)
(
u−λhλ(ψ(t))(u)hλ(g)(u)
)
= (ut)−λhλ(ψ)(ut)hλ(g)(u)
− (2λ+ 1)uλ
[(
1
u
D
)(
(ut)−λhλ(ψ)(ut)
)
u−λhλ(g)(u) + (ut)−λhλ(ψ)(ut)
(
1
u
D
)(
u−λhλ(g)(u)
)]
− uλ+2
[(
1
u
D
)2 (
(ut)−λhλ(ψ)(ut)
)
u−λhλ(g)(u) + 2
(
1
u
D
)(
(ut)−λhλ(ψ)(ut)
)
·
(
1
u
D
)(
u−λhλ(g)(u)
)
+ (ut)−λhλ(ψ)(ut)
(
1
u
D
)2 (
u−λhλ(g)(u)
)]
, t, u ∈ (0,∞).
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By using again that hλ(ψ) ∈ Sλ(0,∞) and that the function z−µJµ(z) is bounded on (0,∞), for
every µ > −1/2, we deduce that, for some m ∈ N,∣∣hλ ((1 + ∆λ) (u−λhλ(ψ(t))(u)hλ(g)(u))) (x)∣∣ ≤ Ct−m, t, x ∈ (0,∞).
Putting together the above estimates we get,∫ ∞
0
∣∣∣ λτy(φ(t))(z)(g#λψ(t))(y)dy∣∣∣ ≤ C
tm
∫ ∞
0
t
(t2 + (y − z)2)(1 + y2)dy
≤ C
tm
(
t
t2 + z2
∫ z/2
0
dy
1 + y2
+
t
1 + z2
∫ ∞
z/2
dy
t2 + (y − z)2
)
≤ CN
m+1
1/N2 + z2
∫ ∞
0
dy
1 + y2
+
CNm+1
1 + z2
∫ ∞
0
dy
t2 + (y − z)2
≤ CN
1 + z2
, t ∈ (1/N,N), z ∈ (0,∞).
Thus (26) is established.
Since g ∈ L∞c (0,∞), g defines an element Tg ∈ Sλ(0,∞)′ by
〈Tg, ϕ〉 =
∫ ∞
0
g(x)ϕ(x)dx, ϕ ∈ Sλ(0,∞).
According to [7] we can write∫ ∞
0
λτy(φ(t))(z)(g#λψ(t))(y)dy =
((
Tg#λψ(t)
)
#λφ(t)
)
(z) =
(
Tg#λ
(
ψ(t)#λφ(t)
))
(z)
=
(
g#λ
(
ψ(t)#λφ(t)
))
(z), z ∈ (0,∞).
Hence, for every ϕ ∈ Sλ(0,∞), Tg#λϕ is defined by
(Tg#λϕ)(x) = 〈Tg, λτxϕ〉, x ∈ (0,∞),
(see [7] for details about distributional Hankel convolution).
Note that, by using the interchange formula, we get
hλ
(
ψ(t)#λφ(t)
)
(x) =x−λhλ(ψ(t))(x)hλ(φ(t))(x) =
x−λ
tλ
hλ(ψ)(xt)
1
tλ
hλ(φ)(xt)
=
1
tλ
hλ (ψ#λφ) (xt) = hλ
(
(ψ#λφ)(t)
)
(x), t, x ∈ (0,∞).
Hence, ψ(t)#λφ(t) = (ψ#λφ)(t), t ∈ (0,∞). Since ψ#λφ ∈ Sλ(0,∞) ([28, Proposition 2.2, (i)]) and
g ∈ L∞c (0,∞), from (27) it follows that, for every N ∈ N,∫ N
1/N
∫ ∞
0
|g(y) λτz(ψ(t)#λφ(t))(y)|dydt
t
≤C
∫ N
1/N
∫ ∞
0
|g(y)|t
t2 + (y − z)2
dydt
t
≤ C
∫ N
1/N
dt
t2
∫ ∞
0
|g(y)|dy <∞.
In addition, we have that∫ N
1/N
∫ pi
0
(sin θ)2λ−1
∣∣∣(ψ#λφ)(t) (√(z − y)2 + 2zy(1− cos θ))∣∣∣
((z − y)2 + 2zy(1− cos θ))λ/2 dθ
dt
t
<∞, y, z ∈ (0,∞), N ∈ N.
Thus, we obtain∫ N
1/N
∫ ∞
0
λτy(φ(t))(z)(g#λψ(t))(y)dy
dt
t
=
(
g#λ
(∫ N
1/N
φ(t)#λψ(t)
dt
t
))
(z), z ∈ (0,∞).(28)
The inner integral can be written as∫ N
1/N
(φ(t)#λψ(t))(u)
dt
t
=
∫ ∞
1/N
(φ(t)#λψ(t))(u)
dt
t
−
∫ ∞
N
(φ(t)#λψ(t))(u)
dt
t
=G(1/N)(u)−G(N)(u), u ∈ (0,∞) and N ∈ N,
where
G(u) =
∫ ∞
1
(φ(t)#λψ(t))(u)
dt
t
, u ∈ (0,∞).
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Since
∫∞
0
yλφ(y)dy =
∫∞
0
yλψ(y)dy = 0, we deduce∫ ∞
0
yλ(φ#λψ)(y)dy =2
λ−1/2Γ(λ+ 1/2) lim
x→0+
∫ ∞
0
yλ(xy)−λ+1/2Jλ−1/2(xy)(φ#λψ)(y)dy
=2λ−1/2Γ(λ+ 1/2) lim
x→0+
x−λ
∫ ∞
0
(xy)1/2Jλ−1/2(xy)(φ#λψ)(y)dy
=2λ−1/2Γ(λ+ 1/2) lim
x→0+
x−2λhλ(φ)(x)hλ(ψ)(x)
=
1
2λ−1/2Γ(λ+ 1/2)
∫ ∞
0
yλφ(y)dy
∫ ∞
0
yλψ(y)dy = 0.
Moreover, by using [38, (3), p. 135, and Lemma 5.4-1, (3)] and taking into account that φ#λψ ∈
Sλ(0,∞), we obtain∫ ∞
0
y2λ+2k
(
1
y
d
dy
)k (
y−λ(φ#λψ)(y)
)
dy
=2λ+k−1/2Γ(λ+ k + 1/2) lim
x→0+
x−λ−khλ+k
(
yλ+k
(
1
y
d
dy
)k (
y−λ(φ#λψ)(y)
))
(x)
=2λ+k−1/2Γ(λ+ k + 1/2)(−1)k lim
x→0+
x−λhλ (φ#λψ) (x)
=
2kΓ(λ+ k + 1/2)(−1)k
Γ(λ+ 1/2)
∫ ∞
0
yλ(φ#λψ)(y)dy = 0, k ∈ N.(29)
Let k,m ∈ N. Then, we can write
um
(
1
u
d
du
)k (
u−λG(u)
)
=um
(
1
u
d
du
)k ∫ ∞
1
(u
t
)−λ
(φ#λψ)
(u
t
) dt
t2λ+2
=um
∫ ∞
1
(
1
v
d
dv
)k (
v−λ(φ#λψ)(v)
)
|v=u/t
dt
t2λ+2k+2
=um−2k−2λ−1
∫ u
0
v2λ+2k
(
1
v
d
dv
)k (
v−λ(φ#λψ)(v)
)
dv.
By (29) and by applying L’Hôpital’s rule we deduce that
lim
u→0+
∣∣∣∣∣um
(
1
u
d
du
)k (
u−λG(u)
)∣∣∣∣∣ ≤ C limu→0+
∣∣∣∣∣u−2k−2λ−1
∫ u
0
v2λ+2k
(
1
v
d
dv
)k (
v−λ(φ#λψ)(v)
)
dv
∣∣∣∣∣
≤ Cβλ0,k(φ#λψ) <∞,
and, if m > 2k + 2λ+ 1,
lim
u→∞
∣∣∣∣∣um
(
1
u
d
du
)k (
u−λG(u)
)∣∣∣∣∣ = limu→∞
∣∣∣∣∣um−2k−2λ−1
∫ u
0
v2λ+2k
(
1
v
d
dv
)k (
v−λ(φ#λψ)(v)
)
dv
∣∣∣∣∣
≤ Cβλm,k(φ#λψ) <∞.
When m ≤ 2k + 2λ+ 1, this last limit is equal to zero. We conclude that G ∈ Sλ(0,∞).
Take α > 0 such that supp g ⊂ [0, α]. According to (27), we get∣∣g#λG(s)(z)∣∣ ≤‖g‖L∞(0,∞) ∫ ∞
0
| λτz(G(s))(y)|dy ≤ C
∫ ∞
0
s
(z − y)2 + s2 dy
≤C ≤ C
1 + z2
, 0 < z ≤ 2α and s ∈ (0,∞).
Moreover, from the penultimate estimate in (27), it follows that∣∣g#λG(s)(z)∣∣ ≤C‖g‖L∞(0,∞) ∫ α
0
| λτz(G(s))(y)|dy ≤ C
∫ α
0
(zy)λ
|z − y|2λ+1 dy
≤ C
z1+λ
≤ C
1 + z2
, z > 2α and s ∈ (0,∞),
because λ > 1.
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Hence, we conclude that
(30) sup
N∈N
∣∣∣∣∣
(
g#λ
(∫ N
1/N
φ(t)#λψ(t)
dt
t
))
(z)
∣∣∣∣∣ ≤ C1 + z2 , z ∈ (0,∞).
Since the function
√
zJµ(z) is bounded in (0,∞), for every µ > −1/2, (30) and the interchange
formula (4) imply that
hλ
(
g#λ
(∫ N
1/N
φ(t)#λψ(t)
dt
t
))
(z) =
∫ N
1/N
hλ
(
g#λ(φ(t)#λψ(t))
)
(z)
dt
t
=hλ(g)(z)
∫ Nz
z/N
hλ(φ)(y)hλ(ψ)(y)
dy
y2λ+1
, z ∈ (0,∞) and N ∈ N.
Since hλ(φ), hλ(ψ) ∈ Sλ(0,∞) and
∫∞
0
yλφ(y)dy =
∫∞
0
yλψ(y)dy = 0, [38, Lemma 5.2-1] allows us
to see that
∫∞
0
|hλ(φ)(y)||hλ(ψ)(y)| dyy2λ+1 < ∞. Moreover, hλ is bounded from L2(0,∞) into itself.
Then, by taking into account again that φ and ψ are complementary functions, the dominated
convergence theorem implies that
lim
N→∞
hλ(g)
∫ Nz
z/N
hλ(φ)(y)hλ(ψ)(y)
dy
y2λ+1
= hλ(g),
in L2(0,∞), and also that
lim
N→∞
∫ N
1/N
g#λ(φ(t)#λψ(t))
dt
t
= g,
in L2(0,∞). There exists an increasing sequence {Nk}∞k=1 ⊂ N for which
(31) lim
k→∞
∫ Nk
1/Nk
g#λ(φ(t)#λψ(t))(z)
dt
t
= g(z), a.e. z ∈ (0,∞).
By applying again the dominated convergence theorem (see (30)) and by (24), (25), (28), (31) we
obtain∫ ∞
0
∫ ∞
0
(f#λφ(t))(y)(g#λψ(t))(y)
dydt
t
=
∫ ∞
0
f(z) lim
k→∞
∫ Nk
1/Nk
(
g#λφ(t)#λψ(t)
)
(z)
dt
t
dz
=
∫ ∞
0
f(z)g(z)dz.
Thus, the proof is completed. 
3. Proof of Theorem 1.1
In this section we present the proof of Theorem 1.1.
3.1. Proof of Theorem 1.1, (i). By taking into account Hölder’s inequality it is sufficient to show
(i) when q > 1. Hence, from now on we assume that q > 1. Let f ∈ BMOo(R, X). Our objective
is to prove that there exists C > 0, that does not depend on f , such that,
(32)
(
1
|I|
∫
I
A+(f#λφ(t)
∣∣|I|/2)q(x)dx)1/q ≤ C‖f‖BMOo(R,X),
for every bounded interval I ⊂ (0,∞).
We take a bounded interval I = (xI − |I|/2, xI + |I|/2) ⊂ (0,∞). The function f is decomposed
as follows
fχ(0,∞) = (f − f3I)χ3I + (f − f3I)χ(0,∞)\3I + f3I = f1 + f2 + f3,
where 3I = (0,∞) ∩ (xI − 3|I|/2, xI + 3|I|/2). We write Fi = fi#λφ(t), i = 1, 2, 3. The estimation
in (32) will be shown when we establish that
(33)
(
1
|I|
∫
I
A+(Fi
∣∣|I|/2)q(x)dx)1/q ≤ C‖f‖BMOo(R,X), i = 1, 2, 3.
From [32, Proposition 1.1] we deduce that
‖F1(y, t)χΓ|I|/2+ (x)(y, t)‖γ(L2((0,∞)2, dydtt2 );X) ≤ ‖F1(y, t)χΓ+(x)(y, t)‖γ(L2((0,∞)2, dydtt2 );X), x ∈ (0,∞).
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Then, Lemma 2.1 implies that(
1
|I|
∫
I
A+(F1
∣∣|I|/2)q(x)dx)1/q ≤ 1|I|q ‖A+(F1)‖Lq(0,∞) ≤ C
(
1
|3I|
∫
3I
‖f(x)− f3I‖qXdx
)1/q
≤C‖f‖BMOo(R,X).
We now proof (33) for i = 2. Observe that
A+(F2
∣∣|I|/2)(x) =‖(f2#λφ(t))(y)χΓ|I|/2+ (x)(y, t)‖γ(L2((0,∞)2, dydtt2 );X)
≤
∫
(0,∞)\3I
∥∥∥(f(z)− f3I) λτy(φ(t))(z)χΓ|I|/2+ (x)(y, t)∥∥∥γ(L2((0,∞)2, dydt
t2
);X)
dz
=
∫
(0,∞)\3I
‖f(z)− f3I‖X
∥∥
λτy(φ(t))(z)
∥∥
L2
(
Γ
|I|/2
+ (x),
dydt
t2
) dz, x ∈ I.
Furthermore, by (27),
∥∥
λτy(φ(t))(z)
∥∥
L2
(
Γ
|I|/2
+ (x),
dydt
t2
) ≤C
(∫
Γ
|I|/2
+ (x)
dydt
|y − z|4
)1/2
≤ C |I||xI − z|2 , x ∈ I, z ∈ (0,∞) \ 3I.
Hence, by [16, Lemma 1.1, (a)] we obtain( 1
|I|
∫
I
A+(F2
∣∣|I|/2)q(x)dx)1/q ≤ C|I|∫
(0,∞)\3I
‖f(z)− f3I‖X
|xI − z|2 dz
≤C|I|
∞∑
k=0
∫
3k|I|<|xI−z|≤3k+1|I|
‖f(z)− f3I‖X
|xI − z|2 dz
≤C
∞∑
k=0
1
3k
(
1
3k|I|
∫
3k+1I
‖f(z)− f3k+1I‖X dz + ‖f3I − f3k+1I‖X
)
≤C
∞∑
k=0
k
3k
‖f‖BMOo(R,X) ≤ C‖f‖BMOo(R,X).
Next, we analyze (33) for i = 3. In general, f3I#λφ(t) 6= 0, even when the function xλφ has
vanishing integral. This is not the case when considering the usual convolution, see [23, p. 48].
Observe that,
1
|I|
∫
I
A+(F3
∣∣|I|/2)q(x)dx =‖f3I‖qX 1|I|
∫
I
(∫
Γ
|I|/2
+ (x)
∣∣∣∣∫ ∞
0
λτy(φ(t))(z)dz
∣∣∣∣2 dydtt2
)q/2
dx.
In addition, taking into account that
‖f3I‖X ≤ CxI + |I||I| ‖f‖BMOo(R,X),
and writing∣∣∣∣∫ ∞
0
λτy(φ(t))(z)dz
∣∣∣∣ ≤ ∫ y/2
0
∣∣
λτy(φ(t))(z)
∣∣ dz + ∣∣∣∣∣
∫ 2y
y/2
λτy(φ(t))(z)dz
∣∣∣∣∣+
∫ ∞
2y
∣∣
λτy(φ(t))(z)
∣∣ dz
=
3∑
j=1
Jj(y, t), t, y ∈ (0,∞),
it is enough to prove that
(34)
(xI + |I|)q
|I|q+1
∫
I
(∫ |I|/2
0
∫ x+t
max{0,x−t}
|Jj(y, t)|2 dydt
t2
)q/2
dx ≤ C, j = 1, 2, 3,
being C > 0 a constant independent of I and f .
By (27) we can obtain the following estimations
(35) J1(y, t) ≤ C
∫ y/2
0
(yz)λt
[(y − z)2 + t2]λ+1 dz ≤ C
y2λ+1t
(y2 + t2)λ+1
≤ C t
t+ y
, t, y ∈ (0,∞),
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(36) J2(y, t) ≤ C
∫ 2y
y/2
(yz)λt
[(y − z)2 + t2]λ+1 dy ≤ C
(y
t
)2λ+1
, t, y ∈ (0,∞),
and
J3(y, t) ≤C
∫ ∞
2y
(yz)λt
[(y − z)2 + t2]λ+1 dz ≤ Cy
λt
∫ ∞
2y
zλ
(z2 + t2)λ+1
dz
≤Cyλt
∫ ∞
2y
1
(z + t)λ+2
dz ≤ C y
λt
(y + t)λ+1
≤ C t
t+ y
, t, y ∈ (0,∞).(37)
Furthermore we will need the relation
(38) J2(y, t) ≤ C t
y
, t, y ∈ (0,∞).
To obtain this bound we have to proceed in a more involved way. We keep the same notation
introduced in the proof of Lemma 2.1. We have that
|K2(z; y, t)| ≤ C (yz)
λ
t2λ+1
∫ pi
pi/2
(sin θ)2λ−1
(
t2
y2 + z2 − 2yz cos θ
)λ+1
dθ ≤ C t
zy
, t, y, z ∈ (0,∞),
and
|K1,4(z; y, t)| ≤ C (yz)
λ
t2λ+1
∫ ∞
pi/2
θ2λ−1
(
t2
yzθ2
)λ+1
dθ ≤ C t
zy
, t, y, z ∈ (0,∞).
Also by [5, p. 483] we obtain∣∣∣K1(z; y, t)−K1,1(z; y, t)∣∣∣ ≤C (yz)λ
t2λ+1
∫ pi/2
0
∣∣(sin θ)2λ−1 − θ2λ−1∣∣ ( t2
t2 + (z − y)2 + 2yz(1− cos θ)
)λ+1
dθ
≤t(yz)λ
∫ pi/2
0
θ2λ+1
[t2 + (z − y)2 + zyθ2]λ+1 dθ
≤C t
zy
(
1 + log+
z
|z − y|
)
, t ∈ (0,∞), y/2 < z < 2y,
and∣∣∣K1,1(z; y, t)−K1,2(z; y, t)∣∣∣ ≤C (yz)λ
t2λ+1
∫ pi/2
0
θ2λ−1
∣∣∣∣Φ( (y − z)2 + 2yz(1− cos θ)t2
)
− Φ
(
(y − z)2 + yzθ2
t2
)∣∣∣∣ dθ
≤C (yz)
λ
t2λ+1
∫ pi/2
0
θ2λ+3
yz
t2
(
t2
t2 + (y − z)2 + yzθ2
)λ+2
dθ
≤t(yz)λ
∫ pi/2
0
θ2λ+1
[t2 + (z − y)2 + zyθ2]λ+1 dθ
≤C t
zy
(
1 + log+
z
|z − y|
)
, t ∈ (0,∞), y/2 < z < 2y.
With all the above estimations and (15) we get
|J2(y, t)| ≤
∣∣∣ ∫ 2y
y/2
(
K2(z; y, t) + (K1(z; y, t)−K1,1(z; y, t)) + (K1,1(z; y, t)−K1,2(z; y, t))
+ Ψt(y − z)−K1,4(z; y, t)
)
dz
∣∣∣
≤C
( t
y
∫ 2y
y/2
1
z
(
1 + log+
z
|z − y|
)
dz +
∣∣∣∣∫
R
Ψt(y − z)dz
∣∣∣∣+ ∫
(−∞,y/2)∪(2y,∞)
|Ψt(y − z)|dz
)
≤C t
y
, t, y ∈ (0,∞).
We are ready to prove (34). It is important to analyze carefully the region of integration, that is
the truncated cone Γ|I|/2+ (x), x ∈ (0,∞). We distinguish two cases. Assume first 2|I| < xI . Then,
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using estimates (35), (37) and (38) we get, for j = 1, 2, 3,
(xI + |I|)q
|I|q+1
∫
I
(∫ |I|/2
0
∫ x+t
max{0,x−t}
|Jj(y, t)|2 dydt
t2
)q/2
dx ≤ C x
q
I
|I|q+1
∫
I
(∫ |I|/2
0
∫ xI+|I|
xI−|I|
t2
y2
dydt
t2
)q/2
dx
≤C x
q
I
|I|q/2
(
1
xI − |I| −
1
xI + |I|
)q/2
≤ C x
q
I
|I|q/2
|I|q/2
(xI − |I|)q ≤ C.
Suppose now that |I|/2 ≤ xI ≤ 2|I|. If x ∈ I, then xI−|I|/2 < x < |I|/2 or |I|/2 ≤ x < xI+|I|/2.
We are going to consider each situation separately. In the sequel
∫ b
a
g(z)dz = 0 provided that a ≥ b.
By (35) and (37) we can write, for j = 1, 3,
(xI + |I|)q
|I|q+1
∫ |I|/2
xI−|I|/2
(∫ |I|/2
0
∫ x+t
max{0,x−t}
|Jj(y, t)|2 dydt
t2
)q/2
dx
≤ C|I|
∫ |I|/2
0
({∫ x
0
∫ x+t
x−t
+
∫ |I|/2
x
∫ x+t
0
}
dydt
(t+ y)2
)q/2
dx
≤C
 1
|I|
∫ |I|/2
0
(∫ x
0
∫ 2x
0
dydt
x2
)q/2
dx+
1
|I|
∫ |I|/2
0
(∫ |I|/2
x
∫ 2t
0
dydt
t2
)q/2
dx

≤C
(
1 +
1
|I|
∫ |I|/2
0
(
log
|I|
2x
)q/2
dx
)
≤ C
(
1 +
1
|I|
∫ |I|/2
0
( |I|
2x
)1/2
dx
)
≤ C,
because log z ≤ zα, for every z > 0 and α > 0. If j = 2 we apply (36) and (38) to obtain
(xI + |I|)q
|I|q+1
∫ |I|/2
xI−|I|/2
(∫ |I|/2
0
∫ x+t
max{0,x−t}
|J2(y, t)|2 dydt
t2
)q/2
dx
≤ C|I|
∫ |I|/2
0
({∫ x/2
0
∫ x+t
x−t
+
∫ x
x/2
∫ x+t
x−t
+
∫ |I|/2
x
∫ x+t
0
}
|J2(y, t)|2 dydt
t2
)q/2
dx
≤C
 1
|I|
∫ |I|/2
0
(∫ x/2
0
∫ x+t
x−t
dydt
y2
)q/2
dx+
1
|I|
∫ |I|/2
0
(∫ x
x/2
∫ 2x
0
(y
t
)4λ+2 dydt
t2
)q/2
dx
+
1
|I|
∫ |I|/2
0
(∫ |I|/2
x
∫ 2t
0
(y
t
)4λ+2 dydt
t2
)q/2
dx

≤C
 1
|I|
∫ |I|/2
0
(∫ x/2
0
∫ 2x
0
dydt
x2
)q/2
dx+
1
|I|
∫ |I|/2
0
(∫ x
x/2
x4λ+3
t4λ+4
dt
)q/2
dx
+
1
|I|
∫ |I|/2
0
(∫ |I|/2
x
∫ 2t
0
dydt
t2
)q/2
dx
 ≤ C.
On the other hand, applying again (35) and (37), for j = 1, 3, we get
(xI + |I|)q
|I|q+1
∫ xI+|I|/2
|I|/2
(∫ |I|/2
0
∫ x+t
max{0,x−t}
|Jj(y, t)|2 dydt
t2
)q/2
dx
≤ C|I|
∫ 3|I|
|I|/2
(∫ |I|/2
0
∫ x+t
x−t
dydt
(t+ y)2
)q/2
dx ≤ C|I|
∫ 3|I|
|I|/2
(∫ |I|/2
0
∫ 4|I|
0
dydt
|I|2
)q/2
dx ≤ C,
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and by (36) and (38), it follows that
(xI + |I|)q
|I|q+1
∫ xI+|I|/2
|I|/2
(∫ |I|/2
0
∫ x+t
max{0,x−t}
|J2(y, t)|2 dydt
t2
)q/2
dx
≤C
 1
|I|
∫ 3|I|
|I|/2
(∫ |I|/4
0
∫ x+t
x−t
dydt
y2
)q/2
dx+
1
|I|
∫ 3|I|
|I|/2
(∫ |I|/2
|I|/4
∫ x+t
x−t
(y
t
)4λ+2 dydt
t2
)q/2
dx

≤C
 1
|I|
∫ 3|I|
|I|/2
(∫ |I|/4
0
∫ 4|I|
0
dydt
|I|2
)q/2
dx+
1
|I|
∫ 3|I|
|I|/2
(∫ |I|/2
|I|/4
∫ 4|I|
0
y4λ+2
|I|4λ+4 dydt
)q/2
dx

≤C.
Note that all the constants C that appear do not depend on I and f . This shows (34) and therefore
the proof of (32) is finished.

3.2. Proof of Theorem 1.1, (ii). Suppose that C+q (f#λφ(t)) ∈ L∞(0,∞), for some 0 < q <
∞. Since X is a UMD space, it is also reflexive and therefore BMOo(R, X) is the dual space of
H1o (R, X∗) (see [8] and [5, p. 466]). If L∞c,o(R) denotes the space of odd bounded functions with
compact support in R, then L∞c,o(R) is a dense subspace of H1o (R). Hence, according to [20, Lemma
2.4], L∞c,o(R)⊗X∗ is a dense subspace of H1o (R, X∗). Our objective is to see that f ∈ BMOo(R, X).
In order to prove this it is sufficient to show that, for a certain C > 0,∣∣∣∣∫
R
〈f(x), g(x)〉dx
∣∣∣∣ ≤ C‖g‖H1o(R,X∗), g ∈ L∞c,o(R)⊗X∗.
Let g ∈ L∞c,o(R)⊗X∗. We can write g =
∑N
i=1 aigi, where ai ∈ X∗ and gi ∈ L∞c,o(R), i = 1, . . . , N .
It is clear that ∫
R
〈f(x), g(x)〉dx = 2
∫ ∞
0
〈f(x), g(x)〉dx = 2
N∑
i=1
∫ ∞
0
fi(x)gi(x)dx,
where fi(x) = 〈f(x), ai〉, x ∈ R. Let i = 1, . . . , N . We have that (1 + x2)−1fi ∈ L1(0,∞). Since C
is a UMD space, by using Lemma 2.3, A+(gi#λψ(t)) ∈ L1(0,∞), for every ψ ∈ Sλ(0,∞) such that∫∞
0
xλψ(x)dx = 0. Moreover,
‖C+q (fi#λφ(t))‖L∞(0,∞) ≤ ‖ai‖X∗‖C+q (f#λφ(t))‖L∞(0,∞) <∞.
We choose a function ψ ∈ Sλ(0,∞) that is complementary to φ and such that
∫∞
0
xλψ(x)dx = 0.
By applying now Lemma 2.5 we get∫
R
〈f(x), g(x)〉dx =2
N∑
i=1
∫ ∞
0
∫ ∞
0
(fi#λφ(t))(y)(gi#λψ(t))(y)
dydt
t
=2
N∑
i=1
∫ ∞
0
∫ ∞
0
〈
(f#λφ(t))(y), ai
〉
(gi#λψ(t))(y)
dydt
t
=2
∫ ∞
0
∫ ∞
0
〈
(f#λφ(t))(y),
N∑
i=1
ai(gi#λψ(t))(y)
〉
dydt
t
=2
∫ ∞
0
∫ ∞
0
〈(f#λφ(t))(y), (g#λψ(t))(y)〉dydt
t
.
According to Lemma 2.3 and Lemma 2.4, it follows that∣∣∣∣∫
R
〈f(x), g(x)〉dx
∣∣∣∣ ≤C ∫ ∞
0
∫ ∞
0
∣∣〈(f#λφ(t))(y), (g#λψ(t))(y)〉∣∣ dydt
t
≤C
∫ ∞
0
C+q (f#λφ(t))(x)A
+(g#λψ(t))(x)dx
≤C‖C+q (f#λφ(t))‖L∞(0,∞)‖A+(g#λψ(t))‖L1(0,∞)
≤C‖C+q (f#λφ(t))‖L∞(0,∞)‖g‖H1o(R,X∗).
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Hence, we conclude that f ∈ BMOo(R, X) and
‖f‖BMOo(R,X) ≤ C‖C+q (f#λφ(t))‖L∞(0,∞).

4. Proof of Theorem 1.5
4.1. Proof of (i)⇒ (ii). Assume thatX is a UMD Banach space and f is an oddX-valued function
such that (1 + x2)−1f ∈ L1(R, X). According to Theorem 1.4 we need only to show that, for a
certain C > 0, ∥∥∥∥C+q (∫ ∞
0
f(z)tDλ,zP
λ
t (z, y)dz
)∥∥∥∥
L∞(0,∞)
≤ C‖f‖BMOo(R,X).
We are going to follow the same procedure as in the proof of (i) in Theorem 1.1. We fix a bounded
interval I = (xI − |I|/2, xI + |I|/2) ⊂ (0,∞) and we decompose f as usual by
fχ(0,∞) = (f − f3I)χ3I + (f − f3I)χ(0,∞)\3I + f3I = f1 + f2 + f3,
where 3I = (0,∞) ∩ (xI − 3|I|/2, xI + 3|I|/2). Our objective is to see that
(39)
(
1
|I|
∫
I
A+(Gi
∣∣|I|/2)q(x)dx)1/q ≤ C‖f‖BMOo(R,X),
where C > 0 does not depend on I and f , and
Gi(y, t) =
∫ ∞
0
fi(z)tDλ,zP
λ
t (z, y)dz, t, y ∈ (0,∞), i = 1, 2, 3.
Lemma 2.2 implies (39) for i = 1. To show (39) for i = 2 it is enough to establish that
(40)
∣∣tDλ,zPλt (z, y)∣∣ ≤ C tt2 + (y − z)2 , t, y, z ∈ (0,∞).
We can write∣∣tDλ,zPλt (z, y)∣∣ ≤ C (Pλt (z, y) + t(yz)λ ∫ pi
0
(sin θ)2λ−1y(1− cos θ)
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+3/2 dθ
)
, t, y, z ∈ (0,∞).
Observe that
t(yz)λ
∫ pi
pi/2
(sin θ)2λ−1y(1− cos θ)
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+3/2 dθ ≤ C
t(yz)λ
t2 + (y − z)2
∫ pi
pi/2
(sin θ)2λ−1
[y2 + z2 + t2 − 2yz cos θ]λ dθ
≤C t
t2 + (y − z)2
(
yz
y2 + z2
)λ
≤ C t
t2 + (y − z)2 , t, y, z ∈ (0,∞).
(41)
In order to analyze the integral over (0, pi/2) we distinguish two situations. Suppose first that
t, y, z ∈ (0,∞) and z ≥ |y − z|+ t. Then
t(yz)λ
∫ pi/2
0
(sin θ)2λ−1y(1− cos θ)
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+3/2 dθ ≤ Cty(yz)
λ
∫ pi/2
0
θ2λ+1
[(y − z)2 + t2 + yzθ2]λ+3/2 dθ
≤C t
z[(y − z)2 + t2]1/2
∫ ∞
0
u2λ+1
(1 + u2)λ+3/2
du ≤ C t
(y − z)2 + t2 .
(42)
On the other hand, if t, y, z ∈ (0,∞) and z < |y − z|+ t, we obtain
t(yz)λ
∫ pi/2
0
(sin θ)2λ−1y(1− cos θ)
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+3/2 dθ ≤ C
ty
(|y − z|2 + t2)3/2
∫ pi/2
0
θ2λ+1
(
yz
yzθ2
)λ
dθ
≤C t(|y − z|+ z)
(|y − z|2 + t2)3/2 ≤ C
t
(y − z)2 + t2 .
(43)
By [30, p. 86], (41), (42) and (43) we conclude that (40) holds.
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Finally, we are going to show (39) for i = 3. We have that∣∣∣∣∫ ∞
0
tDλ,zP
λ
t (z, y)dz
∣∣∣∣ ≤∫ y/2
0
∣∣tDλ,zPλt (z, y)∣∣ dz +
∣∣∣∣∣
∫ 2y
y/2
tDλ,zP
λ
t (z, y)dz
∣∣∣∣∣+
∫ ∞
2y
∣∣tDλ,zPλt (z, y)∣∣ dz
=
3∑
j=1
Mj(y, t), t, y ∈ (0,∞).
Our objective is to establish forMj , j = 1, 2, 3, estimates similar to (35), (36), (37) and (38). From
(40) we deduce that
Mj(y, t) ≤ C t
t+ y
, t, y ∈ (0,∞), j = 1, 3.
We also have that
M2(y, t) ≤ C
∫ 2y
y/2
t(zy)λy
t2λ+3
dz ≤ C
(y
t
)2λ+2
, t, y ∈ (0,∞).
Note that the exponent in the last inequality differs from the one appearing in (36), but the com-
putations made in the proof (i) in Theorem 1.1 can be done in the same way.
Our last step will be to justify that
M2(y, t) ≤ C t
y
, t, y ∈ (0,∞).
By keeping the notation in the proof of Lemma 2.2 we can write
M2(y, t) ≤
∣∣∣ ∫ 2y
y/2
(
L2(z; y, t) + (L1(z; y, t)− L1,1(z; y, t)) + (L1,1(z; y, t)− L1,2(z; y, t))
+ (L1,6(z; y, t)− L1,4(z; y, t)) + t∂z(Pt(y − z))
)
dz
∣∣∣.
We treat each summand. We get
|L2(z; y, t)| ≤Ct2(yz)λ
∫ pi
pi/2
(sin θ)2λ−1(|z − y|+ y)
[(y − z)2 + t2 + 2yz(1− cos θ)]λ+2 dθ
≤Ct(yz)λ
∫ pi
pi/2
(sin θ)2λ−1
[y2 + z2 + t2 − 2yz cos θ]λ+1 dθ
≤C t
yz
(
yz
y2 + z2
)λ+1
≤ C t
yz
, t, y, z ∈ (0,∞).
Also, by [5, p. 483] it follows that
|L1(z; y, t)− L1,1(z; y, t)| ≤Ct2(yz)λ
∫ pi/2
0
θ2λ+1(|z − y|+ yθ2)
[(y − z)2 + t2 + yzθ2]λ+2 dθ
≤Ct(yz)λ
∫ pi/2
0
θ2λ+1
[(y − z)2 + t2 + yzθ2]λ+1 dθ
≤C t
yz
(
1 + log+
z
|z − y|
)
, t ∈ (0,∞), y/2 < z < 2y,
and
|L1,1(z; y, t)− L1,2(z; y, t)| ≤Ct2(yz)λ
∫ pi/2
0
θ2λ+3y
[(y − z)2 + t2 + yzθ2]λ+2 dθ
≤C t
yz
(
1 + log+
z
|z − y|
)
, t ∈ (0,∞), y/2 < z < 2y.
Moreover, by (17) we obtain
|L1,6(z; y, t)− L1,4(z; y, t)| ≤C
(
Iλ(z; y, t) + t(yz)λ
∫ ∞
pi/2
θ2λ−1
[(y − z)2 + t2 + yzθ2]λ+1 dθ
)
, t, y, z ∈ (0,∞),
where Iλ is defined in (18). We have that
t(yz)λ
∫ ∞
pi/2
θ2λ−1
[(y − z)2 + t2 + yzθ2]λ+1 dθ ≤ Ct(yz)
λ
∫ ∞
pi/2
θ2λ−1
(yzθ2)λ+1
dθ ≤ C t
yz
, t, y, z ∈ (0,∞).
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Also, we write
Iλ(z; y, t) =t2(yz)λ
∫ ∞
0
θ2λ+1y
[(y − z)2 + t2 + yzθ2]λ+2 dθ − t
2(yz)λ
∫ ∞
pi/2
θ2λ+1y
[(y − z)2 + t2 + yzθ2]λ+2 dθ
=I1λ(z; y, t)− I2λ(z; y, t), t, y, z ∈ (0,∞).
The change of variables u = θ
√
zy/((z − y)2 + t2) leads to
I1λ(z; y, t) ≤Ct2(yz)λ−1/2
∫ ∞
0
θ2λ−1
[(y − z)2 + t2 + yzθ2]λ+1 dθ = C
t2√
zy
1
(z − y)2 + t2
∫ ∞
0
u2λ−1
(1 + u2)λ+1
dy
≤C t
y
Pt(y − z), t ∈ (0,∞), y/2 < z < 2y.
We have that
I2λ(z; y, t) ≤Ct(yz)λ
∫ ∞
pi/2
θ2λ+1y
(yzθ2)λ+3/2
dθ ≤ C t
yz
, t ∈ (0,∞), y/2 < z < 2y.
Putting together the above estimates and taking into account that
∫
R ∂zPt(u− z)du = 0, z ∈ R, we
obtain
M2(y, t) ≤C
[
t
y
∫ 2y
y/2
(
1
z
(
1 + log+
z
|z − y|
)
+ Pt(y − z)
)
dz +
∫
(−∞,y/2)∪(2y,∞)
Pt(y − z)dz
]
≤C t
y
[∫ 2
1/2
1
u
(
1 + log+
1
|1− u|
)
du+
∫
R
Pt(u)du+ 1
]
≤C t
y
, t, y ∈ (0,∞).
Then, (39) for i = 3 can be proved by proceeding as in the proof of the corresponding property in
Theorem 1.1.
Thus the proof of this part of Theorem 1.5 is completed.

4.2. Proof of (ii)⇒ (i). According to [6, Theorem 2.1], in order to see that X is a UMD Banach
space, it is sufficient to show that the Riesz transform Rλ associated with the Bessel operator ∆λ,
can be extended to Lp((0,∞), X) as a bounded operator from Lp((0,∞), X) into itself, for some
1 < p <∞. We recall that Rλf = Dλ∆−1/2λ f , for every f ∈ C∞c (0,∞), where Dλ = xλ ddxx−λ and
∆
−1/2
λ f(x) =
∫ ∞
0
Pλt (f)(x)dt, f ∈ C∞c (0,∞) and x ∈ (0,∞).
Rλ is a Calderón-Zygmund operator ([2, Theorem 4.2 and Corollary 4.4]) and it can be extended
to Lp(0,∞), 1 ≤ p <∞, as the principal value integral operator
Rλf(x) = lim
ε→0+
∫ ∞
0,|x−y|>ε
Rλ(x, y)f(y)dy, a.e. x ∈ (0,∞),
for every f ∈ Lp(0,∞), 1 ≤ p <∞, where
Rλ(x, y) = x
λ
∫ ∞
0
∂x(x
−λPλt (x, y))dt, x, y ∈ (0,∞), x 6= y.
Rλ is a bounded operator from Lp(0,∞) into itself, for every 1 < p < ∞, and from L1(0,∞) into
L1,∞(0,∞). We denote by R∗λ the adjoint operator of Rλ in L2(0,∞). R∗λ is a principal value
integral operator given by, for every g ∈ L2(0,∞),
R∗λg(x) = lim
ε→0+
∫ ∞
0,|x−y|>ε
Rλ(y, x)g(y)dy, a.e x ∈ (0,∞).
We can see that
R∗λg = D
∗
λ∆
−1/2
λ+1 g, g ∈ C∞c (0,∞).
Since ∆λ+1 = DλD∗λ, R
∗
λ is the Riesz transformation associated with the Bessel operator ∆λ+1.
Moreover, R∗λ is a Calderón-Zygmund operator (see [2, Proposition 4.1]).
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R∗λ is extended to L
∞
c (0,∞)⊗X in the natural way. Our objective is to show that
(44) ‖(R∗λf)o‖BMOo(R,X) ≤ C‖fo‖BMOo(R,X), f ∈ L∞c (0,∞)⊗X,
where (R∗λf)o and fo denote the odd extensions to R of R∗λf and f , respectively. (44) implies that
X is a UMD space. Indeed, from (44) we deduce that
(45) ‖R∗λf‖BMO((0,∞),X) ≤ C‖f‖L∞((0,∞),X), f ∈ L∞c (0,∞)⊗X.
Suppose that E is a finite dimensional subspace of X. Then, L∞c (0,∞)⊗ E = L∞c ((0,∞), E). By
(45) we have that
(46) ‖R∗λf‖BMO((0,∞),E) ≤ C‖f‖L∞((0,∞),E), f ∈ L∞c ((0,∞), E).
Note that the constant C in (46) does not depend on the subspace E. Since R∗λ is a Calderón-
Zygmund operator, [27, Theorem 4.1] allows us to obtain that
‖R∗λf‖L2((0,∞),E) ≤ C‖f‖L2((0,∞),E), f ∈ L∞c ((0,∞), E),
where C > 0 is independent of E.
Hence, we conclude that
‖R∗λf‖L2((0,∞),X) ≤ C‖f‖L2((0,∞),X), f ∈ L∞c (0,∞)⊗X,
and, since [2, Theorem 2.1] also works when R∗λ replaces Rλ, X is UMD.
We are going to prove (44). Let f ∈ L∞c (0,∞) ⊗ X. The odd extension fo of f to R can be
written f =
∑N
j=1 bjfj , where fj ∈ L∞c,o(R) and bj ∈ X, j = 1, . . . , N ∈ N. We have that
R∗λ(f) =
N∑
j=1
bjR
∗
λ(fj),
on (0,∞).
Since R∗λ is a bounded operator from L
2(0,∞) into itself ([2, Theorem 4.2]), Hölder’s inequality
leads to ∫
R
‖R∗λ(f)(x)‖X
1 + x2
dx ≤C
N∑
j=1
‖bj‖X‖fj‖L2(0,∞).
Hence, we can apply (5) to obtain
(47) ‖(R∗λ(f))o‖BMOo(R,X) ≤ C‖C+q (t∂tPλt (R∗λ(f)))‖L∞(0,∞).
We define the function Qλt (f) by
Qλt (f)(x) =
∫ ∞
0
Qλt (x, y)f(y)dy =
N∑
j=1
bj
∫ ∞
0
Qλt (x, y)fj(y)dy, t, x ∈ (0,∞),
where
Qλt (x, y) =
2λ
pi
(xy)λ
∫ pi
0
(x− y cos θ)(sin θ)2λ−1
(x2 + y2 + t2 − 2xy cos θ)λ+1 dθ, t, x, y ∈ (0,∞).
The function Qλt (f) is called ∆λ-conjugate to the Poisson integral Pλt (f), because of the following
Cauchy-Riemann type equations
DλP
λ
t (f) = ∂tQ
λ
t (f), D
∗
λQ
λ
t (f) = ∂tP
λ
t (f),
being D∗λ = −x−λ ddxxλ.
We define the function Qλt (g) by
Qλt (g)(x) =
∫ ∞
0
Qλt (y, x)g(y)dy, t, x ∈ (0,∞),
where g ∈ L2(0,∞). The following Cauchy–Riemann type equations are satisfied
D∗λ,xP
λ+1
t (g) = ∂tQλt (g), Dλ,xQλt (g) = ∂tP
λ+1
t (g).
Moreover, by using the Hankel transformation (see [30, (16.5)]) we can prove that
Pλt (R
∗
λg) = Qλt (g), g ∈ L2(0,∞).
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The above relations allows us to write
∂tP
λ
t (R
∗
λf)(x) = ∂tQλt (f)(x) = D∗λ,xP
λ+1
t (f)(x), t, x ∈ (0,∞).
Also, from [26, (5.3.5)] it follows that
D∗λ,xP
λ+1
t (f)(x) =
∫ ∞
0
Dλ,zP
λ
t (x, z)f(z)dz, t, x ∈ (0,∞).
Hence, from (6) we deduce that
(48)
∥∥C+q (t∂tPλt (R∗λ(f)))∥∥L∞(0,∞) ≤ C‖fo‖BMOo(R,X).
By combining (47) and (48) we get (44) and the proof of this part of Theorem 1.5 is finished.

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