Abstract. We compute the Pinp2q-equivariant Seiberg-Witten Floer homology of Seifert rational homology three-spheres in terms of their Heegaard Floer homology. As a result of this computation, we prove Manolescu's conjecture that β "´μ for Seifert integral homology three-spheres. We show that the Manolescu invariants α, β, and γ give new obstructions to homology cobordisms between Seifert fiber spaces, and that many Seifert homology spheres Σpa1, ..., anq are not homology cobordant to any´Σpb1, ..., bnq. We then use the same invariants to give an example of an integral homology sphere not homology cobordant to any Seifert fiber space. We also show that the Pinp2q-equivariant Seiberg-Witten Floer spectrum provides homology cobordism obstructions distinct from α, β, and γ. In particular, we identify an FrU s-module called connected Seiberg-Witten Floer homology, whose isomorphism class is a homology cobordism invariant.
Introduction
Let Y be a closed, oriented three-manifold with b 1 " 0 and spin structure s, and let G " Pinp2q, the subgroup S 1 Y jS 1 of the unit quaternions. Manolescu introduced the G-equivariant Seiberg-Witten Floer homology SWFH G pY, sq in [17] , and with it the suite of invariants α, β, γ, defined analogously to the Frøyshov invariant of the usual, S 1 -equivariant, Seiberg-Witten Floer homology. The invariant SWFH G pY, sq is the G-equivariant homology of a Conley index coming from finite-dimensional approximation of the Seiberg-Witten equations on Y . As the G-equivariant homology of some stable homotopy type, SWFH G pY, sq comes with the structure of a module over H˚pBGq » Frq, vs{pq 3 q, where F is the field of two elements. The underlying G-stable homotopy type, SWF pY, sq, is also an invariant of the pair pY, sq. The invariant β was then used to disprove the triangulation conjecture: it is a lift, as a map of sets, from the Rokhlin homomorphism θ H 3 Ñ Z{2 to θ H 3 Ñ Z, where θ H 3 denotes the integral homology cobordism group of integral homology threespheres.
Let Y be a Seifert rational homology sphere with spin structure s, such that the base orbifold of the Seifert fibration of Y has S 2 as underlying space 1 . In the present paper, we use the description of the Seiberg-Witten moduli space given by Mrowka, Ozsváth, and Yu [19] to compute SWFH G pY, sq, as a module over Frq, vs{pq 3 q (Here, the action of v decreases grading by 4, and that of q decreases grading by 1). The description is in terms of the Heegaard Floer homology HF`pY, sq, defined in [26] , [25] . In particular, this description makes SWFH G pY, sq quickly computable, using the work of Ozsváth-Szabó, Némethi, and Can-Karakurt [24] , [20] , [9] . In order to obtain this description, we use both the equivalence of HF`andHM due to Kutluhan-Lee-Taubes [11] , and Colin-GhigginiHonda [3] and Taubes [33] , and the forthcoming work by Lidman and Manolescu on the equivalence ofHM and SWFH S 1 in [12] .
Our work in this paper is to relate SWFH S 1 pY, sq and SWFH G pY, sq when the underlying homotopy type SWF pY, sq is simple enough. This should be compared with [14] , in which Lin 1 There are also Seifert fibered rational homology spheres with base orbifold RP 2 , and some of them do not have a Seifert structure over S 2 . These are not considered in this paper. None of them are integral homology spheres. Furthermore, in order for a Seifert fiber space Y to be a rational homology sphere, it must fiber over an orbifold with underlying space either RP 2 or S 2 .
calculates the Pinp2q-monopole Floer homology in the setting of [13] for many classes of threemanifolds Y obtained by surgery on a knot. The approach there is based, similarly, on extracting information from the S 1 -equivariant theoryHM pY, sq of [10] , whenHM pY, sq is simple enough.
To state the calculation of SWFH G pY, sq, let T`denote FrU, U´1s{U FrU s, and T`piq " FrU´i`1, U´i`2, ...s{U FrU s. We also introduce the notation V`to denote Frv, v´1s{vFrvs, and V`piq " Frv´i`1, v´i`2, ...s{vFrvs. For any graded module M , let M n denote the submodule of homogeneous elements of degree n, and define M rks by M rks n " M n`k . Let Td pnq " T`pnqr´ds and Vd pnq " V`pnqr´ds. The module Td pnq is then supported in degrees from d to d`2pn´1q, with the parity of d. Let Y be a Seifert rational homology three-sphere with negative fibration; that is, the orbifold line bundle of Y is of negative degree (see Section 5) . For example, the Brieskorn sphere Σpa 1 , ..., a n q, for coprime a i , is of negative fibration.
Using the graded roots algorithm of Némethi [20] , we may write:
(1) HF`pY, sq " Ts`d q account for the irreducibles which cancel against the bottom of the infinite U -tower. The term J '2 accounts for the other irreducibles.
Let us denote by res
FrU s
Frvs the restriction functor from the map of modules Frvs Ñ FrU s given by v Ñ U 2 . The restriction functor converts Td pnq to Vd pt n`1 2 uq ' Vd`2pt n 2 uq. Theorem 1.1. Let Y be a Seifert rational homology three-sphere of negative fibration, fibering over an orbifold with underlying space S 2 , and let s be a spin structure on Y . Let HF`pY, sq be as in (1) . Then there exist constants pa i , b i q and an Frq, vs{pq 3 q-module J 2 , specified in Corollary 5. 4 and depending only on the sequence pd i , n i q, so that, as an Frvs-module:
Vs`a i p a i`1`4 b i`1´ai 4 q ' J 2 r´ss ' res FrU s
Frvs Jr´ss.
The q-action is given by the isomorphism Vs`2 Ñ Vs`1 and the map Vs`1 Ñ Vs`4
which is an F-vector space isomorphism in all degrees at least s`4t
u and vanishes otherwise. Further, q annihilates res q. The action of q on J 2 is specified in Corollary 5.4. Theorem 1.1 specifies α, β, and γ, which we state as Corollary 1.2. For Y an integral homology three-sphere, let dpY q be the Heegaard Floer correction term [23] . Using Theorem 1.1 and Theorem 1.3 below we obtain: Corollary 1.2. (a) Let Y be a Seifert integral homology sphere of negative fibration. Then βpY q " γpY q "´μpY q, and αpY q " # dpY q{2, if dpY q{2 "´μpY q mod 2 dpY q{2`1 otherwise.
(b) Let Y be a Seifert integral homology sphere of positive fibration. Then αpY q " βpY q "´μpY q, and γpY q " # dpY q{2 if dpY q{2 "´μpY q mod 2 dpY q{2´1 otherwise.
From Corollary 1.2, we see that for Seifert integral homology spheres the Manolescu invariants α, β, and γ are all determined by d andμ. In particular, α, β, and γ provide no new obstructions to Seifert spaces bounding acyclic four-manifolds.
In [17] , Manolescu also conjectured that for all spin Seifert rational homology spheres βpY, sq "μ pY, sq, whereμ is the Neumann-Siebenmann invariant defined in [22] , [32] . We are able to prove part of this conjecture: Theorem 1.3. Let Y be a Seifert integral homology three-sphere. Then βpY q "´μpY q.
We prove Theorem 1.3 by showing that β is controlled by the degree of the reducible, and by using a result of Ruberman and Saveliev [28] that givesμ as a sum of eta invariants.
Fukumoto-Furuta-Ue showed in [7] thatμ is a homology cobordism invariant for many classes of Seifert spaces, and Saveliev [31] extended this to show that Seifert integral homology spheres withμ ‰ 0 have infinite order in θ H 3 . Theorem 1.3 generalizes the result of Fukumoto-Furuta-Ue, showing that the Neumann-Siebenmann invariantμ, restricted to Seifert integral homology spheres, is a homology cobordism invariant.
For Seifert spaces with HF`pY, sq of a special form, SWFH G pY, sq may be expressed more compactly than is evident in the statement of Theorem 1.1. If Y is negative and (2) HF`pY, sq " Td ' T`2 n`1 pmq ' à iPI Tà i pm i q '2 , for some index set I, we say that pY, sq is of projective type. We will say that Y is of projective type if Y is an integral homology sphere such that (2) holds. There are many examples of such Seifert spaces, among them Σpp, q, pqn˘1q, by work of Némethi and Borodzik [21] , [2] and Tweedy [35] . The condition (2) also admits a natural expression in terms of graded roots; see Section 5.2. 
The q-action is given by the isomorphism V`2 n`2 Ñ V`2 n`1 and the map V`2 n`1 Ñ Vd`2 (if d " 2n`2 mod 4), or V`2 n`1 Ñ Vd (if d " 2n mod 4), which is an F-vector space isomorphism in all degrees at least d`2 (respectively, d), and vanishes otherwise. In (3) and (4), q acts on V`2 n`3 pt m 2 uq as the unique nonzero map V`2 n`3 pt m 2 uq Ñ V`2 n`2 . The action of q annihilates À iPI Và i pt
2 uq. To prove Theorem 1.1, we use [19] to show that a space representative of the stable homotopy type SWF pY, sq naturally splits into two disjoint pieces, which are interchanged by the action of j P G. Say X " SWF pY, sq{pSWF pY, sq
q. Then (5) X " X`_ jX`.
That is, X is a wedge sum of two components related by the action of j. This description in turn connects the CW chain complexes of EG^G SWF pY, sq and ES 1^S 1 SWF pY, sq. A careful, but entirely elementary, analysis of the differentials in these two complexes then yields Theorem 1.1. Along the way, we provide more information about the G-equivariant CW chain complex of SWF pY, sq than is reflected in Theorem 1.1. To store this information, we define in Section 2 the local equivalence and chain local equivalence classes of pairs pY, sq for Y any rational homology three-sphere, not necessarily Seifert. The local equivalence and chain local equivalence classes, denoted rSWF pY, sqs l and rSWF pY, sqs cl respectively, are homology cobordism invariants refining the Manolescu invariants α, β, γ. The chain local equivalence class takes values in the set CE of homotopy-equivalence classes of chain complexes of a certain form. Local and chain local classes reflect how irreducible cells are attached to the reducible; they are so named because they store information about SWF pY, sq only near the reducible. We will compute the chain local equivalence class of negative Seifert rational homology spheres. One use of local equivalence and chain local equivalence classes is that they behave well under connected sums, while the behavior of α, β, and γ under connected sum is more complicated. In particular, it was shown in [16] that α, β, and γ are not homomorphisms.
We call rational homology three-spheres Y 1 and Y 2 (integral) homology cobordant if there exists a compact oriented four-manifold W with BW " Y 1 >´Y 2 so that the maps induced by inclusion H˚pY i ; Zq Ñ H˚pW ; Zq are isomorphisms for i " 1, 2. As a corollary of the calculation of rSWF pY, sqs cl for Seifert fiber spaces we obtain: Corollary 1.5. The sets td i u i , tn i u i in Theorem 1.1 are integral homology cobordism invariants of negative Seifert fiber spaces. That is, say Y 1 and Y 2 are negative Seifert integral homology spheres with Y 1 homology cobordant to Y 2 . Let S i be the set of isomorphism classes of simple summands of HF`pY i q that occur an odd number of times in the decomposition (1). Then S 1 " S 2 .
We obtain Corollary 1.5 by showing that td i u i and tn i u i determine rSWF pY, sqs cl . The following corollaries are further applications of chain local equivalence. Corollary 1.6. Let Y be a rational homology three-sphere with spin structure s. Then there is a homology-cobordism invariant, SWFH conn pY, sq, the connected Seiberg-Witten Floer homology of pY, sq, taking values in isomorphism classes of FrU s-modules. More specifically, SWFH conn pY, sq is the isomorphism class of a summand of HF red pY, sq. Corollary 1.7. Let pY 1 , s 1 q be a negative Seifert rational homology three-sphere with spin structure, with HF`pY 1 , s 1 q as in (1) . Then
In particular, if Y 1 is an integral homology sphere and Y 2 is any integral homology sphere homology cobordant to Y 1 , thenHM pY 2 q » HF`pY 2 q contains a summand isomorphic to (6), as FrU smodules.
Remark 1.8. In fact, SWFH conn pY, sq is an invariant of spin rational homology cobordism, for Y a rational homology three sphere.
From Corollary 1.7 and (1), we see that for Seifert integral homology spheres Y , SWFH conn pY, sq " 0 if and only if dpY, sq{2 "´μpY, sq.
The connected Seiberg-Witten Floer homology is constructed using the CW chain complex of a space representative X of SWF pY, sq. The CW chain complex C CW pXq splits, as a module over C CW pGq, into a direct sum of two subcomplexes, with one summand attached to the S 1 -fixedpoint set, and the other a free C CW pGq-module. Roughly, the S 1 -Borel homology of the former component is SWFH conn pY, sq. As an application of the Corollaries 1.6 and 1.7, we have: Corollary 1.9. The spaces Σp5, 7, 13q and Σp7, 10, 17q satisfy dpΣp5, 7, 13qq " dpΣp7, 10, 17qq " 2, µpΣp5, 7, 13qq "μpΣp7, 10, 17qq " 0. However, SWFH conn pΣp5, 7, 13qq " T1 p1q, while SWFH conn pΣp7, 10, 17qq " T`1p2q ' T`1p1q. Thus Σp5, 7, 13q and Σp7, 10, 17q are not homology cobordant, despite having the same d,μ, α, β, and γ invariants.
There are many other examples of homology cobordism classes that are distinguished by d i , n i , but not by d andμ. As an example, we have the following Corollary. Corollary 1.10. The Seifert space Σp7, 10, 17q is not homology cobordant to Σpp, q, pqn˘1q for any p, q, n.
This result follows from Corollary 1.5. Indeed, since Σpp, q, pqn˘1q are of projective type, SWFH conn pΣpp, q, pqn˘1qq is a simple FrU s-module, using the definition (2) and equation (6) . On the other hand, SWFH conn pΣp7, 10, 17qq " T`1p2q ' T`1p1q, so Corollary 1.10 follows.
Moreover, using a calculation from [16] , we are able to show the existence of three-manifolds not homology cobordant to any Seifert fiber space. (This result was announced earlier by Frøyshov using instanton homology.) For example, we have: Corollary 1.11. The connected sum Σp2, 3, 11q#Σp2, 3, 11q is not homology cobordant to any Seifert fiber space.
Proof. In [16] , Manolescu shows αpΣp2, 3, 11q#Σp2, 3, 11qq " βpΣp2, 3, 11q#Σp2, 3, 11qq " 2, while γpΣp2, 3, 11q#Σp2, 3, 11qq " 0. In addition, dpΣp2, 3, 11qq " 2, so dpΣp2, 3, 11q#Σp2, 3, 11qq " 4. To obtain a contradiction, say first that Σp2, 3, 11q#Σp2, 3, 11q is homology cobordant to a negative Seifert space Y . Corollary 1.2 implies 2 " βpΣp2, 3, 11q#Σp2, 3, 11qq " βpY q " γpY q " γpΣp2, 3, 11q#Σp2, 3, 11qq " 0. a contradiction. Say instead that Σp2, 3, 11q#Σp2, 3, 11q is homology cobordant to a positive Seifert space Y . Then by Corollary 1.2, γpY q " dpY q{2 " dpΣp2, 3, 11q#Σp2, 3, 11qq{2 " 2. However, γpY q " 0, again a contradiction, completing the proof.
Note that Corollary 1.11 readily implies the following statement for knots. Corollary 1.12. There exist knots, such as the connected sum of torus knots T p3, 11q#T p3, 11q, which are not concordant to any Montesinos knot.
As an application of G-equivariant Seiberg-Witten Floer homology we prove that many Seifert integral homology spheres of negative fibration are not homology cobordant to any Seifert integral homology sphere of positive fibration. For instance, we have: Corollary 1.13. The Seifert spaces Σp2, 3, 12k`7q, for k ě 0, are not homology cobordant tó Σpa 1 , a 2 , ..., a n q for any choice of relatively prime a i .
This Corollary is a direct consequence of Corollary 1.2, which shows that if Y is a negative Seifert space with dpY q{2 ‰´μpY q, then Y is not homology cobordant to any positive Seifert space. We note dpΣp2, 3, 12k`7qq " 0 andμpΣp2, 3, 12k`7qq " 1, and the Corollary follows. This should be compared with a result of Fintushel-Stern [5] that gives a similar conclusion: If Rpa 1 , ..., a n q ą 0, then Σpa 1 , ..., a n q is not oriented cobordant to any connected sum of positive Seifert homology spheres by a positive definite cobordism W , where H 1 pW ; Zq contains no 2-torsion. However, there are examples with R ă 0, but d{2 ‰´μ, so we can apply Corollary 1.2. For instance, Σp2, 3, 7q has R-invariant´1, but d ‰´μ. Thus, Corollary 1.13 is not detected by the R-invariant.
The organization of the paper is as follows. In Section 2 we provide the necessary equivariant topology constructions and define local and chain local equivalence. In Section 3 we compute the G-Borel homology of j-split spaces. In Section 4 we review the finite-dimensional approximation of [17] . In Section 5 we recall the results of [19] and prove Theorems 1.1, 1.3, and 1.4. In Section 6 we provide applications and examples of the homology calculation. Throughout the paper all homology will be taken with F " Z{2 coefficients, unless stated otherwise.
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Spaces of type SWF
2.1. G-CW Complexes. In this section we recall the definition of spaces of type SWF from [17] , and introduce local equivalence. Spaces of type SWF are the output of the construction of the Seiberg-Witten Floer stable homotopy type of [17] and [18] ; see Section 4.
First, we recall some basics of equivariant algebraic topology from [34] . The reader is encouraged to consult both [17] and [34] for a fuller discussion. For now, G will denote a compact Lie group. We define a G-equivariant k-cell as a copy of G{HˆD k , where H is a closed subgroup of G. A (finite) equivariant G-CW decomposition of a relative G-space pX, Aq, where the action of G takes A to itself, is a filtration pX n |n P Z ě0 q such that ‚ A Ă X 0 and X " X n for n sufficiently large. ‚ The space X n is obtained from X n´1 by attaching G-equivariant n-cells. When A is a point, we call pX, Aq a pointed G-CW complex.
Let EG be the total space of the universal bundle of G. For two pointed G-spaces X 1 and X 2 , write:
X 1^G X 2 " pX 1^X2 q{pgx 1ˆx2 " x 1ˆg x 2 q. The Borel homology of X is given bỹ
where EG`is EG with a disjoint basepoint. Similarly, we define Borel cohomology:
HGpXq "H˚pEG`^G Xq.
Additionally, we have a map given by projecting onto the first factor:
From f we have a map p G " f˚: H˚pBGq ÑHGpXq. Then H˚pBGq acts onH G pXq, by composing p G with the cap product action ofHGpXq onH G pXq. We may also define the unpointed version of the above constructions in an apparent way.
As an example, consider the case G " S 1 . Here BS 1 " CP 8 , so H˚pBS 1 q " FrU s, with deg U " 2. Then FrU s acts on H S 1 pXq, for X any S 1 -space. From now on we let G " Pinp2q. The group G " Pinp2q is the set S 1 Y jS 1 Ă H, where S 1 is the unit circle in the x1, iy plane. The group action of G is induced from the group action of the unit quaternions. In order to agree with the conventions of [17] we deal with left G-spaces. Manolescu shows in [17] that H˚pBGq " Frq, vs{pq 3 q, where deg q " 1 and deg v " 4, so H G pXq is naturally an Frq, vs{pq 3 q-module for X a G-space. Moreover S 8 " SpH 8 q has a free action by the quarternions, making S 8 a free G-space. Since S 8 is contractible, we identify EG " S 8 . We may view EG " S 8 also as ES 1 (as an S 1 -space) by forgetting the action of j.
We will also need to relate G-Borel homology and S 1 -Borel homology. Consider
the map given by quotienting by the action of j P G on BS is an isomorphism in degrees divisible by 4, and zero otherwise. In particular, v Ñ U 2 .
Moreover, for X a G-space, we have a natural map
The map g induces a map
g˚" cor 
We shall use that Borel homology with F coefficients behaves well with respect to suspension. If V is a finite-dimensional (real) representation of G, let V`be the one-point compactification, where G acts trivially on V`´V . Then Σ V X " V`^X will be called the suspension of X by the representation V .
We mention the following representations of G:
‚ LetR s be the vector space R s on which j acts by´1, and e iθ acts by the identity, for all θ. ‚ We letC be the representation of G on C where j acts by´1, and e iθ acts by the identity for all θ. ‚ The quaternions H, on which G acts by multiplication on the left. Definition 2.3. Let s P Z ě0 . A space of type SWF at level s is a pointed finite G-CW complex X with ‚ The S 1 -fixed-point set X S 1 is G-homotopy equivalent to pR s q`. ‚ The action of G on X´X S 1 is free.
Remark 2.4. We list some examples of spaces of type SWF. The simplest space of type SWF is S 0 . More interesting examples may be produced as follows. Let X be a free, finite G-CW complex. Then, letΣ X " Xˆr0, 1s{p0, xq " p0, x 1 q and p1, xq " p1, x 1 q for all x, x 1 P X.
We callΣX the unreduced suspension of X. Here G acts onΣX by multiplication on the first factor. We fix one of the cone points as the base point. Then the S 1 -fixed-point set is precisely S 0 ĂΣX, andΣX is a space of type SWF. As a particular example, let X " G, where G acts on X by multiplication on the left, as usual. ThenΣX is, topologically, the suspension of two disjoint circles.
We also find it convenient to recall the definition of reduced Borel homology, for spaces X of type SWF:
for N " 0. Indeed, for all N sufficiently large Im U N " Im U N`1 , soH S 1 ,red pXq is well-defined. Associated to a space X of type SWF at level s, we take the Borel cohomologyHGpXq, from which we define apXq, bpXq, and cpXq as in [17] :
The well-definedness of a, b, and c follows from the Equivariant Localization Theorem (see [34] ).
We also list an equivalent definition of a, b, and c from [17] , using homology:
Remark 2.5. The Manolescu invariants of [17] are defined in terms of a, b, and c, as we will review in Section 4.
Definition 2.6 (see [18] ). Let X and X 1 be spaces of type SWF, m, m 1 P Z, and n, n 1 P Q. We say that the triples pX, m, nq and pX 1 , m 1 , n 1 q are stably equivalent if n´n 1 P Z and there exists a G-equivariant homotopy equivalence, for some r " 0 and some nonnegative M P Z and N P Q:
Let E be the set of equivalence classes of triples pX, m, nq for X a space of type SWF, m P Z, n P Q, under the equivalence relation of stable G-equivalence
2
. The set E may be considered as a subcategory of the G-equivariant Spanier-Whitehead category [17] , by viewing pX, m, nq as the formal desuspension of X by m copies ofR`and n copies of H`. For pX, m, nq, pX 1 , m 1 , n 1 q P E, a map pX, m, nq Ñ pX 1 , m 1 , n 1 q is simply a map as in (10) that need not be a homotopy equivalence. We define Borel homology for pX, m, nq P E by
Definition 2.7. We call X 1 , X 2 P E locally equivalent if there exist G-equivariant (stable) maps
which are G-homotopy equivalences on the S 1 -fixed-point set. For such X 1 , X 2 , we write X 1 " l X 2 , and let LE denote the set of local equivalence classes.
Local equivalence is easily seen to be an equivalence relation. The set LE comes with an abelian group structure, with multiplication given by smash product. One may check that inverses are given by Spanier-Whitehead duality. 2 This convention is slightly different from that of [18] . The object pX, m, nq in the set of stable equivalence classes E, as defined above, corresponds to pX, , nq in the conventions of [18] .
2.2. G-CW decompositions of G-spaces. Throughout this section X will denote a space of type SWF. Here we will give example G-CW decompositions and construct a G-CW structure on smash products of G-spaces.
For W a CW complex, we write C CW pW q for the corresponding cellular (CW) chain complex. We fix a convenient CW decomposition of G. The 0-cells are the points 1, j, j 2 , j 3 in G, and the 1-cells are s, js, j 2 s, j 3 s, where s " te iθ P S 1 | θ P p0, πqu. We identify each of the cells of this CW decomposition with its image in C CW pGq, the corresponding CW chain complex of G. Then Bpsq " 1`j 2 . To ease notation, we will refer to C CW pGq by G.
We will use that this CW decomposition also induces a CW decomposition of S 1 , for which C CW pS 1 q is the subcomplex of G generated by 1, j 2 , s, j 2 s.
A G-CW decomposition of X also induces a CW decomposition of X, using the decomposition of G into cells as above, which we will call a G-compatible CW decomposition of X.
Example 2.8. Note that the representation pR s q`admits a G-CW decomposition with 0-skeleton a copy of S 0 on which G acts trivially, and an i-cell c i of the form D iˆZ {2 for i ď s. One of the two points of the 0-skeleton of pR s q`is fixed as the basepoint.
In particular, any space of type SWF has a G-CW decomposition with a subcomplex as in Example 2.8.
Example 2.9. We find a CW decomposition for H`as a G-space. We write elements of H as pairs of complex numbers pz, wq " pr 1 e iθ 1 , r 2 e iθ 2 q in polar coordinates. The action of j is then given by jpz, wq " p´w,zq. Fix the point at infinity as the base point. We let p0, 0q be the (G-invariant) 0-cell labelled r 0 . We let y 1 be the G-1-cell given by the orbit of tpr 1 , 0q | r 1 ą 0u:
We take y 2 the G-2-cell given by the orbit of tpr 1 , r 2 q | r 1 r 2 ‰ 0.u:
Finally, y 3 consists of the orbit of tpr 1 e iθ 1 , r 2 q | θ 1 P p0, πq, r 1 r 2 ‰ 0.u :
We now give X 1^X2 a G-CW structure for X 1 and X 2 spaces of type SWF. To do so, we proceed cell by cell on both factors, so we need only find a G-CW structure on GˆG, Z{2ˆG, and Z{2ˆZ{2, each with the diagonal G-action. The space Z{2ˆG has a G-CW decomposition as G > G, as may be seen directly, and Z{2ˆZ{2 may be written as a disjoint union of G-0-cells Z{2 > Z{2. Example 2.10. The G-CW structure on GˆG is more complicated. We choose a homotopy φ t : GˆG Ñ GˆG as in Figure 1 , with t P r0, 1s, φ 0 " Id, and φ 1 pGˆGq shown. The arrows depict the action of S 1 . On the left, the diagonal lines show the G-action before homotopy. For example, as shown in Figure 1 , the homotopy φ takes the line " tpe iθˆeiθ | θ P p0, πqu, the first half of the diagonal in S 1ˆS1 , to the sum of CW cells:
The arrows on the right show the G-action on GˆG given by
The action (12) is clearly cellular with respect to the product CW structure of GˆG.
Since the G-equivariant homotopy type of the G-CW complex of GˆG is invariant under homotopy, we let G act on GˆG by (12) . With this action, G acts cellularly on the product CW decomposition of GˆG. Then GˆG admits the product CW-decomposition as a G-CW decomposition. Now, let X 1 and X 2 be spaces of type SWF. We then give X 1^X2 a G-CW decomposition proceeding cell-by-cell. That is, for G-cells e 1 Ď X 1 , e 2 Ď X 2 we give e 1^e2 the appropriate G-CW decomposition as constructed above. This is possible because the cells e i are necessarily of the form: D k , D kˆZ {2, or D kˆG . In particular, the construction of a G-CW structure on X 1^X2 gives us a G-CW structure for suspensions. For V a finite-dimensional G-representation which is a direct sum of copies of R,R, and H, we have Σ V X " V`^X, and so give Σ V X the smash product G-CW decomposition.
Finally, we construct a CW structure for the G-smash product X 1^G X 2 " pX 1^X2 q{G. More generally, we describe a CW structure for the quotient W {G for W a G-CW complex. Indeed, let W " Ť e i a G-CW complex, where e i " D kpiqˆG {H i are equivariant G-cells for some function k, and H i Ď G are subgroups. Then W {G admits a CW decomposition given by W " Ť e i {G " Ť D kpiq .
2.3.
Modules from G-CW decompositions. Throughout this section X will denote a space of type SWF. Here we will show that the CW chain complex of X inherits a module structure from the action of G, and we will define chain local equivalence. From the group structure of G, C CW pGq " G acquires an algebra structure. The algebra structure is determined by the multiplication map GˆG Ñ G from which we obtain a map C CW pGq b F C CW pGq Ñ C CW pGq. Here, we have used the product G-CW decomposition of GˆG, from Example 2.10, for which the multiplication map is cellular. One may then directly compute the algebra structure of G. Explicitly,
For any G-compatible decomposition of X, the relative CW chain complex C CW pX, ptq inherits the structure of a G-chain complex. That is, C CW pX, ptq is a module over G, such that, for z P C CW pX, ptq, and a P G, Bpazq " aBpzq`Bpaqz. The G-module structure comes from the maps:
coming from the G-action. The condition that the CW decomposition of X be G-compatible ensures that the map GˆX Ñ X is cellular, so that (13) is well-defined. We find the module structure for the Examples 2.8-2.10 of Section 2.2.
Example 2.11. Consider the G-chain complex structure of C CW ppR s q`, ptq from Example 2.8. Identifying c i with its image in C CW ppR s q`, ptq, we have Bpc 0 q " 0, Bpc 1 q " c 0 , and Bpc i q " p1j qc i´1 for i ě 2. One may easily check that the action of G is given by the relations jc 0 " c 0 , j 2 c i " c i for i ě 1, and sc i " 0 for all i (in particular, the CW cells of ppR s q`, ptq are precisely c 0 , c 1 , ...c s and jc 1 , ..., jc s , and all of these are distinct).
Example 2.12. We also find the G-chain complex structure of C CW pH`, ptq from Example 2.9. One may check that the differentials are given by (14) Bpr 0 q " 0, By 1 " r 0 , By 2 " p1`jqy 1 , and By 3 " sy 1`p 1`jqy 2 .
The G-action on the fixed-point set, r 0 , is necessarily trivial. However, elsewhere the G-action on pH`, ptq is free, and so the submodule (not a subcomplex, however) of C CW pH`, ptq generated by y 1 , y 2 , y 3 is G-free, specifying the G-module structure of C CW pH`, ptq.
Example 2.13. The CW chain complex of the usual product CW structure on GˆG becomes a G-module via:
pGq, where the action of G is given by:
jpa b bq " pja b jbq. The differentials are induced by those of the usual product CW structure on GˆG.
For X 1^X2 with the G-CW decomposition described in Section 2.2, we have:
as G-chain complexes. Furthermore the CW chain complex for the G-smash product X 1^G X 2 is given by:
We will write elements of the latter as x 1 b G x 2 . Note that Borel homologyH G pXq is calculated using a G-smash product, and so may be computed from the following chain complex:
In (18), we choose some fixed G-CW decomposition of EG to define C CW pEGq. Equation (18) shows that we may define G-Borel homology for G-chain complexes Z by:
and similarly for S 1 -Borel homology:
where C CW pS 1 q is viewed as a subcomplex of G. For R a ring, M an R-module with a fixed basis tB i u, we say that an element m P M contains b P tB i u if when m is written in the basis tB i u it contains a nontrivial b term. Definition 2.14. We call a G-chain complex Z a chain complex of type SWF at level s if Z is isomorphic to a chain complex (perhaps with a grading shift) generated by (21) tc 0 , c 1 , c 2 , ..., c s u Y ď iPI tx i u, subject to the following conditions. The element c i is of degree i, and I is some finite index set. The only relations are j 2 c i " c i , sc i " 0, jc 0 " c 0 . The differentials are given by Bc 1 " c 0 , and Bc i " p1`jqc i´1 for 2 ď i ď s´1. Further, Bpc s q contains p1`jqc s´1 . The submodule generated by tx i u iPI is free under the action of G. We call the submodule generated by tc i u i the fixed-point set of Z.
Chain complexes of type SWF are to be thought of as reduced G-CW chain complexes of spaces of type SWF. Indeed, all spaces X of type SWF have a G-CW decomposition with reduced G-CW chain complex a complex of type SWF. To see this, we first decompose X S 1 » pR s q`using the CW decomposition of Example 2.8 for pR s q`. We note next that X S 1 is a G-CW subcomplex of X, and all cells of pX, X S 1 q are free G-cells, since X is a space of type SWF. Label these cells tx i u for i in some index set. Then it is clear that the corresponding CW chain complex is as in Definition 2.14.
To introduce chain local equivalence, we will consider the CW chain complexes coming from suspensions. For a module M and a subset S Ď M , we let xSy Ď M denote the subset generated by S.
Note that, by Example 2.11 and the CW decomposition constructed in Section 2.2 for suspensions, for X a complex of type SWF:
The differential on the right is given by Bpa b bq " Bpaq b b`a b Bpbq. Similarly, using Example 2.12:
with the product differential on the right, and differentials for the y i given as in Example 2.12.
For V " H,R, or R, we define Σ V Z so that if Z " C CW pX, ptq for X a space of type SWF, then Σ V Z " C CW pΣ V X, ptq. We set:
with G-action given by:
The chain complexes C CW pH`, ptq and C CW pR`, ptq were given in Examples 2.11 and 2.12, respectively. Also, C CW pR`, ptq " xc 1 y, where jc 1 " c 1 , sc 1 " 0, and deg c 1 " 1. Hence, for example:
Proof. This follows from the CW chain complex structure given for suspensions in Section 2.2, and (16).
where pΣ H q i denotes applying Σ H i times, and so forR and R. It is then clear that:
Definition 2.16. Let Z i be chain complexes of type SWF, m i P Z, n i P Q, for i " 1, 2. We call pZ 1 , m 1 , n 1 q and pZ 2 , m 2 , n 2 q chain stably equivalent if n 1´n2 P Z and there exist M P Z, N P Q and maps
which are chain homotopy equivalences.
Remark 2.17. We do not consider suspensions by R, unlike in the case of stable equivalence for spaces, since by (25) , no new maps are obtained by suspending by R.
Chain stable equivalence is an equivalence relation, and we denote the set of chain stable equivalence classes by CE.
Lemma 2.18. Associated to an element pX, m, nq P C there is a well-defined element pC CW pX, ptq, m, nq P CE.
Proof. Say that rpX 1 , m 1 , n 1 qs " rpX 2 , m 2 , n 2 qs P C with G-CW decompositions C i of X i . We will show that (30) rpC
where C CW pX i , ptq is the G-chain complex associated to the G-CW decomposition C i of X i . (In the case X 1 » X 2 , and m 1 " m 2 , n 1 " n 2 , we are showing that the corresponding element in CE does not depend on the choice of G-CW decomposition). By hypothesis, there are homotopy equivalences f and g:
By the Equivariant Cellular Approximation Theorem (see [36] ), we may homotope f and g to cellular maps (where the cell structures of suspensions are given as in (23)):
Since f and g are homotopy equivalences, so are f CW and g CW . The cellular maps f CW and g CW induce maps f˚and g˚:
ptq. These are chain homotopy equivalences, by construction, and so we obtain (30), as needed. Definition 2.19. Let Z i be chain complexes of type SWF, m i P Z, n i P Q, for i " 1, 2. We call pZ 1 , m 1 , n 1 q and pZ 2 , m 2 , n 2 q chain locally equivalent if there exist M P Z, N P Q and maps
which are chain homotopy equivalences on the fixed-point sets.
We call a map as in (31) or (32) a chain local equivalence. Elements Z 1 , Z 2 P CE are chain locally equivalent if and only if there are chain local equivalences Z 1 Ñ Z 2 and Z 2 Ñ Z 1 . There are pairs of chain complexes with a chain local equivalence in one direction but not the other; these are not chain locally equivalent complexes. Chain local equivalence is an equivalence relation, and we write pZ 1 , m 1 , n 1 q " cl pZ 2 , m 2 , n 2 q if pZ 1 , m 1 , n 1 q is chain locally equivalent to pZ 2 , m 2 , n 2 q. Denote the set of chain local equivalence classes by CLE. The set CLE is naturally an abelian group, with multiplication given by the tensor product (over F, with G-action as above). As in Lemma 2.18, associated to an element pX, m, nq P LE there is a well-defined element pC CW pX, ptq, m, nq P CLE.
It follows from the definitions that the G-module C CW pX, ptq determinesH G pXq for X a space of type SWF.
2.4.
Calculating the chain local equivalence class. In this section we will obtain a description of CLE more amenable to calculations than the definition. Throughout this section Z will denote a chain complex of type SWF.
In order to determine if pZ 1 , m 1 , n 1 q and pZ 2 , m 2 , n 2 q are chain locally equivalent without checking all possible M, N , we will use the forthcoming Lemma 2.22. To prove Lemma 2.22 we will first need Lemma 2.20, a result on chain homotopy classes of maps between fixed-point sets. For two G-chain complexes Z 1 1 and Z 1 2 , let rZ 1 1 , Z 1 2 s denote the set of chain homotopy classes of maps from Z 1 1 to Z 1 2 . We have an algebraic anologue of the Equivariant Freudenthal Suspension Theorem (Theorem 3.3 of [1] ), as follows. We recall that for Z a chain complex of type SWF at level s, the fixed point set R Ă Z is isomorphic, as a G-chain complex, to
with relations jc 0 " sc 0 " 0 and, for i ą 0, j 2 c i " c i , while sc i " 0. The differentials in (33) are given by Bpc i q " p1`jqc i´1 for 2 ď i ď s, and Bpc 1 q " c 0 , Bpc 0 q " 0.
Then the map
obtained by suspension by H is an isomorphism.
Proof. To show that the map in (34) is an isomorphism, we consider the commutative diagram:
We have used the isomorphisms R 1 -R 2 -ΣR s C CW pS 0 , ptq in writing the right column. In (35), the composition is precisely
In writing (35), we have also used that for Z a G-chain complex, and V, W representations of G, (27) . We will show that the maps:
are isomorphisms. Then, since three of the four maps in (35) are isomorphisms, so is the fourth, which is exactly the map from (34), proving the Lemma. We show that (36) is an isomorphism. We use the notation of Example 2.12 for Σ H C CW pS 0 , ptq, writing c 0 for the generator of C CW pS 0 , ptq. Let f P rΣ H C CW pS 0 , ptq, Σ H C CW pS 0 , ptqs. Then f pr 0 b c 0 q " r 0 b c 0 or f pr 0 b c 0 q " 0, for degree reasons. In the former case, f py 1 b c 0 q " u 1 y 1 b c 0 where u 1 is a unit in G. Indeed, this follows from the requirement:
Similarly, we obtain, perhaps after a homotopy,
where u i is a unit in G for i " 1, 2, 3. Indeed, this follows from H˚pΣ H xc 0 yq being concentrated in grading 4. For instance, f py 2 b c 0 q`u 1 y 2 b c 0 must be a cycle in Σ H xc 0 y, since Bpf py 2 b c 0" f pBpy 2 b c 0" p1`jqu 1 y 1 b c 0 . Then, by H 2 pΣ H xc 0 yq " 0, the element f py 2 b c 0 q`u 1 y 2 b c 0 is a boundary, and we may choose a homotopy h, vanishing in grading 1, so that pBh`hBqpy 2 b c 0 q " Bhpy 2 b c 0 q " f py 2 b c 0 q`u 1 y 2 b c 0 . This establishes (39) for i " 2, and i " 3 follows similarly. We show that f » Id Σ H C CW pS 0 ,ptq . We define a homotopy h : Σ H C CW pS 0 , ptq Ñ Σ H C CW pS 0 , ptq from f to Id Σ H C CW pS 0 ,ptq , proceeding by defining it in each grading. First, let hpr 0 b c 0 q " 0. Then choose h in grading 1 so that Bhpy 1 b c 0 q " p1`u 1 qy 1 b c 0 , and extend G-linearly. This is possible, because p1`u 1 qy 1 b c 0 is a boundary in Σ H C CW pS 0 , ptq for any unit u 1 . An elementary calculation shows that h may be extended over degree 2 and degree 3. In the case that f pr 0 b c 0 q " 0, an explicit homotopy as above shows that f is homotopic to the zero map. This shows that (36) is surjective.
To show that (36) is injective, we note that rC CW pS 0 , ptq, C CW pS 0 , ptqs " rxc 0 y, xc 0 ys is exactly Z{2 as there is precisely one nontrivial map, c 0 Ñ c 0 . Then we need only show the identity map has nontrivial suspension. But Σ H Id C CW pS 0 ,ptq " Id H`, which induces an isomorphism in homology, and so is not null-homotopic. Then, indeed, we obtain that the map in (36) is an isomorphism.
The proof of the isomorphism (37) is parallel to the proof of (36), and is left to the reader. We show that the map in (38) is an isomorphism. Note that Σ H C CW pS 0 , ptq » C CW pH`, ptq. We let' denote a direct sum of G-modules that is not necessarily a direct sum of chain complexes (i.e. there may be differentials between the summands). Then C CW pH`, ptq " xc 0 y'F , for F a G-free submodule, which is not a subcomplex. We have:
where C is the fundamental class of pR s q`. If Z is of type SWF at level 0, then C " c 0 , while if Z is of type SWF at level s ą 0, we have C " p1`jqc s , where we use the notation from Example 2.11. Also, γ is a chain map, as the reader may verify. Furthermore, it is clear that γ induces a quasi-isomorphism. We show it is, in fact, a homotopy equivalence. We construct a homotopy inverse
so that τ pC b xq " xr´ss for x P F . We treat the case s " 1; for s ą 1 we apply:
Fix a G-basis x i of F . Assume we have defined τ pc k b x i q for k " 0, 1, for all x i such that deg x i ď m´1, for some m. For generators x i of degree m we define:
, and extend by linearity. The reader may check that the extension (43) is a chain map. Further, p1`jqc 1 b x Ñ xr´1s for all x P F by definition, so τ γ " 1 F r´ss , where 1 F r´ss is the identity on F r´ss.
We find a homotopy H from γτ to Id ΣRF , to show that γ is a homotopy equivalence. Fix generators x i as in the definition of τ . Define H by Hpc 0 b x i q " c 1 b x i , for all x i , and by Hpc 1 b xq " 0 " Hpjc 1 b xq for all x P F , and extending linearly. We check that H is a chain homotopy between γτ and Id ΣRF , on the basis of generators x i . That is, we must check:
We suppose inductively that (44)-(46) are true for all x i with deg x i ď N for some N . The inductive hypothesis is true (vacuously) for N sufficiently small, since F is a bounded-below complex. Fix x i of degree N`1. We show that (44)- (46) hold for x i . First, consider:
where we have used the definition Hpc 0 b x i q " c 1 b x i . Also:
by the inductive hypothesis. Rearranging (48), we have:
By the definition of τ , we have τ pc 1 b Bx i q " τ pc 0 b x i q, so, using (47), we obtain:
But Hpc 1 b Bx i q " 0 by definition, so:
Next, we investigate pBH`HBqpc 1 b x i q:
using Hpc 1 b x i q " 0 and Hpc 1 b Bx i q " 0. Using τ pc 1 b x i q " 0, we obtain (45) from (52). We also check pBH`HBqpjc 1 b x i q :
since Hpjc 1 b x i q " 0 and Hpjc 1 b Bx i q " 0 by definition. Additionally, τ pjc 1 b x i q " x i r´1s, and
and (46) follows from (53).
Then H is a chain homotopy between γτ and Id ΣRF , as needed, and so γ and τ are homotopy equivalences.
We let I denote the identity map on ΣR s xc 0 y. We have a homotopy equivalence:
Further, there is an isomorphism
given by f Ñ pI'τ qf pI'γq. Here, the map pI'γq acts by the identity on the first summand, and by γ on the second.
We first prove surjectivity of (38). Fix an element f P rΣR s C CW pH`, ptq, ΣR s C CW pH`, ptqs.
Let f 1 " pI'τ qf pI'γq. We find g : C CW pH`, ptq Ñ C CW pH`, ptq so that ΣR s g » f . We define g separately on the two summands C CW pS 0 , ptq and F .
Let g 1 P rC CW pS 0 , ptq, C CW pS 0 , ptqs so that ΣR s g 1 » f | xc 0 ,...,csy . Such a g 1 exists by (37) .
Further, note that there is a natural isomorphism rF, F s " rF r´ss, F r´sss, and let g 2 P rF, F s be the element corresponding to f 1 | F r´ss P rF r´ss, F r´sss. Define g : xc 0 y'F Ñ xc 0 y'F by
We need to check that g is a chain map. This is clear for g| F and g| xc 0 y , by the construction of g, so we need only check x P F so that Bx P xc 0 y. In this case, we have, where C is the fundamental class of pR s q`:
by (55). Moreover,
Here, we have used that x P F , and the definition of f 1 . Additionally, γf 1 τ pC b xq P F r´ss for degree reasons. Then,
Composing these equalities, that is, substituting (58) into (57), we obtain:
It follows that gpBpxqq " Bpgpxqq, establishing that g is a chain map. By construction,
and so ΣR s g » f , as needed.
Finally, we check injectivity of (38). We have rxc 0 y, xc 0 ys " rΣ H xc 0 y, Σ H xc 0 ys is Z{2, with nontrivial map given by the identity Id H`. We need only show then that the map ΣR s Id H`i s not null-homotopic. Indeed, it induces a nontrivial map on homology by construction, so is not nullhomotopic. Then (38) is an isomorphism, as needed.
Remark 2.21. We have rC CW pS 0 , ptq, C CW pS 0 , ptqs " Z{2, as remarked in the proof. Hence Lemma 2.20 implies rΣ H R 1 , Σ H R 2 s -Z{2.
Lemma 2.22. Let Z 1 and Z 2 be locally equivalent chain complexes of type SWF. Let R i Ă Z i be the corresponding fixed-point sets. Additionally, for all nonzero homogeneous r P R i , we require deg r ă deg x for all nonzero homogeneous
that are chain homotopy equivalences on the fixed-point sets.
Proof. Let Z i pN, M q denote Σ N H Σ MR Z i . By hypothesis there exist maps which are homotopy equivalences on the fixed-point sets:
for M, N sufficiently large.
, as in the Lemma, and take φ a map which is a chain homotopy equivalence on fixed-point sets:
Then φ is chain homotopic to the suspension of a map, also a chain homotopy equivalence on fixed-point sets:
Since Σ V Z i also satisfy the conditions of the Lemma, it follows from Claim 1 that any map which is a homotopy equivalence on fixed-point sets, for M 0 , N 0 ě 0:
is homotopic to the suspension of a map:
which implies the existence of the maps as in (60).
We prove Claim 1 for V " H; the case of V "R is similar, but easier. We let' denote a direct sum of G-modules that is not necessarily a direct sum of chain complexes.
Let F i be the G-free submodule (not necessarily a subcomplex) of Z i generated by elements x of degree greater than deg r for all r in the fixed-point set R i . We will also consider F i as a G-chain complex so that the projection
we have the diagram:
To see this, we use the notation for suspension by H as in Example 2.12 and write γ : F i r´4s Ñ Σ H F i , where γpxr´4sq " sp1`jq 3 y 3 bx. The term sp1`jq 3 y 3 appears as it is the fundamental class of S 4 » H`. Furthermore, γ is a chain map, as the reader may verify. It is clear that γ is a quasi-isomorphism, and it is, in fact, a homotopy equivalence. There is a homotopy inverse τ , whose construction is analogous to that in (43), so that τ psp1`jq 3 y 3 b xq " xr´4s. We obtain a map:
Here we write 1 Σ H R 1' γ for the map that acts as the identity on the Σ H R 1 factor, and as γ on the free factor, and similarly for 1 Σ H R 2' τ . For degree reasons, φ 1 sends Σ H R 1 Ñ Σ H R 2 and F 1 r´4s Ñ F 2 r´4s. By (34), we have:
is an isomorphism. Also, rF 1 r´4s, F 2 r´4ss " rF 1 , F 2 s, clearly. Define φ 0 | R 1 by the element of
Similarly, define φ 0 | F 1 by the element of rF 1 , F 2 s corresponding to φ 1 | F 1 r´4s P rF 1 r´4s, F 2 r´4ss. Then we have a map, of G-modules:
We show that φ 0 is actually a map of G-chain complexes:
by showing φ 0 pBxq " Bφ 0 x for x P F 1 . We proceed as in the proof of Lemma 2.20. Indeed, we need only check those x P F 1 with Bx P R 1 , since φ 0 | F 1 is a chain map by construction. For x P F 1 such that Bx P R 1 , we have
by the definition of φ 0 . Here we write 1 Σ H b φ 0 for the map obtained by suspending φ 0 by H, acting as the identity on H. Also, φ 1 is a chain map, so
However, γφ 1 pτ psp1`jq 3 y 3 b xqq P F 2 r´4s for degree reasons, so
Composing the equalities, we have:
which gives:
This shows that φ 0 is a chain map. By construction,
For Z a chain complex of type SWF, we will let Z also denote the element pZ, 0, 0q P CE.
Definition 2.23. Let R be the fixed-point set of Z. If deg r ă deg x for all nonzero homogeneous x P pZ{Rq and r P R, we say that the chain complex Z is a suspensionlike complex.
Remark 2.24. Let X be a free, finite G-CW complex. Then the reduced G-CW chain complex of ΣX, the unreduced suspension of X, is a suspensionlike chain complex. Conversely, any suspensionlike chain complex with fixed-point set R " xc 0 y may be realized as the G-CW chain complex of an unreduced suspension. Further, any suspensionlike chain complex of type SWF is chain stably equivalent to C CW pX, ptq for some space X of type SWF.
Lemma 2.22 states that if Σ pN 0´ni qH Σ pM 0´mi qR Z i are suspensionlike, then all local (stable) maps between pZ 1 , m 1 , n 1 q and pZ 2 , m 2 , n 2 q are realized as genuine chain maps by suspending the com-
2.5. Inessential subcomplexes and connected quotient complexes. Definition 2.25. Take Z a chain complex of type SWF, and let R Ă Z be the fixed-point set. For any subcomplex M Ă Z such that M X R " t0u, the projection Z Ñ Z{M is a chain homotopy equivalence on R. If there exists a map of chain complexes Z{M Ñ Z that is a chain homotopy equivalence on R, we say that M is an inessential subcomplex. If M is inessential, then Z{M " cl Z. We order inessential subcomplexes by inclusion, N ď M if N Ď M . We show that there is a unique "minimal" model Z{N locally equivalent to Z. Lemma 2.26. Let M Ă Z be an inessential subcomplex, maximal with respect to inclusion. Then a map f : Z{M Ñ Z which is a homotopy equivalence on fixed-point sets is injective.
Proof. Indeed, say f : Z{M Ñ Z is a local equivalence with nonzero kernel. Let R 1 denote the fixed-point set of Z{M and R 2 denote the fixed-point set of Z. Since f restricts to a homotopy equivalence on the fixed-point sets, pker f q X R 1 " t0u. Let π : Z Ñ Z{M be the projection map. Then f induces a map Z{pπ´1pker fÑ Z, and by pker f q X R 1 " t0u, this map is a homotopyequivalence on fixed-point sets. Additionally, we have π´1pker f q X R 2 " t0u. Then π´1pker f q is an inessential submodule, and it (strictly) contains M , contradicting that M was maximal. Then f was injective, as needed.
Lemma 2.27. Let Z be a chain complex of type SWF and let M, N Ă Z be inessential subcomplexes, with M and N maximal with respect to inclusion. Then Z{M -Z{N , where -denotes isomorphism of G-chain complexes.
Proof. Indeed, if there exist maps α : Z{M Ñ Z, and β : Z{N Ñ Z as above, consider the composition:
φ : Z{N Ñ Z Ñ Z{M. In particular, we have a map αφ : Z{N Ñ Z, which is injective by Lemma 2.26. It then follows that φ is injective. We also have:
ψ : Z{M Ñ Z Ñ Z{N. As before, ψ is injective. Then, since we have injective chain maps between Z{N and Z{M , finitedimensional F-complexes, the two chain complexes must have the same dimension. An injective map between complexes of the same dimension is bijective, and, finally, a bijective G-chain complex map is a G-chain complex isomorphism.
Lemma 2.28. Let Z be a chain complex of type SWF and M a maximal inessential subcomplex of Z. We have a (noncanonical) decomposition of Z:
where the isomorphism class of Z{M is an invariant of Z, independent of the choice of maximal inessential subcomplex M Ď Z.
Proof. Let β : Z{M Ñ Z be a homotopy equivalence on fixed-point sets. The map β is injective by Lemma 2.26. Let π be the projection Z Ñ Z{M . We note that βπβ is a map Z{M Ñ Z which is a homotopy equivalence on the fixed point set, and so by Lemma 2.26, βπβ is injective. Then πβ is also injective. We have a map β ' i : pZ{M q ' M Ñ Z, where i is the inclusion i : M Ñ Z. We check that β ' i is injective. Indeed, if pβ ' iqpz ' mq " 0, we have βpzq " m. By definition, πpmq " 0, while πβ is injective. It follows that m " z " 0, and β ' i is injective. Then Z{M ' M Ñ Z is an injective map of F-vector spaces of the same dimension, and so is an isomorphism (of G-chain complexes). Since, by Lemma 2.27, the isomorphism class of Z{M is independent of M , we obtain that the isomorphism class of Z{M is a well-defined invariant of Z. Definition 2.29. For Z a chain complex of type SWF, let Z conn denote Z{Z iness , for Z iness Ď Z a maximal inessential subcomplex. We call Z conn the connected complex of Z. 
We restrict φ and ψ to Z conn and W conn , since it is clear that Z conn 'Z iness is chain locally equivalent to Z conn , and likewise for W conn . Further, we project the image of φ and ψ to W conn and Z conn , respectively. Call the resulting maps φ 0 and ψ 0 . If φ 0 had a nontrivial kernel, then we would obtain by composition a local equivalence:
Composing with the inclusion ι : Z conn Ñ Z gives a chain local map ιψ 0 φ 0 : Z conn {ker φ 0 Ñ Z, so by Lemma 2.26, ιψ 0 φ 0 is injective. Thus, φ 0 is injective. Similarly ψ 0 is injective, so we obtain an isomorphism of chain complexes Z conn -W conn . Conversely, a homotopy equivalence Z conn Ñ W conn yields a local equivalence Z Ñ W by the composition
where π : Z Ñ Z conn is projection to the first summand.
The next Corollary allows us to view the chain local equivalence type of a space of type SWF in CE instead of CLE.
Corollary 2.31. In the language of Theorem 2.30, there is an injection B : CLE Ñ CE given by rpZ, m, nqs Ñ rpZ conn , m, nqs, for pZ, m, nq a representative of the class rpZ, m, nqs with Z suspensionlike.
Proof. Fix rpZ, m, nqs " rpZ 1 , m 1 , n 1 qs P CLE with Z and Z 1 suspensionlike; we will show that rpZ conn , m, nqs " rpZ 1 conn , m 1 , n 1 qs in CE. First, we observe that, for V " H,R :
We have, for M, N sufficiently large:
Here the maps in both directions are local equivalences. Choosing M ě maxtm, m 1 u and N ě max tn, n 1 u guarantees that both 
j-split spaces
In this section we introduce j-split spaces of type SWF, and compute their G-Borel homology. We will see in Lemma 5.3 that the Seiberg-Witten Floer spectra of Seifert spaces are j-split. The computation of this section will then provide the G-equivariant Seiberg-Witten Floer homology of Seifert spaces.
Definition 3.1. We call a space X of type SWF j-split if X{X S 1 may be written:
for some S 1 -space X`, where » denotes G-equivariant homotopy equivalence, and j acts on the right-hand side by interchanging the factors (that is, jX`" X´). Similarly, we call a G-chain complex pZ, Bq of type SWF j-split if p1q´p3q below are satisfied.
(1) There exists f red P Z such that xf red y is the fixed-point set, Z S 1 , of Z. Furthermore sf red " 0, jf red " f red . In particular, Z is of type SWF at level 0. (2) The fixed-point set Z S 1 is a subcomplex of Z (that is, Bpf red q " 0). (3) We have:
where Z`is a C CW pS 1 q chain complex, and j acts on the right-hand side by interchanging the factors.
Recall that' denotes a direct sum of G-modules that is not necessarily a direct sum of chain complexes. For a j-split chain complex Z we may write, referring to jZ`by Z´:
Z " pZ`' Z´q'xf red y.
In the above, Z is to be thought of as the reduced CW chain complex of a G-space X, and f red is to be thought of as the chain corresponding to the S 1 -fixed subset of X. The requirement that Z be a chain complex of type SWF at level 0 will be used in Section 3.2 to calculate the chain local equivalence class of j-split chain complexes.
A j-split space X with X S 1 » S 0 admits a CW chain complex which is a j-split chain complex. For X a j-split space of type SWF at level s, we use the following Lemma to relate the CW chain complex of X to j-split complexes.
Lemma 3.2. Let X be a j-split space of type SWF at level s. Then rC CW pX, ptqs " rpZ,´s, 0qs P CE, for some j-split chain complex Z.
Proof. The chain complex C CW pX, ptq may be written
where R " C CW pX S 1 , ptq -C CW ppR s q`, ptq is a subcomplex and F is a free G-chain complex. Since X is j-split, the decomposition (67) may be chosen so that
where F`is a C CW pS 1 q-chain complex, and j acts on F by interchanging F`and jF`.
We first show that we may choose F satisfying (67) and (68) and so that, for x P F homogeneous,
Indeed, fix some F satisfying (67) and (68), and let tx i u be a homogeneous basis for F . Let F pnq denote the G-chain complex generated by x i of degree less than or equal to n. We define new chain complexes F 1 pnq so that R'F 1 pnq " R'F pnq, and so that F 1 " Ť n F 1 pnq satisfies (67)-(69). Let π n denote projection π n : R'F 1 pnq Ñ R onto the first factor. Set
So, π N pBx i q " p1`jqc N , since p1`jqc N is the only nonzero cycle of R in grading N (or, when N " 0, π N pBx i q " c 0 ). However, by assumption, N ă s, so π N pBx i q " Bc N`1 . Then, we let
By construction R'F 1 pN`1q " R'F 1 pN q, and (69) holds for all x P F 1 pN`1q.
From the construction, it is clear that F 1 satisfies (67)-(69), as needed. Take F satisfying (67)-(69). Consider the G-chain complex Z " C CW pS 0 , ptq'F rss, where C CW pS 0 , ptq " xc 0 y is a subcomplex. To define the differentials from F rss to C CW pS 0 , ptq in Z, we set, for xrss P F rss:
if pBxq| R " p1`jqc s , and
By the construction of F , (70) and (71) determine the differential on Z. Finally, consider the suspension:
We note, as in the proof of Lemma 2.20, that ΣR s F rss » F r0s " F. Then, there is a homotopy equivalence, constructed exactly as in the proofs of Lemmas 2.20 and 2.22:
It follows that rpZ,´s, 0qs " rC CW pX, ptqs P CE, as needed.
Note also that any j-split chain complex occurs as the CW chain complex of some j-split space.
Remark 3.3. j-splitness is not the same as Floer K G -splitness of [18] .
3.1. Calculation ofH G pXq. In this section we will compute the G-equivariant homology of a j-split space in terms of its S 1 -homology. Let X be a j-split space of type SWF at level m with X{X S 1 " X`_ X´. The Puppe sequence
leads to a commutative diagram, where the rows are exact:
In (73) the vertical maps are obtained by taking the quotient by the action of j P G. The diagram (73) itself yields a commutative diagram for Borel homology, where the rows are exact: (76)
is an isomorphism (of Frq, vs{pq 3 q-modules).
Proof. Since X is j-split, both domain and target are isomorphic, as vector spaces, to H˚pX`{S 1 q. The map φ 3 is a bijection and an Frq, vs{pq 3 q-module map, and so is an isomorphism.
In particular, Fact 3.5 shows that the q-action onH G pX{X S 1 q is trivial. Since φ 3 |H S 1 pX`q is an isomorphism, we have: By (74),
Lemma 3.7. We have:
Proof. Using the top row of (74), we have an exact sequence: 
as Frvs-vector spaces. The subspace coker d G is a Frq, vs{pq 3 q-submodule, and q acts on x P ker d G by qx " 0 if x P Im φ 2 | kerd S 1 (using the decomposition ofH S 1 pXq in Lemma 3.7). Also,
As there is at most one homogeneous element of each degree in coker d G , qx is uniquely specified for all x P ker d G in the decomposition (80).
Proof. As in the proof of Lemma 3.7, we see thatH G pXq is an extension of
We will first show that the extension is trivial as an Frvsextension.
We construct M ĂH G pXq a vector space lift of ker d G ĂH G pX{X S 1 q, so that φ 2 pker d S 1 q Ď M , using the decomposition ofH S 1 pXq in (79). Specifically, we define M in each degree i by:
We now show that π G : pIm φ 2 | ker d S 1 q i Ñ pker d G q i is an isomorphism for i ı 3`m mod 4. It suffices to show ker d G Ď Im φ 3 | ker d S 1 in degrees not congruent to 3`m mod 4. Indeed, φ 3 is surjective by (76). Furthermore, by Fact 3.4, φ 1 is injective in degrees not congruent to 2`m mod 4. By (78), if y P ker d G with deg pyq ı 3`m mod 4, and y " φ 3 pxq, for x PH S 1 pX{X S 1 q, then φ 1 pd S 1 xq " 0. By the injectivity of φ 1 , we have d S 1 x " 0, and we obtain:
We have then established thatH G pXq " coker d G ' M as F-vector spaces.
We next determine the Frq, vs{pq 3 q-action on M ĂH G pXq. Since ker d S 1 ĂH S 1 pXq is an Frq, vs{pq 3 q-submodule, so is its image inH G pXq. Then, for x P M homogeneous of degree not congruent to 3`m mod 4, we have qx, vx P M . In fact, qx " 0, since q acts trivially onH S 1 pXq. Moreover, for x P M of degree congruent to 3`m mod 4, vx PH G pXq is also of degree congruent to 3`m, and, in particular, we see vx P M . So we need only determine qx for x P M with deg x " 3`m mod 4.
As in [34] here q Y´denotes cup product with q. Dualizing, we obtain an exact sequence:
here p1`jq¨´denotes the map obtained from multiplication (on the chain level) by 1`j P G, and q X´denotes cap product with q.
From (83), we have that if
First, we see
Indeed, (84) follows from the commutativity of the diagram 
Then, by Fact 3.6,
Lemma 3.10. There exists a decomposition
as a direct sum of FrU s-modules J 1 and J 2 , where d S 1 vanishes on J 2 and
and d S 1 is nonvanishing on each summand Td
Proof. To begin, setH S 1 pX`q " J 1 ' J 2 for some choices of J 1 and J 2 so that d S 1 | J 2 " 0, possibly by setting J 2 " 0. We introduce a partial ordering ľ of (graded) FrU s-modules. We say 
We interpret
q is the zero module.
Proof. In the decomposition of Lemma 3.10, we write x i for the generator of Td i pn i q. We choose a basis for ker d S 1 , given by ty i u i for y i " x i`1`U n i´ni`1`p d i´di`1 q{2 x i for i " 1, ..., n´1, and y N " U pd N`2 n N´1 q{2 x N . Note that y N may be zero.
We have seen that J 2 Ă ker d S 1 , and also jJ 2 Ă ker d S 1 , giving the two copies of the J 2 summand in (86). We see that FrU sU´d pXq as in Lemma 3.11. The first four (finite) towers are T`1p3q '2 ' T1 p1q '2 . Then J 1 " T`1p3q ' T1 p1q and J 2 " T`1p1q in (85) (keeping in mind that the action of j interchanges the pairs of copies Td
Here m " 0. The shaded-head arrows denote differentials while the open-head arrows denote U -actions. pn i q, since d S 1 is j-invariant, and so vanishes on multiples of p1`jq. Finally, the set ty i u generates the
For an example of how the new basis gives the Lemma, see Figures 2 and 3 .
need not be maximal, currently). To find J 1 1 and J 1 2 in terms of J 1 and J 2 , we use:
Lemma 3.12. Let J 1 , J 2 and d i , n i be as in Lemma 3.10. Then we may setH G pX{X S 1 q " J 1 1 ' J 1 2 , where
Moreover, d G is nonvanishing on each nontrivial summand of J 1 1 , and d G pJ 1 2 q " 0. Figure 4 : ComputingH G pX{X S 1 q for the complex of Figures 2 and 3 . Here J 1 1 " V1 p1q '2 , and
Proof. We use (75) and (77) to conclude that
We also use cor (78) as in Lemma 3.12. If pa, bq P J , set mpa, bq`1 to be the multiplicity with which Và pbq occurs as a summand of J 1 1 . If pa, bq R J , set mpa, bq to be the multiplicity with which Và pbq occurs in J 1 1 . Then we define:
where summands of multiplicity 0,´1 do not contribute to the sum. That is, J rep counts the repeated summands (whence the "rep") in J 1 1 , as well as those which are not contributing "new" differentials targeting the reducible. In the example of Figure 4 , J rep " V1 p1q.
Arguing as in Lemma 3.10, we obtain the following.
Lemma 3.14. LetH S 1 pX`q be decomposed as in Lemma 3.10, and let J be as in the preceding paragraphs. Then we may setH
Moreover, d G is nonvanishing on each nontrivial summand of J 2 1 , and d G pJ 2 2 q " 0. Further, a i ă a i`1 and a i`4 b i ą a i`1`4 b i`1 for i " 1, ..., N 0´1 , where N 0 " |J |. p1`jqU
q for X with m " 0. Here d 1 " 5, n 1 " 7 and d 2 "´3, n 2 " 5, and J 2 " 0.
Proof. We argue as in Lemma 3.10, starting with the decompositioñ
given in Lemma 3.12. We will show that we may choose J 2 1 "
1 , where pe 1 , f 1 q R J and choose pe 2 , f 2 q P J , with Vè 2 pf 2 q ľ Vè 1 pf 1 q and Vè 1 pf 1 q ' Vè 2 pf 2 q Ď J 1 2 . Further, assume that d G is nontrivial on Vè 1 pf 1 q; if it were trivial, then we enlarge J 1 2 by setting J 2 2 " J 1 2 ' Vè 1 pf 1 q. Let x i be the generator of Vè i pf i q. We choose new Frvs-generators, x 2 of Vè 2 pf 2 q and v f 2´f1`p e 2´e1 q{4 x 2`x1 of Vè 1 pf 1 q so that d G vanishes on Vè 1 pf 1 q. Again, then we may enlarge J 1 2 by adding the Vè 1 pf 1 q factor. This shows that we can remove all summands Tà pbq with pa, bq R J from J 1 1 . Similarly, if Và pbq ' Và pbq Ď J 1 1 , with pa, bq P J and with generators x 1 and x 2 such that d G px 1 q " d G px 2 q ‰ 0, we choose the new basis xx 1 , x 2`x1 y. The differential d G is nonzero on the copy of Và pbq generated by x 1 , while d G vanishes on the copy of Và pbq generated by x 1`x2 , and J 1 2 may be enlarged. Then we may choose J 2 1 » À pa,bqPJ Và pbq. The formula for J 2 2 also follows once J 2 1 is specified. In Figures 5 and 6 , we provide an example illustrating the proof of Lemma 3.14. We may now computeH G pXq in terms ofH S 1 pX{X S 1 q and the map d S 1 .
Lemma 3.15. LetH S 1 pX`q be decomposed as in Lemma 3.10 and let J 2 1 , J 2 2 be as in Lemma 3.14. Then:
as an Frvs-module. The q-action is given by the isomorphism q : V2`m Ñ V1`m and the map V1`m Ñ Và
, which is an F-vector space isomorphism in all degrees at least a 1`4 b 1´1 . The action of q annihilates
q and res cor
Figure 6: Here we show how to compute
for the example complex given in Figure 5 . The curved arrows denote the v-action. Here, J rep is V`3p3q, and J 2 1 " V`3p3q. Then we have also
If we have a basis of cor S
would be a basis for J rep produced by Lemma 3.14.
To finish specifying the q-action, let x i be a generator of Vd Proof. The proof is analogous to that of Lemma 3.11. We choose a basis for ker d G as follows. Write the generator of Và i pb i q as x i . Then set y i "
It is clear that y i P ker d G for all i, and it is straightforward to check that ty i u generates ker d G X J 2 1 . The y i generate the term
q in (88). Since d G is q-equivariant and q annihilatesH G pX{X S 1 q, the modules V1 and V2 Ă H˚pBGq are disjoint from the image of d G . Moreover, v´a
where v´k is the unique element x of H˚pBGqr´ms with v k x an F-generator of H 0 pBGqr´ms. Since there are no elements x P J 2 1 with grading greater than a 1`4 b 1´4 , the maximal k for which v´k P Im d G is
Furthermore, J 2 2 Ď ker d G by definition, contributing the J 2 2 term of (88). To determine the q-action on ker d G , we use Lemma 3.8. Indeed, q takes elements not in the image of φ 2 | ker d S 1 to nontrivial elements of coker d G , and q vanishes on Im φ 2 | ker d S 1 . Using Fact 3.13, we obtain the q-action on J 2 2 as in the Lemma. The q-action on coker d G is given by that on H˚pBGq.
We combine Lemmas 3.10-3.15 to determineH G pXq fromH S 1 pXq. We record this as the following Theorem. Theorem 3.16. Let X " pX 1 , p, h{4q P E and X 1 be a j-split space of type SWF. Then:
for some constants s, d 1 i , n i , N and some FrU s-module J, where (not counted with multiplicity) . If pa, bq P J , set mpa, bq`1 to be the multiplicity of pa, bq in J 0 . If pa, bq R J , set mpa, bq to be the multiplicity of pa, bq in J 0 . Let |J | " N 0 and order the elements of J so that J " tpa i , b i qu i , with
The q-action is given by the isomorphism q : V2 r´ss Ñ V1 r´ss and the map q : V1 r´ss Ñ V4
r´ss which is an F-vector space isomorphism in all degrees (in V1 r´ss) greater than or equal to 4t
u`s`1, and vanishes on elements of V1 r´ss of degree less than 4t
us`1 . The action of q annihilates
qr´ss and p À pa,bqPJ 0
Và pbq 'mpa,bq 'res . Then qx i is the unique nonzero element of pV4
Proof. We show that for M an FrU s-module of the form (86), the sets tn i u,td 1 i u, and the module J 2 , are determined by the (graded) isomorphism type of M , to establish that all the constants in (89) are well-defined (independent of the choice of direct sum decomposition ofH S 1 pXq). For a fixed d, there are at most two distinct isomorphism classes Td pxq, each appearing as summands of M that occur an odd number of times in the decomposition of M into simple submodules (not including the infinite tower). Such a submodule Td pxq will be called a submodule occurring with odd multiplicity. For any d such that there is at least one isomorphism class Td pxq with odd multiplicity, then d " s`d 1 i for some i, using (86). Consider the case that there are exactly two such isomorphism classes Td px 1 q and Td px 2 q with, say, x 1 ă x 2 . Setting d " s`d 1 i for a fixed i, and using (86), we see that x 2 " n i , since n i ą n i`1`d
for all i. If instead there is one (graded) isomorphism class T d pxq with odd multiplicity, Lemma 3.11 shows x " n N . If, for a fixed d, there are no isomorphism classes Td pxq occurring with odd multiplicity, then d R ts`d 1 i u. Thus, we see that td i u and tn i u are determined by the isomorphism type of M as a graded FrU s-module. It is then easy to see that J 2 is also determined by the isomorphism type of M .
In addition, we find that s in (89) exists and is uniquely determined. First, we check that there is an s so that (89) holds. Observe thatH S 1 pXq "H S 1 pX 1 qrp`hs. Say that X 1 is a space of type SWF at level m, and set d 
Figure 7:
The S 1 -Borel Homology of pX, p, h{4q P E. The variables t i stand for entries of the infinite tower in grading i.
and s " m´p´h. We next show that there is a unique s so that (89) holds. To see this, observe thatH S 1 ,red pXq, as in (89), is an F-module of odd rank in degrees d such that d " s`1 mod 2, with s ă d ă s`d 1 1`2 n 1 , and of even rank (possibly zero) in all other degrees (Recall from (7) the definition ofH S 1 ,red ). Then, for M an FrU s-module that is the homology of pX 1 , p, h{4q with X 1 j-split, we have that s " m´p´h is determined by M .
As in (79),H
Additionally, given M , we have determined the sets td 1 i u, tn i u appearing in Lemma 3.10. Then Lemmas 3.12 and 3.14 show that J 2 1 " ' pa i ,b i qPJ Và i pb i q, for a i , b i as in the statement of the Theorem, and that
Và pbq 'mpa,bq .
Here we have replaced the notation res Remark 3.17. Since every j-split chain complex of type SWF is the cellular chain complex of some space of type SWF, Theorem 3.16 also applies to j-split chain complexes.
We give an example illustrating the steps of the proof of Theorem 3.16. Let X be a j-split space, and say thatH S 1 ppX, p, h{4qq is given as in Figure 7 ; that is:
We calculate d 1 i , n i . As specified in the proof of Theorem 3.16, we see td 1 i`m´p´h u " t´5,´3,´1u, and tn i u " t6, 4, 2u. We see that m´p´h " 0 becauseH S 1 1,red ppX, p, h{4qq (i.e. the contribution in degree´1 not coming from the tower) is of even rank, whileH S 1 1,red ppX, p, h{4qq Figure 9 : The complex pH G pX{X S 1 qrp`hs 'H G ppX S 1 , p, h{4qq, d G q corresponding to Figure 7 .
has odd rank. So s " 0 in Theorem 3.16. Then td 1 i u " t´5,´3,´1u. Furthermore, we see J 2 " 0. Then we recover pH Figure 8 . Using Lemma 3.12, we have Figure 9 . We see that V`3p2q is not maximal in J 1 1 , so mp´3, 2q " 1, while mp´3, 3q " 0, since V`3p3q is maximal under ľ. Similarly, V1 p1q is maximal, so mp1, 1q " 0. Then J rep " V`3p2q, using (87).
In Figure 9 , J 2 1 " V`3p3q ' V1 p1q. Then Lemma 3.15 allows us to computeH G pXq, as in Figure  10 .
We
, in accordance with Theorem 3.16.
3.2.
Chain local equivalence and j-split spaces. Using Theorem 3.16, we can determine the chain local equivalence class of j-split spaces. We start with some results on j-split chain complexes. . . . First, write S d pnq for the free G-module generated by
FrU s-modules, where H S 1 pZq is defined as in (20) . Moreover, for an FrU s-module J " À i Tè i pm i q, let SpJq " À i S e i pn i q. Proposition 3.18. Let C " xf red y'pC`' C´q be a j-split chain complex and
Then C is homotopy equivalent to the chain complex
where Bpf red q " 0, jf red " f red , sf red " 0, and deg pf red q " 0. Furthermore, let each factor Before giving the proof we establish a Lemma.
Lemma 3.20. Let F 1 , F 2 be two free, finite C CW pS 1 q-complexes such that H S 1 pF 1 q -H S 1 pF 2 q as FrU s-modules. Then F 1 » F 2 , where » denotes homotopy equivalence.
Proof. First, we note that C CW pS 1 q is chain homotopy equivalent to the algebra Frss{ps 2 q where deg psq " 1 and Bpsq " 0. Koszul Duality [8] states that H˚pF 1 q and H˚pF 2 q are isomorphic as Frss{ps 2 q modules if and only if H S 1 pF 1 q and H S 1 pF 2 q are isomorphic as FrU s-modules. Indeed, our original hypothesis was H S 1 pF 1 q » H S 1 pF 2 q, so we see that H˚pF 1 q and H˚pF 2 q are isomorphic as Frss{psq 2 -modules. We next observe that two chain complexes over Frss{ps 2 q are quasi-isomorphic if and only if they have isomorphic homology, see Whitehead's Theorem 10.4.5 in [37] . Thus, F 1 and F 2 are quasi-isomorphic. Finally, by Theorem 10.4.8 of [37] , quasi-isomorphic free chain complexes are chain homotopy equivalent, and so F 1 and F 2 are chain homotopy equivalent. This establishes the Lemma.
Proof of Proposition 3.18. The proof is in two steps: first, we show that C`is chain homotopy equivalent to a chain complex of a certain form, and then we investigate differentials from C`to xf red y.
Note that the complex C`is a C CW pS 1 q-complex. Let S S 1 d pnq be the C CW pS 1 q-submodule of S d pnq generated (as a C CW pS 1 q-module) by xx d , x d`2 , ..., x d`2n´2 y. As for S d pnq, a quick calculation shows H S 1 pS S 1 d pnqq " Td pnq. Similarly, for an FrU s-module J "
We see:
as G-complexes, for all FrU s-modules J, where the action of j on the right is given by interchanging the factors. Recall, by the proof of Theorem 3.16, that H S 1 pC`' C´q is determined by H S 1 pCq for C a j-split chain complex (see Remark 3.17) . That is, from (92):
Lemma 3.20 then implies C`" S S 1 d pnq ' S S 1 pJq as a C CW pS 1 q-complex. Since j : C`Ñ C´is an isomorphism, we have from (94):
Moreover, H S 1 pCq determines the map d S 1 : H S 1 pC`q Ñ H S 1 pxf red yq. We compute d S 1 a different way, by using the differential from C`to xf red y, and the form of C`determined by (95). Fix a pair of integers pd, nq. If x i is the generator of a copy of S d pnq in degree i and 
, and all other differentials C`Ñ xf red y vanish. Thus, in particular, BpSpJqq Ă SpJq. The decomposition (93) follows. Proposition 3.21. Let pX, p, h{4q P E with X a j-split space of type SWF at level m, and
, as well as 2n N`dN ě 3, and d N ď 1. Then the chain local equivalence type rpC CW pX, ptq, p, h{4qs cl P CLE is the equivalence class of
The connected S 1 -homology of pX, p, h{4q is given by:
Further, s in (96) us (we include the grading shift for convenience). We will see that it is a suspensionlike complex, so we may apply the results of Section 2.5. There is a homotopy equivalence:
where (100) xf red y'
xf red y,
p1`jq 3 y´1. The y k are defined for k such that k ı 3 mod 4 and´4t´d
Bpy 4k`2 q " p1`jqy 4k`1`s y 4k , (103)
4. Seiberg-Witten Floer spectra and Floer homologies 4.1. Finite-dimensional approximation. In this section we review the finite-dimensional approximation to the Seiberg-Witten equations from Manolescu [15] , [17] .
Let S be the spinor bundle of the three-manifold with spin structure pY, sq, and ΓpSq its space of sections. For λ P p0, 8q, the Seiberg-Witten equations of pY, s, gq determine a sequence of vector fields X gC λ on finite-dimensional vector spaces W λ . Here W λ is the span of eigenvectors of the elliptic operator˚d`D acting on the global Coulomb slice of Ω 1 pY, iRq ' ΓpSq, with eigenvalue in p´λ, λq, where D is the Dirac operator. The vector field X gC λ on W λ is an approximation of the Seiberg-Witten equations restricted to W λ . The action of G " Pinp2q restricts to a smooth action on W λ that commutes with the flow defined by X gC λ . There is a distinguished subspace W p´λ, 0q Ă W λ consisting of the span of the eigenvectors with eigenvalue in p´λ, 0q. Following [15] , we will use the sequence of flows on the spaces W λ to define an invariant of pY, sq.
We next recall a few properties of the Conley Index. For a one-parameter family φ t of diffeomorphisms of a manifold M and a compact subset A Ă M , we define:
InvpA, φq " tx P A | φ t pxq P A for all t P Ru.
Then we say that a set S Ă M is an isolated invariant set if there is some A as above such that S " InvpA, φq Ă intpAq. Conley proved in [4] that one may associate to any isolated invariant set S a pointed homotopy type IpSq, an invariant of the triple pM, φ t , Sq. Floer [6] and Pruszko [27] defined an equivariant version, so that if a compact Lie group K acts smoothly on M preserving the flow φ t , then we may associate a pointed K-equivariant homotopy type I K pSq. The Conley Index, as well as its equivariant refinement, are invariant under continuous changes of the flow, if S is isolated in an appropriate sense.
Manolescu showed in [17] that S λ , the set of all critical points of X gC λ , along with all trajectories of finite type between them contained in a certain sufficiently large ball in W λ , is an isolated invariant set, and that the flow X gC λ is G-equivariant. We then write I λ pY, s, gq " I G pS λ q. To make this construction independent of λ, we desuspend by W p´λ, 0q. Then we can define a pointed stable homotopy type associated to a tuple pY, s, gq:
The desuspension in (106) is interpreted in E. That is,
where W p´λ, 0q -W p´λ, 0qpRq ' W p´λ, 0qpHq, and W p´λ, 0qpRq is a direct sum of copies ofR. Similarly, W p´λ, 0qpHq is a direct sum of copies of H. Manolescu showed in [17] that SWF pY, s, gq is well-defined, for λ sufficiently large. Further, we must remove the dependence on the choice of metric g. We use npY, s, gq, a rational number which controls the spectral flow of the Dirac operator and may be expressed as a sum of eta invariants; for its definition, see [15] . We have:
(107) SWF pY, sq " Σ´1 2 npY,s,gqH SWF pY, s, gq.
Interpreted in E, if SWF pY, s, gq " pX, m, nq, then SWF pY, sq " pX, m, n`1 2 npY, s, gqq.
In addition to the approximate flow above, we may also consider perturbations of the flow as in [10] .
We call CpY, sq " Ω 1 pY, iRq ' ΓpSq the configuration space for the Seiberg-Witten equations, and we let L denote the Chern-SimonsDirac functional. Let X be the L 2 -gradient of L on CpY, sq. We call a map:
a perturbation, where T j denotes the L 2 j completion of the tangent bundle to CpY, sq. Then we write X q " X`q : CpY, sq Ñ T 0 .
Let C gC pY, sq denote the global Coulomb slice in CpY, sq and T gC k the L 2 k completion of the tangent bundle to C gC pY, sq. Lidman and Manolescu also consider a version of X q , obtained by projecting trajectories of X q to the global Coulomb slice C gC pY, sq:
0 . Lidman and Manolescu prove that there is a bijective correspondence between finite-energy trajectories of X gC q and those of X q , modulo the appropriate gauges.
We write X gC q,λ for the finite-dimensional approximation of X gC q in W λ (recalling that W λ are finite-dimensional subspaces of C gC pY, sq). For tame perturbations in the sense of [10] , we may define I λ pY, s, g,as above using X gC q,λ in place of X gC λ . Furthermore, from I λ pY, s, g,we may also define SWF pY, s, g,analogously to the unperturbed case. Lidman and Manolescu [12] show that the spectrum is independent of q. That is:
We also have the attractor-repeller sequence of [17] . For a generic perturbation q we may arrange that the reducible critical point of X q is nondegenerate and that there are no irreducible critical points x with Lpxq P p0, q for some ą 0. Denote the reducible critical point by Θ. Let T " T λ be the set of all critical points of X gC q,λ and flows of finite type between them. Then, for all ω ą 0, we have the following isolated invariant sets:
ąω : the set of irreducible critical points x with L q pxq ą ω, together with all points on the flows between critical points of this type. ‚ T ďω : Same, but with L q pxq ď ω, and allowing x to be reducible.
Then we have the exact sequence:
We record a Theorem of [17] .
Theorem 4.1 (Manolescu [17] , [18] ). Associated to a three-manifold with b 1 " 0 and a choice of spin structure pY, sq there is an invariant SWF pY, sq, the Seiberg-Witten Floer spectrum class, in
The induced map is a homotopy-equivalence on the S 1 -fixed-point set. The invariants α, β and γ do not depend on the choice of representative of the class rpX, m, nqs.
The Manolescu invariants αpY, sq, βpY, sq, γpY, sq of a pair pY, sq are then given by αpSWF pY, sqq, βpSWF pY, sqq, and γpSWF pY, sqq, respectively.
From Theorem 4.1, the local and chain local equivalence classes of SWF pY, sq, rSWF pY, sqs l and rSWF pY, sqs cl , respectively, are homology cobordism invariants of the pair pY, sq. Since the G-Borel homology of SWF pY, sq depends only on rSWF pY, sqs cl , we have that αpY, sq, βpY, sq, and γpY, sq depend only on the chain local equivalence class rSWF pY, sqs cl .
Fact 4.4. Let Y 1 , Y 2 be rational homology three-spheres with spin structures t 1 , t 2 and pX i , m i , n i q " SWF pY i , t i q for i " 1, 2. Then SWF pY 1 #Y 2 , t 1 #t 2 q " l pX 1^X2 , m 1`m2 , n 1`n2 q.
Proof. According to [17] , the Seiberg-Witten Floer spectrum class of the disjoint union Y 1 > Y 2 is given by:
On the other hand Y 1 > Y 2 is homology cobordant to the connected sum Y 1 #Y 2 . Since the local equivalence class is a homology cobordism invariant, we obtain the claim.
By Theorem 4.1 and Fact 4.4, we have a sequence of homomorphisms:
4.2.
The Morse-Bott condition and approximate trajectories. Let q be an admissible perturbation, as in Definition 22.1.1 of [10] . We will need the following results of Lidman-Manolescu [12] .
Proposition 4.5.
[12] For λ sufficiently large, there is a grading-preserving isomorphism between the set of critical points of the finite-dimensional approximation X gC q,λ and the set of critical points of X q .
For x, y critical points of X gC q,λ , let M λ px, yq denote the set of unparameterized trajectories of X gC q,λ from x to y contained in the ball used to define S λ . Similarly, we let M px, yq be the set of unparameterized trajectories between critical points of X q . Proposition 4.6. [12] There is a correspondence of degree one trajectories compatible with Proposition 4.5. That is, if x λ , y λ are critical points, with grpx λ q " grpy λ q`1, of X gC q,λ corresponding to critical points x, y of X q , respectively, then there is an identification
The condition grpxq " grpyq`1 allows the application of an inverse function theorem. However, without the grading assumption, a compactness result still holds, providing:
[12] Let x and y be critical points of X q corresponding to critical points x λ , y λ of X gC q,λ . If M px, yq " H, then M λ px λ , y λ q " H.
We will also need the following Theorem from [12] . qqrm`4ns.
Remark 4.11. Let φ be the canonical isomorphism:
provided by, for the first map, [12] , and for the second, [3] and [11] . Let π be the projection π : HF`pY, sq Ñ HF red pY, sq. We note that SWFH conn pY, sq is naturally isomorphic to the quotient
Then SWFH conn pY, sq can be viewed as a summand of HF red pY, sq.
5.
Floer spectra of Seifert fiber spaces 5.1. The Seiberg-Witten equations on Seifert spaces. In this section we record some results of [19] to describe explicitly the monopole moduli space on Seifert fiber spaces. First we recall some notation associated with Seifert fiber spaces. The standard fibered torus corresponding to a pair of integers pa, bq, for a ą 0, is the mapping torus of the automorphism of the disk D 2 given by rotation by 2πb{a. Let D 2 a be the standard disk, given an orbifold structure by letting Z{a act by rotation by 2π{a; the origin is then an orbifold point, with multiplicity a. The standard fibered torus is naturally a circle bundle over the orbifold D 2 a . Let f : Y Ñ P be a circle bundle over an orbifold P , and x P P an orbifold point with multiplicity a. If a neighborhood of the fiber over x is equivalent, as an orbifold circle bundle, to the standard fibered torus corresponding to pa, bq, we say that Y has local invariant b at x.
For a i P Z ě1 , let Spa 1 , . . . , a k q denote the orbifold with underlying space S 2 and k orbifold points, with corresponding multiplicities a 1 , . . . , a k . Fix b i P Z with gcdpa i , b i q " 1 for all i. We let Σpb, pb 1 , a 1 q, . . . , pb k , a kdenote the circle bundle over Spa 1 , . . . , a k q with first Chern class b and local invariants b i . We define the degree of the Seifert space Σpb,
. Finally, we call a space Σpb, pb 1 , a 1 q, . . . , pb k , a knegative (positive) if b`ř b i a i is negative (positive). The spaces Σpb, pb 1 , a 1 q, . . . , pb k , a kof nonzero degree are rational homology spheres. As orbifold circle bundles, the orientation reversal´Σpb, pb 1 , a 1 q, . . . , pb k , a kis isomorphic to Σp´b, p´b 1 , a 1 q, . . . , p´b k , a k qq. We write Σpa 1 , . . . , a k q for the unique negative Seifert integral homology sphere fibering over S 2 pa 1 , . . . , a k q.
Let Y be a negative Seifert rational homology three-sphere fibering over a base orbifold P with underlying space S 2 . Equipping Y with the metric for which Y has the Seifert geometry, Mrowka, Ozsváth, and Yu [19] show that the Seiberg-Witten moduli space MpY q is composed of the following: ‚ A finite set of points forming the reducible critical set, in bijection with HompH 1 pY q, S 1 q, and ‚ for each pk`1q-tuple of non-negative integers e " pe, 1 , ..., k q, such that 0 ď i ă a i and
there are two components, labelled C`peq and C´peq, in MpY q.
Each component C`peq, C´peq is a copy of Sym e p|Σ|q, where Σ is the base orbifold and |Σ| its underlying manifold. Furthermore, C`peq and C´peq are related by the action of j P Pinp2q. That is, the restriction of j to C`peq acts as a diffeomorphism C`peq Ñ C´peq, and vice versa. Then, in the quotient of the configuration space by the based gauge group, each C˘peq is diffeomorphic to GˆSym e p|Σ|q. Mrowka, Ozsváth, and Yu do not use the Seiberg-Witten equations as in [10] . Instead, they replace the Dirac operatorD associated to the Seifert metric in the equations with D "D´1 2 ξ for ξ some constant depending on the Seifert fibration. It is then clear that the Seiberg-Witten equations they consider differ from the usual equations by a tame perturbation q 0 in the sense of [10] . Abusing notation somewhat, we call the Seiberg-Witten equations as in [19] simply the Seiberg-Witten equations, or the unperturbed Seiberg-Witten equations in the sequel.
In the case of a negative Seifert space Y with four or fewer singular fibers, the Seiberg-Witten equations are transverse in the sense of [10] , so we may take q " q 0 , as in [19] .
We will further need: Combining Propositions 4.5,4.6, and Fact 5.2, we have:
. . , pb k , a kbe a negative Seifert rational homology threesphere. Then SWF pY, sq has a representative pX, m, nq P E with X a j-split space.
Proof. We first treat the case where Y has at most four singular fibers. Then the irreducibles are isolated, by Fact 5.2. We recall the attractor-repeller sequence (109), which shows that SWF pY, sq is obtained by successively attaching stable cells GˆD ind C`peq , corresponding to the irreducible critical point C`peq, to the reducible cell in degree 0. Let I ďω be the complex obtained by attaching all critical points with L ď ω. We show by induction that I ďω is j-split for all ω. For ω " 0, the only critical point is the reducible by Fact 5.1, so the statement is vacuous. Let (112)
for some fixed ω 0 , where Iď ω 0 contains all irreducible critical points C`peq with L ď ω 0 . Fix e 1 so that LpC`pe 1ą ω 0 and LpC`pe 1is minimal among Lpxq for critical points x with Lpxq ą ω 0 . By Fact 5.2, and Proposition 4.7, M λ px λ , y λ q " 0, where x λ corresponds to C`pe 1 q, and y λ corresponds to any critical point of C´pfq. Additionally, the Conley Index satisfies:
as S 1ˆDind C`pe 1 q and jS 1ˆDind C`pe 1 q are disjoint isolated invariant sets. Since M λ px λ , y λ q " 0 for all y λ P jIď ω 0 we have that the attaching map of the cell S 1ˆDind C`pe 1 q has target only in Iď ω 0 ; then we set In the case of five or more singular fibers, we perturb the Seiberg-Witten equations to be nondegenerate. We can arrange that for a small perturbation q the analogue of Fact 5.2 continues to hold. That is, there exists some tame admissible perturbation q such that the set of irreducible critical points of X q may be partitioned into two sets C`and C´, interchanged by the action of j, so that for all x P C`, y P C´, we have M px, yq " H.
We show the existence of such a j-equivariant perturbation q. Choose a sequence of small j-equivariant tame admissible perturbations q i , converging to 0 in C 8 , so that for each i the perturbed Seiberg-Witten equations have non-degenerate irreducible critical points. Lin establishes the existence of such perturbations in [13] . Choose disjoint neighbourhoods U˘peq of C˘peq such that for i sufficiently large all irreducible critical points of L q i lie in ď e pU`peq Y U´peqq.
Let Cì denote the set of irreducible critical points of L q i in Y e U`peq and let Cí denote the set of irreducible critical points of L q i in Y e U´peq. Let C˘denote the union Y e C˘peq.
Say, to obtain a contradiction, that for all i there exists some pair of critical points x i P Cì , y i P Cí , such that M px i , y i q is nonempty. The sequences x i , y i have limit points x P C`peq and y P C´pfq, by Proposition 11.6.4 of [10] . Theorem 16.1.3 of [10] shows that the moduli space of unparameterized broken trajectories (for a fixed perturbation) is compact. The proof of Theorem 16.1.3 can be applied to a sequence of trajectoriesγ i for perturbations q i with q i Ñ q. That is, the sequenceγ i has a limit point a broken trajectory pτ 1 , ...,τ n q from x to y, for the perturbation q. Since x P C`, y P C´, there exists a trajectoryτ k from C`to C´, or there exists a trajectoryτ k from C`to the reducible and a trajectoryτ l from the reducible to C´. The first case contradicts Fact 5.2. The second case contradicts the minimality of L on the reducible (Fact 5.1). Thus, for some perturbation q as above we have the desired partition.
The Lemma then follows as in the case of three or four singular fibers.
By Lemma 5.3, Theorem 3.16 applies to SWF pY, sq for Y a Seifert rational homology sphere, and we obtain the following Corollary, from which Theorems 1.1 and 1.4 of the Introduction follow.
Corollary 5.4. Let Y " Σpb, pβ 1 , α 1 q, . . . , pβ k , α kbe a negative Seifert rational homology sphere with a choice of spin structure s. Then The q-action is given by the isomorphism V2 r´ss Ñ V1 r´ss and the map V1 r´ss Ñ V4 us`1 , and vanishes on elements of V1 r´ss of degree less than 4t Proof. Let pX 1 , p, h{4q be a j-split representative for SWF pY, sq at level m, and let s " m´p´h.
We may choose such a representative for SWF pY, sq by Lemma 5.3. Then, using Lemma 3.11, we have: Applying the equivalence ofHM and SWFH S 1 of [12] , and the equivalence ofHM and HF`of [3] and [11] , we obtain the expression (114). Then we apply Theorem 3.16 to obtain the calculation of SWFH G of the Corollary.
Further, using the results of Section 3.2, we prove the results of the Introduction on homology cobordisms of Seifert spaces. Corollaries 1.5 and 1.7 of the Introduction follow from Proposition 5.5 below.
Proposition 5.5. Let Y " Σpb, pb 1 , a 1 q, . . . , pb k , a kbe a negative Seifert rational homology threesphere with a choice of spin structure s, and Moreover, if s ‰ t, or td i u i ‰ te i u i , or tn i u i ‰ tm i u i , the complexes Cps, td i u i , tn i u i q and Cpt, te i u i , tm i u i q are not locally equivalent.
Proof. Let SWF pY, sq " pX, p, h{4q P E with X a j-split space of type SWF. By the construction of SWF pY, sq, X S 1 » pR p q`. By Lemma 3.2, rpX, p, h{4qs P CE admits a representative pZ, p 1 , h 1 {4q with Z a j-split chain complex, for some p 1 , h 1 . Since rpX, p, h{4qs P CE and pZ, p 1 , h 1 {4q must have chain homotopy equivalent fixed-point sets, we have: Σ´R p ppR p q`q " rpX S 1 , p, 0qs " pZ S 1 , p 1 , 0q P CE.
However, by the requirement that Z is j-split, Z S 1 » xf red y, where jf red " sf red " Bpf red q " 0. Thus, p 1 " 0. Furthermore, by the proof of Corollary 5.4,´p 1´h1 "´h 1 " s. Proposition 3.21 applied to pZ, 0,´s{4q yields (117) from (97) and (118) from (98).
5.2.
Spaces of projective type. Let Y " Σpb, pb 1 , a 1 q, . . . , pb k , a kbe a negative Seifert rational homology three-sphere. Consider the case that HF`pY, sq is given by:
HF`pY, sq " T2 δ ' Td pnq ' J '2 , for some FrU s-module J, where possibly n " 0. In particular, by Corollary 5.4, this implies d`2n´1 " 2δ. Let pZ, 0,´s{4q " SWF pY, sq P CE. Then by Proposition 3.18, we may write:
(120) Z " pxf red y'S 1 pnqq ' SpJq as a direct sum of C CW pS 1 q-chain complexes, with Bpx 1 q " f red , Bpx 2i`1 q " sp1`j 2 qx 2i´1 for i " 1, ..., n´1. Here d " s`1, by Corollary 5.4. The complex Z is evidently chain locally equivalent to xf red y'S d pnq. For X a space of type SWF, letΣX denote the unreduced suspension of X. The complex (120), for δ ą 0, may be realized as the G-CW complex associated to pΣpS 2n´1 > S 2n´1 q, 0,´s{4q, where S 1 acts by complex multiplication on each of the two factors, and j interchanges the factors. Then (121) rSWF pY, sqs cl " rpΣpS 2n´1 > S 2n´1 q, 0,´s{4qs cl .
We call a negative Seifert rational homology sphere with spin structure pY, sq of projective type if (121) holds or if the chain local equivalence class of SWF pY, sq is rxf red ys cl . Indeed, we have established that pY, sq is of projective type if and only if HF`pY, sq takes the form (119). The term of projective type refers to the fact:
We can rephrase the projective type condition (119) in terms of the graded roots of [20] . A graded root pΓ, χq is an infinite tree Γ with an action of FrU s, together with a grading function χ : Γ Ñ Z. Associated to any positive Seifert rational homology sphere with spin structure there is a graded root, which, additionally, has an involution ι : Γ Ñ Γ that preserves the grading. We have the following characterization of spaces of projective type in terms of graded roots as a consequence of Corollary 5.4. Fact 5.6. Let Y " Σpb, pb 1 , a 1 q, . . . , pb k , a kbe a negative Seifert rational homology sphere with spin structure s. Let pΓ Y , χq be the graded root associated to p´Y, sq, and let ι be the associated involution of Γ Y . Let v P Γ Y be the vertex of minimal grading which is invariant under ι. The space pY, sq is of pbq paq pcq Figure 11 : Three Graded Roots. The roots paq and pbq are of projective type, while pcq is not.
projective type if and only if there exists a vertex w, and a path from v to w in Γ Y which is gradingdecreasing at each step, with χpwq " min xPΓ Y χpxq. Moreover, δpY, sq´βpY, sq " χpvq´χpwq.
For instance, we refer to Figure 11 . We call a graded root of projective type if its homology is of the form (119), so that a Seifert integral homology sphere is of projective type if and only if its graded root is.
More generally, the sets td i u and tn i u may be read from the graded root, in terms of the minimal grading elements w that are leaves of vertices v that are invariant under ι.
For spaces Y of projective type, the homology cobordism invariants pd i , n i q are determined by dpY q,μpY q. The nice topological description of the Seiberg-Witten Floer spectrum of spaces of projective type simplifies calculations.
The spaces Σpp, q, pqn`1q and Σpp, q, pqn´1q are of projective type for all p, q, n, as shown by Némethi [21] and Tweedy [35] , respectively, building on work of Borodzik and Némethi [2] .
However, not all Seifert fiber spaces are of projective type. The Brieskorn sphere Σp5, 8, 13q is a Seifert space not of projective type, for instance, as one may confirm using graded roots. Indeed, SWFH conn pΣp5, 8, 13qq " T1 p2q ' T1 p1q. By Corollary 1.5, any space not of projective type is not homology cobordant to a space of projective type. In particular, Σp5, 8, 13q is not homology cobordant to any Σpp, q, pqn˘1q.
5.3.
Calculation of Beta. By the construction of SWF pY, sq, the grading of the reducible element is´2npY, s, gq. We also saw that the constant s (depending on pY, sq) in Corollary 5.4 is the grading of the reducible (with respect to the Seifert metric). Also in Corollary 5.4, we saw s{2 " βpY, sq for Seifert rational homology spheres. We then obtain: Corollary 5.7. Let Y " Σpb, pb 1 , a 1 q, . . . , pb k , a kbe a negative Seifert rational homology sphere and s a spin structure on Y . Then βpY, sq "´npY, s, gq, where g is a metric for which Y has the Seifert geometry. [28] show npY, gq "μpY q for Seifert integral homology spheres for the Seifert metric, from which we establish Theorem 1.3.
Ruberman and Saveliev
We have established thatμ restricted to Seifert integral homology three-spheres extends to a homology cobordism invariant, but not necessarily thatμ extends to a homology cobordism invariant. In [16] it is shown that β is not additive; on the other hand,μ is additive. Similarly, β does not agree with the Saveliev ν invariant of [29] , [30] , although the two agree on Seifert fiber spaces.
Applications and Examples
First, we see that Corollary 1.2 follows from Corollary 5.4 and Theorem 1.3. Indeed, the negative fibration case follows immediately, and the positive fibration statement follows by using the properties of α, β, γ,μ, and d under orientation reversal.
