In future high intensity, high energy accelerators it must be ensured that particle losses are minimized, as activation of the vacuum chambers or other components makes maintenance and upgrade work time consuming and costly. It is imperative to have a clear understanding of the mechanisms that can lead to halo formation and to have the possibility to test available theoretical models with an adequate experimental setup.
INTRODUCTION
For a future linear collider, it will be of central importance to have a detailed understanding of beam halo formation, since beam losses in high intensity machines will cause severe activation of the surrounding vacuum chambers and thus complicate maintenance and increase costs. Several mechanisms can lead to the formation of a beam halo including machine mismatch, beam dispersion and scattering effects [1] . Measurements done in proton machines [2, 3] confirm, to a large extent, the validity of the particle core model [4, 5, 6] .
On the other hand, limited experience on halo formation in intense electron beams is available on the international scene, and besides the clear need for corresponding models, beam diagnostic techniques need to be developed that allow experimental verification.
One possible approach towards high dynamic range measurements is the exploitation of OTR created by the electron beam when passing through a thin screen introduced into the beam line. This kind of radiation guarantees a fast time response and very good linearity with the beam signal over a wide intensity range. The number of OTR photons created per electron in the optical wavelength interval between λ a and λ b at an energy γ is given by [7] ( ) [ ] Taking into account the total number of 10 10 electrons per bunch with an energy of up to 150 MeV in CTF3, a possible halo monitor needs to cover a dynamic range of at least 10 5 to allow the verification of theoretical models.
LIGHT SOURCE AND CCD MEASUREMENTS Due to the high radiation level in CTF3 and associated problems, preliminary measurements with different acquisition techniques were carried out in an optical lab. The light distribution from the electron beam was simulated by means of an Opto-Electronics PLS20 Pulsed Diode Laser. This source guarantees stable operating conditions, good reproducibility of the measurements and allowed the simulation of divergent light similar to what would be created by OTR from the electron beam. It thus serves as a test system for any kind of diagnostic technique using light created by an accelerated ion or electron beam. The Gaussian shape of the laser corresponds to the (idealized) beam in an accelerator and provides a dynamic range of ~10 7 .
Figure 1: Laser profile as measured with the CCD camera in combination with five different optical density filters
This laser was used to benchmark the present camera used at CTF3, a Sanyo VCB-3385P, with a pixel size of 6.5 μm (h) x 6.25 μm (v), against two other possible techniques: A step-by-step measurement with a small photomultiplier tube and the SpectraCAM™84 system based on CID technology.
The light source was placed at a distance of 22 cm from either of the detection systems, and directly illuminated the respective detectors. As can be seen in Figure 1 , the light level from the laser was high enough to saturate almost the entire CCD chip when no optical density filter was applied. Therefore, filters from optical density (OD) 1 to OD5 were placed in between the laser and the camera. Image acquisition was then done by an 8-bit frame grabber card.
From these images, the intensity distribution along the main axes of the laser point can be derived as shown in Figure 2 . For each measurement, the inherent pixel noise was determined and subtracted from the original data before normalization. Note that blooming effects are minimal with this type of CCD camera, and saturation of pixels results from photons impinging on the actual pixel site as opposed to charge spill over from adjacent pixel sites. The OD4 filter provided the best data since it limited pixel saturation to the very centre of the CCD and provided a reasonable signal to noise ratio of about 100:1, and thus serves as the basis for the later comparison of the different detection techniques. A Gaussian fit to this specific intensity distribution is shown in Figure 3 .
Figure 2: Measured intensity distribution of the pulsed laser with different density filters
Possible improvements on measurements with such a standard CCD camera system might be realized by using a core masking technique as it was already tested at CTF3 in the past [8] , or by using micro mirror arrays [9] to exclude the central part of the light cone. This CCD camera system has been employed in CTF3 because it provides a cheap and reliable image acquisition system that is easily integrated into the existing control system. It is important to note that the camera was not selected to provide for high dynamic range measurements or beam halo measurements.
THE CID CAMERA
Charge injection devices (CIDs) are in the class of solid-state imaging electronics called charge transfer devices (CTDs). When a photon penetrates the surface of the device, it induces the creation of an electronhole pair, and the resulting photon-generated charge is integrated into a regularly spaced, two-dimensional array of electronic storage cells called 'pixels.' The entire array or imaging sensor is referred to as a 'charge transfer device' because of the mechanisms used to systematically read the photon-generated charge from the pixel sites. The charge coupled device (CCD) employs an inter-cell charge transfer readout mechanism whereby the charge packets are physically transferred in a bucket-brigade fashion from pixel to pixel, then on to a parallel register, and finally to a single readout amplifier. This inter-cell charge transfer readout process is destructive to the photon-generated charge. Conversely, the CID employs an intra-cell charge transfer mechanism to readout pixels whereby the charge is transferred from one electrode (the 'drive' or 'row' electrode) to the other electrode (the 'sense' or 'column' electrode) entirely within the pixel site. The voltage change on the 'sense' electrode that is induced by this movement of charge is then measured. The resulting voltage change is proportional to the amount of photon-generated charge within the pixel site, and this intra-cell charge transfer readout mechanism is non-destructive to the photon-generated charge.
Each CID pixel consists of a p-doped silicon substrate on top of which an n-type epitaxial layer is grown. The pixels are defined by a checker board type field oxide pattern that is grown across the surface, before the row (drive) and column (sense) electrodes are applied in thin strips of poly-silicon. The intersection region of these two electrodes then defines the active area of each single pixel. The pixel size of the SpectraCAM™84 used in our measurements is 27 μm x 27 μm. The CID is adequately responsive in a wavelength range extending from 165 nm to 1100 nm, and thus has broader applicability than that of most front-illuminated CCD sensors. The number of photon-generated electrons (or holes) that can be stored in each CID pixel site before saturation (i.e., the full well capacity) is around 5.0 x 10 5 electrons.
Although it was invented more than two decades ago by G. Michon at General Electric [10] , and although it offers a number of interesting advantages in direct comparison to CCD cameras, CID technology is still not widely used in the field of particle accelerators. The "charge injection device (CID)" derives its name from its unique ability to clear individual pixel sites of photon-generated charge by injecting the charge directly into the substrate. The main features of this imager technology are its distinctive readout capabilities including inherent resistance to ionizing radiation, inherent resistance to charge blooming, true random pixel addressability, non-destructive pixel readout (NDRO), and on-sensor collective pixel readout and clear. The on-sensor collective read feature allows the data acquisition routines to select contiguous pixel regions (e.g., a 3 by 3 pixel region) and interrogate those pixels with a single reading that is the electronic average of the signals on those pixels, thereby improving both readout speed and signal-to-noise ratio. This collective read feature is analogous to the 'binning' that can be performed with certain CCD camera systems. However, unlike the CCD where the charge packets from the individual pixels are physically combined into a single larger charge packet, the CID collective read feature preserves the spatial integrity of the photon-generated charge in the pixels and the read process is non-destructive to that charge. The CID architecture also allows for the clearing of photon-generated charge from contiguous pixel regions with a single 'inject' pulse.
Each pixel on the CID imager is individually addressable and allows for random access non-destructive pixel readout. This feature is illustrated in Figure 4 . During image acquisition, the photon-generated charge is typically stored under the row (or drive) electrode (see stage 1). In order to determine the level of accumulated charge, the column (or sense) electrode is allowed to float, and the 1 st voltage sample is taken on the electrode (see stage 2). Next, the row (or drive) electrode voltage is collapsed thereby causing the photon-generated charge to transfer to the column (or sense) electrode. At this point, the 2 nd voltage sample is acquired (see stage 3).
The voltage difference between the 2 nd voltage sample and the 1 st voltage sample is proportional to the amount of photon-generated charge at the pixel site. At this point, the column and row electrodes may be returned to their original bias conditions allowing for the continued integration of photon-generated charge (see stage 1), or alternatively, the voltages on both electrodes can be collapsed thereby causing the pixel to be cleared of charge (see stage 4).
As demonstrated in Figure 4 , photon-generated charge may be transferred within each individually addressable pixel for readout without actually destroying the charge -a clear advantage in comparison to any other camera technique. The SpectraCAM™84 camera firmware features several image acquisition modes: The Fixed Time exposure acquisition mode is analogous to an exposure acquired on a standard CCD where the user enters a desired exposure time and the CID is simply exposed for that period of time; The Time Resolved mode allows for the acquisition of signal (i.e., number of photons incident on user-defined regions of interest) as a function of time, and thus provides an ideal built-in tool for the initial optimization of the light intensity; and finally, the Random Access Integration (RAI) mode, which automatically adjusts the integration time from pixel to pixel based upon the real-time observation of photon flux using CID random accessibility and NDRO (see Figure 4 ). It is with this RAI mode that extended dynamic range (~10 6 ) can be achieved, and it is this mode that was used for the measurements presented here.
Non-Destructive CID Pixel Readout (NDRO)
In RAI mode, the user defines a maximum exposure time and one or more regions of interest (ROI) defined with a horizontal origin (Xo), a vertical origin (Yo), a horizontal size (dX) and a vertical size (dY). The user may also define a desired 'binning' resolution (Xbin, Ybin). For example, a user could define an ROI as follows: Xo = 345, Yo = 128, dX = 15, dY = 3, Xbin = 1, and Ybin =3. (Note that for this beam profiling applications, the Xbin and Ybin values are set to 1 in order to maximize image resolution.) For this example, whenever it is necessary for the algorithms to interrogate this ROI, 15 readings would be acquired with a 1 by 3 binning pattern starting at the ROI origin (Xo = 345, Yo = 128). In addition to the overall ROI, the user must also define a 'Control Region,' which is typically smaller than the overall ROI and includes the most intensely illuminated pixel. In the example listed here, the 'Control Region' could be a 3 by 3 pixel area in the middle of the ROI (Xo = 351, Yo = 128, dX = 3, and dY = 3).
The RAI algorithms sequentially observe the 'Control Regions' for the user defined ROIs in a circular queue. Whenever the signal on the 'Control Region' reaches a threshold signal level (typically defined as 75% of full well capacity), the entire ROI is read, the data is stored in the camera RAM, and finally the pixels in the ROI are reset (injected) and a new integration cycle is begun. Each ROI is cycled as many times as necessary until the user defined maximum exposure time expires. These RAI algorithms dramatically extend dynamic range because the maximum observable signal is not limited by full well capacity, but rather it is limited by the number of times the ROI can be cycled given the user defined maximum exposure time. In many applications, the ROI can be cycled tens or hundreds of thousands of times in the user defined exposure period thereby extending dynamic range by 3 or 4 orders of magnitude.
There are limits to the RAI mode. The maximum cycle frequency of an ROI, which in turn limits the maximum achievable dynamic range, depends on numerous factors including: the total number of user defined ROIs in the RAI circular queue, the number of pixels in each ROI, whether or not binning is employed, camera readout frequency (either 50 kHz or 200 kHz with the SpectraCAM™84), and the illumination level on the user defined ROIs. For these beam profile experiments, the dynamic range could be further improved by disregarding the central region of the beam and simply limit the observations to the halo regions of the light distribution by defining ROIs only in those regions.
The first measurements with the SpectraCAM™84 camera were done with a Picoquant PDL 800-B laser. This laser provides additional intensity tuning capabilities in comparison to the aforementioned experimental setup. These additional tuning capabilities proved to be beneficial for the first operation and test of the camera. The measured intensity distribution as a function of position along one of the main axes and different maximum exposure times is shown in Figure 5 . It can be clearly seen that the shape of the central, highly illuminated region is maintained independent of the maximum exposure time. In addition, the level of detail that can be measured in the tail regions of the light distribution can be greatly improved by using longer maximum exposure times. Signal-to-noise ratios of up to 10 7 can be observed in the case of a 1000 second measurement.
PHOTO MULTIPLIER SETUP
In order to have comparative data to the CID camera, a step-by-step measurement system with a photo multiplier tube mounted on a horizontal and vertical translation stage was developed and used to scan the same laser profile (see Figure 6 ).
Figure 6: Photograph of the step-by-step PMT acquisition system
A Hamamatsu photomultiplier tube type R7400U [11] was installed into a small metallic mount, which included facilities to insert optical density filters whenever necessary. The diameter of the central aperture of the mask in front of the PMT could be varied from 0.5 mm to several millimetres, covering all possible beam dimensions. The step size for the measurements was 100 μm, and thus a deconvolution of the initial data was performed to ensure comparability to the other measurements. However, it should be mentioned that the size of the aperture still leads to a signal averaging aberration because the aperture is large in comparison to the absolute pixel sizes of both the CCD and the CID camera.
The results from these measurements are given in Figure 7 . While the results for all three techniques are in substantial agreement in the central beam region, the maximum achievable dynamic range of the CCD camera is limited to about two orders of magnitude. The PMT setup clearly improves on that, covering five orders of magnitude. By choosing a different photomultiplier with a higher amplification of the signal and optimizing on the size and shape of the central aperture in the mask, one could possibly extend the dynamic range further with the PMT aparatus. For the envisaged measurements in CTF3, the demonstrated dynamic range already covers the required signal levels. The PMT apparatus has been installed in the accelerator and will be tested in the near future.
The highest dynamic range, and best results, were achieved with the CID camera, where the maximum exposure time was set to ten minutes, which is a reasonable time from a practical point of view. Due to the limited dynamic range of the CCD on one hand, and the signal averaging aberration of the PMT setup on the other, the measurement with the CID camera showed a number of details that were not observable with the other two methods.
Figure 7: Measured normalized intensity as a function of position for the CCD and CID cameras and the step-by-step measurement with the photomultiplier
Besides the measurement with the pulsed laser, CID camera tests were made with other light sources confirming dynamic ranges 10 6 and beyond without special shielding of background light or the deployment of optical density filters. A comparison between the parameters of the three different acquisition methods is shown in Table 1 . Concerning the CID camera system, it should be mentioned that the overall camera apparatus is not extremely radiation hard despite the inherent radiation resistance of the CID imager itself. Any such CID camera system installed in an environment like CTF3 must be appropriately shielded. and possibly even beyond. The CID technology offers the unique possibility to define regions of interest in real time during an RAI mode acquisition, thereby optimizing the dynamic range.
