Inference on high-dimensional implicit dynamic models using a guided
  intermediate resampling filter by Park, Joonha & Ionides, Edward L.
A guided intermediate resampling particle filter for
inference on high dimensional systems
Joonha Park
Boston University, Boston, USA
Edward L. Ionides
University of Michigan, Ann Arbor, USA
Abstract
Particle filter methods are a basic tool for inference on nonlinear partially observed
Markov process (POMP) models. However, the performance of standard particle filter algo-
rithms quickly deteriorates as the model dimension increases. We introduce guided intermedi-
ate resampling filter (GIRF) methodology to address this issue. GIRF methodology requires
that the latent Markov process has a continuous time representation, allowing particles to
be assessed at times intermediate to the observation times. We obtain theoretical results
showing improved scaling of a GIRF algorithm, relative to widely used particle filters, as the
model dimension increases. We present numerical comparisons with alternative methods on
toy examples, including a stochastic version of the Lorenz 96 atmospheric circulation model.
As predicted by the theoretical results, we find empirically that our GIRF algorithm greatly
out-performs an auxiliary particle filter and an ensemble Kalman filter on nonlinear systems
of moderately high dimension. Our GIRF algorithm is applicable to a broad range of models
thanks to its plug-and-play property of not requiring the evaluation of the transition density
of the process. We demonstrate the scientific applicability of GIRF methodology by solving
a scientific challenge, carrying out likelihood based inference on epidemic coupling between
forty cities from spatiotemporal infectious disease case reports.
Keywords: sequential Monte Carlo; particle filter; curse of dimensionality; spatiotemporal
inference; plug-and-play property
1 Introduction
Partially observed Markov process (POMP) models offer a framework for statistical inference
on dynamic systems. A POMP model, otherwise known as a state space model or a hidden
Markov model, consists of a latent Markov process representing the time evolution of the system
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and a measurement process that provides partial or noisy information about the latent process.
Sequential Monte Carlo (SMC) methods are recursive algorithms that enable estimation of the
likelihood and the conditional distribution of the latent process given data from a POMP model
(Doucet et al., 2001; Cappe´ et al., 2007; Doucet and Johansen, 2011). In the context of POMP
models, SMC algorithms are known as particle filters, and the simulated random variables used
by SMC to represent conditional latent processes are called particles.
Inference on some dynamic systems require fitting models with high dimensional latent pro-
cesses to high dimensional data. For example, dynamic processes involving many spatial locations
appear in the study of ecological, epidemiological and geophysical systems. For these spatiotem-
poral models, both the latent process and measurement dimension tend to scale linearly with
the number of spatial locations. Ensemble Kalman filter (EnKF) methods have been used to
predict atmospheric dynamics for weather forecasts due to their good scalability to high dimen-
sions (Houtekamer and Mitchell, 2001; Evensen, 1994). However, these methods can be ineffective
for highly nonlinear and non-Gaussian systems, because they rely on locally linear and Gaussian
approximations (Ades and Van Leeuwen, 2015; Lei et al., 2010; Miller et al., 1999). In systems
biology, models for networks of reactions may add stochasticity to collections of deterministic
differential equations (Kitano, 2002). The model dimension typically increases with the num-
ber of system components, but even the state-of-the-art inference methods are not suitable for
application beyond small systems (Owen et al., 2015).
Particle filter methods suffer from rapid deterioration in performance as the model dimension
increases. This phenomenon occurs due to the weight degeneracy among particles. When highly
unbalanced weights are given to the particles, resampling results in loss of particle diversity and
poor approximation to the latent process distribution. Theoretical results demonstrating this
phenomenon were established by Bengtsson et al. (2008) and Snyder et al. (2008). These authors
found out that the number of particles required for filtering increases exponentially in the variance
of the log density of the observation given the latent process, which is closely tied to the space
dimension. Heuristically, these results indicate that the curse of dimensionality (COD) is related
to high dimensional measurement density, implying that particle depletion happens because each
observation carries too much information. In this sense, the COD in particle filtering may be
understood as a curse of too much information.
Our approach, which we refer to as guided intermediate resampling filter (GIRF) methodology,
uses the continuous time nature of the latent Markov process to avoid the curse of too much
information by controlling the rate at which the filtering algorithm introduces new information.
Specifically, GIRF methodology divides each time interval between observations into intermediate
sub-intervals, with the number of sub-intervals growing together with the latent process dimension
of the POMP model. Particles are resampled at each sub-interval with weights reflecting the
assessment by a guide function. Particles are then propagated forward to the next sub-interval
following the transition kernel of the latent process. GIRF methodology can therefore share
with basic SMC the plug-and-play property that the algorithm requires a simulator of the latent
dynamic process but does not require an evaluator of its transition density (Breto´ et al., 2009; He
et al., 2009). The GIRF algorithms we consider in this paper all enjoy this plug-and-play property,
and we demonstrate that this facilitates applicability to complex mechanistic models defined by
nonlinear stochastic differential equations and coupled over-dispersed Markov counting processes.
GIRF methodology gradually guides the particles toward plausible values of the latent process
that are consistent with the next observations. Previous methods have used similar ideas of
guiding particles using the available information, but have not directly addressed the COD. The
auxiliary particle filter (APF) proposed by Pitt and Shephard (1999) assesses each particle based
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on the compatibility with the next observation using a forward projection. Many particle filter
methods attempt to target the conditional distribution of the latent process given its current
value and the next observation, known as the “optimal” proposal distribution when only the
next observation is available (Doucet et al., 2000). The implicit particle filter (Chorin and Tu,
2009; Chorin et al., 2013) approximates the optimal proposal by directly sampling particles at the
vicinity of the maximum of the optimal importance density. The equivalent-weights particle filter
(Van Leeuwen, 2010; Ades and Van Leeuwen, 2015) nudges particles toward the next observation
over intermediate time steps; it was developed for applications in geosciences and is based on local
Gaussianity of the transition density and the Gaussian measurement density. Papadakis et al.
(2010) proposed using the ensemble Kalman filter updates as proposals within a particle filter.
Bunch and Godsill (2016) proposed an algorithm that moves particles according to a Gaussian
flow to target the optimal importance density. However, Snyder et al. (2015) demonstrated, using
the case of linear Gaussian processes, that targeting the optimal proposal alone does not solve the
COD. The aforementioned methods, except for APF, assume that the transition density is either
known or locally Gaussian.
Our GIRF algorithm is the first plug-and-play particle filter with proven favorable scaling
properties as the dimension of the latent process increases. Specifically, we show that the Monte
Carlo error in our GIRF can be decomposed into components that grow polynomially with dimen-
sion and components that, under suitable circumstances, grow at a slow exponential rate. The
intermediate resampling plays a key role in the polynomial scaling of the first component, which
otherwise scales exponentially with the dimension. The guide function allows promising particles
to be selected and therefore slows down the scaling rate of the second component.
The remainder of the paper is organized as follows. Section 2 reviews several ideas in the
literature that are related to high dimensional filtering. Section 3 introduces and explains our
GIRF algorithm. Section 4 reports some of its theoretical properties, including the main result
(Theorem 2) that establishes a finite sample error bound for the estimates obtained by our GIRF.
This result, obtained via a novel theoretical approach, helps explain why our GIRF scales better
to high dimensions than standard methods. Section 5 discusses the choice of the guide function
and gives a simulation-based construction applicable to a general class of models. Section 6
describes how one can estimate model parameters by combining GIRF methodology with the
iterated filtering scheme of Ionides et al. (2015). Implementations of our algorithm in Section 7
empirically show the favorable scaling of GIRF methodology and its capability of facilitating
spatiotemporal inference that has previously been considered inaccessible due to computational
limitations. Section 8 is a concluding discussion.
2 Previous approaches to high dimensional filtering
Several theoretically motivated algorithms for high dimensional particle filtering have been pro-
posed in the past few years. Rebeschini and Van Handel (2015) considered a filtering method
that builds upon the assumption that the interaction between the spatial locations is local. Their
algorithm partitions the latent variables into blocks and approximates the one step transitions of
the latent process as being independent between the blocks. A theoretical bound for the filtering
error was derived, which only depends on the size of the largest block but not on the entire space
dimension. Despite this very desirable scaling property, this approach has some practical limita-
tions, because it is not applicable to highly interdependent spatial models and the filter estimates
are not reliable near the boundaries of the blocks, which may constitute a substantial fraction of
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the total number of spatial locations.
Beskos et al. (2014a,b) applied the annealed importance sampling proposed by Neal (2001) to
high dimensional filtering and investigated its theoretical properties. The annealed importance
sampling method introduces a series of bridging distributions between observations. These bridg-
ing densities are set proportional to a fractional power of the desired target density. Between two
adjacent importance resampling, the particles are transformed according to a transition kernel
whose stationary distribution equals the target bridging distribution. These transition kernels
provide mixing that helps maintain the stability of the particle approximations. The authors gave
stability results for the case where the original high dimensional latent process is composed of many
copies of independent and identically distributed (IID) one dimensional processes. In particular,
Beskos et al. (2014a) showed that the importance weights are non-degenerate as the dimension
goes to infinity even with fixed particle size. Beskos et al. (2014b) showed that both the L2 error
of the filter estimates and the variance of the likelihood estimates are bounded uniformly in the
space dimension. However, a major drawback of this approach is the absence of the plug-and-play
property. Annealed importance sampling requires evaluable analytic expression of the density of
the one-step transition in order to build artificial transition kernels between bridging distributions.
Beskos et al. (2017) studied the case where the spatial structure of the model can be hier-
archically factorized and investigated the possibility of overcoming the COD. Specifically, they
assumed that the one step transition density is given, or can be well approximated, by a product
of functions of increasing collections of latent variables. The theoretical results they obtained by
considering a few simple IID cases show that filtering can be stable when the number of particles
increases linearly with the space dimension. These promising results provide insights into what
might be achieved in more general cases.
Del Moral and Murray (2015) proposed a particle filtering algorithm for highly informative
observations that is almost identical to our method at its core, though our motivation and the-
oretical analysis differ. The authors were motivated by the study of perfectly observed diffusion
processes, which share with high dimensional POMPs the difficulty that highly informative obser-
vations make computations challenging. In the present paper, we demonstrate the utility of this
approach in high dimensions, both theoretically and empirically. We show that GIRF method-
ology can yield accurate estimates of the conditional latent process distributions given the data
in high dimensions. In order to further avoid weight degeneracy, our method uses more than one
future observations for particle assessment. This aspect of our algorithm was not relevant for the
precisely measured low-dimensional processes considered by Del Moral and Murray (2015).
3 The guided intermediate resampling filter (GIRF)
We consider a latent Markov process defined in continuous time, denoted by {Xt ; t ≥ t0}, where
each random variable Xt takes value in a measurable space (X,X ). We write n :m to represent
{n, n+ 1, . . . ,m} for integers n ≤ m. The measurement process is defined at discrete time points
tn > t0, n ∈ 1 :N and yields an observation Yn ∈ Y that is a noisy or incomplete measurement
of Xtn . The measurement Yn is independent of other observations Ym, m 6= n, and of the latent
process {Xt}, given the current state Xtn . We will assume that the latent process space and the
measurement space are d-dimensional, X =
∏d
i=1 X
[i], Y =
∏d
i=1 Y
[i], and we study the scaling
property of inference algorithms with respect to d. The observations Yn = yn for n ∈ 1 :N are
assumed to be fixed data. The latent process evolves over time according to Markov transition
kernels Kt,t′ , where t0 ≤ t ≤ t′. That is, the probability distribution of the random state Xt′
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Algorithm 1: A guided intermediate resampling filter (GIRF)
Input : Data, y1:N
Observation times, t1:N , and initialization time t0
Intermediate times, tn,s for n ∈ 0 :N−1 and s ∈ 1 :S−1
Simulator for Pt0(dx)
Simulator for Ktn,s−1,tn,s(dx ;xtn,s) for n ∈ 0 :N−1 and s ∈ 1 :S
Evaluator for the measurement density, gn(yn |xtn) for n ∈ 1 :N
Evaluator for the guide function, utn,s(xtn,s) for n ∈ 0 :N−1 and s ∈ 1 :S
Number of particles, J
Output: Filtered particle swarm,
{
XF,jtN ; j ∈ 1 :J
}
Likelihood estimate, ˆ`
Initialize: ˆ`← 1, XF,jt0 ∼ Pt0(dx) for j ∈ 1 :J
for n← 0 :N−1 do
for s← 1 :S do
XP,jtn,s ∼ Ktn,s−1,tn,s
(
dx ;XF,jtn,s−1
)
for j ∈ 1 :J
wj ← wtn,s(XP,jtn,s , XF,jtn,s−1) given by equation (1) for j ∈ 1 :J
ˆ`← ˆ`×
(∑J
j=1 w
j
)/
J
Draw aj with P (aj = i) = wi
/∑J
i′=1w
i′ for j ∈ 1 :J
Set XF,jtn,s = X
P,aj
tn,s
end
Set XF,jtn+1,0 = X
F,j
tn,S
for j ∈ 1 :J
end
conditioned on Xt = xt is given by
Xt′ | (Xt = xt) ∼ Kt,t′(dx ;xt).
The Markov property allows us to decompose the transition kernel as
Kt,t′ = Kt,τ1Kτ1,τ2 · · ·Kτn−1,τnKτn,t′
for any number of intermediate time points t ≤ τ1 ≤ · · · ≤ τn ≤ t′. In what follows, we assume that
the transition kernel of the latent process can be simulated, but we do not require its density to be
evaluated. We denote the initial latent process distribution at time t0 by Pt0 . We will occasionally
express the distributions of random variables in terms of their densities. For example, the density
of Xtn given Xtm = xtm (m < n) will be denoted by pXtn |Xtm ( · |xtm) with respect to a reference
measure on X written as dx. The measurement process for Yn conditioned on Xtn = xtn is assumed
to have density gn( · |xtn).
Pseudocode for our GIRF is given in Algorithm 1. This algorithm has the basic structure of all
particle filters, with the characteristic features of GIRF methodology being the use of intermediate
resampling between observation times and the specific way in which the particles are guided. The
intermediate time points between tn and tn+1 will be denoted by tn,s, s ∈ 1 :S−1, and we write
tn,0 = tn and tn,S = tn+1. The set of all intermediate time points, including the initial and
observation time points, will be denoted by I := {tn,s ;n ∈ 0 :N−1, s ∈ 0 :S}. The collection of
filter particles, {XF,jtn,s , j ∈ 1 :J}, provide a Monte Carlo representation of a guided filter distribution
which is in turn related to the filter density, pXtn |Y1:n( · | y1:n). The filter particles are moved
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according to the law of the latent process to construct the propagated particles, {XP,jtn,s+1 , j ∈ 1 :J}.
The collection of propagated particles is resampled recursively to obtain the next generation of
filter particles. The weighting of the propagated particles is based on how likely the particles are
to generate the future observations yn+1:n+B for some B ≥ 1. The function that approximates this
forecast likelihood is called the guide function and denoted by utn,s : X → R+, where R+ denotes
the set of positive real numbers. At the initial time point we require that ut0(x) = 1 and at the
last time point utN (x) = gN (yN |x) for all x ∈ X. The assigned importance weight for the j-th
particle at time tn,s is a function of both X
P,j
tn,s and X
F,j
tn,s−1 :
wj ← wtn,s
(
XP,jtn,s , X
F,j
tn,s−1
)
:=

utn,s
(
XP,jtn,s
)
utn,s−1
(
XF,jtn,s−1
) if tn,s−1 /∈ t1:N
utn,s
(
XP,jtn,s
)
utn,s−1
(
XF,jtn,s−1
) · gn (yn ∣∣∣XF,jtn,s−1) if tn,s−1 ∈ t1:N .
(1)
If tn,s−1 ∈ t1:N , that is if s = 1 and n ≥ 1, the denominator utn,s−1(XF,jtn,s−1) in (1) is effectively
divided by gn
(
yn
∣∣∣XF,jtn ), because at time tn,1 > tn, the past observation yn should no longer be
considered in assessing the fitness of the particle. The weights at observation times tn are taken as
wtn−1,S(X
P,j
tn−1,S , X
F,j
tn−1,S−1). Particles are resampled with probability proportional to these weights.
We used systematic resampling for our numerical implementation (Douc et al., 2005).
The likelihood of data, an important quantity for inference on unknown parameters, is defined
as
`1:N(y1:N) = E
[
N∏
n=1
gn(yn |Xtn)
]
,
where the expectation is taken with respect to the law of {Xt ; t ≥ t0}. In common with standard
particle filters, Algorithm 1 computes a likelihood estimate denoted by ˆ`.
The particle swarm {XF,jtn,s ; j ∈ 1 :J} at time tn,s ∈ I targets, as J tends to infinity, a distribution
PGtn,s which we call the guided filter distribution. For s ∈ 1 :S, the density of PGtn,s is given by
dPGtn,s
dx
∝ utn,s(x) · pXtn,s |Y1:n(x | y1:n). (2)
We understand pXtn,s |Y1:n(x | y1:n) = pXt0,s (x) for n= 0. If utn,s(xtn,s) approximates the forecast
likelihood of yn+1:n+B given Xtn,s =xtn,s , the guided filter distribution P
G
tn,s approximates the con-
ditional distribution of Xtn,s =xtn,s given y1:n+B. The latent process distribution conditioned on
observations up to B future time points is called the fixed lag (B) smoothing distribution. Its use
for stable filtering has been studied in the literature, for example, in Clapp and Godsill (1999),
Chen et al. (2000), Doucet et al. (2006), and Johansen (2015). Fixed lag smoothing distributions
tend to be less affected by outliers in the observed data than filtering distributions (Lin et al.,
2013). Our contribution is to use this approach and intermediate resampling in a novel way to
develop a plug-and-play algorithm with good scaling properties as the latent space dimension
increases.
The weight term (1) can be justified formally as follows. If t = tn,s ∈ I \ {t0}, we will write
t− := tn,s−1, understanding that if s = 0, t− = tn−1,S−1. If t = tm for some m ∈ 1 :N , we will
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write n(t) = m. For other values of t ∈ I, we define n(t) to be an arbitrary value in 1 :N . For
n ∈ 0 :N−1, s ∈ 1 :S, we consider the extended guided filter distribution with density
piGn,s(xt0:tn,s) ∝ pXt0:tn,s |Y1:n(xt0:tn,s | y1:n) · utn,s(xtn,s)
where
pXt0:tn,s |Y1:n(xt0:tn,s | y1:n) ∝ pXt0 (xt0) ·
∏
t0<t≤tn,s
t∈I
pXt|Xt− (xt |xt−) · g
1[t−∈t1:N ]
n(t−) (yn(t−) |Xt−)
is the density of Xt0:tn,s = {Xt0 , Xt0,1 , . . . , Xtn,s} given the observations y1:n. The power 1[t− ∈ t1:N ]
is an indicator function of whether t− is an observation time. Since particles are propagated
according to pXtn,s |Xtn,s−1 in Algorithm 1, the proper weight should be given by
wtn,s(xt0:tn,s) =
piGn,s(xt0:tn,s)
piGn,s−1(xt0:tn,s−1) · pXtn,s |Xtn,s−1 (xtn,s |xtn,s−1)
=
utn,s(xtn,s)
utn,s−1(xtn,s−1)
g1[tn,s−1∈t1:N ]n (yn |xtn),
which is the same as (1).
The most basic particle filter is the bootstrap filter of Gordon et al. (1993). GIRF (Algorithm 1)
is equivalent to the bootstrap particle filter if we take S = 1 and utn(xtn) = gn(yn |xtn). A
successful variant of the particle filter is the auxiliary particle filter (APF) of Pitt and Shephard
(1999). GIRF (Algorithm 1) becomes an instance of APF in the special case where S = 1
and utn(xtn) = gn(yn |xtn) · gn+1{yn+1 |µtn+1(xtn)}, where µtn+1(xtn) denotes a deterministic or
stochastic forecast of Xtn+1 given Xtn =xtn . Since APF does not include intermediate resampling,
we will find that it does not have the favorable scaling properties that GIRF methodology can
enjoy when S ≈ d.
The computational cost of Algorithm 1 typically scales as O(JSd). The storage cost is O(Jd)
since only the current latent process and guide function values need to be saved for each particle
during the filtering and propagation recursions. Our implementation of Algorithm 1 is available
at https://github.com/joonhap/GIRF.git. A critical scaling question is the rate at which J
has to grow with d in order to obtain satisfactory Monte Carlo performance. If we take S = d
and we have a guide function that provides a reasonable approximation to the forecast likelihood
of future observations, Theorem 2 of Section 4 shows that we can let J increase slowly with d.
Section 7 carries the burden of showing that the theoretical results correspond to useful practical
performance.
4 Theoretical results
We first show that the standard results for SMC apply to GIRF (Algorithm 1). GIRF method-
ology can be cast into the standard framework of particle filters by extending the latent space to
X2 where the new latent variable is the pair (Xtn,s , Xtn,s−1). This extension is necessary because
the resampling weights (1) depend on both XP,jtn,s and X
F,j
tn,s−1 . Likelihood estimates obtained from
the standard particle filter are unbiased (Del Moral and Jacod, 2001). It follows that the likeli-
hood estimates from GIRF (Algorithm 1) are also unbiased. The consistency and the asymptotic
normality of the filter estimates from GIRF (Algorithm 1) also follow naturally from the standard
particle filter theory (Chopin, 2004; Del Moral, 2004).
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Theorem 1. The likelihood estimate ˆ` of Algorithm 1 is unbiased for `1:N(y1:N).
Proof. See Appendix A.
We now study the scaling properties of GIRF (Algorithm 1) with respect to increasing dimen-
sion. GIRF methodology converts a filtering problem with highly informative observations into
one that deals with a slower rate of incoming information, at the expense of operating on a refined
time scale. There are many results in the literature which concern the stability of particle filters,
see for example Del Moral and Guionnet (2001); Del Moral (2004); Le Gland and Oudjane (2004);
Whiteley (2013); Giraud and Del Moral (2017). However, these results do not directly address
the scaling with respect to increasing dimension. Another major issue in applying these results
to the “infill” scenario we study in which the number of intermediate time steps S is increas-
ing is that the number of time steps needed for the mixing of the latent process conditional on
data increases proportionally with S. We provide a novel theoretical analysis of the scaling rate
when the number of intermediate time steps grow linearly with the amount of information each
observation carries, which in turn increases with the model dimension. In particular, we provide
a finite sample bound on the filtering error (Theorem 2) and asymptotic bounds on the variance
of the likelihood estimate (Theorem 3) and filter estimates (Theorem 4) for GIRF (Algorithm 1).
These bounds show how intermediate resampling and the guide function can remedy the otherwise
problematic dimensional scaling properties of particle filters.
We will introduce some notation. For a bounded measurable function f ∈ Bb(X), we denote
its integral with respect to a measure µ by µf , and the integral with respect to a Markov kernel
K conditional on the starting state x by Kf(x). The propagation of measure µ by a kernel K is
defined as (µK)f := µ(Kf). For any t, t′ such that t0 ≤ t ≤ t′ ≤ tN , we define
Qt,t′(f)(x) := E
f(Xt′) ∏
t≤tn<t′
gn(yn |Xtn)
∣∣∣∣∣∣Xt = x
 , (3)
for any bounded measurable function f . The collection {Qt,t′ ; t ≤ t′} forms a semigroup, in the
sense that Qt,τQτ,t′(f) = Qt,t′(f) for t ≤ τ ≤ t′ (Del Moral, 2004). Note that, if no observation
was made in [t, t′), we have
Qt,t′(f) = Kt,t′f, (4)
and if a single observation yn was made in this interval,
Qt,t′(f) = Kt,tn {(Ktn,t′f) · gn(yn | · )} . (5)
We note that the term Qt,tn(gn)(x), for t ≤ tn, represents the forecast likelihood of observations
in the interval [t, tn] given the current state Xt = x. Here, we implicitly assumed that gn is a
function of Xtn , such that gn(Xtn) := gn(yn |Xtn). We also note that
Qt,tn(gn) ≡ Qt,tn+1(1).
The guided filter distribution PGtn,s defined in (2) can be expressed as
PGtn,sf =
Pt0Qt0,tn,s(utn,s · f)
Pt0Qt0,tn,s(utn,s)
(6)
for all bounded measurable function f .
8
Given the observations y1:N , we are interested in knowing how accurate the quantity
1
J
∑J
j=1 f(X
F,j
tN
)
is as an approximation to E[f(XtN )|Y1:N = y1:N ]. We will establish a novel finite sample bound on
the error in this approximation under a set of assumptions. This result will show how the number
of intermediate time points and the construction of the guide function can affect the performance
of GIRF methodology. In deriving our main result, we assume that multinomial resampling is
used. Under multinomial resampling, the indices aj in Algorithm 1 are drawn independently of
each other, given {wj ; j ∈ 1 :J}.
Theorem 2. Suppose multinomial resampling is used in Algorithm 1. Also suppose that Assump-
tions 1 and 2 below, which define constants C1, C2, and ρ, hold. If f is a measurable function
such that ‖f‖∞ ≤ 1 and a > 1 is an arbitrary constant, then we have∣∣∣∣∣ 1J
J∑
j=1
f(XF,jtN )− E[f(XtN )|Y1:N = y1:N ]
∣∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (NS + 1) (7)
with probability at least 1− (2NS+1)(NS+1)
a2
, given that
√
J ≥ 8ρ−2aC2(C1 + 1)NS.
Proof. See Appendix B for an outline of the proof. A full version is given in Supplementary
section S1.
Theorem 2 states that for a given POMP model, the size of the error in the estimated filtering
distribution will be bounded by a number that increases polynomially in S with high probabil-
ity, provided that the number of particles is large enough. If we are to keep the probability
(2NS+1)(NS+1)
a2
with which the bound is violated at a fixed level, the number a needs to increase
proportionally to S, and thus the error bound increases at a rate of at most O(S2). An error
bound that does not increase exponentially with the number of time steps that are needed for
mixing conditional on data is crucial to justify an algorithm with sub-divided time intervals. We
note that the constant C1 also depends on S: C1 can stay at O(1) in d if S = d, whereas it will
typically increase exponentially in d if S = 1. We will discuss more on this after introducing
Assumption 1.
The constants C1 and C2 will determine the scaling rate of the error bound with respect to
the space dimension d. These two constants are defined by Assumptions 1 and 2, which we
now describe. As our first assumption, we will suppose that the forecast likelihood of future
observations experiences a bounded change between two consecutive intermediate points.
Assumption 1. There exists C1 ≥ 1 such that for all t ≤ t′ in I \ {t0} and for all x ∈ X,
Kt−,t {Qt,t′ (ut′)}2
[Kt−,tQt,t′ (ut′)]
2 (x) ≤ C21 .
This assumption says that over one intermediate time step, Qt,t′(ut′)(Xt) has bounded variance
relative to its squared mean, conditional on Xt− , since Kt−,tQt,t′(ut′)(Xt−) = E [Qt,t′(ut′)(Xt)|Xt− ]
and
Kt−,t{Qt,t′(ut′)}2
[Kt−,tQt,t′ (ut′)]
2 (Xt−) =
Var {Qt,t′(ut′)(Xt)|Xt−}
E {Qt,t′(ut′)(Xt)|Xt−}2
+ 1.
We will later take ut′ to approximate the forecast likelihood of some number of future observations
after t′ (i.e., ut′ ≈ Qt′,t′+B(1) for some B ≥ 1), in which case Qt,t′(ut′)(Xt) ≈ Qt,t′+B(1)(Xt)
becomes an approximation to the forecast likelihood of the observations in [t, t′ +B) given Xt.
9
Assumption 1 explains how GIRF methodology can achieve improved high-dimensional scaling
by operating on a refined time scale. If the time interval was not divided, the constant C1 would
typically increase exponentially as the space dimension d increases. To see this, we can consider
a POMP consisting of d independent one-dimensional latent and measurement processes. For
independent processes one can obviously run SMC on each dimension separately, but the case is
considered by way of illustration because it simplifies equations but poses similar computational
difficulties with the general, dependent cases as far as the filtering on high dimensions is concerned.
Under independence, if we assume the guide function is given by ut(Xt) =
∏d
i=1 u
[i]
t (X
[i]
t ) and Q
[i]
t,t′
denotes a definition analogous to (3) for the i-th latent and measurement processes, the term
Qt,t′(ut′)(Xt) can be expressed as a product of d independent random variables Q
[i]
t,t′(u
[i]
t′ )(X
[i]
t ),
i ∈ 1 :d. Thus both its mean and variance will be exponential in d, making C1 scale exponentially
if S is fixed as d increases.
In GIRF (Algorithm 1), if we divide the time interval into d sub-intervals (i.e., S = d), the
constant C1 can be of constant order as d increases. Define λτ := logKt−,τ (Kτ,tQt,t′ut′)
2 for
τ ∈ [t−, t]. Then Assumption 1 is equivalent to saying that λt−λt− ≤ 2 logC1. Thus, if ddτ λτ ≤ 2ξ
for all τ ∈ [t−, t] for some ξ > 0, then Assumption 1 holds with C1 = eξ·(t−t−). Consider again
a POMP model consisting of d independent one dimensional latent and measurement processes.
Then we have
dλτ
dτ
=
d
dτ
log
d∏
i=1
K
[i]
t−,τ
(
K
[i]
τ,tQ
[i]
t,t′u
[i]
t′
)2
=
d
dτ
d∑
i=1
logK
[i]
t−,τ
(
K
[i]
τ,tQ
[i]
t,t′u
[i]
t′
)2
=:
d
dτ
d∑
i=1
λ[i]τ . (8)
Therefore, provided that d
dτ
λ
[i]
τ ≤ 2ξ[i] for all τ ∈ [t−, t] and for some ξ[i] > 0, i ∈ 1 :d, such that∑d
i=1 ξ
[i] = O(d), and given that t− t− = O( 1
S
) = O(1
d
), we have
C1 = e
(
∑d
i=1 ξ
[i])·(t−t−) = O(1) in d. (9)
In supplementary section S2, we derive a more explicit result for C1 for certain diffusion processes.
Further, we demonstrate that the independence assumption is not crucial by showing that C1 is
uniformly bounded over d when {Xt} is a Brownian motion with arbitrary correlation between
components.
Assumption 1 takes explicit advantage of the requirement for GIRF methodology that the
latent process operates in continuous time. The latent process transition kernel that is non-
deterministic over intermediate time intervals provides the randomness necessary for gradually
guiding the particles to the next guided filter distribution. As a counterexample, consider a case
where the transition kernels Ktn,s−1,tn,s are deterministic for s ∈ 1 :S−1 and only the last kernel
Ktn,S−1,tn+1 is non-singular. Then necessarily Ktn,S−1,tn+1 = Ktn,tn+1 . For t = tn,s, s ∈ 1 :S−1, we
have
Kt−,t{Qt,t′ (ut′ )}2
[Kt−,tQt,t′ (ut′ )]2
≡ 1. However for t = tn+1, we have
Kt−,t{Qt,t′(ut′)}2
[Kt−,tQt,t′(ut′)]2
=
Ktn−1,tn{Qtn,t′(ut′)}2
[Ktn−1,tnQtn,t′(ut′)]
2
=
d∏
i=1
K
[i]
tn−1,tn
{
Q
[i]
tn,t′
(
u
[i]
t′
)}2
[
K
[i]
tn−1,tnQ
[i]
tn,t′
(
u
[i]
t′
)]2 ,
for a POMP model consisting of d independent one dimensional processes. As argued earlier, the
upper bound C21 increases exponentially in d in this case. We see that the continuously random
property of the latent process transition kernels is necessary for GIRF methodology to be able to
disperse the curse of too much information.
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The second assumption concerns how closely the guide function ut approximates the forecast
likelihood of future observations.
Assumption 2. There exist constants C2 ≥ 1, ρ ∈ (0, 1), and a sequence of regions {Ct ∈ X ; t ∈ I}
such that the following hold:
(i) For all t ∈ I, PGt (Ct) > ρ.
(ii) For all t ≤ t′ ∈ I,
C2 · inf
x∈Ct
Qt,t′(ut′)
ut
(x) ≥ sup
x∈X
Qt,t′(ut′)
ut
(x).
The value of C2 indicates how much the ratio
Qt,t′ (ut′ )
ut
varies. Thus a value of C2 that is
close to the unity will indicate that the guide function ut at time t approximates the forecast
likelihood of future observations with good accuracy. If the guide functions were exactly taken
to be the forecast likelihood of all future observations, namely ut ≡ Qt,tN (gN), we would have
Qt,t′(ut′) = Qt,t′Qt′,tN (gN) = Qt,tN (gN) = ut due to the semi-group property of {Qt,t′}. In this
case, the constant C2 would be equal to the unity for any choice of the region Ct. Since Theorem 2
says the error bound increases with C2, the choice ut := Qt,tN (gN) is ideal. Of course, this choice
is not available in most practical applications, and an appropriate approximation to the forecast
likelihood will need to be taken as the guide function. The more accurate approximation to the
forecast likelihood we can make, the smaller C2 will become.
The fact that the infimum of
Qt,t′ (ut′ )
ut
over Ct is compared with the global supremum indicates
that the guide function ut can overestimate the forecast likelihood outside Ct. This suggests that
making conservative estimates of the forecast likelihood outside Ct is allowed. For instance, if we
consider the case where the region Ct is defined via a relation Ct := {x ∈ X ;ut > c} for some value
c > 0, then Assumption 2 (ii) might be interpreted as that ut has thicker tails than the approximate
forecast likelihood Qt,t′(ut′). The guide function ut, however, should not overestimate the forecast
likelihood by a large margin inside the central region Ct. This central region also has to carry a
probability mass greater than ρ with respect to PGt (condition (i)).
For B≥ 1, we will say that the latent process mixes well over the interval [tn,s, tn+B+1] con-
ditional on data if the conditional expectation E
[
f(Xtn+B+1)
∣∣Yn+1:n+B = yn+1:n+B, Xtn,s = x] does
not vary greatly across the space as a function of x. Loosely speaking, this condition implies that
the state Xtn,s does not influence the future state Xtn+B+1 much, given the observations in between.
The conditional expectation is given by
E
[
f(Xtn+B+1)
∣∣Yn+1:n+B= yn+1:n+B, Xtn,s=x] =
E
[
f(Xtn+B+1)
n+B∏
m=n+1
gm(ym |Xtm)
∣∣∣∣∣Xtn,s=x
]
E
[
n+B∏
m=n+1
gm(ym |Xtm)
∣∣∣∣∣Xtn,s=x
]
=
Qtn,s,tn+B+1(f)
Qtn,s,tn+B+1(1)
(x).
(10)
We point out that the mixing of the latent process conditional on data over the interval [tn,s, tn+B+1]
makes it easier to satisfy the condition (ii) of Assumption 2 for t = tn,s and t
′ ≥ tn+B+1, as
illustrated by the following proposition.
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Proposition 1. Suppose t′ ≥ tn+B+1 and that the following two conditions hold for some constants
C˜
(a)
2 , C˜
(b)
2 ≥ 1:
(a) C˜
(a)
2 inf
x∈Ctn,s
Qtn,s,t′(ut′)
Qtn,s,tn+B+1(1)
(x) ≥ sup
x∈X
Qtn,s,t′(ut′)
Qtn,s,tn+B+1(1)
(x), and
(b) C˜
(b)
2 inf
x∈Ctn,s
Qtn,s,tn+B+1(1)
utn,s
(x) ≥ sup
x∈X
Qtn,s,tn+B+1(1)
utn,s
(x).
Then Assumption 2 is satisfied with C2 = C˜
(a)
2 C˜
(b)
2 .
Proof.
C˜
(a)
2 C˜
(b)
2 infCtn,s
Qtn,s,t′(ut′)
utn,s
≥ C˜(a)2 infCtn,s
Qtn,s,t′(ut′)
Qtn,s,tn+B+1(1)
· C˜(b)2 infCtn,s
Qtn,s,tn+B+1(1)
utn,s
≥ sup
X
Qtn,s,t′(ut′)
Qtn,s,tn+B+1(1)
· sup
X
Qtn,s,tn+B+1(1)
utn,s
≥ sup
X
Qtn,s,t′(ut′)
utn,s
.
Condition (a) above holds if the latent process mixes well conditional on data over the in-
terval [tn,s, tn+B+1]. This can be seen by letting f = Qtn+B+1,t′(ut′) in (10) and noting that
Qtn,s,t′(ut′) ≡ Qtn,s,tn+B+1(f). Condition (b) states that the guide function utn,s approximates
the forecast likelihood of B future obsevations yn+1:n+B given the current state Xtn,s . Thus Propo-
sition 1 implies that an approximation utn,s(x) ≈ Qtn,s,tn+B+1(1)(x) = pYn+1:n+B |Xtn,s (yn+1:n+B |x)
is a sensible choice for s ∈ 1 :S, provided that the latent process mixes well conditional on data.
As for the scaling with increasing dimensions, we note that the constant C2 will generally
increase exponentially in d. For d independent one dimensional processes, for example, the ra-
tio between the guide function ut(x) :=
∏d
i=1 u
[i]
t (x
[i]) and Qt,t′(ut′) =
∏d
i=1Q
[i]
t,t′(u
[i]
t′ ) will scale
exponentially. If the guide function approximates the forecast likelihood well and consequently
if the ratio
Q
[i]
t,t′ (u
[i]
t′ )
u
[i]
t
fluctuates by small amount across the space X[i] in each dimension, GIRF
methodology can substantially slow down the rate of increase in C2 and reduce the filtering error.
We call an algorithm moderately scalable if its cost has a slow rate of exponential growth as the
latent dimension d increases. Moderately scalable algorithms are expected to be applicable to
models of dimension substantially exceeding non-scalable algorithms. However, the exponential
scaling limits applicability beyond some point. The standard particle filter corresponds to taking
the guide function to be utn(x) = gn(yn |x); in that case the ratio
Q
[i]
t,t′ (u
[i]
t′ )
u
[i]
t
can vary greatly across
the space in each dimension. In this case, C1 grows at a quick exponential rate with d.
The implications of Theorem 2 may be summarized as follows. Assumption 1 concerns the
source of filtering error coming from Monte Carlo randomness in propagation steps. This source
of error can be controlled by dividing observation time intervals in number that grows with the
space dimension and thereby reducing C1. By contrast, both theory and practice indicate that
the auxiliary particle filter (equivalent to the GIRF in Algorithm 1 with S= 1) scales poorly
even when equipped with a good guide function. Assumption 2 bounds the source of filtering
error that originates from targeting the guided filter distribution PGt instead of the distribution of
Xt conditioned on data y1:N . Thus the filtering error decreases as the guide function accurately
approximate the forecast likelihood, reducing C2. In practice, fast mixing of the latent process
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conditional on data may make it sufficient to approximate the forecast likelihood of only a few
number of future observations.
We now present two results (Theorems 3 and 4) on the asymptotic normality of the Monte Carlo
error for estimates from GIRF (Algorithm 1) of the filtered latent states and the likelihood. Under
Assumptions 1 and 2, we derive upper bounds on the asymptotic variances of these quantities.
The previous remarks on the scaling properties of these bounds when S = d also apply here. The
connection with Assumptions 1 and 2 is the novel contribution of these results, since asymptotic
normality itself follows directly from existing results in the literature (e.g., Section 9 in Del Moral
(2004)) when we view GIRF (Algorithm 1) as a standard bootstrap particle filter on the discrete
time latent process on the extended space, {(Xt, Xt−) ; t ∈ I \ {t0}}. The proof of the following
theorems are given in Supplementary section S3.
Theorem 3. In the limit where the particle size J tends to infinity, the likelihood estimate ˆ` from
GIRF (Algorithm 1) converges in distribution to a normal distribution:
√
J
(
ˆ`
`1:N(y1:N)
− 1
)
=⇒ N (0,V).
Under Assumptions 1 and 2, the asymptotic variance is bounded above by
V < NS
(
C21C
2
2
ρ2
− 1
)
.
An application of the delta method leads to the asymptotic normality of the log likelihood estimate:
√
J
(
log ˆ`− log `1:N(y1:N)
)
=⇒ N (0,V).
Theorem 4. In the limit where the particle size J tends to infinity, the following asymptotic
normality holds for every measurable function f : X→ R such that ‖f‖∞ ≤ 1:
√
J
(
1
J
J∑
j=1
f(XF,jtN )− E[f |Y1:N = y1:N ]
)
=⇒ N (0,W(f)).
Under Assumptions 1 and 2, the asymptotic variance is bounded above by
W(f) < 1 + 4NSC
2
1C
2
2
ρ2
.
5 Constructing a guide function
Algorithm 1 is a properly weighted filter for any guide function utn,s : X → R+. However, the
choice of the guide function affects its numerical efficiency. This dependence was theoretically
studied in Theorem 2. The current section develops a general approach to the construction of
the guide function. This construction is used for the examples of Sections 7.2 and 7.3. Motivated
by Theorem 2, we seek a guide function utn,s(x) approximating the forecast likelihood of future
observations given Xtn,s = x. Looking ahead B ≥ 1 observations, we get
utn,s(x) ≈ pYn+1:m |Xtn,s (yn+1:m |x) , (11)
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where m = min(n+B,N). At observation time tn, we set utn = utn−1,S in (11) so the guide function
approximates the forecast likelihood of observations yn:n+B−1. When B > 1, it is numerically
convenient to first construct an approximation for the forecast likelihood of a single observation,
utn,s,tn+b(x) ≈ pYn+b |Xtn,s (yn+b |x)
for b ∈ 1 :B, and then to specify the guide function by a product
utn,s (x) =
min(B,N−n)∏
b=1
u
ηtn,s,tn+b
tn,s,tn+b
(x) , (12)
where 0 ≤ ηtn,s,tn+b ≤ 1 denote fractional powers that are non-decreasing as tn,s increases. For
observation times tn, we interpret (12) as utn−1,S . If s=S and b= 1, we set utn,S ,tn+1(xtn,S) :=
gn+1(yn+1 |xtn,S) and ηtn,S ,tn+1 = 1, because we can evaluate the measurement density at tn,S =
tn+1. The fact that the powers ηtn,s,tn+b are non-decreasing as tn,s increases may reflect the algo-
rithm user’s increasing confidence in the accuracy of the approximated forecast likelihood as the
forecast interval becomes shorter. A possible choice for the powers is
ηtn,s,tn+b := 1−
tn+b − tn,s
tn+b − tmax(n+b−B,0) , (13)
such that 1− ηtn,s,tn+b is proportional to the forecast interval length. This choice gradually intro-
duces the information provided by yn+B to the filtering algorithm over the time interval [tn,1, tn+B].
If we set ηtn,s,tn+b = 1 for all tn,s ≤ tn+b, the effective sample sizes at s=1 can be noticeably smaller
than at other intermediate time points because a new term utn,1,tn+B is suddenly multiplied to the
resampling weights at tn,1.
We propose one way of obtaining an approximate forecast likelihood utn,s,tn+b in the absence
of a closed-form transition density for the latent process. We will assume that the measurement
density gn+b( · |Xtn+b) belongs to a family of densities {gˇ( · |µ,Σ) ;µ,Σ} that are parameterized
by the mean µ and the variance Σ. We make a forecast from the current state Xtn,s =x to time
tn+b using a deterministic skeleton of {Xt}. A deterministic skeleton is a deterministic process
that approximates the conditional mean of the latent process {Xt ; t ≥ tn,s} given Xtn,s =x. This
deterministic forecast will be denoted by µtn+b(x). We next approximate the forecast variance of
Xtn+b given Xtn,s =x. The forecast variance may be estimated by computing the sample variance
of a collection of random forecast simulations for Xtn+b from Xtn,s =x. We denote this forecast
variability by Ξn+b(x) and let Σn+b(x) be the sum of Ξn+b(x) and the variance of the measurement
process for Yn+b given Xtn+b =µtn+b(x). We then approximate the forecast likelihood of Yn+b = yn+b
given Xtn,s =x by letting
utn,s,tn+b (x) = gˇ
(
yn+b
∣∣µtn+b(x), Σn+b(x)) . (14)
One may use (14) for measurement processes without well-defined first and second moments,
if the measurement noise is additive and the measurement process belongs to a family that is
closed under independent sums, such as the Cauchy distributions. We view the parameters µ
and Σ of the family {gˇ( · |µ,Σ)} as representing the center and the variability of the distribu-
tions respectively. For two independent random variables X1 and X2 with densities gˇ( · |µ,Σ1)
and gˇ( · | 0,Σ2) respectively, we suppose that X1 + X2 has density gˇ( · |µ,Σ1 + Σ2). The forecast
variability Ξn+b(x) may be approximated by, for example, a value for which the distribution with
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density gˇ
( · |µtn+b(x),Ξn+b(x)) has the same inter-quantile distance as the sample inter-quantile
distance of the random forecasts.
Often times, the measurement process of a spatiotemporal POMP model is local, in the sense
that the measurement in the i-th spatial unit depends only on the state of the same unit. In such
cases, the measurement density can be expressed as
gn(yn |xtn) =
d∏
i=1
g[i]n (y
[i]
n |x[i]tn).
If each one-dimensional process g
[i]
n belongs to a family {gˇ[i]( · |µ,Σ)}, we may take
utn,s,tn+b (x) :=
d∏
i=1
gˇ[i]
[
y
[i]
n+b
∣∣∣µtn+b(x)[i], Σn+b[i](x)] , (15)
where µtn+b(x)
[i] is the i-th component of the deterministic forecast µtn+b(x) and Σ
[i]
n+b(x) is the
estimated variability of Y
[i]
n+b given Xtn,s =x. We note that µtn+b(x) is obtained by simulating the
deterministic skeleton jointly for all dimensions, and also Σn+b(x) by simulating the joint random
latent process. Thus utn,s,tn+b(x) constructed by (15) makes some allowance for the correlation of
the latent process between dimensions.
We finally note that one can save computational effort by using locally linear approximations
for the forecast variability. Suppose that for t ∈ (tn,s, tn+b) the ancestor of a particle Xjt is Xj
′
tn,s .
Suppose also that the variability of forecast from tn,s to tn+b was estimated to be Ξn+b(X
j′
tn,s). One
may approximate the forecast variability from t to tn+b for particle X
j
t as
Ξn+b(X
j
t ) ≈ Ξn+b(Xj
′
tn,s) ·
tn+b − t
tn+b − tn,s . (16)
The forecast variability can be re-estimated using new random forecasts at each tn,1, n ∈ 1 :N−1,
or more often if the locally linear approximation becomes unreliable.
6 Parameter inference using GIRF methodology
Being a Monte Carlo algorithm that yields unbiased estimates of the likelihood of data, GIRF
(Algorithm 1) can be easily combined with existing parameter inference methods that build upon
the particle filter. These parameter estimation methods include particle Markov chain Monte Carlo
(PMCMC) (Andrieu et al., 2010), SMC2 (Chopin et al., 2013), and iterated filtering (Ionides et al.,
2015). For high dimensional POMP models, likelihood estimates often have large amount of Monte
Carlo error, for any feasible amount of Monte Carlo effort, even when filtering is successful. This
prevents the use of PMCMC, which requires a standard deviation order of 1 log unit (Doucet et al.,
2015). In this paper, we will focus on parameter estimation carried out by iterated filtering. We
will show that iterated filtering, together with Monte Carlo adjusted profile methodology (Ionides
et al., 2017), is able to operate successfully in the presence of relatively high levels of Monte Carlo
error.
The iterated filtering approach of Ionides et al. (2015) is a plug-and-play parameter estimation
algorithm that finds the maximum likelihood estimate (MLE) of multi-dimensional parameters via
an SMC approximation to an iterated, perturbed Bayes map. This algorithm, when implemented
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Algorithm 2: An iterated guided intermediate resampling filter (iGIRF)
Input : Data, y1:N
Simulator for Pt0(dx ; θ)
Simulator for Ktn,s−1,tn,s
(
dx ;xtn,s , θ
)
for n ∈ 0 :N−1 and s ∈ 1 :S
Evaluator for gn(yn |xtn , θ) for n ∈ 1 :N
Evaluator for utn,s
(
xtn,s , θ
)
for n ∈ 0 :N−1 and s ∈ 1 :S
Number of particles, J
Initial parameter swarm, {Θ0,j ; j ∈ 1 :J}
Perturbation kernel for initial value parameter, κ0(dθ ;φ, σ)
Perturbation kernel, κn,s(dθ ;φ, σ) for n ∈ 0 :N−1 and s ∈ 1 :S
Number of iterations, M
Sequence of perturbation sizes, σ1 :M
Output: Final parameter swarm
{
ΘM,j ; j ∈ 1 :J}
for m← 1 :M do
Run Algorithm 1 on the extended latent space
(
Xtn,s ,Θ
m
tn,s
)
with initial draws from
(17) and subsequent draws from (18)
Set Θm,j = ΘF,m,jtN for j ∈ 1 :J
end
via a plug-and-play SMC filtering approach, provides plug-and-play inference on unknown model
parameters. Iterated filtering runs a sequence of particle filter on the augmented space comprising
the latent variable and the parameter, where the parameters are subject to random perturbations
at each time point. The size of perturbations decrease over iterations to induce convergence. In the
limit where the perturbation size approaches zero, Ionides et al. (2015) showed that the distribution
of filtered parameters approaches a point mass at the MLE under regularity conditions.
Algorithm 2 presents an iterated guided intermediate resampling filter (iGIRF). The algorithm
starts with an initial set of parameters {Θ0,j ; j ∈ 1 :J}. At the beginning of the m-th iteration,
the parameter component of each particle is perturbed from its current position Θm−1,j with kernel
κ0 independently for each j ∈ 1 :J . A pre-set decreasing sequence (σm)m=1:M determines the size
of perturbation. The initial latent variables XF,jt0 are drawn from the parameterized initial latent
distribution, as follows:
ΘF,m,jt0 ∼ κ0
(
dθ ; Θm−1,j, σm
)
, XF,jt0 ∼ Pt0
(
dx; ΘF,m,jt0
)
. (17)
Parameters are perturbed at each intermediate time tn,s with kernel κn,s, and the states are then
drawn from the parameterized transition kernel:
ΘP,m,jtn,s ∼ κn,s
(
dθ ; ΘF,m,jtn,s−1 , σm
)
, XP,jtn,s ∼ Ktn,s−1,tn,s
(
dx ;XF,jtn,s−1 ,Θ
P,m,j
tn,s
)
. (18)
These perturbations define an extended POMP model, and the weighting and resampling steps
are carried out on this extended model following GIRF (Algorithm 1). At the end of filtering, the
parameter swarm ΘF,m,jtN are set as Θ
m,j. After M iterations, the final parameter swarm ΘM,j is
considered to be a collection of numerical approximations of the MLE.
Our implementation of iGIRF uses Gaussian parameter perturbations. For parameters with
interval constraints, we apply certain transformations beforehand such as taking the logarithm
for non-negative parameters to ensure that Gaussian perturbations do not violate the constraints.
Our examples require us to consider two forms for the kernel κn,s. Initial value parameters (IVPs)
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are perturbed only by κ0, and all other κn,s have a point mass at the identity for the IVPs. IVPs
are parameters which encode the value of Xt0 but play no subsequent role in the dynamics of the
system. For our examples of iGIRF, all parameters other than IVPs use a non-singular kernel
which does not depend on n and s, and we call these regular parameters. Intuitively, treating
parameters as regular is appropriate in iGIRF if information about the parameters arrives at a
steady rate through the time series.
7 Examples
In this section, we apply GIRF methodology to three examples. We investigate the empirical
scaling properties of an implementation of GIRF (Algorithm 1) compared to alternative methods
and demonstrate the practical utility of iGIRF (Algorithm 2) for inference on moderately high
dimensional POMP models. In all our examples, the number of intermediate sub-intervals S is
set equal to the space dimension d.
7.1 Correlated Brownian motion
We first applied our algorithm to a multi-dimensional correlated Brownian motion. Each com-
ponent of the Brownian motion was identically distributed with increments per unit time having
mean zero and unit variance. The correlation coefficient matrix A for the increments was chosen
such that its all off-diagonal entries equaled α. The initial latent distribution at time t0 = 0 was
given by the point mass at the origin of Rd. Measurements were made at positive integer time
points t1:50 = 1 : 50, with independent Gaussian noises of mean zero and unit variance. The POMP
model can be expressed as follows, where I denotes the d dimensional identity matrix:
Xt+δ = Xt +N (0, δA), Yn = Xtn +N (0, I).
The guide function utn,s was defined as in (12), where all ηtn,s,tn+b were taken to equal the unity.
Since the process had zero drift, the forward state projection by the deterministic mean process
was given by µtn+b(xtn,s) =xtn,s . The variance of Xtn+b conditioned on Xtn,s =xtn,s was equal to
(tn+b − tn,s) · A, so the guide function was defined as
utn,s
(
xtn,s
)
=
B∏
b=1
φd
[
ytn+b ;xtn,s , (tn+b − tn,s) · A+ I
]
, (19)
where φd( · ;µ,Σ) denotes the density of the d-dimensional Gaussian distribution with mean µ and
variance Σ. Evaluating (19) typically requires procedures such as the Cholesky decomposition
and takes O (d3) computations. Since this could be demanding for large d, we also used an
approximation of (19) obtained by ignoring the off-diagonal elements of A,
utn,s
(
xtn,s
)
=
B∏
b=1
φd
[
ytn+b ;xtn,s , {(tn+b − tn,s) + 1} I
]
. (20)
We first graphically illustrate the role of intermediate resampling and the guide function using
a twenty dimensional model. The guide function was set to the exact forecast likelihood with
B = 1. In this case the guided filter distribution at t0,s equals the conditional distribution of
Xt0,s given Y1 = y1. Figure 1 shows the first two coordinates of the filtered particles X
F,j
t0,s at three
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Figure 1: The first two coordinates of the filtered particles XF,jt0,s from GIRF run at three intermediate
time steps (A, s=4 ; B, s=12; C, s=20) for twenty dimensional linear Gaussian model.
CPU time (sec)
Total no. of particles S B d = 5 d = 10 d = 50 d = 200
APF 2, 000× d 1 1 1 3 63 1084
GIRF 2,000 d 2 1 3 57 835
(a) Computational costs
d = 5 d = 10 d = 50 d = 200
APF GIRF APF GIRF APF GIRF APF GIRF
log ` -485.6 -949.8 -4790 -18908
log ˆ` -487.1 -485.5 -953.5 -951.2 -6757 -4798 -54946 -19036
MSE 0.0004 0.0009 0.01 0.002 2.2 0.013 9.3 0.068
(b) Estimated log likelihood and the average squared error of the estimated filter means
Table 1: Comparison between the auxiliary particle filter and GIRF for the correlated Brownian motion
model.
intermediate time points. The mean of the initial distribution is marked by a green ‘O’, and the
observation y1 by a purple triangle. The mean of the guided filter distribution at t0,s is marked
by a red ‘X’, and the 95% coverage region by a blue dashed circle. As time progresses, the red
‘X’ shifts from the origin toward y1, and the coverage region changes in size. The filtered particles
almost exactly follow the guided filter distributions at intermediate steps.
In following experiments, we let the guide function to approximate B = 2 future observations.
We first compared the filtering performance of the auxiliary particle filter (APF) and GIRF for
varying dimensions d = 5, 10, 50, and 200. The total number of particles for APF was d times
larger than that for GIRF to allow similar computation time to both algorithms. For d = 50 and
200, we divided the particles into d/10 islands by applying the island particle method of Verge´
et al. (2015) in order to avoid memory deficiency. The computational resources used and the
numerical results are shown in Table 1. The true likelihood of the data and the true filtering
distributions were exactly computed by the Kalman filter for comparison. We compared the
log likelihood estimates and the squared error of the estimated filter means at the terminal time
(t = 50) averaged over all d components. The performance of APF decayed rapidly with dimension
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beyond d = 10. In contrast, GIRF produced relatively accurate estimates of the likelihoods and
the filter means up to d = 200.
Next we investigated varying the dimension d and correlation coefficient α. We parallelized
Algorithm 1 using the method of Verge´ et al. (2015) in a straightforward way. Sixty particle islands
with one thousand particles in each island were used in all following experiments. Snyder et al.
(2008) reported that at least 1011 particles were required for the same filtering problem in two
hundred dimension using the standard bootstrap particle filter. We varied the space dimension
from twenty to fifty, one hundred, and two hundred while fixing the correlation coefficient at zero.
Each filtering on average took 15 seconds, 81 seconds, 5 minutes, and 20 minutes respectively.
Figure 2 shows the mean squared error of the estimated filter mean at the terminal time averaged
over all dimensions. The results were obtained from forty independent filtering repetitions for each
case. The estimated squared biases, shown in triangles, were roughly 1
40
times the MSE, implying
that the estimator was effectively unbiased. The MSE increased as the dimension grew, but the
MSE at dimension two hundred was still less than 0.01, which was much smaller than the variance
of the exact filtering distribution at the terminal time, which was 0.62.
The estimated log likelihoods are shown in Table 2. The estimated standard errors of the log
likelihoods are shown in parentheses. In dimensions twenty and fifty, the true likelihood was well
within one standard error of the likelihood estimates. In dimensions one hundred and two hundred,
the likelihood estimates are more than one standard error below the true likelihood. Since the
likelihood estimator is guaranteed to be unbiased, this shows that the Monte Carlo likelihood
estimate is above the true value with small probability, while the likelihood estimate is below the
true value with high probability. This phenomenon reflects that filtering becomes less accurate as
the dimension increases.
In the second set of experiments, the dimension was fixed at either twenty or fifty, and the
correlation coefficient varied from 0 to 0.5 with intervals of 0.1. Figure 3 shows the MSE of
the estimates of the filtering mean at the terminal time. The error bars indicate the sizes of
the standard errors of the MSE. When the guide function used the exact covariance as in (19),
the MSEs were almost constant or increasing very slowly as the correlation α increased. When
we used the diagonal approximation as in (20), the errors in the filter estimates increased much
more rapidly as α increased. However, the errors were still reasonably small. The MSEs were
about 0.02 both in twenty and fifty dimensions at α = 0.5, where the variance of the filtering
distribution was 0.52 and 0.51 respectively. The log likelihood estimates reported in Table 3
shows a similar pattern in the filtering accuracy. These results illustrate that the performance of
GIRF methodology depends on how well the guide functions approximate the forecast likelihoods
of future observations, agreeing with our theoretical investigation.
7.2 Stochastic Lorenz 96 model
The Lorenz 96 model is a nonlinear chaotic system which provides a simplified representation of
global atmospheric circulation (Lorenz, 1996). Stochastic versions of this model have been used
to support the increased use of non-deterministic models for atmospheric science (Wilks, 2005;
Palmer, 2012). We considered a stochastic Lorenz 96 model with added Gaussian process noise,
defined as follows:
dX
[i]
t = {(X [i+1]t −X [i−2]t ) ·X [i−1]t −X [i]t + F}dt+ σpdB[i]t , i ∈ 1 :d. (21)
In the equation above, we understand that X [0] = X [d], X [−1] = X [d−1], and X [d+1] = X [1].
The terms {B[i]t ; i ∈ 1 :d} denote d independent standard Brownian motions, and σp the process
19
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Figure 2: The MSE of the estimates of the filtering mean: ◦, MSE; 4, bias squared
d 20 50 100 200
log ` -1916.30 -4703.83 -9499.10 -18908.62
log ˆ`
-1916.28
(0.06)
-4703.72
(0.17)
-9501.20
(0.36)
-18932.69
(0.87)
Table 2: Log likelihood estimates under varying dimensions
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Figure 3: The MSE of the estimates of the filtering mean under varying degrees of correlation, (a) d = 20,
(b) d = 50: ◦, exact covariance used; ×, diagonal covariance used
Correlation coefficient 0.0 0.1 0.2 0.3 0.4 0.5
log ` -1904.04 -1897.75 -1884.24 -1866.33 -1844.90 -1820.02
log ˆ`
[exact covariance]
-1903.92
(0.05)
-1897.71
(0.05)
-1884.25
(0.06)
-1866.31
(0.05)
-1844.90
(0.06)
-1820.05
(0.06)
log ˆ`
[diagonal covariance]
-1903.92
(0.05)
-1897.79
(0.09)
-1884.91
(0.20)
-1868.35
(0.59)
-1852.62
(0.44)
-1831.77
(0.71)
log ` -4790.18 -4750.63 -4701.90 -4644.46 -4579.29 -4505.73
log ˆ`
[exact covariance]
-4790.49
(0.19)
-4750.35
(0.24)
-4702.02
(0.29)
-4644.88
(0.27)
-4579.82
(0.38)
-4505.96
(0.62)
log ˆ`
[diagonal covariance]
-4790.49
(0.19)
-4754.44
(0.43)
-4722.03
(0.57)
-4685.83
(0.68)
-4649.51
(0.89)
-4609.30
(0.83)
Table 3: Log likelihood estimates under varying degrees of correlation, top, d = 20; bottom, d = 50
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Figure 4: The estimated filter means for the first coordinate for fifty dimensional stochastic Lorenz 96
model.
noise magnitude. F is a forcing constant, with F = 8 considered by Lorenz (1996) to induce
chaotic behavior. The system is started at the initial state X
[i]
0 = 0 for i ∈ 1 :d−1 and X [d]0 =
0.01. Observations are independently made for each dimension at tn = 0.5n for n ∈ 1 : 200 with
Gaussian measurement noise of mean zero and standard deviation σm. We generated data for
varying dimensions with F = 8 and σp =σm = 1, using the Euler-Maruyama method for numerical
approximation of the sample paths of Xt with time increments of 0.01.
We compared our implementation of GIRF with an ensemble Kalman filter (EnKF) for the
generated data. The likelihood of data was estimated from EnKF runs using the Gaussian approx-
imation to the empirical distribution of the particle swarm using the sample mean and the sample
variance. Our GIRF implementation used the guide function constructed according to (12)–(16)
with B = 2. The log likelihood of the data for the fifty dimensional model was estimated to be
−2.0 × 104 by GIRF and −1.0 × 105 by EnKF. The estimated filter means for the same data
are plotted for the first coordinate (i.e., X
[1]
tn ) for the first one hundred observation time points in
Figure 4. The GIRF used 2,000 particles and EnKF used 16,000 particles. Both algorithms took
78 minutes to run. The estimated filter means by GIRF closely matched the observations and the
true states, whereas the estimates by the EnKF deviated a lot from the truth. The difference of
8.0 × 104 log units in the likelihood estimates and the inaccurately estimated filter means imply
that EnKF is not suitable for this model. We remark that EnKF failed due to the nonlinearity of
the model rather than due to the dimensionality—EnKF also failed to produce reasonable filter
estimates in dimension d = 4. When the observations were obtained at intervals of 0.1 instead,
EnKF produced good results in d = 200 (Figure S-7 and Table S-5 in the supplementary text).
This is due to the fact that our stochastic Lorenz 96 model behaves almost like a linear Gaussian
model in time interval of 0.1.
In order to test the parameter estimation capability of iGIRF, we made inference on F with
or without the knowledge of σp and σm from the data for the fifty dimensional Lorenz model (Fig-
ure 5). The likelihoods of data were estimated at values of F between 6.0 and 10.0 with intervals of
0.5. The likelihoods estimated at σp =σm = 1 were used to estimate the slice likelihood curve. We
also estimated the MLEs for σp and σm using iGIRF (Algorithm 2) and estimated the likelihoods
at the obtained Monte Carlo MLE using Algorithm 1 to approximate the profile likelihood curve.
The Monte Carlo MLE was taken to be the mean value of the parameter swarm at the end of the
twentieth iteration in Algorithm 2 (i.e., M = 20). The estimation at each value of F was repeated
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Figure 5: Inference on the fifty dimensional stochastic Lorenz 96 model. (a) Estimated slice and profile
likelihood curves and Monte Carlo confidence intervals for F . (b) Monte Carlo MLE for σp and σm.
twice independently. Five particle islands with two thousand particles each were used to esti-
mate the slice and the profile likelihood estimates. Smooth fits through the estimated likelihoods
were obtained using the non-parametric local regression procedure loess (Cleveland et al., 1992,
implemented in R-3.4.1). We constructed approximate 95% confidence intervals for F based on
locally quadratic fits through the likelihood estimates around the maximum of the smoothed fits,
following the procedure proposed in Ionides et al. (2017), which further developed methods of pa-
rameter inference proposed by Diggle and Gratton (1984) from models that are implicitly defined
by simulation algorithms. We provide more details on this procedure in supplementary section S4.
The estimated Monte Carlo adjusted confidence intervals from the slice and the profile likelihood
estimates, indicated by two blue and red vertical lines in Figure 5a, were given by (7.90, 7.99)
and (7.85, 8.01) respectively. The upper ends of both confidence intervals were located near the
true value of F = 8. We remark that the log likelihood estimates with known σp and σm dropped
rapidly to around −4.7 × 104 at F = 10 (Figure S-8 in supplementary text), and for this reason
the log likelihood estimates at this value of F was excluded from fitting a locally quadratic slice
likelihood curve to compute the Monte Carlo adjusted confidence interval. In contrast, the profile
likelihood estimates at F = 10 did not drop suddenly, thanks to the inflated Monte Carlo MLE for
the process noise σp (Figure 5b). Inaccurate values of the forcing constant F were compensated
by the process noise estimates larger than the truth. The Monte Carlo MLE for the process noise
tended to increase as the value of F deviated from the truth.
7.3 Coupled spatiotemporal measles epidemics model
Spatiotemporal inference for epidemiological and ecological systems is arguably the last remain-
ing open problem from the six challenges in time series analysis of nonlinear systems posed by
Bjørnstad and Grenfell (2001). Plug-and-play SMC techniques have been central to solving the
other five challenges of Bjørnstad and Grenfell (2001), all of which can be represented in the
framework of inference for low-dimensional nonlinear non-Gaussian POMP models. Population
dynamics of ecological and epidemiological systems can exhibit highly nonlinear stochastic be-
havior, leading to computational challenges even in low dimensions. Likelihood maximization via
iterated filtering has emerged as a practical inference tool for such systems (e.g., Blackwood et al.,
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2013; Blake et al., 2014; Bakker et al., 2016; Becker et al., 2016; Ranjeva et al., 2017; Pons-Salort
and Grassly, 2018).
We demonstrate that GIRF methodology can enable likelihood based inference on a spatiotem-
poral mechanistic model addressing a scientific application. We studied the epidemic dynamics
of measles, which is well understood compared to other infectious diseases and is characterized
by patterns that are closely replicable using a mechanistic model. The study of measles has
motivated previous statistical methodology for spatiotemporal population dynamics based on a
log-linearization (Xia et al., 2004) and other approximations (Eggo et al., 2010) but full likelihood-
based fitting using spatially coupled versions of city-level measles transmission models has not
previously been carried out. We built on the model of He et al. (2009), adding spatial interaction
between multiple cities. We implemented our algorithms with the parameter estimation approach
described in Section 6 to make inference on the spatial coupling parameter. We used the data
collated and studied by Dalziel et al. (2016). The data consisted of biweekly reported case counts
in the prevaccination era from year 1949 to 1964 for forty largest cities in England and Wales.
Likelihood-based inference for the nonlinear coupled stochastic dynamics of infectious disease in
forty cities has not previously been demonstrated and opens the possiblity of various scientific
investigations in epidemiological systems and beyond.
The model compartmentalized the population of each city into susceptible (S), exposed (E),
infectious (I), and recovered/removed (R) categories. Their sizes for the k-city were denoted by
Sk, Ek, Ik, and Rk. The population dynamics was described by the following set of stochastic
differential equations:
dSk(t) = rk(t)dt− dNSE,k(t)− µSk(t)dt
dEk(t) = dNSE,k(t)− dNEI,k(t)− µEk(t)dt
dIk(t) = dNEI,k(t)− dNIR,k(t)− µIk(t)dt
k ∈ 1 :d.
Here, NSE,k(t), NEI,k(t), and NIR,k(t) denote the cumulative number of transitions between the
corresponding compartments up to time t in city k, µ denotes per-capita mortality rate, and rk the
recruitment rate of susceptible population. The cumulative transitions were modelled as counting
processes with overdispersion relative to Poisson processes, following the construction of Breto´
et al. (2009). The term NSE,k(t), representing the cumulative number of infections in the k-th
city, has the expected increment of
E [NSE,k(t+ dt)−NSE,k(t)] = β(t) · Sk(t) ·
[(
Ik
Pk
)α
+
∑
l 6=k
vkl
Pk
{(
Il
Pl
)α
−
(
Ik
Pk
)α}]
dt+ o(dt),
(22)
where β(t) denotes the seasonal transmission coefficient and α the mixing exponent (He et al.,
2009). The population of city k was denoted by Pk, and the number of travelers from city k to l
by vkl. We used the gravity model of Xia et al. (2004) that describes the number of travelers by
vkl = G · d¯
P¯ 2
· Pk · Pl
dkl
, (23)
where dkl denotes the distance between city k and city l. The gravitation constant G in (23)
was scaled with respect to the average population of all forty cities P¯ and their average distance
d¯. The data consisted of the biweekly reported case numbers in each city. The model assumed
that a certain fraction ρk, called the reporting probability, of the transitions from the infectious
23
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Figure 6: Estimated profile likelihood points for various values of G in our spatiotemporal measles
dynamics model and the estimated approximate 95% confidence interval (between red vertical lines).
compartment to the recovered compartment were, on average, counted as reported cases. The
measurement model was chosen to allow for overdispersion relative to the binomial distribution
with success probability ρk. More details on the model and the inference procedure are given in
the supplementary text S5.
We made inference on the gravitation constant G, based on an estimated profile likelihood
curve. Ability to infer about the spatial coupling parameter G implies that the filter can recover
the full joint distribution for all spatial locations. We fixed G at various levels and estimated
other parameters using Algorithm 2. The reporting probabilities ρk were estimated by dividing
the total case reports by the total births for the corresponding periods in each city, due to the
modelling assumption that individuals who once contracted to measles attain lifelong immunity.
The estimated ρk closely matched the values estimated in He et al. (2009) separately for each
city using a mechanistic model. We evaluated the guide function ut using the approach described
in equations (12)–(16) in Section 5 to approximate the forecast likelihood of B = 3 future data
points. The forecast variability was estimated by making forty random forecasts at every first
intermediate time point after observation time (i.e., tn,1).
All parameters except G and ρk were estimated using the iterated filtering method (Algo-
rithm 2). The IVPs and the regular parameters were estimated alternatingly. For IVP estimation
we only used the first three data points, because the information about the initial states was con-
centrated on the early data points. We iterated fifty times the filtering over the three data points
using fifty particle islands comprising sixty particles each. Since the IVPs were only perturbed at
the start of each filtering, the particle swarm tended to quickly collapse to a single point. Using
many particle islands helped maintain diversity among particles. The regular parameters were
estimated by filtering through the whole data once starting from the estimated IVP values. Five
islands of six hundred particles each were used for regular parameter estimation. The estimation of
IVPs and regular parameters in total took about thirty hours on average using 5 cores. We iterated
the alternating estimation ten times. The parameter perturbation size decreased at a geometric
factor of 0.92 for each subsequent iteration. The mean of the final swarm of regular parameters
was taken as the Monte Carlo MLE. We estimated the IVP corresponding to the Monte Carlo
MLE and estimated the likelihood of data using Algorithm 1 with ten islands of one thousand
particles each. The obtained likelihood estimate was considered a Monte Carlo profile likelihood
for the specified G value. We independently repeated the estimation of profile likelihood six times
24
for each value of G.
We constructed an approximate 95% confidence interval based on the obtained profile likelihood
estimates. We used three points of highest profile likelihood estimates among six points for each
value of G. Figure 6 shows the estimates of profile log likelihoods and the approximate 95%
confidence interval for G. The procedure for obtaining the Monte Carlo adjusted confidence
interval was carried out on a transformed scale of
√
G for a better quadratic fit. The approximate
confidence interval was found to be (79, 108), indicated by two vertical lines, using a Monte Carlo
adjusted profile cut-off of 35.1 log units. All experiments in Section 7.2 and 7.3 were conducted
on the Olympus cluster at the Pittsburgh Supercomputing Center.
8 Discussion
Sharp deterioration of standard particle filters in high dimensions has been an obstacle to making
inference from spatiotemporal data using complex dynamic models. GIRF methodology offers an
advance in analyzing coupled highly nonlinear dynamic systems of moderately large dimensions.
The approach is applicable to complex mechanistic models for which the latent process does not
have analytically tractiable transition density. We have shown that GIRF methodology can have
good scaling properties with growing dimensions using a novel theoretical approach. Empirically,
we have demonstrated that GIRF can scale up to dimensions substantially larger than the capabil-
ities of alternative algorithms such as APF, and that GIRF can be successfully applied to highly
nonlinear models for which the ensemble Kalman filter fails. We also showed that GIRF methodol-
ogy enables inference on a scientifically challenging spatiotemporal epidemiological model. Further
potential applications may be found in areas such as ecology, behavioral sciences, or epidemiology,
when the data are collected at linked spatial locations or structured into many categories.
GIRF methodology proceeds on a time scale finer than the observation time scale. Each of the
increased number of resampling steps therefore deals with a reduced amount of information and
consequently suffers less from the weight degeneracy. Theoretical investigation revealed that GIRF
can produce accurate filtering estimates in moderately high dimensions under certain assumptions
on the POMP model and the guide function. These conditions offer a perspective on the abundance
of information causing the COD for SMC, and how GIRF methodology can partially resolve the
problem.
Some analyses of high dimensional dynamic systems rely on information reduction techniques.
Approximate Bayesian computation, for example, approximates the posterior probability of pa-
rameters given data using the distance between carefully chosen summary statistics of the observed
data and those of the simulated data under various parameter values. This simplified approach
in principle enables analyses of data for any model that can be simulated. However, information
reduction methods can fail to capture full complexities in the model or result in inaccurate pa-
rameter estimates (Fasiolo et al., 2016). Also, different conclusions might be drawn depending
on the summary statistics and the distance measures being used. There is a risk of subconscious
bias when the scientist’s expert knowledge is used to select these fitting criteria. By contrast,
GIRF methodology enables likelihood-based inference on relatively high-dimensional nonlinear
dynamic models. Likelihood-based inference can add to the reliability of scientific conclusions,
because the likelihood of data is uniquely defined by a model and provides a common measure
of fit. In addition, the statistical efficiency of likelihood-based inference leads to inferences that
might be unobtainable for methods requiring information reduction. Many scientific and statisti-
cal challenges remain involving analysis of partially observed, highly nonlinear, coupled stochastic
25
systems, and we have shown that GIRF methodology provides a framework for progress in this
enterprise.
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A Proof of Theorem 1
We augment the latent space in order to make the weight function wtn,s defined in (1) depend only on the current
latent variable at time tn,s. Let {Ztn,s ;n ∈ 0 :N−1, s ∈ 1 :S} be a process defined on discrete time points I such
that Ztn,s := (Xtn,s , Xtn,s−1) for tn,s > t0 and Zt0 := (Xt0 , x
∗) where x∗ is an arbitrary point in X. The transition
kernel of the discrete time process
{
Ztn,s ; tn,s ∈ I
}
, denoted by K˜tn,s−1,tn,s : X 2 × X2 → [0, 1], satisfies
K˜tn,s−1,tn,s
(
A1 ×A2 ; (xtn,s−1 , xtn,s−2)
)
= Ktn,s−1,tn,s
(
A1 ;xtn,s−1
) · δxtn,s−1 (A2) , n ∈ 0 :N−1, s ∈ 1 :S
for A1, A2 ∈ X . Then the bootstrap particle filter with the initial particle draws given by {ZF,jt0 ; j ∈ 1 : J} =
{(XF,jt0 , x∗) ; j ∈ 1 : J}, subsequent draws made according to ZP,jtn,s ∼ K˜tn,s( · ;ZF,jtn,s−1), and resampling weights
proportional to wtn,s(Z
P,j
tn,s) from (1) is algorithmically equivalent to GIRF (Algorithm 1) when we equate Z
P,j
tn,s
with the pair (XP,jtn,s , X
F,j
tn,s−1) in Algorithm 1. Moreover, the likelihood estimate from this particle filter is given by∏N−1
n=0
∏S
s=1
[∑J
j=1 wtn,s(Z
P,j
tn,s)
]
, which is exactly the same as ˆ` in Algorithm 1. The likelihood estimate obtained
from this particle filter is unbiased for
E
[
N−1∏
n=0
S∏
s=1
wtn,s(Ztn,s)
]
= E
[
N∏
n=1
gn(yn |Xtn)
]
, (24)
due to the unbiasedness property for standard particle filters (Del Moral and Jacod, 2001). The equality in the
above equation comes from (1) and the fact that ut0 ≡ 1 and utN ≡ gN (yN | ·). We conclude that ˆ` is an unbiased
estimate for `1:N (y1:N ).
B An outline for the proof of Theorem 2
We start by defining the necessary notation to describe the key steps in the proof of Theorem 2 in Section S1. At
tn,s ∈ I, we denote the empirical distributions of the propagated and the filtered particles by PˆP,Jtn,s = 1J
∑J
j=1 δXP,jtn,s
and PˆF,Jtn,s =
1
J
∑J
j=1 δXF,jtn,s
, respectively. The empirical distribution of the J matching pairs
(
XP,jtn,s , X
F,j
tn,s−1
)
on the
product space X2 is denoted by MJtn,s . The σ-algebra generated by the propagated and the filtered particles up to
time tn,s will be denoted by BF,Jtn,s . The σ-algebra generated by the propagated particles up to time tn,s and the
filtered particles up to time tn,s−1 will be denoted by BP,Jtn,s . Let f be a measurable function such that ‖f‖∞ ≤ 1.
For t ≤ t′ ∈ I, we define
bJt,t′(f) :=
∫
Qt,t′(ut′ · f)
ut
dPˆF,Jt . (25)
The ratio bJt,tN (f)
/
bJt,tN (1) represents the expected value of f(XtN ) given the observations after t under the
approximation of PGt by Pˆ
F,J
t . We now specify some Monte Carlo outcomes on which the filtering and prediction
errors are controlled. For t, t′ ∈ I with t ≤ t′ we define the events
Ef,a,F,Jt,t′ :=
{∣∣∣bJt,t′(f)− E [bJt,t′(f)∣∣∣BP,Jt ]∣∣∣ ≤ a√
J
sup
[
Qt,t′(ut′)
ut
]}
, (26)
Ef,a,P,Jt,t′ :=
{∣∣∣∣∫ Qt,t′(ut′ · f)ut · wtdMJt − bJt−,t′(f)
∣∣∣∣ ≤ aC1√J sup
[
Qt−,t′(ut′)
ut−
]}
. (27)
In the following lemma, we show that these events can be guaranteed to have high probability.
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Lemma 1. Let PMC denote the probability measure describing the law of all Monte Carlo draws in Algorithm 1.
For any constant a > 1, particle size J ≥ 1, and measurable function ‖f‖∞ ≤ 1, we have
PMC(Ef,a,F,Jt,t′ ) ≥ 1−
1
a2
(28)
for t ≤ t′ ∈ I, provided that multinomial resampling is used in Algorithm 1. Also for t ≤ t′ ∈ I \ {t0} and under
Assumption 1,
PMC(Ef,a,P,Jt,t′ ) ≥ 1−
1
a2
. (29)
The proof of Lemma 1 in Section S1 involves applications of Markov’s inequality. Non-asymptotic probabilistic
bounds of the form (28) or (29) have not been previously used to investigate particle filters, so far as we are aware.
Lemma 1 provides a useful contribution to the theory of high-dimensional particle filtering because the constant
C1 can hold uniformly as model dimension increases as long as the number of intermediate time steps also grows,
as discussed following the statement of Assumption 1. We proceed to bound the filtering error at time tN by a sum
of propagated Monte Carlo errors arising from all the intermediate steps in GIRF (Algorithm 1). Specifically, we
develop the following proposition.
Lemma 2. Suppose f is a measurable function such that ‖f‖∞ ≤ 1. Let a > 1 and C1 be arbitrary constants
used to construct Ef,a,F,Jt,t′ and Ef,a,P,Jt,t′ in equations (26) and (27). Then under Assumption 2 and provided that√
J ≥ 8ρ−2aC2(C1 + 1) · (nS + s), we have for any tn,s ∈ I∣∣∣∣∫ fdPˆF,Jtn,s − ∫ fdPGtn,s ∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (nS + s+ 1) (30)
on the event set Ef,a,Jtn,s defined in (S35) as an intersection over sets of the form Ef,a,F,Jt,t′ and Ef,a,P,Jt,t′ .
The proof of Lemma 2 in Section S1 involves using a telescoping sum and the triangle inequality to obtain
∣∣∣∣∫ fdPˆF,Jtn,s − ∫ fdPGtn,s ∣∣∣∣ ≤
∣∣∣∣∣bJt0,tn,s(f)bJt0,tn,s(1) −
∫
fdPGtn,s
∣∣∣∣∣
+
∑
t0<t≤tn,s
t∈I

∣∣∣∣∣∣b
J
t,tn,s(f)
bJt,tn,s(1)
−
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ]
∣∣∣∣∣∣+
∣∣∣∣∣∣
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ] −
bJt−,tn,s(f)
bJt−,tn,s(1)
∣∣∣∣∣∣
 . (31)
Assumption 2 and the definition of Ef,a,Jtn,s enable bounds for each term in (31). The full argument in Section S1
requires the development of several algebraic identities relating Qt,t′ and b
J
t,t′ and their ratios and conditional
expectations. The proof of Theorem 2 in Section S1 then follows by setting tn,s = tN in Lemma 2 and bounding
the Monte Carlo probability of the set Ef,a,JtN using Lemma 1.
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Supplementary Information
S1 Proof of Lemmas 1 and 2 and Theorem 2
To prepare for the proof of Theorem 2 we develop Lemma 1 and Lemma 2. We first set up some
additional notation, then we state and prove each result.
Let (ΩMC,AMC,PMC) be the probability space describing the law of all Monte Carlo draws
in the algorithm. At the time step tn,s in Algorithm 1, we denote the empirical distributions
corresponding to the propagated particles and the filtered particles by Pˆ P,Jtn,s =
1
J
∑J
j=1 δXP,jtn,s
and
Pˆ F,Jtn,s =
1
J
∑J
j=1 δXF,jtn,s
respectively. The empirical distribution of the J pairs
{(
XP,jtn,s , X
F,j
tn,s−1
)
, j ∈
1 :J
}
on the product space X2 will be denoted by MJtn,s . The σ-algebra generated by the set of
random draws DP,Jtn,s := {XF,jtn′,s′ ; tn′,s′ ≤ tn,s−1, j ∈ 1 :J} ∪ {X
P,j
tn′,s′ ; tn′,s′ ≤ tn,s, j ∈ 1 :J} is denoted
by BP,Jtn,s , and the σ-algebra generated by DP,Jtn,s ∪ {XF,jtn,s ; j ∈ 1 :J} is denoted by BF,Jtn,s .
Given that one has filtered particles {XF,jt ; j ∈ 1 :J} at time t ∈ I, we define for t′ ∈ I ∩ [t, tN ]
bJt,t′(f) :=
∫
Qt,t′(ut′ · f)
ut
dPˆ F,Jt (25)
for all bounded measurable functions f on X. Note that this definition implies bJt,t(f) =
∫
f dPˆ F,Jt .
Since resampling weights at time t ∈ I \ {t0} are proportional to wt(XP,jt , XF,jt− ), we have
E
[
bJt,t′(f)
∣∣∣BP,Jt ] =
∫
Qt,t′(ut′ · f)
ut
(xt) · wt(xt, xt−)dMJt (xt, xt−)∫
wt(xt, xt−)dM
J
t (xt, xt−)
. (S32)
If t = tm for some m ∈ 0 :N , we write n(t) = m. The conditional expectation of the numerator in
the right hand side of (S32) with respect to BF,Jt− equals
E
[∫
Qt,t′(ut′ · f)
ut
· wtdMJt
∣∣∣∣BF,Jt− ] =

∫
Kt−,t{Qt,t′(ut′ · f)}
ut−
dPˆ F,Jt− if t
− /∈ t1:N∫
Kt−,t{Qt,t′(ut′ · f)}
ut−
· gn(t−) dPˆ F,Jt− if t− ∈ t1:N
=
∫
Qt−,t′(ut′ · f)
ut−
dPˆ F,Jt− = b
J
t−,t(f),
(S33)
by (1), (4), (5), and (25). Note that here we implicitly assumed that gn(t−) is a function of Xt− ,
such that gn(t−)(Xt−) := gn(t−)(yn(t−) |Xt−).
For t, t′ ∈ I such that t ≤ t′, we define the event sets
Ef,a,F,Jt,t′ :=
{
ω ∈ ΩMC ;
∣∣∣bJt,t′(f)− E [bJt,t′(f)∣∣∣BP,Jt ]∣∣∣ ≤ a√
J
sup
[
Qt,t′(ut′)
ut
]}
,
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and for t0 < t ≤ t′,
Ef,a,P,Jt,t′ :=
{
ω ∈ ΩMC ;
∣∣∣∣∫ Qt,t′(ut′ · f)ut (xt) · wt(xt, xt−)dMJt (xt, xt−)− bJt−,t′(f)
∣∣∣∣
≤ aC1√
J
sup
[
Qt−,t′(ut′)
ut−
]}
for any measurable function ‖f‖∞ ≤ 1 and a constant a > 1. The superscript F signifies that the
event sets are related to the Monte Carlo error associated with the resampling (filtering) operation
at time t, and the superscript P the Monte Carlo error associated with the particle propagation
from time t− to t. We note that the set Ef,a,F,Jt0,t′ , where the first subscript is t0, is associated with
the Monte Carlo error in the sampling at the initial time. In this case, we understand that BP,Jt0 is
the trivial σ-algebra, that is, BP,Jt0 = {∅,ΩMC}, and the conditional expectation E
[
bJt0,t′(f)
∣∣∣BP,Jt0 ]
becomes the unconditioned expectation EbJt0,t′(f). Since we set ut0 ≡ 1 and assume that the initial
particles
{
XF,jt0 ; j ∈ 1 :J
}
are drawn directly from Pt0 , we have Eb
J
t0,t′(f) = Pt0Qt0,t′(ut′ · f).
Lemma 1. For any constant a > 1, particle size J ≥ 1, and measurable function ‖f‖∞ ≤ 1, we
have
PMC(Ef,a,F,Jt,t′ ) ≥ 1−
1
a2
(28)
for t ≤ t′ ∈ I, provided that multinomial resampling is used in Algorithm 1. Also, under Assump-
tion 1,
PMC(Ef,a,P,Jt,t′ ) ≥ 1−
1
a2
(29)
for t ≤ t′ ∈ I \ {t0}.
Proof of Lemma 1. First we prove (28). We observe that
Var
(
bJt,t′(f)
∣∣∣BP,Jt ) = Var
(
1
J
J∑
j=1
Qt,t′(ut′ · f)
ut
(
XF,jt
)∣∣∣∣∣BP,Jt
)
=
1
J
Var
(
Qt,t′(ut′ · f)
ut
(
XF,1t
)∣∣∣∣BP,Jt )
≤ 1
J
E
[{
Qt,t′(ut′ · f)
ut
(
XF,1t
)}2∣∣∣∣∣BP,Jt
]
≤ 1
J
sup
{
Qt,t′(ut′)
ut
}2
,
because ‖f‖∞ ≤ 1. This implies that, by Markov’s inequality, for any a > 1,(
bJt,t′(f)− E
[
bJt,t′(f)
∣∣∣BP,Jt ])2 ≤ a2J sup
{
Qt,t′(ut′)
ut
}2
(S34)
with probability at least 1− 1
a2
.
Next we show (29). From (S33), we know
E
[∫
Qt,t′(ut′ · f)
ut
(xt) · wt(xt, xt−)dMJt (xt, xt−)
∣∣∣∣BF,Jt− ] = bJt−,t′(f).
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Thus,
E
[{∫
Qt,t′(ut′ · f)
ut
· wtdMJt − bJt−,t′(f)
}2∣∣∣∣∣BF,Jt−
]
= Var
(∫
Qt,t′(ut′ · f)
ut
· wtdMJt
∣∣∣∣BF,Jt− )
= Var
 1
J
∑
j
Qt,t′(ut′ · f)
(
XP,jt
)
{
ut−
/
g
1[t−∈t1:N ]
n(t−)
}(
XF,jt−
)
∣∣∣∣∣∣BF,Jt−

=
1
J2
∑
j
Var
(
Qt,t′(ut′ · f)
(
XP,jt
)∣∣∣BF,Jt− ){
Kt−,tQt,t′(ut′)
(
XF,jt−
)}2 ·
{
Kt−,tQt,t′(ut′)
(
XF,jt−
)}2
{
ut−
/
g
1[t−∈t1:N ]
n(t−)
(
XF,jt−
)}2
≤ 1
J2
∑
j
Kt−,t {Qt,t′ (ut′ · |f |)}2
{Kt−,tQt,t′(ut′)}2
(
XF,jt−
)
·
{
Qt−,t′(ut′)
ut−
(
XF,jt−
)}2
≤ 1
J
C21 · sup
{
Qt−,t′(ut′)
ut−
}2
,
where we have used the fact
Qt−,t′(ut′) = g
1[t−∈t1:N ]
n(t−) Kt−,tQt,t′(ut′),
and the last inequality comes from Assumption 1. Hence by Markov’s inequality, for any a > 1,{∫
Qt,t′(ut′ · f)
ut
· wtdMJt − bJt−,t′(f)
}2
≤ a
2C21
J
sup
{
Qt−,t′(ut′)
ut−
}2
with probability at least 1− 1
a2
. This completes the proof of Lemma 1.
We define for all tn,s ∈ I and for any measurable function ‖f‖∞ ≤ 1 the sets Ef,a,Jtn,s recursively
as follows:
Ef,a,Jt0 := Ef,a,F,Jt0,t0 ,
and for tn,s > t0,
Ef,a,Jtn,s := E
1Ctn,s−1 ,a,J
tn,s−1 ∩
 ⋂
t0≤t≤tn,s
t∈I
Ef,a,F,Jt,tn,s
 ∩
 ⋂
t0≤t<tn,s
t∈I
E1,a,F,Jt,tn,s

∩
 ⋂
t0<t≤tn,s
t∈I
Ef,a,P,Jt,tn,s
 ∩
 ⋂
t0<t≤tn,s
t∈I
E1,a,P,Jt,tn,s
 , (S35)
where 1Ct denotes the indicator function corresponding to the set Ct defined in Assumption 2. We
now prove the following lemma.
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Lemma 2. Suppose f is a measurable function such that ‖f‖∞ ≤ 1 and a > 1 is an arbitrary
constant. Then under Assumption 2 and provided that
√
J ≥ 8ρ−2aC2(C1 + 1) · (nS + s), we have
for any tn,s ∈ I ∣∣∣∣∫ fdPˆ F,Jtn,s − ∫ fdPGtn,s∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (nS + s+ 1) (30)
on the event set Ef,a,Jtn,s .
Proof of Lemma 2. We prove by induction on tn,s. First, at t0, on the set Ef,a,Jt0 = Ef,a,F,Jt0,t0 , we have∣∣∣∣∫ fdPˆ F,Jt0 − ∫ fdPGt0 ∣∣∣∣ = ∣∣∣bJt0,t0(f)− E [bJt0,t0(f)∣∣∣BP,Jt0 ]∣∣∣ ≤ a√J ≤ 4aC2(C1 + 1)ρ√J ,
noting that PGt0 = Pt0 . Now, assume that the assertion of the lemma holds for tn,s−1 for some
n ∈ 0 :N−1 and s ∈ 1 :S. Now assume √J ≥ 8ρ−2aC2(C1 + 1) · (nS + s) and ‖f‖∞ ≤ 1. The left
hand side of (30) is bounded above by∣∣∣∣∫ fdPˆ F,Jtn,s − ∫ fdPGtn,s∣∣∣∣ ≤
∣∣∣∣∣bJtn,s,tn,s(f)− bJt0,tn,s(f)bJt0,tn,s(1)
∣∣∣∣∣+
∣∣∣∣∣bJt0,tn,s(f)bJt0,tn,s(1) −
∫
fdPGtn,s
∣∣∣∣∣
≤
∑
t0<t≤tn,s
t∈I
∣∣∣∣∣bJt,tn,s(f)bJt,tn,s(1) −
bJt−,tn,s(f)
bJt−,tn,s(1)
∣∣∣∣∣+
∣∣∣∣∣bJt0,tn,s(f)bJt0,tn,s(1) −
∫
fdPGtn,s
∣∣∣∣∣ .
(S36)
Here, we used the fact that bJtn,s,tn,s(1) =
∫
1dPˆ F,Jtn,s = 1. Thus it suffices to show that each term in
the right hand side of (S36) is bounded above by 4aC2(C1+1)
ρ
√
J
on the event set Ef,a,Jtn,s . We decompose
each difference in the sum into two terms∣∣∣∣∣bJt,tn,s(f)bJt,tn,s(1) −
bJt−,tn,s(f)
bJt−,tn,s(1)
∣∣∣∣∣ ≤
∣∣∣∣∣∣b
J
t,tn,s(f)
bJt,tn,s(1)
−
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ]
∣∣∣∣∣∣+
∣∣∣∣∣∣
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ] −
bJt−,tn,s(f)
bJt−,tn,s(1)
∣∣∣∣∣∣ . (S37)
We will temporarily denote the first term on the right hand side of (S37) by∣∣∣∣∣∣b
J
t,tn,s(f)
bJt,tn,s(1)
−
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ]
∣∣∣∣∣∣ =
∣∣∣∣A′A − B′B
∣∣∣∣ ,
where A,B > 0. The above expression is bounded above by∣∣∣∣A′A − B′B
∣∣∣∣ = ∣∣∣∣A′B −B′B +B′B − AB′AB
∣∣∣∣ ≤ |A′ −B′|A + |A−B|A · |B′|B ≤ |A−B|+ |A′ −B′|A ,
(S38)
because we have |B′| ≤ B from ‖f‖∞ ≤ 1. Since the set Ef,a,Jtn,s is contained in Ef,a,F,Jt,tn,s , we have
|A′ −B′| =
∣∣∣bJt,tn,s(f)− E [bJt,tn,s(f)∣∣∣BP,Jt ]∣∣∣ ≤ a√J sup
[
Qt,tn,s(utn,s)
ut
]
. (S39)
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Similarly, for t < tn,s, since Ef,a,Jtn,s is contained in E1,a,F,Jt,tn,s , we have
|A−B| =
∣∣∣bJt,tn,s(1)− E [bJt,tn,s(1)∣∣∣BP,Jt ]∣∣∣ ≤ a√J sup
[
Qt,tn,s(utn,s)
ut
]
. (S40)
In the case of t = tn,s, both A = b
J
tn,s,tn,s(1) and B = E
[
bJtn,s,tn,s(1)
∣∣∣BP,Jtn,s] equals unity, so the
difference is zero. Now notice that
A = bJt,tn,s(1) =
∫
Qt,tn,s(utn,s)
ut
dPˆ F,Jt ≥
∫
Ct
Qt,tn,s(utn,s)
ut
dPˆ F,Jt ≥ inf
x∈Ct
Qt,tn,s(utn,s)
ut
(x) · Pˆ F,Jt (Ct).
By Assumption 2(ii), we have
inf
x∈Ct
Qt,tn,s(utn,s)
ut
(x) ≥ 1
C2
sup
x∈X
Qt,tn,s(utn,s)
ut
(x).
On the other hand, for t < tn,s we have∣∣∣∣∫ 1CtdPˆ F,Jt − ∫ 1CtdPGt ∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (nS + s) ≤ ρ2
by the induction hypothesis and the required lower bound on J , because the event set Ef,a,Jtn,s
is contained in the set E1Ct ,a,Jt for t < tn,s due to the definition (S35). Since PGt (Ct) > ρ by
Assumption 2(i), we have Pˆ F,Jt (Ct) > ρ2 . It follows that for t < tn,s,
A ≥ ρ
2C2
sup
[
Qt,tn,s(utn,s)
ut
]
. (S41)
For t = tn,s,
A = 1 ≥ ρ
2C2
=
ρ
2C2
· sup
[
Qtn,s,tn,s(utn,s)
utn,s
]
.
Thus from (S38), (S39), (S40), and (S41), we have∣∣∣∣∣∣b
J
t,tn,s(f)
bt,tn,s(1)
−
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ]
∣∣∣∣∣∣ ≤ 4aC2ρ√J . (S42)
Noting that ∫
fdPGtn,s =
Pt0Qt0,tn,s(utn,s · f)
Pt0Qt0,tn,s(utn,s)
=
E
[
bJt0,tn,s(f)
∣∣∣BP,Jt0 ]
E
[
bJt0,tn,s(1)
∣∣∣BP,Jt0 ]
where we understand that BP,Jt0 is the trivial σ-algebra on ΩMC, we see that the above argument
also shows that ∣∣∣∣∣bJt0,tn,s(f)bJt0,tn,s(1) −
∫
fdPGtn,s
∣∣∣∣∣ ≤ 4aC2ρ√J . (S43)
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This bounds the last term on the right hand side of (S36). Next, we consider the second term on
the right hand side of (S37). Due to (S32), we have
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ] =
∫
Qt,tn,s(utn,s · f)
ut
· wtdMJt∫
Qt,tn,s(utn,s)
ut
· wtdMJt
.
Now, on the set Ef,a,Jtn,s ⊂ Ef,a,P,Jt,tn,s ∩ E1,a,P,Jt,tn,s ,∣∣∣∣∫ Qt,tn,s(utn,s · f)ut · wtdMJt − bJt−,tn,s(f)
∣∣∣∣ ≤ aC1√J sup
[
Qt−,tn,s(utn,s)
ut−
]
,
and ∣∣∣∣∫ Qt,tn,s(utn,s)ut · wtdMJt − bJt−,tn,s(1)
∣∣∣∣ ≤ aC1√J sup
[
Qt−,tn,s(utn,s)
ut−
]
.
We have already seen above that
bJt−,tn,s(1) ≥
ρ
2C2
sup
[
Qt−,tn,s(utn,s)
ut−
]
.
Therefore, invoking (S38) again, we have∣∣∣∣∣∣
E
[
bJt,tn,s(f)
∣∣∣BP,Jt ]
E
[
bJt,tn,s(1)
∣∣∣BP,Jt ] −
bJt−,tn,s(f)
bJt−,tn,s(1)
∣∣∣∣∣∣ ≤ 4aC2C1ρ√J . (S44)
Thus, summing (S42) and (S44), we obtain∣∣∣∣∣bJt,tn,s(f)bJt,tn,s(1) −
bJt−,tn,s(f)
bJt−,tn,s(1)
∣∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (S45)
on the set Ef,a,Jtn,s . From (S36), (S43), and (S45), we have∣∣∣∣∫ fdPˆ F,Jtn,s − ∫ fdPGtn,s∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (nS + s+ 1)
on the event set Ef,a,Jtn,s , completing the induction step for tn,s.
As a direct consequence of Lemma 1 and Lemma 2, we obtain the proof of Theorem 2.
Theorem 2. Suppose multinomial resampling is used in Algorithm 1. Also suppose that Assump-
tions 1 and 2, which define constants ρ, C1, and C2, hold. If f is a measurable function such that
‖f‖∞ ≤ 1 and a > 1 is an arbitrary constant, then we have∣∣∣∣∣ 1J
J∑
j=1
f(XF,jtN )− E[f(XtN )|Y1:N = y1:N ]
∣∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (NS + 1) (7)
with probability at least 1− (2NS+1)(NS+1)
a2
, given that
√
J ≥ 8ρ−2aC2(C1 + 1)NS.
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Proof of Theorem 2. From Lemma 2, we have∣∣∣∣∫ fdPˆ F,JtN − ∫ fdPGtN ∣∣∣∣ ≤ 4aC2(C1 + 1)ρ√J (NS + 1)
on the event set Ef,a,JtN . We recall the definition
Ef,a,Jtn,s := E
1Ctn,s−1 ,a,J
tn,s−1 ∩
 ⋂
t0≤t≤tn,s
t∈I
Ef,a,F,Jt,tn,s
∩
 ⋂
t0≤t<tn,s
t∈I
E1,a,F,Jt,tn,s
∩
 ⋂
t0<t≤tn,s
t∈I
Ef,a,P,Jt,tn,s
∩
 ⋂
t0<t≤tn,s
t∈I
E1,a,P,Jt,tn,s
 .
(S47)
Thus
(
E1Ctn,s ,a,Jtn,s
)c
=
(
E1Ctn,s−1 ,a,Jtn,s−1
)c
∪
 ⋃
t0≤t≤tn,s
t∈I
(
E1Ctn,s ,a,F,Jt,tn,s
)c ∪
 ⋃
t0≤t<tn,s
t∈I
(
E1,a,F,Jt,tn,s
)c
∪
 ⋃
t0<t≤tn,s
t∈I
(
E1Ctn,s ,a,P,Jt,tn,s
)c ∪
 ⋃
t0<t≤tn,s
t∈I
(
E1,a,P,Jt,tn,s
)c .
By Lemma 1, we have
PMC
[(
E1Ctn,s ,a,F,Jt,tn,s
)c]
≤ 1
a2
, PMC
[(
E1,a,F,Jt,tn,s
)c]
≤ 1
a2
,
PMC
[(
E1Ctn,s ,a,P,Jt,tn,s
)c]
≤ 1
a2
, PMC
[(
E1,a,P,Jt,tn,s
)c]
≤ 1
a2
,
so we obtain
PMC
[(
E1Ctn,s ,a,Jtn,s
)c]
≤ PMC
[(
E1Ctn,s−1 ,a,Jtn,s−1
)c]
+
1
a2
{4(nS + s) + 1} .
Since
PMC
[(
E1Ct0 ,a,Jt0
)]
≤ 1
a2
,
we reach through a recursion the conclusion that
PMC
[(
E1CtN−1,S−1 ,a,JtN−1,S−1
)c]
≤ 1
a2
NS−1∑
nS+s=0
{4(nS + s) + 1} = 1
a2
NS (2NS − 1) .
Thus by (S47) and using a similar argument we obtain
PMC
[(
Ef,a,JtN
)c]
≤ 1
a2
{NS(2NS − 1) + 4NS + 1} = 1
a2
(2NS + 1)(NS + 1).
We finish the proof by noting that∫
fdPGtN =
Pt0Qt0,tN (gN · f)
Pt0Qt0,tN (gN)
= E[f(XtN )|Y1:N = y1:N ].
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S2 Dimension scaling of constant C1 in Assumption 1
In the main text, we argued that the constant C1 in Assumption 1 is bounded uniformly over d
for POMP models consisting of a collection of d independent processes. In this supplementary
section, we derive more explicit results on the constant C1 for time-homogeneous processes and
diffusion processes. Based on these results, we demonstrate that C1 is uniformly bounded over d
for latent Brownian motions with arbitrary correlation between components.
We first consider the case where the latent process {Xt} is time-homogeneous. The transition
kernels may be written as Kt,t′ = Ht′−t where the kernels {Ht ; t ≥ 0} are parameterized by the time
duration. The infinitesimal generator of {Ht} is an operator L such that Lf = limt↓0 1t (Htf − f)
for measurable functions f for which the right hand side limit exists. We denote the associated
carre´-du-champ operator by Γ(f) := 1
2
Lf 2 − f · Lf (Bakry et al., 2013). The next proposition
derives an explicit bound for C1 for time-homogeneous latent processes. We assume that the
generator L is defined for both Kτ,tQt,t′ut′ and its square.
Proposition 2. Suppose the latent process is time-homogeneous with the associated carre´-du-
champ operator Γ. Assume that for t, t′ ∈ I \ {t0} such that t ≤ t′,
Γ(Kτ,tQt,t′ut′)
(Kτ,tQt,t′ut′)2
≤ ξ
holds for τ ∈ [t−, t]. Then Assumption 1 holds with C1 = eξ·(t−t−).
Proof of Proposition 2. Define λτ := logKt−,τ (Kτ,tQt,t′ut′)
2 and h := Qt,t′ut′ . Now observe that
d
dτ
λτ =
Kt−,τL(Kτ,th)2 +Kt−,τ ddτ (Kτ,th)2
Kt−,τ (Kτ,th)2
=
Kt−,τ [L(Kτ,th)2 − 2Kτ,th · LKτ,th]
Kt−,τ (Kτ,th)2
=
2Kt−,τΓ(Kτ,th)
Kt−,τ (Kτ,th)2
.
Recalling the relation h = Qt,t′ut′ , we see that 0 ≤ ddτ λτ ≤ 2ξ for τ ∈ [t−, t] and thus λt − λt− ≤
2ξ · (t− t−). The desired conclusion follows by noting that C1 is an upper bound on e(λt−λt− )/2.
Next we show that the bound ξ in Proposition 2 scales linearly with d and thus C1 is uniformly
bounded over d for independent time-homogeneous processes if S = d. Proposition 3 makes the
argument (8) and (9) in the main text more concrete for time-homogeneous latent processes.
Proposition 3. Consider a POMP model comprising d independent one-dimensional time-homogeneous
latent processes and corresponding independent one-dimensional measurement processes. For this
model we consider the guide function of the form ut(x) =
∏d
i=1 u
[i]
t (x
[i]). Then we have
Γ(Kτ,tQt,t′ut′)
(Kτ,tQt,t′ut′)2
=
d∑
i=1
Γ[i](K
[i]
τ,tQ
[i]
t,t′u
[i]
t′ )
(K
[i]
τ,tQ
[i]
t,t′u
[i]
t′ )
2
. (S48)
Here, Γ[i] denotes the carre´-du-champ operator for the latent process corresponding to the i-th
dimension. Suppose that the observation time interval length is given by ∆, which is divided into d
sub-intervals so that t−t− = ∆
d
. Then in view of Proposition 2, Assumption 1 holds with C1 = e
ξ¯∆,
which is bounded uniformly over d, provided that each term in the sum (S48) is bounded above by
ξ¯.
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Proof of Proposition 3. For a bounded measurable f : X → R+ that factorizes into functions of
each dimension component as
f(x) =
d∏
i=1
f [i](x[i]),
we may write Htf =
∏d
i=1H
[i]
t f
[i] where {H [i]t ; t ≥ 0} is a time-homogeneous transition kernel for
the i-th component of the latent process, {X [i]t }. We have
Lf = d
dt
d∏
i=1
H
[i]
t f
[i]
∣∣∣∣∣
t=0
=
d∏
i=1
H
[i]
t f
[i] ·
d∑
i=1
d
dt
H
[i]
t f
[i]
H
[i]
t f
[i]
∣∣∣∣∣
t=0
= f ·
d∑
i=1
L[i]f [i]
f [i]
It follows that
Γ(f)
f 2
=
1
2
Lf 2 − f · Lf
f 2
=
d∑
i=1
1
2
L[i]f [i]2 − f [i] · L[i]f [i]
f [i]
2 =
d∑
i=1
Γ[i](f [i])
f [i]
2 .
We can further develop the arugment when the latent process {Xt} is a d dimensional Ito
process defined by
dXt = µ(Xt)dt+R(Xt)dBt, (S49)
where µ(Xt) ∈ Rd denotes the drift and R(Xt) ∈ Rd×d denotes the (matrix-valued) volatility of the
process {Xt}. The term Bt = {B[1]t , . . . , B[d]t } denotes a d dimensional standard Brownian motion.
We call Σp := RR
T the process noise covariance. Assume that f : Rd → R is twice continuously
differentiable. Then by Ito’s formula
df(Xt) = Df(Xt)dXt +
1
2
Tr
{
D2f(Xt)d[X]t
}
where [X] is the quadratic variation process of X (Rogers and Williams, 1994). In the context
of (S49), d[X]t is given by Σp(Xt)dt. The first order derivative Df(Xt) will be viewed as a d
dimensional row vector and the second order derivative D2f(Xt) as a d×d symmetric matrix. We
have
df(Xt) = Df(Xt) {µ(Xt)dt+R(Xt)dBt}+ 1
2
Tr
{
D2f(Xt) · Σp(Xt)
}
dt
and thus
Lf(x) = lim
t↓0
1
t
[Exf(Xt)− f(x)] = Df(x) · µ(x) + 1
2
Tr
[
D2f(x) · Σp(x)
]
.
From the relations
Df 2 = 2fDf, D2f 2 = 2(Df)TDf + 2fD2f,
and the definition of the carre´-du-champ operator Γ(f) = 1
2
Lf 2 − f · Lf , we obtain
Γ(f) =
1
2
(Df)Σp(Df)
T .
Thus for f strictly positive, we may write
Γ(f)
f 2
=
1
2
(D log f)Σp(D log f)
T . (S50)
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Now we consider a concrete example of correlated Brownian motion.
Example S1. Suppose that {Xt} is a d dimensional correlated Brownian motion. This corre-
sponds to the case where the drift µ and the volatility Σp are constant in the Ito diffusion (S49).
Without loss of generality for the following argument, we may and will assume µ = 0. Suppose
that the measurement of the process {Xt} is made at times t1:N with Gaussian noise of mean zero
and variance Σm ∈ Rd×d. We will show that Assumption 1 holds with C1 uniformly bounded over
d for this POMP model, where the correlation between the components of the latent Brownian
motion is arbitrary. For simplicity of argument, we assume that the guide function ut is given
by the forecast likelihood of B = 1 future observation and consider the case where t′ = tn+1 and
t ∈ (tn, tn+1]∩ I. The general case involves more complicated equations but follows the same logic.
In the case we consider, we have utn+1 ≡ gn+1(yn+1 | · ) and for τ ∈ [t−, t],
Kτ,tQt,tn+1(utn+1)(x) = pYn+1|Xτ (yn+1 |x) = φ {yn+1 ;x,Σm+Σp · (tn+1−τ)} ,
where φ(· ; η,Ξ) denotes the multivariate normal density with mean η and variance Ξ. Thus
logKτ,tQt,tn+1(utn+1)(x) = −
1
2
(yn+1 − x)T {Σm+Σp · (tn+1−τ)}−1 (yn+1 − x) + const.
In view of (S50), we have
Γ(f)
f 2
=
1
2
(yn+1 − x)T{Σm + Σp · (tn+1 − τ)}−1Σp{Σm + Σp · (tn+1 − τ)}−1(yn+1 − x) (S51)
where f = Kτ,tQt,tn+1(utn+1). Our goal is to show that
Γ(f)
f2
is O(d), because then by Proposition 2
C1 = O(1). Since
Yn+1 | (Xτ =x) ∼ N [x, Σm + Σp · (tn+1 − τ)],
we have
{Σm + Σp · (tn+1 − τ)}−1/2(Yn+1 − x) =: W ∼ N (0, I)
where I denotes the d dimensional identity matrix. Let υ1, . . . , υd be the eigenvalues of
Υ := {Σm + Σp · (tn+1 − τ)}−1/2Σp{Σm + Σp · (tn+1 − τ)}−1/2.
Then
W TΥW
d
= υ1Z
2
1 + · · ·+ υdZ2d = Op(υ1 + · · ·+ υd) = Op[Tr(Υ)],
where Z1, . . . , Zd denote independent N (0, 1) random variables. When considering a fixed yn+1,
it is therefore reasonable to assume that (S51) is O[Tr(Υ)]. Our goal then simplifies to showing
that Tr(Υ) = O(d).
We will assume that Σm is positive definite and Σp positive semi-definite. We will denote the
maximal diagonal entry of Σp by σ
2
p := maxi∈1:d(Σp)ii and the smallest eigenvalue of Σm by λm > 0.
We will suppose that both σ2p and λ
−1
m are O(1) in d. The assumption that σ
2
p = O(1) asserts
that the marginal distribution of each component of the latent Brownian motion has increments
of size not growing with d. The assumption that λ−1m = O(1) can be satisfied if, for example,
the measurement noise is given by the sum of a noise term that is independent in each spatial
unit and a correlated noise term such that when we write Σm = Σ
ind
m + Σ
cor
m , the correlated noise
covariance Σcorm is positive semi-definite and the independent noise covariance Σ
ind
m is given by a
diagonal matrix for which the smallest diagonal entry is greater than some positive constant that
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is not decreasing as d increases. We will write A  B if the matrix B−A is positive semi-definite.
We then have
λmI  Σm  Σm + Σp · (tn+1 − τ),
and so
{Σm + Σp · (tn+1 − τ)}−1  λ−1m I.
Since it follows that
Σ1/2p
[
λ−1m I − {Σm + Σp · (tn+1 − τ)}−1
]
Σ1/2p
is positive semi-definite, we have
Tr
([
λ−1m I − {Σm + Σp · (tn+1 − τ)}−1
]
Σp
) ≥ 0. (S52)
Thus
Tr(Υ) = Tr
[{Σm + Σp · (tn+1 − τ)}−1/2Σp{Σm + Σp · (tn+1 − τ)}−1/2]
= Tr
[{Σm + Σp · (tn+1 − τ)}−1Σp]
≤ λ−1m Tr(Σp) due to (S52)
≤ λ−1m · dσ2p = O(d),
due to our assumptions on λ−1m and σ
2
p. Therefore,
Γ(f)
f2
in (S51) is O(d), and by Proposition 2 we
have that C1 is uniformly bounded over d for latent Brownian motions with arbitrary correlation.
S3 Proof of Theorems 3 and 4
Theorems 3 and 4 establish the asymptotic normality of the likelihood estimate and that of the
filtering error by GIRF (Algorithm 1) and develop their bounds under Assumptions 1 and 2.
Theorem 3. In the limit where the particle size J tends to infinity, the likelihood estimate ˆ` by
GIRF (Algorithm 1) converges in distribution to a normal distribution:
√
J
(
ˆ`
`1:N(y1:N)
− 1
)
=⇒ N (0,V).
Under Assumptions 1 and 2, the asymptotic variance is bounded above by
V < NS
(
C21C
2
2
ρ2
− 1
)
.
An application of the delta method leads to the asymptotic normality of the log likelihood estimate:
√
J
(
log ˆ`− log `1:N(y1:N)
)
=⇒ N (0,V).
Theorem 4. In the limit where the particle size J tends to infinity, the following asymptotic
normality holds for every measurable function f : X→ R such that ‖f‖∞ ≤ 1:
√
J
(
1
J
J∑
j=1
f(XF,jtN )− E[f(XtN ) |Y1:N = y1:N ]
)
=⇒ N [0,W(f)] .
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Under Assumptions 1 and 2, the asymptotic variance is bounded above by
W(f) < 1 + 4NSC
2
1C
2
2
ρ2
.
Proof of Theorems 3 and 4. We consider the discrete time POMP model constructed in Appendix A,
which consists in the latent process {Zt := (Xt, Xt−) ; t ∈ I} and the weight function {wt ; t ∈
I \ {t0}}. We recall that the transition kernel of {Zt} is given by
K˜t−,t (A1 × A2 ; (xt− , xt−−)) = Kt−,t (A1 ;xt−) · δxt− (A2)
for ∀A1, A2 ∈ X . We note that GIRF (Algorithm 1) corresponds to the standard bootstrap
particle filter with the transition kernel K˜t−,t and the weight function wt. In order to simplify
application of existing results in the literature to our construction, we consider a time point tN,1
that is thought to be one intermediate time step after tN . The transition kernel of the original
latent process {Xt} for the interval [tN , tN,1] does not matter in the application, so we define it
arbitrarily. Similar to the definition of Qt,t′ in (3), we define Q˜t,t′ on the extended space X2 such
that for any bounded measurable function ϕ : X2 → R,
Q˜t,t′(ϕ)(z) := E
ϕ(Zt′) ∏
t≤τ<t′
τ∈I
wτ (Zτ )
∣∣∣∣∣∣∣Zt = z
 . (S53)
We define a probability measure P˜t on X2 as the law of (Xt, Xt−) where
Xt− ∼ PGt− and Xt | (Xt− = x) ∼ Kt−,t(· ;x).
One can check that for bounded measurable ϕ : X2 → R,
P˜tϕ =
P˜t0,1Q˜t0,1,tϕ
P˜t0,1Q˜t0,1,t1
. (S54)
To see this, we first write ϕt−,t(x) := E[ϕ(Zt) |Xt− = x], ∀x ∈ X, and observe that
P˜t0,1Q˜t0,1,tϕ = EE
ϕ(Zt) ∏
t0,1≤τ<t
τ∈I
wτ (Zτ )
∣∣∣∣∣∣∣Zt0,1

= EE
ϕt−,t(Xt−)ut−(Xt−)
ut0(Xt0)
∏
n; tn<t−
gn(yn |Xtn)
∣∣∣∣∣∣Xt0,1 , Xt0

= EQt0,1,t− (ϕt−,t · ut−) (Xt0,1) (since ut0 ≡ 1)
= Pt0Qt0,t−(ϕt−,t · ut−),
where all expectations are taken respect to the (unconditional) law of {Xt}. By (6), we see
P˜t0,1Q˜t0,1,tϕ
P˜t0,1Q˜t0,1,t1
=
Pt0Qt0,t−(ϕt−,t · ut−)
Pt0Qt0,t−(ut−)
= PGt−ϕt−,t = P˜tϕ,
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confirming (S54). We now define
Q˜t,t′(ϕ) :=
Q˜t,t′(ϕ)
P˜tQ˜t,t′(1)
and recall the definition of the empirical measure
MJt :=
1
J
J∑
j=1
δ(XP,jt ,X
F,j
t− )
=
1
J
J∑
j=1
δZP,jt
in Section S1. For every probability measure η on (X2,X 2) and for every t ∈ I \ {t0}, we define a
new probability measure Φt(η) on (X2,X 2) such that
Φt(η)(ϕ) =
η(wt · ϕ)
ηwt
holds for every bounded measurable ϕ : X2 → R. Corollary 9.3.1 in Del Moral (2004) states that
there exists a sequence of independent, centered Gaussian random fields {Vt ; t ∈ I \ {t0}} such
that √
J
[
MJt (ϕ)− Φt(MJt−)(ϕ)
]
=⇒ Vtϕ
as J tends to infinity, where ⇒ implies the convergence in distribution and the variance of the
random field Vt is given by
Var
[
Vt(ϕ)
]
= P˜tϕ
2 − (P˜tϕ)2. (S55)
Applications of this result can lead to the asymptotic normality of the likelihood estimate and that
of the filtering error. Be´rard et al. (2014, Equation 1.23) gives a concise statement of the asymptotic
normality of the likelihood estimate. We note that within our construction the likelihood of data
can be expressed as
`1:N(y1:N) = P˜t0,1Q˜t0,1,tN,1(1)
and the likelihood estimate ˆ` from GIRF (Algorithm 1) can be expressed as
ˆ`=
∏
t∈I\{t0}
MJt wt.
Applying Equation (1.23) of Be´rard et al. (2014) in our context gives
√
J
(
ˆ`
`1:N(y1:N)
− 1
)
=⇒
∑
t∈I\{t0}
Vt
(
Q˜t,tN,1(1)
)
.
Using (S55), we readily see that
√
J
(
ˆ`
`1:N(y1:N)
− 1
)
=⇒ N
0, ∑
t∈I\{t0}
[
P˜t{Q˜t,tN,1(1)}2
{P˜tQ˜t,tN,1(1)}2
− 1
] , (S56)
which means that the asymptotic variance is given by
V =
∑
t∈I\{t0}
[
P˜t{Q˜t,tN,1(1)}2
{P˜tQ˜t,tN,1(1)}2
− 1
]
. (S57)
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As for the asymptotic normality of the filtering error, application of Proposition 9.4.2 in Del Moral
(2004) or Theorem 3 in Whiteley (2013) gives
√
J
(
MJtN,1ϕ− P˜tN,1ϕ
)
=⇒
∑
t0,1≤t≤tN,1
Vt
(
Q˜t,tN,1(ϕ)− Q˜t,tN,1(1) · P˜tN,1ϕ
)
.
If we consider ϕ : X2 → R of the form ϕ(xtN,1 , xtN ) = f(xtN ), ∀(xtN,1 , xtN ) ∈ X2, for some bounded
measurable f : X→ R, we have
MJtN,1ϕ− P˜tN,1ϕ =
1
J
J∑
j=1
f(XF,jtN )− PGtNf = Pˆ F,JtN f − E [f(XtN ) |Y1:N = y1:N ] .
Thus √
J
(
Pˆ F,JtN f − E [f(XtN ) |Y1:N = y1:N ]
)
=⇒ N [0,W(ϕ)] ,
where the asymptotic variance is given by
W(ϕ) :=
∑
t0,1≤t≤tN,1
P˜t
{
Q˜t,tN,1(ϕ)− Q˜t,tN,1(1) · P˜tN,1(ϕ)
}2
{
P˜tQ˜t,tN,1(1)
}2 . (S58)
In order to bound V and W(ϕ), we first calculate that
Q˜t,tN,1(ϕ)(xt, xt−) = E
ϕ(ZtN,1) ∏
t≤τ≤tN
τ∈I
wτ (Zτ )
∣∣∣∣∣∣∣Zt = (xt, xt−)

= E
ϕtN ,tN,1(XtN )g1[t
−∈t1:N ]
n(t−) (yn(t−) |Xt−)
ut−(Xt−)
∏
n; tn≥t
gn(yn |Xtn)
∣∣∣∣∣∣Xt = xt, Xt− = xt−

=
g
1[t−∈t1:N ]
n(t−) (yn(t−) |xt−)
ut−(xt−)
·Qt,tN (ϕtN ,tN,1 · gN)(xt),
where we again used the notation ϕtN ,tN,1(x) = E
[
ϕ(ZtN,1) |XtN = x
]
and the fact that utN ≡ gN .
From this and the definition of P˜t, we see that
P˜tQ˜t,tN,1(ϕ) = P
G
t−
g1[t−∈t1:N ]n(t−) (yn(t−) | ·)
ut−
·Kt−,tQt,tN (ϕtN ,tN,1 · gN)
 = PGt− (Qt−,tN (ϕtN ,tN,1 · gN)ut−
)
,
and
P˜t{Q˜t,tN,1(ϕ)}2 = PGt−

{
g
1[t−∈t1:N ]
n(t−) (yn(t−) | ·)
}2
u2t−
·Kt−,t{Qt,tN (ϕtN ,tN,1 · gN)}2
 . (S59)
Now suppose that Assumption 1 holds, so that
Kt−,t{Qt,tN (gN)}2
{Kt−,tQt,tN (gN)}2
≤ C21 .
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Also assume that ‖ϕ‖∞ ≤ 1. Then from (S59) we see that
P˜t{Q˜t,tN,1(ϕ)}2 ≤ C21 · PGt−

{
g
1[t−∈t1:N ]
n(t−) (yn(t−) | ·)
}2
u2t−
· {Kt−,tQt,tN (gN)}2

= C21 · PGt−
(
Qt−,tN (gN)
2
u2t−
)
.
If we additionally suppose that Assumption 2 holds, we see that
P˜t{Q˜t,tN,1(ϕ)}2
{P˜tQ˜t,tN,1(1)}2
≤ C21 ·
PGt−
(
Qt−,tN (gN)
ut−
)2
{
PGt−
(
Qt−,tN (gN)
ut−
)}2 ≤ C21 · supx∈X
(
Qt−,tN (gN)
ut−
)2
(PGt−1Ct− )
2 · inf
x∈Ct−
(
Qt−,tN (gN)
ut−
)2 < C21C22ρ2 .
From (S57), we see that the asymptotic variance of the likelihood is bounded above by
V < NS
(
C21C
2
2
ρ2
− 1
)
.
As for the asymptotic variance of the filtering error (S58), we note that{
Q˜t,tN,1(ϕ)− Q˜t,tN,1(1) · P˜tN,1(ϕ)
}2
≤ 2
[
Q˜t,tN,1(ϕ)
2 + Q˜t,tN,1(1)
2
]
,
and that the last term in (S58) is bounded above by unity:
P˜tN,1
{
Q˜tN,1,tN,1(ϕ)− Q˜tN,1,tN,1(1) · P˜tN,1(ϕ)
}2
{
P˜tN,1Q˜tN,1,tN,1(1)
}2 = P˜tN,1(ϕ− P˜tN,1ϕ)2 ≤ 1.
Therefore, it follows that
W(ϕ) < 1 + 4NSC
2
1C
2
2
ρ2
.
S4 Monte Carlo adjusted profile confidence intervals
When the likelihood of data from a one-parameter model can be exactly evaluated, the 95%-
confidence interval for the maximum likelihood estimate of the parameter can be obtained by a
cut-off on the likelihood curve at
z20.975
2
= 1.92, where z0.975 is the 0.975 quantile of the standard
normal distribution. In large and complex models where the likelihoods of data are estimated
with Monte Carlo methods with non-negligible amount of error, the uncertainty in the likelihood
estimates has to be taken into account in computing the cut-off. Ionides et al. (2017) developed a
general procedure for constructing confidence intervals for a parameter of interest when the profile
likelihoods with respect to that parameter can be estimated with some Monte Carlo errors. The
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procedure for constructing the Monte Carlo adjusted profile (MCAP) confidence intervals are as
follows.
We assume that the Monte Carlo profile points ˘`P1:K are evaluated at φ1:K . We fit a smooth curve
˘`S(φ) through the profile points using a local smoother, such as the R function loess (Cleveland
et al., 1992). The MLE of the parameter φ can be taken as the point φ˘ at which the maximum
of the smoothed curve ˘`S is attained. In order to quantify the Monte Carlo error in the estimated
maximum likelihood ˘`S(φ˘), we make a local quadratic fit near the maximum, using the weights
w1:K that were used in evaluating the smoothed curve ˘`
S at φ˘. Write the fitted quadratic equation
as −a˘φ2 + b˘φ + c˘. The variance and covariance of the coefficients V˘ar[a˘], V˘ar[b˘], and C˘ov[a˘, b˘]
can be obtained as usual. Using the delta method, the standard error of the maximum b˘
2a˘
can be
estimated as
SE2mc =
1
4a˘2
(
V˘ar[b˘]− 2b˘
a˘
C˘ov[a˘, b˘] +
b˘2
a˘2
V˘ar[a˘]
)
.
On the other hand, the statistical error originating from the randomness in data can be estimated
with the usual formula
SEstat =
1√
2a˘
.
Assuming that the size of the Monte Carlo error is roughly the same across the possible realizations
of the data, we can reasonably approximate the total standard error of the Monte Carlo maximum
likelihood estimate as
SEtotal =
√
SE2stat + SE
2
mc.
It follows that the cut-off for an approximate (1− α) confidence interval can be obtained as
δ = a˘ · SE2total · χα =
(
a˘ · SE2mc +
1
2
)
· χα,
where χα is the (1− α) quantile of the χ-square distribution on one degree of freedom.
S5 Details on the spatiotemporal measles transmission dy-
namics model and implementation of GIRF
The city-level measles transmission dynamics in our spatiotemporal model follow He et al. (2009).
The model parameters are summarized in Table S-4. We assume the transmission coefficient β(t)
in (22) depends on whether it is school term or holiday, because most measles infections happen
via transmissions between children:
β(t) =
{ (
1 + 2(1− p)a)β¯ during school term(
1− 2p a)β¯ during school holiday.
Here, p = 0.739 is the proportion of the year taken up by the school term, a the amplitude of
variation, and β¯ the annual average of the transmission rate. School holidays in the calendar
day include: Christmas, 356–365 and 0–6; Easter, 100–115; summer, 199–252; autumn half-term,
300–308.
The susceptible recruitment rate r(t) is defined as follows. In the calendar year x, a certain
fraction c of the annual births of the calendar year x − 4 enters the susceptible compartment at
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symbol description
R0 basic reproduction number
a amplitude of seasonality
α mixing exponent
µ mortality rate
ν−1EI latent period
ν−1IR infectious period
σ2 white-noise intensity
ρ reporting probability
ψ reporting overdispersion
G gravitation constant
c cohort entry fraction
Table S-4: Table of parameters for the spatiotemporal measles transmission dynamics model
the school admission date, which is the 251st day of a year. The remaining 1 − c fraction enters
the susceptible compartment continuously with a constant rate throughout the year.
The transition rates from the exposed to the infectious and from the infectious to the recovered
compartments are defined as
E
dNEI(t)
dt
= νEIE(t),
E
dNIR(t)
dt
= νIRI(t), (S60)
where νEI and νIR are per capita progression rates between the respective compartments. We
added randomness to the latent process dynamics as follows. For all cumulative transition pro-
cesses {N··(t)}, we let the noise intensity equal to σ2 (Breto´ et al., 2009; Karlin and Taylor, 1981),
such that over a short time interval [t, t + δ], the infinitesimal increment N··(t + δ) − N··(t) is
Poisson distributed with the mean parameter given by the product of a gamma random variable
Gamma(δ/σ2, σ2) and the mean transition rate EdN··
dt
. In the limit as δ approaches zero, this
amounts to
N··(t+ δ)−N··(t) ∼ NegBin
(
δ
σ2
,
σ2 · EdN··(t)
dt
σ2 · EdN··(t)
dt
+ 1
)
, (S61)
where the negative binomial random variable NegBin(r, p) has the probability mass function
P[NegBin(r, p) = k] =
(
k + r − 1
k
)
· (1− p)rpk, k = 0, 1, 2, · · ·
with mean pr
1−p and variance
pr
(1−p)2 . Breto´ et al. (2009) explained a construction of such stochas-
tic compartment models, which we adopt in our implementation. This construction defines a
continuous-time Markov latent process which allows for overdispersion compared to Poisson pro-
cesses (Breto´ and Ionides, 2011).
As for the measurement model, the mean of biweekly case reports is given by the biweekly
cumulative transitions from the infectious compartment to the recovered compartment multiplied
by the city-specific reporting rate ρk. The number of biweekly case reports is assumed to follow
a discrete normal distribution, which adds overdispersion parameterized by ψ to a binomial dis-
tribution with success parameter ρk. Specifically, we define the cumulative distribution Fk for the
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number of biweekly case reports from the k-th city by
Fk(y ; ρk, ψ,∆NIR,k) := Φ
[
y + 0.5 ; ρk∆NIR,k, ρk(1− ρk)∆NIR,k + ψ2ρ2k∆N2IR,k + 1
]
(S62)
for y ∈ {0, 1, 2, . . . , }, where ∆NIR,k denotes the biweekly transitions from the infectious to the
recovered compartment for the k-th city and Φ( · ;µ, σ2) denotes the cdf of the normal distribution
with mean µ and variance σ2.
The latent process X(t) is composed of the components Sk(t), Ek(t), Ik(t), and N
biweek
IR,k (t) for
each city, where NbiweekIR,k (t) denotes the number of transitions from the infectious to the recovered
compartment up to time t since the beginning of the corresponding biweek, that is NbiweekIR,k (t) =
NIR,k(t) − NIR,k(tn) where tn is the start of the biweek that t is in. In the implementation of
GIRF (Algorithms 1 and 2) on this model, we defined the guide function utn,s using the formula
(12)–(15) in Section 5 of the main text, with the number of lookaheads B = 3. The forecast
variability was estimated at every first intermediate step (i.e., s = 1) using forty random forecasts.
The forecast variability at other times was approximated using the local linear approximation
(16). We calculated the distance between the first and the third quartiles of the sample obtained
by multiplying the forecasts of NbiweekIR,k (t) with the city-specific reporting probability ρk. In order
to provide a conservative estimate of the forecast variability, a factor of 1 + 2√
N
was multiplied to
the sample inter-quartile distance, where N = 40 denotes the number of forecast simulations. An
estimate of the forecast variance for ρk ·NbiweekIR,k (t) was obtained by multiplying 0.55 to the squared
inter-quartile distance, because the ratio of the variance to the squared inter-quartile distance of a
normal distribution is approximately 0.55 and the measurement model followed a discrete normal
distribution.
S6 Additional figures for examples in Section 7
Figure S-7 compare the estimated filter means by GIRF (Algorithm 1) and ensemble Kalman filter
(EnKF) for the first component in the one hundred and two hundred dimensional stochastic Lorenz
96 model when the observation interval is 0.1 (only the first one hundred time points are shown
for visibility). In the main text, we compared the two algorithms when observations were taken at
intervals of 0.5 and saw that the EnKF was not suitable to handle highly nonlinear latent latent
process. In contrast, the latent process transition kernel is close to being linear and Gaussian in
the intervals of length 0.1, and the latent process distribution conditional on data is close to being
Gaussian. Figure S-7 demonstrates that the EnKF performs well in this situation. The number
of particles, the computation time, and the log likelihood estimates for these two algorithms are
summarized in Table S-5. The computational time of the two algorithms were comparable, but
the likelihood estimates by EnKF were higher than those by GIRF (Algorithm 1). With these
results, we can reconfirm that EnKF scales well to high dimensions when the one-step forecast
distribution of the latent process is approximately Gaussian.
Figure S-8 shows the estimates of the likelihoods for the fifty dimensional stochastic Lorenz 96
model when σp and σm were fixed at 1.0 and the observation interval was 0.5. The fact that the
slice log likelihood estimatess dropped sharply at F = 10 was not shown in Figure 5 in the main
text.
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Figure S-7: The estimated filter means for the first coordinate in stochastic Lorenz 96 model when the
observation interval is 0.1, (a) d = 100, (b) d = 200.
d = 100 d = 200
EnKF GIRF EnKF GIRF
No. of particles 6,000 2,000 6,000 2,000
Computation time (min) 60 47 129 118
log ˆ` -33203 -38183 -68471 -83969
Table S-5: The computational costs and the log likelihood estimates by EnKF and GIRF (Algorithm 1)
for one and two hundred dimensional stochastic Lorenz 96 model when the observation interval is 0.1.
S-19
l
l
l l l l l
l
l
l
l
6 6.5 7 7.5 8 8.5 9 9.5 10
−
60
00
0
−
40
00
0
−
20
00
0
F
lo
g 
lik
e
lih
oo
d 
es
tim
at
e
Figure S-8: The slice likelihood estimates at σp = σm = 1 for the fifty dimensional Lorenz 96 model in
Section 7.2.
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