Abstract. In this report we present an off-the-number-line representation of the positive integers by expressing each integer by its unique prime signature as a grid point of an infinite dimensional space indexed by the prime numbers, which we term the prime grid. In this space we consider a zigzag line, termed the number trail that starts at the origin (representing 1) and travels through every single grid point in the order of the increasing sequence of the natural numbers.
Introducing the prime grid
Natural numbers represent our concept of counting things and they are deeply rooted in the conscious and unconscious. Natural numbers, naturally feel familiar, yet under closer scrutiny they present some of the most difficult mathematical problems that have engaged the greatest minds over millennia. Without a doubt prime numbers and their distribution among the natural numbers have puzzled and fascinated most experts and non-experts.
Traditionally natural numbers are plotted as evenly spaced points on the number line. This representation gives a clear idea of their magnitude but not much else. Another possible method of visualizing the natural numbers is called the Ulam spiral [18] , where the numbers are placed in increasing order on the grid points of Z 2 starting with 1 at (0, 0) and spiraling outwards, so 2 → (1, 0), 3 → (1, 1), 4 → (0, 1), 5 → (−1, 1), 6 → (−1, 0) and so on. Interestingly, prime numbers tend to line up along certain diagonal lines corresponding to specific quadratic polynomials, which could be explained by a conjecture of Hardy and Littlewood [10] (if proven to be true).
In this report we present a different, off-the-number-line spatial representation of positive integers whereby the numbers are laid out on a multidimensional gridassembled from powers of the prime numbers. In number theory, the fundamental theorem of arithmetic states that every natural number N > 1 is either a prime number itself or it is the product of a unique set of prime numbers, each raised to some fixed power ≥ 1. Because the factorization formula is unique, it suggests a coordinate system of sorts, to represent N in a space "spanned" by prime numbers.
1.1. The prime grid. The factorization theorem states that every natural number N can be uniquely identified with an infinite sequence i N = i = (i 1 , i 2 , . . .) of nonnegative integers, called the prime signature of N , so that
where {p k } ∞ k=1 denote the prime numbers in ascending order. The number 1 is represented by the sequence 0 = (0, 0, . . .). This gives a bijection between the positive integers and the space of all infinite sequences that consist only of zeros except for a finite number of positive integers. We can think of 0 as the origin of a coordinate system whose axis are indexed by the prime numbers and each natural number is a grid point on this prime grid. It is a vector space, where the addition of two signatures i + j (corresponding to N and M ) and also the multiplication by a scalar n ∈ N is done coordinate-wise. The former represents multiplication N M , while the latter raises N to the nth power. In further notation we will freely interchange N with its signature i. Remark 1.1. Notice that we could canonically extend our grid to represent all positive rational numbers by allowing negative integers in a signature as well. In this case subtraction of two signatures could also be defined coordinate-wise and would represent division among the natural numbers. We consider only non-negative signatures henceforth.
In this vector space we can consider the 1 and the ∞ norms, i.e. In other words, N 1 counts the total number of prime factors (with multiplicity) of N . This is usually referred to as the arithmetic function Ω(N ) in number theory. Further relations to other arithmetic functions include
where ω(N ) counts the number of distinct prime factors of N and σ 0 (N ) = (i k +1) is the divisor function counting the number of divisors of N (σ 0 (N ) also counts 1 as a divisor, which does not appear in the signature of N ).
With either of these norms we can define a metric in the usual way. For instance, the ∞ metric for two natural numbers N and M with signatures i and j, also referred to as their Chebyshev distance is equal to
For example, the numbers at unit distance from the origin in the 1 metric are the prime numbers, while in the ∞ metric they include exclusively all the squarefree numbers. In general, the kth power-free numbers are enclosed in the sphere of radius k − 1 (centered at 0) using the ∞ metric. We refer to the numbers M for which M ∞ = k as the Chebyshev contour at distance k. Furthermore, it is well-known that the number of k-free numbers up to M follow an asymptotic of M/ζ(k) For large N we interpret this as the probability that a uniformly chosen M ≤ N has ∞ norm equal to k, see further below (2.1).
1.2. The number trail: an analog of the number line. We focus on a particular object on the prime grid, a zigzag path that starts at 0 and crisscrosses through every single grid point on the prime grid in the order of the increasing sequence of the natural numbers. We term this zigzag path the number trail and define an arithmetic function L(N ) tabulating the total length of the number trail up to N using the chosen metric. That is
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where the second equality in each line holds, since K + 1 and K are always coprime. L(1) = 0 by definition. We think of it as an analog of the traditional number line, where
exists and based on our computations c 0 ≈ 2.2883695 . . . .
We provide both numerical and analytical evidence that corroborate the conjecture in Section 2. It is not difficult to show that there exists constants c and C such that cN < L ∞ (N ) < CN . Furthermore, we construct a series of probabilistic models, namely Markov shifts, with which we can give progressively better lower bounds for lim inf L ∞ (N )/N . Appendix A contains the programming code used to generate the random sequences. We also formulate a modified version of the prime number theorem, which is supported by our computations. Proposition 1.2. Let γ denote the Euler-Mascheroni constant. Then
Proof. From (1.1) and (1.4) it follows that
Dirichlet showed that the leading behavior of the divisor summatory function
. This gives the upper bound in (1.6). Let χ(·) denote the indicator function. As for the lower bound
The sum of the reciprocals of the prime numbers can be bounded from below by log log N − log π 2 /6, which concludes the proof.
Remark 1.3. From now on we will only work with L ∞ . There are several reasons why we think using the ∞ metric is the natural choice.
• In 1 only the primes are separated naturally. The spheres in ∞ however, correspond to the k-free numbers. This allows to interpret (1.2) as the probability that for a uniformly chosen 1 ≤ M ≤ N (N large) M ∞ = k. This is key in constructing our probabilistic models in Section 2.
• It immediately follows from (1.4) that L 1 (p) is odd for any prime p. This is not the case with L ∞ , see Table 1 .
• Conjecture 1 and Proposition 1.2 show that L 1 grows faster than L ∞ , which limits the extent of its computability.
Henceforth we will usually suppress ∞ from the subscript in our notation.
1.3.
Prime gaps on the number trail. Our original motivation came from the distribution of prime numbers, for which the most widely used representation uses the prime gap functions Figure 2 in Section 3 for a histogram of D 1 and D 2 . D 1 has been extensively studied, however there are many unanswered conjectures as well. Here we highlight just some of the most recent results. Roughly speaking, the prime number theorem states that on average D 1 k scales as log p k . However, the fluctuations from the average can be great. Namely, there are subsequences along which the ratio D 1 k / log p k can get arbitrarily large [21] and close to zero [9] as well, i.e.
The latter, for small gaps between primes was improved by the same authors, Goldston-Pintz-Yıldırım in [8] . In fact, Banks-Freiberg-Maynard [2] showed that at least 12.5% of all non-negative real numbers were limit points of D 1 k / log p k . Further in this direction, a big breakthrough was Zhang's work [22] , who proved that D 1 k was bounded from above by a constant for infinitely many k. The original constant of 7 × 10 7 has been greatly reduced by work of the Polymath Project and Maynard [13] . The conjectured value of the constant is 2, which is the twin prime conjecture.
In the other direction, the best result to date for long gaps between primes is due to Ford-Green-Konyagin-Maynard-Tao [5] . They showed that for sufficiently large N max
log N log log N log log log log N log log log N .
In this report we propose a different approach to study the distribution of prime numbers by looking at the prime gaps instead along the number trail on the prime grid. Analogous to the prime gap functions D 1 and D 2 , we define the differences D 1 and D 2 along the number trail with L ∞ to be
( The most apparent difference between D 1 , D 2 and D 1 , D 2 is that the former only take even values (except for the gap between 2 and 3), whereas the latter can also take odd values. The first instance where D 1 = 7 is for primes 43 and 47. In Section 3 we provide further observations regarding D 1 , D 2 and based on our computations highlight differences in the intricate structure compared to D 1 , D 2 including a modified version of Polignac's conjecture.
In Appendix B raw numerical data of the histograms of D 1 and D 2 are presented in Table 7 and Table 8 , respectively for N ≤ 10 2 to N ≤ 10 12 . Size limitations allow for showing D 1 differences up to 80 and D 2 differences between -60 and 60. Note, however, that we list the Sagemath Python code in Appendix C that can be used to generate the entire data set including both numerical and graphical representations of the histograms. A detailed explanation of the code is also provided.
At this point we wish to emphasize that the main objective of this paper is merely to draw the attention of those interested towards this alternative look at the natural numbers. Most of our conclusions require a leap of faith relying mainly on empirical data and simulations. Nevertheless, we consider the mathematical questions posed by the paper interesting in their own right.
Asymptotic growth of the number trail
Recall L ∞ from (1.3). We begin by showing that L ∞ grows linearly.
Proof. It readily follows from (1.
The sum K ∞ can be well approximated using (1.2)
with an error term of the order O( √ N log N ). Interchanging the order of summation and using that lim k→∞ ζ(k) = 1, we get
which is a convergent series. Dividing by N completes the proof.
A closer inspection shows that L ∞ (N ) depends on how the (1/ζ(k+1)−1/ζ(k))N numbers with ∞ norm equal to k are distributed among 2 ∞ , 3 ∞ , . . . , N ∞ . Without going into details
• If they are bunched together as much as possible, then the lower bound for the lim inf can be improved to
• If they are spread apart as evenly as possible, then the upper bound for the lim sup can be improved to
These constants are still quite far from the conjectured value of c 0 = 2.2883 . . . . In order to get a better understanding of the deterministic sequence
we consider it as a pseudorandom sequence, in the sense that it behaves like a random sequence generated by some probabilistic model. The idea is very much the same how Cramér modeled the prime numbers [3] . The goal is to construct a series of models which generate random infinite sequences with prescribed properties that the deterministic one satisfies. Then a typical realization will in some sense well-approximate the deterministic sequence.
2.1. The sequence 2 ∞ , 3 ∞ , . . .. We consider Ω = 2 ∞ , 3 ∞ , . . . as an infinite sequence of letters from the alphabet A = N. Let ω = ω 1 . . . ω n denote a word of length |ω| = n from A. There are two key factors which greatly determine the rate of growth of L ∞ .
(1) The relative frequency q k with which a given value k ∈ N appears in Ω.
According to (1.2)
(2) There's a set F of forbidden words which never appear in Ω. Observe that any subsequence of consecutive characters of length 2 n must contain at least one element with · ∞ ≥ n for any n > 1. This defines
2)
The first one captures the density of each letter k ∈ N, while the second one describes additional structure present in the sequence Ω.
We believe the words in (2.2) are the only forbidden ones, however we do not have a complete proof. Consider an arbitrary ω = ω 1 . . . ω n / ∈ F. Choose any n distinct primes p = (p 1 , . . . , p n ) and look at the system of congruences
Since the p i are coprime, the Chinese remainder theorem implies that there exists a unique x between 1 and M = it does with x = 5. For illustration we give examples of ω in Ω in Table 2 . [4] for basics on Markov-chains. Assume that the chain's stationary distribution P(X i = k) = q k satisfies (2.1). Furthermore, there is a set E ⊆ F of eliminated words, which never appear in any sequence generated by the chain, but any finite ω / ∈ E appears in X 1 , X 2 , X 3 , . . . with probability one. Motivated by (1.3), consider the variables Y i := max{X i+1 , X i } which, due to stationarity are identically distributed. Then the sum Y i can be interpreted as a random version of L ∞ . The ergodic theorem implies that the ergodic average
almost surely and in L 1 (for basic facts in ergodic theory, we refer to [20] ). Whenever necessary, we indicate the dependence of X and Y on E by writing X(E) and Y (E).
Proposition 2.2. For a sequence of ergodic Markov-chains whose stationary distribution satisfies (2.1) and E 1 E 2 . . . E n . . . ⊆ F the sequence EY (E n ) converges as n → ∞. In particular, if ∪ n E n = F then denote the limit by EY (F).
Proof. For two Markov chains in the sequence for which E n E m we have
This is straightforward, since with probability one, any ω ∈ E m \ E n will appear in
. . and the function max(x, y) is strictly increasing in both variables. Hence, EY (E n ) is a strictly increasing sequence of real numbers.
Furthermore, by mimicking the proof of Lemma 2.1 we can obtain a deterministic upper bound for lim EY (E n ), and therefore the limit exists and is finite. Indeed, observe that Y i ≤ 2 X i and due to (2.1) we have EX i = c from Lemma 2.1.
If Ω behaves like a pseudorandom sequence, then the main question is what is the relationship between EY (F) and the conjectured value of c 0 ?
Alternatively, we give another construction in which we use infinitely many Markov-chains to generate a single random sequence, which will almost surely converge to the same EY (F). Observe that in Ω up to 2 n+1 ∞ the restricted words from F are exactly F 1 ∪ . . . ∪ F n . The idea is to use the Markov-chain with E n = F 1 ∪ . . . ∪ F n for elements in the random sequence with index between 2 n + 1 and 2 n+1 . Proposition 2.3. Consider the random sequence
2 n is generated by the ergodic Markov-chain with E n = F 1 ∪ . . . ∪ F n started from the stationary distribution given by (2.1). As before,
where in the first equality we used that Y 
thus the Borel-Cantelli lemma implies that with probability one |Z (j) −EZ (j) | > j −1 only for a finite number of j. So we can pick a c such that
Dividing by N , the error terms tend to 0 as N → ∞. The main term is a Cesaro mean with limit EY (F), since lim EY (E N ) = EY (F) by Proposition 2.2.
Examples of eliminated words.
Here we show how to construct the Markovchain for a few concrete examples of E. We also calculate the corresponding EY (E) and compare it to c 0 .
Eliminated words E = ∅. Then the Markov-chain corresponds to the sequence of independent and identically distributed (i.i.d.) discrete random variables X 1 , X 2 , . . . taking the values 1, 2, . . . according to the probability vector q = (q 1 , q 2 , . . .). It's an easy exercise to determine the distribution of Y i and get that
This is much closer to the conjectured value of c 0 in (1.5) than any of the purely analytic results in this section. It's a lower bound for c 0 , this shows that the density alone does not determine the asymptotic growth of L ∞ , but the forbidden words indeed play a role as well.
Eliminated words E = { 1111 }. Define the Markov-chain on the state space N ∪ { 11 , 111 } with transition matrix
Whenever it is in state 11 or 111 , only a 1 appears in the sequence itself. After 111 only 2, 3, . . . may come, which implies that 1111 never appears in any sequence generated by the chain. By choosing p 1 , p 2 , . . . so that the stationary vector π = πP satisfies π(1) + π( 11 ) + π( 111 ) = q 1 and π(k) = q k for k ≥ 2, we also achieve that
From here we can determine the distribution of Y i
which numerically gives EY i = 2.26767 . . .. As expected from the proof of Proposition 2.2 it is greater than in the i.i.d. case.
Remark 2.4. Notice that it is enough to work with a finite state space. The ratio q k /p k is constant for k ≥ 2, due to the fact that the corresponding columns in P have the same structure. It is convenient to consider all these letters as a single character, say * , and to have a single row/column in P corresponding to * .
Eliminated words E = { 1111 , 11121112 }. The finite state space is {1, 2, * } ∪ { 11 , 111 , 1112 , 11121 , 111211 , 1112111 } with transition matrix
From the solution of π = πP we get that
For (2.1) to hold, we need to set
which determine the numerical values of p 1 , p 2 and p k p 1 = 0.7045175 . . . , p 2 = 0.179836 . . . and
which numerically gives EY i = 2.270017 . . .. Already with just two eliminated words the calculations are quite involved. In order to eliminate substantially more forbidden words we did extensive computer simulations, which we present in Subsection 2.5. But first, we formulate the construction more generally in Subsection 2.4.
General construction.
Basically, we constructed a vertex shift of finite type to eliminate the words in E (for basic definitions in symbolic dynamics we refer to [12] ) and then picked a compatible Markov shift, whose stationary distribution generate the letters with density that we prescribed beforehand. More precisely, fix an arbitrary finite set of eliminated words E. Let A denote the set of letters which make up the words in E. The alphabet will be A * = A ∪ { * }. E defines a shift of finite type X on the alphabet A * . Assume the longest word in E has length n. Let E be the collection of all n length words which contain an element from E as a subword. E defines the same n − 1-step shift as E does. Then X can be represented by a vertex shift on a graph with vertices i = (i 1 i 2 . . . i n ) ∈ (A * ) n \ E (the allowed words of length n) and adjacency matrix A = (A ij ), where
If at the mth step the shift is in state i = (i 1 i 2 . . . i n ), then set X m = i n . Hence, any sequence X 1 , X 2 , . . . generated by the vertex shift will not contain any eliminated word from E.
Next, consider all possible Markov shifts compatible with the vertex shift, i.e. the collection of stochastic matrices P = (P ij ) such that P ij > 0 iff A ij = 1. Note that all such P are irreducible and aperiodic, hence ergodic. Choose P for which the stationary distribution π = πP satisfies
Then, with probability one, the relative frequency of the characters in any sequence generated by the stationary Markov-chain with initial probability vector π and transition matrix P will in addition satisfy (2.1). We are uncertain whether for any E such a P , whose stationary distribution π satisfies (2.5) always exists. We found no references in the literature and think that this by itself could be an interesting question. This is an inverse problem of sorts, since P is the unknown and the q k are given. From (2.5) and π = πP the q k can be expressed as functions of the entries of P . We arrive at a system of polynomial equations, which we are uncertain whether it's always (numerically) solvable. This leads to questions in algebraic geometry, which is beyond the scope of this paper, but could be interesting in its own right.
Remark 2.5. The construction itself is not specific to the sequence 2 ∞ , 3 ∞ , . . .. All we used was (2.1) and (2.2). It can be adapted to an arbitrary infinite sequence x = x 1 x 2 . . . coming from a (finite) alphabet A provided (1) the relative frequency of each a ∈ A in x is given by a probability vector q. That is
a finite or countable set of forbidden words are given.
Computer simulations.
In the examples presented in Subsection 2.3 we constructed the simplest possible Markov shift from a probability vector p = (p 1 , p 2 , . . .). Namely, the random sequence of characters X 1 , X 2 , . . . was generated as follows:
(1) Until an eliminated word from E appears in the sequence, all X i are sampled independently from p. (2) When an eliminated word appears, then the last character, say X k is resampled from p until it no longer concludes an eliminated word. (3) Repeat from step (1).
The task was to determine p so that the stationary distribution Π of the characters of the alphabet (described in (2.5)) would be equal to the desired q from (2.1). Direct solution of the inverse problem seemed prohibitive, except for the few examples given, but considering it as an optimization problem made it tractable. One particular derivative-free optimization method, differential evolution (DE) [16, 19] has proven in our hands to be a powerful tool to generate such random models.
We carried out the simulations on the alphabet A * = {1, 2, . . . , 25, * } with eliminated words E = F 1 ∪ F 2 ∪ . . . ∪ F 25 . Our goal was to find a discrete input distribution p such that by randomly sampling this distribution and eliminating forbidden words
• the output distribution Π will be close to q in the sense that the root-meansquare (RMS) of Π − q is small and • the model will provide a c 0 value close to the conjectured 2.2883... value in our series Ω.
Observe that depending on how the re-sampling is done in step (2), two different models can give different values of c 0 even if their output distributions are the same. For this reason we worked with two models. In Model 1 the re-sampling was done as described in step (2). That is, if X k = concludes a forbidden word, then X k is re-sampled from the characters { + 1, . . . , 25, * } with ratios (p +1 , . . . , p 25 , p * ). In Model 2 the re-sampling was done deterministically by choosing X k = + 1.
Starting with reasonable upper and lower bounds to p and testing several different flavors of DE, we were able to find input distributions p (1) and p (2) , which gave reasonably accurate output distributions Π (1) and Π (2) for Model 1 and Model 2, respectively: Table 3 contains the results of this inverse optimization procedure we utilized. With these distributions we generated a total of 100 random sequences per model, each of length 10 8 and computed statistics for c 0 . Table 4 contains the results. Originally we worked only with Model 1, but were unable to find a distribution with better 2 error than the one presented. However, the estimate for c 0 is worse than the ones in Subsection 2.3. For this reason we introduced Model 2. The error achieved was much better and resulted in the closest estimate for the conjectured value of c 0 so far. This could suggest that the result is very sensitive on the magnitude of the error, so finding a way to achieve a smaller error for Model 1 is still work in progress. We plan to address this inverse optimization problem in greater detail in a separate forthcoming paper. The C code we used to generate the random sequences can be found in Appendix A. The ratios differ by less than 10 −5 . These are just a few values, but we calculated the ratios for every 10 5 -th prime between 1 and 10 12 . This gave a set of 376 079 data points. The minimal value is 2.28836250 and the maximal is 2.288371417 giving a difference of 8.9 × 10 −6 . A list-plot of the values reveals even more in Figure 1 . There is some oscillation in the beginning, but then very convincingly it seems to settle around a value quite rapidly. Based on these results we conjecture that c 0 ≈ 2.28836951 . . ..
2.7.
Modified prime number theorem. Let us modify the prime counting function to count the number of primes up to N on the number trail,
If Conjecture 1 holds true, then in a way the ∞ norm is just rescaling the traditional number line. Conceivably it is reasonable to think that the asymptotics of π ∞ (N ) change accordingly.
Conjecture 2 (Modified Prime Number Theorem).
where c 0 is the constant defined by the limit of L ∞ (N )/N in (1.5) and Li(x) is the offset logarithmic integral function x 2 1/ ln ydy. In Table 6 we present the ratios for a few increasing values of p k . As in the case on the traditional number line Li(N ) gives a better approximation to π ∞ (N ) than N/ log N . Both sequences are decreasing nicely, but unfortunately, if there is convergence it seems to be very slow. The numbers do not confirm our conjecture, but they certainly do not contradict it either. We don't know if assuming Conjecture 1 an existing proof of the classical prime number theorem could be adapted to this setting to prove Conjecture 2.
The prime gap functions D 1 and D 2
We begin the section with simple observations about D 1 , recall (1.7), and then point out key differences between D 1 and D 2 compared to D 1 and D 2 . Proof. The prime number theorem states that the number of primes up to N grows sub-linearly, hence there are arbitrarily large gaps between two consecutive primes. On the other hand, we know that
For the second assertion we can assume that p k = 2 (since 
which is clearly an even number. If p k+1 = p k + 4, then either p k + 1 or p k + 3 is divisible by 4, hence has ∞ norm at least 2 and so D 1 k ≥ 2 + 2 + 1 + 1 > 5.
It is also not difficult to characterize D 1 for the first few small values.
Claim 2. D 1 k equals (a) 2, (b) 4, or (c) 6 for some k if and only if (a) p k+1 and p k are twin prime and p k + 1 is a square-free number, (b) p k+1 and p k are twin prime and p k + 1 ∞ = 2, (c) p k+1 and p k are twin prime and p k + 1 ∞ = 3 OR p k+1 = p k + 4 and p k + 2 ∞ = 1 and either p k +1 or p k +3 is divisible by 4.
In general, if p k+1 and p k are twin prime and p k + 1 ∞ = n then D 1 k = 2n. Proof. We saw at the end of the proof of Claim 1 that if
, then p k+1 and p k must be twin prime. Moreover, (3.1) implies that p k + 1 ∞ = 1 or 2, respectively. If D 1 k = 6 then either p k+1 and p k are twin prime and p k + 1 ∞ = 3 or p k+1 = p k + 4 (p k+1 ≥ p k + 6 not possible). If p k+1 = p k + 4 then it further follows that one of p k + 1 or p k + 3 is divisible by 4 and p k + 2 is square-free.
The other directions and the last claim are just trivial calculations.
By definition, D 1 k = n if and only if p k+1 − p k = n. However, D 1 can take a particular value n in a number of ways. This number is related to the partition function P (n), which counts all the distinct ways n can be written as the sum of natural numbers. Hardy and Ramanujan were the first to show that the asymptotic growth rate of P (n) is 1/(4 √ 3n) exp(π 2n/3). Here there are several restrictions on the partitions. For example, the partition must have an even number of summands (since p k+1 −p k is even) and the largest element of the partition must appear at least twice in it. Also, the partition can not contain any forbidden word from F (recall (2.2)). A characterization of these partitions or at least some asymptotic result on their number seems difficult. The semi-regular spiked structure of these histograms has been shown to be attributed to the fact that for every prime number p, except 2, p = ±1(mod6) [1] . Figure 2 . Histogram of first (2a) and second (2b) order differences between consecutive prime numbers up to N ≤ 10 12 .
Polignac's conjecture is still open, stating that for any positive even number N there are infinitely many k such that D 1 k = N . Huang and Wu [11] recently showed that the set D = {d : d can be expressed in infinitely many ways as the difference of two primes } is a ∆ * r set for r ≥ 721, i.e. for any subset S of N with |S| ≥ 721, the intersection of D and the difference set of S is nonempty. The histogram shows that up to 10 12 the most frequently appearing value of D 1 is 6. An integer is called a jumping champion if it is the most frequently appearing value of D 1 up to some N . The histogram is misleading in the sense that there is a convincing heuristic argument of Odlyzko-Rubinstein-Wolf [14] to support the jumping champion conjecture, stating that the jumping champions are 4 and the primorials 2, 6, 30, 210, . . . , k i=1 p i , . . .. They argue that 30 only becomes jumping champion around 1.74 × 10 35 . We continue with the histogram of D 1 . The histogram of D 2 differences is shown in Fig. 4 up to N ≤ 10 12 with an additional close-up view (4b). The semi-regular spikes seen on D 1 and D 2 histograms are replaced by an intricate, non-repeating fine structure on the D 1 and D 2 histograms with numerous, differently shaped local peaks. Most notably, as becomes visible in Fig. 4b the cap of the D 2 histogram is not the highest peak, it has two tiny local maxima at ±1, but there are two more, symmetrical and significantly higher maxima at ±5 and ±7. A more detailed view of the fine structure of D 2 histograms can be displayed on stacked, logarithmic plots shown in Fig. 5 . 11 histograms, each with a tenfold increase in length N ≤ 10 2−12 , are stacked from the front toward the back with increasing size. This representation highlights the differences between consecutive histograms and provides good visual evidence to suggest that the histogram of D 2 decays exponentially at a rate which could converge to some specific number as N → ∞. Conclusion and open problems. We introduced the prime grid to represent natural numbers with their unique prime signature. Using the ∞ norm for vectors, we defined the number trail, an analog of the number line. We studied the asymptotic growth and the distribution of primes on the number trail. We found that L ∞ grows linearly at a specific rate c 0 based on our direct computations, which we supported by probabilistic methods. Furthermore, the prime gap functions of D 1 and of D 2 show interesting structure substantially different from the structure observed of D 1 and D 2 . Our main aim was not necessarily to give precise proofs for all our claims, but rather to draw the attention towards our empirical findings that we consider interesting.
We conclude with a few questions that could be of interest. Most importantly, can there be some interplay between this setting and the traditional one? Is the sequence Ω truly pseudorandom and does F describe all the forbidden words of Ω?
A more general question, given a subshift of finite type is it possible to characterize the set of all stationary distributions of the Markov chains compatible with the shift? Given a fixed distribution on the state space, can we decide whether it is the stationary distribution of a compatible Markov chain? If so, are there better analytical or optimization methods to find the Markov chain than we presented? Acknowledgement. The authors thank János Pintz for some useful discussions.
Appendix A. C code for generating random sequences The C code below was used to generate random sequences completely devoid of forbidden words as described in Subsection 2.5. The array indices are zerobased and the arrays are all initialized to zero. Given an input distribution p (see Table 3 [i],. . . , p[j] ) slice of the original p distribution and it is normalized. The algorithm will choose the appropriate f [i][j] distribution to sample according to the models of Subsection 2.5. The sampling function take_a_sample_from( ) utilizes the GNU Scientific Library [6] to efficently sample discrete distributions via the gsl_ran_discrete_preproc( ) and gsl_ran_discrete( ) library functions. The output distribution Π is computed from the values of the bin populations stored in the counts[ ] array (line 29) and the random sequence itself is stored in array rand_model[ ] (line 30). In our nomenclature the random sequence consists of characters, represented by non-negative integers, and words are comprised of any number of consecutive characters. As explained in (2.2) certain words are forbidden in the random model and our algorithm below eliminates all these forbidden words.
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Computations were carried out with Sagemath 7.2 [17] running on 8 hyperthreaded 3.6 GHz i7 CPU cores, and using 32 GB of RAM and about 500 GB of harddisk storage on a 64-bit Linux desktop computer. It took about 80 days of total walltime to complete all computations up to the order of N = 10 12 . Hardware resources were maximized by running the computations in 20 independent batches and utilizing a hand-tuned, load-balanced parallelization protocol. The code listing below is mostly self explanatory with comments and we provide detailed explanations where necessary, referring to line numbers.
(2) The only non-standard package we used is called bignumpy [7] and it is crucial for seamlessly handling very large numpy arrays. Our computations heavily utilize numpy array operations but these become prohibitive using standard numpy when the size of a numpy array exhausts available memory. Bignumpy provides file backed numpy array objects for Python utilizing the mmap/shared memory feature of Unix. Bignumpy allows for streamlined array operations on arrays multiple times larger than available memory, with a negligible slowdown compared to system swap. (12) The @parallel decoration applied to the calc_norm00 function invokes the parallel interface, which means that the single set of (N, M ) function arguments will be replaced by a list of multiple (N 1, M 1), (N 2, M 2) , ..., (N k, M k) arguments, see (13) and (78). The parallel interface will then execute, simultaneously, multiple copies of calc_norm00 running on multiple (ncpus = 8) CPU cores in parallel.
The argument list is automatically divided up and distributed among the parallel processes, and in the end, the results are reassembled in a single list. (22) This is the innermost loop-the rate limiting computation of integer factorization. The factor function (24) is a wrapper around the standard PARI factorization routine [15] . Note that we did not use specialized factorization algorithms suitable for certain classes of numbers, because the computation of L ∞ (N ) requires the factorization of every single number 1 − N . The number of iterations in the innermost loop should be hand tuned to achive optimum balance between computation and data manipulation (see more about this below). Also note that determining whether or not a number N is prime can, of course, be calculated much faster than full factorization but factor has already been called on N .
(38-44) The input parameters N _ * allow flexibility to compute L ∞ (N ) depending on the hardware configuration. N _min and N _max define a particular segment, in our computations we used 20 segments each 5 * 10 10 long to get to 10 12 . The workflow is organized in three nested loops. We already mentioned the innermost loop (22) , which includes multiple factorizations calculated in a single call to calc_norm00. The inner loop (77) iterates multiple calls to calc_norm00 using the parallel interface as explained above (12) . Note that the argument list (78) is a standard Python list, which has a significant memory footprint and, therefore, the balance between the chosen values of N _inmost_loop and N _inner_loop is crucial. i) Their product N _maxmem should be set such that the resulting Python list (78) fits comfortably in memory. The associated work arrays (47-59) are all bignumpy arrays and their size is not limiting. ii) N _inmost_loop should be set >> 1 to make sure that computation (factorization) dominates because the overhead of data manipulation associated with a single function call to calc_norm00 in the parallel environment is significant. In fact, the maximum overall speedup using 8 CPU cores was limited to less than five fold.
(63) The core data set at the heart of our computations is comprised of the L ∞ (N ) values at prime "stops" along the number trail. The associated bignumpy array can be generated piece wise by concatenating consecuitve sub-arrays generated in a succession of batch calculations as noted above. Since the file associated with a bignumpy array is the exact binary copy of the array's memory image, these files can readily be concatenated using the UNIX cat command.
(70, 71, 113, 114) L ∞ (N ) is computed as the cumulative sum of the sequence of "hops" between consecutive numbers along the number trail and, therefore, every new batch computation needs two data points from the previous calculation to start with. One is the length of the last hop and the other is the current value of L ∞ (N ).
(73-101) The cumulative summation is carried out in the outer loop utilizing a number of numpy operations. i) First, the sequence of hops is computed for a continuous segment N beg − N end by taking the maximum of every two adjacent infinity norm values (Chebyshev contour indices), and the values are stored in Hop_Sequence_Arr (88). ii) The cumulative sum is then computed in two steps (95, 96). (The current values of last_hop_seq and cumsum are saved for the next segment (86, 87, 97), see previous paragraph.) iii) Finally, Prime_bIndex_Arr is utilized as a binary mask (98) to keep only the prime stops and store them in Prime_Stops_onL00_Arr (100). 
