Particle Resolved Direct Numerical Simulation (PR-DNS) is employed to study momentum, heat and mass transfer in confined gas-particle suspensions. In this work, we show that the presence of wall boundaries induces an inhomogeneous particle distribution, and as a consequence continuous phase fields exhibit peculiar profiles in the wall-normal direction. Therefore, we first propose a correlation for the particle volume fraction as a function of the distance from the wall and the bulk particle concentration. Secondly, we quantify wall effects on flow field and interphase transfer coefficients (i.e., the flow field, a scalar field, as well as the Nusselt number and drag coefficient). We show that these effects do not depend significantly on the Reynolds number in case an appropriate scaling is applied. Finally, we propose correlations to reconstruct the continuous phase fields in the proximity of adiabatic walls. Also, we provide interpolation tables for the correction to the drag force and the Nusselt number that are helpful in unresolved Euler-Lagrange simulations.
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Averaging/filtering operators < ( * ) > xy average over wall normal layer ( * ) ensemble average ( * ) volume average ( * ) Favre average
Introduction
Confined suspensions are a topic of active research since they are of use in a wide range of industrial processes like energy storage, heterogeneous catalytic reactors, pulp fibers, separation in micro-channels, or the petroleum industry. Other applications include blood flow in the human body, sediment transport in river beds and pyroclastic flows from vulcanos. Current developments indicate that the confinement effect in suspension flows becomes even more important: for example, so-called '3D printing' technology aiming on producing materials capable to be used at high temperatures (e.g., metals or ceramics) is already reality [1] . This enables the use of complex geometries with characteristic dimensions closer to that of the suspended particles. In such systems wall effects will play a central role. In addition, the accurate modeling of momentum, heat and mass transport in dense gas-particle systems is of pivotal importance for designing chemical reactors [2, 3] , and many other systems, e.g., future solar-thermal systems [4, 5] .
Again, the effect of confinement plays a central role in most of these applications, and is potentially becoming more important. However, most of the studies regarding wall effects in fluid-particle systems are devoted to the study of packed beds in cylindrical containments. In contrast, investigations on suspensions bounded by one or more flat walls were performed only recently [6, 7, 8, 3, 9] . This is despite the obvious importance of near-wall treatment when modeling suspension flows: For example, it was shown that (in dilute suspensions under turbulent flow conditions) particles tend to migrate towards (flat) walls due to a phenomenon named turbophoresis [10] . Another example is the peculiar effect that walls have on the particle arrangement in dense suspensions and packed beds as discussed in Section 1.1.
Thanks to the continuous increase in the availability of computational resources, hybrid Computational Fluid Dynamics-Discrete Element Method (CFD-DEM) simulations have become a tool for studying such dispersed multiphase systems [11] . A specific example is the so-called Particle-Unresolved Euler-Lagrange (PU-EL) formulation in which each particle trajectory is followed and particle-particle interactions are resolved. The governing equations for descriping continuous phase flow are formulated at a length scale larger than the particle characteristic length. Therefore, one has to solve coarse-grained equations for the continuous phase. Unlike the Euler-Euler (EE) formulation where the dispersed and continuous phases are described as interpenetrating continua, PU-EL formulations allow to directly study intra-particle transport phenomena. This is possible because PU-EL formulation still retains the definition of single particles as separate discrete entities, allowing to track the internal state of each particle, e.g., intra-particle temperature profiles. Thus, PU-EL simulations are best suited for studying complex systems of chemically reacting particles for which it is difficult (or even impossible) to formulate a continuous dispersed phase model with the desired accuracy. Similarly, modeling systems comprised of non-spherical particles is most natural, and pheraphs successful, when using a EL-based model.
However, coarse grained equations in PU-EL formulations have several unclosed terms (e.g., the drag coefficient, the pseudo-turbulent stress, or the interphase heat and mass transfer coefficients) for which one has to provide suitable expressions. In our previous work [12] we showed how such models can be constructed from Particle-Resolved Euler-Lagrange (PR-EL) simulations by means of volume averaging in a way that is consistent with the PU-EL formulation. It was shown that when the filter size is small (i.e., in the order of two times the particle diameter) significant differences arise with respect to EE closures due to local inhomogeneous structures. In other words, EEbased closures cannot be simply used in PU-EL-based simulation models. Furthermore, PU-EL models perform often poorer compared to EE-based models: inaccuracies caused by the interpolation and mapping scheme used to calculate the local voidage may deteriorate the fidelity of PU-EL models [13] . Particularly interesting aspects surface in case walls are present in the region to be modeled:
• the presence of walls induces an inhomogeneous distribution of particles which affects the flow field and the interphase transfer coefficients. This effect is not acounted for in the totality of closures currently used in EE and PU-EL models.
• since the details of the flow field near the wall are not known, typically the slip condition for the fluid is employed in EE and PU-EL models. This leads to significant uncertainties when interpolating the fluid velocity at the particle position near walls. This issue is especially relevant for size-polydisperse suspensions.
• for PU-EL models, the issue of insufficient mesh resolution in case heterogeneous particle structures exist has been systematically explored only in unbounded domains [14] . One would expect that similar issues arise in case the suspension is confined by walls. Conceptually, one could envision treating such wall effects similar to what is done in wall-bounded turbulent flows (e.g., one could employ wall functions). Unfortunately, such concepts are currently not available for dense fluid-particle flows.
A first step to systematically investigate the above aspects would be to quantify wall effects in an isolated fashion, i.e., separate them from the curvature effect that is typically included in the analysis (see Theuerkauf et al. [15] , or van Antwerpen et al. [16] ). Also, little is known for more dilute and intermediately dense suspensions, since most previous work explored packed beds only. Considering a wider parameter space is, however, essential when building a robust, generally-applicable simulation model. In our present contribution we indeed show that the particle concentration has a pronounced effect on both the velocity and temperature (as a proxy for any scalar) field. This is even the case for the simplest situation of adiabatic walls. We will start our analysis by considering the origin of these effects, namely the particle distribution near the wall.
Particle distribution in wall bounded domains
Extensive studies have been dedicated to the prediction of particle volume concentration of packed beds in the near wall region. In packed beds, the first layer of spherical particles in contact with the walls is characterized by having a well ordered distribution. Most of these near-wall particles are indeed in contact with the wall. Such ordering is progressively lost in the subsequent layers until the particle distribution becomes statistically homogeneous, i.e., the average volume concentration does not vary from one layer to the other anymore.
In earliest works, analytical expressions for the particle volume fraction profile was obtained by volume integration over concentrical annuli in cylindrical packings [17] , or over wall-normal layers [18] . More recent studies proposed correlations for these profiles [19, 20] , and a comprehensive review of existing correlations is provided by [16] . As discussed above, these studies emphasize on packed beds with cylindrical walls and therefore, they do not distinguish between the effect of the wall curvature and that of the wall alone. Furthermore, most available correlations are based on experimental data. They cover a rather small spectrum of particle volume fractions (typically between 0.35 and 0.65). Surprisingly, there is, to the best of our knowledge, currently no expression for the particle volume fraction as a function of the distance normal to a flat wall for a given particle concentration in the bulk of the particle bed. In our work, the main focus is on suspension flows near flat walls; therefore, we do not aim at improving or replacing existing correlations available for packed beds in cylindrical containers.
Momentum, heat and mass transfer in bounded suspensions
It is not surprising that the peculiar particle ordering near walls leads to a substantial changes in the flow structures: Studies considering cylindrical packed beds revealed that anomalous transport phenomena occur in the fluid that flows in the proximity of a wall boundary [16, 2, 3, 21, 22] . Specifically, it was shown that the inhomogeneous particle distribution leads to characteristic profiles for the flow variables in the direction normal to the wall: For example, the velocity field experiences a parabolic profile (with a characteristic lateral extension of less than one particle diameter) in the vicinity of a wall [2, 23] . Therefore, considering that the particle volume concentration experiences a local minimum for particles in contact with walls, one may expect that the flow rate in the proximity of walls to be significantly larger than that in the bulk of the bed. This would be especially true in geometries which are characterized by a large particle diameter-to-wall distance ratio (i.e., narrow beds or small cylinders) because the particle volume concentration in the bulk (i.e., center of cylinder or symmetry plane between two walls) will be significantly larger than the average value. Therefore, detailed modeling of near wall perturbations would increase the predictive power of both PU-EL and EE models, since current models cannot account for these effects.
Goals and outline
In the present work, we are studying mometum, heat and mass transfer in dense wall bounded gas-particle suspensions. Specifically, we aim to provide a quantitative description of the wall normal flow and temperature profiles, and we investigate the interphase transfer coefficients in the near-wall region. The ultimate goal is to provide a sound basis for the development of closure models to be used PU-EL simulations that account for the presence of (flat) walls.
The novelties introduced in this work can be summarized in three points, each one representing a topic we attack:
i We quantify the effect of wall boundaries on the particle volume distribution for flat walls. Unlike previous works [15, 16] , we do not focus on packed beds, but we cover more dilute gas-particle systems for which comparably little is known. The goal is to obtain a sufficiently accurate and computationally affordable correlation to describe wall induced disturbances for a wide range of average particle volume concentrations. Also, we consider flat walls to eliminate curvature effects. This is motivated by (i) the fact that in a typical PU-EL model only the wall-normal distance is known, but not the curvature, and that (ii) the correlation should be as generally-applicable as possible, and hence wall and curvature effect must be separated. This is because simulators of the PU-EL model are coded in such a way that they can deal with arbitrary geometries -typically, no specific information about the walls' shape (e.g., the radius of a cylindrical container) is provided, and a wall is simply represented by a set of triangles.
ii We quantify the effect of such disturbances on the velocity field and a scalar non-reactive field. We put emphasis on quantitative analysis and we provide correlations for all relevant quantities. The ultimate goal of this effort is the replace the primitive slip boundary condition frequently used by a more physical boundary treatment.
iii We investigate the effect of walls on the interphase transfer coefficients (drag coefficent and Nusselt number). This is motivated by the current inability of closures to account for the presence of walls in a generic fashion.
This work is structured as follows: background on the mathematical description, together with the key quantities is summarized in Section 2. In Section 3 we present details on the numerical solution of the equations presented in Section 2. Results from our simulations are presented in Section 4. In Section 5 we summarize our results and bring them into perspective.
Supplementary material that details the master curves needed to compute the drag and Nusselt numbers as a function of the wall normal distance is available in Appendix A.
Mathematical description
In the following section we first describe the governing equations to be solved, together with boundary conditions that are imposed in the context of our PR-DNS. Second, we introduce the coarse-graining operators that are employed during the post-processing stage of our study. Such operators allow to smoothen ("filter") the information gained form PR-DNS in order to reproduce the volume-averaged fields that are available (and solved for) in PU-EL formulations.
2.1. Gas-particle time scale separation and particle velocity fluctuations
In gas-particle suspensions, the Stokes number (defined as the ratio between the characteristic time scales of particle and fluid flow) is generally very high due to the large density ratio between the two phases. This can be understood by considering an external force (e.g., due to an imposed pressure gradient) acting on equal volumes of the fluid and solid phase: since the gas and particle densities are significantly different, so is their inertia. Therefore, one of the two phases is responding much faster than the other to the presence of the external force. In the limit of an infinitely high Stokes number, and when considering interphase transfer (e.g., drag forces or heat flux) the gas phase is going to relax towards an attractor (for example a steady state if it exists) much faster than particles do. Thus, gas flow will not be influenced by a change in the state of the particle phase (e.g., particle position, velocity or temperature). Furthermore, since in gas-particle systems the Prandtl number is close to unity, the characteristics length and time scales of velocity and temperature field dynamics will be very similar.
Therefore, we may argue that the time scales for the evolution of particle and fluid phase properties are much different, and that we can study the combined dynamics as a sequence of fixed particle beds, each one with a temporally developed fluid flow.
Following the previous considerations, we consider a static isothermal particle bed, i.e., particles are not allowed to move or to change their temperature. For example, Holloway et al. [24] employed the very same approach (that they named 'frozen particle approach') in a previous study that focused on the prediction of fluid-particle drag forces.
While particles in a gas-particle systems were often considered as 'frozen', this representation neglects the particles' fluctuating speed around the mean particle speed. Such fluctuations have been recently shown to play a significant role in the correct evaluation of the drag coefficient [25] . Specifically, the effect of particle velocity fluctuations can be accounted for by introducing an additional term in the drag expression that depends on the "particle temperature Reynolds number" (defined using the square root of the fluctuating kinetic energy of the particle cloud). In our work we will consider particle-based interphase transfer coefficients, i.e., quantities that take the effect of individual fluidparticle relative speeds into account. Hence, our approach incorporates aready some (but not all) of the effects studied by Tang et al. [25] . What we will leave out in our present study is the effect that the speed of neighbouring particles has on these particle-individual transfer coefficients. This is done on purpose, since no expression for the particleindividual interphase heat and mass transfer coefficients (far away from walls) exists in literature that accounts for "particle temperature Reynolds number" effects.
Therefore, in our study we neglect particle velocity fluctuations, and we assume that particles are arrested (i.e., they do not move relative to the wall). Hence, our study considers gas-particle suspensions where the average fluid-particle relative speed is much larger than particle velocity fluctuations, and in which the wall has the particle-average speed. We note in passing that an extension to systems having non-zero wall-particle relative speeds is straight forward, but not in the focus of our present study.
Transport equations
In the present work, we solve the incompressible Navier-Stokes equations together with an advection-diffusion equation for a dimensionless inert scalar θ(t, x) to model momentum, heat and mass transport in dense gas-particle systems. The governing equations are formulated in their dimensionless form, and are defined within the fluid domain Ω f :
Where u is the dimensionless velocity field, p is the dimensionless (dynamic) pressure, Re is the Reynolds number, θ is the dimensionless inert scalar field, and Pe is the Peclet number defined as Pe = RePr being Pr the Prandtl number. In this work, we will always set Pr = 1 so that Pe = Re and therefore, the differential operators on the left hand side of 1b and 2 are the same. Equations 1 and 2 are valid for x ∈ Ω f
Dimensional flow variables
In order to avoid confusion in the scaling process of equations 1 and 2 we briefly introduce the procedure we used for obtaining dimensionless quantities:
i All length scales are made dimensionless with the particle diameter d p .
ii The dimensionless velocity field u is obtained by scaling the dimensional velocity field with a reference velocity magnitude U re f . The latter is determined from the Reynolds number using U re f = (Reµ) / ρd p being µ the dynamic fluid viscosity and ρ the fluid density.
iii Time scales were made dimensionless employing (i) and (ii). Therefore, the dimensional time scales with
iv The dimensional (dynamic) pressure scales with ρU 2 re f . Similarly, a component of the dimensionless stress tensor τ xz = Re −1 ∂ z u x (with u = (u x , u y , u z )) is related to its dimensional value by a multiplicative factor of ρU 2 re f . v Since we consider a constant surface scalar value c s , which is the same for each particle, we defined the dimensional scalar as c = θ (c s − c i ) + c i where c i is a reference value of the scalar whose meaning is give from Eqn. 6 shown below. We note in passing that such a scaling is possible due to the linearity of equation 2.
Following the above procedure, and considering that Pe = ρC p U re f d p /λ f (where λ f is the fluid heat conductivity and C p is the fluid's specific heat capacity), we can conclude that the interphase heat source for particle i scales as d
Here Q i is the dimensionless interphase scalar transfer rate of particle i. Otherwise, if one applies equation 2 to the transport of some inert substance in the fluid, then our Peclet number Pe can be expressed as Pe = U re f d p /D, where D is the diffusion coefficient. The interphase source term is then defined via d
Similarly, the interphase force f i was made dimensionless using a scaling factor of ρU
Boundary conditions
We define a global domain
where Ω i is the region occupied by particle i and where L x ,L y and L z represent the extension of the global domain in the x, y and z directions, respectively. We can define two kind of boundaries: fluid-particle boundaries Γ i and a global domain boundary Γ g . Standard Neumann boundary conditions are employed for the pressure field at walls. At particle surfaces we apply the following boundary conditions:
Where N p is the number of particles in Ω and θ s is the particle surface scalar value. In the present study, Γ g is a semi-periodic boundary with adiabatic walls where the following boundary conditions apply:
Naturally, such problem would approach the trivial solution u = 0 and θ = 1 everywhere in Ω f within a time that depends on the boundary and initial conditions. In order to obtain a meaningful solution, one has to (i) impose a mean flow, i.e. a pressure gradient and (ii) prevent saturation phenomena in the fluid phase [12, 26] . We therefore impose the following normalization condition for the dimensionless velocity field in the direction n x = (1, 0, 0):
Where the operator is a shorthand notation for the integral mean in the integration domain, i.e., the volume integral of a quantity normalized with the volume. Constraint 5 can be considered as a mean flow condition and the scalar U s = u · n x indicates the flow in the streamwise direction.
In order to prevent saturation phenomena, we adopt the same strategy we used in our previous work [12] : a heat sink is positioned at 0 < x < where = d p /10 and d p is the particle diameter. This is equivalent to imposing the following condition on
Volume averaging operator
In the field of particulate flows and porous media, volume averaging is often employed to derive coarse grained equations that describe the system in terms of integral mean values of the original fields [27] . This approach is also known as the representative volume method [28] whenever the governing equations are filtered within a sufficiently large volume and homogenized diffusion coefficients are then obtained.
In PU-EL formulations, the volume of averaging corresponds to the Eulerian grid cell which is generally a hexahedron. Therefore, we define the averaging volume as Ω (x) = {x ∈ Ω | (x − /2) ≤ x ≤ (x + /2) }, where the inequality is valid for each vector component and where is the dimensionless filter size. In the following, we will consider cubic averaging volumes and therefore, we will use to indicate a generic component of . Let's take the scalar field θ(t, x) (the extension to the other fluid fields is trivial). We define the respective continuous phase filtered (i.e., volume averaged) field θ(t, x) as:
Definition 7 is however not of practical use since (i) Ω f is generally a function of time, and since (ii) the information regarding the discrete phase (e.g., the particle configuration) remains implicit inside the integral. Therefore, it is general practice to extend the continuous phase fields to the whole Ω and to define the following indicator function:
One advantage of PU-EL formulations with respect to EE formulations, is that the indicator function is known from the solution of the Newton's equation of translational motion for the particle cloud. Therefore, we define a mean particle volume fraction:
which can be easily calculated from PU-EL results since particle positions and diameters (which are required to define φ) are known.
Finally, we define the voidage φ f (t, x) = 1 − φ(t, x) and the mean voidage φ f (t, x) = 1 − φ(t, x) to obtain:
This operation is equivalent to the Favre averaging operator often used in compressible turbulence. However, it should be noticed that our definition of Favre averaging has nothing to do with compressibility but instead, arises due to the presence of a dispersed phase.
Furthermore, in our notation we deliberately omitted the dependence on of the volume averaged fields and in the following we will refer to volume averaged fields for different values of the dimensionless filter size.
Another kind of averaging we employ is the wall normal layer averaging. This is defined, for the particle volume concentration φ, as:
While, for the other flow variables (e.g.,θ):
In the following, we will also define bulk quantities (indicated by subscript b) which satisfy (e.g., in the case of θ):
Therefore, bulk quantities are defined in a region located at a larger distance than z from the wall. In this region the maximum deviation of the wall normal layer averaged field from a global mean value is negligible. Such a global mean value is what we call the bulk value. In other words, wall effects in the bulk region can only be of zero order as we describe in Section 4.1.
Finally, we define the overall mean particle volume concentration φ p as:
A graphical interpretation of the filtering operators is given in Figure 1 . 
Particle-based interphase transfer coefficients
In PU-EL simulations, closures for interphase transfer coefficients must be provide at a particle level, i.e., each particle exchanges a different quantity of momentum (drag force) and scalar (scalar transfer). Averaged fields experienced by each particle i are computed by interpolating neighbouring cell values at the particle location x i . To account for such interpolation process (typically, a linear interpolation is employed), we will always consider averaging volumes centred at the particle location, i.e., Ω (x i ).
Generally, the (dimensionless) drag coefficient F i characterizing fluid-particle momentum exchange associated with particle i is obtained by scaling the drag force with a Stokes-like reference drag force. In case a dimensionless drag force f i is already available (see Section 2.2.1), F i can be computed from a dimensionless Stokes-like reference drag force via:
Where η i is the dimensionless particle diameter, which is unity for all particles in case of monodisperse systems as considered in our present study. We note in passing that 'drag' refers in our study only to force components in the main flow direction n x . Certainly, flow induced fluid-particle interaction forces arise also in other direction. However, our preliminary work showed that these force components are of subordinate importance on average, and hence are not discussed in greater detail in what follows.
The interphase scalar source term Q i is generally accounted for via the particle-based Nusselt (or Sherwood) number defined as: 
Numerical formulation
In the present work, we used the finite volume library OpenFOAM ® [29] together with Euler-Lagrange library CFDEMCoupling ® [30] to solve the governing equations. We ran simulations for several values of φ p and Re as shown in Table 1 . The number of realizations was such that we considered always more than 1,000 individual particles for each combination of φ p and Re. This is necessary to collect meaningful statistics as a function of the wall-normal distance. 3.1. Bed generation Each particle configuration was generated running a granular-only DEM-based simulation using LIGGGHTS ® [31] . Specifically, the desired global-mean particle volume fraction was realized by shrinking a box containing initially randomly distributed particles. Particles were let free to collide (with other particles, as well as the the wall boundaries in the z-direction) until the final particle configuration was reached. The final size of the shrunken bounding box was set to 8d p × 8d p × 8d p . The so obtained configurations were subsequently used as the input for the CFD simulation, in which particles were arrested with zero speed.
The so obtained configurations were subsequently used as the input for the CFD simulation, in which particles were arrested with zero speed. Figure 2 shows the computational domain corresponding to one of the configurations investigated.
Mesh generation and CFD solution
We used the OpenFOAM ® library together with CFDEMCoupling ® to assemble a segregated algorithm that solves the governing equations as described in our previous work [12] where we proposed the Hybrid Fictitious DomainImmersed Boundary method (HFD-IB). The use of an immersed boundary approach allows to solve the governing equations in a global domain Ω with simple shape (which can be efficiently meshed using a simple Cartesian grid) rather than the highly complex fluid domain Ω f . This is why immersed boundary methods are frequently used in the field of suspension flows, even in case particles are arrested (see, for example in [8] or [32, 33, 34, 35, 36, 37] ). The HFD-IB approach ensures that no errors arise due to highly skewed cells and, most important, it eliminates the effort to build a body-fitted mesh. Furthermore, using the IB method facilitates the decomposition of volume average integrals presented in Section 2.4. A drawback of IB method-based approaches is that an accurate representation of the immersed surfaces requires a large number of interpolation points, or a mesh refinement in the proximity of the surfaces [12] . This is since the addition of layers consisting of "thin" cells aligned with the immersed surfaces is not possible when using IB methods. To alleviate this drawback, careful grid sensitivity studies are necessary when using IB methods. Specifically, we found that a grid of size h = d p /20 did not produce significantly different results from a grid of size h = d p /50 as we used in our previous work [12] . This can be attributed to the scaling technique we employed in our statistical analysis, which removes the dependency on the Reynolds number, and therefore alleviates the necessity of an extremely fine grid. To support this with data, we performed a verification study (see Section 4.3). Specifically, we show that the bulk value of the particle based Nusselt number agrees favourable with correlations available in literature.
We adopted a second order accurate discretization in space for all terms, and a backward time integration scheme. A diagonal incomplete-Cholesky preconditioned conjugate gradient method was employed to solve the Poisson equation for the pressure field. The momentum and scalar transport equations were solved using a diagonal incomplete lower-upper preconditioned bi-conjugate gradient method. Conjugate gradient methods were preferred to multigrid methods due to the presence of singular forcing terms in our discretised equations.
Convergence and algorithmic details are identical to our previous work [12] .
Post processing
We employed the open source library CPPPO [38] to perform all post processing steps. Specifically, this consisted of (i) volume averaging over wall normal layers, or (ii) over Ω (x i ) for each particle. As described in our previous work on bi-dispersed suspensions [12] , averaging the scalar field over periodic boundaries poses a problem due to the field being statistically inhomogeneous in the streamwise direction. Therefore, only particles whose related volume averaging domains Ω (x i ) do not cross the periodic boundaries normal to the streamwise direction are considered when probing the quantities related to scalar transport.
Results
After applying the numerical schemes summarized in Section 3, as well as the volume averaging operations from Section 2.4, a large set of raw data was collected. This data included per-particle, as well as layer-averaged flow quantities for multiple realizations of each flow situation. With flow situation we refer to a specific arrangement of particles, as well as the steady-state flow profile that is characterized by the Reynolds number and the domain-average particle volume fraction. The following results have been obtained after ensemble averaging over the respective subset of the raw data.
4.1. Wall-normal particle distribution Figure 3 shows the wall normal profile of the particle volume fraction for different values of φ p . In current literature, these profiles are often called wall radial distribution function due to the cylindrical geometries employed in their evaluation. In what follows it is useful to consider these profiles as perturbations with respect to the homogeneous (bulk) region. We can clearly see that both (i) the absolute amplitude, and (ii) the wave number of the perturbation are larger for larger values of φ p . This can be related to the higher degree of order that the particles experience near the wall at higher packing fractions. This wall induced perturbation of the particle volume fraction has been studied in literature for the case of freely sedimenting spheres in cylindrical containers [20, 19, 18, 17, 39] . Several correlations were proposed which are all limited to cylindrical coordinates and high packing fractions.
Selection of an appropriate functional form
The issue of formulating a proper functional form for < φ > xz (that will be referred to, for the sake of simplicity, simply as φ(z) in what follows) is notoriously difficult. This is best illustrated by considering the large number of different correlations proposed in literature for packed beds in cylindrical containers. One important property of φ(z) that can be inferred from Figure 3 is continuity. This property is not met by some of the correlations that have been proposed, for example, for packed beds in cylindrical containers (see for example [19] ). Another characteristic is (as noticed before) the oscillatory nature of the local particle concentration as a function of the wall normal distance. Therefore, it is instructive to imagine φ(z) as a superposition of damped oscillating continuous functions. We next follow such a thought, and attempt to represent φ(z) in terms of a perturbation around an unperturbed value φ b .
Where J n is the n-th Bessel function of the first kind and the constants C n , κ n and λ n are free parameters. Therefore, φ(z) is the combination of a constant homogeneous particle volume fraction with a damped oscillation. Equations 17a can thus be rewritten as:
In some sense, equation 18 is a perturbation expansion of φ(z) around the homogeneous value φ b that takes into account the presence of wall-induced inhomogeneities. In addition, one shall notice that only J 0 is not-vanishing at z = 0, therefore implying C 0 = −φ b .
Other correlations employ sine or cosine functions to represent the oscillations, together with a second order polynomial that models the near wall region (see for example [16] ). Following such a purely empirical approach brings some uncomfortable characteristics:
i The resulting profile is generally not continuous, at least in the first derivative. This may pose issues when evaluating wall-normal gradients of the particle volume fraction.
ii It does not split the unperturbed homogeneous bulk contribution from the perturbations due to the wall presence. Near wall expressions are generally carefully fitted for matching packed beds experiments (see [16] ) and therefore, they fail in predicting the voidage in the case of more dilute particulate systems, e.g., as those encountered in fluidized bed applications.
iii Near-wall second order polynomials cannot provide a sufficiently good fit to our data, since we observe a turning point in the near-wall region (see Figure 3) . Furthermore, we found better agreement when using Bessel functions compared to trigonometric functions (data not shown) for representing the oscillations.
iv Generally, such approach requires a larger number of fitting parameters (compared to an approach using Bessel functions) because two expressions need to be employed, i.e., one for each region.
Therefore, we approached the problem in a fairly general way by seeking a representation in series of exponentially damped Bessel functions for the perturbation terms. Such a choice (which was first adopted in a less general formulation by Mueller [20] ) does not require the adoption of ad-hoc functions for the near wall region. Remarkably, the use of a Bessel function has been discouraged in literature due to the lack of experimental data that indicates a turning point in the near wall region [15] . However, since we do observe a turning point, a Bessel function-based approach has significant appeal. Finally, one can speculate that the contribution of higher order terms in equation 18 may be used to suppress the turning point of the voidage profile in case of curved walls. In such a way Bessel function-based approaches could be made fit to represent voidage profiles in cylindrical containers as well.
Evaluation of the free parameters
Before attempting to evaluate the other free parameters (we found C 0 = −φ b already), we have to draw some considerations (and assumptions) about their functional dependence. It is expected, by observing Figure 3 , that all the parameters are somehow depending on φ b . Specifically: i C n represents the amplitude, which scales with φ b same as C 0 .
ii κ n is a wave number, which increases with increasing φ b , and must saturate when approaching the close packing limit. In fact, from φ p = 0.1 to φ p = 0.4 the oscillatory nature of φ(z) becomes more evident.
iii λ n is a decay constant of the perturbation and it is therefore expected to be a decreasing function of φ b . This is since the spheres are closer in situations characterized by a higher packing fractions, thus transmitting the perturbation to their neighbours more effectively.
We also assume that the free parameters are independent of z or, in other words, that the arguments of the J n and exp functions are linear in z. Finally, we aim to establish if, like for the correlation of Mueller [20] , the free parameters are depending upon the vertical domain length L z . However, following our approach φ(z) should not depend explicitly on L z (like in Mueller [20] ), but it is concealed in the definition of the bulk particle volume concentration φ b , i.e. smaller L z implies larger φ b due to mass conservation.
In order to evaluate the free parameters, we performed a different set of purely DEM-based simulations using LIGGGHTS ® . These simulations used a similar configuration as our main study, but with a dimensionless distance L z = 12 between the two walls (therefore, 50% larger than our main study). We probed values of φ p between φ p = 0.05 and φ p = 0.65 with increments of ∆φ p = 0.05. We first fitted the resulting φ(z) profiles with equation 17a, and subsequently we fitted the obtained parameters with properly chosen functions of φ b . This resulted in the following correlation for the first order perturbed solid volume fraction φ (0) (z) : 
Evaluation of the bulk particle volume concentration -finite domain effects
Our formulation based on the perturbation expansion 17a allows a to easily generalize our correlation to the case of finite domains where walls are separated by a distance L z . The average particle concentration on a volume V can be defined as:
Clearly, lim L z →∞ φ b = φ p must hold. In other words, since φ b can be also defined asymptotically from lim L z →∞ φ(z) = φ b , the particle concentration measured in the bulk differs from the (global) average particle concentration.
Substituting the first order perturbation leads to:
Which leads to the following integral equation for the bulk concentration as a function of L z :
Equation 22 is solved iteratively for different values of the domain size ranging from L z = 8 (which is the value used in our main study) to L z = 32. As shown in Figure 4 , the effect of a finite domain size is relatively small (i.e., a few percent at most) for the values of L z we considered. Also, the domain size effect decreases to a first approximation exponentially with increasing L z . Therefore, we do not provide any expression for the bulk particle concentration since in most cases of practical interest the cell size of an EL or EE simulation is sufficiently large (compared to the particle diameter) to accept the approximation φ b ≈ φ p .
However, Figure 4 provides a measure of the error committed in using finite domains to study wall effects in dense suspensions or, more generally speaking, in granular systems consisting of monodispersed spheres. 
Validation of the proposed correlation
Finally, we compared φ(z) = φ b + φ (0) (z) with results from our main study (see Figure 5 ). We stress that data presented in Figure 5 differ from with the data used to determine the free parameters. The two set of simulations are completely separated and performed using a different domain size. Nevertheless, we found excellent agreement between the correlation and the data used for the main study, showing that the domain size is not a critical parameter for the coefficients (at least, in the relatively large domains we investigated) but it is implicit in the definition of φ b when using equation 22 . Furthermore, we notice that the error is decreasing with increasing packing fraction. This is in agreement with the previous considerations and in particular with the interpretation of Eqn. 17a as a perturbation around the homogeneous value. In fact, the leading term φ (0) (z) represents the main contribution to the perturbation since it is the one which carries the wall main disturbance (i.e., the one that sets φ(z) to zero). In other words, additional terms in the expansion can be viewed as contribution due to the number of ways in which particles can be distributed. The higher the order, the more randomness is allowed.
Even if more accurate approximations could be obtained by including higher order contributions, the fitting procedure for the resulting free parameters poses several challenges. Specifically, we found that it becomes increasingly difficult to identify a recognizable functional dependence on φ b . We have therefore suppressed the discussion of these dependencies, and remain with the first two contributions shown on the right hand side of Eqn. 17a. We note in passing that additional terms may become relevant in the case of curved walls. This is since these terms can be potentially used to suppress the turning point in the near wall region.
While there exist several correlations for the special case of packed beds bounded by cylindrical walls, no expression have been proposed for somewhat more dilute systems or flowing suspensions. Therefore, a comparison of our data with existing correlations would lack meaning. We have therefore suppressed such a comparison, also for the reasons exposed in 4.1.1.
Wall normal velocity and temperature profiles
The perturbation to the particle volume fraction shown in Figure 3 and described by means of equation 17a, gives rise to statistically inhomogeneous velocity and temperature fields as a function of the wall normal distance. Furthermore, considering the profiles shown in Figures 6 and 7 , we can conclude that most of the boundary layer effects are concentrated in the region z = [0, 1], and they are therefore limited to the first particle layer. This is especially true for the layer averaged temperature field θ shown in Figure 6 . In addition, we conclude that the effect of the Reynolds number on the velocity profiles is -to a first approximation -negligible with respect to the effect of the bulk particle volume fraction φ b (Figure 7) . Increasing the fluid speed is therefore equivalent to uniformly scale the velocity field.
Unlike the velocity field, the temperature field seems to be (weakly) affected by the Reynolds number. However, this can be interpreted in terms of the Peclet number as for low Pe the diffusive nature of heat transport tends to produce more uniform profiles (remember that we are using adiabatic walls). In contrast, for high Pe, the heat is quickly removed by advection in the near wall region, due to the higher fluid speed in this region.
Therefore, it is natural to next attempt defining wall normal temperature and velocity fields θ (z) = θ xz Re and u (z) = U s xz Re . This is equivalent to neglecting the effect of the Reynolds number on the wall normal profiles.
As shown in Figures 6 and 7 , the presence of the discrete phase gives rise to a particle induced thermal boundary field z < z ,θ and a particle induced dynamic boundary field z < z ,u such that to a first approximation one can accept: 
Where θ (z) and u (z) represent the perturbation to the homogeneous bulk field induced by the wall boundaries. Instead of trying to accurately reconstruct these functions, we next isolate the most physically interesting quantities and use them to build an approximate profile.
Wall temperature and wall-normal temperature gradient
It is quite remarkable that despite the fact that we used Neumann boundary conditions at the walls, Figure 6 clearly shows the existence of a temperature gradient in the boundary layer. Consequently, particles located within this region experience a mean fluid temperature gradient that superposes the mean fluid-particle temperature difference. The mean temperature gradient is caused by a heat flux pointing from the bulk towards the walls, which is compensated by convective heat transport in the wall-parallel direction.
The gradient in the wall normal direction can be quantified by computing an average gradient in the wall near region:
We propose the following expression for the the wall normal temperature gradient ∂ z θ | : Figure 8a shows that expression 26a yields indeed a good approximation to our data. Another quantity of practical interest is the temperature perturbation at the wall θ wall ≤ 1 which is induced by the dispersed phase. Again, we use our data to derive a correlation:
(b) Figure 9 : Comparison of equations 28a (a) and 29a (b) with simulation data
As shown in Figure 8b , the function we used is respecting physically-meaningful limiting conditions (i.e., lim φ b →0 θ wall = 0, and max θ wall < 1, as well as approximates our data convincingly well.
Wall shear stress
Regarding the velocity field, one would generally be interested in quantifying the magnitude and height of the peak value u peak as well as the normalized wall normal shear stress τ xz,w . The latter is proportional to ∂ z u | w , i.e., the velocity gradient at the wall.
As for the wall temperature and the temperature gradient, we express such quantities as a function of the bulk particle volume fraction φ b :
We note in passing that equation 28a satisfies the limit lim φ b →0 u peak = 1, which reflects the obvious fact that no particle induced velocity boundary layer exists in the absence of particles. In addition, we recall that the dimensional wall distance is given by z = zd p . Therefore, no peak will be observed for infinitesimally small particles.
Equations 28a and 29a can be used to evaluate τ xz | w . This can be done by representing u in Taylor series at z = 0:
Our simulations show that the function u (z) exhibit an almost parabolic behaviour in the interval z ∈ [0, z peak ]. Therefore, we seek for a closed expression for τ xz | w by retaining only terms up to O(z 2 ) in Eqn. 30. Considering the no-slip condition at the wall, we arrive at
This has to be provided with the condition that z peak is a critical point, and should satisfy a concavity condition:
Finally, we obtain the following equation for u (z):
This ultimately leads to:
Equation 34 allows to evaluate the (normalized) wall shear stress induced by the fluid-particle system as a function of the bulk particle concentration and the Reynolds number only.
Benchmarks for the Nusselt number prediction
Since we established that wall induced perturbations are mostly relevant within 1d p from the walls, it makes sense to compare the Nusselt number experienced by bulk particles (i.e., particle located beyond 1d p from a wall) with existing correlations. In particular, we compare our result with the correlation from Deen et al. [33] :
Notice that we used φ f = 1 − φ(x i ) and Re i = Reφ(x i ) U s (x i ) in the above expression. As already pointed out in our previous work [12] , expression 35 is not consistent with PU-EL since the cup-mixing temperature was used. This temperature is different from the temperature available in a PU-EL simulation. A correction was proposed by Sun et al. [32] that modifies the above correlation to be consistent with PU-EL:
In Figure 10 , we plot the calculated particle-based Nusselt number over the prediction from equation 36. The comparison shows that our methodology is fully capable of reproducing the results of Deen et al. [33] and Sun et al. [32] , which are given in terms of an average, and not particle-based, Nusselt number. Discrepancies are observed for (i) high values of Nu (which are, however, outside the range of validity of correlation denoted as Nu DS ), and (ii) for ρ = 2 (see Figure 10a) . The latter disagreement can be explained by noticing that, as addressed in our previous work [12] , for such filter size local inhomogeneities in the particle bed become relevant. Overall, the agreement can be considered satisfactory and details about average deviation are summarized in Table 2 .
Unlike the approach used in the derivation of Nu DS , our approach allows to evaluate the dispersion of the particle based quantities around the average value (note, only the latter is provided by the correlation). As shown in Table 2 , the deviation is very high for small filter sizes but seems to approach a constant value of σ Nu i /Nu DS,i ≈ 0.36 as the filter size is increased. Thus, fluctuations around the mean are substantial, and should be potentailly considered in closures for PU-EL models. 
Wall corrections to the drag coefficient and Nusselt number
In order to quantify the effect of wall boundaries on the drag coefficient and Nusselt number, we collected the statistics using the binning approach that is described in one of our previous studies [12] .
As a result, we observed that (as for the wall normal velocity and temperature profiles) the dependence on the Reynolds number can be easily dropped using the following scaling:
Where F b (z, φ b , Re) is the bulk drag force which is calculated using the approach shown in Section 2.4. Therefore, such bulk value represents the homogenous drag calculated using φ b rather than φ p .
The fact that ζ F (z, φ b ) is not a function of the Reynolds number comes from our data analysis and is in agreement with the previous study of the near wall behaviour of the velocity profiles. Therefore, in order to evaluate ζ F (z, φ b ), we consider particles from simulations with different Reynolds numbers in the bins having the same wall normal distance. This strategy allows us to collect more robust statistics on mean exchange coefficients.
In order to further prove that the decomposition expressed in equation 37 is valid, we compared results obtained from the current set of simulations with results from one of our previous studies [40] . This latter work featured different particle configurations, but a fixed Reynolds number of 100. The total number of particle is almost the same for both studies. Figure 11 shows that decomposition 37 leads to an excellent agreement between the two studies, therefore supporting our argument that the Reynolds number does not play an essential role when determining wall profiles.
The data we present in this section are therefore a combination of data from both studies, so that for each value of φ b we use data from simulations involving approximately 4,000 particles. Figure 12 shows results for ζ F (z, φ b ). All wall normal profiles have a maximum corresponding to the first particle layer (z = 0.5) and a minimum develops with increasing φ b . It can also be seen that the intensity of the perturbations becomes larger with larger φ b , which is probably related to the stronger perturbation in the particle concentration. The effect of the filter size ρ is not existing, hinting to the fact that filtered fluid velocities are almost independent of ρ.
Values of ζ F (z, φ b ) are tabulated in tables A.3 and A.4. The latter are meant to support the implementation of wall corrections to be used in PU-EL-based simulation models.
We then extend the same approach to the study of Nusselt number profiles by defining:
Results for ζ Nu (z, φ b ) are plotted in Figure 13 and tabulated in Tables A.5 and A.6 in the Appendix. The results indicate that corrections to the Nusselt number are in general strong as compared to that for the drag. This can be tentatively explained by the combined effect of flow (i.e., the velocity gradient) and the abnormal temperature distribution experienced by wall-near particles.
Futhermore, the filter size ρ has a significant effect on the Nusselt number correction. This effect is extreme for the wall-closest particles, i.e., that located at z = 0.5. The enormous sensitivity to ρ observed for the corrections to the Nusselt number is in contrast to the correction for the drag coefficient. The latter are almost insensitive to the filter size. We speculate that the origin of this difference is the abnormal temperature distribution close to the wall: Depending on the filter size, a different filtered temperature is experienced by individual particles. Specifically, smaller filter sizes ρ will lead to lower values for < θ > xy as seen in Figure 6 . This will lead to a larger difference θ p − < θ > xy . In simple words, a smaller filter size (or a smaller grid size in PU-EL models) results in wall-near particles experiencing a different (in the context of our study a cooler) fluid temperature. Thus, for a given fluid-particle heat flux, the Nusselt number must decrease for a decrease in the filter size in case particles are located in the 'temperature boundary layer' observed in Figure 6 . In Figure 13 we observe exactly this trend for the correction of the Nusselt number and for φ > 0.1. In case particles are outside of the 'temperature boundary layer', the above argument on the filter size effect is expected to break down. Also this fact is observable in Figure 13 when considered the data for z > 1.2. Finally, one should mention that for dilute systems (exemplify by φ > 0.1 in our present study) the 'temperature boundary layer' is only weakly pronounced. This is not directly observable from Figure 6 , however, a fact since in Figure 6 the temperature profile is scaled with the bulk value. The latter is strongly decreasing for decreasing particle concentrations. Hence, we do not observe noticeable corrections to the Nusselt number for φ = 0.1 in Figure 13 . (a) φ = 0.1 
Summary
We studied momentum, heat and mass transfer in dense gas-particle suspensions by means of Particle-Resolved Direct Numerical Simulation (PR-DNS) in wall bounded domains.
We found that the presence of walls induces a particle volume concentration field that is inhomogeneous in the wall-normal direction. We expressed this rather well-known observation as a series of perturbations with respect to an homogeneous bulk value. We employed particle simulations to obtain a correlation for the first term of our perturbation expansion. This now allows to accurately predict wall normal profiles of the particle volume concentration without performing expensive DEM-based simulations. Our correlation is valid in the range 0.05 < φ < 0.65, and provides new insight on wall effects in dilute suspensions that are bounded by flat walls.
Next, we demonstrated that perturbations of the particle concentration fields have a significant effect on momentum, heat and mass transfer in the vicinity of walls. This is best illustrated by the peculiar wall normal profiles for the flow variables (i.e., velocity and temperature) documented in our present study. Most remarkably, we found that such profiles do not depend significantly on the Reynolds number when scaled with respect to their bulk value, i.e. the Reynolds number does not affect the shape of the profiles.
Such profiles allow to define a particle induced 'boundary layer' in which the fields differ from the bulk (homogeneous) value. In the present work, we proposed correlations to capture the most relevant physical phenomena happening in this particle induced boundary layer. Specifically, we obtained expressions for the scalar value at the wall, as well as the scalar gradient in the layer. Surprisingly, the latter is non zero despite we used adiabatic walls. Furthermore we provide expressions for (i) the maximum value of the velocity field in the layer, and (ii) the wall normal coordinate z max at which this maximum occurs. These two quantities together with the observation that the velocity field is almost parabolic in [0, z max ] allows us to predict the wall shear stress exerted by the gas-particle system.
Finally we studied the interphase transfer coefficients for momentum (drag coefficient) and heat or mass transfer (i.e., the Nusselt or Sherwood number). Also in this case, we were able to obtain scaled wall-normal profiles that are independent on the Reynolds number. Unfortunately, we were not able to obtain a simple correlation for the wall correction functions of drag and heat or mass transfer. However, we tabulated values instead, which provide the basis for the correction of the Nusselt (or Sherwood) number, as well as the drag coefficient of particles situated at 0.5 < z < 2.5 from the bounding wall. Most remarkably, for the Nusselt number an additional complexity arises, since the corrections are sensitive to the filter size ρ. This is due to the strong temperature gradient near the wall, which -in contrast to the strongly fluctuating mean velocity -causes a dependency of the filtered fluid temperature on the filter size.
This work was focussed on providing a fundamental understanding of wall-induced variations of momentum, heat and mass transfer coefficients in dense gas-particle suspensions. The development of a rigorous wall treatment (e.g., in the form of 'wall functions' to correct Nusselt numbers) would require further theoretical, experimental and most likely even more numerical studies. For example, the scaling we employed to remove the dependency on the Reynolds number may not be valid outside the range 100 < Re < 400 investigated by us. A departure from such a 'Reynolds number invariant' regime would increase the dimensionality of the expression needed to correct for wall effects (i.e., it would require to explicitly account for the Reynolds number). One might speculate that such a departue would be most noticeable in the turbulent flow regime, since turbulent agitation would most likely smoothen out the profiles of interest. Thus, exploring wall effects at Reynolds numbers beyond 400 would be a logical next step. Furthermore, we did not provide an expression for wall corrections to the interphase transfer coefficients. This limitation was imposed mainly by the lack of a deeper physical understanding (in the context of a theoretical model) that causes these corrections. Thus, the development of a simple theoretical model to explain the observed variability in the transfer coefficients appears to offer a fruitful direction for future research. figure 12a and figure 12b . 
