Abstract. We extend Pratt's worst-case optimal decision procedure for PDL to a richer logic with nominals, difference modalities, and inverse actions. We prove correctness and worst-case optimality. Our correctness proof is based on syntactic models called demos. The main theorem states that a formula is satisfiable if and only if it is contained in a demo. From this theorem the correctness of the decision procedure is easily obtained. Our development is modular and we extend it stepwise from modal logic with eventualities to the full logic.
Introduction
Propositional dynamic logic (PDL) is an expressive extension of modal logic designed for reasoning about properties of programs and goes back to Fischer and Ladner [9] . Its satisfiability problem is , and the first worst-case optimal decision procedure was given in [25] . Nominals are the basic feature of hybrid logic, which extends modal logic and goes back to Arthur Prior [26] . Nominals denote single states in models, allowing to express properties that are not expressible in standard modal logic, such as irreflexivity. The difference modality D says that a property holds in some state different from the current state, and was first described in [28] . It can be simulated using nominals and the global modality E via a satisfiability-preserving translation [11] . Nominals can be expressed using D, the dual of D.
We consider combinations of PDL with nominals, difference modalities and converse actions, and we are interested in worst-case optimal decision procedures for such combinations. Let HPDL − D denote the logic that combines all these features. Its computational complexity is known: the satisfiability problem is ExpTime-complete. The lower bound follows from that for PDL by Fischer and Ladner [10] . The upper bound is due to [5, 1] via a chain of reductions that consecutively replaces D with E, removes E and converse, and ends in PDL.
The bounded model property of PDL [10]-every satisfiable formula s is satisfiable in a model of size exponential in |s|-yields a straightforward guess-andcheck decision procedure, whose determinization requires doubly exponential time. Pratt devised a worst-case optimal decision procedure for PDL in based on Hintikka structures as a nonstandard notion of a model. These consist of Hintikka sets-consistent, downward saturated theories-and syntactic links. The search for a model is performed using tree-shaped tableaux of potentially infinite size. Using the classical filtration argument from [10] underlying the bounded model theorem (BMT), the possibly infinite tableau is filtered into a graph-shaped tableau of at most exponential size, and a straightforward procedure for searching a subgraph that represents a satisfying model is applied. In [24] , Pratt describes a much leaner worst-case optimal procedure that, again, starts from all Hintikka subsets of the given formula's closure and then deletes those that contain unsatisfied diamonds. The resulting substructure contains a satisfying model if one exists. We call this type of procedure Pratt-style and its two stages construct and prune. Pratt's procedure is described in [16, 22, 17, 3] , where [3] uses a stricter notion of Hintikka sets and excludes tests.
A practical problem with Pratt-style procedures is that the initial construct stage is "best-case exponential", although certainly not every Hintikka set plays a role in a satisfying model. This problem is reduced in decision procedures based on (non-branching) tableaux, such as Pratt's procedure in [25] . They make construct more goal-directed by restricting the creation of new nodesrepresentatives of Hintikka sets-to those that reduce formulas in nodes already present. Such tableau-based procedures exist for different modal-like logics and are often optimized further by interleaving construct and prune [12, 14] .
Decision procedures based on branching tableau systems [27, 18, 6, 4, 21] enjoy wide regard in automated reasoning with modal and description logics.They typically run in worst-case non-deterministic doubly exponential time, but highly optimized systems work well in practice [15, 30] . However, there are exponentialtime algorithms based on branching tableaux for description logics [7, 12] .
Automata-theoretic decision procedures exploit some form of tree-model property of the logic in question, transfer a given formula into an automaton of typically exponential size, and thus reduce satisfiability to the emptiness problem of the automata model corresponding to the logic. This approach is applied to expressive modal logics extending PDL [31, 29] . However, in general, the complexity is "best-case exponential" again. This paper presents a modular approach to obtaining lean proofs of the BMT and the correctness of worst-case optimal Pratt-style decision procedures for the above mentioned extensions of PDL. These decision procedures will be able to handle hybrid operators in an additional deterministic guess stage. We use the notion of a demo-a syntactic representation of a satisfying model in terms of Hintikka sets. With this notion, we tailor the proofs of the BMT for said logics to the expressive features involved. We will analyze the conceptual, technical and computational costs required for incorporating each of those features, as well as their combinability. The strengths of the modular approach are the following.
-We refactor the standard proofs leading to the the BMT such that standard induction over term lengths suffices. -The explicit use of demos makes the BMT proofs transparent and reusable for the correctness of the decision procedure.
