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ABSTRACT 
 
The use of ab initio Density Functional Theory (DFT) to calculate key Nuclear Magnetic 
Resonance (NMR) parameters has been shown to be very successful in a variety of cases. 
These calculations allow one to extract meaningful data from NMR measurements by 
providing a foundation for spectral peak assignment. However, first principle 
calculations for disordered systems, typically based on a single realisation of the disorder, 
are inadequate if the NMR parameters depend sensitively on the location of the 
disordered species. In this thesis, a number of different approaches for characterising 
disorder in solids are presented. The aim of which is to overcome current challenges 
regarding the computational cost of conventional supercell approaches that make it 
difficult to perform a direct study of the complete configurational ensemble for any 
supercell with a sufficient simulation cell.  
A case study is presented for the Ge-based apatite La7.5Ca2.5Ge6O25.75 that shows 
that the number of configurations one needs to consider can be vastly reduced by 
exploiting the symmetry of the system over a wholly enumerative approach, although 
exhaustive statistical averaging of the atomic positions required to reproduce the atomic 
resolution afforded by the solid-state NMR (ssNMR) measurement makes this problem 
intractable via this methodology.  
The sodium potassium niobate system (NaxK1-xNbO3) is studied across a series of 
compositions between the ordered KNbO3 and NaNbO3 end-members. This novel 
material exhibits purely atomic position / permutation disorder that is reflected in initial 
23Na and 93Nb MAS NMR studies, but the true explanation of the disorder described by 
this data is not well understood. The Special Quasi-random Structure (SQS) approach to 
studying this disorder is presented as a computationally cheaper alternative to the 
supercell approach. It is noted that further studies are required to assess whether this is 
an adequate description of the NaxK1-xNbO3 system due the complications of modelling 
the complex tilting patterns exhibited by these structures.  
 A combined ssNMR and GIPAW-DFT approach is reported to resolve the 
complex disorder within the vaterite polymorph of calcium carbonate. The 
computational data for the various structural candidates in the literature is utilised to 
simulate the highly sensitive DOR data, thereby elevating the predictive capability of this 
complementary approach to substantiate the stacking model of vaterite that views the 
material as a dynamic system under ambient conditions.  
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1	  
INTRODUCTION 
Nuclear Magnetic Resonance (NMR) is a spectroscopic technique used to probe the local 
chemical and crystallographic environments of isotopic nuclei with a magnetic moment.  
Rather than being used directly for the complete solution of a crystal structure it is 
generally employed in conjunction with diffraction based studies to constrain structural 
models.1 Indeed NMR is considered a natural complement to diffraction measurements 
that investigate long-range periodic order of a structure because it is able to probe the 
ensemble of local environments for a given NMR-active nuclei. In this capacity it has 
been used to establish space groups, the number of species in the asymmetric unit cell, 
occupancies, probe dynamics and disorder. [2,3,4]  
NMR was initially developed for the study of liquids (or gases) where fast 
molecular tumbling meant that an NMR spectrum is usually characterized by a set of 
narrow lines whose positions corresponding to the isotropic chemical shift. In the solid-
state NMR there are a number of interactions that cause the broadening of resonance 
peaks that smears structural detail. However, there now exists a large number of solid-
state NMR experiments that can not only remove these broadening contributions but are 
able to measure these additional interactions. Thus solid-state NMR can provide 
information on the local chemical and structural environment of a nucleus through the 
isotropic chemical shift and the corresponding chemical shift anisotropy (CSA), 
quadrupolar and J-coupling parameters.  
This becomes a particularly powerful approach if these experimental parameters 
are coupled with quantum-mechanical calculations of the NMR parameters for a given 
structure. [5,6,7] Though the theoretical framework for the calculation of NMR parameters 
was outlined in the early 1950s[8,9,10] it wasn’t until the ground-breaking work of Pickard 
and Mauri11, which introduced the Gauge Including Projector Augmented Wave 
(GIPAW) method, that such calculations became a common approach. This allowed the 
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computation of NMR tensors at the density functional level of theory using a plane-wave 
basis set for extended systems to an all-electron level of accuracy.  
The ability to relate calculated NMR parameters of atoms in the unit cell to 
crystallographic locations and therefore aid spectral assignment has extended the scope 
of solid-state NMR such that in the last decade NMR crystallography has emerged. 
Indeed there are an increasing number of cases where NMR is used as the primary 
technique for 3D crystal structure solutions as opposed to diffraction. [12,13] The 
importance of NMR as a crystallographic technique is only emphasized by the prediction 
that in the future crystal structures maybe established by simultaneously fitting both 
diffraction patterns and NMR spectra.1  
High-resolution solid-state NMR is now recognized as a vital method of 
investigation for inorganic crystal structures.14 Increasingly there is interest in complex 
inorganic materials where single crystals cannot be obtained. Larger cell volumes and the 
potential lack of atomic contrast make the process of structure solution from powder 
diffraction techniques difficult and in the worst cases intractable. The combined NMR 
and GIPAW-DFT approach can excel in such circumstances.  
Diffraction based techniques extract the long-range periodic order from a crystal 
structure. If a crystal contains point defects (vacancies, interstitials and substitutions) the 
periodic nature of the lattice is disrupted. In these cases a diffraction-based investigation 
will report average information on these non-periodic properties that is mapped onto 
small crystal unit cells using fractional site-occupancy configurations. Such site-
occupancy disorder is ubiquitous in solid-state chemistry across many classes of material 
including metallic alloys, mineral solid solutions and synthetic non-stoichiometric 
compounds.  
In the context of periodic solid-state calculations a common approach to 
defective structures is by creating supercells where the size of the supercell should be 
sufficient to minimize the interaction of the defect and its periodic image.15 The major 
disadvantage of this tactic is that it is computationally expensive, both in the sense that 
the calculation of the property of interest is expensive, and that the number of 
configurations increases dramatically with the supercell size so that it is impractical to 
characterize a complete configurational ensemble for any supercell. A single realisation of 
the disorder is inadequate if the NMR parameters depend sensitively on the location of 
the disordered species so that a compromise between both these methodologies would 
be of great use to NMR crystallography. 
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In this thesis we will consider computational approaches to calculating NMR parameters 
for materials exhibiting partial occupancy type disorder for germanium and silicon based 
apatites and KxNa1-xNbO3 (KNN).  
In the apatites aliovalent doping is used to induce charge-compensating vacancies. 
We begin by enumerating the configurational ensemble based on an approximation to 
the fractional occupancies described in the unit cell before showing that the problem can 
be vastly simplified by taking into account symmetry equivalent configurations as 
outlined by Grau-Crespo et al.16 However it is shown that rounding fractional 
occupancies to convenient numbers from a modelling perspective can remove detail in 
the lineshape that is highly computationally expensive to recover using an enumerative 
approach due to the combinatorics. Indeed when a crystal structure exhibits multiple 
sites with fractional occupancies it is shown the configurational space grows to become 
intractable very quickly if ab initio techniques are to be employed.  
As such we investigated the use of special quasi-random structures (SQS)17 as a 
further alternative approach to characterizing disorder in the context of NMR 
calculations within the crystal structure of KNN at room temperature across numerous 
key points in its phase diagram. Existing diffraction based structures for KNN display 
both atomic and positional disorder, however this is shown to correlate strongly with the 
concentration of sodium in the KNN system. These differences are reflected in the 
ssNMR results that show for the sodium-rich compositions there exist highly correlated 
23Na chemical shifts and quadrupolar parameter behaviour and distinctive trends in 93Nb 
quadrupolar coupling constant and isotropic chemical shifts, thus making it an ideal case 
study for such an approach. 
The cluster expansion method [18,19,20] was first introduced to characterise binary 
metal alloys exhibiting partial occupancy disorder, but has been extended to a host of 
chemically diverse materials in recent times. Using special quasi-random Structures (SQS) 
it has been shown that one can avoid having to complete the highly intensive and 
computationally expensive cluster expansion method by generating structures that mimic 
‘randomness’.  
Finally an extensive investigation into the calcium carbonate polymorph vaterite 
is reported. This complicated system exhibits multiple forms of potential crystallographic 
disorder that are still poorly resolved. It was postulated in the 1960’s that the vaterite 
crystal exhibited a disorder in the carbonate positions orientated along the c-axis of the 
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unit cell21, but more recent considerations suggest that this carbonate partial occupancy is 
actually a simplification of the interconversion between multiple structures that co-exist 
within domains defined by superbasins of multiple structures which is manifest as 
stacking faults in the crystal system.22 We show that a combined ssNMR and GIPAW-
DFT approach is sufficient to finally resolve the disorder within this system. 
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2	  
TECHNIQUES 
2.1 NMR Interactions 
In principle the only prerequisite for an element to be studied via nuclear magnetic 
resonance (NMR) is that it has a magnetically active isotope with a non-zero nuclear 
spin, a characteristic that only two nuclei in the periodic table lack: Ar and Ce. [23,24] For 
such NMR-active nuclear isotopes the technique offers a non-destructive method to 
determine quantitative information on chemical environments. In the liquid state rapid 
molecular tumbling motion averages anisotropic components of the internal NMR 
interactions so that narrow lines define the corresponding NMR spectra.25 The absence 
of such motion in solids means that the anisotropic components of the internal 
interaction Hamiltonian broaden the spectral detail, compromising ones ability to 
interpret the features. The ability to acquire high-resolution isotropic spectra, free from 
anisotropic broadening, has been, and still is, a major impetus behind experimental 
developments in solid-state NMR and the past two decades there have been major 
instrumental advances so that ultrafast magic angle spinning (MAS) of rotor frequencies 
up to 100 kHz can be achieved at ultrahigh magnetic fields (23.3T)26 while high-
resolution spectra for spin-!! nuclei mean the anisotropy of NMR interactions can now 
be probed by the appropriate recoupling experiments27 and quadrupolar nuclei have been 
made accessible by techniques like double orientation rotation (DOR), dynamic angle 
spinning (DAS), multiple-quantum magic-angle spinning (MQMAS) and satellite-
transition magic-angle spinning (STMAS).28   
These developments have lead to the emergence of the NMR crystallography 
movement in the past few years that posits the technique as an integral component in a 
standard template process of structural elucidation by the complementary diffraction, 
computational chemistry and NMR approaches.1 In this modern paradigm solid-state 
NMR presents a versatile spectroscopic technique capable of providing isotope-specific 
information on key structural details like the connectivity, stereochemistry, spatial 
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proximity and dynamics within materials. 
In the periodic table the chemical elements are arranged in a tabular framework 
according to their atomic number. Conversely in the field of NMR elements are 
described in terms of their intrinsic nuclear spin (𝐼). Within this model the periodic table 
is split into two broad classes of NMR-active nuclei; nuclei with a nuclear spin 𝐼 = !! and 
those 𝐼 > !! . This dichotomy reflects the electric quadrupole moment 𝐼 > !!  nuclei 
possess in addition to the magnetic dipole that all NMR-active nuclei have. For such 
nuclei in non-cubic crystallographic environments the electric quadrupole moment 
couples with the electric field gradients generated by other charges in the system to 
produce the ‘quadrupole interaction’ that generally dominates all other interactions and 
therefore the NMR spectra in solids. As ~75% of NMR-active nuclei are quadrupolar 
this interaction is seen to define many of the materials that we may wish to study.  
In this chapter, the author focuses on the experimental implementations for 
enhancing the resolution of quadrupolar NMR spectra. The theoretical foundation of the 
quadrupolar interaction in NMR has already been well defined [29,30,31,32,33,28] and therefore 
only a very brief overview of the necessary theoretical background is given here. 
Additionally some of the fundamental principles of solid-state NMR relevant to the 
subsequent results chapters are outlined including the chemical shift interaction that 
interplays with the quadrupolar interaction to define the experimental line position on an 
NMR spectrum. 
 
2.1.1 Zeeman Interaction 
In the presence of an external magnetic field (𝑩𝟎) the degeneracy of the intrinsic nuclear 
spin states is broken so that they lie on different energies such that the projection along 
the field of the different states of angular momentum is dependent on the quantum 
number (𝑚!) as shown by equation (2.1).  
 
  𝑬 𝒎𝑰 = −𝝁.𝑩𝟎 = −𝛾𝑚!ℏ𝑩𝟎 = −𝜔!ℏ𝑰𝒛 (2.1)  
   
where  𝛾 is the gyromagnetic ratio, 𝑩𝟎 is the external magnetic field chosen to be aligned 
with the z-axis, 𝝁 is the nuclear magnetic moment, ℏ𝐼! is the angular momentum along 
the z-axis.34 
 
 — 7 — 
Thus the Zeeman splitting produces a series of energy levels (2𝐼 + 1 levels for a 
nucleus of spin number 𝐼) that are separated by an energy difference equivalent to the 
Larmor frequency 𝜔!  in the presence of a magnetic field (see Figure 2.1). At 
equilibrium the Boltzmann distribution dictates that a small population difference exists 
between the spin-states and hence a net magnetization exists. Transitions between 
different energy levels of a nuclear spin system can be simulated by radiofrequency (r.f) 
irradiation and therefore the induced net magnetization can be manipulated. In this 
manner NMR spectroscopy probes the small perturbations of the resonance away from 
the Larmor frequency 𝜔!  defined by the Zeeman interaction.  
 
2.1.2 Chemical Shift 
Chemical shielding denotes the change in the magnetic field experienced by a nuclear 
spin due an induced local magnetic field in the electron orbitals surrounding the nucleus 
by an externally applied magnetic field (𝐵!). This effect is described by the magnetic 
shielding tensor 𝜎. The perturbation of the Zeeman interaction due to the response of 
the electron density surrounding the nuclear site in a magnetic field 𝑩𝟎 can be described 
formally as:35 
 
 𝑯𝑪𝑺 = 𝛾𝑰.𝝈.𝑩𝟎  (2.2) 
where 𝜎 is a second-rank tensor. 
 
 
Figure 2.1, schematic representation of the energy levels splitting for a spin-1/2 nucleus due to 
an applied magnetic field, 𝐁𝟎 . The energy difference of states 𝛂 and 𝛃 is equivalent to the 
Larmor frequency (in rads-1), which is proportional to the magnitude of the applied magnetic 
field. 
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By diagonalising 𝜎 so that it describes the magnetic shielding in its principal axis system 
(PAS), it is possible to identify the isotropic and anistropic components of the chemical 
shift interaction. This distinction is important because the anisotropic components are 
the origin of lineshape broadening for the chemical shift interaction. This motivates the 
parametrisation of the chemical shielding lineshape according to three parameters using 
the Haeberlen convention36; the isotropic magnetic shielding (𝜎!"#), the anisotropy (∆) 
and the asymmetry 𝜂  that are related to the diagonal components 𝜎!!!"#,𝜎!!!"#  and 𝜎!!!"# of the magnetic shielding tensor according to the following definitions: 
 
 𝜎!"# = !!!!"#!!!!!"#!!!!!"#!   ((2.3) 
 ∆= 𝜎!!!"# − 𝜎!"#  (
(2.4) 
 𝜂 = !!!!"#!!!!!"#∆    ,−1 ≤ 𝜂 ≤ 1  ((2.5) 
 
As the strength of the chemical shift interaction is proportional to the external 
magnetic field a universal field-independent chemical shift parameter (𝛿) is introduced 
to allow the comparison of magnetic shielding acquired under different external magnetic 
fields. Thus the magnetic shielding is quoted against a given standard resonance 𝜎!"# . 
Thus 𝜎!"# is converted to the isotropic chemical shift parameter 𝛿!"#, which corresponds 
to the centre of gravity of the observed resonance for a spin-!! nuclei. 
 
 𝛿!"# = !!"#!!!"#!!!!"#   (2.6) 
 
The International Union of Pure and Applied Chemistry (IUPAC) have outlined a 
catalogue of standard reference samples for each nucleus. [37,38]  
Local increases or decreases in the magnetic field at the nuclear site lead to the 
nucleus appearing shielded or deshielded relative to a bare nucleus. Under classical 
chemical shift theory the magnetic shield tensor can be conveniently split into a 
diamagnetic (𝜎!"#) term that opposes the applied magnetic field and a paramagnetic 
contribution that augments the applied field (𝜎!"#") as shown in eq.  (2.7) . 
 
         	   𝝈 = 𝝈𝒅𝒊𝒂 + 𝝈𝒑𝒂𝒓𝒂 + 𝝈𝑨𝑩𝑩!𝑨    (2.7)  
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where 𝜎!" is the contribution from other atoms, B.  
Generally trends in chemical shifts arise primarily from changes in the 
paramagnetic (deshielding) contribution to the shift that correlates with increasing 
occupancy of the excited states (it depends on the expectation value of the electron-
nuclear distance (𝑟) as !!!) and therefore increasing covalent character in the bond. [39,40] 
The corresponding change of a resonance position 𝛿!"# with an increasingly shielded or 
deshielded nuclear environment is summarized in Figure 2.2.  
2.1.3 The Quadrupolar Interaction 
For analysis of the quadrupolar spectra in this thesis it is sufficient to consider the 
quadrupolar Hamiltonian 𝐻! in terms of standard perturbation theory of the Zeeman 
Hamiltonian 𝐻!  with an expansion up to the second-order level of detail. 
 
 𝑯𝒁 = 𝜔!𝑰𝒛  (2.8) 
 𝑯 = 𝑯𝒁 +𝑯𝑸  (2.9)  
 𝑯𝑸 = 𝑯𝑸(𝟏) +𝑯𝑸(𝟐)  (2.10)  
 
For illustrative purposes a schematic of the Zeeman levels and the corresponding 
perturbations to these states due to the first and second-order quadrupolar interaction 
for a 𝐼 = !! spin system is shown in Figure 2.3. 
 
 
Figure 2.2, General chemical shift scale showing the change in line position due to changes in 
electronic shielding of the nuclear environment. 
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The shifts the eigenvalues of the Zeeman Hamiltonian due to the quadrupolar 
interaction split the NMR spectrum into 2𝐼 peaks. The vocabulary of NMR the single-
quantum 1/2 ↔ −1/2  transition is called the central transition while the transitions 𝑚 ↔ 𝑚 ± 1  where 𝑚  takes on the values !! , !! , !! ,⋯  are the satellite transitions. 
Though the satellite transitions are observable in the NMR experiment (see Figure 2.4) 
their transitions are shift by orientation-dependent components of 𝐻!(!), which imposes 
extensive broadening to these transitions. In contrast the symmetric 𝑚 ↔ −𝑚  
central transition is not broadened to the first order by the quadrupolar interaction, but is 
broadened by the second-order interaction (𝐻!(!)). Thus the 1/2 ↔ −1/2  transition 
is key for half-integer quadrupole nuclei as it provides a relatively narrow powder 
lineshape compared to the satellite transitions by which the quadrupolar environment 
can be characterized. The deviations from 𝜔!, which defines the energy of the transition, 
due to the second-order quadrupolar component of the interaction complicates NMR 
spectra in two ways; it imposes a field-dependent shift of the chemical shift from the 
 
Figure 2.3, Perturbation of the Zeeman energy levels arising from the quadrupolar interaction to 
the first- and second-order approximation for a spin 𝐈 = 𝟑𝟐 system. Note that the central and 
triple quantum transitions are unaffected to the first order, but are perturbed to the second-
order. 
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centre of the spectral width due to an isotropic term (zero-rank) and a broadening of the 
spectral features due to orientation-dependent terms (second and forth rank tensors).  
The centre of gravity 𝛿!" of the experimental lineshape is used to denote the 
quadrupolar-induced shift (𝛿!"#) from the isotropic chemical shift 𝛿!"#  and are related 
by eq. (2.11).42 
 
 𝛿!"# = 𝛿!" − !!" 1+ !!! 𝑋 𝐼 𝐼 + 1 − !! !!!!! !!!! !! !  (2.11) 
 𝛿!"# = !!" 1+ !!! 𝑋 𝐼 𝐼 + 1 − !! !!!!! !!!! !! !  (2.12)  
 
For powdered samples, which is the case for all samples under investigation in this thesis, 
the chemical environment of a quadrupolar nuclei is generally described in terms of three 
parameter; the isotropic chemical shift 𝛿!"# , the quadrupolar coupling constant  (𝐶!) 
and the asymmetry parameter  (𝜂!). Indeed the powder pattern of the central line ( 1/2 ↔ −1/2 ) can be parameterized by these three parameters. It is therefore useful 
to briefly review the origins and meaning of these parameters.  
 
Figure 2.4, an example of a spectrum for a powder distribution of 𝛚𝐐 due to the first-order 
perturbation of the Zeeman energy levels by the quadrupolar interaction for an 𝐈 =    𝟑𝟐 system. 
The resulting spectrum has contributions from each of the 𝟐𝐈  non-degnerate transitions 
separated by 𝟐𝛎𝐐. Figure is adapted from Donna L. Carrol’s thesis41 
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The electric field gradients (EFG) surrounding a quadrupole nucleus can be 
described by a second-rank symmetrical tensor (𝑉!" ) where 𝑈  is the electrostatic 
potential at the origin (inside the nucleus) generated by external charges.  
 
 𝑉!" = 𝜕!𝑈𝜕𝛼𝜕𝛽 !!! (2.13) 
 
In the principal axis system (PAS) the EFG tensor is diagonal and is a property of the 
molecular structure. In Cartesian coordinates the diagonal components of the EFG 
tensor are 𝑉!!!"#,𝑉!!!"#,𝑉!!!"#where convention dictates that 𝑉!!!"# ≥ 𝑉!!!"# ≥      𝑉!!!"# .  
 
 𝑉!"# = 𝑉!!!"# 0 00 𝑉!!!"# 00 0 𝑉!!!"#  
(
(2.14) 
 
For the perspective of the EFG, the nucleus is a charge-free region of space as it is 
created by external nuclear charges and therefore LaPlace’s equation is true.  
 
 ∇!𝑉 = 𝑉!! + 𝑉!! + 𝑉!! = 0 (2.15)  
 
It follows that the EFG can be parameterized by two independent variables; the 
anisotropy which is defined as the largest value of 𝑉!"# and the asymmetry (𝜂!). 
 
 𝑒𝑞 = 𝑉!!!"# (
(2.16)  
 𝜂! = 𝑉!!!"# − 𝑉!!!"#𝑉!!!"#  ((2.17)  
where 0 ≤ 𝜂! ≤ 1 
 
Insight into the crystal symmetry can be inferred from the dependence of the 
quadrupolar coupling parameters on the EFG tensor.  In fact for cubic point symmetry 𝑉!!!"# = 𝑉!!!"# = 𝑉!!!"# therefore it follows from the Laplace equation that the electric 
field gradient vanishes at the nucleus. This is the case for perfect fourfold tetrahedral, 
sixfold octahedral and eightfold cubic coordination environments. Practically the 
quadrupolar coupling is rarely zero because of defects: generally distortions or deviations 
of bond angles and/or bond lengths from their ideal values lead to small quadrupolar 
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broadening. Additionally if 𝜂! = 0 then the nuclear site has axial symmetry 𝑉!!!"# =𝑉!!!"# which can only occur when the nucleus in question lies on an n-fold rotation axis 
where n=3,4,5 or 6.43 The quadrupolar Hamiltonian in the PAS can be written as shown 
in eq (2.18) where 𝑄 denotes the electric quadrupole moment. 44 
 
 𝑯𝑸 = 𝑒!𝑞𝑄4𝐼(2𝐼 − 1)ℏ 3𝑰𝒛𝟐 − 𝑰 𝑰+ 1 + 𝜂! 𝑰𝒙𝟐 − 𝑰𝒚𝟐  (2.18) 
 
The coefficients of eq. (2.18) contain the interaction of the nuclear quadrupole moment 𝑒𝑄 and the principal field gradient 𝑒𝑞. This defines the quadrupole coupling constant 𝐶! , which is used as a gauge of the magnitude of the quadrupolar interaction.   
 
 𝐶! = 𝑒!𝑞𝑄ℎ  (2.19)  
 
The quadrupolar frequency 𝜐!!"# defined in eq. (2.20) is actually a better representation of 
the strength of the quadrupolar interaction for a given nuclear spin  𝐼 and is frequently 
observed in discussions on quadrupolar nuclei due to its ability to simplify expressions.  
 
 𝜐!!"# = 𝜔!!"#2𝜋 = 3𝐶!2𝐼 2𝐼 − 1  (2.20)  
 
2.2 NMR Spectroscopy  
2.2.1 Magic Angle Spinning  
The first experimental implementation of Magic Angle Spinning (MAS) was published in 
195845 and since then has evolved to become one of the most fundamental techniques to 
enhance spectral resolution in solid-state NMR spectroscopy. The sample under 
investigation is packed into a container, which in NMR nomenclature is called a rotor, 
and is rapidly spun about its axis of symmetry. This imposes a time-dependence on the 
Hamiltonian such that if the timescale of the averaging is fast compared to the decay 
time caused by the interaction then some of these broadening components may be 
averaged. If the rotor axis is aligned at 54.7° (the ‘magic’ angle) with respect to the 
externally applied magnetic field then the average interaction is projected along this axis. 
This alignment coincides with common orientation dependence for many of the NMR 
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interactions at which their contributions are reduced to zero and therefore their 
contribution to the lineshape is removed.  
The rotor speeds achievable in present day (up to ~100 kHz though 40-65 kHz 
are more routine)26 mean that in principle chemical shift anisotropy, heteronuclear 
dipolar coupling, homonuclear dipolar coupling and first order quadrupolar coupling can 
be averaged via MAS. Practically this fact cannot always be utilized due to the necessary 
reduction in rotor size, and therefore sample size, for greater rotor frequencies making 
spectral acquisition unfeasible on realistic timescales.   
For some quadrupolar nuclei the interaction is weak enough to be described by 
quadrupolar coupling to the first order. In these cases, such as observed for 133Cs or 2H, 
MAS is sufficient to remove the broadening effects of the quadrupolar interaction. [46,47] 
However when the magnitude of quadrupolar frequency, 𝜐!!"#, is comparable to that of 
the Larmor frequency, 𝜔! the second-order approximation is necessary. The average 
second-order quadrupolar frequency shift for a half-integer quadrupolar spin,  𝐼, due to 
an integral number of sample spinning periods at an angle 𝜒 between the spinning-axis 
and the z-axis of the laboratory frame is given by eq. (2.21).48  
 
 𝐸!(!) − 𝐸 !!(!) = 𝜔!!"# !𝜔! 𝐴!,!(!)𝑄!(𝜂)+ 𝐵!,!(!)𝑑!,!! (𝜒)𝑄!(𝛼,𝛽, 𝜂)+ 𝐶!,!(!)𝑑!,!! (𝜒)𝑄!(𝛼,𝛽, 𝜂)  
 
(2.21) 
 𝑄! 𝜂 = 1+ 𝜂!3   (2.22) 
 𝑄! 𝛼,𝛽, 𝜂 = 1− 𝜂!3 𝑑!,!! 𝜒 − 83 𝜂𝑑!,!! 𝜒 𝑐𝑜𝑠2𝛼  (2.23) 
 𝑄! 𝛼,𝛽, 𝜂 = 1+ 𝜂!18 𝑑!,!! 𝜒 + 103 𝜂𝑑!,!! 𝜒 𝑐𝑜𝑠2𝛼+ 359 70 𝜂!𝑑!,!! 𝜒 𝑐𝑜𝑠4𝛼 
 
(2.24) 
 
where 𝜂 is the asymmetry parameter and the angles 𝛼 and 𝛽 describe the rotation of the 
principal axis frame of the quadrupolar interaction onto the sample frame and the 𝑑!!,!! 𝜒  terms are reduced Wigner matrix elements.49 The isotropic frequency shift of 
the central transition that was alluded to earlier in the chapter can be seen to originate 
from the 
!!!"# !!! 𝐴!,!!(!) 𝑄!(𝜂) terms, while the inhomogeneous broadening of the spectral 
lineshape derives from the rank 𝑙 = 2 and  4 anisotropic shifts that will preferentially 
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weight some crystallite orientations over others in a powder average. For nuclear spins 𝐼 = 3/2 and 5/2 the coefficients 𝐴!,!!(!) , 𝐵!,!!(!)  and 𝐶!,!!(!)  are summarized in Table 2-1.  
 
The terms 𝑑!,!! (𝜒) and 𝑑!,!! (𝜒) modulate the magnitude of the quadrupolar interaction 
anisotropy. These terms actually correspond to the second and fourth-rank polynomials 
given in the following:  
 𝑑!,!! 𝜒 = 𝑃! 𝑐𝑜𝑠𝜒 = 12 3𝑐𝑜𝑠!𝜒 − 1   (2.25) 
 𝑑!,!! 𝜒 = 𝑃! 𝑐𝑜𝑠𝜒 = 18 35𝑐𝑜𝑠!𝜒 − 30𝑐𝑜𝑠!𝜒 + 3   (2.26) 
As illustrated in Figure 2.5 there are no common roots to the second and fourth rank 
Legendre polynomials. The magic angle is a solution to the second rank polynomial 
(𝜒!" = 𝑎𝑟𝑐𝑡𝑎𝑛 !! ), however leaves behind a contribution from the fourth-order 
Legendre polynomial. Consequently a central transition lineshape acquired under MAS 
Table 2-1. Coefficients of the zero-, second-, and fourth-rank contributions of the second-
order frequency shift given in eq.(2.21)  
I	   mI	   𝐴!,!!(!) 	   𝐵!,!!(!) 	   𝐶!,!!(!) 	  3/2	   1/2	   	  	  	  	  	  	  	  	  	  -­‐2/5	   	  	  	  	  	  	  	  	  	  	  -­‐8/7	   	  	  	  	  	  	  	  	  	  54/35	  3/2	   3/2	   	  	  	  	  	  	  	  	  	  	  6/5	   	  	  	  	  	  	  	  	  	  	  	  	  	  0	   	  	  	  	  	  	  	  	  	  	  -­‐6/5	  5/2	   1/2	   	  	  	  	  	  	  -­‐16/15	   	  	  	  	  	  	  	  -­‐64/21	   	  	  	  	  	  	  	  144/35	  5/2	   3/2	   	  	  	  	  	  	  	  	  -­‐4/5	   	  	  	  	  	  	  	  -­‐40/7	   	  	  	  	  	  	  	  228/35	  5/2	   5/2	   	  	  	  	  	  	  	  20/3	   	  	  	  	  	  	  	  	  40/21	   	  	  	  	  	  	  	  	  -­‐60/7	  
 
Figure 2.5, plot of the 𝐏𝟐 𝐜𝐨𝐬𝛘  (blue) and 𝐏𝟒 𝐜𝐨𝐬𝛘  (red) Legendre polynomials with their 
corresponding roots. The two angles used in DOR are chosen to match the roots of these 
functions.   
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experiences a partial broadening due to the incomplete averaging of the second-order 
quadrupolar interaction.  
Nonetheless the second-order quadrupolar broadening can be reduced between 3 
and 4 times the line width of the equivalent static case by employing MAS. The 
orientation-dependence of the lineshapes gives rise to a set of second-order quadrupolar 
lineshapes, a sample of which are given in Figure 2.6. 
 
 
 
 
Figure 2.6, a) the narrowing effects of MAS upon the NMR signal for a quadrupolar nucleus. 
Adapted from Donna L. Carroll’s thesis41 b) Variation in the second-order broadened central-
transition MAS powder patterns for a 𝐈 = 𝟑𝟐 spin system for various asymmetry parameters. 
Adapted from Sharon Ashbrook’s thesis50. 
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2.2.2 Interaction with Radiofrequency Fields 
As an aside it is useful to clarify some of the practical considerations in acquiring central-
transition quadrupolar lineshapes as these recur in other resolution enhancement 
experimental techniques that will be discussed later in the chapter. For quadrupolar 
nuclei the excitation profile of a nuclear spin is modulated by the size of the quadrupolar 
interaction and requires one to account for the existences of satellite transitions in 
addition to the central transition.  
 
The response of a nuclear spin system to rf-pulse(s) is dictated by the relative magnitude 
of three parameters32; 
1. The amplitude of the rf-pulse 𝜔! = 𝛾𝐵! = 2𝜋𝜈! where 𝐵! is the 
strength of the rotating magnetic component of the rf-field. 
2. The first-order quadrupolar splitting Δ𝜔! = 2𝜋Δ𝜐! 
3. The offset of the resonant frequency of the nuclear spins from 
the carrier frequency of the rf-pulse Δ𝜔! = 𝜔! − 𝜔!" = Δ𝜈! 
 
Key to this discussion is the concept of nutation, which is easiest to introduce in the 
context of spin-!! nuclei. The offset is a major factor in dictating whether a rf-pulse 
causes nutation and is accounted for by the use of a rotating frame: an axes system that 
rotates with the frequency of the rf-carrier frequency so that the rf-field can be reduced 
to a constant vector 𝜈!, of magnitude 𝝂𝟏 that for convenience is generally chosen to 
align with the x-axis (see Figure 2.7). 
This exercise makes the Zeeman interaction (external field 𝑩! is chosen to be along the 
z-axis) an offset vector Δ𝜈!   along the z-axis so that in the rotating frame the 
magnetization precesses about an effective field 𝝂𝒆𝒇𝒇. In NMR terminology if the rf-
 
Figure 2.7, Graphic illustration of the effective field, 𝐁𝐞𝐟𝐟, which in the rotating frame is equal to 𝐁𝟏𝟐 + (𝛀 𝛄)𝟐. Figure is taken from Jonathan M. Lamley’s thesis.51 
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pulse is close to resonance  (Δ𝜈! ≪ 𝜈!) the rf irradiation causes a precession of nuclear 
spin in the 𝑦, 𝑧  plane. This is termed nutation where the nutation frequency is equal to 
the rf-amplitude 𝜈! = 𝜈!"# . If the irradiation is far-off resonance  Δ𝜈! ≫ 𝜈!then no 
nutation is observed. 
For quadrupolar nuclei the response of the spins to the rf irradiation depends on 
the position of the carrier frequency and the relative strengths of the rf-field strength 
(𝜔! = 𝛾𝐵!) with respect to the quadrupolar interaction Δ𝜐! . In contrast in the weak rf-
field regime 𝜈! < ∆𝜈! a pulse applied with an rf profile that overlaps with the central 
transition will selectively excite the central transition. In this case the central transition 
will nutate with a frequency given by 𝜈!"# = 𝐼 + !! 𝜈!. 
For these two cases the observed magnetization displays a simple sinusoidal 
oscillations at 𝜈!  and 𝜈!"# = 𝐼 + !! 𝜈!  respectively. Thus an on-resonances pulse of 
duration 𝑇! causes a coherent oscillation of the magnetization such that it is tipped by an 
angle 𝜃! away from the direction of 𝐵! according to eq (2.27).31  
 
 𝜃! = 𝜈!  𝑇! = 𝛾𝐵!𝑇! (2.27) 
 
However, for intermediate rf-fields that falls between these limiting cases 𝜈! ≈ 𝜈!  the 
nutation behavior of the central transition is more complex and is dependent on 𝜈! .  
This nutation effect means that for samples containing sites that have widely differing 
quadrupolar coupling constants long rf-pulses can distort the lineshape. Thus, for 
accurate quantitative spectra small angle pulses  𝜈!"# = 𝐼 + !! 𝜈!𝑇! ≤ !!  are used to 
ensure uniform excitation. 
 
2.2.3 Simple Echo experiments 
In the simplest NMR experiment the spin-system is excited by the application of an rf-
pulse and the free induction decay (FID) of the spin-system is detected as the system 
returns to thermal equilibrium. This process is shown schematically in Figure 2.8.  
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For a single quantum transition 𝑚 + 1,𝑚  its corresponding FID, 𝐹(𝑡!, 𝜏!), is Fourier 
transformed to obtain its associated absorption spectrum 𝑆 𝜔, 𝑡!  according to the 
expression shown in eq.(2.28) where 𝑡!is the pulse length and 𝜏! is the acquisition time. 
 
 𝐹 𝑡!, 𝜏! = 𝑆 𝜔, 𝑡! 𝑒!!"!!𝑑𝜔!!!   (2.28) 
 
However, experimentally 𝜏! is never actually zero as the first few digitized points of the 
FID are lost in the dead time of the receiver. This loss of signal intensity can cause 
significant lineshape distortions; however can be compensated for by the use of an echo-
based experiment. Such spin-echo sequences refocus the magnetization lost in the dead 
time of the receiver so that the effective time zero point occurs outside the dead time 
allowing the complete acquisition of the FID.  
There are two widely adopted pulse sequences for this purpose that exploit 𝑇! 
relaxation of the spin system to refocus the signal; the Hahn-echo and the solid-echo. 
The Hahn-echo sequence (see Figure 2.9) consists of a !!-τ-𝜋 that produces a refocusing 
at τ after the second pulse. In the solid-echo the second pulse is the same length as the 
first pulse but has an additional 90˚ phase shift. The solid-echo is advantageous for larger 𝐶! ’s where the shorter second pulse has a large bandwidth of excitation. 
 
 
 
Figure 2.8, Pictorial representation of a single-pulse experiment. A 90° rf-pulse perturbs the spin 
system from thermal equilibrium and is allowed to evolve under the applied magnetic field. The 
evolution of the spin system is acquired as an FID. The experiment is repeated after the system 
has relaxed back to thermal equilibrium.  
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The echo formation for quadrupolar nuclei has been extensively investigated 
[52,53,54], as the evolution is dependent on the strength of the quadrupolar interaction, rf-
strength and duration. The general conclusions of these investigations suggest that 
echoes will be formed for most conditions but that to acquire useful quantitative 
information it is safest to use weak 𝜈! < ∆𝜈!  rf-excitation of only the central 
transition. 
 
2.2.4 Multiple Quantum Magic Angle Spinning  
In the previous discussion the second-order quadupolar interaction was shown to 
possess higher-order orientational terms of significant magnitude that are not averaged 
by MAS alone. In 1995 Frydman et al55 proposed and demonstrated that by correlating 
multiple and single quantum coherences under MAS it is possible to obtain a high-
resolution NMR spectrum. Fundamentally the multiple-quantum magic angle spinning 
(MQ-MAS) technique enables the observation of a purely isotropic echo from which the 
second-order broadening has been removed. This is recorded as a 2D experiment with a 
high-resolution isotropic indirect dimension and a MAS spectrum in the detection or 
direct dimension. 
An expression for the average second-order frequency shift of the 𝑚! =+𝑚 ↔ 𝑚! = −𝑚  transition for a half-integer quadrupolar spin 𝑰  was given in 
eq.(2.21). It can be seen that the expression is a function of the second- and fourth-order 
Legendre polynomials so that at the magic angle (𝜒 = 54.736°)  the second-rank 
elements of the second-order quadrupolar interaction are removed. In MQMAS rf-pulse 
induces multiple quantum transitions after which the coherence freely precesses during 
an evolution period. In the vocabulary of NMR pulse sequences a 𝑝-quantum coherence 
 
Figure 2.9, a	  Hahn-­‐Echo	  pulse-­‐sequence	  where	  the	  dephasing	  of	  the	  magnetisation	  after	  the	  90°	  rf-­‐pulse	  is	  refocused	  by	  a	  180°	  pulse	  such	  that	  it	  reaches	  a	  maximum	  at	  a	  time	  t2. 
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is a convenient mechanism to define the echo pathway in the pulse sequence. Formally it 
is defined as the superposition of the 𝑚  and 𝑚!  states with a multiplicity defined by 𝑝 = 𝑚 −𝑚!. Using eq.(2.21) it is then possible to define the evolution undergone by a 𝑝-quantum coherence (𝒑𝟐 ,− 𝒑𝟐)  in terms of its accumulated phase (𝜙) as defined in 
eq.(2.29).48  
 𝜙 𝑝,𝜒,𝛼,𝛽, 𝑡 =𝜈!"𝑝 + 𝐴!! (𝑝)𝑄!(𝜂)+ 𝐶!  ! (𝑝)𝑃! 𝑐𝑜𝑠𝜒 𝑄!(𝛼,𝛽, 𝜂) 𝑡  ((2.29)  
 
where 𝜈!" is associated with the isotropic chemical shift. 
After the spins have evolved over a period 𝑡!the spin system is transferred back 
to the (− !! , !!) central transition coherence and allowed to evolve over a second period 𝑡! that can be correlated to form the 2D experiment. The key factor in obtaining an 
isotropic echo signal is that under correlation the anisotropic part of the phase  𝜙 should 
be set to zero.  
 𝐶!  ! (𝑝)𝑃! 𝑐𝑜𝑠𝜒 𝑄! 𝛼,𝛽, 𝜂 𝑡! + 𝐶!  ! (−1)𝑃! 𝑐𝑜𝑠𝜒 𝑄! 𝛼,𝛽, 𝜂 𝑡!= 0 ((2.30)  
 
From which it follows that if the multiple quantum (∓ !! , ± !!) coherence is correlated 
with the (− !! , !!) central transition an isotropic echo will be observed at 
 𝑡! = − !!  ! (!)!!  ! (!!) 𝑡!  (2.31)  
 
Therefore the unique feature of the MQ-MAS sequence is that it selectively averages the 
remaining anisotropic term (last term in eq.(2.21)) of the spin system by forcing it to 
evolve outside the central transition. Note that the ratio of 𝐶!  ! (𝑝) terms defined in 
terms of  𝑝-quantum coherences is able to change sign according to changing the sign of 
a  𝑝.56 
 𝑅 𝐼,𝑝 = 𝐶!!𝐶!/!! =   𝑝 36𝐼 𝐼 + 1 − 17𝑝! − 1036𝐼 𝐼 + 1 − 27  ((2.32) 
 
During the MQ-MAS experiment there are two possible echo pathways that can be 
described using the notation of the changes in  𝑝-quantum coherence: 0 → 𝑝 → −1 and 0 → −𝑝 → −1. A distinction is made between a signal arising from a positive value of 𝑅 𝐼,𝑝 , which is called an echo, and that arising from a negative value that is called an 
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antiecho. How these echoes are dealt with in the pulse sequences in order to achieve 
purely absorptive lineshapes distinguishes between the two different MQMAS 
approaches; amplitude modulation during 𝑡!  (z-filter) and phase-modulated during 𝑡! 
(shifted echo and antiecho). Specifically these strategies are used to remove the presence 
of dispersive components in the MQMAS that lower the resolution of the corresponding 
spectrum. The modifications to the original two pulse MQMAS sequence that these 
techniques employ to obtain a purely absorption 2D lineshape are shown in Figure 2.10. 
 
Figure 2.10, pulse sequence and coherence transfer pathway diagrams for a) Simple two-pulse 
amplitude modulated MQMAS b) Amplitude-modulated z-filter triple quantum experiment c) 
phase-modulated shifted-echo (solid line) and shifted-anti-echo (dotted line). 
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2.2.5 z-Filter Experiments 
The z-filter experiment shown in figure 10 was introduced by Amoureux et al57. In 
contrast to the original MQMAS sequence55 that used strong continuous wave rf-pulses 
for preparation of the multiple quantum excitation and mixing to the single quantum 
coherence (0 → ±𝑝 → −1) the z-filter breaks this process into a three-pulse sequence (0 → ±𝑝 → 0 → −1). The z-filter is a hard pulse that transfers the multiple quantum 
coherence to a zero quantum coherence (magnetization is stored along 𝑩𝟎) from which a 
soft central transition !! pulse transfers the signal into the observable single quantum 
coherence. This is significant because it makes the coherence pathway symmetric so that 
the echo and anti-echo intensities are equal so the resulting time domain signal is 
amplitude modulated: a pure cosine modulation along the indirect dimension, 𝑡!. Spectra 
acquired using the amplitude-modulated method will present two resonances in the 𝑝-
quantum dimension based symmetrically around 𝐹! = 0 positioned at 𝐹! =   ±𝜈! . To 
restore sign discrimination in 𝐹!  the time-proportional phase incrementation (TPPI)58 or 
the hypercomplex (states)59 approach can be employed.  
A 2D Fourier transform of the time domain signal will display a correlation 
spectrum where the resonances are aligned along a direction defined by    
 
 𝐹! = 𝑅(𝐼,𝑝)𝐹!   (2.33) 
 
where 𝐹!  and 𝐹!  are frequencies in the single and multiple-quantum dimensions 
respectively. In order to obtain a purely isotropic Fourier transformed spectrum a 
shearing transformation in the form of a linear phase correction in the mixed 𝑡!, 𝜈!  
domain is applied so that 𝐹! becomes an isotropic dimension 𝐹!"#. This means that the 
orthogonal projection of the MQMAS onto the 𝐹!"# does not include the anisotropic 
contributions from the quadrupole and chemical shift interactions. After the shearing 
transformation the new axis 𝐹!"# can be expressed as a linear combination of 𝐹! and 𝐹!.  
 
 𝐹!"# = 𝐹! + 𝑅(𝐼,𝑝)𝐹! (2.34) 
 
The MQMAS spectrum can then be referenced such that a peak position along the 
multiple-quantum dimension accounts for the quadrupolar induced shift (eq. (2.12)) to 
the overall line position. 
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 𝛿!" = 𝛿!"# − 1017 𝛿!"# ((2.35) 
 
Hence for any given spin-system this axis becomes independent of the coherence 
pathway. 
 
2.2.6 Phase modulated split 𝒕𝟏 whole echo 
For suitably phased symmetrical whole NMR echoes the Fourier transform will yield a 
spectrum that is purely absorptive60. Massiot et al61 adapted this principle for MQMAS, 
which is an echo-based experiment, as an alternate method of removing the dispersive 
component from MQMAS spectra. In order to ensure that the entire signal is detected in 
the 𝑡! domain a refocusing 𝜋 pulse (±1𝑄 ↔ ∓1𝑄) is applied at the end of the sequence.  
This can be combined with the split-𝑡!method of data acquisition proposed by 
Brown et al49 to remove the need for the post-processing shear transformation. The 
namesake split-𝑡! refers to the fact that the time 𝑡! is split into single-quantum and 
multiple quantum evolution periods in proportion to the ratio 𝑅 𝐼,𝑝  so that the fourth-
rank anisotropic term can always be refocused at the end of the 𝑡!period. 
An example of the split-𝑡! whole-echo pulse sequence is shown schematically in 
figure 10. The coherence transfer pathway (0 → ±𝑝 → 1 → −1) is achieved via three 
pulses: a multiple-quantum excitation pulse, a conversion pulse and a soft 𝜋 pulse. 
 
2.2.7 Interpretation  
The chemical shift axis for a sheared MQMAS experiments has a constant slope of 1. As 
has already been discussed in the presence of a significant quadrupolar interaction the 
observed chemical shift is displaced from the chemical shift axis. This displacement in 
the MQMAS experiment is called the quadrupolar-induced shift (QIS) and the direction 
of the displacement forms the QIS-axis that has a constant slope of −10/17 regardless 
of the values of 𝐼 and 𝑝. Additionally there is an anisotropic axis (A) that aligns itself 
parallel to the 𝐹! axis. These axes are plotted on a MQMAS spectrum for Sr2Sc1.5P0.5O5.5 
in Figure 2.11. They are useful for spectral interpretation. Narrow ridge-like alignment of 
the resonances parallel to the 𝐹!  axis (along the A-axis) indicates a well-defined 
quadrupolar dominated environment. The strength of the interaction dictates the 
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distance of the resonances from the chemical shift axis. Broadening of the resonance 
along the chemical shift axis represents a dispersion of chemical shift environments.  
The QIS-axis can be used to obtain the isotropic chemical shift : The axis can be 
shifted so that it intersects with the spectral lines centre of gravity, then the 
corresponding intersection point of the QIS-axis and the chemical shift axis along 𝐹!is 
the position of the isotropic chemical shift. 
 
2.2.8 MQ-MAS Inversion 
A spectrum-inversion approach can be used to extract information from MQ-MAS 
NMR by reconstructing the underlying two-dimensional distribution of the isotropic 
chemical shift correlated to the quadrupolar interaction. As has previously been 
discussed a sheared MQMAS spectrum shows a correlation of the isotropic spectrum to 
the anisotropic spectrum. If one assumes homogeneous coherence transfer the 
projection of the MQMAS spectrum onto the anisotropic dimension is identical to the 
MAS spectrum. For an MAS spectrum the observed position of the resonance (𝛿!") is 
shifted according to the 𝛿!"# due to the quadrupolar interaction as defined by eq (2.11).  
While the position of the resonance on the isotropic 3Q-MAS dimension (𝛿!") 
is a weighted average of the triple quantum and single quantum frequencies consistent 
with the conditions that insure the average fourth-rank anisotropic frequencies are all 
zero defined by the ratio R.61 
 
 
Figure 2.11, 45Sc 3Q-MAS spectrum for Sr2Sc1.5P0.5O5.5 showing the quadrupolar-induced shift, 
chemical shift and A axes used for spectral interpretation. 
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 𝛿!" = !!!! 𝛿!"±! + !!!! 𝛿!"!!    (2.36) 
 𝛿!"±! = ∓𝑝𝛿!"# − !!! .!"!!!! 𝐴!! (𝑝) !!! . !!√!    (2.37) 
 𝛿!"!! = 𝛿!"# − !!! .!"!!!! 𝐴!! (−1) !!! . !!√!    (2.38) 
 
Hence for a spin 𝐼 = !!  𝛿!"  and 𝛿!" become:  
 𝛿!" = 𝛿!"# − !×!"!!" !!!!!!  ((2.39)  
 𝛿!" = − !"!" 𝛿!"# − !×!"!!" !!!!!! !!! + 1   ((2.40) 
 
The MQ-MAS experiment allows the measurement of 𝛿!"  and 𝛿!! directly. Therefore 
by an inversion procedure it is possible to separately determine 𝛿!"# and 𝜈! . 
Zwanziger62 has outlined two approaches for this purpose: the first option solves 
the forward problem where an initial guess is made of the distribution and iteratively 
adjusted by minimizing the sum of the squared deviation of the simulated spectrum with 
the experimental one, whereas the second approach solves the inverse problem by 
computing the distribution from the experimental data. Generally the second approach is 
favoured as the first method involves fitting to a model and therefore involves an 
inherent bias.  
Any quadrupolar environment can be characterized by three parameters: 𝛿!"#, 𝜈! 
and 𝜂 . For well-defined crystalline environments the asymmetry parameter 𝜂  is well 
defined, however for a distribution of sites the two-dimensional MQ-MAS spectrum is 
featureless and an assumption must be made about 𝜂. If 𝐼 𝜔!"# ,𝜔!"#  denotes the 
frequency domain of the experimental MQ-MAS-spectrum then the theoretical MQ-
MAS spectrum based on a calculation using (𝛿!"# , 𝜈!)  for a given MQ-MAS pulse 
sequence can be denoted by 𝐼 𝜔!"# ,𝜔!"#; 𝛿!"# , 𝜈! . 
 
 𝐼 𝜔!"# ,𝜔!"# = 𝑑𝜈!!!! 𝑑𝛿!"#𝜋(𝜈! , 𝛿!"#)𝐼 𝛿!"# , 𝜈!;𝜔!"# ,𝜔!"# 𝛿 𝛿!"#!!!!− (𝜔!"# − 𝛽𝜈!!)𝛼  
(
(2.41) 
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The constraint by the delta-function arises from the fact that the following can specify 
the position of the resonance on the isotropic dimension of the MQ-MAS spectrum: 
 
 𝜔!"# = 𝛼𝛿!"# + 𝛽𝜈!!  (2.42)  
 
where 𝛼  and 𝛽 are numerical coefficients as shown previously. 
This reduces the problem to a set of uncoupled one-dimensional equations that 
can be solved for 𝜈! and 𝛿!"#. 
 
 𝐼 𝜔!"# ,𝜔!"#= 𝑑𝜈!!!! 𝜋(𝜈! ,−𝜔!"# + 𝛽𝜈!!𝛼 )𝐼 𝜈! ,−𝜔!"# + 𝛽𝜈!!𝛼 ;𝜔!"# ,𝜔!"#  
(
(2.43)  
 
It is possible solve this equation for every slice of the MQMAS by a numerical procedure 
(generally the singular value decomposition (SVD)[62,57]) along curves  𝜋(𝜈! , !!!"#!!!!!! ) in 
the two-dimensional parameter space where two dimensional interpolation leads to the 
original distribution  𝜋(𝜈! , 𝛿!"#). 
The major advantage of technique is that it readily reveals possible correlations 
between the 𝛿!"#/𝜈! distributions. It has been employed extensively by Charpentier et al 
on various quadrupolar nuclei (27Al, 23Na and 17O) in amorphous systems. [63,64,65,66] The 
compositional changes of sodium potassium niobate exemplify the potential of the 
method for identifying correlated behaviour as shown in Figure 2.12. For the potassium 
rich K0.9Na0.1NbO3 there is little dispersion in the
 23Na NMR parameters, however for the 
sodium rich K0.26Na0.74NbO3 there is a range in 
23Na environments orientated such the 
isotropic chemical shift and the quadrupolar parameters are strongly correlated.  
 
Figure 2.12, Inversion data for a) K0.9Na0.1NbO3 and b) K0.26Na0.74NbO3 
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2.2.9 Double Orientation Rotation 
It was shown in section 2.2.1 that the second-order quadrupolar interaction possess 
second and fourth-rank terms that are proportional to the Legendre polynomials 𝑃! 𝑐𝑜𝑠𝜒  and 𝑃! 𝑐𝑜𝑠𝜒 . As these share no common root it is impossible to completely 
remove the corresponding anisotropic terms using MAS alone. Double orientation 
rotation (DOR) was proposed independently by two groups in 1988[67,68] as a method to 
practically solve this problem by the use of two rotors simultaneously. Samoson et al68 
first implemented the scheme where an outer rotor is spun at the conventional magic 
angle 𝑃! 𝑐𝑜𝑠𝜒!"#$% = 0 while an inner rotor is spun at 𝜒! = 30.56° with respect to 𝑩𝟎 so that 𝑃! 𝑐𝑜𝑠𝜒! =0 as shown schematically in Figure 2.13.  
In a modern setup of the technique the inner rotor can rotate with a frequency 
between 5-12 kHz while the much larger outer rotor can be expected to spin between 
0.8-2 kHz where the spinning speeds are largely dictated by the torque exerted by the 
inner rotor upon the host rotor. The perfect spinning conditions are under zero torque 
that occurs is the following equation is satisfied: 
 
 !!"!!" = 𝑐𝑜𝑠𝛽!" !!"!!!"!!"   (2.44) 
 
where  𝛽!" is the angle between the inner and outer rotors, 𝜈!" and 𝜈!" are the angular 
frequencies of the inner and outer rotor respectively and 𝐼!" and  𝐼!" are the transverse 
and axial moments of inertia of the inner rotor. 
Both  𝜈!" and 𝜈!" are measured experimentally so that the !!"!!" ratio is used as a 
guide for stable spinning conditions. The torque free value can be altered according to 
the dimensions of the inner rotor, but are generally chosen so that this value is ~5 and 
that the ratio is ideally between 5 and 6 during experimental implementation – below the 
torque free condition the inner rotor is liable to enter a downward spiral due to the 
torque becoming stronger, which can cause the rotor to slow down and stop abruptly.  
In MAS it was shown that in order to average out an interaction then you must 
spin the sample at a rate comparable to or greater than the size of the interaction in Hz. 
However, this causes rotational echoes in the FID that create a manifold of spinning 
sidebands in the NMR spectrum after Fourier transform. The spinning sidebands are 
spaced at integer multiples of the rotor frequency from the isotropic line. For DOR the 
outer rotor is limited to the slow rotor frequency regime, which can complicate the DOR 
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spectrum. Samoson et al69 proposed odd-order sideband suppression to compensate for 
this limitation. By recognizing that the sample is effectively axially orientated relative to 
the outer rotor due to the outer rotors rotation the modulation in the FID is dependent 
on the position of the internal rotor with respect to the outer rotor, which is described 
by a phase 𝛾!"#" shown schematically in Figure 2.13. Data acquisition is synchronized 
with the outer rotor positions 𝛾!"#"! = 0° and 𝛾!"#"!! = 180° while the phase cycling is 
kept fixed for two acquisitions rather than one. 
One-dimensional DOR spectra can be used to extract the isotropic chemical shift (𝛿!"#) 
and the quadrupolar product (𝑃!) for a nuclear environment as the parameters are 
related to the centre of gravity of the DOR peak  (𝛿!"#) according to eq. ((2.45) 
 
 𝛿!"# = 𝛿!"# − 340 𝑓(𝐼) 𝑃!!𝜔!! ((2.45) 
 𝑃! = 𝐶! 1+ 𝜂!!3 !! ((2.46) 
 𝑓 𝐼 = 𝐼 𝐼 + 1 − 34𝐼!(2𝐼 − 1)!  ((2.47) 
 
However, this requires DOR measurements at multiple fields in order to establish the 
magnitude of the quadrupolar-induced shift. By plotting the observed shift (𝛿!"#) 
against !!!!  as shown in Figure 2.14 the quadrupolar induced shift can be extrapolated to 
 
Figure 2.13, schematic of a DOR rotor and the angles at which the inner and outer rotor spin 
adapted from review70. The outer larger rotor spins at the magic angle of 54.74° with the smaller 
inner rotor spinning to narrow the 𝐏𝟒 terms of the Legendre polynomials at 30.56° or 72.19°. 
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the infinite external magnetic field condition at which it is zero (𝛿!"# = 𝛿!"#). The 
gradient of the corresponding linear fit allows the extraction of 𝑃! . 
Under DOR the NMR spectrum is pseudo spin-!!, that is with the removal of the 
quadrupolar broadening the lineshape is dictated by the same NMR interactions as for a 
spin-!! nuclei. For spin-!! nuclei it is possible in the slow MAS spinning regime the 
manifold of spinning sidebands approximates the shape of the NMR resonances in the 
absence of MAS. Under such conditions it is possible to fit the sideband intensities to 
obtain the chemical shift anisotropy (CSA). DOR can be used in an analogous manner 
for quadrupolar nuclei except that the sideband intensity depends on all the anisotropic 
interactions present in the sample and the relative orientation of the interactions 
respective tensors as described by Euler angles.72  
This is particularly well illustrated by the 17O DOR spectrum for [40%-
17O]OPPh3 that is shown in Figure 2.15 along with simulations based on the inclusion of 
various interactions including the quadrupolar interaction QI, CSA, J-coupling and the 
dipolar interaction. In this case the linewidths of the DOR spectrum are narrow enough 
to observe 17O-31P J-coupling, but the difference in the relative intensities of the two 
components of the line can only be accounted for by the inclusion of the entire set of 
corresponding NMR interactions.  
 
Figure 2.14, Plot of the DOR line position at three different magnetic fields against 𝟏/𝛚𝟎𝟐 
adapted from James MacDonald’s thesis71. The intercept gives the isotropic chemical shift 𝛅𝐢𝐬𝐨 
and the slope 𝐏𝐐. 
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2.3 Electronic Structure Calculations  
First-principle calculations refer to the practical application of quantum-mechanical 
theory to calculate the cohesive properties of solids. There are two major schemes within 
the quantum chemistry community used for such calculations: those employing the 
Hartree-Fock (HF) theory and those employing density functional theory (DFT) that 
uses the electron density as the fundamental variable. In this work DFT is adopted 
primarily as a means to calculating NMR parameters. In this section electronic structure 
calculations at the DFT level of theory are briefly outlined before discussing the 
calculation of NMR parameters.  
 
 
Figure 2.15, 17O DOR spectra experimental (a) and simulations without ssb suppression of 
OPPh3 at 𝐁𝟎= 14.1 T, 𝛎𝐎𝐑= 900 Hz, 𝛎𝐈𝐑/𝛎𝐎𝐑~ 4.7 taken from a review on DOR70 b) J-
coupling (J) and Quadrupolar Interaction (QI) c) J + QI + Chemical Shift Anisotropy (CSA) d) J 
+ QI + Dipolar Coupling (D) e) J + QI + CSA + D 
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2.3.1 Density Functional Theory  
The DFT approach begins by considering Schrödinger’s equation under the Born-
Oppenheimer approximation73 where the electronic Hamiltonian 𝐻 𝑹  depends 
parametrically on the nuclear positions 𝑹 so that for a system of electrons and nuclei: 
 
	   𝑯 𝑹 𝚿 𝒓;𝑹 = 𝐸(𝑹)𝚿 𝒓;𝑹 	  	   (2.48)	  
 
where Ψ 𝒓;𝑹  is the many-body wave-function of the coordinates of the electrons 𝒓 
and nuclei 𝑹. 
Hohenberg and Kohn proposed the fundamental theorems of DFT in 196474 
where they developed an exact formal variational principle for the ground state energy 
formulated in terms of the electron density 𝜌 𝒓  as opposed to the full many body wave 
function used in Schrödinger’s equation. Kohn and Sham75 applied the variational 
theorem for the energy functional rendering the Schrödinger many-body problem in 
terms of a set of noninteracting fictitious particles. In this formalism the charge density is 
decomposed into a summation of one-particle orbtials 𝜓!(𝑟) whose charge density is 
identical to that of the true system. 
 
	   𝜌 𝒓 = 𝒏𝒊 𝝍𝒊(𝒓) 𝟐𝒊 	  	   (2.49)	  
 
where 𝑛! is the occupation number of the eigenstate that is represented by the one-
particle wave function 𝜓!(𝑟). The corresponding set of Kohn-Sham equations for the 
electronic eigenstate energy 𝜀! are defined in the following: 
 
	   − ℏ2𝑚𝛁𝟐 + 𝑉!"" 𝒓 𝝍𝒊 𝒓 = 𝜀!𝝍𝒊(𝒓)	   ((2.50)	  
	   𝑉!"" 𝒓 = 𝑉!"# + 𝑉!!"#"$$ 𝝆 + 𝑉!"[𝝆]	   (2.51)	  
	   𝑉!"" 𝒓 = −𝑒! 𝑍!𝒓− 𝑹𝜶 + 𝑒! 𝜌 𝒓𝒓− 𝒓! 𝒅𝒓! + 𝛿𝐸!" 𝜌 𝒓𝛿𝜌 𝒓𝜶 	   (2.52)	  	  
where 𝑒 is the elementary positive charge, 𝑚 is the mass of an electron, 𝑍! is the atomic	  
number of atom   𝛼 , 𝑟  denotes the coordinates of a point in real space, 𝑅!  are the 
coordinates of each atom 𝛼. 
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The kinetic energy of the non-interacting electrons, the electrostatic interaction 
with nuclei (𝑉!"#) and the electrostatic repulsion due to the electron charge density 
generated by the other electrons in the system (𝑉!!"#"$$ 𝜌 )  can all be computed 
directly. However, the true functional form of exchange-correlation 𝑉!"[𝜌] , which 
corresponds to the remaining many-body interaction, is unknown. To compensate for 
this deficiency assumptions must be made based on known physical constraints. The 
local density approximation (LDA)75 is the crudest estimate of the exchange-correlation 
functional where the exchange-correlation contribution is considered equivalent to that 
of a uniform electron gas with the equivalent density to the point of interest. The LDA 
approximation has well-documented drawbacks: it generally overestimates the binding 
energy by 5-20%76, while underestimating the lattice constant by ~1-3%. The generalized 
gradient approximation (GGA) improves results77 for many properties by including the 
gradient of the charge density into the functional with the charge density at each point in 
space, although there remain complications with regards to 3𝑑 transition metals. In the 
context of GIPAW NMR calculations the GGA functional proposed by Perdew, Burke 
and Ernzerhof (PBE)78 and an adaptation of this functional specifically for densely 
packed solids (PBEsol)79 have been most widely applied.  
 
2.3.2 DFT of Solid Materials 
In a crystalline solid, the translational symmetry means that it can be reduced to a unit 
cell with periodic boundary condition. The reciprocal unit cell is defined by convention 
as the Brillouin zone (BZ) that can be mapped out by a series of continuous k-points. At 
each k-point only the occupied states contribute to the electronic density so that for a 
continuous distribution of k-points, in principle, an infinite number of calculations would 
be required to calculate the electronic potential. However, for macroscopic solids most 
properties vary smoothly across the BZ. Thus, for a small enough BZ, it can be assumed 
that a single k-point can be used to describe the electronic wavefunction for that region 
of space. For a larger BS,  k-space is discretized into a set of regularly spaced points in 
the BZ and the electronic potential can be evaluated. The practical implementation for 
the evaluation of the density and electronic potential requires a consideration for the 
optimal method for integrating over k-space in the Brillouin zone. While there are a 
number of strategies for performing integrations numerically from a finite number of 
representative k-points[80,81,82] a common choice is the Monkhorst-Pack scheme.81 
Convergence tests to establish and reduce the error due to finite k-point sampling can be 
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completed by considering denser k-point grid.  
 
2.3.3 Basis Set  
In quantum chemistry codes the basis set is chosen so that the Kohn-Sham 
equations can be implemented in a computer program, therefore they are generally 
chosen to be linear combinations of simple mathematical functions that can be truncated 
to achieve an appropriate level of accuracy. Localized atomic centered orbitals [83,77] like 
Gaussian-type orbitals are well suited to expanding the electronic wave function and 
have been implemented in periodic simulations. However, the GIPAW method11 has 
been implemented using a set of planewaves as the basis function and therefore this 
defines the focus of the rest of this chapter.  
Bloch’s theorem84 states that the energy eigenstates for an electron in a 
periodically repeating environment can be written as Bloch waves, and therefore its 
electronic wavefunction 𝜓!! 𝒓  can be expanded in terms of a discrete plane wave basis 
set for each k-point k, and band/orbital n 
 
	   𝜓!! 𝒓 = 𝑒𝒊𝒌.𝒓𝑢!!(𝒓)	   (2.53)	  	  
 
where 𝑢!!(𝒓) is a periodic function of the unit cell such that 𝑢!! 𝒓 = 𝑢!!(𝒓+ 𝑹). 
 
If 𝑮 are the set of reciprocal lattice vectors defined by 𝑮. 𝒍 = 2𝜋𝑚 where 𝒍 is a lattice 
vector of the crystal and 𝑚 is an integer the periodic function can be expanded to give:  
 
	   𝑢!! 𝒓 = 𝑐!! 𝑮 𝑒𝒊𝑮.𝒓𝑮 	   (2.54)	  
 
Then planewave functions automatically satisfy the periodic boundary conditions. 
 
	   𝚿𝒏𝒌 𝒓 = 𝒄𝒏𝒌!𝑮 𝑮 𝒆𝒊 𝒌!𝑮 .𝒓𝑮 	   (2.55)	  
 
In order to exactly reproduce the spatial dependence of the wavefunction an infinite 
number of planewaves should be employed. However, the coefficients 𝑐!𝑮of the plane 
waves with higher wave vectors 𝑮 become increasingly insignificant, therefore a cut-off 
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wave vector is defined 𝐺!"# that truncates the basis set.  This can be defined by the 
maximum kinetic energy of the waves it contains.  
 
	   𝐸!"# = ℏ𝐺!"#!2𝑚 	   (2.56)  
 
Significant errors introduced by the basis set truncation can be avoided by converging 
the parameter of interest with respect to the cut-off energy 𝐸!"#, which is systematically 
controllable. The value of 𝐸!"# is atomic dependent as it relies upon the both the atomic 
species and the form of pseudopotential employed for each atomic species as will be 
discussed in the following section. Thus the optimization of the electronic structure 
reduces to locating the expansion coefficients that minimize the total energy using 
conjugate gradient methods85. 
Planewaves are less suited to the representation of the electronic wavefunction in 
contrast to Gaussian-type orbitals. Therefore a calculation using planewaves will require 
significantly more basis functions than the equivalent Gaussian-type orbital 
representation. For an all-electron description of a nucleus the tightly bound core 
electrons and the rapid oscillation of the valence electron function close to the nucleus 
require a vast number of planewaves to model accurately, which make such a description 
computationally expensive.  
 
2.3.4 Pseudopotentials  
The pseudo-potential approximation can be introduced to simplify the wavefunction so 
that it can be expanded in terms of a smaller number of planewaves.86 This 
approximation arises from two distinct observations with regards to the core electrons 
and the oscillations of the valence wavefunction close to the nucleus. Indeed it is the 
valence electrons that generally dictate the cohesive properties of a solid where the 
“core” electrons are essentially chemically inert and unchanged by different chemical 
environments. In considering the valence electrons it is additionally observed that the 
computationally expensive oscillations of the valence function close to the nucleus do 
not directly contribute to bonding. 
Under such circumstances the calculation of the core electron wavefunctions are 
unnecessary and can therefore be removed. Assuming that the core electrons do not take 
part in chemical bonding is called the frozen core approximation.87 This approximation is 
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complicated by the presence of semicore states where the definition of valence and core 
states is less well-defined such as is observed for the 3p states in 3d transition 
metals88and the 1s states in Li89. In these cases the “valence” electrons are re-defined to 
include some of the filled atomic shells.  
Nonetheless the idea of the pseudopotential is to remove the core electrons, the 
strong ionic potential and the interaction between the valence and core electrons with a 
smooth effective potential. As such this effective potential or pseudo-potential acts on a 
set of pseudo-wavefunctions rather than the true valence wavefunctions. Outside the 
core region the pseudo-wavefunction matches the all-electron wavefunction. Additionally 
the pseudopotential must contain ‘projectors’ which act on the valence electrons to 
remove any overlap with core states, enforcing orthogonality. 
The pseudopotential is not a unique construction and numerous schemes have 
been developed to define optimal pseudopotentials for example [90,91,92,93]. In this thesis 
“ultrasoft pseudo-potentials” scheme developed by Vanderbilt93 is implemented in 
conjunction with the CASTEP94 quantum mechanical planewave code.  
Pseudopotentials are constructed to minimize the number of planewaves needed 
to represent a wavefunction without significantly diminishing the predictive power of the 
method. With this in mind the pseudo-potential construction is completed under the 
requirement that the pseudo-wavefunction is smoothly varying in the core region. Under 
the Vanderbilt method93 ‘smoother’ pseudo-wavefunctions can be generated by relaxing 
the condition that the norm of the wave function should give the charge density, which 
allows for the potential to be softer. 
The projector-augmented wave (PAW) method95 allows one to reintroduce the 
core electron density. This is important for the calculation of properties that rely on the 
electronic structure in the core region such as NMR-related properties. In this approach 
a linear transformation (𝑇) maps the valence pseudo-wavefunctions Ψ  onto the all-
electron wavefunctions Ψ . 
 
 𝚿 = 𝑻 𝚿 	   (2.57) 
 𝑻 = 𝟏+ 𝝓𝑹,𝒏 − 𝝓𝑹,𝒏𝑹,𝒏 𝒑𝑹,𝒏 	   (2.58)	  
 
where 𝜙𝑹,! and 𝜙𝑹,!are the all-electron and pseudo partial waves derived from isolated 
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atomic calculations centered on an atomic site 𝑹, 𝑛 is an angular momentum quantum 
number and 𝑝𝑹,!  are a set of projectors such that  
 
 𝒑𝑹!,𝒏 𝝓𝑹,𝒎 = 𝜹𝑹,𝑹!𝜹𝒏,𝒎	   (2.59)	  
 
The atomic states provide a good basis for the re-construction of the wavefunction in 
the core region and by this method the all-electron form replaces the component of a 
given atomic-like states in the pseudo-wavefunction form.  
 
2.3.5 Geometry Optimization 
For a typical GIPAW-DFT based NMR calculation one starts from an initial guess at the 
crystal structure sourced either from diffraction based investigations or computational 
prediction. This structure is generally geometry optimized to allow the positions of the 
atoms to vary under a specified level of constraint (restricting the point symmetry and 
lattice dimensions are common practice) so that the forces within the system are 
minimized. 
Geometry optimization forms an iterative process whereby the user specifies the 
initial starting geometry. The total energy is then used to establish the forces on the ions, 𝐹! , according to:  
 
 𝑭𝑰 = −𝛁𝑹 𝐸 	   (2.60)	  
 
where 𝐼 denotes the ion of interest, 𝐸 is the energy of the system and 𝑹𝑰 is the position 
of the ion. Ions are moved to a new position using a standard minimisation algorithm 
[96,97,98], typically the Broyden-Fletcher-Goldfarb-Shanno97 scheme for calculations 
reported in this thesis. At each minimization step the electronic configuration is re-
optimized. The total energy for the new configuration is then calculated and compared 
with the previous configurations and the forces are tested against tolerance limits. If the 
structure is not ‘optimised’ the process continues and a new set of ionic positions is 
generated. This cycle continues until the forces are within the tolerance limit and the 
resulting configuration should correspond to the local energy minimum. The outputted 
geometry is used as an input for the GIPAW calculation of the NMR tensors. It should 
be emphasized here that these are static calculations that neglect temperature effects. As 
such they are frequently described as being undertaken at 0K, though a true 0K 
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calculation should account for zero point energy.  
As NMR experiments are commonly completed under ambient conditions the 
corresponding NMR parameters can be influenced by thermal motion. Two methods 
have been proposed for incorporating motional effects by generating a set of 
configurations from which average NMR parameters can be calculated. The first employs 
molecular dynamic simulations over a relevant timeframe, while the second method uses 
vibrational modes to generate a set of configurations.99  
 
2.3.6 Calculating the Electric Field Gradient 
As was discussed in section 2.1.3 the electric field gradient tensor can be expressed by a 
traceless tensor that can be denoted 𝐺!" 𝒓 : 
 
	   𝐺!" 𝑟 = 𝜕𝐸!(𝑟)𝜕𝑟! − 13 𝛿!" 𝜕𝐸!(𝑟)𝜕𝑟!! 	   (2.61)	  
 
where 𝛼,𝛽, 𝛾 denote the Cartesian coordinates 𝑥,𝑦, 𝑧 and 𝐸!(𝒓) is the local electric field 
at the position r. The local electric field can be calculated from the total charge density 𝑛(𝒓), which corresponds to the sum of the ionic and electronic charge distributions. 
 
	   𝐸! 𝒓 = 𝒅𝟑𝒓! 𝑛 𝒓!𝒓− 𝒓! 𝟑 (𝒓𝜶 − 𝒓!𝜶)	   (2.62)	  
 
Then the EFG tensor is equal to: 
 
	   𝐺!" 𝒓 = 𝒅𝟑𝒓′ 𝑛(𝒓!)𝒓− 𝒓′ 𝟑 𝛿!" − 𝟑 𝒓𝜶 − 𝒓′𝜶 𝒓𝜷 − 𝒓′𝜷𝒓− 𝒓′ 𝟐 	   (2.63)	  
 
Therefore the calculation of the EFG tensor only requires knowledge of the ground-state 
charge density. While this can be directly obtained from all-electron approaches, in the 
context of the pseudopotenital approach it can be calculated using the PAW or GIPAW 
methodologies to re-construct the all-electron charge. Both the PAW and GIPAW 
approaches have been shown to reliably predict the EFG tensor in solids100. Indeed the 
GIPAW method has been directly compared to the all-electron Linear Augmented 
Planewave method (LAPW)101 method and shown to be in very good agreement.[102,103]  
To obtain the all-electron electronic charge distribution from the ground-state pseudo-
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wavefunction the density is ‘corrected’ such that:   
 
	   𝑛!" 𝒓 = 𝑛!",!" 𝒓′ + 𝑛!",!"## 𝒓 	   (2.64)	  
 
where 𝑛!",!" 𝒓′  is the electronic density calculated from the ground-state pseudo-
wavefunction and 𝑛!",!"## 𝒓  is the correction term to the density unique to either the 
PAW or GIPAW approach. Here we outline the PAW approach to the reconstruction of 
the all-electron charge100.  
 
For the ground-state density from the pseudized wavefunction its contribution to the 
EFG tensor 𝐺!"!",!"(𝒓)  can be calculated in reciprocal space using the eq. where 𝑛 𝒓 = 𝑛!" 𝒓! = 𝟐 𝜓𝒐(𝟎) 𝒓′ 𝒓′ 𝜓𝒐(𝟎)𝒐 . Likewise the eq. can be used to establish the 
contribution 𝐺!"!",!"##(𝒓) setting 𝑛 𝒓 = 𝑛!",!"# 𝒓! . 	  
	   𝒏𝑬𝒍,𝒄𝒐𝒓𝒓 𝒓 = 𝟐 𝝍𝒐(𝟎) 𝒑𝑹,𝑱𝑹,𝒐,𝑱,𝑱! 𝝓𝑹,𝑱 𝒓 𝒓 𝝓𝑹,𝑱!− 𝝓𝑹,𝑱 𝒓 𝒓 𝝓𝑹,𝑱! 𝒑𝑹,𝑱! 𝝍𝒐(𝟎) 	  
 
(2.65) 
where 𝜙𝑹,!  and 𝜙𝑹,!  are the all-electron and pseudopartial-waves of the atomic site 𝑹, the index 𝐽(𝐽!) refer to the angular moment 𝑙 𝑙! , its projection on the z-axis 𝑚(𝑚!). 𝑝𝑹,!  are the projectors as defined in eq. (2.63). 
 
For ultrasoft pseudopotentials the contribution due to the density from atomic sites 
other than 𝑹 must be included, however for norm-conserving pseudopotentials these 
correction terms can be ignored greatly simplifying the expression for 𝐺!"!",!"##(𝒓): 
 
	   𝑮𝜶𝜷𝑬𝒍,𝒄𝒐𝒓𝒓 𝑹 = 𝟐 𝝍𝒐(𝟎) 𝒑𝑹,𝑱𝒐,𝑱,𝑱! 𝝓𝑹,𝑱 𝟏𝒓𝟑 𝜹𝜶𝜷 − 𝟑 𝒓𝜶𝒓𝜷𝒓𝟐 𝝓𝑹,𝑱!− 𝝓𝑹,𝑱 𝜹𝜶𝜷 − 𝟑 𝒓𝜶𝒓𝜷𝒓𝟐 𝝓𝑹,𝑱! 𝒑𝑹,𝑱! 𝝍𝒐(𝟎) 	  
 
(2.66)	  
Finally the contribution to the total charge density distribution from the ionic charges 𝑍! 
from atomic sites at positions 𝑹 can also be calculated according to eq. (2.63).  
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   𝑮𝜶𝜷𝑰𝑶𝑵 𝒓 = 𝒁𝑹𝒓− 𝑹 𝟑 𝜹𝜶𝜷 − 𝟑 𝒓𝜶 − 𝑹𝜶 𝒓𝜷 − 𝑹𝜷𝒓− 𝑹 𝟐𝑹 	   (2.67)	  
	   	    
	   	    
2.3.7 Calculating the Chemical Shift  
Magnetic shielding was introduced in section 2.1.2. Here it was shown that the magnetic 
shielding 𝜎  describes the induced field 𝐵!"  experienced by a nuclear spin due to the 
electronic response to an applied field 𝐵! .  
 
	   𝑩𝒊𝒏 = −𝝈𝑩𝟎	   (2.68)	  
 
The induced field 𝐵!" 𝒓  arises solely from orbital currents 𝑗(𝒓) due to the applied 
field:  
	   𝑩𝒊𝒏 𝒓 = 𝟏𝒄 𝒅𝟑 𝒓′𝒋(𝒓!)× 𝒓− 𝒓′𝒓− 𝒓′ 𝟑	   (2.69)	  	  
 
Then the calculation of the magnetic shield relies on being able to compute the electronic 
current induced by the applied field. This is completed quantum mechanically using first-
order perturbation theory where the electronic wave function 𝜓   in the presence of an 
applied external field is expanded as the ground-state wavefunction in the absence of the 
field 𝜓 !  with a first-order change described by the wavefunction 𝜓 ! .  
 
	   𝝍 𝒓 = 𝝍 𝟎 (𝒓)+𝝍 𝟏 (𝒓)+ 𝑶(𝑩𝟐)	   (2.70)	  
 
The quantum mechanical probability current can be written as the sum or the 
diamagnetic and paramagnetic terms: 
 
	   𝑱 𝒓! = 𝑱𝒅 𝒓! + 𝑱𝒑(𝒓!)	   (2.71)	  
	   𝑱𝒅 𝒓! = 𝟏𝒄 𝑨(𝒓!) 𝒓′ 𝒓′ 	   (2.72)	  	   𝑱𝒑 𝒓! = − 𝒓′ 𝒓′ + 𝒓′ 𝒓′ 𝒑𝟐 	   (2.73)	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Then the first-order term of the induced orbital current 𝑗(!) 𝒓  is: 
 
	   𝒋 𝟏 𝒓! = 𝟒 𝑹𝒆 𝚿𝒐(𝟎) 𝑱𝒑 𝒓! 𝚿𝒐(𝟏)𝒐 + 𝟐 𝚿𝒐(𝟎) 𝑱𝒅 𝒓! 𝚿𝒐(𝟎)𝟎 	   (2.74)	  
The first-order change in the wavefunction and Ψ!(!)  is given by:  
 
	   𝚿𝒐(𝟏) = 𝚿𝒆(𝟎) 𝚿𝒆(𝟎)𝜺𝒐 − 𝜺𝒆𝒆 𝑯(𝟏) 𝚿𝒐(𝟎) = 𝓖(𝜺𝒐𝟎 )𝑯(𝟏) 𝚿𝒐(𝟎) 	  
(2.75)	  
	  where	  𝐻(!) = !!! 𝒑.𝑨+ 𝑨.𝒑 .	  	  
Then the induced current can be expressed as: 
 
	   𝒋 𝟏 𝒓! = 𝟒 𝟏𝟐𝒄 𝑹𝒆 𝚿𝒐(𝟎) 𝑱𝒑 𝒓! 𝓖(𝜺𝒐𝟎 )𝒓′×𝒑 𝚿𝒐(𝟎)𝒐− 𝟏𝟐𝒄𝝆 𝒓! 𝑩×𝒓′	  
 
(2.76)	  
by using the symmetric gauge for the vector potential, 𝑨 𝒓 = !!𝑩×𝒓 and simplifying 
the	  expression by using the fact that 𝜌 𝒓! = 𝟐 𝚿𝒐(𝟎) 𝒓′ 𝒓′ 𝚿𝒐(𝟎)𝒐 . 
 
For finite basis sets this highlights a practical complication with regards to calculating the 
chemical shielding for identical chemical environments known as the gauge origin 
problem. The definition of the symmetric gauge is not unique and as the derivation relies 
upon the choice of 𝑨 𝒓  can change the balance between paramagnetic and diamagnetic 
currents, though the total current is well defined. So two identical chemical sites at 
different distances from the gauge origin will have the same shielding, but different 
diamagnetic and paramagnetic terms. However, the diamagnetic and paramagnetic terms 
do not converge with respect to the atomic orbital basis set at the same rate so that for 
two identical sites there is a possibility that they will have different computed shieldings.  
For planewave basis sets the gauge-origin problem arises from the introduction of the 
localized atomic states via the PAW transformation95. The pioneering work of Pickard 
and Mauri11 introduced the Gauge Including Projector Augmented Wave (GIPAW) 
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method to address this problem. In this approach a field-dependent transformation 
operator 𝑇!  imposes translational invariance exactly:  
 
	   𝑻𝑩 = 𝟏+ 𝒆 𝒊𝟐𝒄 𝒓.𝑹×𝑩𝑹,𝒏 𝝓𝑹,𝒏 − 𝝓𝑹,𝒏 𝒑𝑹,𝒏 𝒆! 𝒊𝟐𝒄 𝒓.𝑹×𝑩	   (2.77)	  
 
Practically eq. (2.76) is not used for extended systems. In the GIPAW method to calculate 
the shielding tensor in crystal the current description is re-worked such that the cell-
periodic function part of the Bloch function can be exploited. This is completed by 
considering the response to a magnetic field with a finite wavelength 𝑩 = sin  (𝒒. 𝒓)𝒒 in 
the limit 𝑞 → 0 that corresponds to the uniform field. For a full derivation the reader is 
referred to references [104,11]. In this formalism calculating the induced current at a k-point 
in the BZ requires an additional consideration of the wavefunction at 𝒌± 𝒒 where the 
current is defined as: 
 
	   𝒋 𝟏 𝒓! = 𝐥𝐢𝐦𝒒→𝟎 𝟏𝟐𝒒 𝑺 𝒓!,𝒒 − 𝑺(𝒓!,−𝒒) 	   (2.78)	  
	   𝑺 𝒓!,𝒒= 𝟐𝒄𝑵𝒌 𝑹𝒆 𝟏𝒊 𝒖𝒐,𝒌(𝟎) 𝑱𝒌,𝒌!𝒒𝒑 𝒓! 𝓖𝒌!𝒒 𝜺𝒐.𝒌 𝑩×𝒖𝒊. (𝒑+ 𝒌) 𝒖𝒐,𝒌(𝟎)𝒐,𝒌𝒊!𝒙,𝒚,𝒛 	  
(2.79)	  
	   𝑱𝒌,𝒌!𝒒𝒊𝒑 = − 𝒑+ 𝒌 𝒓! 𝒓! + 𝒓! 𝒓! (𝒑+ 𝒌+ 𝒒𝒊)𝟐 	   (2.80)	  
where 𝒒𝒊 = 𝑞𝒖𝒊, 𝑁! is the number of k-points included in the BZ summation.  
 
2.4 Theoretical Approaches to Modelling Disorder in Solids 
2.4.1 Site-Occupancy Disorder 
The Site-Occupancy Disorder (SOD) software16 implements a methodology to reduce 
the number of configurations that need to be considered when modelling partial 
occupancy disorder in solids by exploiting the fact that many configurations are 
symmetry related and therefore identical. 
An isometric transformation is a geometric operation (e.g. reflections, rotations 
and translations) that leaves the object and its image unchanged. For crystals, the 
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symmetry operations that map the structures onto itself are isometric105. In the context of 
different realisations of a crystal considered by SOD, two configurations are considered 
equivalent if there is one isometric transformation that converts one in to the other (see 
Figure 2.16).  
Given that the parent structure of a crystal lattice defines the lattice from which 
all configurations can be derived, the symmetry operator that converts one configuration 
into another has to be a symmetry operator of the parent lattice.  
Therefore to establish whether configurations derived by effecting certain site 
substitutions are equivalent, it is sufficient to establish if any of the symmetry operators 
of the parent structure map one configuration into the other. In general a substitution 
will break the symmetry of the parent lattice so that the symmetry operator that 
transforms one configuration into another is not necessarily a symmetry operator of the 
two equivalent structures, but has to be of the parent structure. In this manner it is 
possible to limit the configurational space to a set of symmetrically inequivalent 
configurations.  
In general it is necessary to create a supercell from the small crystal unit cell with 
fractional sites occupancies to describe the aperiodic crystal generated by the site-
 
Figure 2.16, illustration of equivalent configurations related by an isometric transformation. 
Figure is adapted from Crespo et al.16 
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occupancy disorder. Then the complete SOD approach involves establishing the 
symmetry operators of the supercell. The symmetry operators are the pool of isometric 
transformations that can be used to establish all the equivalent configurations within the 
complete space of 𝑁 configurations. This defines a reduced configurational space of 𝑀 
independent configurations where in general 𝑀 ≪ 𝑁. Each independent configuration 𝑚 ∈ 𝑀 is attributed a degeneracy corresponding to the number of configurations in the 
complete space that are equivalent to the independent configuration 𝑚. 
The SOD approach is limited by the size of the supercell one can afford, both 
due to the expense of a larger cell and the fact that larger cells have more permutations. 
Ideally one increases the supercell size, considering all permutations, until the quantity of 
interest converges i.e. no new environments are sampled which are not just repeats of 
those generated with smaller supercells. However, in general this is rarely practiced 
because it is too computationally expensive.  
 
2.4.2 Special Quasi-random Structures 
The Special Quasi-random Structure (SQS)17 method was proposed as an extension of 
structural techniques such as the cluster expansion technique[18,106] used in the calculation 
of the properties of substitutionally random binary A1-xBx alloys.  The cluster expansion 
is a generalization of the Ising Hamiltonian that can be used to expand any 
configuration-dependent physical quantity as a weighted series of multi-site cluster 
functions. 
The Ising model for magnetic materials labels each lattice site as -1 for spin down 
or +1 for spin up so that a Hamiltonian can be constructed that describes the system in 
terms of the spin of each lattice site.  Thus a given configuration can be denoted by a 
vector 𝝈 consisting of spin 𝜎!   variables describing the type of spin on the parent lattice. 
Then the nearest-neighbour Ising model can be represented by eq. ((2.81) 
 
 𝑬 𝝈𝟏,𝝈𝟐,𝝈𝟑,… ,𝝈𝑵 = 𝑱𝟎 + 𝑱𝟏 𝝈𝒋𝑵𝒋 + 𝑱𝒊𝒋 𝝈𝒊𝝈𝒋!𝒊,𝒋!  ((2.81) 
 
where < 𝑖, 𝑗 > is the summation over all nearest neighbor pairs, 𝐽!"  are the nearest-
neighbour interaction energies between lattice sites 𝑖  and 𝑗  and 𝑁  is the number of 
occupied lattice sites.  
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This formalism is adopted in the cluster expansion technique to denote the 
occupation of a lattice site by either an element A or and element B: each lattice site is 
labelled by -1 for the presence of an element A or +1 for the presence of an element B 
(see Figure 2.17). 
Analogously a given configuration is denoted by a vector 𝝈 consisting of spin-like 𝜎!    variables describing the occupation of each site on the parent lattice. For a 
configuration of N lattice sites this is denoted: 
 
 𝝈 = (𝝈𝟏,𝝈𝟐,𝝈𝟑,… ,𝝈𝑵) (2.82) 
 
where 𝜎! = ±1. 
The cluster expansion refers to the fact that Hamiltonian is expanded to include 
interactions from additional groups of atoms or “clusters” such as multiple pair 
interactions, triplet and quadruplet interactions etc. (see Figure 2.18). 
 
Figure 2.17,  the unique orientations of a nearest neighbour (pair) cluster 
 
 
Figure 2.18, examples of orientations that would contribute to single, pair, triplet and quadruplet 
clusters 
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The clusters are discretized into “figures”  𝑓 = (𝑘,𝑚) where 𝑘 denotes a group of atoms 
e.g. pair 𝑘 = 2, triplet 𝑘 = 3, quadruplet 𝑘 = 4 etc and 𝑚 denotes the 𝑚𝑡ℎ-neighbour 
distance. In fact the Hamiltonian is exact if all possible figures (𝑓) that can be found 
among the lattice sites, that is all inequivalent clusters up to the M-body interaction are 
included in the expansion. In the basic formalism of the cluster expansion Π!(𝒍,𝝈) is 
defined as the product Π𝜎!  of spin variables for figure 𝑓 positioned in the lattice at 
location 𝒍. If there are 𝐷! figures per site then this allows one to represent a lattice 
average of the spin product over all locations of symmetry-related figures of type 𝑓:17 
 
 𝚷𝒇 𝝈 = 𝟏𝑵𝑫𝒇 𝚷𝒇(𝒍,𝝈)𝒍  (2.83) 
 
Then for this method the configuration-dependent ensemble of a physical quantity 𝑃 
over configurations can be expanded as:18 
 
 
 
𝑷 = 𝑫𝒌,𝒎𝒌,𝒎 𝚷𝒌,𝒎 𝒑𝒌,𝒎 (2.84) 
 
Where  𝑘 is the cluster size and 𝑚 is the 𝑚𝑡ℎ-neighbour distance 𝑝!,! are the interaction 
parameters of figures 𝑓 = 𝑘,𝑚  and Π!,!  are the correlation functions.  
In the cluster expansion method the interaction coefficients are calculated from 
an independent set of calculations for the property of interest, which are subsequently 
used to fit the model. The models accuracy is appraised against known experimental 
values and if considered inaccurate the fitting set is expanded and the process repeated. 
Accordingly the interaction coefficients approach those of a perfectly random A1-xBx 
structure. However, the many-body correlation functions for a completely random binary 
alloy can be expressed according to:  
 
 𝚷𝒌,𝒎 = 𝟐𝒙− 𝟏 𝒌 (2.85)  
 
The simple analytic expression for the correlation functions of a perfectly random alloy is 
the basis for the SQS methods. Rather than converging upon the expression by 
traditional statistical sampling methods like the cluster expansion technique, the SQS 
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approach simply designs N-atom periodic structures whose distinct correlation functions Π!,! best match the random ensemble averages of a random alloy.  
While the SQS approach was initially proposed in the context of random alloys it 
can be can be generalized to any lattice types where the distribution of species upon the 
parent lattice is approximately random. Indeed there are now numerous cases where the 
method has been applied to cation partial occupancy problems in perovskite systems. It 
should be emphasized that in the latter case not all sites in the crystal are subject to the 
disorder, i.e. the Ising-like spin analogues are occupancies of just some of the 
crystallographic sites. The major limitation of the SQS approach is that it is implemented 
under the rather severe approximation that there exists purely random occupancy for a 
given lattice site, which neglects short-ranged ordering. For many materials, such as the 
apatites investigated in chapter 4 where the lattice favours configurations with larger Ca 
sites separations, this approximation is violated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 — 48 — 
3	  
LITERATURE REVIEW 
3.1 General computational approaches to characterizing disorder for 
GIPAW calculations 
The introduction of the GIPAW11 method for the calculation of chemical shifts in 
extended periodic solids has enabled numerous experimental NMR and GIPAW-DFT 
approaches to structural characterization. The sensitivity of NMR spectrometry to the 
local nuclear environment has already opened up new opportunities for the sophisticated 
characterization of slight thermal disorder; Cadar et al107 has proposed a general approach 
to sample local disorder from a study on bisphosphinoamine that used the statistical 
analysis of 2D 31P-31P through-space correlation NMR lineshapes to provide information 
on the maximum range of the dynamic distortions. The thermally motivated dynamic 
motion is subsequently sampled by generating structures within the constraints of the 
NMR data by using the low energy vibrational modes of the proposed crystal structure to 
inform possible distortions. The GIPAW-DFT calculated isotropic shifts of the 
generated structures were used to predict the 2D crosspeak positions in NMR correlation 
spectra to refine the possible dynamics. 
However, in general the characterization of disorder by the combined approach 
remains in its infancy and existing studies reflect this by the variation in approaches 
reported in the literature. Perhaps the one exception to this situation is in glass that has 
been extensively characterized by theoretical modelling techniques. In this case the well-
defined general approach to studying these materials has simply been adapted to 
accommodate GIPAW-DFT calculations; employ molecular dynamics (MD) simulations 
to generate an ensemble of model glass structures, refine these models using a DFT-
based geometry optimization and finally calculate the NMR parameters. For bulk 
properties like NMR observables the experimental results are compared to a Boltzmann 
weighted value and the interpretation of NMR spectra through comparison with 
GIPAW-DFT calculations has proved to be highly successfully to a wide range of 
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glasses. [108,109,65, 108]  Although this methodology is limited by the quality of the MD 
potential: if there isn’t a close match between the DFT energy landscape then the MD 
might not visit structures that would be strongly weighted by the DFT energetics.  
Broadly speaking computational approaches to disorder can generally be divided 
into two subsets based on whether they are considering static positional type disorder 
(see Figure 3.1) or local dynamics. As this thesis is largely concerned with the former this 
forms the focus of this review.  
 
There are a number of ad-hoc investigations in the literature on the subject of positional 
disorder that generally attempt to extract a correlation between possible realizations of 
disorder and one or more of the NMR parameters to aid the rationalization of the 
experimental NMR data. An investigations into cationic disorder in the Y2Ti2-xSnxO7 
pyrochlores where the Sn/Tn disorder was studied by combining 89Y and 119Sn NMR 
with the computation of NMR parameters by GIPAW-DFT is a particularly good 
example of this.110 Here the possible arrangements of the six next nearest neighbours of 
Sn4+/Tn4+ to the yittrium occupied A-site and Sn/Ti occupied B-site were manually 
generated. Subsequently the structures were relaxed before the NMR parameters were 
calculated allowing the identification of a strong correlation between the number of Sn 
nearest neighbours and 89Y isotropic chemical shifts.  
In general, the characterization of point defect type disorder in solids by quantum 
mechanical studies adopts either the cluster or supercell approach. The supercell 
approach is more suited to the study of defects in the context of bulk properties as the 
cluster method is prone to spurious perturbations arising from the truncation of the 
infinite lattice. The supercell approach exploits the implementation of ab initio programs 
designed to characterize periodic perfect crystals for the study of local defects. As the 
GIPAW method allows the calculation for NMR chemical shift for extended systems, 
 
Figure 3.1, pictorial representation of various types of static disorder 
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where the three-dimensional structure is recreated from a single unit cell the supercell 
approach would seem highly suitable for defect-related investigations. 
It is useful at this juncture to briefly describe the supercell approach before 
reviewing existing literature on the method in the context of ssNMR. For a completely 
ordered solid the three dimensional crystal structure can be constructed from a unit cell 
that is repeated along each lattice dimension. For disordered solids containing 
substitutional defects the crystal structure is aperiodic, but can be approximated to a 
crystal composed of periodically repeating ‘supercells’ that contain the local defect(s) (see 
Figure 3.2). The supercell size is generally picked to contain the defective zone, which 
generally translates to the use of a larger or ‘super’ cell of O(102) atoms. However as the 
unit cell size is increased so does the computational cost as not only are bigger cells more 
expensive to simulation but as the cell size increases the number of permutations of 
defective or substitutional sites also increases, which highlights the first and major 
disadvantage of the supercell approach. 
 
  
 
 
 
Figure 3.2, a) unit cell of a crystal lattice b) supercell containing vacancy defect c) the aperiodic 
structure as modelled by the supercell. 
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The supercell approach is generally used to calculate the defect formation energy from 
which key quantities for characterizing point defects can be derived such as their 
concentration or induced volume changes. However the formation energy of an isolated 
defect is complicated by the possible interaction of defects with its periodic image, which 
can occur via three mechanisms; electronic interaction due to the overlap of the defect 
wave function, elastic interactions induced by atomic relaxation around the defect and if 
the defect is charged there will be a corresponding electrostatic interactions between 
defects in periodic images.111 Therefore practically the size of the supercell should 
minimize the contribution due to the interaction between periodic images. Practical 
limitations on the size of supercell mean that this isn’t always possible and correction 
schemes for the aforementioned defect interactions have been proposed to adjust the 
formation energy of defects in modest supercells so that they approximate a defect in an 
infinitely large supercell. [112,113,114] 
Though this is a widely used approach in the modelling of solids, it hasn’t been 
widely exploited for NMR calculations using GIPAW electronic structure methods, 
which must be partially due to the fact that it is prohibitively computationally expensive. 
There are examples where it is employed for the calculation of NMR parameters of an 
isolated molecule115 and in the context of modelling thermal disorder of L-alanine by 
molecular dynamics (MD) where the size of the supercell can restrict the dynamics.116 In 
the context of point defects in crystalline solids Pruneda et al117 have used supercells to 
investigate disorder in irradiated zircons (ZrSiO4). In this case a catalogue of neutral 
charge combinations of interstitials and vacancies supercells were created. Ab initio DFT 
methods were used to relax the structures to inform structural arguments but due to the 
computational demand of the chemical shift calculation only unit cells (and not 
supercells) were amenable for such an NMR treatment. Another combined GIPAW-
DFT and experimental NMR approach was used to study the fluorine and hydrogen 
positions of clinohumite (Mg,Fe)9(SiO4)4(F,OH)2 that are difficult to determine by 
diffraction alone.110 Supercells of the proposed unit cell were created with differing levels 
and positions of F substitution. The NMR calculations of the structures revealed four 
ranges of chemical shifts that allowed the assignment of the four 19F NMR signals 
observed in a 50% fluorine-substituted deuterated hydrous magnesium silicate 
(4Mg2SiO4·Mg(OD1-xFx) 2 with x = 0.5) sample. 
The site-occupancy disorder (SOD)16 program has been designed for crystal 
structures that exhibit a non-periodic occupation of lattice sites according to the ‘average’ 
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configuration reported by long-range techniques such as diffraction. Such a description 
leaves local distortions due to point defects and the distribution of ions over the 
sublattices ill defined. In these cases the crystal structure simply defines a configurational 
space of all possible structures consistent with such a fractional occupancy. In order to 
establish the underlying detail of such a description these configurations must be 
evaluated. Modelling such a configurational space can be complicated by the fact that 
fractional occupancies are mapped onto a small crystal unit cell that does not possess 
enough lattice sites to accommodate the proposed site occupancies. Thus the unit cell 
size must be increased such that the configurational space is actually composed of a 
series of supercells, for which the set of commensurate structures with the specified 
partial occupancy can increase dramatically. In order to make the assessment of the 
configurational space tractable by computational modelling techniques there have been a 
number of strategies proposed to reduce the size of the set of structures that need to be 
evaluated. The Monte Carlo method constructs a smaller representative set of 
configurations for the total configurational space by randomly generating structures 
before accepting or rejecting structures according to the Metropolis algorithm. [118, 
119,120,121]  
However the SOD programs uses a symmetry-based approach to identify 
symmetrically equivalent configurations, that is configurations related by an isometric 
transformation defined by a symmetry operator of the parent lattice. In contrast to the 
selective sampling of structures via the Monte Carlo method this approach exhaustively 
enumerates all possibilities within a given supercell size. The SOD program reduces the 
total configurational space to a set of symmetry inequivalent configurations with a 
degeneracy corresponding to the number of times the configuration is ‘repeated’. This 
additional symmetry based degeneracy is included in the Boltzmann statistics such that 
the probability of an occurrence of a given independent configuration m, with energy Em 
and degeneracy Ωm for the symmetry-adapted Boltzmann ensemble can be described by 
eq.1 where Z is the partition function, R is the gas constant and T is the equilibrium 
temperature for the configuration. 
 𝑷𝒎 = 𝛀𝒎𝒁 𝒆!𝑬𝒎𝑹𝑻  (3.1) 
 
Since the methodology developed by Grau-Crespo et al16 was formally introduced in 
2007 the symmetry-adapted Boltzmann ensemble has been successfully applied to a 
range of important families of material.[122,123,124,125] Whilst there have been no publications 
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that solely focus on the application of SOD (or an equivalent code) for the reproduction 
of ssNMR parameters, in the last couple of years there have been a couple of 
complementary experimental and theoretical approaches that have included both 
GIPAW-DFT calculations and experimental ssNMR as part of the structural elucidation 
process.  
Laurencin et al126 used a more sophisticated supercell approach to investigate 
cationic disorder due to the incorporation of magnesium into hydroxyapatite. In the 
hydroxyapatite system magnesium had been postulated to occupy either of two calcium 
crystallographic positions (Ca(I) or Ca(II)). The structures were generated with different 
concentrations of magnesium to additionally investigate the possibility of clustering. In 
order to incorporate increasing concentrations of magnesium into the base structure 
supercells were created using the Site Occupancy Disorder (SOD)16 program and 
optimized using the classical General Utility Lattice Program (GULP)127 before the NMR 
parameters for the corresponding structures were calculated using the GIPAW-DFT 
approach. This approach seemed successful and by comparison with 25Mg and 43Ca NMR 
measurements it was shown that Mg substitutes preferentially into the Ca(II) positions, 
though the author acknowledges that the steep escalation in the size of the 
configurational space with supercell size mean that the problem became computationally 
prohibitive to run geometry optimizations for substituted structures so that a random 
five candidates were picked out of the thousands of possibilities for DFT treatment. 
However, the utility of this is limited by how well the classical potential in GULP 
matches the ab initio energy surface. 
An extensive study into the most effective aliovalent substitution to introduce 
lithium vacancies into the olivine (LiMgPO4) structure in order to generate Li ion 
conductivity used an ‘in-house’ code similar to SOD (SimDope.py) to generate 
symmetrically unique supercells for a given composition. A single aliovalent substitution 
was performed on a 2x2x2 supercell of LiMgPO4 such that Li
+ ions were removed to 
charge balance the structure.128 The structures were relaxed in the DFT code VASP and 
used to estimate the doping enthalpy and doping free energy. These results suggested 
that doping the olivine structure with In3+ was the most promising strategy. It is unclear 
exactly how many configurations were considered for each nuclei, however given the size 
of the supercell and that numerous concentrations of the aliovalent dopants were 
considered the number must have been substantial (>1000 per concentration per nuclei) 
and highly computationally expensive given that the structures were additionally relaxed 
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using the quantum mechanical VASP129 code. NMR calculations and MD simulations 
were undertaken on the undoped and lowest-energy Li31/32Mg31/32In1/32PO4 relaxed 
structure of the 1000 supercells in which a random distribution of 19 Mg2+ (15%) had 
been substituted for In3+, and 19 random Li+ ions have been removed. 
This subsequent exercise show that the while the In3+ dopants are effective at 
introducing vacancies the Li vacancies are more strongly bound to the dopant thereby 
partially inhibiting the conductivity of the lithium, consequently future applications of 
this material should work on mechanisms to separate the defects and dopant.  
The olivine-type LiCoPO4 structure is the basis for another multi-faceted 
experimental and computational investigation. The study shows that LiCoPO4, which is a 
strong candidate for use as a cathode battery material, undergoes phase changes during 
charging and discharging.130 
In this study the NMR and XRD measurements suggest that the unit cell of the 
LixCoPO4 intermediate phase must be an expansion of the original LiCoPO4 unit cell. Six 
supercells (2x1x1, 1x2x1, 1x1x2, 3x1x1, 1x3x1, 1x1x3) of this structure are generated and 
on the basis of the quantitative 2:1 ratio of the two resonances in the 31P spectrum it is 
concluded that only the 1x3x1 supercell with a Co2+ to Co3+ ratio of 2:1 is compatible 
with the experimental data. The SOD code was used to establish the number of 
inequivalent 1x3x1 supercells based on the aforementioned Co2+/Co3+ ratio if 4 of the 12 
Li atoms are removed from the structure consistent with a Li2/3 stoichiometry. This study 
attempts to bypass the computationally expensive DFT-based characterization of each of 
these supercells by using symmetry-based arguments from the interpretation of the 
ssNMR data to sift incompatible candidates from the set. This allows the reduction of 
the 32 potential configurations to a more tractable set of six candidate structures. 
Subsequent DFT calculations are used to calculate the energy of formation and 
demonstrate that all the Li2/3CoPO4 configurations are thermodynamically stable with 
respect to the two end member phases, but that the three most stable structures exist 
within an energy range of 5 meV per formula unit suggesting that more than one 
structure may be present at room temperature. Indeed it is shown that the structures can 
interconvert by Li ion hopping to adjacent Li sites thereby suggesting the structure 
contains a disordered Li sublattice.   
Despite the SOD programs ability to reduce the set of configurations that need 
to be considered, the number can still be substantial enough to make an accurate 
assessment of each configuration intractable via first-principle routes due to the 
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computational cost. This situation is generally resolved by employing interatomic 
potential functions as opposed to ab initio electronic structure methods so that 
computational cost is balanced against a lose of accuracy. For example in Ruiz-Salvador 
et al’s131 study on the aluminium distribution in the zeolite ZSM-5 the energies of a full 
set of >1000 configurations evaluated in SOD are successfully assessed using interatomic 
potentials for unit cells of ~300 atoms. However, this approach only works if good 
potentials exist for the system of interest. If this is not the case then the generation of 
new interatomic potentials can make this a more costly approach than the brute-force 
DFT method for small supercells. 
Rather than attempting to reduce the number of supercells that need to be 
considered to characterize a configurational space the special quasi-random structure 
(SQS)17 method selectively populates a supercell such that the short-ranged geometric 
correlation functions mimic that of a random alloy within a finite cell. As demonstrated 
by Zunger et al17 when introducing the SQS technique for an fcc symmetry the pair 
correlation functions for the first two fcc coordination shells for a infinite random alloy 
can be perfectly reproduced by as little as 8 atoms (with modest errors in subsequent 
shells). It is additionally shown that for a range of pseudobinary alloy semiconductors a 
single calculation on a large enough SQS structure reproduces the corresponding results 
from a full statistical mechanical simulation for mixing enthalpies and band gaps.  
Since its introduction there have been a number of independent verifications of 
the techniques validity in the context of random alloys. Hass et al132 compared the SQS 
approach to characterize the spectral function A(k, E), which represents the probability 
of finding an electron with zinc blende structure wave vector k and energy E, for the 
zinc-blende type Al0.5Ga0.5As alloy. In this study the author compared the SQS approach 
to the conventional random alloy coherent-potential approximation133 and recursion 
method applied to a randomly occupied supercell  (>2000 atoms) and concluded that for 
an SQS-8 structure the spectral features of the random alloy are reproduced within the 
accuracy with which these properties are known over a broad range of scattering 
strengths. Pezold et al134 assessed the accuracy of the SQS method across the entire 
concentration range of the Al-Ti random alloy for studying elastic properties against a 
randomly generated impurity distribution within the alloy matrix. Ten random 
distributions were considered for every impurity concentration and the supercell sizes 
were systematically increased from 2x2x2 (32 atoms) to 10x10x10 (4000 atoms) to 
establish a converged set of elastic constants (C11, C12, C44) to compare the SQS results 
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to. The study concludes that the single SQS structures evaluated at each concentration 
have accuracy comparable with a statistical sampling of the configurational space of 
3x3x3 (108 atoms, C44) and 4x4x4 (256 atoms C11, C12) fcc supercells. 
Though Zunger et al17 originally proposed the SQS method to study disorder in 
random alloys it has now been shown to accurately reproduce the properties of 
metals[135,136,137], semiconductors[138,139] and oxides[140,141,142]. The branching of the SQS 
approach into oxides has largely happened through investigations into ferroelectric 
materials. In a first principles study of the order-disorder transition in Ba(ZnxNb1-x)O3 
and of B-site ordering in Ba(MgxTa1-x)O3 the SQS approach is simply used to corroborate 
a cluster expansion’s ability to approximate the disordered state within the supercell. 
[143,141]  
An Ab initio study on the dielectric, piezoelectric and elastic properties of the 
perovskite-type BaTiO3/SrTiO3 ferroelectric superlattices employed the SQS method to 
model the disordered Ba0.5Sr0.5TiO3 solid solution so that the thermodynamic stability, 
which is characterized by the enthalpy of mixing, could be calculated.140 The structure of 
the disordered Ba0.5Sr0.5TiO3 solid solution was simulated with two quasirandom 
structures SQS-4 with rhombohedral and monoclinic unit cells constructed with the 
gensqs program of the Alloy Theoretic Automated Toolkit (ATAT)144 code. The paper 
compares the enthalpy of mixing with that calculated from DFT calculations on free-
standing and substrate-supported superlattices of mBaTiO3/nSrTiO3 (m/n superlattices) 
with m=n=1-4 showing that the shortest period superlattices have a smaller enthalpy of 
mixing than the disordered phase suggesting that the BaTiO3-SrTiO3 system is prone to 
superstructure ordering of the components.   
However it has been recognized that in some oxides the occupation of lattice 
sites is effectively random. Indeed Burton et al, showed that the B-site cation of the 
perovskite-type Pb(Mg1/3Nb2/3)O3 material converges to an SQS-type structure by using a 
cluster expansion Hamiltonian derived from total energy calculations.145 In this material 
this phenomenon is thought to arise because the short-range Pb-O interactions are 
strong enough to compete with the long-range coulomb interactions that generally 
dictate the ground state structure.  
The local structure of K0.5Na0.5NbO3 has been investigated using the SQS 
approach with DFT methods as the similarities between the Na and K cations mean it 
falls into this ‘random-distribution’ category.142 By comparing the computed pair 
distribution functions with those from neutron-diffraction data the accuracy of the SQS 
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structures are shown to capture the local structure patterns derived from a random 
distribution of K and Na on the perovskite A-site. This study used the ATAT144 to 
generate the SQS structures with the 1:1 K:Na ratio where the SQS structure was 
selected as the one with the minimum root-mean-square deviation from the random pair-
wise correlations out to a distance of 6a. Both the room temperature Pm and low-
temperature R3c phase were examined. The SQS method generates supercells based on 
an ideal perovskite lattice such that the distribution of K:Na atoms on the A-sublattice 
approaches statistical randomness, therefore an additional post-processing step was 
undertaken to initialize the structures to their Glazer tilt patterns: a+
- a+
- a+
- for R3c and 
a+
0b0c+
0 for Pm. These temperature dependent phases were optimized using the 
QUANTUM ESPRESSO146 software package under the symmetry constraints of the 
diffraction data. 
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4	  
APATITES – A SIMPLE CASE OF 
PARTIAL DISORDER 
4.1 Introduction  
The chapter reports a brief case study of the germanium-based apatite La7.5Ca2.5Ge6O25.75 
that exhibits partial occupancy type disorder in its rare earth metal crystallographic sites. 
In such systems, for a given volumetric slice of the crystal structure (e.g. a computational 
supercell) there are many possible structural realisations commensurate with 
experimentally measured fractional occupancies. In this work we assume these 
realisations to be independent of one another, which is an approximation, the severity of 
which decreases as increasingly large supercells are considered. An ideal treatment of 
such a system would consider every realisation individually so that the macroscopic bulk 
NMR properties can be derived via first principle DFT calculations by averaging across 
the results according to the distribution of these crystal structures in nature.  
We initially outline an enumerative approach to the simple partial occupancy 
disorder exhibited in La7.5Ca2.5Ge6O25.75 where the bulk spectra observed in an NMR 
experiment is approximated by weighting the contributions of each realization according 
to the Boltzmann distribution.  
However, in the majority of cases such a thorough treatment is prohibited by 
computational time and is likely to be inefficient. The number of configurations that one 
needs to consider in such an approach can be significantly reduced if one only considers 
symmetry-inequivalent crystallographic realisations. The Solid Occupancy Disorder 
(SOD)16 program is designed to reduce the configuration space to a subset of inquivalent 
structures with a corresponding degeneracy by sifting the realisations according to the 
crystal symmetry of the lattice. This is shown to produce results of equivalent accuracy to 
the aforementioned enumerative approach for the apatite under investigation.  
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From a broader perspective this material is one of a suite of Si -and Ge-based 
apatite compounds that are of interest as a potential oxide-ion electrolytes for use in solid 
oxide fuel cells (SOFC) that are able operate at intermediate temperatures (500-700°C). 
Such a development will allow the technology to be utilized in smaller scale applications 
thereby making this green technology much more accessible.  
The design of these apatite materials seeks to promote interstitial ion conduction 
by incorporating varying levels of oxide-ion excess.147 Thus these materials are highly 
disordered, possessing both fractional occupancy of lattice sites and local distortions due 
oxide-ion interstitials. Consequently understanding the local structural and conduction 
properties on the atomic scale is a challenge both computationally and experimentally.   
 
4.2 Computational Details 
All calculations were at completed using density functional theory (DFT) as implemented 
in the ab initio CASTEP94 code, which employs the Kohn-Sham DFT methodology using 
periodic plane-waves, under the ultrasoft pseudopotential approximation93.  The 
exchange-correlation energy was estimated using the generalized gradient approximation 
outlined by Perdew-Burke-Ernzerhof for solids (PBEsol)79. A basis set convergence of 
0.012mH per atom was achieved by sampling over the Brillouin zone using a 2x2x2 
Monkhorst-Pack grid with a cut-off energy of 800eV. Structural optimisations allowed 
the ionic positions to relax within the symmetry constraints of the crystal lattice, as 
specified by diffraction, to a force tolerance of 0.05 eV/Å using a maximum ionic 
displacement of 1×10-3 Å and total energy of 2×10-5 eV per atom. GIPAW–NMR 
calculations were completed with identical cut-off and k-point Monkhorst-Pack grids to 
the structural optimizations. The isotropic chemical shift 𝛿!"#  for each nucleus was 
calculated from the isotropic magnetic shielding 𝜎!"#  generated by GIPAW-CASTEP 
calculation using the relationship 𝛿!"# = −[𝜎!"# − 𝜎!"#] where 𝜎!"#  is the reference 
isotropic shielding against a bare atom. The reference isotropic shielding (𝜎!"# = 188.95 
ppm) was calculated using the room temperature phase of LaAlO3 (ISCD – 164506) 
using the same basis set convergence (0.012mH) as the original calculations in order to 
minimise the propagation of errors. 
Calculations were weighted by the relative total energies using the Boltzmann 
distribution where the total energy values were considered equal to the enthalpy, under 
the assumption that the lattice vibrational entropy was not significantly different between 
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structures and therefore its effects could be neglected (note that the lattice has been 
allowed to relax so that the internal and external (equal to zero) pressures were the same).  
The pNMRsim software was used to simulate the 17O experimental spectrum for 
each configuration where each 17O crystallographic site was considered independently so 
that the total lineshape was produced by a summation over the individual lineshapes. The 
pNMRsim software outputs a free induction decay (FID) that can be processed like the 
equivalent experimental signal. The simulations do not explicitly account for 
distributions in the NMR parameters. This was introduced artificially by applying 150 Hz 
of Gaussian apodization. 
 
4.3 Enumerative Approach  
The La7.5Ca2.5Ge6O25.75 structure is shown schematically in Figure 4.1 where it can be seen 
to be composed of with La6O2 units occupying channels within an La4(GeO4)6 
framework. The separate bonding motifs can be described by two unique 
crystallographic environments that are denoted La1 and La2 respectively for the purpose 
of discussion. According to diffraction-based studies both the La1 and La2 
crystallographic sites are partially occupied by calcium cations, though this substitutional 
disorder is predominantly associated with the La2 site: the La2 site is cited as possessing 
a fractional occupancy of 0.52 La and 0.48 Ca, while the La1 site is distributed according 
to 0.92 La and 0.08 Ca.  
 
Figure 4.1, structure of La7.5Ca2.5Ge6O25.75 with lanthanum lattice environments denoted as either 
La1 or La2.  
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In order to model the La7.5Ca2.5Ge6O25.75 structure approximate fractional occupancies 
were imposed upon the unit cell of 1.0 La and 0.0 Ca at the La1 lattice position and 0.5 
La 0.5 Ca at the La2 lattice site. Within the unit cell there are four La2 lattice sites so that 
realizations with two Ca2+ and two La2+ cations distributed across the La2 positions were 
commensurate with the approximate fractional occupancies. Simple combinatorial 
considerations show that this means there are six possible realizations ( !!!!!! = 6) of this 
substitutional disorder within the unit cell. 
The total energy for each of the six configurations (neglecting zero point energy and 
lattice vibrational entropy) relative to the lowest energy configuration is listed in Table 
4-1. These were used to estimate an associated probability (𝑃!) for each configuration 
according to eq. (4.1). 148 
 𝑷𝒊 = 𝒆!∆𝜺𝒊𝒌𝑻𝒆!∆𝜺𝒊𝒌𝑻𝒊 	  
 
(4.1)	  
 
where ∆𝜀! is the relative energy of a state 𝑖 occurring at a temperature 𝑇. 
 
Figure 4.2, structural diagrams for three of the six configurations to show the different 
permutations of calcium cation distribution across the La2 lattice sites commensurate with the 
approximate fractional occupancy. 
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The energetics suggests that the lattice favours maximal calcium cation separation, which 
is achieved by configurations 1 and 2. The energetically unfavourable configurations 5 
and 6 are arranged such that calcium occupies the next-nearest neighbour bonding 
sphere of other calcium cations, whereas in all other configurations the calcium is 
sufficiently dispersed that this bonding arrangement is never realized (see Figure 4.2). 
 
The solid-echo experimental 17O MAS NMR data acquired at 14.1 T for 
La7.5Ca2.5Ge6O25.75 is displayed in Figure 4.3. Dr Gregory Rees at the University of 
Warwick acquired this spectrum. According to the parent lattice there are four 
inequivalent oxygen sites in the unit cell: three are associated with the GeO4 tetrahedral 
framework and one occupying the channel. However, only a single resonance is observed 
at an apparent (uncorrected) chemical shift of ~ 170 ppm that is consistent with the 
oxide ions within the GeO4 unit. The absence of a resonance for the channel oxide ion is 
attributed to the poor oxide-ion conductivity of La7.5Ca2.5Ge6O25.75 inhibiting the 
17O 
exchange process.  
Table 4-1 Energy difference (ΔΕ) between structures relative to configuration 2 and the 
relative probability (𝐏) of configurations calculated from the relative energy at 0K. 
Configuration ∆E/ eV P/ % 
1 0.0013 0.423 
2 0.0000 0.445 
3 0.0491 0.066 
4 0.0491 0.066 
5 0.6615 0.000 
6 0.6615 0.000 
 
Figure 4.3, 17O MAS NMR data at 14.1 T with peak assignment for La7.5Ca2.5Ge6O25.75 
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The corresponding simulations based on the six realizations consistent with the 
fractional occupancies are shown in Figure 4.4. It is evident that there is excellent 
agreement between the line position and the assignment of the bulk GeO4 framework 
species. Moreover the simulated lineshape for configurations 5 and 6 demonstrates that 
these structures are not well represented in the crystal lattice, which agrees with the less 
favourable energetics reported for these structures.  
4.4 SOD Approach  
Additionally the SOD program was used to generate cells under the same fractional 
occupancy approximations outlined earlier. This showed that there was three 
inequivalent cells each with a degeneracy of 2. Indeed it can be seen in the relative 
probabilities reported in Table 4-1 and in the simulations of the six configurations (Figure 
4.4) that the configurations can be grouped into pairs (1 and 2, 3 and 4, 5 and 6), which 
corresponds to the equivalence of these structures. The weighted average for the 
 
Figure 4.4, Simulated 17O MAS NMR data displayed against the experimental lineshape for each 
of the six configurations commensurate the partial occupancy of the La2 site of the parent lattice.	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enumerative approach and the SOD approach are shown in Figure 4.5. Here the two 
approaches can be seen to produce comparable NMR spectra, thereby confirming the 
validity of the SOD approach in the context of NMR. However, the lineshapes of the 
isolated configurations shown in Figure 4.4 display the small shift separation between the 
different GeO4 framework environments whereas this fine detail is lost in the 
experimental spectra that is indicative of a distribution of nuclear environments. 
The approximation to the bulk NMR spectra by a weighted average across the 
configurations (shown in Figure 4.5) according to their estimated probabilities does not 
capture this distribution in nuclear sites. It was assumed in the approximation of the 
fractional occupancies outlined on the parent lattice that the La2 site would dominate the 
variation seen in the bulk NMR spectra as this offered the greatest opportunity for 
structural variation. However it appears that the additional partial occupancy at the La1 
site and the dilute oxide ion vacancy defect (a single oxygen anion for every four unit 
cell) that are not considered in these configurations are a necessary in order to fully 
represent the NMR spectra for La7.5Ca2.5Ge6O25.75. 
 
4.5 Conclusions  
This brief case study of La7.5Ca2.5Ge6O25.75 attempted to investigate partial occupancy type 
problems using the SOD approach in contrast with a more conventional enumerative 
approach. The SOD approach is shown to reduce the number of configurations that 
need to be considered without impinging negatively on the NMR spectra. However, it is 
 
Figure 4.5, 17O MAS NMR simulated spectra derived from a) a weighted average of six 
configurations from the enumerative approach b) a weighted average from the three inequivalent 
configurations according to the SOD approach.  	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shown that even for this comparatively simple Ge-based apatite that considering the 
partial occupancy at the La2 site alone was insufficient to fully account for the total 
lineshape observed experimentally and that in order to simulate the full distribution of 
nuclear sites a more thorough account of the partial occupancy is necessary. Considering 
the La1 partial occupancy alone would require expanding the configurations to supercells 
generated from a minimum of five unit cells, which in term would increase the number 
of configurations necessary to model the La2 partial occupancy to > 9000 inequivalent 
structures. Thus even for simple problems the scale of the computational task escalates 
rapidly with multiple cases of site occupation disorder.  
Furthermore the correct Boltzmann weighting should be taken in the 
thermodynamic limit (infinite cell size) and include contribution from both energetic and 
entropic (number of ways of arranging the defects). These factors act in opposite ways 
such that both increase with the number of atoms in roughly the same way according to 
Stirling’s approximation for N!.148 Accordingly taking the Boltzmann weight of a 
particular cell in the manner outlined in this chapter is an approximation and a further 
limitation of the methodology.  
In summary, when the combinatoric considerations are coupled with the 
observation that rounding occupancies to convenient numbers removes detail in the 
lineshape, it can be seen that this approach is only valid for very simple partial occupancy 
problems where such approximations are unnecessary. However, this suggests that in 
these cases that it may be possible to vastly reduce the configurational space that needs 
to be considered by generating the reduced configurational space using SOD and then 
‘sifting’ these structures according to their total energy. This can reduce the 
configurational space to structures that only make a large contribution to the total 
simulated spectrum via their Boltzmann weighting.  
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5	  
AB INITIO DFT CALCULATIONS ON 
THE Na1-xKxNbO3 SYSTEM 
5.1 Introduction  
Regulations in European communities that push for the creation of sustainable society 
will mandate the elimination of lead (Pb2+) from consumer items due to their volatility 
and toxicity in the coming years. High performance piezoelectric materials, in particular 
lead zirconium titanate (PZT), have been used extensively in electronic devices, actuators 
and sensors. The current political climate means that there has been a push to find 
alternative lead-free alternatives where the ferroelectric perovskites (K, Na)NbO3 have 
shown to be outstanding candidates.  
Owing to the potentially huge commercial implications for lead-free piezoelectric 
materials there has been extensive work undertaken on characterising these materials so 
that the structure-function relation can be understood and exploited to achieve the 
required levels of performance. In parallel to previous investigations on PZT, diffraction 
based studies have been used to search across the phase-diagram for key structural 
changes such as the morphotropic phase boundary observed in PZT at x = 0.52[149]. 
Solid-state NMR is considered an ideal complementary technique to diffraction-based 
studies due to its sensitivity to short-range order. In contrast to the long-range average 
atomic information garnered from diffraction, ssNMR provides a direct route to 
investigate the complex tilting distortions observed in the NbO6 octahedra where the 
quadrupolar coupling constant is strongly related to distortions in the nearest neighbour 
coordination sphere.150 In this regard the pairing of ssNMR techniques with GIPAW-
DFT based studies can hugely enhance links between structure and function.  
Indeed the room temperature solid-state NMR spectra reported in this 
investigation show that for key sodium potassium niobate (KxNa1-xNbO3) (KNN) 
compositions across the entire phase diagram, the ssNMR shows well defined tends in 
23Na NMR parameters. Sodium-rich compositions exhibit highly correlated 23Na 
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chemical shifts and quadrupolar parameter behaviour. Moreover there are distinctive 
increases in 93Nb quadrupolar coupling constants and a movement downfield of isotropic 
chemical shifts with increasing potassium content. 
Existing diffraction based structures for KNN display both atomic and positional 
disorder. Traditionally expensive supercells need to be constructed in order to 
accommodate for these factors making the computational requirements for these DFT 
calculations very large. Efficient alternative methods for the investigation of disorder via 
GIPAW-DFT are still being validated.  
For random alloys there are well-established approaches to treating disorder via 
first-principle calculations.[151,152,18] For partial occupancy problems in simple oxides it has 
been shown that chemically similar cations can mimic the distribution of cations in 
random alloys.[145,142] In this study we have exploited the relative chemical similarities 
between K and Na in an attempt to model the occupation of the A-site on the perovskite 
KNN structure as a random structure.  
The GIPAW-DFT NMR approach11 allows for the calculation of NMR 
parameters for extended periodic solids, although it is impossible to truly represent a 
random structure using a system with period boundary conditions. The cluster expansion 
method106 was first introduced to characterise binary metal alloys exhibiting partial 
occupancy disorder, but has been extended to a host of chemically diverse materials in 
recent times. Using special quasi-random Structures (SQS)17 it has been shown that one 
can avoid having to complete the highly intensive and computationally expensive cluster 
expansion method by generating structures that mimic ‘randomness’. Having proven to 
be relatively robust in the calculation of the energetics of an arbitrary disordered set of 
configurations it has been additionally used to calculate a number of other physical 
relevant properties like band gaps from a reduced set of calculations.[17,153]  
We choose to approximate the cation distribution using the special quasi-random 
structures (SQS) approach to explore the suitability of these SQS for modelling the 
complex KNN structure across its phase diagram. In this approach a set of supercells are 
generated on the basis that their short-ranged geometric correlations approximate that of 
a random alloy. Our predicted NMR results from these computations are validated 
against a set of GIPAW-DFT calculations undertaken on a structure derived from 
existing room temperature diffraction-based experiments at x = 0.3 on the KxNa1-xNbO3 
phase diagram using a conventional supercell approach.  
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5.2 Glazer notation  
Glazer notation154 is used throughout this chapter to describe the tilt system of the NbO6 
octahedra. In Glazer notation the tilt system is described by rotations of the BX6 
octahedra about three orthogonal Cartesian axes that are coincident with the three axes 
of the aristotype cubic unit cell. Tilting can be reduced into two categories: in-phase where 
the neighbouring octahedra tilt in the same direction and out of phase where the 
neighbouring octahedra tilt in opposite directions. These motifs are denoted by a 
negative or positive superscript respectively. A superscript of 0 signifies that no tilting is 
present about that axis. Additionally the relative magnitude of the rotations about a given 
axis is denoted by the use of letters a, b and c so that a-a-a- would denote equal out-of-
phase tilts about the x, y and z axes, where as a-b-c- implies unequal tilts about the x, y and 
z axes. For illustrative purposes Figure 5.1 demonstrates the Glazer notation for an in-
phase and out of phase tilt system along the c-axis for a general perovskite.  
 
 
 
 
 
 
 
 
 
 
Figure 5.1, pictorial representation of a) out of phase a0a0c- and b) in-phase a0a0c+ octahedral 
tilting along the c-axis. Diagram is adapted from Lufaso et al155.	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5.3 The KxNa1-xNbO3 Phase diagram 
 
The phase diagram of Sodium Potassium Niobate (KNN) as reported by Baker et al156 is 
shown in Figure 5.2. Moving across the phase diagram at room temperature from the 
low-potassium to high-potassium side we can observe three major changes in the crystal 
structure at x = 0.2, x = 0.4 and x = 0.5. Up to x = 0.4 the changes in the oxygen 
framework are second order in nature and comprise of changes to the tilt system; below 
x = 0.2 both in-phase and anti-phase tilts (plus and minus in Glazer notation) are 
observed, in the interval 0.2 < x < 0.4 only in-phase tilts are observed and beyond x = 
0.4 the tilting patterns disappear. At x = 0.5 a first-order phase transition with 
composition is reported from the monoclinic structure with space group Pm to an 
orthorhombic structure with space group Amm2. 
 
5.4 Solid-state NMR measurements on the KxNa1-xNbO3 system 
Solid-state NMR measurements were acquired by John Hanna at the University of 
Warwick under ambient conditions for a set of key compositions across the phase 
diagram (x= 0.1, 0.18, 0.26, 0.4, 0.5, 0.7 and 0.9). For each composition a 23Na 3Q-MAS 
experiment was used to characterise the 23Na nuclear environments. A numerical 
inversion procedure was applied to 23Na 3Q-MAS spectra in order to reconstruct the 
 
Figure 5.2, Phase diagram for KNN taken from Baker et al156 where the octahedral tilting  
oxygen tilting is denoted by Glazer superscripts157 (subscripts refer to cation displacements158) 
Each phase Dotted lines represent change in tilt system, and phases.	  
 
Careful analysis of powder x-ray and neutron data in the
x=0.5 region also show a coexistence of monoclinic and
orthorhombic phases, indicated by humps on the left side of
the 020 peaks. This is indicative of a first ord r phas chang
with composition.
Figure 5 brings together and summarizes all of the ex-
perimental results mentioned in this paper and previous stud-
ies !Tabl I" to produce an updated phase diagram for KNN.
There is a phase transition which is observed to be first order
at x=0.5, although the structural change is very small com-
pared to that in PZT. The only other structural change as a
function of composition at room temperature is at x=0.2
where a second order phase change in the tilt system is
noted, and at x=0.4 where the tilts disappear. Care should be
taken when referring to these regions as MPBs, as the nature
of them differs greatly from that of PZT !although no work
has been performed to study possible nanodomains". The x
=0.2 region should be investigated further to establish
whether the change in tilt system, and thus, the rearrange-
ment of the oxygen octahedral framework, yields an increase
in the dielectric and piezoelectric properties.
The Oxford Diffraction Gemini CCD diffractometer
used in this research was obtained through the Science City
Advanced Materials project: Creating and Characterizing
Next generation Advanced Materials, with support from Ad-
vantage West Midlands !AWM" and part funded by the Eu-
ropean Regional Development Fund !ERDF".
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aZhang et al. !Ref. 22".
bX-ray data !in preparation".
cBaker et al. !Ref. 17".
dNeutron data from HRPD !ISIS, Oxford".
eNeutron data from D2B !ILL, Grenoble".
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distribution 𝑃(𝛿!"# ,𝐶! , 𝜂!) from the 2D data. As 2D datasets for disordered materials 
are relatively featureless, an assumption (𝜂! = 0.5)  is made about the asymmetry 
parameter 𝜂! to facilitate the extraction of 𝑃(𝛿!"# ,𝐶!). The corresponding MQ-MAS 
and inversion MQ-MAS NMR datasets for all the investigated samples are shown in 
Figure 5.3. 
For the structurally ordered NaNbO3 it can be seen that the 3Q-MAS data 
produces tightly defined contours that translate into well-defined 𝛿!"!/𝑃! . In contrast 
the analogous data for K0.18Na0.82NbO3 yield a comparatively broad, asymmetric 
resonance with diffuse contours, which is consistent with a disordered system. The 
corresponding inversion for the K0.18Na0.82NbO3 spectrum provides less clearly defined 
solutions for 𝛿!"#/𝐶! and is unable to delineate isolated crystallographic environments. 
Nonetheless it is useful because it describes the characteristic distribution of EFG and 
CS parameters.  
The orientation of the distribution of 𝛿!"#/𝐶! environments in the inversion 
plots indicates whether these parameters are correlated. For the samples investigated 
with compositions in the concentration range x = 0.18 – 0.4 the 𝛿!"#/𝐶! parameters are 
clearly highly correlated, which are coupled with a general trend of decreasing 𝐶! and an 
upfield shift in 𝛿!"# with increasing x.  
 
 — 71 — 
 
 
Figure 5.3, 3QMAS data and inversion data for NaNbO3 and various compositions of KxNa1-
xNbO3. The spectra are arranged so that the potassium concentration increases from left to right. 
For all samples the inversion data is the arrayed below its corresponding 3Q-MAS spectrum. 
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Thus, the key displacive changes in the tilting patterns with increasing 
potassium content are being described by the high-correlated inversion data. As the 
sodium content decreases beyond x = 0.4, 𝛿!"#/𝐶! distributions are increasingly well 
defined consistent with the increasing tendency towards an ordered crystalline structure.   
Additional ssNMR measurements were undertaken on 93Nb. For the purpose 
of this investigation only the trends in average isotropic chemical shift 𝛿!"#  and 
quadrupolar coupling constant 𝐶!  are displayed (see Figure 5.4). 
In the KNN system the 93Nb occupy NbO6 octahedral bonding arrangements. In an 
ideal octahedral coordination in which only the nearest coordinating atoms are 
considered (these generally contributed most significantly to the electric field gradient) 
there would be no EFG and therefore the no quadrupolar interaction. Therefore 
deviations from the ideal octahedral arrangement are described by increasingly large 
quadrupolar coupling constants. The trend in quadrupolar coupling constants shows a 
general increase with potassium content. 
 
5.5 Preliminary investigations using CASTEP 
The SQS method generates structures based on the selective occupation of lattice sites 
by Na or K atoms that mimic, for a finite number of sites, the correlation functions of an 
 
Figure 5.4, 93Nb 𝛅𝐢𝐬𝐨  and 𝐂𝐐  experimental values for various compositions of KxNa1-xNbO3. 
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infinite substitutional random alloy. The template structure used for our study is the ideal 
ABO3 perovskite lattice. Therefore detailed nuclei specific information such as bond 
angles or lengths is absent from such a template statistical description. This system 
dependent information is introduced by the use of a first principle code (CASTEP94 in 
this instance) via geometry optimization. It is therefore vital that the first principles code 
is able to accurately represent the systems so that the physical properties of the SQS 
structures are well represented.  
As structural parameters are of vital interest to this study a preliminary 
investigation was undertaken on both the end members of KNN and at the point x = 0.3 
within the phase diagram. For all these points of the phase diagram, there exists high 
quality diffraction data for the room temperature phases. There is little dispute 
concerning the orthorhombic structure of KNbO3 (space group Amm2)
159. In contrast 
NaNbO3 has been the subject to substantial discussion over many years
[160,161,162]. At room 
temperature the orthorhombic unit cell with space group Pbcm is generally accepted160, 
though some authors have suggested the alternative Pbma. Additionally Ashbrook et al102 
have shown that a low temperature synthetic route for NaNbO3 produced a mixed phase 
sample of Pbcm and a second polymorph P21ma. The room temperature structure of 
K0.3Na0.7NbO3 (space group P1m1) has been establish in a study by Baker et al
156 and 
shown to possess partial occupancy in both of its two sodium crystallographic sites.  
 
5.5.1 Comparison of the default pseudopotentials in CASTEP  
A recent publication by Lejaeghere, et al. 163 provided error estimates for solid-state DFT 
predictions across numerous codes by evaluating ground-state elemental crystals across 
the periodic table (in which Na, K, Nb and O were all considered). The spread in 
predictions from two distinct DFT implementations can be conveniently assessed by the 
Δ-value that is simply a single number. Formally the Δ-value corresponds to the root-
mean-square energy difference between the equations of state of the two codes, averaged 
over all crystals in a purely elemental benchmark set. The variation in the Δ-value OTFG 
CASTEP 7 Na, K, Nb and O strings and the equivalent CASTEP 8 strings in the PBE 
formalism compared to the all-electron WIEN2k code with LAPW/APW+lo basis are 
summarized in Table 5-1. 
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It can be observed that the Δ-values describe a systematic improvement between the two 
libraries. In section 5.8 the accuracy of the Nb psuedopotential is cited as a possible 
origin for difference between some of the theoretical and experimental results, therefore 
the Nb OTF generation string for its CASTEP 7 and CASTEP 8 definitions respectively 
are listed below with a brief discussion hereafter.  
 
Nb  3|2.2|2.2|1|7.7|8.8|10|40U=-2.145:50U=-0.145:41U=-1.27U=+0.25:42U=-0.1U=+0[] 
Nb  3|1.6|8|11|14|40U:50:41:42(qc=6) 
 
Both the pseudopotential strings employ the same definition for the valence electrons for 
Nb (4s2 4p6 4d4 5s1). The long string corresponding to the CASTEP OTFG Material 
Studio pseudopotential sets values for the matching radius for the local channel, non-
local channels, and augmentation functions, whereas the shorter string uses a single 
number that is used for the local and non-local channels (the augmentation function 
radius will be taken as 0.7 multiplied by this value). As the shorter string has a smaller 
matching radius it is a harder pseudopotential (will need more planewaves). Additionally 
the longer pseudopotential string explicitly sets the energy of each projector, which is 
based on the Accelrys’ desire to get their OTFG generator to reproduce their legacy 
pseudopotentials rather than being physically motivated.  
 
5.5.2 Default pseudopotentials in CASTEP 7 
As a brief aside it is worth commenting on the initial problems encountered with 
modelling these niobate systems. The introductory calculations used to characterise the 
NaNbO3 and KNbO3 systems were performed using density functional theory (DFT) as 
implemented in CASTEP 7. Previous NMR motivated DFT studies of related niobate 
Table 5-1 Difference in Δ-values for the CASTEP OTFG Material Studio pseudopotential strings in 
CASTEP 7 and the default OTFG library in CASTEP 8 as compared to WIEN2k. Values are taken from 
ref -  
  
CASTEP 8 CASTEP 7 
Δ-value/ meV/atom  Δ-value/ meV/atom 
Na 0.44 0.32 
K 0.12 0.40 
Nb 0.30 1.66 
O 1.17 9.51 
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structures suggested that the Perdew-Burke-Ernzerhof (PBE)78 generalised gradient 
approximation (GGA) where the core-valence interactions were approximated by default 
ultrasoft pseudopotentials were sufficient to achieve good agreement between 
experiment and theoretical results.103  
This setup was taken as the starting point for the assessment of the accuracy of 
the DFT approach for predicting NMR parameters. However, structural optimisations 
under this setup showed limited agreement with experimental values in almost all cases, 
as emphasised by the relevant NMR parameters displayed in Table 5.2 and Table 5.3 for 
the NaNbO3 structure (ICSD – 89317) calculated with various levels of constraint on the 
unit cell: ‘Fixed lattice’ describes optimisation where the ionic positions are relaxed within 
constrained lattice parameters under the point symmetry indicated by the diffraction 
data, ‘Unconstrained lattice’ relaxes this lattice constraint, while ‘fixed volume’ allows both the 
lattice and atomic positions to vary within the confines of the crystal point symmetry 
under the restriction of a fixed unit cell volume and ‘full relaxation’ describes unrestricted 
relaxation.  
Table 5-2 Calculated 93Nb NMR parameters for NaNbO3 using various methods of geometry 
optimization in CASTEP 7 using the default pseudopotentials and the PBE functional in 
comparison to the experimental values. All δiso values are referenced according to ref-164 
Experimental – 93Nb δiso(MAS) CQ η 
 -1078 19.5 0.7 
CASTEP - 93Nb    
Relaxation method δiso(MAS) CQ η 
Fixed lattice -987.73 19.40 0.51 
Unconstrained lattice -977.26 37.73 0.71 
Fixed Volume -984.24 22.24 0.82 
Full relaxation (no symmetry) -977.40 25.30 0.95 
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The preliminary NMR-CASTEP results for NaNbO3 show that more degrees of 
freedom in the relaxation process tend to distort the structure from that observed in 
nature. Hanna et al103 have observed this non-physical relaxation of niobate structures 
using CASTEP with early versions Na, Nb and O on-the-fly (OTF) pseudopotentials 
provided by the Accelrys company. The release of CASTEP 8 with a new suite of 
pseudopotentials coincided with the identification of this problem. Figure 5.5 shows that 
relaxation of the SQS generated structures (to be discussed further later in the chapter) 
using the default CASTEP 7 pseudopotentials leads to a non-physical expansion of the 
unit cell in all directions that is reflected in the NMR parameters, whereas the improved 
ultrasoft Vanderbilt pseudopotentials93 in CASTEP 8 reproduce the experimental trend 
to a much higher level of accuracy.  
 
 
 
 
 
 
 
 
Table 5-3 Calculated 23Na NMR parameters for NaNbO3 using various methods of geometry 
optimization in CASTEP 7 using the default pseudopotentials and the PBE functional in 
comparison to experimental values. 
Experimental – 23Na Site δiso(MAS) PQ 
  
 
1 -0.6 2.2 
  
 
2 -4.2 1.2 
  CASTEP - 23Na 
     Relaxation method Site δiso PQ CQ η 
Fixed lattice 1 2.49 2.81 2.8 0.15 
 
2 -2.19 1.13 1.07 0.57 
Unconstrained lattice 1 -1.9 2.44 2.43 0.13 
 
2 -6.1 1.00 0.96 0.49 
Fixed Volume 1 3.31 2.93 2.92 0.15 
 
2 -1.61 1.18 1.11 0.62 
Full relaxation (no symmetry) 1 3.31 2.44 2.43 0.13 
 
2 -1.61 1.00 0.96 0.49 
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5.5.3 Default pseudopotentials in CASTEP 8 
For all structures the ionic positions were relaxed using the CASTEP 8 code with an 
unconstrained lattice in order to assess the robustness of this approach. Structural .cif 
files were taken from the Inorganic Crystal Structure Database (ICSD) with the relevant 
collection codes provided in Table 5-4. 
The default Ultrasoft Vanderbilt93 CASTEP8 pseudopotentials were employed with the 
exchange and correlation potentials calculated using the generalized gradient 
approximation (GGA) in the parameterization of the Perdew-Burke-Ernzerhof 
functional developed for solids (PBEsol)79. All geometry optimization calculations were 
 
Figure 5.5, volume per atom of the NaNbO3, KNbO3 and SQS supercells relaxed using the 
default pseudopotentials in CASTEP 7 and CASTEP 8 plotted against the available room 
temperature experimental values. 
Table 5-4 The reported niobate structures with ICSD codes and space groups 
Structure ICSD code  Space Group 
NaNbO3 247310 Pbcm 
  247312 Pbcm 
  247311 P21ma 
  97669 Pbma 
KNbO3 9533 Amm2 
K0.3Na0.7NbO3 173740 P1m1 
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performed with a cut-off energy of 700 eV with k-point Monkhorst-Pack grids of 4x3x2 
for the Pbcm structures, 3x2x4 for Pbma and 3x3x4 for P21ma to sample the Brillouin 
zone. 
Additionally NMR parameters were calculated within periodic boundary 
conditions and the pseudopotential approximation using the GIPAW11 to compute the 
chemical shielding tensor and PAW100 methods to compute the EFG tensor. For all 
NMR calculations the cut-off energy was increased to 800 eV to ensure the accuracy of 
the all-electron construction.  
 
5.5.4 Calibrating the chemical shifts for 23Na and 93Nb 
NMR experiments are referenced according to the known shift of another compound, 
whereas CASTEP calculations output the chemical shielding compared to a bare nucleus. 
In order to convert the isotropic shielding 𝜎!"#  to the experimentally observable 
isotropic chemical shift 𝛿!"#  a reference isotropic shielding 𝜎!"#  is used: 
 
 𝜹𝒊𝒔𝒐 = − 𝝈𝒊𝒔𝒐 − 𝝈𝒓𝒆𝒇  ( 5.1 ) 
 
The obvious solution would be to run an NMR calculation on the same reference as the 
experiment at the same level of accuracy of the original calculation(s) to determine 𝜎!"# ; 
however there are numerous cases where the shielding-shift correlation plots for 
GIPAW NMR calculations diverge from the ideal gradient of -1. From a calculation 
perspective the type of bonding in the system of interest should be reflected in the 
reference sample in order to achieve an accurate calibration of the isotropic chemical 
shift. As such 𝜎!"# has been calibrated against the different polymorphs of NaNbO3 for 
both 23Na and 93Nb to produce reference shielding of 𝜎!"#(23Na) = 562.35 ppm and 𝜎!"#(93Nb) = -642.335 ppm as shown in Table 5-5 and Table 5-6. 
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5.6 Validation of the approach  
In order to test the suitability of the reference shielding values 𝜎!"#  calculated from 
the different polymoprhs of NaNbO3 reported in the literature and to assess the expected 
accuracy of the GIPAW-NMR calculation a further set of calculations were undertaken 
on KNbO3 and K0.3Na0.7NbO3. The investigation of K0.3Na0.7NbO3 will also act as a direct 
point of comparison for the accuracy of the SQS structures that are discussed later in this 
chapter.  
 
5.6.1 KNbO3 
For KNbO3 the structure an identical setup was used to the NaNbO3 calculations except 
that a k-point Monkhorst-Pack grid of 6x4x4 was employed for all calculations. The 
results of the GIPAW-NMR results after geometry optimization under the constraint of 
Table 5-5. Experimental δ
iso
 values for two different polymorphs of NaNbO3 taken from 
Johnston et al165 with calculated σiso values used to generate σref(23Na) 
23Na 
     Experimental Site δiso(ppm) CASTEP σiso(ppm) σref(ppm) 
Pbcm Na1 −0.5(5) ICSD - 247312 562.46 561.96 
 
Na2 −4.2(5) 
 
566.20 562.00 
 
Na1 −0.5(5) ICSD - 247310 562.77 562.27 
 
Na2 −4.2(5) 
 
566.49 562.29 
P21ma Na1 −1.4(5) ICSD - 247311 564.02 562.62 
  Na2 −5.1(5)   568.04 562.94 
    
AVERAGE (σref) 562.35 
 
 
 
Table 5-6 Experimental δ
iso
 values for Pbcm polymorphs of NaNbO3 taken from Johnston et 
al150 with calculated σiso values used to generate σref(93Nb) (note P21ma is excluded because no 
93Nb ssNMR values have been reported for this structure) 
93Nb 
     Experimental Site δiso(ppm) CASTEP σiso(ppm) σref(ppm) 
Pbcm Nb1 −1078.3(5) ICSD - 247312 435.47 -642.83 
      ICSD - 247310 436.46 -641.84 
    
AVERAGE (σref) -642.34 
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the diffraction-based point symmetry without lattice restrictions are summarized in Table 
5-7.  
The CASTEP-NMR 93Nb results for KNbO3 fall within the reported experimental error 
and therefore supports both the calibration of 𝜎!"#(93Nb) and this DFT approach.  
 
5.1.1.1 K0.3Na0.7NbO3 
In order to characterize the NMR parameters for K0.3Na0.7NbO3 a more involved 
methodology had to be incorporated to accommodate the cation partial occupancy 
exhibited by the K0.3Na0.7NbO3 structure. The SOD
16 program was employed to create a 
set of representative 2x5x1 supercell configurations that were compatible with the 
fractional occupancy reported on the Na1 and Na2 sites. The process produced 64 
inequivalent supercells of 100 atoms. These were geometry optimized using relatively 
cheap constraints (cut-off 600 eV with k-point Monkhorst-Pack grids of 1x1x2) to 
identify the energetically relevant structures from the configurational space.  
Accounting for the degeneracy of configurations as calculated by SOD a relative 
probability based on the total energies (at 0 K) was assigned to each supercell according 
to the Boltzmann distribution. This suggested that 8 structures were able to capture 
~95% of the probability distribution. This subset of energetically relevant structures 
underwent higher-accuracy geometry optimizations (700eV with k-point Monkhorst-
Pack grids of 2x1x3) where the maximum force on any atom was lowered to 1×10!! 
eV/Å. 
Interestingly all of the low energy structures show a tendency to potassium 
clustering on the (010) plane. This effect is most prominent in the lowest energy 
supercell as shown in Figure 5.6. 
Table 5-7 Experimental δ
iso
 , CQ , η values for KNbO3 taken from Hanna et al103 with 
corresponding CASTEP 8 calculated values. The isotropic chemical shift was calibrated using 
σref(93Nb) = -642.34 ppm 
KNbO3 δiso(MAS) CQ η 
Experimental -1019.0 22.99 0.822 
CASTEP 8 -1019.7 22.59 0.710 
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Based on the relative energetics, the lowest energy supercell would be expected to 
dominate the bulk properties of the K0.3Na0.7NbO3 structure as it represents ~80% of the 
probability distribution: the relative energy between the two lowest energy structures is 
approximately 0.087eV, which exceeds the thermal range at room temperature (~ 
0.0257eV).  
In order to compare these results with the corresponding experimental 23Na 
NMR data sets, MQMAS-inversion correlation plots of 𝛿!"#  against 𝐶! were created for 
the 8 low-energy structures. These are shown in Figure 5.7.  
The linear distribution of the data points indicates that all eight of the supercells 
display highly correlated 23Na chemical shifts and quadrupolar parameter behaviour. It is 
evident that the dispersion around this correlated behaviour is associated with the 
distribution of the potassium environments. This is consistent with observations on 
K0.5Na0.5NbO3 that have shown that the phase and symmetry of are most strongly 
correlated with the local, nearest-neighbour Na-O interactions as these dictate the 
polarization direction.142 
 
Figure 5.6, the lowest and highest energy supercells of K0.3Na0.7NbO3. Na cations are in yellow, 
K cations are in purple, niobium cations are in green and oxygen anions are in red. The lower 
energy structures show a tendency for K cations to order along the (010) plane. 
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The lowest energy structures and highest energy structure are overlaid with the 
experimental data acquired for K0.26Na0.74NbO3, as this was the closest composition to the 
available diffraction structure (see Figure 5.8). According to the phase diagram this 
composition should have the same structural motifs as K0.3Na0.7NbO3 as the second-
order phase changes in the tilting patterns at room temperature are predicted at x = 0.2 
and x =0.4.  
 
 
 
 
 
 
Figure 5.7, 23Na MQMAS-inversion plots of 𝛅𝐢𝐬𝐨  against 𝐂𝐐for the 8 lowest energy supercells of 
K0.3Na0.7NbO3. The lowest energy configuration is labelled in red, while those labelled in orange 
of lower energy, but still considered significant.    
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Whilst a thorough investigation should consider supercells of different lattice 
dimensions, from this investigation it is clear that CASTEP 8 is able to capture the fine 
structural detail in these samples. The lattice sites associated with the more deshielded 𝛿!"# and larger 𝐶! parameters can be correlated with 23Na cations surrounded by sodium 
cations in the next-nearest neighbour bonding sphere, whereas the most shielded  𝛿!"# 
and smaller 𝐶!  parameters are connected with potassium cations in the next-nearest 
neighbour bonding spheres. Between these two extremes the correlated behaviour 
originates from changes in the number of Na+ cations in the next nearest neighbour 
bonding sphere. Thus, it is only for configurations with clustering of the K+/Na+ cations 
that the full range of 𝛿!"# and 𝐶! values can be realised. 
NMR-CASTEP exhibits excellent predictive capabilities for the 23Na 𝛿!"# and 𝐶! 
parameters, which additionally confirms the suitability of the calibrated reference shift 𝜎!"#(23Na). The degree of correlation between the 𝛿!"# and 𝐶! parameters is worst for 
the highest energy structure (and therefore least likely). In this structure the K cations are 
more dispersed throughout the lattice. The ionic radius for the K cation is comparatively 
much larger in comparison to the Na cation. This stepwise change in ionic radii between 
Na and K means that the structure is less able to accommodate the complex tilting 
        
Figure 5.8, 23Na MQMAS-inversion plots of 𝛅𝐢𝐬𝐨  against 𝐂𝐐for the 3 lowest energy supercells 
and the highest energy configuration of K0.3Na0.7NbO3 overlaid on the K0.26Na0.74NbO3 
experimental data.  The lowest energy configuration is labelled in red, those that are energetically 
relevant but not the lowest are in orange and highest energy is in blue. 
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motifs. Whilst tilting is still a characteristic feature of the high-energy structure it is 
comparatively weaker due to the limiting influence of the K cations. This structural motif 
is reflected in the distribution of the 𝛿!"# and 𝐶! parameters that display a much smaller 
range of variation. In contrast the highest energy KNN structure shows the greatest 
tendency towards a planar arrangement of K cations. In this configuration the influence 
of the K cations is minimized, enabling the structure to accommodate more extensive 
octahedral tilting distortions. 
The 93Nb solid-echo spectrum of the K0.26Na0.74NbO3 sample has an asymmetric 
lineshape that tails off towards lower frequencies (see Figure 5.9). This occurs when a 
distribution of quadrupolar dominated local environments are convoluted with a powder 
lineshape. Though this appears a generic lineshape its exact form is dependent on the 
distribution of the local environments, which is not known a priori and therefore the 
lineshapes can be difficult to model. In these situations it is common to parameterize the 
lineshape in terms of an average isotropic chemical shift 𝛿!"#  and quadrupolar coupling 
constant 𝐶! . These key experimental values are compared against the computed values 
for all eight of the low energy supercells in Table 5-8. 
 
 
 
 
 
 
Figure 5.9, 93Nb solid-echo spectrum for K0.26Na0.74NbO3 
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Particular attention is drawn to the excellent agreement between the computed and 
measured values of the mean quadrupolar coupling for the low energy structures. The 
high-energy structure shows the largest error, which would further corroborate the 
conclusions from the 23Na data.  
However there are only modest correlations between the calculated and 
experimental 𝛿!"#  values where there is a consistent difference of ~ 40 ppm. Hanna et 
al103 reported DFT approaches for 93Nb NMR parameter calculation. In this study 13 
separate niobate systems are investigated using CASTEP. The experimental data is 
plotted against the calculated parameters to obtain correlation coefficients (𝑅!). A 
relatively poor correlation coefficient of 𝑅! = 0.784 for the chemical shift relationship 𝛿!"# is reported and errors of > 40 ppm are observed for around half of the 13 systems 
under investigation.   
It is possible that this represents a systematic deficiency in the description of the 
heavy 93Nb nucleus. For heavy nuclei it has been shown that relativistic descriptions are 
required in order to compensate for the all-electronic characteristics at the nucleus where 
the strong nuclear potential means that the electrons possess a large angular momentum 
leading to velocities that approach the speed of light. Yates et al166 have demonstrated 
that the zero-order regular approximation (ZORA) implemented in CASTEP, which is a 
Table 5-8 Experimental <δ
iso
>,<CQ> values for K0.26Na0.74NbO3 (closest experimental 
composition to K0.3Na0.7NbO3 ) listed against the corresponding values for the low energy 
supercells (lowest energy is labelled in red) and the highest energy supercell (blue). 
  <δiso>/ppm <CQ>/MHz  
Experimental -1066 21.8 
Configuration <δiso>/ppm < CQ >/MHz 
1 -1016.5 21.8 
2 -1017.3 21.5 
3 -1016.1 21.8 
4 -1016.5 21.1 
5 -1016.7 21.2 
6 -1016.4 21.5 
7 -1017.2 21.2 
8 -1016.7 21.8 
9 -1017.31 20.3 
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scalar relativistic correction for the core electrons, is successful with the pseudopotential 
approach for many nuclei. However, the deficiencies observed here, and in prior studies, 
suggest that a fully relativistic description could be required to accurately describe the 
influence of the 93Nb valence states on the chemical shift.   
 
5.7 Preliminary investigations into characterizing the KNN Phase 
diagram using special quasi-random structures 
With the introduction of the GIPAW method it is now common practice within the field 
of NMR crystallography to complete a set of electric field gradients and NMR chemical 
shift calculations from the putative crystal structures to aid the interpretation of 
experimental datasets. However for disordered structures like KNN modelling the partial 
occupancy via conventional supercell techniques are prohibitively computationally 
expensive if numerous points across the phase diagram are to be considered.  
The SQS approach is a potential computationally cheaper alternative to the 
conventional supercell method. In order to assess the suitability of SQS structures for 
characterising the KNN system, we attempt to reproduce the experimentally observed 
ssNMR correlations described previously. 
Here we attempt approximate the disordered state by the use of special quasi-
random structures (SQS). For a given number of crystallographic sites this approach 
maps the best possible approximation to a disordered state onto a supercell where the 
quality of the approximation is based on the correspondence of the lattice correlation 
functions correlations to those of the disordered state.     
 
 
 
 
 
 
 
 
 
 
 
 
 — 87 — 
5.7.1 SQS structure generation 
Specifically a custom code written by Dr Zhe Liu was used to distribute Na/K 
cations for a given concentration across the A-site of an ideal fcc perovskite (see Figure 
5.10) such that their radial correlation functions mimic those of a random alloy up to the 
6-body term. The correlations were generated for a finite number of lattice sites, 
therefore designing N-atom periodic structures. The finite number of lattice sites 
required to accurately represent a random structure was increased to minimize the 
difference in correlation functions for each concentration thereby generating supercells 
between 60-100 atoms of various unit cell shapes. The maximal errors in the subsequent 
correlation functions in comparison with an infinite perfectly random alloy are shown in 
Table 5-9. 
 Particular emphasis was placed on attempting to minimize the most significant 
first and second neighbour correlation functions. It is only for the x = 0.25, x = 0.33 
structures that significant divergence is observed in the second-nearest neighbour term. 
For these structures it was only for prohibitively large supercells that the second-nearest 
neighbour correlation could be reduced significantly. In order to sample concentrations 
over x = 0.5 it is sufficient to use the SQS generated structures except that the potassium 
and sodium sites are inverted.  
 
 
 
 
 
 
Figure 5.10, ideal ABO3 perovskite lattice. SQS structures are generated by distributing Na/K on 
the A-lattice site. 
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5.7.2 Optimizing the SQS structures 
The generated SQS structures reflect a statistical distribution of K and Na over the A-
Site of an undistorted cubic lattice, whereas in reality this symmetry is reduced to 
orthorhombic and monoclinic depending on the potassium content of the structure.  
In order to convert the SQS structures from this non-physical situation to a 
plausible representation of the KNN structure, geometry optimisations were undertaken 
on all the structures using CASTEP 8. In order to allow the structures to adopt a 
structure consistent with the ions present in the supercells the lattice was left 
unconstrained.  
Default parameters for convergence of the geometry relaxation were used 
(maximum force of 0.05 eV/Angstrom on any atom, maximum stress tensor component 
of 0.1 Gpa and a maximum change in energy of 2X10-5eV per optimization step) in both 
optimization strategies. Under these conditions the supercells converge on a lattice cell 
volume that looks to be within error of the experimental value (see Figure 5.11) for the 
four experimental data points.  
Table 5-9 The largest error values of the mth-neighbour pair-correlation functions as obtained 
in SQS in comparison with a perfectly random alloy <Πk, m>=(2x-1)k 
 
  1-Body 2-Body 3-Body 4-Body 5-Body 6-Body 
x Structure code Error in correlation functions  
0.1 1477390 0 0.093 0.112 0.124 -0.189 0.305 
0.1 1632673 0 0.093 -0.121 -0.143 0.144 -0.162 
0.125 97635 0 0.063 -0.063 0.125 -0.159 0.280 
0.2 1549394 0 0.140 0.149 0.204 0.028 -0.097 
0.2 1602847 0 -0.110 0.183 -0.130 0.078 -0.047 
0.2 1715711 0 -0.160 -0.217 -0.146 -0.072 -0.097 
0.25 80178 0 0.750 0.625 0.188 0.156 -0.266 
0.25 80269 0 0.750 0.625 0.438 -0.219 0.234 
0.33 620 0 0.593 -0.296 0.395 0.115 -0.224 
0.33 639 0 0.889 -0.296 0.395 0.115 -0.224 
0.33 653 0 -0.296 -0.296 0.395 0.115 -0.224 
0.4 910622 0 -0.440 0.208 0.232 0.200 -0.067 
0.4 1067792 0 -0.240 -0.325 0.232 -0.150 0.150 
0.4 1709526 0 0.427 0.208 -0.402 0.150 0.150 
0.5 84466 0 0.333 0 -0.333 0 0 
0.5 92929 0 0.333 0 -0.333 0 0 
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However under such conditions the ideal lattice symmetry remains unbroken (even if the 
point symmetry is unconstrained during relaxation), that is the characteristic tilting of the 
sodium-rich side of the phase diagram is ill defined.  
Therefore after generation and relaxation a further post-processing procedure was 
required to  ‘initialize’ the structures according to their experimentally reported Glazer tilt 
patterns. Whilst these patterns could be introduced manually by distorting atomic 
positions it is difficult to do so systematically across relatively large supercells. 
In a number of perovskite systems, mainly the tilting of octahedra controls the 
unit cell compression.[167,168] This fact is exploited to use cell compression to introduce 
tilting to the idealized structures. This method was tested on the SQS structure designed 
to represent the Na0.875K0.125NbO3 composition that falls within a region of complex 
tilting according to the phase diagram. Cell compression was undertaken by reducing the 
volume such that the ratio of the relaxed lattice parameters remained equal.  
The structure was geometry optimized under the relatively cheap constraints of 
500 eV and a single k-point using the default CASTEP constrains. Additionally 0.05Å of 
noise was added onto the atomic positions in order to promote symmetry breaking. 
Table 5-10 summarizes the resulting tilting introduced into the Na0.875K0.125NbO3 structure 
based on geometry optimization under different cell compressions.  
 
 
Figure 5.11, SQS supercell volume per atom before and after geometry optimization using 
CASTEP against reported experimental values and the volume according to Vegard’s Law. The 
volume according to Vegard’s Law that states for a randomly distributed continuous 
substitutional solid solution the unit cell parameters vary linearly with composition. 
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A subsequent geometry optimization was undertaken on the compressed 
Na0.875K0.125NbO3 cells with an unconstrained lattice as the original cell volumes predicted 
by CASTEP that were arrived at under identical conditions replicated the experimental 
data. For these calculations the structures were initially relaxed using a cut-off energy of 
650 eV with a 2x2x1 k-point grid before increasing the cut-off energy to 800 eV and the 
k-point grid to 2x2x2 for the last few iterations of the geometry optimization process.  
After the corresponding cell expansions the imprint of the tilting patterns 
induced by the cell compression remained, so a set of subsequent NMR calculations were 
undertaken to obtain the EFG tensor and chemical shielding tensor on the optimized 
structures. The 23Na MQ-MAS inversion for K0.1Na0.9NbO3 is compared to the computed 
values for K0.125Na0.875NbO3 in Figure 5.12. 
Table 5-10 Glazer tilting motifs in the Na0.875K0.125NbO3 structure after various levels of cell 
compression 
Percentage cell 
compression  
Glazer notation according to phase 
diagram 
SQS 
structures 
1% a(-)b(+)c(-) a(0)b(0)c(0) 
3% a(-)b(+)c(-) a(-)b(0)c(0) 
5% a(-)b(+)c(-) a(-)b(+)c(0) 
 
 
 
 
 
Figure 5.12, Comparison of the 23Na MQ-MAS inversion for K0.1Na0.9NbO3 against the SQS 
supercells for K0.125Na0.875NbO3 after various levels of compression and subsequent relaxation 
using CASTEP 
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The NMR parameters under no compression reflect the non-physical order in the SQS 
structure by the isolated, tight cluster of the NMR parameters. As tilting patterns are 
introduced into the system a greater dispersion is observed in the parameters consistent 
with the trends observed experimentally. The closest agreement between the datasets is 
observed for a 5% compression of the supercell, which coincides with the closest match 
to the tilting pattern observed experimentally. For this structure there is a systematic ~ 5 
ppm error in 𝛿!"# , whereas 𝐶!  seems to be captured accurately. Additionally the 
dispersion in the NMR parameters shows a propensity towards the two isolated 
environments observed experimentally.   
The average  𝛿!"#/𝐶! 93Nb parameters for the structures are summarised in Table 
5-11. It is evident that the introduction of the tilting pattern via a geometry optimization 
under a 5% compression followed by a geometry optimisation under no lattice 
constraints sees the 23Nb converge on the experimentally observed values.  
The 5% cell compression methodology tested above for the K0.125Na0.875NbO3 SQS 
supercell was extended to 12 compositions of KNN (x = 0.1, 0.125, 0.2, 0.25, 0.33, 0.4, 
0.5, 0.6, 0.66, 0.75, 0.8, 0.9): all structures relating to the aforementioned concentrations 
were relaxed using CASTEP 8 with the default pseudopotentials and the PBEsol 
functional, before attempting to introduce tilting to the niobium octahedra by employing 
a 5% compression of the total volume to the supercells and geometry optimizing the 
structures under this compression using relatively cheap constraints of 500 eV and a 
single k-point with 0.05Å of noise imposed upon the atomic position. This compression 
was subsequently released for a further geometry optimization using a larger cut-off 
energy of 650eV that was increased to 800eV for the last stages of the geometry 
Table 5-11 Calculated 93Nb parameters following different levels of supercell compression and 
relaxation, compared with experimental values. 
Cell compression <δiso>/ppm <CQ>/MHz 
0% -1066.4 19.16 
1% -1032.9 19.92 
3% -1035.8 22.69 
5% -1085.2 22.83 
Experimental -1069.0 21.45 
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optimization process. The resultant tilting patterns introduced onto the structures are 
described in Table 5-12.  
Table 5-12 Summary of the tilting patterns introduced onto the perovskite SQS supercells and 
those observed experimentally in Glazer notation. Note the structure numbers are an arbitrary 
reference number. Entries in the table where there is agreement with experiment are 
highlighted in yellow. 
x 
Chemical 
formula 
Structure 
number  
Glazer notation according to 
phase diagram 
SQS 
structures 
0.1 Na0.9K0.1NbO3 1477390 a(-)b(+)c(-) a(0)b(0)c(-) 
0.1   1632673 a(-)b(+)c(-) a(-)b(+)c(-) 
0.12
5 Na0.875K0.125NbO3 97635 a(-)b(+)c(-) a(-)b(+)c(0) 
0.2 Na0.8K0.2NbO3 1549394 a(-)b(+)c(-) a(-)b(+)c(-) 
0.2   1602847 a(-)b(+)c(-) a(-)b(+)c(-) 
0.2   1715711 a(-)b(+)c(-) a(-)b(0)c(-) 
0.25 Na0.75K0.25NbO3 80178 a(-)b(+)c(-)/a(0)b(+)c(0) a(-)b(+)c(-) 
0.25   80269 a(-)b(+)c(-)/a(0)b(+)c(0) a(-)b(-)c(-) 
1/3 Na2/3K1/3NbO3 620 a(0)b(+)c(0) a(-)b(+)c(0) 
1/3   639 a(0)b(+)c(0) a(0)b(0)c(0) 
1/3   653 a(0)b(+)c(0) a(0)b(+)c(-) 
0.4 Na0.6K0.4NbO3 1067792 a(0)b(+)c(0) a(0)b(-)c(0) 
0.4   1709526 a(0)b(+)c(0) a(0)b(0)c(-) 
0.4   910622 a(0)b(+)c(0) a(0)b(0)c(-) 
0.5 Na0.5K0.5NbO3 84466 a(0)b(0)c(0) a(0)b(0)c(0) 
0.5   92929 a(0)b(0)c(0) a(0)b(0)c(-) 
0.6 Na0.4K0.6NbO3 1067792 a(0)b(0)c(0) a(0)b(0)c(0) 
2/3 Na1/3K2/3NbO3 620 a(0)b(0)c(0) a(0)b(0)c(0) 
2/3   639 a(0)b(0)c(0) a(0)b(0)c(0) 
2/3   653 a(0)b(0)c(0) a(0)b(0)c(0) 
0.75 Na0.25K0.75NbO3 80178 a(0)b(0)c(0) a(0)b(0)c(0) 
0.75   80269 a(0)b(0)c(0) a(0)b(0)c(0) 
0.87
5 Na0.125K0.875NbO3 97635 a(0)b(0)c(0) a(0)b(0)c(0) 
0.9 Na0.1K0.9NbO3 1632673 a(0)b(0)c(0) a(0)b(0)c(0) 
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The extension of the approach produces modest correlation with the glazer patterns 
observed experimentally. The effectiveness of this approach is heavily dependent upon 
the unit cell shapes that are chosen on the basis of their ability to represent the 
disordered state. For example for the two K0.1Na0.9NbO3 SQS structures where the lattice 
parameters are a = 8.87481, b = 8.81227 and c = 17.81784 and a = 9.59577, b = 
11.78366 and c = 11.76426 where 𝛼,𝛽 and 𝛾 are very similar for structure numbers 
1477390 and 1632673 respectively, the system responds to produce extensive distortions 
to the niobium based octahedra for the 1632673 structure where the lattice parameters 
are more equal as opposed the elongated unit cell of 1477390. Indeed all the 33 and 40 
percent SQS structures adopted distortions incompatible with the experimental Glazer 
patterns. Thus, this method needs to be refined for future applications.  
 
5.7.3 NMR Calculations on the SQS structures 
In spite of these structural variations further NMR-CASTEP calculations were 
performed on the structures obtained by the compression process using a cut-off energy 
of 800eV where the tolerance on the convergence of the electronic structure calculation 
was reduced to 10!!eV/atom (default is 10!!eV/atom) as experience suggests that this 
is often required to ensure the repeatability of NMR calculations.  
The experimental 23Na inversion for K0.1Na0.9NbO3 shows two distinct isolated 
clusters that are elongated along different directions. SQS structures generated for x = 
0.1 and x = 0.125 with compatible tilt distortions are overlaid with the experimental data 
in Figure 5.13. Both structures display discrepancies from the experimental distributions: 
for the x = 0.1 the 23Na quadrupolar coupling is overestimated by ~ 0.5 MHz, while for 
the x = 0.125 the isotropic chemical shifts are calculated 5 ppm upfield from the 
reported experimental shifts.  
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Nonetheless, for the K0.1Na0.9NbO3 SQS structure in particular, the calculated data points 
on the inversion spectrum can be split into two regions that roughly align with the 
experimental distributions, suggesting that the supercells are capturing some of the 
structural detail.  
Moving from the sodium rich side of the phase diagram towards the potassium 
rich side the next experimental dataset corresponds to the K0.18Na0.82NbO3 composition. 
For this sample the 23Na inversion spectrum reveals a distribution of nuclear 
environments by the elongation of the lineshape across a comparatively wide range of 
23Na isotropic chemical shielding and quadrupolar values. The orientation of the dataset 
reveals that these parameters are strongly correlated for this composition. The SQS 
structures 1549394 and 1602847 corresponding to KNN compositions of K0.2Na0.8NbO3 
are overlaid with the K0.18Na0.82NbO3 data in Figure 5.14.  
 
Figure 5.13, Comparison of the 23Na MQ-MAS inversion for K0.1Na0.9NbO3 against the SQS 
supercells 1632673 and 97635. 
 
 
Figure 5.14, Comparison of the 23Na MQ-MAS inversion for K0.18Na0.82NbO3 against the SQS 
supercells 1549394 and 1602847 
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The SQS structures display a more diffused scattering of 𝛿!"#/𝐶! points in comparison 
to the experimental correlated trend, although the arrangement of the data points for the 
1602847 structure does generally follow this development.  
The experimental data shows that this correlated behaviour is extended to the 
K0.26Na0.74NbO3 composition, although there is a significant reduction in the magnitude 
quadrupolar coupling constants consistent with the predicted second-order phase change 
in the octahedral tilting. The SQS structure 80178 corresponding to KNN compositions 
of K0.25Na0.75NbO3 is overlaid with the K0.26Na0.74NbO3 data in Figure 5.15. 
As has been observed previously the data points are more dispersed than their 
experimental counterparts. In particular this structure predicts nuclear environments that 
extend downfield with larger quadrupolar coupling constants, which is at odds with the 
experimental data.  
At x = 0.5 the octahedral tilting has disappeared and the KNN structure is 
predicted to undergo no further phase changes until the potassium niobate end member. 
This is reflected in the 23Na inversion plots (see Figure 5.3) that display increasingly tight 
isolated clusters with decreasing sodium content. The SQS structures 84466, 1067792, 
653, 80178, 97635 and 1632673 corresponding to x = 0.5, 0.6, 0.6667, 0.75, 0.875 and 0.9 
are displayed in Figure 5.16.  
 
 
Figure 5.15, Comparison of the 23Na MQ-MAS inversion for K0.26Na0.74NbO3 against the SQS 
supercell 80178 
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The 23Na inversion plots for the SQS structures capture the general trend towards an 
increasingly well-defined 23Na nuclear environment. Given the lack of structural disorder 
for the potassium-rich side of the phase diagram these structures are less influenced by 
the difficulties with reproducing the tilting patterns observed the sodium-rich side of the 
phase diagram and are therefore a more reliable test for the suitability of SQS structures 
for representing the KNN system. For the SQS structures designed to represent x = 
0.6667, 0.75, 0.875 and x = 0.9 the predicted structure are converging on the 
experimental error for the plots. 
The corresponding 93Nb NMR data for the SQS structure that have just been 
discussed are shown in Figure 5.17. Though caution should be applied when assessing 
the accuracy of the 𝛿!"# values due to the possibility of systematic errors as has been 
discussed previously, it is clear that the SQS structure possess substantial deviation from 
the predicted experimental trend. Whilst moving from the sodium rich side to the 
potassium rich side the SQS structures capture the movement downfield of 𝛿!"# . 
Within the two 𝛿!"#  regions predicted by the SQS structures there is significant 
deviation from the experimental trend, the largest of which is recorded for the x = 0.5 
SQS structure (~ 30 ppm). Counter intuitively the correlation between the 𝐶!  datasets 
is even poorer than that observed for 𝛿!"# . While the experimental trend spans a 3.5 
MHz range the SQS structures span a 16 MHz range with composition. Even for the x = 
 
Figure 5.16, Comparison of the 23Na MQ-MAS inversion plots for K05Na0.5NbO3 plotted against 
SQS supercell 84466, K0.7Na0.3NbO3 against SQS supercells 653 and 80178 and K0.9Na0.1NbO3 
against SQS supercells 97635 and 1632673. 
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0.67, 0.75, 0.875 and 0.9 structures that appeared good matches for the 23Na 
experimental data there are major discrepancies.  
Johnston et al150 have shown that the 93Nb quadrupolar coupling constant is very 
sensitive to the NaNbO3 structural environment. Using a complementary CASTEP-DFT 
approach with experimental ssNMR is it shown that the Pnma and Pbnm exhibit a large 
change in 𝐶! from 25-32 MHz to ~4-5 MHz upon geometry optimization, despite the 
changes in both long range and local structure being relatively small.  
Deviations from the ideal octahedral coordination have been described by the 
shear strain that denotes distortions from the ideal O-Nb-O bond angle and longitudinal 
strain that denoted distortions from the ideal Nb-O bond length. For 27Al there are 
strong linear correlations in the magnitude of the 𝐶! and the shear strain.169 However, 
for 93Nb while it appears that the nearest coordination sphere dominates the EFG, such 
a simple description is insufficient as both the magnitude of any distortion and the exact 
direction and nature of any displacement must be accounted for.  Thus it is difficult to 
establish exactly why the SQS structures display such large 𝐶! values, though it is clear 
that the distortions in the NbO6 octahedra are too large to describe the experimentally 
observed structures.  
 
Figure 5.17, Comparison of the extracted <δ
iso
> and <CQ> 93Nb NMR parameters for 
experiment and for the SQS generated structures with compatible tilting patterns to the 
established KNN phase diagram. 
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5.8 Conclusions 
 Compared to the correlation obtained by the conventional supercell approach applied 
on the K0.3Na0.7NbO3 structure the ability of the SQS structures, using the method 
outlined in this chapter, to predict the NMR parameters of KNN is relatively poor. 
Further work is required to establish an efficient method of introducing the tilting 
distortion on to these structures in a systematic and controllable manner in order to 
produce a thorough assessment of the potential for SQS structures to model the KNN 
system. Although broadly speaking it would be preferable to have a system to test the 
SQS approach on that does not have the tilting complication and where the 
pseudopotentials have less history of being suspect.  
Though cell compression in the manner outlined in this chapter is able to 
introduce displacive tilting patterns upon the SQS structures, its dependence on the unit 
cell dimensions means it is non-transferable from the calibration unit cell. As this process 
involves the use of random coordinate noise to break symmetry, better results could be 
achieved if the process is repeated several times for each structure with different random 
number seeds. After relaxation back to zero compression the lowest energy structures 
could be taken for further consideration. A more sophisticated approach using cell 
compression might calculate the elastic modulus tensor in order to normalise the 
necessary cell compressions for different unit cells. However due to the sensitivity if the 
niobium octahedra to this process it is perhaps preferable to manipulate the coordinates 
manually in order to initialise the structures before relaxing them using the appropriate ab 
initio software.  
The supercell investigation on K0.3Na0.7NbO3 using the SOD software showed a 
tendency of the K cations towards occupying (010) planes. Furthermore it was seen that 
this structural ordering promoted an accentuation of the tilting distortion responsible for 
the range of 𝛿!"#  and 𝐶! observed experimentally. Whilst further investigation should be 
undertaken with both differently orientated and larger supercells to ensure the 
consistency of this observation, the ordering observed here is at odds with the disorder 
assumed in the SQS approach and therefore suggest SQS structures will be unable to 
represent the K0.3Na0.7NbO3 composition.  
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6	  
SOLID STATE NMR STUDY OF 
VATERITE 
6.1 Introduction  
As calcium carbonate (CaCO3) is the most abundant biogenic mineral its importance in 
nature is undeniable (Lowenstam et al (1989))170.  The skeletons of key marine organisms 
such as coral and some plankton are comprised of calcium carbonate. At least 20% of 
sedimentary rock is composed of chalk or limestone that is the result of organogenic 
sedimentation. Geological chalk deposits and the coral reef represent great reservoirs of 
sequestered carbon dioxide so they have a direct influence on regulating climate (Zeebe 
et al (2008))171. As anthropogenic oceanic acidification due to increasing atmospheric 
carbon dioxide (CO2) levels looks to directly inhibit these processes they are of increasing 
relevance in modern times (Orr et al (2005))172 Calcium carbonate also constitutes 
approximately 4% of the Earth’s crust and therefore it is perhaps unsurprising that it 
already has proven to be a vital resource in the production of common materials like 
paper, rubber, plastics and paint (Xiang et al (2006))173  
Calcium carbonate exists in three known polymorphs of pure calcium carbonate 
under biologically relevant temperatures and pressures; calcite, aragonite and vaterite. 
Vaterite is comparatively rare in geological settings due to its metastability with respect to 
the other calcium carbonates in the trimorphic series. However, it occurs in many 
unexpected places in nature where it is often associated with biological functions or as a 
precursor to carbonate-forming processes (Rodriguez-Navarro et al (2007), Heywood 
(1994) & Skinner (2005)) [174,175,174a]; as pancreatic stones (Falini et al (1998))176, in 
gallstones (Sutor et al (1968))177, in clogging human heart valves (Kanakis et al (2001))178, 
in hamster vaginas179, in microbial biscuits (Giralt et al (2001))180 and in the hard tissue of 
fish otoliths (Falini et al (2005))181. Therefore this polymorph is of direct relevance to the 
study of biomineralization, but also in the wider context of crystal nucleation theory and 
 — 100 — 
growth in general.176 Recent reports on the stable prenucleation of ion clusters in CaCO3 
crystallization have challenged the model of classical nucleation theory that have 
underpinned the conventional understanding of the formation of CaCO3 (Gebauer et al 
(2008), Pouget et al (2008) & Gebauer et al (2010))[182  183,184]   A major stumbling block to 
the understanding the atomistic processes involved in the crystallization and stabilization 
of calcium carbonate is the lack of a recognised crystal structure of vaterite. 
The German mineralogist Heinrich Vater synthesized vaterite in the laboratory 
before it was identified as a natural mineral. Linck (1903) evoked the mineralogical term 
of vaterite before Gibson et al (1925)185 used X-ray diffraction on laboratory-synthesized 
vaterite to confirm its distinction from calcite and aragonite, thereby establishing the 
trimorphic nature of calcium carbonate. Following this Olshausen (1925)186 indexed the 
X-ray diffraction powder pattern for synthetic vaterite based on a hexagonal symmetry, 
but it took more than a further three decades before the first complete structural model 
of vaterite (Meyer, 1959)187 was reported.  Following this publications there have been 
many scientific contributions on the topic of vaterite though there remains controversy 
surrounding important facets of its structure; indeed there is not consensus on its 
symmetry, space group, its unit cell parameters or the carbonate orientation and site 
symmetry. This opens up the question as to why there is such discord as to the 
fundamental aspects of the vaterite structure. 
 
6.2 Brief literature review 
The major publications that have contributed to the structural elucidation of vaterite are 
reviewed below. 
 
Diffraction based studies on vaterite have been hindered by the inability to grow single 
crystals of a suitable size. It has now been well established that vaterite exists in 
nanosized crystallites (10-50nm) (Andreassen (2005))188 that have been shown to form 
polycrystalline spherulites. Many of the early (and indeed some modern) attempts to 
refine the vaterite crystal structure relied on the relatively low-quality diffraction data that 
permitted a range of different interpretations. Meyer (1959)187 initially proposed an 
orthorhombic (Pbma) structural solution based on single-crystal X-ray diffraction data of 
nano-crystalline vaterite that he later revised to the frequently cited (Pbnm) (Mayer  
(1960))189 orthorhombic model to compensate for the apparent disorder in the carbonate 
molecules. Kamhi (1963)21 later interpreted the X-ray diffraction data in terms of a 
 — 101 — 
hexagonal symmetry (P6322, P63/mmc) sparking debate as to whether vaterite has a 
hexagonal or orthorhombic crystal system.  
Kamhi’s hexagonal model posits the existence of partial occupancy in the 
carbonate positions. Under the assumption of hexagonal symmetry he was unable to 
index five weak reflections that he subsequently attributed to the existence of a 
superstructure defined by a 30° rotation of the pseudo-unit cell about the c-axis so that 
the true cell is defined by (a=√3a’, c=2c’) with an ABAB stacking sequence. Meyer 
(1969)190 later suggested an alternative hexagonal based symmetry solution (P63/mmc) 
without partial occupancy of the carbonate positions and echoed Kamhi’s suggestion 
that stacking faults were the origin of the spectral features that the model could not 
account for.   
Broadly speaking Kamhi’s solution contained two themes that have defined the 
modern debate over the structure of vaterite: the manifestation of disorder within the 
carbonate molecules within the unit cell and the possibility of stacking faults. 
Two further structural models complete the set of five models defined by X-ray 
diffraction studies. Lippmann (1973)191 proposed the space group P6322 by drawing from 
the vaterite-type high-temperature phase of YbBO3 before Le Bail et al (2011)
192 
proposed an orthorhombic fully ordered structural model with space group (Ama2) with 
a microtwinning of three domains rotated by 120° along the orthorhombic a-axis 
generating the apparent hexagonal character.  
Numerous spectroscopic techniques have been applied in an attempt to eliminate 
the disagreement on the structural models of vaterite. Raman and infrared spectroscopy 
provide a direct method of evaluating the space group and site symmetry of the 
carbonates . However, the findings of the resultant studies offer a disparate set of 
conclusions that can largely be attributed to either sample impurity or different 
interpretations of mode assignments or group theory analysis. (Anderson (1996)193, 
Wehrmeister et al (2010),194)  
In summary Behrens et al195 suggested that the hexagonal crystal systems 
(P63/mmc and P6322) are incommensurate with the experimental data, Gabrielli et al 
(2000)196 analysis of the Raman spectrum agreed with Meyer’s hexagonal structure while 
Anderson’s193 group theory analysis favours Lippmann’s (P6322) model without ruling 
out the validity of Kamhi’s model. Furthermore Wehrmeister et al194 showed that their 
data was inconsistent with all the proposed models at the point of publication, though 
concludes that any model of vaterite must have at least three independent carbonates by 
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drawing parallels with the bastnäesite mineral paristie. 
Current solid-state NMR spectroscopic studies of vaterite have predominantly 
focused on 43Ca. (Bryce et al (2008), Burgess & Bryce (2015)) [197,198] As many of the 
outstanding issues regarding the vaterite structure involve the questions of carbonate 
orientation and/or disordering of which the 43Ca nuclei is a comparatively poor probe 
this has done little to advance structural arguments. Nonetheless they identify one 
crystallographically unique Ca2+ site in vaterite with little dispersion in chemical shift or 
quadrupolar parameters. Though 13C solid-state NMR measurements have been 
undertaken on vaterite these have been done so in the context of studying tangentially 
related aspects of calcium carbonates and have placed little emphasis on spectra 
assignment. The reported 13C spectra for vaterite show two peaks with isotropic chemical 
shifts of 170.12 ppm and 169.07 ppm (Nebel et al (2008)).199  
Within the last decade a spate of computation studies have provided important 
contributions to the structural debate on vaterite. Medeiros et al (2007) 200 published the 
first ab initio quantum mechanical calculations at the density functional (DFT) level of 
theory for vaterite in the local density approximation (LDA) and generalized gradient 
approximation (GGA). Despite recognizing that there were multiple possible structural 
models for vaterite they only consider Meyer’s orthorhombic (Pbnm) cell, concluding 
through structural relaxation that the lattice parameters are in alignment with 
experimental observation but that the carbonates deviate from the ab plane they define in 
the original model.  
Wang and Becker201 used quantum mechanical first principles calculation within 
the DFT framework and molecular-dynamics (MD) simulations to propose an alternative 
unit cell with the space group P6522 (Wang & Becker (2009)).
201 In doing so they made 
some important observations that informed subsequent publications; molecular dynamic 
studies at 300 K showed that the orientations of the CO3 ions are disordered with an 
angle of 120° between CO3 planes consistent with Kamhi’s model, but that this fully-
disordered arrangement cannot account for the low intensity features (weak reflections 
and diffuse streaks) in the single-crystal diffraction data. They investigate the existence of 
superstructure (and therefore CO3 orientational ordering) by higher temperature MD and 
show that a fully ordered hexagonal superstructure without stacking faults with an ABC 
layer stacking sequence can be obtained.  They conclude that the degree of CO3 ion 
ordering is dependent on sample preparation in thermal history and can account for the 
large variation in the measured enthalpies of formation from vaterite to calcite (Wolf et al 
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(2000), Plummer & Busenberg (1982) & Turnbull (1973))[202,203,204]. Importantly this 
highlighted the possibility of thermally activated CO3 rotation that has become a pivotal 
feature of the modern structural models. 
Perhaps the most significant advances with regards to the structural elucidation 
of vaterite have been made in the past five years using first-principle DFT calculations. 
Demichelis et al205 showed that both the hexagonal (P6522) and orthorhombic (Pbnm) 
ordered structures are unstable transition states by calculating the vibrational spectra for 
the candidate structures using the first principle method. (Balan et al (2014))206 The Ama2 
structure suggested by La Bail et al192 was shown to represent a true minima but was 
rejected on energetic grounds as it is ~ 16KJmol-1 less stable than Pbnm. Scanning along 
the corresponding imaginary modes they determined that the Pbnm structure relaxes to a 
basin with P212121 symmetry while the hexagonal P6522-structure relaxes to three 
minimum energy structures; P1121, P65, P3221.  By considering the energy difference 
between the unstable P6522-structure with respect to the distinct energy minima the 
activation barrier for interconversion are shown to be within thermal energy under 
ambient conditions. This justified the paradigm shift from describing the ‘disorder’ in 
vaterite via a static partial occupancy to a set of structural exchanges by CO3
2- rotations 
between different distorted minima so that the true structure of vaterite could be a 
combination of the minimum energy structures.  
Mugnaioli et al (2012)207 used a combined ab initio and automated electron 
diffraction experimental approach to study two samples of vaterite prepared by different 
synthesis routes. On the basis of structural refinements by ab initio methods their samples 
had either monoclinic or triclinic structures with space groups C2/c (“2-layer”) or 
C1  (“6-layer”) respectively. 
In the subsequent follow-up paper Demichelis et al (2013)22 used the same 
phonon-based methodology as employed in the evaluation of the Pbnm and P6522 
structures to show that both the C2/c and C1 monoclinic structures correspond to 
unstable transition states with corresponding minimum energy structures with space 
groups of C2 and Cc for the former and to two distinct minimum energy structures with 
space group C1 for the latter. Using energetic considerations it is shown that these 
multiple structures of vaterite also permit structural interconversion at room temperature 
due to the rotational freedom of the CO3
2-units. Furthermore the hypothesis that 
different layer stacking in vaterite is a second source of disorder is assessed by 
constructing all possible permutations of six planes taken from low-energy structure 
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P3221 along the c-axis. Geometry optimization of the viable structures leads to structures 
in the C2 or P3221 (or its mirror image P3121) space groups. From the energetics it 
follows that vaterite has multiple structure that form three almost isoenergetic basins 
with hexagonal, 2-layer and 6-layer monoclinic structures thereby validating this as an 
additional source of disorder. It is noted that some of the possible structures in the 
hexagonal basin are intrinsically chiral (P65|P61, P3221|P3121, P6522|P6122) adding a 
third possible dimensions of complexity to the vaterite structure. 
Kabalah-Amitai et al (2013)208 made a radical breakthrough experimentally by 
studying biogenic vaterite spicules grown by the Herdmania momus (a red-throated 
ascidian). This animal is a sessile filter feeder that is commonly found attached to rocks 
from depths of 3 to 50m in temperate and tropical oceans. The vaterite spicules range in 
size between 100µm and 2.5mm and line the H. momus’ tunic, siphons and branchial 
basket209 Those in the tunic are thought to provide protection while those in the body are 
used as mechanical support. These spicules grow larger than typical vaterite single 
crystals in a perfectly and reproducibly orientated manner allowing for a convenient 
cutting of specimens along known crystallographic directions. By using high-resolution 
synchrotron powder diffraction in conjunction with aberration-corrected high-resolution 
transmission spectroscopy (HRTEM) they concluded that in their biogenic samples of 
vaterite were actually composed of at least two different crystallographic structures that 
co-exist within a pseudo-single crystal. The structural components were split into to a 
dominant hexagonal major matrix into which nanodomains of an undetermined minor 
structure fitted.   
Further evidence for the existence of two or more distinct structures being 
present within a single sample of vaterite were made by Demichelis et al (2014)210 using a 
complementary theoretical and experimental Raman spectroscopy approach. New 
spectra were recorded from the vaterite spicules of H. momus from the Great Barrier 
Reef, as used to identify two distinct structures by Kabalah-Amitai et al208. Based on 
matching the simulated Raman spectra to the experimental measurement all but two of 
the models can be ruled out; the two lowest energy structures (P3221 and C2). These 
have indistinguishable simulated Raman spectra that are compatible with the 
experimental Raman measurements. However the inability to match more than two 
stable structures to the experimental data brings into question the possibility of 
intrabasin structural interconversion at room temperature.  
This last point highlights that there are still important questions regarding the 
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structure of vaterite that need to be reconciled. Whilst there is theoretical evidence for 
structural interconversion, this might be inhibited such that the system becomes 
kinetically trapped in a subset of stable structures. Indeed there are still questions over 
how many polytypes of vaterite even exist in reality and whether this varies between 
different syntheses and biological conditions. The Raman spectroscopy studies by 
Demichelis et al (2014)210 and Wehrmeister et al194 found no significant difference 
between samples of biological, geological and synthetic origin. However there is also 
significant evidence that well-known biomolecules such as aspartic acid (Makai et al 
(2004))211, taurine, glutamate, serine, glycine, and glycoprotein (Kitano et al (1965))212 can 
alter the potential for vaterite to form and its stability (Wu et al  (2004))213, 176]. It follows 
that the principles of formation under biogenic conditions may vary the chemical 
composition. If a direct dependency on the structural crystallographic constituents could 
be shown with regards to synthesis then we cannot rule out the possibility of a true single 
crystal existing for vaterite. There are many examples of organisms transferring chirality 
to crystal surfaces that in turn imprint an asymmetry upon biominerals (the Nautilus shell 
is perhaps the most famous example). Orme et al (2001) 214 showed that aspartic acid 
(which is chiral) bound to growing calcite crystals (which is are not chiral) lead to 
macroscopic hillock forms on the crystal surface with shapes that are mirror images of 
one another depending on which molecular form of aspartic acid was involved in the 
process. As many of the possible theoretically predicted structures for vaterite are 
intrinsically chiral (C2, C1, P65, P3221, P6522) there remains the possibility that chirality 
might be a source of structural variation in vaterite crystallites. 
For the sake of completeness a full summary of the current models of vaterite is 
shown schematically in Figure 6.1 (as adapted from Burgess et al (2015)198) 
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6.3 Experimental  
6.3.1 Sample preparation 
The chemical reagents used in the following syntheses were of analytical grade. The 
preparation of a 13C and 17O isotopically-enriched sample of vaterite was conducted 
according to the procedure outlined by Shivkumara et al. (2006)215. A Na2CO3 solution 
was prepared by dissolving 0.214 g of 99.9% 13C-enriched Na2CO3
 (Sigma-Aldrich) in 2 g 
of 40% 17O-enriched H2O (Cortecnet) and refluxed at 70°C overnight. The solution was 
then allowed to cool to room temperature wherein 1.201 g of glycine (Sigma-Aldrich) 
was dissolved in 12 ml of distilled H2O before adding a 4 ml 0.5 M solution of the 
refluxed Na2CO3 . This solution was stirred for thirty minutes before adding 4ml of 0.5 
M CaCl2 (Sigma Aldrich) dropwise over 10 minutes. The solution was then stirred for 30 
minutes before the product was filtered and rinsed with distilled water. The precipitate 
was then dried under vacuum overnight. For the preparation of the other 13C and 17O 
isotopically-enriched CaCO3
 polymorphs the synthesis was adapted from previous 
literature.215  
Calcite was prepared by dissolving 0.107g of 99.9% 13C-enriched Na2CO3 in 2 g 
of 40% 17O-enriched H2O and refluxed at 70°C overnight. The solution was then 
 
Figure 6.1, Chart summarizing the multiple proposed structures for the vaterite polymorph of  
CaCO3. Models are based on hexagonal, monoclinic, or orthorhombic lattices. Green labels 
denote stable structures while white labels denote metastable structures according to Demichelis 
et al [205,22] 
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allowed to cool to room temperature. The directing agent (glycine) is not needed in the 
synthesis of calcite so the resulting liquid was used to create a 2ml 0.5 M Na2CO3 
aqueous solution. Subsequently 0.111 g of CaCl2 was dissolved in 0.5 ml of distilled water 
to create a 2 M aqueous solution. One drop of 0.1 M HCl was added to the solution such 
that the pH ~ 2.7 before being heated to 40°C. When a stable temperature had been 
reached the 0.5 M Na2CO3 aqueous solution was rapidly added to the 2 M CaCl2 aqueous 
solution. The mixture was then refluxed overnight at 40°C. The precipitate was then 
filtered and rinsed with distilled water before being dried under vacuum overnight.  
A mixed aragonite and calcite sample was created by adding 0.535 g of 99.9% 
13C-enriched Na2CO3
 to 2 g of 40% 17O-enriched H2O and a refluxed at 70°C overnight 
before being allowed to cool to room temperature. This solution was then used to create 
a 50 ml 0.1 M Na2CO3 aqueous solution, which was stirred at a constant rate for 30 
minutes. A 50 ml 0.1M CaCl2 (pH~4) was heated to 80°C before the two solutions were 
rapidly mixed. The product was immediately filtered after mixing and vacuum dried.  
 
6.3.2 Powder X-ray Diffraction  
In all cases the precipitated powders were initially analysed using a Rigaku Ultima IV 
Diffractometer to verify the phase composition and crystal structures over the 2θ range 
of 5-75° with increments of 0.02°. Scanning rates of 0.08°/min were employed to 
acquire the patterns for calcite, the mixed phase aragonite samples and vaterite. The 
experimental PXRD patterns for the CaCO3 polymorphs are shown in Figure 6.2. The 
vaterite pattern is consistent with PXRD patterns reported for synthetic215 and natural216 
sources of vaterite. An additional detailed vaterite PXRD experiment was performed 
using a Panalytical X-Pert Pro MPD Diffractometer with scanning rates of 0.00326°/min 
at increments of 0.0131303° ~7 months after the original synthesis when all NMR 
experiments described in this study had been undertaken to check that there had been no 
transformation to the more stable CaCO3 polymorphs. As there are only minor 
differences in resolution between the two PXRD powder patterns due to the slower 
scanning raters and finer scanning increments of the second experiment, this second 
vaterite PXRD experiment shows that vaterite has remained stable over this period of 
experimentation. The powder X-ray patterns for the calcite and aragonite powders 
obtained from the synthesis methods outlined previously match the known PXRD 
patterns. 215,217 
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6.3.3 17O solid-state NMR experiments 
All 17O spectra in this study were referenced against the primary IUPAC reference of 
H2O (δiso = 0 ppm).  Additionally pulse lengths were calibrated against this solution to 
establish selective and non-selective π/2 pulse lengths where the ‘solid’ π/2 pulse lengths 
were scaled from the ‘solution’ values by a factor of 1/(I+1/2)=1/3.For each of the 
samples the recycle delay was estimated by acquisitions employing a recycle delay up to 
30 s informing the use of the following subsequent recycle delays; 15.0 s for vaterite and 
the mixed phase CaCO3 sample and 6.0 s for calcite. 
17O rotor-synchronized solid-echo 
(𝜐! =20 kHz) NMR experiments (θ - τ - θ - τ – acquire) where θ   = !!  with a 
corresponding pulse length of 1.5 µs were undertaken across multiple fields of 21.14T 
(Bruker AVANCE II, ω(17O)=122.01 MHz), 14.1T (Bruker AVANCE II, ω (17O)=81.26 
MHz) and 11.75T (Bruker AVANCE III, ω(17O)= 67.8 MHz) where the spectra were the 
product of averaging across 1536, 8004 and 8192 transients respectively. For the pure 
calcite and mixed phase the same pulse lengths and rotor frequency were employed, but 
spectra were acquired with 720 transients at 21.14 T only. 
17O double orientation rotation (DOR)218 experiments were acquired across 
magnetic fields of 9.4T (Bruker Avance-400), 11.7T (Bruker Avance III-500), 14.1T 
(Bruker Avance II-600) and 20.0T (Bruker Avance III-850) using a custom built 
Samoson DOR probes  in conjunction the odd order sideband suppression as outlined 
 
Figure 6.2, powder X-ray diffractograms for 13C-17O isotopically-enriched samples of (a) Calcite 
(b) Mixed phases aragonite and calcite (c) Vaterite as synthesized (d) Vaterite after ~7 months. 
No peaks in the vaterite experimental powder patters show peaks that would indicate the 
presence of calcite or aragonite 
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by Samoson et al. (1994)219. External rotor spinning frequencies of 1.0-1.6 kHz and 
internal rotor spinning frequency 5.6-7.6 kHz were employed such that the variation in 
the outer rotor frequency was used in order to isolate the resonant positions from the 
spinning sidebands.  
A 17O 3QMAS NMR was performed on a Bruker 900 MHz Bruker Avance II 
NMR spectrometer (21.1 T) for all CaCO3 under investigation. The 3QMAS 
measurements were performed with a custom 3.2-mm HX probe at rotor speed of 20 
kHz and a resonance frequency of 122.01 MHz. The 3-pulse z-filter sequence57 employed 
excitation (!!! ), conversion (!!) and selective detection (!!) pulses of 5.8 µs, 2.0 µs and 18.0 
µs respectively. For vaterite each slice was created by averaging across 612 transients for 
48 increments with a recycle delay of 10s. Identical setups were used for calcite and the 
mixed phase sample except for the former where each slice was the created by averaging 
across 180 transients for 256 increments with a recycle delay of 3 s, and the latter where 
each slice was created by averaging across 96 transients for 56 increments with a recycle 
delay of 10 s. For all 3QMAS experiments purely absorptive 2D peaks were achieved by 
using the States method.59  
2D 13C-17O J-HMQC (Heteronuclear Multiple-Quantum Coherence)220 
experiments were performed on a Bruker Avance III spectrometer operating at 19.96T 
(1H Larmor frequency of 850.2 MHz) using a Bruker 3.2 mm double resonance probe at 
an MAS frequency of 20 kHz. All experiments were performed at room temperature 
unless otherwise stated. Detection was carried out on 17O due to the substantially quicker 
relaxation of the 17O sites within the samples.  
Calcite was used as a setup sample as it only possesses one independent carbon 
and oxygen (and therefore a single well-defined 13C-17O J-coupling). This preliminary J-
HMQC was run using 32 co-added transients for each of 64 t1-FIDs in combination 
with a recycle delay of 8.0 s where the States method59 was used to achieve sign 
discrimination in F1. 13C !! of pulse duration 5 µs were used in conjunction with 17O !!  and 𝜋 pulses of 2.25 µs and 5.25 µs duration where the recoupling delay (1/2J) was 
optimised to 14.9965ms, which is consistent with carbonate J-couplings of approximated 
~30 Hz. For vaterite the setup was identical to that of calcite except that 304 transients 
were co-added for each of 96 t1-FIDs.  
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6.3.4 13C solid-state NMR experiments 
13C Single-pulse MAS experiments were completed at 150.86 MHz (14.1T) using a HX 
3.2 mm Bruker probe at rotor spinning frequencies of 0.8 kHz (Calcite only), 1 kHz and 
15 kHz. The spinning sideband manifold simulation was completed using the appropriate 
solid line analysis function available in DMFit221. In order to ensure that the spectra were 
quantitative the T1 was evaluated for each of the samples using an inversion-recovery 
experiment; leading to the use of the cautious recycle delay of 3600s for all the 13C-
labelled samples. 
 
6.4 The structure of the calcium carbonate (CaCO3) polymorphs 
 
Calcite is the most stable polymorph of the trimorphic calcium carbonate series. It is 
rhombohedral carbonate consisting of CaO6 octahedra (distorted face centered cubic 
calcium) with CO3 trigonal planar units arranged along the c-axis as shown schematically 
in Figure 6.3. In crystallographic terms this means that the simple structure can be 
reduced to a single inequivalent calcium, carbon and oxygen site in the asymmetric unit 
cell. The single oxygen site is a 3-coordinate with a single covalent bond to carbon and 
two equal length ionic bonds to calcium ions such that the C-O-Ca2 unit is planar.
222  
 
Figure 6.3, the symmetric carbonate structural unit and oxygen structural unit comprising the 
calcite structure (left). The unit cell of calcite orientated along the c-axis and along a-axis.   
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In aragonite the calcium layers are still separated by carbonate groups as in calcite, 
but these lie along the c-axis in two oppositely orientated parallel layers creating an 
ABAB layer stacking sequence. The trigonal planar symmetry that is distinctive of the 
carbonate groups in calcite is broken so that in aragonite there are two unique C-O 
distances (and two unique O-C-O angles) in the CO3 group.  This translates into two 
crystallographically inequivalent-oxygen sites in the aragonite orthorhombic unit cell as 
shown schematically in Figure 6.4. In aragonite the oxygen environments are always 4-
coordinate with a single covalent bond to carbon and three ionic bonds to calcium. 
These oxygen structural units are distorted tetrahedra where the calcium cations are 
arranged such that two of the Ca-O bonds are equal and the third Ca-O bond is 
comparatively shorter.223  
 
Owing to the ubiquity of calcite and aragonite in nature these polymorphs have been 
extensively studied such that their respective structures have been successfully refined 
under numerous external conditions. In juxtaposition with the definitive crystallographic 
characterization of calcite and aragonite, the structure of the least stable CaCO3 
polymorph vaterite is still not well understood. In fact it is disconcerting to note the 
number and the variation in complexity of the structures proposed by existing literature 
(and therefore scientific endeavour) as solutions to the make-up of vaterite under 
ambient conditions.  
 
Figure 6.4, the carbonate structural unit and oxygen structural unit comprising aragonite (left). 
The unit cell of aragonite orientated along the c-axis and along a-axis.   
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From an NMR perspective we are interested in solving the structure of vaterite, 
like any other crystallographic technique, by identifying the number of inequivalent 
species in the unit cell and how they relate to one another. As this particular study is 
focusing on the use of 17O and 13C ssNMR for structural elucidation it is worth 
commenting more specifically on how these species vary in the structures from existing 
literature.  
The oxygen coordinations and the number of inequivalent oxygen and carbon 
species in the asymmetric unit cell for these structures are summarized in Table 6-1. This 
summary shows that the number of crystallographically unique oxygen environments 
varies extensively between different proposed structures. Tri-coordinate oxygen is 
common to all the vaterite structures, though many also contain additional four-
coordinate oxygen sites. Raman evidence194 indicating that vaterite must have at least 
three independent carbonates does little to help constrain the structural data to a 
particular model. Table 6-1 shows that all the energetically stable structures of vaterite 
possess between 3-18 unique carbonate species making this observation commensurate 
with any one of them.  
Table 6-1 Number of inequivalent oxygen and carbon crystallographic sites in the proposed structures of 
vaterite and O coordination number (CN). Note all carbon species are carbonates so CN(C) = 3. 
  
Inequivalent oxygen  
species in unit cell CN(O) 
Inequivalent carbon  
species in the unit cell 
Orthorhombic        
P212121 3 3,4 1 
Ama2 2 3 1 
Pbnm 2 3,4 1 
Hexagonal        
P3221 10 3,4 4 
P3121 10 3,4 4 
P1121 27 3,4 9 
P65 9 3,4 3 
P6522 5 3 2 
P63/mmc 2 3 1 
Monoclinic       
C2 10 3,4 4 
C2c 5 3 2 
Cc 9 3,4 3 
C1_1 54 3, 4 18 
C1_2 54 3,4 18 
C1 27 3 9 
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The situation is further complicated if this fact is coupled with the possibility of 
vaterite having different constituent domains as observed by Kabalah-Amitai (2013)208 
then this constraint cannot even eliminate the comparatively simple orthorhombic 
models from consideration.  
 
6.5 17O – A brief prologue on the oxygen bonding environment  
To the authors knowledge there has been few prior 17O solid-state NMR (ssNMR) 
studies of ternary oxides like calcium carbonate. The single existing 17O ssNMR study of 
calcite reports a relatively large CQ ~ 7MHz and an asymmetry parameter ηQ ~1 for the 
single tricoordinate oxygen (C-O-Ca2) site.
224 In crystalline ionic solids interpretation of 
17O ssNMR spectra can be informed by the observation that in such systems the 17O 
nucleus becomes more shielded with increasing coordination number (generally between 
1-5).[225,225b,226,227] However, in the CaCO3 system the oxygen is involved in both strong 
covalent bonding within the CO3
2- units and bonding to the metal Ca2+ cations that has 
more ionic character. How the interplay of the two types of chemical bonding affects 
such well-defined trends in the context of CaCO3 is unclear.   
Traditional chemical shift theory suggests that the dominant paramagnetic 
shielding term for the isotropic chemical shift increases with the occupation of excited 
states.40 As the internal covalent C-O bonds will have the greatest effect on the electronic 
excited states it is tempting to propose this as the dominant effect on δiso(17O). However, 
in aluminosilicates the partially covalent nature of the Ca-O bond has a large effect on 
the 17O chemical shifts. This is particularly well demonstrated by the deshielding effect 
on the 17O chemical shift observed between Ca oxides and aluminosilicates and the 
corresponding Mg compounds. The 17O chemical shifts of non-bridging oxygen in Mg 
aluminosilicates is ~40 ppm228,229 while in Ca aluminosilicates it is ~ 105 ppm230 and this 
difference is further amplified for the purely ionic MgO (δiso(17O)=47ppm231) system in 
relation to its CaO counterpart (δiso(17O)=294ppm232).  
As an exercise to investigate the importance of the bivalent Ca2+ cation to the 17O 
NMR parameters in the calcite and aragonite calcium carbonate systems an Mg2+ and an 
Sr2+ cation were independently inserted in the place of a single Ca2+ cation of fully relaxed 
structures described in section 6.4 NMR calculations were subsequently performed on 
the modified structures using CASTEP 8 with parameters as outlined in section 7.1.1. 
The corresponding changes to the NMR parameters of the nearest 17O nuclei and the 13C 
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nucleus of the related carbonate unit to the substituted Mg2+ and Sr2+ cations are shown 
in Table 6-2. 
As has been observed before for 13C ssNMR studies of biogenic and synthetic 
carbonates233 the carbon is relatively insensitive to the changes in the alkali cation; the 
change in δiso when substituting Mg2+ into the calcite and aragonite structures is on the 
same order as that observed between calcite and aragonite. 
For the oxygen species in direct coordination with the Mg2+ cation the change is 
more dramatic than that observed for the 13C nuclei where the magnetic shielding (σiso) is 
seen to become more deshielded by ~27 ppm and ~20 ppm in calcite and aragonite 
respectively consistent with more ionocovalent character in the calcium.  
Table 6-2 13C and 17O NMR parameters for calcite and aragonite calculated with and without 
an additional Mg2+ or Sr2+ cation inserted into the CaCO3 system in place of a Ca2+ using 
CASTEP8 with the PBEsol functional 
    Unaltered Single Ca replaced by Mg % di f f  
Calcite δiso(13C)/ppm 168.101 169.111 0.6 
Aragonite δiso(13C)/ppm 170.141 171.491 0.79 
    Unaltered Single Ca replaced by Sr % diff 
Calcite δiso(13C)/ppm 168.101 166.701 -0.83 
Aragonite δiso(13C)/ppm 170.141 169.331 -0.48 
    Unaltered Single Ca replaced by Mg % di f f  
Calcite σ(O1)/ppm 31 58.33 88.16 
 
CQ(O1)/MHz -7.029 -7.05 0.3 
Aragonite σ(O1)/ppm 34.61 33.62 -2.86 
 
σ(O2)/ppm 39.54 59.9 51.49 
 
CQ (O1)/MHz -6.514 -6.409 -1.61 
 CQ (O2)/MHz 6.71 7.141 6.42 
    Unaltered Single Ca replaced by Sr % diff 
Calcite σ(O1)/ppm 31 21.84 -29.55 
 
CQ(O1)/MHz -7.029 -7.042 0.18 
Aragonite σ(O1)/ppm 34.61 31.78 -8.18 
 
σ(O2)/ppm 39.54 31.79 -19.6 
 
CQ (O1)/MHz -6.514 -6.627 1.73 
 
CQ (O2)/MHz 6.71 6.492 -3.25 
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In spite of the larger ionic radii of the Sr2+ cation it maintains the same 
coordination as the Ca2+ but the 17O chemical shift is increasingly deshielded with respect 
to the calcium. This change is consistent with an increase in the paramagentic response 
due to virtual transitions involving the Sr 4d orbitals where the 2p orbitals of the oxygen 
hybridize with with unoccupied 4d state of the Sr.234 Whereas there was a large stepwise 
change in the 17O chemical shift for the substitution of the Ca2+ for a Mg2+ species this 
change is much less significant between the Ca2+ and Sr2+consistent with the onset of this 
dominant unoccupied d-orbital effect on the chemical shift that is absent from the Mg 
system.   
Although these observations are by no means definitive they certainly suggest 
that the calcium has some covalent character in the CaCO3 system.  By examining the 
possible vaterite structures it is evident that thought the C-O bond length varies little 
(1.28-1.31Å), the Ca-O bonds can vary between 2.27-2.79Å.  Moreover the number of 
nearest neighbour Ca2+ cations in the oxygen coordination sphere is seen to vary between 
3 and 4 for CaCO3 structures.  
In conclusion, though it is tempting at first glance to simply consider the Ca-O 
bonds as mostly ionic so that the 17O ssNMR spectra can be rationalized in terms of the 
C-O bonds of the carbonate units alone, when one couples the fact that the Ca-O bonds 
do have significant covalent contributions with a comparatively wide range of Ca 
bonding environments it is clear that it is necessary to include both the carbonate unit 
and the Ca bonding arrangement in the assignment of any oxygen crystallographic site. 
 
6.6 17O MAS solid-state NMR 
Conventional 17O MAS NMR spectra for synthetic calcite, a mixed phase sample of 
aragonite and calcite and vaterite are shown in Figure 6.5. The calcite spectrum shows a 
distinctive second-order quadrupolar powder pattern consistent with a single 
crystallographically distinct 17O site. The small peak on the downfield side of the powder 
pattern corresponds to the centreband of the first satellite transitions.  The (+1/2 <-> -
1/2) transition centreband was fitted in DMFit221 (see Figure 6.5) allowing the extraction 
of the NMR interaction parameters recorded in Table 6-3.  
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The equivalent 17O MAS NMR spectrum for the mixed phase sample, with 
contributions from both calcite and aragonite, has a lineshape that mirrors the shape of 
the pure calcite spectrum except that the singularity and edges are broadened consistent 
with the presence of three very similar overlapping second-order quadrupolar powder 
patterns. For the mixed phase lineshape fitting the pure calcite deconvolution was used 
such that only its intensity was allowed to iterate while for the aragonite contributions the 
relative intensity and NMR parameters were allowed to iterate and uncertainties in the 
NMR parameters were estimated by repeating lineshape fittings from various initial 
conditions.  
It is significant that for both calcite and aragonite where the oxygen coordination 
is seen to vary from a C-O-Ca2 tri-coordinate position to a C-O-Ca3 quad-coordinate 
position that the quadrupolar asymmetry parameter (η) remains close to 1 and the 
 
Figure 6.5, deconvolution of the 20kHz MAS spin-echo experiments acquired at 21.1 T for 
synthetic calcite, a mixed phased synthetic sample of aragonite/calcite (black corresponds to the 
experimental lineshape and red to the deconvolution) 
Table 6-3 NMR parameters from deconvolution of the 20kHz MAS spin-echo experiments 
acquired at 21.1 T for synthetic calcite and a mixed phased synthetic sample of 
aragonite/calcite 
17O NMR – MAS Spin-Echo Experiment 
System Site δiso(MAS) CQ η 
    ppm/±1.75 MHz/±0.15 ±0.03 
Calcite 1 201.05 6.85 0.95 
Aragonite 1 199.2 6.5 0.96 
 
2 198.6 6.8 0.92 
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isotropic chemical shift only varies by ~ 2 ppm. Thus this mixed phase sample is 
particularly illustrative of the difficulty in resolving crystallographically-inequivalent 
carbonate oxygen sites by conventional 17O MAS NMR: where it would be impossible to 
conclude a priori that there were three crystallographically-distinct oxygens as predicted 
by the crystal structures from this experimental result alone.  
For vaterite the complication of its corresponding 17O MAS NMR spectrum 
escalates further from that of the mixed phase sample where the signal intensity is split 
into a narrow downfield component and a broader upfield component. The visible 
shoulder of the narrow downfield component looks to follow the general shape of a 
second-order quadrupolar powder pattern where quadrupolar asymmetry parameters is 
~1 as is the case for the pure calcite and mixed phase samples. However few conclusions 
can be drawn as to the number and environments of the crystallographically-distinct 
oxygens in the vaterite sample from this spectrum alone.  
Due to the interdependence of the 17O NMR parameters on the chemical 
bonding with respect to both the Ca2+ cations and covalent C-O bonds any 
deconvolution model must include reference to both these structural components.  
As calcite and aragonite have distinctive oxygen bonding arrangements that 
incorporate the oxygen-environment alkali metal cation and carbonate duality they are a 
useful reference points in the discussion of the vaterite structure. Then the stable 
structures of vaterite as proposed by Demichelis et al22 can be reduced into both three 
and four-coordinated oxygen sites with a mixture of calcite-distorted oxygen 
environments and aragonite-distorted oxygen environments: in calcite the carbonate unit 
is rotated about the axis of the C-O bond where the oxygen is ionically bonded to the 
calcium such that it is neither coincident with the plane of the Ca-O-Ca or completely 
perpendicular to it as demonstrated in Figure 6.6. 
 
 
Figure 6.6, Calcite and aragonite oxygen environment as a structural unit that includes both the 
ionic and covalent components. 
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In aragonite there are two unique four coordinate crystallographic oxygen sites. One of 
the oxygen sites is shown in Figure 6.6 as a representative environment in the aragonite 
structure. In aragonite the two longer Ca-O bonds are of equal length and the carbonate 
unit is not aligned along any one of the C-O bonds. 
In vaterite there are both tri and quad-coordinated oxygen environments that are 
divided into structural subsets in Figure 6.7. Moreover to emphasise how this reasoning 
translates to the experimental spectra the 17O MAS NMR vaterite spectrum is shown in 
Figure 6.7 with different oxygen resonances arrayed beneath corresponding to each of 
the subsets of the vaterite system based on the proposed structural models.  
 
 
Figure 6.7, centre of gravity for major structural units proposed for the deconvolution of the 
experimental 17O NMR data for vaterite. An example of a resonance position for each of the 
structural subsets is shown below the 20kHz MAS spin-echo experiments acquired at 21.1 T 
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The tri-coordinated oxygen bonding regimes differ from calcite in that the 
carbonate unit is always orientated such that the Ca-O-Ca unit is in the plane of the 
CO3
2- unit or perpendicular to the Ca-O-Ca plane. This is shown schematically in Figure 
6.7 (calcite in-plane and calcite out-plane) with a corresponding representative centre of 
gravity position for such a group at 21.1T. The calcite out-plane motif has a more 
distorted twin whereby the Ca2+ cations are rotated so that if looking down a plane 
defined by the direction of the C-O bond the Ca-O-Ca unit is lifted from this plane 
(calcite out-plane distorted in Figure 6.7). 
This distortion is present in varying degrees where the extreme point 
corresponds to the oxygen being able to accommodate another Ca2+ cation such that the 
species can be considered 4-coordinate (aragonite-like in figure 5). Whereas in aragonite 
there are two longer bonds (and they’re of equal length) the four coordinate 
environments in vaterite are all unequal with two comparatively shorter Ca-O bonds. 
The carbonate unit is always orientated as observed in the ‘calcite out-plane’ structural 
motif. 
By the outlined model for the deconvolution of vaterite the more deshielded 
oxygen environments can be associated with the tri-coordinated oxygen environments 
and the most shielded with the distorted tetrahedral oxygen environments. Then the 
oxygen environments recorded between these two ‘extremes’ can be considered as 
distorted intermediate arrangements of tri-coordinated oxygen. 
 
6.7 Two-dimensional 17O Multiple-Quantum MAS NMR 
The inhomogeneous quadrupolar broadening that is compromising the resolution of the 
MAS NMR spectra can be removed by using the 2D-MQMAS technique55 that correlates 
the symmetric (mI<->-mI) multiple quantum transitions with the central transition, for 
3QMAS this means that the triple quantum coherence (-3/2, +3/2) is correlated to the 
single quantum coherence (-1/2, +1/2). Figure 6.8a shows the triple quantum 17O MAS 
NMR spectra for a pure calcite and a mixed phase calcite and aragonite sample after a 
shear transformation has been applied to the raw data.  
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The indirect F1 dimension is described as the isotopic dimension as projections 
of the signal along the F1 axis are free from the anisotropic quadrupolar broadening. The 
narrow ridge shaped lineshapes that are orientated parallel to the F2 (direct) axis in the 
calcite is consistent with a well-resolved crystalline 17O environment with little chemical 
 
Figure 6.8, (a) 17O 3Q-MAS NMR spectra acquired at 21.1 T for synthetic calcite and a mixed 
phase (calcite/aragonite) sample. The calcite 3QMAS is overlaid with the zoomed in version 
(bottom). Additionally rows corresponding to each of the inequivalent oxygen environments are 
displayed to the right of the 3QMAS (red –aragonite, black- calcite). The extracted slices are 
summed to produce the blue spectrum that is a good approximation to the spin-echo spectra 
shown earlier. (b) 17O 3Q-MAS NMR spectra acquired at 21.1 T for a synthetic vaterite sample at 
two levels of detail. 
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shift dispersion. The projection of the calcite peak onto the F1 axis shows a narrow peak 
consistent with a single oxygen species as predicted from the crystal structure.  
For the mixed phase sample the broader lineshape is also orientated parallel to 
the F2 axis consistent with insignificant chemical shift dispersion, but the individual 
inequivalent oxygen sites are not fully resolved. The position of the peak along F1 is 
shifted from its isotropic position due to a modulation effect of the quadrupolar 
interaction allowing different sites to be resolved according to the size of their CQ. If the 
isotropic chemical shifts and CQ parameters are very similar then the peaks overlap as in 
the case for the mixed phase sample. Here the broadness is due to the contribution of 
the single calcite 17O peak and the two 17O aragonite peaks. However, the triple quantum 
spectrum allows one to separate quadrupolar parameters CQ and η by fitting extracted 
second-order lineshapes from the cross-sections of the ridge lineshapes parallel to the F2 
axis. This is a useful form of data validation against the direct measurements reported in 
Table 6-3. The cross sections parallel to the F2 axis of the 3Q MAS mixed phase spectra 
are shown in Figure 6.8a. NMR interaction parameters obtained by fitting the relevant 
rows of the 3Q-MAS spectra for calcite and the mixed phase same are summarized in 
Table 6-4. 
For vaterite the peak complexity in the 2D 3Q-MAS spectra increases in a 
manner akin to the increase observed between the pure calcite and mixed phase spectra 
(see Figure 6.8b); the number of ridged lineshapes parallel to the F2 axis is seen to 
increase, but this does not correlate with a large increase in positional disorder. It follows 
that the ‘disorder’ in vaterite is based on a number of ordered oxygen environments with 
well-defined bond lengths and bond angles as opposed to a disorder based around 
structural distortions of similar environments. The resolution afforded by the 3QMAS 
technique allows us to identify a minimum of six inequivalent oxygen species by the 
Table 6-4 17O NMR parameters obtained by fitting row extractions from the 3Q-MAS 
experiment acquired at 21.1 T for synthetic calcite and mixed phase (calcite/aragonite) sample. 
17O NMR – 3QMAS Experiment 
System Site δiso(MAS) CQ η 
    ppm/±1.75 MHz/±0.15 ±0.03 
Calcite 1 201.1 6.9 0.97 
Aragonite 1 199.3 6.63 0.95 
 
2 198.8 6.75 0.9 
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closely spaced ridges of the lineshape in the synthetic vaterite sample despite the 
considerable overlap of the intensity of the inequivalent sites.  
The spectrum-inversion approach62 is a post-processing technique used to extract 
information from MQ-MAS NMR spectra in disordered materials to reconstruct the 
underlying two-dimensional distribution of isotropic chemical shift (δiso) with respect to 
the quadrupolar interaction (νQ), which can in turn be correlated with local structural 
information.63 The procedure is approached as an inverse problem so that the underlying 
distribution is reconstructed from the measured data. In the present work the singular 
value decomposition (SVD) approach is used as outlined by Zwanziger (1994). 62 
This approach is employed here for two reasons; 1) It is clear that the ‘disorder’ 
present in vaterite is not that typical of a disordered solid with an approximately 
continuous distribution of environments. Vaterite looks to be a roughly crystalline solid 
with a relatively small set of bond angles and lengths. This will be emphasized by the 
spectrum-inversion approach where the little chemical shift dispersion results in isolated 
sections of intensity defined by the unique δiso and CQ values for each inequivalent site. 2) 
This process relies on generating model data to complete the inversion procedure so that 
the efficiency of the coherence transfers involved in the MQ-MAS experiment as 
dictated by the sample rotation, RF field strength (finite pulse widths) and pulse offsets 
are accounted for in the fitting process.[235,236] Then the corresponding extracted cross 
sections parallel to the F2 axis used to model the data were corrected for pulse sequence 
distortions leading to higher quality NMR parameters (see Figure 6.9). 
 
Figure 6.9, example of a simulated distortion to a η=0.9 lineshape extracted from a 3Q-MAS 
spectra 
 — 123 — 
 
As suspected the inversion (see Figure 6.10) emphasizes the site breakdown of the larger 
subset of oxygen environments that was identified earlier from the ridge-like peaks of 
intensity parallel to the F2 axis in the MQ-MAS. The corresponding NMR-parameters for 
each inequivalent oxygen site are presented in Table 6-5. The slice extraction of rows 
parallel to F2 shows that the individual sites are all high η (~0.9-1.0).  
The extracted NMR parameters for vaterite show that the quadrupolar 
parameters vary within the range observed for aragonite and calcite. It appears that these 
parameters are relatively insensitive to the changes in the oxygen environments for the 
synthetic vaterite sample; based on the CQ the oxygen species can only be split into two 
major subsets centered around 6.60 MHz and 7.07 MHz . In contrast the isotropic shift 
varies over a relatively large range Δδiso ~ 208-184 ppm implying that this parameter is a 
better gauge of short-range differences in the 17O nuclear environments.  
 
 
Figure 6.10, 17O 3Q-MAS Inversion for the synthetic vaterite sample 
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A comparison of the isotropic chemical shifts with those roughly predicted for 
the vaterite deconvolution motifs based on GIPAW-DFT calculations in CASTEP 
means that we can begin to assign the resonances in the synthetic vaterite sample under 
investigation as shown schematically in Figure 6.11.  
Downfield shifts were diagnostic of oxygen-environments that the author has 
labelled as ‘calcite in-plane’. The orientation of this structural assemblage allows for 
relatively short Ca-O bonds, which can account for the deshielding of the oxygen 
nucleus and the movement of the resonance downfield.  
It is also interesting to note that the population of this site by MQ-MAS 
inversion is 32%. This offers compelling evidence that the 17O lineshape is split in a 1:2 
ratio of the narrow feature to the broader downfield component, which reflects the 
Table 6-5 17O NMR parameters obtained by fitting row extractions from the 3Q-MAS 
experiment acquired at 21.1 T for synthetic vaterite 
Site δiso(17O)/ppm CQ/MHz η Population  
1 208 6.600 0.92 32% 
2 200 7.013 0.92 9% 
3 196 7.049 0.92 9% 
4 192 7.111 0.92 13% 
5 189 7.131 0.92 24% 
6 184 7.100 0.92 13% 
 
 
 
 
 
 
 
 
Figure 6.11, major structural units proposed for the deconvolution of the experimental 17O 
NMR data for vaterite. An example of a resonance position for each of the structural subsets is 
shown below the 20kHz MAS spin-echo experiments acquired at 21.1 T 
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carbonate chemistry. Unfortunately this feature is common to all carbonates units in the 
proposed structures so cannot be used as a criterion to sift the proposed models.  
The second peak undergoes a step in both the isotropic chemical shift and the CQ 
in comparison to site 1. Such a step is likely to be indicative of a movement between 
oxygen bonding motifs and from Figure 6.7 we can see that this corresponds to the most 
symmetric form of what the author has labelled as the calcite out-plane bonding 
arrangement. It is perhaps worth noting that the parameters for this fit only vary in the η 
parameter in comparison with calcite, however the bonding environments from a 
configurational point of view is quite different highlighting the complexity of interpreting 
these species.  
The minor changes to quadrupolar coupling parameters in moving further down 
the sites corroborate our suggesting that the bonding motif undergoes no further major 
changes, but involves alterations in bond angles and orientation of the Ca-O-Ca bonds 
relative to the carbonate.  The change in isotropic chemical shift between sites 2 and 3 
correlates with the onset of a change of the ‘calcite out-plane’ environment to the ‘calcite 
out-plane distorted’ environment where the planar C-O-Ca2 arrangement is broken such 
that the Ca-O-Ca bonding formation begins to be lifted out of the plane. 
Site 4 and site 5 correlate with an oxygen nuclear environment that has a more 
extreme distortion to that observed for site 3. However the distinction between site 4 
and 5 is that in site 5 the distortion is such that the oxygen can begin to accommodate 
another calcium in its coordination sphere. The subset of structures described by sites 2-
6 has populations of ~10% except for site 5, which looks to be roughly double this. This 
is suggestive that this is actually indicative of two overlapping structural motifs. The fact 
this region is where we predict the ‘calcite out-plane distorted’ site to begin to 
accommodate another Ca2+ to form the ‘aragonite-like’ 4-coordinate speciation suggests 
that both of these types of nuclear environment appear under this resonance.  Given the 
estimated population reflects that of the other sites involving a single structural motif 
and that the most upfield shifts are indicative of 4-coorindated oxygen nuclear 
environments we can assign site 6 to purely ‘aragonite-like’ environments.  
It should be emphasized that isolating the exact structural alterations to the 
change in isotropic chemical shifts becomes increasingly difficult for the distorted sites 
of site 4, 5 and 6 because they do not correlate with the change of any one single 
characteristic but are caused by the aggregation of minor structural alterations. These 
minor structural alterations can accumulate in different permutations to create the same 
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isotropic chemical shift parameters so in fact represent crystallographically unique 
oxygen environments, however the resolution of the ssNMR experimental data does not 
allow one to account for this. Then the deconvolution of the spectra into six (or possibly 
seven) subsets as proposed in the 3QMAS spectral assignment (see Figure 6.10) do not 
necessarily represent isolated crystallographic environments, but groups of oxygen 
nuclear environments who’s unique configurations combine to produce similar NMR 
parameters.  
As such the 3QMAS offers insufficient resolution to count the exact number of 
isolated crystallographic species, however does offer important clarification on a number 
of issues. Firstly any model of vaterite must incorporate 4-coordinated oxygen species. 
These are absent from the ‘transition’ state structures C2c, P6522 and C1 so these 
structures can only be incorporated as part of more complex multi-structure vaterite 
model. Additionally the population of the sites in the broad component looks to be 
approximately equally distributed (~10%) assuming site 5 is actually two components. 
Some of the most outstanding candidates based on energetically considerations such as 
the C2 symmetry based model cannot account for this distribution of oxygen isotropic 
chemical shifts observed experimentally. These observations substantiate the domain-
based model that postulates that vaterite is actually composed of two or more unique 
crystallographic forms.  
 
6.8 Double Orientation Rotation 17O NMR 
Double Orientation Rotation (DOR)218 is an alternate technique to the MQ-MAS 
experiment for removing the influence of the anisotropic quadrupolar interaction from 
NMR spectra. It extends the concept of magic angle spinning by using a double rotor 
that is able to spin at both the magic angle and an angle of 30.56° thereby the second and 
fourth-rank anisotropic broadening can be simultaneously removed to produce an 
isotropic spectrum. The 17O DOR spectra for calcite across multiple fields of 20.0 T, 
14.1 T, 11.75 T and 9.4 T are shown in Figure 6.12a.  
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The calcite sample exemplifies the resolution enhancement that is achievable by 
successfully utilizing the DOR technique. In these ‘isotropic’ spectra the calcite 17O 
lineshape is reduced to a single centre of gravity (FWHM ~ 123.5 Hz, 1.53 ppm) and a 
spinning sideband manifold. The narrow resonance demonstrates the lack of chemical 
shift dispersion thereby confirming the high crystallinity of the calcite sample. A 
corresponding set of 17O DOR spectra for the mixed phase calcite and aragonite sample 
 
Figure 6.12, a) 17O DOR spectra of synthetic calcite and b) synthetic mixed phase 
(calcite/aragonite) taken across fields of 20.0T, 14.T, 11.75T and 9.4T. 
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are shown in Figure 6.12b. Here the resolution enhancement bestowed by the DOR 
technique allows for the two inequivalent oxygen positions of aragonite and the calcite 
resonance to be differentiated. 
 
The isotropic chemical shifts were extracted by exploiting the field dependence of the 
centre of gravity according to the relation shown in eq.(6.170, which shows that the 
isotropic chemical shift is essentially the centre of gravity at an infinity external magnetic 
field.  
 
 𝜹𝒄𝒈 𝒑𝒑𝒎 = 𝜹𝒊𝒔𝒐 𝒑𝒑𝒎 − 𝟑𝟓𝟎𝟎𝑷𝑸𝟐𝝂𝒐𝟐 ×𝟏𝟎𝟔 (6.1) 
 
This analytic expression was used to fit the corresponding data as shown in Figure 6.13. 
 
 
Figure 6.13, following the centre of gravity for each inequivalent oxygen environment across the 
4 acquisition fields for calcite (top left) and aragonite (bottom left) and the accompanying 
quadrupole coupling parameter and isotropic shift plots for synthetic calcite (top right) and 
aragonite (bottom right) 
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The corresponding NMR parameters extracted from the DOR data for both the pure 
calcite and mixed phase sample are summarized in Table 6-6. 
For the synthetic vaterite the DOR data reveals the complexity of this sample (see Figure 
6.14). Given that the MQMAS suggests that the oxygen occupies well-defined 
crystallographic positions with little chemical shift dispersion the majority of this 
lineshape is the product of overlapping inequivalent oxygen environments. Initially the 
lineshape was fitted according to six Gaussian peaks consistent with the observations of 
the 3Q-MAS data.  
Table 6-6 17O NMR parameters obtained from the 20 kHz MAS spin-echo acquired at 21.1 T 
against those extracted from the DOR experiments for synthetic calcite and the mixed phase 
(calcite/aragonite) sample. 
      
17O MAS 
NMR   17O DOR NMR  
17O DOR 
Simulation 
System Site δiso(MAS) CQ η δiso(PQ) PQ δiso CQ η 
    ppm/± MHz/± ± 
ppm/±0.7
5 
MHz/
±       
Calcite 1 201.05 6.85 0.95 200.55 8.04 201.250 7.00 0.98 
Aragonite 1 199.20 6.50 0.96 198.54 7.52 198.600 6.60 0.96 
  2 198.60 6.80 0.92 198.26 7.66 198.220 6.77 0.92 
 
 
 
 
 
 
 
 
 
Figure 6.14, 17O DOR spectra of synthetic vaterite sample taken across fields of 20.0T, 14.T, 
11.75T and 9.4T. 
 — 130 — 
At each field six peaks are sufficient to closely fit the major features of the spectral 
intensity, which corroborates the 3Q-MAS experimental findings. The individual 
integrated intensities of the peaks are not quantitative under DOR as the comparatively 
low spinning speeds mean that the signal is distributed amongst a spinning sideband 
manifold. The shape of the spinning sideband manifold is dictated by the field-
dependent interplay between the CSA and the quadrupolar interactions, therefore the 
ratio of the centre of gravity peaks is seen to vary with field. The centre of gravity peak 
selections across the multiple fields used to extract the corresponding isotropic chemical 
shift and the PQ.is shown in Figure 6.15.  
 
These isotropic chemical shifts and quadrupolar parameters extracted from this 
procedure are shown in Table 6-7. The NMR parameters isolated from the DOR 
experiments were used as an experimental constraint in order to simulate the MAS spin-
echo experiments undertaken across the multiple fields in order to assess the populations 
of the oxygen speciation in the synthetic vaterite sample. Due to the field dependence of 
the individual lineshapes only a faithful representation of the relative intensities allows 
for the reproduction of the experimental MAS spin-echo lineshape across the multiple 
externally applied magnetic fields. The results of this exercise are shown schematically in 
Figure 6.16 and the relative populations of each site are reported in Table 6-7. 
 
 
Figure 6.15, following the centre of gravity for each inequivalent oxygen environment across the 
4 acquisition fields and the accompanying quadrupole coupling parameter and isotropic shift 
plots for synthetic vaterite 
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Figure 6.16, deconvolution of the spin-echo vaterite lineshape across 3 acquisition fields (21.14T, 
14.1T and 11.75T) using the quadrupole coupling parameter and isotropic shift obtained from 
the DOR experiments on synthetic vaterite 
Table 6-7 17O NMR parameters used for deconvolution of the 17O 20 kHz MAS spin-echo 
experiment across multiple fields for synthetic vaterite and corresponding site populations in 
comparison with those extracted by the 3QMAS inversion fitting process. 
 
17O DOR (Experimental) Populations  
 
δiso (PQ) PQ CQ MAS  MQMAS 
Site ppm/±2.2 MHz/±0.25 (Assuming η = 0.92)     
1 207.4 7.52 6.64 31 32 
2 199.0 8.01 7.07 11 9 
3 195.8 8.02 7.08 10 9 
4 193.5 8.10 7.15 10 13 
5 188.4 8.03 7.09 27 24 
6 185.5 8.02 7.08 10 13 
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The multi-field MAS spin-echo deconvolution outlined in Figure 6.16 shows that 
the DOR NMR parameters can accurately reproduce independently acquired 
experimental data affording further confidence in the extracted NMR parameters. The 
MAS spin-echo experimental measurements are fully quantitative. The fact that the 
deconvolution follows the lineshape across the external magnetic field offers another 
level of verification of the individual site populations. The population of the individual 
sites according to both the MAS and MQMAS-inversion methods are compared in table 
8 and there is good agreement between the two datasets. Note that in this case the 
MQMAS can be considered a good approximation to being quantitative as the CQ’s are 
very similar.  
As can be seen in Figure 6.16 six independent sites are sufficient to account for 
the majority of the experimental intensity. This fitting corresponds to employing the 
principle of Occam’s razor - that is the minimum number of assumptions has been 
employed so that only the well-defined spectral-detail has been simulated. However 
further examination of the spectra show that the high level of resolution provided by the 
DOR technique reveals further fine detail. At 20.0 T the spectral intensity is split 
between two main resonances, but that distinction is lost in the lower fields (14.1 T, 
11.75 and 9.4 T) where there is low-level signal intensity between these two major 
spectral features. The detail of this low-level signal intensity is ill resolved until 9.4 T 
where the quadrupolar interaction has an increasingly strong effect so that larger 
quadrupolar coupling constants lead to a correspondingly larger movement of the centre 
of gravities. Thus differences in individual quadrupolar parameters for each inequivalent 
site are exaggerated and fine detail becomes more visible.  
While the DOR data is not quantitative the fact that these peaks are consistently 
low intensity across the fields in which they are visible and that they have similarly low-
level contributions in the spinning side-band manifold suggest that these environments 
represent inequivalent oxygen environments that are infrequent crystalline motifs in 
comparison to the six main features. Such behaviour would be consistent with a domain-
based model as observed by Kabalah-Amitai et al (2013)208 where there is an unequal 
representation of one or more crystallographically unique form of vaterite, though this 
observation alone cannot directly confirm this.  
The breadth of these low level peaks reveals the crystallinity of the oxygen 
environments they represent and their low-levels suggested they could be considered a 
representation of a roughly isolated crystalline oxygen environment. If this level of 
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crystallinity and therefore individual peak breadth can be applied across the entire 
spectral intensity then the line shape breaks down into many inequivalent oxygen 
environments that could easily exceed twenty. Apart from the comparatively large C1-
symmetry based models for vaterite structures proposed by Mugnaioli et al207 (revised by 
Demichelis et al22) this would require the presence of more than one unique 
crystallographic structure thereby offering further support to the domain based model.   
 
6.9  13C CSA Experiments  
Routine 13C single pulse MAS NMR spectroscopy was undertaken on all the synthetic 
inorganic calcium carbonate polymorphs. The range of 13C chemical shifts for different 
inorganic carbonates is relatively small (~3.6 ppm)233 as it is largely governed by small 
differences in the C-O bonding.  
As 13C has a nuclear spin I=1/2 it does not suffer quadrupolar effects, therefore 
obstacles to meaningful acquisition are governed by the low natural abundance of the 
NMR active 13C nucleus (~1.1%) and the long T1 relaxation times (see Figure 6.17) 
The issues are both compensated for by the use of 100%-13C isotopic enrichment in the 
samples.  In Figure 6.18 is the MAS single-pulse spectrum of calcite. Calcite has a single 
carbon site in the asymmetric unit cell, therefore it is surprising to note that the synthetic 
calcite spectrum actually shows three peaks, the largest is observed at 168.14 ppm with 
another positioned ~90 Hz downfield and the final peak ~60 Hz upfield from this centre 
peak. 
 
Figure 6.17, 13C inversion recovery measurements on synthetic calcite and aragonite (left) and the 
two 13C sites in synthetic vaterite (right) 
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This extra definition is absent from previous reports of 13C MAS NMR data for calcite 
where only a single peak is reported. [233,199] Only one of the studies has a full width at half 
maximum comparable with our lineshape ( ~0.5 ppm). In this study the single peak of 
calcite is asymmetric such that its tails upfield, a feature that could be mimicked in the 
spectrum reported in this study if line broadening were used in the spectral processing. 
As the powder PXRD shows no impurity this explanation can be eliminated. There are 
then two possible mechanisms by which such a splitting of the lineshape may occur: it is 
either a quadrupolar-modulated J-coupling between the 17O and the 13C or is it is a 
manifestation of an isotopomer effect due to the incomplete oxygen-17 enrichment of 
the carbonate units as observed in the 1H NMR of naturally occurring TMS where the 
proton isotropic chemical shift is dependent on the isotopes of carbon and silicon in the 
molecule. 
Due to the field dependence of the former interaction acquiring an identical 
spectra at another field provides a simple test for this hypothesis. A 13C spectrum 
acquired at 7.05 T is arrayed with the spectra acquired at 14.1 T in Figure 6.18. The 
deviation of the lower field lineshape from that acquired at 14.1 T confirms a field 
dependence and therefore confirms the former J-coupling based hypothesis. J-couplings 
 
Figure 6.18, 13C 15kHz MAS measurements acquired at 14.1T and 7.05T on synthetic calcite. 
Note the field dependence of the lineshape. 
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of the observed 13C to the 17O should yield a splitting of 6 resonances. If the lineshape 
splitting is simply due to the different spin states of the quadrupolar nucleus then these 
lines should be of identical intensity and equally spaced by the magnitude of the 13C-17O 
J-coupling (for calcite we know this is ~ 30 Hz). However, the J-multiplet can undergo 
asymmetric broadening and shifts to the different components if there is a significant 
dipolar/quadrupolar cross-term. This second-order effect sees the re-introduction of the 
quadrupolar interaction through the dipolar interaction and accounts for the field 
dependence of the lineshape. To summarise, the calcite spectra does not consist of six 
equally spaced lines, however the resolved lines are separated by multiples of ~ 30Hz. 
This is consistent with a J-coupling between a 17O quadrupolar nucleus (Q=5/2) and a 
13C dipolar nucleus (I=1/2) in the presence of a significant dipolar contribution in 
addition to the large quadrupolar interaction. In order to fully characterise the interaction 
a sample that is only 13C enriched should be prepared in order to establish the true 13C 
calcite lineshape and its isotropic chemical shift. 
Figure 6.19 shows representative spectra of the 13C MAS NMR (15 kHz) 
undertaken at 14.1 T. For the mixed phase sample two resonances are observed; the peak 
at 170.337 ppm corresponding to aragonite and the peak at 168.101 ppm to calcite. As 
the FWHM of these peaks is ~140 Hz the phenomena outlined above would be masked 
if similar peak separations are involved (previously the FWHM was ~60 Hz) 
 
Figure 6.19, 13C MAS measurements on synthetic calcite, aragonite and vaterite at 15kHz (left) 
and 1kHz (right) 
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For vaterite two 13C resonances are observed (168.638 and 169.693 ppm) that are 
positioned between the calcite and aragonite peaks. The metastable C2/c and P6522 
structures both have two types of carbonates, however the requirement of vaterite to 
possess 4 coordinate oxygen species that are absent from these structures would discredit 
this assignment. Furthermore it is worth re-iterating at this point that the Raman study194 
reported that the vaterite structure must possess at least three independent carbonates. 
Given that the integrated intensity of the peaks are in a ratio of 2:1 it is plausible that the 
third site is hidden beneath the upfield peak. 
Unlike the 17O NMR parameters, the C-O bonds dominate the 13C isotropic 
chemical shift parameters. In calcite the carbonate units are symmetric such that the C-O 
bonds and O-C-O angles are equal. In vaterite a distorted form of the calcite CO3 group 
exists where none of the C-O bonds are equal and there are small distortions in the O-C-
O bonds. The other general type is analogous to aragonite where there are two C-O 
types with site populations in a ratio of 2:1. The observation of two peaks in the NMR 
spectra corroborates the rationalization of the chemical composition based on two 
carbonate motifs. 
The metastable structures possess two independent carbonates that fall into these 
two groupings, while the stable structures can possess multiple carbonate units that fall 
within either these carbonate motifs (the stable forms of vaterite have between 3-18 
carbonates). Differentiating between the structures is impossible given the resolution in 
the 13C spectrum. Then the only useful conclusions with implications for vaterite models 
are the peak positions and that the ratio of distorted-calcite environments to distorted-
aragonite carbon environments is 2:1. 
Additional low rotor frequency measurements were undertaken in order to try 
and estimate the chemical shift tensorial components of the 13C environments. The 
corresponding spectra for the three synthetic calcium carbonate samples under 
investigation are shown in Figure 6.19. 
The powder patterns for the carbonate environments show the 13C environments 
are all near axial symmetry (σ11 = σ22). The chemical shift anisotropy parameters for each 
calcium carbonate polymorph were extracted by spectral simulation in DMFit221 and are 
summarized in Table 6-8.  Calcite is axially symmetric to within experimental error that 
reflects the trigonal planar symmetry of the carbonate species. Thus the carbon 
experiences maximum shielding when the carbonate unit is orientated parallel to the 
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external magnetic field and maximum deshielding when the unit is perpendicular to the 
external magnetic field.  
In aragonite the three-fold symmetry of its carbonates are broken and this is reflected in 
the deviation from axial symmetry for aragonite η = 0.2. In vaterite the distorted-calcite 
environment (δiso=168.64 ppm) is seen to vary most from axial symmetry where η = 
0.25. Yet the modest overall changes in the CSA parameters show that the carbonates 
remain close to a planar configuration in all three polymorphs.  
 
6.9.1 Possible future experiments 
6.9.2 J-HMQC 
The 2D 13C-17O J-HMQC (Heteronuclear Multiple-Quantum Coherence)220 
experiment presents an opportunity to use through-bond couplings to investigate 13C-17O 
connectivities. In Figure 6.20 the correlation experiment was undertaken with a 
reconversion time selective to CO connectivties with J-couplings of ~33.33 Hz. There is 
some imprecision in this value as both scalar coupling and residual dipolar splitting 
contributions determine J.  
The peaks in the J-HMQC represent one-bond 13C-17O couplings. It is evident 
that there are carbonate species with similar J-couplings common to both major oxygen 
resonances, however the resolution in the 13C dimension is insufficient to identify distinct 
correlations between the different carbon sites. The J-HMQC experiment used to acquire 
the spectrum shown in Figure 6.20 took 2-3 days using 92 t1-FIDs. To achieve the 
resolution of ~150 Hz in the 13C dimension the number of increments would need to be 
increased to 256 t1-FIDs, which would need to be accompanied by an increase in the 
number of scans per increment as the signal had died away by 92 increments. This 
Table 6-8 13C NMR parameters extracted by fitting the CSA powder patterns of synthetic 
calcite, aragonite and vaterite using DMFit. 
Type of CaCO3 polymorph δ/ppm Δδ/ppm η δ11/ppm δ22/ppm δ33/ppm 
Calcite  168.1 -48.75 0.01 192.72 192.23 119.35 
Aragonite 170.34 -52.25 0.2 201.69 191.24 118.09 
Vaterite 168.64 -49.5 0.25 199.58 187.20 119.14 
  169.69 -49.25 0.15 198.01 190.62 120.44 
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potentially more than triples the experimental time making it impractical on the basis of 
magnet availability. A higher level of 17O-enrichment would partially compensate for this 
issue (the estimated the enrichment is ~20% for the synthetic vaterite sample under 
investigation).  
As J-couplings should correlate with C-O bond lengths structurally this means 
there are common bond lengths to carbonates associated with both the major oxygen 
resonances and both the 13C carbonate resonances. Additional J-HMQC experiments 
were attempted where the recoupling period was increased to make the experiment 
sensitive to smaller J-couplings (~20Hz). However this form of spectral editing for 
longer bond lengths showed little difference (apart from signal to noise) from that 
acquired earlier suggesting that the carbonates cannot be differentiated via this 
methodology. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.20, 17O J-HMQC (850 MHz, 20kHz) spectrum recorded for synthetic vaterite sample 
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7	  
AB INITO DFT CALCULATIONS OF 
THE VATERITE SYSTEM 
7.1 Computational details  
Ab initio DFT calculations were performed using CASTEP 894 using the Perdew-Burke-
Ernzerhof exchange-correlation functional intended for use with the solid state 
(PBEsol).79 
In the following study the default, unmodified Vanderbilt Ultrasoft 
pseudopotentials were used as generated on-the-fly (OTF) in CASTEP-8 in all cases 
except for calculations of 17O isotropic chemical shifts. As outlined by Profeta et al. 
(2004)237 in a study of Ca oxides  the unmodified CASTEP pseudopotentials 
overestimate the Ca-O covalency when used in conjunction with the PBE functional and 
suggest that it is possible to correct for the PBE-DFT deficiency by introducing an 
energy penalty for occupation of d orbitals in the calcium pseudopotential.2 Hence an 
alternative based on a +3.2eV shift in the Ca 3d orbital was employed in all 17O isotropic 
chemical shift calculations.  
The modified OTF generation string and the resulting shift in the mulliken 
atomic population description of the Ca species in calcite with respect to the default 
string are shown below.  
 
Ca  3|2.0|10|15|20|30U:40:31:32U@0.118U@0.118 
 
Atomic Populations (Mulliken)           
Species Ion s p d f Total Charge/e 
Ca(default) 1 2.12 6 0.5 0 8.62 1.38 
Ca(modified) 1 2.16 6.12 0 0 8.28 1.72 
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7.1.1 Convergence and Testing – Calcite and Aragonite  
Tests of convergence and an appraisal of the computational methodology’s ability to 
capture structural and NMR properties of these systems were performed on the two 
stable polymorphs of calcium carbonate (CaCO3); calcite and aragonite. Crystal structures 
for calcite and aragonite at room temperature and atmospheric pressure were taken 
directly from the Inorganic Chemical Structure Database (ICSD), entry codes 73446, 
190072 respectively. Like all natural carbonates, calcium carbonate phases have isolated 
CO3
2+ groups and no bridging oxygens. It follows that for a family of polymorphs where 
the sequence of next nearest neighbours is identical only changes in structure can 
account for changes in the NMR parameters. Thus convergence tests were undertaken 
for structural parameters in addition to the NMR parameters. As calcite is a 
rhombohedral carbonate possessing 6-coordinated Ca and 3-coordinated oxygen222 while 
aragonite is orthorhombic with 9-coordinated Ca and 4-coordinated oxygen223 the 
structural differences in their putative crystal structures provide and excellent way to 
calibrate the accuracy of the DFT approach for vaterite.  
The basis set convergence was calibrated (see Figure 7.1a) with respect to the 
basis-set size and Brillouin k-point sampling to achieve a minimum basis set 
convergences of 0.13 mH per atom. It is pertinent to note that convergence of the 
electronic total-energy does not allow one to infer the convergence of the forces as the 
numerical errors for the total energy are of second order; whilst for the forces they’re of 
first order. Given that the NMR parameters are sensitive to local changes in geometry 
additional convergence testing was explicitly undertaken against plane wave basis set and 
k-point sampling for the cell parameters and bond lengths (Figure 7.1b). 
Finally to minimize the error due to finite k-point sampling and basis set 
truncation the NMR parameters were converged as outlined earlier. The displayed 
convergence trends focus on the computed 17O NMR parameters; the convergence of 
the 17O isotropic magnetic shielding and quadrupolar coupling constants for calcite and 
aragonite are displayed in Figure 7.1c and with respect to k-points for aragonite in Table 
7-1. Yet, as convergence of a calculation scales with both the number of electrons and the 
‘hardness’ of the respective pseudopotentials the convergence of the 13C NMR 
parameters were independently checked in the same manner as for the 17O NMR 
parameters. In Table 7-1 the “number” of k-points refers to the symmetry reduced subset 
of the k-points grid listed in the second column. 
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Figure 7.1, Figure 1, a) convergence of' the electronic energy per atom relative to the electronic 
energy calculated at 1200 eV for aragonite with respect to plane wave cut-off energy (left) and the 
convergence of the electronic energy per atom relative to the electronic energy calculated using 
36 kpoints with respect to the number of k-points (right) b) convergence of the cell parameters 
for calcite (left) and aragonite (right) with respect to plane wave cut-off energy c) convergence of' 
the computed isotropic magnetic shielding (top) and quadrupolar coupling constants (bottom) 
for the oxygen sites in calcite and aragonite as a function of plane wave cut-off energy at k-point 
grids of 5x5x2 & 5x3x4 and a fine grid scale of 2.0. In each case the structure used was that 
obtained from a geometry optimization with the same basis set. 
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7.1.2 Accuracy assessment of PBEsol-DFT calculations on calcite and 
aragonite  
Calcite and aragonite calculations were considered to assess the expected accuracy of this 
PBEsol-DFT based approach and to inform the appropriate level of constraint to be 
applied to the relaxation of the suite of vaterite structures. Accordingly NMR calculations 
were performed on the unoptimised crystallographic structures and on structures 
generated by symmetry constrained optimisations with and without the unit cell 
parameters constrained at their experimentally determined values. Finally the structures 
were optimised without any symmetry or cell constraints to establish whether CASTEP 
maintains the configuration observed in nature as any major deviation would indicate 
that lower symmetry structures might suffer inaccurate structural changes.  
Default tolerances for convergence of the geometry relaxation were employed 
(maximum force 0.05eV/Angstrom on any atom, maximum stress tensor component of 
0.1 GPa and a maximum change in energy of 2x10-5eV per optimization step). In order 
to ensure that the precision of the wavefunction was suitable for the NMR calculation 
the tolerance criteria of convergence of the electronic structure calculation were reduced 
to 10-7 eV per atom and the maximum force change was set to be less than 10-4 eV per 
Angstrom. 
Experimental NMR for powdered solids (or solution) reports a field-independent 
chemical shift δ as opposed to the isotropic part of the magnetic shielding tensor. 
Table 7-1 Convergence of the isotropic magnetic shielding and quadrupolar coupling 
constants for the oxygen sites in aragonite as a function of the k-point grid used to sample the 
1st Brillouin Zone 
Number of  
k-points 
k-point 
grid 
σiso(O1) 
/ppm  
CQ (O1) 
/MHz 
σiso(O2) 
/ppm  
CQ (O2) 
/MHz 
2 2x2x1 31.54 6.525 6.74 -6.667 
3 3x3x1 41.56 6.731 37.25 -6.511 
6 4x4x1 40.43 6.729 36.10 -6.514 
7 5x5x2 40.61 6.728 36.10 -6.514 
21 6x6x2 40.61 6.728 36.10 -6.514 
36 8x8x2 40.62 6.728 36.10 -6.514 
120 12x12x3 40.60 6.728 36.10 -6.514 
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Accordingly comparing calculated magnetic shielding and observed chemical shift 
requires scaling the calculated values to relate them to the chemical shift scale. In this 
work the shift values (𝜎!"#) for 17O are determined by comparing the magnetic shield 
and observed experimental chemical shift for calcite. This value is then applied to 
aragonite in order to assess its suitability. Earlier allusion was made to a complication in 
the calculation of 17O chemical shifts at the GGA PBE level of theory, which incorrectly 
hybridises the Ca 3d unoccupied states with the O 2p states. However it was unclear in 
the paper whether the empirical adjustment of the Ca 3d levels via the pseudopotential 
should be used in all calculations or only for NMR calculations. Additionally it is also 
notable that the author suggests the empirical fix has negligible effect on the other NMR 
parameters.  
An identical set of structural optimizations and NMR calculations were 
undertaken using the modified Ca pseudopotential to investigate these issues. The 
changes in structural parameters with respect to the use of the default CASTEP 8 
pseudopotentials in conjunction with the PBEsol functional are displayed in the 
appendix. The corresponding 17O NMR parameters for the two-optimization strategies 
are shown in Table 7-2. 
The differences between the two sets of structural parameters for geometry 
relaxation using the default CASTEP 8 pseudopotentials with the PBEsol functional and 
the employment of the modified Ca pseudopotential in conjunction with the PBE 
functional recorded in table 3 are slight; in fact the percentage changes show that the 
methods are identical except for calcite where changes on the order of ~3-4% in lattice 
parameters and bond lengths from their experimental values are recorded for the latter 
method in contrast to the ~1% change in the former.  
 
 
 
 
 
 
 
 
 
 
 — 144 — 
 
Table 7-2 17O NMR parameters obtained upon relaxing the positions of all ions to their 
minimum energy configuration with the unit cell parameters constrained to their experimental 
values and unconstrained whilst employing the CASTEP8 default pseudopotentials in 
conjunction with the PBEsol functional and the modified-Ca pseudopotential in conjunction 
with the PBE functional. The absent calcite values are because these are zero by definition in 
the referencing scheme employed. 
  
Exp CASTEP 
Functional-PBEsol 
Pseudopotentials–
CASTEP 8 defaults 
 
Unoptimised PBEsol lattice fixed PBEsol lattice vary 
NMR 
parameter  
CaCO3 
polymorph 
 
CASTEP8 
defaults CASTEP8 defaults CASTEP8 defaults 
δ/ ppm Calcite 201.05 - - - 
 
Aragonite 198.6 189.44 191.68 191.98 
  
199.2 194.61 196.2 196.91 
CQ/ MHz Calcite 6.85 6.91 -7.03 -7.03 
 
Aragonite 6.8 6.64 6.73 6.71 
  
6.5 -6.37 -6.51 -6.51 
η Calcite 0.95 0.99 0.98 0.98 
 
Aragonite 0.92 0.88 0.92 0.92 
  
0.96 0.97 0.95 0.95 
  
Exp CASTEP 
Functional-PBE 
Pseudopotentials – 
modified Ca, CASTEP 8 
defaults (C, O) 
 
Unoptimised PBE lattice fixed PBE lattice vary 
NMR 
parameter  
CaCO3 
polymorph 
 
CASTEP8 
defaults (O, 
C), Shifted-Ca 
CASTEP8 defaults 
(O, C), Shifted-Ca 
CASTEP8 defaults 
(O, C), Shifted-Ca 
δ/ ppm Calcite 201.05 - - - 
 
Aragonite 198.6 198.32 202.13 202.67 
  
199.2 200.25 204.7 202.93 
CQ/ MHz Calcite 6.85 -7.207 -7.279 -7.399 
 
Aragonite 6.8 6.97 7.02 7.04 
  
6.5 -6.79 -6.92 -7.00 
η Calcite 0.95 0.99 0.98 0.96 
 
Aragonite 0.92 0.91 0.96 0.96 
  
0.96 0.96 0.94 0.91 
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The close agreement of the structural parameters with experiment for both 
optimization strategies suggests both are valid candidates to capture these physical 
details. Nonetheless on inspection of the NMR parameters calculated by identical setups 
to the aforementioned geometry optimizations the agreement between the datasets and 
experiment is less consistent. Whilst the results in Table 7-2 confirm that the modified 
pseudopotential improves the calculated isotropic chemical shifts with respect to those 
calculated by the default Ca-pseudopotential, it also highlights that there is in fact an 
unwanted secondary effect on the CQ that is not negligible. This parameter is consistently 
overestimated by the modified Ca-pseudopotential for both calcite and aragonite. Given 
that the configurations after structural relaxation were identical to within computational 
noise for aragonite this difference cannot be solely attributed to variation in geometry, 
but must partially be an artefact of the calculation. It would be an interesting exercise to 
refit the +3.2eV shift in the Ca 3d orbital for the current setup as opposed to using the 
setup optimised on CaO to establish how transferable this modification is across 
inorganic calcium systems and whether this is the origin of this difference although this is 
not done here. 
Nonetheless in the context of this investigation these observations clarify the 
ambiguous aspect of the modified Ca pseudopotentials use; that the most representative 
calculated NMR data is achieved if the shifted pseudopotential is only used to compute 
the shielding parameters - given that this modification is an empirical adjustment to fix a 
DFT issue relevant to the shielding it would not seem unreasonable to use the PBEsol 
geometries and only compute the shielding using the shifted potential. Another NMR 
calculation with the default CASTEP 8 pseudopotentials with the PBEsol functional will 
be used to estimate the quadrupolar parameters. A summary of the NMR parameters for 
calcite and aragonite calculated in accordance with this methodology are reported in 
Table 7-3, whilst the corresponding deconvolution of the experimental 17O solid-echo 
pulse spectra are shown in Figure 7.2. 
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Table 7-3 17O NMR parameters obtained from unoptimised experimental geometry, upon 
relaxing the positions of all ions to their minimum energy configuration with the unit cell 
parameters constrained to their experimental values and unconstrained whilst employing the 
CASTEP8 default pseudopotentials in conjunction with the PBEsol functional.  Chemical 
shift parameters are calculated with the modified-Ca pseudopotential, whilst quadrupolar 
parameters are calculated using the CASTEP8 defaults. 
       Expt CASTEP 
  
  
Unoptimised 
PBEsol lattice 
fixed (CASTEP 8 
pseudopotentials) 
PBEsol lattice vary 
(CASTEP 8 
pseudopotenitals) 
NMR 
parameter  
CaCO3 
polymorph 
  
CASTEP8 
defaults (O, C), 
Shifted-Ca 
CASTEP8 
defaults (O, C), 
Shifted-Ca 
CASTEP8 defaults 
(O, C), Shifted-Ca 
δ/ ppm Calcite 201.05 - - - 
 
Aragonite 198.6 198.32 200.45 200.91 
   199.2 200.25 201.87 202.83 
CQ/ MHz Calcite 6.85 6.91 -7.03 -7.03 
 
Aragonite 6.8 6.64 6.73 6.71 
   6.5 -6.37 -6.51 -6.51 
η Calcite 0.95 0.99 0.98 0.98 
 
Aragonite 0.92 0.88 0.92 0.92 
  
0.96 0.97 0.95 0.95 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2, deconvolution of the 17O solid-echo spectra for calcite (left) and a mixed phase 
calcite/aragonite sample (right) acquired at 21.14T based on chemical shift NMR parameters 
calculated using the modified Ca-pseudopotential and quadrupolar parameters calculated using 
the default CASTEP8 pseudopotentials. 
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7.1.3 Simulation of experimental DOR spectra  
DOR is a technique capable of providing isotropic 1D spectra for quadrupolar nuclei in 
real time, making it a powerful tool in terms of characterizing quadrupolar nuclei. It has 
been outlined by Hung et al (2007)72 that the anisotropic NMR parameters for half-
integer quadrupolar nuclei can be established by spectral simulation of the DOR 
spinning sideband intensities using a computer program written with the GAMMA spin-
simulation libraries. This spectral fitting approach is particularly viable for well-resolved 
quadrupolar lineshapes, but becomes increasingly intractable for multiple overlapping 
sites. Deconvolution in the manner can be bypassed if computed input values are 
accurate. Then for structures like vaterite where the experimental lineshape comprises of 
multiple sites, but structural models have not been able to be verified, the technique can 
be elevated to a predictive tool for structural elucidation. 
Again calcite and aragonite were used as proof of principle of the proposed 
approach where NMR parameter inputs were calculated from CASTEP8 derived in the 
manner outlined previously. These structures are ideal case studies because under DOR 
the calcite and aragonite spectra become simple enough such that they can be 
deconvoluted without computational input, while their structures have been well 
characterized and thus the quality of the structural data is unlikely to contribute any 
significant errors to the simulations via the theoretical NMR parameters. As such the 
accuracy of the DOR simulation was almost exclusively dependent on the ability of 
CASTEP to capture the experimental NMR inputs. The numerical density-matrix 
simulations were performed using spinning side-band (ssb) suppression219 across four 
fields (9.4 T, 11.7 T, 14.1 T, 20 T) using the experimental inputs for 𝜈!" and 𝜈!" 𝜈!" . 
The simulations were completed in the time-domain and apodized with an exponential 
decay function corresponding 75 Hz of line broadening prior to Fourier transformation.  
The conditions of DOR are engineered such that if the rotor frequencies are 
sufficient to partially average the quadrupolar interaction then the spin system becomes 
pseudo-spin-1/2. Generally due to the relatively low limits of the outer rotor spinning 
frequency (~ 2kHz) the intensity of the NMR interactions is forced into a (ssb) manifold 
analogous to a CSA ssb manifold observed for a spin-1/2 systems in the slow spinning 
regime. The exact shape and relative intensities for the peaks of this manifold can be 
influenced by quadrupolar (QI), chemical shift (CS), dipolar and j-coupling interactions. 
The influence of any one of these interactions on the ssb manifold is related to the 
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relative sizes and orientations of the respective tensors of the interactions so while the 
most accurate simulation would include all four interactions this is often unnecessary due 
to the large differences in the strengths of the interactions.  
A top-down approach was employed to establish the level of appropriate detail 
for the simulations whereby the single largest contributing interaction is initially included 
and tested for adequacy against the experimental lineshape. If this is deemed an 
inadequate fit of the experimental spectrum then a combination of the largest and next 
largest interaction is included in combination and the process is repeated until the 
lineshape did not change significantly upon adding further interactions.  
Accordingly the initial preliminary testing only included the calculated EFG 
parameters where the implicit assumption is that the quadrupolar interaction dwarfs the 
chemical shift interaction such that the latters effect on the lineshape can be ignored. 
This regime is preferable because it makes deconvolution of the DOR experimental ssb 
manifold much simpler. The simulations in the absence of CSA for calcite and aragonite 
are shown in Figure 7.3 & Figure 7.4 and it is clear from these results that this first order 
approximation is insufficient. 
 
Figure 7.3, comparison of 17O DOR simulations across multiple fields (19.96T(top left), 
14.1T(top right), 11.75T(bottom left), 9.4T (bottom right)) for calcite against experiment (black 
spectra) based on the inclusion of the quadrupolar interaction only for CASTEP data derive from 
structures optimized with the lattice fixed at the experimental value and whilst allowing the lattice 
to vary (red spectra) 
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The next simulation approach included a combination of QI and CS. To 
correctly model the interplay between these two interactions requires the inclusion of the 
relative orientation of the 17O EFG and CS tensors. This is denoted by three Euler angles (𝛼!" ,𝛽!" , 𝛾!") that describe the co-ordinate frame transformation that makes the EFG 
principal axis frame (PAF) and the CS PAF coincide. For this work the specification of 
the orientation between the magnetic shielding tensor and the EFG tensor was done as 
specified by Gervais et al. (2005)238.  The simulations corresponding to the combined 
effect of CSA and QI for calcite and aragonite are displayed in Figure 7.5 and Figure 7.6. 
At this level of detail the accuracy of the lineshape fitting is in very good 
agreement with the experimental data and of an equivalent standard to the best fit of the 
parameters arrived at independently of the computed values. Table 7-4 offers a full 
comparison of the 17O NMR parameters for calcite and aragonite obtained by fitting the 
DOR ssb intensities with the quantum mechanical calculated values. 
 
 
 
 
Figure 7.4, comparison of 17O DOR simulations across multiple fields (19.96T(top left), 
14.1T(top right), 11.75T(bottom left), 9.4T (bottom right)) for aragonite against experiment 
(black spectra) based on the inclusion of the quadrupolar interaction only for CASTEP data 
derive from structures optimized with the lattice fixed at the experimental value and whilst 
allowing the lattice to vary (red spectra) 
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Figure 7.6, Comparison of 17O DOR simulations across multiple fields (19.96T(top left), 
14.1T(top right), 11.75T(bottom left), 9.4T (bottom right)) for aragonite against experiment 
(black spectra) based on the inclusion of the quadrupolar and CSA interactions for CASTEP data 
derive from structures optimized with the lattice fixed at the experimental value and whilst 
allowing the lattice to vary (red spectra) 
 
Figure 7.5, comparison of 17O DOR simulations across multiple fields (19.96T(top left), 
14.1T(top right), 11.75T(bottom left), 9.4T (bottom right)) for calcite against experiment (black 
spectra) based on the inclusion of the quadrupolar and CSA interactions for CASTEP data derive 
from structures optimized with the lattice fixed at the experimental value and whilst allowing the 
lattice to vary (red spectra) 
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Table 7-4, 17O NMR parameters used for the DOR spectral simulation obtained by relaxing the 
positions of all ions to their minimum energy configuration with the unit cell parameters 
constrained to their experimental values and unconstrained whilst employing the CASTEP8 
default pseudopotentials in conjunction with the PBEsol functional.  Chemical shift parameters 
are calculated with the modified-Ca pseudopotential, whilst quadrupolar parameters are 
calculated using the CASTEP8 defaults. 
Anisotropic 17O NMR parameters for Calcite and Aragonite 
  Calcite   Aragonite O1 
 
Aragonite O2 
 
Calculation 
 
Calculation 
 
Calculation 
 
Fixed 
lattice 
Unconstrained 
lattice 
 
Fixed 
lattice 
Unconstrained 
lattice 
 
Fixed 
lattice 
Unconstrained 
lattice 
CQ / 
MHz 7.03 7.03 
 
6.73 6.71 
 
6.62 6.51 
ηQ 0.98 0.98 
 
0.92 0.92 
 
0.97 0.95 
δiso / 
ppm 200.60 200.60 
 
200.50 200.90 
 
201.90 202.80 
Δδ/ 
ppm 163.63 164.17 
 
211.92 215.26 
 
184.86 188.58 
η 0.84 0.83 
 
0.73 0.72 
 
0.83 0.81 
α(CE)(°) 0.00 0.00 
 
90.00 90.00 
 
0.00 0.00 
β(CE)(°) 90.00 90.00 
 
90.00 90.00 
 
90.00 90.00 
γ(CE)(°) 90.00 90.00 
 
270.00 270.00 
 
270.00 270.00 
 
 
7.1.4 Assessment of 13C CASTEP data – Calcite and Aragonite Simulation 
Although the total 13C chemical shift range is ~250 ppm the 13C chemical shift range of 
carbonates is relatively small ~6.5 ppm. This highlights the insensitivity of the 13C centre 
of the carbonate group to variation in its external next nearest neighbour, therefore 
emphasizing the importance of an accurate local description of the electronic carbonate 
environment for GIPAW-DFT based calculations in reproducing the 13C chemical shift. 
A systematic study Johnston et al. (2009)239 into the feasible accuracy of GIPAW 
calculated 13C chemical shift tensors for organic systems outlined the best computational 
strategies for a faithful representation of a crystallographic structures NMR fingerprint. 
In general one must be careful when comparing organic and mineral systems where large 
thermal motion typically makes organic structural data less accurate, however this 
particular study uses high quality neutron data from 14 organic single crystals with fully 
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characterised 13C chemical shift tensors as the basis for its investigation and addresses the 
effect of dynamics on the 13C chemical shift tensor within the paper.  
The study compared the calculated shifts for both unoptimised neutron 
diffraction data for the structures and geometry-optimized versions of the structures. 
The analysis concludes that structural optmisation is vital (even for high quality neutron 
diffraction data) for NMR crystallography considerations and emphasized the 
importance of removing systematic flaws when converting shielding values to the 
chemical shift scale; showing that the 13C shielding-shift correlation plots for the GIPAW 
PBE method diverge from an ideal gradient of -1. In fact they go on to show that the 
divergent trend lines are dependent on the type of bonding, which needs to be calibrated 
for if theory is to accurately predict the isotropic chemical shift. The authors report that 
after proper calibration the GIPAW method can accurately predict the 13C isotropic 
shifts to 1 ppm.  
The difference in 13C chemical shift between calcite and aragonite has been 
reported to be ~1.5 ppm233 and thus provides an ideal test for the GIPAW method in 
calcium carbonate systems. Moreover given the reported divergence of the trend line 
from the ideal case the scaling value (𝜎!"#)  for 13C, this value was calculated by 
comparing the magnetic shielding and observed experimental chemical shift for calcite 
and then the calibration value tested on aragonite. 
A comparison of the experimental and calculated 13C data for calcite and 
aragonite is shown in Table 7-5. Calibrating the isotropic magnetic shielding for aragonite 
using (𝜎!"#) as calculated from the isotropic magnetic shielding value for calcite is 
shown to produce good agreement with experiment. Furthermore there is excellent 
agreement with the individual chemical shift tensor components (~2 ppm) stressing the 
fact that the GIPAW method is able to faithfully capture the nuances in the NMR 
parameters due to fine structural changes of the CaCO3 systems. 
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7.2 DFT calculations in support of an NMR study on vaterite   
7.2.1 Computational details  
The optimisation strategy for the existing ordered structures proposed for vaterite were 
relaxed in accordance with the findings for calcite and aragonite; the PBEsol functional 
was employed with default CASTEP 8 pseudopotentials. Given that the majority of 
ordered configurations of vaterite were proposed by a mixture of experimental and 
theoretical studies using a variety of ab-initio quantum mechanical codes it was decided 
that in all cases structural relaxation should be undertaken with both the lattice fixed and 
unconstrained, but that the relaxation should always be completed such that the space 
group symmetry was always constrained. Thereby our geometry optimisations simply act 
as a procedure to allow the ionic positions to establish their energy minima within the 
confines of the proposed structures rather than potentially distorting the structures to 
lower symmetry. The calculations were completed with a cautious choice of planewave 
Table 7-5 13C NMR parameters obtained from unrealxed experimental structures,  by relaxing 
the positions of all ions to their minimum energy configuration with the unit cell parameters 
constrained to their experimental values and unconstrained whilst employing the CASTEP8 
default pseudopotentials in conjunction with the PBEsol functional.  The calcite magnetic 
shielding was used to calibrate the aragonite chemical shifts. 
 
    Exp CASTEP 
NMR 
parameter 
  
   Optimisation Strategy 
  
Type of CaCO3 
polymorph 
ICSD 
Code 
 
Unopt 
PBEsol 
lattice 
fixed 
PBEsol 
lattice 
vary 
δ/ppm Calcite  73446 168.10 - - - 
  Aragonite 190072 170.34 170.06 170.53 170.16 
Δδ/ppm Calcite  73446 -48.75 -47.01 -46.38 -46.40 
  Aragonite 190072 -52.25 -50.09 -50.52 -50.53 
η Calcite  73446 0.01 0.00 0.00 0.00 
  Aragonite 190072 0.20 0.18 0.17 0.17 
δ11/ppm Calcite  73446 192.72 192.81 191.30 191.30 
  Aragonite 190072 201.69 199.70 200.17 199.66 
δ22/ppm Calcite  73446 192.23 192.81 191.29 191.30 
  Aragonite 190072 191.24 190.52 191.42 191.19 
δ33/ppm Calcite  73446 119.35 122.30 121.72 121.70 
  Aragonite 190072 118.09 119.97 120.01 119.63 
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basis set cut-off energy (800eV) in combination with a k-point grids of 3x3x1 for ordered 
structures with symmetries P65, P3221, P3121, P1121, 4x4x1 for P6522 and 4x4x2 for the 
lowest energy realisation of P63/mmc, 2x3x3 for structures C2, C2/c Ama2, 2x4x3 for 
Cc, 2x4x1 for C1 , 2x3x1 for C1_1 and C1_2, 5x4x3 for P212121 and 5x4x3 for Pbnm. 
The choice of k-point grid for each structure was informed by the study on calcite and 
aragonite described earlier and is consistent with a k-point density necessary for the 
convergence of the relevant parameters.  
NMR parameters are typically more sensitive to basis set truncation error than 
total energies and forces. However the over-converged basis-set defined for the 
geometry-optimization will compensate for this and an identical plane-wave basis set and 
k-point sampling of the 1st Brillouin zone are suitable for the NMR calculations.  
The NMR calculations were completed twice; once with the PBE functional and 
modified Ca pseudopotential for the 17O chemical shift parameters and once with the 
PBEsol functional and default CASTEP 8 pseudopotentials for the quadrupolar 
parameters. The default CASTEP tolerance on the convergence of the electronic 
structure calculation was reduced to 10-7eV/atom to ensure a accurate ground state 
density. 
In order to calculate absolute isotropic chemical shifts 𝛿!"# = − 𝜎!"# − 𝜎!"# , 
where is the isotropic shielding 𝜎!"# and 𝜎!"#  is the isotropic chemical shifts of the same 
nuclei in a reference frame calcite is used in an identical fashion to that outlined earlier; 
the independent GIPAW-DFT calculations lead to 𝜎!"#values of 𝜎!"#(17O) =252.55 ppm 
and 𝜎!"#(13C) =172.211 ppm when the calcite lattice is constrained to its experimental 
values and 𝜎!"#(17O) =251.93 ppm and 𝜎!"#(13C) =172.501 ppm when a full structural 
relaxation was undertaken. 
 
7.2.2 Energetics 
Major theoretical insights into the possible structural models for vaterite have come from 
publications by Demichelis et al.(2012, 2013)205,22 where the quantum-mechanical ab initio 
all-electron CRYSTAL09 program240 was employed with the PBEsol functional in order 
to assess the relative stabilities of the ordered structures for vaterite.  One of many 
insights from these publications is that the energy difference between metastable states 
and minimum energy structures are within the accessible thermal energy at room 
temperature, a finding that is central to the proposed stacking models of interest in this 
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study.  These stacking models comprise of ordered vaterite structures that are able to 
interconvert such that the true vaterite structure observed would be a Boltzmann-
weighted average structure of these individual components.  
The relative calculated energies for these structures become vital for an accurate 
weighting of the individual contributions of each system to the NMR spectra. As such a 
comparison of the energetic ordering according to total energy calculation relative to the 
unstable transition Pbnm-structure studied by Medeiros et al200 (as reported by Demichelis 
et al (2012)205) were undertaken in CASTEP (with plane-wave pseudopotential density 
functional theory at the level of the generalized gradient approximation) to check that 
these findings could be reproduced at this level of theory. The results are summarized in 
Table 7-6.  
For all the possible ordered structures of vaterite the trend in relative energies is 
reproduced by both optimization strategies (see Figure 7.6a). The discrepancy in the 
results where the lattice is constrained is systematic and relates to the total energy 
calculation for Pbnm. This systematic problem is removed from the datasets if the 
structures are optimized such that the lattice is unconstrained in the structural relaxation 
and unambiguously shows that the data can be reproduced at this level of theory. 
Table 7-6 Energy differences between structures relative to the unstable Pbnm configuration. 
aDemichelis (2012)10 
Geometry Optimisation 
Strategy Cell Fixed 
Cell allowed 
to vary 
 
 
ΔE (kJ/mol) ΔE (kJ/mol) ΔE (kJ/mol)a 
Ama2 12.76 15.16 15.09 
P212121 -4.03 -1.68 -2.27 
Pbnm 0.00 0.00 0 
P3221 -6.29 -3.89 -3.5 
P3121 -6.28 -3.88 -3.5 
P1121 -5.79 -3.39 -3.01 
P6522 -3.63 -3.36 -2.04 
P65 -5.51 -3.10 -2.58 
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The stacking models alluded to previously comprise of three almost isoenergtic 
basins where the absolute minimum energy structures for each basin have P3221, C2 and 
C1 symmetry. The three basins (hexagonal, 2-layer and 6-layer monoclinic) differ by the 
stacking sequence of carbonate layers. The energy landscape of the basins for the 
relevant ordered structures of vaterite according to my own total energy quantum-
mechanical calculations on configurations that have been relaxed with both the lattice 
constrained and unconstrained (0K) are shown in Figure 7.6b.  
 
Figure 7.6b emphasises that it is only when the lattice is allowed to vary that the 
energetics become comparable with the findings of Demichelis et al 2013.9 Here the 
trends deviate from the findings of Demichelis et al for the hexagonal and 2-layer 
monoclinic stacking models. In these stacking models the P6522 and C2/c transition 
states are recorded as being lower energy configurations than their P65 and Cc respective 
minima (~0.43 kJ/mol per formula unit for C2/c with respect to Cc and ~0.287 kJ/mol 
per formula unit for P6522 with respect to P65). Nonetheless these difference are small 
and well within thermal energy at room temperature. For the purposes of this study the 
relative energies are used to calculate a probability based on these energetic 
 
Figure 7.6, a) energy differences between structures relative to the unstable Pbnm configuration 
for structures geometry optimized with the lattice constrained (left) and unconstrained (right) b) 
energy landscape of the three basins for vaterite relative to the P3221 configuration for structures 
geometry optimized with the lattice constrained (left) and unconstrained (right) 
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considerations that will comprise our construction of a Boltzmann weighted average 
structure. As such these difference in energetics translate into very small changes in 
relative population of the configurations (~1%) and therefore their contribution to the 
bulk NMR spectra is likely to be within the experimental accuracy. The relative 
populations of the configurations in each isolated stacking model as calculated at 0 K are 
summarised in Table 7-7. Note that the population (p) in this context denotes the 
probability that a single carbonate unit at equilibrium, which is free to explore all the 
local crystal environments listed, will occupy one of those environments.    
 
7.2.3 Spectral simulation of ordered vaterite structures (Spin-Echo)  
Vaterite is assessed initially as unique crystallographic structure. Whilst experimental and 
computational data seem to suggest that a single ordered form of vaterite is insufficient 
to describe its structural complexity there are recent publications that highlight some 
configurations as likely importance realisations of the structural disorder.197,198 
The CASTEP data was initially used to simulate the solid-echo MAS powder 
experiment acquired at 21.1 T at 20kHz. Given that there is negligible signal lost into 
ssbs in the experimental lineshape due to chemical shift anisotropy (CSA) the centre 
band is considered to be largely independent of CSA effects. Thus the simulations 
assume that the MAS NMR spectra are devoid of any CSA effects. The simulations were 
completed using SIMPSON.241 As there is no explicit treatment for a distribution of the 
Table 7-7 Relative population of configurations (p) calculated from relative energy at 0K. 
  
Cell Fixed Cell allowed to vary  
Stacking Model   p  p  
2-layer monoclinic C2 0.372 0.343 
 
C2/c 0.278 0.334 
 Cc 0.350 0.323 
6-layer monoclinic  C1_2 0.351 0.332 
 
C1 0.295 0.332 
 C1_1 0.354 0.336 
Hexagonal P3221 0.212 0.206 
 
P3121 0.212 0.206 
 
P1121 0.204 0.198 
 
P6522 0.172 0.197 
 
P65 0.200 0.193 
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NMR parameters, which will broaden spectral features, 125 Hz apodization was applied 
to the simulated free induction decays (FID) to mimic this effect. The corresponding 
simulations are shown in Figure 7.7.  
The salient observation to be taken from these simulations is that none of the individual 
lineshapes can fully account for the experimental data, thus substantiating the arguments 
for more complex models of vaterite. It follows that if the proposed models are correct 
then the vaterite lineshape should either be reproducible via a stacking model or via a 
combination of structures consistent with the model of vaterite as domains of two or 
more ordered configurations. A random or more complex stacking model would 
combine elements from the three different families, however disorder resulting in 
realization of several elements within a family is also possible. 
The orthorhombic structures have generally been rejected on energetic grounds, 
but are included here in part for completion. Individually these structures represent the 
worst fits to the experimental data along with the P63/mmc hexagonal structure 
proposed by Kamhi (1963).21 The orthorhombic Ama2 and P212121 configuration 
represent the two stable minima for the transition state Pbnm. No combination of the 
orthorhombic family structures comes to a satisfactory reproduction of the experimental 
 
Figure 7.7, Solid-echo simulations of the calculated NMR parameters for each of the ordered 
vaterite structures. The simulations are grouped according their lattice family; hexagonal (left), 
monoclinic (centre) and orthorhombic (right) 
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lineshape. Whilst the P212121 could be energetically relevant to a domain model the 
breadth of its predicted lineshape means it can be excluded from further consideration.  
It is worth noting that the structure with P3221 symmetry, which is the 
outstanding candidate based on energetic considerations, does not represent the best fit 
to the experimental lineshape. In addition to the breadth of the experimental lineshape 
the narrow downfield feature represents a strong criterion against which to identify 
possible structural candidates. For both the P3221 and its mirror image P3121 the spin-
echo simulations show that this narrow downfield feature is shown to be too broad. This 
characteristic will remain in the construction of a Boltzmann weighted average structure 
containing these ordered models and this suggests that at least for this sample of vaterite 
they are not major constituents. Of the hexagonal structures only the P1121, P6522 and 
P65 structures seem viable components of a more complex vaterite model. Conversely, 
based on the spin-echo simulations all of the monoclinic structures could plausibly 
represent ordered components of vaterite.  
The broad upfield component of the resonance is less diagnostic in terms of 
eliminating possible configurations, but it is significant to note that its maximum 
intensity is approximately equal to that of the narrow downfield component. It is 
interesting to note that for all of the monoclinic models, except for the transition C2/c 
and C1 structures, the narrow feature is of greater maximum intensity so that unless 
these transition states are major constituents then this feature will always be under 
represented in a Boltzmann-weighted average structure of exclusively monoclinic 
structural models. As we have suggested that the P3221 and P3121 structures look to fail 
in other respects and can therefore be eliminated from further considerations, only P65 
(that we identify as higher energy than the hexagonal transition state P6522) of the 
hexagonal series of structures has this requisite characteristic. This suggests that any 
constructed component model according these simulations will under-represent the 
relatively broad upfield resonance of the experimental lineshape unless it is dominated by 
the structures with corresponding symmetries P65, C2/c or C1. 
 
7.2.4 Spectral simulation of ordered vaterite structures (DOR) 
In spite of these useful observations the spin-echo spectra offers poor resolution 
in comparison to that recorded by the experimental DOR technique that removes the 
dominant quadrupolar based broadening from the lineshape thereby making the 
isotropic spectral features of the inequivalent 17O environments observable.  
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As a first-approximation numerical density-matrix simulations were performed 
using ssb suppression at 14.1 T using the experimental inputs for 𝜈!" and 𝜈!" 𝜈!" . As 
our previous investigation into the NMR parameters suggested that the quadrupolar 
parameters will suffer the largest computational errors and taking into consideration that 
the positions of the resonances on the chemical shift axis in the DOR experiment 
remains modulated by the quadrupolar interaction ideally we would have simulated the 
acquisition at our largest acquisition field (20T) where this modulation is smallest. 
However at this field the experimental spectrum was partially blemished by the inability 
to completely separate the foremost upfield resonance from a spinning sideband. At 14.1 
T such resolution issues did not hinder the experimental DOR data rendering it a more 
representative experimental constraint.  
The simulations were completed in the time-domain and apodized with an 
exponential decay function corresponding to 150 Hz of line broadening prior to Fourier 
transformation. The corresponding DOR simulations for the individual structural models 
are shown in Figure 7.8. These spectral simulations corroborate the conclusion based on 
the equivalent spin-echo simulations that no single ordered vaterite structure fulfils the 
experimental lineshape.  
It is important to observe that for almost all of the individual vaterite models the 
span of the theoretical resonances looks to just exceed the total area covered by the 
experimental intensity on the upfield side of the signal. The modulation of the resonance 
positions by the quadrupolar interaction make it very sensitive to the calculated 
quadrupolar coupling constants for each unique crystallographic form. Given that a 
spread of the signal in this direction correlates with a larger quadrupolar interaction then 
the size of the quadrupolar coupling constants looks to be slightly larger than that 
observed experimentally consistent with the findings reported earlier for the CQ of calcite.  
The quadrupolar-induced shift is directly proportional to the magnitude of the 
quadrupolar interaction via the square of the quadrupolar-coupling constant. Based on 
the study of aragonite and calcite the expected accuracy of the quadrupolar coupling 
constant is ± 0.15 MHz. Thus the DOR simulation will exaggerate small errors by 
stretching the spectra upfield if the CQ is consistently overestimated. Assuming the 
experimental CQ is between ~6.5 -7.15 MHz then the error can vary between ~2.25-2.50 
ppm at 14.1 T. This error is on a scale consistent with that observed in the simulations. 
As all of the oxygen environments are carbonates and we are characterising relatively fine 
chemical differences it is not unreasonable to assume that the error in CQ will be 
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relatively constant and therefore the DOR spectra will be slightly stretched in the manner 
outlined above. 
The DOR simulations show how the inequivalent downfield oxygen 
environments observed before, as the ‘narrow’ feature in the spin-echo simulations, is 
manifest as numerous isolated resonances for the P3221 and P3121. The oxygen 
environments contribution to the narrow spin-echo feature can been seen to split into 
three isolated resonances that span a region that extends beyond the isolated downfield 
resonance observed in the experimental DOR spectra. Of these isolated models the 
C1_1 and C1_2 structures look like a strong basis for a more complex vaterite model, 
but is should be emphasised that none of the monoclinic structures can be eliminated 
completely from further consideration at this point based on them being components 
that would combine to reproduce the experimental lineshape. The comparative simplicity 
of the metastable structures C2/c, P6522 and C1  (all contain only two independent 
carbonates as opposed to the minimum of three independent carbonates for the stable 
structural minima) is emphasised by their simple DOR spectra. Whilst the C1 seemed to 
be a strong candidate based on its spin-echo simulation the position of its downfield 
resonance would discredit it from being a major constituent of the synthetic vaterite 
sample under investigation.  
 
 
 
Figure 7.8, DOR simulations of the calculated NMR parameters for each of the ordered vaterite 
structures. The simulations are grouped according their lattice family; (a) hexagonal, (b) 
monoclinic and (c) orthorhombic  
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7.2.5 Spectral simulation of a domain based model 
Kabalah-Amitai et al.’s208 study on biogenic vaterite crystals was the experimental 
precursor to the idea of structural vaterite as a domain based structure: suggesting that 
vaterite consisted of a minimum of two co-existing structures of which one exhibits 
hexagonal symmetry and the other component(s) were unable to be assigned.12 Thus 
vaterite looks to possess interspersed crystals that exist in domains, though the exact 
form of these domains are unclear.  
In this context the motifs for the more complex models of vaterite can be 
defined: whether vaterite simply involves the co-existence of at least two or more distinct 
stable crystallographic forms in domains that co-exist within a pseudo-single crystal208 or 
whether these domains actually involve higher order superstructure involving 
energetically favourable stacking of the carbonate layers where the stacking is defined by 
combinations of vaterite structures that fall within any one of three approximately 
isoenergetic basins respectively.22 
Under ambient conditions the narrow energetic window has shown that a 
coexistence of different structures is plausible. The relative populations of all the relevant 
energetic minima for the hexagonal and monoclinic structures have been previously 
calculated from the free energy at room temperature (including electronic, vibrational 
and configurational entropy contributions)22 and are reported in Table 7-8.  
Table 7-8 Relative population of configurations (p) calculated from the free energy at 298K 
taken from ref - 205.Electronic energy (E), enthalpy (H), free energy (G) and entropy (S). 
 
ΔΕ ΔH ΔS ΔG p 
 kJ/mol kJ/mol J/(mol K) kJ/mol   
P3221(P3121) 3.1 3.3 0.8 3.1 0.132 
P65(P61) 3.8 3.8 -1.1 4.1 0.088 
P1121 3.6 3.9 1.2 3.6 0.11 
Cc 4 4 -0.5 4.2 0.086 
C2 3.2 3.2 -1 3.5 0.113 
C1_1 3.5 3.7 1.7 3.2 0.127 
C1_1 3.6 3.9 2 3.3 0.123 
Average 
 
3.6 0.4 3.5 
 Exp 
 
3.6 1.3 3.21 
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Such a model is a good representation of a non-biased domain-based model 
where a wide variety of structures with minor structural (and energetic) differences co-
exist. This model ignores interfaces, which is a good approximation if there are is no 
interfacial structure (so that the disorder is simply due to different carbonate disorders 
within the stacking) or if the domains are large such as might be expected for domains of 
different stacking. 
These domains will then be observed experimentally by a weighting to the bulk 
NMR signal according to the size (or population) of each domain of ordered structure 
(density is roughly equal across all ordered structures). A Boltzmann-weighed averaging 
across the spin-echo and DOR simulations for the relevant structures based on their 
energetics mimics this here.  The corresponding spin-echo and DOR simulations based 
on a Boltzmann-weighted average structure using these calculated probabilities is shown 
in Figure 7.9a.  
The discussion of the spin-echo simulations for the isolated structures 
highlighted that many of these structures fail to capture the downfield narrow feature or 
intensity and breadth of the broader upfield resonance of the experimental lineshape for 
the spin-echo experiment, an effect that is inherited by these Boltzmann-weighted 
simulations. As such it is clear that the set of 17O carbonate environments present in the 
minimum energy structures do not completely describe the set of carbonate 
environments in the synthetic sample of vaterite under investigation. 
Not only is co-existence of different ordered vaterite structures a possibility at 
room temperature, but also interconversion between these ordered structures is 
energetically possible.205 The timescale of these potential transitions is key to the 
reproduction of the experimental spectral sampling of the vaterite configurations. It 
might be that these interconversions are more rapid or at least on the timescale of the 
NMR experiment such that experiment is capturing a large proportion of configurations 
in transition states rather than at the stable energetic minima. Certainly the transition 
states C2/c and C1 have more in common with the spin-echo experimental lineshape 
than many of the stable vaterite structures. 
A Boltzmann-weighted reproduction of the spin-echo and DOR experimental 
spectra for a combination of these metastable transition states are shown in Figure 7.9b. 
It has already been suggested that it is unlikely that the C1 structure could contribute to a 
vaterite structural model based on its corresponding DOR simulation the lineshape 
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produced by a combination of the hexagonal P6522 and monoclinic C2/c metastable 
structures without the C1 component is also shown in Figure 7.9c. 
It is clear that of the metastable structures only the C2/c and P6522 structures of 
vaterite are feasible components the synthetic vaterite structure under investigation, but 
that these structures can only contribute to a model mixed with stable structures as their 
structural complexity is not sufficient to represent the full extent of the experimental 
lineshape (all transition states only possess 2 independent carbonates as opposed to the 
3-18 independent carbonates represented by the stable structures), which is well 
illustrated by the DOR simulation. 
 
Figure 7.9, a) Spin-echo (left) and DOR (right) simulations for a Boltzmann-weighted average 
structure using the probabilities reported in table 8. b) Model of all the metastable structures 
(top) and only the P6522, C2/c structures (bottom) based on Boltzmann-weighted averaging 
across the unique crystallographic forms. c) Model of the hexagonal structures P1121, P65, P6522 
based on Boltzmann-weighted averaging across the unique crystallographic forms. 
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In light of Kabalah-Amitai et al.’s study on biogenic vaterite crystals12 that 
confirmed a hexagonal component to the structure it is worth considering a hexagonal 
model in which the low-energy P3221 and P3121 structures that have incompatible 
spectral signatures are excluded. A Boltzmann-weighted average simulation based on a 
combination of the hexagonal P1121, P65, and P6522 structures is displayed in Figure 
7.9d. Though the simulation displayed in Figure 7.9d is not without deficiencies it is the 
best representation of the experimental lineshape reproduced thus far and could 
plausibly represent a hexagonal domain in the synthetic vaterite sample under 
consideration if combined with at least one structure or set of structures that describe 
another independent domain.  
Based on the independent experimental signatures of the monoclinic structures 
C2, C2/c, Cc are the best candidates for this additional potential domain (the C1_1 and 
C1_2 structures being excluded based on their DOR spectra). However, these individual 
components constitute the 2-layer monoclinic basin that is considered in the next section 
so further discussion is deferred until after these models have been evaluated. 
 
7.2.6 Spectral simulation of stacking models  
It is noted that there are distinct energy basins corresponding to different crystal 
symmetries, yet there are remarkable similarities between the hexagonal and 2-layer 
monoclinic structures such that one could be converted into the other by exchanging 
certain molecular planes suggesting that there could exist stacking disorder of the CO3
2- 
planes. Demichelis et al. (2013)22 investigated possible stacking sequences by considering 
all possible permutations of 6 planes along the c-axis starting from the P3221 structure 
leading to stacking sequences made exclusively from structures relating to the C2 and 
P3221 (or P3121) symmetries.  The second monoclinic model (with C1 symmetry) 
proposed by Mugnaioli et al242 corresponds to structures with a 6-layer stacking sequence 
in their own right. Key to the analysis was the finding that there is multiple hexagonal 
and monoclinic stacking sequences that are energetically equivalent (three hexagonal, two 
2-layer monoclinic and three 6-layer monoclinic) validating this as a potential source of 
disorder in the vaterite structure.  
The conclusion is that vaterite could interconvert between different structures in 
their respective energy basins and that there could also be differences in its structure due 
to the order of these structures. It should also be noted that contributions to the free 
energy due to configurational entropy are relatively small thus we should still be able to 
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represent a stacking model to a good approximation by Boltzmann-weighted average 
according to the relative electronic energies.  
Thus spectra for the three possible stacking sequences were simulated according 
to the Boltzmann-weighted average of the spectra within the same basin, where the 
probabilities for the respective stacking models are displayed in Table 7-7. In Figure 
7.10b, Figure 7.10c, Figure 7.10d are the corresponding stacking model simulations 
calculated in the method outlined previously for the DOR and spin-echo experiments.  
Both of the monoclinic models capture the narrow downfield peak feature of the 
experimental spectra, but both fail to fully account for the larger upfield intensity; the 2-
layer monoclinic stacking model is a better reproduction of the overall spin-echo 
experimental lineshape. The hexagonal stacking model is the least representative fit to 
the experimental lineshape in both respects.  
The resolution afforded by the DOR experiment here proves invaluable. Whilst 
the simulation of the 6-layer monoclinic and hexagonal models proves relatively 
unconvincing the 2-layer monoclinic captures the experimental lineshape very well, 
although it is slightly stretched due to small errors in the quadrupolar parameters as 
 
Figure 7.10, Spin-echo (left) and DOR (right) simulations for each of the stacking models a) 2-
layer monoclinic based on supercell b) 2-layer monoclinic Boltzmann-weighted averaging across 
unique crystallographic forms c) 6-layer monoclinic Boltzmann-weighted averaging across unique 
crystallographic forms d) Hexagonal Boltzmann-weighted averaging across unique 
crystallographic forms 
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discussed previously. In order to assess whether this was a real correlation for the 2-layer 
monoclinic model to the experimental data the model was reconstructed at another lower 
field (9.4T) and a summary of the simulations can be seen in Figure 7.11.  
Again the simulated DOR lineshape captures the important experimental spectral 
features. The stretching effect of the spectra due to the accuracy of the calculations will 
be more pronounced at lower field as the effect of the CQ is magnified. Nonetheless the 
dominant features of the simulation at 9.4 T have all the principal resonances in similar 
ratios of intensity to the experimental lineshape. Accordingly the strong correlation at 
14.1 T seen for the 2-layer monoclinic stacking model is not coincidental and represents 
an important result in the structural elucidation of synthetic vaterite.  
In the previous results the spectra were recreated from a Boltzmann-weighted 
average of the individual models. In reality the structures are layered to form a 
superstructure. Demichelis et al22 have discussed the possibility of these superstructures 
and the three proposed models from this study are shown schematically in Figure 7.12.  
 
 
Figure 7.11, 17O DOR simulation for each of the 2-layer monoclinic stacking model at 9.4 T 
based on Boltzmann-weighted averaging across the unique crystallographic forms. The top 
simulation shows the entire spinning sideband manifold while the bottom only displays the 
region of the spectra corresponding to the centre of gravity peaks for the oxygen environments. 
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Such a superstructure may be able to access lower energy configurations via the 
re-orientation of ionic positions around the interfaces between different layers. This 
cannot be accounted for via the structural optimisation of individual configurations, 
which are optimised against the constraints of their own image in all directions. To 
investigate this effect a superstructure was created according to the low energy stacking 
sequence that constitutes the 2-layer monoclinic basin (AA’BB’CC’).  
The superstructure was geometry optimised and the relaxed configurations were 
used to calculate the NMR parameters. All computational steps were completed in a 
manner consistent with the method outlined earlier. The corresponding spin-echo and 
DOR simulations are displayed against the Boltzmann-weighted and experimental 
spectra in Figure 7.10a. 
The differences between the Boltzmann-weighted spectra and that of the 
constructed supercell are small. The broad upfield component is slightly better 
characterised by the supercell as opposed to the weighted spectra, whilst there is little to 
interpret from the fine level difference in the DOR spectra for the two methods.  
From this result we can state within a particular superbasin corresponding to a 
single stacking at least that interface effects cannot account for the missing intensity in 
the broad upfield component of the spectra. Moreover the agreement between the two 
methodologies justifies the legitimacy of our Boltzmann-weighting across the basin 
components to reproduce their corresponding spectral simulations. 
 
 
Figure 7.12, energy landscape of the three basins for vaterite relative to the P3221 configuration 
according to Demichelis et al (left) The stacking layers (A, A’, B, B’, C, C’) used to generate the 
hexagonal, 6-layer monoclinic and 2-layer monoclinic superstructures in the same publication.22 
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7.2.7 PXRD Simulation 
To further consolidate the 2-layer monoclinic stacking model a X-ray diffraction pattern 
was calculated using the Mercury software (version 3.1) available from the Cambridge 
Crystallographic Data Centre assuming a wavelength of 0.15406 nm (CuKα), Lorentzian 
peaks and crystal sizes of 50nm which is consistent with the nanosized crystallites 
observed for vaterite.188 (shown in Figure 7.13) 
The calculated and experimental XRD patterns have very similar peaks positions, though 
the peaks in the experimental PXRD powder pattern are relatively broad when compared 
to the major peak reflections in the generated pattern. There are additional weak 
reflections in the 2-layer monoclinic simulation with 2θ near 23°, 28°, 42°. Wang and 
Becker201 showed that these small peaks become more visible when CO3 ions are more 
ordered and postulated that these peaks can serve as an order-disorder indicator. Then it 
follows that the simulated spectra represents a more ordered manifestation of the 
synthetic vaterite sample. The supercell represents and an average snapshot of the 
vaterite structure for the 2-layer monoclinic superstructure. Then it is not unreasonable 
to postulate that the discrepancy in the X-ray diffraction patterns is due to differences 
the effective sampling in the two experimental techniques.  The experimental 17O NMR 
spectra for the synthetic vaterite is typically produced by adding across > 1000 transients. 
For the pxrd each sampling point is the average of approximately two orders of 
 
Figure 7.13, calculated (red) and experimental vaterite (black) X-ray diffraction pattern. The 
simulations is based on the 2-layer monoclinic stacking model based on a first-principles 
optimized constructed supercell and was generated using the Mercury software. 
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magnitude less than the NMR experiment. If structural interconversion is occurring 
within the 2-layer monoclinic superbasin then the pxrd will be more sensitive to 
intermediate configurations, which is equivalent to sampling a range of carbonate 
positions.  
 
7.2.8 Possible combination of 2-layer monoclinic model and the 
P1121/P65/P6522 model 
Earlier a combination of hexagonal structures (P1121, P65 and P6522) proved to be a 
viable candidate as a domain that could co-exist with one or more other domains. The 2-
layer monoclinic simulation can convincingly account for almost all of the experimental 
lineshape, however the hexagonal model was combined with it in varying proportions to 
investigate whether this fit could be improved.  
The corresponding simulations based on varying the contributing proportions of 
either model in comparison to their independent simulation and the experimental data 
are shown in Figure 7.14. 
 
 
Figure 7.14, Spin-echo (left) and DOR (right) simulations for a model of varying proportions of 
2-layer monoclinic and a hexagonal structures (P6522, P65, P1121) 
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In the regime where the proportion of the hexagonal structure is small (≤10%) the spin-
echo and DOR simulated lineshapes can plausibly incorporate this hexagonal model 
without being distorted showing that this synthetic sample could have multiple domains, 
though clearly the 2-layer monoclinic basin dominates. 
 
7.2.9 Exclusion of metastable components 
It is postulated that interconversion can occur between structures in their respective 
basins via the rotational freedom of the CO3
2- units as the activation barrier to such 
transitions are within thermal energy at room temperature. The inclusion of the 
metastable transition state C2/c in the 2-layer monoclinic stacking model represents a 
transition state in the interconverison between minimum energy structures. As the NMR 
experiment records signal across configurational snapshots it would sample these 
postulated interconversions such that the bulk average total spectra would require the 
contribution of a metastable component to reproduce the overall experimental lineshape. 
A comparison to the line shape with and without the transition state C2/c structure is 
displayed in Figure 7.15. 
 
Figure 7.15, Spin-echo (left) and DOR (right) simulations for a model of the 2-layer monoclinic 
model with (bottom) and without the C2/c structure based on Boltzmann-weighted averaging 
across the unique crystallographic forms.  
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For the spin-echo simulation the metastable component contributes most significantly to 
the broad upfield component of the experimental spectra and to the most prominent 
peak in the upfield resonance of the DOR spectra. In order for the spectral simulations 
to be convincing the inclusions of this ‘distorted’ structure is vital. This means that on 
the timescale of the NMR experiment this is consistently a significant component to the 
structure and so the timescale of interconversion between structures within a superbasin 
is small. In fact a larger contribution than that dictated by the calculated probability 
based on relative electronic energies might improve the agreement between the spin-
echo simulation and experiment. This emphasises the view of vaterite as a dynamic 
structure and not a disordered system in the conventional sense; vaterite looks to be a 
family of ordered structures connected by differences in their carbonate stacking layer 
sequences.  
 
7.2.10 Lineshape Deconvolution 
 
The peak positions of the 2-layer monoclinic model are displayed below the spin-
echo experimental and DOR lineshape in Figure 7.16. The peaks are split into the four 
major structural groups used for the lineshape deconvolution as described in the 
experimental chapter. This schematic representation shows the ‘calcite in-plane’ 
component to be most downfield and the ‘aragonite like’ to describe the most upfield 
 
Figure 7.16, 17O Spin-echo spectrum for synthetic vaterite with the peak positions for the 2-layer 
monoclinic model plotted below based on the three structural groups used for the lineshape 
deconvolution 
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oxygen-17 nuclear environments. However, there is overlap of the structural units; in its 
most symmetric form the ‘calcite out-plane’ can appear as upfield as the ‘calcite in-plane’ 
environment. The calcite out-plane peak position is seen to move upfield as the planar 
Ca2-O-C arrangement is increasingly distorted and is seen to strongly overlap with the 4-
coordinate aragonite-like environments, which correlates with the oxygen environments 
becoming so distorted that they are effectively 4 co-ordinate. 
Using the isotropic shifts of the DOR experimental data to categorise the 
isotropic shift positions of the CASTEP data into 6 groups consistent with resolving six 
peak positions in the experimental data the estimated populations of the respective 
oxygen environments according to the 2-layer monoclinic structural model were 
calculated. The populations according to the CASTEP data with respect to the MAS and 
MQMAS data are shown in Table	  7-­‐9. The agreement between the three datasets offers 
further compelling evidence that the model is a good representation of the experimental 
data. 
 
 
7.2.11 13C Vaterite Simulations 
13C simulations were undertaken as outlined earlier for calcite and aragonite with 
NMR parameters calculated in CASTEP8 to the same levels of precision for each of the 
ordered vaterite structures. Analogous to the protocol employed for the 17O DOR and 
spin-echo simulations the calculated NMR parameters for the individual ordered vaterite 
structures were simulated in SIMPSON except that the focus here was on the 13C data as 
Table 7-9 17O site populations for deconvolution of the MAS spin-echo experiment across 
multiple fields for synthetic vaterite (column 1), those extracted by the 3QMAS inversion fitting 
process and the site populations predicted by CASTEP 
Site Populations  
MAS  MQMAS CASTEP  
% % % 
31 32 33 
11 9 8.3 
10 9 8.3 
10 13 8.3 
27 24 29.17 
10 13 12.5 
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opposed to 17O. Then the more complex vaterite models were considered by combining 
these individual simulations according to a Boltzmann-weighted average that can 
approximate the existence of stacking models for each of the three almost isoenergetic 
basins for vaterite. For brevity only the 13C simulations of the stacking models are 
evaluated here (shown in Figure 7.17) 
The 13C 20 kHz experimental data acquired under a rotor frequency of 20 kHz is 
quantitative and purely based on the distribution of isotropic chemical shifts present in 
the 2-layer monoclinic structure. Thus the excellent correlation between the 2-layer 
monoclinic simulation and the vaterite experimental data means that the type and 
quantity of carbonate environments in this model must describe the synthetic vaterite 
structure.  
Irrespective of the differences in the distribution of the isotropic peaks for the 
stacking models, the shape of the spinning sideband manifold as dictated by the 
anisotropy and asymmetry parameters is very consistent. The average anisotropy and 
asymmetry parameters for the two peaks of vaterite against the experimental fit are 
displayed in Table 7-10. 
 
 
 
Figure 7.17, Spin-pulse simulations for 13C experimental spectra acquired at 20 kHz (top left) and 
1 kHz (top right) for the respective 2-layer, 6-layer and hexagonal basins  
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For completion the 13C simulations of the 2-layer monoclinic supercell-stacking model 
are included in Figure 7.18 with a summary of the corresponding NMR parameters in 
Table 7-10.  
Full relaxation of the structure leads to a spectrum that shares the common 
features of the Boltzmann-weighted averaged simulation except that there is a small 
variation in the ratio of the two resonances. As this spectrum is fully quantitative and 
acquired on a 100%-13C labelled sample it is fully representative of the 13C environments 
in the sample.  
In the supercell the contribution of each structure in the 2-layer monoclinic basin 
is equal, which in the context of Boltzmann-weighting is equivalent to weighting each 
simulation by a third (the number of 13C species is identical in each structure).  Initially 
this was considered the major source of this error as in the broader context of a bulk 
crystal the statistical distribution of vaterite structures would deviate from this according 
to the energetic landscape. However as the probabilities calculated from the relative 
electronic energies used to create the Boltzmann-weighted average simulation show (see 
Table 7-10 Comparison of 13C experimental NMR parameters against the theoretical NMR 
parameters calculated for the Boltzmann-weighted 2-layer monoclinic model and 2-layer 
monoclinic supercell      
13C NMR - 
Experimental    
NMR parameter Experime
nt 
Boltzmann-weighted 2-layer 
monoclinic 
2-layer monoclinic 
supercell 
δ/ppm 168.64 168.96 169.02 
  169.69 169.95 169.89 
Δδ/ppm -49.5 -47.58 -47.32 
  -49.25 -46.57 -46.86 
η 0.25 0.19 0.18 
  0.15 0.14 0.13 
δ11/ppm 199.58 197.27 196.87 
  198.01 196.53 196.25 
δ22/ppm 187.2 188.23 188.49 
  190.62 189.93 190.39 
δ33/ppm 119.14 121.38 121.70 
  120.44 123.37 123.04 
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Table 7-7) this deviation is on the scale of ~1% translating into a maximum net change 
in ratio of 2%.  
Then the origin of this difference must derive from the relaxation of the 
structure in CASTEP. For the individual structures the point symmetry can be easily 
constrained, but the number of these constrains will be reduced for the supercell. As 
relaxation is considered at 0K this is likely to be the source of the variation in shielding.  
Nevertheless the agreement between the 2-layer monoclinic model and 
experiment is excellent and the 13C simulations corroborate the previous conclusion 
based on the 17O simulations: that the 2-layer monoclinic basin of structures dominates 
the synthetic vaterite sample under investigation.  
 
 
 
 
 
 
 
 
Figure 7.18, Spin-pulse simulations for 13C experimental spectra acquired at 20 kHz (top) for the 
2-layer monoclinic supercell optimized with the cell fixed (bottom left) and unconstrained 
(bottom right) 
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7.2.12 Lineshape Deconvolution 
The break down of the 13C experimental spectrum into peaks positions as calculated by 
CASTEP is shown in Figure 7.19. These peak positions are broken into the calcite-
distorted and aragonite-like environments described in the experimental chapter. The 
distinct subset of peaks for each component unambiguously confirms the experimental 
assignment. The one overlapping peak for the calcite-distorted subset represents a 
carbonate unit where two of the bonds are very close to being equal (~0.003Å) and 
therefore the carbon environment is very close to being considered aragonite-like. Only 
carbonate units with exactly two equal bonds were categorised as aragonite-like, therefore 
this peak is still consistent with the deconvolution. 
7.3 Conclusions  
This study has shown that the synthetic vaterite sample under investigation is well 
characterised by the 2-layer monoclinic isoenergetic basin with absolute minimum energy 
 
Figure 7.19, 13C MAS NMR spectrum for synthetic vaterite with the peak positions for the 2-
layer monoclinic model plotted below based on the three structural groups used for the lineshape 
deconvolution 
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structure C2. Unlike Kabalah-Amitai et al.’s experimental observation of a major 
hexagonal component to their biogenic vaterite crystals via electron transmission 
spectroscopy208 we do not find any major hexagonal component in this sample of 
synthetic vaterite. The 17O studies showed that if another domain of the most plausible 
hexagonal structures exists it couldn’t exceed 10% of the synthetic vaterite sample. The 
excellent agreement between the fully quantitative 13C experimental data and the 
Boltzmann-weighted average simulation for the 2-layer monoclinic basin suggests that 
this model could account for the entirety of the 13C signal suggesting that this 
contribution is in fact negligible and that the synthetic sample can in fact be described 
completely be the 2-layer monoclinic model.  
Then discrepancy of the spin-echo simulation from the experimental lineshape 
for the 2-layer monoclinic sample could be perhaps assigned to extended defects related 
stacking faults or the sampling of different points in the transition state between the 
energy minima. The importance of the transition C2/c structure, in which the carbonates 
occupy a rotational state between the two minimum energy structures C2 and Cc, to the 
faithful reproduction of the experimental lineshapes suggests that the rotational freedom 
of the carbonate units at room temperature are causing structural interconversion within 
each basin and emphasis that vaterite is a dynamic system under ambient conditions. 
It has been postulated from the conversion of ikaite to vaterite243 and the 
formation of vaterite from supersaturated244 and from ACC nanoparticles183 that vaterite 
crystallites with different structures could grow in the same solution. Hence on the basis 
of the findings in this study we can conclude in a broader sense that the vaterite structure 
must depend on the environmental conditions in which it is grown. The use of glycine as 
a nucleation buffer under ambient conditions at a roughly neutral pH must promote the 
formation of the 2-layer monoclinic basin of structures, whereas as the environmental 
conditions for the biogenic crystals used in Kabalah-Amitai et al.’s study208 must have 
favoured the formation of the hexagonal layer stacking without excluding the formation 
of other structures.  
Additionally we have shown that the short range information provided by solid 
state NMR in conjunction with complementary GIPAW-DFT based calculations 
provides sufficient information to distinguish between these basins to elucidate the 
average nature of the vaterite structure on larger length scales. By this combined 
approach, other vaterite samples should be able to be fully characterised in accordance 
with the low energy superbasins.    
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8	  
SUMMARY OF CONCLUSIONS  
One of the major impetuses behind the work reported in this thesis was to investigate 
computationally tractable methods of incorporating partial occupancy disorder in ab initio 
Density Functional Theory (DFT) calculations for the nuclear magnetic resonance 
(NMR) parameters with the aim of establishing a protocol for routinely tackling this 
category of problem. In chapter 4 a simple DFT investigation into the Ge-based apatite 
La7.5Ca2.5Ge6O25.75 was reported where the partial occupancy disorder was modelled using 
a wholly enumerative approach where every realisation commensurate with the fractional 
occupancy of the lattice sites was generated and optimized by conventional DFT 
geometry optimization. GIPAW NMR calculation methods were then applied to each 
realisation. This approach is compared to the site occupancy disorder (SOD)16 approach, 
used to reduce the configurational space one needs to consider by eliminating 
configurations which are identical by symmetry. Those that can be related in such a 
manner are considered equivalent and attributed a corresponding degeneracy. For the 
particular apatite system under consideration it is shown that the SOD approach can be 
used to halve the number of configurations one needs to consider for an equivalent level 
of accuracy. However, it is shown that the approximations to the fractional occupancies 
described in the unit cell that are necessary to be commensurate with the number of 
lattice sites in a unit cell restrict the configurational space such that it can never fully 
characterize the true extent of the positional disorder in these samples. A more faithful 
reproduction of the fractional occupancies can be obtained by considering the 
distribution of cations within a supercell, however even when this approach is 
undertaken with SOD the configurational space is seen to grow prohibitively large very 
quickly. In spite of this limitation for the simple approximation to the fractional 
occupancy considered the major structural motifs of the experimental NMR spectrum 
can be modelled by this route.  
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It can be additionally observed that the highest energy realisations correlate with 
simulated NMR spectra that have a negligible contribution to the bulk NMR spectrum. 
Thus, neglecting these high-energy structures could further reduce the configurational 
space. Thus for partial occupancy problems we propose that the configurational space 
should be generated using SOD and further sifted by ‘cheaply’ geometry optimising the 
structures. Then the total energies of the geometry-optimised structures can be used to 
establish a subset of relevant structures that should be extensively characterized.  
This method is applied to the K0.3Na0.7NbO3 structure (icsd – 173740) described 
in chapter 5. In this case it was implemented as an accuracy calibration for a GIPAW-
DFT CASTEP11 approach to the KNN system. The SOD program was employed to 
create a set of representative supercell configurations that were compatible with the 
fractional occupancy for the A-sublattice cation environments. The total energy of each 
realization was then combined with the degeneracy of each structure as output by SOD 
to calculate a probability for each of the structures. From this information we could sift 
the complete SOD configurational space for structures with a significant contribution to 
the NMR spectra: this process suggested that a subset of eight configurations was 
necessary to capture ~95% of the probability distribution.  
The low energy structures for the K0.3Na0.7NbO3 system showed a tendency 
towards potassium clustering on the (010) plane. This physical phenomenon was 
necessary to obtain the full extent of the strong linear correlation between 𝛿!"# and 𝐶! 
for 23Na recorded experimentally as the presence of potassium in the next-nearest 
neighbour coordination sphere inhibits the tilting in the Nb octahedral units.  
Accordingly this is evidence of short-range ordering for at least one point within the 
KNN phase diagram at room temperature.  
Chapter 5 is an attempt to assess the suitability of the Special Quasi Random 
(SQS) approach to modelling partial structural disorder in the context of sodium 
potassium niobate (KNN). This approach assumes that that there is an approximately 
random distribution of K/Na on the A sublattice of the ABO3 perovskite structure. 
Based on the previous information it appears that this is invalid for at least one point in 
the KNN phase diagram under ambient conditions. Nonetheless the SQS approach was 
investigated for its potential to predict spectra of this functional material across the phase 
diagram at room temperature as it represents a much cheaper alternative to more 
conventional supercell approaches. A workflow was developed that uses the tools to 
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generate SQS17 input structures for the calculation of NMR parameters from first 
principle quantum mechanical calculations.  
Though a substantial series of exemplar calculations were performed a number of 
issues were illustrated that have questioned the applicability of the method to the KNN 
system. These additional difficulties were associated with the complex tilting patterns 
present in these materials at the sodium-rich side of the phase diagram, to which the 
NMR parameters are highly sensitive.  
Consequently, while some of the general trends of the NMR spectra over the 
phase diagram were reproduced, systematic errors that were attributed to these tilting 
patterns have prevented a true assessment of the validity of the SQS method and further 
work is needed before the suitability of this method can be unequivocally appraised.   
The final chapter was on the structural elucidation of vaterite that is the least 
stable crystalline polymorph of anhydrous CaCO3. Though vaterite was identified as a 
unique form of calcium carbonate over a century ago and has undergone extensive 
research in the past half-century, at the point of investigation there was no consensus on 
vaterite’s space group, unit cell parameters or carbonate orientations. A large number of 
possible structures have been proposed in the literature (see section 6.2) that could be 
split into three lattice families; hexagonal, monoclinic and orthorhombic. 
In the past few years the paradigm that vaterite was a single crystal had been 
brought into question.208 Indeed theoretical studies have shown that not only are there 
many possible stable structures for vaterite at room temperature, but that many of these 
structures are within thermal energy of one another leading Demichelis et al 205 to 
postulate that the structures are able to interconvert at room temperature via carbonate 
rotations. Subsequent studies by Demichelis et al22 identified stacking faults as an 
additional source of disorder within the vaterite crystal. Three possible near-isoenergetic 
stacking models were identified that describe a superbasin containing subbasins 
corresponding to structures from a particular lattice family that are able to interconvert at 
room temperature via carbonate rotations. However, there had been no experimental 
evidence for such processes occurring at room temperature and indeed De La Pierre et 
al’s245 theoretical Raman investigation and Burgess et al’s198 43Ca ssNMR studies found 
that only the P3221 and C2 structures were consistent with the experimental data, which 
directly contradicts the room temperature intrabasin structural interconversion suggested 
by Demichelis et al22. 
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Given the ability of solid-state NMR to probe short-range nuclear environments 
it was considered appropriate to study the disorder in the vaterite system in the hope of 
finally offering experimental verification for the current models of vaterite. A 17O 
isotopically enriched synthetic vaterite sample was made as outlined in Shivkumara et al. 
(2006).215  
Due to the anisotropic nature of the NMR interactions that leads to spectral 
broadening a number of different techniques were employed to study the synthetic 
vaterite sample. For quadrupolar nuclei (I>1/2) like 17O the resolution under MAS is 
limited by quadrupolar broadening. The two-dimensional 3Q-MAS experimental 
technique was employed in order to remove this inhomogeneous quadrupolar 
broadening allowing the identification of six different oxygen environments. A post-
processing technique called MQ-MAS inversion62 was employed to extract estimates for 
the site populations as described by the 3Q-MAS experiment. This can be considered a 
reliable exercise in this case as the quadrupolar coupling constants for the inequivalent 
oxygen environments have a narrow window of variation and the inversion technique is 
able to compensate for erroneous distortions in the spectrum due to inefficiency in the 
coherence transfers involved in the 3Q-MAS experiment. 
DOR70 is an alternative technique that can be used to remove the influence of 
anisotropic quadrupolar interaction from the NMR spectrum with the additional 
advantage that, if the resolution is sufficient across multiple field acquisitions, it allows 
for the extraction of the isotropic chemical shift and quadrupolar product. This 
confirmed that the six sites identified via the 3Q-MAS were the minimum number of 
oxygen environments needed to faithfully represent the experimental spectral intensity. 
For the current models of vaterite the number of inequivalent oxygen environments in 
the unit cell varies between 3-54 and no two structures can be combined to give six 
inequivalent oxygen environments. Thus it appears that the level of detail needed to 
unambiguously assign the complete set of inequivalent oxygen environments in the 
vaterite unit cell is beyond the spectroscopic limit.  
In order to bypass this limitation the experimental data was instead used as a 
constraint for a simulation of the solid-state NMR spectra using the ab initio DFT code 
CASTEP94. NMR parameters were generated for the theoretical structures proposed in 
the literature. In particular the NMR signature of each unique crystallographic form was 
used to simulate its corresponding DOR spectrum. A parallel application of this process 
to both calcite and aragonite (lower energy polymorphs of CaCO3) showed that by 
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including both the chemical shift anisotropy and the quadrupolar interaction in the 
simulation of the data the experimental lineshape could be reproduced to a very high 
standard of accuracy. Using this method it was shown that no single unique 
crystallographic form of vaterite as proposed in the literature satisfied the 17O 
experimental DOR spectra.  
The room temperature intrabasin structural interconversion model proposed by 
Demichelis et al22 means that on the basis of a CO3
2- rotation mechanism we would 
expect different domains to be present in the same crystal so that peaks from all 
structures would contribute to the bulk spectrum. To establish the validity of such 
stacking models their 17O signals were simulated via a Boltzmann weighted superposition 
of the individual spectra. It was shown that the synthetic vaterite sample under 
investigation is well characterized by the 2-layer monoclinic isoenergetic basin with 
absolute minimum energy structure with C2 symmetry space group. Additionally the 
oxygen environments in the 2-layer monoclinic model for vaterite can be split into 
groups according to the six resonances observed experimentally. This exercise shows that 
there is strong correlation between the theoretical and experimental (MAS, 3Q-MAS) 
populations for each of these six sites. Comparing 13C ssNMR data with spectral 
simulations further corroborates this finding. Note that this is in contrast to high profile 
publications on a biogenic sample of vaterite that was assigned to a predominantly 
hexagonal structure interspersed with an unknown second structure.208 This raises the 
intriguing prospect that the structural form of vaterite is highly dependent on the 
experimental conditions in which it is formed.  
Notably modelling the stacking model via the Boltzmann weighted average 
requires the inclusion of the C2/c metastable structure that represents a transition 
structure between the two stable structures (C2 and Cc) in the 2-layer monoclinic 
stacking model and therefore represents the first experimental evidence for structural 
transition within the basin.  
Earlier in this chapter two independent studies were referred to that have 
separately simulated Raman and 43Ca ssNMR data for vaterite. [245,198] Both of these 
studies highlighted that the P3221 and C2 structures are the only structures that are 
compatible with the observed spectra, though neither are able to discriminate as to 
whether the first, the second or both structures are present in the experimental sample. 
The simulated spectra for these structures would also be reasonable, but incompletely 
match the experimental data. Nonetheless they would appear to suggest that the systems 
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could become kinetically trapped in subsets of possible stable structures as opposed to 
the dynamic system Demichelis et al have proposed at room temperature. While the 
study on synthetic vaterite described in this thesis requires a contribution from the C2 
structure it has enough resolution to prove the additional importance of the C2/c and Cc 
structures to the vaterite system. However, the dynamic aspect of the vaterite system 
merits further experimental investigation to understand this process in more detail. 
Indeed if the vaterite system is dynamic then variable temperature experiments should be 
completed to determine whether the observed lineshape is impacted by any slow 
exchange processes due to the interconversion between structures within the basins. 
Recent studies have shown the possible applicability of two-dimensional chemical 
exchange spectra for powders containing half-integer quadrupolar nuclei that evolve 
under the second-order quadrupolar interaction.246 Such two-dimensional exchange 
powder spectra are a standard technique for analysing molecular dynamics in a wide 
range of solids [247,248] using spin-1/2 and spin-1 probe nuclei. Two-dimensional chemical 
exchange experiments follow the general pulse sequence !! − 𝑡! − !! − 𝑡!"#"$% − !! − 𝑡! 
such that when a sufficiently large mixing time (𝑡!"#"$% ) is employed, off-diagonal 
intensities in the 2D contour plots indicate the occurrence of exchange processes.  
A major advantage of using this experiment on 17O is that the T1s are relatively 
large, thus a relatively large mixing time up to several seconds could be exploited. If no 
exchange occurs then all of the spectra intensity will be focused along the diagonal of the 
spectrum, however if exchange occurs then off-diagonal peaks will appear with features 
that will be related to the symmetry of the motions due to the change of the quadrupolar 
tensor from one local geometry to another that will alter the precession frequency ω. 
While such peaks could appear due to magnetization exchange between the sites with a 
controlled level of enrichment (such that the 17O are sufficiently dilute analogous to the 
use of 6Li in the Lithium Zirconate sample studied in ref - 249) then this can be mitigated 
against. Application of this technique to vaterite is deferred to future work. 
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APPENDIX  
SUPPLEMENTARY INFORMATION FOR STRUCTURAL 
SSNMR STUDIES 
A.1 Supplementary Tables for Chapter 7 
Table A.1 Selected structural parameters obtained upon relaxing the positions of all ions to 
their minimum energy configuration with the unit cell parameters constrained to their 
experimental values and unconstrained whilst employing the CASTEP8 default 
pseudopotentials in conjunction with the PBEsol functional and the modified-Ca 
pseudopotential in conjunction with the PBE functional. 
Functional - PBEsol  
Pseudopotentials - CASTEP8 
Calcite Expt.  Calc . ( cons tra ined la t t i c e )  %di f f  Calc . (unconstra ined la t t i c e )  %di f f  
a/Å 4.9910 - - 4.9910 0.0 
c/ Å 17.062 - - 16.895 1.0 
C-O/ Å 1.2842 1.2917 -0.6 1.2912 -0.5 
Ca-O/ Å 2.3590 2.3551 0.2 2.3470 0.5 
Aragonite Expt.  Calc . ( cons tra ined la t t i c e )  %di f f  Calc . (unconstra ined la t t i c e )  %di f f  
a/ Å 4.9596 - - 4.942 0.4 
b/ Å 7.9644 - - 7.932 0.4 
c/ Å 5.7416 - - 5.658 1.5 
C-O1/ Å 1.2741 1.2850 -0.9 1.2839 -0.8 
C-O2/ Å 1.2855 1.2937 -0.6 1.2924 -0.5 
Ca-Omin/ Å 2.4165 2.4040 0.3 2.3803 1.5 
Ca-Omax/ Å 2.6527 2.6532 0.0 2.6399 0.5 
Ca-Oav/ Å 2.5121 2.5097 0.1 2.4908 0.8 
Functional - PBE  
Pseudopotentials -  Ca-shifted pseudopotential, CASTEP8 (C, O) 
Calcite Expt.  Calc . ( cons tra ined la t t i c e )  %di f f  Calc . (unconstra ined la t t i c e )  %di f f  
a/ Å 4.9910 - - 5.1340 -2.9 
c/ Å 17.0620 - - 17.7020 -3.8 
C-O/ Å 1.2842 1.2880 -0.3 1.2965 -1.0 
Ca-O/ Å 2.3590 2.3570 0.1 2.4468 -3.7 
Aragonite Expt.  Calc . ( cons tra ined la t t i c e )  %di f f  Calc . (unconstra ined la t t i c e )  %di f f  
a/ Å 4.9596 - - 4.9420 0.4 
b/ Å 7.9644 - - 7.9320 0.4 
c/ Å 5.7416 - - 5.6580 1.5 
C-O1/ Å 1.2741 1.2850 -0.9 1.2839 -0.8 
C-O2/ Å 1.2855 1.2937 -0.6 1.2924 -0.5 
Ca-Omin/ Å 2.4165 2.4099 0.3 2.3803 1.5 
Ca-Omax/ Å 2.6527 2.6532 0.0 2.6399 0.5 
Ca-Oav/ Å 2.5121 2.5097 0.1 2.4908 0.8 
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