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Abstract
This thesis proposes a discrete-event simulation method to plan and manage the
performance of M/G/1 queuing systems of relative complexity. The system has parallel servers
undergoing dynamic changes under system instabilities (e.g., spontaneous oscillations of the
incoming traffic to the system overload). Entities have multi classes of jobs and each server
performs a single class of this jobs. The method manages the size of jobs that may cause
loss of performance, e.g. the delays in average residence time. Performance management is
carried out via the monitoring of the impact of classes of job sizes on the total system delay.
Jobs that exceed a certain threshold value may then be managed accordingly, e.g. by moving
them to different servers or by (temporarily or permanently) blocking them. We present a
case study of loading and moving cargoes within an industrial production area. Each cargo
consists of multiple product classes which are simultaneously loaded on different servers. This
logistic-model implementation begins with a well-known validated model extended by small
validated increments to better be able to represent the real-world. The technique of Improving
the Performance of SJF/FIFO Hybrid-Scheduling Systems through the Management of Job
Size under dynamic conditions, i.e. when subject to toggling SJF and FIFO policies and
fluctuations of inbound traffic, has shown to be effective in the reduction of the time average,
in the decrease of the mean time maximum, and in the identification of jobs that cause delays
to the system, and thus enable the management of these jobs to mitigate unwanted system
performance.
Keywords: performance analysis; dynamic models; performance management; stochastic
control systems; hybrid scheduling; mixed queuing networks
Resumo
Esta tese propõe um método de simulação discreta para planejar e gerenciar o desempenho
de sistemas de filas M/G/1 de relativa complexidade. O sistema é formado por servidores em
paralelo submetidos a mudanças dinâmicas entre as políticas de escalonamento SJF e FIFO.
O tráfego de entrada de entidades é aleatório com oscilações até a sobrecarga do sistema.
As entidades são formadas por multiplas classes de jobs e cada servidor processa uma única
classe desses jobs. O método gerencia o desempenho das classes de jobs que provocam perda
no desempenho do sistema por atrasos no tempo médio de residência. O modelo de simula-
ção obtém o tempo médio de residência relativo de cada classe de job para calcular o atraso
relativo dessas classes no atraso total do sistema. Os jobs que ultrapassam os limites dos
requisitos podem ser gerenciados, e.g., direcionados para outros servidores, ou serem bloque-
ados temporária ou definitivamente. Como exemplo de um problema complexo, apresentamos
um estudo de caso logístico de carregamento e movimentação de cargas dentro da área de
produção industrial. As cargas são formadas por múltiplas classes de produtos simultanea-
mente carregados em diferentes servidores. A implementação desse modelo logístico é iniciada
com um modelo reconhecido e validado e prossegue com pequenos incrementos validados até
a representação de um modelo o mais próximo possível da realidade. A técnica de Escalona-
mento Híbrido de Sistemas com Gestão do Tamanho de Jobs permite a mudança dinâmica
de políticas de escalonamento do sistema entre SJF e FIFO, ainda que sujeita a variações
abruptas de tráfego de entrada. Essa técnica é efetiva para reduzir os tempos médios, conter
os tempos máximos e habilitar a identificação dos jobs que provocam atrasos, permitindo
dessa forma, ações de gestão para mitigar resultados indesejados.
Palavras-chaves: análise de desempenho; modelos dinâmicos; gestão do desempenho; siste-
mas de controle estocástico; escalonamento híbrido; redes de filas mistas.
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mean service time for server 𝑖
𝐸[𝑅] = ∑︀ 𝐸[𝑅𝑖] total mean value for residence time for all servers
𝐸[𝑅𝑖] mean value for residence time due to server 𝑖
𝑇𝐸𝑋 replication time divided by # of outbound units
𝑇𝐸𝑋𝑙𝑖𝑚𝑖𝑡 replication time divided by # of created units
3D three dimension




HW Half-Width is the distance from the mean to the edge of the confidence interval
i.e. id est
InV incremental validation
JQN Jackson queuing networks
JSQ joint-shortest-queuing policy
M&A Merge & Acquisition is the process of consolidation of companies




NASS National Agricultural Statistics Service
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R$ brazilian currency (Real)
RFID radio frequency identification
SJF shortest-job-first
SP Brazilian São Paulo State
SRDQ SJF-RR-Dynamic-Quantum Algorithm
TAVG simulated average residence time
TMAX simulated average maximum residence time
TSTD simulated average standard deviation for residence time
US United States of America
USDA US Department of Agriculture
ut units of time or time units
VIP Very Important Person
Summary
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.1 Insourcing as an improvement strategy . . . . . . . . . . . . . . . . . . . . . 21
1.2 The impact of Loading/Unloading/Queue process . . . . . . . . . . . . . . . 22
1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 A Management Tool Based on Discrete-event Simulation for Humanitarian
support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Related Work and Background . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.1 Simulation and Validation . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.2 Simulation Model Description . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Remarks and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5.1 Implementation Strategy . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Identifying the SJF and FIFO Compromise . . . . . . . . . . . . . . . . . . . . 42
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Proposed model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1 The SJF/FIFO incremental model . . . . . . . . . . . . . . . . . . . 47
3.3.2 A general description of the Simulation model . . . . . . . . . . . . . 49
3.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.2 Results of the first incremental model . . . . . . . . . . . . . . . . . . 51
3.4.3 Further analysis through the incremented model . . . . . . . . . . . . 52
3.5 The SJF and FIFO compromise . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.1 A general view of the hybrid policy simulation model . . . . . . . . . 54
3.5.2 Results of the hybrid model . . . . . . . . . . . . . . . . . . . . . . . 55
3.5.3 Results of the classified responses . . . . . . . . . . . . . . . . . . . . 56
3.6 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 A New Framework for the Performance Analysis of the Single-Server Non-
preemptive Scheduling under Varying Traffic Conditions . . . . . . . . . . . . 61
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Proposed Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.1 Discrete event simulation model (DES) . . . . . . . . . . . . . . . . . 66
4.3.2 Continuous simulation model (CSM) . . . . . . . . . . . . . . . . . . 66
4.3.3 DES/CSM interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.2 Results for the DES . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.3 Results for the CSM . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.4 Overall Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5 Simulation Model for Performance Analysis of a Hybrid-Policy (SJF/FIFO)
Parallel-System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.3 The Proposed Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3.1 Preliminary Considerations . . . . . . . . . . . . . . . . . . . . . . . 84
5.3.2 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.3 Model Applicability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.4 The DES Model Implementation . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.4.1 The Entry Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4.2 The Equalization Process . . . . . . . . . . . . . . . . . . . . . . . . 92
5.4.3 The Loading Process . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.3.1 Kanban Observer . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.4 Classifying Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.5 Other Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.6 Results of the Simulation Model . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.6.1 Results of the Verification Process . . . . . . . . . . . . . . . . . . . . 98
5.6.2 Sensitive Analyses for the Hybrid SJF/FIFO Policy . . . . . . . . . . 100
5.6.2.1 Results for TAVG and TMAX Without the Overflow Toggler
(Cases 2.1 and 2.2) . . . . . . . . . . . . . . . . . . . . . . . 100
5.6.2.2 Results for TSTD and TMAX Without the Overflow Toggler 101
5.6.2.3 Results for TAVG and TMAX With the Overflow Toggler . 102
5.6.2.4 Maps of Performance Analyses . . . . . . . . . . . . . . . . 104
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6 Identifying Jobs’ Sizes Performance in the Hybrid SJF/FIFO System . . . . . 112
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3 The Proposed Model for the Job Identification . . . . . . . . . . . . . . . . . 114
6.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.5 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.6 Results of the Classifying Process . . . . . . . . . . . . . . . . . . . . . . . . 118
6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
ANEXO A Full Paper Presented during The Winter Simulation Conference 2018.138
ANEXO B Full Paper Submitted to The Journal of Scheduling (JOSH) Sprin-
ger/Nature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
21
1 Introduction
For decades, the impact of logistic processes on value chains has been discussed,
both in the positive and in the negative perspectives. The most important positive pers-
pective is present in Yee e Oh (2013) in which, between 1980 and 2010, there is a global
appreciation in reducing costs and adding technological value by transferring those non-core
enterprise activities to other companies. This practice is known for business strategies as,
for example, outsourcing and offshoring, among other strategies generally associated to the
globalization process. The outsourcing is understood as a management strategy in which com-
panies/institutions hire activities (from other companies) that are not in its core business.
An example of outsourcing is practiced by the automotive industry that hire logistics enter-
prises (the third-party logistics enterprises (3PL)) to transport their products. The offshoring
strategy means the practice of basing some of the organization’s activities overseas, or trans-
ferring this activities (including the labor force) to other countries, so as to take advantage
of lower costs (BLINDER, 2009). One well-known example of offshoring during the last de-
cades (2000-2010) is the initiative of Ford Motors Co. in transferring some of its activities
to Mexico, India and other countries. The negative perspectives include examples of tech-
nological capital flight, infrastructure and knowledge deficiencies, excessive dependence on
a transportation modal, lack of adequate public policies, etc. These negative perspectives
are pointed out as important causes of recurrent problems in countries with economic and
social characteristics similar to Brazil. Examples are presented in the case of misguided pu-
blic policies that are eventually diverted to favor oligopolies (ARAÚJOJR., 2015). Another
example presented by (CORREA; RAMOS, 2010) are the bad conditions of conservation of
transport infrastructure and the distribution of soybean from producing regions that add to
the concentration and dependence of the road modal. The Brazilian crisis of cargo trans-
port, with the strike/lockout started on May 21, 2018, made clear this set of deficiencies,
and its consequences are no longer alerts from experts and became a historical case of fai-
lure of the public structure (OGLOBO, 2018a; OGLOBO, 2018b; ENPNEWSWIRE, 2018a;
ENPNEWSWIRE, 2018b; DARLINGTON; ANDREONI, 2018).
1.1 Insourcing as an improvement strategy
The failure of the public structure and the effective tendency to reduce logistics costs
can be observed in the contraposition of the dependence on third parties. Although rarely
observed in countries as Brazil (as evidenced below), it may be similar to other world’s events,
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such as a worldwide trend of the last decade to value the insourcing (WARNER; HEFETZ,
2012; CHUDZICKA, 2013; REKHA, 2017; NOAM; GELBARD, 2018). Insourcing contrasts
with Outsourcing as a management strategy in which companies/institutions oppose to hire
activities from other companies, or in other countries (Offshoring). Insourcing is the move-
ment of re-absorption of activities into the boundaries of a company, or in the country of the
company’s origin (OXFORDDICTIONARIES.COM, 2018; BUSINESSDICTIONARY.COM,
2018).
This phenomena in Brazil happens as opposition of the outsourced services and/or
activities that imply institutional dependence or impairment of the core activity’s quality
(FERNANDES et al., 2016; MARTINS, 2016). There is a lack of this subject’s studies and
(REIS et al., 2018) made a systematic review where they reported one case of the Brazilian
mining area and another case in the accounting services sector. Another case reported by the
Portuguese group Sovena (www.sovenagroup.com/pt/), its activities in Brazil during the year
of 2016 adopted a well-succeeded insourcing model that eliminated operational difficulties and
consolidated its quality model in its food segment (LEADERSHIP, 2016). Santos e Teixeira
(2015) studied the success of implementing insourcing in the industrial maintenance service.
This implied increasing internal capacity for controlling over costs, quality and knowledge.
The Brazilian crisis of truckers (SANTOS et al., 2018) also gave importance to the logistic
component of this issue.
1.2 The impact of Loading/Unloading/Queue process
Pera et al. (2018) exemplified the impact of costs on logistics processes. They showed
the most important cost components (in R$/t.km − Brazilian Real currency per ton per
kilometer) of soybean’s road-transportation in the distance of 100km away with B-train
trucks (vehicles with two trailers linked together). We chose some of these costs in Table 1:
Tabela 1 – Some important components of the logistics cost of soybean’s road-transportation
for distances of 100km with B-trains (37t). Data based in Pera et al. (2018).
Type Cost in R$/t.km ... Category
minimum maximum
fuel consumption 0.17 ... 3.00 km/l 0.19 ... 2.00 km/l
highways’ quality 0.17 ... 70 km/h 0.20 ... 30 km/h
capacity of vehicles 0.16 ... 37 ton B-train
loading | unloading | queue 0.12 ... 2h process 0.26 ... 10h process
These data show that the cost of time wastage to loading/unloading and waiting
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queues for short transportation can be from 33 % to 37 % higher than the individual values
of each of the most significant transport cost components analyzed by Pera et al. (2018).
To assess the magnitude of the waste in the logistics process, we highlight recent data from
the US Department of Agriculture (USDA). The USDA (2017) and USDA (2018) reports
compare the performance of soy exports between the US and Brazil in the 2016-18 period.
They point out that the transport cost practiced in Brazil during 2017 were 118 % higher
than those practiced by American ports when compared with similar distances from the
production areas. By comparing data from the Port of Santos from Sao Paulo, Brazil, with
its corresponding American competitors, we find that the average cost for the port of Santos
is R$ 30.87 /mt (Brazilian currency per millions of tons) against R$ 14.16 /mt for the
Americans. Moreover, the prices practiced by American producers for the European market
surpassed by more than 20 % those that are practiced by the Brazilian producers: what
makes the American producer more profitable, with higher productivity. When we consider
the cost of the wastage of time relative to loading/unloading and waiting queues pointed out
by Pera et al. (2018), one can reach an expressive reduction of the commodities’ prices with
increased financial results per ton for the Brazilian producers.
1.3 Motivation
This lack of structures, lack of specific technologies, lack of applied knowledge which
are notoriously perceived and measured, motivated us to present a solution to reduce the
time wastage related to loading/unloading and queuing process (Fig. 1).
This initiative seeks better results for the performance of the logistics process. This
thesis contribution basically addresses queue systems with several servers in parallel, each
one with an independent operation. Figure 1 shows a sequence of images of an actual example
of this process. The location is an industrial plant designed as vertical buildings (Fig. 1(1)B)
in a great urban port areas (Fig. 1(1)A), surrounded by viaducts, railroad and highways
(Fig. 1(1)C) and consequently, with outside space restrictions (Fig. 1(1)E) and inside space
constraints too (Fig. 1(1)D). Figure 1(2) shows the entrance of a truck in an inside-loading
area of this typical industry plant. Figure 1(3) shows the vehicle crossing down one of the
processing buildings (e.g. the upper processing floors of Fig. 1(1)B) and in Figure 1(4), the
truck is in a short space maneuver to pulling up for loading its cargo as shown in the next
images. Figure 1(5) allows us to realize a loading process in a discharge hopper facility of solid
grains. Similarly, Figs. 1(6), (7) and (8) show a loading process of bagged grain commodities in
a human-operation discharge (Figs. 1(6)B, (7)B and (8)) facility supported by conveyor belts
(Figs. 1(6)A and (7)A). This kind of human-charge/discharge operation in urban centers is














Figura 1 – Sequence of 8 images as an example of Loading Processes inside industry plants
of urban areas.
usually handled by the retail market, in order to process a set of consummation commodities,
e.g. food grains or its derivatives.
This work focuses on this kind of human-charge system in which the sizes of jobs (e.g.
the amount of a product from a set of products in a cargo) are known (or can roughly be
estimated) and non-preemptive queuing disciplines are employed. We began the investigation
by the concept of predictability brought by Wierman e Harchol (2005) and Mor (2010) that
can be understood as the system capacity of consistently identifying different job’s sizes
despite of changes and variations. It is directly associated with fairness and it may or may
not cause a positive impact on the system throughput and mean average times.
Another aspect of the complex system to be evaluated is the fact that the entity (here
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said as a cargo) to be completed must have jobs performed on all servers and each server
performs one different and only kind of job. An example of this type of problem is the case
of a truck that must be loaded with three different types of commodities, for example maize,
beans and soybeans. Loads are executed through three different servers, independently until
the task (truck loading) is completed. The goal of the thesis is to manage the size of jobs
in a complex system to increase the flow of system entities while keeping (or increasing) the
quality of service (QoS) established by certain requirement(s).
This thesis is composed of eight chapters. The main concepts upon which the thesis is
based are: discrete-event simulation (DES), Jackson queuing networks (JQN), incremental
validation (InV), hybrid policy, dynamic toogling, and the analysis and management of the
performance of jobs’ sizes. Chapter 2 is the article entitled “A Management Tool Based on
Discrete Event Simulation for Humanitarian Support” published at the Winter Simulation
Conference 2018 (Gothenburg, Sweden). It represents the initial discrete event simulation
model which was validated by an analytical model based on Jackson Queuing Networks
(JQN). The model consists of a system with parallel servers, job reentries, and closed-queuing
networks in its core. The main application is an humanitarian service where the management
aspect is essential for its performance.
Chapter 3 entitled Identifying the SJF and FIFO Compromise implemented the in-
cremental evolution (InV), whereby one model is incremented (e.g. one added functionality)
from a previous validated model. The first part of the chapter evaluates the system subject
to the non-switching, full policies (either 100% SJF or 100% FIFO). The second part of the
chapter also evaluates the trade-offs of the variables subjected to SJF and FIFO.
The article in the Chapter 4 entitled “A New Framework for the Performance Analysis
of the Single Server Non-Preemptive Scheduling under Varying Traffic Conditions”, was sub-
mitted to The Scheduling Journal (JOSH, Springer/Nature). It describes how the SJF policy
contributes to the effective analysis of the performance of systems submitted to instabilities.
This contribution is studied through a data structure shared with both discrete simulation
(DES) and continuous simulation (CSM) for a queuing system of one single server. Chap-
ter 5 entitled “Simulation Model for Performance Analysis of a Hybrid-Policy (SJF/FIFO)
Parallel-System” looks into the DES model toggling the SJF and FIFO policies for better sys-
tem performance of multi-class entities in multiple parallel-servers. The concept is based on
JQN, InV and SJF. The paper shows the DES model, its implementation, and the results of
the dynamic toggling of the operation mode of a system, named Hybrid Selective SJF/FIFO
scheduling. This policy is hybrid, because in one single inflow/outflow cycle (Section 5.3.2), it
is possible to execute two scheduling policies, i.e. SJF and FIFO. It is also selective because
it defines which policy, at what point in the cycle and, at what intensity it is applied to the
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system. We define the intensity of the selected policy as the maximum number of jobs al-
lowed in the system during the selected policy period. The results allow us the identification
of two key perspectives for the model: planning/sizing and management. From the planning
perspective (Section 5.3.1), it is possible to understand the behavior of the output variables
under a complex scenario, e.g. with varying traffic conditions and hybrid scheduling (SJF
and FIFO). The model also identifies the compromise intervals - positive, negative and null -
between the variables. From the management perspective, the contribution is the elaboration
of an operational management map that allows the manager/analyst to anticipate possible
bottlenecks and, thus, the possible strategies to be implemented. Therefore, it allows the
improvement of the system operation according to the set requirements. Chapter 6 entitled
“Identifying Jobs’ Sizes Performance in the Hybrid SJF/FIFO System” shows a model for
the classification of jobs’ sizes through the jobs’ delay in two levels to be performed with
DES. It uses the same simulation model of the Chapter 5. However, it expands the idea of
classification of mean times to handle the classes of mean-times with the largest identified
delays. The jobs that fall within the latter mean-times are also classified. By having the
classification and identification of jobs that most negatively impact the performance, it is
possible to manage them accordingly in order to improve system performance.
The Chapter 7 summarizes the key results and introduces a discussion on the preceding
chapters and their link to the main results of the thesis. Finally, in the last chapter (Chapter
8) the concluding remarks are presented with suggestions for future work.
27
2 A Management Tool Based on Discrete-
event Simulation for Humanitarian support
Full paper presented at: The Winter Simulation Conference 2018 (WSC’18)
INFORMS/IEEE December 9-12 Gothenburg, Sweden
Humanitarian aid is material or logistical assistance provided for humanitarian pur-
poses, typically in response to humanitarian crises including natural disasters and man-made
disaster. Humanitarian assistance requiring short response time windows in almost the whole
world may be subject to long queues due to managing problems, e.g., the lack of control
and/or inefficient infrastructure. This work tackles such challenge by proposing a low-cost
planning and managing model and method based on a discrete-event simulation mirror con-
nected through 𝑊𝐸𝐵 tools to a near or far management level. The usual configuration of
parallel servers (for instance, supported by local 𝑅𝐹𝐼𝐷 monitoring) is implemented by a
discrete-event simulation model that is validated by Jackson Networks (and vice versa). The
results show a flexible model that may identify bottlenecks in advance in order to accommo-
date traffic flow variations.
Keywords: managing parallel queues; Jackson Queuing Networks; RFID monito-
ring; traffic variations
2.1 Introduction
Humanitarian aid consists of material and logistic assistance to people who need help.
It is usually short-term help until the long-term help by government and other institutions
replaces it. The primary purpose of humanitarian aid is to save lives, reduce suffering and
respect to human dignity. In one particular case in Rio de Janeiro, Brazil (OGLOBO, 2018a),
a crowd of more than 13,000 people were given assistance of humanitarian nature during less
than half a day.
The five most relevant issues that Richardson et al. (2016) concluded in their rese-
arch on inventory prepositioning for humanitarian logistics are (in order of importance): the
speed of response, physical infrastructure, support services, costs and labor availability. J
et al. (2016) pointed out that top level management and stakeholders from humanitarian
organizations highlight the need of Define-Measure-Analyze-Improve and Control lack and
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instability of resource (even human resources) within short time-frame operations. Authors
also identified the necessity of assistance for front liners and implementing staff in terms of
knowledge, quality information and flexibility from actual implementation tasks. These issues
would allow field teams to be more focused on quality and accountability. These works show
us that weakness of management and inefficient infrastructure are major issues. When the
involved scenario calls for logistic assistance, the structuring of the humanitarian aid in the
form of queues and service stations is necessary to streamline these processes.
To fill in these gaps, this work proposes an efficient management control as a method
and low cost solution, which is structured by discrete-event simulation (𝐷𝐸𝑆) (BANKS et
al., 2010a) and Jackson networks (𝐽𝑁) (JACKSON, 1957) supported by 𝑅𝐹𝐼𝐷 and digital
twin (𝐷𝑇 ) (VENKATAPATHY et al., 2017a; ALAM; SADDIK, 2017; SCHLUSE et al.,
2018a). It is not within the scope of this work to study the specific 𝑅𝐹𝐼𝐷/𝑊𝐸𝐵 tools, but
rather to show that, as communication tools to support the use of 𝐷𝐸𝑆, they can allow
the real time monitoring of actual operations. The 𝐽𝑁 design is a choice due to the fact
that it is a well-known topology for parallel and independent servers submitted to single-
class products/services. In our study, we validated it for multi-class services (each server one
different service). This method allows accurate and quick decision-making for planning and
managing queues, personnel and materials for actual actions during short-time operations.
The 𝐷𝐸𝑆 model validates the 𝐽𝑁 and results show its flexibility in following traffic flow
variations.
The remainder of this paper is organized as follows: Section 2.2 discusses related
work and some other applications. Section 2.3 describes the problem statement; Section 2.4
introduces the proposed simulation model. Section 2.5 addresses our remarks and discussion.
Section 2.6 presents our conclusions and suggestions for future work.
2.2 Related Work and Background
There are many planning models for increasing throughput using 𝐽𝑁s. Kim e Kim
(2015a) is one example applied to medical emergency care with the use of hybrid priority
with pooling for patients in risk of death. In contrast, our model allows the choice of one
among many objectives (throughput, maximum time, average time) control submitted to
𝐹𝐼𝐹𝑂 discipline. Most importantly, the method allows a real-time management control in
a digital mirror supported by a simple and robust structure (𝐽𝑁) for multi-class services to
care people in the state of vulnerability.
Another regular managing model is for optimal inventory allocation of multi-class
products in single server systems, as studied by Cruz e Daduna (2017a). Differently, our
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work is focused in 𝐷𝐸𝑆 for estimating the best results in a multiple parallel servers system
applied to multi services in mixed queuing networks.
Bitran e Morabito (1996) show a optimization model for planning mixed queues
networks with returning entities in a 𝐽𝑁 topology. Unlike, our work handle a 𝐷𝐸𝑆 real-
time managing model for both operational and planning actions.
With regard to the 𝐷𝑇 use, normally there is the development of sophisticated models,
e.g. the smart interaction controller for a digital twin tool offered by Alam e Saddik (2017)
with fuzzy and Bayes supported by highly capable infrastructure. We propose a 𝐽𝑁 as a
simple, low cost digital twin mirror application to be used in the presence of poor local
infrastructure.
Venkatapathy et al. (2017a) propose the use of the dynamics of intra-logistics (asso-
ciated to cyberphysical systems) with a system dynamics approach for the understanding of
syntaxes that can lead to new services from inter-operating systems. Our focus is to provide
functionality to the dynamics of intra-logistics to manage its emergent deviations.
Medical emergency procedures (entity is the patient, services are jobs, independent or
not) is another example as showed by Xu et al. (2014a), can use 𝐼𝑜𝑇 −𝑏𝑎𝑠𝑒𝑑 methods where a
chain of simultaneous procedures with responses coming through the Internet can guarantee
patients’ lives. However, besides a planning model our work also deals with a managing tool
for operational decision making.
Some examples of practical processes illustrated by Fig. 2 as a description of a wide
variety of scenarios with different types of operation, independents or not that can be executed
simultaneously in different entities. A first actual example is a local process of loading trucks
(entity is the truck, commodities are jobs) with the need to carry all product types as a whole
cargo where commodities (corn, beans, rice, etc.) can be randomly laden in trucks by servers
availability.
2.3 Problem Statement
This type of intra-logistics (GUNTHER et al., 2008) operation assists people in need
in an environment of multiple humanitarian services and they have to wait in very long
queues to be cared for, or they must face intense competition for some assistance. People
arrive at a supporting location (𝐹𝑖𝑔.2) with a set of assistance needs from e.g. receptionists,
nurses, medical doctors, dentists, and lawyers. Local infrastructure is usually poor; it needs
material support and it also receives operational directions from volunteers that need to be
guided too.
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A people identification process is proposed for 𝑊𝑒𝑙𝑐𝑜𝑚𝑒 & 𝑠𝑐𝑟𝑒𝑒𝑛𝑖𝑛𝑔 assistance by
the use of a regular passive 𝑅𝐹𝐼𝐷 devices (for each individual) that can be completed with































Figura 2 – General system model. A general view of a three servers system. It can be extended
as 𝑛 server system.
The arrivals and exits in any of the system assistance points (service stations) use
𝑅𝐹𝐼𝐷 sensors to quickly identify quantities and time intervals which allows online supply
of system statistics to support an intelligent system of a digital management interface. We
assume that after an initial reception an individual already has a list of requested necessities.
He/she has to hold for the next service in waiting rooms to be attended by availability to all
the services. A person with no more necessities to be attended is evaluated and, in general,
he/she is free to go away or to be back in a return schedule.
We ran a set of simulated experiments that assumes three different services for people
that arrive on a daily basis, where the demand is organized and served by order of arrival.
A full assistance has three services, each one with a service distribution time in a general
design of one server for one node what can be easily extended for one node with many parallel
servers. The servers simultaneously work in this class of large-scale processes, whose sequence
of steps can be random, performed by a parallel network what often form long queues and
cause loss and damage (ADAN; RESING, 2001; BITRAN; MORABITO, 1996; EECKHOUT,
2016a).
This is a class of problems of provision of large-scale services (it can also be transpor-
tation and/or transactions) in a multi-class process of queuing networks. It is a topology of
Mixed Queues with a closed network as a core where entities are distributed by chance and
dynamically for all servers without preemption (BITRAN; MORABITO, 1996).
The following are the assumptions of the proposed model:
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1. server queues have no space constraints;
2. the scheduling policy is first-in-first-out (FIFO);
3. entities may randomly and equiprobably start from any free server;
4. both the arrival (1/𝜆) and the service time (1/𝜇𝑖) of individuals/entities are Markovian;
5. the provision of services are independent from each other and there is no precedence
relationships between individuals;
6. one server per service station, and each server has the same probability of receiving an
entity;
7. each server provides a distinct service;
8. an entity from the inbound queue may only enter the system upon the exiting of another
one, i.e. Under high traffic, the system operates under a statistical equilibrium. This
means that an entity may only have access to a server once this same server releases
another entity (BITRAN; MORABITO, 1996);.
9. each individual has to be served by a complete set of servers before leaving the system
(Fig. 4 of Section 2.4) (i.e. the probability 𝑝 of going from a server to the next available
one is 100%);
The system with these nine characteristics may be modeled as 𝐽𝑁 . We designed a
𝐷𝐸𝑆 model (Subsection 2.4.2) which was analytically validated by 𝐽𝑁 and vice-versa. As a
consequence, the system traffic logically behaves as a model of 𝑛 serial queues, as confirmed
by a comparison between the analytical and simulation models (Section 2.6). Once the model
is validated, it is amenable to other distributions and system settings. We derive some simple
equations (Subsection 2.4.1) for outbound traffic that analytically corroborates the simulation
results and vice-versa.
In addition to monitoring processes, the proposed model may also be able to support
planning and management of operations by dealing with relatively high traffic flow, in local
operations or at distance, with limited number of available servers and very long queues. For
example, as shown in Fig. 9 from Section 2.5, as the traffic increases, the 𝐽𝑁 model is able
to correspondingly adjust its traffic behavior. Specifically, when one server overloads causing
the formation of queues, the other servers can accommodate the excess load. Therefore,
the capacity for load balancing is implicit in the 𝐽𝑁 model. This feature allows that the
𝐽𝑁 model may be used not only for static planning and dimensioning but also for online,
dynamic management of an operation.
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2.4 Modeling
Several value chains perform a similar basic flow outlined in the preceding section,
(i.e. the sequential and undivided provision of services to an entity) that shows a response
time with a given service time, based on previous knowledge/data of the system. For the
particular case described in Fig. 2, the action conducted by the Office of the Secretary of
Public Security of Rio de Janeiro City generated more than 13,000 assists to local citizens
(OGLOBO, 2018a). The lack of official reports with detailed data justifies modeling with
characteristic mean values. The general structure starts with a Welcome screening service,
which assigns individuals to the adequate services. Clearly, there may be a large variability
of the mean service times 𝐸𝐵 depending on the application, ranging from milliseconds (e.g.
computer operating systems) to hours or even days/weeks (e.g. medical, military services).
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Figura 3 – System schematic model − 𝑆𝑒𝑟𝑣𝑒𝑟 𝐴 attends a job with 𝐸[𝐵1] mean service
time, 𝑆𝑒𝑟𝑣𝑒𝑟 𝐵 with 𝐸[𝐵2] mean service time and 𝑆𝑒𝑟𝑣𝑒𝑟 𝐶 with 𝐸[𝐵3] mean
service time. Here, a server can be seen as a node with many parallel servers.
𝐿𝑜𝑜𝑝𝑖𝑛𝑔 𝑄𝑢𝑒𝑢𝑒 is a logic queue that highlights the set of individual queues into
the system core with closed queues network.
Figure 2 may be abstracted away as shown in Fig. 3, which shows the entry through
the Inbound queue. This queue is used to implement an admission control that is not part of
the 𝐽𝑁 model. If the system is bound to overloading, incoming entities are retained in this
queue or even blocked away from entry in this queue if it is already full. Each server has its
own queue and, the Looping queue is a logical representation for this set of server queues. As
mentioned earlier, an entity may enter and leave this queue and remain in the loop until it
has been serviced by each and all servers.
The model shown in Fig. 3 belongs to a specific class of mixed queuing systems with
a closed queuing network in its core and 𝑛 servers.
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2.4.1 Simulation and Validation
The Jackson’s theorem (JACKSON, 1957) states that the probability of an entity
moving from one node to another is 𝑝 = 1, as shown in the traffic model (𝐹𝑖𝑔.4) where
𝜆 = 𝜆/3 + 2 × 𝜆/6 + 𝜆/3. The traffic in 𝐸𝑟𝑙𝑎𝑛𝑔 (𝐸) is described on a per-server basis
(𝜆/𝜇𝑖 < 1 implies a stable system). Little’s law (??) shows that the average residence time































Figura 4 – Equivalent traffic model for three servers − 𝑆𝑒𝑟𝑣𝑒𝑟 𝐴 attends with 𝐸[𝐵1], 𝑆𝑒𝑟𝑣𝑒𝑟
𝐵, with 𝐸[𝐵2] and 𝑆𝑒𝑟𝑣𝑒𝑟 𝐶, with 𝐸[𝐵3]. Bold arrows show any equivalent traffic
route is given by inbound = 1𝑠𝑡level + 2𝑛𝑑level + 3𝑟𝑑level + outbound.
𝐸[𝑅𝑖] = 1/(𝜇𝑖 − 𝜆) (2.1)
The mean residence time values in each node result in a traffic that may be calculated
for each server, according to the traffic values related to the proportion of 𝜆 in each level as
shown in Fig. 4 for three servers. In Fig. 5, a 𝐽𝑁 that is the logical equivalent of Fig. 4, an
entity traverses three different jobs (three queues) with probability 1. Each server generates
an inbound traffic to all other servers, i.e. as soon as an entity leaves a server there is 100%
chance of this entity goes to another server, or leaves the system.
c1 c2 c3
Figura 5 – Three single queues equivalent system. Servers can be set in any order, e.g., server
𝐶1 provides service with E[𝐵1] 𝑢𝑡, 𝐶2, with E[𝐵2] 𝑢𝑡 and 𝐶3, with E[𝐵3] 𝑢𝑡.
For this reason, the arrival rate in each queue is the same as the overall arrival rate
𝜆. This observation allows us to calculate the average residence time 𝐸[𝑅] in the system





𝐸[𝑅𝑖] = 𝐸[𝑅1] + 𝐸[𝑅2] + 𝐸[𝑅3] (2.2)
It should be also noted that, from a performance viewpoint, an entity has to go
through all servers and it does not matter which is the first one as it can be seen in Fig.5.
As a first result we can use 𝐸[𝑅] = 105 𝑢𝑡 as a numerical example and, with Eq. (2.1), it is
possible to calculate a system equivalent service time 𝜇𝑒𝑞 through Eq. (2.3):
𝜇𝑒𝑞 =
1






1 + 𝜆 . 𝐸[𝑅] (2.4)









1 + 𝜆 . 𝐸[𝑅] =
1
𝜆




Equation (2.5) implies that there is an increasing number 𝐿𝑒𝑞 of entities in the system
queues when the statistical equilibrium evolves to values of 1/𝜆 smaller than system service
times. To visualize it we can observe three quantities expressed by 𝐵𝑒𝑞 in Eq. (2.9); a quantity
numerically calculated with results of the simulation model 𝑇𝐸𝑋𝑙𝑖𝑚𝑖𝑡 (Eq. 2.6) that shows
the average exit time of outbound entities, or it denotes the actual average system response
time considering lost entities; and 𝑇𝐸𝑋 (Eq. 2.7) that reflects the possible system response
time as a maximum due to it does not consider entities losses during high traffic (Figure 8).
𝑇𝐸𝑋𝑙𝑖𝑚𝑖𝑡 =
𝑅𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒
# 𝑜𝑓 𝑜𝑢𝑡𝑏𝑜𝑢𝑛𝑑 𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠 (2.6)
𝑇𝐸𝑋 = 𝑅𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒# 𝑜𝑓 𝑐𝑟𝑒𝑎𝑡𝑒𝑑 𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠 (2.7)
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On the other hand, 𝐸[𝑅] can be written as in Eq. 2.8, the sum of an equivalent time
parcel due to service, 𝑆𝑒𝑟𝑣𝑒𝑞 = 𝐸[𝐵𝑒𝑞], and another waiting time due to queues, 𝑄𝑒𝑞, in two
different intervals - under system limit and over system limit.
𝐸[𝑅] = 𝐸[𝐵𝑒𝑞] + 𝑄𝑒𝑞 (2.8)
We use Eq. (2.4) and Eq. (2.8) to derive Eq. (2.9) as a relation for 𝐸[𝐵𝑒𝑞] and Eq.
(2.10), for 𝐿𝑒𝑞 (equivalent mean number of entities in queue).
𝐸[𝐵𝑒𝑞] =
𝐸[𝑅]
1 + 𝜆 . (𝐸[𝐵𝑒𝑞] + 𝑄𝑒𝑞)
→ 𝐸[𝐵𝑒𝑞] =
𝐸[𝑅]
1 + 𝐴𝑒𝑞 + 𝐿𝑒𝑞
(2.9)
First, in the general case for traffic flow under the limit, it results a calculation that
must consider the servers in high traffic, but not overloaded (Eq. (2.10)). It means servers
with the maximum offered traffic in a 𝐽𝑁 model is as 𝐴𝑒𝑞 = 𝜆 × (𝐸[𝐵1] + 𝐸[𝐵2] + · · · +




− 1) − 𝐴𝑒𝑞 𝐼𝑓 𝑞𝑢𝑒𝑢𝑒 𝑖𝑠 𝑠𝑡𝑎𝑏𝑙𝑒,
𝐸[𝑅]
𝐸[𝐵𝑒𝑞]
> (1 + 𝐴𝑒𝑞). (2.10)
Second, by the use of the Eq. (2.9) during overflow traffic, that means 𝑛 𝑠𝑒𝑟𝑣𝑒𝑟𝑠 work
with a full traffic condition (i.e. a crowded system with 𝐴𝑒𝑞 = 𝑛 𝐸𝑟𝑙𝑎𝑛𝑔𝑠 in the presence of
𝐸[𝐵𝑒𝑞] = 1/𝜆 ), the equivalent number of entities in queue 𝐿𝑒𝑞ℎ𝑖 can be written in terms of
𝑛 as in Eq. (2.11),
𝐿𝑒𝑞ℎ𝑖 = 𝜆 . 𝐸[𝑅] − (𝑛 + 1) 𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑟𝑎𝑙𝑒𝑙 𝑠𝑒𝑟𝑣𝑒𝑟𝑠 (𝑛𝑜𝑑𝑒𝑠) (2.11)
By using some characteristic values as a numerical example (for three parallel servers),
𝐸[𝐵1] = 1/𝜇1 = 20𝑢𝑡, 𝐸[𝐵2] = 1/𝜇2 = 15𝑢𝑡 and 𝐸[𝐵3] = 1/𝜇3 = 10𝑢𝑡, we calculate:
Capítulo 2. A Management Tool Based on Discrete-event Simulation for Humanitarian support 36
𝜆 = (1/30) → 𝐸[𝑅30] = 105.00𝑢𝑡 → 𝐴𝑒𝑞30 = (1/30) × 45𝑢𝑡 = 1.50 → 𝐿𝑒𝑞30 = 2.72
𝜆 = (1/28) → 𝐸[𝑅28] = 117.86𝑢𝑡 → 𝐴𝑒𝑞28 = (1/28) × 45𝑢𝑡 = 1.61 → 𝐿𝑒𝑞28 = 3.40
𝜆 = (1/26) → 𝐸[𝑅26] = 138, 37𝑢𝑡 → 𝐴𝑒𝑞26 = (1/26) × 45𝑢𝑡 = 1.73 → 𝐿𝑒𝑞26 = 4.48
𝜆 = (1/24) → 𝐸[𝑅24] = 177.14𝑢𝑡 → 𝐴𝑒𝑞24 = (1/24) × 45𝑢𝑡 = 1.88 → 𝐿𝑒𝑞24 = 6.50
𝜆 = (1/22) → 𝐸[𝑅22] = 285.48𝑢𝑡 → 𝐴𝑒𝑞22 = (1/26) × 45𝑢𝑡 = 2.05 → 𝐿𝑒𝑞22 = 12.1
It is seen by Eq. 2.11 that as a consequence of 𝐸[𝐵𝑒𝑞] > 1/𝜆 be the limit, 𝐿𝑒𝑞ℎ𝑖 has no
upper limit. The simulation experiments confirm results for traffic limit as can be seen next
(Subsection 2.4.2).
2.4.2 Simulation Model Description
Running the simulation model built in a design of one single server per node figure 5
and setup for 𝐹𝐼𝐹𝑂 policy (the logic of three servers in series), 100 replications of 100, 000𝑢𝑡
each, warm-up of 10, 000𝑢𝑡 and confidence level of 95%. Thus, in this way, other tests could






















Figura 6 – Simulation model. 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑀𝑜𝑑𝑢𝑙𝑒 draws equal probabilities to all servers
driving them the requested entities. The block 𝐸𝑛𝑑𝑖𝑛𝑔 𝑀𝑜𝑑𝑢𝑙𝑒 returns unfinished
entities or concludes finished processes.
The simulation model was developed with an entities generator that distributes both
time between arrivals and respective service times and feeds the two-phase system: 1𝑠𝑡) it
controls and limits the admission of entities with 𝐹𝐼𝐹𝑂 policy; 2𝑛𝑑) it distributes entities
for servers. The whole system contains blocks 𝑈𝑝𝑑𝑎𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 that update data from/to
entities and system what represent the inbound and outbound actions for the actual 𝑅𝐹𝐼𝐷
systems sensors.
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In this example (𝐹𝑖𝑔. 6) product or service demanded by the entity requires, as said
before, a task performed in one of three different servers. Entity can leave the system only
after it passed once by each of the servers. We describe in the next paragraphs two structural
modules of the simulation model - 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑀𝑜𝑑𝑢𝑙𝑒 and 𝐸𝑛𝑑𝑖𝑛𝑔 𝑀𝑜𝑑𝑢𝑙𝑒.
𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑀𝑜𝑑𝑢𝑙𝑒 (figure 6) - It is the double-staged admission control system.
In the first stage it acts as a parking-lot (𝑆𝑦𝑠𝑡𝑒𝑚 𝐿𝑖𝑚𝑖𝑡), where instances enter the sys-
tem with 𝐹𝐼𝐹𝑂 policy or leave it during overloading. It compares the number of system
instances 𝑣𝑎𝑟𝐼𝑁𝐿𝐼𝑀𝐼 with 𝑣𝑎𝑟𝐿𝐼𝑀𝐼𝑇 variable (the total system capacity). If the value
of 𝑣𝑎𝑟𝐼𝑁𝐿𝐼𝑀𝐼 represents an under capacity system, the next queued instance enters the
Smart Buffer that together with the 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐸𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑟 makes up the second stage.
The Smart Buffer selects which servers have not yet rendered and sends the entity to
the Probability Equalizer. This logic module is used to distribute traffic with equal probability
for all servers that have not yet provided service to the entity. Availability blocks test if
entity is already attended and if its routed server is free to receive it. It checks an availability
variable named 𝑣𝑎𝑟𝐼𝑁_𝑋 (𝑋 is the server number) to open server access and test the
attribute variable 𝐸𝑛𝑡𝑋 to certify the correct entity to the free server. Released entities go to
the 𝐴𝑣𝑎𝑖𝑙 route and the denied ones go to the 𝑛/𝐴 route (not Available exit) to be returned
to the Probability Equalizer module. Blocks Update Variable insert updated information to
entities attributes (e.g., realized services) and system variables. This updating is even local
or external (e.g., at distance) with RFID/Internet technologies. An important note is that in






































Figura 7 – 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑀𝑜𝑑𝑢𝑙𝑒 schema. 𝑆𝑦𝑠𝑡𝑒𝑚 𝐿𝑖𝑚𝑖𝑡 disposes undesirable overflow and
the logical module Probability Equalizer guarantees the sum of probabilities is
equal to one and the same probability to each of the servers. The servers buffers
are independent queues that release entities by servers’ request.
Ending Module represented in figure 7 is a router that returns unfinished instances, or
instances with services to be done, to the Probability Equalizer and sends (𝑅𝑒𝑡𝑢𝑟𝑛 𝑡𝑜 𝑠𝑒𝑟𝑣𝑒𝑟𝑠
route) those instances without services to receive to system exit. It also counts finished
Capítulo 2. A Management Tool Based on Discrete-event Simulation for Humanitarian support 38
instances into 18 time-average intervals (the first 17 intervals distributed from 50𝑢𝑡 to 4000𝑢𝑡
and the last one to values higher than 4000𝑢𝑡) to prepare the necessary data for a histogram
that can represent the output probabilistic distribution.
First stage of 𝐸𝑛𝑑𝑖𝑛𝑔 𝑀𝑜𝑑𝑢𝑙𝑒 checks service completion of an entity by comparing
values of entities attributes 𝐸𝑛𝑡_𝑋 (𝑋 is the entity type). Attended entities are identified to
leave the system. The second stage of the 𝐸𝑛𝑑𝑖𝑛𝑔 𝑀𝑜𝑑𝑢𝑙𝑒 classifies outbound entities into
18 residence time intervals before exiting system.
For instance, starting simulations with inbound time average 1/𝜆 = 30𝑢𝑡, changing to
1/𝜆 = 22𝑢𝑡 and 1/𝜆 < 21𝑢𝑡, keeping the same other parameters the simulation model runs
to return the next simulation mean-time averages:
𝑓𝑜𝑟 1/𝜆 = 30𝑢𝑡 → 𝑇𝐴𝑉 𝐺30 = 104.85𝑢𝑡 𝑤𝑖𝑡ℎ 𝐻𝑊 = 1.1278𝑢𝑡 → 𝑓𝑜𝑟 𝐸[𝑅30] = 105.00𝑢𝑡
𝑓𝑜𝑟 1/𝜆 = 28𝑢𝑡 → 𝑇𝐴𝑉 𝐺28 = 117.03𝑢𝑡 𝑤𝑖𝑡ℎ 𝐻𝑊 = 1.4580𝑢𝑡 → 𝑓𝑜𝑟 𝐸[𝑅28] = 117.86𝑢𝑡
𝑓𝑜𝑟 1/𝜆 = 26𝑢𝑡 → 𝑇𝐴𝑉 𝐺26 = 139.29𝑢𝑡 𝑤𝑖𝑡ℎ 𝐻𝑊 = 2.3726𝑢𝑡 → 𝑓𝑜𝑟 𝐸[𝑅26] = 138.37𝑢𝑡
𝑓𝑜𝑟 1/𝜆 = 24𝑢𝑡 → 𝑇𝐴𝑉 𝐺24 = 178.84𝑢𝑡 𝑤𝑖𝑡ℎ 𝐻𝑊 = 5.2408𝑢𝑡 → 𝑓𝑜𝑟 𝐸[𝑅24] = 177.14𝑢𝑡
𝑓𝑜𝑟 1/𝜆 = 22𝑢𝑡 → 𝑇𝐴𝑉 𝐺22 = 286.75𝑢𝑡 𝑤𝑖𝑡ℎ 𝐻𝑊 = 13.620𝑢𝑡 → 𝑓𝑜𝑟 𝐸[𝑅22] = 285.48𝑢𝑡
𝑓𝑜𝑟 1/𝜆 = 21𝑢𝑡 → 𝑇𝐴𝑉 𝐺21 = 475.96𝑢𝑡 𝑤𝑖𝑡ℎ 𝐻𝑊 = 37.159𝑢𝑡 → 𝑓𝑜𝑟 𝐸[𝑅21] = 491.59𝑢𝑡
The developed model is thereby validated and responds perfectly, but with low losses
for 1/𝜆 < 21𝑢𝑡. In this case, model runs to 𝑇𝐴𝑉 𝐺 = 475.96𝑢𝑡 and 𝐻𝑊 = 37.159𝑢𝑡 for the
mathematical expectation of 𝐸[𝑅𝑖] = 491.59𝑢𝑡 within the upper limit of the simulated range.
The equivalent traffic model in 𝐹𝑖𝑔. 3 adheres to the 𝐽𝑁 previously proposed. An important
aspect of this work is that Jackson’s analytical model validated the discrete simulation model
and vice versa because there was difficulty in how best to represent the actual system. Once
validated, the simulation program is ready for more results. The first one is the identification
of the numeric system traffic limit. Assuming a 𝜆 range from 1/22 to 1/30 (this is regular
range, in general, due to physical restrictions), the traffic 𝐴 = 𝜆 × 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑡𝑖𝑚𝑒
in a stable condition, the upper limit for the most intense system traffic is calculated as
2.250 𝐸 (𝜆 = 1/22). In actual operations these values must be obtained from actual system
characteristics and constraints.
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Figura 8 – 𝐸𝑛𝑑𝑖𝑛𝑔 𝑀𝑜𝑑𝑢𝑙𝑒 schema. The representation shows the upper line 𝑅𝑒𝑡𝑢𝑟𝑛 𝑡𝑜
𝑆𝑒𝑟𝑣𝑒𝑟𝑠 and the time range counters in 𝑡𝑖𝑚𝑒 𝑢𝑛𝑖𝑡𝑠.
2.5 Remarks and Discussion
Simulation experiments highlight system bottlenecks with the 𝑇𝐸𝑋𝑙𝑖𝑚𝑖𝑡 𝑣𝑠 𝐵𝑒𝑞 com-
parison as shown in Figure 8.
As 𝜆 increases over time, 𝑇𝐸𝑋𝑙𝑖𝑚𝑖𝑡 value tends to 𝐸[𝐵𝑒𝑞] = 23.3𝑢𝑡 what means that
both tend to the highest service time of servers in system (𝐸[𝐵ℎ𝑖𝑔ℎ𝑒𝑠𝑡] = 𝐸[𝐵1] = 20𝑢𝑡).
𝜆 → 𝑚𝑖𝑛𝑖𝑚𝑢𝑚, 𝑇𝐸𝑋𝑙𝑖𝑚𝑖𝑡 𝑎𝑛𝑑 𝐸[𝐵𝑒𝑞] → 𝐸[𝐵ℎ𝑖𝑔ℎ𝑒𝑠𝑡]
In an actual action with this 𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡 𝑡𝑜𝑜𝑙 supported by a simple and small
RFID/Internet communication structure, the management level can update the evolving
data easily monitoring 𝜆, all servers 𝜇𝑖 and estimate 𝐿𝑒𝑞 and 𝑇𝐸𝑋 to make decisions, take
actions and generate staff information and reports in real time.
This simple managing method goes beyond the example provided here. Servers per-
form simultaneous tasks in parallel but the system behaves as if it is in series. It happens due
to the fact that this system performs different tasks to different entities at the same time for
many time intervals. For this case study, we suppose independent tasks for three servers in
parallel, but as the simulation model is validated, it can be also extended to tasks dependent
on each other.
2.5.1 Implementation Strategy
The model discussed so far provides the theoretical framework for the scheduling of
humanitarian aid across several parallel servers (or service stations). Clearly, the successful
implementation of such strategy must be accompanied by modern technology that allows
for the proper accounting for the process variables such as number of entities that enter the
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system, time stamps, and residence time among others. Two technologies that may support
the implementation is digital twin and RFIDs sensoring. Specifically, with the former, the
collection of information system within physical operation feeds the mirror of a digital twin
design that enables the automation of a high value-added chain (SCHLUSE et al., 2018a).
Notice that it is not necessary for all levels and/or servers to be close together because,
e.g., it is possible to manage these different operations remotely through a conventional Inter-
net (GOYAL; FUSSELL, 2017). More recently, the support of 𝐼𝑜𝑇 extended this perspective
to meet new needs such as ubiquitous access, real-time analysis, availability to different plat-
forms (Apple iOS, Google Android, Windows Phone) and spatial location (KUA et al., 2017).
As each instance (an individual) must pass through all the servers to complete the process,
the distance between servers is not a hindrance. There are many simple 𝑅𝐹𝐼𝐷 designs avai-
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Figura 9 – System service time overview. 𝑇𝐸𝑋𝑙𝑖𝑚𝑖𝑡 shows the actual average system response
time. 𝑇𝐸𝑋 reflects the maximum system response time. 𝐵𝑒𝑞 is the calculated
value (𝐸𝑞.(2.9)) for system response time.
2.6 Conclusion
When humanitarian aid scenarios strike, preparedness is of utmost importance, in-
cluding how well response teams are able to react. This work has dealt with the issue of
scheduling applied to managing humanitarian aid operations. A model based on a set of pa-
rallel servers and service lines using FIFO scheduling was proposed and validated by Jackson
networks. The model has shown to be flexible in that is able to adapt to different traffic rates.
It may be implemented as a management tool for both planning and operational support. Si-
mulation design with buffers instead of regular queues allows the use of any scheduling policy.
In an actual action supported by RFID/Internet, it can be planned a priori, and different
scenarios and solutions can be tested and adjusted in real-time basis. Because the simulation
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model allows the evaluation of the distribution of exit times, it is possible to monitor and
interfere in the process to avoid users with extreme delays.
The Jackson network model is not just the basis for a simple and robust managing
structure. It is also flexible due to its adaptive traffic characteristic. In the presence of high
traffic, the system throughput tends to its maximum value. When a server is overloaded, its
incoming traffic is redirected to the remaining servers, instead of being blocked on its queue.
Flexibility is the consequence of the 𝑛-level buffer system, as the remaining servers work as
a temporarily relief for the incoming traffic. Analyzing the simulation response curves, we
clearly see from that they diverge around the slowest server service time (20𝑢𝑡 in the numerical
example). As usual, this 𝐽𝑁 simulation model is a planning tool supported by the set of
equations here addressed. The equivalent service time is easily accessed and fully adheres
to the model mainly in high traffic. This 𝐽𝑁 queuing model is designed for exponential
mean-time distributions (M/M/1) but the validated simulation model fits also for other
general distributions, e.g., G/G/1 and the ones presented in Section 2.2, in a set of real
world applications this network model can be addressed.
The 𝐷𝐸𝑆 characteristic model supported by 𝑊𝐸𝐵/𝑅𝐹𝐼𝐷 technologies may also
solve some operational issues highlighted in Section 2.1. Quick real-time answers can be deli-
vered by the coordination/supervisory level (local or international, specific or multi-skilled)
in terms of assistance to the operational teams (intra-logistics or inventory transportation)
due to the soft and simple tool structure that can run new actual scenarios in few seconds.
This characteristic shows that the distance between different steps that make up a complete
process is no longer a problem (EECKHOUT, 2016a; FEKI et al., 2013a).
As future work, we suggest studies to understand how the 𝐽𝑁 structure behaves with
scheduling policies different from FIFO, for instance, using SJF (Shortest Job First) with
known service times. Another possibility would be to focus in the effects of space restrictions
to queues in the 𝐽𝑁 structure by using admission control. It is important to further study
the effect of the increasing number of entities in the queue, and the use of measurements to
find more realistic probability distributions, different from the exponential. Application of
scheduling heuristics or analytical models at various decision points by using measurements
from the studied environment can be other future work.
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3 Identifying the SJF and FIFO Compromise
Flexibility in the accommodation of changes is a necessary step to meet business
excellence and competitiveness. However, dealing with simple changes and instabilities, as
e.g, changes in the scheduling policies and instabilities of the traffic intensity may turn regular
daily operations into complex problems without a feasible solution. This work addresses the
overcoming of response and performance limitations by the use of a method that combines
discrete-event simulation with validated small-increments. The proposed method work on
these kind of changes and instabilities that make, e.g., decision analytic models be out of
the stated limits they were designed for. We investigate a previously designed and validated
Jackson network system (FIFO) implemented to be operated through the SJF policy. This
change is considered as a need that can drive better system performance. The implemented
model proposes to synchronize a real-world logistic issue of laden multi-class products on
trucks with the production process. The model comprises of a set of three parallel servers,
where each server has its own service time to attend one unique class of product. Special
attention was given to the compromise (positive, negative and null) between SJF and FIFO
policies. The method shows to be simple, easy to implement and effective to return feasible
responses. The method drives analysts to improve the system’s throughput and to identify the
relationship between the mean, the mean maximum and the standard deviation of residence
times in a dynamic and complex system submitted to traffic instabilities.
Keywords: multi-class system, shortest-job-first, out of planning limit, incremental
validation, performance analysis
3.1 Introduction
The need to achieve excellence and competitiveness requires quick and effective adap-
tation to new scenarios. Firms and institutions state requirements and parameters to reach
objectives, to measure their effective performance and, with these needs changes can be un-
derstood in the sense of the trends that impose to a decision maker (or a stakeholder) to
be able to distinguish between high and low performers (ANDRESEN; GRONAU, 2005).
This paper addresses the issue of decision making related to complex systems in regular
applications (e.g., supermarket’s checkout lines, bank’s teller lines, contact-center’s lines,
production’s lines, passengers’ boarding lines, etc). We present a queuing problem, with th-
ree servers (SANTOS, 2014) attending jobs in a Jackson network (JN) design (a special type
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of parallel servers) under the shortest-job-first (SJF) discipline (not in FIFO). This study is
relevant because of the models supporting analyses for decision making are performance limi-
ted (DEVORE, 2004; BANKS et al., 2010b). Whereas, e.g., the system receives a requested
change (or update), the whole system have to be evaluated. This means that the system’s
functionality submitted to changes could be out of the stated standards, e.g., because of the
analytic model may be out of its boundaries. This paper discuss a practical approach sup-
ported by discrete-event simulation (DES) and small increments inserted to an initial and
validated system.
The first objective is the identification of the variables’ commitment between the
first-in-first-out (FIFO) and SJF policies. The second, but not less important objective, is to
show that this is a necessary method for the performance analysis and to keep the system’s
responsiveness of discrete-event complex systems not supported (or only partially supported)
by measured data or by analytic models (as a result of changes, updates or instabilities).
A work’s contribution is to show that there is a SJF policy compromise with the
FIFO policy. This compromise can be seen through residence time variables, as e.g., the
mean (TAVG), maximum mean (TMAX) and standard deviation of mean (TSTD). Other
contribution is to address these compromise during the system changes from SJF to FIFO.
Another valuable contribution is to emphasize that the use of small and validated increments,
i.e. the incremental validation (𝐼𝑛𝑉 ) (IBRAHIM et al., 2001; HAYNES; LENCH, 2003;
HÄHNLE; MUSCHEVICI, 2016) is a simple and feasible solution. The emphasis in InV
as a solution to address complex DES problems is a contribution itself and the use of InV to
address answers to issues which analytic models can partially or, cannot work after changes or
during instabilities, is also a contribution. A novel simple model based on Jackson networks,
but attending jobs with the SJF policy (not FIFO policy) is another paper contribution.
Within this context, this work attempts to answer the following questions:
1. Is 𝐼𝑛𝑉 easily implemented?
2. Could this simple 𝐼𝑛𝑉 solution address a DES complex problem?
3. Could 𝐼𝑛𝑉 support limited analytic models?
4. Is a Jackson’s network design with SJF policy a feasible framework?
5. Can this kind of model be validated?
6. Are results comprehensive?
The remainder of this paper is organized as follows: Section 3.2 discusses theoretical
backgrounds and related works; Section 3.3 states the problem, the method description,
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introduces aspects of the incremental module with its main control function and addresses
a brief description for our 𝐷𝐸𝑆 model pedagogically divided in four processes; Section 3.4
addresses the setup data for the incremented simulation model, results and discussion; Section
3.6 presents the conclusion and suggestions for future work.
3.2 Background and Related Work
We initially visit the qualitative and quantitative concepts of Incremental Validation
and provide examples of their application.
(DEVORE; BERK, 2007) states that an approach is qualitative (or categorical) when
it is focused in characteristics and values naturally structured by categories, as e.g., genre and
school grade (male and eleventh grade). Differently, the author states that the quantitative
approach is naturally centered in numeric values (e.g., age = 12 years, 7 months and four
days, temperature = 112.7 kelvin).
In the context of software engineering applied to integration strategies and tests,
(WHITE; LEUNG, 2002) and (ELSAFI et al., 2015) argue that results must meet not only
the functional validation, and also, the intermediate errors that are invisible to functional
results due to the incremental changes. In this way, although the InV technique be widely
adopted, one should expect limitations. An alert for the misuse of this technique can be found
in (SPEAR et al., 2006). Authors analyze different conflict detection strategies to promote a
broad comparison of computational cost. Authors highlight that a process of successive and
recurring InV may cause overvalued results. These increased values are especially high with
the presence of high value jobs.
In the context of qualitative InV, (QUINTARELLI et al., 2015) shows an algorithm
that uses the consumer’s new choice (the increment) to optimize a pattern (validation with a
recognized context-aware model) that creates a list of suggestions. In other paper, an orien-
ted graph of meta-model optimization, offered by (LAMOLLE et al., 2015), identifies events
(increments) from a sub-model to be context-validated with a well-defined and recognized
model. (URSINI et al., 2016) use an incremental method with DES to test the packet bloc-
king in a single-server system validated with an analytic model. Increments are probability
distributions individually inserted in a step by step basis and the results are validated.
(HÄHNLE; MUSCHEVICI, 2016) work with railway systems and consider changes
and/or technologies implementations as increments and a simulation-based model as a virtual
validated model. An increment is a step forward the original simulation model to decrease
costs and improve usability/safety. Our proposal also uses incremental validation as these
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ones, but neither in the perspective of adjusting entities into a set of qualitative attribute
classes, nor in a context validation. Differently, we use a quantitative incremental validation
approach to implement a new scheduling policy validated with a DES model to manage
time-based variables.
In the context of the use of SJF and FIFO policies for the performance evaluation,
(LEITE et al., 2017) study radio frequency identification (RFID) tags and sensors that gene-
rate internet of things (IoT) traffic in AdHoc network systems. Authors analyze the output-
CPU utilization through a validated simulation model and increments are different proba-
bilities of connectivity during mobility. (KIM; KIM, 2015b) provides an evaluation method
(for medical emergency care) based on DES and a hybrid scheduling of entities classes with a
priority class policy and the FIFO class. (SANDMANN, 2006) uses DES to study the fairness
performance in 𝑀/𝐺/1 queues submitted to a hybrid SJF/FIFO scheduling that toggles one
SJF entity and one FIFO entity. An evaluation method based on DES is studied by (CRUZ;
DADUNA, 2017b) for optimal inventory allocation of multi-class entities in single server
systems.
A hybrid method based on policy reorder plus numerical method plus DES is proposed
by (HUM et al., 2018) to evaluate responsiveness of supply chains in specific multi-stages and
parallel topology considering possible backwards transitions. Authors consider responsiveness
in terms of the probability of fulfilling customer orders within a quoted lead-time. (GROSOF
et al., 2018) give a performance analysis of multiserver queues submitted to the shortest
processing time first policy (a variant of SJF) to compared it to other policies including
FIFO. (BEKKER et al., 2015) study a single server pooling system of many queues attended
by SJF and others scheduling policies. Authors show that SJF’s residence time distribution
is associated to a generalized trapezoidal distribution. (COWDREY et al., 2018) analyze
the scheduling performance during queues of banking services. Authors identify the best
performance with plain polices depends on the traffic and the institutions’ requirements: SJF
should be implemented during peak hours due to the best customer satisfaction and the
most-profitable-job-first policy returns the highest institutional profit. (BOXMA; ZWART,
2007) study the performance of different scheduling that generates long tails distributions in
relation to the optimality properties of the FIFO policy.
Unlike all of these papers, our method, which is based on DES with incremental
validation, represents a multi-class system with the control of a specific number of SJF
entities to generate analytic information from the SJF and FIFO commitment and, also, to
analyze the multi-class system performance.
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3.3 Proposed model
This is a logistics case of an actual local process of laden commodities on trucks
for the food retail market. The trucks are entities, the orders of commodities are jobs, the
service is the industrial process of laden one commodity of an order request on a truck, the
conveyor-belts are servers and, the cargoes are sets of commodities carried by trucks. The
trucks and the commodities arrive the system naturally and at random and, the quantity of
a commodity is also random. The number of trucks and the total quantity of commodities
fully attends the system. Each conveyor-belt attends to one unique type of commodity and
this service cannot be stopped until it is finalized.
All the trucks are identical and, so are the conveyor-belts. The system processes three
types of commodities, e.g., corn, bean, rice, etc., in one or more of their different categories.
If the trucks are in a line, they are scheduled to be loaded with one of two predefined shipping
sequence: the commodities are arranged in the order of arrival time in system or, in the order
of the quantity of that commodity’s type of the load in that specific queue. After a commodity
is totally loaded, its truck moves immediately to another conveyor-belt to be shipped with
one of the remainder commodities. A truck can only leave the system if its cargo is fully
loaded, i.e., if its three commodities are boarded.
The initial model to the logistics case can be designed as in Figure 10 for schedu-
ling policy FIFO (SANTOS et al., 2018). Entities are independent and arrive in random



















Figura 10 – A general view of the starting model for a three servers system described by
(SANTOS et al., 2018). It can be extended as 𝑛 server system.
Each entity has a set of three independent job’s classes. One class has its own mean
and each class, its own and exclusive server (and vice-versa). All the servers work at the
same time without preemption in a Jackson queuing network design (parallel basis). One full
cargo carries three commodity types, which are randomly loaded according to the server’s
availability. Each server attends to one only truck at a time. Servers attend trucks only
in FIFO scheduling policy declared at the beginning of the running process. As soon as a
requested job is served, the entity is randomly delivered to a not visited server. The system
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finishes an entity process when all of its jobs are served and then, the entity is ready to leave
the system.
The FIFO scheduling supports the JN, differently from the SJF policy that is partially
an open issue. Thus, SJF inserts limitations to the JN model and so does to the applied
system’s analysis as mentioned in Section 3.1. This is an applicable issue for the InV technique
that submits a controllable small change (e.g., the SJF policy) to a known and validated model
as in Santos et al. (2018), to obtaining feasible results, as for example, the mean maximum
time in system. Here are examples of other increments handled by the InV technique: Leite
et al. (2017) present a single extension of the system topology that is changed from five to
20 nodes system design; Quintarelli et al. (2015) show a change of one single parameter of a
typical system process where a new consumer choice changes his consumption profile; Ursini
et al. (2016) incremented a new probability distribution. The system began with exponential
distribution and, it was changed to weibull;
3.3.1 The SJF/FIFO incremental model
The logistics case allows us to find out if the system’s responses after submitted
to incremental changes are (or are not) within the expected results, e.g., the system mean
residence time and its variance and system flow. Experiments would also allow us to observe
aspects of other variables such as, e.g., the service time. The activity diagram in Fig. 11
shows that before an entity enters a server, the system’s logic verifies the policy rule to be
applied. It means that the system is able to work under a dynamic change of mode driven





Figura 11 – Activity diagram for the incremental validation model
The choice for the SJF policy is because of the following considerations: the job size
is identified at the time the entity enters the system; the simplicity of the SJF policy; this
policy is easily applied to real life; SJF is broadly known as performing the shortest mean
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residence time from the non-preemptive policies; even though, SJF’s analytic model is still
partially an open issue.
The system complexity with the SJF implementation (Fig. 12) implies the model
service time distribution is changed from the original FIFO’s exponential. It can be expected
a long-tail service distribution because it is no longer a time dependent distribution changed
to a size dependent one and, thus, the JN model no longer represents the system. Our
motivation is to reach one step forward the known limits of this kind of complex queuing
model. Entities move to a server through a policy as stated by the block 𝑃𝑜𝑙𝑖𝑐𝑦 in Fig. 12.






















Figura 12 – Incremented system model. A general view of a three servers system with new
𝑃𝑜𝑙𝑖𝑐𝑦 incremented modules. It can be extended as 𝑛 server system.
𝐼𝑛𝑉 allows complex characteristics of actual systems to be added as small incre-
mented steps to guarantee the evolution of an accepted and validated model (HÄHNLE;
MUSCHEVICI, 2016; HAYNES; LENCH, 2003). To illustrate the implementation, Figure
13 represents the conditional logic design. It sets value 𝑧𝑒𝑟𝑜 for the 𝐹𝐼𝐹𝑂 scheduling or
value 𝑜𝑛𝑒 for the 𝑆𝐽𝐹 policy. Values are recorded in a specific attribute (entity variable)
















Figura 13 – Incremented module schema of the policy control applied to each server.
Servers are parameterized to look for the shortest value of 𝑎𝑡𝑟𝑉 𝐴𝐿𝑈𝐸 from the
entities in the server buffer. A server reads this value that sets the processing time of each
entity - the shortest arriving time for FIFO, or the shortest processing time (entity’s size)
for SJF.
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3.3.2 A general description of the Simulation model
It is not our purpose to give exhaustive details about the simulation model, its vari-
ables and relations that lead to the actual system similarities. This model description gives
a short and necessary overview for the implementation of the incremented 𝐷𝐸𝑆 model. The
model considers the 𝑆𝐽𝐹 policy and the most important variables that may lead to the expec-
ted functionalities (to decrease the TAVG values and to facilitate the study of the maximum
mean residence time in system (TMAX) behavior). This model can be implemented and
executed in most of the commercial software (e.g., 𝐴𝑟𝑒𝑛𝑎 R○ (as we did it) or 𝑃𝑟𝑜𝑀𝑜𝑑𝑒𝑙 R○)
in their 𝑆𝑡𝑢𝑑𝑒𝑛𝑡 𝑉 𝑒𝑟𝑠𝑖𝑜𝑛𝑠.
The simulation model was developed with an entities’ generator that distributes both





















































Figura 14 – Simulation Module schema. Entry process disposes undesirable overflow. Equali-
zation guarantees equiprobabilities to every server. The Loading process imitates
the charging process onto trucks and the Classifying/Exit represents the reentry
process and it also ranks entities into classes.
This design allows the use of increments with other distribution probabilities as exem-
plified in Section 3.1 to eventually change the implemented exponential distribution. Figure
14 is organized in five logic sections - Entry process, Equalization, Loading process and Clas-
sifying/Exit. The Entry process logic controls the total number of entities to represent the
actual system capacity or software limitation. A system requirement is recorded by the setup
Variable varINLIMIT to be compared with the updated total number of entities in sys-
tem. This is the key to let an entity enter the system or, to dispose it if it is required. The
Smart Buffer identifies which are the buffers an entity need to be served and the available buf-
fers in the system stating the necessary parity. The Equalization process distributes entities
to only one of their unattended servers with equal probability. The Smart Buffer identifies
the free servers to deliver entities to the Probability Equalizer that distributes and guaran-
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tees traffic with equal probability to unattended servers. Avail blocks check an availability
variable named 𝑣𝑎𝑟𝐼𝑁_𝑋 (𝑋 is the server number) to open a server’s buffer access.
The whole system contains blocks Update that interchange data from/to entities,
resources and the environment. The system exchange information, e.g., the Sever_B is free
for the entity, or the entity is unattended by Server_A and Server_C. In a general way, they
represent inbound and outbound actuators for any system information with an automation
initiative as, e.g., RFID/Digital Twin systems devices (SCHLUSE et al., 2018b; XU, 2012).
The Loading Process actually represents the process of products being loaded on board
of trucks (in general applications, it is the serving process). Entering the Loading Process, an
entity waits to be attended in a server’s Buffer that frees it according to the scheduling policy
defined in the block Policy by the Policy Control requirements. This routine allows an entity
to be effectively attended by the Server with the amount of service stated by the job-sized of
that entity. The Classifying/Exit process outlines two tasks. A router that returns instances
with not-provided services to the Equalization process and also, the Classifying/Exit logic
sends the finished entities to be ranked into values. It allows the necessary data analysis of
histograms that can represent output probabilistic distributions (e.g., number of entities per
classes of sojourn times). Entities finally exit system.
3.4 Case Study
The initial FIFO-policy model (Fig. 10) is incremented with the new SJF scheduling
policy. The analysts expect a specific system response for the SJF-incremented system. Once
those expected results are confirmed (mean residence time shorter than FIFO, changes to the
service distribution, long tail residence time distribution and increase in the TMAX values),
the incremented model may be deemed valid. Those results must be further validated against
real data (even if it is a small data-set).
3.4.1 Parameters
It is important to highlight that we use ut as the acronym of time unit. It is done to
avoid the misuse of the symbol TU that means transportation unit in a typical logistic case
(JANIĆ, 2014) represented by this study (Table 2).
The DES experiments used 100 replications of 100,000 ut each, warm-up of 10,000 ut,
the 95% confidence level and characteristic values as a numerical example for three parallel
servers: inbound average time 1/𝜆 = 30 ut and the expected service time of each server
𝐸[𝐵𝑖] = 1/𝜇𝑖, and so, 𝐸[𝐵𝐴] = 20 ut, 𝐸[𝐵𝐵] = 15 ut and 𝐸[𝐵𝐶 ] = 10 ut. We decrease the
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Tabela 2 – Incremental validation parameters to the new simulation model
Replication parameters Traffic parameters (ut)
Number of replications 100 units Inter-arrival time (1/𝜆) 30
Replication time 100, 000 ut Service time A (𝐵𝐴 = 1/𝜇𝐴) 20
Warm-up time 10,000 ut Service time B (𝐵𝐵 = 1/𝜇𝐵) 15
Confidence level 95 % Service time B (𝐵𝐶 = 1/𝜇𝐶) 10
Total system capacity 145 entities
inbound average time in a 1 ut basis to reach 1/𝜆 = 21 ut, keeping the same other parameters.
3.4.2 Results of the first incremental model
The simulations ran the first incremented system to provide the new simulation resi-
dence times in order to be compared with FIFO as in (SANTOS et al., 2018) and the new
results driven by the SJF changings (Table 3):
Tabela 3 – Observed values of variables subjected to the incremented model with the SJF
policy
𝑇𝑟𝑎𝑓𝑓𝑖𝑐 𝑇𝐴𝑉 𝐺𝐹 𝐼𝐹 𝑂 𝐻𝑊𝐹 𝐼𝐹 𝑂 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹 𝐻𝑊𝑆𝐽𝐹 𝑇𝑆𝑇𝐷𝐹 𝐼𝐹 𝑂 𝑇𝑆𝑇𝐷𝑆𝐽𝐹 𝐸[𝑅]
(Erlang) Time Units (ut)
1.5000 104.85 1.1278 83.206 0.49186 67.982 66.256 105.00
1.6071 117.03 1.4580 88.666 0.57657 76.876 77.029 117.86
1.7307 139.29 2.3726 96.743 0.80984 94.312 98, 807 138.37
1.875 178.84 5.2408 108.73 1.1421 124.40 141.82 177.14
2.0454 286.75 13.620 135.01 2.8119 206.99 288.73 285.48
2,1429 475.96 37.159 172.78 6.9341 318.51 617.97 491.59
Simulations with the SJF increment model in FIFO scheduling repeated the results in
(SANTOS et al., 2018) where the calculated mean residence time 𝐸[𝑅] is totally within the
confidence interval represented by 𝑇𝐴𝑉 𝐺𝐹 𝐼𝐹 𝑂 ±𝐻𝑊𝐹 𝐼𝐹 𝑂. The SJF policy returned expected
reductions of mean-time values 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹 ±𝐻𝑊𝑆𝐽𝐹 (compared with FIFO) as seen in Table
3 and Fig. 15. The data show an improvement in the system’s TAVG. There is reduction of
the average-time’s values of the jobs in those FIFO’s tail classes, but it introduces new and
higher values of tail’s classes in SJF (Fig. 16, also related to the greater values of standard
deviations 𝑇𝑆𝑇𝐷[𝑆𝐽𝐹 ] compared to the FIFO’s.
Whereas FIFO returned TMAX values shorter than 600 ut and 2565 entities with
residence time less than 175 ut, SJF reach TMAX of 2200 ut with 2816 entities up to 175ut
of residence time. FIFO returns 85.76% of total flow within the reange of 175 ut and SJF,

















Figura 15 – Mean simulated residence times for FIFO and SJF in the mean residence time

























































































































Figura 16 – Number of outbound entities. Distribution of mean number of entities subjected
to 𝑆𝐽𝐹 and 𝐹𝐼𝐹𝑂.
93.77%. This increase means the SJF improved the flow within the 0-175 ut class in 9.786%
compared to FIFO. The SJF job’s class of 175-600 ut (that corresponds to the FIFO’s tail)
resulted 57% less entities. There were less than 0.2% (= five) entities in the SJF’s tail with
values greater than 500 ut and, only 4% of total entities, i.e. 126 entities with residence
times greater than 175 ut. Incremental validation made other variables available, as e.g., SJF
standard deviation 𝑇𝑆𝑇𝐷𝑆 and, also confirmed that SJF allows the smallest values of TAVG
(please, see (SANDMANN, 2013) for M/G/1 analytic results).
3.4.3 Further analysis through the incremented model
The analysis of the percentage of total flow with the SJF incremental model (Fig.17)
shows an increase in the number of released entities in the shortest range (0-100 ut) by almost
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15% what is greater than the 10% of the range 0-175 ut discussed in the later section.
[0 ... 100 ut)
100%
0
Figura 17 – Outbound entities per classes of residence time. Highlighting the outbound
entities flow in three classes: 0 - 100 ut, 100 - 200 ut and greater than 200 ut for
SJF and FIFO .
As one can observe in Figs. 16 and 17, the distribution of the SJF’s residence times
is an adjustment applied to the FIFO’s one. The shorter SJF’s mean residence time (from
FIFO’s 104.85 ut to SJF’s 83.206 ut) happens together with a shorter half-width (from FIFO’s
1.1278 ut to SJF’s 0.49186 ut). This fact identifies a higher density of jobs around the mean
residence time of the SJF policy. As a consequence of the Kleinrock’s conservation law that,
in simple words states the total system delay remains the same no matter the scheduling
policy (KLEINROCK, 1965), the decrease of the number of entities in the classes with high
residence time is compatible with the sense that the farther away a job’s class is from the
mean residence time, the less entities belongs to the class (Fig. 18). As a confirmation of this
sense, whereas the number of entities increased in the class of shortest SJF’s residence time
values, the number of entities in the highest ranges (> 200 ut) decreased from 10% within
the FIFO range to 4% in the SJF ranges and the extreme high values of TAVG (> 600 ut)
are less than 0.5% of the total number of jobs leaving the system.
Other feasible observation of the SJF model is the changes of 𝑇𝑀𝐴𝑋𝑆 (Fig. 18).
The SJF’s 𝑇𝑀𝐴𝑋𝑆 variable value submitted to the highest traffic value suffers an intense
increase to about 18,000 ut if compared to FIFO’s 𝑇𝑀𝐴𝑋𝐹 (1450 ut). InV also alerts to the
necessity of study if SJF changes the type of TMAX distribution compared to FIFO. We do
start this study comparing SJF and FIFO in different traffic intensities as it can be seen in
the Section 3.5.2.

































Figura 18 – Outbound variables. Highlighting the behavior of the outbound variables with
traffic intensity for 𝑆𝐽𝐹 and 𝐹𝐼𝐹𝑂 .
3.5 The SJF and FIFO compromise
To understand the policies compromise, we wish to observe how the system behaves
as long as it changes from one policy to the other. To do so, we use new increment modules
that allow us to handle both policies in a same running cycle. In a step-by-step process,
we insert a controlled number of jobs of the SJF policy from zero jobs to the full capacity
number of jobs in an initially FIFO policy system. In a progressive procedure, the number of
FIFO policy jobs decreases from the full capacity of jobs to zero jobs in system, i.e. to reach
a full SJF policy system. We observe, measure and analyze the TAVG, the TMAX and the
TSTD values of each experiment step to discuss the SJF and FIFO compromise.
3.5.1 A general view of the hybrid policy simulation model
It is not the purpose of this work to deal with the details of the hybrid simu-
lation model (Fig.19), but only to tackle it in a general overview to provide understan-
dings of the new increment functionalities. The most important model functionality is the
Hybrid Policy Control that adds both policies in a same process cycle. A changing policy func-
tionality is also of the same relevance. The third new functionality is an occupation/vacancy
module that gives flexibility to insert jobs of a policy in any point of the running process
and, additionally, it allows elasticity to the amount of jobs of each insertion.
It is important to notice that any non-preemptive policy starts in FIFO-type regime
until there are no waiting lines in the system. It means that a policy different from FIFO,
























































Figura 19 – Hybrid Policy Simulation Model. System Limit disposes undesirable overflow.
Probability Equalizer guarantees equiprobabilities to every server. The servers
buffers are independent queues and attend servers in a Kanban design. The
Hybrid Policy Control manage both SJF and FIFO policies.
e.g. the SJF only exists in the presence of queues. The simulation experiments driven by the
model represented by Fig.19 start with system set up in SJF policy and as soon as the total
number of jobs in system reaches a given number 𝑆, the policy changes to FIFO. Whereas
the system reaches the 𝑆 number of entities (e.g., 20 entities) the set-up policy changes from
SJF to FIFO what imposes the system SJF policy to operate with no more than 𝑆 entities
(20 entities in this example). The occupation/vacancy module of the Entry process identifies
if the number of entities is increasing (e.g., from 10 to 11 to 12 ... 20) to change in exactly
20 entities during the occupation time. During the vacancy time the module does similarly
when (using the same example) the number of entities comes down from 25 to 24 to 23 ... 20
and the system changes again, but now from FIFO to SJF policy. The simulation continues
changing back and forth to reach its stationary state. To ensure that the server meets only
the current policy a job’s request is sent to the server’s queue as quick as the server is free.
This is the Kanban procedure (OHNO, 2009) incremented in the model.
3.5.2 Results of the hybrid model
The experiments consider the system full capacity of 145 entities. Results in Fig.20
show responses for the whole system capacity each five-entities step to observe TAVG, TMAX
and TSTD subjected to the traffic intensities of 2.5000, 2.3684, 2.2500 and 2.1429 Erlang (E).
The system goes from the full quantity of FIFO entities to the full quantity of SJF entities
(visually from the left to the right side of each graph). This step by step procedure allows
us to identify the variable values in relation to the number of SJF entities in a stationary
system, i.e, the SJF compromise with FIFO.
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Figura 20 – The average and maximum residence times. The residence times versus the
number of entities in system with different traffic intensities for 𝑆𝐽𝐹 and 𝐹𝐼𝐹𝑂.
The mean average values TAVG and the mean maximum average values TMAX are
shown to have a region of inverse relationship, i.e. a region of trade-off (Fig. 20). Whereas
FIFO evolves to SJF (from the left to right side of the graphs), one can observe this region
where TAVG values decrease and TMAX increase. This is true until the TMAX variable
reaches its peak value and from this point both TMAX and TAVG decrease to their own
steady-state value.
Using the same kind of observation, TSTD and TMAX are shown to be in direct
relationship in Figure 21 until the TMAX peak value and both the variables (TSTD and
TMAX) decrease to the their steady-state value.
TAVG, TMAX and TSTD repeat their mutual compromise for all traffic intensities. It
is important to note that the system submitted to the highest traffic intensities (e.g., 2.3684
E and 2.5000 E) the higher TMAX and TSTD values happens before the system reaches
its total system capacity of entities. For example, the graphic Traffic = 2.3684 E in Figure
21(a), these highest values are within the range of 50 to 100 SJF’s entities.
3.5.3 Results of the classified responses
The Classifying Outbound Entities Module is able to offer some understanding of the
variables behavior. During FIFO policy, Fig. 22 shows that TAVG of all the traffic intensities
happens within the region the greater concentration of entities (more than 90% of the total
entities). The low traffic (FIFO 30), the medium traffic (FIFO 22), the high traffic (FIFO
20) and the extreme high traffic (FIFO 14) reveal this fact.
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Figura 21 – The maximum mean residence times and the deviation of the mean residence
time. The time values versus the number of entities in system with different






































































Figura 22 – Relates TAVG and the distribution of entities in % of total entities per different
traffic intensities during FIFO policy. Note: Because of the broad range of times,
the horizontal axis has three different sized-intervals: 50 ut (at left side); 100 ut
(at center); and 500 ut (at right side).
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Differently from FIFO, during SJF policy, Fig. 23 shows that the greater concentration
of entities (more than 90% of total) are within the lower classes of TAVG (smaller than 200
time units) for all the traffic intensities - low, medium, high and extreme high. The TAVG
values for low and medium traffic are within the most populated ranges, but the high traffic
(SJF 20) is out of this region. The TAVG of the extreme high traffic is far from this region,
overcoming (in this case study) 1000 time units. Managing the small amount of entities of
the SJF’s tail is feasible due it is fewer than 10% of total entities. It is reasonable to expect
a decrease of TAVG and TMAX (after managing jobs in the distribution´s tail), and an
increase in the system throughput as consequences of the Kleinrock’s conservation law. The
system can, e.g., divert these jobs traffic to an auxiliary server system. This action put the
total delay down and with the conservation law allow the system to fill this decrease with

































































Figura 23 – Relates TAVG and the distribution of entities in % of total entities per different
traffic intensities during SJF policy. Note: Because of the broad range of times,
the horizontal axis has three different sized-intervals: 50 ut (at left side); 100 ut
(at center); and 500 ut (at right side).
Figures 20 and 21 show that during the increase of job’s quantities, a system submitted
to the SJF policy has the highest TMAX values appearing in the intermediate quantities of
jobs (e.g., 50 to 100 entities with 2.3684 Erlang traffic), but more than 90% of jobs in the
shortest TAVG classes (Figure 23), with the average times in steady-state lower than the
highest values.
Two issues involving the SJF policy must be brought to attention. The first one is
that the extra high TAVG values could not be the most important impact factor in reducing
the system performance. Notice that, during extreme high traffic, these longest job’s values
(the right side of the Figure 23) are the last to be processed under the SJF policy, but a
plain SJF system (right side of Figs. 20 and 21) have lower values of TAVG, TMAX and
TSTD than the highest reached values. Secondly, as a consequence of the first issue, we need
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to further investigate the relationship between the quantity of jobs in a class, and the impact
of that class on a system’s performance submitted to the SJF policy.
3.6 Summary and Conclusion
We showed that through Incremental Validation we could obtain the results for the
performance analysis of discrete-event complex systems which are not supported by measured
data or by known analytic models. The experiments showed the implementation simplicity
with a kind of one-step-forward methodology that reach complex systems where responses are
initially not fully predictable. This Incremental Validation simplicity associated to general
expected results for the additional characteristic allow easy DES validation, as shown with
the SJF’s residence times and its long tail response distribution.
Unknown responses become feasible and actually observed with the use of Incremental Validation
despite of the limits of the analytic models. This was showed with the example of the ma-
ximum mean residence time TMAX in a simple graphic through the traffic, or through the
entities flow analysis studied per residence time classes. The relationship between variables
submitted to different policies can be also observed. SJF is compromised with FIFO as shown
in the inverse relationship between TAVG and TMAX and the direct relationship between
TMAX and TSTD independent of the traffic intensity.
Incremental validation clearly shows the differences of models’ performances and al-
lows the feasibility of models derived from known ones as in this case of a JN model changed
to fit, e.g., the SJF policy regardless of modeling formalism. Differences from FIFO and SJF
are clarified. Whereas the FIFO’s mean residence times are always inserted in the range of
times with the highest concentration of jobs, the SJF policy does it only in low and medium
traffic. In high and extreme high traffics the mean residence times is positioned in the tail’s
curve out of the highest populated region of jobs. This is another commitment from FIFO
and SJF policies, what qualifies the SJF scheduling to manage the extreme high residence
times. It is important to remember that incremental validation is limited to processes that do
not cause its successive and recurring usage. This kind of application may cause overvalued
results maximized by the presence of jobs with extreme values.
We would suggest the incremental validation to study how the concentration of jobs
in a class of time average can impact the system performance. Another investigation would
be how multiple possible trajectories (LEYE et al., 2014), as e.g., to represent different traffic
intensities can be managed to drive a system into better solutions.
We are ready to continue with studies, supported by incremental validation and DES,
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on the trade-offs of SJF variables. Experiments need to go further on the design of other
traffic intensities with the same, or associated to other policies. Another interesting future
work would be the use of regression to design a mathematical behavior of a specific variable,
as e.g., the SJF maximum mean time.
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4 A New Framework for the Performance
Analysis of the Single-Server Non-
preemptive Scheduling under Varying
Traffic Conditions
Paper submitted to: The Journal of Scheduling (JOSH), Springer/Nature
In this work, we propose a new framework (model, methodology and implementation)
for the performance analysis of a single-server, non-preemptive policy under the shortest-
job-first scheduling and varying traffic conditions. A case study is presented where we show
the applicability of the framework through the analysis of the mean residence time of a job,
when the input traffic intensity is increased from low to high traffic. The implementation
of the framework is based on a discrete event simulation model extended by a continuous
simulation model through a common interface. The framework is general in the sense that
it is not limited to the analysis of the mean residence time of a job, as other performance
indicators may be also included in the analysis. Through the application of the framework,
and under the assumption of a dynamic and variable input traffic, it is possible to find the
size of a job 𝑥 that ensures a quality of service requirement such as the mean residence time,
i.e. as long as the long-term scheduler of the framework only admits jobs of size less than (or
equal to) 𝑥 into the system.
keywords: modes of operation; mode changes; Shortest Job First; scheduling;
dynamic loads
4.1 Introduction
Research on scheduling and performance analysis has advanced quite significantly over
the years and offered new solutions, techniques and tools for static scenarios and conditions.
However, the real-world lies at the other end of the spectrum, as it may be characterized
by quite dynamic conditions, e.g. including varying traffic intensities, workloads, and unpre-
dictable faults just to name a few. Thus, the need for scheduling and performance analysis
that embrace unpredictable changes may be deemed to be one of the most current and rea-
listic requirements in this field. Given that the goal of scheduling is to achieve an optimized
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behavior of some resource-limited system, the value of a scheduling and analysis approach
usually depends upon its continuing relevance to the current mode of operation (or set of
states). A mode of operation is broadly a design abstraction that captures a given set of
environmental conditions, and requirements, which are met by a specific system behavior
that is implemented by a single schedule (i.e. set of jobs) (SANTOS et al., 2018). For each
mode, a different and custom schedule is required, along with its performance analysis, one
that addresses the specific requirements of the system at that particular phase of operation.
Once the conditions surrounding the system (or internal to the system) are changed, a mode
change ensues and a new schedule is required and loaded, one that meets the new constraints
((PEDRO; BURNS, 1998), (MARTINS; BURNS, 2008), (PEDRO, 1999)).
Within this context, this work tackles the performance analysis of jobs in a single-
server non-preemptive system, where the size of a job is a priori known and traffic is variable
and unpredictable across a number of modes of operation (e.g. mode A for low, B for medium
and C for high traffic, as shown in Table 4). The policy considered in this work is mainly
the shortest-job-first (SJF), although first-in-first-out (FIFO), last-in-first-out (LIFO) and
random order (RO) were also analyzed for the sake of comparison. In this work, the major
performance parameter under analysis is the system mean residence time (TAVG), and its
role is to satisfy a user-specified quality of service (QoS) requirement.
Therefore, this work represents a step towards tackling the performance analysis of
jobs scheduled under unpredictable changes of the traffic intensity (i.e. job arrival rate) while
maintaining a given QoS requirement. More specifically, the key question being asked is
“given a changing, variable traffic intensity (Erlang [E]) in the system, what is the size x of
a job that ensures a certain QoS requirement?´´ For example, consider an application that
needs to keep the job´s mean residence time bounded to a maximum value in order to fulfill
its QoS. We wish to find out what is the value of job size that reduces TMAX to a level
below a given value (i.e. a setpoint defined by an application) for a certain traffic intensity.
Once the value of the job size 𝑥 is known, there are a number of strategies that may be
employed to ensure the QoS requirement. Clearly, one possible action would be to shorten
the average service time in a server by preventing jobs of a size larger than x from entering the
server, e.g. by diverting the larger jobs to a secondary (or alternate) server or by temporarily
blocking them. As the traffic level changes and surpasses a given threshold (thus implying a
new mode), a new value of x may be found that allows the system to comply with its QoS.
The answer to this key question is mainly shown in Section 4.3, where Table 5 indicates the
value of x (i.e. job size) that maintains the mean residence time at the indicated level. For
example, if only jobs of size x=644 s or less are kept in the system for the traffic intensity at
0.45 E, then it is possible to ensure that the TAVG is limited to 289-290 s and, TMAX is
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limited to 2141 s, thus preserving the desired QoS level.
To this end, we developed a framework that combines a continuous (CSM) with a
discrete-event simulations (DES) that answers this class of questions. It allows the perfor-
mance analysis of a system under instabilities (i.e. under dynamic changes such as varying
traffic), where the analytic and the discrete models in isolation are not able to provide the
desired performance analysis due to the involved complexity.
The model allows a designer to reason about and relate QoS to a job size under specific
traffic intensity. To illustrate the applicability of the framework, we present a case study that
analyzes the regular but not trivial problem of a single server system scheduled by the SJF
policy with variable (increasing) traffic.
The remainder of this paper is organized as follows: section 4.2 discusses related
work, section 4.3 introduces the proposed framework with the continuous simulation and
discrete-event simulation models and their integration interface. section 4.4 offers a simulation
case study showcasing the applicability of the framework along with the results. section 4.5
presents the conclusion and future work.Appendix X shows that the SJF has the shortest
mean among non-preemptive means; Appendix X presents the analytic models for the mean
and variance of the non-preemptive disciplines. Appendix X shows the implementation details
and Appendix X offers some guidelines collected through the experience in this work.
4.2 Related Work
The SJF policy, its applications and performance analysis have been emphasized in
the literature in the last decade. An overview of recent developments is presented in this
stion.
Tang et al. (2013) proposed a dynamic scheduling algorithm for super-computing
application to prioritize jobs to resources allocation by the use of an adaptive scheduling based
on workload characteristics. It is a variant algorithm from a hybrid FIFO/SJF policy that
schedules batches instead of units of jobs. Differently, our framework is a general integrated
application of DES and CSM simulations to identify a job-size that satisfies QoS requirements
across system instabilities (e.g. traffic’s variation).
Xoxa et al. (2014) discuss the FIFO and SJF disciplines to emphasize that the SJF
discipline allows a shorter average time and lead the system to excessive residence times. Our
work is not limited to these two disciplines but also discusses other non-preemptive disciplines,
such as LIFO and RO. In addition, our approach seeks to evaluate the queuing behavior in
the presence of instabilities of traffic and also, the issue of performance considering fairness.
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A handoff performance is addressed by Owaidat et al. (2015) on mobile communica-
tion systems considering the remaining time in the cell policy, where the mobile station in
greater velocity should handoff sooner, what resembles a kind of SJF scheduling. Our work
aims to evaluate the predictability of the residence time of a job of a certain size (in relation
to the first and second moments), submitted to SJF for general applications.
Wierman et al. (2007) analyze the first and second moments of the SJF’s residence
time according to a parameter named the expected maximum duration depending on the
service length. We associate this approach to the collective approach of discrete simulation
results, in terms of system mean values applied to actual situations. In a different way,
Sandmann (2013) addresses the fairness issue regarding service disciplines. Our work is also
related to this issue, but we analyze its limits depending on the offered traffic to be extended
to any traffic distribution.
Elmougy et al. (2017) study system design issues applied to cloud computing in-
frastructures and application services. They designed a hybrid algorithm named SJF-RR-
Dynamic-Quantum, SRDQ to minimize the starvation dilemma in complex computing and
big-scale. Differently our issue is focused on a simulation solution related to general problems,
for example, as in services, manufacturing, production or transportation processes. Our study
proposes continuous simulation associated to discrete-event simulation to take advantage of
the fairness metric. It is proposed to understand the unknown behavior of the system sub-
mitted to traffic instabilities during the SJF policy looking for improvements of the expected
results of regular delay metrics.
Guda et al. (2016) analyze a variant of the non-preemptive SJF scheduling policy
named shortest-variance-first (SVF). The objective of minimizing the sum of the expected
total system duration time addresses the issue of total room occupation cost for single sur-
gical room procedures. SVF considers jobs in a normal convex distribution, known expected
job length, known mean and variance of the mean in an organized sequence. Differently, our
work analyses the system performance of the pure SJF where systems variations and insta-
bilities lead to partially unknown delays. Our proposal associates the advantages of the job’s
parameters (e.g., its service length) and the general system behavior (e.g., the system resi-
dence time) under unknown, variable traffic conditions, in order to improve queuing system
performance.
The work by Wierman e Harchol (2005) is the closest to ours in the scheduling lite-
rature. They provide an analytic model that evaluates the mean average time as a function
of the job-size x. However, unlike our work, their
model does not consider a variable (i.e. with fluctuations) traffic intensity. Clearly,
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the inclusion of a variable traffic charge in a model is crucial since, in most systems, traffic
varies significantly during normal and abnormal modes of operation. To our knowledge, no
work in the literature evaluates a global performance indicator as a function of both the job
size x and the dynamic traffic intensity (modeled in a step-by-step basis) at the same time
in order to meet a quality of service requirement as shown in the next Section.
4.3 Proposed Model
The framework (Fig. 24) combines DES and CSM to maintain a given QoS requi-
rement in the presence of changes or instabilities as presented in section 4.1. Given a non-
preemptive discipline (e.g. SJF), the model allows the (user) specification of one or more
requirements, e.g. that TMAX satisfies a certain bound (TMAX𝑅𝐸𝑄 < VALUE). It is best
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REQ
Figura 24 – Overview of the Proposed Framework. Symbol REQ means 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡 and
𝜌 = 𝜆
𝜇
. The INTERFACE can be fed with the comparative variable the system
requirement needs the simulators to deliver, not only TAVG𝑆𝐽𝐹 and E[T(x)]𝑆𝐽𝐹 .
Inputs: The general input data (Fig. 24) are the arrival and the service distributions
(𝜆 and 𝜇 respectively), which are both exponential probability distributions. As shown in
section 4.4, we keep the service rate 𝜇 at constant value while increasing 𝜆 (in a step-by-step
basis) in order to evaluate a given discipline;
Output: The final output is the 𝑥 value, which represents the job size that meets
the user-specified system requirements, e.g. the reduction of TMAX𝑆𝐽𝐹𝐷𝐸𝑆. The framework
considers not only the input set, but also TMAX, the fairness related to the predictability
of 𝑥 job-sizes (known a priori or when it can be estimated) in SJF ((MOR, 2010)) and the
system submitted to traffic instabilities. Whereas the requirements and inputs may vary (see
discussion in Section 4.4.1), we adopt TMAX as the desired system goal to be achieved by
the framework.
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Goal: Specifically, the goal of the framework is to analyze three classes of performance
attributes (both mean and variance) for SJF and FIFO: 1) The service delays; 2) the system
delays, and 3) the mean system delays as a function of the job size.
Operation: The DES model evaluates the mean system performance to use one of
its identified variables as a reference value to an interface module. This interface compares
collective (TAVG𝑆𝐽𝐹𝐷𝐸𝑆 from the DES) to individual 𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 from the CSM) indicators (Fig.
24). The simulation may stop as the 𝐸[𝑇 (𝑥)] approaches TAVG𝑆𝐽𝐹 within a pre-specified
margin/tolerance. At this point, the value of 𝑥 is recorded and it represents the job size that
direct or indirectly satisfies the set requirement. The general operation of the framework is
described in Section 4.3.3. The major blocks are next described.
4.3.1 Discrete event simulation model (DES)
Fig. 25 shows the discrete event simulation model, which is essentially an M/G/1
single queue characterized by the waiting queue (𝑊 ) and a service provider that is modeled
using a service distribution 𝐻. It was modeled and analyzed using a discrete event simulator
(𝐴𝑟𝑒𝑛𝑎 R○) to obtain regular system time-delay indicators for SJF. Other disciplines such as
FIFO, LIFO and RO were also analyzed.
WaitingWaiting (W)
1
Figura 25 – Discrete-event simulation schematic model.
Clearly, it is possible to generate a number of performance indicators from the DES
model. The selected output of the DES module is the 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆 since it is the one used
in our case study (Section 4.4) to demonstrate the approach. It is also the variable that is
used to analyze the requirement set in the case study (𝑇𝑀𝐴𝑋 < 𝑇𝑀𝐴𝑋𝑅𝐸𝑄). All the fra-
mework inputs are inputs to the DES module, the exception being the user requirement. The
requirement is a terminating condition to the simulation and it is associated to TAVG𝑆𝐽𝐹𝐷𝐸𝑆.
4.3.2 Continuous simulation model (CSM)
The CSM block is shown in Fig. 26. It implements and solves (WIERMAN; HAR-
CHOL, 2005) equations, which define the mean residence time (E[T(x)]) for SJF as a function
of the traffic generated by the jobs with size less than or equal to 𝑥. The authors’ predictabi-
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(1 − 𝜌)3 (4.1)
This equation represents the capacity of consistently identifying different job sizes in
a queuing system, given the variance of the job with size 𝑥 𝑉 𝑎𝑟[𝑇 (𝑥)] along the value of 𝑥. It
is applied to fairness by scaling the service instabilities 𝜆𝐸[𝐻2] through the system idleness
(1 − 𝜌)3. The mean residence time 𝐸[𝑇 ]𝑆𝐽𝐹 of x is given by Equation (4.2):
𝐸[𝑇 ]𝑆𝐽𝐹 = 𝐸[𝐻] + 𝜆𝐸[𝐻
2]
2(1 − 𝜌(𝑥))




where 𝐻 is the service probability distribution (e.g. exponential), 𝜌(𝑥) is the traffic generated
by jobs with duration 𝑥, 𝐸[𝐻], 𝐸[𝐻2] and 𝜎2(𝐻) are their first and second moments and the
variance of 𝐻, respectively.
Figura 26 – Continuous simulation schematic model (CSM).
Thus, the inputs to the CSM block are the arrival distribution represented by (𝜆), the
service distribution 𝐻 represented by (𝜇), and the 𝑥 job’s size, in order to evaluate the traffic
𝜌(𝑥) and then, the final block output, i.e. the mean residence time (𝐸[𝑇 (𝑥)]). For example,
when 𝑥 = 100, the equation integrates all values of job sizes from 0 up to 100 to generate
𝐸[𝑇 (100)].
The specific details of the implementation of this module are illustrated in Appendix
𝐶. The time dependent equations (FIFO, LIFO and RO) integrate the arrival distribution
from 0 to ∞ to return the system mean value. The SJF equations integrate the service
distribution (𝐻 dependent on 𝑥 job’s duration) from 0 up to 𝑥 by evaluating the integrals
of the first and second moments of 𝐻 (i.e. 𝐸[𝐻], 𝐸[𝐻2]). Thus, we have means and variance
values for a specific 𝑥 value, which can vary depending on the goal of the application. We
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can use 𝑀𝑎𝑡𝑙𝑎𝑏 R○-𝑆𝑖𝑚𝑢𝑙𝑖𝑛𝑘 R○ resources to evaluate the dynamic behavior of the SJF, i.e. its
mean and variance (Appendix C, Fig. MG1).
4.3.3 DES/CSM interface
The key element of the DES/CSM interface is the Comparator. It checks if the CSM
mean residence time − 𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 − lies within the DES mean residence time 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆
interval − i.e. 𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 ∈ (𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆 ± Δ𝑇 ). If so, then its output enables and records
the 𝑥 value. Otherwise, this signal enables the increment of 𝑥. Then the x value (from the
INC JOB SIZE) enters CSM to evaluate the analytic model and results 𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 .
We choose the DES system residence time during SJF − (𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆) − as a reference
to feed the predictability equations of the CSM and reach the required job size 𝑥. In this
approach, only the DES time average variable − 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆 − is observed by the Comparator.
It is important to highlight that this is just one choice of variable among a set of possibilities.
For example, another choice could be TAVG𝑆𝐽𝐹 ± 1 Standard Deviation (or any other exiting
























Figura 27 – Activity diagram of the Proposed Framework.
Figure 27 shows the flow of operation of the model (activity diagram).
4.4 Case Study
Having described the model and its constituents in the preceding section, in this
section we exercise the framework to generate Tables 5 and 6 from the parameters described
in Table 4. The goal of the case study is to analyze the following variables:
1. Mean service and residence times;
2. Variance of the service and residence times, and
3. Predictability.
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In essence, we vary the traffic and for each intensity we find out the 𝑥 value that imply
𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 within the stated 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆 interval.
4.4.1 Parameters
The following parameters were used to configure the case study:
Service: The mean typical call (E[H]) is 180 s with service variance of 𝜎2[𝐻] = 1802 =
32400 𝑠2. The H distribution is considered as exponential; Arrivals: Calls arrives at a constant
𝜆 rate (for each simulation). The inter-arrivals distribution is considered as exponential.
Traffic load: The basic testing model is a simplified telecoms switching system. The system
is configured around three modes of operation depending on the traffic intensity. Mode A
represents low-traffic (from 0.050 to 0.450 E), mode B models medium traffic (from 0.700
to 0.800 E); mode C is the high traffic (from 0.9 to 0.92 E). Note that the thresholds that
differentiate from low to medium and high traffic are application dependent and in this work
they are arbitrarily defined for illustration purposes. The traffic values (𝐴 = 𝜌 = 𝜆 · 𝐸[𝐻] E
with 𝜆/𝜇 < 1) are (Table 4): 0.180, 0.257, 0.450, 0.700, 0.750 , 0.800, 0.900, 0.910 and 0.920
E.
Tabela 4 – General Simulation parameters.
Mode of Traffic (A) Arrival time 𝜆
operation Erlang Second
A - Low 0.050 3600.00 0.0003
Traffic 0.180 1000.00 0.0010
0.257 700.39 0.0014
0.450 400.00 0.0025
B - Medium 0.700 257.14 0.0039
Traffic 0.750 240.00 0.0042
0.800 225.00 0.0044
C - High 0.900 200.00 0.0050
Traffic 0.910 197.80 0.0051
0.920 195.65 0.0051
Simulation runtime: We carried out 10 replications of 1 × 105𝑠 simulation run for
statistical significance of 95%.
4.4.2 Results for the DES
This section provides analyses for the maximum and mean residence times, its variance
as functions of the increasing traffic to 𝑆𝐽𝐹 and 𝐹𝐼𝐹𝑂.
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The DES performs the mean variance in the queue (𝜎2[𝑊 ]) and the variance of the
system residence time (𝜎2[𝑇 ]). The variance of the service time is 𝜎2[𝐻] = 1802 = 32400
𝑠2 (exponential distribution). Therefore, Eqs in Appendix Analytic Model from this paper
New Framework, allow us to understand how 𝜎2[𝐻] behaves during the experiments. Figure
28 shows a significant change in the SJF service distribution variance compared to FIFO































Figura 28 – Variance of the service distribution.
The effect of the SJF discipline changes the exponential distribution of the service
times (𝐸[𝐻] = 180𝑠 → 𝑉 𝑎𝑟(𝐻) = 32400 𝑠2), and its variance sharply rises up with the incre-
asing traffic intensity. The service time distribution is no longer an exponential distribution
and SJF exceeds all other disciplines’ variances. On the other hand, all disciplines (FIFO,
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Figura 29 – Moments of the residence times.
Figure 29 shows that in high traffic the second moments is specially important to
variance and predictability. Whereas the TAVG𝑆𝐽𝐹 is constantly smaller than it is in FIFO
(Appendix SJF) , during high traffic (mode C) the increasing rate of the SJF’s second moment
(its curve’s tangent angle) turns its variance sharply higher. It is a predictability reduction
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factor. Figure 29-TMAX (note it is a logarithmic axis) shows that TMAX𝑆𝐽𝐹 is always
larger than TMAX𝐹 𝐼𝐹 𝑂. Figure 29-TMAX also shows that TMAX behaves quite similar to
the variance, and differently from the mean time (Figure 29-Mean).
4.4.3 Results for the CSM
This section deals with the specific issues about mean residence time, its variance
both as functions of increasing traffic and their relation to the predictability. Fig. 30 shows
the mean residence time (𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 ) for different 𝑥 values.
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Figura 31 – SJF variance of mean residence
time as a function of traffic
The stable (plateau) values are different from each other as the traffic load increases.
Whereas, e.g. the load A = 0.9 E, all disciplines have the residence time of 1600 s, except
SJF. The system reaches the maximum (stable value) mean value around 𝑥 = 1500 s. Fig. 31
shows the evolution of SJF variance as a function of the value of 𝑥 for different traffic loads.
It is also verified that the values of 𝑥 that stabilize the variance are different for each traffic
load.
Fig. 32 compares the predictability of FIFO and SJF on the 𝑥 values axis. CSM shows
that for small jobs, the FIFO discipline is less predictable than SJF. For the larger ones, it
is the opposite. We use one example from Fig. 32.
Up to a certain traffic, the predictability of SJF does not exceed the one for FIFO
(e.g. 400 s at 0.800 E). From this perspective, SJF’s underperforms FIFO’s and tends to enter
an unpredictability range of job sizes, and it later returns to the predictability range as seen
in the Analytic Model from this paper New Framework. Up to 400 s in the example of 0.800
E, Fig. 32 shows the values of 𝑉 𝑎𝑟[𝑇 (𝑥)]
𝑥
of FIFO higher than those of SJF’s (in relation to
the predictability criterion). This means that for small 𝑥 values, the FIFO discipline is less
predictable than the SJF (a small job can take a long time in FIFO queue). It also shows
the opposite for large 𝑥 values in SJF, especially for high traffic. However, this analysis was
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Figura 32 – Predictability of disciplines SJF and FIFO.
performed by CSM focused on specific jobs’ sizes, not on a broader overall queuing system
performance. Thus, in order to to deepen the analysis, it is essential to consider the approach
shown in the next section.
4.4.4 Overall Results
Whereas in the two preceding sections we looked at the results for the DES and CSM
individually, in this section we analyze the results from a global and broader perspective,
i.e. combining the results from both, as shown in Tables 5 and 6. These tables gather the
values of 𝑥 (from CSM) and TAVG (from DES) and they allow the analysis of the trade-offs
between these two.
Tabela 5 – 𝑆𝐽𝐹 responses for increasing traffic. 𝑇𝑀𝐴𝑋 from 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆 requirement.




(1 − 𝜌)3 𝑇𝑀𝐴𝑋
𝑆𝐽𝐹
𝐷𝐸𝑆
Erlangs second second second second second second
0.050 [189.34 - 190.52] 189.40 2000 2.04 20.99 727.16
0.180 [215.58 - 216.76] 216.00 1065 25.49 117.53 1119.5
0.257 [233.61 - 234.59] 234.10 900 61.73 225.56 1259.8
0.450 [289.68 - 290.90] 290.30 644 334.47 973.70 2141.2
0.700 [415.02 - 417.80] 416.30 513 1771.15 9334.16 5100.0
0.750 [458.11 - 462.09] 460.10 508 2598.43 17280.00 6340.5
0.800 [516.35 - 521.41] 518.00 510 4088.24 36000.00 8388.7
0.900 [747.42 - 760.44] 755.20 558 18602.15 324000.00 16248.0
0.910 [790.53 - 807.43] 800.30 568 23697.18 449539.21 18045.0
0.920 [2019.28 - 2477.92] 2243.00 1900 1101578.94 647130.23 18936.0
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The framework is parametrized to return one 𝑥 value. Table 5 shows us that the
increase in traffic intensity distributes the x values (necessary to produce values of 𝐸[𝑇 (𝑥)]𝑆𝐽𝐹
in the neighborhood of 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆) in a regular shape of a tradeoff-curve (bow-shaped) with
its minimum point (0.750, 508), as can be seen in Fig.34.
Tabela 6 – 𝐹𝐼𝐹𝑂 responses for increasing traffic. 𝑇𝑀𝐴𝑋 from 𝑇𝐴𝑉 𝐺𝐹 𝐼𝐹 𝑂𝐷𝐸𝑆 requirement.




(1 − 𝜌)3 𝑇𝑀𝐴𝑋
𝐹 𝐼𝐹 𝑂
𝐷𝐸𝑆
Erlang second second second second second
0.050 189.50 2000 17.95 20.99 727.16
0.180 219.51 1065 45.25 117.53 1075.0
0.257 242.31 900 65.21 225.56 1144.9
0.450 327.27 644 166.30 973.70 1532.4
0.700 600.00 513 701.75 9334.16 2285.2
0.750 720.00 508 1020.47 17280.00 2337.8
0.800 900.00 510 1588.24 36000.00 3177.2
0.900 1800.00 558 5806.45 324000.00 4467.8
0.910 2000.00 568 7044.01 449539.21 4616.8
0.920 2250.00 1900 2665.26 647130.23 4769.3
DES with CSM show that: (1) the SJF policy submitted to an increasing traffic
intensity can drive predictable response times to very high traffic values; (2) it can guide
decision-makers to reach usually unknown results (e.g., undesirable expected TMAX); (3)
it may be feasible to manage the size of a job in the system to meet systems requirements;
and (4) it is also possible to evaluate the systems requirements by analyzing the resulting
predictability of the size of a job. CSM evaluates the system’s performance for jobs from 0 to
a given 𝑥 value and, in another way, DES considers jobs with all the possible jobs to result
system average values as in FIFO for example (Tab. 6).
We wish to compare both results, so it is necessary to state a criterion. We start out
by obtaining 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆 (DES mean residence times) to use it as a CSM parameter (Table
5). This implies the use of CSM to obtain the 𝑥 that results its residence time (𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 in
Table 5 or 𝐸[𝑇 (𝑥)]𝐹 𝐼𝐹 𝑂 in Table 6) in the neighborhood of the chosen value for 𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆.
Figure 33 shows the residence time variance for both DES and CSM submitted to
SJF and FIFO, through the traffic load (up to 0.90 E). Note that from a certain traffic load,
SJF has the highest variance. Additionally, the 𝑥 value variance for SJF, FIFO through CSM,
generated from TAVG𝑆𝐽𝐹𝐷𝐸𝑆, is higher than DES values (SJF𝑑𝑖𝑠𝑐, FIFO𝑑𝑖𝑠𝑐). In fact, although the
first moments have been adjusted, the second moments (in CSM) should not approximate
the average values of all jobs. This shows the asymmetry of the distribution of residence
time in the system. This result is in agreement with Figure 32, which shows an increase
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Figura 33 – Variances divert from DES to CSM.
in unpredictability for a range of high traffic values. As 𝑥 increases, the higher the service
distribution 𝐻 diverts from the exponential. It is sharply noted in the SJF, because it strongly
changes (organizes) the exponential distribution within a priority rule, differently from FIFO
that does it with minor changes. Figure 28 illustrates that whereas FIFO’s service variance
remains constant (exponential distribution), SJF’s service variance grows significantly. This













Figura 34 – SJF Trade-off as a traffic function − the x job-sizes versus the framework res-
ponse for system residence time of the x job-sizes.
Jobs with size 𝑥 must wait for smaller jobs before they can be served in a SJF disci-
pline. This results their 𝑇 (𝑥)𝑆𝐽𝐹 in the interval (TAVG𝑆𝐽𝐹𝐷𝐸𝑆 ± Δ𝑇 ). As an example, Fig. 34
shows its minimum 𝑥 value in 508 time units with 0.750 E (Table 5) near the limit of its
increasing traffic. The bow-shaped curve (continuous line in Fig. 34) clearly reflects the most
predictable range of x values around 500 time units as a function of the traffic. It should be
noted that its minimum point is not enough for better decision-making. It should be taken
into account that around this value there are two possible traffic values for each job size
(one on the right and one on the left of the minimum). Two other fundamental parameters
(maximum time and predictability) should be considered as follows.
Figure 36 shows the logarithm of the variance. It shows that for low traffic (mode
A), SJF shows that the variance is worse than the others. For traffic around 0.7 E, SJF is
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Figura 36 – System mean variance from
the CSM.
surpassed only by LIFO. The performance presented in Fig. 36 depicts the variance values
considering 𝑇 (𝑥). It is weighted by the values within the range (0...𝑥] through a given policy
and it explains why LIFO is worse than SJF - SJF always selects the smallest job in the
queue. Differently, Fig.35 illustrates the same situation just described, but through DES
which returns the system mean time. The SJF variance exceeds only the variance for the
FIFO policy when subjected to traffic around 0.7 E. The largest 𝑥 values are hidden within
the average.
4.4.5 Discussion
We addressed the framework characteristics, description and applied experiments that
illustrate its results. This section addresses a number of issues to discuss the model applica-
bility and generality.
Applicability. The framework applies to single server systems when the job size is
known, or when it is possible to estimate them. Given a reference value (e.g. the mean),
the framework allows the identification of a range of values of job size that lead the system
to under-performance (e.g. a large system residence time above the set QoS value), across
increasing traffic conditions. In essence, it allows the analyst to identify how the size of a job
affect the system performance.
Predictability. Within this context, Table 5 shows that the predictability (WIERMAN;
HARCHOL, 2005) values 𝑉 𝑎𝑟[𝑇 (𝑥)]
𝑥
are smaller than the 𝜆𝐸[𝐻
2]
(1 − 𝜌)3 criterion for all traffic
except for 0.920 E. This means that the comparison of the calculated 𝐸[𝑇 (𝑥)]𝑆𝐽𝐹 values with
the reference interval (𝑇𝐴𝑉 𝐺𝑆𝐽𝐹𝐷𝐸𝑆 ± Δ𝑇 ) returns predictable 𝑥 values. Figure 28 shows that
the SJF changes the exponential service distribution and this increases its total variance (Fig.
29). As a result, it may decrease the predictability (𝑉 𝑎𝑟[𝑇 (𝑥)]/𝑥) due to both the increase
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in the job’s duration and also in the traffic intensity (Fig. 32). ((WIERMAN; HARCHOL,
2005)) show that, usually, after this increase, the predictability returns to a high level as
it reaches the largest job’s size (Figure 31). Note that the variation becomes stable at the
top of the curve, but the size of jobs continue to increase and 𝑉 𝑎𝑟[𝑇 (𝑥)]/𝑥 decreases as a
consequence. Regarding the comparison of the policies, in high traffic, the predictability of
SJF is low, but still better than the one exhibited by LIFO (Fig. 36). Thus, if predictability
is achieved under the SJF discipline, this means that RO and FIFO are also predictable.
This means that when the framework encounters a value of job size 𝑥 that limits a given SJF
performance requirement in high traffic, this limit may also be applied for analyzing (and
possible improving) the performance of other disciplines as well.
Traffic Flow. The framework identifies the size of a job that reduces system perfor-
mance. This size is usually hidden in the mean value and can be obtained through analysis,
e.g. through Fig. 34. This figure shows jobs with sizes from around 500 to about 2000 time
units. The trade-off curve represented in Fig. 34 shows the mean time dependency on the 𝑥
values, specially submitted to traffic over 0.79 E. The 𝑥 value curve represents the size of
jobs that have a residence time within the chosen interval of the system residence time. The
traffic over 0.79 E and up to 0.90 E indicates the minimum job size in a system with up to
750 𝑡𝑖𝑚𝑒 𝑢𝑛𝑖𝑡𝑠 of residence time. It implies up to 50% of its size in waiting time. The flow
of jobs in the system may be incremented within the limit defined by the minimum-sized
jobs. Beyond this limit, the jobs with larger size impact the system even more negatively.
Thus, this is a flow approach and the solution depends on the adopted strategy. A solution
could be taken considering that the SJF’s flow is always the best, but considering that the
TMAX𝑆𝐽𝐹 is always the worst (Figure 29). The mean residence time is always shorter for
SJF (Appendix SJF mean). The 𝑥 value curve in Fig. 34 has a bow-shaped type. This fi-
gure depicts that the minimum values represent the large predictable values. Around these
500 𝑡𝑖𝑚𝑒 𝑢𝑛𝑖𝑡𝑠 values, it is possible to reach a trade-off value between TMAX and TAVG
with an applicable solution.
Decision making. Fig. 34 allows the use of the value of 𝑥 that is below the predictability
criteria (considering the established requirements); it is possible to choose the parameter of
the underlined strategy. For example, divert the traffic represented by x-sized jobs to another
server, or divide these jobs into jobs in other jobs up to 𝑥, or else, change the service policy,
as shown in Table 6.
As expected, it is known that, among the non preemptive disciplines, SJF and FIFO
are the ones that can better meet the requirements of general single-server queuing systems.
However, the framework can use SJF as a reference to compare performance against other
disciplines.
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The experiments offer Figures 33, 34 and 36 to better manage SJF and FIFO through
the framework. SJF strongly changes (organize the sizes) the exponential distribution within
a priority rule, differently from FIFO that makes minor changes. It can be observed that the
service distribution diverts from FIFO with the increasing traffic (Fig. 28), so does the total
variance (Fig. 29 - Variances) and TMAX (Fig. 29 - TMAX). It is deeply observed when
one considers the divergence increase due to the job size (Fig. 32). The higher the traffic,
the larger the range of jobs’ sizes out of the predictability criterion, so, the higher the total
variance. It must be carefully managed to ensure flow improvements.
Figure 30 shows that E[T(x)]𝑆𝐽𝐹 takes a longer rising range (intermediate 𝑥 values
up to 1500 𝑡𝑖𝑚𝑒 𝑢𝑛𝑖𝑡𝑠) to stabilize in the presence of high traffic. These intermediate values
should be exploited to improve system performance, since that all non-preemptive disciplines
(except for SJF) have the same TAVG. Therefore, it is possible to realize that, from a given
job size, the system under-performs. It should be interesting to control it (e.g., for 0.900 E
with job duration from and above 750 time units) looking for flow improvements.
Considering the issues of traffic volume, predictability, flow and maximum residence
time, there are some general results that should be considered to improve system performance.
For example, the choice of one or another discipline, or the individualized management (job
of a certain size) for any of the disciplines (Table 5 and Table 6 for SJF and FIFO). During
system start up, or during low traffic, the policy choice should be the SJF discipline, since
it turn the services more predictable. SJF better performs jobs with major durations (Fig.
32), improves the flow rate (Fig. 29) and it do not cause high TMAX𝐷𝐸𝑆𝑆𝐽𝐹 (Fig. 29-TMAX).
FIFO discipline should be the priority for changing disciplines in a system with very high
𝑇𝑀𝐴𝑋 or, for very high 𝑥 values. If this choice may not be taken, 𝑅𝑂 is the choice. This
will lead to better predictability, lower 𝑇𝑀𝐴𝑋 and better preserves the flow performance.
For example, if a system requirement is to reduce TMAX by 50%, it is only the DES that
can evaluate the SJF’s expected maximum residence time (the last column in TMAX Tab.
5). The mean average time of the SJF feeds the CSM, which in turn evaluates the size of
job 𝑥 that would limit TMAX (i.e. the predictability). For example, considering a traffic of
0.80 E, the TMAX𝑆𝐽𝐹𝐷𝐸𝑆 would be initially reduced from 8000 time units to TMAX𝐹 𝐼𝐹 𝑂𝐷𝐸𝑆 of
about 3000 time units. The framework may be run for a second time, this time excluding all
jobs larger than 𝑥, and the resulting analysis may lead to a fine-tuned analysis. This analysis
allows the framework to be used to support a planning and management tool.
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4.5 Summary and Conclusion
Although research on scheduling and its performance analysis has been around for
many years, it recently made an increasing contribution to practical problems through advan-
ces in flexibility, optimization, and scalability, which paved the way of a range of scheduling
techniques into real-world applications. The gains in flexibility allowed current techniques
to be capable of generating schedules under broad and diverse sets of temporal and re-
source capacity constraints. Regarding optimization, the increasing integration of mathema-
tical programming tools with AI-based search techniques is permitting significantly powerful
optimization capabilities. Current scheduling techniques are much more scalable since they
are capable of solving large problems (i.e. hundreds of resources and tens of thousands of
activities) in reasonable timeframes.
Nevertheless, the creation of high-quality solutions for actual scheduling problems
and their related performance analysis remains an artistic craft which is still confronted by
issues of scale and complexity and the need for more realistic assumptions and requirements,
such as coping with dynamic changes. One example of a key requirement is the ability to
analyze the performance of a dynamic system where the traffic intensity is variable. Above
all, current scheduling techniques and performance analysis frameworks are best suited for
highly predictable and stable applications (i.e. single-mode applications), where optimized
schedules can be statically (i.e. in advance) computed and have a reasonable chance of being
feasible. These techniques may have a quite limited lifespan as they were not designed for
changing environments which consist of multiple modes of operation and that are highly
uncertain and dynamic. Nevertheless, the majority of real-world applications tend to fall
toward the other end of the scale, which demands a more reactive system running one or
more ongoing processes that respond to unexpected and evolving scenarios. The performance
analysis for such systems is lacking in the literature.
Within this context, in this work we proposed a model, a methodology and an imple-
mentation of both that allows such type of performance analysis. Through this framework,
we showed that under different traffic intensities, it is possible to identify the size of a job
that allows the system to satisfy a given QoS requirement (e.g. maximum mean time). The
framework combines both a discrete and a continuous simulation module where the mean
value obtained from discrete-event simulation is used as an input parameter to the continu-
ous simulation model. The size of the job is an essential parameter that significantly impacts
on the performance of the system. Therefore, this work also contributed by showing that it
is possible to complement and extend a continuous simulation model with a discrete event
model when the CSM model has reached its limitations in terms of complexity. Likewise, the
Capítulo 4. A New Framework for the Performance Analysis of the Single-Server Non-preemptive
Scheduling under Varying Traffic Conditions 79
reverse is also true, i.e. when the DES model is limited in the analysis of certain parameters
(e.g. size of a job), the only means to overcome this limitation is to extend this model with a
continuous model, such as shown in this work. In essence, we argue that is only through the
synergy provided by the sequential operation of both models that is possible to obtain the
type of analysis offered in this work.
The practical outcome provided by the framework is that, once the size of job x is
identified for a certain traffic intensity, it is now possible to maintain the predictability of
the system, i.e. the target performance indicators (QoS requirements) can be kept within
bounds. Once the traffic intensity is changed beyond a threshold, a new value of x may be
found that ensures the continuity of predictability. This may be enforced by the scheduler
by redirecting incoming jobs (with size larger than x) to alternate servers at run time, or
by temporarily blocking them, or even splitting the jobs into smaller jobs (offline) whenever
conditions allow.
As future work, we would like to address the study of other probability distributions to
describe the service in the M/G/1 model, such as Pareto and Weibull. Moreover, for a dynamic
approach, we suggest the introduction of a predictor to anticipate critical events in the system
such as substantial increases in the maximum residence time in the system (which could
trigger a change in the mode of operation to improve overall robustness/responsiveness), thus
turning the system more proactive and less reactive. We also contemplate the introduction of a
fuzzy-based model to better arbitrate a change from one scheduling discipline to another. We
argue that other dynamic conditions (i.e. other than traffic intensity) may also be analyzed
and explored by the proposed framework. Thus, another possible research avenue would be
the identification of additional dynamic variables or conditions in a system for which we
wish to ensure some sort of predictability (e.g. either job, variable or policy predictability)
resulting from the application of the framework.
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5 Simulation Model for Performance Analy-
sis of a Hybrid-Policy (SJF/FIFO) Parallel-
System
This work deals with a system with multiple servers in parallel in which the duration
of the service in each of them is known (or it is possible to estimate), each one working inde-
pendently, with non-preemptive discipline. Completion of the service provided presupposes
that a part is executed on each server. In Chapter 2 we work with several servers in parallel,
each working independently of the others, and each arrival request to be completely executed
must pass through all the servers. Moreover in Chapter 2 2 we introduced the DES model as
a black box, and we discussed its functionality as a framework of a hybrid simulation model
discrete and continuous (DES/CSM) that evaluates a full SJF scheduling model for a single
server queue and their behavior towards non-preemptive disciplines. In this chapter, we look
into the DES model as a hybrid policy SJF/FIFO model for multiple parallel servers, i.e. we
expand this general view by examining each of its constituents in more detail and how they
are related to each other.
5.1 Introduction.
Real-world changes and instabilities (e.g. unpredictability of input traffic) are often
partially known, or predictable in some specific circumstances (e.g. subject to data history
or a few analytic models and specific algorithms). Thus, the unpredictability that often hap-
pens dissociates the real-world systems from the models that represent them (BANKS et al.,
2010b; DEVORE, 2004; HARRELL et al., 2012). This is the case of common applications in
supermarkets, call centers, public services and production lines to name just a few. In this
way, the need for performance analyses that involve issues such as unpredictable changes
can be considered as an actual requirement. As the system’s conditions (internal or exter-
nal) change, a new analysis is required to evaluate the new possible constraints (MARTINS;
BURNS, 2008). Whereas these applications may involve a number of servers, for the sake
of simplification without compromising the results, this work adopts a system of three in-
dependent parallel servers (Fig. 37). This system falls into the case of a network problem
of generalized queues containing in its core a closed system (BITRAN; MORABITO, 1996).
Each arrival entity must pass through the three servers before service is completed (a com-
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pleted entity) and so, leaves the system, otherwise it is an uncompleted entity (Fig. 37) and
return to servers that still need to attend it. More details about this approach can be seen








Figura 37 – Representation of the three-server model ((SANTOS et al., 2018)).
The new model becomes more realistic when implemented with changes in the traffic
intensity, and its resources and processes closely map to the ones from the physical world.
The key element of the proposed model is a hybrid and dynamic meta-scheduler which is
able to select at any time the scheduling policy that meets the systems requirements at that
particular point in time. It is possible through the proposed model to choose the percentage
of scheduling policies for the system (e.g. 30 % SJF and 70 % FIFO). Clearly, this implies that
allows that some inbound jobs are queued in order of arrival (FIFO) whereas the remaining
are queued according to their service time (SJF).
One of the underlying motivation of this work is due to the progress achieved lately
in modern queuing systems, e.g. waiting rooms in bank branches, medical care etc . In this
systems, the customer is required to fill up an online system which prompts for the type of
customer (e.g. elderly, VIP, special care, conventional), the type of operation (e.g. deposit,
transfer, exchange). Other types of information may also be requested depending on the ap-
plication. From a technical perspective, this is an indicator of job sizes and priorities for each
individual, which may be grouped into a specific class. The scheduling policy then factors
this information to make the selection of the next customer(s) to be served. Nevertheless,
current policies in place are still empirical, in the sense that, whereas they attempt to satisfy
the requirement of fairness, the requirement of high performance is not effectively considered.
Therefore, a new approach to scheduling that accounts for a further analysis of the jobs’ clas-
ses that promotes performance and fairness needs to be developed to exploit further gains in
system performance. In this scenario, certain classes of customers reduce system performance
((MOR, 2010). The identification of these classes in a dynamic application with an intermit-
tent flow of customers in and out of the system, and the solution to this, may translate into
substantial gains in performance. Within this context, this paper proposes a model, which
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is implemented using DES for the performance analysis of complex systems across dynamic
changes (e.g. input traffic). This challenge is exacerbated by complex processes subjected to
changes, lack of stability, among other possibilities.
It is intended that the model satisfies two propositions. Firstly, to allow the planning
of the system’s operation and the allocation of resources ahead of time whenever necessary.
Considering the complexity and the changing conditions of the system, this planning may
not be easily obtained via conventional models and methods (e.g., branch and bound, Jack-
son Networks and general equilibrium model just to cite a few). Such planning is usually
an offline (i.e. static) activity with a perspective in the future, be it short, medium or long
term. Secondly, to allow the management of the system operation in view of the unexpected
conditions. Whereas this also involves the allocation of resources within the system, this is
often the case of an online activity, usually with a perspective in the present. For exam-
ple, with the online performance information supported by the planning information, the
analyst/manager is able to previously identify possible bottlenecks and make decisions and
take actions to avoid unwanted results. More specifically, the main questions that the simu-
lation model intends to answer are: 1) Does this simulation model allows the identification of
variables behavior based on the dynamic change of scheduling police SJF/FIFO considering
changes in the traffic intensities (Erlang [E])? 2) Can the model be used as a management
support tool? 3) Does the model ensure the maintenance of a certain established QoS re-
quirement? For example, consider an application that needs to keep a given TAVG limited
by a maximum value to satisfy the system QoS. 4) Can the model estimates a change in
the upward trajectory of the TMAX to reduce it to a level below a certain value (i.e. a set
point defined by the application)? Can the model keep the system QoS within the established
requirements?
The simulation model allows, as previously mentioned, the identification of how the
system performs, in terms of TAVG, TMAX and TSTD, through number of entities in
SJF/FIFO policy subjected to different traffic. This feature enables one of several strate-
gies to ensure the established QoS requirement. A simple action could be to prevent jobs
sizes greater than a chosen job size (e.g. the relatively large jobs to be processed) from en-
tering the servers used at the general service, e.g. by diverting these jobs to an auxiliary (or
secondary) server, or by promoting a temporary blocking.
The remainder of this paper is organized as follows: Section 5.2 discusses related work
and some other applications; Section 5.3 describes the proposed model, Section 5.4 introduces
the implementation of the model as discrete event simulation, Section 5.5 presents a case
study that illustrate the application of the proposed approach, In Section 5.6, we analyze
the results. Section 5.7 addresses our remarks and discussion, and Section 5.8 presents our
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conclusions and suggestions for future work.
5.2 Related Work
In this section we present and discuss some examples of practical processes as shown
in Fig. 37 in a variety of scenarios and different types of operation.
An actual example of logistics for the food retail market is the process of loading
trucks (entity is the truck, commodities are jobs). The whole cargo carry many commodities
types (e.g., corn, bean, rice, etc.) that can be randomly laden in trucks by servers availability
(SANTOS, 2014). Xu et al. (2014b) show a Medical emergency procedures (entity is the
patient, services are jobs, independent or not) that uses 𝐼𝑜𝑇 −𝑏𝑎𝑠𝑒𝑑 methods where a chain of
simultaneous procedures with responses coming through the Internet can guarantee patients’
lives. This specific example shows that the distance between different steps (servers) that
make up a complete process is no longer a problem (EECKHOUT, 2016b; FEKI et al.,
2013b). Humanitarian aid (people are entities and services are tasks) is another example
with a structure in the form of queues and service stations that needs to streamline assistance
processes for people with many types of needs. Servers perform simultaneously care for people.
As soon as a server ends the service, the patient gets in line for another service and will not
leave the system until all his/her needed services were attended (SANTOS et al., 2018).
In general words, the proposed DES-model is the main structure of a mapping-method
that identifies how the system’s variables interact and allows the performance evaluation of
a system with multiple classes of services based on JN submitted to hybrid FIFO/SJF
scheduling and varying traffic.
Sandmann (2006) promotes fairness performance evaluation for 𝐷𝐸𝑆 in systems mo-
deled by queues M/G/1 subject to hybrid policy SJF/FIFO alternating one entity in SJF
and another in FIFO (50% of alternation). In contrast, our method adopts DES associa-
ted with incremental validation for systems with entities formed by n classes of tasks (e.g,
different service averages) served by three parallel servers subject to the hybrid policy with
selective control of SJF over FIFO.
Kim e Kim (2015b) provides an evaluation method (for medical emergency care) based
on 𝐷𝐸𝑆 and a hybrid scheduling of entities classes - prioritized class and FIFO class. Unlike,
our mapping and evaluation method based on 𝐷𝐸𝑆 with incremental validation (first) applies
for systems with multi-task entities (and second) with selective control of hybrid 𝑆𝐽𝐹/𝐹𝐼𝐹𝑂
entities, i.e. the method uses a DES model that controls a specific number of 𝑆𝐽𝐹 entities
into the hybrid cycle to plan and manage the system performance.
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An evaluation method based on 𝐷𝐸𝑆 is studied by (CRUZ; DADUNA, 2017b) for op-
timal inventory allocation of multi-class entities in single server systems. Differently, our work
is focused in a mapping and evaluation method based on 𝐷𝐸𝑆 with incremental validation
applied for multi-task entities attended by systems of servers in parallel topology.
A hybrid method based on policy reorder plus numerical method plus 𝐷𝐸𝑆 is propo-
sed by (HUM et al., 2018) to evaluate responsiveness of supply chains in specific multi-stages
and parallel topology considering possible backwards transitions. Authors consider respon-
siveness in terms of the probability of fulfilling customer orders within a quoted lead time.
Otherwise, our method based on 𝐷𝐸𝑆 and incremental validation estimates a point to point
performance of a set of requested variables for two-stages systems of 𝑛 parallel and dedicated
servers with re-entrant multi-tasks entities.
The revision work of (BRANKE et al., 2016) brings the almost optimal solution
method to Hyper-heuristics, each specialized and applied to a particular type of problem.
Unlike a specialized methodology, our method is generalist in promoting the mapping of
the behavior of variables; and in the opposite sense of the application of exact solutions, it
contemplates unpredictability and complexity when using 𝐷𝐸𝑆 associated with incremental
validation to approach the real-world system to the maximum similarity.
Venkatapathy et al. (2017b) propose the use of the dynamics of intra-logistics (associ-
ated to cyber-physical systems) with a system dynamics approach for optimizing complexes
systems in terms of logistics availability of information, objects and persons. Our focus is
the use of simulation-based mapping (if also associated to real-time data communication
in cyber-physical systems) to provide management functionality as a dynamic support of
intra-logistics during emergent deviations.
5.3 The Proposed Model
5.3.1 Preliminary Considerations
The decision for the JQN analytic model was made because the M/M/1 model with
parallel queues with entities passing through more than one server fits for the real-world
application (SANTOS et al., 2018) this work approaches. The SJF scheduling as a second
policy was chosen because 1) the central proposition of this work is to trade-off the values of
TAVG and TMAX against the FIFO’s values; 2) SJF is intuitive and widely used in real-word
applications; and 3) it is widely recognized as the non-preemptive scheduling policy that best
optimizes the throughput of non-preemptive systems as seen in Chapter 4 and in Mor (2010)
and also in Santos (2014). The classifying process is necessary to enable characteristics’
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analyses of the outbound-variables’ classes (TMAX’s tail is an example). SJF and FIFO
policies have to be independently validated with the model that toggle them to trade-off
TAVG and TMAX. Considering a planning perspective, the model is intended to identify
the system’s behavior (variables sensitivity and their relations to each other) by estimating
some variables’ results, submitted to the conditions later proposed. Regarding the managing
perspective, the model also allows for keeping the system within the state requirements.
Firstly in a general sense, with the availability of the estimated planning information, to
previously identify bottlenecks, and secondly, to take the necessary managing decision to
avoiding the identified bottleneck. Also in the context of the managing perspective, the
discrete-event simulation model can perform the hybrid policy with actual data to complete
the system’s runtime (Fig. 38) to support short time estimation of the system performance.
Results
analysis
Figura 38 – Activity diagram for the hybrid-policy proposed model
Each cycle time is represented by one full DES steady-state runtime that begins with
the SJF policy and changes (as a setup value) to FIFO when the total number of entities in
system reaches a given number N. Considering that each runtime is executed by an inflow
period of entities (going to a top value) followed by a period of entities’ outflow until a
bottom value, the system may have two different N numbers: 𝑁𝑖𝑛 for the inflow and 𝑁𝑜𝑢𝑡 for
the outflow (see Fig. 47 in Section 5.6). In other words, the system may have an inflow setup
and an outflow setup. Pre-defined system’s requirements or QoS requirements establish the
values of N as a kind of cutoff values, named the system’s steps.
With this design, the model allows the estimation of the system’s performance sub-
jected to progressive effects of a control’s parameter that, in this case, is the number of jobs
that enters the system during the SJF policy. For example, different traffic intensities may
cause system’s responses that either fit the stated requirements or not. A sequence of results
from a system’s variable (TMAX is one example) that is estimated from simulation during
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the offline planning process, or measured during an online real-world operation, is considered
to be a system’s path of results. Different traffic intensities may be represented by different
results’ paths (trajectories) in a performance map (as in the surface of responses graph of
Fig. 53) of this hybrid system. Having the performance map previously in hand, the analyst
can understand the system’s limits and manage a set of performance strategies to facilitate
the avoidance of bottlenecks and undesirable results.
The classifying (Section 5.4.4) function of the DES model groups the outbound jobs
into different TAVG’s classes in a first result level. The next level evaluates which job sizes x
compose and impact each class. This information enables the analyst to manage the system’s
responses on a job-size basis. In this way, the manager adds control to the entities whose job
sizes have a negative impact on the required results. This model allows the analyst to manage
the operation through the results’ path of the observed variables and adjust the course of the
results to another path that keeps the system within the established requirements.
The case study (Section 5.5) explores the shortest mean maximum residence time
(TMAX) of FIFO associated with the lowest mean residence time (TAVG) of SJF. In this
way, this work represents a small advance in the approach of performance analysis of the
scheduling of jobs subject to unpredictable changes of the incoming traffic intensity in systems
that seek to keep a QoS requirement under control.
5.3.2 Model description
The model consists of requests, jobs and resources. This is a real-world logistics-
application of charging products into trucks and, requests are named customers’ orders, jobs
are the products and, the resources are the servers. This work defines requests as entities and
an entity, as a set of three jobs. Each job is a task that have to be processed in a server (a
resource) during a period of time named as the service time. This period is also understood
as the job’s size. The arriving time of entities and the service times are random variables to
represent a queuing model, i.e., this is a system with inflow and outflow of entities that trade-
off for servers. This characteristic allows the use of the TAVG/TMAX trade-off of the SJF
and FIFO policies identified in Chapters 3 and 4 to build a model that looks for improvements
on the system performance.
The key element of the proposed model is the dynamic meta-scheduling (i.e. hybrid
approach) of two policies , e.g. SJF and FIFO, as described in Fig. 39. The model schedules
an entity to a server or by the order of arriving time or, by the order of job’s size. The policy
change logic is detailed through two main activities: the Classify Flow and the Toggle Policy.
The policy change activity compares the number of inbound entities in the system with the
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setup value of a variable named varTHRESHOLD. The comparison result drives the change
on the current scheduling policy (or not). This logic continues until either the number of jobs
in system is smaller than the threshold, or the system is empty (all the available jobs have













Figura 39 – Activity diagram of the policy-change algorithm.
A control module named Hybrid Policy Control (described in Section 5.4) effectively
provides the policy changes. Each algorithm (SJF or FIFO) searches the requested buffer for
the first available job according to the scheduling priority at the moment of the search what
ensure no residual jobs from the earlier policy.
The hybrid control functionality was incremented and validated in two phases: the
Policy module and the observer routine. The Policy module, which integrates the Hybrid
Policy Control subsystem, sets the policy change point by comparing the number of entities
in the system with the variable 𝑣𝑎𝑟𝑇𝐻𝑅𝐸𝑆𝐻𝑂𝐿𝐷 that defines the threshold point 𝑁 of
the policy changes. A pair of variables (𝑣𝑎𝑟𝑈𝑃 and 𝑣𝑎𝑟𝐷𝑁) informs the system whether the
number of entities is increasing or decreasing, in other words, whether the system is in the
process of inflow, or outflow of entities.
Consider Fig. 40 that represents a system starting out with the SJF policy (left side of
the upper graph), which shows in the lower graph the total number of entities in the system
in a timeline. The number of entities is a random variable defined by 𝜆. The large-dashed
and the dashed lines represent (respectively) inflow (i.e. rising) and the outflow (i.e. falling)
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Figura 40 – Policies sync with inflow/outflow cycle.
thresholds. The scheduling policy is toggled under two scenarios: 1) The inflow crosses the
in_threshold line (large-dashed line), or likewise, if 2) the outflow crosses the out_threshold
line (dashed line). Note that, if only one threshold is defined, the scheduling policy is toggled
once the number of entities cross the threshold line. It follows then, from the definition of a
threshold, that for a system that is mostly moderately loaded (50-70 %) and has a relatively
low threshold, it means that the system will run mostly a FIFO policy (assuming that it
started out as SJF) due to there will be few queues. A system that is mostly lightly loaded
and has a sufficiently high threshold also implies the predominance of FIFO over SJF. A
system under high load and with a sufficiently small threshold also implies in the SJF policy
running most of the time. Finally, it is clear that for a system that has a threshold set at a
value that is the mean of the total traffic, the changing of policies tends to be much more
frequent if the traffic oscillates around the mean. A threshold that is large in relation to the
absolute number of entities at any given time implies that the system works mostly with
the initially chosen policy (SJF in this case). On the other hand, a threshold that is small
in relation to the absolute number of entities at any given time implies that the system
works mostly under the policy that is not the one the system initially ran (the SJF policy).
Differently, when the system is under traffic overflow it is expected that the number of entities
will go up indefinitely as seen in the overflow period in Fig. 41.
This is a consequence of the low capacity of processing jobs considering the entry’s
traffic (𝜌 = 𝜆/𝜇 ≥ 1). Some expected facts are known to reduce or to stop the overflow period.
One possible fact is a spontaneous reduction in the traffic intensity. A second one is to stop
entities from entering the system, and the other one is to divert traffic to auxiliary servers.





















Figura 41 – Schema of the Sync signal responses for the dynamic toggling of scheduling
policies. Upper graph - A graph of the changing policies sync by the total number
of entities in system. Lower graph - It represents a double-threshold system
where the total number of entities triggers the policies’ change according to the
in_Threshold (inflow), to the out_Threshold (outflow) and during the overflow
period (total threshold).
During overflow, or any increasing period larger or equal to the Total Threshold value, the
proposed model toggle the policies each time the entities’ quantity in system increase in a
number equals to the Total Threshold. The total threshold is the difference (in the time line)
from the values of out_Threshold and in_Threshold. As a numerical example, admit a system
with two threshold values: in_threshold 𝑃𝑖 = 20 entities, out_threshold 𝑃𝑜 = 16 entities and
Δ𝑃 = 4 entities. Δ𝑃 = 𝑃𝑖 − 𝑃𝑜 is defined as shown in the lower graph of Fig. 41.
The proposed simulation model, despite of the traffic, toggles the policies considering
this threshold value established by the system requirements as seen in Fig. 41. In an example
of a single threshold system, the overflow’s threshold is the threshold itself. Considering a
regular operation in a system not in overflow, we now look at why the inflow is used as a
condition to toggle the policy beyond the inflow-threshold, and similarly, why the outflow
is also used to toggle. Recall that the main goal of the managing function is to keep the
performance variables such as TAVG and TMAX within acceptable bounds. As shown in
Chapters 2 and 3, this is not easily accomplished with one single policy (e.g. one would have
to resort to other strategies such as admission control, which is not our focus).
In short, SJF is known to be the policy that results in the lowest TAVG values. On
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the other hand, FIFO results in the lowest TMAX. Thus, in order to keep both TMAX and
TAVG within bounds, the proposed model switches (i.e. toggles) between the two policies.
Notice that this is dynamically carried out during system operation. When TMAX rises up
to too large values (i.e. beyond a certain threshold), the system switches to FIFO in order
to "alleviate"/reduce TMAX until it returns to the acceptable bounds. By doing so under
FIFO, TAVG is increased over time, which in turn prompts for a switch back to SJF as
soon as possible. Thus, the model toggles to the SJF policy to allow the system achieve the
shortest TAVG. The cycle is repeated over again once TMAX crosses its threshold or it is
kept within acceptable values. Clearly, the value of the thresholds must be obtained from
field applications and from the simulation model which is discussed in Section 5.4.
5.3.3 Model Applicability
The model can be applied to both planning and dimensioning the system, and to the
system’s management restricted to three conditions. The first one is the general and main
condition applied to systems which jobs can be previously identified or estimated. Second,
in the case of planning, when it is possible to begin the system modeling with a known and
validated model, and the third condition is, when the initial model allows the addition of
small increments in order to fit the applicable model as close as possible to the necessary
real-world characteristics.
Whereas the usual approaches depend on closed mathematical/statistical models to
deeply represent a problem, the proposed model is based on DES, dynamically toggling a
hybrid scheduler that selects one of the two disciplines (it fits to more than two) to control
the number of its admitted jobs with partly SJF policy and partly FIFO policy of a limited
capacity system. With this design, the toggling for an eventual decision making on changes of
new system conditions, as e.g., scheduling policy, or production arrangements are no longer
function of the system run-time, but, as in this work, the number of jobs in system.
This model presented in this section can be implemented in most of the commercial
software (e.g., ProModel R○ and Arena R○, which is the one used in this work) through their
Academic Versions, as shown in the following section.
5.4 The DES Model Implementation
The model was implemented using DES with several rounds of simulation (simula-
tion’s replication) that in each one of them there was a different point of change between
the disciplines SJF and FIFO (remembering that each replication started with the SJF dis-
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cipline). This toggling point of disciplines reflected the number of active instances in the
system for switching from one discipline to another.
The proposed initial simulation model in Santos (2018B) was extended to approximate
























































Figura 42 – Hybrid Policy Model. System Limit disposes undesirable overflow. Probability
Equalizer guarantees equi-probabilities to every server. The servers buffers are
independent queues.
This design allows the use of increments with other distribution probabilities as exem-
plified in Section 5.1 to eventually change the implemented exponential distribution. Figure
42 is organized in four logic sections - Entry process, Equalization, Loading process and Clas-
sifying/Exit.
5.4.1 The Entry Process
The simulation model was developed with an entities generator that capture the
system parameters and attributes both time between arrivals (𝜆 rate) and the service times
(𝜇𝑖). The Entry process controls the total number of entities to meet the actual system
capacity or software limitation stated in the setup Variable varINLIMIT. The System Limit
process does it by comparing varINLIMIT with the actual number of entities in system
(calculated by the difference from the entering entities and the exiting entities) updated
through the variable varNUMENT (it can be also understood as the number of work in
process entities - WIP). This is the key to allow an entity to enter the system or, to dispose
it if the system is overloaded. The Smart Buffer identifies the inflow or outflow process to a
policy changing as in Fig. 43.
There are two parts in the switching logic of Fig. 43: the inflow/outflow and the
overflow periods. The first logic sets the system in a regular cycle of fill-in/emptying entities
in a short sequence of time. To meet this functionality described in Fig. 40, the logic compares
the number of entities updated in the variable varNUMENT to the threshold value. In a

























Figura 43 – Policy setting Toggler. The logic to switch policies between SJF and FIFO.
double threshold system as earlier described, if varNUMENT floats from ≥ in_THRESHOLD
to < out_THRESHOLD, policies changes in a regular basis from SJF to FIFO and vice-
versa. Differently, if varNUMENT goes from ≥ in_THRESHOLD and can’t be back to the
out_THRESHOLD, i.e. the system came into Overflow, the toggling process switches each
total_THRESHOLD value increase in the number of entities.
5.4.2 The Equalization Process
The Equalization process distributes (SJF or FIFO) entities with equal probability to
one of the buffers (Fig. 44) of only one of the servers the entity did not receive service. The
Availab X blocks (𝑋 is the server number) (Fig. 42) set up an availability variable named
𝑣𝑎𝑟𝐼𝑁_𝑋 (𝑋 is the server number) to close the access for a next job to the same server and






























Figura 44 – The Probability Equalizer routine. guarantees equiprobable distribution of en-
tities and feeds the Observer routine in a Kanban procedure driven by a server.
The whole system contains blocks Update that interchange data from/to entities,
resources and the environment. The system exchange information, e.g., the Sever_B is free
for the entity, or the entity is unattended by Server_A and Server_C. In a general way, they
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represent inbound and outbound actuators for any system information with an automation
initiative as, e.g., RFID/Digital Twin systems devices (SCHLUSE et al., 2018b; XU, 2012).
5.4.3 The Loading Process
The Loading Process actually represents the process of laden products on trucks (in
general applications, it is the serving process). Entering the Loading Process, an entity waits
to be processed in a server’s Buffer that frees it according to two conditions: the first one is a
Kanban sign (OHNO, 2009; LOLLI et al., 2016; PIPLANI; ANG, 2018) sent by the Kanban
module associated to the server as it is just free; and second, the scheduling policy defined in
the block Policy by the policy control requirements.
5.4.3.1 Kanban Observer
The observer routine represents a Kanban procedure for requesting a new job to be
processed on a server. The job is removed from its buffer (part of the process Probability
Equalizer) according to the policy in force at the time the job leaves its buffer (Fig. 45),
similar to a model of pooling represented by Fig. 46. This kanban routine allows an entity to
be effectively attended by the Server with the correct policy to avoid the presence of entities












































Figura 45 – Distribution Module schema. (a)The 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐸𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑟 routine guarantees
equiprobable distribution of entities. (b)𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟 routine is a Kanban procedure
driven by a server.
5.4.4 Classifying Process
The Classifying/Exit process outlines two tasks. A router that returns instances with
not-provided services to the Equalization process and also, the Classifying/Exit logic sends the
finished entities to be ranked into values. It allows the necessary data analysis of histograms
that can represent output probabilistic distributions (e.g., number of entities per classes of
Capítulo 5. Simulation Model for Performance Analysis of a Hybrid-Policy (SJF/FIFO) Parallel-System94
sojourn times) and the identification of critical sizes of jobs. Entities finally exit system.
inflow and release (outflow). Finally, the next section discusses the characteristics of the
Mapping Method and presents a practical case.
5.4.5 Other Considerations
We started modelling by a simple and validated JQN modeled with DES. The complex
features (that seeks to approach the real-world) were added through InV in small steps
(HÄHNLE; MUSCHEVICI, 2016; HAYNES; LENCH, 2003). Thus, the model respond with
stationary states independently of the modeling formalism. It also aligns successive estimated
responses of a control variable grouped into classes. The set of results is aligned and forms a
path (trajectory) of responses. The set of estimated paths is a Map of the system’s responses
as an example of a graph of surface of responses (Fig. 53). Each trajectory (LEYE et al.,
2014) stems from a controlled and selective incremental interference (SJF policy) set as a
new characteristic in the initial validated model. This interference is controlled in the sense
of the cutoff points that form the paths and it is selective because the system can choose
the interference’s intensity. In our work, interference is the SJF policy and, therefore, the
concept of intensity represents the range of cutoff values in an inflow/outflow cycle during
the policy. As an example of the selective interference, the SJF policy may start in the point
of 20 entities in the system during the inflow and finishes with 16 entities of the system’s
outflow. The analysis of the SJF incremented model returned the expected reductions of
mean-time values (compared with FIFO). It shows an increase in the number of released
entities in the shortest range (0-100 ut). The distribution of the SJF’s residence times is
an adjustment applied to the FIFO’s one. The shorter SJF’s mean residence time happens
together with a shorter half-width. This fact identifies a higher density of jobs around the
mean residence time of the SJF policy, the decrease of the number of entities in the classes
with high residence time is compatible with the sense that the farther away a job’s class is
from the mean residence time, the less entities belongs to the class (a consequence of the
Kleinrock’s conservation law (??)). The extreme high values of TAVG (> 600 ut) are less
than 0.5% of the total number of jobs leaving the system. In contrast, the SJF’s 𝑇𝑀𝐴𝑋𝑆
variable values submitted to the highest traffic values suffer intense increase. These results
justify the hybrid model built with two algorithms for non-preemptive scheduling policies -
the FIFO and the SJF. A set of requirement variables trigger these algorithms to dynamically
toggle between both policies as in Figure 46.
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Figura 46 – Change of scheduling policies considering two entities’ attributes. Model adapted
from(MLINAR; CHEVALIER, 2016).
5.5 Case Studies
Due to this work is an approach of a typical logistic case, it is important to retake (as
in earlier Chapters) that the acronym of time unit is ut (Table 7). It is a decision taken in
order to avoid the misuse of the symbol TU that means transportation unit (JANIĆ, 2014).
There are two cases in which the behaviors of TMAX, TAVG and TSTD are analyzed as
functions of the threshold values. The system in case one is subjected to both the SJF/FIFO
hybrid-policy and traffic’s instabilities and, in case two, the same system is submitted to
traffic overloading. The third case study is a conceptual surface map for managing purposes.
Tabela 7 – Simulation parameters for cases 1-5
Replication parameters Traffic parameters (ut)
Number of replications 100 units Inter-arrival time (𝐼𝑡 = 1/𝜆) 21, 20, 19, 18
Replication time 100, 000 ut Service time A (𝐵𝐴 = 1/𝜇𝐴) 20
Warm-up time 10,000 ut Service time B (𝐵𝐵 = 1/𝜇𝐵) 15
Confidence level 95 % Service time B (𝐵𝐶 = 1/𝜇𝐶) 10
Total system capacity 145 entities
Table 7 describes the simulation parameters to all the presented cases as follows: the
adopted replication time of 100,000 ut is sufficiently greater (≈ 40 times) than the largest
values of mean average time (≈ 2300 ut) of all the cases in this work; the warm-up period
was set to 10% of the replication time. The total system capacity of 145 entities respect the
limitations of the Arena R○ Student version to represent a real-world operational capacity; the
use of the 95% confidence level is because it is broadly accepted in all research fields. The 100
units of replication fits the general statistical needs of repetitions; the model also considers
the mean service times for each server to be exponentially distributed because it represents
the mean size of the products to be served. Together with the simulation parameters there are
also one measurement parameter and two toggling parameters. The measurement parameter
is the value to be increased (e.g. each five entities) in the system controlled variable, i.e.
an increment to the total number of entities in the system when it is subjected to the
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SJF policy. The measurement parameter (in the example of five entities to be increased)
means the model, e.g. starts out a full simulation to toggle the policies with five entities
in system to the completion of the first simulation process. Sequentially, the model repeats
this simulation process to toggle the policies with 10 entities in system until its completion
and, repeat it again with 15 entities and, again with 20, 25, 30, 35 and, so on until the
total system capacity. In short, the measurement parameter is the increasing value applied
to one controlled variable that allows the observation of system variables (e.g. TAVG and
TMAX) through the controlled variable (e.g. the number of entities in system). The toggling
parameters are the 𝑖𝑛_𝑇𝐻𝑅𝐸𝑆𝐻𝑂𝐿𝐷 and the 𝑜𝑢𝑡_𝑇𝐻𝑅𝐸𝑆𝐻𝑂𝐿𝐷 earlier defined. These
parameters are used across the cases summarized in Table 8.
Tabela 8 – Case Studies
Case Description Toggling
Study (Goal) conditon
1.1 TAVG and TMAX vs # entities no toggling
1.2 TSTD and TMAX vs # entities under overload
2.1 TAVG vs # entities toggling
2.2 TMAX vs # entities under
2.3 Toggle activity overload
3.1 Conceptual toggling
surface map under overload
Case 1: Analysis of TMAX, TAVG and TSTD as a function of threshold values with
the system not submitted to overloading.
This case was run with inbound traffic of 2.5000, 2.3684, 2.2500, and 2.1429 E for
the hybrid SJF/FIFO system, but the toggler do no operate during the overload. The model
considers a random traffic cycle in a sequence of inflow and outflow periods that both inflow
and outflow traffic cross one unique threshold value. The model processes the part from the
hybrid policy that corresponds to the SJF scheduling with the total number of entities stated
by the threshold that vary each five units in new simulation runnings (as the earlier example)
until 145 entities (the full system capacity).
A full simulation run (i.e. a simulation that results in the steady-state mean values of
TMAX, TAVG and TSTD) is executed under the the hybrid SJF/FIFO policy. For each one
of all of the thresholds, i.e. each simulation running, the system has a respective TMAX value
in statistical equilibrium. It forms a set of TMAX values that corresponds to the grid from
zero to the total number of entities present in a system with the full capacity of 145 entities.
It is important to note that, because of the stochastic characteristic of this kind of variables,
not all the busy period cycles (a cycle that starts from zero entities in system, passes through
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a maximum number of entities and it is concluded by being back to zero entities) of one full
simulation run-time reaches the full system capacity. Considering the system that starts out
its operation with the SJF scheduling, the goal is to toggle the policies every time the total
number of entities equals the threshold value and, at the end of the simulation run, to record
the TMAX, TAVG and TSTD mean results. To illustrate it, consider Fig. 40 with only one
threshold value set up to 60 entities. This means that the system keeps no more than 60
entities during the SJF period of the hybrid policy. The complimentary number of entities
to finalize the running cycle (that can reach other 85 entities until a possible full system
capacity) enters the servers with FIFO policy. The correspondent mean variables’ values for
the whole simulation in hybrid scheduling are the values to be recorded. It is expected that
the results of the simulation through the full grid of the threshold values with 2.5000 E of
inbound traffic may show 1) the behavior of each variable subjected to the SJF’s fluctuation,
2) the mutual compromise between these variables.
Case 2: Analysis of TMAX, TAVG and TSTD as a function of threshold values and
overloading.
The goal of this case is to evaluate the model’s performance subjected to instabilities
(traffic overloading) that makes the number of entities surpasses the system capacity. The
results are shown and discussed in Section 5.6 (Figs.B and 50). The comparison with the non-
overloaded system is also one key motivation. The system is overloaded when the input traffic
is excessive to the maximum designed service capacity, a condition that may be temporary,
intermittent, or permanent (Fig. 47). The number of entities monotonically increases until
the system reaches a sufficiently large number of entities. In any of the cases, the hybrid
model performs a policy change, starts the inflow period and it is not able to leave the inflow
period to enter the outflow. The best case of a system under overloading is when it naturally
rapidly moves to the outflow. During overloading, the DES implementation of the proposed
model performs the switching of policy in a cycle of one threshold period. This routine runs
for each threshold period until the end of the run time, or until the system goes naturally to
the threshold’s value in an outflow period. The model is also able to be adapted to different
periods for each policy.
Case 3: The Conceptual Surface Map.
This surface map of previously estimated variable’s responses (via DES) is designed as
a 3D graph of a visual tool to evaluate and manage the performance of systems with partially
(or totally) unknown results. Each point in the surface map is a steady-state value of the
observable variable got through a full simulation run. The observable variable’s estimated-
values vary either through the number of entities in system, or through the traffic intensity,
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or through both (Section 5.6.2.4).
In a system which the controlled variables are online followed, as for example, th-
rough the identification of the total number of entities via RFID, the map enables an
analyst/manager graphically and previously estimate (via DES) bottlenecks in a future pers-
pective. This applicability allows the professional to change an ongoing behavior with a
management action to be made in the neighborhood of a present value of the controlled va-
riable. This visual characteristic can anticipate actions that may be taken to change course
(trajectories) of an ongoing operation. This mapping applicability goes beyond long-term
planning to the management supported by a performance map of a variable.
5.6 Results of the Simulation Model
This section shows two types of results: 1) the verification’s results presents data,
figures and analyses of the model engine, in terms of how the model works within the system’s
requirements, i.e. how it change policies during floating traffic; 2) and the application results
for the described cases, e.g., mean-times results and responses to changing parameters.
5.6.1 Results of the Verification Process
This section shows results to the model of three parallel servers described in Sec-
tion 5.3.2. The toggling process (Fig. 47) was set with one unique threshold value, the
in_THRESHOLD and the out_THRESHOLD values are the same, in a simpler implemen-
tation compared to Fig. 40 with the sense of the total_THRESHOLD in Fig.41. None of the





















Figura 47 – Case 1.1: Signal Response of the Changing Policy Engine. Lower graphic shows
the ’Upper’ and ’Lower’ levels of the total number of entities in system. These
levels trigger the scheduling policies as shown in the upper graphic.
Differently from the parameters used in the case studies, Fig.47 shows one example of
the different verification’s experiments (the longer one ran 1,000,000 ut). They took place to
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show the operational results applied to a longer run time compared to the cases’ run time. The
reason of the longer run time is to evaluate possible crashes of the model. The discontinuity
present in the time units axes (from 40k to ≈ 70k) of the Fig. 47 has two interpretations. The
first is that the used scale of the vertical axes was not enough to represent the total variation
of entities. The second analysis see the gap as the result of an overflow threshold for the set
of system’s parameters in use. Considering this view, beyond this threshold the system may
crash, or it may be out of a typical requirement, e.g. TMAX. The inflow threshold value is
identified in the Fig. 47 with the label Ascent level and the outflow threshold, with the label
Descent level. The upside curve of Fig. 47 shows the policy toggling. In the lower graphic it is
possible to see the number of entities in the execution-time line. However, as later discussed,











Policies during toggling - SJF and FIFO
Number of SJF's entities in system















































Figura 48 – Case 2.3: Toggling policies during Overflow period.
Fig. 48 shows the simulation model in two operational conditions: to toggle during
the overflow (the two upper graphs labled Overflow Control) and, do not toggle during the
overflow (the two lower graphs labled Without Overflow Control). The model performs as
described in Section 5.3.2 in the presence of high traffic (𝜌 ≥ 1). The first part of both overflow
conditions, represented by the timeline from 0 to 83.000 ut, shows the same performance.
From this timeline point the Without Overflow Control graphs show varNUMENT values
greater than 100 entities and the Policy graph stays is FIFO policy until the end of the
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simulation. It means the system reaches its maximum service capacity and could not leave
it. Differently, the Policy - Overflow Control graphs show the toggling police (upper Policy
graph) from 83.000 to 100.000 ut. The variable varNUMENT responses identify a system not
in overflow with its peak value around 80 entities, far from the system limit of 145 entities.
Sensitive analyses are used to observe how the model responds to the planning con-
ditions, considering the variables TAVG, TMAX and TSTD subjected to the complexity of
the hybrid policy when subjected to instabilities. This is the case, e.g. of the traffic’s overflow
shown in Fig.48.
5.6.2 Sensitive Analyses for the Hybrid SJF/FIFO Policy
These case studies evaluate the TAVG, TMAX and TSTD variables through the vari-
ation of the total number of entities in the steady-state system. Each point of the next graphs
corresponds to one complete simulation run. Recall that TAVG, TMAX and TSTD values are
obtained through the simulation model. These variables are totally application-dependent,
especially the TMAX value that is obtained with each new replication. For example, a sys-
tem that operates uninterruptedly for 24 hours will have a certain value of TMAX. A system
that operates uninterruptedly for five days will have another TMAX value. If the largest job
arrives at the system during the first minutes, considering the first case it should leave it
24 hours later, and in the second case, it would take 5 days for leaving it. The simulations
depend on long run-times and large number of replications to give answers with accuracy.
One of the simulation’s objectives is to identify the system’s worst-cases. This is the case of
TAVG and other performance indicators. The modeling parameters are central to the work’s
success.
As earlier mentioned, we know that the SJF discipline is the one that results the smal-
lest TAVG among non-preemptive scheduling policies even in the M/G/1 queues. Therefore,
it is also the one that allows the greatest TMAX. In turn, the FIFO discipline that makes it
possible to the lowest TMAX among non-preemptive disciplines as seen later.
5.6.2.1 Results for TAVG and TMAX Without the Overflow Toggler (Cases 2.1 and 2.2)
The results of TAVG and TMAX from case study 1 are shown in Fig. B A and B,
where A is run for a traffic of 2.5000 E and B is 2.3684 E, respectively.
In Fig. Ba, each x-axes’ coordinate represents a single threshold (i.e. in_threshold
= out_threshold) of the hybrid scheduling algorithm. The algorithms starts out as initial
condition under the SJF policy. For example, if the threshold is 60 (i.e. x = 60), TAVG and
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Figura 49 – Case 1.1: Results for TAVG and TMAX. Sync variables’ behavior through the
number of entities subjected to SJF: a) Traffic = 2.5000 E, b) Traffic = 2.3684
E
TMAX are respectively the steady-state performance values obtained for the simulation run
when the system executes and change policies under this threshold value.
Figure B shows a first range (which changes with traffic) in which the variables are not
mutually compromised, or the variables are uncorrelated. This range represents predominance
of the FIFO policy in the system (e.g., with 2.5000 E, are approximately 20 entities in SJF
for 125 FIFO, or a close ratio of 85 % FIFO). Then, after point 20 during the progression
of Threshold values there is another interval in which TAVG and TMAX exhibit trade-off,
or negative compromise, to the maximum point of the TMAX values. In other words, while
TAVG is reduced, the TMAX values increase. This relationship changes from the maximum
point of TMAX, where the values of both TAVG and TMAX reduce. This interval that
represents a positive commitment between the variables follows until the system is saturated,
in this case study, with predominance for the SJF policy. Note that the increase in traffic
intensity lengthens the trade-off state in relation to the threshold increase.
As the number of entities subject to interference increased (for various traffic), Fig.
50 showed that 𝑇𝑀𝐴𝑋𝑆𝐽𝐹 can reach, e.g in high traffic (2.5000 E) ∼ 70k ut compared to
𝑇𝑀𝐴𝑋𝐹 𝐼𝐹 𝑂 (∼ 500 ut). In this way, if there is no restriction regarding the mean maximum
residence time, the service discipline should always be 𝑆𝐽𝐹 . This means that if the TMAX
values still within the stated requirements there is no need for changes. Having considered
that, justified our adoption of a hybrid policy that started the system by searching for the
lowest TAVG when in 𝑆𝐽𝐹 and changed to 𝐹𝐼𝐹𝑂 aiming to limit TMAX.
5.6.2.2 Results for TSTD and TMAX Without the Overflow Toggler
The model also shows the mean results for TSTD. It is relevant to observe these
values together with TMAX’ values because of their similar behavior through the number of
entities subjected to SJF as Fig. 50 shows.
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Figura 50 – Case 1.2: Results for 𝑇𝑆𝑇𝐷 and TMAX. Sync variables’ behavior through the
number of entities subject to SJF.
It is easy to see the positive compromise between both TMAX and TSTD. The same
behavior appears in Figs. A and B. There are three remarkable regions: the first one at the
left and at the right sides of the graphs - these regions are remarkably shaped as horizontal
lines, that represents the variables are not compromised to each other; the second region has
aligned points according to a Sigmoidal shape (an ascent monotonic shape). These monotonic
behaviors is sync and pass each one through a maximum point to begin a descent behavior.
The third region is this descent alignment points as an S-curve shape that becomes stabilized
(the first region at right side). The regions Sigmoidal and S-curve represent the positive-
compromising variables. They are significantly positive to be explored as mutual performance-
indicators.
TMAX and TSTD behavior has those intringuing hump or crest followed by a stabi-
lized horizontal line. Recall that a permanent overloading is similar to this sigmoidal curve.
This similarity is the motivation to the next approach for studying a proposed model that
considers overloading.
5.6.2.3 Results for TAVG and TMAX With the Overflow Toggler
The model approach for overloading is later described in Section 5.5. Here are pre-
sented the results of the simulations applied to the hybrid policy and subjected to increasing
traffic as shown in Figs. 51 and 52. To recall the policy toggler, please see Section 5.4.1.
The performance’s differences from toggling and do not toggling during the overload
period subjected to the same traffic and the same parameters are huge as seen in Fig. 51.
The TAVG falls from about 2600ut to around 700ut in an operation mainly with FIFO (a
reduction around 70%), and in the opposite side of the curve with TAVG mainly in SJF
the performance was improved from about 570ut to around 260ut (an improvement of about
50%). The worst case of TAVG using the overload toggler, i.e. during 100% FIFO policy (=
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Figura 51 – Case 2.1: Results for TAVG with Overload Toggler. Comparison analysis of the
TAVG between results with and without the Overflow Toggler.
700ut) is less than 20% higher than the best TAVG performance in SJF without the overload
toggler.
Number of Entities to Change System Policy
5 10 20 40 60 80 145140120100
TMAX










Figura 52 – Case 2.2: Results for TAVG with Overload Toggler. Comparison analysis of the
TAVG between results with and without the Overflow Toggler.
The performance’s differences from toggling and do not toggling during the overload
period subjected to the same traffic and the same parameters are relatively important as seen
in Fig. 52. The TMAX falls from a peak value of around 70000ut in an operation mainly with
SJF to about 40000ut (a reduction greater than 40%) with the overload toggler. This highest
value of 40000ut stabilizes with around 50 entities submitted to SJF against an operation
fully with no stabilization without the overload toggler. It is also important to note that
thee is no crest in the response’s curve during the use of the model with the policies’ toggler
applied to the overload period.
These results may be used to support a planning strategy based in a performance
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mapping detailed in the next sections.
5.6.2.4 Maps of Performance Analyses
The mapping method is expected to evaluate and manage the performance of sys-
tems characterized by results that are partially (or totally) unknown. The map enables an
analyst/manager to also study the behavior of a given variable over time as a future pers-
pective. As a variable’s behavior we understand, e.g. the variable’s values that either vary
through the number of entities in system, or through the traffic intensity, or through both (a
3D graph). The mapping extends the applicability of the discrete simulation. When variables’
values are graphically describing one system’s behavior (Fig. 53), it is visually easy to predict
results that were previously estimated (via DES) in the neighborhood of a present value. This
visual characteristic can anticipate actions that may be taken to change course (trajectories)
of an ongoing operation. This mapping applicability goes beyond long-term planning. Figure


































Figura 53 – Case 3: Hypothetical 3D-map of a system variable. The time-based variable’s
values varies in the y-exes through Traffic values in the z-axes and through
Threshold values in the x-axes.
This hypothetical 3D map is a kind of geodesic map of graded surface-lines. The
values of the grade are the Time-line values. One example is the surface line labeled with the
level 5k ut where all the points represent the same value 5k ut of the Variable. This line has
two flagged points 𝑃3 and 𝑃4 in different positions. 𝑃3 is lined up with the value 50 entities
of the Threshold-axes, and differently, 𝑃4 is lined up with the value 70 entities of the same
Threshold-axes. The points 𝑃3 and 𝑃4 are also aligned with values of the Traffic-axes: 𝑃3 is
near the 2.5000 E value, and 𝑃4 is in between the values 2.3684 E and 2.2500 E. Consequently,
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each point has three coordinates (Threshold, Variable, Traffic) that completely identifies it
in the map.
There are four dashed lines on the map, each representing a given amount of traffic. A
line is constructed by defining the corresponding traffic value (in the DES model) and execu-
ting the simulation routine for all x-axis ’Threshold’ values. The model performs a complete
simulation at each point and stores the corresponding value of the variable. The complete
sequence of all points is represented by the corresponding dashed line. The synchronization
of the four rows by the corresponding Threshold values of the x-axis results in the response
surface of a Performance Map. The process can be repeated for as many variables as are of
interest in the evaluation and/or management of the system.
The highlighted line, which is marked with points 𝑃1, 𝑃2, 𝑃3, and 𝑃4 represents a
hypothetical performance monitoring during a given system management period. This hy-
pothetical set of successive values, which are measured for the Variable, forms this line de-
noted Path of the Variable. The trajectory extends to the 𝑃1 point where the system reaches
the traffic value A = 2.2500E (large-dashed line) after the increase of 30 entities in SJF
(Threshold axis). From 𝑃1 to 𝑃2 there is an increase of less than 5 entities on the x-axis,
so that the system changes to the A = 2.3684 E level. This rapid increase modifies because
the observed result changes the system to the last level (tracer-dotted line A = 2.5000 E)
at the point 𝑃3, but more slowly with the occurrence of another 15 entities in the mark of
50 entities of the Threshold axis. The last point highlighted is 𝑃4, where the system loads
with 20 more entities (mark 70 of the Threshold axis), however with reduction of traffic to
a value close to 2.2500 E (wide dash line). It may be assumed in this hypothetical example
that there may have been managerial action for the system not to enter the region of extreme
values (mountain peak form on the map) of the Measured Variable.
This comprehensiveness of the mapping method responds with a new perspective of
solution to problems with unpredictability and complexity that, when approached by other
methods, receive unsatisfactory answers. This, for example, is the case of hyper-heuristics,
whose boundaries were highlighted in (BRANKE et al., 2016). Another example was the dif-
ficulty in evaluating the 𝑆𝐽𝐹 variance by comparing the formal model proposed by (SAND-
MANN, 2013) in high traffic conditions (𝜌 > 0.8), where its calculated values diverge of the
Monte Carlo method.
5.7 Discussion
The proposed DES model is built with commercial software, which is the case of
Arena R○, as it seeks to have general applicability regardless of the application area of the
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case studies. In this context, the alternation between FIFO and SJF policies, which we call
the Hybrid Policy, first of all, responds to general application, since it is the most intuitive
and well-known service policies. Within the conceptual context, these policies allow compe-
tition (trade-off) between its main characteristics: the best average residence time (TAVG)
in favor of SJF and the best average maximum time (TMAX) in favor of FIFO. Because the
competition is possible only if the jobs are correctly addressed to the servers, all the jobs
are addressed by demand in a dynamic queue. This is a pull model driven by a kanban-type
logic. Thus, the model performs the dynamic management of the alternation between the
policies according to the number of jobs in the system. In this way, e.g., the model allows
the reduction of the TAVG by the inherent characteristic of SJF, with the FIFO policy ad-
ding significant control over TMAX. The control of TMAX implies a reduction of the mean
variance, which, in turn, also contributes to the reduction of TAVG.
The implementation of the DES model with hybrid SJF/FIFO policy has not yet
been described as far as our research can achieve. The approach of this model to external
traffics (𝜌 = 𝜆/𝜇 𝑎𝑛𝑑1) is also not explored. The use of a simulation model for operations
management is also an unexplored issue. This set of characteristics allows us to affirm that
the proposed model is a novelty. With the results achieved, the model allows performance
targets that are relatively difficult to achieve, thus increasing its applicability. The approach
described for the model allows the planning of systems with complexity similar to the one we
describe in this work. It also allows the mapping and management in spite of mathematical
formalism. The final model depends only on a basic, validated initial model.
Concerning to the system performance, Sandmann (2006) show that, for single server
systems with hybrid policy at a 50 % to SJF / FIFO toggle rate, loss for 𝜌 = 0.9 occurs.
Although it is significant, this loss can be disregarded, taking into account the context of
benefits. In the dynamic hybrid policy model presented, Figs. 51 and 52 show a significant
performance of both TMAX and TAVG. Additionally Fig. 54 shows the delay of the losses
when the toggler is used during overflow. For example, if in a regular operation the delay
begins after 10 hours with a certain traffic, with the same traffic and the use of the toggler
during overflow, the delays will begin after 20 hours. The system gains time to operate
without overflow, i.e. it gains extra temporary flow.
The delay does not guarantee reduction of losses. However, shorter operations tend to
benefit from this feature. For a 100000 ut runtime, the average time analyzed by the graph
Toggler with Overflow of the figure will be lower when compared to the graph above it. This
feature enhances the operations with shorter times.


































Figura 54 – Case 3: Comparison between the number of blocks with and without the Tog-
gler_overflow.
5.8 Conclusion
In this work, we offered an approach to hybrid scheduling of jobs that aims to maintain
the system performance at pre-defined levels. Two performance variables and three case
studies were chosen to illustrate the approach (i.e. mean residence time and mean maximum
resident time). The model changes policies according to thresholds and the number of entities
in the system in an attempt to conform to the requirements.
In the case of a simple baseline model that evolves by incremental validation, the
mapping method allows the description of responses, e.g, in the form of traditional graphs
and surfaces that map the behavior of system variables as a function of one (or more than
one) given control variable. The choice of this variable was due to its ease of observation and
applicability to the underlined problem. This way of including complexities is what allows
the mapping method not to be limited to algebraic, a-priory known models. The mapping
method is a planning tool that allows analysts and managers to identify a set of the system’s
characteristics.
We illustrate the mapping method showing how to build it, an also the way to use in
an actual application. A real-world application on following a process or a daily operation is
a management application. Sensors and interfaces can collect data to feed information to a
platform where a management team can make decisions and take action based on the set of
estimated information in the responses map this model generates.
2) Can the model be used as a management support tool? 3) Does the model ensure the
maintenance of a certain established QoS requirement? For example, consider an application
that needs to keep a given TAVG limited by a maximum value to satisfy the system QoS. 4)
Can the model estimates a change in the upward trajectory of the TMAX to reduce it to a
level below a certain value (i.e. a set point defined by the application)? Can the model keep
the system QoS within the established requirements?
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The work on the the hybrid online scheduling approach opens up several lines of work
for future research. For example, one possibility would be the selective control of entities,
since it allows the treatment of entities in an individualized way (in terms of characteristics
or attribute values) by extending the approach to include the mean time. A practical example
is the need for control over ”rats and elephant´´ (relatively very small and / or very large
entities) in associated queue problems with the technologies applied to WEB IoT and Cloud.
In this way, the proposed method allows, in a simple way, the user’s action, for example,
to switch the discipline (SJF / FIFO) according to the number of entities present in the
system, in order to obtain a trade-off according to the importance (the weight) given to your
requirements of interest.
The approach could be extended to include a predictive model of trajectory change,
and for the time being it is limited to the use of a known analytic model, or a real data
set large enough to effect of the validation of the simulation model. Also, the increment
of an automated plot of the results of observable variables. This model could be tested for
different types of probability distributions. Another future approach would be to make the
model adaptive, so that it can, automatically, change its mode of operation. Predictors were
used to evaluate the number of units in the system like Kalman filter and the rate of arrival
of new requests. Through Little’s theorem, for example, it would be possible to foresee the
value of the delay to which users would be subjected and to act in advance on the discipline
change (SJF / FIFO). In addition, to make the system even more adaptive, it is possible to
incorporate a procedure using Fuzzy logic for decision making.
Another interesting possible future work would be to study how the model could be
adapted and configured for a real-world waiting scenario, e.g. banking waiting area. In such
modern systems, the customer, upon arrival in the system, interacts with an online terminal
to define the type of customer and service, which may be approximated to the size of job. As
mentioned earlier, current scheduling is mostly manual and it neither efficiently estimates and
accounts for overall system efficiency nor it meets fairness requirements, which are features
that may be processed through the proposed model.
The model introduced is an important step towards improving overall system per-
formance. Two essential variables (TMAX and TAVG) are affected by the dual-scheduling
approach. However, real world system may also exhibit jobs that have a deadline, which may
be highly critical or not. The scheduling approaches that cater for deadlines are the ones
commonly found in the domain of real-time systems. One of the scheduling approaches that
stand out in this field is the so-called Earliest-Deadline-First (EDF). While EDF factors the
deadline of a job but does not consider throughput and average behavior, FIFO and SJF do
so by nevertheless ignore the deadline of a job. Therefore, an approach that combines and
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toggles among FIFO, SJF and EDF, in an attempt to conciliate TMAX, TAVG and deadline
(and keep their values bounded), may be a strong candidate for future research work.
Appendix - Guidelines
To build the simulation model, it is necessary to consider the following guidelines:
1. Begin with a simple and validated model (e.g. the JQN in FIFO scheduling);
2. Explore a given interference variable (e.g. the SJF policy) introduced by incremental
module(s);
3. Set the capacity limit of the new validated system (e.g., total capacity of 100 entities
in the system);
4. Allow different traffic intensities;
5. Increase the interference (i.e. the number of jobs admitted during the SJF policy), in
fixed steps (e.g. each 5 entities in the system) in a complementary way to the system’s
capacity (capacity = 100, SJF = 20, FIFO = 80);
6. Ensure flexibility for the interference period, i.e the interference period can start at any
point in the system’s inflow/outflow cycle;
7. Ensuring elasticity for the interference period. Usually the system starts at a point in
the inflow period and ends at the same point during the outflow period. Differently,
to ensure a model interference’s elasticity means that independently of the cycle, the
model needs to ensure flexible ranges of cutoff. In other words, the change of policy
starts always at a given point of the inflow and finalizes at a different point during the
outflow. For example, the SJF policy begins with 20 entities in the system during the
inflow period (while the number of entities rises up before reaching a local maximum,
e.g. 26 entities) and returns to FIFO by reaching 16 entities during the outflow period
(after passing through the local maximum);
8. Ensure the integrity of the interference. The cutoff values are always the same in diffe-
rent inflow/outflow cycles (unless there is a change of parameters);
9. Ensure that all servers respond in sync to the current policy;
10. Ensure that all jobs in a queue are subject to the same valid policy immediately after
a change;
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11. Classify observable system variables into different classes by job sizes;
12. Map the changing of system variables.
Appendix - Activity Model
The proposed model may be represented through an activity diagram, as shown in
Fig. 55. It may be structured around Product Processes, Queuing Processes and Informa-
tion Processes. The physical stream (represented by solid lines) distinguishes and route the
activities of wait-for-attendance (Queuing Process) from the activities of service (Products
Process). It is important to note that an entity has the same chance of being served by any
server. In other words, the first server to serve a job of a given entity can be Server 1, or Server
2, or Server 3. This perspective is presented in the Product Processes column. Dashed lines
distinguish and route the flow of data in the system (named Information Process) passing
through the model.
The Information Processes column starts with a connection of the upper horizontal bar
to Servers identified by 1, 2 and 3. At the end of information flow (the lower horizontal bars),
the information processes divert to the Servers in order of the entity’s attendance (FIRST,
SECOND or THIRD), not by the server identification (1, 2 or 3). The FIRST Server label
means the first of the three entities’ products to be loaded. This label is unique to those
entities that came from outside the system and passed through none of the servers, in the
sense of exogenous requests. The reetrant entities are identified by the SECOND Server and
THIRD Server labels.
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Figura 55 – The activities and relations between the physical and informational processes
of the simulation model.
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6 Identifying Jobs’ Sizes Performance in the
Hybrid SJF/FIFO System
We know that the size of jobs can negatively impact the performance of queuing sys-
tems. This can happen both due to the number of relatively small jobs causing high latency,
as well as for jobs with relatively high sizes. These negative impact are responsible for perfor-
mance delays and reductions in system flow. These kind of loss of performance, also present
in systems of greater complexity, are usually associated to the largest jobs’ sizes present in
the tail of the service times distribution. We already know that those losses have important
association to jobs’ sizes around the statistical mode. In systems under more complex schedu-
ling policies, and the Selective Hybrid Policy belongs to them, we know that intermediate-size
jobs can be identified using Continuous/Discrete Hybrid Simulation (Chapter 4). Differently,
this chapter shows another method based on the classification of jobs in two levels to be
performed with DES. It identifies the job size that reduces the system performance.
6.1 Introduction
Knowing the tasks’ sizes in advance of processing is an advantage for building strate-
gies and performance improvements in queue systems (SANTOS et al., 2018). It allows, e.g.
the use of the shortest-job-first (SJF) scheduling. However, it is still necessary to manage the
size of jobs, e.g. when there are customers in the supermarket cashier’s queue with their small
grocery shopping, but behind a customer with four crowded shopping carts. Differently, Sun
et al. (2016) give an example of performance issues about relatively small jobs. They show the
influence of small tasks on real-time processes that require ultra-low latency. Another case
is cited by Serwadda e Phoha (2015) in a work on information security during the issues of
long-tail distributions. Jobs with relatively high sizes are presented by Mor (2010) for causing
delays and reducing the flow of queue systems. The same author shows that intermediate-
size jobs can lead to the performance reduction of single-server systems submitted to SJF
policy. Santos et al. (2018) show that parallel server systems with SJF/FIFO hybrid policy
can also loose performance because of intermediate size jobs. A relevant issue is the identi-
fication of these jobs. Chapter 4 of this thesis showed that intermediate-size jobs, subjected
to systems with a SJF/FIFO hybrid policy and traffic fluctuations, can be identified using
discrete/continuous hybrid simulation through the concept of job’s predictability.
The strategy we use in this work is to identify the classes of jobs that most delay the
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system (%𝐵𝑐𝑙𝑎𝑠𝑠). It is based on the relation of the sum of service times of the 𝐾 jobs of that





, 𝑗 = 1, 2, 3, ..., 𝐾 (6.1)
We calculate 𝐵𝑗_𝑐𝑙𝑎𝑠𝑠 as the product of the 𝐾 number of jobs in the class and the
𝑇𝑐𝑙𝑎𝑠𝑠 value of the service time that identifies the class, e.g. a class of service times from 10





, 𝑗 = 1, 2, 3, ..., 𝐾 (6.2)
The %𝐵𝑐𝑙𝑎𝑠𝑠 values are shown in Section 6.6.
6.2 Related Work
Beemsterboer et al. (2017) apply a hybrid SJF/FIFO model in a make-to-stock
(MTS)/(MTO) make-to-order method for stock-control of an enterprise. The MTS usually
attends orders with FIFO scheduling, and the MTO with the SJF policy. Results show the
better performance for hybrid scheduling compared to the priority scheduling, but reported
issues in relation to the implementation and applicability costs. The authors did not use
jobs’ size control in the sense of individual/class of sizes. Our proposed method use the job’s
identification to manage the system through a path of estimated responses (built a-priori) in
order to deflect this system from an estimated bottleneck.
Elmougy et al. (2017) study system design issues applied to cloud computing in-
frastructures and application services. They designed a hybrid algorithm named SJF-RR-
Dynamic-Quantum, SRDQ to minimize the starvation dilemma in complex computing and
big-scale. Differently focus on a simulation solution related to a general problem, for exam-
ple, as in services, manufacturing, production or transportation processes. Our work proposes
continuous simulation associated to discrete-event simulation to take advantage of the fair-
ness metric. It is proposed to understand the unknown behavior of the system submitted
to traffic instabilities during the SJF/FIFO policy. Our work looks for improvements of the
expected results of regular delay metrics.
Wierman et al. (2007) analyze the first and second moments of the SJF’s residence
time according to the expected maximum duration parameter depending on the service
length. We associate this approach to the collective approach of discrete simulation results,
in terms of system mean values applied to actual situations. It estimates the job’s sizes that
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can cause the largest delay in a system with the complexity of a hybrid SJF/FIFO policy
submitted to varying traffic and overloading.
Sandmann (2013) addresses the fairness issue regarding service disciplines. Our work
is also related to this issue. Differently, we analyze its limits depending on different offered
traffics to extend them into a map of estimated responses which guide an analyst to manage
an online operation.
An airport’s application is implemented by Wu e Xie (2017) to the load balancing
policies for an airport baggage handling system. The authors considered the difficulty and
accuracy of mathematical formations to model a discrete-event simulation solution. They
develop a platform with a proposed hybrid round-robin (RR)/(JSQ) joint-shortest-queuing
policy. They show the solution reduces waiting times and increased maximum achievable
system throughput. Our method allows the system’s planning as a long-term application and
a system’s managing that offers the possibility of a short-term application.
Looking for better performance on WEB or online applications, Büke e Chen (2015)
tested the number of times a service request of one set of a parallel servers matches the
availability time of a server in a set of parallel servers. The authors identified that, if no
control mechanism is employed to provide better performance, these systems are unstable for
any set of parameters. They prove that the rejection rate may be an increasing function of the
matching probability, and also prove insensitive to results related to the average queue lengths
and waiting times. We do suggest our model as an IoT/WEB application and, differently from
the Büke e Chen (2015)’s objective, our method does not intend to match job’s size to server’s
availability, but identify the job’s size that effectively drive the system for the largest delay
on a better fairness solution.
6.3 The Proposed Model for the Job Identification
This model describes the Classifying module that ends the simulation model of Chap-
ter 5. The classifying function identifies the jobs’ size that negatively impact the system
performance, which means either residence times greater than those performed on the FIFO
model (a longer tail), or the same classes but more crowded than the FIFO’s tail. Both longer
tail or more crowded tail mean the existence of entities delayed when compared to the equi-
valent performance on FIFO’s model. Classifying provides the jobs a two level ranking (Fig.
56). The first level groups the outbound jobs of the simulation model into different classes
of mean residence time (TAVG’s classes) in a first ranking level of Groups (e.g., Group 1,
Group 2 and Group 3). The next level selects one group to evaluate which are its job sizes
(service times). This information enables the analyst to manage the system’s responses on a
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job-size basis that do not depends on the server (A, B or C) it was performed. In this way,
the manager is able to add control to the entities whose job sizes have a negative impact on
the required results. There are two important processes from the Classifying module, peda-










































Figura 56 – Activity diagram for the Classifying module of the Hybrid Model
Initially the first process sets the ranking parameters (activity 1) that define, e.g., one
class each five ut, to be set for one chosen variable (activity 2), for example, a set of classes to
TAVG (mean residence time). The activities 3 and 4 set the group parameters for ranking the
TAVG’s classes of values into groups. As an example, the residence time of Group 1 are set
with values smaller or equal to the mean value (𝑇𝐴𝑉 𝐺𝐺𝑟𝑜𝑢𝑝1 ≤ 𝑇𝐴𝑉 𝐺), the residence time
values of Group 2 are defined as 𝑇𝐴𝑉 𝐺𝐺𝑟𝑜𝑢𝑝1 < 𝑇𝐴𝑉 𝐺𝐺𝑟𝑜𝑢𝑝2 ≤ 2 * 𝑇𝐴𝑉 𝐺, and the Group 3
is established as 𝑇𝐴𝑉 𝐺𝐺𝑟𝑜𝑢𝑝3 > 𝑇𝐴𝑉 𝐺𝐺𝑟𝑜𝑢𝑝2. Classify jobs per mean average time is the core
of this first ranking level. This is an activity that build a histogram with values of the mean
residence times (TAVG). During planning, the system conditions, e.g., traffic intensity and
actual service time are crucial to this classification. The better ranking, the most sensitive
evaluation for the TAVG histogram that allows the model to identify the distribution profile
for the Group classes of residence time.
The second process of the Classifying module classify the service times to identify their
contribution to the system delay. Activities 5, 6 and 7 rank one selected group of residence
times into classes of jobs duration and count the number of jobs in each class of service time.
These data allows the Contribution Class Delay (activity 8) to identify the classes of service
time that most delay the system. The Classify jobs per service time (activity 6) identifies the
distribution of jobs’ classes. The objective of this ranking is to identify the distribution of
jobs in one specific group of service times, e.g. the most crowded jobs’ classes in the tail of
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the distribution of the completed entities that leave the system. The eight activity counts the
jobs in this class to use this value in Equation 6.2 that gives the class’ contribution (in terms
of percentage) to the system delay. It is done by a regular manipulation of the Kleinrock’s
conservation law of delay (KLEINROCK, 1965) and the Little’s law (LITTLE, 1961) for
steady-state systems.
𝐷𝑒𝑙𝑎𝑦 = 𝑁 * 𝑊 𝑎𝑛𝑑 TAVG = 𝑊 + 𝐵
Where N is the mean number of system outbound entities; W represents the mean waiting
time in queue; and B is mean service time in system.
The SJF/FIFO hybrid police is expected to reduce the TAVG value in the presence
of the same mean service time B as earlier shown in Chapter 3. This means a shorter W
(according to Little (1961)) and supported by Kleinrock (1965), N is expected to increase
together with the concentration of jobs around the mode of the residence time distribution.
A negative evidence is the presence of a very long tail with a small quantity of entities with
huge residence times. This long tail is in the focus of the proposed solution for the job’s
identification. The implementation’s description that follows this section, shows the logical
model.
6.4 Implementation
This logical design is built immediately before the jobs leave the system. The simula-
tion model selects the incomplete entities, i.e. those entities that still have a job to be served.
The complete entities will be classified per TAVG. This process is the first ranking level.
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Figura 57 – Classifying/Exit module of the Hybrid Model
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Each entity has the attribute atINTIME to record the time this entity enters the
system. The Range module identifies the entity’s absolute residence-time, and classify it into
the established rank. The processes of the Job size Group modules, in this case, use the full
classifying data to rank the groups. It means that the model executes a new simulation run to
process them, because this proposal does not consider parallel processing yet. Jobs’ sizes are
recorded in the job’s attribute atSIZE that is ranked according to the set parameters. Each
ranked class is recorded in another attribute (atCLASIZ ). The values atSIZE and atCLASIZ
are used to identify the contribution of the job’s classes to the system delay.
6.5 Case Study
The simulation parameters to the case study of the jobs’ identification are the same
of those used in the simulation model. They are repeated in Table 9 only for the sake of
information.
Tabela 9 – Simulation parameters for the job’s cases
Replication parameters Traffic parameters (ut)
Number of replications 100 units Inter-arrival time (𝐼𝑡 = 1/𝜆) from 20 to 14
Replication time 100, 000 ut Service time A (𝐵𝐴 = 1/𝜇𝐴) 20
Warm-up time 10,000 ut Service time B (𝐵𝐵 = 1/𝜇𝐵) 15
Confidence level 95 % Service time C (𝐵𝐶 = 1/𝜇𝐶) 10
Total system capacity 145 entities
Table 10 summarizes the case study which goal is to identify the classes of jobs’ sizes
that cause the largest delays in the tail of the TAVG distribution during system overloading.
This means that the goal is to find out the most crowded classes of jobs’ sizes in the tail of the
TAVG distribution. The system is subjected to the high traffic of 3.2143 E (equivalent to an
example of arrival rate 𝜆 = 1/14𝑚𝑖𝑛 ∼ 4.3 entities per hour) for the system capacity of 3.0
Erlang in an example of total mean service time of 45 min. This design means a throughput
time limited by 15 min (45𝑚𝑖𝑛3𝐸 ), i.e. limited to 4.0 entities per hour.
The responses were obtained through a data distribution analyser - the Output Analy-
zer of the Arena R○ simulation package. The Output Analyzer ran with the simulation output
data for the chosen TAVG group that represents the tail’s distribution (Section 6.6).
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Tabela 10 – Case Study for Traffic = 3.2143 E (𝜆 = 1/14𝑢𝑡)
Class Class Width Classifying
(Goal) condition
100 ut TAVG < 1000 ut
Time Average 500 ut 1000 ut ≤ TAVG ≤ 2500 ut
2500 ut TAVG > 2500 ut
Group 3 TAVG < 2500 ut
Group TAVG Group 2 2500 ut ≤ TAVG ≤ 7500 ut
Group 1 TAVG > 7500 ut
Distribution (histog.) 5 ut
Service Time Range (histog.) (0,40ut), [40,80ut], (80ut,+∞)
Mean Time (circle) A=20ut, B=15ut, C=10ut
6.6 Results of the Classifying Process
It is important to recall that the Overflow Module of the simulation model is discon-
nected for the sake of this case study. Furthermore, the largest mean value of a job’s size in
this work is 20 ut (related to Server A). This system with three servers, maximum capacity of
3.0000 E, and total mean service time of 45 ut (Server A + Server B + Server C) is subjected
to high inbound traffic of 3.2143 E (𝜆 = 1/14𝑢𝑡) and 100% SJF policy. Each one of the
Figures 58, 59 and 60 represents a group of averages from the TAVG’s distribution (Group
1, Group 2 and Group 3 from Table 10). Each Group shows the distribution of the jobs’
contribution to the total delay of the system vs the job’s sizes (i.e., through classes of service
times). It is important to recall that each server attends one unique type of jobs (Server A
to mean service time 20 ut, Server B to 15 ut and Server C to 10 ut). Each figure has three
graphs with a histogram at the left side. This histogram represents the general distribution
of the jobs’ delay contribution to the system’s delay. The graph in the middle position is also
a histogram that represents three ranks of jobs’ sizes: the first one has jobs’ sizes smaller
than 40 ut; the second rank is an intermediate range of sizes greater than 40 ut and smaller
than or equal to 80 ut; and the last range has the jobs with service time larger than 80 ut.
The graph at the right side of the figure is a pie-graph with the delay of the group of jobs
served by each one of the three servers (mean service time 20 ut, 15 ut and 10 ut).
Jobs with residence times less than 2500 ut (Group 3) are represented by Fig. 58.
The histogram at the left side of Fig. 58 shows the contribution of jobs’ sizes to the system
delay with a statistical mode clearly in the service time range of 15 ut. The graph with in the
middle of Fig. 58 shows the jobs from 0 to 40 ut with the main contribution to the system
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delay. The pie chart identifies jobs served by Server A (mean services time of 20 ut) and
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Figura 58 – The job’s size identification into the group of TAVG < 2500 ut. The contribution
to the system’s delay through classes (at the left side), groups (the middle side)
and mean service times (at the right side).
Jobs with residence times between 2500 ut and 7500 ut (within Group 2) are repre-
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Figura 59 – The job’s size identification into the group of 2500 ut ≤ TAVG < 7500 ut. The
contribution to the system’s delay through classes (at the left side), groups (the
middle side) and mean service times (at the right side).
The histogram at the left of Fig. 59 shows the main statistical mode in the range of
15 ut and, a secondary mode in 40 ut. The graph in the middle of Fig. 59 shows jobs from 0
to 40 ut with the most important contribution to the system delay. The pie chart identifies
the mean services of 20 ut (Server A) and 15 ut (Server B) are the most present in the Group
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Traffic = 3.2143      Residence Time > 7500 ut     100% SJF Traffic = 3.2143     Residence Time > 7500 ut    100% SJF
Figura 60 – The job’s size identification into the group of TAVG ≥ 7500 ut. The contribution
to the system’s delay through classes (at the left side), groups (the middle side)
and mean service times (at the right side).
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The histogram at the left side of Fig. 60 shows the main statistical mode around the
service time ranges 60 ut and 65 ut and, a secondary mode around the class 10-15 ut. The
graph in the middle of Fig. 60 shows the jobs appears mostly from 40 ut to 80 ut range. The
pie chart identifies the mean services of 20 ut (Server A) is the largest in Group 1. The graph
at the right side of Figure 61 shows a long tail distribution for the total number of entities





Traffic = 3.2143      Residence Time > 7500 ut     100% SJF
Number of Entities
Service Time [ut]
Figura 61 – The distribution for the total number of entities vs the percentage of delay into
the group of Residence Time > 7500 ut.
The distribution at the right side of Figure 62 shows that from entities with total
service times greater that 135 ut there are 7% of the total delay of entities within the range
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Figura 62 – The distribution of delays from entities’ classes of total service times. At the
left side, the histogram represents the general distribution of delay’s contribu-
tion from each class of entities. The graph in the right side shows the entities’
contribution to the total delay of the system from four groups of service time.
Note that the contribution of entities to the total delay (right side of Fig. 62) follows
the same distribution of the number of entities (Fig.61). The histogram at the right side
shows the entities’ group with values 45-90 ut has the largest impact on the delay. These
results are discussed in the following section.
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6.7 Discussion
The proposed Classifying model (Section 6.3) uses the the conservation law of the total
system delay from Kleinrock and the Little’s law to associate the jobs’sizes to the system’s
delay. The model details the jobs’ size distribution within the tail of the TAVG’s distribution
in Fig. 60, to show that more than 64% of the contribution to system’s delay comes from
the slowest server (Server A with mean 20 ut in the pie chart). It is relevant to note that
the histogram at the left side of Fig. 60 shows service times mainly distributed around the
mode within the interval from 45 to 55 ut (most jobs comes from Server A), but, also around
a secondary mode with 36% of jobs around the 15 ut (most jobs come from Servers B and
C). Such data do not consider the jobs’ dependence from its entities, because of this is a
multi-class system in which an entity has three jobs to be processed each one in a different
server in random order. Those earlier jobs’ information can not indicate if jobs from different
servers belong to the same entity. Figures 61 and 62 complete these necessary information.
Fig. 62 compared to Fig. 61 shows the increased impact the largest sizes classes of
entities on the system’s delay. However, the service time classes greater than 55 ut in Figure
60 show a huge decrease in the delay’s contribution of the largest jobs’ sizes from the Server
A (mean service time of 20 ut). This comparison of the Figures 62 and 60 drives us to the
important impact from the Group 0-40 ut of the mean service-times 10ut (Server C) and 15
ut (Server B) have on the tail’s delay (in addition to the contribution of the largest jobs from
shortest means), as it can be seen through the graph in the middle of the Figure 60. It is clear,
as already noted, that the distribution of the service time in this group is a characteristic long
tail distribution (even with such a high traffic of 3.2143 E) with less than 4% of the service-
times from TAVG + 2*TSTD (of the exponentially distributed service-times). Additionally,
the distribution of the contribution of the jobs’ sizes to the system delay is clearly correlated
to the distribution of the job’s sizes.
Through Figure 60 that represents the distribution’s tail of the residence times with
traffic of 3.2143 E, it is possible to verify that there is a need to perform effective management
of the system. This should be carried out not only for jobs with extremely high values, but
already for those with values above 40 ut. Note that 40 ut represents the TAVG|𝐵=20𝑢𝑡,
for the slowest server, plus one standard deviation (20ut + 20ut), and 80ut (20+3.20) ut
is TAVG|𝐵=20𝑢𝑡 + 3.TSTD − the standard deviation of 𝐵 is equal to TAVG because 𝐵
is exponentially distributed. It is important to recall that the jobs are entity’s dependent.
Considering the main contribution to system’s delay comes from 40ut ≤ 𝐵 ≤ 80 ut, they are
mainly from mean service time of 20 ut, its is important to manage the largest jobs related
to this server as shown in the pie chart of Fig 60. However, it is of great importance that the
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largest jobs of the smallest mean service-times (≥ TAVG mean) receive the same attention.
The quantitative analysis by itself can drive a decision to be made, but the qualitative
evaluation is of great importance to the best decision. Thus, this work reinforces the system
monitoring/management application of this DES method as an improvement of the regular
use of the queuing model for planning/sizing.
6.8 Conclusion
The classifying jobs method in two levels was shown. It identifies the jobs’ contri-
bution to the performance of a hybrid SJF/FIFO system submitted to high traffic in a JN
configuration of parallel servers. The conservation of system’s delay is used to associate the
delay of the service-time’s classes to the the respective classes of jobs’ sizes. It was also shown
that the distribution of the delay’s contribution from jobs’ sizes are correlated to the distri-
bution of the jobs’ sizes. This correlation also gives enough information to the importance of
the shortest mean service time contribution to the highest TAVG’s classes in the tail of the
TAVG’s distribution. Such conclusions are important to plan/size operations as a long-term
perspective, and also it is of main importance for the managing operation as a short-term
perspective. In the sense of the short-term perspective, it is an identifying model to plan
and size the system performance around its estimated limits, implying in a method that can
support managing actions. As a long-term perspective the model allows the identifying of
classes of jobs that can the most reduces the performance (with the sense of the capacity
of decreasing the system’s flow of entities). There were no system’s flow evaluation, but the
method performed the identification of the classes of jobs the most related to the distribution
of the delay’s contribution for the system through the jobs’s sizes in the time range from the
TAVG’s tail.
The next research step is to feed the SJF/FIFO’s simulation model back with the
results of the Classifying model to be compared to regular results. This work can be improved
by a Fuzzy analyzer to evaluate some qualitative conditions, as e.g., consummation, fidelity
and fairness perception. A suggestion for future work is the implementation of a parallel
computing module to processes simultaneously the three activities of the classifier.
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7 Results and Discussion
The results and contributions of each chapters are summarized in Table 11, In the
next paragraphs, they are described and related to the central objectives of the thesis, i.e.
planning through the mapping method, and managing through the control of the job’s size.
Tabela 11 – Main contributions for each chapter
Chapter Result Contribution to the Thesis
2.1 Jackson network design Model design
Chap 2 2.2 Low-cost operation Applicability
2.3 Online operation Applicability
2.4 Management tool Starting the central goal
3.1 Incremental Validation Model design
Chap 3 3.2 SJF Policy Model design
3.3 Variables trade-off Threshold control
4.1 Instability and Predictability Model design
Chap 4 4.2 Hybrid Simulation DES/CSM Model design
4.3 Job Identification Performance management
5.1 Hybrid Policy SJF/FIFO Model complexity
Chap 5 5.2 Kanban Policy Control Model complexity
5.3 Overloading Toggler Performance management
5.4 Mapping Method Planning & Management
6.1 Double Classifying Distribution Model design
Chap 6 6.2 Planning/Dimensioning Goal
6.3 Online Management Goal
Santos et al. (2018) contribute to this thesis with the validation of the implementation
design through the Jackson Network Model (Table 11 - result.2.1). This framework is able
to randomly and equiprobably assign either one job to N free servers or one free server to N
queued jobs. This capability can be broadly applied to different industries as Services (e.g.
health and call-center), Manufacturing (e.g. biscuits and packed food) and Logistics (for
example, laden bagged commodities on trucks). It also adds value as an actual management
tool (Table 11 - result.2.4) supported by a regular process that enters, seizes and leaves
the DES model in a parallel configuration that can be easily implemented. This model can
support a (Table 11 - result.2.2) a very general RFID/Internet communication infrastructure
(e.g. sensors, tags and reader antennas), where the management level can update the evolving
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data to easily monitoring all servers. Two technologies that may support this implementation
are a digital twin (e.g., the DES model to synchronize the management and operation levels in
real-time) and RFIDs (Table 11 - result.2.3) to capture the actual operation data and to feed
the digital twin mirror application. Specifically, with the former, the collection of information
system within physical operation feeds automation or human-machine interface to provide
high value-added chain (Table 11 - result.2.3) that can increase the system performance.
Notice that it is not necessary for all levels and/or servers to be close together because it
is possible to remotely manage these different operations through a regular Internet channel
(Table 11 - result.2.4). Santos et al. (2018) provide an example of Humanitarian Support,
in the light of dangerous environments, as in wars and armed conflicts with personnel and
infrastructure restrictions. This application could provide corrections and/or adjustments on
either the resources availability or to diverting entities traffic to one specific server or any
other strategic improvement. More recently, the support of 𝐼𝑜𝑇 extended this perspective to
meet different interface platforms (Apple iOS, Google Android, Windows Phone) and spatial
location (Table 11 - result.2.3). This perspective serves to both planning and management
objectives.
Moreover, Chapter 3, Identifying the SJF and FIFO Compromise contributes with the
work on reaching better performance with the Jackson Network design (FIFO) by submitting
it to the SJF policy (Table 11 - result.3.2). This design looks for improving the system flow
in order to gain flexibility in the accommodation of changes, e.g., in the scheduling policies
and instabilities of the traffic intensity. The need for knowing the jobs’ sizes can be improved
by the estimation of one task’s length to choose the shortest job in a SJF policy system.
The overcoming of response and performance limitations are examples of applications when
the decision making is limited as the analytic models are out of the boundaries they were
designed for. The SJF policy validated with the Jackson Network model is one example of
this type of overcoming. This additional knowledge and gain allow unknown responses to
become feasible and actually observed with the use of Incremental Validation − despite of
the limits of the analytic models (Table 11 - result.3.1). This was shown with the example
of the relationship between variables submitted to different policies (SJF and FIFO). SJF is
negatively compromised with FIFO as shown in the relationship between TAVG and TMAX
(trade-off), and with the positive compromise between TMAX and TSTD independent of
the traffic intensity (Table 11 - result.3.3). One example of a key requirement is the ability
to analyze the performance of a dynamic system where the traffic intensity is variable or
unstable (Table 11 - result.4.1) as shown in the Chapter 4.
In the work A New Framework for the Performance Analysis of the Single-Server
Non-preemptive Scheduling under Varying Traffic Conditions, it is shown that when the sys-
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tem is submitted to different traffic intensities under the SJF policy, the DES/CSM hybrid
simulation model is able to identify the size of a job that allows the system to satisfy a given
QoS requirement (e.g. maximum mean time). This DES/CSM hybrid simulation model was
implemented (Table 11 - result.4.2). The DES feeds the TAVG value to the CSM that, sup-
ported by an analytic model yelds the expected service time of the job (Table 11 - result.4.3).
This implementation supports the application of a method based in the identification of jobs’
sizes for improving systems performance.
The Simulation Model for Performance Analysis of a Hybrid-Policy (SJF/FIFO) Pa-
rallel System in Chapter 5 presents the dynamic toggling between the policies SJF and FIFO
according to the number of jobs in the system (Table 11 - result.5.1). The toggling method
addresses all the jobs by demand in a dynamic queue. This is a pull-production type model
driven by a kanban-type logic (in the sense of the Just-in-time management) that changes the
priority of the jobs according to the policy at the moment of a request (Table 11 - result.5.2).
This clean and dynamic method randomly allocates a job to available servers or allocates
one free server to a set of queued jobs despite the scheduling policy. The model is enhanced
by toggling during overflow where the system can not remain in the regular inflow and out-
flow cycle of jobs. This improvement increases the system flow for a given time (Table 11 -
result.5.3), thus stabilizing the number of entities below the system limit. This improvement
facilitates the operations with shorter run times and approximates its actual performance
to a theoretical threshold established by requirements as, e.g., the total system capacity or
a kind of maximum time in the system. Therefore, this InV/DES method can estimate the
system performance through different traffic intensities in a dataset. These data are mapped
as a surface graph to allow both long-term planning and the management of operations in
short-term. The long term mapping identifies (a priori) the limiting conditions to be avoided.
The (online, if implemented) management functionality provides the previous adaptability
to diverting the system (Table 11 - result.5.4) from bottlenecks.
The simulation model equipped with the two-level classifier module (named Clas-
sifying) allows the system to identify classes of jobs’ sizes from any time-dependent variable.
In the presented case study, the first level ranked the residence times. The second one arran-
ged the service times within residence time intervals (Table 11 - result.6.1). The Classifying
module evaluates (in a given interval) how much delay each service time range causes to
the system (Table 11 - result.6.2). This capacity is relevant to reduce the impact of jobs on
the system delay through either a human-machine interface or an automated solution (Table
11 - result.6.2). This capability improves the method on a three-dimensional identification
of a chosen monitored variable (e.g., TMAX) to guide a decision maker through a map of
estimated values from a surface graph of possible bottlenecks.
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8 Conclusion
We presented a method of improving the performance of moderately complex queuing
systems with a case study that manage the jobs’ sizes of a SJF/FIFO hybrid-scheduling
system submitted to instabilities, as for example increasing traffic conditions. The method
identifies one typical range of jobs’ sizes by the delay’s contribution of this jobs’ sizes to the
total system delay. This range of Jobs’ sizes is used to prevent the system from performing
estimated bottleneck results.
A discrete-event simulation model that approaches the actual system through the use
of incremental validation is designed to be implemented with any arrival or service proba-
bility distribution, and also with a large number of servers. This characteristic give a broad
adaptability to the method that can map the estimated bottlenecks in a surface of responses
for one required variable. The method is able to draw one graph to each one of a possible
set of required variables. The planning graph can be used to compare the collected system
responses (e.g., via RFID sensoring) to manage action (e.g., through human/machine or
full-automated interfaces) according to the previous strategies of the system requirements.
This managing capability can be implemented either as a local operation, or a distant
operation, as e.g., in other countries supported by RFID/WEB technologies (if they are
available). The DES model is a regular enter-size-leave application of parallel servers that
demand small data packages, and can be easily executed through an ordinary digital twin
application (as suggested). Even multiple parallel server systems with a single discipline
(FIFO) need management. For example, the analysts/managers need to evaluate the impact
of the jobs’ size and/or the maximum residence time (TMAX) on the system submitted to
unexpected high traffic (∼ 0.7 E per server). Therefore, to optimize the system it is important
to trade-off variables; Depending on the stipulated goals and requirements, the system can
improve performance with the hybrid SJF/FIFO discipline. It toggles SJF to FIFO to improve
the FIFO’s TAVG, and from FIFO back to SJF to decrease the SJF’s TMAX.
The simpler queuing model with parallel servers introduces the planning and sizing
capability. The Jackson queuing design added complexity and validation to the model as a
first contribution, and the second is its actual application to the management facility. The
model was capable of showing that this design aims at increasing the throughput, and also,
that the throughput time is related to the slowest mean processing time of the servers.
This work presented the distribution of the SJF’s residence times as a kind of ad-
justment (improvement) in the FIFO distribution. The shorter SJF’s mean residence time
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occurs together with a shorter half-width but with a kind of entities’ loss that form the long
tail. The complexity of the system evolves step-by-step through InV to reach the hybrid
SJF/FIFO scheduling policy that extends the scope of the work. The improvement of the
efficiency/effectiveness of the system took into account the average residence time (flow), the
mean maximum average residence time (TMAX), and (in a first approach) the predictability
of a given and estimated job’s size.
The first proposal was the hybrid DES/CSM simulation framework. It showed an
accurate and effective result for identifying the size of jobs that exceed a certain threshold.
Recall that this framework confirmed a very small percentage of jobs with excessive duration
(elephants). The same occurs to the ones with short duration (rats). That approach also
made use of the concept of system management (not just planning and dimensioning). The
final approach to improving the efficiency/effectiveness of the system took into account the
impact of jobs on the system delay. This approach was necessary because the predictability
is associated to pure SJF’ policy and it could not be used as a threshold in hybrid-policy
models. The new approach showed that the job’s delay is positively correlated to the job’s
size, and so do the classes of jobs’ sizes. This identification allowed the suggestion of this
full model for either the planning/dimensioning, or managing the hybrid SJF/FIFO system.
The results reported in Chapter 5 are expected to be improved by the selected jobs’ size
information as a feedback sent to managing the system.
Future Work
The application of this method to other real-world cases with actual (non-exponential)
distributions may benefit from this initial work. In such cases, the management may be
even more important to avoid extreme situations. . Work on the forecasting of the number
of entities in the system (initially predicted, e.g. with a Kalman filter) through the traffic
intensity is already underway. It may reach the point where the maximum average time
reaches the established requirements. It is an important case to evaluate the next research
step. The use of parallel processing where cores execute different activities of this method
may be an interesting case to evaluate the iterative responses’ behavior. Another possible
research under evaluation is the application of Fuzzy logic to combine the use of qualitative
variables for improving system performance through this hybrid SJF/FIFO model.
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