Abstract. We consider the Schrö dinger operator H on the half-line with a periodic potential p plus a compactly supported potential q. For generic p, its essential spectrum has an infinite sequence of open gaps. We determine the asymptotics of the resonance counting function and show that, for su‰ciently high energy, each non-degenerate gap contains exactly one eigenvalue or antibound state, giving asymptotics for their positions. Conversely, for any potential q and for any sequences ðs n Þ y 1 , s n A f0; 1g, and ðK n Þ y 1 A l 2 , K n f 0, there exists a potential p such that K n is the length of the n-th gap, n A N, and H has exactly s n eigenvalues and 1 À s n antibound state in each high-energy gap. Moreover, we show that between any two eigenvalues in a gap, there is an odd number of antibound states, and hence deduce an asymptotic lower bound on the number of antibound states in an adiabatic limit.
Introduction and main results

Consider the Schrö dinger operator H acting in the Hilbert space L
2 ðR þ Þ and given by
with the boundary condition f ð0Þ ¼ 0. Here p is 1-periodic and q is compactly supported and they satisfy S n plus at most one eigenvalue in each non-empty gap g n , n A N, ([E2] , [Zh3] ), where the bands S n and gaps g n are given by (see Figure 1) S n ¼ ½E þ nÀ1 ; E À n ; g n ¼ ðE À n ; E þ n Þ ðn A NÞ; and the E G n satisfy
It is known that there are infinitely many non-degenerate gaps, i.e., E À n < E þ n , unless p is arbitrarily often di¤erentiable [Ho] , and all gaps are non-degenerate generically [MO] , [S1] . Without loss of generality, we may assume E with the condition of 2-periodicity, yðx þ 2Þ ¼ yðxÞ (x A R). We also set g 0 ¼ ðÀy; E þ 0 Þ. If a gap degenerates, g n ¼ j for some n, then the corresponding bands S n and S nþ1 touch. This happens when E À n ¼ E þ n ; this number is then a double eigenvalue of the 2-periodic problem (1.3). The lowest eigenvalue E þ 0 ¼ 0 is always simple and has a 1-periodic eigenfunction. Generally, the eigenfunctions corresponding to eigenvalues E G 2n are 1-periodic, those for E G 2nþ1 are 1-anti-periodic in the sense that yðx þ 1Þ ¼ ÀyðxÞ (x A R).
Consider the operator Hy ¼ Ày 00 þ ðp þ qÞy on the real line, where p is periodic and q is compactly supported. The spectrum of the operator H consists of an absolutely continuous part s ac ðHÞ ¼ s ac ðH 0 Þ plus a finite number of simple eigenvalues in each nonempty gap g n , n A N 0 :¼ N W f0g ( [R] , [F2] ), and has at most two eigenvalues in every open gap g n with su‰ciently large n ( [R] ). If q 0 :¼ Ð R qðxÞ dx 3 0, then H has precisely one eigenvalue ( [Zh1] , [F3] , [GS] ) and one antibound state [K7] in each non-empty gap g n with su‰-ciently large n. If q 0 ¼ 0, then there are, roughly speaking, either two eigenvalues and no antibound states or no eigenvalues and two antibound states in each non-empty gap g n with su‰ciently large n ( [K7] ). Similarly, the spectrum of H defined in (1.1) consists of an absolutely continuous part s ac ðHÞ ¼ s ac ðH 0 Þ plus a finite number of simple eigenvalues in each non-empty gap g n , n A N 0 . This follows from the corresponding property of H by the Glazman decomposition principle.
Throughout the paper, we shall denote by Qðx; zÞ, jðx; zÞ the two solutions forming the canonical fundamental system of the unperturbed equation Ày 00 þ py ¼ z 2 y, i.e., satisfying the initial conditions j 0 ð0; zÞ ¼ Qð0; zÞ ¼ 1 and jð0; zÞ ¼ Q 0 ð0; zÞ ¼ 0. (Here and in the obtained by joining the upper and lower rims of two copies of the cut plane Cns ac ðH 0 Þ in the usual (crosswise) way, see e.g. [F4] . We denote the n-th gap on the first, physical sheet L 1 by g ð1Þ n and its counterpart on the second, non-physical sheet L 2 by g (1) If f ðlÞ has a pole at some l 0 A L 2 , l 0 3 E G n , n f 0, we call l 0 a resonance.
(2) A point l 0 ¼ E G n , n f 0, is called a virtual state if the function z 7 ! f ðl 0 þ z 2 Þ has a pole at 0.
(3) A point l 0 A L is called a state if it is either a bound state or a resonance or a virtual state. Its multiplicity is the multiplicity of the corresponding pole. We denote by S st ðHÞ the set of all states. If l 0 A g ð2Þ n , n f 0, then we call l 0 an antibound state.
As a telling example we consider the states of the operator H 0 for the case p 3 const, q ¼ 0, see [Zh3] and [HKS] 
It is well known that the function f 0 is meromorphic on the physical sheet L 1 and has a meromorphic extension into L (see e.g. (2.18)). For each g c n 3 j, n f 1, there is exactly one state l 0 n A g c n of H 0 and its projection onto the complex plane coincides with the n-th eigenvalue, m 2 n , of the Dirichlet boundary value problem Ày 00 n þ py n ¼ m 2 n y n ; y n ð0Þ ¼ y n ð1Þ ¼ 0; x A ½0; 1; n f 1:
Moreover, exactly one of the following three cases holds:
n is an antibound state,
There are no other states of H 0 , so H 0 has only eigenvalues, virtual states and antibound states. If there are exactly N f 1 non-degenerate gaps in the spectrum of s ac ðH 0 Þ, then the operator H 0 has exactly N states; the closed gaps g n ¼ j do not contribute any states. In particular, if g n ¼ j (n f 1), then p ¼ 0 ( [MO] , [K2] ) and H 0 has no states. A more detailed description of the states of H 0 is given in Lemma 2.1 below.
We need the following results from the inverse spectral theory for the unperturbed operator H 0 . Defining the mapping p 7 ! x ¼ ðx n Þ y 1 , where the components x n ¼ ðx 1n ; x 2n Þ A R 2 are given by
1 2 a n ; a n ¼ 
Moreover, given any non-negative sequence
Consequently, from the gap lengths ðjg n jÞ y 1 one can uniquely recover the Riemann surface L as well as the points
, there is a unique potential p A H such that each state l 0 n of the corresponding operator coincides withl l 0 n (n A N). The results of [K2] were extended in [K3] to periodic distributions p ¼ w 0 , where w A H.
Now let
The function D is analytic in C þ and has a meromorphic extension to L. Each zero of D in L 1 is an eigenvalue of H and lies somewhere in the union of the physical gaps S
So far only certain particular results are known concerning the zeros on the non-physical sheet L 2 . Note that the set of zeros of D on L 2 is symmetric with respect to the real line since D is real on g
We now turn to the perturbed equation. Let Fðx; zÞ be the solution of the initial-value problem ÀF 00 þ ðp þ qÞF ¼ z 2 F on ½0; yÞ; Fð0; zÞ ¼ 0; F 0 ð0; zÞ ¼ 1 ðz A CÞ: ð1:6Þ
Then our first result is as follows. 
n ; ð1:8Þ (4) If p ¼ 0, then it is well known that each zero of D is a state ([K4] , [S2] ). Moreover, each resonance lies below a logarithmic curve depending only on q ( [K4] , [Z1] ). The forbidden domain D forb X C À is similar to the one in the case p ¼ 0, see [K4] . Let KðH; r; AÞ be the total number, counted according to multiplicity, of states of H of modulus e r in the set A L L. 
as n ! y: ð1:13Þ Moreover, the following asymptotics hold true as r ! y:
n is the union of all gaps on L.
(ii) Let l be an eigenvalue of H and let l ð2Þ A L 2 be the same number but on the second sheet L 2 . Then l ð2Þ is not an anti-bound state. (3) Let l 1 ; l 2 A g ð1Þ n , l 1 < l 2 , be eigenvalues of H for some n f 0 and assume that there are no other eigenvalues on the interval
n H L 2 be the same interval but on the second sheet. Then there exists an odd number f 1 of antibound states on W ð2Þ .
Remarks.
(1) Results (iii) with p ¼ 0 were obtained independently in [K4] , [S2] .
(2) The first term in the asymptotics (1.14) is independent of the periodic potential p. The asymptotics (1.14) for the case p ¼ 0 was obtained by Zworski [Z1] .
(3) The main di¤erence between the distribution of the resonances in the cases p 3 const and p ¼ const concerns the bound states and antibound states in high energy gaps, see (1.13).
(4) In the proof of (1.14) we use a Paley-Wiener type theorem from [Fr] We now turn to the question of stability of the real states l n . As before, let l 
Remarks. (1) Let q > 0. It is well known that the eigenvalues of H 0 þ tq are increasing with the coupling constant t > 0. Roughly speaking, in the case considered in Theorem 1.3 the antibound states in the gap move in the opposite direction.
(2) Numerical observations suggest the following scenario as the coupling constant of the perturbation changes. Consider the operator H t ¼ H 0 þ tq, where t A R is the coupling constant. For t ¼ 0, H 0 only has states l 0 n , n A N (eigenvalues, antibound states and virtual states). Take for instance the first gap g c 1 3 j and assume that l 1 ¼ l 0 1 is an antibound state. As t increases, the state l 1 moves, and initially there are no other states on g c 1 . As t increases further, l 1 eventually emerges onto the physical gap g ð1Þ 1 and becomes an eigenvalue; at first there are no additional eigenvalues, but a pair of complex resonances 
; 1Þ and assume there are unperturbed states l 0 n A fE À n ; E þ n g for all n A N 0 , where N 0 H N is some infinite subset such that jg n j > 0 (n A N 0 ). Then the following asymptotics for states of H hold true:
, then for su‰ciently large n A N 0 , the following holds:
Remark.
(1) Roughly speaking, formula (1.16) gives the asymptotics for even potentials p A L 1 ð0; 1Þ.
(2) Consider the operator Ày 00 þ ðp þ q þ uÞy, yð0Þ ¼ 0, with an additional potential perturbation u A L 2 ðR þ Þ which is compactly supported in ð0; tÞ and satisfies jû u n j ¼ oðn À1 Þ as n ! y. Then the operator H þ u has the same number of bound states as H in each gap g n 3 j for n large enough.
We have the following result on the inverse problem for our operator H.
Àa for su‰ciently large n, with some
. Then for any sequences ðs n Þ y 1 , s n A f0; 1g, and
; 1Þ such that the corresponding gap lengths jg n j satisfy jg n j ¼ K n , n f 1, and H has exactly s n eigenvalues and 1 À s n antibound states in each gap g n 3 j for su‰-ciently large n.
(ii) Let p A L 1 ð0; 1Þ and assume there are unperturbed states l 0 n A fE À n ; E þ n g for all n A N 0 , where N 0 H N is some infinite subset such that jg n j > 0 (n A N 0 ). Then for any sequence ðs n Þ y 1 , s n A f0; 1g, there exists a potential q A Q t such that H has exactly s n eigenvalues and 1 À s n antibound states in each gap g n 3 j for su‰ciently large n A N 0 .
Let K bs ðH; WÞ À K abs ðH; WÞ Á be the total number, counted according to multiplicity, of bound (antibound) states of H on the segment
The integrated density of states % can be characterized as a continuous, real-valued function on R with the properties
for all n A N 0 . The function % is strictly increasing on each spectral band S n and constant on the closure of each gap ½E À n ; E þ n . It is closely related to the quasimomentum defined in Section 2 via %ðlÞ
. Theorem 1.2 yields the following corollary.
n 3 j be some interval on the physical sheet L 1 for some n f 0 and let W ð2Þ H g ð2Þ n be the corresponding interval on the non-physical sheet L 2 . Then
(1) The proof of (1.18) will be based on Sobolev's idea [So] for obtaining asymptotics of K bs ðH t ; WÞ. He considered the case H t ¼ H 0 þ tV , where V ðxÞ ¼ c þ oð1Þ x a as x ! y, for some c 3 0, a > 0. This result is not directly applicable to our case of a compactly supported perturbation. We therefore follow the reinterpretation of the coupling constant as a scaling parameter, as previously used in the study of perturbations of the periodic Dirac operator [Sc] , which allows compactly supported perturbations.
(2) Symmetry of bound states and antibound states for p ¼ 0 in the semiclassical limit was studied in [BZ] , [DG] .
A large number of papers is devoted to resonances for the Schrö dinger operator with p ¼ 0, see [Fr] , [H] , [K4] , [K6] , [S2] , [Z1] and references therein. Although resonances have been studied in many settings, there are relatively few cases in which the asymptotics of the resonance counting function are known, mainly in the one-dimensional setting ( [Fr] , [K4] , [K6] , [S2] , and [Z1] ). Zworski [Z1] obtained the first results about the distribution of resonances for the Schrö dinger operator with compactly supported potentials on the real line. One of the present authors obtained the characterization, including uniqueness and recovery, of the S-matrix for the Schrö dinger operator with a compactly supported potential on the real line [K6] and on the half-line [K4] , see also [Z3] , [BKW] concerning the uniqueness.
The following stability results for the Schrö dinger operator on the half-line can be found in [K5] ; here the real Hilbert spaces l 2 e are given by
1 is a sequence of poles (eigenvalues and resonances) of the S-matrix for some real compactly supported potential q andK K À K A l 2 e for some e > 1, thenK K is a sequence of poles of the S-matrix for some uniquely determined real-valued compactly supported potentialq q.
(ii) The measure associated with the poles of the S-matrix is the Carleson measure, and the sum P ð1 þ jK n jÞ Àa , a > 1, can be estimated in terms of the L 1 -norm of the potential q (Lieb-Thirring type inequality).
Brown and Weikard [BW] considered the Schrö dinger operator Ày 00 þ ðp A þ qÞy on the half-line, where p A is an algebro-geometric potential and q is a compactly supported perturbation. They proved that the zeros of the Jost function determine q uniquely.
Christiansen [C] considered resonances which are associated with the Schrö dinger operator Ày 00 þ ðp S þ qÞy on the real line, where p S is a step potential. She determined the asymptotics of the resonance-counting function and showed that the resonances determine q uniquely.
The recent paper [K7] gives the following results about the operator
on the real line, where p is periodic and q is compactly supported:
(1) Asymptotics of the resonance-counting function are determined.
(2) A forbidden domain for the resonances is specified.
(3) The asymptotics of eigenvalues and antibound states are determined.
(4) For any sequence ðsÞ y 1 , s n A f0; 2g, there exists a compactly supported potential q such that H has s n bound states and 2 À s n antibound states in each gap g n 3 j for n large enough.
(5) For any q (with q 0 ¼ 0) and for any sequences ðs n Þ y 1 , s n A f0; 2g, and ðK n Þ y 1 A l 2 , K n f 0, there exists a potential p A L 2 ð0; 1Þ such that gap g n has length jg n j ¼ K n (n A N) and H has exactly s n eigenvalues and 2 À s n antibound states in each gap g n 3 j for su‰-ciently large n.
Thus, comparing the results for H on R and H on R þ , we find that their properties are close for even potentials p A L 2 even ð0; 1Þ, since in this case the unperturbed operator H 0 has only virtual states; however, if p is not even, then the unperturbed operator H 0 has eigenvalues, virtual states and antibound states in general, but the operator H 0 has exactly two virtual states in each non-empty gap. This leads to the di¤erent properties of the perturbed operators H, H, and, roughly speaking, the case of H is more complicated since the set of states of the unperturbed operator H 0 is already more complicated.
For related results in the multidimensional case, see [G] , [D] and references therein.
The structure of the present paper is as follows. In Section 2 we define the Riemann surface associated with the momentum variable z ¼ ffiffi ffi l p , l A L, and describe preliminary results about fundamental solutions. In Section 3 we study the states of H. In Section 4 we prove the main Theorems 1.1-1.6. The proofs use properties of the quasimomentum, a priori estimates from [KK1] , [MO] , and results from the inverse theory for the Hill operator [K2] . The analysis of the entire function F ðzÞ ¼ jð1; zÞDðzÞDðzÞ, z 2 A s ac ðHÞ, plays an important role since its zeros are, as we show, closely related to the states. Thus the spectral analysis of H is reduced to a problem of entire function theory.
Preliminaries
In the following, we shall treat the momentum z ¼ ffiffi ffi l p (as opposed to the energy l) as the principal spectral variable. Note that the functions jðx; zÞ, Qðx; zÞ are entire in z A C (cf.
[E1], Theorem 1.7.2), and so are the functionsQ Q,j j defined in (2.16) below. The other functions considered in the present paper are combinations of jðx; zÞ, Qðx; zÞ,j jðx; zÞ,Q Qðx; zÞ
ÁÞ . Thus we are led to consider the Riemann surface M corresponding to the analytic continuation of the function sin k (cf. [K7] ). Take the cut domain (see Figure 3 )
and note that Dðe
Slitting the n-th momentum gap g n (if non-empty), we obtain a cut g 
q , z A Z , which is analytic because jðx; zÞ, Q 0 ðx; zÞ are, has an analytic continuation through the cuts
Thus we obtain the analytic function ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 À D 2 ðzÞ q on the Riemann surface M, and (by applying the square root function) the analytic function ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
The Riemann surface M can be obtained from the cut domain Z ¼ Cn S g n as follows. We identify the upper rim g upper rim g þ n corresponds to a physical gap, the lower rim g À n to a non-physical gap. Moreover, the union of M X C þ ¼ Z X C þ with all physical gaps g þ n forms the so-called physical sheet M 1 , while the union of M X C À ¼ Z X C À with all non-physical gaps g À n forms the so-called non-physical sheet M 2 . The two sheets are joined together on the set Rn S g n (which is the spectrum of the periodic operator H 0 ). MO] , [KK1] ). The function sin of the quasimomentum k is also analytic on M and satisfies sin kðzÞ Figures 3 and 4. Here G n ¼ ðpn À ih n ; pn þ ih n Þ is a vertical slit of height 2h n f 0, h 0 ¼ 0. The height h n is determined by the equation cosh h n ¼ ðÀ1Þ
We introduce the
n Dðe n Þ f 1, where e n A ½e In order to describe the spectral properties of the operator H 0 , we start from the properties of the canonical fundamental system Q, j of the equation Ày 00 þ py ¼ z 2 y. They satisfy the integral equations ð2:5Þ
where jzj 1 ¼ maxf1; jzjg, kpk x ¼ Ð x 0 jpðsÞj ds and ðx; zÞ A R Â C, see [PT] , page 13. Substituting these estimates into (2.4), we obtain the standard asymptotics
Denote by D r ðz 0 Þ ¼ fjz À z 0 j < rg the disc of radius r > 0 centred at z 0 A L. It is well known that if g n ¼ j for some n A Z, then the functions sin k and m G are analytic in the disc D e ðm n Þ H Z for some e > 0, and the functions sin k and jð1; ÁÞ have a simple zero at m n [F2] . Moreover, m G satisfies as jzj ! y, z A Z e , uniformly in x A R. Below we shall require the simple identities 
Definition.
(1) A point z A C À X M, z 3 0, is a resonance if the function Rðx; zÞ has a pole at z for almost all x > 0.
(2) A point z ¼ e G n , n 3 0, (or z ¼ 0) is a virtual state if the function z 7 ! Rðx; z þ z 2 Þ (or Rðx; zÞ) has a pole at 0 for almost all x > 0.
(3) A point z A M is a state if it is either a bound state or a resonance or a virtual ; ÁÞ ¼ 1 and Rðx; ÁÞ ¼ Qðx; ÁÞ þ m þ jðx; ÁÞ. Since jð1; ÁÞm þ and sin kðzÞ are analytic in M, the resolvent R 0 ðzÞ has singularities only at m n G i0, where g n 3 j, and in order to describe the states of H 0 we need to study m þ on g c n only. We need the following result (see [Zh3] ), where Aðz 0 Þ, z 0 A M, denotes the set of functions analytic in some disc D r ðz 0 Þ, r > 0.
Lemma 2.1. All states of H 0 are of the form m n G i0 A g c n , n 3 0, where g n 3 j. Consider a non-empty momentum gap g n ¼ ðe À n ; e þ n Þ for some n f 1. Then: 
n q z jð1; m n Þ < 0.
(
n is an antibound state of H 0 if and only if one of the following conditions is true:
(iii) z 0 n ¼ m n is a virtual state of H 0 if and only if one of the following conditions is true:
These facts are well known in inverse spectral theory ( [NMPZ] , [MO] , [K2] ). A detailed analysis of H 0 was done in [Zh3] , [K7] .
If m n A g n 3 j, then the function m þ has a pole at z The following asymptotics from [MO] hold true as n ! y:
The fundamental system y 1 , y 2 of the equation Below we need the well-known fact from scattering theory that
This is similar to the case p ¼ 0, see [J] . The case on the real line with p 3 const was considered in [F1] . The functions k, C for all z A Z .
Lemma 2.2. (i)
The following identities, estimate and asymptotics hold true: as jzj ! y, z A Z e , e > 0, uniformly in x A ½0; t. Moreover, (1.7) holds true.
(ii) The function C G ð0; ÁÞ has exponential type 2t in the half plane C H .
An entire function f ðzÞ is said to be of exponential type if there is a constant A such that j f ðzÞj e const e Ajzj everywhere ( [Ko] ). The infimum over the set of A for which such an inequality holds is called the type of f .
Proof. (i) Using (2.23) and (2.14), we obtain (2.30). The identity jðx; z; tÞ ¼ Qðt; zÞjðx þ t; zÞ À jðt; zÞQðx þ t; zÞ gives jðÀx; z; xÞ ¼ Àjðx; zÞ, and (2.27) yields (2.31). The estimate (2.32) was proved in [K7] . Substituting (2.12) into (2.32), we obtain (2.33). In particular, substitution of (2.33), (2.25) into (2.31) yields (1.7) since Dðz 2 Þ ¼ C þ ð0; zÞ.
(ii) We give the proof for the case C þ ð0; zÞ, the proof for C À ð0; zÞ being similar. Due to (2.33), C þ ð0; zÞ has exponential type e 2t in the half plane C À . Now we use the following variant of the Paley-Wiener Theorem from [Fr] .
Theorem. Let h A Q t and let each F ðx; zÞ, x A ½0; t, be analytic for z A C À and
We cannot apply this result to the function KðzÞ, z A C À , since c þ ðx; zÞ has a singularity at z 0 n if g n 3 j. However, we can use it for the function Kðz À iÞ, z A C À , since (2.34), (2.35) imply that sup x A ½0; 1 jGðx; Ài þ tÞj ¼ Oð1=tÞ as t ! Gy. Thus the function C þ ð0; zÞ has exponential type 2t in the half plane C À . r
Spectral properties of H
For the sake of brevity, we write
; ÁÞ;
We define the function F ðzÞ ¼ jð1; zÞC À ð0; zÞC þ ð0; zÞ ðz A Z Þ; ð3:1Þ which is real on R since C À ð0; zÞ ¼ C þ ð0; zÞ for all z A Z , see also (3.2).
A function f is said to belong to the Cartwright class Cart o if f is entire, of exponential type and satisfies
In the following, the partial derivative w.r.t. t is denoted by a dot. (ii) The set of zeros of F is symmetric w.r.t. both the real line and the imaginary line. In
, there exists exactly one simple real zero z n of F , and F has no zeros in the domain f 3 ¼ y 1 ð0; ÁÞy 2 ð0; ÁÞ _ j jð1; z; tÞ:
The estimates
yield (3.4), where C t ¼ e ð2tþ1ÞjIm zjþ2k pþqk t þk pk 1 .
(ii) From (3.4) we obtain for jnj
since e jIm zj e 4jsin zj for all jz À pnj f p=4, n A Z (see [PT] ). Hence, by
Rouché's theorem, F has the same number of roots, counting multiplicities, as sin z in each disc D p 4 ðpnÞ. Since sin z only has the roots pn (n A Z), the statement about the zeros of F in each disc follows. The zero in D p 4 ðpnÞ is real since F is real-valued on the real line.
Using (3.4) and e
jIm zj e 4jsin zj for all jz À pnj f p=4, n A Z, we obtain
This yields jF j > 0 in D 1 . As the function F has exactly one real zero z n in D p 4 ðpnÞ, n f n 0 , it therefore has no zeros in the domain D F . That the set of zeros of F is symmetric with respect to both the real line and the imaginary line follows from the fact that F is real-valued on both lines.
(iii) Using C G ð0; zÞ ¼ fC G ðx; zÞ; Fðx; zÞg (z A Z ) at x ¼ n t and (2.11), we obtain (3.5), where fy; ug ¼ yu 0 À y 0 u is the Wronskian. r
þ n as before, we define the sets
We describe the zeros of C 
Proof. (i) Lemma 2.1 and identity (2.17) yield that C G ðx; ÁÞ A Aðm n Þ (x f 0). Using (2.9) we deduce that C (iii) follows from the identities (2.17), (2.18). r
States of H which coincide with unperturbed states z 0 n have the following properties. 
Consider the case
As (3.5) gives
we find
. This yields (3.12) since ðÀ1Þ n q z jð1; m n Þ > 0 (see [PT] ).
(2) Lemma 2.1 gives m þ ðzÞ ¼ c n þ OðeÞ e as e ¼ z À z ! 0. Using (2.17), we obtain Using (i) and (ii), we obtain (iii).
(iv) We have C (ii) Assume that z ¼ m n andj jð0; zÞ 3 0. Then F ðzÞ 3 0 and each Rðx; ÁÞ, x > 0, does not have a singularity at z, and z B s vs ðHÞ.
(iii) Assume that z ¼ m n andj jð0; zÞ ¼ 0. Then z A s vs ðHÞ, C G 0 ðzÞ 3 0 and z is a simple zero of F , and each R 2 ðx; ÁÞ, x > 0, has a pole at z.
OðeÞ as e ¼ z À z ! 0, c 3 0. We distinguish two cases. First assumej jð0; zÞ 3 0. Then the identity (2.17) implies (3.14). Second, ifj jð0; zÞ ¼ 0, then (2.17) implies C þ 0 ðzÞ ¼Q Qð0; zÞ 3 0, which gives a contradiction. Thus the function Rðx; ÁÞ, x > 0, is not singular at z, and z B s vs ðHÞ, F ðzÞ 3 0.
(iii) Ifj jð0; zÞ ¼ 0, then (2.17) gives C þ 0 ðzÞ ¼Q Qð0; zÞ 3 0 sinceQ Qð0; zÞ 3 0 and bðzÞ ¼ 0. Moreover, we obtain C þ ðx; zÞ ¼Q Qðx; zÞ þ c ffiffi e p þ Oð1Þ j jðx; zÞ, and the function R 2 ðx; ÁÞ, x > 0, has a pole at z, z A s vs ðHÞ and F ðzÞ ¼ 0. r Lemma 3.5. Let l A g n , l 3 m 2 n , be an eigenvalue of H for some n f 0 and let 
Using the Wronskian of the functions C þ , C À and (2.11), we obtain
which yields (3.16) since kðzÞ ¼ pn þ ih for some h > 0 (see the definition of k before (2.11)). Then the identities (3.15), (3.16) imply (3.17). r
Proof of the main theorems
Proof of Theorem 1.1. (i) The asymptotics (1.7) were proved in Lemma 2.2. Statements (ii) and (iii) of Lemma 3.3 give (1.9) for the case of non-virtual states, i.e., those not coinciding with e G n . Lemma 3.4 implies (1.9) for the case of virtual states. Lemma 3.2 gives (1.8) for the case of non-virtual states. Lemma 3.4 implies (1.8) for the case of virtual states.
(ii) Using (ii) and (iii) of Lemma 3.3, we obtain (1.10).
(iii) Due to (i), z is a zero of F , so (3.4) yields (1.11). Lemma 3.1 (ii) completes the proof of (iii). r Using Lemma 3.1 and 3.2, we deduce that there exists exactly one simple state z n in each interval ½e À n ; e þ n for g n 3 j and for su‰ciently large n f 1. Moreover, the asymptotics
ð4:1Þ
By arguments analogous to the proof of (2.31), we obtain the identities
jðx; zÞqðxÞQ Qðx; zÞ dx;j jð0; zÞ ¼ Ð t 0 jðx; zÞqðxÞj jðx; zÞ dx; ð4:2Þ then a standard iteration procedure and (4.1) give the asymptotics
qðxÞ cos 2pnx dx. Using (2.13) and C G ¼Q Q þ m Gj j, see (2.17), we get
where we abbreviateQ Q 0 ¼Q Qð0; zÞ,j j 0 ¼j jð0; zÞ. By (4.3) and (4.4), we obtain . Combining these asymptotics with F ðz n Þ ¼ 0, we get
and the asymptotics q z jð1; m n Þ ¼ ðÀ1Þ
which yields (1.13). Now we denote by N ðr; f Þ the total number of zeros of f of modulus e r, and by N þ ðr; f Þ the number of zeros counted in N ðr; f Þ with non-negative real part, by N À ðr; f Þ those with negative real part (each zero being counted according to its multiplicity). Then the following result holds [Ko] .
and for each d > 0 the number of zeros of f of modulus e r lying outside both of the two sectors jarg zj < d, jarg z À pj < d is oðrÞ for r ! y.
We also denote by N þ ðr; f Þ (or N À ðr; f Þ) the number of zeros of f counted in N ðr; f Þ with non-negative (or negative) imaginary part, each zero being counted according to its multiplicity. Let s 0 ¼ 0 and Gs n > 0, n A N, be all real zeros of F and let n 0 be the multiplicity of the zero s 0 ¼ 0. Consider the entire function
The Levinson Theorem and Lemma 2.2 imply
where N 0 is the number of non-positive eigenvalues of H. Thus
which yields (1.14).
(ii) Using Lemma 3.5, we obtain the statements (ii) and (iii). r
Proof of Theorem 1.3. Let z ¼ e G n . Identity (3.5) and kðe Estimates (2.5) and e 
:
Then the estimate ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi x 2 þ y 2 p À y f x for y; x f 0 gives jp n j G p cn f jp sn j, which yields bðe þ n Þ jð1; e þ n Þ ¼ pn p sn þ Oð1=nÞ Gjp n j þ p cn þ Oð1=nÞ ¼ OðpnÞ ð4:10Þ since jp sn j f 1 n a . Combining (4.8)-(4.10) and (2.7), we obtain C 1 be any sequence, where s n A f0; 1g. We take jcn j > n Àa for large n A N 0 , and then choose the sign of q cn as follows, using Theorem 1.3 (i).
If s n ¼ 0 and l
, then takingcn > n Àa (orcn < Àn Àa ) we ensure that l n is an antibound state.
If s n ¼ 1 and l
, then takingcn < Àn Àa (orcn > n Àa ) we ensure that l n is an eigenvalue. r
The proof of Theorem 1.6 will be based on the following asymptotic result on the number of eigenvalues introduced in a gap by a compactly supported perturbation. This follows the original idea of [So] in the modified version of [Sc] . where % is the integrated density of states (1.17).
Proof. By the Glazman decomposition principle and the properties of the periodic problem on a half-line summarised in the Introduction above, the number of bound states of H t in W di¤ers by not more than 5 from the number of eigenvalues in W of the regular Sturm-Liouville operatorH H t on ½0; tt with Dirichlet boundary conditions. This number can be estimated by oscillation theory as follows. For l A W, let u be the (real-valued) solution of the equation Then yðtt; lÞ is continuous and monotone increasing as a function of l, and the number of eigenvalues ofH H t in W di¤ers by not more than 1 from 1 p À yðtt; E 2 Þ À yðtt; E 1 Þ Á .
In the following, we shall use the fact, which can be shown along the lines of [E2] , Theorem 3.1.2, and [Sc] , Corollary 1, that the Prü fer angleỹ y of any real-valued solution of the periodic equation Consider a division of the interval ½0; t into n parts, 0 ¼ s 0 < s 1 < Á Á Á < s nÀ1 < s n ¼ t. We set yðtt; E 2 Þ À yðtt;
and the assertion follows. r
To complete the proof of Theorem 1.6, we observe that Theorem 1.2 (iii) implies that K abs ðH t ; W ð2Þ Þ f 1 þ K bs ðH t ; WÞ, which together with (4.16) yields (1.18).
