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COMMANDE PAR LINÉARISATION ENTRÉE-SORTIE D’UN DRONE DE TYPE
QUADCOPTER À L’AIDE DE LA KINECT ONE
Brice HERNANDEZ
RÉSUMÉ
Le sujet de ce mémoire se porte sur l’implémentation d’un contrôleur pour un quadcopter. Deux
types de drones seront utilisés : Le Crazyﬂie v2.0 ainsi qu’un drone basé sur un châssis S500.
Une modélisation du drone sera faite dans un premier temps. Deux contrôleurs par linéarisation
entrée-sortie seront développés : un contrôleur d’attitude permettant le contrôle de l’orientation
ainsi qu’un contrôleur de position. Une loi d’adaptation sera introduite dans le contrôleur de la
position permettant de contrer des perturbations extérieures. La Kinect One sera utilisée pour
récupérer la position actuelle du drone. On utilisera une soustraction de l’arrière-plan comme
algorithme. Deux ﬁltres seront présentés aﬁn d’estimer la vitesse du drone : un ﬁltre passe-bas
du premier ordre ainsi qu’un ﬁltre de Kalman. Deux méthodes seront traitées pour obtenir les
moments d’inertie du drone. La première méthode se base sur l’approximation du drone en
objet simple (cylindres et tiges) permettant de facilement récupérer les moments d’inertie. La
deuxième méthode se basera sur le pendule tri ﬁlaire. Les deux méthodes permettent d’obte-
nir des résultats similaires. Le contrôleur sera implémenté à l’aide du micrologiciel Crazyﬂie
Firmware pour le Crazyﬂie et avec le micrologiciel PX4 pour le drone S500. Le drone S500
sera muni d’un Pixhawk suivi d’un Odroid pour effectuer les expérimentations. Avec ces conﬁ-
gurations, les drones suivent alors une trajectoire en cercle d’un rayon de 40 cm et de période
de 40 secondes avec une erreur de position de moins de 10 cm pour le Crazyﬂie et une erreur
de moins de 6 cm pour le drone S500 en régime permanent.
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ω2 Vitesse angulaire du moteur 2 (rad·s−1)
ω3 Vitesse angulaire du moteur 3 (rad·s−1)
ω4 Vitesse angulaire du moteur 4 (rad·s−1)
{i} Repère inertiel
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φ Angle de roulis (rad)
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rψ
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rθ
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i
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τ4 Couple produit par le moteur M4 (Nm)
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(m
ex Erreur entre la position xid et la position xi (m)
ey Erreur entre la position yid et la position yi (m)
ez Erreur entre la position zid et la position zi (m)
kp Gain proportionnel du contrôleur de position (s−2)
kd Gain dérivé du contrôleur de position (s−1)
Δˆx Perturbation extérieure éstimée exprimée dans le repère inertiel suivant l’axe
x du repère {i} (m·s−2)
Δˆy Perturbation extérieure éstimée exprimée dans le repère inertiel suivant l’axe
y du repère {i} (m·s−2)
Δˆz Perturbation extérieure éstimée exprimée dans le repère inertiel suivant l’axe
z du repère {i} (m·s−2)
Δ˜x Erreur d’estimation entre Δx et Δˆx (m·s−2)
Δ˜y Erreur d’estimation entre Δy et Δˆy (m·s−2)
Δ˜z Erreur d’estimation entre Δz et Δˆz (m·s−2)
Γx Gain de la loi d’adaptation pour Δ˜x (s−1)
Γy Gain de la loi d’adaptation pour Δ˜y (s−1)
Γz Gain de la loi d’adaptation pour Δ˜z (s−1)
{ f} Repère rétinien
{k} Repère du plan de l’image en millimètre
{c} Repère du plan de l’image en pixel
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c
kT Matrice de transformation passant du repère {k} à {c}
{ f0} Distance focale (mm)
uc Axe suivant x de l’image en pixel
vc Axe suivant -y de l’image en pixel
xkdrone Projection de la position xi sur le repère {k} (mm)
ykdrone Projection de la position yi sur le repère {k} (mm)
x f drone Projection de la position xi sur le repère { f} (mm)
y f drone Projection de la position yi sur le repère { f} (mm)
z f drone Projection de la position zi sur le repère { f} (mm)
ku Gain permettant de faire la relation entre la distance en pixel et en millimètre
dans la direction uc (pixel·s−1)
vu Gain permettant de faire la relation entre la distance en pixel et en millimètre
dans la direction vc (pixel·s−1)
θu Angle du repère {c} (rad)
uraw Signal bruité en entrée ﬁltre (m)
yraw Signal de sortie du ﬁltre (m)
ωr Pulsation du ﬁltre passe-bas (rad·s)
ζ Taux d’amortissement du ﬁltre passe-bas
B0 Bloqueur d’ordre 0 (S)
xˆi Estimation de la position xi (m)
yˆi Estimation de la position yi (m)
zˆi Estimation de la position zi (m)
Tech Temps d’echantillonnage (s)
wkal Bruit blanc venant du procédé (mm)
vkal Bruit blanc venant de la mesure (mm)
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σx Ecart-type du bruit de la position xi (mm)
σy Ecart-type du bruit de la position yi (mm)
σz Ecart-type du bruit de la position zi (mm)
Qkal Matrice de covariance pour vkal (mm2)
Rkal Matrice de covariance pour wkal (mm2)
mmoteur Masse d’un moteur du drone (kg)
mbase Masse du chassis du drone (kg)
mbras Masse d’un bras du drone (kg)
mre f Masse de l’objet de référence (kg)
l Distance entre le centre du moteur et le centre du chassis du drone (m)
lbras Longueur d’un bras du drone (m)
rbase Rayon du chassis du drone (m)
rdisque Rayon du disque d’essai (m)
Idisque Inertie du disque d’essai (kg·m2)
Ire f Inertie de l’objet de référence (kg·m2)
l f ils Longueur du ﬁls du disque d’essai(m)
τdisque Periode d’oscillation du disque (s)
τre f Periode d’oscillation de l’objet de référence (s)
Vbatterie Tension de la batterie du drone (V)

INTRODUCTION
La recherche sur les drones n’a cessé d’augmenter au cours de ces dernières décennies. Les
drones ont progressivement été ouverts au grand public permettant d’être utilisés dans plu-
sieurs domaines. On retrouve les drones dans le domaine médical, audiovisuel, de défense et
de sécurité. Les drones commencent aussi à être répandus dans le domaine de la livraison
notamment avec les achats en ligne.
Les drones, de type à voiture tournante, disposent de 6 degrés de liberté (où deux degrés de li-
berté peuvent se perdre sous certaines conditions). Leurs tailles varient du centimètre au mètre.
La dynamique du drone peut être modélisée facilement permettant l’implémentation de plu-
sieurs types de commande. Les composants de drones deviennent aussi de plus en plus bon
marché. Ces propriétés sont quelques raisons pour l’expansion des recherches sur les drones.
Les drones sont souvent utilisés à l’extérieur à l’aide d’un GPS (Global Positioning System).
La plupart des recherches se passent cependant dans des laboratoires. Le GPS ne pouvant pas
être utilisé, un autre système de détection de position doit être trouvé. Les solutions les plus
répandues sont alors les capteurs des mouvements. Ces capteurs peuvent s’avérer cependant
coûteux, limitant le développement de la recherche sur les drones.
La Kinect de Microsoft, destinée, dans un premier temps, pour le divertissement, a fait l’ob-
jet de plusieurs recherches sur la détection des mouvements humains. Ces recherches se sont
étendues sur la détection des objets. Le prix de la Kinect étant abordable, l’intérêt d’utiliser
la caméra est devenu important. En 2013, Microsoft sort une version améliorée de la Kinect
appelée Kinect One. Cette caméra offre une meilleure précision et une caméra haute déﬁni-
tion. Utiliser la Kinect One pour détecter la position d’un drone permet alors de tester des
commandes dans des laboratoires à un prix d’équipement abordable.
2L’objectif de ce mémoire est de développer un contrôleur pour le drone en prenant en compte
la Kinect One. Les essais se feront dans un laboratoire à l’intérieur dans une surface de quatre
mètres carrés au maximum. Les expérimentations se feront dans un enclos. Seul le drone sera
dans le champ de vision de la Kinect. Deux types de drones seront expérimentés. On modélisera
dans un premier temps la dynamique du drone. On utilisera ensuite cette modélisation aﬁn de
concevoir un contrôleur en position et en attitude en utilisant une linéarisation entrée-sortie. On
développera, par la suite, un algorithme se basant de la soustraction de l’arrière plan permettant
de récupérer, à partir de la Kinect, la position du drone. On estimera ensuite la vitesse actuelle
du drone par un ﬁltre passe-bas dans un premier temps ainsi qu’un ﬁltre de Kalman. Trois
méthodes seront alors proposées aﬁn de récupérer les paramètres du moteur. On pourra enﬁn
valider la commande par la simulation et par l’expérimentation en utilisant un micro drone
appelé Crazyﬂie ainsi que le drone S500 equipé d’une carte électronique appelée Pixhawk.
Ce mémoire est composé de 6 chapitres. Le premier chapitre présente une revue de littérature
sur les drones. Le deuxième chapitre montre une modélisation du drone. Le troisième chapitre
décrit trois méthodes différentes aﬁn de relever les paramètres du drone. Le quatrième cha-
pitre présente une loi de commande ainsi qu’une loi d’adaptation pour le drone. Le cinquième
chapitre propose deux méthodes aﬁn de relever la vitesse du drone ainsi que la position. Le





Les drones ont évolué tout au long de ce siècle pour être utilisés aujourd’hui dans plusieurs
domaines. Le drone est un engin volant n’ayant pas recours à un pilote humain. Ces aéronefs
autonomes ont été utilisés pour la première fois dans le domaine militaire pendant la Première
Guerre mondiale. L’ évolution de la technologie notamment au niveau de l’ électronique, a per-
mis d’améliorer les performances du drone de manière signiﬁcative. Les drones sont à présent
employés dans les domaines médical (Pulver et al. (2016)), audiovisuel (Nägeli et al. (2017))
et de l‘ingénierie (McCabe et al. (2017)). Plusieurs types de drones existent. Les drones dits
à voilure ﬁxe (Figure 1.2) se comportent comme des avions et sont beaucoup utilisés dans le
domaine militaire. Les drones dits à voilure tournante (Figure 1.1) se comportent comme des
hélicoptères et sont beaucoup utilisés dans le domaine de l’ audiovisuel et de la sécurité.
Figure 1.1 ASV 100
Tirée de Groizeleau (2014)
4Figure 1.2 RQ-4 Global Hawk
Tirée de Mer et Marine (2014)
Ce chapitre évoquera une catégorie des drones appelés quadcopter. On notera, de manière non
exhaustive, les différentes technologies derrière ces appareils, leurs applications, les différents
contrôleurs utilisés pour piloter le drone ainsi que les différents composants nécessaires au
fonctionnement du quadcopter.
1.2 Le quadcopter
Le quadcopter ainsi que les drones à voilure tournante se différencient aux drones à voilure
ﬁxe par leurs capacités à se déplacer avec un degré de liberté plus important. Le quadcopter a
l’avantage d’être pilotable facilement et d’être bon marché. Sa capacité à pouvoir faire des vols
stationnaires et à basses vitesses fait du quadcopter un élément intéressant dans l’utilisation du
drone dans le domaine de la recherche. Ces drones peuvent avoir plusieurs tailles différentes,
de la taille d’une pièce de monnaie (Figure 1.3) à plusieurs mètres de long. Les quadcopters
de petites tailles sont souvent catégorisés en tant que micro drones et disposent de propriétés
particulières. Le quadcopter fait partie de la catégorie des drones à voilure ayant plusieurs
rotors. Il est composé de cinq éléments principaux : les moteurs au nombre de quatre, le châssis,
la centrale inertielle (IMU), la carte électronique et le récepteur de radiocommunication.
5Figure 1.3 Crazyﬂie v2
Tirée de RobotShop (2017)
1.3 Les moteurs utilisés
Les moteurs utilisés peuvent être de type avec ou sans balais. Les moteurs avec balais sont
généralement utilisés pour les micro drones, leurs tailles pouvant être petites. Le moteur sans
balais est facile à commander. Une modulation de largeur d’impulsion (MLI) est souvent uti-
lisée pour contrôler les vitesses des moteurs. La vitesse du moteur est proportionnelle à la pé-
riode cyclique du signal MLI (Hughes (2006b)) lorsque la tension d’alimentation est constante.
Ce moteur a besoin d’une carte de puissance aﬁn de fournir assez de courant aux rotors. Son
rendement énergétique peut-être assez faible dû à sa structure lorsque l’on souhaite utiliser des
vitesses élevées. On préfère alors utiliser les moteurs sans balais pour des drones plus impo-
sants. Les moteurs sans balais utilisent la même structure qu’un moteur synchrone (Hughes
(2006a)). On peut, à l’aide d’un variateur de vitesse (ESC), utiliser le moteur sans balais avec
une tension continue comme alimentation. Le variateur de vitesse génère alors trois signaux dé-
phasés de 2π3 radians pouvant être de forme trapézoïdale ou sinusoïdale aux phases du moteur.
Le variateur de vitesse demande en général en entrée un signal MLI périodique de fréquence
comprise entre 50 et 400 Hertz d’une largeur d’impulsion entre 1000 et 2000 microsecondes.
61.4 Le centre inertiel
Le centre inertiel est une des composantes les plus importantes du drone. Il permet de ré-
cupérer les angles d’orientation ainsi que les vitesses angulaires. Le centre inertiel contient
trois capteurs ou deux capteurs : un gyroscope, un accéléromètre et un magnétomètre si l’on
parle d’un centre inertiel à 9 degrés de liberté. Le magnétomètre n’est pas inclus lorsque l’on
parle d’un centre inertiel à 6 degrés de liberté. Le gyroscope mesure la vitesse angulaire du
drone. Ce capteur a l’avantage de ne pas être trop bruité et n’est pas inﬂuencé par le champ
électromagnétique. L’intégration directe pour avoir les angles d’orientation est déconseillée.
L’intégration cumule en effet les erreurs au cours du temps. Un décalage entre l’angle actuel
et l’angle mesuré se fera au cours du temps. L’ accéléromètre mesure l’accélération linéaire
exercée par le drone. Ce capteur mesure correctement l’accélération si le dispositif ne vibre
pas fortement. Les accéléromètres sont très sensibles aux forces extérieures ce qui peut causer
des erreurs d’interpolation (Woodman (2007)). Ils ne peuvent donc pas être utilisés pour récu-
pérer directement la position en intégrant deux fois ou être utilisés uniquement pour trouver les
angles d’orientation.
Les capteurs ne peuvent individuellement mesurer les angles d’orientation du drone. Une so-
lution proposée dans la littérature est de faire une fusion de capteur (sensor fusion en anglais).
Cette méthode permet de combiner les informations données par les deux capteurs en même
temps aﬁn d’avoir un résultat plus précis sur les angles d’orientation. La fusion de capteur peut
se faire de différentes manières. L’utilisation du ﬁltre complémentaire a été utilisée dans de
nombreuses recherches (Euston et al. (2008) ; Mahony et al. (2005)). Le ﬁltre complémentaire
permet de donner un poids entre la valeur fournie par l’accéléromètre et la valeur du gyro-
scope. Il peut être cependant difﬁcile à avoir de bons résultats, le ﬁltre étant trop simpliste.
Le ﬁltre de Kalman a été beaucoup utilisé pour ce genre de problème et est considéré comme
une référence (Kalman et al. (1960) et Grover & Hwang (2012)). Une comparaison entre le
ﬁltre de Kalman et le ﬁltre complémentaire a été faite par Higgins (1975). Le ﬁltre de Kal-
man peut cependant être compliqué à réaliser lorsque l’on utilise des modèles non linéaires.
Le ﬁltre de Kalman étendue doit être utilisé (Marins et al. (2001)). Le temps d’exécution et la
7complexité de l’implémentation de ce ﬁltre peuvent devenir problématiques. D’autres solutions
existent, notamment l’utilisation de système ﬂou (Sung (2003)). Ce projet utilisera cependant
le ﬁltre utilisé par Madgwick et al. (2011). Ce ﬁltre se base sur les quaternions aﬁn d’éviter les
problèmes liés aux angles d’Euler. Il utilise un algorithme simple et rapide d’exécution.
L’utilisation de ces algorithmes sur le gyroscope et l’accéléromètre fonctionne correctement
lorsque les expériences se font sur un repère local. Les drones sont cependant beaucoup utilisés
à l’extérieur avec comme coordonnées une position précise par rapport à la Terre. Il faut alors
connaitre la direction du drone par rapport à celle-ci. On utilise pour cela le magnétomètre avec
le gyroscope et l’accéléromètre. On parle alors d’un ensemble AHRS (Attitude and Heading
Reference System). Les ﬁltres évoqués précédemment peuvent être utilisés pour ajouter le
magnétomètre.
1.5 La carte électronique
Aﬁn d’implémenter le contrôleur, lire les différents capteurs et envoyer des signaux aux mo-
teurs, une carte de commande doit être utilisée. Elle contient différents composants (microcon-
trôleur, ports entrées-sorties, module Ethernet, etc.). Il peut être fastidieux de réaliser une carte
de contrôle à partir de zéro. De nombreuses compagnies ainsi que certaines organisations ont
réalisé des cartes spéciﬁques à l’utilisation de drone. Une liste non exhaustive a été faite à la
suite de ce sous-chapitre.
1.5.1 NAVIO
Les produits NAVIO (Figure 1.4) sont des cartes incluant un système d’exploitation embarqué
basé sur Linux. Ils utilisent le nano-ordinateur Raspberry Pi permettant d’effectuer des opé-
rations complexes grâce à la performance du processeur. Les produits NAVIO ont une carte
WI-FI permettant la transmission rapide de données. Deux centres inertiels sont inclus per-
mettant d’avoir un système de redondance. Un baromètre ainsi qu’un récepteur GPS (Global
Positioning System) sont intégrés. Quatorze ports MLI sont intégrés (Emlid (2017b)).
8Figure 1.4 Navio2
Tirée de Emlid (2017a)
1.5.2 Erle-Brain
La famille Erle-Brain (Figure 1.5) dispose d’un système d’exploitation graphique basé sur Li-
nux contrairement aux NAVIO. Il dispose de quatre ports USB, d’un port audio, d’un câble
HDMI, des deux ports I2C (Inter-Integrated Circuit) ainsi qu’un port UART (Universal Asyn-
chronous Receiver Transmitter). Il a la particularité d’être directement compatible ROS (Robot
Operating System). Une centrale inertielle à 9 degrés de liberté ainsi, un capteur de tempé-
rature et un baromètre sont inclus. Douze ports MLI sont disponibles ainsi qu’un port MPI
(modulation en position d’impulsions) (Erle (2017a)).
9Figure 1.5 Erle Brain v1.1
Tirée de Erle (2017b)
1.5.3 Pixhawk
Le Pixhawk (Figure 1.6) dispose d’un processeur d’une fréquence de 168 MHz avec une ca-
pacité d’effectuer 252 millions d’instructions à la seconde. Il dispose de plusieurs ports de
périphéries(UART, I2C, CAN). Contrairement aux cartes évoquées précédemment, le Pixhawk
ne dispose pas d’un système d’exploitation basé sur Linux, mais utilise Nuttx. Un système em-
barqué comme un Raspberry Pi ou un Odroid est souvent utilisé en parallèle du Pixhawk aﬁn
d’effectuer des opérations plus complexes. Il dispose d’une centrale inertielle ainsi que de 14
ports MLI. Cette carte combinée avec un Odroid XU4 sera utilisée pour ce projet.
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Figure 1.6 Pixhawk
Tirée de Pixhawk (2017)
1.5.4 Autres
Les cartes vues précédemment peuvent être utilisées sur plusieurs types de véhicules différents
(drones, rovers, bateaux). Ils existent cependant des drones où la carte, suivie des capteurs, est
directement imposée. C’est le cas pour les micro drones ou encore du drone Parrot Bebop. Ce
genre de pratique permet de garantir la comptabilité des différents périphériques utilisés pour
le drone et d’avoir des performances optimales. Le Crazyﬂie, par exemple, dispose d’une carte
électronique propre au drone ainsi que son micrologiciel. Ce micrologiciel, étant un code à
source ouvert, permet le développement rapide et optimisé du drone. On utilisera le Crazyﬂie
pour tester le contrôleur sur un micro drone.
1.6 Unité de gestion de vol
On a vu précédemment l’utilisation de cartes électroniques munies de microcontrôleur permet-
tant d’implémenter le contrôleur du drone. On doit cependant programmer la carte correcte-
ment aﬁn de pouvoir avoir des résultats optimaux. De nombreux paramètres doivent être pris en
compte (gestion multi taches, gestion et calibrage des capteurs, protocole de communication).
La programmation peut rapidement devenir une tâche laborieuse. Une solution à ce problème
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est d’utiliser une unité de gestion de vol (ﬂight management unit en anglais). L’unité de ges-
tion de vol est un micrologiciel incluant toute la gestion des périphériques et des capteurs. Le
protocole de communication entre l’ordinateur mère et le drone est éventuellement géré. Le
micrologiciel est souvent prêt à l’emploi, l’utilisateur pouvant directement piloter un drone
une fois le logiciel implémenté dans le microcontrôleur. Plusieurs de ces unités de gestion de
vol sont un code à source ouvert. Il est alors facile de modiﬁer le code aﬁn de ne programmer
que le contrôleur tout en évitant de programmer toutes les couches aux alentours (notamment
le protocole de communication). Deux principales unités de systèmes de vol sont utilisées dans
l’industrie du drone : PX4 et Ardupilot.
1.6.1 PX4
Px4 (disponible sur https://dev.px4.io/en/) est un micrologiciel fonctionnant principalement
sur le système d’exploitation Nuttx. Il permet de contrôler plusieurs types d’ engins tels que
des voitures de course, des aéronefs à décollage et atterrissage verticaux, des drones à rotors
multiples, ainsi que des drones à voilure ﬁxe. Il permet d’utiliser le protocole de communication
standard Mavlink (Micro Air Vehicle Link). Sa facilité de programmation permet d’ajouter
facilement de nouvelles routines. Le code est complètement à source ouverte. PX4 dispose,
par défaut, d’un contrôleur de position pouvant utiliser le GPS ou une information par capture
de mouvement. Il dispose de plusieurs outils permettant la calibration des capteurs. Plusieurs
cartes sont compatibles avec ce logiciel notamment les cartes évoquées précédemment. On
décidera d’utiliser ce micrologiciel pour notre projet.
1.6.2 Ardupilot
Contrairement au PX4, Ardupilot peut-être directement installé sur le système d’exploitation
Linux (voir http://ardupilot.org/dev/). Comme le PX4, le micrologiciel est un code à source
ouvert. Il est aussi compatible avec le protocole de communication Mavlink. Le logiciel peut
être utilisé sur des types d’engins comme PX4. Ardupilot est connu pour avoir une variété
de contrôleurs permettant d’effectuer plusieurs types de missions (trajectoires acrobatiques,
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maintien d’une position, atterrissage automatique ...). Il est compatible par défaut avec des
GPS différentiels.
1.7 Technologies développées pour récupérer la position
La détection de la position du drone est primordiale à la conception du contrôleur. La techno-
logie utilisée doit être la plus précise possible et doit avoir un taux de rafraichissement rapide.
Différents capteurs sont utilisés suivant les exigences. Le baromètre ou le sonar peuvent être
utilisés pour contrôler l’altitude du drone. Ils peuvent poser cependant des problèmes lorsque
l’on veut contrôler l’aéronef dans toutes les directions. Le GPS est souvent utilisé pour avoir
un contrôle complet du drone par rapport à la Terre (Koehl (2012)). Le GPS différentiel per-
met d’améliorer la précision du GPS. Il faut cependant disposer d’une référence terrestre pour
utiliser ce dernier. Le GPS ne peut pas être utilisé en intérieur dû à l’impossibilité de capter un
signal provenant d’un satellite. D’autres méthodes doivent être alors utilisées pour récupérer
la position du drone dans un laboratoire. Deux méthodes principales existent : la vision par
ordinateur et la capture de mouvement. L’utilisation de la technique de modulation radio ULB
(Ultra Large Bande) commence à être perfectionnée pour avoir des résultats précis.
1.7.1 Vision par ordinateur
La vision par ordinateur est le traitement d’image effectué par un ordinateur à partir d’une
ou plusieurs caméras. Les caméras sont généralement placées sur le drone. Des marqueurs,
où leurs dimensions et positions sont connues, permettent à un ordinateur de calculer la po-
sition actuelle du drone à l’aide de différents algorithmes de traitement d’image (détection de
contours, détection de couleur, etc.). Des chercheurs (Yang et al. (2013)) ont réussi à faire at-
terrir un micro drone avec une image de référence et en utilisant une caméra. Cette technique
est cependant assez limitée et demande un algorithme complexe pour avoir la profondeur. La
vision par ordinateur ne permet pas de faire des trajectoires complexes et précises. On préféra
utiliser la capture des mouvements.
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1.7.2 Capture des mouvements
La capture de mouvement est utilisée dans plusieurs domaines (audiovisuel, jeux vidéo, ro-
botique...). Elle se compose généralement d’une ou plusieurs séries de caméra ou de capteurs
spéciﬁques (centrales inertielles, capteur magnétique ou optique). Ces capteurs sont souvent
suivis de marqueurs permettant la détection immédiate de l’objet à mesurer. Ces capteurs dis-
posent d’une unité de calcul permettant de faire le traitement d’information aﬁn de retrouver
la position de l’objet. Trois types de capture sont souvent utilisés pour la détection de position
pour un drone : l’Optitrack, le Vicon et la Kinect.
1.7.2.1 Optitrack
L’Optitrack est une série de caméras à infrarouge à taux de rafraichissement élevé (jusqu’à 340
Hertz). La précision de cette série de caméras peut être en dessous du millimètre (Chan et al.
(2017)). Un marqueur réﬂéchissant permet à Optitrack de détecter directement l’objet. Trois
marqueurs sur un objet peuvent alors détecter l’orientation. Les capteurs viennent directement
avec leur propre algorithme de détection d’objet et sont donc prêts à l’emploi. Des expériences
ont utilisé la vision par ordinateur ainsi qu’un système Optitrack aﬁn de contrôler un drone
suivant un être humain (Yao et al. (2017)). Dix caméras Optitrack ont été utilisées sur un drone
aﬁn de tester un contrôleur non linéaire par mode glissant (Robin (2017)).
1.7.2.2 Vicon
Le système Vicon est une série de caméras haute résolution permettant d’avoir la position et
l’orientation d’un objet avec un taux de rafraichissement très élevé (pouvant aller jusqu’à 600
Hertz) ainsi qu’une très grande précision pouvant aller en dessous du millimètre (Windolf et al.
(2008)). Ce système peut être utilisé à l’intérieur comme à l’extérieur sur une superﬁcie allant
de 20 mètres carrés. Plusieurs contrôleurs ont été implémentés avec succès. Le système Vicon
permet d’implémenter facilement un contrôleur de position non linéaire (Subramanian (2015)).
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Luis & Ny (2016) utilisent un modèle linéarisé avec le système Vicon aﬁn de contrôler un micro
drone.
1.7.2.3 Kinect
Les systèmes de capture de mouvement précédent peuvent s’avérer coûteux. Une solution bon
marché est d’utiliser une caméra Kinect développée par Microsoft. La Kinect a été conçue pour
le divertissement pour être utilisée à l’aide d’une console de jeux vidéo. Deux versions ont été
développées : la Kinect v1 ainsi que la Kinect v2 (dit Kinect One). Sarbolandi et al. (2015)
montrent les performances entre les différentes versions. La Kinect v2 utilise une résolution
haute déﬁnition et deux caméras infrarouges aﬁn de détecter la position d’un objet. Une caméra
couleur est aussi disponible ainsi qu’un microphone pour la reconnaissance vocale. Le taux
de rafraichissement est cependant faible par rapport aux systèmes précédents (30 Hertz). On
peut avoir une précision à l’échelle du millimètre sur une distance maximale d’environ quatre
mètres. On utilisera ce système pour notre projet.
1.8 Commandes utilisées pour contrôler un quadcopter
Aﬁn de contrôler un quadcopter en position et en orientation, un système de commande doit
être mis en place. Plusieurs types de commandes peuvent être utilisés. Une liste non exhaustive
est présentée dans ce chapitre.
1.8.1 Commandes linéaires
Les unités de gestion de vol utilisent en général des contrôleurs linéaires. La commande la plus
utilisée est le PID (Proportionnel Intégrateur Dérivé). Cette commande a été utilisée plusieurs
fois (Hoffmann et al. (2007) ; Yang et al. (2010)). Les termes d’intégration et de la dérivation
permettent d’obtenir une stabilité ainsi qu’une convergence de l’erreur à zéro de manière expo-
nentielle. Ce contrôleur n’a pas besoin de connaître le modèle dynamique du quadcopter. Une
amélioration à ce contrôleur est la commande linéaire quadratique (LQR) qui permet de faire
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un suivi de trajectoire en optimisant la consommation d’énergie. Jafari et al. (2010) utilisent ce
contrôleur avec succès avec un temps de réponse lent. Ces commandes permettent d’être im-
plémentées facilement et ont le bénéﬁce de pouvoir être utilisées sur différents types de drone
sans connaitre la dynamique. Il peut être cependant difﬁcile d’optimiser les gains facilement
aﬁn d’avoir des temps de réponses optimales. Il peut aussi être difﬁcile d’utiliser ces contrô-
leurs pour faire des trajectoires plus compliquées (trajectoires acrobatiques par exemple).
1.8.2 Commande non linéaire par backstepping
Cette commande décrite par Kanellakopoulos et al. (1991) a permis d’utiliser la dynamique
du drone ainsi que la théorie de Lyapunov aﬁn d’assurer la stabilité du contrôleur. Le principe
consiste à diviser le système en plusieurs sous-systèmes en cascade. Les lois de commandes
sont alors faites pour chaque sous système, de manière décroissante, jusqu’à avoir une loi de
commande globale pour tout le système. Plusieurs recherches sur le quadcopter ont été faites
aﬁn d’utiliser ce contrôleur. Das et al. (2009) et Raffo et al. (2008) utilisent le contrôleur backs-
tepping en position et en attitude. Il se peut cependant que l’incertitude des paramètres puisse
engendrer des erreurs de position. Amiri et al. (2013) utilisent alors une action intégrale pour
converger les erreurs à zéro. L’action intégrale entraine cependant un dépassement au début de
la trajectoire. Des commandes backstepping adaptatives ont été mises en place aﬁn d’estimer
les paramètres de la dynamique du quadcopter (Zuo (2013)). Ces commandes adaptatives per-
mettent aussi d’estimer des forces extérieures permettant d’assurer une convergence de l’erreur
à zéro.
1.8.3 Commande par mode glissant
La commande par mode glissant permet, à partir de la théorie de Lyapunov, d’obtenir une sur-
face de glissement où les variables d’états du système à contrôler sont maintenues dans cette
région. Plusieurs recherches telles que Bouadi & Tadjine (2007) et Benallegue et al. (2008)
démontrent la stabilité de la commande avec des paramètres dynamiques et perturbations exté-
rieures inconnues. Cette commande dispose d’un problème bien particulier appelé chattering.
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Ce phénomène peut provoquer des secousses au système. Plusieurs techniques sont utilisées
pour essayer de réduire ce phénomène. Bandyopadhyay et al. (2013) utilisent un contrôleur
permettant de modiﬁer les gains de manière dynamique aﬁn de réduire le phénomène. Gonzá-
lez et al. (2014) utilisent une fonction de saturation aﬁn de corriger le problème. Des fonctions
linéaires, comme une fonction avec une loi exponentielle, permettent (Fallaha et al. (2011))
de réduire le chattering. Lee et al. (2009) utilisent une commande adaptative avec la com-
mande par mode glissant aﬁn de contrôler un quadcopter et comparent cela à un contrôleur de
linéarisation entrée-sortie.
1.8.4 Linéarisation entrée-sortie
La linéarisation entrée-sortie permet d’utiliser des lois de commande linéaires sur des systèmes
non linéaires. Le principe est d’utiliser un changement de variable aﬁn de trouver une variable
d’état linéaire décrivant la dynamique du drone. Yaou et al. (2013) proposent une linéarisa-
tion entrée-sortie en utilisant les crochets de Lie pour contrôler les quadcopters. Il est possible,
à partir de la théorie de Lypunov, d’utiliser une commande adaptative aﬁn de contrôler un
drone ayant des paramètres inconnus ainsi que des perturbations extérieures. Une fois la va-
riable d’état linéarisée, il devient simple d’implémenter n’importe quelles lois linéaires. Cette
méthode, étant facile à réaliser et facilement modiﬁable, sera implémentée pour ce projet.
1.9 Conclusion
Ce chapitre a énuméré les différentes technologies utilisées pour contrôler un quadcopter. On
a vu plusieurs moyens d’implémentation permettant de faciliter la réalisation du contrôleur.
Plusieurs types de capteurs peuvent être utilisés aﬁn de récupérer la position et l’orientation
du drone. On utilisera pour ce projet le Pixawk avec le micrologiciel PX4 pour implémenter le
contrôleur sur un drone. Le micro drone Crazyﬂie sera aussi utilisé pour tester l’efﬁcacité du




2.1 Fonctionnement théorique du drone
Le quadcopter est constitué de 4 moteurs permettant d’orienter le drone (Figure 2.1). Les vi-
tesses ω1 et ω3 des moteurs M1 et M3 vont dans le sens inverse des aiguilles d’une montre et les
vitesses ω2 et ω4 des moteurs M2 et M4 dans le sens des aiguilles d’une montre. Le quadcopter
peut s’orienter de différentes manières : la conﬁguration dite en plus, dans laquelle le nez du
drone se situe en face du moteur M1 et la conﬁguration en croix (ou cross en anglais) où le nez
se trouve entre les moteurs M1 et M2. Une rotation positive de l’angle en lacet s’effectue en
augmentant les vitesses des moteurs M2 et M4 par rapport aux vitesses des moteurs M1 et M3.
Une augmentation des vitesses des moteurs M1 et M3 par rapport aux vitesses des moteurs M2












Figure 2.1 Repères principaux du drone
Lorsque le drone est dans une conﬁguration en croix, la différence de vitesses des quatre mo-
teurs est utilisée pour effectuer une rotation en roulis ou en tangage. En effet, une augmentation
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des vitesses des moteurs M1 et M4 par rapport aux vitesses des moteurs M2 et M3 permet d’avoir
une rotation en tangage positive et inversement pour une rotation négative. Une augmentation
des vitesses des moteurs M1 et M2 par rapport aux vitesses des moteurs M3 et M4 réalise une
rotation positive en roulis et inversement pour une rotation négative.
Lorsque le drone est dans une conﬁguration en plus, la différence de vitesses de deux moteurs
est utilisée pour faire les rotations en roulis et en tangage. Une augmentation de vitesse du
moteur M1 par rapport à M3 fera une rotation positive en tangage. Une augmentation de la
vitesse du moteur M4 par rapport à M2 fera une rotation positive en roulis.
Deux repères principaux sont utilisés pour décrire le mouvement du drone. Le repère {i} re-
présente le repère inertiel. Il est ﬁxe par rapport à la Terre. Le repère {b} représente le repère
du corps du drone. L’axe z du le repère {b} est toujours normal au corps du drone. Le repère
{b} a été pris de sorte à être dans une conﬁguration en croix.
L’orientation du drone peut être représentée de manières différentes. On peut, en effet, utiliser
les quaternions (Jia (2016)) ou les angles d’Euler. Contrairement aux angles d’Euler, les quater-
nions n’ont pas besoin d’avoir des repères auxiliaires pour être décrits proprement. Ils peuvent
aussi éviter le phénomène, dit blocage de cadran (ou gimbal lock en anglais), qui enlève deux
degrés de liberté au drone. Ce phénomène ainsi que les quaternions seront expliqués plus en
détail dans la suite de ce chapitre.
2.2 Changement de repère entre le repère inertiel et le repère du corps du drone
Trois repères auxiliaires {ri},{rψ} et {rθ} doivent être utilisés pour décrire les angles d’Euler.
On utilisera la convention lacet-tangage-roulis à savoir (Figure 2.2) :
a. L’origine du repère {ri} se trouve au centre du corps du drone. Son orientation est la même
que l’orientation du repère inertiel {i} ;
b. Le repère {rψ} suit une rotation d’angle ψ sur l’axe z du repère {i} ;
c. Le repère {rθ} suit une rotation d’angle θ sur l’axe y du repère rψ ;
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d. Le repère {rθ} suit une rotation d’angle φ sur l’axe x du repère rθ et est confondu avec le
repère {b}.
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Figure 2.2 Repères auxiliaires du drone
Des matrices de rotation permettent de décrire les changements de repère. On appellera xyR la
matrice de rotation permettant de passer du repère {y} au repère {x}. On a alors les matrices





























On peut, à partir des équations (2.3), (2.1) et (2.2), retrouver la matrice de rotation briR permet-

















Autrement dit, un vecteur iX exprimé dans le repère {i} peut être exprimé dans le repère {b}
par un vecteur bX à l’aide de l’expression suivante :




Le quadcopter dispose d’un gyroscope permettant de relever les vitesses angulaires du drone
par rapport au repère {i} et exprimées dans le repère {b}. Ces vitesses peuvent être symbolisées
par un vecteur bω . Ce vecteur est composé de trois coordonnées p,q,r décrivant respectivement









Aﬁn de pouvoir implémenter une commande permettant de contrôler l’orientation du drone, les
vitesses des angles d’Euler doivent être exprimées. Il est donc important de trouver une relation
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entre les données venant du gyroscope et les angles. Il peut être démontré (Craig (2005)) que
le changement de repère d’une vitesse angulaire d’un repère à un autre est :
i+1ω i+1 = i+1i R
iω i+ θ˙ i+1i+1Zˆ i+1 (2.8)
Avec i+1ωi+1 la vitesse angulaire du repère {i+1} par rapport au repère inertiel exprimé dans
le repère{i+ 1}, i+1i Ri la matrice de rotation passant de l’ancien repère au nouveau, θ˙i+1 la
vitesse angulaire de l’angle de rotation et i+1Zˆi+1 le vecteur unitaire colinéaire avec l’axe de






































bω =J η˙ (2.11)
2.4 Relation entre les angles d’Euler et les quaternions
Aﬁn de voir les limites de la modélisation avec les angles d’Euler, la matrice J doit être inver-










La relation (2.12) permet de voir les limites de la modélisation du drone avec les angles d’Euler.
φ¨ et ψ¨ sont indéﬁnis lorsque θ est à 90 degrés. Le drone perd alors deux degrés de liberté.
On appelle ce phénomène blocage de cadran. Utiliser les angles d’Euler interdit au drone de
faire des trajectoires plus compliquées (faire des trajectoires acrobatiques par exemples). Ce
projet se limitant à faire des trajectoires simples, l’orientation du drone n’atteindra jamais ces
singularités.
Ces singularités peuvent cependant poser un problème lorsque l’on essaie de récupérer les
angles d’orientation à l’aide de capteurs (gyroscope, accéléromètre et magnétomètre). Les
drones utilisés dans ce projet utilisent les quaternions pour relever les orientations, il est donc
important de comprendre les fondamentaux ainsi que la relation entre les angles d’Euler et
les quaternions. Les quaternions permettent de décrire l’orientation d’un repère en utilisant un









Figure 2.3 Représentation d’un quaternion
Une manière de déﬁnir un quaternion q est de déﬁnir ses éléments de la manière suivante :
q =
[




cos(θre f2 ) uˆx sin(
θre f
2 ) uˆy sin(
θre f






Avec uˆx, uˆy et uˆy les éléments du vecteur unitaire. Le conjugué du quaternion q est représenté
alors de la manière suivante :
qcon j =
[
q1 −q2 −q3 −q4
]
(2.14)
Si l’on déﬁnit abq le quaternion permettant de décrire l’orientation d’un repère {b} par rapport
à un repère {a} et va un vecteur donné dans le repère {a}, la relation décrivant le vecteur va







⊗ baqcon j (2.15)
Le symbole⊗ étant le produit des quaternions en utilisant le principe de Hamilton (Jia (2016)).
On peut alors, à partir des relations (2.13), (2.14) et (2.15), établir la matrice de rotation de










À partir de la matrice de rotation inverse de l’équation (2.5) et par identiﬁcation, on se retrouve
avec les expressions suivantes :
ψ =arctan2(2q2q3+2q1q4,2q21−1+2q22) (2.17)
θ =− arcsin(2q2q4−2q1q3) (2.18)
φ =arctan2(2q3q4+2q1q2,2q21−1+2q24) (2.19)
Comme dit précédemment, l’utilisation des quaternions permet d’éviter des singularités. On
remarque cependant dans l’équation (2.18) une possibilité d’avoir plusieurs solutions.
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Ce phénomène peut se retrouver lors de la conception du contrôleur de position, une étude de
cas doit alors être faite.
2.5 Dynamique du drone
Les forces exercées sur le drone peuvent être exprimées dans le repère inertiel avec les lois de
Newton :




















Le vecteur bF représente la force (thrust en anglais) de portance exprimée dans le repère {b}.









Avec T la valeur de la force de portance en N.
mΔ représente des forces extérieures s’exerçant sur les drones. Ces forces peuvent provenir de










On peut noter que les forces dues à la résistance de l’air ne sont pas incluses. Le drone volera
en faible vitesse créant ainsi des forces de la résistance de l’air faible par rapport aux autres
forces. Les relations de Newton ainsi que les effets de Coriolis stipulent que :
bF totale = m(bv˙+ bω × bv) (2.24)
Avec bFtotale les forces mentionnées dans l’équation (2.20) exprimées dans le repère {b} et
bv un vecteur des vitesses linéaires du drone par rapport au repère inertiel exprimées dans le



























Les équations du moment d’Euler indiquent que :











Et I le tenseur d’inertie. On peut ajouter dans l’expression (2.27) les couples créés par la rota-
tion des hélices dues à un effet gyroscopique. Ces couples sont exprimés par la relation :








Avec Jm l’inertie d’un des rotors des moteurs et Ωr la vitesse angulaire relative des hélices
soient :
Ωr = ω1+ω3−ω2−ω4 (2.30)
Les trajectoires utilisées dans ce projet sont lentes. Les angles de tangage et de roulis sont au
voisinage de zéro tout au long des expérimentations. Les effets gyroscopiques, dans ces condi-
tions, inﬂuencent peu le drone. Ils peuvent donc être négligés. On néglige aussi les couples
créés dus à la résistance à l’air pour les mêmes raisons évoquées précédemment pour les forces.
Le drone peut être considéré comme étant symétrique par rapport au repère {b}. L’origine du
repère {b} est située au centre du drone. Le drone est considéré comme un corps rigide. On









On décrit, avec les équations (2.11), (2.20) et (2.27), la dynamique du drone en un vecteur
d’état de la forme :



















































2.6 Relation entre les forces et les couples du drone et des moteurs
Les forces et les couples vus dans la dynamique du drone vont être utilisés aﬁn de concevoir
le contrôleur du drone. On commande cependant les 4 moteurs du drone décrit dans le fonc-
tionnement théorique du drone. Il est important de trouver une relation entre les forces et les
couples des moteurs et du drone. Soit Fn et τn la force et le couple produits par le moteur Mn.
En prenant l la longueur entre l’axe d’un moteur et le centre du drone, on retrouve les relations
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uψ =τ2+ τ4− τ1− τ3 (2.38)
T =F1+F2+F3+F4 (2.39)
Les vitesses des moteurs, leurs forces et leurs couples sont reliés par les relations (Deters et al.
(2014)) :





Avec n le numéro du moteur d’une hélice, ρ la densité de l’air et D le diamètre d’une hélice.CT
et CP sont des fonctions dépendantes des vitesses des moteurs. Elles dépendent également des
caractéristiques des hélices. Ces fonctions sont en pratiques approximées par des constances
déduites expérimentalement. On utilisera un appareil de mesures permettant de mesurer la force
et le couple produit par un moteur aﬁn d’interpoler ces fonctions.
L’appareil de mesure permettra aussi de mesurer la force du moteur en fonction de la tension
appliquée à celui-ci. Il est donc utile d’inverser les relations (2.36), (2.37), (2.38) et (2.39). On






Fn = f (ωn)Fn (2.42)
29



































































































On a vu les différentes relations permettant de modéliser le drone. Ceci nous a permis de
récupérer les équations décrivant les couples et les forces du drone. On a enﬁn établi la relation
entre les forces, les couples du drone et les forces des moteurs. On doit à présent trouver les




Le chapitre précédent présente une modélisation de la dynamique du drone où les moments
d’inertie ainsi que la masse du drone doivent être connus. La masse d’un drone peut être pesée
facilement. Les moments d’inertie sont cependant plus compliqués à obtenir. Un appareil de
mesure doit aussi être utilisé pour déterminer la relation entre les vitesses des hélices et les
forces exercées. On essayera dans ce chapitre de trouver les paramètres du drone S500. On
abordera une méthode théorique, expérimentale et une basée sur un modèle de simulation.
3.1 Drone basé sur le châssis S500
Le drone utilisé sera un quadcopter où le châssis S500 sera pris comme base de la structure
(Figure 3.1). Il est muni de plusieurs éléments :
a. La carte électronique est le Pixhawk muni du micrologiciel PX4. Il sera utilisé pour im-
plémenter le contrôleur et permettra de commander les moteurs ;
b. Le micro-ordinateur Odroid XU4 muni d’un dongle WI-FI permettra de faire une relation
en WI-FI entre l’ordinateur, où les trajectoires et les informations de la Kinect seront
envoyées, et le Pixhawk ;
c. Une batterie Turnigy 3300mAh permettant d’avoir une autonomie d’environ dix minutes ;
d. On utilisera une télécommande Spektrum DX6i suivie de son receveur de canaux AR610 ;
e. Quatre moteurs sans balais Multistar Elite 2216 KV920 munis de ses contrôleurs de vi-
tesse, Multistar SBEC4A Turnigy 20A.
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Figure 3.1 Drone S500
3.2 Mesure des moments d’inertie
3.2.1 Méthode théorique
On peut considérer le quadcotper comme étant un corps rigide où la majorité de la masse mbase
est répartie dans un cylindre de rayon rbase et de hauteur hbase situé au centre du drone. Les
bras sont considérés comme des tiges d’une longueur lbras et de masse mbras. Les moteurs sont
modélisés par des cylindres de rayon rmoteur, de hauteur hmoteur et de masse mmoteur (les masses












Figure 3.2 Modèle théorique d’un quadcopter
On peut alors, à partir du théorème des axes parallèles ainsi que les formules des moments





































On utilisera cette méthode pour le drone S500 aﬁn de comparer les résultats entre la théorie et
l’expérimentation. Le tableau 3.1 montre les caractéristiques du drone S500.
Tableau 3.1 Propriétés du drone S500
mbras (kg) mbase (kg) rbase (m) lbras (m) mmoteur (kg) rmoteur (m) hbase (m) l (m) hmoteur (m)
0,0704 0,7662 0,08 0,18 0,0766 0,014 0,085 0,24 0,031
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On retrouve alors les résultats :
Ixx =0,0122 kg ·m2 (3.4)
Iyy =Ixx (3.5)
Izz =0,0232 kg ·m2 (3.6)
3.2.2 Méthode expérimentale
La méthode précédente peut être une bonne approximation si les masses des différents compo-
sants sont réparties de manière équilibrée. Une solution alternative est d’utiliser une manière
expérimentale. Une des manières possibles est la méthode du pendule tri ﬁlaire. La méthode
consiste à utiliser un disque d’une masse mdisque et dont la distance entre le centre du disque
et les ﬁls est de rdisque. Les trois ﬁls suspendus au plafond ont une longueur l f ils. Les ﬁls sont
accrochés au disque de sorte à être séparés de 120 degrés par rapport au centre. On fera une





Figure 3.3 Méthode du pendule tri ﬁlaire
On peut alors démontrer (Harris & Piersol (2002)) que le moment d’inertie Idisque sur l’axe c








Avec τdisque la période d’oscillation du disque. Si l’on attache un objet, de moment d’inertie
sur l’axe c Iob jet , de masse mob jet et de période d’oscillation τob jet , au disque on obtient une
inertie totale de :






Si l’on utilise une référence, où son moment d’inertie Ire f , sa masse mre f et la période d’oscil-











(mdisque+mre f )τ2re f −mdisqueτ2disque
)
(3.10)









Ire f (mdisque+mob jet)τ2ob jet −mdisqueτ2disque













Il est alors possible de trouver le moment d’inertie d’un objet sur l’axe étant le même que c
à partir d’un objet de référence. On peut, par exemple, récupérer un objet de forme cubique
étant composé d’une seule matière dont la masse est connue. Les moments d’inertie sur l’axe
du centre de gravité sont alors simples à calculer et peuvent être utilisés comme une référence.
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On a utilisé, pour calculer les moments d’inertie Ixx, Iyy et Izz du drone, une horloge permettant
de chronométrer le temps au quadcopter à faire dix oscillations aﬁn de pouvoir agrandir la
précision. L’expérience a été réalisée trois fois sur un même axe aﬁn de réaliser une moyenne.
Figure 3.4 Mesure du
moment d’inertie Ixx
Figure 3.5 Mesure du
moment d’inertie Iyy
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Figure 3.6 Mesure du
moment d’inertie Izz
Le tableau 3.2 présente les différents résultats des moments d’inertie obtenus à partir de cette
méthode.
Tableau 3.2 Données de la mesure des moments d’inertie
Référence Disque Drone pour Ixx Drone pour Iyy Drone pour I zz
Masse (kg) 0,2408 0,0908 1,354 1,354 1,354
Période (s) 2,708 2,68 1,856 1,85 2,452
Inertie (kg.m2) 0,0052 inconnue 0,0126 0,0125 0,0235
On peut voir que nous avons des résultats proches de la méthode théorique. Cette méthode fonc-
tionne correctement lorsque la masse du drone est largement supérieure avec celle du disque.
Ceci n’est cependant pas le cas lorsque l’on veut mesurer les moments d’inertie d’un micro
drone. La masse de ce dernier étant négligeable par rapport au disque, la technique employée
ne peut pas être utilisée. On a alors recours à la méthode se basant sur un modèle en 3D.
3.2.3 Méthode par modélisation 3D
La précision de la méthode experimentale dépend de plusieurs facteurs : la précision au niveu
du relevé de la periode d’oscillation, le placement du drone sous le disque, la présence d’oscil-
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lations non voules. Une solution à ce problème est d’utiliser un logiciel de modélisation 3D. On
peut alors modéliser chaque pièce du drone ainsi que donner une masse aux pièces. Le logiciel
calculera alors les moments d’inertie totaux lorsque l’on assemblera les pièces. On concevra
un modèle 3D du drone S500 sur le logiciel Solidworks (Dassault Systèmes (2017)) (Figure
3.7). Le tableau 3.3 montre les moments d’inertie pour le drone.
Tableau 3.3 Moments d’inertie par
Solidworks du drone S500
Ixx (kg · m2) Iyy (kg · m2) I zz (kg · m2)
0,012 75 0,012 78 0,022 71
Figure 3.7 Modèle 3D du drone S500
3.3 Relation entre les forces et les signaux MLI
On a vu dans la section précédente les méthodes pouvant être utilisées aﬁn de trouver les
moments d’inertie. La commande du drone enverra en sortie les couples selon l’orientation
du drone ainsi que la force de portance. On utilisera alors ces résultats aﬁn de déterminer les
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forces exercées par chaque moteur (voir la relation (2.44). Les forces ne sont cependant pas
directement contrôlables en pratique. La carte de commande envoie en sortie des signaux MLI
faisant varier les vitesses des moteurs. On a besoin de trouver une méthode aﬁn de déterminer
la relation entre les signaux MLI ainsi que les forces.
Le drone S500 utilise des moteurs sans balais munis de contrôlleurs de vitesse. Le signal MLI
envoyé par la carte de commande ne sert alors pas à obtenir une période cyclique pour la
tension du moteur. Le contrôleur de vitesse dispose d’un microprocesseur permettant de créer
à partir du signal MLI trois signaux déphasés de 120 degrés pour alimenter le moteur. Il devient
alors difﬁcile d’établir une relation directe entre le signal MLI envoyé et la tension efﬁcace du
moteur pour contrer la chute de tension de la batterie. On utilise dans un premier temps un
dynamomètre de série 1580 de RCbenchmark (Figure 3.8). Cet appareil de mesure dispose en
plus de quatre sorties MLI, d’un accéléromètre, d’un voltmètre, d’un ampèremètre et permet
de mesurer la vitesse du moteur.
Figure 3.8 Mesure de la force
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On récupère alors la force exercée par le moteur en fonction de la largeur d’impulsion en μs.
On obtient le résultat suivant (Figure 3.9) :














Courbe de tendance y(Fn)
y(Fn) = −13, 0701F
2
n + 227, 6249Fn + 1036, 3
Figure 3.9 MLI en fonction de la force du moteur
On peut alors, à l’aide de la courbe de tendance, déterminer une équation permettant de relier
la force d’ un moteur. On trouve :
Largeur d′impulsion(μs) =−13,0701F2n +227,6249Fn+1036,3 (3.14)
On veut trouver la relation entre le couple et la force d’un moteur. On utilise alors la mesure
suivante (Figure 3.10) :
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Force du moteur (N)
Courbe de tendance y(τn)
y(τn) = 72, 17τn − 0, 047
Figure 3.10 Relation entre la force et le couple d’un moteur
On peut alors, à l’aide d’une régression linéaire, obtenir une courbe de tendance décrite par :
Fn = 72,17τn−0,047 (3.15)
Il est important de noter que ces relevées ont été pris lorsque la batterie était complètement
chargée. La tension de la batterie chute en effet en fonction du temps. Les résultats indiqués
ci-dessus ne correspondront alors plus à la réalité. On décidera de modéliser la chute de tension
par une force externe ﬁctive qui perturberait le drone. La loi adaptative sera alors utilisée pour
corriger ce problème.
3.4 Conclusion
On a vu tout au long de ce chapitre trois méthodes permettant de récupérer les moments d’iner-
tie. On utilisera les valeurs des moments d’inertie données par la méthode expérimentale pour
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le drone S500 lors de l’implémentation. On a determiné ensuite la relation entre la force et les
signaux MLI aﬁn de pouvoir correctement commander les drones. La relation a été trouvée à
l’aide du dynamomètre 1580 de RCbenchmark. Les paramètres du drone sont à présent connus.
On peut concevoir la commande.
CHAPITRE 4
COMMANDE DU QUADCOPTER
4.1 Structure de la commande
On contrôlera le drone en deux parties. Un contrôleur d’attitude gérant l’orientation du drone
sera mis en place. Ce contrôleur aura pour entrées les angles de rotation (roulis, lacet et tangage)
ainsi que la force de portance désirée et en sortie les couples nécessaires à la rotation du drone.
On pourra alors utiliser les couples et la force de portance pour retrouver les forces nécessaires
des 4 moteurs en utilisant la relation (2.44). Les angles de rotation désirés ainsi que la force de
portance seront retrouvés grâce au contrôleur de position dans lequel les positions voulues du
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Figure 4.1 Structure de la commande du drone
Aﬁn que les contrôleurs fonctionnent correctement, il est impératif que le contrôleur d’attitude
s’exécute plus rapidement que le contrôleur de position. Il faut de plus que ce contrôleur se
mette à jour rapidement (de l’ordre d’une centaine de Hertz). Le contrôleur d’attitude doit en
effet pouvoir changer les vitesses des moteurs avant qu’une nouvelle information sur les angles
désirés soit venue. De plus, les contrôleurs doivent pouvoir faire leurs opérations plus rapide-
ment que l’obtention d’une nouvelle information venant des différents capteurs de position et
d’angle. Tout ceci doit être pris en compte lors de la réalisation du contrôleur en pratique.
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4.2 Linéarisation du modèle et conception des contrôleurs du drone
La dynamique du drone est fortement couplée et non linéaire comme on peut le voir dans la
relation (2.33). Il est donc nécessaire de linéariser le modèle aﬁn de pouvoir concevoir nos
contrôleurs. Le but de la linéarisation est de trouver une variable d’état représentant le drone
de la forme :
Z˙ = AZ +Buent (4.1)
On séparera la variable d’état montrée dans (2.33) en deux parties aﬁn de concevoir le contrô-
leur d’attitude et de position.

















































4.2.1 Linéarisation entrée-sortie et conception du contrôleur d’attitude
Il est important de déﬁnir quelques notations avant de linéariser la variable décrite dans l’équa-





On note les dérivées i fois successives Lif h(x) de Lie par rapport à f (x) :
Lif h(x) = Lf (L
i−1
f h(x)) (4.5)
La linéarisation de la variable d’état (4.2) consiste à faire un changement de variable aﬁn de
retrouver une forme décrite dans l’équation (4.1). En posant :
ya =ha(Θ ) (4.6)













































Il est facilement démontrable que Lgaha = 0. On obtient par conséquent une relation ne dépen-




























En injectant uΘ dans (4.16), on retrouve z˙a2 = v. N’importe quelle commande linéaire peut être






v =Θ¨ d + kΘ p·EΘ + kΘd·E˙Θ (4.22)
Avec Θ¨d les accélérations désirées des angles d’orientation, EΘ = Θd −Θ l’erreur entre les
positions des angles désirées Θd et les angles actuels, E˙Θ = Θ˙d −Θ˙ l’erreur entre les vitesses
désirées Θ˙d et les vitesses des angles actuelles et kΘ p et kΘd des constantes positives. En déve-





+ vφ − q
2 sin(2φ)
2
− vψ sin(θ)−qr cos(2φ)
)
+qr (−Iyy+ Izz) (4.23)
uθ =Ixxpr+ Iyy
(
pr+ vθ cos(φ)+q2 cos(φ)3 tan(θ)− r2 cos(φ)3 tan(θ)+ vψ cos(θ)sin(φ)
−q2 cos(φ) tan(θ)+2r2 cos(φ) tan(θ)+ 3qr sin(φ) tan(θ)
2




uψ =− Ixxpq+ Iyypq+ Izz
[
vψ cos(φ)cos(θ)− vθ sin(φ)− tan(θ)
(
sin(φ)q2 cos(φ)2






On peut voir que chaque couple dépend de plusieurs lois de commande. Les expressions précé-
dentes peuvent être difﬁciles à manipuler lors de la conception d’une commande. Une solution
à ce problème est d’étudier la dynamique du drone lorsque les angles d’orientation φ et θ sont













En utilisant la procédure faite précédemment on trouve les couples suivants :
uφ =Ixxvφ +(Izz− Iyy)ψ˙θ˙ (4.27)
uθ =Iyyvθ +(Ixx− Izz)φ˙ ψ˙ (4.28)
uψ =Izzvψ +(Iyy− Ixx)φ˙ θ˙ (4.29)
Cette approximation peut être réalisée que pour des trajectoires et manœuvres du drone parti-
culières. Nous utiliserons des trajectoires simples où les angles d’orientation φ et θ du drone
seront toujours au voisinage de zéro. Nous pourrons donc utiliser cette approche.
4.2.2 Conception du contrôleur de position
On souhaite commander le drone en position en utilisant la variable d’état (4.3). On peut ce-
pendant voir que nous avons des forces Δx, Δy et Δz dont leurs valeurs sont inconnues. Les
perturbations sont considérées comme étant bornées et variant peu au cours du temps. On doit
concevoir une commande adaptative.
On s’intéresse dans un premier temps à contrôler l’altitude du drone à savoir la variable zi.
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On pose :
ez =zid − zi (4.30)
e˙z =z˙id − z˙i (4.31)
e¨z =z¨id − z¨i (4.32)
Avec zid la position désirée en zi du drone. On peut alors en déduire à partir de (4.3) :
e¨z = z¨id +g+Δz−i Fz/m (4.33)
Si Δz était connue, iFz pourrait avoir la valeur :
iFz =m(vz+g+ z¨id +Δz) (4.34)
vz =kpez+ kde˙z (4.35)
Avec kp et kd des constantes positives. On aurait alors, en injectant (4.34) dans (4.33), une
dynamique de l’erreur de la forme :
















Si on calcule les gains kp et kd de sorte que la matrice A soit Hurwitz, l’erreur ez convergera de
manière exponentielle à zéro. On ne connait cependant pas Δz. On pose alors :
Δ˜z = Δz− Δˆz (4.38)
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Avec Δˆ l’estimation de Δz. On peut alors poser à partir de (4.33)
e¨z =z¨id +g+Δz− Δˆz+ Δˆz−i Fz/m (4.39)
e¨z =z¨id +g+ Δ˜z+ Δˆz−i Fz/m (4.40)
En posant :
iFz =m(vz+g+ z¨id + Δˆz) (4.41)








On obtient une loi de commande où l’erreur ez et Δ˜z tendent vers zéro si Γz est une constante
positive. Aﬁn de démontrer la convergence de l’erreur à zéro, on pose la dynamique de l’erreur
sous la forme :





















E˙ z =AEz+Ψ Δ˜z (4.46)
On peut voir dans l’équation (4.46) que si Δ˜z tend vers zéro, la dynamique de l’erreur dispose
d’une matrice Hurwitz. Le système est donc stable en boucle fermée. On veut à présent vériﬁer
la stabilité au sens de Lyapunov du contrôleur ainsi que la loi d’adaptation. On décide d’utiliser
la fonction de Lyapunov suivante :






Avec P une matrice symétrique déﬁnie positive telle que ATP+PA =−Q, Q étant une matrice
symétrique déﬁnie positive. La dérivée de la fonction de Lyapunov devient alors :







=−ETz QEz+2Δ˜z(Ψ TPEz+Γ−1z ˙˜Δz) (4.50)
Pour avoir une fonction V˙ déﬁnie semi-négative, la condition suivante doit être respectée :
Ψ TPEz =−Γ−1z ˙˜Δz (4.51)
˙˜Δz =−ΓzΨ TPEz (4.52)
Si Δz varie peu dans le temps nous avons alors :
˙ˆΔz =− ˙˜Δz (4.53)
On se retrouve avec une fonction V˙ déﬁnie semi-négative. On ne peut cependant pas conﬁrmer
la convergence de l’erreur à zéro. Aﬁn de prouver la convergence de l’erreur, le lemme de
Barbalat peut être utilisé (voir Annexe II). On peut alors prouver la convergence de l’erreur à
zéro en vériﬁant que la fonction V˙ est uniformément continue. En dérivant V˙ et en appliquant
les conditions décrites on obtient :
V¨ =−2E˙ Tz QEz (4.54)
On peut noter que la variable Ez est bornée puisque V ≥ 0 et que Δ˜z est bornée. On peut alors,
à partir de (4.46), démontrer que E˙z est aussi bornée. V˙ est alors uniformément continue et
l’erreur converge donc à zéro.
52
En utilisant la relation ATP+PA = −Q et en prenant Q comment étant la matrice identité de




















































iFx =m(kpex+ kde˙x+ x¨id + Δˆx) (4.63)
iFy =m(kpey+ kde˙y+ y¨id + Δˆy) (4.64)
iFz =m(kpez+ kde˙z+g+ z¨id + Δˆz) (4.65)
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Le contrôleur d’attitude demande en entrée la force de portance ainsi que les angles. En se
basant sur la relation (2.34) on peut en déduire :
iFx =T (cos(φ)sin(θ)cos(ψ)+ sin(φ)sin(ψ)) (4.66)
iFy =T (cos(φ)sin(θ)sin(ψ)− sin(φ)cos(ψ)) (4.67)
iFz =T cos(φ)cos(θ) (4.68)
Si on pose l’angle ψ comme étant connu, on peut alors résoudre le système d’équations décrit
par (4.66), (4.67) et (4.68) :
T =
√
iF2x +i F2y +i F2z (4.69)
φd =arcsin









On peut noter que la force de portance T est supérieure à zéro comme le montre l’équation
(2.39). L’angle φd est alors toujours déﬁni. La force iFz devient nulle lorsque φ ou θ est égal à
±π2 radian. Ces valeurs d’angle ne seront cependant jamais atteintes aﬁn d’éviter le blocage de
cadran. L’angle de lacet ψ serait remplacé par ψd lors de l’implémentation.
4.3 Conclusion
On a vu que le contrôleur du drone est composé en deux parties : une partie dite contrôleur d’at-
titude permet de contrôler l’orientation du drone. La deuxième partie du contrôleur s’occupe de
la position du drone dans l’espace. On connait à présent les lois de commande et d’adaptation.
On peut utiliser le contrôleur si l’on connait certains paramètres :
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a. Les positions actuelles du drone ;
b. Les vitesses actuelles du drone ;
c. Les angles d’orientation du drone ;
d. Les inerties et la masse du drone.
Le chapitre suivant traitera de la récupération des positions et vitesses actuelles du drone.
CHAPITRE 5
DÉTECTION DE LA POSITION ET ESTIMATION DE LA VITESSE DU DRONE
AVEC LA KINECT2
5.1 Modélisation de la Kinect V2
La commande de position doit avoir en entrée les positions et vitesses actuelles du drone (Fi-
gure 4.1). La Kinect V2 est alors utilisée pour récupérer la position. La Kinect permet de récu-
pérer la distance entre la caméra et l’environnement. On peut récupérer, à partir de la caméra,
une matrice Ia de dimension (512,424) où chaque élément est une valeur de 16 bits indiquant
la distance entre les objets pris par la Kinect et la caméra en millimètre.
On peut, à partir d’un algorithme, récupérer l’élément de coordonnée (ucdrone,vcdrone) de la
matrice où le drone se situe. La valeur de cet élément sera alors la coordonnée xi si la Kinect
est orientée horizontalement. La matrice ne permet cependant pas de directement récupérer les
coordonnées yi et zi. Il faut trouver une relation entre les coordonnées (ucdrone,vcdrone) et les
coordonnées (xi,yi,zi). On utilise pour cela le modèle du sténopé.
5.1.1 Modèle du sténopé
Le modèle du sténopé (Hartley & Zisserman (2003)) se base sur une représentation simple
d’une caméra. Il est caractérisé par plusieurs paramètres dits intrinsèques et d’autres, dits ex-
trinsèques. Les paramètres intrinsèques dépendent exclusivement des caractéristiques de la ca-
méra (distorsion, longueur focale...). Les paramètres extrinsèques dépendent de la position de
la caméra sur l’environnement (position et orientation de l’appareil). Il est alors évident que
les paramètres intrinsèques ne changeront pas au cours du temps. Les paramètres extrinsèques
devront être modiﬁés à chaque changement de position ou d’orientation de la caméra.
Plusieurs repères doivent être pris en comptes aﬁn de modéliser correctement la caméra (Figure
5.1). Le repère {i} est le repère inertiel où se trouve les coordonnées en mètres xi, yi et zi. Le
repère{ f } est le repère dit rétinien. Ce repère est à une distance{ fo} (dit longueur focale) du
plan de l’image. L’ouverture de l’objectif se situe sur l’origine de ce repère. Le repère {k}
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représente le repère en millimètres du plan de l’image. Son origine se situe au point principal
Pp qui se trouve au milieu du plan. Le repère {c} est le repère du plan de l’image en pixel. Son












,( , )drone fdrone fdrone fdroneP x y z
( , )projeté cdrone cdroneP u v
Figure 5.1 Schéma du modèle du sténopé
La relation entre le repère { f } et {k} peut être trouvée à partir du théorème de Thales (voir
Figure 5.2).
,( , )drone fdrone fdrone fdroneP x y z
( , )projeté kdrone kdroneP x y







Figure 5.2 Vue de côté du plan de l’image
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Avec λ = 1z f . La matrice de transformation pour passer du repère {k} au repère {c} est décrite












Avec ku et kv des gains en pixels par millimètres permettant de faire la relation entre la distance
parcourue pour un pixel donné dans la direction uc et vc. θu représente l’angle entre les axes du
repère {c}. Le repère peut, en effet, ne pas être orthogonal dû à l’image de la caméra. On peut












On peut, à partir des relations (5.3) et (5.4), trouver la relation entre les coordonnées
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Les constantes α0, α1, β0, β1 et s décrivent les paramètres intrinsèques de la camera. Ces
constantes peuvent être données par le constructeur (le SDK de la Kinect donne ces informa-
tions (disponible sur https://msdn.microsoft.com/en-us/library/) ou peuvent être trouvées en
faisant une série de calibrage (Herrera et al. (2011)). La valeur de λ sera trouvée grâce au
capteur de profondeur de la Kinect. La relation entre le repère { f } et le repère inertiel {i} du
drone peut se faire à l’aide d’une matrice de transformation homogène. Cette matrice dépendra
de l’emplacement de la Kinect par rapport au drone et de l’emplacement de l’origine du repère
{i}.
5.2 Détermination de la position du drone
On peut, à partir de (5.7), retrouver une coordonnée dans le repère inertiel en millimètre pour
un pixel donné dans le repère {c}. On doit cependant traiter l’image reçue de sorte à pouvoir
isoler le drone de l’environnement. On pourra alors récupérer le centre du drone comme point
de référence aﬁn de recevoir une coordonnée unique dans le repère {c}. On peut utiliser, pour
isoler le drone, un algorithme appelé soustraction de l’arrière-plan (Background subtraction
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dans la littérature (Sobral & Vacavant (2014))). Le principe de cet algorithme est démontré
dans la Figure 5.3.
Enregistrement d’une image de profondeur sans objet 
(Arrière-plan de référence)
Etudier la différence entre les valeurs de pixel de l’image de 
référence et l’image actuelle. Si la différence est suffisamment 
grande, les pixels représentent les objets mesurés
Etudier les pixels afin de trouver le centre de chaque objet. 
Récupérer les coordonnées de ces pixels
Convertir les coordonnées en pixels en coordonnées en 
millimètres
Figure 5.3 Soustraction de l’arrière plan
La Figure 5.4 présente un example d’image de référence à savoir un arrière plan. On peut alors,
une fois l’image de référence générée, mettre l’objet dont la position doit être mesurée devant
la caméra (Figure 5.5). La Figure 5.6 montre le résultat de l’algorithme.
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Figure 5.4 Image de référence
Figure 5.5 Image avec objets à mesurer
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Figure 5.6 Soustraction de l’arrière-plan
Cet algorithme fonctionne sous plusieurs conditions. L’environnement et la caméra doivent être
ﬁxes pendant toute l’expérimentation. Les objets n’appartenant pas à l’environnement doivent
être des objets dont l’on souhaite mesurer. Les objets doivent être sufﬁsamment grands pour
ne pas être confondus avec du bruit. Des recherches sur ce domaine ont été menées aﬁn de
corriger ces problèmes (arrière-plan dynamique, prise en compte de plusieurs caméras...). Les
solutions complexiﬁent cependant les algorithmes et peuvent augmenter le temps de calcul de
la position. L’utilisation de l’algorithme classique pour notre projet est sufﬁsante étant donné
l’environnement utilisé pour les expérimentations (enclos fermé dans un laboratoire). Une syn-
thèse des différentes techniques sur la soustraction de l’arrière-plan a été faite par Bouwmans
(2014).
On utilise, pour réaliser la soustraction de l’arrière-plan, la matrice Ia générée par la Kinect.
Aﬁn de faciliter les calculs, il peut être préférable de normaliser les images de la profondeur
pour avoir des valeurs comprises entre 0 et 1. La matrice Ia génère du bruit. Une portion du
bruit peut être ﬁltrée facilement en plaçant les valeurs en dessous de 0.01 à 1 lorsque l’image
est normalisée (Algorithme 5.1).
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Algorithme 5.1 Normalisation de l’image de profondeur
Entrées : Image actuelle Ia de la profondeur
Sorties : Image normalisée et ﬁltrée
1 début
2 lire Ia;
3 Ia = Ia / Pro f ondeur max;
4 pour chaque élément de Ia faire
5 si élément actuel de Ia>1 alors
6 élément actuel de Ia=1;
7 ﬁn
8 sinon si élément actuel de Ia<0.01 alors





On peut choisir une profondeur maximale arbitraire selon l’attente de l’expérimentation. Ceci
permet notamment de ne pas traiter des objets étant dans le champ de vision de la Kinect, mais
n’étant pas dans la zone d’expérimentation. Du bruit produit par les capteurs de la Kinect peut
modiﬁer les valeurs des éléments de la matrice de profondeur. On risque alors de comparer
l’image actuelle avec du bruit, on aura alors produit une mauvaise image de référence. Pour
pallier à ce problème, la génération de l’arrière-plan ne se basera pas sur une image, mais sur
plusieurs (Algorithme 5.2). Le nombre d’images doit être sufﬁsamment grand pour avoir un
résultat optimal (une centaine d’images doit être produite).
63
Algorithme 5.2 Génération de l’arrière-plan normalisé
Entrées : Image normalisée Ia
Sorties : Arrière-plan normalisé Ib
1 début
2 lire Ia;
3 initialiser Ib en prenant Ib=Ia;
4 tant que le nombre d’images à scanner n’est pas atteint faire
5 pour chaque nouvelle image de Ia faire
6 pour chaque élément de Ia et Ib faire
7 prendre la valeur minimale entre l’élément de Ia et celui de Ib;






La différence entre l’image actuelle et l’arrière-plan peut alors être faite. Il est nécessaire d’uti-
liser des images binaires pour traiter l’image. La matrice ﬁnale aura alors une valeur de 1.
On choisira alors de mettre à 1 les éléments de la matrice dont la valeur est supérieure à une
certaine limite et à 0 si ce n’est pas le cas. Cette limite est déterminée arbitrairement. Elle doit
être sufﬁsamment élevée pour pouvoir différencier les objets du bruit, mais sufﬁsamment faible
pour différencier les objets à l’arrière-plan. Du bruit peut tout de même exister (Figure 5.7). On
utilise alors la morphologie d’ouverture qui consiste à faire une érosion entre l’image générée
et une forme géométrique (ici un carré contenant de dimension 3 pixels par 3 pixels) suivi d’une
dilation (Figure 5.6). Une explication plus poussée peut être lue en suivant Dougherty & Lotufo
(2003).
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Figure 5.7 Image sans ouvrage
On peut à présent identiﬁer les centres des objets recherchés aﬁn de récupérer leurs coordon-
nées. On peut utiliser pour cela une transformation de distance dans l’image binaire. Cette
méthode permet d’obtenir une matrice désignant pour chaque élément la distance euclidienne
au carrée en pixel entre le pixel actuel et le contour de l’objet (Figure 5.8)
Figure 5.8 Exemple d’une transformation de distance
On peut voir dans la Figure 5.8 que les valeurs les plus élevées se situent au centre des objets
(représentés par des 1 dans la première matrice). On peut cependant voir qu’on obtient deux
pixels d’une valeur de 2 pour un des objets. Le milieu ne pouvant pas être déﬁni entre deux
pixels la première valeur sera prise. On obtient trois valeurs élevées pour deux objets. On a
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besoin d’identiﬁer les éléments de la matrice qui représentent un objet. On utilise pour cela un
algorithme dit de remplissage par diffusion. Cet algorithme permet, à partir d’un pixel de départ
(appelé graine) de vériﬁer les valeurs des pixels voisins (on considère un pixel voisin comme
étant les quatre pixels ayant en commun un bord avec le pixel d’origine). Si au moins un des
pixels voisins n’a pas une valeur nulle, les valeurs des pixels sont égales à 1. On continue de
faire le même procédé aux pixels voisins ayant une valeur non nulle. On s’arrête lorsqu’on ne
peut plus trouver de nouveaux voisins ayant une valeur non nulle. On met alors tous les autres
pixels à 0. La Figure 5.9 illustre le résultat. La case orange est la graine.
Figure 5.9 Exemple de remplissage par diffusion
On se retrouve alors avec une matrice pouvant être utilisée comme masque. On peut alors
utiliser ce masque comme le montre l’Algorithme 5.3 aﬁn de récupérer les centres de plusieurs
objets.
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Algorithme 5.3 Récupération de la position de plusieurs objets à partir de la Kinect
Entrées : Image Ia




4 générer l’arrière-plan normalisé Ib;
5 pour chaque nouvelle image de Ia faire
6 prendre les valeurs minimales entre Ib et ia;
7 faire la différence entre Ib et Ia;
8 faire un ouvrage de la matrice calculée;
9 mettre à 1 si la différence est supérieure à la limite, 0 sinon;
10 faire une transformation de distance, prendre les coordonnées en pixel de
l’élément contenant la valeur maximale du résultat précédent;
11 tant que valeur maximale >0 faire
12 convertir les coordonnées en millimètres, sauvegarder la position;
13 faire un masque à l’aide de l’algorithme de remplissage;
14 soustraire l’image binaire par le masque;
15 faire une transformation de distance sur la nouvelle matrice;
16 prendre les coordonnées en pixel de l’élément contenant la valeur maximale
du résultat précédent;
17 ﬁn
18 convertir les coordonnées en millimètre;
19 ﬁn
20 ﬁn
On a vu que plusieurs coordonnées en millimètres peuvent être récupérées grâce à la Kinect.
Les algorithmes précédents permettent de réduire le bruit produit par la caméra. On peut cepen-
dant avoir du bruit dû à de la transformation de distance. On a aussi besoin de générer la vitesse
du drone pour notre contrôleur. On a besoin d’un ﬁltre de position ainsi qu’un estimateur de
vitesse.
5.3 Estimation de la vitesse






Avec Tech le temps de rafraîchissement de la Kinect. Cette solution pose cependant un pro-
blème. La position génère du bruit (Figure 5.10). On peut donc soustraire une valeur totalement
erronée. On se retrouve facilement à avoir une vitesse bruitée comme le montre la Figure 5.11.



















Figure 5.10 Position actuelle bruitée en zi du drone


















Figure 5.11 Estimation de la vitesse actuelle z˙i du drone en
utilisant la dérivé directe
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Deux solutions seront proposées : la première utilisera un ﬁltre passe-bas de deuxième ordre et
la deuxième utilisera le ﬁltre de Kalman.
5.3.1 Estimation de la vitesse à l’aide d’un ﬁltre passe-bas de deuxième ordre
L’estimation de la vitesse avec un ﬁltre passe-bas de deuxième ordre consiste à utiliser les
propriétés du ﬁltre pour récupérer la vitesse. Soit uraw(t) le signal bruité et ylp(t) la sortie du







+ 2ζ sωr +1
(5.9)
Avec Ylp(s) et Uraw(s) les signaux respectives en Laplace de la sortie et de l’entrée du ﬁltre,
ζ le taux d’amortissement et ωr la pulsation de résonance . En considérant que ylp(0) = 0 on
peut déduire à partir de la transformée de Laplace :
L {y˙l p(t)}(s) =s ·Ylp(s) (5.10)
L {y˙l p(t)}(s) = s ·Uraw(s)s2
ω2r
+ 2ζ sωr +1
(5.11)
On peut alors utiliser la relation (5.11) pour récupérer la vitesse et (5.9) pour ﬁltrer la position.
Le ﬁltre doit cependant pouvoir être implémenté. La forme actuelle du ﬁltre ne permet pas
l’implémentation. Notre système est en effet discret ce qui n’est pas le cas avec le ﬁltre décrit
précédemment. On doit trouver l’équivalent du ﬁltre passe-bas en discret. On considère alors
le signal U∗raw comme étant la discrétisation de URaw pour un temps d’échantillonnage Tech. On
considère le schéma suivant (Figure 5.12) :
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Figure 5.12 Schéma bloc du passe-bas de deuxième ordre discrétisé
Aﬁn de pouvoir utiliser le ﬁltre passe-bas de deuxième ordre, un bloqueur d’ordre zéro Bo(s)





En prenant compte du schéma décrit par la Figure 5.12 on se retrouve avec une sortie discrète
Y ∗l p de la forme :




+ 2ζ sωr +1
U∗raw(s) (5.13)




+ 2ζ sωr +1
U∗raw(s) (5.14)
On a besoin d’avoir une équation par récurrence pour les deux sorties. On doit utiliser la trans-
formée en Z. On peut à partir de (5.12), (5.13) et (5.14) et les règles de la transformé en Z
déduire :
































On peut à partir de là obtenir les équations de récurrence pour le ﬁltre de la position et de la
vitesse en posant :
y∗l p[k] =a1u
∗
raw[k−1]+a2u∗raw[k−2]−b1y∗l p[k−1]−b2y∗l p[k−2] (5.19)
y˙∗l p[k] =a3u
∗
raw[k−1]+a4u∗raw[k−2]−b1y˙∗l p[k−1]−b2y˙∗l p[k−2] (5.20)
Les valeurs des coefﬁcients a1, a2, a3, a4, b1 et b2 sont donnés dans l’Annexe I. La valeur de ζ
doit être comprise entre
√
2
2 et 1 pour que le ﬁltre fonctionne correctement. La valeur de ωr doit
être assez faible pour ﬁltrer les harmoniques de hautes fréquences et sufﬁsamment élevées pour
ne pas ﬁltrer le signal utile. La Figure 5.13 montre le résultat du ﬁltre en mettant une valeur de
ζ de 0,9 et une pulsation ωr de 2π6 rad/s. La Figure 5.14 montre l’effet du ﬁltre sur la position.
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Figure 5.13 Estimation de la vitesse actuelle z˙i du
drone en utilisant le ﬁltre passe-bas




















Figure 5.14 Position zi avec le ﬁltre passe-bas
Le ﬁltre passe-bas peut être utilisé si le signal d’origine a du faible bruit. Le ﬁltre passe-bas
peut s’avérer être assez lent lorsque l’on essaie de ﬁltrer beaucoup plus que ce qu’on a fait
précédemment. Ceci se traduit par un décalage du signal par rapport au signal d’origine. Pour
régler ce problème, un ﬁltre de Kalman a été utilisé à la place du passe-bas de deuxième ordre.
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5.3.2 Estimation de la vitesse à l’aide d’un ﬁltre de Kalman discret
On veut utiliser le ﬁltre Kalman comme un observateur où on peut récupérer les vitesses du
drone à partir de positions bruitées et de manière discrète. On peut modéliser l’estimation de
la variable d’état Xi bruitée par une variable d’état discrète Xkal décrite par :
Xkal =
[
xˆi yˆi zˆi ˙ˆxi ˙ˆyi ˙ˆzi
]T
(5.21)
Xkal[k+1] =Fkal ·Xkal[k]+Gkal ·w[k] (5.22)
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Où wkal[k] et vkal[k] représentent respectivement un vecteur de bruit blanc venant du procédé et
de la mesure. Ces bruits ont une distribution gaussienne déﬁnie par une espérance nulle et une
matrice de covariance Rkal pour vkal[k] et Qkal pour wkal[k]. vkal[k] et wkal[k] sont considérés
comme indépendants entre eux. Ykal décrit les variables mesurables. Les variables d’estimation
˙ˆxi, ˙ˆyi et ˙ˆzi sont modélisées comme étant des valeurs aléatoires wkal[k] autour d’une constante
soit :
˙ˆxi[k+1] = ˙ˆxi[k]+wkal(1,1)[k] (5.27)
˙ˆyi[k+1] = ˙ˆyi[k]+wkal(2,1)[k] (5.28)
˙ˆzi[k+1] = ˙ˆzi[k]+wkal(3,1)[k] (5.29)



















Les équations (5.30), (5.31) et (5.32) décrient une approximation de la dérivée de la position en
discret. Ce modèle se base sur des vitesses ayant des valeurs aléatoires, mais dont la moyenne
de ces vitesses pour un temps d’échantillonnage équivaut à la dérivée discrète de la position.
On peut à partir de là concevoir un observateur permettant de récupérer les vitesses à partir des
positions mesurées. En considérant l’estimation de la variable d’état sans le bruit :
Xˆ
−
obs[k+1] = Fkal · Xˆ−obs[k] (5.33)
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On peut établir un observateur de la forme :
Xˆ obs[k+1] = Fkal · Xˆ−obs[k]+Kkal(Y kal[k]−CkalXˆ−obs[k]) (5.34)
Les variables d’état Xˆ−obs et Xˆobs sont souvent appelées respectivement la variable d’état a priori
et la variable d’état a posteriori. La variable d’état Xˆ−obs estime les variables avant d’effectuer
la mesure. La variable d’état Xˆobs estime les variables une fois la mesure prise en compte. Un
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Figure 5.15 Schéma bloc du ﬁltre de Kalman
On peut alors récupérer les estimations des vitesses à l’aide de cet observateur. Le but du ﬁltre
de Kalman est de trouver une valeur de Kkal de manière à optimiser le résultat de l’observateur
en considérant les covariances des bruits de mesure et du procédé. On considère les erreurs
suivantes :
ekal[k] =Xkal − Xˆ obs (5.35)
e−kal[k] =Xkal − Xˆ
−
obs (5.36)
Le gain Kkal doit être optimisé de sorte à minimiser la covariance Pkal de l’erreur a posteriori
soit :
Pkal = E[ekaleTkal] (5.37)
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Plusieurs manières sont utilisées pour minimiser Pkal . Grover & Hwang (2012) et Simon (2006)













On peut voir le comportement du gain en fonction des bruits des signaux. Si la mesure ne
dispose pas de bruit, la relation (5.34) est alors égale à Fkal ·Xkal l’observateur ne prendra alors
que les valeurs mesurées. En revanche si le procédé n’est pas bruité, la relation (5.34) sera
alors égale à Fkal · Xˆ−obs[k]. La difﬁculté revient à trouver les matrices des covariances des bruits
wkal[k] et vkal[k]. On peut considérer que les bruits sont indépendants entre eux.









Avec σ2x , σ2y et σ2z les variances de xˆi, yˆi et zˆi. Ces variances peuvent être obtenues facilement
en calculant les variances des signaux lorsque le drone est immobile. La matrice Qkal ne peut
cependant pas être mesurée facilement. Des mesures empiriques doivent être faites pour obtenir
Qkal . En prenant Qkal = diag
([
8 ·10−4 8 ·10−4 8 ·10−4
])
et σ2x , σ2y et σ2z égales à 2 ·10−6
on obtient les résultats décrits par la Figures 5.16 et la Figure 5.17.
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Vitesse avec le ﬁltre de Kalman
Vitesse avec le ﬁltre passe-bas
Figure 5.16 Estimation de la vitesse avec le ﬁltre de Kalman





















Figure 5.17 Position zi ﬁltrée avec le ﬁltre de Kalman
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On a vu qu’on ne pouvait pas directement dériver la vitesse à partir de la position sous risque
d’avoir un résultat bruité. Deux solutions ont été présentées. Le ﬁltre passe-bas de second ordre
permet d’estimer la vitesse pour une sortie de signal faiblement bruité. Le ﬁltre de Kalman
permet d’améliorer les résultats en se basant sur un modèle où les covariances de bruit des
mesures sont présentes. On a, à présent, les positions et vitesses actuelles du drone à partir de
la Kinect. On a aussi récupéré les moments d’inertie des drones. On peut à présent simuler et
expérimenter la commande sur un drone.

CHAPITRE 6
PLATFORME D’EXPÉRIMENTATION ET VALIDATION DE LA COMMANDE
On a vu dans les chapitres précédents les manières de modéliser un drone. À partir de là, un
contrôleur a été conçu. Des méthodes différentes permettent de récupérer les paramètres du
drone. On peut à présent vériﬁer les performances du contrôleur. On commencera par faire une
simulation du modèle pour vériﬁer la stabilité du système. Deux vériﬁcations expérimentales
seront faites. La première expérimentation traitera la commande sur le micro drone Crazyﬂie.
La seconde traitera sur le drone S500.
6.1 Simulation
On décide d’utiliser les paramètres du drone S500 pour la simulation. On utilisera le logiciel
Matlab (MathWorks (2017)) pour la modélisation. On prendra kΘ p = 140,6636, kΘd = 23,7203,
kp = 2,5007, kd = 3,1627, Γx = Γy = Γz = 5. On prendra les valeurs des moments d’inertie
mesurées à partir de la méthode expérimentale.
Les gains kΘ p, kΘd , kp et kd sont calculés à partir d’un placement de pôles. Les gains du
contrôleur d’attitude sont calculés de façon que la commande des angles soit plus rapide que la
commande de position. On donnera pour trajectoire un cercle d’un rayon de 40 cm une période
de 40 secondes et une altitude d’un mètre. Les vitesses désirées des angles ainsi que les ac-
célérations désirées seront nulles. En effet la position des angles désirés dépend des équations
(4.27) et (4.23). Il peut être difﬁcile de relever la dérivée de ces relations. Le taux de rafraichis-
sement du contrôleur d’attitude est cependant rapide. On peut alors prendre des vitesses et des
accélérations désirées nulles. On prendra un angle de lacet nul. On simulera dans un premier
temps des perturbations externes Δx, Δy et Δz nulles. On obtient alors les résultats suivants
(Figures 6.1 et Figure 6.2) :
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Figure 6.1 Simulation des positions
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Figure 6.2 Simulation des erreurs de position
On peut voir que le temps de réponse à 5 % est de trois secondes. Ceci est dû au placement
de pôles effectué grâce aux gains calculés. Ceci permettra d’avoir des couples et une force de
portance faibles pour être utilisés sur les drones. Le contrôleur d’attitude donne les résultats
suivants (Figure 6.3 et Figure 6.4) :
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Figure 6.3 Simulation des angles
On peut voir que les angles suivent correctement la trajectoire désirée bien que les vitesses et
les accélérations désirées sont nulles. Le temps de réponse est en effet beaucoup plus rapide
que celui du contrôleur de position. On regarde à présent les couples et les forces de portance.
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Figure 6.4 Simulation de l’effort de commande
On peut voir que l’effort de commande est conforme aux couples et à la force relevée dans le
chapitre précédent. On pourra donc utiliser ce contrôleur pour les drones. On décide d’ajouter
des perturbations externes telles que Δx =Δy =Δz = 1 m · s−2. On veut simuler dans un premier
temps le contrôleur sans la loi d’adaptation. On obtient alors (Figure 6.5) :
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Figure 6.5 Simulation des positions avec perturbations
On peut clairement voir les erreurs de position engendrées par les perturbations. La chute de la
tension de la batterie du drone peut causer ce genre de perturbation si aucun asservissement sur
la tension n’a été fait. La loi d’adaptation devient alors nécessaire pour corriger ces problèmes.
On obtient les résultants suivants lorsque la loi d’adaptation est utilisée (Figure 6.6) :
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Figure 6.6 Simulation des positions avec perturbations et loi d’adaptation
On peut voir que la loi d’adaptation a permis de corriger les erreurs créées par les perturbations
externes. La rapidité de la correction peut être régulée à partir des gains Γx, Γy et Γz. Un gain
trop élevé peut cependant causer des oscillations et causer une instabilité en fonction de la
nature des perturbations.
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On a appliqué le contrôleur en simulation. On a remarqué que les erreurs des positions tendaient
à zéro. Les couples et la force de portance appliqués sont admissibles pour le drone. On peut















Figure 6.7 Vue 3d de la position du drone sur la simulation
6.2 Implémentation
On souhaite implémenter le contrôleur sur deux drones différents. Le premier sera le Crazyﬂie
v2.0 et le second sera un drone où sa base est le châssis S500. Cette section évoquera les diffé-
rentes manières d’implémenter et de communiquer avec ces drones. On relèvera par la suite les
résultats des expérimentations. Plusieurs éléments sont nécessaires au bon fonctionnement de
l’expérimentation. Une base de contrôle est nécessaire aﬁn d’envoyer et de recevoir des infor-
mations au drone. On utilisera un ordinateur muni du système d’exploitation Ubuntu 14.04 et
d’un processeur Intel Xeon E3-1200 v3. Cet ordinateur récupéra les informations de la Kinect
pour exécuter l’algorithme 5.3. Les positions seront ensuite ﬁltrées pour récupérer les vitesses
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à l’aide d’un ﬁltre de Kalman. La trajectoire sera aussi produite par l’ordinateur. Le tout sera
envoyé au drone. On récupérera les positions actuelles, les angles actuels et désirés ainsi que
l’effort de commande venant du drone.
Kinect OneTraitement d’imageRécupération des positions
Drone
Filtre de Kalman
Récupération des vitesses et 
filtrage des positions
Génération de la trajectoire
Enregistrement des données
Base de contrôle
Figure 6.8 Communication de l’ensemble des périphériques
Comme on peut le voir dans la Figure (6.8), la communication est très importante. Il peut s’avé-
rer difﬁcile de communiquer différents appareils entre eux. Les protocoles de communication
ne sont pas forcément communs. Une connaissance de ces protocoles doit être requise pour
fonctionner l’ensemble du système. La programmation de la communication peut s’avérer la-
borieuse. Plusieurs tâches doivent être gérées simultanément et doivent être optimisées aﬁn de
recevoir ou envoyer rapidement l’information. Une solution à ce problème est d’utiliser une
plateforme externe permettant de gérer les périphériques à bas niveau. On utilisera pour cela la
plateforme ROS.
6.2.1 Robot Operating System (ROS)
La plateforme ROS permet de traiter les communications entre les différents appareils à bas
niveau. ROS fait donc l’intermédiaire entre le protocole de communication d’un appareil et la
réception et la transmission d’un message. L’utilisateur doit alors seulement savoir manipuler
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ROS sans pour autant connaître aucune information sur la manière de construire le protocole et
sur les adressages. La plateforme ROS se base sur un serveur (pouvant être en réseau ou local)
ROS (appelé roscore) où tous les messages se basant sur le protocole ROS sont reçus. Ces
messages peuvent être alors modiﬁés (on dit alors qu’on publie une information à un message)
ou reçus (on dit qu’on souscrit à un message) par n’importe quel appareil étant connecté au
serveur ROS. La procédure permettant de faire le point entre le protocole de communication et
ROS est appelée paquet (Figure 6.9). Le paquet est donné le plus souvent par le développeur
de l’appareil en question. On peut cependant créer notre propre paquet pour n’importe quel




















Figure 6.9 Fonction de base de ROS
Les langages de programmation compatibles ROS sont Python, C++ et Lisp. ROS contient une
panoplie de librairies permettant d’envoyer tout type de structure d’un message (messages pour
les positions, trajectoires, repères cartésiens, lecture d’image, lecture de centres inertiels...). Il
est alors inutile de connaître la structure du protocole de ROS en bas niveau.
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On utilisera plusieurs paquets pour l’implémentation du contrôleur :
a. Le paquet Iai Kinect2 permet de faire le lien entre le protocole de communication de la
Kinect One et ROS (voir https://github.com/code-iai/iai_kinect2). On pourra alors récu-
pérer les images provenant des capteurs infrarouges et de la caméra. On récupérera aussi
les paramètres intrinsèques de la caméra ;
b. Le paquet Mavros (disponible sur http://wiki.ros.org/mavros) permet de faire la relation
entre le protocole de communication de PX4 appelé Mavlink (une documentation est dis-
ponible sur http://qgroundcontrol.org/mavlink/start) et ROS;
c. Crazyﬂie ROS (Hoenig et al. (2015)) permettant de faire la relation entre le protocole de
communication du Crazyﬂie et ROS.
On créera un paquet permettant d’exécuter l’algorithme 5.3 et de créer des messages ROS
contenant la position, la vitesse ainsi que la trajectoire désirée. On parlera dans les sections
suivantes, de manière spéciﬁque, l’implémentation de la commande sur le Crazyﬂie 2.0 et sur
le Pixhawk.
6.2.2 Implémentation de la commande sur le Crazyﬂie
La commande sera dans un premier temps implémentée sur le micro drone Crazyﬂie 2.0.On
modiﬁera le micrologiciel de base du Crazyﬂie pour intégrer nos contrôleurs. La communi-
cation entre la base de contrôle et le drone se fera à l’aide de la clé CrazyﬂieRadio (une do-
cumentation peut se trouver sur https://www.bitcraze.io/2012/02/the-crazyradio-dongle). Cette
clé permet d’avoir une portée jusqu’à un kilomètre. Il dispose aussi d’un taux de transmission
allant de 2 mégabits par seconde. On utilisera le protocole de communication spéciﬁque au
Crazyﬂie CRTP (Crazy Real Time Protocol) couplé avec ROS. Des informations sur ce proto-
cole sont disponibles sur https://wiki.bitcraze.io/projects:crazyﬂie:crtp.
6.2.2.1 Protocole de communication du Crazyﬂie
Le micrologiciel du Crazyﬂie (pouvant être obtenu sur https://github.com/bitcraze/) utilise le
protocole CRTP. La structure d’un paquet est constituée de 32 octets. L’en-tête est composé de
8 bits. Les bits restants correspondent à la nature des données à envoyer.
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7 6 5 4 3 2 1 0
Port Réservé Canal
Données (32 octets)
Figure 6.10 Paquet du protocole CRTP
La Figure 6.10 montre la structure du paquet. Quatre bits sont destinés au port. Le port est un
nombre compris entre 0 et 15 permettant de connaître le type de message (positions, angles,
commandes...). Les deux bits de canal permettent d’envoyer deux types de messages sur un
même port. On utilisera que le canal 0. Le Tableau 6.1 montre la structure d’un paquet du
protocole Crazyﬂie.
Tableau 6.1 Ports utilisés pour l’implémentation du Crazyﬂie
Port Nom Description
0 Console Lit la console
2 Paramètres Modiﬁe/Lit les paramètres du drone
3 Commande Envoie de la trajectoire pour les angles et la force de portance
5 Log Récupère les données
6 Position externe Envoie de la position actuelle
Le Tableau 6.1 montre les différents ports pouvant être utilisés par défaut. On utilisera le port 2
pour envoyer les valeurs des différents gains. On récupéra les angles actuels ainsi que les efforts
de commandes à l’aide du port 5. On doit envoyer la trajectoire ainsi que les positions actuelles.
On ne dispose cependant pas de ports sufﬁsants pour directement envoyer les informations. Le
port 6 demande en effet que trois valeurs pour la position. Le port 3 demande quatre différentes
valeurs pour les angles et la force de portance (voir la référence du protocole CRTP). On
décidera alors d’utiliser le port 6 non pour envoyer la position actuelle, mais pour envoyer les
trois erreurs de position. On utilisera le port 3 pour envoyer les erreurs de vitesses multipliées
par le gain kd ainsi que les accélérations désirées (les accélérations désirées étant sommées aux
erreurs de vitesse multipliées par kd).
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L’accès à ces ports peut être obtenu à l’aide de ROS. Le paquet Crazyﬂie ROS contient des
messages permettant d’écrire sur les ports 3 et 6 (voir la référence du paquet Crazyﬂie ROS).
Le paquet ROS s’occupera par la suite d’envoyer à l’aide de la clé Crazyﬂieradio les différents
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Figure 6.11 Communication entre la base de contrôle et le Crazyﬂie
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6.2.2.2 Résultats de l’implémentation sur le Crazyﬂie
On décide de faire pour la trajectoire un cercle de rayon 50 cm et une période de 30 secondes.
On prendra les paramètres du drones décrits par Landry (2015). On prendra de même kΘ p =
140,6636, kΘd = 23,7203, kp = 2,5007, kd = 3,1627, Γx = Γy = Γz = 0.01. On obtient alors les
résultats suivants (Figure 6.12 et Figure 6.13) :
















































Figure 6.12 Résultats des positions avec le Crazyﬂie
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Figure 6.13 Résultats des erreurs de position avec le Crazyﬂie
On obtient des erreurs en dessous de dix centimètres. Le temps de réponse à 5 % est d’environ
trois secondes. On peut remarquer ce temps lorsque la trajectoire passe subitement de zéro à
une certaine valeur pour commencer le cercle. La Figure 6.14 permet d’avoir une vue en 3D


















Figure 6.14 Résultats en 3D de la position avec le Crazyﬂie
On peut voir qu’une erreur d’environ 15 cm est obtenue lorsqu’on se trouve dans la phase
du décollage. Ceci s’explique par l’action intégrale de la loi d’adaptation qui engendre un
dépassement au début du lancement. Le drone se stabilise ensuite tout au long de la trajectoire
pour se retrouver avec une erreur pour les positions x et y entre -10 et 10 cm. L’erreur de la
position en z se situe dans un intervalle de - 5 et 5 cm en régime permanent. On souhaite à
présent regarder la réponse des angles ainsi que les efforts de commande (Figure 6.15).
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Figure 6.15 Résultats des angles avec le Crazyﬂie
Les angles varient entre −0,1 et 0,1 radian. Leurs variations ne sont pas agressives ce qui assure
la stabilité du drone. Les erreurs des angles se situent entre −0,06 et 0,06 radian en régime
permanent. On regarde à présent les efforts de commande (Figure 6.16).
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Figure 6.16 Résultats des efforts de commande avec le Crazyﬂie
On peut voir que la force de portance se situe au voisinage de la force de planage. Les variations
des couples sont faibles ce qui assure la stabilité du système.
6.2.2.3 Conclusion
L’utilisation de ROS a permis de contrôler à partir d’une base de contrôle le drone Crazyﬂie.
Les résultats de l’expérimentation montrent que nous obtenons un suivi de trajectoire avec une
erreur se situant entre −10 et 10 cm. Cette erreur peut s’expliquer par le fait que le microdrone
est très sensible aux perturbations extérieures dû à sa taille. La faible variation de l’effort de
commande permet d’avoir une stabilité tout au long de l’expérimentation. Le contrôle d’un
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micro drone peut donc se faire à partir de la Kinect One. On veut à présent implémenter le
contrôleur sur le drone S500.
6.2.3 Implémentation de la commande sur le drone S500
On a vu l’implémentation de la commande sur un micro drone. Les applications sur un micro
drone sont cependant limitées par la charge utile que peut supporter le drone. On veut alors
connaître l’efﬁcacité de la commande avec la Kinect One sur des drones étant plus grands
et plus lourds. On utilisera pour cela le drone S500 muni d’un Pixhawk et d’un ordinateur
embarqué Odroid XU4. On utilisera un routeur WI-FI aﬁn de communiquer avec le drone à
partir d’une base de contrôle. Le drone utilise un protocole de communication appelé Mavlink.
L’utilisation de ROS permettra de faire le lien entre ce protocole et la base de contrôle.
6.2.3.1 Protocole de communication Mavlink
Contrairement au protocole CRTP, Mavlink est un protocole utilisé par une panoplie de micro-
logiciel. Mavlink propose une structure de protocole permettant de contrôler différents types
de drones. Beaucoup de drones dans l’industrie utilisent ce protocole. Ceci permet aussi aux
différents micrologiciels utilisant Mavlink d’être compatible avec la plupart des stations ter-
restres. Un paquet de Mavlink peut aller de 8 à 263 octets. On peut envoyer une donnée faisant
256 octets au maximum. Le Tableau 6.2 montre la structure d’un paquet du protocole Mavlink.
Tableau 6.2 Structure d’un paquet Mavlink
Numéro de l’octet Nom
0 Commencement du paquet
1 Taille de la donnée
2 Numéro de la séquence d’un paquet
3 ID du système receveur
4 ID du composant
5 ID du message
6 à (n+6) Données
(n+7) à (n+8) Octets de contrôle
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Une documentation (Mavlink (2015)) permet d’avoir la liste des différents messages MAV-
LINK disponibles. On utilisera pour notre cas les messages décrits dans le Tableau 6.3.
Tableau 6.3 Messages Mavlink utilisés
Message Description
VISION POSITION ESTIMATE Envoie la position actuelle
VISION SPEED ESTIMATE Envoie la vitesse
SET POSITION TARGET LOCAL NED Envoie la position, vitesse et accélération désirées
ATTITUDE Récupère les angles actuels
On utilisera, comme avec le Crazyﬂie, ROS pour établir le pont entre Mavlink et le drone. Le
Pixhawk ne dispose pas d’antenne WI-FI. On utilisera l’ordinateur embarqué Odroid XU4 sur
le drone aﬁn d’établir une communication entre le drone et la base de contrôle. On communi-






position et des 
vitesses









Figure 6.17 Communication entre la base de contrôle et le drone S500
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6.2.3.2 Résultats expérimentaux du drone S500
On décide de faire pour la trajectoire un cercle de 40 cm d’une période de 40 secondes. On
prendra kΘ p = 140,6636, kΘd = 23,7203, kp = 1,4066, kd = 2,3720, Γx = Γy = Γz = 0,7. On
prendra les valeurs des moments d’inertie du drone S500 mesurées à partir de la méthode
expérimentale. La Figure 6.18 montre le suivi de trajectoire du drone, la Figure 6.19 présente
les erreurs de position.
















































Figure 6.18 Résultats des positions avec le drone S500
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Figure 6.19 Résultats des erreurs de position avec le drone S500
On peut voir que nous avons au début de la trajectoire une oscillation d’environ 10 centimètres
pour x et pour y. Ceci est dû à la loi d’adaptation et à la chute de la tension au démarrage des
moteurs. Une réduction des gains Γx, Γy et Γz permet de résoudre le problème. Les erreurs de
position du drone prendront cependant plus de temps à converger. On peut cependant remarquer
qu’à partir de dix secondes les erreurs se situent entre −5 et 5 cm. La Figure 6.20 permet de
















Figure 6.20 Résultats de la position du drone S500 en 3D
On peut voir l’oscillation au début lorsque le drone essaie d’atteindre 1 mètre. Le drone com-
mence alors à se stabiliser pour suivre la trajectoire. On veut regarder le comportant des angles
ainsi que les efforts de commande. La Figure 6.21 montre le suivi de trajectoire des angles
d’orientation.
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Figure 6.21 Résultats des angles avec le drone S500
Les erreurs des angles se trouvent entre −1,5 et 1,5 degré. L’angle de roulis dispose d’une
oscillation d’une altitude de 5 degrés pour se stabiliser en régime permanent. On regarde à
présent les efforts de commande (Figure 6.22).
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Figure 6.22 Résultats des efforts de commande avec le drone S500
On peut voir que l’effort de commande n’est pas agressif en régime permanent. On peut cepen-
dant voir la force de portance augmentée au cours du temps. Ceci est dû à la chute de tension
de la batterie. Les estimations Δˆx, Δˆy et Δˆz aident à corriger le problème comme le montre la
Figure 6.23. En effet, l’estimation Δˆz augmente lorsque la tension de la batterie chute.
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Figure 6.23 Inﬂuence des estimations des perturbations sur la chute
de la tension de la batterie
6.2.3.3 Conclusion
Le contrôleur de position et d’attitude a été expérimenté à l’aide de la Kinect One, du Pixhawk
et de l’Odroid. La communication entre la base de contrôle et le drone a été faite à l’aide d’un
routeur WI-FI et de ROS. La commande adaptative a permis de contrer l’effet de la chute de
tension de la batterie du drone. On obtient alors en régime permanent une suivie de trajectoire
avec une erreur suitée entre −5 et 5 cm.
CONCLUSION
On a pu, à partir d’une modélisation du quadcopter, concevoir deux contrôleurs. Le premier,
permettant de contrôler l’orientation, se base sur une linéarisation entrée-sortie. Le deuxième,
contrôlant la position, se base sur une fonction de Lyapunov aﬁn d’assurer la stabilité du sys-
tème. Une loi d’adaptation a été ajoutée aﬁn d’estimer différentes perturbations extérieures.
Les positions ont pu être récupérées grâce à la méthode de soustraction de l’arrière-plan et en
utilisant la Kinect One. La dérivation directe de la position pour récupérer les vitesses crée
cependant du bruit. Les vitesses ont été alors estimées à partir d’un ﬁltre passe-bas de second
ordre dans un premier temps. Ce ﬁltre a été comparé à un ﬁltre de Kalman. Le bruit a été
correctement ﬁltré pour les deux ﬁltres.
Les contrôleurs de position et d’attitude demandent certains paramètres aﬁn de pouvoir fonc-
tionner. Les premiers paramètres requis sont la masse du drone ainsi que les moments d’inertie.
Contrairement à la masse du drone, les moments d’inertie peuvent être plus compliqués à ob-
tenir. Une méthode théorique a été alors utilisée. Cette méthode a été comparée à une autre
méthode expérimentale. Les résultats obtenus sont proches les uns des autres ce qui assure la
ﬁabilité des méthodes.
Une simulation du drone a été conçue à l’aide du logiciel Matlab pour valider les contrôleurs.
La nécessité d’une loi d’adaptation a été montrée en simulant plusieurs perturbations exté-
rieures. L’implémentation de ces contrôleurs a été faite sur deux types de drones : un micro
drone Crazyﬂie ainsi qu’un drone S500 basé sur le Pixhawk.
L’utilisant de la caméra Kinect a permis et l’implémentation des contrôleurs sur le Pixhawk et
sur le Crazyﬂie ont permis aux drones d’avoir une suive de trajectoire en cercle.
La Kinect One peut donc être utilisée pour implémenter des contrôleurs sous plusieurs condi-
tions. Le drone doit être le seul objet en mouvement dans le champ de vision de la Kinect. Le
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volume de l’espace de l’expérimentation ne doit dépasser pas 4 mètres cubes. Enﬁn les trajec-
toires utilisées doivent être lentes en raison du faible taux d’image par seconde de la Kinect.
RECOMMANDATIONS
La méthode de soustraction de l’arrière-plan peut avoir ses limitations. Cette méthode permet
en effet de récupérer en sortie une image où seulement le drone est afﬁché. La détection du
centre du drone peut être alors difﬁcile à obtenir si la taille du drone est grande. Une solution à
ce problème est de détecter un marqueur de petite taille au lieu du drone en entier. La méthode
de soustraction de l’arrière-plan ne sufﬁt alors pas pour isoler le marqueur sur le drone. La
méthode de soustraction de l’arrière-plan ne permet pas d’avoir un autre objet en mouvement
à par le drone. Plusieurs solutions sont alors possibles. Une première solution serait d’utiliser
directement le capteur infrarouge aﬁn de récupérer l’intensité lumineuse de l’environnement.
On pourra utiliser un marqueur réﬂéchissant. Ce marqueur produira une intensité lumineuse
beaucoup plus élevée que l’environnement. On pourra alors isoler le marqueur. Une autre mé-
thode est d’utiliser la caméra couleur de la Kinect aﬁn d’utiliser d’autre algorithme de détection
d’objet (détection par la couleur, par la forme, etc.).
Un gros problème sur les drones est la chute de la tension de la batterie. La loi d’adaptation a
permis de corriger ce problème. On peut cependant trouver d’autres solutions à ce problème.
Un asservissement des vitesses des hélices peut être envisageable aﬁn d’assurer en sortie du
contrôleur que la force de portance désirée est obtenue.
Les paramètres du drone peuvent changer dans certaines conditions (transport d’une charge par
exemple). Une estimation des paramètres permettrait alors d’assurer la stabilité du contrôleur
de position et d’attitude.
L’utilisation de l’ordinateur embarqué Odroid suivi de la carte électronique Pixhawk peut
s’avérer problématique pour l’implémentation du contrôleur sur le drone. L’Odroid peut s’avé-
rer instable lorsque la carte est utilisée de manière prolongée. Le Pixhawk ne dispose pas de
carte WI-FI aﬁn de communiquer avec la base de contrôle. L’utilisation d’une autre carte élec-
tronique (le Navio par exemple) peut alors améliorer l’implémentation du contrôleur.
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Soit une fonction différentiable φ(t). Si φ(t) est uniformément continue pour tout ∀t > t0,
t0 ∈ R∗ et
∫ t
t0 φ(τ)dτ existe et est ﬁnie lorsque t → ∞ alors limt→∞φ(t) = 0.
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