Abstract. The squared singular values of the product of M complex Ginibre matrices form a biorthogonal ensemble, and thus their distribution is fully determined by a correlation kernel. The kernel permits a hard edge scaling to a form specified in terms of certain Meijer G-functions, or equivalently hypergeometric functions 0 F M , also referred to as hyper-Bessel functions. In the case M = 1 it is well known that the corresponding gap probability for no squared singular values in (0, s) can be evaluated in terms of a solution of a particular sigma form of the Painlevé III' system. One approach to this result is a formalism due to Tracy and Widom, involving the reduction of a certain integrable system. Strahov has generalised this formalism to general M ≥ 1, but has not exhibited its reduction. After detailing the necessary working in the case M = 1, we consider the problem of reducing the 12 coupled differential equations in the case M = 2 to a single differential equation for the resolvent. An explicit 4-th order nonlinear is found for general hard edge parameters. For a particular choice of parameters, evidence is given that this simplifies to a much simpler third order nonlinear equation. The small and large s asymptotics of the 4-th order equation are discussed, as is a possible relationship of the M = 2 systems to so-called 4-dimensional Painlevé-type equations.
M Y M in the so-called hard edge limit. In the case M = 1 it is well known that the integrable structures relate to the Painlevé III equation [22] , [10] . Underlying the integrable structures is the explicit form of the joint distribution of all the eigenvalues, given by Akemann, Ipsen and Kieburg in 2013 for arbitrary N m . We denote the correlation kernel of the determinantal point process defined by the jPDF above by It turns out that for large N 0 the eigenvalues near the origin, referred to as the hard edge since the spectral density is strictly zero for x < 0, are spaced on distances of order 1/N 0 . Scaling the eigenvalues by this factor and taking N 0 → ∞ whilst keeping the ν m fixed defines the hard edge limit. The explicit form of the correlation kernel in this limit was calculated by Kuijlaars The Meijer G-functions are specified in terms of certain Mellin-Barnes integrals. More important to us is the fact that they satisfy certain linear differential equations of degree M + 1 [2] . 
Here e k ({x}) denotes the k-th elementary symmetric polynomial in the variables {x}. It follows that the gap probability for M ≥ 1, and say for a single interval J = (0, s), i.e. L = 1, is determined by a certain product of the primary variables 
1 This differs from the formulae of Prop. 3.9 and §4.5 of [21] in the sign of the integral. This is due to the omission of √ −1 factors in the relations following the first paragraph at the beginning of §4.3, when substituted into Eq. (4.42) of that work.
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Also noted in [21] is the fact that this Hamiltonian system is an isomonodromic system with a natural representation as (M + 1) × (M + 1) matrices. One makes the following definitions,
and constructs the residue matrices thus
Then the first member of the Lax pair for Ψ(z; a 1 , . . . , a 2L ) is
and the second members are for 1 ≤ j ≤ 2L
The compatibility relations of (1.9) and (1.10) now leads to Schlesinger equations, which are precisely the same as those derived from the Hamilton equations of motion.
1.3.
Plan of the paper. In Section 2 we detail the analysis required to reduce the Hamiltonian system in the case M = 1 down to a single nonlinear equation characterising the Hamiltonian and thus the gap probability in the case L = 1. This characterisation is a known result [22] , but its derivation via the formalism of §1.2 involves some subtleties, the appreciation of which is essential to progress to the new territories of M ≥ 2. The case M = 2 is addressed in Section 3. The corresponding Hamiltonian system consists of 12 coupled equations. Calling on the experience gained from Section 2, and with the essential aid of computer algebra, a reduction is found of the 12 coupled equations down to a single nonlinear equation determining the gap probability. This equation is of fourth order, and is given in Proposition 3.4. Both the small and large s asymptotics of this equation can be determined, and from the latter the corresponding large spacing asymptotic form of the gap probability is deduced; see Corollary 3.1. In the special case ν 1 = −1/2, ν 2 = 0 evidence is found that the fourth order equation of Proposition 3.4 can be reduced to a specific third order equation, (3.81) below. We conclude by discussing a possible relationship of the M = 2 systems to the recently introduced theory of so-called 4-dimensional Painlevé equations.
M = 1 Tracy-Widom Theory at the Hard Edge
The original Tracy and Widom theory must be equivalent to the M = 1 and L = 1 case of the preceding theory, although this is not immediate. Therefore it is instructive to consider this case first, primarily because it will provide essential guidance for the M ≥ 2 cases. This will also serve to clarify some misunderstanding present in the existing literature relating to this point. 4 From Prop. 3.9 of [21] for J = (0, s), a 1 = 0, a 2 = s, i.e x j = x (2) j , y j = y (2) j and M = 1, we read off the following system of coupled quasi-linear ODEs ( ′ = d/ds) with respect to s
In this case the Hamiltonian (1.8) simplifies to
and the Hamiltonian equations of motion
furnish the system (2.1)-(2.8) above. Note that (2.7) substituted in (1.7) with M = 1 shows
In the matrix formulation of the isomonodromic problem we recall the definitions
and
where A (2) is a rank 1 matrix so det A (2) = 0. The Schlesinger equations are now
. 
We have the resonant or ramified case, see [12] , [11] and [18] .
Proof. The isomonodromic system (2.11) differs from the one in (1.9) and (1.10) through the transformation of the independent variable z → sz and Ψ(sz, s) → Ψ(z, s), which become
The effect of this is to place the regular singularities at the canonical positions 0 and 1. The resonant or ramified case arises because E is nilpotent with eigenvalues 0, 0; the eigenvalues of C − A (1) are −ν 0 , −ν 1 whilst those of A (1) are 0, 0. Let us denote the matrix in braces on the right-hand side of (2.12) by A. The Jordan decomposition of sE is
so we transform the system (2.12) to B = 0 s −1 1 0
We next apply the shearing transformation S := diag(1, z −g ) with an arbitrary exponent g and form a new coefficient matrix
so we achieve offdiagonal balance if we choose g = 1/2. Under this choice the leading coefficient of
So we apply this transformation and define another coefficient
. Associated with the fractional exponent for g we define a new spectral variable z = 1 4 w 2 , and perform a large w expansion
The sub-leading term appearing above can also be diagonalised
, and these diagonal elements give us the last column of the Riemann-Papperitz symbol.
The ramified cases of the isomonodromic systems are quite important because they arise very naturally from random matrix theory applications, and the re-interpretation of the degeneration scheme of the Painlevé equations via isomonodromy deformations was completed relatively recently by Kapaev & Hubert 1999 [12] , Kapaev 2002 [11] and Ohyama and Okumura 2006 [18] . In this expanded scheme, see Fig. 1 , there are 5 integer (unramified) types and 5 half-integer types, even though there are only 6 independent transcendents. Figure 1 . The degeneration scheme of the Painlevé equations interpreted through their isomonodromic deformation problems. The unramified and ramified cases are given in black and blue entries respectively, and the singularity confluence transitions are given by black arrows, while the drop in the Poincaré index transitions (in this case always 1/2) are given by red arrows. The deg − P V system is equivalent to the P III (D 6 ) system, whilst P 34 is equivalent to P II .
In the case M = 1 we read off from (1.3), together with knowledge of special cases of the Meijer G-function (see e.g. [17] ), that
Recalling (1.4), and making use of difference-differential identities for the Bessel functions we thus have
Remark 2.1. It is obvious from the above that the linear orthogonality relation
holds and in fact one observes the splitting or folding relations in this case
The inner product functions in the case M = 1 are
and these have the expansions around s = 0
.
Using the Bessel function integral identities
and the Neumann expansions
we can deduce the behaviour of the variables in the neighbourhood of s = 0, which furnishes the initial conditions for the integrals of motion to be deduced below,
, (2.14)
Consequently we note an analogue of the orthogonality relation given in Remark 2.1
As was the case in the Tracy and Widom theory we would like to reduce the order of the coupled ODE system and deduce the first integrals of the motion. For convenience we define the elementary symmetric functions e j , j = 1, 2 of ν 0 , ν 1 .
Proposition 2.2. The system possesses the integrals of motion
the orthogonality relation
the further integrals of motion
(2.25)
and with η 0 identified as the Hamiltonian, the identity
and (2.22) follows. Adding y 0 ×(2.1) to x 0 ×(2.4) we find
On the other hand adding
Thus we find their sum vanishes and for s = 0
and application of the initial values gives (2.23). An immediate consequence of this latter relation and (2.5) and (2.8) is
Applying the values at s = 0 we conclude that (2.24) is satisfied. Adding y 1 ×(2.1) and x 0 ×(2.3) and then employing (2.5) to (2.8) we find
Utilising (2.7) once again we have the total derivative
Employing (2.22) and (2.24) we have (2.25). Forming x ′ 0 ×(2.4) minus y ′ 0 ×(2.1) and simplifying we arrive at
2) and simplifying we have
Adding these two later relations we compute
Appealing to the initial conditions we deduce (2.26), and consequently H = η 0 .
Another feature of the Tracy and Widom theory is the appearance of the σ-forms for the resolvent function (for justification of this terminology, see [6, Section §9.3] ) which is also easily deduced in the generalised theory. 
for the special case
Proof. We follow the Okamoto prescription and recast the dynamical variables in terms of η 0 and its derivatives. From (2.7) we have
On the other hand we deduce from (2.23) and the formulae for y 0 and x 1 using (2.3) and (2.1) respectively that sx
Combining these two relations we have
Now we use the same relations to eliminate y 0 and x 1 in the energy conservation relation (2.26) and we find
, where we have utilised (2.25) in the last step. Finally using the identity
and substituting for the η 0 derivatives we arrive at (2.27).
Remark 2.2. The Hamiltonian variables can then be computed in terms of the resolvent and are given by
The relations for ξ 0 and η 1 follow from (2.24) and (2.25).
We now give relations between the two sets (x 0 , y 0 ) and (x 1 , y 1 ) which we call folding relations and the proof of these. 
Proof. Let y 1 = f (s)x 0 , so that x 1 = − f −1 (s)y 0 using (2.23). Substituting this into (2.3) we have
Now employing (2.1) into the right-hand side of the above relation we deduce
Under our assumption x 0 = 0 we then have s f ′ = e 1 f which has the general solution f = s e 1 given the initial condition y 1 /x 0 → s e 1 as s → 0. These relations also follow easily from the relations of Remark 2.2.
Remark 2.3. The relations (2.29) are the non-linear analogues of the relations given in Remark 2.1 for the kernel functions. They also correct in an essential way assertions made in Remark (c) on pg. 9 of [21] . Understanding these relations for M = 1 is key to that of the more general case M > 1.
Having reduced our system to the pair of canonical variables (x 0 , y 0 ) we are at the stage of discussing co-incidence with the original theory of Tracy and Widom [22] . For convenience we will set ν 0 = 0 in this discussion. 
Proof. Using (2.29) both (2.1) and (2.3) reduce to (2.30), while (2.2) and (2.4) reduce to (2.31).
Proposition 2.5. The current system ν, s, x 0 , y 0 , η 0 , ξ 0 maps to that of Tracy and Widom [22] 
α, t, q(t), p(t), u(t), v(t) under the transformations
Proof. We proceed by way of verification from our own results by direct calculation. Thus we find (2.34) becomes 
j yields the following system of coupled ODEs
The Hamiltonian (1.8) is now
and as before the Hamiltonian equations of motion
give rise to the previous set of equations (3.1)-(3.12).
In the matrix formulation of the isomonodromy deformation problem we recall the definitions
Again A (2) is a rank 1 matrix so det A (2) = 0. The Schlesinger equations take the standard form
, (3.14) 
Proof. After mapping z → sz and Ψ(sz, s) → Ψ(z, s) the isomonodromic system become
and ∂ ∂s
E is nilpotent with eigenvalues 0, 0, 0 in Jordan blocks of size 2 & 1, i.e. the resonant or ramified case; the eigenvalues of C − A (2) are −ν 0 , −ν 1 , −ν 2 whilst those of A (2) are 0, 0, 0. Again let us denote the matrix in braces on the right-hand side of (3.17) by A. The Jordan decomposition of sE is
, so we transform the system (3.17
We now apply the first shearing transformation S := diag(1, z −g , z −2g ) with an arbitrary exponent g and form the new co-
The smallest positive exponent that allows us to have off-diagonal balance occurs when −2g + 1 = g, i.e. if we choose g = 1/3. Under this choice the leading coefficient of C (which appears at order
A Jordan decomposition of this reveals
and we now have a 3 × 3 Jordan block. We apply this decomposition transformation and define
In addition we define a new spectral variable z = aw 3 because of the fractional exponent for g and a is a constant to be fixed later. Next we perform a large w expansion of D
We now apply a second shearing transformation T := diag(1, w −h , w −2h ) with another arbitrary exponent h and form the new coefficient matrix 
The leading order matrix appearing above is now diagonalisable, and by choosing a = −1/27, we can simplify the decomposition in order that the final transformed coefficient matrix H has the expansion as
where ω is the third root of unity. The sub-leading matrix appearing above can also be diagonalised as
Definition 3.1. We will define generic conditions to be ν 2 − ν 1 = Z whether or not ν 0 is zero. However from the random matrix application this is precisely the case of interest, and we observe that this constraint can be lifted in principle with the proper treatment of logarithmic contributions.
For M = 2, the kernel functions are given by
however we will employ hyper-Bessel functions representations, involving the generalised hypergeometric function 0 F 2 . Using standard relations relating the Meijer G-function to the hyper-Bessel function, and differential-difference identities of the latter, and recalling the definitions (1.4), we have
Here the linear orthogonality relation
is not so obvious, and implies an bilinear identity involving hyper-Bessel functions with reflected arguments. The initial value conditions for the Hamiltonian variables can be imposed through an expansion in the neighbourhood of s = 0 with restricted argument. Thus we have
,
Some warning ought to be attached to the above results. Only those terms where the s-exponent has the least (in sign) real part should be admitted as the true lowest order term, depending on the relative sizes of the parameters. Whilst the remaining terms still do contribute there will be additional, higher order terms arising from the leading one, and which will appear at the same order. However such higher order terms haven't been worked out in the above expressions.
First Integrals.
Again the system (3.1)-(3.12) can be reduced in order. This requires some preliminary results.
Lemma 3.1. Eliminating the variables x 1 , x 2 , y 0 , y 1 successively in favour of x 0 , y 2 we have the relations
Consequently we have
In addition we note
Now we have made sufficient preparation for the task of deducing the integrals of the motion.
Proposition 3.2. Let us assume generic conditions hold. For integral of motions we have the Hamiltonian giving the energy conservation
the relations 
The sum of these later three is zero modulo (3.40) and (3.39). The last integral of the motion is
Note that we have revealed the appearance of all of the three elementary symmetric functions of independent
Proof. Comparing (3.9) and (3.10) and noting the initial values for ξ 2 and η 0 as given by (3.24) and (3.27) along with the assumption min(Re(ν 1 − ν 0 ), Re(ν 2 − ν 0 )) > −1 we have (3.39). Considering (3.40) next we compute s times the derivative of x 0 y 2 using (3.1) and (3.4) and find
Assuming again min(Re(ν 1 − ν 0 ), Re(ν 2 − ν 0 )) > −1 we can fix the integration constant and deduce (3.40).
Computing s times the derivative of x 0 y 0 + x 1 y 1 + x 2 y 2 using (3.1)-(3.6) we find this vanishes and if s = 0 then this quantity is a constant. Assuming ν 0 = 0, min(Re(ν 1 − ν 0 ), Re(ν 2 − ν 0 )) > 0, or if ν 0 = 0 then this lower bound can be dropped to −1, then the inner product vanishes as s → 0 and thus the constant is in fact zero. Alternatively one can deduce TrA (2) = 0 from (3.14).
Next we derive (3.42). We first rewrite (3.41) in the following way
Now we seek alternative forms for η ′ 1 ξ ′ 1 and to this end we re-examine (3.41) from a different point of view. Using the formulae for x 1 , x 2 , y 0 , y 1 given in (3.28),(3.29),(3.31),(3.30) we rewrite the orthogonality relation as
and using η
we can eliminate the last two terms of the above in favour of x ′ 0 y ′ 2 which gives
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Now using the identity
in (3.48) and solutions of (3.32) and (3.33) for sx 0 y ′ 2 and sy 2 x ′ 0 respectively we arrive at an alternative form for the orthogonality relation
We solve this for η ′ 1 ξ ′ 1 and substitute this into (3.46) yielding
This is a perfect derivative and when integrated after noting the s → 0 limits of (3.25) and (3.26) (with the proviso min(Re(ν 1 − ν 0 ), Re(ν 2 − ν 0 )) > −1), we obtain (3.50) 0 = −3e 3 − (1 − e 1 )e 2 + (−e
Now (3.42) immediately follows by substituting for η ′ 0 and η ′′ 0 using (3.10), (3.1) and (3.4) to clear all the derivatives. However, as alluded to in the proposition, we can go further and split this relation.
We intend to integrate (3.34) in order to prove (3.43). The first thing we do is use the identity for
to replace s 2 x 0 y ′′ 2 in (3.34). Next we replace the term s 2 x ′ 0 y ′ 2 using (3.48). This leaves us with terms linear in sx ′ 0 y 2 and sx 0 y ′ 2 and we replace these last two factors by solving (3.33) and (3.32) respectively. The end result is 0 = 2e
This is a perfect derivative whose integral is determined as (3.51) 0 = −2 (e 1 + 2) e 2 + 3e 3 + 2e
Here the initial conditions (3.25) and (3.26) have been employed under the assumption min(Re(ν 1 − ν 0 ), Re(ν 2 − ν 0 )) > −1 and ν 0 = 0. Clearing the derivatives of η 0 and subsequent derivatives from this expression gives (3.43). The method for proving (3.44) is similar and will entail integrating (3.35).
Here we use the identity for s 2 x ′′ 0 y 2
to replace s 2 x ′′ 0 y 2 in (3.35). Again we replace the term s 2 x ′ 0 y ′ 2 using (3.48). This also leaves us with terms linear in sx ′ 0 y 2 and sx 0 y ′ 2 and we replace these last two factors by solving (3.33) and (3.32) respectively. Our result this time is
19 This is a perfect derivative whose integral is determined as
Here the initial condition (3.26) has been employed under the previous assumptions. Clearing the derivatives of η 0 and subsequent derivatives from this expression gives (3.44). The last integral of the motion, (3.45), is det(C − A (2) ) + e 3 . One can verify directly it is a constant using the equations of motion (3.1)-(3.12).
Proposition 3.3.
Alternatives to the identity (3.40) are the relations
Proof. The proof employed for sx 0 y 2 can be easily adapted to sx 0 y 1 and sx 1 y 2 . We observe
These two relations are not independent of (3.40) as can be seen by the following argument. For sx 0 y 2 we have
and for sx 0 y 1
The factorisation of these two relations gives (3.53) and (3.54).
Proposition 3.4. Define the radical F by
0 ).
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The resolvent function η 0 (s) satisfies a scalar ordinary differential equation with degrees 2, 3, 4, 8 in η 
Here F is defined as the positive root of (3.55).
Proof. For the sake of notational simplicity we define the abbreviations
Our derivation entails two steps. The first step is to express the auxiliary variables ξ 1 , η 1 , ξ 0 , η 2 in terms of U, V, W, Z and for this we need four relations to solve. We take these four to be the relations (3.40), (3.43), (3.44) and (3.45) . In each of these we replace the bi-linear products x j y k using, for example
which follow by writing x 1 , x 2 , y 1 , y 0 using (3.28),(3.29), (3.30) and (3.31) and then rewriting the derivatives of x 0 , y 2 using the abbreviations. In this way we have four independent inhomogeneous relations which are linear in ξ 1 , η 1 , ξ 0 , η 2 , and have a unique solution assuming η ′ 0 (1 + e 1 η ′ 0 + U − V) = 0. In the second step our strategy is to seek an elimination scheme for U, V, W, Z and for this we require four equations involving these variables. Firstly we differentiate (3.10) and this gives us (3.61) U + V + sη ′′ 0 = 0. Next we employ (3.49) and (3.10) in (3.48) and deduce
These two relations allow us to solve for U, V leading to a quadratic equation and the appearance of the radical F. If we differentiate (3.10) once more and utilise (3.49) again we find
We construct our last relation by adding x 0 times (3.37) to y 2 times (3.36) and utilise the third derivative of (3.10) to eliminate x ′′′ 0 y 2 + x 0 y ′′′ 2 from this result. We then use the identity
and a similar one for x ′ 0 y ′′ 2 to conclude
0 = 0. These four relations allow us to eliminate all reference to x 0 , y 2 and their derivatives in favour of η 0 and its first four derivatives via the quantities U, V, W, Z. Substituting the solution for ξ 1 , η 1 , ξ 0 , η 2 found in the first step, and then the solution for U, V, W, Z in the second step, into the energy conservation relation (3.38) now expressed as
we find that the final result is (3.56).
Lemma 3.2. The quantity F 2 is a perfect square and the radical F is
The sign is chosen here so that F > 0 for the appropriate solution to the boundary conditions (3.18)-(3.23).
Proof. We will prove this by way of verification. Let us use the abbreviations U, V as in the previous proof. Now
. Employing the identity (V − U) 2 = (V + U) 2 − 4UV and the above relation for the difference, (3.61) for the sum and (3.62) for the product we readily compute that F satisfies the definition (3.55).
In the Okamoto theory of the Painlevé equations expressing the Hamiltonian co-ordinates and momenta in terms of the Hamiltonian and its derivatives is an important task. For PIII', or the M = 1 systems, this was given in Remark 2.2, and the analogous result for the M = 2 system is given in the Appendix.
3.3.
Behaviour of η 0 at s → 0 and s → ∞. Having derived the scalar ordinary differential equation (3.56) , equivalent to the coupled first order system (3.1) to (3.12), we can employ this form to good advantage in the analysis of the solutions in the neighbourhood of the singular points s = 0 and s = ∞. We consider the singular point at s = 0 first, which in our theoretical construction occupies the special place by defining the precise solutions we seek as one can observe from (3.24). However we will undertake the task of this analysis in the generic situation and therefore encounter other classes which are not directly relevant to the original problem at hand. 
where Re λ 1 > 0, Re δ 1 > 0 and Re ǫ > 0. The first class have exponents fixed by the parameters in the leading order with
where C 1 = 0 is arbitrary and include the case at hand of (3.24) . In addition there is the case λ 1 = 0 and two further cases with exponents determined by the parameters
and (3.71)
where again C 1 = 0 is arbitrary. The last class have rational, i.e. fractional exponents, at the leading order
where C 1 is fixed by the parameters. Here
Proof. First let us render the non-linear ODE (3.56) in a form which is a polynomial in all derivatives of η 0 . This entails solving (3.56) for the radical F, squaring the result and equating this to the right-hand side of (3.55). We do not display this because of its size and refer to it as P⋆. We employ the algebraic expansion (3.68) and examine a region of the convex hull of the points in Fig. 2 on the lower left-hand boundary.
If one takes the lower corner point 6λ 1 + 2 alone then there are 126 terms contributing, which sum to 
These solutions are given in (3.71). In addition if the condition at 9λ 1 + 1 applies then we have 37 terms contributing to yield
and the solutions (3.70) and (3.71) appear again. However in addition to these there is another class of non-analytic solutions. If we demand the equality of the three points 12λ 1 = 9λ 1 + 1 = 6λ 1 + 2 then we deduce λ 1 = 
and the non-trivial solution for C 1 is given by the equation 27C 6 1 + 54C 3 1 x − 27y. These are the fractional exponent solutions in (3.72).
Next we consider s = ∞ and examine the generic asymptotic solution developed about this point. Z and n ∈ Z ≥0 . The consolidated plot of these (m, n) values is given in Fig. 3 . Figure 3 . Newton polygon of the exponents s m+nδ 1 for the sub-leading term of asymptotic expansion of (3.68).
Considering this figure we observe that there are two possibilities for lines defining an upper boundary to the convex hull of these points, both with positive slope. The first of the two is defined by the points If we admit an algebraic-logarithmic sub-leading term of the form
and employ the solution for the leading term then we have 384003 terms of the form s m+nδ 1 t k+lµ 1 where t := log s and µ 1 = 0. The set of admissible (m, n) components of the s-exponent is given in Fig. 4 and the upper part of the convex hull of these points is defined by the seven points 14δ 1 + Given the above solution for δ 1 we consider next the admissible (k, l) components of the t-exponent which are given in Fig. 5 . There are two lines defining the upper part of the convex hull of these points, however only the one defined by the seven points 14µ 1 
After the change of variables x l → Mx M l this specifies the Laguerre Muttalib-Borodin model: see Section 3.4 below. A key feature for present purposes is that exponentiating the product of differences gives the logarithmic pair potential V 2 (x, y) = − log(|x − y||x 1/2 − y 1/2 |), which is scale invariant under multiplication of the coordinates. According to Eq. (14.117) of [6] this, together with the fact from Eq. (5.15) of [7] that the hard edge spectral density is proportional to 1/x M/(M+1) , tells us that the leading s → ∞ form of the gap probability at the hard edge is given by e −C M x 2/(M+1) for some C M . Our analytic result for M = 2 (3.77) agrees with this predicted form. 
This is a determinantal point process, and so is fully specified by a correlation kernel, K L (x, y) say. Define the hard edge scaling limit by
Borodin [5] has obtained the evaluation
where the function J a,b (x) defines the Wright Bessel function
In a shift of notation we write K M (x, y) defined by (1.3) as K ν 1 ,...,ν M (x, y) to emphasize the dependency on the parameter set, and similarly write E ν 1 ,...,ν M (0; (0, s)) for the scaled gap probability. These are well defined for all ν i > −1. We know from Kuijlaars and Zhang [16] and from Forrester and Wang [9] (see Eqs. (1.1), (1.5) and (5.8)) that for θ ∈ Z +
where
Thus we can deduce that the gap probabilities (1.7) for c = 0, 1 and θ = 2 satisfies the identities
where E (c,θ) denotes the gap probability for the hard edge scaled Laguerre Muttalib-Borodin model. The significance of this is that the kernels K (c,2) are analytic, so we can apply Bornemann's numerical scheme [3] , [4] to evaluate the gap probabilities in the large s regime and test numerically the asymptotic behaviour given in Prop. 3.6. In this situation Bornemann's method converges exponentially fast and we can obtain accurate values for the gap probabilities in this regime. We have implemented the Bornemann method employing 9 nodes in the Clenshaw-Curtis quadrature rule with a precision of 20 decimal digits and truncating the Wright Bessel function series at 100 terms. A table of log E (c,2) versus r = 2 √ s is given in the first columns of and (3.65), we have a system of four linear, independent equations for ξ 0 , ξ 1 , η 1 , η 2 in terms of U, V, W, Z, and η 0 and its derivatives. For the bilinear products we will use the formulae (3.57), (3.58), (3.59) and (3.60). The next step is to solve for U, V, W, Z and in contrast to the proof of (3.56) we employ (3.61), (3.67), (3.63) and (3.64). After some simplifying we arrive at (A-1)-(A-10).
One final result should be stated here and this concerns the splitting of x 0 y 2 and involves the introduction of a decoupling factor G such that x 0 := y 2 G. For M = 1 this was a simple algebraic factor but for M ≥ 2 this is no longer the case.
