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Abstract
The subject of this work is the application of the Smoothed Particle Hydrody-
namics (SPH) method to modelling high-velocity impact dynamics.
The first part of this thesis proposes an extension of the original first-order Go-
dunov SPH scheme, for material with strength, to second-order in space using a
time-splitting approach for the hydrodynamic and deviatoric components of the
stress tensor. A non-linear slope-limiting procedure is used to extend the hydro-
dynamic component to second-order while the deviatoric component is discretized
directly. Exact conservation of total energy is enforced in the new scheme using a
time-centering approach for the velocity field. The new scheme is shown to per-
form well for a variety of one and two-dimensional fluid and solid-dynamics test
cases. In particular, the numerical viscosity is shown to be lower than the original
first-order scheme and particle clustering is less pronounced than in the standard
artificial viscosity method.
The second part of this thesis applies the newly developed SPH scheme to
modelling high-velocity impacts on a synthetic porous poly-crystalline graphite
material. In the course of investigation it was found that the applicability of
the porous P − α equation of state is questionable for this type of graphite; an
experimental investigation concluded that the assumptions required for the use
of the porous equation of state are invalid. Therefore, an empirically derived
polynomial equation of state is proposed instead. A widely used material model for
brittle materials, based on the Continuum Damage Mechanics (CDM) approach, is
used for the graphite deviatoric constitutive equation. In light of the time-splitting
procedure, an algorithm for inclusion of CDM constitutive models was developed.
Numerical simulations of high velocity impacts on the graphite material were then
performed and compared with experimental results.
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1 Introduction
The study of high-velocity impacts is common in the aerospace industry. High
velocity impacts routinely occur in practice; bird-strikes on aircraft leading edges,
particle impacts on the leading edges of helicopter blades, fan-blade impacts on jet
engine casings, meteoroid impacts on spacecraft and ballistic impacts on military
vehicles are just some examples. In order for engineers to design safer, more
efficient and less costly structures and to better understand the physical processes
which may lead to failure of those structures, the ability to numerically simulate
the impact process using computers is a standard requirement in today’s society.
1.1 High velocity impacts
The phenomenon of high-velocity impact is characterised by impact velocities
in the order of 102 to 103 m/s. In general, the higher the impact velocity, the more
fluid-like, or hydrodynamic, the deformation behaviour of the medium undergoing
impact. High velocity impacts typically result in the generation of discontinuous
pressure waves, or shock-waves, which are, in general, of a larger magnitude than
the yield stress of the material undergoing shock-loading. This means that the
deformation behaviour of the media undergoing high velocity impact is, at least
initially, dominated by the transit of shock-waves [4]. In order to reflect on the
main processes of a medium undergoing high-velocity impact it is appropriate to
constrain the discussion of the impact process to a projectile which is small in
comparison to the size of the target; a projectile impacting a semi-infinite target.
A lucid discussion of the main stages of the impact event is given in [5] and is
paraphrased here.
• The first stage is the transient, or shock, stage where shock-waves form and
propagate from the point of contact into both the target and projectile.
A series of wave reflections and interactions occur as the shock-waves are
reflected as rarefactions from the rear surfaces of the projectile and target.
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The arrival of rarefactions lowers the peak pressures generated at the impact
zone.
• Once several reflections of rarefactions occurs the steady state deformation
stage begins. The duration of this stage is dominated by the geometry (the
ratio of the length of the projectile to its lateral dimensions) of the projectile.
• The third stage is called the cavitation stage and is driven by the inertia of
the target itself. Deformation continues until the kinetic energy is too low
to overcome the strength of the material.
• The final stage is the recovery phase where deformation is mostly elastic and
small oscillations in crater morphology may occur.
The crater morphologies for ductile and brittle target materials are in general di-
verse. Ductile craters tend to be deeper and more hemispherical in shape whereas
brittle craters tend to be less hemispherical and shallower. Regardless of the ma-
terial composition of either the target or the projectile, there are certain physical
quantities that dominate the impact process. The next section attempts to elicit
these through a dimensional analysis.
1.2 Dimensional analysis of particle impact
A simple way to elicit the quantities which are of influence in the physical
laws which govern the deformation behaviour of a target undergoing high-velocity
impact deformation is to perform a dimensional analysis. If the quantity of interest
is the crater depth d, it is simple to relate this to other quantities (selected using
intuition) which are perceived to be important in the deformation process by
the principle of dimensional homogeneity [6]. In order to simplify the problem a
spherical projectile shape is considered and the projectile impacts normally on the
target. The properties chosen [7] are the projectile density ρp, speed vp and radius
rp and the target strength S and density ρt, resulting in the following dimensionless
groups [7]
d
rp
= f
(
S
ρpv2p
,
ρt
ρp
)
, (1.1)
where the functional dependence f is unknown. A scatter-plot of experimental
data (see Appendix A) for normal particle impacts of different materials into
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graphite is shown in Figure 1.11. Figure 1.1 shows some trend in the data; with S
held constant, a lower value of S/ρpv
2
p tends to result in more penetration, which
is intuitively obvious.
0 2 4 6 8 10 12
0
0.2
0.4
0.6
0.8
1
S
ρpv2p
d r p
0.5
1
1.5
Figure 1.1: Plot of dimensionless crater depth to the first dimensionless group on
the right hand side of (1.1). The colourbar shows the second dimen-
sionless group on the right hand side in (1.1) (ρt/ρp).
The relationship may be linearised by considering the kinetic energy of the pro-
jectile as the single property which influences the crater morphology and choosing
the dependent variables to be the target strength S (with the dimensions of stress),
crater volume V , projectile kinetic energy Ke and crater radius r. If the crater is
approximated as a hemisphere, the crater volume may be expressed as V = 2pir3/3.
The single dimensionless group formed is
Π =
Ker
SV 4/3
. (1.2)
This can be rewritten to give a linear relationship for the crater radius
r = c
(
Ke
S
)1/3
(1.3)
where c is a constant of proportionality. Equation (1.3) implies that the crater
radius (and depth) scales with the velocity to the 2/3 power as is well known in the
1The particle impact data in Appendix A gives single data-points only. It was therefore not
possible to construct bounds on the experimental scatter.
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literature [5, 7, 8]. A scatter-plot showing this relationship is given in Figure 1.2
for the different projectile to target densities. A constrained (through the origin)
line of best fit was calculated from the sets of points with a constant projectile
to target density ratio; these are overlaid on Figure 1.2. The gradients of
0 2 · 10−3 4 · 10−3 6 · 10−3 8 · 10−30
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Figure 1.2: Plot of crater radius to the right hand side of (1.3), normalized by the
density ratio. The colourbar shows the density ratio (ρt/ρp).
the lines in Figure 1.2, as a function of the density ratio, are given in Table 1.1.
It is intuitively obvious that as ρt/ρp → 0, with the strength parameter S held
constant and as long as the kinetic energy is non-zero and finite, the slope of the
relationship between the crater radius and the dimensionless quantity Pi (1.3)
should approach the vertical. In Chapter 8, Section 8.2 the results from the
dimensional analysis presented here are used as error bounds for the predicted
crater radii from numerical simulations of particle impacts into graphite. The
motivation for the interest in particle impacts into graphite stems from the use of
graphite for the leading edges of hypersonic vehicles [9]. This is discussed in the
next section.
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Radius constant ρt/ρp
1522.0 1.8
3571.5 0.6
11893.8 0.2
Table 1.1: Table of slopes (from Figure 1.2) for various density ratios, correspond-
ing to polyethylene, aluminium and steel impacts on graphite.
1.3 Motivation
The original motivation behind this work was the need to develop a better
technique to model the impact of atmospheric particles with the leading edge of
a hypersonic vehicle (composed of a synthetic polycrystalline graphite material).
As a hypersonic vehicle flies through the atmosphere at speeds of up to 10 km/s it
may encounter particles such as dust, snow, ice crystals and raindrops [10]. These
particles may cause substantial damage to the leading edge of the vehicle due to
their large relative impact velocity [9, 11–15]. The leading edge of a hypersonic
vehicle is one of the most critical components on the vehicle as it is co-located with
a stagnation point and thus experiences a large heat-flux and dynamic pressure2.
The geometry of the leading edge is critical to the aerodynamic performance of
the hypersonic vehicle and the thermal flux, which is linked to the surrounding
flowfield, in a closely-coupled process [16–19]. It is for this reason that an un-
derstanding of the impact response of the leading edge is required for engineers
to properly design the leading edge such that the hypersonic vehicle can survive
its flight. Figure 1.3 shows a schematic of the motion of particles impacting on
a hypersonic vehicle. Interest in the effects of such impacts began to grow in the
late 1950s with the development of spaceflight technology. Most research on the
topic of particle impacts was conducted in the 1970s and 80s as the US developed
its space programme. The leading edge materials investigated at the time were
typically polycrystalline graphite and Carbon Reinforced Carbon (CRC) compos-
ites and there is much experimental data available detailing the results caused by
particle impacts into these materials [16, 20–22]. These experiments led to the use
of empirical relationships, termed “G-Laws” [22], which correlated the ratio of the
2In 2003 the Space Shuttle Columbia burned up during atmospheric re-entry due to damage
to the left wing leading edge caused by impact of insulation foam dislodged during launch.
Its crew perished.
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Figure 1.3: Schematic of particle motion through shock layer around a hypersonic
vehicle leading edge
leading edge mass lost due to particle impacts to both the mass and speed of the
impacting particles. It is important to note that these approaches used relation-
ships derived entirely from empirical data. A more modern approach to predicting
the erosion behaviour is to use the governing equations of continuum mechanics
with numerical methods to simulate the deformation behaviour of the material
undergoing particle impact and, for completeness, explicitly include the effect of
the flowfield such that the erosion is predicted in a coupled manner. The numer-
ical methods available for simulating particle impacts are discussed conceptually
in the next section.
1.4 Numerical methods
1.4.1 Mesh-based methods
A mesh-based method is a numerical method whereby the geometry of a ma-
terial or region of interest is discretized into an ordered lattice of nodes with
connectivity between the nodes. This serves to create a distribution of cells or
elements which are connected to one another. These cells or elements are the do-
main over which the governing equations are solved. Before the governing Partial
Differential Equations (PDEs) can be solved, they must first be transformed into
a set of algebraic or Ordinary Differential Equations (ODEs), which can then be
6
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solved by numerical integration.
Lagrangian methods
Before the Lagrangian description is defined consider Figure 1.4. From Figure
0 x
y
x
y
u
Figure 1.4: Displacement u of a material particle
1.4, the displacement vector of an infinitesimal element, or particle, of material is
defined as
u (x, t) = y (x, t)− xt=0. (1.4)
The displacement vector defined in (1.4) is called the Lagrangian or material
description of displacement. As the initial position x is fixed, the velocity and
acceleration are simply the first and second derivatives of material position with
respect to time.
In a Lagrangian mesh-based method the nodal points move with the material
as the material deforms. This means the mesh that connects the nodes moves
and distorts as the material deforms over time. Mesh-based Lagrangian methods
are very useful for problems involving small deformations. However, when the
material deformation becomes large the mesh may distort to such an extent that
the accuracy of the method suffers due to extrapolation errors or mesh tangling.
Eulerian methods
In order to obtain the Eulerian description of the displacement vector, the La-
grangian description (1.4) is inverted to express the displacement of a particle in
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terms of its current position y.
u (y, t) = y − x (y, t) (1.5)
Equation (1.5) describes the position of a particle which is in position y at time t.
The velocity of a particle in the Eulerian description is simply the time derivative
of its current position y. However, the acceleration is more complicated to obtain
as x (y, t) is not typically known. The chain rule is used to obtain the acceleration
a of a particle as a function of the current position y:
a (y, t) =
∂v (y, t)
∂t
∣∣∣∣
x fixed
=
∂v
∂t
∣∣∣∣
y fixed
∂t
∂t
+
∂v
∂y
∂y
∂t
. (1.6)
In an Eulerian mesh-based method the mesh remains fixed in space and time (no
mesh deformation) and the material advects through the mesh. This means that
the method is suitable for problems involving very large deformations, such as
fluid flow. However, unlike a Lagrangian method, it is not easy to track a particle
of mass and its associated properties advecting through an Eulerian mesh. It is
easy, however, to obtain the field properties at a given time on the mesh.
Arbitrary Lagrangian Eulerian methods
The Arbitrary Lagrangian Eulerian (ALE) method combines both the Lagrangian
method and the Eulerian method. In the ALE method the mesh may move with
the material, like the Lagrangian method, or the mesh may be held fixed with
material advecting through the mesh as in the Eulerian method. This is done
by initially moving the mesh with the material (as in the Lagrangian method)
and then, based on some criterion, re-meshing in order to preserve some order
to the mesh (where material implicitly advects through the mesh as in the Eu-
lerian method). This means that some reference domain which is separate from
the initial material coordinates or the mesh coordinates is needed to keep track
of material particles. The motion of the material and mesh in an ALE simulation
can be seen schematically in Figure 1.5.
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t = 0
t
Mesh Node
Material Particle
Mesh Motion
Material Motion
Figure 1.5: Schematic of ALE mesh and particle motion
1.4.2 Discussion
When considering simulations involving very large material deformations the
issues of mesh distortion and entanglement may make a Lagrangian mesh-based
scheme unfeasible. The aspect ratio of the mesh cells may become so distorted
that the accuracy suffers, or indeed the mesh may intersect itself causing the
integration to terminate. The Eulerian mesh-based scheme suffers no mesh degra-
dation, however it introduces the problem of numerical diffusion of the material
interface or free surface. In addition, complicated front-tracking algorithms are
needed to give a more precise definition of the material geometry. The ALE for-
mulation comes closest to solving these issues by combining the strengths of the
Eulerian and Lagrangian mesh-based schemes, however it necessarily inherits the
drawbacks of both the Lagrangian and Eulerian schemes. In addition, the ALE
method is computationally intensive and complicated to implement. To avoid the
issues associated with the mesh entirely, mesh-free methods were developed.
1.4.3 Mesh-free methods
Lagrangian mesh-free methods overcome the issues associated with mesh dis-
tortion, material diffusion and re-meshing as there is no a-priori connectivity
assigned to the geometry. Instead the connectivity is re-calculated at each time-
step (connectivity may change) or is calculated at the beginning of the simulation
(connectivity fixed). This feature makes mesh-free methods advantageous from
the point of view of the user as no mesh-generation procedure is required. This
section will limit the discussion to mesh-free Lagrangian particle methods; meth-
ods in which particles represent discrete “chunks” of material (or domain space)
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which possess field variables and move along with the material. These particles
are the points over which the governing equations are solved. Other mesh-free
methods exist which are based on the discretization of the governing PDEs in the
weak form, such as the Element Free Galerkin Method (EFGM) [23], Material
Point Method (MPM) [24] and Finite Point Method (FPM) [25]. A distinguishing
feature of these weak form mesh-free methods is the requirement for a background
mesh for integration. Methods based on the strong form generally do not require
this background mesh. The Smoothed Particle Hydrodynamics (SPH) method is
based on the strong form of the discretization and hence requires no background
mesh. SPH is entirely mesh-free and guarantees local conservation of energy which
is important in the context of high-velocity impacts [26, 27]. Other truly mesh-free
methods, such as the Reproducing Kernel Particle Method (RKPM) [28] are, in
general, only globally conservative.
Peridynamics method
A scheme that deserves mentioning is the recently developed peridynamics3
method [29]. The peridynamic method is different from the other particle meth-
ods in that it is based on integral equations as opposed to PDEs. This has the
advantage that, in the presence of displacement discontinuities, or cracks, there is
no need to redefine the body geometry to ensure that the crack is located on the
boundary of the computational domain, or to use special localised treatments in
the presence of cracks. This is realised through the use of the integral equation of
motion [30]
ρu¨ (x, t) =
∫
hx
f (u (x′, t)− u (x, t) ,x′ − x) dVx′ + b (x, t) (1.7)
where hx is some neighbourhood of x, u is the displacement, b is the body force and
f is some pairwise force function whose value is the force vector (per unit volume
squared) that particle x′ exerts on particle x. Equation (1.7) is discretized by
replacing the integral by a sum over the particles within the region hx
ρu¨i ≈
∑
j∈Ii
f (uj − ui,xj − xi)Vj + bi, Ii = {j 6= i : |xj − xi| ≤ hx} (1.8)
3“Peridynamic” is a word formed from the Greek words for near and force [29].
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The pairwise force function f contains all the constitutive properties for the mate-
rial being simulated and fracture is taken account of by reducing this force to zero
(no transmission of tensile forces) once a certain displacement between two parti-
cles x and x′ exceeds a certain value. This can be thought of as the stretching, s,
and breaking of bonds (when s = s0) between particles and is shown schematically
in Figure 1.6. The peridynamic method has been successfully applied to modelling
f
ss0
Figure 1.6: Bond force as a function of bond stretch in the peridynamics method.
brittle fracture [30, 31], composite material damage [32] and recently heat conduc-
tion in damaged materials [33] and appears to be the focus of much research to
mature and generalise the method. A direct consequence of the peridynamic for-
mulation based on the microelastic brittle constitutive law [29] is that it constrains
the effective Poisson’s ratio of the material to 1/4 and plasticity is not included.
New “state based” peridynamic formulations [34] have been shown to overcome
the Poisson’s ratio constraint, include plasticity and have been used effectively to
model real materials [35]. Continuing limitations in the peridynamics literature
are the inability to include non-linear equations of state for the shock-response
of a material and the restrictively simplistic approach to modelling peridynamic
particles which are unbonded4 and/or are in contact with one another. In con-
trast to the standard SPH method, the peridynamic method can deal with rigid
body rotation and the tensile instability (a characteristic of the SPH method in
its standard form) is not intrinsic to the discretization. The tensile instability and
other pathologies of the SPH method will be described in forthcoming chapters.
4A Lennard-Jones [30] type contact force is applied, proportional to the depth of interpenetra-
tion, of the unbonded peridynamic particle and the particles it is in contact with.
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1.5 Structure of thesis
This work consists of two main parts. The first part is devoted to introduc-
ing and developing a novel SPH method. In Chapter 2 the SPH methodology is
explained and derived and its most common discrete forms are presented. The
most common approaches used for shock-capturing in SPH are introduced; arti-
ficial viscosity and its enhancements and Riemann solvers. A brief discussion on
the practical and necessary considerations for SPH are given; variable smoothing
lengths, boundary conditions, particle sorting and temporal integration. In Chap-
ter 3, a spatially second-order Godunov SPH method for material with strength
is derived. An explanation of the motivation behind the development of the new
scheme is given and attention is paid to deriving the scheme such that exact en-
ergy conservation is guaranteed. There is a discussion on the computational issues
associated with the scheme; in particular the algorithmic efficiency - a strategy to
reduce the number of loops over all particle pairs is presented. A flowchart of the
new scheme is given in Section 3.7 followed by a brief explanation of the imple-
mentation details. This part concludes with a number of one and two dimensional
tests (Chapter 4), together with comparisons with the Artificial Viscosity (AV)
SPH method.
As the original motivation of the work was to develop a better technique to
model the erosion of the leading edge of a hypersonic vehicle comprised of a syn-
thetic polycrystalline graphite material, the second part of the thesis is devoted to
the application of the new SPH scheme derived in Chapter 3 to model high veloc-
ity impacts on a synthetic polycrystalline graphite material. In order to model the
graphite, attention is paid to the selection and prescription of constitutive equa-
tions appropriate for the graphite material of interest. In Chapter 5 the appropri-
ate dilatational and deviatoric constitutive equations for the graphite material are
reviewed. A deviatoric constitutive equation is selected based on its simplicity and
proven ability to capture the main deformation processes which occur in brittle
materials subjected to impact loading. The appropriate material parameters of
interest for the graphite material are available in the literature, however the di-
latational constitutive equation is investigated more thoroughly; the assumptions
behind the use of a porous equation equation of state were tested using an experi-
ment designed to reveal whether or not the pore space in the graphite compacted
under compressive loading. The result of the graphite compression experiment led
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to the use of a polynomial equation of state for the dilatational constitutive equa-
tion. The constitutive equations selected were then validated against flyer-plate
and particle impact experimental data. This chapter ends with a summary of the
results from a series of particle impact simulations along with comparisons with
experimental data.
The thesis concludes by reflecting on the SPH scheme in general, with emphasis
placed on the second-order Godunov SPH extension proposed in this work and
the modelling of high-velocity impacts using the SPH scheme.
1.6 Originality
There are three original aspects of this work. These are described below.
1. The development of a conservative second-order Godunov SPH method for
solid-dynamics. The philosophy behind the development of this technique
was to avoid the use of the standard artificial viscosity for damping, at the
same time as enhancing the Godunov SPH for solid-dynamics [3] to second-
order spatial accuracy, without having to use third-order tensor terms for
reconstruction of inter-particle Riemann states. The new scheme is shown
to perform well for a variety of different test cases in Chapter 4.
2. An experimental investigation into the compaction behaviour of porous syn-
thetic polycrystalline graphite. The results from the compaction experiment
showed that the graphite did not plastically compact at quasi-statically ap-
plied pressures up to 2 GPa. This result then led to the development of
a simple polynomial equation of state for the porous graphite, which has
applicability for the region of the Hugoniot curve below the phase transition
to diamond.
3. The application of the newly developed SPH scheme to modelling high-
velocity particle impacts into graphite material described by the piece-wise
linear Johnson Holmquist ceramic damage model [36] and the polynomial
equation of state, the results of which are then compared with experimental
data.
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2 Smoothed particle
hydrodynamics theory
The smoothed particle hydrodynamics method is one of the oldest mesh-free
methods in use. It was originally devised in 1977 [37, 38] to simulate the evolution
of astrodynamical processes, such as galaxy formation and has since been devel-
oped to simulate a diverse range of multi-physics phenomena. The method, in its
original form, relies on an integral convolution procedure to approximate the field
functions and their derivatives. This is achieved through the use of a smoothing
“kernel” which overlaps some local volume of the material domain. The kernel,
and thus the field-values, are located at discrete “particles” which are co-located
with points in the material giving the method its Lagrangian form and the basis to
the name “Smoothed Particle Hydrodynamics”. The (usually spherical) smooth-
ing kernel is compact thereby making the method more computationally tractable
and in fact may be made to expand or contract its radius depending on some flow
conditions such as the local divergence. This means that the particles at a point in
time may or may not be contributing to the integral convolution smoothing pro-
cedure at another time, hence the kernel is considered to be an Eulerian feature
of the Lagrangian method. Indeed, this Eulerian kernel connectivity is the fea-
ture which makes the SPH method so attractive for problems involving enormous
material deformations such as galaxy formation and stellar motion, fluid flow and
high velocity impact dynamics. The Eulerian kernel and Lagrangian formulation
is especially useful for problems with large variations in flow dynamics because the
Eulerian connectivity of the kernel means that material need only interact with
nearby material and the Lagrangian nature of the method means that highly dy-
namic regions naturally contain more particles and are thus resolved more sharply.
SPH may be used for quasi-static solid-dynamics problems but due to certain
pathologies which manifest directly from the SPH formulation it is considered
much more appropriate to use alternative methods, such as Finite Elements (FE),
14
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for simulations involving small material distortions.
The SPH technique is conceptually simple and derives straightforwardly from
few assumptions. SPH was originally developed for inviscid fluid flow [37, 38]
but has since been extended to model viscous fluids [39], solids [40], magnetohy-
drodynamics [41], electromagnetics [42], heat conduction [43] and their various
combinations. The literature on the topic is vast and ever increasing with the
most rapid developments currently being made in the fields of astrophysics and
free-surface flows. This chapter continues by describing the basic principles from
which the SPH method derives and discusses the accuracy and consistency of the
SPH approximation. The SPH smoothing kernel is introduced and the calcula-
tion of field derivatives is discussed. The SPH discretization of the continuum
equations of motion are then derived. The methods available to stabilize the
SPH scheme in the presence of discontinuities in the solution are then presented
and some practical implementation aspects such as variable smoothing lengths,
boundary conditions and particle sorting are discussed. The chapter concludes
with a summary of the most common temporal integration schemes used in SPH
simulations.
2.1 Derivation
The basis of the SPH method is in the approximation of a function of spatial
coordinates f(x) through the approximate kernel interpolation of the function
at locations surrounding the point x. The usual derivation [44] begins with the
identity
f(x) =
∫
f(x′)δ (x− x′) dx′, (2.1)
where the delta function is defined as
δ (x− x′) =
{
1 if x = x′
0 if x 6= x′. (2.2)
The delta function is replaced by some smoothing or “kernel” functionW (x−x′, h)
with the same property as the delta function as the smoothing length h tends to
zero:
limh→0W (x− x′, h) = δ(x− x′). (2.3)
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This gives the SPH approximation
f(x) ≈
∫
f(x′)W (x− x′, h) dx′. (2.4)
The kernel function should satisfy the unity condition∫
W (x− x′, h) dx′ = 1 (2.5)
and, in order to be computationally tractable, should be compact such that
W (x− x′, h) = 0 if |x− x′| ≥ κh (2.6)
where κ ≥ 1 is some finite scaling factor. Noting that the infinitesimal dx′ is equiv-
alent to the volume element, the smoothing convolution (2.4) may be discretized
using the mid-point rule to give
f(x) ≈
∑
j
f(xj)W (x− xj, h)Vj (2.7)
where Vj = mj/ρj is the volume of the smoothed particle j. Using (2.7), if the
smoothed function is the density f(x) = ρ(x), the SPH summation approximation
of the density is obtained:
ρ(x) ≈
∑
j
mjW (x− xj, h) . (2.8)
It is clear from equation (2.8) that the kernel function should satisfy some phys-
ically intuitive properties, such as being even, non-negative, and monotonically
decreasing as h → 0. For this reason the Gaussian, or a Gaussian-like, function
is commonly chosen as the kernel. A schematic of the SPH smoothing convolu-
tion is shown in Figure 2.1. The error in the smoothing convolution (2.4) may be
estimated by taking the Taylor series expansion around x to give
f(x) =
∫ (
f(x) + (x− x′)f ′(x)+
(x− x′)2
2!
f ′′(x) + . . .
)
W (x− x′, h)dx′
= f(x) +O(Res.2),
(2.9)
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κh
Ω
Figure 2.1: Schematic of SPH interpolation function W with support radius κh,
where rij = |xi − xj| and S denotes the surface of the domain Ω.
where the odd terms evaluate to zero because W is an even function and the unity
condition (2.5) has been used. The derivative of a function may be obtained by
using integration by parts and the divergence theorem to give
∇f(x) ≈
∫
S
f(x′)W (x− x′, h) · ndS −
∫
Ω
f(x′)∇W (x− x′, h)dx′. (2.10)
Inside the domain, when the kernel support does not penetrate a free-surface,
the surface integral in (2.10) evaluates to zero. When the kernel support does
penetrate a free-surface, in order to calculate the surface integral in (2.10), the
surface unit normal n must be known which is particularly difficult to evaluate in
a mesh-free scheme such as SPH due to the lack of connectivity; in other words
the surface normal may not be uniquely defined. For this reason in most SPH
implementations the surface integral term in (2.10) is neglected to give
∇f(x) ≈ −
∫
Ω
f(x′)∇W (x− x′, h)dx′. (2.11)
The error in the smoothed approximation of the derivative of a function (2.11)
may be estimated in the same way as (2.9) by taking the Taylor series expansion
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around x′ to give
∇f(x) = −
∫ (
f(x) + (x− x′)f ′(x) + (x− x
′)2
2!
f ′′(x)+
O ((x− x′)3)+ . . .)∇W (x− x′, h)dx′
= ∇f(x) + f
′′(x)
2
∫
(x− x′)2∇W (x− x′, h)dx′+
O ((x− x′)3) .
(2.12)
Therefore, due to the compact support of W (2.6), the approximate largest error
in the smoothing operations used to obtain (2.4) and (2.10) are of O(h2).
As the continuum equations of motion are at most first-order, the SPH ap-
proximation of the derivative of a function is used as the identity with which to
discretize the governing equations. An improvement to the approximation (2.11)
can be made by employing the identities
∇(cf(x)) = c∇f(x) + f(x)∇(c) (2.13)
and ∇f(x)
c
=
f(x)
ca
∇
(
1
c1−a
)
+
1
c2−a
∇
(
f(x)
ca−1
)
, (2.14)
where c is some scalar and a is a free integer. Using the discrete counterpart
of (2.11), equation (2.13) can be rewritten to give the SPH difference gradient
approximation
∇f(xi) ≈
∑
j
mj
ρj
(f(xj)− f(xi))∇iWij, (2.15)
where
∇iWij = ∂
∂xi
W (xi − xj, h)
=
xi − xj
|xi − xj|
∂W (|xi − xj|, h)
∂ |xi − xj|
= −∇jWij.
(2.16)
Similarly, by setting c = ρ and a = 1 in equation (2.14), the symmetric form of
the smoothed gradient is obtained as
∇f(xi) ≈
∑
j
mj
ρj
(f(xi) + f(xj))∇iWij. (2.17)
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An alternative to (2.17) is obtained by setting a = 2 to give
∇f(xi) ≈ ρi
∑
j
mj
(
f(xi)
ρ2i
+
f(xj)
ρ2j
)
∇iWij. (2.18)
Both (2.17) and (2.18) are used commonly in the discretization of conservation
equations as the gradient is anti-symmetric with respect to particles i and j.
2.1.1 Smoothing kernels
In order to satisfy physically intuitive properties, the SPH smoothing kernel
generally takes the form of the Gaussian. The shape of the kernel governs the
weighting applied to the particles contributing to the particle approximation (2.7)
and thus is an important component of the SPH scheme. A similar argument is
made for the shape of the first derivative of the kernel function when calculating
the smoothed approximations of the gradient (2.15), (2.17) and (2.18). The kernel
function most commonly used in SPH implementations is the piecewise cubic spline
first described in [45]
W (ν) = α(h, d)

1− 3
2
ν2 + 3ν
3
4
0 ≤ ν < 1
(2−ν)3
4
1 ≤ ν < 2
0 ν ≥ 2
(2.19)
where α(h, d) is some normalizing coefficient used to ensure the unity condi-
tion (2.5) is satisfied and ν = |x − x′|/h. This normalizing coefficient may be
determined, for an even kernel function, using
α(h, 1)
∫ h
0
W˜ (ν)dν =
1
2h
α(h, 2)
∫ h
0
νW˜ (ν)dν =
1
2pih
α(h, 3)
∫ h
0
ν2W˜ (ν)dν =
1
4pih
,
(2.20)
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where W˜ (ν) = W (ν)/α(h, d). The cubic-spline kernel (2.19) retains the general
shape of the Gaussian1
W (ν) = α(h, d)e−ν
2
0 ≤ ν ≤ 3, (2.21)
first used in [37], however it has a more compact support and thus results in
faster computation times. A bewildering array of kernel functions are available in
the literature, each with their own advantages and disadvantages [46]. A class of
kernel function is described in [47] based on a modified sinc function:
W (ν) = α(h, d)

1 ν = 0(
sin(pi2 ν)
pi
2
ν
)n
0 < ν ≤ 2
0 ν > 2
(2.22)
where n is a shape factor which determines how rapidly the slope of the kernel
function varies. This class of function may be generalised to allow the compactness
factor κ to vary giving
W (ν) = α(h, d)

1 ν = 0(
sin(piκ ν)
pi
κ
ν
)n
0 < ν ≤ κ
0 ν > κ
(2.23)
If, in equation (2.23), κ = 2 and n = 3, the profile of W (ν) is similar to the
cubic spline kernel (2.19). If κ = 3 and n = 5 the sinc kernel is similar to the
Gaussian kernel. The cubic-spline and Gaussian and their sinc approximations are
shown in Figures 2.2 and 2.3 respectively. The use of the kernel function of the
form (2.23) allows for great control over the accuracy of the smoothing procedure
as the exponent n can be varied to control the contribution of the closest particles
to the interpolation. The parameter n is put to use in [47] where it is allowed to
vary in space and time as a function of the local flow-field.
Higher-order kernels
In [48], Monaghan uses a form of Richardson’s extrapolation (a method used
to accelerate the rate of convergence of a sequence) to construct higher-order
1Note that as the Gaussian has infinite support, it is truncated at ν = 3 in order to make it
computationally tractable. This introduces a small error of O(10−4).
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Figure 2.2: The cubic-spline (2.19) (blue) and a similar modified sinc func-
tion (2.22), with n = 3 (red).
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Figure 2.3: The Gaussian (2.21) (blue) and a similar modified sinc function (2.23)
(red), with κ = 3 and n = 5.
interpolating versions of the cubic-spline and Gaussian kernels. For an even kernel
W (ν) the higher-order interpolating form is constructed such that the O(h2) error
term in the Taylor-expansion of the smoothing interpolation vanishes [48], giving
errors in the integral smoothing interpolation ofO(h4). The technique to construct
the higher-order kernel function WH(ν) may be applied to an arbitrary even kernel
function W (ν) using the formula [49]
WH(ν) = a(1− bν2)W (ν) (2.24)
where a and b are determined such that the second moment vanishes∫ h
0
ν2WHdν = 0 (2.25)
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and the normalization condition (2.5) is satisfied. The “super Gaussian” kernel2,
shown in Figure 2.26, has the relatively simple form [48]
W (ν) ≈ α(h, d)
(
d+ 2
2
− ν2
)
e−ν
2
. (2.26)
A necessary feature of these higher-order interpolating kernels is that the value
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Figure 2.4: The super Gaussian kernel function.
of the kernel is negative somewhere in the domain. As mentioned in [49], this may
have serious consequences when, for example, the flow-field exhibits a significant
change in density, as the kernel interpolation may predict a negative density. The
super-Gaussian kernel has, however, been successfully used to solve shock-tube
flows [50].
Kernel derivatives
The derivative of the kernel function is of importance in SPH simulations as
it directly affects the stability of the SPH scheme. This can be demonstrated by
discretizing the momentum equation governing the flow of an inviscid fluid
Dv
Dt
= −1
ρ
∇P (2.27)
2The form of the super Gaussian kernel presented in equation (2.26) is an approximation as
the first term in the brackets actually involves the error function.
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where D(·)/Dt = ∂(·)/∂t+v ·∇(·) is the material or substantial derivative, using
equation (2.17) to give
Dvi
Dt
≈ −
∑
j
mj
(
Pi + Pj
ρiρj
)
∇iWij. (2.28)
It is clear from equation (2.28) that the magnitudes of ∇iWij determine the force
experienced by particle i on particle j and vice-versa. Suppose the kernel func-
tion is the Gaussian (2.21). The first derivative of the Gaussian kernel is shown
in Figure 2.5. The magnitude of the derivative of the Gaussian kernel peaks at
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Figure 2.5: The magnitude of the first derivative of the Gaussian kernel function.
ν = 1/
√
2. If the interacting particles are approaching one another and particle
j is located between ν = 1/
√
2 and the ν = 3, the magnitude of the derivative is
increasing. This means that the repulsive force increases as particle j approaches
particle i when 1/
√
2 < νj < 3 and the SPH scheme is stable. However when
0 < νj < 1/
√
2 the magnitude of the kernel derivative decreases, therefore the
repulsive force decreases and a clustering instability occurs.
A general criteria for this type of instability was derived using a one-dimensional
linear stability analysis in [51] and is summarised by the expression
W ′′σ > 0, (2.29)
where W ′′ is the second derivative of the kernel function and the convention for
σ comes from solid-mechanics; σ > 0 in tension and σ < 0 in compression. This
means that, when using kernel functions with a Gaussian-like shape, the clustering
instability is strongly linked to the ratio of the smoothing length to inter-particle
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spacing. A greater ratio results in a more stable simulation however the results be-
come more diffusive and the simulation takes longer to compute as there are more
particle interactions. Different kernel shapes give different stability properties; a
hyperbolic shaped kernel (Figure 2.6) such as the quadratic spline [52]
W (ν) = α(h, d)
(
3ν2
16
− 3ν
4
+
3
4
)
0 ≤ ν ≤ 2 (2.30)
has discontinuous first derivatives however the magnitude of the first derivative
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Figure 2.6: A quadratic kernel function [52] (blue) and the magnitude of its first
derivative (red).
monotonically increases towards the origin meaning the clustering instability de-
scribed above does not occur. The penalty for choosing such a kernel function is
that the accuracy of the kernel approximation (2.4) is compromised as it is shown
in [46] using a one dimensional analysis that bell, or Gaussian, shaped kernels
provide the best approximation.
Using a similar strategy a parabolic kernel (Figure 2.7) such as the squashed
quarter circle [46] may be used to relieve the tensile clustering instability, which
most evidently manifests itself when simulating materials with strength [52]. This
is because, in contrast to the quadratic kernel (2.30), the first derivatives mono-
tonically increase away from the origin.
W (ν) = α(h, d)
(
1− ν
2
4
)
0 ≤ ν ≤ 2 (2.31)
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Figure 2.7: A parabolic kernel function [46] (blue) and the magnitude of its first
derivative (red).
In reality, however, the state of stress in a solid body undergoing dynamic load-
ing is so complex that neither of the above strategies may be used effectively to
relieve the clustering instability intrinsic to the SPH method in its standard form.
It has been shown in [53] that the use of a total Lagrangian formulation with a
Lagrangian kernel function (in which the connectivity defined in the initial config-
uration remains constant over time) removes the kernel instability. In the author’s
opinion, however, this approach is not consistent with the spirit of the concept of
the mesh-free SPH formulation where connectivity is re-defined over time. Some
progress in the area of SPH using an updated Lagrangian connectivity has been
made in [54].
In [55] an “artificial stress” term is added to the SPH momentum equation in
an effort to remove the tensile instability. The artificial stress is calculated by
taking the spectral decomposition of the stress tensor and, for any positive value
(indicating tension), calculating an artificial stress using
Rααi = −
σααi
ρ2i
(2.32)
where  ≈ 0.3 is some coefficient and σααi is the principal stress in the αα direction.
The principal artificial stress vector is then rotated back to the original coordinate
system and added to the momentum equation in the form
Rij = f
n (Ri +Rj) (2.33)
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where fn is a factor which is based on the ratio of the current kernel value to the
original kernel value (in the un-deformed configuration):
f =
Wij (|xi − xj|, hij)
W (∆x, h)
. (2.34)
In equation (2.34) ∆x is the original inter-particle spacing and h is the original
smoothing length. The value of n depends on the dispersion relation of the kernel
being used and takes a value of n ≈ 4 for the cubic-spline kernel [55]. The
addition of the artificial stress allows the SPH scheme to effectively simulate large
tensile forces without un-physical fragmentation, while using an Eulerian kernel
connectivity. The artificial stress does not alter the conservation of the SPH
formulation, however it does introduce spurious particle accelerations and thus
contaminates the stress field commensurately. The artificial stress is not used
in this work as it is the author’s opinion that the addition of artificial forces to
cure the tensile instability is conceptually unappealing. Furthermore, it is known
that for high velocity impacts, the artificial stress is ineffective at suppressing the
tensile instability [56].
2.1.2 Consistency
The consistency of the SPH particle approximation (2.7), or its ability to repro-
duce a polynomial of arbitrary order [57]
f(x) = anx
n + an−1xn−1 + . . .+ a0 (2.35)
is strongly linked to how regularly the particles are spaced in the domain. In
one dimension, for a 0th order polynomial or constant function f(x) = a0, to be
reproduced exactly the discrete form of the unity condition (2.5)∑
j
W (xi − xj, h)∆xj = 1 (2.36)
must be satisfied. For a linear function f(x) = a1x + a0 the required consistency
condition is ∑
j
(xi − xj)W (xi − xj, h)∆xj = 0. (2.37)
Neither of these conditions are satisfied when the kernel radius intersects the
boundary of the domain (kernel is incomplete) or when particles are spaced irreg-
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ularly (superposition of kernels), as is the case in general simulations. A variety
of corrections to the particle inconsistency are available in the literature [52, 58–
62] which generally rely on correcting the kernel function (and/or its derivatives)
by using a Taylor-series expansion to rewrite its moments in matrix form and
then inverting the matrix to obtain the correction to the kernel (and its deriva-
tives). These approaches rely on the correction matrix being non-singular which
may not be the case in material flows involving very large distortions. In addi-
tion, the corrected kernels may be negative in some regions of the domain, which
may contradict the physical nature of the continuum equations being solved. In
Dilts’ paper [26] a different approach was used where the equations of motion were
discretized using the Galerkin approximation to replace the SPH approximate in-
terpolation with a Moving Least Squares (MLS) interpolation which guarantees
consistency up to the desired order in situations involving disordered particle dis-
tributions. The resulting numerical scheme described is superior to SPH for sim-
ulations involving tension and rotation but is non-conservative. In Dilts’ second
paper [27], the non-conservative MLS-SPH scheme described in his first paper [26]
was modified to achieve local and global conservation by introducing the appro-
priate particle boundary fluxes at the expense of sacrificing the consistency of
the original scheme. This required the definition of the material free-surface and
the associated surface normal vectors. As the surface normal-vector in a contin-
uum defined by particles may be non-unique the conservative MLS-SPH methods
described in [27] are complicated and do not work well for simulations involv-
ing large material distortions. In [63] the concept of the “weak renormalization”
matrix was introduced. This weak renormalization is a simple modification to
the normalization method first described in [58] which ensures the resulting SPH
scheme satisfies Newton’s third law. If the condition on the discrete SPH gradient
operator required to reproduce a linear field is∑
j
mj
ρj
(xj − xi)⊗ ∇˜iWij = I, (2.38)
the renormalized kernel derivative is given as
∇˜iWij = Li∇iWij. (2.39)
If equation (2.39) is used in the calculation of the momentum equation (discretized
using equations (2.17) or (2.18)) the pair-wise relationship of the renormalized
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kernel derivative is no longer anti-symmetric
∇˜iWij 6= −∇˜jWij, (2.40)
and thus Newton’s third law may be violated. Therefore, the weakly renormalized
derivative operator uses the mean of the two renormalization matrices
∇̂iWij = Li +Lj
2
∇iWij, (2.41)
such that
∇̂iWij = −∇̂jWij (2.42)
which, when used to calculate the momentum equation, satisfies Newton’s third
law. The normalization matrix may be calculated using
Li = M
−1
i =
[∑
j
mj
ρj
(xj − xi)⊗∇iWij
]−1
. (2.43)
The weak renormalization method does not enforce condition (2.38) exactly, how-
ever it is shown in [63] and [64] to increase the rate of convergence of the scheme.
The weak renormalization method is not used in this work as it is possible that
the matrix M may be singular due to the lack of neighbouring particles caused
by the large material distortions from high-velocity impacts.
2.2 Discretization
In this section the most commonly used SPH equations governing the motion
of elastic solids are presented. Their applicability to high velocity impact simula-
tions are discussed and a set of equations is selected based on their relative merits.
Ignoring heat transfer or body forces, the continuum conservation equations of
motion for a solid are stated as
Dρ
Dt
= −ρ∇ · v
Dv
Dt
=
1
ρ
∇ · σ
Du
Dt
=
1
ρ
σ : ∇v,
(2.44)
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where the substantial derivative D/Dt is used and “:” denotes the tensor inner
product. In (2.44) the first expression is the continuity equation, the second is the
momentum equation and the third is the energy equation. The variables used here
are the density ρ, the velocity v, the Cauchy stress tensor σ = τ − IP and the
specific internal energy u. Instead of discretizing the continuity equation directly,
equation (2.7) may be used to discretize the density field to give
ρi =
∑
j
mjW (xi − xj, h), (2.45)
where, henceforth for the sake of convenience, the SPH approximation has been
replaced with an equality. This technique for calculating the density field is time-
independent; it is simply evaluated at each time-step. Equation (2.45) is commonly
used in astrophysical simulations where free surfaces are not a feature of the ma-
terial domain. The use of (2.45) for simulations involving free surfaces results in
an underestimation of the density near the free surface due to the kernel support
domain penetrating the free surface and thus violating the discrete counterpart
of the unity condition (2.5). In particular, when dealing with materials such as
liquids and solids which are described by stiff equations of state (discussed more in
later sections), the underestimation in density can cause a large amount of motion
due to the low pressures evaluated by the equation of state. For this reason, in
solid-dynamics applications, the continuity equation is usually discretized directly
using (2.15) to give
Dρi
Dt
= ρi
∑
j
mj
ρj
(vi − vj) · ∇iWij (2.46)
respectively. The derivation of the alternative form of the SPH continuity equation
may be found by taking the time-derivative3 of (2.45) to give
Dρi
Dt
=
∑
j
d
dt
mjW (xi − xj, h)
=
∑
j
mj (x˙j − x˙i) · ∇iWij.
(2.47)
3The complete time-derivative of (2.45) includes the additional terms due to the partial deriva-
tive of the kernel function with respect to the smoothing length. The incorporation of these
“∇h” terms into the resulting SPH scheme effectively reduces the influence of the smoothing
length on the numerical sound-speed [65].
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Equations (2.47) and (2.45) are not equivalent as the time-integration scheme is
not exact thus the particle velocity x˙i does not coincide with the fluid-velocity
at the particle position vi [66]. Equation (2.47) is known to provide a poorer de-
scription of the density field than (2.46) for simulations involving materials with
large differences in density [44] and thus equation (2.46) is more suitable for multi-
material simulations. Equations (2.17) and (2.18) are rarely used to discretize the
continuity equation, as the difference formulation (2.46) ensures that the flow di-
vergence vanishes in a constant velocity field no matter how poor the gradient
approximation is.
To discretize the momentum equation the SPH symmetrical gradient approxi-
mation is used to give
Dvi
Dt
=
∑
j
mj
(
σi + σj
ρiρj
)
∇iWij (2.48)
or
Dvi
Dt
=
∑
j
mj
(
σi
ρ2i
+
σj
ρ2j
)
∇iWij (2.49)
corresponding to the use of the SPH gradient identities (2.17) and (2.18) in the
discretization respectively. The difference gradient is rarely used as linear momen-
tum is not conserved exactly [53] due to the asymmetrical interaction forces which
arise. From a physical point of view, the use of the SPH symmetrical gradient ap-
proximation is more appealing as Newton’s third-law is satisfied for each particle
interaction due to the antisymmetric nature of the kernel gradient (2.16). In [53],
the derivation of the equations of motion from a variational framework, using the
chosen form of the continuity equation as a constraint, results in two variationally
consistent sets of SPH continuity and momentum equations:
ρi =
∑
j
mjWij
Dvi
Dt
=
∑
j
mj
(
σi
ρ2i
+
σj
ρ2j
)
∇iWij
(2.50)
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and
Dρi
Dt
= ρi
∑
j
mj
ρj
(vi − vj) · ∇iWij
Dvi
Dt
=
∑
j
mj
(
σi + σj
ρiρj
)
∇iWij.
(2.51)
As the SPH continuity equation (2.46) is more applicable for simulations involving
solids with stiff equations of state, this second variationally consistent set of SPH
continuity and momentum equations will be used. To summarise, the equations
that will be used in this work are given as
Dρi
Dt
= ρi
∑
j
mj
ρj
(vi − vj) · ∇iWij
Dvi
Dt
=
∑
j
mj
(
σi + σj
ρiρj
)
∇iWij
Dui
Dt
=
∑
j
mj
(
σi + σj
ρiρj
)
(vi − vj) · ∇iWij.
(2.52)
2.3 Constitutive modelling
The constitutive equation for an elastic material relates the stress to the strain.
In a hydrocode such as SPH, based on the linearization given by small strain
theory, the Cauchy stress tensor is decomposed into its deviatoric (volume change)
and dilatational (shape change) parts
σ = τ − PI
=
τxx τxy τxzτyx τyy τyz
τzx τzy τzz
− P
1 0 00 1 0
0 0 1
 , (2.53)
where I is the identity matrix, with a different constitutive equation governing
each part of the stress tensor. For a homogeneous linearly elastic isotropic mate-
rial, Hooke’s law gives
σ = 2µ+ λ( : I)I (2.54)
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where µ and λ are the elastic La´me parameters and  is the strain tensor. The
hydrostatic pressure P is defined as
P = −1
3
(σ : I)I (2.55)
therefore the deviatoric stress can be written as
τ = 2µ
(
− 1
3
( : I)I
)
. (2.56)
The incremental constitutive law for the deviatoric stresses is then defined as
Dτ i
Dt
= 2µ
(
˙i − 1
3
(˙i : I)I
)
+ ω˙iτ i − τ iω˙i (2.57)
where ˙ is the strain rate tensor, ω˙ is the rotation rate tensor, required to ensure
that the state of stress remains invariant in rotations. Equation (2.57) corresponds
to the objective Jaumann stress rate. The strain rate is estimated using
˙αβi =
1
2
∑
j
mj
ρj
[(
vαj − vαi
) ∂Wij
∂xβi
+
(
vβj − vβi
) ∂Wij
∂xαi
]
(2.58)
and the rotation rate is estimated in a similar way;
ω˙αβi =
1
2
∑
j
mj
ρj
[(
vαj − vαi
) ∂Wij
∂xβi
−
(
vβj − vβi
) ∂Wij
∂xαi
]
, (2.59)
where the lower-case Greek superscripts refer to the directional components and
the Einstein summation notation is implied. The deviatoric stresses are sup-
plemented with an appropriate yield function to account for material plasticity,
depending on the nature of the material under consideration. The simplest yield
surface is the cylinder inclined at equal angles to the axes of principal stress cor-
responding to the von-Mises yield surface
√
τ : τ −
√
2
3
Y0 > 0, (2.60)
where Y0 is the yield stress.
The pressure is calculated from an equation of state instead of directly from the
La´me parameter because the impulsive loading of high-velocity impacts generates
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shock-waves. The entropy jump across a shock discontinuity means that pressure
jump is only captured accurately by a non-linear function of both the energy
and volume; the shock equation of state. A typical Equation of State (EOS) for
shocks in solids is the Mie-Gru¨neisen EOS which derives from thermodynamic
considerations [67]
P (ρ, u) =
ρ0c
2
0 (η − 1)
(
η − 1
2
Γ0 (η − 1)
)
(η − S1 (η − 1))2
+ ρ0Γ0u, (2.61)
where Γ0 is the Gru¨neisen parameter, ρ0 is the reference density, c0 is the reference
sound speed, S1 is the slope of the v1, vs curve and η = ρ/ρ0. This form of the
Mie-Gru¨neisen EOS (2.61) therefore requires the assumption that the loci of points
relating the material particle speed v1 and shock speed vs lie on a straight line,
which is reasonable for many materials. The sound speed for a general equation
of state is given as [67]
c2 =
(
∂P
∂ρ
)
u
+
P
ρ2
(
∂P
∂u
)
ρ
. (2.62)
2.4 Shock capturing
The system of nonlinear hyperbolic partial differential governing equations (2.44)
admits discontinuities, for example shocks, to form anywhere in the solution. High
velocity impacts create shock-waves and in a continuum-level numerical scheme
the spatial distretization is typically several orders of magnitude larger than the
shock-wave thickness [44]. Therefore, in order to maintain a stable solution, the
shock-wave must be smeared across several smoothed particles such that there is
a smooth variation in field quantities across the shock. This requires additional
terms to be introduced to the continuum equations of motion (2.52) to capture the
effect of the dissipative process occurring in the shock at the molecular scale (the
entropy jump). It is important to note that in the SPH method, the resolution of
a discontinuity is always limited by the smoothing length h so shocks are generally
resolved less sharply than in mesh-based methods.
In order to describe the dissipation methods the Rankine-Hugoniot jump equa-
tions across a shock-wave will be presented first. The Rankine-Hugoniot jump
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equations are a set of continuum conservation equations which describe the dis-
continuous (on the macro-scale) change in state variables across the shock-front.
Different materials exhibit different changes in state across the shock-front as a
function of the intensity of the shock and their initial conditions. For each material
there exists a curve, comprised of the loci of individual shock events, which defines
the relation between the post-shock pressure and compression of the material. This
curve is called the Hugoniot. The Hugoniot for the material may be determined
experimentally using a variety of different experimental procedures [68] along with
the use of the Rankine-Hugoniot jump equations.
2.4.1 Rankine-Hugoniot jump equations
Consider a normal planar shock-wave propagating through a medium as in Fig-
ure 2.8: Assuming the cross-sectional area of the medium in Figure 2.8 is A, the
P1, v1, ρ1, u1 P0, v0, ρ0, u0vs
A
Figure 2.8: Schematic of planar-shock wave with area A propagating through a
medium. The red part represents the shocked material and the blue
part represents the unshocked material. The transition between the
unshocked and shocked parts represents the shock-wave, propagating
with speed vs.
Rankine-Hugoniot jump equations may be derived by considering conservation of
mass, momentum and energy.
Conservation of mass
Mass m must be conserved across the shock-wave (m1 = m0). Rewriting mass
as the product of the density ρ and volume ∆V
ρ1V1 = ρ0V0 (2.63)
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where the volume ∆V is defined as the volume swept by the planer shock-wave with
area A propagating at speed vs in a time increment ∆t through a medium travelling
with speed v. The pre and post-shock volumes are thus ∆V0 = A(vs − v0)∆t and
∆V1 = A(vs − v1)∆t. Substituting these into (2.63) and cancelling terms gives
ρ1 (vs − v1) = ρ0 (vs − v0) . (2.64)
Conservation of momentum
The momentum p = mv of the system must be conserved. The rate of change
of momentum across the shock is given by
∆p = A∆t (ρ1 (vs − v1) v1 − ρ0 (vs − v0) v0) . (2.65)
In order for momentum to be conserved the rate of change of momentum across
the shock must vanish, thus the impulse due to the pressure forces A∆t(P1 − P0)
must balance equation (2.65):
ρ1 (vs − v1) v1 − ρ0 (vs − v0) v0 = P1 − P0. (2.66)
Conservation of energy
The rate of change in energy across the shock is written as
∆E = A∆t
(
u1ρ1(vs − v1) + 1
2
ρ1(vs − v1)v21 − u0ρ0(vs − v0)−
1
2
ρ0(vs − v0)v20
)
.
(2.67)
In order for energy to be conserved the rate of change of energy across the shock
must be balanced by the work done due to the change in pressure across the shock
A∆t(P1v1 − P0v0), thus
u1ρ1(vs−v1)+ 1
2
ρ1(vs−v1)v21−u0ρ0(vs−v0)−
1
2
ρ0(vs−v0)v20 = P1v1−P0v0. (2.68)
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Summary
In the simple case where v0 = 0 the equations (2.64), (2.65) and (2.68) reduce
to
ρ1 =
ρ0vs
vs − v1
P1 − P0 = ρ0vsv1
P1v1 = ρ0vs(u1 − u0) + 1
2
ρ0vsv
2
1.
(2.69)
In the reference frame moving with the shock of velocity vs, the equations may be
rewritten as
ρ1v1 = ρ0v0
ρ1v
2
1 + P1 = ρ0v
2
0 + P0
u1 +
1
2
v21 +
P1
ρ1
= u0 +
1
2
v20 +
P0
ρ0
.
(2.70)
2.4.2 Artificial viscosity
Traditionally in the SPH method the shock is smeared by adding Artificial Vis-
cosity (AV) [50] terms to the momentum and energy equations. The AV terms
mimic the physical thermodynamical irreversibility of the entropy jump across a
shock by dissipating the kinetic energy. Several forms of AV have been described
in the literature [50, 69] with the most common implementation (found in most
SPH codes) being that of Monaghan et al. [50].
The form of the Monaghan-type artificial viscosity is given as [50]
Πij =
{ −αc¯ijφij+βφ2ij
ρ¯ij
vij · xij < 0
0 vij · xij ≥ 0
(2.71)
where vij = vi − vj, xij = xi − xj and
φij =
h¯ijvij · xij
|xij|2 + φ2
. (2.72)
Here φ = 0.01h¯2ij is a term inserted to prevent infinities appearing if the particles
overlap each other and the terms with the form ∗¯ij denote the mean of the variables
∗ at particles i and j. The coefficients α and β determine the level of damping
introduced by the AV and are usually set to α = β = 1 or α = 1 and β = 2 in
most SPH codes. The AV (2.71) effectively removes unphysical oscillations in the
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flow.
Modifications to the Monaghan-type artificial viscosity have been proposed [70,
71] such that the damping is minimized in regions where damping is not required.
In [70] the α coefficient in (2.71) is made to vary as a function of time through
the decay equation
dαi
dt
= −α− α
∗
τi
+ Si, (2.73)
where α = 1, β = 2α, α∗ = 0.1α and S = max(−∇ · v, 0). The time period
τ = h/kcl, where k ≥ 1 is some non-dimensional scaling parameter is chosen
so that the value of α decays to α∗ in around 2-5 smoothing lengths. A precise
derivation of k is given in [70]. In [71] a non-dimensional scaling factor η¯ij is applied
to Πij such that in regions of strong vorticity the influence of Πij is reduced:
ηi =
|∇ · vi|
|∇ · vi|+ |∇ × vi|+ 0.0001cli/hi
. (2.74)
The last term in the denominator in (2.74) is present to prevent the scaling factor
from becoming infinite. A good review and comparison of the artificial viscosities
presented above for solid dynamics simulations of high-velocity impacts is given
in [72].
2.4.3 Godunov methods and Riemann solvers in SPH
The Riemann problem
As an example, consider the quasi-linear form of the 1D Euler equations for an
inviscid, non-radiating fluid in the absence of body forces
∂Q
∂t
+
∂F
∂Q
∂Q
∂x
= 0 (2.75)
where
Q =
 ρρv
E
 , (2.76)
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and the flux vector is
∂F
∂Q
∂Q
∂x
=
 ρvρv2 + P
v(E + P )
 . (2.77)
Here E = 1/2ρu2+ρu is the total energy and the term ∂F /∂Q is the flux Jacobian
matrix. Using the polytropic ideal-gas equation of state
P (ρ, u) = (γ − 1)ρu (2.78)
and the form of the sound speed (2.62), the flux Jacobian may be written as
∂F
∂Q
=
 0 1 0v2 γ−32 v(3− γ) γ − 1
v3(γ − 1)− γEv
ρ
γE
ρ
− 3v2(γ−1)
2
γv
 = A. (2.79)
The eigendecomposition A = XΛX−1 can then be performed to give the eigen-
values (signal velocities)
Λ =
v − c 0 00 v 0
0 0 v + c
 (2.80)
and the corresponding eigenvectors
r1 =
 1v − c
v2
2
− vc+ c2
γ−1
 r2 =
 1v
1
2
v2
 r3 =
 1v + c
v2
2
+ vc+ c
2
γ−1
 . (2.81)
The Riemann-problem is an initial-value problem and consists of a discontinu-
ity in field-variables along with a governing conservation equation. In the con-
text of 1D inviscid ideal-gas flow as described by the Euler equations (2.75), the
Riemann-problem is represented by two vectors of primitive variables either side
of a discontinuity. The discontinuity may break up into a family of three waves
consisting of a contact surface, a rarefaction wave and a shock-wave. A schematic
of a typical wave-breakup (corresponding to the shock-tube flow) is shown in Fig-
ure 2.9. Where the waves are located in Figure 2.9 is a function of the left and
right states only. The solution of the Riemann problem requires determining the
pressure, velocity and densities in the “star-region” of the wave-system. By con-
sidering which quantities change or remain constant across characteristic curves
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ρ∗lv∗
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
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ρlvl
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ρ∗rv∗
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shock-wave
ρrvr
pr

Figure 2.9: Schematic of solution to Riemann-problem for the Euler equations.
(along which the eigenvalues Λ are constant), the solution to the Riemann problem
may be constructed. The general solution procedure is to find the set of waves
and the order of the waves which connect the right and left states of the dis-
continuity. Then, using thermodynamical considerations, the Rankine-Hugoniot
equations and the iterative solution of a implicit equation which is a function of
the left and right initial states and the equation of state, the pressure and velocity
in the star region may be calculated. The solution to the Riemann problem may
be approximated instead of solved exactly. Certain approximate Riemann solvers
are available which simplify the solution procedure and allow complex equations
of state to be used. A comprehensive text on Riemann problems and Riemann
solvers is given in [73].
The Godunov method
The Godunov method [74] is a temporally and spatially first order finite-volume
scheme [75] which solves for the fluxes between cells by considering piece-wise
constant values across each cell. The fluxes between cells are evaluated by solving
a local Riemann problem at each cell interface. A schematic of Godunov’s method
in 1D is shown in Figure 2.10. The averaged vector of conserved variables at t = tn
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x
U
i− 1 i i+ 1
Figure 2.10: Schematic of the local Riemann problems which are solved due to the
assumption of piece-wise constant data in Godunov’s method.
in cell i is defined as
Qni ≈
1
∆x
∫ xi+1/2
xi−1/2
q(x, tn)>dx (2.82)
where q(x, t) = (ρ(x, t), v(x, t), P (x, t)). Since the Riemann problem is solved
at the cell interfaces xi±1/2 and the solution of the Riemann problem at each
cell interface q∗(xi±1/2, t) is constant in the time-step, the forward Euler time
integration scheme may be used to compute the solution at the new time tn+1 by
Qni+1 = Q
n
i −
∆t
∆x
(
F ni+1/2 − F ni−1/2
)
(2.83)
where F i±1/2 is the flux vector which may be defined as a function of the local
Riemann solution q∗i±1/2 which itself is a function only of the left and right states
q∗i±1/2 = f(Qi±1,Qi). Godunov’s scheme is stable so long as the Courant condition
is satisfied
c∆t
∆x
≤ 1. (2.84)
Riemann solvers in SPH
In 1994 Inutsuka [76] first introduced the concept of using a Riemann-solver in
SPH. In [76], the left and right states of the Riemann-problem were defined by
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imaginary particles oriented with their vector of connectivity set parallel to the
direction of the pressure gradient ∇P . The imaginary particles were constructed
using a directionally dependent smoothing kernel, and all field quantities were in-
terpolated onto these imaginary particles. The Riemann problem was then solved
to give the pressure and velocity in the star region (see Figure 2.9), which was then
used to advance the solution. However, exact details of the numerical procedure
are not explained in [76] due to lack of space.
In 1997 Monaghan [77] introduced the concept of approximating the Riemann
solution indirectly to provide sufficient damping to the SPH scheme. In [77], the
signal velocity
vsig,ij = ci + cj − vij · eij (2.85)
is constructed, where vij = vi − vj and eij is the unit vector in the direction of
the particle interaction. The signal velocity is equivalent to the eigenvalues of the
Euler equations when written in quasi-linear form (2.80). This signal velocity is
modified to be dimensionally compatible with (2.71) and takes the form
Πij ≡ −Kvsig,ijvij · eij
ρ¯ij
(2.86)
and is used in place of the standard artificial viscosity in (2.71). In (2.86) the
term K is an arbitrary constant which governs the strength of the damping in-
troduced. The internal energy equation is rewritten in terms of the total energy
and an equivalent damping term is introduced. The Riemann-solver based AV
derived in [77] still requires the use of user-defined damping parameters which
require some analysis, on a case-by-case basis, to optimize.
In 1999 Vila [78] introduced the concept of the numerical flux between two
interacting particles (including dissipative terms) as analogous to the flux used in
the Godunov’s scheme (see Section 2.4.3). In [78] the SPH approximation of the
conservation law is written as
d
dt
(ViQi) + Vi
∑
j
Vj (F i + F j)∇iWij = 0, (2.87)
where V is the volume, Q is the vector of conserved variables and F = F (Q) is
the flux vector. If in the direction eij = (xj − xi)/|xj − xi| the conservation law
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associated with (2.87) is written as
∂
∂t
(Q) +
∂
∂t
(F (xij, t,Q)eij) = 0, (2.88)
where xij is the mid-point of the vector xj − xi. Sufficient numerical viscos-
ity may be introduced into the scheme by replacing the centered approximation(
F (Qi) + F (Qj)
)
eij by the flux 2g(eij,Qi,Qj) which satisfies (the scalar case is
shown for clarity) [78]
g(e, a, a) = F (a)e,
g(e, a, b) = −g(−e, b, a).
(2.89)
The numerical viscosity Πij associated with g(e, a, b) is defined as
Πij(e, a, b) =
(F (a) + F (b)) e− 2g(e, a, b)
b− a . (2.90)
The numerical flux g(e, a, b) is found by the solving the Riemann problem at the
mid-point of the two interacting particles. Vila [78] then goes on to rewrite the
Euler equations in SPH Arbitrary Lagrangian Eulerian (ALE) formalism as
d
dt
(Viρi) + 2Vi
∑
j
Vjρ
∗
ij
(
v∗ij − v0ij
)
eij · ∇iWij = 0
d
dt
(Viρivi) + 2Vi
∑
j
Vj
(
P ∗ijI + ρ
∗
ijv
∗
ijeij ⊗
(
v∗ij − v0ij
)
eij
)∇iWij = 0
d
dt
(ViρiEi) + 2Vi
∑
j
Vj
(
E∗ij
(
v∗ij − v0ij
)
+ P ∗ijv
∗
ij
)
eij · ∇iWij = 0.
(2.91)
In (2.91) the superscripts refer to the quantities in the star region of the Riemann-
solution. In the ALE formalism the density in the star region ρ∗ij must be selected
appropriately and v0ij is the transport velocity which is approximated as
v0ij ≈
v0i + v
0
j
2
. (2.92)
Vila [78] also details a way to extend (2.91) to second order spatial accuracy using
MUSCL [73] (Monotone Upwind-central Scheme for Conservation Laws) type re-
construction techniques and the weak renormalization method (see Section 2.1.2)
is used which increases the accuracy of the SPH approximation of the derivatives
whilst allowing the scheme to respect Newton’s third law.
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In 2002 Inutsuka [66] again reformulated the SPH equations to incorporate the
Riemann solution directly. The derivation Inutsuka uses to arrive at his modified
SPH equations requires the use of the SPH summation density equation (2.8)
and an extra smoothing convolution based on equation (2.8). Stated, the SPH
momentum and energy equations derived in [66] take the form
Dvi
Dt
= −
∑
j
mjP
∗
ij
∫
1
ρ2(x)
[
∂
∂xi
− ∂
∂xj
]
W (x− xi, h)W (x− xj, h)
Dui
Dt
= −
∑
j
mjP
∗
ij
(
v∗ijeij − x˙i
)
∫
1
ρ2(x)
[
∂
∂xi
− ∂
∂xj
]
W (x− xi, h)W (x− xj, h) .
(2.93)
In (2.93) the terms P ∗ij and v
∗
ij take the values of the pressure and velocity in the
star region of the Riemann solution and the integrals are evaluated analytically
using a linear or polynomial interpolation of the density and the properties of the
kernel function. The use of the Riemann solution for the pressure and velocity
corresponds to the Godunov scheme, in which Inutsuka achieves 2nd order spatial
accuracy by reconstructing the primitive variables to the left and right sides of
the contact interface (between the particles i and j) using the SPH approximation
of the gradients obtained using equation (2.15). In [66] the monotonicity condi-
tion [73] is mimicked by setting the gradients to zero if the particles i and j are
approaching each other with a velocity greater than a prescribed amount. The
derivation of (2.93) requires the use of the SPH density summation approach (2.8)
and is therefore of limited use when considering materials with stiff equations of
state such as solids.
In 2002 Parshikov et al. [3] directly introduced the Riemann solution to the
SPH equations (2.52) by resolving the stresses and velocities along the vector of
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interaction and making the substitutions
P ∗ij ←
1
2
(Pi + Pj)
v∗ij ←
1
2
(
vRi + v
R
j
)
σ∗ij ←
1
2
(
σRi + σ
R
j
)
,
(2.94)
where vRi,j = vi,j ·eij and σRi,j = σx,y,zi,j ·eij. The substitution for the stresses requires
the rotation of the stress tensor to the coordinate system eR,S,T orthogonal to the
vector of interaction eij. The values with the star superscripts are not calculated
using (2.94); instead the approximate acoustic wave primitive variable Riemann
solver [73] is used to calculate the value of the stress and velocity in the star region
in the three directions corresponding to eR,S,T by
v∗Rij =
vRj ρjc
l
j + v
R
i ρic
l
i + σ
RR
j − σRRi
ρicli + ρjc
l
j
σ∗Rij =
σRRj ρic
l
i + σ
RR
i ρjc
l
j + ρic
l
iρjc
l
j
(
vRj − vRi
)
ρicli + ρjc
l
j
v∗Sij =
vSj ρjc
t
j + v
S
i ρic
t
i + σ
SR
j − σSRi
ρicti + ρjc
t
j
σ∗Sij =
σRSj ρic
t
i + σ
RS
i ρjc
t
j + ρic
t
iρjc
t
j
(
vSj − vSi
)
ρicti + ρjc
t
j
v∗Tij =
vTj ρjc
t
j + v
T
i ρic
t
i + σ
TR
j − σTRi
ρicti + ρjc
t
j
σ∗Tij =
σRTj ρic
t
i + σ
RT
i ρjc
t
j + ρic
t
iρjc
t
j
(
vTj − vTi
)
ρicti + ρjc
t
j
.
(2.95)
In (2.95) cl and ct are the longitudinal and transverse wave speeds respectively.
The resulting SPH equations are stated as
Dρi
Dt
= 2ρi
∑
j
mj
ρj
(
v∗Rij − vRi
)
eij · ∇iWij
Dvi
Dt
= 2
∑
j
mj
σ∗Rij
ρiρj
eij∇iWij
Dui
Dt
= 2
∑
j
mj
σ∗Rij
ρiρj
(
v∗Rij − vRi
)
eij · ∇iWij.
(2.96)
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The algorithm presented in [3] corresponds to a spatially 1st order Godunov
method for solid mechanics and will form the basis of the work presented in forth-
coming chapters. It is well known that the 1st order Godunov method is highly
diffusive, which is accentuated by the smoothing introduced by the SPH method.
This is discussed in [3].
2.5 Implementation aspects
2.5.1 Variable smoothing lengths
In order to take full advantage of the SPH scheme the smoothing length h should
be allowed to vary as a function of time and space, depending on the local flow-
field conditions. This allows the effective local spatial resolution to adapt to the
dynamics, thus ensuring that the local smoothing is more appropriately applied.
It is important to note that varying the smoothing length in SPH is analogous to
grid refinement in mesh-based methods. However, in contrast with the increase
in resolution associated with grid refinement in mesh-based methods, the increase
in resolution in SPH is not prescribed simply by reducing the smoothing length
as the method is Lagrangian (in other words the field quantities are defined at
the particles). Various strategies for adapting the smoothing length are available.
The appropriate strategy should be selected based on its simplicity and consis-
tency with the SPH equations of motion (2.52).
When varying smoothing lengths are considered, in order to satisfy Newton’s
3rd law, the magnitude of the kernel derivative for the interacting particles i
and j must be equal. Several ways to do this are available, such as selecting
the maximum or the minimum of the two smoothing lengths for computation of
the kernel derivative, or by taking the mean of the two kernel derivatives. The
most simple and cost effective strategy is to take the arithmetic mean of the two
smoothing lengths
hij =
hi + hj
2
(2.97)
and use it to compute the kernel derivative. This means that the kernel deriva-
tive need only be computed and stored once per particle interaction as the kernel
derivative is antisymmetric (2.16).
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The kernel functions that have been reviewed in Section 2.1.1 are spherically
symmetric. Thus, to stay consistent with this property, the smoothing length for
each particle will be isotropic in contrast to the ellipsoidal kernel method presented
in [79]. It is standard practice to update the smoothing length by linking it to the
local density using
hi ∝
(
1
ρi
) 1
d
, (2.98)
where d is the number of dimensions. This expression gives an implicit relationship
with the density as computed using equation (2.8), thus iteration is required to
evaluate (2.8) and (2.97) consistently [80]. As for solids, equation (2.46) is more
appropriate for evolving the density, it is convenient to evolve the smoothing length
in a similar explicit way using
Dhi
Dt
= − hi
ρid
Dρi
Dt
. (2.99)
When using (2.46) to update the density, it is clear that either (2.98) or (2.99)
may be used to vary the smoothing length. Some complications with regards to
energy conservation arise when using a varying smoothing length [81], however a
formulation which exactly conserves the total energy will be described in forth-
coming sections (see Section 3.5). In the SPH implementation used in this work,
equation (2.99) will be used to evolve the smoothing length.
2.5.2 Boundary conditions
There is no consistent way of imposing boundary conditions in the SPH scheme
due to the smoothing kernel intersecting the boundary for particles near or on the
boundary. Dirichlet boundary conditions can typically only be implemented by
prescribing some fixed value to rows of particles on the boundary whose thickness
is at least equal to twice the kernel support width κh. Neumann boundary condi-
tions are more difficult to implement [82].
Typically, in SPH simulations of high velocity impacts, a boundary may be pre-
scribed to be perfectly rigid or fixed in time and space. A planar, perfectly rigid
boundary can be easily implemented by prescribing “ghost” particles [83] outside
the boundary. A ghost particle is located at a point reflection about the closest
point on the boundary of the real SPH particle whose smoothing radius intersects
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the boundary. The ghost particles take the same pressure, density and diagonal
stress terms as the real SPH particles, with the velocity component normal to the
boundary and the non-diagonal stress terms taken equal in magnitude but oppo-
site in sign. The SPH summation is performed over all particles, real and ghost,
but the ghost particles are not integrated in time and instead are reconstructed at
each time step. If the ghost particles are required for imposing boundary condi-
tions for fluid dynamics, as in a container, the no-slip condition for viscous flow is
enforced by setting the tangential velocity equal and opposite however for inviscid
flow free-slip boundaries, the tangential velocity is set as equal. Ghost boundary
particles are complicated to implement for curved surfaces due to the lack of a
unique surface normal used for point reflection.
A constrained boundary is similar to the dynamic boundary particles used for
fluid-dynamics [84], where the constrained boundary particles have densities and
stresses integrated in time, but are held fixed or are moved with some prescribed
function of velocity. A number of other boundary treatments are described in the
literature [39, 57, 85, 86].
2.5.3 Particle sorting
A key but time consuming part of any SPH code is finding the neighbours
located within each particle’s support domain κhi. This can be done by directly
searching every particle in the domain or by searching only the particles within
some range of particle i in order to minimize the number of particles searched. This
can be done by using a grid to create a linked-list data structure [87] or recursive
subdivision to create a k-d tree data structure with one or many particles per
“leaf”. The direct searching procedure results in O (N2) operations, the k-d tree
algorithm results in O (N logN) operations and the linked-list algorithm results
in O (N) operations. Therefore, it would seem that the linked-list algorithm is the
most efficient for particle sorting. This is the case for a rectangular domain with
a spatially constant smoothing length. For highly distorted domains and varying
smoothing lengths the k-d tree method is most efficient, as time is not spent
subdividing regions with no particles. A highly efficient and parallelised library
which contains particle sorting routines is freely available on the internet [88, 89].
In this work a C++ implementation of the linked-list algorithm [87] is used to
calculate the particle neighbours.
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2.5.4 Time integration
In order to evolve the SPH equations (2.52) in time, it is most efficient to
use an explicit time integration scheme due to the small time-step required for
accuracy in the hyperbolic governing equations. Implicit integration schemes, in
which the time-step may be arbitrarily chosen, have been developed for SPH [90],
however they are of limited utility as the size of the matrix which must be inverted
may be prohibitively large due to the high number of particle interactions. As
the SPH method is computationally expensive it is desirable to use a single-step
integration scheme to evolve the flow variables. The most straightforward single-
step integration scheme is the first-order forward Euler scheme. If the time rates
of change of density, velocity, specific internal energy and position at time t = tn
are written using Newton’s “dot” notation (ρ˙ni , v˙
n
i , u˙
n
i , x˙
n
i = v
n
i ), the first order
Euler scheme is written as
ρn+1i = ρ
n
i + ∆t
nρ˙ni
vn+1i = v
n
i + ∆t
nv˙ni
un+1i = u
n
i + ∆t
nu˙ni
xn+1i = x
n
i + ∆t
nvni .
(2.100)
The symplectic, or time reversible, Euler scheme uses the velocity at t = tn+1 to
update the position:
ρn+1i = ρ
n
i + ∆t
nρ˙ni
vn+1i = v
n
i + ∆t
nv˙ni
un+1i = u
n
i + ∆t
nu˙ni
xn+1i = x
n
i + ∆t
nvn+1i .
(2.101)
Both these schemes are first-order in time. Another variant of the Euler scheme
uses the velocity at the mid-point to update the position, resulting in a scheme
which is second-order only in position. A simple one-step second order4 symplectic
time integration scheme is given by the leap-frog algorithm, where the velocity and
4The leap-frog scheme described here is second-order only in position and velocity. The order
of accuracy may be extended for the other variables by advancing them by half a time-step
as in [84].
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position “leap-frog” over one another. This is written as
ρn+1i = ρ
n
i + ∆t
nρ˙ni
v
n+1/2
i = v
n−1/2
i +
1
2
(
∆tn + ∆tn+1
)
v˙ni
un+1i = u
n
i + ∆t
nu˙ni
xn+1i = x
n
i + ∆t
nv
n+1/2
i .
(2.102)
These integration schemes are routinely used in SPH codes, as they require only
one evaluation of the derivatives per time-step. The most commonly used scheme
in SPH is the leap-frog algorithm as it has a temporal order of error consistent
with the spatial order of error of the SPH scheme and requires one evaluation of
the spatial derivatives per time-step making it relatively efficient. In order for
the schemes to be stable, the time-step must satisfy the Courant Friedrichs Lewy
(CFL) condition,
∆t ≤ CCFL min
(
hi
max
(
cli + |vi|, csi
)) , (2.103)
where 0 < CCFL ≤ 1 is the CFL number. The stable timestep is intuitively
understood to be defined by the time taken for information to cross the smallest
discretization element.
2.5.5 Parallelization
The SPH method is computationally expensive as the derivatives are calculated
using the non-local domain defined by the smoothing length h. In addition, for a
comparable accuracy with mesh-based methods, as the errors associated with dis-
cretization are high, a large number of neighbours are required (large h). The net
effect, of importance for the programmer, is that the computation of the spatial
derivatives in SPH requires very large for-loops. Fortunately the particle interac-
tions in SPH are independent, thus the interactions may be computed in parallel.
Current mainstream technologies for parallelization on Central Processing Units
(CPUs) include the shared memory OpenMP Application Programming Interface
(API) and the distributed memory MPI (Message Passing Inerface) API. With
enough programming effort, both of these parallelism strategies may be combined
to produce optimal speedups. In this work the OpenMP shared memory paral-
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lelism has been implemented at the loop-level.
The recent development of APIs for general purpose programming on Graphics
Processing Units (GPUs) has resulted in considerable speedups when compared to
classical parallelism implemented on CPUs. GPUs generally use a shared memory
philosophy combined with a large number of “thread processors”. These thread
processors can be thought of as low-power, small versions of the arithmetic logic
units in CPUs, which are highly optimized for multiplication and addition op-
erations. To compare the GPU (with K thread processors) and CPU (with 1
processor) computing philosophies, in simple terms (ignoring issues of data trans-
fer latency or small memory), if the for-loop requires N loops, the GPU computer
can process this loop in N/K clock cycles, whereas the CPU can process the loop
in N clock cycles. GPU computing clusters are typically much cheaper than CPU
computing clusters hence are widely used in the scientific community. Research
in the implementation of SPH on GPU computers is intensive [91–94] and large
speedups have been achieved.
All parallelized programs are subject to Amdahl’s law [95]. If the proportion of
the program which is parallelized is P , Amdahl’s law states that the maximum
speedup S which can be obtained by using N processors is
S(N) =
1
(1− P ) + P
N
. (2.104)
Therefore much effort is spent on writing code such that P → 1.
In summary, this chapter has introduced the SPH method in terms of both
the mathematical theory and the practical implementation. Attention was paid
to aspects of the SPH scheme which are of particular importance for modelling
high velocity impact dynamics, such as the choice of the discrete conservation
equations used and the methods available in the literature for effective shock-
capturing. The next chapter proposes an extension, to second-order in space, for
the Godunov SPH scheme of Parshikov et al. [3].
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with material strength
This chapter is devoted to the extension of the first order Godunov method
for materials with strength [3] to second order spatial accuracy. This is done
by splitting the integration procedure into a dilatational and a deviatoric step,
thereby removing complications caused by material strength [96]. The approach
is based on Lie-Trotter splitting and is first-order in time, however temporally
second order methods based on symmetrical splittings are possible, but these
are not explored further in this work. A technique to make the scheme exactly
conservative is described and one and two dimensional numerical examples are
presented alongside comparisons with exact solutions or solutions obtained using
the standard Artificial Viscosity (AV) SPH scheme.
3.1 Why not use Artificial Viscosity (AV)?
When using AV, without special treatments, care must be taken not to intro-
duce excessive dissipation into smooth regions away from the shock. Without
using special treatments, optimal damping may be achieved by choosing the α
and β parameters in equation (2.71), through a time-consuming trial-and-error
analysis [97, 98], such that minimal excessive dissipation is introduced. The spe-
cial treatments mentioned rely on using higher-order terms [99, 100] to detect the
presence of shocks so locally varying damping can be applied more appropriately.
The excessive dissipation caused by the AV is effectively removed in the “inviscid
SPH” scheme described in [100], however this requires an extra loop over all inter-
acting particles to calculate an improved estimate of the rate of change of the flow
divergence, which requires approximately 30% more computing time. In addition,
for very strong shocks, it is hypothesized that the maximum values of the chosen α
and β parameters, in any of the chosen artificial viscosity schemes [71, 97, 99, 100]
may still not be enough to ensure adequate damping for stable integration [101].
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When considering the expense of performing large-scale simulations on supercom-
puter clusters it is imperative that the numerical method is robust such that time
and money is not wasted on a failed calculation. In contrast the Godunov SPH
scheme requires no a priori prescription of the maximum α and β damping param-
eters and thus is more robust in that sense. The use of an appropriate approximate
Riemann solver may minimize the extra computational cost incurred with the Go-
dunov SPH scheme. In terms of numerical viscosity, it is shown in [100] that the
second-order (for inviscid fluid-dynamics) Godunov SPH scheme of Inutsuka [66]
produces almost indistinguishable results from the “inviscid SPH” scheme [100]
using a form of the variable AV (equation (2.73)) method described in [70]. In
addition, the Godunov SPH scheme produces smoother pressure fields than the
AV SPH scheme [102], which reduces particle disorder and thus leads to smoother
estimates of the other intensive properties of the system, as is demonstrated in
Chapter 4, Section 4.2. It is thought that the reduced particle disorder may reduce
the error due to the particle inconsistency (2.36), and thus lead to more accurate
results; the errors produced by the SPH scheme are directly related to the order
with which the particles are distributed [49]. In cases where some “moderate dis-
order” [49] of the particle positions occurs, as an estimate, the average error of the
SPH scheme is proportional to N−1log(Nd−1/2) [49, 103] where N is the number
of particles and d is the number of dimensions.
3.2 Motivation
The effective viscosity of the Godunov SPH scheme described in [3] is shown
to be high, which is a direct consequence of its use of a first-order Godunov
scheme [73]. A piecewise linear reconstruction of the solution variables (primitive
variables in the inviscid-fluid case) to the contact surface between particles i and
j, before invoking the Riemann solution, extends the spatial order of accuracy
to 2nd order. This is readily achievable using the SPH smoothed approximation
of the gradient (2.15). Godunov’s Theorem states that monotone linear schemes
(having the property of not generating new extrema) for solving partial differential
equations, can be at most first-order accurate [74]. Therefore, in order to achieve
high-order spatial accuracy, without introducing new extrema which may lead to
oscillations, a non-linear scheme must be used. This can be achieved using slope
limiting procedures. Such a scheme has high-order spatial accuracy in smooth
regions of the solution but falls to low, or first order accuracy, in the vicinity
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of strong gradients or discontinuities. When considering the Cauchy stress ten-
sor (2.53), its gradient results in a third-order tensor (the implementation of which
in three dimensions requires 18 elements per particle). This memory and compu-
tational requirement, combined with the fact that up until very recently [104] no
symmetry preserving frame-independent slope or flux limiters were available in the
literature for third order tensor fields, meant that the Godunov SPH scheme for
materials with strength [3] has remained 1st order in space. This work, then, is an
attempt to remove the complication to the extension to 2nd order of the Godunov
SPH scheme caused by the inclusion of material strength.
3.3 Operator splitting
In order to simplify the extension of the Godunov SPH method for materials
with strength to second-order, it is proposed that the hydrodynamic and devia-
toric parts of the stress tensor are used to sequentially and separately advance
the density, velocity and specific internal energy in time. The SPH momentum
and energy equations (2.52) are split into their constituent hydrodynamic and
deviatoric parts as
Dvi
Dt
=
∑
j
mj
(
τ i + τ j
ρiρj
− IPi + Pj
ρiρj
)
∇iWij
Dui
Dt
=
1
2
∑
j
mj
(
τ i + τ j
ρiρj
− IPi + Pj
ρiρj
)
(vj − vi) · ∇iWij,
(3.1)
where the first term in the brackets on the right hand side corresponds to the
deviatoric part and the second term corresponds to the hydrodynamic part. The
integration procedure is then split into the constituent hydrodynamic and devia-
toric stages using Lie-Trotter splitting. The general form of this splitting is
∂f(t)
∂t
= Af(t) +Bf(t) (3.2)
where f(t) is some field-variable and A and B are linear differential operators
corresponding to the deviatoric and hydrodynamic operations respectively. The
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sequential splitting algorithm is as follows
∂x(t)
∂t
= Ax(t), t ∈ [tn, tn+1] where x(tn) = f(tn)
∂y(t)
∂t
= By(t), t ∈ [tn, tn+1] where y(tn) = x(tn+1)
(3.3)
and the recombination of the split solution is given as y(tn+1) ≈ f(tn+1). The split-
ting error is first-order in time and can be found by combining the Taylor series
expansions of the two split functions x(t) and y(t) and taking the difference with
the Taylor series expansion of the un-split function around point f(tn) = fn. Ap-
plying this splitting algorithm to the SPH momentum and energy equations (3.1)
gives
Dv˜i
Dt
=
∑
j
mj
(
τ i + τ j
ρiρj
)
· ∇iWij, where v˜i(tn) = vi(tn)
Dvˇi
Dt
= −
∑
j
mj
(
Pi + Pj
ρiρj
)
∇iWij, where vˇi(tn) = v˜i(tn+1)
Du˜i
Dt
=
1
2
∑
j
mj
(
τ i + τ j
ρiρj
)
(vj − vi) · ∇iWij, where u˜i(tn) = ui(tn)
Duˇi
Dt
= −1
2
∑
j
mj
(
Pi + Pj
ρiρj
)
(v˜j − v˜i) · ∇iWij, where uˇi(tn) = u˜i(tn+1),
(3.4)
where v˜i = v
n
i + ∆v˜i. In order to obtain sufficient numerical dissipation, the
hydrodynamic terms are replaced with the Godunov SPH equations of Parshikov et
al. [3] for an inviscid, non-radiating fluid to get
Dv˜i
Dt
=
∑
j
mj
(
τ i + τ j
ρiρj
)
· ∇iWij, where v˜i(tn) = vi(tn)
Dvˇi
Dt
= −2
∑
j
mj
(
P ∗ij
ρiρj
)
∇iWij, where vˇi(tn) = v˜i(tn+1)
Du˜i
Dt
=
1
2
∑
j
mj
(
τ i + τ j
ρiρj
)
(vj − vi) · ∇iWij, where u˜i(tn) = ui(tn)
Duˇi
Dt
= −2
∑
j
mj
(
P ∗ij
ρiρj
)(
v˜∗ijeij − v˜i
) · ∇iWij, where uˇi(tn) = u˜i(tn+1),
(3.5)
where P ∗ij and v˜
∗
ij are the pressure and velocity solutions of the Riemann-problem
for the longitudinal wave-system. The approximate non-iterative Riemann solver
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of Dukowicz [105] may be used to compute the values in the star-region, providing
slightly higher accuracy than the acoustic Riemann-solver used in [3]. Note that,
in contrast to the scheme of Parshikov et al. [3], the Riemann problem needs
only to be solved for the longitudinal wave system and no transformation of the
stress-tensor is required. No dissipation is added to the deviatoric step of the
split integration procedure and the spatial accuracy of the deviatoric momentum
equation is second-order. By definition, as the scheme is Lagrangian, the density
is assumed to only change due to changes in volume, therefore the continuity
equation is computed only in the hydrodynamic step. The continuity equation in
the Parshikov et al. scheme [3] may be used
Dρi
Dt
= 2ρi
∑
j
mj
ρj
(
v˜∗ijeij − v˜i
) · ∇iWij, (3.6)
however, in practice, equation (3.6) provides a poor description of the density field
(see Section 4.1.1), so it is proposed to modify it to become
Dρi
Dt
= ρi
∑
j
mj
ρj
[(
v˜∗ijeij − v˜i
)
+
(v˜i − v˜j)
2
]
· ∇iWij. (3.7)
Equation (3.7) effectively provides half the contribution from the Godunov SPH
continuity equation (3.6) and half from the standard SPH continuity equation
(in (2.52)).
3.4 MUSCL-type reconstruction
To extend the hydrodynamic step in (3.5) to second-order, a linear reconstruc-
tion [106] of the left and right states of the Riemann problem is used as first
proposed, for SPH, in [76]. Using the SPH difference approximation of the gra-
dient (2.15) (used so the approximation of the derivative vanishes in a constant
field) and taking into account the domain of influence, the reconstruction of the
left and right hand Riemann states is written as
fR = f(xi)− rij
2
∇f(xi)mon · eij [1− ci∆t]
fL = f(xj) +
rij
2
∇f(xj)mon · eij [1− cj∆t] ,
(3.8)
55
3. Second order Godunov SPH with material strength
where rij = |xi−xj|, ci,j is the longitudinal sound speed at the particle’s position
and ∆t is the current time-step. In order to satisfy the monotonicity constraint
at the shock [74], the gradients (from equation (2.15)) must be modified such that
the first-order method is recovered. In [66] this is done by setting the gradients
to zero when the interacting particles are approaching each other at a velocity
close to the minimum wave speed of either interacting particles. A more advanced
technique is to automatically fulfill the monotonicity constraint by modifying the
local gradient based on some sort of smoothness indicator, such as the ratio of
successive gradients, as in [106]. Three different slope Reconstruction and Limit-
ing (RL) schemes are discussed and one is selected for use in this work.
3.4.1 RL scheme 1
In [106], a method to satisfy the monotonicity constraint based on the harmonic
mean of the gradients of adjacent grid-cells is given. A technique to apply this type
of slope-limiting in the case of an unstructured grid defined by pair-wise connec-
tivity, as in SPH, is presented in [107] and makes use of the local finite difference
gradient and the SPH smoothed approximation of the gradient. The equivalent
of the local gradient at three adjacent grid-cells is defined by projecting the SPH
approximation of the gradient along the vector of connectivity. From [107], the
gradient between particles i and j is defined as
∆Q1 =
Qj −Qi
rij
, (3.9)
where Q represents the field quantity under consideration. The quantity at the
“projected particle” jproj is estimated using the SPH approximation of the gradient
at particle i using
Qjproj = Qi + rij∇Qi · eij, (3.10)
and the gradient between particle i and the projected particle jproj is evaluated in
the same way as in equation (3.9)
∆Q2 =
Qjproj −Qi
rij
= ∇Qi · eij. (3.11)
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The van Leer limited harmonic average for of the gradient around particle i is
defined as
∇f(xi)mon =

2∆Q1∆Q2
∆Q1+∆Q2
if ∆Q1∆Q2 > 0
0 if ∆Q1∆Q2 < 0.
(3.12)
The same procedure is applied to particle j using the projected particle iproj. The
result of this slope limiting procedure is shown schematically in Figure 3.1.
j i jproj.
rij
Figure 3.1: Schematic of the slope limiting procedure. The sign of the slope
changes between particle j and the projected particle j, therefore no
reconstruction is applied to the right-hand side of the Riemann prob-
lem.
3.4.2 RL scheme 2
An alternative way to linearly reconstruct the left and right Riemann states is to
use one of a variety of different slope-limiter functions [73]. The resolved gradient
∆Qi = ∇Qi · eij (3.13)
is defined for particles i and j and the ratio of successive gradients r is defined as
ri =
∆Qj
∆Qi
rj =
∆Qi
∆Qj
=
1
ri
.
(3.14)
The chosen slope-limiter function φ(r) can then be used to construct the mono-
tonized slopes
∇f(xi)mon = φ(ri)∇f(xi)
∇f(xj)mon = φ(rj)∇f(xj),
(3.15)
and using equation (3.8) the left and right Riemann states may be reconstructed.
The following 2nd order Total Variation Diminishing (TVD) slope limiters [73]
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were implemented due to their symmetry preserving features (φ(r) = 1/φ(r))
φ(r)mc = max
(
0,min
(
2r,
1 + r
2
, 2
))
φ(r)sw = max (0, min (βr, 1), min(r, β)) , 1 ≤ β ≤ 2
φ(r)vl =
r + |r|
1 + |r| ,
(3.16)
where the subscripts mc, sw and vl stand for Monotonized Central, Sweby and
van Leer limiters respectively. Setting the β = 1 and β = 2 in the Sweby limiter
gives the minmod and superbee limiters of Roe [73], respectively.
3.4.3 RL scheme 3
It is worth mentioning a recently published enhancement to the reconstruction
and limiting procedure described above, given in [108], where the forward and
backward SPH derivatives, analogous to the finite difference forward and back-
ward approximations, are used in place of the central difference approximation as
in equation (2.15) as the central difference is not well suited to the role of lim-
iting [108]. The finite difference forward and backward approximations are given
as:
∇f(xi)F ≈ f(xi+1)− f(xi)
xi+1 − xi
∇f(xi)B ≈ f(xi)− f(xi−1)
xi − xi−1 ,
(3.17)
where the superscripts F and B represent the forward and backwards derivatives
and the analogous SPH forward and backward approximations are given as [108]
∇f(xi)F ≈ 2
∑
j∈Ii
mj
ρj
(f(xj)− f(xi))∇iWij, where Ii = {j 6= i : xj > xi}
∇f(xi)B ≈ 2
∑
j∈Ii
mj
ρj
(f(xj)− f(xi))∇iWij, where Ii = {j 6= i : xj < xi},
(3.18)
where the factor of 2 is included as the subset of particles over which the Riemann
summation is taken is half of the integration volume when a spherical kernel
is used. The mean of the forward and backward SPH derivatives satisfies the
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standard (central difference) SPH approximation
∇f(xi)C = ∇f(xi)
F +∇f(xi)B
2
. (3.19)
When using the forward and backward derivative to calculate the resolved gra-
dient, care must be taken to ensure the correct derivative is used based on the
unit vector of the connectivity eij; this is so the correct quadrant or octant of the
original Cartesian coordinate system is used. The forward resolved gradient may
be calculated using
∆QFi =
∑
α∈d
gi
(
sgn(eαij),∇αf(xi)F ,∇αf(xi)B
)
eαij (3.20)
and the backward resolved gradient using
∆QBi =
∑
α∈d
gi
(
sgn(−eαij),∇αf(xi)F ,∇αf(xi)B
)
eαij. (3.21)
In equations (3.20) and (3.21), the derivative selection function is defined as (anal-
ogous to the sign function)
gi
(
s,∇αf(xi)F ,∇αf(xi)B
)
=

∇αf(xi)B if s < 0
0 if s = 0
∇αf(xi)F if s > 0,
(3.22)
where s is the integer defined by the sign function of the component of the vector
of connectivity eij, the Greek superscripts refer to the coordinate directions and
the summation in (3.20) and (3.21) is applied over the number of dimensions d.
In [108] the limited resolved gradient is obtained using
∆Qi =
{
max
[
0, min(β∆QBi , ∆Q
F
i ), min(∆Q
B
i , β∆Q
F
i )
]
if ∆QFi > 0
min
[
0, max(β∆QBi , ∆Q
F
i ), max(∆Q
B
i , β∆Q
F
i )
]
if ∆QFi < 0,
(3.23)
where the value 1 ≤ β ≤ 2 is a free parameter which influences the strength of the
limiting applied. Setting β = 1 is analogous to reproducing the minbee flux-limiter
and setting β = 2 is analogous to the superbee flux limiter [73]. In [108], a value
of β = 2 is found to produce good results. The left and right reconstructed states
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for the Riemann solver are then defined as
fR = f(xi) +
rij
2
∆Qi
fL = f(xj)− rij
2
∆Qj,
(3.24)
where the resolved limited gradient of the field quantity Q corresponds to the field
function f(x) being reconstructed. The use of this limiting and reconstruction
procedure is found to be effective in [108] at increasing the accuracy of simulations
of water-jet impingement on flat plates.
3.4.4 Discussion
In this work the RL scheme 2 with the superbee limiter, based on the standard
SPH derivative (central difference), is used as it was found to perform as well as
the forward-backward scheme [108] or the van Leer type scheme [106, 107] and
it requires the least computational effort. In order to speed up the process, the
gradients are calculated using their values at t = tn, in the same loop as that used
to calculate accelerations due to the divergence of the deviatoric stress tensor, as
it is assumed that the change in the gradients remains small over the time-step.
However, in order to maintain a strictly second-order method, the gradients should
be recalculated at each stage of the split integration procedure.
3.5 Conservation
In order to conserve energy exactly in the split integration procedure, the energy
equations (3.5) are modified. As in [66], the appropriate time-centering of the
velocity field is used, along with the anti-symmetric nature of the kernel derivative,
to obtain an expression which vanishes for the sum over all pairs of interacting
particles. The total energy at time t = tn is defined as (the sum of the kinetic and
internal energies)
En =
∑
i
mi
(
1
2
(vni )
2 + uni
)
. (3.25)
For energy to be conserved, the total energy must remain constant over the time-
step (∆E = En+1 − En = 0)
∆E =
∑
i
mi
(
1
2
(vn+1i )
2 + un+1i −
1
2
(vni )
2 − uni
)
. (3.26)
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Equation (3.26) is modified to include the operator splitting by splitting it into
two sequential sub-stages. The first step is
∆E˜ = E˜ − En
=
∑
i
mi
(
1
2
(v˜i)
2 + u˜i − 1
2
(vni )
2 − uni
)
=
∑
i
mi
(
∆v˜i
(
vni +
∆v˜i
2
)
+ ∆u˜i
)
= 0,
(3.27)
where ∆v˜i = ∆t(Dv˜i/Dt), ∆u˜i = ∆t(Du˜i/Dt) = u˜i − uni and the fact that
v˜i = v
n
i + ∆v˜i has been used. The second step is
∆E = En+1 − E˜
=
∑
i
mi
(
1
2
(vn+1i )
2 + un+1i −
1
2
(v˜i)
2 − u˜i
)
=
∑
i
mi
(
∆vˇi
(
v˜i +
∆vˇi
2
)
+ ∆uˇi
)
= 0,
(3.28)
where ∆vˇi = ∆t(Dvˇi/Dt), ∆uˇi = ∆t(Duˇi/Dt) = u
n+1
i − u˜i and similarly vn+1i =
v˜i+ ∆vˇi. The deviatoric part of the split energy equation is then modified to give
Du˜i
Dt
=
∑
j
mj
(
τ i + τ j
ρiρj
)
(v¯ij − x˙i) · ∇iWij, (3.29)
where the substitution v¯ij = 0.5(vi+vj) is made and x˙i = vi+∆v˜i/2 is the time-
centered velocity. The use of this time-centering ensures that energy is conserved
exactly in the first-step of the time-split integration procedure. This can be shown
by substituting x˙i and (3.29) into (3.27) to give
∆E˜ =
∑
i
mi (∆v˜ix˙i + ∆u˜i)
= ∆t
∑
i
∑
j
v¯ijmimj
ρiρj
(τ i + τ j) · ∇iWij
= 0.
(3.30)
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For the hydrodynamic part of the split energy equation the method of Inutsuka [66]
is followed;
Duˇi
Dt
= −2
∑
j
mj
(
P ∗ij
ρiρj
)(
v˜∗ijeij − ˜˙xi
) · ∇iWij, (3.31)
where ˜˙xi = v˜i + ∆vˇi/2 is the time-centered velocity in the second-step of the split
integration procedure. Again, this use of the time-centering ensures that energy
is conserved exactly in the second step of the split integration procedure, which
can be shown by substituting ˜˙xi and (3.31) into (3.28) to give
∆E =
∑
i
mi
(
∆vˇi ˜˙xi + ∆uˇi
)
= −2∆t
∑
i
∑
j
mimjP
∗
ij v˜
∗
ijeij
ρiρj
· ∇iWij
= 0.
(3.32)
In the case of an inviscid fluid (σ = −PI) the time centering of Inutsuka [66] is
recovered as v˜i = 0. Enhancements to the exact conservation of energy proposed
above may be realized by devising a function which splits the pair-wise exchange of
specific internal energy such that the physical transfer of heat and work is correctly
modelled. In other words, energy may be exchanged in a way that respects the
second-law of thermodynamics. A scheme to do this was proposed in [109].
3.6 Summary of splitting algorithm
The proposed time-split scheme may be summarised as a set of five steps associ-
ated with the order with which variables should be updated in the time-integration
scheme. These are given below.
3.6.1 Step 1: Time-step & deviatoric stage
First the pressure, sound-speed and stable time-step are calculated using the
equation of state. The velocities are then updated to an intermediate value using
the deviatoric part of the momentum equation, including any accelerations due to
body forces G as appropriate, and at the same time the time-centered velocity is
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calculated:
v˜i = v
n
i + ∆v˜i + ∆tG
n
i
x˙i = v
n
i + ∆v˜i/2.
(3.33)
As mentioned in Section 3.4.4, to save time, the gradients of the primitive variables
are calculated in the same loop as that used to calculate the accelerations due to
the divergence of the deviatoric stress tensor.
3.6.2 Step 2: Deviatoric energy update
The deviatoric part of the energy equation may then be used to advance the
specific internal energy to an intermediate state, using the intermediate v˜i and
time-centered x˙i velocities and the deviatoric stress τ
n
i as in equation (3.29):
u˜i = u
n
i + ∆u˜i. (3.34)
3.6.3 Step 3: Hydrodynamic stage
The intermediate velocities are then updated to their final states using the
hydrodynamic part of the time split momentum equation. In this stage, the
Riemann-problem for the longitudinal wave-system is solved for each pair of inter-
acting particles. At the same time, the new value of the time-centered velocity is
calculated along with the density using the composite continuity equation (3.7):
ρn+1i = ρ
n
i + ∆ρˇi
vn+1i = v˜i + ∆vˇi
˜˙xi = v˜i + ∆vˇi/2.
(3.35)
3.6.4 Step 4: Hydrodynamic energy & stress update
The intermediate specific internal energy may then be updated to its final state
using the hydrodynamic part of the time-split energy equation, using the updated
time-centered velocity:
un+1i = u˜i + ∆uˇi. (3.36)
The deviatoric stress may then be updated using the Jaumann stress rate with the
strain and rotation rate tensors defined by the same time-centered velocity. As
an alternative to the first-order stress update the second-order Pade´ approximant,
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which preserves the magnitude of the stress deviator in pure rotation [110, 111],
may be used to update the deviatoric stress tensor
τ n+1i = 2µ∆tQ
(
ω˙
n+1/2
i ,
∆t
2
)
˙
n+1/2
i,d Q
>
(
ω˙
n+1/2
i ,
∆t
2
)
+Q
(
ω˙
n+1/2
i ,∆t
)
τ niQ
>
(
ω˙
n+1/2
i ,∆t
) (3.37)
where the deviatoric strain rate is defined as
˙d = ˙− 1
3
(˙ : I) I (3.38)
and the Pade´ approximant is defined as
Q(A, t) =
(
I − t
2
A
)−1(
I +
t
2
A
)
(3.39)
for a skew-symmetric matrix A. The flow-stress may then be calculated and the
stress deviator returned to the yield surface using the appropriate flow-rule.
3.6.5 Step 5: Translate the particles
To complete the time-step, the particle coordinates are then updated to their
new positions using the time-centered velocity (over the whole time-step):
xn+1i = x
n
i + ∆t
vn+1i + v
n
i
2
. (3.40)
3.7 Computational aspects
In the SPH scheme, the most time-consuming part of the computation is the
sum over all interacting pairs of particles to compute the spatial derivatives. The
exactly conservative first and second-order time-split integration schemes may
naively be implemented using four for-loops over all interacting particle pairs,
in order to compute the spatial derivatives in equations (3.5). Compared with
the standard artificial viscosity or Parshikov et al. schemes, which require one
loop over all interacting particle pairs, it may seem that the time-split integration
scheme is highly inefficient. However, with some consideration of the order with
which variables require updating to their t = tn+1 values, the number of loops may
be reduced. In order to stay consistent with the pressures calculated in the first
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step, the internal energy need not be updated until the end of the entire time-
step. Therefore, as long as the time-centered velocities from the deviatoric step
are stored in memory, the loop over all interacting particles in the hydrodynamic
step may be used to compute the increment in specific internal energy due to
the elastic deformation. For the second-order time-split integration scheme the
extra computation required is small as the gradients required for the MUSCL-
type reconstruction may be computed in the loop used to compute the deviatoric
accelerations. It is important to note that the neighbour-finding routine needs to
be called only once in the time-split integration scheme, as the particle positions
are only advanced at the end of the time-step. The time-split scheme therefore
requires three loops over all interacting particles in contrast to one loop for the
Parshikov et al. and artificial viscosity schemes, however further optimization may
be possible. It should be noted that if exact conservation of the total energy is not
required, the number of loops may be reduced to two. The stable time-step for the
Godunov SPH schemes was found to be much larger; a CFL number of up to 0.9
was possible for the Godunov SPH schemes compared with about 0.3−0.5 for the
artificial viscosity scheme. A flowchart showing the sequence of computations for
the second order Godunov SPH scheme for solid-dynamics is shown in Figure 3.2.
3.8 Description of SPH code
The exactly conservative first and second-order time-split Godunov SPH scheme,
as described above, was implemented in C++ in order to facilitate future modi-
fication and extensive use was made of polymorphic aspects of the language. In
addition, a standard AV SPH scheme was implemented (based on equations (2.51)
and (2.71) with the second order leap-frog integration scheme (2.102)) for com-
parison purposes. As much of the SPH method is implemented as for-loops use
was made of the freely available OMP library [112] to implement shared memory
OpenMP parallelism at the loop level. Data input and output was implemented
using the freely available HDF5 hierarchical file structure [113] format which al-
lowed for a portable (cross-platform) way of saving history variables. The HDF5
file-structure was matched to the the format required by the H5PART plugin for
the freely available Paraview visualization software [114] thus allowing the code
results to be visualized directly. XML structured input files were used to spec-
ify simulation and material parameters; the use of XML will facilitate the future
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Start
Compute
P n, cn, ∆t
Compute
x¨D, ∇vn,
∇P n, ∇ρn
Compute
v˜n+1,
v˜n+1/2
Compute
x¨H , ∆uD
Compute
vn+1,
vn+1/2,
u˜n+1
Compute

n+1/2
d ,
ωn+1/2,
∆uH , ∆ρ
Compute
τ n+1, un+1,
ρn+1, xn+1
t+ ∆t ≥
tend
End
True
False
Figure 3.2: Flowchart of computation sequences for second order Godunov SPH
scheme. Subscripts H and D refer to the Hydrodynamic and
Deviatoric stages respectively.
development of a Graphical User Interface (GUI). Throughout the code extensive
use was made of the freely available Boost libraries [115] where possible. The code
is cross-platform and has been compiled and run successfully on the Imperial Col-
lege High Performance Computing (HPC) cluster. Considerable speed-ups may
be realised by rewriting the code to utilize the CUDA Graphics Processing Unit
(GPU) C++ application programming interface, such that the code may be run
on GPUs.
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3.9 Publications
The work done in this chapter resulted in the following publications:
• A. Connolly and L. Iannucci. A modified form of the Godunov SPH for
materials with strength. Proceedings of the 20th UK Conference of the Asso-
ciation for Computational Mechanics in Engineering. 27-28th March 2012.
University of Manchester.
• A. Connolly and L. Iannucci. A modified Godunov method SPH for materi-
als with strength. Proceedings of the 7th SPHERIC Conference. 29-31st May
2012. University of Monash, Prato.
• A. Connolly and L. Iannucci. Godunov SPH with an operator splitting pro-
cedure for material with strength. Proceedings of the 10th World Congress
on Computational Mechanics. 9-13st June 2012. Sao Paulo, Brazil.
• A. Connolly, L. Iannucci, R. Hillier and D. Pope. A second-order Godunov
SPH method for materials with strength. Submitted to the Journal of Com-
putational Physics; under review.
In summary, this chapter has proposed an extension of the first-order Godunov
SPH scheme of Parshikov et al. [3] to second-order in space, using a MUSCL-
type reconstruction method with a Lie-Trotter split time-integration scheme. The
proposed scheme is conceptually simple and is designed specifically for simulations
of material with strength. The next chapter presents tests of the new scheme for
fluid and solid-dynamics.
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A number of solid and fluid-dynamics simulations were performed to test the
accuracy and validity of the proposed algorithm. The chosen tests have either
reference solutions (from other numerical methods) in the literature, exact solu-
tions or experimental data for validation. From hereon in, the standard artificial
viscosity SPH scheme is referred to as AV, the first-order Godunov SPH scheme
of Parshikov et al. as PM and the new time-split Godunov SPH scheme as TS.
In all cases the superbee limiter (φ(r)sw with β = 2 in equation (3.16)) was used
for the second-order TS scheme.
4.1 1D numerical tests
4.1.1 Sod’s shock tube
The one-dimensional shock-tube simulation is useful to test the accuracy of the
numerical method. First the performance of the TS scheme with the hybrid conti-
nuity equation (3.7) is compared with that in PM (3.6) and the exact solution [73].
The initial conditions at either side of the discontinuity (centered at x = 0) are
given in Table 4.1. The inter-particle spacing of ∆x = 0.01 was kept constant,
ρl = 1.0 ρr = 0.125
Pl = 1.0 Pr = 0.1
vl = 0.0 vr = 0.0
Table 4.1: Shock-tube initial conditions.
corresponding to an 8 : 1 particle mass ratio with 100 particles in the domain. The
ideal-gas equation of state (γ = 7/5) and an exact iterative Riemann solver [106]
were used and the solution was integrated to t = 0.2. In the shock-tube examples,
the first and last three particles are fixed at the extremities of the domain to simu-
late the confinement of the fluid in the shock-tube. As the results are self-similar,
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the distance is non-dimensionalised by the left quiescent sound speed x˜ = x/(clt).
Figure 4.1 compares the new 1st order TS scheme with the PM scheme.
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Figure 4.1: Non-dimensional shock-tube results for 1st order TS and PM schemes.
The solid line gives the exact solution.
The use of the hybrid continuity equation increases the accuracy of the shock-
tube simulation; especially the value of the density in the region at the tail of the
rarefaction wave. It is important to note here that the only differences between the
first-order TS scheme and the PM scheme (when simulating inviscid fluid flows)
are the use of the hybrid continuity equation (3.7) and the time-centering on the
energy equation (3.31). The convergence properties of the PM, TS (1st and 2nd
order) and AV schemes are compared by performing shock-tube simulations with
100, 200, 400 and 800 equally spaced particles in the region of unity. It should be
noted that the time-step was controlled by the CFL number and not constant for
all the cases, therefore small discrepancies due to the time integration scheme are
included in the results. The results are shown in Figures 4.2, 4.3, 4.4 and 4.5.
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Figure 4.2: Non-dimensional shock-tube results for four different levels of discreti-
sation with the PM scheme [3]. The solid line gives the exact solution.
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Figure 4.3: Non-dimensional shock-tube results for four different levels of discreti-
sation with the 1st order TS scheme. The solid line gives the exact
solution.
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Figure 4.4: Non-dimensional shock-tube results for four different levels of discreti-
sation with the 2nd order TS scheme. The solid line gives the exact
solution.
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Figure 4.5: Non-dimensional shock-tube results for four different levels of discreti-
sation with the AV scheme. The solid line gives the exact solution.
The non-dimensional Lp and L∞ errors for each of the schemes were calculated
using
Lp(q˜) =
(∑np
i=1 |qi − qexi |p∑np
i=1 |qexi |p
) 1
p
(4.1)
and
L∞(q˜) =
maxi(|qi − qexi |)
maxi(|qexi |)
. (4.2)
The convergence rates for each of the schemes were then calculated by fitting a
(least squares) line to the errors. The convergence rates and errors for the different
schemes are shown in Figure 4.6 and quantified in Table 4.2. The convergence
results show that the PM scheme [3] fails to converge or converges slowly for each
of the error norms. The hybrid continuity equation (3.7) along with the exact
conservation of energy significantly increases the rate of convergence for the 1st
order TS scheme, compared with the PM scheme. The 2nd order reconstruction
again increases the rate of convergence of the TS scheme, as expected. The AV
scheme converges similarly to the 2nd order TS scheme in most cases. Note that,
as the shock-tube flow contains discontinuities, a convergence rate of at most 1 is
expected. The percentage error in the total energy (at t = 0.2) for each of the
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schemes is shown in Table 4.3.
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Figure 4.6: Convergence rates for the four different SPH schemes for the shock-
tube example. The solid line gives the PM result, the dashed line gives
the TS 1st order result, the dotted line gives the TS 2nd order result
and the dot-dashed line gives the AV result. It should be noted that
the minimum value on the x-axis is ≈ 10−2.9.
4.1.2 Flyer-plate impact
This example comes from [1] and consists of an impact of a high-velocity elastic-
perfectly-plastic material with another identical material which is at rest. The
impact produces an elastic precursor wave followed by a plastic shock-wave. An
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Error norm PM TS 1st order TS 2nd order AV
L1(ρ˜) 0.18 0.28 0.63 0.43
L1(P˜ ) 0.04 0.30 0.60 0.29
L1(v˜) -0.09 0.41 0.52 0.57
L1(u˜) 0.17 0.58 0.65 0.79
L2(ρ˜) 0.13 0.31 0.40 0.41
L2(P˜ ) -0.07 0.32 0.39 0.35
L2(v˜) -0.24 0.03 0.32 0.39
L2(u˜) 0.12 0.37 0.40 0.53
L∞(ρ˜) 0.21 -0.02 -0.00 -0.16
L∞(P˜ ) -0.20 0.00 -0.08 0.00
L∞(v˜) -0.10 -0.40 -0.21 -0.02
L∞(u˜) 0.27 0.02 -0.00 0.00
Table 4.2: Convergence rates for the different SPH schemes for the shock-tube
example.
Scheme % ∆E100tot % ∆E
200
tot % ∆E
400
tot % ∆E
800
tot
PM 0.28 0.20 0.17 0.16
TS 1st order 9.44 × 10−9 4.80 × 10−14 8.04 × 10−13 1.29 × 10−9
TS 2nd order 6.98 × 10−9 9.60 × 10−14 1.37 × 10−12 9.66 × 10−14
AV 0.19 0.10 0.05 0.03
Table 4.3: Percentage errors in total energy for the shock-tube example using the
different schemes.
isothermal Mie-Gru¨neisen equation of state is used (as the Gru¨neisen coefficient
is zero), defined as [1]
P (ρ) =
ρ0c
2
0ζ
1− (S1 − 1)ζ , (4.3)
where ζ = ρ/ρ0 − 1. The material properties are given as ρ0 = 6.1 g/cm3, c0 =
0.5077 cm/ µs, S1 = 1.201, µ = 0.481 MBar and Y0 = 0.025 MBar [1]. The
initial conditions are given in Table 4.4. The solution is integrated until t = 0.5 µs
τl = 0 τr = 0
ρl = ρ0 ρr = ρ0
vl = 0.060281 cm/ µs vr = 0
Table 4.4: Initial conditions for the flyer-plate impact example (from [1]).
and the domain is over 0 ≤ x ≤ 1 with the left hand side defined as x ≤ 0.5.
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Figures 4.7, 4.8, 4.9 and 4.10 show the non-dimensional results using the different
schemes for four levels of discretization (using equally spaced particles) against the
exact solution [1]. In this example the acoustic approximate Riemann-solver [3]
was used for the PM and TS schemes.
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Figure 4.7: Results of the flyer-plate example using the PM scheme for four levels
of discretization. The exact solution [1] is given by the black line.
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Figure 4.8: Results of the flyer-plate example using the 1st order TS scheme for
four levels of discretization. The exact solution [1] is given by the black
line.
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Figure 4.9: Results of the flyer-plate example using the 2nd order TS scheme for
four levels of discretization. The exact solution [1] is given by the black
line.
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Figure 4.10: Results of the flyer-plate example using the AV scheme for four levels
of discretization. The exact solution [1] is given by the black line.
It can be seen that the 1st order and 2nd order TS schemes provide a sharper cap-
ture of the elastic precursor and plastic shock-wave than the PM or AV schemes.
This is to be expected as, in contrast to the PM or AV schemes, no dissipation
is added in the deviatoric stage of the TS scheme. The convergence properties of
the various schemes are shown in Figure 4.11 and quantified in Table 4.5.
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Figure 4.11: Convergence rates for the flyer-plate test using the four different SPH
schemes. The solid line gives the PM result, the dashed line gives
the TS 1st order result, the dotted line gives the TS 2nd order result
and the dot-dashed line gives the AV result. It should be noted that
the minimum value on the x-axis is ≈ 10−2.9.
Error norm PM TS 1st order TS 2nd order AV
L1(ρ˜) 0.41 0.42 0.44 0.43
L1(τ˜) 0.44 0.52 0.63 0.48
L1(v˜) 0.52 0.54 0.58 0.53
L2(ρ˜) 0.30 0.31 0.34 0.31
L2(τ˜) 0.23 0.21 0.24 0.25
L2(v˜) 0.30 0.29 0.31 0.30
L∞(ρ˜) -0.01 0.01 0.04 0.06
L∞(τ˜) -0.05 -0.13 -0.15 -0.04
L∞(v˜) -0.04 -0.10 -0.10 -0.03
Table 4.5: Convergence rates using the different SPH schemes for the flyer-plate
impact example.
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The presence of discontinuities in the flyer-plate example means that a con-
vergence rate of 1, at best, should be expected. In this case, the PM scheme
converges at a similar rate to the 1st order TS scheme, and the 2nd order TS
scheme converges at a similar rate to the AV scheme. As in the shock-tube ex-
ample, the errors of the TS schemes are in general lower than the PM or AV
schemes, however the TS scheme displays a significant amount of noise around
the contact point of the impacting plates. It is thought that this is a result of the
inconsistent way in which the velocity gradient is calculated in the TS scheme (no
information from the approximate Riemann solution is used) compared to the way
it’s diagonal terms are calculated in the hybrid continuity equation (3.7). In any
case, it can be seen that the convergence is maintained and the errors are lower
in the 2nd order TS scheme. The percentage change in total energy (at t = 5 µs)
for each of the schemes is shown in Table 4.6.
Scheme % ∆E100tot % ∆E
200
tot % ∆E
400
tot % ∆E
800
tot
PM 2.34 1.62 1.10 0.75
TS 1st order 1.48 × 10−8 7.50 × 10−9 3.77 × 10−9 1.89 × 10−9
TS 2nd order 1.48 × 10−8 7.50 × 10−9 3.77 × 10−9 1.89 × 10−9
AV 1.51 0.86 0.48 0.26
Table 4.6: Percentage errors in total energy for the flyer-plate impact example
using the different schemes.
4.1.3 Elastic-plastic shock-tube
This example comes from [2] and consists of an aluminium shock-tube; the left-
hand side of the Riemann problem is held at 2% compression of the reference
state, resulting in a density and stress discontinuity either side of the origin. The
material properties for aluminium are given as [2] ρ0 = 2.71 g/cm
3, c0 = 5380 m/s,
S1 = 1.34, Γ0 = 2.67, µ = 26.5 GPa and Y0 = 0.3 GPa. The initial conditions are
shown in Table 4.7 and an elastic-perfectly plastic strength model and stiffened
gas equation of state are used. The stiffened gas equation of state takes the form
P = c20 (ρ− ρ0) + (Γ0 − 1) ρe. (4.4)
A plastic shock wave and an elastic precursor wave travel in opposite directions
from the origin, and the contact discontinuity remains stationary at the origin.
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σl = −1.79 GPa σr = 0
ρl = 1.02ρ0 ρr = ρ0
vl = 0 vr = 0
Table 4.7: Initial conditions for the aluminium shock-tube example (from [2]).
The domain is from −1.5 ≤ x ≤ 1.5 m and 300 equally spaced smoothed particles
are used giving an initial ∆x = 0.01 m. The solution is integrated to t = 150 µs.
The results from a Flux Corrected Transport (FCT) code, described in [2], using
an identical initial grid-spacing of ∆x = 0.01 m have been digitized and are used
here as the reference result. The results showing the density field and velocity field,
using the PM scheme, the first and second-order TS schemes and the AV scheme
are given in Figures 4.12 and 4.13.
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Figure 4.12: The results from the elastic-plastic shock-tube example showing the
density field at t = 150 µs for the different schemes. The results from
a FCT code [2] are shown for comparison. It should be noted that the
results from the PM scheme (in blue) are hidden behind the results
from the 1st order TS scheme (in red).
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Figure 4.13: The results from the elastic-plastic shock-tube example showing the
velocity field at t = 150 µs for the different schemes. The results
from a FCT code [2] are shown for comparison. It should be noted
that the results from the PM scheme (in blue) are hidden behind the
results from the 1st order TS scheme (in red).
It can be seen from Figures 4.12 and 4.13 that there is an overshoot predicted by
both the 2nd order TS scheme and the AV scheme at the tip of the plastic shock-
wave to the left of the contact discontinuity, with the magnitude of the overshoot
highest in the TS scheme. Unlike the AV scheme the Godunov schemes show no
oscillations around the contact discontinuity. In this example the PM results are
almost indistinguishable from the 1st order TS results.
4.2 2D numerical tests
4.2.1 Shearing inviscid fluid
This test is almost identical to the one in [3] and consists of a rectangular patch
of fluid centered at the origin with length l and width 2l. The particles are placed
initially on a square lattice with 21 rows of particles along the width and the
velocity of the fluid in the x direction is given by
vx = 250 sign (xy) , (4.5)
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where xy is the y coordinate of the particle. The y direction velocities are zero.
In total, the simulation uses 861 particles. The material properties used are those
of water (ρ0 = 1000 kg/m
3, c0 = 1400 m/s), the shear modulus is set to zero such
that the flow is inviscid; thus this example highlights the numerical viscosity of
the SPH scheme. The equation of state is of the form proposed in [3]
P = c20 (ρ− ρ0) . (4.6)
The example is solved with the AV scheme (with α = β = 1) as a reference and
the 1st order and 2nd order TS schemes to t = 100 µs. The results are shown in
Figure 4.14.
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Figure 4.14: The shearing fluid test results using the TS and AV schemes. The
colourbar shows the pressure in MPa.
From Figure 4.14, it can be seen that all the SPH schemes exhibit a degree of
numerical viscosity, the degree to which is in large part a function of the smoothing
length used. In these simulations an adaptive smoothing length was used with a
scaling factor of η = 1.2. In order to compare the schemes, the positions of the
particles are plotted together in Figure 4.15. It is clear that the 1st order and 2nd
order TS schemes have a higher numerical viscosity than the AV scheme (with
α = β = 1), however the 2nd order reconstruction lowers the numerical viscosity
of the scheme.
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Figure 4.15: The positions of the particles using the AV, 1st order and 2nd or-
der TS schemes. The axes are distorted to show the particles clearly.
4.2.2 Dam-break
This example tests the ability of the solver to simulate free surface flow and
provides a way to compare the performance of the TS scheme with the AV scheme
in simulating long-term evolution of a fluid. A rectangular column of water of
width a = 1 m and height 2a is initially at rest inside a tank and is set free to
flow under the influence of gravitational body forces. The initial geometry of the
simulation is shown in Figure 4.16, with 20, 301 particles making up the column of
water. As the Euler equations are being solved, the free-slip condition is simulated
at the boundary between the fluid and the tank by ghost particles. The Tait form
of the equation of state is used:
P =
ρ0c
2
0
γ
((
ρ
ρ0
)γ
− 1
)
, (4.7)
where ρ0 = 1000 kg/m
3, c0 =
√
200gh m/s, where h is the water height and
γ = 7 [39]. The sound speed c0 is chosen such that the variation in density is
small (weakly compressible flow), though much larger than that associated with
the true sound speed of water (≈ 1500 m/s). This is to reduce the number of
time-steps required to complete the simulation.
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a
2a
4a
Figure 4.16: Schematic of the dam-break simulation.
For the purposes of comparison with experiment, the distance, time and pressure
are non-dimensionalised using
x˜ =
x
2a
, t˜ = t
√
g
2a
, p˜ =
p
2aρ0g
. (4.8)
The example was simulated using the AV scheme and the first and second-order
TS schemes until t = 3 s. The non-dimensional pressure distributions at t =
0.5, 1.5, and 2.5 s are shown in Figures 4.19a, 4.19b and 4.19c respectively.
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Figure 4.17: The total, potential and kinetic energies over time for the dam-break
simulation.
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Figure 4.18: The location of the surge-front as a function of time using the AV
and 1st order and 2nd order Godunov SPH schemes. Experimental
results from [116] are overlaid for comparison.
It can be seen from Figure 4.19 that the Godunov SPH scheme gives a smoother
pressure field which in turn gives a more regular particle distribution. This exam-
ple has experimental data [116] available from which comparisons can be drawn.
The non-dimensional distance of the surge-front (the right-most tip of the water
domain from the plane of symmetry) is plotted against the non-dimensional time
for each of the simulations and compared with the experimental results in [116]
in Figure 4.18. The total, kinetic and potential (defined here as the sum of inter-
nal and potential) energies for each of the schemes are plotted in Figure 4.17 for
comparison. It is clear that the AV scheme is the least dissipative while the 1st
order TS scheme is the most dissipative. The changes in total energy for the AV,
1st order and 2nd order SPH schemes are 0.29%, 0.01% and 0.01% respectively. It
should be noted that the total energy shown in Figure 4.17 includes the internal
energy component of the potential energy; the internal energy has no effect on the
dynamics of the simulation as the Tait equation of state (4.7) is barotropic.
In the simulations of inviscid fluid flow it is important to note that the TS scheme
is in fact not time-split as the forces experienced by the particles are due only to
the local pressure gradient (and body forces).
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Figure 4.19: The dam-break results (from left to right) using the 1st order and 2nd
order TS schemes and the AV scheme respectively. The colour-map
shows the non-dimensional pressure p˜.
4.2.3 Taylor-bar impact
This example is taken from [40] and consists of a rectangular bar of length
l = 2.54 cm and width w = 0.76 cm impacting a rigid wall (simulated with re-
flective ghost particles) at 200 m/s. The material properties are of iron (given
in Table 4.8) and the Mie-Gru¨neisen equation of state (2.61) and von Mises yield
criterion (2.60) are used with perfect plasticity assumed. The two-shock approx-
imate Riemann solver [105] is used in the TS scheme. In total 1280 particles are
88
4. Tests of time-split SPH scheme
Material parameter Value
Y0 600.0 MPa
µ 80.0 GPa
ρ0 7850.0 kg/m
3
c0 3600.0 m/s
S1 1.8
Γ0 1.8
Table 4.8: Taylor-bar material parameters.
used and the results for both first and second order TS schemes are compared
with the AV scheme in Figure 4.20.
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Figure 4.20: The Taylor-bar impact results using the TS and AV schemes. The
colourbar shows the effective plastic strain.
A reference solution from the EPIC-2 Eulerian hydrocode [40] is overlaid in red
for comparison. In each of the simulations the smoothing length scaling factor is
equal to η = 1.2 and the simulation is integrated to 50 µs. It can be seen clearly
that the kernel-induced instability has caused numerical fracture in the middle of
the impacting zone for the AV scheme.
On the use of dissimilar kernels
To the author’s knowledge, there is no work available in the literature in which
different smoothing functions are used for different parts of the SPH solution.
An interesting feature of the time-splitting procedure is that it facilitates the use
of different kernel functions for the dilatational and deviatoric parts of the split
integration scheme. As an experiment, the Taylor-bar simulations were re-run
with a variety of different kernels for the dilatational and deviatoric stages of
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the split integration procedure. A mix of the parabolic (2.31) kernel “P”, cubic-
spline (2.19) kernel “CS” and quadratic (2.30)“Q” kernels were used for either
the hydrodynamic (subscript H) or deviatoric stages (subscript D). The results
for three different kernel configurations are shown in Figure 4.21.
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Figure 4.21: The Taylor-bar impact results using the 1st order TS scheme with a
variety of different kernel functions for each step of the split integra-
tion procedure. The colourmap shows the effective plastic strain.
It can be seen from Figure 4.21 that the QHPD kernel configuration has sup-
pressed the void at the centre of the Taylor-bar (see the AV result in Figure 4.20)
which was caused by the kernel-instability intrinsic to the SPH scheme. Thus, it
is possible that the use of the QHPD kernel configuration in the split integration
procedure suppresses the kernel induced tensile instability. However, on closer
inspection the particle arrangement shows a large degree of disorder. This is most
probably due to the poor interpolation approximation provided the parabolic ker-
nel (2.31) as mentioned in [46]. The use of a mixed kernel configuration was found
to be entirely ineffective at curing the tensile instability in more challenging tests
such as the colliding rubber rings problem in [55]. The tensile instability may
be suppressed effectively using the additional “artificial stress” terms proposed
in [55], however this has the side effect of introducing spurious particle accelera-
tions into the configuration and associated contamination of the stress field. An
important point to be made regarding the kernel instability is that it is intrinsic
to the formulation [59], when using an Eulerian kernel, as in the original SPH
technique. The addition of stress points [117] does not cure the tensile instability,
rather it restores the rank-deficiency due to the under-integration provided by the
SPH collocation approach [118].
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4.2.4 High velocity impact
This example is taken from [96] and consists of a aluminium cylinder of ra-
dius r = 5 mm impacting on an aluminium plate of length l = 50 mm and
width w = 2 mm at 3.1 km/s. The impact velocities are such that the pressures
generated are much greater than the material flow stress so the deformation be-
haviour is predominantly hydrodynamic [96] . The stiffened gas equation of state
(equation (4.4)) is used and the two-shock approximate Riemann solver [105] is
used for the TS schemes. The von-Mises yield criterion (2.60) is used with per-
fect plasticity assumed. The material properties for the aluminium are given in
Table 4.9 (from [96]). In total, 16, 246 equally spaced particles discretize the pro-
jectile and target. The simulation is integrated until t = 8 µs and is solved with
Material parameter Value
Y0 300.0 MPa
µ 27.6 GPa
ρ0 2785.0 kg/m
3
c0 5328.0 m/s
S1 1.338
Γ0 2.0
Table 4.9: Aluminium material parameters for high-velocity impact simulation,
from [96].
the AV scheme (α = β = 1) and the first and second-order TS schemes. In each
case the cubic-spline smoothing kernel was used with an initial smoothing length
scaling factor of η = 1.2. The results for the respective schemes are plotted in
intervals of microseconds in Figures 4.22, 4.23 and 4.24.
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Figure 4.22: The high-velocity impact results using the AV, 1st order and 2nd
order TS schemes respectively (from left to right). The colourmap
shows the pressure in Pa and the axes units are in meters.
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Figure 4.23: The high-velocity impact results using the AV, 1st order and 2nd
order TS schemes respectively (from left to right). The colourmap
shows the pressure in Pa and the axes units are in meters.
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Figure 4.24: The high-velocity impact results using the AV, 1st order and 2nd
order TS schemes respectively (from left to right). The colourmap
shows the pressure in Pa and the axes units are in meters.
It is clear from Figures 4.22, 4.23 and 4.24 that the kernel instability causes
the particles in the AV scheme to separate, causing a complete fragmentation of
the projectile; a similar result was found in [96] and [72]. In contrast the kernel
instability is much suppressed in the TS scheme. The 1st order TS scheme exhibits
less numerical fracturing than the 2nd order scheme due to a lower peak tensile
pressure in the projectile upon reflection of the shock wave from the back face due
to the highly dissipative nature of the scheme. The tensile instability in all cases
may be reduced by using a larger scaling factor on the smoothing length, with the
disadvantage of an increased computation time. The total, internal and kinetic
energies for each of the schemes are shown in Figure 4.25. The difference in total
energy at t = 8 µs was 0.028%, 0.00032% and 0.00027% for the AV and first and
second order TS schemes respectively.
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Figure 4.25: The non-dimensional total, internal and kinetic energies over time for
the high-velocity impact simulation.
4.2.5 Collapsing ring
This problem involves the collapse of an axi-symmetrical beryllium ring which
was first proposed by Howell and Ball [96] . The problem has an analytical so-
lution [96] which derives from incompressible theory and the reduction to one-
dimension. A detailed derivation of the analytical solution is presented in [96] .
The analytical solution predicts a stopping radius at which all the initial kinetic
energy is dissipated by irreversible plastic deformation into internal energy. Howell
and Ball use the Osborne equation of state, but the analytical solution is indepen-
dent of the pressure, therefore, as suggested in [111], the Mie-Gru¨neisen equation
of state of the form given in equation (2.61) is used with parameters proposed
in [111] of ρ0 = 1845.0 kg/m
3, c0 = 12870.0 m/s, S1 = 1.124 and Γ0 = 2.0.
The elastic-perfectly-plastic constitutive model is used with µ = 151.0 GPa and
Y0 = 330.0 MPa. As mentioned in [96], for the test to be successful, the circumfer-
ential symmetry must be preserved and the stopping radii must converge towards
the analytical solution. The initial velocity field is defined as
vi = −v0R1
ri
ei, (4.9)
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where v0 = 417.1 m/s, R1 = 0.08 m is the inner radius in the initial configuration,
ri is the distance of particle i from the origin and ei is the unit vector of the particle
position. The analytical solution [96] predicts the inner and outer stopping radii to
be 0.0500 m and 0.0781 m respectively. As the PM scheme was implemented in one
dimension only the results of the TS schemes are compared with the AV scheme
using two different resolutions (np = 8012 and np = 23, 506). In this example
the two-shock approximate Riemann solver [105] is used in the TS scheme. The
solution was integrated until t = 130 µs which is just after the cessation of plastic
deformation in each case. The final configurations for the lower resolution using
the first and second order TS schemes and AV scheme, coloured according to
the effective plastic strain and τxy deviatoric stress, are shown in Figure 4.26. It
can be seen that the stress field is noisy in the AV scheme suggesting that the
dynamics of the deformation are not being correctly predicted; a similar result is
found for the other field variables.
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Figure 4.26: The final configurations (at t = 130 µs) for the lower resolution (np =
8012) ring collapse example using the different SPH schemes. The
units of the colourmap for the τxy results are in Pa.
The difference in the colourmap for the τxy results between the 1
st order and
2nd order TS schemes is due to the difference in phase of the elastic oscillation
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after the cessation of yielding. The results for the finest resolution are shown in
Figure 4.27.
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Figure 4.27: The final configurations (at t = 130 µs) for the higher resolution
(np = 23, 506) ring collapse example using the different SPH schemes.
The units of the colourmap for the τxy results are in Pa.
The particle configuration of the AV scheme shows significant disorder and
the inner ring of particles have lost their circumferential symmetry. Therefore,
according to the criteria of [96] , the AV scheme fails this test. For this reason
only the inner and outer radii of the TS schemes are compared with the exact
solution; this is shown as a function of time in Figure 4.28. The non-dimensional
internal, kinetic and total energies for each of the schemes are shown in Figure 4.29.
The percentage change in total energy (at t = 130 µs) for each of the schemes is
shown in Table 4.10. As the error in total energy in the TS scheme is due only to
machine round-off, the error may be minimized by an appropriate choice of units.
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Figure 4.28: The inner and outer radii of the collapsing ring as a function of time
using the TS scheme. The subscripts C and F in the legend refer to
the coarse and fine resolution simulations respectively.
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Figure 4.29: The non-dimensional internal (increasing), kinetic (decreasing) and
total energies using the TS and AV schemes for the collapsing ring
case.
Scheme % ∆Etot (np = 8012) % ∆Etot (np = 23, 506)
TS 1st order 3.04 × 10−2 2.75 × 10−11
TS 2nd order 6.67 × 10−4 2.09 × 10−7
AV 1.12 × 10−1 2.55 × 10−4
Table 4.10: Percentage errors in total energy for the ring-collapse example using
the different schemes. Note that the results using only the AV and
TS schemes are shown as the PM scheme was implemented in one-
dimension only.
In order to test the convergence rate of the TS scheme in two dimensions, the
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collapsing ring was discretized with ten levels of refinement as shown in Table 4.11
and simulated using identical settings to the two simulations described above. The
Test number ∆x (m) np
1 0.005 566
2 0.004 849
3 0.003 1319
4 0.002 3110
5 0.001 11875
6 0.0009 14450
7 0.0008 18378
8 0.0007 22608
9 0.0006 31101
10 0.0005 46371
Table 4.11: Levels of refinement used for ring-collapse convergence test.
results were again integrated until t = 130 µs. The inner and outer radii of the
ring, as a function of time, are shown in Figure 4.30 for the ten different levels of
refinement.
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Figure 4.30: Inner and outer radii for the ring-collapse convergence tests from
Table 4.11. The dashed lines give the results from the 1st or-
der TS scheme, the solid lines give the results from the 2nd or-
der TS scheme, the thick black lines give the analytical stopping
radii and the legend refers to the test number.
An estimate of the mean error Er of the inner rin and outer rout radii was
then made by taking the minimum value of the predicted radii over the period
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0 ≤ t ≤ 130 µs and using
Er =
1
2
[ |min{rin(t)} − rexin |
rexin
+
|min{rout(t)} − rexout|
rexout
]
, (4.10)
where the exact solution rexin,out was taken as the corresponding analytical stopping
radius predicted by incompressible theory [96]. The convergence rates, from a least
squares fit, for the mean errors in the predicted stopping radii from Figure 4.31
are given in Table 4.12.
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Figure 4.31: Log-log plot of the mean error in the predicted stopping radii, Er, for
the ring-collapse example.
TS Scheme Conv. rate for Er
1st order 0.86
2nd order 0.94
Table 4.12: The convergence rates of the mean stopping radii from a least-squares
fit of the lines in Figure 4.31 for the first and second-order TS scheme
results.
The errors in the stopping radii are lower for the second-order scheme and the
convergence rate is slightly higher, however the convergence rate is still lower
than first-order. This is assumed to be due to the large relative proportion of
the domain in the ring-collapse example belonging to the free surface; the formal
error in the smoothed approximation of the gradient (2.11) (used to construct the
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discretized conservation equations) does not converge as h → 0 in the vicinity of
a free surface due to the neglect of the surface integral terms in (2.10).
4.2.6 Rotating square
The rotating square patch test was proposed in [26] and consists of a small
rotating square of aluminium with an infinite yield stress. The deformation in-
cludes rigid body rotation combined with stretch and it is probably impossible
to achieve such a configuration in reality. The initial rotational velocity is so
high that centripetal forces cause the configuration to expand. The point of the
test is to highlight how well the SPH scheme approximates rigid body rotation
combined with dilation. In [26] it is shown that the inconsistencies in the SPH
particle approximation causes the errors in the strain and rotation rates to rapidly
destroy the initial square configuration and cause it to fragment numerically into
sparsely distributed pieces. This is corrected in [26] by the consistent, but non-
conservative, Moving Least Squares (MLS) SPH. The test was performed using
the TS scheme, with the Jaumann stress rate integrated using the second-order
Pade´ approximant (3.37) instead of the standard first-order scheme. A barotropic
equation of state is used
P (ρ) = ρ0c
2
0
(
1− ρ0
ρ
)
(4.11)
and the material properties for aluminium are given in Table 4.13. The initial
Material parameter Value
Y0 ∞
µ 20.0 GPa
ρ0 2703.0 kg/m
3
c0 5376.0 m/s
Table 4.13: Rotating square material parameters.
velocity field v0 is given by v0 = A0x0 where
A0 =
[
β0 −α0
α0 β0
]
(4.12)
and α0 = 60000 s
−1 and β0 = 0 in this case. In [26] an analytical solution is
calculated using the equations of motion (2.44) and the fact that the rotation rate,
strain rate and divergence can be calculated from the initial velocity field (4.12)
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to give 
α
β
τxx
τxy
τyy
ρ
u

(t) =

α0/ (1 + 2β0t+ (α
2
0 + β
2
0) t
2)
(α/α0) (β0 + (α
2
0 + β
2
0) t
2)
τxx,0 + (µlog(λ))/3
0
τxx(t)
ρ0/λ
u0 +
t(−2µ+c20ρ0(λ−1))(β0+βλ)+2µλlog(λ)
6ρ0

(4.13)
where λ = α0/α. The initial configuration (see Figure 4.32)
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Figure 4.32: Initial configuration for rotating square test.
is unstressed and is integrated to t = 100 µs. In contrast to the standard arti-
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ficial viscosity SPH scheme described in [26], the particle configuration is regular
and no unphysical disintegration has occured, as can be seen in Figure 4.33.
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Figure 4.33: The final configuration for the rotating square test. The left and right
plots shows the results from the 1st order and 2nd order TS schemes
respectively. The colourmap gives τxy with units in Pa.
The solution is sampled at 5 µs intervals and the results for the deviatoric
stresses, density and specific internal energy for the centre particle are shown in
Figure 4.34. In both of the simulations the total energy was conserved to within
round-off error.
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Figure 4.34: The results from the rotating square test for the density, stresses and
specific internal energy. The exact solution is given by the solid line
in each case.
The results in Figure 4.34 for ρ and τxx are less accurate than obtained in [26]
with the MLS-SPH scheme, however the specific internal energy u and shear stress
τxy are an order of magnitude more accurate. It is important to note, however, that
the TS scheme does not preserve the angular momentum of a solid undergoing
rigid body rotation [44] due to the lack of linear consistency [119, 120] in the
particle approximation of the gradient of the velocity field (used to calculate the
rotation and strain rate tensors). The appropriate renormalization matrix
Li = B
−1
i =
(∑
j
mj
ρj
(xj − xi)⊗∇iWij
)−1
(4.14)
applied to the kernel gradient ∇˜iWij = Li∇iWij when estimating the velocity
gradient for the strain and rotation rates would preserve the angular momentum,
however for large material distortions it is possible that B may become singular.
In summary, the second-order time-split TS scheme has been shown to perform
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well for the numerical tests presented in this chapter; the convergence rate for
the second-order scheme is higher than that of the first-order scheme and the
TS scheme is shown to be less prone to the tensile instability than the AV scheme.
The TS scheme was tested with different smoothing kernels for the hydrodynamic
and deviatoric components of the Cauchy stress tensor in the Taylor-bar impact
example; the use of a parabolic kernel for the deviatoric component was found to
excite an instability in the scheme whereas the use of hyperbolic or bell shaped
kernels exhibited no such behaviour. In the next chapter constitutive models
for synthetic graphite material will be described; the forthcoming chapters are
dedicated to applying the TS scheme to modelling high velocity impacts on a
synthetic polycrystalline graphite material.
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5.1 Description of graphite
Polycrystalline graphite is an allotrope of carbon and its crystals commonly ex-
ist as layers of hexagonal arrays of strong hybridized C-C sp2 bonds, with weak
covalent bonds between the layers [121]. Figure 5.1 shows the crystal structure
of graphite. The synthetic poly-crystalline graphite under consideration (grade
Figure 5.1: Structure of graphite crystals, from [122].
GP-25 manufactured by Ceramisis Ltd.) consists of many small crystals oriented
in random directions, along with pores and other filler material. The orthotropy
inherent in the crystals is averaged out when considering the material bulk proper-
ties; the crystals are randomly oriented such that no strength anisotropy manifests.
The results from a series of tests on the graphite material were available [123–125]
to determine the static and dynamic material properties. Comparison between
split Hopkinson bar and static tests confirmed that the graphite is strain-rate
insensitive. The brittleness and ceramic-like properties of the graphite allow its
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deviatoric behaviour to be described adequately by the piecewise linear Johnson-
Holmquist (JH1) ceramic damage model [36].
It is known from the manufacturers data that the graphite material is porous [126].
Images of polished samples of the graphite were taken under a microscope, at 200×
magnification, to reveal randomly aligned pores. The images were then converted
to black and white, using the Matlab Image Processing Toolbox. The Matlab
Image Processing Toolbox was then used to determine the convex hulls of each
pore and to fit an ellipse with normalised second moments equal to the convex-hull
around the pores (see Figure 5.2). Three different images from various parts of a
pristine graphite sample were taken and the mean pore semi-major and semi-minor
axes were found to be 15.4 and 8.0 µm, with a standard deviation of 10.7 µm and
5.0 µm respectively. The higher coefficient of variation (ratio of mean to standard
deviation) of the semi-minor axes, along with the roughly elliptical shape of the
pores, suggest that a pressing stage was included in the manufacturing process
of the graphite. From stereological theory [127] the areal density of isotropically
(a) Pristine sample (b) Ellipses drawn around pores
Figure 5.2: A polished sample of graphite shown at 200 × magnification (left).
The image on the right shows the post-processed image with ellipses
of best fit drawn around the pores (white) used to estimate the average
pore dimensions.
distributed objects in a volume can be equated to the volumetric density of the
objects. Thus, the areal porosity φa can be equated to the volumetric porosity φv.
The areal porosity is simply the ratio of the area of pores observed to the surface
area of the sample, and was calculated by dividing the number of white (pore)
pixels by the number of pixels in the image. The porosity was calculated to be
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approximately φv ≈ 0.16, or 16%.
5.2 Deviatoric constitutive equation
The JH1 [36] ceramic damage model is a widely used constitutive model for
simulating the response of a ceramic to ballistic impact. It is phenomenologically
based and captures the major behaviours of brittle materials, such as strength-
ening under hydrostatic pressure and damage accumulation. The strength of the
material is based upon two piece-wise linear curves; one represents the “intact”
strength σi and one represents the “damaged” strength σd. The material damage
is represented by a scalar variable D, where 0 ≤ D ≤ 1. When D < 1 the strength
is represented by the intact strength curve σi. A schematic of the JH1 constitutive
model is shown in Figure 5.3. When D = 1 the material instantly fails and the
Equivalent stress σ
Pressure P
P1 P2
σi,1
σf,max
σi,2 D < 1
D = 1
T
cf
Figure 5.3: Schematic of rate independent JH1 constitutive model.
failed strength curve σd is followed. Note that when D = 1, the failure strength
is only followed for compressive stresses. A gradual softening of the material is
allowed in the JH2 constitutive equation [128], however it was found that it may
be less accurate at describing ceramics as some fundamental behaviours, such as
interface dwell, were not captured accurately with a gradually softening material
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model [129]. The parameters for the JH1 constitutive model for graphite were de-
termined using a combination of experimental results and trial and error in [123]
and are given in Table 5.1. The scalar damage variable D is allowed to increase
Parameter Value
µ 4.783 GPa
σi,1 1.77 GPa
P1 1.122 GPa
σi,2 9.0 GPa
P2 9.0 GPa
σf,max 1.4 GPa
cf 0.46
T −80.0 MPa
Table 5.1: Johnson Holmquist ceramic damage model (JH1) parameters for
graphite.
monotonically as a function of the incremental plastic strain ∆p and failure stain
f through
D =
∑
t
∆p
f
. (5.1)
The failure strain itself is a linear function of the hydrostatic pressure and has a
maximum of f,max = 1 when P = Pmax = 500 MPa. The failure stain is obtained
by the interpolation of the line in Figure 5.4. In the case where P = T , the
damage variable is set to unity. It should be noted that most of the JH1 material
parameters given in Table 5.1 were optimized by trial and error in [123]; only the
shear modulus was determined from experiment.
5.3 Dilatational constitutive equation
5.3.1 The Hugoniot curve
As mentioned in Section 2.4.1, the loci of individual shock-events along with
the Rankine-Hugoniot jump equations allows the determination of the Hugoniot
curve. The Hugoniot curve may then be used to determine the equation of state of
the material. As the shock propagates through the material, the thermodynamic
states jump irreversibly and discontinuously across the shock-wave to a higher-
entropy state. The jump to a specific state on the Hugoniot curve is represented
by the Rayleigh line. The expansion of the compressed (post-shock) state to the
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Failure strain f
Pressure P
T
Pmaxf,max
Figure 5.4: Schematic of JH1 failure strain curve.
uncompressed state (P = 0) is isentropic and generally follows close path to the
Hugoniot curve. The Hugoniot, Rayleigh line and isentropic release path, typical
of a non-porous solid, are shown schematically using a pressure-volume graph in
Figure 5.5.
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Figure 5.5: Schematic of Hugoniot curve in P − V space.
In Figure 5.5, the red shaded triangle represents the work done by the passage
of the shock. As the release wave is isentropic it follows a curved path. The
difference in area between the isentropic release and the Rayleigh line and the
red shaded triangle, plus the small area between the isentropic release and the
x-axis not under the Rayleigh line represents the energy deposited in the mate-
rial due to the shock passage. The isentropic release unloads to a volume greater
than the original volume V0 due to the net energy gain in the material. As a
porous solid compresses much more during shock loading, due to the compliant
pore space being more compressible than the solid matrix material, the area under
the Rayleigh line is significantly larger than that for the solid material. Therefore,
more shock-heating [130] occurs due to the shock-compression of a porous solid
than a non-porous solid. When, for example, the intense shock-heating causes a
change in phase of the solid matrix material the Hugoniot is significantly affected
and may change direction (pressure increases with increasing volume). Such a
Hugoniot is said to be “anomalous” [131].
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5.3.2 The graphite Hugoniot
In [124], points on the Hugoniot curve for the porous GP-25 graphite were deter-
mined using flyer-plate impact experiments. As only a few points on the Hugoniot
were captured for the GP-25 graphite [124], the particle vs. shock velocity for the
GP-25 graphite, along with another synthetic polycrystalline graphite (ATJ) of a
very similar density (with ρ0 = 1.768) [132] are shown in Figure 5.6.
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Figure 5.6: Experimental shock-velocity, particle velocity data points from [124,
132] for the porous graphite of interest and another similar graphite.
It can be seen that the loci of points for the two different graphite materials
tend to lie on a similar curve which implies the similarity in shock-response of the
two different graphite materials. Using the Rankine-Hugoniot equations (2.69),
the post-shock pressure as a function of specific volume (1/ρ) can be obtained.
This is shown in Figure 5.7.
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Figure 5.7: Experimental pressure vs specific volume data points from [124, 132]
for the porous graphite of interest and another similar graphite.
It can be seen from Figure 5.7 that the initial specific volume in the un-shocked
state is significantly greater than the specific volume in the shocked state for both
graphite materials. The post-shock pressure of the GP-25 graphite is small when
considering the amount of compression it has undergone. This is because the pore
space in the material is compliant compared to the matrix and thus the pores have
been responsible for most of the compression.
Other published work indicates the phase-transition from graphite to diamond
due to shock compression [133, 134] at around v1 ≈ 2.1 − 3.0 km/s. This dis-
continuity can be seen clearly in the P − V graph (Figure 5.7) at a pressure
of approximately 20 GPa. In order to limit the complexity of the equation of
state, the allowable particle velocity will be constrained to the upper-limit for the
graphite-phase 2.1 km/s. This also limits the region in which the equation of state
is valid; the limits of validity are discussed further in Chapter 6, Section 6.4.
The porosity of the graphite complicates the treatment of the equation of state
in the hydrocode. Discarding any values of v1 > 2.1 km/s (above which graphite
to diamond phase transition happens), if a quadratic approximation of the v1, vs
relationship is assumed in Figure 5.6, the intercept of the y-axis represents the bulk
sound speed which can be seen to be approximately 0.7 km/s from Figure 5.8.
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Figure 5.8: Quadratic v1, vs fit to data points from [124, 132] for the porous
graphite of interest and another similar graphite.
The bulk sound speed derived from the v1, vs curve of best fit is significantly
lower than the experimentally measured bulk sound speed of 2.056 km/s [124],
using
cB =
√
c2L −
4
3
c2S. (5.2)
This is because the porosity modifies the behaviour of the Hugoniot [130]. In
general, porosity causes a convexity to occur in the lower region of the v1, vs
curve which then tends to asymptote to the solid (non-porous) material’s v1, vs
relationship at higher values of particle velocity [68]. The curve in Figure 5.8 is
given by the quadratic equation
vs(v1) = a0v
0
1 + a1v
1
1 + a2v
2
1, (5.3)
with the coefficients given in Table 5.2. The pressure on the graphite Hugoniot at
Coefficient Value
a0 0.674
a1 3.259
a2 −0.4732
Table 5.2: Quadratic v1, vs parameters for graphite.
which phase transition occurs is known to be approximately 20 GPa (from [132–
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134]). This can be calculated from the v1, vs relation (5.3) and the Rankine-
Hugoniot equation (2.69) using
P = ρ0vs(v1)v1
= ρ0
(
a0v
0
1 + a1v
1
1 + a2v
2
1
)
v1,
(5.4)
which gives PH = 20.13 GPa for v1 = 2.1 km/s which is roughly in agreement with
Figure 5.7. Using equation (5.4) an approximation (on the Hugoniot curve only)
for the upper limit for validity of the graphite equation of state (i.e. before phase
transition) in terms of the velocity of the impacting material may be calculated, if
it is assumed that the equation of state of the impacting material is known. The
experimental particle impacts performed on the graphite (results in Appendix A)
used steel, High Density Poly Ethylene (HDPE) and aluminium projectiles. The
Mie-Gru¨neisen equation of state parameters for these materials are given in [123].
Using the form of the Mie-Gru¨neisen equation of state given in equation (2.61),
along with the Rankine-Hugoniot equations (2.69) the maximum impact veloc-
ity for each of the impacting materials may be calculated for PH = 20.13 GPa.
These velocities, along with the Mie-Gru¨neisen equation of state parameters, are
summarised in Table 5.3. No attempt has been made in this work to develop an
Material ρ0 ( kg/m
3) c0 ( m/s) S1 Γ0 vmax ( m/s)
Steel 304 7903 4552 1.4933 2.2 2604.6
HDPE 969 3050 1.4812 2.0 5188.4
Aluminum 2024 2785 5328 1.338 2.0 3472.6
Table 5.3: Mie-Gru¨neisen equation of state parameters and maximum velocities of
impact for projectiles.
equation of state which takes into account the solid to solid phase-change which
occurs in the graphite at values of v1 ≈ 2.1 km/s. The use of the SESAME equa-
tion of state library [135], which contains empirical Hugoniot data, may be used
if a correct treatment of phase-changes is required.
5.3.3 The Gru¨neisen parameter for graphite
In the numerical scheme, in order to calculate the pressure in the graphite in the
region close to, but not on the Hugoniot curve, the Gru¨neisen parameter must be
known. The Gru¨neisen parameter can be interpreted as the the parameter which
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determines the increase in pressure due to the deposition of energy at constant
volume (i.e. before the material has had time to deform significantly, due to its
inertia).
The Mie-Gru¨neisen equation of state derives directly from the statistical me-
chanics considerations. The assumption is made that the thermal component of
the specific internal energy of the material crystal can be approximated as the
sum of the quantum harmonic oscillators comprising that crystal. The Einstein
assumption of the average thermal energy of N vibrating oscillators (each with
three degrees of freedom) is written as the sum of the ground state and thermal
contribution [68]
uth =
3N∑
i=1
(
~ωi
2
+
~ωi
e~ωi/kT − 1
)
, (5.5)
where ωi is the phonon frequency, ~ is Plank’s constant, k is Boltzmann’s constant
and T is the absolute temperature. The total specific energy is then written as
the sum of the thermal component and potential energy at 0K as a function of
volume V
u = u0K(V ) + uth = u0K(V ) +
3N∑
i=1
(
~ωi
2
+
~ωi
e~ωi/kT − 1
)
. (5.6)
The Helmholtz potential of the system is then defined as
Ψ = u0K(V ) +
3N∑
i=1
(
~ωi
2
+ kT ln
(
1− e−~ωi/kT )) . (5.7)
The pressure P can be found from the Helmholtz potential by
P (u, V ) = − ∂Ψ
∂V
∣∣∣∣
T
= P0K +
1
V
3N∑
i=1
γi
(
~ωi
2
+
~ωi
e~ωi/kT − 1
)
, (5.8)
where P0K is the pressure at zero temperature and the Gru¨neisen parameters γi
represent the change in the oscillator’s frequency with respect to volume and is
defined as
γi = −V
ωi
∂ωi
V
∣∣∣∣
T
= −∂lnωi
∂lnV
. (5.9)
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The Gru¨neisen assumption is that γi = Γ(V ), ∀i:
Γ(V ) = − ∂lnω
lnV
∣∣∣∣
T
. (5.10)
This means equation (5.8) can be rewritten as
P (u, V ) = P0K +
Γ(V )
V
(u− u0K(V )) , (5.11)
by making use of equation (5.6). The values of P0K and u0K in equation (5.11)
may be regarded as a reference state, and thus the values on the Hugoniot PH and
uH may be used leading to the form of the Mie-Gru¨neisen equation of state:
P (u, V ) = PH − Γ(V )
V
(u− uH) . (5.12)
The Gru¨neisen parameter can be calculated from
Γ =
3αKT
ρcV
, (5.13)
where α is the linear coefficient of thermal expansion, KT is the isothermal bulk
modulus and cV is the specific heat at constant volume. In [136], a polynomial
curve of the temperature T , for the specific heat capacity at constant pressure cP
of the form
cP (T ) = A+BT + CT
−1 +DT−2 + ET−3 + FT−4, (5.14)
where the coefficients are given in Table 5.4 was fitted to experimental data and
is reproduced in Figure 5.9. The coefficient of volumetric thermal expansion
αV = 3α, the compressibility at constant temperature βT =
1
KT
, and the density
ρ can be used to calculate the specific heat at constant volume cV at a given
temperature T using equation (5.15):
cP − cV = α
2
V T
ρβT
. (5.15)
In [136], the compressibility of graphite was found to be βT = 2.92× 10−11 Pa−1.
The coefficient of thermal expansion for the graphite crystal is anisotropic, thus
measurements are made in the basal plane α‖ (parallel to the graphene layers
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Figure 5.9: A least squares polynomial fit to experimental data for cP , from [136].
The polynomial fit is valid only in the range from 250− 3000K.
Coefficient Value
A 2253.74
B 38.12× 10−2
C −3.78× 105
D −1.82× 108
E 6.67× 1010
F −6.01× 1012
Table 5.4: Coefficients for cP (T ) of the form given in equation (5.14). Note that
the coefficients differ from those in [136] due to the use of SI units in
this work.
- see Figure 5.1) and in the plane perpendicular to the basal plane α⊥. The
figures quoted for the single crystal at 293.0 K, are α‖ = −1.5 × 10−6 K−1 and
α⊥ = 2.7×10−5 K−1. The negative thermal expansion coefficient in the basal plane
is assumed to be caused by the large expansion coefficient in the perpendicular
plane, due to the structure of the crystal [121]. In [137], it is shown that the crystal
bulk thermal expansion coefficient can be found from the basal and perpendicular
expansion coefficients from
αV = α⊥ + 2α‖. (5.16)
At room temperature, this gives a bulk thermal expansion of αV = 2.4×10−5 K−1.
Using these values and assuming the bulk modulus of the crystal is constant, using
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equations (5.16), (5.15) and the curve for specific heat at constant pressure, the
Gru¨neisen parameter for graphite (at 293.0K) is found to be Γ = 0.56, which is
significantly lower than the value of 2.0 used in [123]. The calculated value of
Γ = 0.56 compares favourably with the predicted Gru¨neisen value in [133].
5.3.4 Computational implementation
JH1 equation of state
The equation of state proposed for use with the the JH1 constitutive equa-
tion [36] is the cubic polynomial of the form
P (η) =
k1ζ + k2ζ2 + k3ζ3 + ∆P if ζ > 0k1ζ if ζ < 0, (5.17)
where ζ = ρ/ρ0 − 1. The parameters kn are material dependent constants with
k1 equivalent to the bulk modulus of the material. The term ∆P is the “bulking
pressure”, included to account for the volumetric expansion after failure (due to
development of cracks), and is a function of the elastic internal energy before and
after failure (∆P > 0 if D = 1). The JH1 form of the equation of state does
not include terms to account for thermal pressure. In [123] the “bulking” effect is
not included due to the presence of porosity in the graphite material; instead the
P − α and Mie-Gru¨neisen equations of state are used to account for the porosity
and thermal pressures associated with shock-heating.
Porous equation of state
The P −α equation of state [138] is a simple phenomenological model designed
to modify the pressure predicted by the solid equation of state (Mie-Gru¨neisen for
example (2.61)) using the distension α
α =
1
1− φ (5.18)
of the material. If the pressure of the solid material is a function of the density ρ
and specific internal energy u, P = f(ρ, u) then the P −α modification [138, 139]
is given as
P =
1
α
f(αρ, u). (5.19)
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The distension α is a implicit function of the pressure, therefore iteration is re-
quired to solve for both pressure and distension simultaneously. This iteration
must be performed for each smoothed particle at each time-step which means
the P − α is computationally expensive. A simple form for the relation between
distension and pressure, suggested in [138], is
α = 1 + (α0 − 1) e−AP , (5.20)
where α0 is the initial distension and A determines the compaction behaviour of
the material. In the P − α model, compaction begins only after some critical
pressure Pinit has been reached (due to the elastic strength of the matrix mate-
rial resisting compaction) and compaction completes after a higher pressure Pend
has been reached. Once α = 1 no more compaction can occur and the Mie-
Gru¨neisen equation of state takes over. The sound-speed is modified to account
for the presence of porosity as a function of the distension α, the initial porous
sound speed cp defined by the bulk modulus K and porous density ρ0
K = ρ0c
2
p. (5.21)
and the solid compacted sound speed cs (2.62) through
c(α) = cs + (cp − cs)
(
α− 1
α0 − 1
)
. (5.22)
Discussion
As the JH1 equation of state (5.17) does not include terms to account for the
thermal pressure it will not be used in this work. The P − α equation of state
allows for the accurate capture of the low-pressure, large compression region that
the porous graphite material exhibits (see Figure 5.7), at the same time as includ-
ing terms to account for the thermal pressure (from the Mie-Gru¨neisen equation
of state). However, the suitability of the P −α equation of state for modelling the
porous behaviour of the graphite was brought into question due to the apparent
lack of compaction of the graphite upon unloading after quasi-static hydrostatic
compression to pressures of around 0.35 GPa [125]. The only literature available on
recovered samples of a very similar synthetic polycrystalline graphite (ATJ) after
shock compression to around 5 GPa suggests that compaction did not occur [140].
The P −α equation of state requires the assumption that the compressed material
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plastically compacts under applied pressure [138] and this assumption is appar-
ently contradicted by the experimental results given in the literature [125, 140]; for
this reason an experiment was proposed to determine whether or not the graphite
compacts under very high quasi-statically applied pressures.
The results of the high-pressure compaction experiment described in Chapter 6
are used to form an equation of state suitable for modelling the graphite material.
This is described in Chapter 6, Section 6.4.
5.4 Implications of the time-splitting procedure
It is important to note that, in the time-split integration scheme, because the
dilatational and deviatoric components are separate, a modification to the dilata-
tional step must be made to reflect the failure model in the constitutive equation.
In the case of either of the two interacting particles possessing a damage variable
of unity it is proposed that the first-order Godunov scheme is recovered; no lin-
ear reconstruction is applied. Algorithm 1 is then proposed for use between each
interaction pair. Algorithm 1 ensures that hydrostatic tension is not sustained
between damaged particles. It can be thought of as an extension to the limiting
procedure in light of the constitutive equation used and the time-splitting proce-
dure which separates the dilatational and deviatoric responses. In order to test
algorithm 1 for the JH1 instantaneous damage model, a comparison was performed
with the standard AV SPH scheme for a hypothetical impact of a steel projectile
on a silicon carbide (SiC) plate, in 2D plane strain. The steel was described by
the Johnson-Cook flow stress model for the deviatoric component and the Mie-
Gru¨neisen equation of state for the hydrodynamic component. The Johnson-Cook
constitutive equation is purely phenomenological, includes terms to take account
of the competition between thermal softening and strain hardening and takes the
form
σy (p, ˙p, T ) =
(
A+B
(
np
)) [
1 + Cln
(
˙p
˙0
)][
1−
(
T − T0
Tm − T0
)m]
, (5.23)
where A, B, C, m and n are user-defined parameters and p is the plastic strain, ˙p
is the plastic strain rate, ˙0 is the reference strain rate, T is the current tempera-
ture, Tm is the melting temperature and T0 is the reference temperature (in degrees
Kelvin). The specific heat cP and Taylor-Quinney parameter χ are required to
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Algorithm 1 Modification to Riemann solution for instantaneous failure
if Di = 1 ∧Dj = 1 then . Both particles fully damaged
PR = Pi, PL = Pj
vR = v
R
i , vL = v
R
j
 No reconstruction
ρR = ρi, ρL = ρj
if Pi < 0 then . Tension not allowed
Pi = 0
end if
if Pj < 0 then . Tension not allowed
Pj = 0
end if
Calculate P ∗ij, v
∗
ij . Call Riemann solver
if P ∗ij < 0 then . No tension allowed
P ∗ij = 0
end if
else if Di = 1 ∨Dj = 1 then . One or more particle fully damaged
PR = Pi, PL = Pj
vR = v
R
i , vL = v
R
j
 No reconstruction
ρR = ρi, ρL = ρj
if Di = 1 then . If particle i damaged
if Pi < 0 then . Tension not allowed
Pi = 0
end if
end if
if Dj = 1 then . If particle j damaged
if Pj < 0 then . Tension not allowed
Pj = 0
end if
end if
Calculate P ∗ij, v
∗
ij . Call Riemann solver
if P ∗ij < 0 then . No tension allowed
P ∗ij = 0
end if
else . Both particles undamaged
Calculate P ∗ij, v
∗
ij . Call Riemann solver
end if
calculate the increment in temperature due to plastic work using
∆T = ∆p
χσy
ρcP
. (5.24)
As the Johnson-Cook flow-stress (5.23) is an implicit function of the plastic strain,
iterations are required at each time-step. The SiC plate was described by the
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JH1 constitutive equation, with the originally proposed polynomial equation of
state (5.17), however in this case the “bulking” term (∆P ) is not used. The
material parameters for the constitutive models are shown in Table 5.5.
SiC EOS Parameter Value Steel EOS Parameter Value
ρ0 3215 kg/m
3 ρ0 7903 kg/m
3
k1 2.2 MBar S1 1.4933
k2 3.61 MBar Γ0 2.2
k3 0 c0 4.552 km/s
SiC JH1 Parameter Value Steel JC Parameter Value
µ 1.93 MBar µ 74.8 GPa
σi,1 7.1 GPa A 300.0 MPa
P1 2.5 GPa B 1000.0 MPa
σi,2 12.2 GPa C 0.07
P2 10.0 GPa M 1.0
σf,max 1.3 GPa N 0.65
cf 0.4 T0 298K
T −750.0 MPa Tm 1673K
f,max 0.8 cp 440 J/Kg K
Pmax 99.75 GPa χ 0.9
C 0.009 — —
Table 5.5: Material parameters for the Johnson-Cook flow stress and Johnson-
Holmquist ceramic damage models, from [141].
The projectile and target were rectangular and had dimensions of lp = 2 cm,
wp = 1 cm and lt = 3 cm, wt = 10 cm respectively. In total there were 51, 842
equally spaced particles in the domain. The projectile impacted the target with
a velocity of 800 m/s. The results (using the 1st order TS, 2nd order TS and AV
schemes) of damage field after 5, 10 and 15 µs are shown in Figure 5.10. It can be
seen from Figure 5.10 that the damage fields using the first order and second-order
TS schemes are different to that using the AV scheme, however the second-order
TS scheme shows the most similar damage field to the AV scheme.
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(b) t = 10 µs
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(c) t = 15 µs
Figure 5.10: The results of the steel-SiC impact simulation showing scalar damage
field for the three schemes at different instances. The steel projectile
is shown in black.
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In general the damage patterns predicted by the TS schemes are thicker than
those predicted by the AV scheme and the damage paths followed are slightly
different. This is most likely due to the differences in the pressure field predicted
by the AV and TS schemes, as the pressure field has considerable influence in the
propagation of damage in the JH1 constitutive model. A comparison, using an
identical particle setup, was performed with the commercial multi-physics solver
package LS-DYNA [142] using the default (FORM=0) and renormalized (FORM=1)
SPH formulations; these results are shown in Figures 5.11 and 5.12 respectively.
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(a) t ≈ 5 µs
(b) t ≈ 10 µs
(c) t ≈ 15 µs
Figure 5.11: The results, using the LS-DYNA default formulation, of the steel-SiC
impact simulation showing the damage field.
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(a) t ≈ 5 µs
(b) t ≈ 10 µs
(c) t ≈ 15 µs
Figure 5.12: The results, using the LS-DYNA renormalized formulation, of the
steel-SiC impact simulation showing the damage field.
127
5. Constitutive models for Graphite
It can be seen that the major damage patterns shown in the LS-DYNA results
are similar to those predicted by the TS scheme. The LS-DYNA results show a
degree of asymmetry, however, and the precise cause of this is not understood; it
is thought that the LS-DYNA formulation is similar to the AV formulation used
in this work [143], however the AV results from this work show no asymmetry.
A general algorithm for continuum damage mechanics failure models which em-
ploys a gradual softening behaviour, such as the JH2 constitutive equation [128],
is proposed in Algorithm 2.
Algorithm 2 Modification to Riemann solution for gradual failure
if Di > 0 ∨Dj > 0 then . If either particle possesses damage
PR = Pi, PL = Pj
vR = v
R
i , vL = v
R
j
 No reconstruction
ρR = ρi, ρL = ρj
if Di > 0 then . If particle i is damaged
if Pi < 0 then . If in tension
Pi = (1−Di)Pi . Scale by damage
end if
end if
if Dj > 0 then . If particle j is damaged
if Pj < 0 then . If in tension
Pj = (1−Dj)Pj . Scale by damage
end if
end if
Calculate P ∗ij, v
∗
ij . Call Riemann solver
if max(Di, Dj) == 1 then . If either particle fully damaged
if P ∗ij < 0 then . Check if in tension
P ∗ij = 0 . No tension allowed
end if
else . Otherwise
if P ∗ij < 0 then . Check if in tension
P ∗ij = P
∗
ij
2−Di−Dj
2
. Scale by damage
end if
end if
else . Both particles undamaged
Calculate P ∗ij, v
∗
ij . Call Riemann solver
end if
To summarise, this chapter presents the JH1 [36] CDM constitutive model which
is suitable for capturing the major behaviours of the graphite when subject to
high-velocity impacts. Algorithms were then proposed and tested for inclusion of
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a CDM constitutive model into the time-split SPH scheme. Equations of state
were then described which are capable of modelling the hydrodynamic response
of the porous graphite; in the course of investigation it was found that the pores
in the graphite may not plastically compact under compressive loading. The next
chapter describes an experiment to determine whether or not the pores in the
graphite compact plastically under applied pressure. The compaction behaviour
has implications for the choice of equation of state used for the graphite material.
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6 Graphite compaction
experiment
This chapter describes an experiment which was designed to determine whether
or not the porous synthetic polycrystalline graphite compacted plastically under
applied load. The motivation behind this experiment was the suggestion in the
literature that this type of graphite does not compact at dynamically applied
pressures of up to 5 GPa [140].
6.1 Hypotheses
The porous P − α equation of state requires the assumption that the material
compacts under applied pressure. Quasi-static confined compression of the GP-25
graphite (uniaxial strain) to 0.35 GPa performed in [125] resulted in negligible
compaction of the graphite. Results published in the literature [140] suggest that
a very similar graphite (grade ATJ, manufactured by UCAR) did not compact
under shock-loading to 5 GPa, or under quasi-static compression to 0.18 GPa.
The hypothesis proposed in this work is that the pores in the graphite do not
plastically compact under loading and therefore the use of the P − α equation
of state, which requires the assumption that pores collapse plastically [138], for
modelling the porous behaviour is invalid for this type of porous synthetic poly-
crystalline graphite material. The peak pressures from the uniaxial strain loading
curves [125] and the flyer-plate impacts [124] are reproduced in Figure 6.1.
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Figure 6.1: Pressure vs. specific volume for quasi-statically (subscript QS) and
shock compressed graphite (subscript H).
It can be seen from Figure 6.1 that the graphite is compliant for the first stage
of the loading then the apparent stiffness suddenly increases after the graphite
has been compressed to its solid density of approximately 2130.0 kg/m3. This
suggests that the compliant pores are being compressed first, then once they have
been compressed to a low volume the stiffer graphite matrix is being compressed.
In order to test the hypothesis that the pores recover to their original volume
after loading, an experiment was designed to compress the graphite to 6 GPa,
which is similar to the maximum pressure obtained from the flyer-plate impact
tests [124]. The compression mode was designed to be as close as possible to uni-
axial strain in order to compare with the previous P − v data (Figure 6.1). In
addition, it was required that the material sample which had undergone compres-
sion was physically recoverable, such that it may be examined under a microscope
to determine whether or not the pores had plastically collapsed. A controlled,
quasi-static loading method was therefore required.
6.2 Experimental design
Determining the graphite sample size was the first step in designing the exper-
iment. The sample size was required to be significantly larger than the average
pore size so that the experiment would reflect the sub-resolution porosity model
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required by the numerical method. As stated in Chapter 5, Section 5.1, the av-
erage pore dimensions (semi-major and semi-minor axes) were calculated to be
approximately 15.4 and 8.0 µm respectively. A trade-off between the maximum
pressure which could be applied to the sample, as a function of sample size and
the compression machinery available, was then required. If it is assumed that the
pore size should be approximately 0.1% of the sample size, the sample size should
be approximately 10 mm (by approximating the pores as spherical). The sample
shape should be cylindrical such that it may be confined inside a pressure vessel.
Assuming a sample radius of 10 mm the required force to reach 6 GPa is approx-
imately 1.9 MN; this is within the capacity of the Imperial College hyper-stiff
compression testing rig (rated at a maximum 2.5 MN). A pressure vessel, pistons
and compression rig were designed to compress a cylinder of graphite of dimensions
l = r = 10 mm. The pistons were manufactured from tungsten carbide (ν ≈ 0.2,
E ≈ 680 GPa [144]) in order to resist plastic deformation. The experimental
apparatus was designed to be similar to the apparatus used in [145] to compress
ceramic powders. The ratio of sample length to radius was unity (l/r = 1) to min-
imize skin friction and to help achieve a uniform density in the sample undergoing
compression. The sample was confined inside a thick-walled 304 grade stainless
steel pressure vessel (ν ≈ 0.3, E ≈ 620 MPa, Y0 ≈ 290 MPa [144]), designed such
that the tungsten carbide compression pins filled the vessel at the configuration
of maximum displacement. Local plastic yielding was expected in the pressure
vessel; a harder steel would have reduced this but not eliminated it. A railed
loading-frame was used to contain the pressure vessel and ensure the carbide pis-
tons travelled linearly when compression was applied. A schematic of the tungsten
carbide pistons is shown in Figure 6.2 and a schematic of the pressure vessel is
shown in Figure 6.3. The inner radius of the pressure vessel was designed to be
0.15 mm larger than that of the pistons and samples so that the sample could be
recovered and that the Poisson effect of the pistons did not cause them to become
lodged inside the pressure vessel. The Imperial College hyper-stiff compression
testing machine was used to apply the force to the pistons (via the railed confine-
ment rig used to constrain the displacement in the vertical direction). A low speed
of 0.5 mm per minute was used to compress the graphite so that the deformation
was approximately quasi-static. A photograph of the compression rig inside the
Imperial College hyper-stiff compression machine is shown in Figure 6.4.
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radius = 2 mm 20 mm
10 mm
 = 20 mm
 = 40 mm
Figure 6.2: Schematic of tungsten carbide pistons (not to scale).
radius = 2 mm
 = 20.15 mm
 = 60.15 mm
40 mm
Figure 6.3: Schematic of stainless steel pressure vessel (not to scale).
6.3 Results
Separate samples were loaded and unloaded to increasing uniaxial stresses (in in-
crements of 0.5 GPa) and the reaction force and linear displacement were recorded.
Due to the very high forces applied it was found that the pressure vessel was in-
sufficient to constrain the deformation required for uniaxial strain due to elastic
and plastic deformation. In addition, small misalignments in the compression rig
tended to cause the brittle tungsten carbide pistons to crack or fail catastroph-
ically at stresses of above 1.5 GPa. Therefore the maximum applied stress was
limited to around 2.0 GPa, which although much lower than intended, is within
the loading regime achieved by the flyer-plate tests. A plot showing linear dis-
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Figure 6.4: Compression test rig inside the hyper-stiff testing machine. The ap-
paratus on the right is the Linear Variable Differential Transformer
(LVDT) for measuring the displacement.
placement versus uniaxial stress for four samples, each loaded and unloaded once
is shown in Figure 6.5. Audible cracks were heard coming from the tungsten car-
bide pistons during loading of the third and fourth samples, causing discontinuities
in the stress-displacement curves. However, the slope of the stress-displacement
curve after the crack was deemed to be sufficiently continuous to allow continued
compression. After each unloading the rig was disassembled and the specimens
were recovered. The specimens were mainly intact with a small amount of damage
around the edges (see Figure 6.9 for a comparison between the pristine and com-
pressed samples). The inner radius of the pressure vessel after the highest loading
was found to have plastically yielded, forming a “dimple” in the center where the
sample was located. The sample loaded to the highest stress (approximately
2.2 GPa) was polished and examined under the microscope at 200 × magnifica-
tion. Images were captured and post-processed using the same image processing
functions used for the pristine samples. Figure 6.6 shows a comparison of the
pristine sample and the one compressed to approximately 2.2 GPa. Visual inspec-
tion highlighted little discernible difference between the polished surfaces of the
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Figure 6.5: Uniaxial stress against linear displacement for four graphite samples
loaded and unloaded once. There are kinks in the red and blue loading
curves at forces of around 1.5 GPa due to micro-cracks forming in the
tungsten carbide pistons.
(a) Pristine sample (b) Compressed (to 2.2 GPa) sample
Figure 6.6: A comparison of the pristine and compressed samples at 200 × mag-
nification.
pristine and compressed samples at 200 × magnification. The mean semi-major
and minor axes of the pore ellipses were calculated to be 16.6 and 8.6 µm with a
standard deviation of 10.4 µm and 5.5 µm, respectively, which are slightly greater
than the values reported for the pristine samples in Chapter 5, Section 5.1. The
porosity was also calculated to be greater at 17.3%. This was assumed to be due to
the loading causing cracks to grow between pores, thus linking up pores, which the
Matlab image processing functions then calculated to be continuous pore space;
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from the pressure-displacement curve (Figure 6.5) the sample unloaded to 5.1% of
its maximum displacement, which implies the sample did compact slightly. The
hysteresis in the loading and unloading curves of the pressure-displacement plot
(Figure 6.5) confirms that work is done during compression.
To investigate this hysteresis further, a sample was loaded, unloaded and reloaded
cyclically to higher stresses in increments of approximately 0.1 GPa. The results
are shown in Figure 6.7.
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Figure 6.7: Uniaxial stress vs. linear displacement for one graphite sample loaded,
unloaded and reloaded cyclically to higher peak pressures.
A compliance of approximately 0.25 mm in the system can be clearly seen from
Figure 6.7. This compliance is shown in the results due to the LVDT being offset
from the pressure vessel due to volume constraints; the LVDT would not comfort-
ably fit inside railed loading rig. The cyclical loading and unloading was repeated
but in the opposite direction using a new sample and the results are shown in
Figure 6.8. It can be seen from Figures 6.7 and 6.8 that there is a discontinuity
in the slope of the loading curve at around 150 MPa which corresponded to an
audible crack coming from the compression rig. The cracks were found to be at
an angle to the axis of loading. As the samples were small, it was difficult to
measure the cleavage angle accurately, however it was found to be approximately
21◦ from the loading axis suggesting shear failure. The cause of the complete frac-
turing of these samples in contrast to the samples compressed to higher stresses
was assumed to be due to the large dimple which formed in the pressure vessel,
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Figure 6.8: Uniaxial stress vs. linear displacement for one graphite sample loaded,
unloaded and reloaded cyclically to lower peak stresses.
due to plastic yielding at the high pressure used for the previous samples, allowing
the specimen to fail due to lack of hydrostatic confinement (in uniaxial stress).
The same slope discontinuity was observed in the specimens not loaded cyclically
however the specimens did not fracture into two parts.
The cause of the hysteresis which can be seen in Figures 6.7 and 6.8 is hy-
pothesized to be due to many micro-cracks forming throughout the sample upon
loading. These micro-cracks may become separated and may slide apart upon
unloading causing frictional dissipation. Upon re-loading the cracks may again
slide over one another, causing work to be done through frictional dissipation.
Figure 6.9 shows a pristine sample, a compressed and intact sample and a com-
pressed and fractured sample for comparison. Many micro-cracks were observed
Figure 6.9: Photographs of a virgin, compressed intact and compressed fractured
graphite specimen.
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(a) 200× (b) 25×
Figure 6.10: The image on the left shows a crack-tip at 200× magnification. The
image on the right shows a branching crack at 25× magnification.
in the compressed specimens. An image of a crack-tip at 200× magnification and
of branching cracks at 25× magnification is shown in Figure 6.10.
6.4 Analysis and conclusions
The motivating hypothesis that the graphite pores do not plastically compact,
or plastically compact only slightly under loading was confirmed by the high-
pressure compaction experiment. Although the compression was not perfectly
uniaxial and the samples fractured at stresses much lower than that intended,
the (quasi-statically applied) stresses achieved were an order of magnitude greater
than those achieved in the published literature [140]. The Matlab Image Process-
ing Toolbox was used to calculate the areal porosity from microscope images of
polished specimens, along with an estimation of the mean pore dimensions. From
the image analysis, the areal porosity and pore dimensions were found to increase
after compression loading. This was assumed to be due to the joining up of pores
by micro-crack growth due to the compression loading. In reality, the specimens
compacted slightly as specimens were recovered with a residual displacement of at
most 5% of their maximum displacement. This corresponds to a decrease in spe-
cific volume from a initial value of 0.567 to 0.556 cm3/g. The hysteresis behaviour
of the graphite was assumed to be mainly due to the growth and coalescence of
micro-cracks.
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The lack of compaction of the pore-space in the graphite due to high applied
stress implies that the P−α porous compaction equation of state is invalid for this
type of material. By definition, the hysteresis behaviour only manifests when a
previously loaded specimen is re-loaded; for the purposes of hydrocode modelling
of single high-velocity impacts this behaviour may be neglected with minimal
consequences. Therefore, it is proposed that the original form of the JH1 equation
of state (5.17) should be modified slightly to include the thermal pressure effect
and used for the dilatational response of the porous graphite, with the “bulking”
term neglected. The form of the equation of state for compressed states (ζ > 0)
is proposed to be
P (ρ, u) = k1ζ + k2ζ
2 + k3ζ
3 + Γ0ρ0u, (6.1)
The loading and unloading curves should be co-located and the curve should fit the
experimental pressure-volume data (Figure 6.1). A constrained least squares poly-
nomial curve fit was performed to determine the appropriate coefficients k. The
fitted values of k are shown in Table 6.1 and the pressure-compression curve shown
with the experimental values (quasi-static and shock-response) in Figure 6.11.
Parameter Value (GPa)
k1 1.58
k2 −7.96
k3 98.98
Table 6.1: Polynomial equation of state parameters for graphite, from constrained
curve fit.
For expanded states (ζ < 0) the equation of state should follow the experimentally
measured bulk-modulus K = 6.703 GPa until the hydrodynamic tensile limit T is
reached
P (ρ, u) = Kζ + Γ0ρ0u, if P > T. (6.2)
The sound speed derived from the polynomial equation of state (6.1) (using equa-
tion (2.62)) does not include any correction for the reduction due to porosity, as
in the P − α equation of state. Therefore, it is expected that the sound speed at
low compression will be over-predicted using the polynomial equation of state.
In summary, an experimental investigation was performed to test whether or
not the pores in the synthetic polycrystalline graphite compacted plastically un-
der high pressure loading. The result confirmed that plastic compaction did not
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Figure 6.11: Experimental pressure-compression data and equation of state curve
from constrained least-squares fit. The black markers show the quasi-
static compression results [125], the red markers show the GP-25
Hugoniot results [124] and the blue marks show the ATJ Hugoniot
results [132].
occur; instead the samples recovered to within approximately 5% of their original
volume after compaction to approximately 2 GPa. Microscopic examination, and
associated image analysis, of pristine and compressed samples confirmed the lack
of plastic collapse of pore-space. The motivation behind the experiment was to
test the validity of the porous P − α equation of state [138] for capturing the
effects of the porosity on the pressure-volume response of the graphite. The P −α
equation of state requires the assumption that the pores collapse plastically [138],
therefore the P − α equation of state is invalid for this type of porous graphite
material. Therefore, a simple cubic polynomial equation of state was proposed
for use instead (see equations (6.1) and (6.2)) which contains an extra term to
account for the thermal pressures associated with shock-loading. The polynomial
coefficients (Table 6.1) were obtained from a constrained least-squares curve fit
of experimentally obtained pressure-volume data from quasi-static and dynamic
loading tests [124, 125, 132]. The region of validity (for compression) of the poly-
nomial equation of state (6.1) is in the range 0 < P < 20 GPa, as it is known that
a very similar polycrystalline graphite (grade ATJ) goes through solid to solid
phase transformation at Hugoniot pressures of approximately 20 GPa [132, 134].
The next chapter tests the validity of the proposed equation of state by comparing
one-dimensional TS SPH predictions with flyer- plate impact traces.
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of state
The results from a series of flyer-plate impact tests on the graphite were re-
ported in [123, 124]. In these tests, a copper flyer-plate was accelerated by a
gas-gun and made to impact upon two graphite plates with a perspex backing.
Two manganin stress gauges (G1 and G2) were placed in between the graphite
plates and the perspex backing. The copper flyer-plate impacts on the graphite
normally and creates a planar shock-wave, the strength of which is then measured
by the manganin stress gauges. The shock speed is calculated by the difference in
time between the pressure pulse to reach the second manganin stress gauge. This
is only valid, however, if no rarefaction waves interact with the shock wave. The
geometry of the flyer-plate impact setup is shown in Figure 7.1. For the highest
velocity impact (1043 m/s) the thickness of the copper flyer-plate was reduced to
6 mm. As the stress gauges are located at the centers of the graphite specimens,
48 mm
10 mm
vi G1
52 mm
6 mm
G2
10 mm
50 mm
10 mm
Figure 7.1: Schematic of the experimental flyer-plate impact setup. The red part
represents the cylindrical copper impactor, the blue part represents
the square perspex backing and the gray parts represent the square
graphite specimens.
the resulting loading condition may be idealized as uniaxial. Thus, the dimensions
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required to model the impact may be reduced to one.
One dimensional simulations were performed with uniformly spaced particles
(∆x = 1×10−3 m) comprising the copper flyer-plate, graphite specimens and per-
spex backing plate. The cubic-polynomial equation of state (equation (6.1)) with
the coefficients in Table 6.1 and JH1 constitutive equation described in Chapter 5
were used for the graphite. The copper flyer and perspex backing were purely
hydrodynamic with a Mie-Gru¨neisen equation of state used (parameters are in
Table 7.1). The time data from the experimental flyer-plate impacts was adjusted
Material parameter Cu PMMA
ρ0 ( kg/m
3) 8930.0 1186.0
c0 ( m/s) 3940.0 2598.0
S1 1.49 1.52
Γ0 1.99 0.97
Table 7.1: Mie-Gru¨neisen equation of state parameters for copper and perspex
used in flyer-plate impact simulations.
such that the first stress peak at G1 coincided with the arrival of the shock-wave at
G1 from the SPH simulation to enable a direct comparison between experimental
and numerical results. The flyer-plate impact results are shown in Figure 7.2. It
can be seen from Figure 7.2 that the shock speeds are predicted accurately for
the 757 and 1043 m/s impacts. For the lower speed impacts the shock arrives
about 0.5 µs early. The magnitude of the shock for the 757 and 1043 m/s impacts
are under-predicted by about 0.8 GPa. The elastic precursors for the two lowest
impact velocities are captured, though their magnitude and duration are under-
predicted. The shocks for the higher two velocities are over-driven so no elastic
precursor exists. The experimental traces for the 507 and 757 m/s impacts seem
to indicate that a rarefaction has reduced the amplitude of the shock at the G2
sensor which is not reflected in the numerical simulations. The discrepancies at
the three lower impact velocities are assumed to be due to the error in the poly-
nomial curve-fit at the lower pressures (see Figure 6.11). In general, however, the
modified cubic-polynomial equation of state (6.1) with the coefficients in Table 6.1
provide a reasonable fit to the experimentally observed flyer-plate impact traces.
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Figure 7.2: Flyer-plate impacts showing stress versus time for copper flyers im-
pacting graphite. The experimental traces (in black) are reproduced
from [123]. The numerical results are shown in blue. The first and
second peaks correspond to the arrival of the shock wave at G1 and
G2 respectively.
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8 Numerical simulations of
particle impact on graphite
In order to perform representative simulations of normal particle impacts in a
reasonable time-scale an axially symmetric SPH formulation was implemented.
This is described and validated in the next section. In the subsequent sections the
particle impact simulations are described and compared with experimental results.
8.1 Axi-symmetrical formulation
The simple method described in [146, 147] was used for the axi-symmetrical
formulation, although more complex formulations exist which display less patho-
logical behaviour at the axis of symmetry [148, 149]. In the axi-symmetrical
formulation the integration of the kernel over the domain is written as∫
V
Wc2pirdrdz = 1 (8.1)
where r is the radius and Wc is the cylindrically symmetric kernel. When consid-
ering axial symmetry the particles represent discrete tori thus the normalization
of the Cartesian kernel may be supplemented by a factor to take account of the
axi-symmetrical nature
Wc =
W
2pir
. (8.2)
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The governing equations for cylindrical symmetry are given as
Dρ
Dt
= −ρ
(
∂vx
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+
∂vy
∂y
+
vx
x
)
Dvx
Dt
=
1
ρ
(
∂σxx
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+
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ρ
(
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(
∂vx
∂y
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)
+ σyy
∂vy
∂y
+ σθθ
vx
x
)
.
(8.3)
In (8.3) the r and z coordinates have been replaced by their Cartesian equivalents
x and y. The derivative terms on the right hand side in (8.3) are calculated in
the normal way, remembering to include the cylindrical symmetry normalization
factor 1/2pix in the summations. The SPH discretization of the axially symmetric
governing equations (8.3) are stated as
Dρi
Dt
= −ρi
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[
σxxi
(
vxj − vxi
) ∂Wij
∂xi
+ σxyi
{(
vxj − vxi
) ∂Wij
∂yi
+
(
vyj − vyi
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}
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(
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σθθi v
x
i
ρixi
,
(8.4)
where the subscripts used to denote the vector or tensor components in equa-
tion (8.3) have been rewritten as superscripts for clarity. The decomposition of
the Cauchy stress tensor means the components of the velocity field are modified
(for axial symmetry) only due to the deviatoric stresses (σxx − σθθ = τxx − τ θθ),
thus the form of the momentum equation used in the dilatational step of the time
split integration procedure is unmodified. The deviatoric hoop stress term may
be written as τθθ = −(τxx + τyy) since the stress tensor is symmetric, allowing the
hoop stress term to be rewritten as
σθθ = −(τxx + τyy + P ). (8.5)
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Note that the axi-symmetrical formulation does not conserve the total energy
exactly as in the Cartesian form presented in Chapter 3. It is also clear that as
r → 0, the terms in (8.4) diverge numerically; for this reason a fix is applied
after the movement of the particles in the temporal integration scheme such that
particles are not allowed to cross the line of symmetry or lie on it. It should also
be noted that, in order to eliminate the effect of the kernel incompleteness at the
line of symmetry, ghost particles were used.
8.1.1 Validation
To test the validity of the time-split axi-symmetrical formulation the Taylor-
bar impact test performed in [150] was repeated. In this test a cylindrical cop-
per bar impacts on a rigid wall (simulated using ghost particles) at 210 m/s.
The Johnson-Cook flow stress constitutive model [151] (equation (5.23)) was used
for the deviatoric component of the time-split integration scheme and the Mie-
Gru¨neisen equation of state of the form (2.61) for the dilatational component.
The constitutive parameters for the copper bar are given in Table 8.1. The initial
Material parameter Value
ρ0 8930.0 kg/m
3
c0 3933.0 m/s
S1 1.49
Γ0 1.99
A 90 MPa
B 292 MPa
n 0.31
C 0.025
m 1.09
T0 298K
Tm 1356K
cP 388 J/Kg K
χ 0.9
Table 8.1: Constitutive parameters for copper Taylor-bar impact (from [152]).
dimensions of the copper bar are given as [150] l = 25.347 mm and r = 0.381 mm
and the bar was given an initial velocity of 210 m/s. In [153], Banjeree digitized
photographs of the deformed copper bar reported in [150]. These results were then
digitized again in this work. The bar was discretized with 2413 equally spaced
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particles and the solution integrated to t = 80 µs. The results for the 1st or-
der and 2nd order axi-symmetrical TS scheme are shown in Figure 8.1 along with
the experimental results reported in [150, 153].
−5 0 50
5
10
15
x (mm)
y
(m
m
)
 
 
1
2
3
(a) TS 1st order
−5 0 50
5
10
15
x (mm)
y
(m
m
)
 
 
1
2
3
(b) TS 2nd order
Figure 8.1: Results from the axi-symmetrical copper Taylor-bar impact test case
using the 1st order and 2nd order TS scheme at t = 80 µs. The outline
of the experimental results, from [150, 153] are given by the black dots
and the colour-map shows the effective plastic strain.
It can be seen from Figure 8.1 that the axi-symmetrical TS predicts the general
deformation well, with a slight over-prediction of the radius at the base of the
strain hardening region (where the kernel instability is most pronounced) and an
under-prediction at the base of the mushroomed part. The length of the bar is
predicted well in both cases with a slight improvement in agreement given by
the 2nd order scheme. The results using the TS scheme are very similar to those
reported in [153], using the Material Point Method (MPM) scheme. The non-
dimensional total, internal and kinetic energies of the bars are given as a function
of time in Figure 8.2. The total energy was conserved to within 1.09% and 2.75%
for the first and second-order scheme respectively. The lack of exact conservation
of energy is due to the lack of an appropriate time-centering in the axi-symmetrical
SPH formulation.
147
8. Numerical simulations of particle impact on graphite
0 20 40 60 80
0
0.5
1
t (µs)
E˜
TS 1stO
TS 2ndO
Figure 8.2: Non-dimensional total, kinetic and internal energies from the axi-
symmetrical copper Taylor-bar impact test case using the 1st order and
2nd order TS schemes.
8.2 Particle impacts
In each of the following subsections, two particle impact simulations are per-
formed for each of the projectile materials; one at a lower velocity and one at a
higher velocity, with both velocities being lower than the maximum impact ve-
locity allowed by the graphite equation of state as given in Table 5.3. For all
the particle impact simulations the quadratic kernel function (equation (2.30))
was used in place of the cubic-spline kernel (equation (2.19)) for the dilatational
part of the split integration procedure. This was because simulations run with
the cubic-spline kernel tended to exhibit the compressive clustering instability;
the quadratic kernel function does not display this type of instability [58]. The
second-order time-split scheme with the superbee limiter (3.16) (φ(r)sw, β = 2)
was used with a constant inter-particle spacing of ∆x = 0.1 mm. The chosen
discretization was found to be sufficient to capture cracks predicted by the contin-
uum damage mechanics scheme; a spatial convergence study was not performed
due to time constraints. In each case the graphite target was initially located
with its top left-hand corner at the origin. The dimensional analysis presented in
Chapter 1, Section 1.2 is used to give an error bound on the crater radii using the
actual (discretized) kinetic energy of the impact; this is shown as a red arrow on
the results.
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8.2.1 HDPE impacts
The HDPE Mie-Gru¨neisen equation of state parameters are given in Table 5.3
and the deviatoric response is assumed to be elastic perfectly plastic1 [123] with
shear modulus µ = 83.6 MPa, yield strength Y0 = 25.0 MPa and density 969.0 kg/m
3.
The particle radius was 1.5 mm for each impact velocity. For each case the results
were integrated until t = 15 µs which was sufficient for the projectile to rebound
from the target. The damage field and effective plastic strain for the 2.97 km/s
and 4.92 km/s impacts are shown in Figures 8.3 and 8.4 respectively. Overlaid
on the figures are the experimentally measured average crater radius shown with
a black arrow, and an error bound shown with a red arrow, calculated from the
dimensional analysis (equation (1.3)) and the slope c = 1522.0 from Table 1.1.
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Figure 8.3: Results of HDPE particle impact at 2.97 km/s into graphite target.
The black points show the deformation of the initially spherical HDPE
projectile.
1In reality HDPE is highly strain rate sensitive, however as the impacts were of such a high
velocity the pressures generated were much greater than the flow stress and the majority of
the deformation was dominated by hydrodynamic flow.
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Figure 8.4: Results of HDPE particle impact at 4.92 km/s into graphite target.
The black points show the deformation of the initially spherical HDPE
projectile.
It can be seen that there is some spall damage from the reflected tensile wave at
bottom and right-hand-side of the target domains in each of the cases. Compared
with the experimental data the crater radii are under-predicted in each case. In
the higher velocity impact, the HDPE projectile has disintegrated almost entirely.
8.2.2 Aluminium projectile
The Mie-Gru¨neisen equation of state parameters for the aluminium are given
in Table 5.3. The aluminium is described by the Johnson-Cook constitutive equa-
tion (5.23) with the material parameters given in Table 8.2. The results were
integrated to t = 15 µs as this was sufficient time for the projectiles to rebound
from the graphite target. The results, showing the damage field and effective plas-
tic strain, for a 1.46 km/s impact and a 3.37 km/s impact are given in Figures 8.5
and 8.6 respectively. Overlaid on the figures are the experimentally measured av-
erage crater radius shown with a black arrow, and an error bound shown with a
red arrow, calculated from the dimensional analysis (equation (1.3)) and the slope
c = 3571.5 from Table 1.1.
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Material parameter Value
µ 27.6 GPa
A 265 MPa
B 426 MPa
n 0.34
C 0.015
m 1.0
T0 298K
Tm 775K
cP 897 J/Kg K
χ 0.9
Table 8.2: Constitutive parameters for aluminium projectile (from [123]).
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Figure 8.5: Results of aluminium particle impact at 1.46 km/s into graphite tar-
get. The black points show the deformation of the initially spherical
aluminium projectile.
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Figure 8.6: Results of aluminium particle impact at 3.37 km/s into graphite tar-
get. The black points show the deformation of the initially spherical
aluminium projectile.
In both cases the crater radii have been predicted well. Both cases show an area
of spall at the back-face of the impact region. In the higher velocity impact case,
an area of spall is also visible on the top right of the target.
8.2.3 Steel projectile
The Mie-Gru¨neisen equation of state parameters for steel are given in Table 5.3.
The 304 grade stainless steel is described by the Johnson-Cook constitutive equa-
tion (5.23) with the material parameters given in Table 8.3. The results were
Material parameter Value
µ 74.8 GPa
A 150.1 MPa
B 1132.6 MPa
n 0.42
C 0.014
m 1.0
T0 298K
Tm 1737K
cP 388 J/Kg K
χ 0.9
Table 8.3: Constitutive parameters for steel projectiles (from [123]).
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integrated to t = 15 µs as this was sufficient time for the projectiles to come
to rest in the graphite target. The results, showing the damage field and effec-
tive plastic strain, for a 1.3 km/s impact and a 2.06 km/s impact are given in
Figures 8.7 and 8.8 respectively. Overlaid on the figures are the experimentally
measured average crater radius shown with a black arrow, and an error bound
shown with a red arrow, calculated from the dimensional analysis (equation (1.3))
and the slope c = 11893.8 from Table 1.1.
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Figure 8.7: Results of steel particle impact at 1.3 km/s into graphite target. The
black points show the deformation of the initially spherical steel pro-
jectile.
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Figure 8.8: Results of steel particle impact at 2.06 km/s into graphite target. The
black points show the deformation of the initially spherical steel pro-
jectile.
In both cases the crater radii are close to the experimentally observed values.
8.3 Discussion
A phenomenon which is not taken into account by the Johnson-Holmquist ce-
ramic damage model used to describe the graphite target is the variability of
strength in the real material; it is known that the mechanical properties of syn-
thetic polycrystalline graphite display a wide degree of scatter [154]. As most of
the JH1 material parameters in Table 5.1 were guessed or optimized using trial
and error in [123], it is not possible to perform a realistic sensitivity analysis of the
impact results to the measured standard deviation of the material parameters. In
addition, it is thought that, as the impacting projectiles are small, the standard
deviation of the impact crater sizes produced should be large due to the relative
scale of the pores (and the associated strength anisotropy) with respect to the
projectile scale. The statistical variability of the effective strength, including the
scale effects, may be represented using a statistical fracture CDM approach. Such
a statistical fracture model was first proposed for use in SPH in [155], and makes
use of a Weibull distribution to assign random flaws (represented by a critical
stress at which damage begins to accumulate) to smoothed particles.
154
8. Numerical simulations of particle impact on graphite
An effect which has not been quantified is the influence on the results of the
line of symmetry instability intrinsic to the axially symmetric SPH discretization
given by equations (8.4). The particles close to the line of symmetry tended to
display a lower value of damage than particles far from the line of symmetry; the
precise cause of this is not fully understood though it is assumed to be due to the
constraint applied to the particles such that they did not get too close to the axis
of symmetry (a constraint artificially imposed to ensure a stable simulation).
In summary, the particle impact simulations performed in Section 8.2 were in
good agreement with the experimental data for the average crater diameter. No
comparison was made with the crater depth as the experimental data available
was insufficient for this comparison. The next chapter concludes this thesis.
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The original aim of this work was to develop a technique to model high velocity
impacts with the leading edge of a hypersonic vehicle composed of a synthetic
polycrystalline graphite material. In the course of investigation a second-order
Time-Split (TS ) Godunov SPH technique was developed which is applicable to
simulations of general continuum mechanics. The TS scheme was validated us-
ing several examples and then used to simulate particle impacts onto the graphite.
The conclusions drawn from this work are grouped as those drawn from the
development of the TS scheme; those from the experimental compaction behaviour
of the porous synthetic polycrystalline graphite and those from the application of
the TS scheme to simulations of particle impacts on graphite.
9.1 The TS scheme
1. The new conservative, spatially second-order TS SPH formulation, based on
the Godunov SPH formulation developed by Parshikov et al. [3] performs
well for a variety of one and two-dimensional fluid and solid-dynamics test
cases (Chapter 4). The TS scheme uses no Artificial Viscosity (AV) to
stabilize the scheme, thus no time-consuming sensitivity analysis needs be
performed to ensure the solution is not overly damped; this is desirable from
the point of view of the user.
2. The second-order TS algorithm is more computationally demanding (about
2.5× slower) than the original first-order scheme [3] or the standard AV SPH
scheme [40]. The extension of the time-splitting to second order temporal
accuracy (using a second order splitting, such as the Strang splitting with a
second-order Runge-Kutta integrator for each sub-step, for example) would
significantly increase this computational burden. In this work the number of
particles that could be practically simulated with the TS scheme was limited
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due to the low performance of the implemented solver - this was due to the
developmental nature of the code.
3. The Godunov SPH scheme is less prone to the tensile instability, intrinsic
to the SPH method, in comparison to the standard AV scheme. The use of
second-order reconstruction, however, may increase the effect of the tensile
instability as was shown for one of the test-cases (Chapter 4, Section 4.2.4).
This was due to the reconstruction resulting in a larger negative pressure in
some region of the domain in the dilatational step.
4. The use of Godunov formulation was shown to reduce particle noise, result-
ing smoother field variables than the AV scheme. This was clearly notice-
able in the collapsing ring example (Chapter 4, Section 4.2.5). In [102] the
smoother pressure distribution resulting from the (approximate) Riemann
solution is shown to produce more accurate, stable and reliable results, when
compared with experimental data, than the standard AV SPH scheme. In
this work, however, it was found that the numerical viscosity of the second-
order TS scheme was still much larger than that of the AV SPH scheme for
simulations of inviscid fluid-dynamics.
5. The TS scheme facilitates the use of different kernel functions for the hy-
drodynamic and deviatoric parts of the deformation. The use of mixed ker-
nel functions was tested with the plane-strain Taylor-bar impact simulation
(Chapter 4, Section 4.2.3). It was found that the use of parabolic shaped
kernels, for the deviatoric part of the deformation, excited an instability.
This was most likely due to the poor interpolation accuracy provided by the
parabolic shaped kernels, as quantified in [46]. The use of the hyperbolic-
shaped kernel, first described in [58], for the hydrodynamic part of the de-
formation was put to good use in the simulation of high-velocity particle
impacts in graphite, where it effectively suppressed the compressive insta-
bility which manifested when using the cubic-spline kernel for both stages
of the integration procedure.
6. The axially symmetric formulation of the TS scheme is shown to perform
adequately for the Taylor-bar validation test case (Chapter 8, Section 8.1.1),
however some pathological behaviour was found to occur near the line of
symmetry due to the Lagrangian nature of the SPH scheme. In addition,
the desirable property of exact energy conservation in the TS scheme was
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lost due to the addition of the hoop stress terms in the axially symmetrical
formulation.
9.2 The compaction behaviour of synthetic
polycrystalline graphite
The results of a high-pressure compaction experiment showed that the pores
in the synthetic polycrystalline graphite material, considered in this work, did
not collapse plastically under applied pressures of approximately 2 GPa. The
conclusion was drawn that the commonly used porous P−α equation of state [138],
which requires the assumption of plastic pore collapse under applied pressure, was
invalid for this type of material. To model the hydrodynamic response of the
graphite a third-order polynomial equation of state was used, with the polynomial
coefficients determined from a constrained least-squares curve-fit to experimental
pressure-volume data from quasi-static and dynamic tests. This was found to
provide a reasonable correlation with experimental Hugoniot measurements from
flyer-plate impact tests (see Chapter 7).
9.3 The application of the TS scheme to
graphite impact modelling
The JH1 constitutive model [36] with the original polynomial equation of state
provided a good correlation with experimentally observed average crater radii for
high-velocity particle impacts into the graphite material, however there was insuf-
ficient experimental information available to compare with numerical predictions
of crater depth. A mesh convergence study should also be performed for particle
impact simulations.
In light of the time-splitting procedure used in the TS scheme, algorithms were
proposed (see Chapter 5, Section 5.4) to facilitate the use of constitutive equations
which employ a Continuum Damage Mechanics (CDM) approach, using a scalar
damage variable, to account for material damage, fracture and failure. The al-
gorithm proposed for instantaneous material failure (Algorithm 1) was compared
with the AV scheme, using the JH1 constitutive equation [36] for a ballistic impact
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into silicon carbide, and found to perform well.
9.4 Recommendations for future work
The following points detail recommendations for future work with regards to
both the TS SPH scheme proposed in this work and the modelling of high-velocity
impacts using the SPH scheme in general.
1. Provided that memory limitations are not a problem, the use the recently
proposed symmetry preserving slope limiters for third-order tensor fields [104]
should be investigated as a mechanism to extend the spatial order of ac-
curacy of the Godunov SPH scheme of Parshikov et al. [3]. The use of
an un-split time-integration procedure would significantly reduce the com-
putational burden required to achieve consistent second-order spatial and
temporal accuracy.
2. The modelling of damage in the SPH scheme still leaves a lot to be desired
as attractive forces may be sustained across crack paths (or across bands
of damaged particles in the CDM mechanics sense) due to the non-locality
of the SPH smoothing kernel. The use of some sort of visibility criterion or
diffraction method [59] for scaling the attractive forces resulting from particle
interactions which cross a damaged zone may be worthwhile, however the
implementation of this in multi-dimensional simulations is expected to be
difficult. Perhaps the free-surface detection and level-set definition described
in [156] could be adapted for CDM as used in SPH. A simple heuristic
enhancement to the SPH scheme when considering CDM may be realised
by limiting the expansion of the smoothing length for damaged particles, or
reducing it based on some criteria.
3. A more thorough investigation into the use of dissimilar kernel functions
for the different deformation parts should be considered for future work. In
particular, an investigation into the use of higher-order kernels [48] for the
deviatoric part, or locally adaptive kernels [47] for the dilatational part could
be performed.
4. The tensile instability of the TS scheme may be reduced, and the accuracy
increased, by incorporating a symmetrical mixed kernel and kernel gradient
159
9. Conclusions and future work
correction procedure [63, 64, 157, 158], without compromising the exactly
conservative nature of the scheme.
5. To understand in more detail the effect the material porosity has on the
shock loading behaviour of the graphite, a meso-scale simulation of the shock
passage through the graphite, with fully resolved pores, incorporating (the
assumed) gaseous phase, could be performed as in [159, 160].
6. A statistical CDM approach such as that proposed in [155] may be used
for the constitutive response of the graphite material, instead of the purely
deterministic JH1 model. Such an approach would require a large number of
impact simulations in order to converge on a statistically meaningful crater
radii.
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A Table of experimental particle
impact data
The data in Section 1.2 was compiled from experiments [161] conducted using
a two-stage light gas gun, a number of different spherical projectile materials and
varying sizes of commercially available GP-25 synthetic pyrolytic graphite target
specimens of varying thicknesses (all specimens had square sides of size 150mm).
The impacts were normal to the target and took place in an evacuated chamber.
The projectile velocity vp, diameter dp, density ρp and average crater radius r are
given in Table A.1.
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v (km/s) dp (mm) ρp (kg/m
3) r (mm)
3.0 3.1 969.0 6.8
3.0 3.1 969.0 7.0
3.1 3.1 969.0 7.6
4.4 3.1 969.0 8.8
4.9 3.1 969.0 8.6
4.9 3.1 969.0 10.4
6.2 3.1 969.0 10.6
1.5 4.0 2785.0 4.5
3.0 4.0 2785.0 12.7
3.4 2.0 2785.0 6.7
4.9 4.0 2785.0 13.1
5.3 4.0 2785.0 12.9
5.4 2.0 2785.0 8.2
6.0 2.0 2785.0 8.8
6.0 2.0 2785.0 8.4
1.3 3.0 7903.0 4.6
1.6 3.0 7903.0 5.6
2.1 4.0 7903.0 9.4
2.6 4.0 7903.0 12.9
3.4 4.0 7903.0 19.4
3.9 4.0 7903.0 21.1
4.5 3.0 7903.0 17.6
4.8 4.0 7903.0 24.8
5.5 2.0 7903.0 13.4
6.2 2.0 7903.0 13.7
Table A.1: Table of experimental impact data.
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