The moment index kðX Þ ¼ supfk : EðX k Þo1g of a nonnegative random variable X has the property that kðmin ðX ; Y ÞÞXkðX Þ þ kðY Þ for independent r.v.s X and Y. We characterize conditions under which equality holds for a given r.v. X and every independent nonnegative r.v. Y, and discuss extensions to related r.v.s and their distributions.
Introduction
In Daley (2001) to which this note is a sequel, the moment index kðX Þ of a nonnegative random variable (r.v.) X is defined by kðX Þ ¼ supfkX0 : EðX k Þo1g.
It was shown that for independent nonnegative r.v.s X and Y each with a finite moment index,
that equality holds when the tail of the d.f. of either X or Y is regularly varying, and an example in which X and Y have discrete supports that are 'increasingly sparse' and 'well interspersed' demonstrated that the inequality at (2) can be strict. The main purpose of this paper is to prove the theorem below; it characterizes independent nonnegative r.v.s X and Y for which equality holds in (2). We precede its proof in Section 2 with further discussion. In Section 3 we note companion results for the exponential index of a r.v., and Section 4 looks at questions surrounding the finiteness or otherwise of EðX kðX Þ Þ. 
ARTICLE IN PRESS
We remark that the class M a of d.f.s for ao1, which by Daley (2001) includes d.f.s with regularly varying tails of index a, is indeed larger than the latter family. This follows essentially as in Proposition 2.2.8 of Bingham et al. (1989) and this suggests that observations should be aggregated from indicators of tail events such as fX Xxg rather than using the values of individual realizations x i , because we can then plot P n i¼1 1fx i 4xg n ln x for a range of values x41. This leads us to something like the Hill estimator for a tail index. In other words, we are led to the further subclass of distributions with regularly varying tails, for which there is extensive experience (and knowledge of the problems) of estimating a, as a tail index. A recent contribution to such estimation problems is Gonc -alve`s and Riedi (2005).
Discussion and proof of Theorem 2
The identification of a in (3) with kðX Þ is a matter of definition. Also, it is known (though perhaps not well known; see Baltr % unas et al., 2004 ) that lim inf
so we give it as Lemma BDK and indicate its proof; note that for a positive function f, its lower order mðf Þ is just mðf Þ ¼ lim inf
while the companion upper order nðf Þ say is nðf Þ ¼ lim sup
Consequently, what is new in Theorem 2 is the identification of M a with tails of d.f.s F for which mð1=F Þ ¼ nð1=F Þ.
ARTICLE IN PRESS
Now the tail of the d.f. of min ðX ; Y Þ is just the function F G, where G is the d.f. of Y, and for any realvalued functions f and g with finite limits infima, lim inf t!1 ½f ðtÞ þ gðtÞXlim inf t!1 f ðtÞ þ lim inf t!1 gðtÞ, where equality holds for any given f and all g if and only if lim t!1 f ðtÞ exists. In exploiting this property to demonstrate that inequality at (2) may hold for given F for which nð1=F Þ4mð1=F Þ ¼ a, we need to ensure that the function G we construct with given lower moment order smaller than its upper order is indeed a distribution function.
Nevertheless, there are pairs of independent r.v.s X and Y for which the limits infima and suprema are different but for which equality holds at (2). One such pair is as in Lemma 3 (the proof is at the end of this section), which shows that for strict inequality to hold in (2), the regions where the ratios at (4) are close to their limits infima must not overlap but rather be well interspersed as in the example in Daley (2001) . Indeed, in an unpublished student essay at the ANU, Tu Anh Nguyen has given an example for which the limits infima are finite (and hence so too is the right-hand side of (2)) but the left-hand side of (2) is infinite because the limits suprema are infinite, the ratios in (4) being 'large' in different regions. Lemma BDK. For a nonnegative r.v. X, the lower order of the reciprocal 1=F ðxÞ of the tail of its d.f. equals its moment index, i.e. mð1=F Þ lim inf
Proof. We first show that kðX ÞXmð1=F Þ. If mð1=F Þ ¼ 0 there is nothing to prove. When 0omð1=F Þo1 let l ¼ mð1=F Þ and observe that for arbitrary e40, À log F ðxÞXðl À eÞ log x ¼ log x lÀe for all xX some x 0 ¼ x 0 ðeÞ. Then for such x, F ðxÞp1=x lÀe and therefore
Since
implies that kðX ÞXl À 2e, and as e40 is otherwise arbitrary, we conclude kðX ÞXmð1=F Þ. In the case mð1=F Þ ¼ 1 the same argument works for all l40, so we conclude kðX Þ ¼ 1 as wanted. For the converse assertion, that mð1=F ÞXkðX Þ, the argument is similarly structured. If kðX Þ ¼ 0 there is nothing to prove. If 0o kðX Þo1 we write l ¼ kðX Þ and note that for 0oeol,
so ðl À eÞ log x þ log F ðxÞp log EðX lÀe Þ and
and hence mð1=F ÞXl ¼ kðX Þ. À log F ðxÞ À log GðxÞ log x ð10Þ X lim inf
with equality holding when (3) holds. For the converse, suppose X has moment index ao1 but that 1=F has upper order exceeding a, i.e.
a ¼ lim inf
Then there is a sequence x n ! 1 and constant e40 such that À log F ðx n ÞXða þ 2eÞ log x n for all n,
and moreover we may choose the initial member x 0 of the sequence so large that À log F ðxÞXða À eÞ log x for all xXx 0 .
Further, we can assume without loss of generality, just by taking a subsequence of x n if need be, that log x nþ1 4 log x 00 n a þ 2e a þ e log x n .
The idea now is to choose b42ða þ eÞ and construct Y, or rather the tail G of its d.f., with kðY Þ ¼ b and the additional properties that À log GðxÞXðb þ 2eÞ log x whenever À log F ðxÞpða þ eÞ log x,
and that on some sequence x 0 n ! 1, À log Gðx
We will ensure that À log G has lower order b, and hence kðY Þ ¼ b, by insisting that À log GðxÞXb log x for all xXx 0 .
If we can do all this then À log F ðxÞ À log GðxÞXða þ b þ eÞ log x for all xXx 0 ,
as this is so by (15) and (13) when À log F ðxÞpða þ eÞ log x, and by (17) when À log F ðxÞ4ða þ eÞ log x. By (18), (10) exceeds a þ b ¼ kðX Þ þ kðY Þ, so X eM a as is to be proved. There remains the construction of G, i.e. of a nondecreasing function À log G satisfying (15), (16) and (17). To the right of any x n , because À log F ðxÞ is nondecreasing, we have À log F ðxÞX À log F ðx n ÞXða þ 2eÞ log x n 4ða þ eÞ log x for all x 2 ½x n ; x 00 n Þ, where log x 00 n :¼ a þ 2e a þ e log x n .
Within this interval, F does not satisfy the condition that activates (15). Let us define G to have the constant value À log GðxÞ:¼ðb þ 2eÞ log x n for x 2 ½x n ;
where
Our having fixed b42ða þ eÞ ensures that
and so x 0 n ox 00 n and thus (19) does not conflict with (15). Note that (19) implies (16). For the rest of the definition of G, just put À log GðxÞ:¼ðb þ 2eÞ log x for allx 2 ðx 0 ; 1Þ
Then À log G is nondecreasing, and (20) and (19) together ensure (17). The construction is complete. & Proof of Lemma 3. That kðY Þ ¼ kðX Þ À 1 follows from the definition (1) as noted in Daley (2001) . For the rest, let a ¼ kðX Þ, and let fx n g be an increasing sequence for which x n ! 1 as n ! 1 and
For any fixed c41,
where we have used monotonicity of F and the limit from (21). From the limit infimum property of a, it then follows that the left-hand side of (22) must have a as its limit for n ! 1.
Next consider
À log ð R 1 x n =c F ðuÞ du=EðX ÞÞ log ðx n =cÞ ,
whose limit infimum is bounded below by a À 1 because this equals the moment index of Y, while the numerator with the factor EðX Þ omitted (without affecting the limit property) is bounded above by
It is readily checked that this quantity, when divided by log x n , has limit as n ! 1 equal to À1 þ a. Then (23) has a limit as n ! 1, and it equals a À 1, which result can be combined with the limit of (22) to give
The exponential index of a nonnegative r.v.
We hope that the following discussion will facilitate greater use of moment generating functions as a handy technical device. 
We could now develop analogues of Lemma BDK and Theorem 2 for eðÁÞ. However, there is no point in reproducing the earlier construction and arguments because the moment index of a positive r.v. X is related to the exponential index of the real r.v. Y ¼ log X by eðY Þ ¼ kðX Þ. This follows immediately, given a r.v. Y, from
The analogues to which we have alluded can be stated as follows without need of further proof.
ARTICLE IN PRESS
Lemma 5.
eðX Þ ¼ lim inf In this theorem, parts (i) and (ii) are included for the sake of completeness (cf. Daley, 2001) , while (iii) follows from Theorem 2.
Discussion
For independent r.v.s X 2 M aþ and
Indeed, we have the following.
Lemma 7. For independent r.v.s X j 2 M a j and for nonnegative a j ðj ¼ 1; . . . ; kÞ, Z min ðX 1 ; . . .
If, for each j, a j is finite and X 2 M a j þ , then Z 2 M aþ . On the other hand, there exist r.v.s X and Y 2 M aÀ but min ðX ; Y Þ 2 M aþ . For example it is enough that they have d.f.s given by F ðxÞ ¼ GðxÞ ¼ 1=½xð1 þ log xÞ 3=5 for xX1. Finiteness of the moment of the order of the moment index is also preserved for given X and Y under addition (without requiring independence: just use the c r -inequality), and, for independent X and Y, when a ¼ kðX ÞokðY Þ so that kðmax ðX ; Y ÞÞ ¼ min ðkðX Þ; kðY ÞÞ ¼ a, we have X 2 M aþ if and only if max ðX ; Y Þ 2 M aþ . In work underlying Scheller-Wolf (2003) , interest centres on independent nonnegative r.v.s X and Y with finite positive moment indexes a and b for which both
and
hold. Clearly, Eð½min ðX ; Y Þ aþbÀ Þo1 for arbitrary 0ooa þ b, and elementary algebra yields the rest of Lemma 8.
Lemma 8. Let independent nonnegative r.v.s X and Y satisfy kðX Þ ¼ a 2 ð0; 1Þ, kðY Þ ¼ b 2 ð0; 1Þ, and Condition (27). If also Condition (28) holds for given X and all Y as described, then kðmin ðX ; Y ÞÞ ¼ kðX Þ þ kðY Þ, and the d.f. F of X satisfies (3).
A sufficient condition on X for (27) to imply (28) is that lim inf
It remains to consider conditions under which (27) does not imply (28). Let X 2 M aÀ , and suppose that for some 40 and positive integer kX2, its d.f. F satisfies lim sup 
