A procedure for ordering a set of individuals into a linear or near-linear dominance hierarchy is presented. Two criteria are used in a prioritized way in reorganizing the dominance matrix to find an order that is most consistent with a linear hierarchy: first, minimization of the numbers of inconsistencies and, second, minimization of the total strength of the inconsistencies. The linear ordering procedure, which involves an iterative algorithm based on a generalized swapping rule, is feasible for matrices of up to 80 individuals. The procedure can be applied to any dominance matrix, since it does not make any assumptions about the form of the probabilities of winning and losing. The only assumption is the existence of a linear or near-linear hierarchy which can be verified by means of a linearity test. A review of existing ranking methods is presented and these are compared with the proposed method.
An important topic in social ethology is the analysis of dominance relationships in a social group of individuals. A recent paper by Drews (1993) presented an extensive review of the literature for the purpose of elucidating the concept of dominance. On the basis of the original definition of dominance given by Schjelderup-Ebbe (1922), Drews proposed the following structural definition: 'Dominance is an attribute of the pattern of repeated, agonistic interactions between two individuals, characterized by a consistent outcome in favour of the same dyad member and a default yielding response of its opponent rather than escalation. The status of the consistent winner is dominant and that of the loser subordinate. ' Of particular interest in the analysis of social dominance is whether the individuals in the group form a linear dominance hierarchy. In a linear hierarchy the dominance relation is transitive. This means that for every three individuals A, B and C in the group the following holds: if A dominates B and B dominates C then A also dominates C. Landau (1951) and Kendall (1962) each developed independently a linearity index (ranging between 0 and 1) which expresses the strength of the linearity present in a set of dominance relationships. A value of 1 indicates complete linearity and a value of 0 indicates that each individual dominates an equal number of other individuals. Appleby (1983) presented a statistical test of linearity originally developed by Kendall (1962) . I have extended this linearity test to situations where the set of dominance relationships may include tied and/or unknown relationships (de Vries 1995). For this purpose I introduced a linearity index h , which is based on Landau's h index, but is corrected for the number of unknown relationships. Whenever the linearity in a set of dominance relationships is significantly stronger than expected by chance (that is: the linearity test yields a significant outcome), ordering the individuals into a linear or near-linear dominance hierarchy is worth while and justified. If the linearity is complete (h or h equals 1), it is not difficult to rank the individuals. However, when the linearity is incomplete but significant, finding the optimal near-linear order of the individuals may not be so easy. In fact, this problem is one of a class of very hard combinatorial problems, for which it is likely that a generally successful and efficient algorithm cannot be found (Roberts 1990) .
Many different methods have been developed for ranking individuals on the basis of their wins
