On finite degree partial representations of groups  by Dokuchaev, M. & Zhukavets, N.
Journal of Algebra 274 (2004) 309–334
www.elsevier.com/locate/jalgebra
On finite degree partial representations of groups
M. Dokuchaev a,∗,1 and N. Zhukavets b,2
a Departamento de Matemática, Universidade de São Paulo, Brazil
b Department of Mathematics, Faculty of Electrical Engineering, Czech Technical University in Prague,
Czech Republic
Received 10 February 2003
Communicated by Alexander Premet
Abstract
We establish a one-to-one correspondence between the irreducible finite degree partial representa-
tions of a group G and the (usual) irreducible representations of certain ideals of a groupoid algebra
constructed from G. We derive a structural result about the irreducible partial representations on
finite dimensional vector spaces and give the description “up to usual representations” of the irre-
ducible partial representations of abelian groups of degrees  4. We treat simultaneously irreducible
and indecomposable partial representations.
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1. Introduction
Partial representations were introduced in the theory of operator algebras independently
by R. Exel [3], and J.C. Quigg and I. Raeburn [6]. It turned out that this concept is
an important tool of understanding the structure of C∗-algebras generated by partial
isometries on a Hilbert space. In particular, the generators of the Cuntz–Krieger algebras
[1] are images of the free generators of a free group with respect to a partial representation
(see [4,5]), which permits to take a deep insight into the structure of these algebras.
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310 M. Dokuchaev, N. Zhukavets / Journal of Algebra 274 (2004) 309–334Let G be a group, K be a field and let V be a K-vector space. A partial representation
of G on V is a map
π :G → End(V ),
sending the unit element of the group to the identity operator on V , such that for all
g,h ∈ G one has
π(g)π(h)π
(
h−1
)= π(gh)π(h−1) and π(g−1)π(g)π(h) = π(g−1)π(gh).
Every K-representation of G on V obviously fits this definition but the partial representa-
tions are far from being exhausted by the representations in the usual sense of the word. We
can actually replace End(V ) by an arbitrary unital K-algebra A and obtain a more general
notion of a partial representation. In particular, if A= End(WR), where W is a free right
module over a ring R, then π becomes a partial R-representation of G on W .
The group algebra KG controls the theory of representations of G on K-vector spaces;
in a similar fashion, there is an associative algebra Kpar(G), called the partial group algebra
of G, which is responsible for the partial representations of G.
Let S(G) be the semigroup generated by the symbols {[g]: g ∈ G} with the relations
[g−1][g][h] = [g−1][gh], [g][h][h−1] = [gh][h−1] for any g,h ∈ G, and [e] = 1, where e
and 1 are the identity elements of G and S(G), respectively. It is shown in [3] that S(G)
is an inverse semigroup. The partial group algebra Kpar(G) is then the semigroup algebra
KS(G). In [2] the structure of the partial group algebras Kpar(G) has been determined for a
finite group G, and the isomorphism problem for these algebras was studied. The structure
of Kpar(G) was described by constructing for a finite group G a groupoid Γ (G) whose
groupoid algebra KΓ (G) is isomorphic to Kpar(G). It was also shown in [2] that if G is
a finite group then the partial representation theory of G is the same as the representation
theory of KΓ (G).
If G is infinite then Kpar(G) and KΓ (G) are not isomorphic. However, we are able
to establish a one-to-one correspondence between the irreducible (indecomposable) finite
degree partial K-representations of G and the irreducible (indecomposable) finite degree
K-representations of groupoid algebras K∆, where ∆ is a connected component of Γ (G)
with a finite number of vertices. This is done in Theorem 2.2. The structure of finite
degree irreducible (indecomposable) partial representations of a group G is described in
Theorem 2.3. It reduces their classification to the description of (usual) representations of
subgroupsH of G and the determination of the so-called elementary partial representations
of G, which arise from the connected components of Γ (G). In Section 3 we classify all
elementary partial representations of abelian groups of degree  4 (see Theorems 3.2
and 3.3).
2. Partial representations and connected components
By a groupoid Γ we mean a small category in which every morphism is an isomor-
phism. A groupoid can be represented as an oriented graph whose vertices are the objects
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s(γ ) and a range (codomain) r(γ ) which are the corresponding objects of the category.
A connected component of Γ is a maximal subgroupoid connected by morphisms. The
concept of a groupoid algebra is a particular case of a more general concept of a category
algebra, which can be defined as follows. Let Γ be a small category and K be a field. We
identify Γ with its set of morphisms. Then the category algebra KΓ is a K-vector space
whose basis is Γ and with the multiplication given by
γ1 · γ2 =
{
γ1γ2, if the composite morphism γ1γ2 exists in Γ,
0, otherwise.
If the number of objects of Γ is finite then the unity of KΓ is the sum of all identity
morphisms. Obviously, group algebras and semigroup algebras are particular cases of ca-
tegory algebras.
With an arbitrary (not necessarily finite) group G we associate a groupoid Γ (G). The
elements (morphisms) of Γ (G) are the pairs (A,g), where g ∈ G and A is a subset of G
containing the identity element e and the element g−1. The source of (A,g) is A and the
range is gA. The multiplication of pairs (A,g), (B,h) in Γ (G) is defined for pairs with
A = hB . In this case we set
(hB,g) · (B,h) = (B,gh).
Given a group H and a positive integer m, let Γ Hm denote the groupoid whose elements
are triplets (g, i, j), where g ∈ H and i, j ∈ {1,2, . . . ,m}. The source and the range
map on Γ Hm are defined by s(g, i, j) = j and r(g, i, j) = i . The product is given by
(g, i, j) · (h, j, k) = (gh, i, k). The units (identity morphisms) of Γ Hm are the elements
of the form (e, i, i), i ∈ {1, . . . ,m}.
For a vertex x of a groupoid Γ the isotropy group of x consists of all γ ∈ Γ with
s(γ ) = r(γ ) = x . It is obviously the automorphism group of the object x. The isotropy
group of each vertex of the groupoid Γ Hm is isomorphic to H . By [2, Proposition 3.1] every
connected component of Γ (G) with a finite number of vertices is isomorphic to Γ Hm for the
corresponding subgroup H and the positive integer m. Decomposing Γ (G) in a disjoint
union
⋃
i ∆i of connected components ∆i we represent KΓ (G) as a direct sum
⊕
i K∆i .
If ∆i has a finite number m of vertices, then K∆i ∼= Mm(KH), by [2, Proposition 3.1(b)],
where H is the isotropy group of some vertex of ∆i . The isotropy group of a vertex A of
Γ (G) is the stabilizer
St (A) = {h ∈ G: h−1 ∈ A, hA = A}.
Given a partial K-representation π :G → End(V ), V can be considered as a partial
G-space, that is, a vector space over K with a product G × V → V satisfying, for all
g, t ∈ G and x ∈ V , the conditions
(i) ex = x;
(ii) g−1(g(tx)) = g−1((gt)x);
312 M. Dokuchaev, N. Zhukavets / Journal of Algebra 274 (2004) 309–334(iii) g(t (t−1x))= (gt)(t−1x).
If V is finite dimensional then taking a basis in V we obtain the corresponding
partial matrix representation π :G → Mn(K), where n = dimK(V ). Two partial matrix
representations π1 :G → Mn(K) and π2 :G → Mn(K) are equivalent if there exists an
invertible matrix C ∈ Mn(K) such that C−1π1(g)C = π2(g) for all g ∈ G. It follows that
two partial representations πi :G → End(Vi), i ∈ {1,2}, are equivalent if there exists a
K-vector space isomorphism ϕ :V1 → V2 such that ϕπ1(g) = π2(g)ϕ for all g ∈ G.
We say that π :G → End(V ) is reducible, if V contains a proper invariant partial
G-subspace V ′ ⊆ V . Otherwise, V is called irreducible. The spaces V ′ and V/V ′ give rise
to partial representations π ′ :G → End(V ′) and π ′′ :G→ End(V /V ′). In matrix language,
π :G → Mn(K) is reducible if there exist an invertible matrix C ∈ Mn(K) and partial
matrix representations π ′, π ′′ such that
C−1π(g)C =
(
π ′(g) ∗
0 π ′′(g)
)
for all g ∈ G. If in the above formula we can choose C ∈ Mn(K) such that the star
is the zero matrix, then π is called decomposable. This means that the corresponding
partial G-space is a direct sum of two proper partial G-subspaces. The representation π
is called completely reducible if its partial G-space is a direct sum of irreducible partial
G-subspaces.
For a finite group G, by [2, Theorem 3.2], KΓ (G) is isomorphic to a direct sum of
algebras of the form Mn(KH), where H is a subgroup of G. Theorem 2.6 in [2] establishes
a one-to-one correspondence between the partial representations of a finite group G and
K-representations of KΓ (G). This yields Kpar(G) ∼= KΓ (G) (see [2, Corollary 2.7]).
Consequently, Kpar(G) is a direct sum of algebras of the form Mn(KH), where H is a
subgroup of G. It can be verified that the above mentioned one-to-one correspondence
preserves the irreducibility and indecomposability (a detailed argument will be given in a
more general situation in the proof of Theorem 2.2).
If G is finite and the characteristic of K does not divide the order of H then, by
Maschke’s theorem, KH is semisimple and consequently Mn(KH) is also semisimple.
Hence, if the characteristic of K does not divide the order of G, every partial
K-representation of G is completely reducible.
The mentioned results from [2], except Proposition 3.1, refer to partial representations
of finite groups. If G is infinite, then the algebras KΓ (G) and Kpar(G) are not isomorphic,
because Kpar(G) is a unital algebra and KΓ (G) is not. Despite of this fact our aim is to
relate the finite degree partial representations of an infinite group G with representations of
KΓ (G). We treat simultaneously irreducible and indecomposable partial representations.
For a groupoid Γ denote by VΓ the set of vertices of Γ . Suppose that Γ is connected
and for y, z ∈ VΓ set
Ey,z =
{
γ ∈ Γ : s(γ ) = y, r(γ ) = z}.
Since Γ is connected, Ey,z is non-empty for all y, z ∈ VΓ . For an element a =∑
γ∈Γ aγ γ ∈ KΓ , set ay,z =
∑
γ∈E aγ γ . Fix x ∈ VΓ and denote by H the isotropyy,z
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morphism of y and ay,z = γzγ−1z aγyγ−1y .
Lemma 2.1. For each ideal I ⊆ KH the set
ΓI =
{
a ∈ KΓ : γ−1z aγy ∈ I for all y, z ∈ VΓ
}
is an ideal in KΓ . Moreover, for every ideal J of KΓ there is an ideal I ⊆ KH such that
J = ΓI .
Proof. Let I be an ideal of KH . Evidently, ΓI is a K-subspace spanned by the elements
b ∈ KΓ such that b = by,z for some y, z ∈ VΓ and γ−1z bγy ∈ I . Thus, it is enough to show
that γ ′b, bγ ′ ∈ ΓI for all γ ′ ∈ Γ . If s(γ ′) = z then γ ′b = 0, so suppose that s(γ ′) = z.
Write γ ′ = γz′hγ−1z , where h ∈ H and z′ = r(γ ′). Then γ ′b = (γ ′b)y,z′ and we have that
γ−1
z′ (γ
′b)γy = γ−1z′ (γz′hγ−1z b)γy = h(γ−1z bγy) ∈ hI ⊆ I and, consequently, γ ′b ∈ ΓI .
Similarly, bγ ′ ∈ ΓI .
Suppose that J is an ideal in KΓ and set I = {ax,x: a ∈ J }. We may assume
that γx is the identity morphism of x . Then I = γxJ γx and for any h ∈ H , Ih =
γxJ γxh = γxJ hγx ⊆ γxJ γx = I. Similarly hI ⊆ I which shows that I is an ideal in
KH. Take b ∈ ΓI such that b = by,z for some y, z ∈ VΓ . Then γ−1z bγy = ax,x = γxaγx
for some a ∈ J and b = γzγxaγxγ−1y ∈J . Hence ΓI ⊆ J . For the opposite inclusion take
a ∈ J . Then γ−1z aγy = γx(γz−1aγy)γx = a′x,x , where a′ = γ−1z aγy ∈ J , which gives
ΓI ⊇ J . 
Observe that if a connected groupoid Γ has an infinite number of vertices and J ⊂ KΓ
is an ideal such that J = KΓ then KΓ/J is an infinite dimensional K-space. Indeed, the
set {γy : y ∈ VΓ } is linearly independent modulo J .
Given a connected component ∆ of Γ (G) with a finite number of vertices define
λ∆ :G → K∆ by
λ∆(g) =
∑
A∈V∆
A
g−1
(A,g),
if g−1 is contained in some A ∈ V∆ and λ∆(g) = 0 otherwise.
Theorem 2.2. Let G be a group. For every connected component ∆ of Γ (G) with a finite
number of vertices the map λ∆ :G → K∆ is a partial representation of G into K∆. More-
over, for each irreducible (respectively, indecomposable) finite degree K-representation
ϕ :K∆ → End(V ), ϕ ◦ λ∆ is an irreducible (respectively, indecomposable) partial rep-
resentation of G. Conversely, for every irreducible (indecomposable) finite degree partial
K-representation π :G → End(V ) there exist a unique connected component ∆ of Γ (G)
with a finite number of vertices and a unique irreducible (indecomposable) representation
π˜ :K∆→ End(V ) such that π˜ ◦ λ∆ = π .
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vertices. Define λ∆ :G → K∆ by
λ∆(g) =
∑
A∈V∆
A
g−1
(A,g),
assuming λ∆(g) = 0 if no A ∈ V∆ contains g−1. Then it is easily seen that λ∆ :G → K∆
is a partial representation. Namely, for g,h ∈ G we compute
λ∆
(
g−1
)
λ∆(g)λ∆(h) =
∑
A,B,C∈V∆
A
g
B
g−1
C
h−1
(
A,g−1
)
(B,g)(C,h)
=
∑
C∈V∆
C
h−1
hC
g−1
(
ghC,g−1
)
(hC,g)(C,h) =
∑
C∈V∆
C
h−1
C
h−1g−1
(C,h),
because C ∈ V∆, h−1 ∈ C, g−1 ∈ hC implies that hC,ghC ∈ V∆. On the other hand, we
have
λ∆
(
g−1
)
λ∆(gh) =
∑
A,C∈V∆
A
g
C
h−1g−1
(
A,g−1
)
(C,gh)
=
∑
C∈V∆
ghC
g
C
h−1g−1
(
ghC,g−1
)
(C,gh) =
∑
C∈V∆
C
h−1
C
h−1g−1
(C,h).
Hence, λ∆(g
−1)λ∆(g)λ∆(h) = λ∆(g−1)λ∆(gh) for all g,h ∈ G. Similarly, one proves the
equality λ∆(g)λ∆(h)λ∆(h−1) = λ∆(gh)λ∆(h−1). Moreover, by definition
λ∆(e) =
∑
A∈V∆
(A, e) = 1∆,
as desired. In particular, for a connected component ∆ with a finite number of vertices
λ∆ :G → K∆ is also a partial representation.
We proceed by showing that for a given connected component ∆ of Γ (G) with a finite
number of vertices the elements {λ∆(g): g ∈ G} generate the K-algebra K∆. Let (B,h)
be an arbitrary element of ∆. Write B = {b−11 , b−12 , . . . , b−1k , h−1}. Define the elements
g1, g2, . . . , gk+1 ∈ G by setting g1 = b1, g2 = b2b−11 , g3 = b3b−12 , g4 = b4b−13 , . . . ,
gk = bkb−1 , gk+1 = hb−1.k−1 k
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λ∆(gk+1)λ∆(gk) . . .λ∆(g1) =
∑
A1∈V∆, g−11 ∈A1
A2∈V∆, g−12 ∈A2
...
Ak+1∈V∆, g−1k+1∈Ak+1
(Ak+1, gk+1)(Ak, gk) . . . (A1, g1)
=
∑
A1∈V∆,g−11 ∈A1
g−12 ∈g1A1
...
g−1k+1∈gkgk−1...g1A1
(A1, gk+1gk . . . g1).
We have g1 = b1, g2g1 = b2, g3g2g1 = b3, . . . , gkgk−1 . . . g1 = bk , gk+1gk . . . g1 = h.
Hence
λ∆(gk+1)λ∆(gk) . . .λ∆(g1) =
∑
A1∈V∆, B⊆A1
(A1, h) = (B,h).
Thus, every element (B,h) of ∆ can be represented as a product of elements λ∆(g),
g ∈ G, and, consequently, these elements generate K∆.
Suppose that ϕ :K∆ → End(V ) is a finite degree K-representation. Then obviously,
π = ϕ ◦λ∆ is a partial representation of G and V can be considered as a partial G-space by
setting gv = ϕ(λ∆(g))(v) for any g ∈ G and v ∈ V . Suppose that V ′ ⊆ V is a G-subspace,
that is π(g)V ′ ⊆ V ′ for every g ∈ G. Since the elements λ∆(g), g ∈ G, generate K∆,
it follows that ϕ(x)V ′ ⊆ V ′ for all x ∈ K∆. This implies that a K-subspace V ′ ⊆ V
is a K∆-submodule if and only if it is G-invariant with respect to the action of G
on V . Therefore, ϕ :K∆ → End(V ) is irreducible (indecomposable) if and only if π
is irreducible (indecomposable). The same argument can be used to show that the one-
to-one correspondence, established in [2, Theorem 2.6], also preserves irreducibility and
indecomposability.
Suppose now that π :G → End(V ) is a finite degree partial representation of G which
is irreducible (indecomposable). By [2, (2), (3)], the elements ε(g) = π(g)π(g−1), g ∈ G,
are commuting idempotents and
π(g)ε(h) = ε(gh)π(g), ε(h)π(g) = π(g)ε(g−1h).
Since V is finite dimensional, the set {ε(g): g ∈ G} is finite. Indeed, because these
idempotents commute, there is a basis of V such that the matrices of ε(g)’s have diagonal
form, with 0’s and 1’s on the diagonal. Evidently, there is only a finite number of such
elements.
The group G can be divided into a finite number of equivalence classes with respect to
the relation g ∼ h ⇔ ε(g) = ε(h).
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{ε(r): r ∈ A} = {ε(r): r ∈ A′} and {ε(s): s ∈ G \ A} = {ε(s): s ∈ A′′}.
Now we define
π¯(A,g) = π(g)
( ∏
r∈A′
ε(r)
)( ∏
s∈A′′
(
1 − ε(s))).
It is obvious that if we replace A′ by a larger subset of A or A′′ by a larger subset of
G \ A then the value of π¯(A,g) remains the same. If π¯(A,g) = 0 then A is a union of
equivalence classes. Since there is only a finite number of such unions, π¯(A,g) = 0 for
all but a finite number of elements (A,g) ∈ Γ (G). Given (A,g), (B,h) ∈ Γ (G) choose
A′ and A′′ in the definition of π¯ such that {ε(r): r ∈ h−1A′} = {ε(r): r ∈ h−1A} and
{ε(s): s ∈ h−1A′′} = {ε(s): s ∈ G \ h−1A}. We may also suppose that e ∈ A′. Then we
obtain
π¯(A,g) · π¯(B,h)
=
(
π(g)
∏
r∈A′
ε(r)
∏
s∈A′′
(
1 − ε(s))) ·(π(h)∏
t∈B ′
ε(t)
∏
v∈B ′′
(
1 − ε(v)))
= π(g)π(h)
∏
r∈A′
ε
(
h−1r
) ∏
s∈A′′
(
1 − ε(h−1s)) ∏
t∈B ′
ε(t)
∏
v∈B ′′
(
1 − ε(v))
= π(g)π(h)
∏
r∈h−1A′
ε(r)
∏
s∈h−1A′′
(
1 − ε(s)) ∏
t∈B ′
ε(t)
∏
v∈B ′′
(
1 − ε(v)).
If A = hB then it is easily seen that the product π¯(A,g)π¯(B,h) contains a factor
ε(r)(1 − ε(r)) = 0. In this case (A,g)(B,h) is also null in KΓ (G), so we may suppose
that A = hB . Then B = h−1A 
 h−1 and
π¯(A,g) · π¯(B,h)
= π(g)π(h)
∏
r∈h−1A′
ε(r)
∏
s∈h−1A′′
(
1 − ε(s))
= π(g)π(h)π(h−1)π(h) ∏
r∈h−1A′, r =h−1
ε(r)
∏
s∈h−1A′′
(
1 − ε(s))
= π(gh)
∏
r∈h−1A′
ε(r)
∏
s∈h−1A′′
(
1 − ε(s))= π¯ (B,gh) = π¯((A,g)(B,h)).
Thus π¯ is multiplicative on KΓ (G).
We observe now that π¯(A,g) = 0 if and only if
∏
′
ε(r)
∏
′′
(
1 − ε(s)) = 0.r∈A s∈A
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We may suppose that the matrix of ε(g−1) = π(g−1)π(g) is diag(1, . . . ,1,0, . . . ,0) and
the number of 1’s is say m. The equalities π(g)ε(g−1) = π(g) and ε(g−1)π(g−1) =
π(g−1) show that the first m columns of the matrix of π(g) are non-zero whereas the
rest are null and the same holds for the rows of the matrix of π(g−1). We have that
π(g−1)π(g) = ε(g−1) = ε(r) for some r ∈ A′ and thus ∏r∈A′ ε(r)∏s∈A′′(1 − ε(s)) has
eventually less 1’s than ε(g−1) but definitely
∏
r∈A′ ε(r)
∏
s∈A′′(1 − ε(s)) = 0 implies
π(g)(
∏
r∈A′ ε(r))(
∏
s∈A′′(1 − ε(s))) = 0.
We see that π¯(A,g) = 0 implies π¯(A,h) = 0 for each h with h−1 ∈ A. Hence if
∆ is a connected component of Γ (G) such that π¯(A,g0) = 0 for some (A,g0) ∈ ∆,
then π¯(B,g) = 0 for all (B,g) ∈ ∆. Indeed, B = hA for some h with h−1 ∈ A and
0 = π¯(A,gh) = π¯((B,g) · (A,h)) = π¯(B,g)π¯ (A,h), which implies π¯(B,g) = 0, as
desired.
We have that π¯ :KΓ (G) → End(V ) is a homomorphism of K-algebras considered as
algebras without the unity elements. Since End(V ) is finite dimensional, it follows from
Lemma 2.1 that for all but a finite number of connected components ∆ the kernel Ker(π¯)
contains K∆ and, moreover, for each connected component ∆ with an infinite number
of vertices Ker(π¯) ⊇ K∆. Thus, the set of all elements (A,g) ∈ Γ (G) with π¯ (A,g) = 0
belongs to a finite number of connected components each of which having a finite number
of vertices. Denote the union of these components by ∆ and let π˜ be the restriction of π¯
on K∆. Now we show that π˜ is unital. Let V∆ be the set of vertices of ∆. Then
π˜(1∆) = π˜
( ∑
A∈V∆
(A, e)
)
=
∑
A∈V∆
π˜(A, e)=
∑
A∈V∆
∏
r∈A′
ε(r)
∏
s∈A′′
(
1 − ε(s)).
Let T be a complete set of representatives of our equivalence classes. Then we obviously
may suppose that A′ is a subset of T and A′′ = T \A′. If S is a subset of T such that S = A′
for each A ∈ V∆, then (S, e) is not a vertex of V∆ and consequently
0 = π¯(S, e) =
∏
r∈S
ε(r)
∏
s∈T \S
(
1 − ε(s)).
We have that π˜(1∆) is equal to∑
A∈V∆
∏
r∈A′
ε(r)
∏
s∈T \A′
(
1 − ε(s))+ ∑
S⊆T
S =A′,∀A∈V∆
∏
r∈S
ε(r)
∏
s∈T \S
(
1 − ε(s))
=
∑
S⊆T
∏
r∈S
ε(r)
∏
s∈T \S
(
1 − ε(s)).
Now opening brackets in
1 =
∏
1 =
∏(
1 − ε(r)+ ε(r)),
r∈T r∈T
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1 =
∑
S⊆T
∏
r∈S
ε(r)
∏
s∈T \S
(
1 − ε(s))= π˜(1∆),
and, consequently, π˜ is unital on K∆.
We compute:
π˜ ◦ λ∆(g) = π˜
( ∑
A∈V∆
g−1∈A
(A,g)
)
=
∑
A∈V∆
g−1∈A
π˜(A,g) = π(g)
∑
A∈V∆
g−1∈A
∏
r∈A′
ε(r)
∏
s∈T \A′
(
1 − ε(s)).
Choose T such that g−1 ∈ T . Then
π˜ ◦ λ∆(g) = π(g)π
(
g−1
)
π(g)
∑
A∈V∆
g−1∈A
∏
r∈A′\{g−1}
ε(r)
∏
s∈T \A′
(
1 − ε(s))
= π(g)
∑
A∈V∆
g−1∈A
∏
r∈A′\{g−1}
ε(r)
∏
s∈T \A′
(
1 − ε(s))
= π(g)
∑
A∈V∆
g−1∈A
(
ε
(
g−1
)+ 1 − ε(g−1)) ∏
r∈A′\{g−1}
ε(r)
∏
s∈T \A′
(
1 − ε(s))
= π(g)
∑
A∈V∆
g−1∈A
[ ∏
r∈A′
ε(r)
∏
s∈T \A′
(
1 − ε(s))
+
∏
r∈A′\{g−1}
ε(r)
∏
s∈(T \A′)∪{g−1}
(
1 − ε(s))].
If B = A \ {g−1} is not in V∆, then∏
r∈A′\{g−1}
ε(r)
∏
s∈(T \A′)∪{g−1}
(
1 − ε(s))= ∏
r∈B ′
ε(r)
∏
s∈T \B ′
(
1 − ε(s))= 0,
and we may omit those A \ {g−1} which are not vertices of ∆. Moreover, if B ∈ V∆ with
g−1 ∈ B is such that A = B ∪ {g−1} is not a vertex in ∆, then
∏
r∈A′
ε(r)
∏
s∈T \A′
(
1 − ε(s))= 0,
and we add these products to the second part of our formula. It follows that
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∑
A∈V∆
∏
r∈A′
ε(r)
∏
s∈T \A′
(
1 − ε(s))= π(g)π˜( ∑
A∈V∆
(A, e)
)
= π(g)π˜(1∆) = π(g).
Let V be the K∆-module corresponding to π˜ . If ∆ has more than one connected
component, ∆ = ∆∪ ∆′ ∪ · · ·, then
V = (K∆)V = (K∆)V ⊕ (K∆′)V ⊕ · · ·
and, hence, π˜ is decomposable. It follows that π is also decomposable, a contradiction.
Consequently, ∆ = ∆. Thus we have shown that for each irreducible (indecomposable)
partial representation π :G → End(V ) on a finite dimensional vector space V , there
is a connected component ∆ with a finite number of vertices and an irreducible
(indecomposable) representation π˜ :K∆ → End(V ) such that π˜ ◦ λ∆ = π . Moreover, the
connected component ∆ with this property is unique. It remains to prove the uniqueness
of π˜ . However, this follows from the fact that the algebra K∆ is generated by {λ∆(g):
g ∈ G}. 
Let H be a subgroup of G and V be a free right KH -module of finite rank.
Observe that for free KH -modules the “finite rank” is a well defined number. If
ϕ :G → End(VKH) is a partial KH -representation then V becomes a Kpar(G)-KH -
bimodule and each Kpar(G)-KH -bimodule, which is KH -free of finite rank, gives rise
to a partial KH -representation of G on VKH in such a way that equivalent partial
representations correspond to isomorphic Kpar(G)-KH -bimodules. The equivalence is
understood in the natural way: two partial KH -representations ϕ1 :G → End(VKH ) and
ϕ2 :G → End(WKH) are equivalent if there exists an isomorphism ε :VKH → WKH of
KH -modules such that εϕ1(g) = ϕ2(g)ε for all g ∈ G.
For an arbitrary group G we say that ϕ :G → End(VKH ) is monomial over H if there
is a free KH -basis of V such that for every g ∈ G each row and each column of the matrix
of ϕ(g) contains at most one non-zero entry, which is an element of H (observe that we
allow zero rows and zero columns).
It follows from Theorem 2.2 that each irreducible (indecomposable) finite dimensional
partial G-space V can be considered as an irreducible (indecomposable) left K∆-module,
where ∆ is a connected component of Γ (G) with a finite number of vertices.
We denote by ei,j (h) the elementary matrix whose unique non-zero entry is h ∈ H ,
which is placed at the intersection of the ith row and j th column.
Theorem 2.3. Let π :G → End(V ) be an irreducible (respectively, indecomposable)
finite degree partial K-representation of G, ∆ the connected component of Γ (G) related
to π and K∆V the left K∆-module corresponding to π . Then K∆V ∼= K∆W ⊗KH U ,
where H  G is the isotropy group of a vertex of ∆, U is an irreducible (respectively,
indecomposable) left KH -module and W is the K∆-KH -bimodule corresponding to a
monomial over H partial representation of G.
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irreducible (respectively, indecomposable) K-representation. By [2, Proposition 3.1] there
is an isomorphism ψ :K∆→ Mm(KH), where m is the number of vertices of ∆ and H is
the isotropy group of a vertex of ∆. Thus every representation of K∆ can be obtained as
a composition of ψ with a representation of Mm(KH) and this, obviously, gives a one-
to-one correspondence which preserves irreducibility and indecomposability. However,
the categories of left Mm(KH)-modules and left KH -modules are equivalent and one
of the functors which gives this equivalence can be defined such that it takes a KH -
module M into the direct sum of m copies of M whose elements are column vectors on
which Mm(KH) acts naturally by matrix multiplication. This yields that every irreducible
(indecomposable) finite degree representation α˜ of Mm(KH) up to equivalence comes
from an irreducible (indecomposable) representation α :H → Ms(K) so that a matrix

 h11 . . . h1m... . . . ...
hm1 . . . hmm

 is mapped into

 α(h11) . . . α(h1m)... . . . ...
α(hm1) . . . α(hmm)

 .
In order to give the isomorphism ψ :K∆ → Mm(KH) fix a vertex A of ∆ and fix
m elements (A,g1), . . . , (A,gm) of ∆ such that g1A, . . . , gmA give all vertices of ∆
(we obviously may suppose that g1 = e). Then for an arbitrary element (giA,g) ∈ ∆
we have that ggiA = gjA for some j = j (i) and g−1j ggi ∈ H , where H is the isotropy
group of A. Thus g = gjhig−1i for some hi ∈ H . Then ψ maps (giA,g) into ej,i (hi). It
follows that ψ ◦λ∆ is a monomial over H partial representation of G such that π˜ = α˜ ◦ψ ,
π = α˜ ◦ (ψ ◦ λ∆) and
π(g) = α˜ ◦ ψ
( ∑
giA
g−1
(giA,g)
)
=
∑
giA
g−1
α(hi)⊗ ej (i),i .
If W is the K∆-KH -bimodule corresponding to ψ ◦ λ∆ and U is the left KH -module
corresponding to α, then K∆V ∼= K∆W ⊗KH U , as desired. 
The partial representations which correspond to the bimodules K∆WKH shall be called
elementary. Together with the irreducible (indecomposable) representations they are the
elementary blocks from which the irreducible (indecomposable) partial representations can
be constructed.
If G is finite then, of course, each connected component of Γ (G) has a finite number
of vertices and KΓ (G) ∼= Kpar(G). Consequently, we have
Corollary 2.4. Let G be a finite group. Then every irreducible (indecomposable)
left Kpar(G)-module is isomorphic to Kpar(G)W⊗KHU , where U is some irreducible
(indecomposable) left KH -module and Kpar(G)WKH is the bimodule corresponding to an
elementary partial representation.
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By Theorem 2.3 every irreducible (respectively, indecomposable) finite degree partial
K-representation π of a group G can be written as π = α ◦ ϕ, where ϕ is an
m × m elementary partial representation and α is a (usual) irreducible (respectively,
indecomposable) K-representation of H , naturally extended to Mm(KH). The elementary
partial representation ϕ is monomial over H and comes from a connected component ∆ of
Γ (G) with m vertices. The subgroup H is the isotropy group of a vertex A of ∆ and it is
the stabilizer of the set A, i.e., H = St (A) = {h ∈ G: h−1 ∈ A, hA = A}. We shall say that
H is the isotropy group of ϕ. It is easily understood that ϕ is never a usual homomorphism,
unless H = G, in which case ϕ is the trivial map. We see that “up to usual representations”
the classification problem for partial representations is reduced to the description of the
elementary partial representations. We describe such partial representations of degrees  4
for abelian groups G. The non-commutative case we analyze for degree 2, which is easy
of course, but it illustrates the difficulties which appear when going to higher degrees. It
is possible to describe 5 × 5 elementary partial representations for abelian groups but that
includes too many cases and makes it impossible to present it here.
In order to obtain the elementary partial representation of G which comes from a
connected component ∆ with isotropy group H and m vertices, one composes λ∆ with
an isomorphism ψ :K∆ → Mm(KH). The element λ∆(g) is determined by the arrows
(morphisms) of ∆ labeled by g, however, this depends on the relations which may
occur between the group elements which are involved in ∆. Analyzing these relations
for all connected components ∆ one obtains the description of all elementary partial
representations of G. As to the isomorphism ψ , it is not convenient to keep it fixed. More
precisely, we see that ψ depends on the choice of the elements (arrows) (A,g1), . . . ,
(A,gm). We are interested in choosing other labeling elements g′1, . . . , g′m. We shall use
the following statement.
Lemma 3.1. Let ∆ be a connected component of Γ (G) with m vertices. Fix a vertex A
of ∆ with isotropy group H and choose two collections of elements (A,g1), . . . , (A,gm)
and (A,g′1), . . . , (A,g′m) of ∆ such that the set {g1A = A,g2A, . . . , gmA} coincides with{g′1A,g′2A, . . . , g′mA} and gives all vertices of ∆. Suppose that ψ :K∆ → Mm(KH) and
ψ ′ :K∆ → Mm(KH) are the isomorphisms determined by g1, . . . , gm and g′1, . . . , g′m
respectively. Then there is an invertible matrix C whose non-zero entries are in H and
such that
ψ ′(x) = C−1ψ(x)C for all x ∈ K∆.
Proof. We may suppose that x is an element of ∆. Then x = (giA,g) for some group
element g ∈ G and some i ∈ {1, . . . ,m}. There is a permutation ρ of {1, . . . ,m} such
that giA = g′ρ(i)A. Write gi = g′ρ(i)h−1i , where hi ∈ H . We have that ggiA = gjA for
some j ∈ {1, . . . ,m} and g = gjhg−1i for some h ∈ H . Then ψ(x) = ej,i (h) and since
g = g′ρ(j)h−1j hhi(g′ρ(i))−1, we also have that ψ ′(x) = eρ(j),ρ(i)(h−1j hhi). Suppose for a
moment that ρ is trivial. Then it is easily seen that
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(
h−1j hhi
)= ψ ′(x).
If ρ is not trivial, ψ ′(x) is obtained by applying ρ simultaneously to the rows and the
columns of ej,i (h−1j hhi). Let C′ be the permutation matrix in which the ith row has 1 in
ρ(i)th position and 0 in other positions, for all i ∈ {1, . . . ,m}. Then
ψ ′(x) = (C′)−1 diag(h1, . . . , hm)−1ψ(x)diag(h1, . . . , hm)C′,
and the lemma follows taking C = diag(h1, . . . , hm)C′. 
We see that the partial KH -representations ψ ′ ◦ λ∆ and ψ ◦ λ∆ are equivalent. Since a
permutation of vertices is a permutation of gi ’s, we have in particular that a permutation of
vertices which fixes A1 gives an equivalent partial representation.
Let ∆, H, (A,g1), . . . , (A,gm) and ψ be as in Lemma 3.1 and suppose that G is
abelian. Then the stabilizer of each vertex of ∆ is H . Write A1 = g1A, . . . , Am = gmA.
Let ρ be an arbitrary permutation of the vertices A1, . . . ,Am and C′ be the permutation
matrix defined as in the proof of Lemma 3.1. Write A′1 = Aρ−1(1),A′2 = Aρ−1(2), . . . ,A′m =
Aρ−1(m) and g′i = gρ−1(i)(gρ−1(1))−1. Then g′iA′1 = A′i and this determines an isomorphism
ψ ′′ :K∆→ Mm(KH) such that
ψ ′′(x) = (C′)−1ψ(x)C′
for all x ∈ ∆. Indeed, it suffices to take x = (giA,g) for some i ∈ {1, . . . ,m} and
g ∈ G. Then we see that g = g′ρ(j)h(g′ρ(i))−1 for some h ∈ H and j ∈ {1, . . . ,m}, and
ψ ′′(x) = eρ(j),ρ(i)(h) = (C′)−1ej,i (h)C′ = (C′)−1ψ(x)C′, as claimed.
Now we pass to the description of small degree elementary partial representations.
3.1. 1 × 1-elementary partial representations
In this case the connected component ∆ has only one vertex, which coincides with its
isotropy group H G. Then λ∆ gives us the following map:
ϕH :h → h, g → 0, for each h ∈ H, g ∈ G \H.
Taking H to be an arbitrary subgroup of G we obtain all 1 × 1-elementary partial
representations.
3.2. 2 × 2-elementary partial representations
Let A = H ∪ Ha be a vertex of ∆. Then the other vertex is a−1A = a−1H ∪ a−1Ha.
Fixing g1 = 1, g2 = a−1 in the definition of the isomorphism ψ :K∆ → M2(KH) (see
proof of Theorem 2.3) we have
(A,h) → e1,1(h),
(
a−1A,a−1ha
) → e2,2(h),
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A,a−1h
) → e2,1(h), (a−1A,ha) → e1,2(h),
for every h ∈ H . Combining it with λ∆ we obtain that
h →
{
e1,1(h), if h /∈ a−1Ha,
e1,1(h)+ e2,2(h′), if h = a−1h′a for some h′ ∈ H ;
a−1ha → e2,2(h), if a−1ha /∈ H ;
a−1h →
{
e2,1(h), if a−1h /∈ Ha,
e2,1(h)+ e1,2(h′), if a−1h = h′a for some h′ ∈ H ;
ha → e1,2(h), if ha /∈ a−1H.
All other elements are mapped to 0.
In abelian case this simplifies to the following description. For an arbitrary subgroup H
of G and each a ∈ G \H with a−1H = aH , we have
ϕH,a :h → hE, ah → e1,2(h), a−1h → e2,1(h), for every h ∈ H,
g → 0, if g /∈ H ∪ aH ∪ a−1H.
3.3. 3 × 3-elementary partial representations
Suppose that G is abelian. The component ∆ has now 3 vertices and let A = H ∪ aH ∪
bH be one of them. Obviously, a, b /∈ H and aH = bH . Then we obtain the following
figure (here h is an element of H ):
H ∪ aH ∪ bH
b−1h
bh
a−1h
h
H ∪ a−1H ∪ a−1bH
ab−1h
a−1bh
h
ah
H ∪ b−1H ∪ ab−1H
h
It may happen that some of group elements which label the arrows may coincide, i.e.,
the above diagram has some relations. According to this we consider the following cases.
Case 1. If the diagram has no relations, then a2, b2, (a−1b)2, ab /∈ H , a2 /∈ bH , b2 /∈ aH .
It is natural to take g1 = 1, g2 = a−1 and g3 = b−1 in the definition of ψ :K∆→ M3(KH)
(see proof of Theorem 2.3). Then we obtain for every h ∈ H
ϕH,a,b,1 : h → hE, ah → e1,2(h), bh → e1,3(h), a−1bh → e2,3(h),
a−1h → e2,1(h), b−1h → e3,1(h), ab−1h → e3,2(h),
g → 0, if g /∈ H ∪ aH ∪ bH ∪ a−1bH ∪ a−1H ∪ b−1H ∪ ab−1H.
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two opposite arrows and there is no other relation in the diagram. Then excluding a−1 we
have
ϕH,a,b,2 : h → hE, ah → e1,2(h) + e2,1(h1h), bh → e1,3(h),
b−1h → e3,1(h), abh → e2,3(h1h), ab−1h → e3,2(h),
g → 0, if g /∈ H ∪ aH ∪ bH ∪ abH ∪ b−1H ∪ ab−1H.
It may happen also that the only relation in the diagram is b2 ∈ H but then interchanging
a and b we permute the vertices and obtain an equivalent representation. We proceed
similarly, if the relation is (a−1b)2 ∈ H . Thus Case 2 takes care of all possibilities in
which two opposite arrows of one of the edges of the triangle are labeled modulo H by the
same element and there is no other relation in the diagram.
Case 3. Let a2 = h1 ∈ H , b2 = h2 ∈ H , ab /∈ H . Then excluding a−1 and b−1 we obtain
ϕH,a,b,3 : h → hE, ah → e1,2(h) + e2,1(h1h), bh → e1,3(h)+ e3,1(h2h),
abh → e2,3(h1h) + e3,2(h2h),
g → 0, if g /∈ H ∪ aH ∪ bH ∪ abH.
In the following two cases we consider all possibilities in which arrows of different
edges are related.
Case 4. Let a3, a4 /∈ H , ab = h1 ∈ H . By Lemma 3.1, if we modify ψ by choosing
g2 = b−1h1 we obtain an equivalent representation. Thus we may simplify the notation
replacing b by bh−11 and suppose therefore that ab = 1. Then we obtain
ϕH,a,b,4 : h → hE, ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h)+ e1,3(h),
a2h → e3,2(h), a−2h → e2,3(h),
g → 0, if g /∈ H ∪ aH ∪ a−1H ∪ a2H ∪ a−2H.
If a−1H = ab−1H and the diagram has no other relation, then taking a′ = a, b′ = a−1b
we come to Case 4. Similarly if bH = ab−1H . Thus we considered all possibilities in
which the diagram has exactly one relation modulo H in which two non-opposite arrows
are labeled by the same element.
Case 5. Let a2 /∈ H , a4 = h1 ∈ H,ab ∈ H . As above we may suppose that ab = 1. Then
we have
ϕH,a,b,5: h → hE, ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h)+ e1,3(h),
a2h → e2,3(h1h) + e3,2(h),
g → 0, if g /∈ H ∪ aH ∪ a−1H ∪ a2H.
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Theorem 3.2. Suppose that H is a subgroup of an abelian group G. Then each elementary
partial representation of G of degree  3 with isotropy group H is equivalent to one of
the following:
(i) ϕH (degree 1).
(ii) ϕH,a for some a ∈ G \ H (degree 2).
(iii) ϕH,a,b,1, . . . , ϕH,a,b,5 for some a, b ∈ G \H with aH = bH (degree 3).
3.4. 4 × 4-elementary partial representations
Let G be an abelian group. The component ∆ has 4 vertices and let A = H ∪ aH ∪
bH ∪ cH be one of them. Hence, a, b, c /∈ H and aH = bH , aH = cH , bH = cH . Then
we have the following diagram (where h is an element of H ):
A
h
a−1h
b−1h
a−1A
h
ah
ab−1h
ac−1h
b−1A
h
bh
a−1bh
bc−1h
c−1A
h
b−1ch
ch
c−1h
a−1ch
Case 1. If the diagram has no relations, then we have modulo H the following conditions:
a2, b2, c2,
(
a−1b
)2
,
(
a−1c
)2
,
(
b−1c
)2 ≡ 1;
a2 ≡ b, c; b2 ≡ a, c; c2 ≡ a, b;
ab ≡ 1, c, c2; ac ≡ 1, b, b2; bc ≡ 1, a, a2.
In the above list the first line says that the opposite arrows in each edge of the diagram are
labeled by different modulo H elements (opposite arrows in each edge are not related). The
conditions ab ≡ c, ac ≡ b, bc ≡ a guarantee that two arrows without a common vertex are
not related. All other conditions mean that two arrows with a single common vertex have
no relation. Take ψ :K∆ → M4(KH) determined by g1 = 1, g2 = a−1, g3 = c−1, and
g4 = b−1. Then we obtain the following partial representation:
ϕH,a,b,c,1 : h → hE,
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b−1h → e4,1(h), ch → e1,3(h), c−1h → e3,1(h),
a−1bh → e2,4(h), ab−1h → e4,2(h), a−1ch → e2,3(h),
ac−1h → e3,2(h), b−1ch → e4,3(h), bc−1h → e3,4(h),
g → 0 for all other g ∈ G.
In what follows, we shall assume that in all partial representations under consideration
h → hE for every h ∈ H and g → 0 for all non-mentioned g ∈ G. By a path we shall
mean an oriented path formed by arrows of our diagram labeled by elements which are
equal modulo H .
We want to impose a condition which relate two arrows with a single common vertex
(a path of length two) and analyze all such possibilities including additional relations.
Assume that the ith vertex is giA. Up to equivalence one may suppose that the path is
2 → 1 → 3, that is ac ≡ 1 modulo H . First we exclude all other relations (except the
obvious inverse path). More precisely, consider the following case.
Case 2. ac = h1 ∈ H , and modulo H we have
a3, a4, b2,
(
a±1b
)2 ≡ 1; a2, a3 ≡ b±1; b2 ≡ a±1.
By Lemma 3.1 we modify ψ by replacing c by ch−11 . Thus we may suppose that ac = 1
and, excluding c, obtain the following partial representation:
ϕH,a,b,c,2 : ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h) + e1,3(h),
bh → e1,4(h), b−1h → e4,1(h), a−1bh → e2,4(h),
a2h → e3,2(h), a−2h → e2,3(h), ab−1h → e4,2(h),
abh → e3,4(h), a−1b−1h → e4,3(h).
We see that this case takes care of all possibilities in which two arrows which have
exactly one common vertex are related (and so their inverse arrows) and the diagram has
no other relations.
We proceed by imposing all possible additional relations to Case 2 (Cases 2.1–2.6).
Case 2.1. Consider a path with three arrows which is not a cycle. Namely, suppose that
ac = 1, a2 = b−1h1, h1 ∈ H . Then we have the path 2 → 1 → 3 → 4 (and obviously the
inverse path). Moreover, the arrows 1 → 4 and 3 → 2 are labeled with elements which
are equal modulo H , and clearly the same holds for their inverse arrows. We exclude any
other relation, that is a5, a6 ≡ 1 modulo H . Modify ψ by choosing g′4 = b−1h1, so we
may suppose that a2 = b−1. Observe that the condition a4 ≡ 1 is satisfied automatically,
as the vertices have to be distinct. Excluding b, we have
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a−1h → e2,1(h)+ e1,3(h)+ e3,4(h), a−3h → e2,4(h),
a2h → e3,2(h)+ e4,1(h), a−2h → e2,3(h)+ e1,4(h).
To the relations of Case 2.1 two more can be added separately which give the following
two cases:
Case 2.1.1. Suppose that ac = 1, a2 = b−1, a5 = h1 ∈ H . This gives two non-cyclic paths
of length three.
ϕH,a,b,c,2.1.1 : ah → e1,2(h)+ e3,1(h)+ e4,3(h),
a−1h → e2,1(h)+ e1,3(h)+ e3,4(h),
a2h → e3,2(h)+ e4,1(h)+ e2,4(h1h),
a−2h → e2,3(h)+ e1,4(h)+ e4,2
(
h−11 h
)
.
Case 2.1.2. Let ac = 1, a2 = b−1, a6 = h1 ∈ H . We have a path of length three, two related
edges without a common vertex and an edge with related opposite arrows.
ϕH,a,b,c,2.1.2 : ah → e1,2(h) + e3,1(h) + e4,3(h), a2h → e3,2(h)+ e4,1(h),
a−1h → e2,1(h)+ e1,3(h) + e3,4(h), a−2h → e2,3(h)+ e1,4(h),
a3h → e4,2(h)+ e2,4(h1h).
If instead of the relation a2 ≡ b−1 we take a2 ≡ b, we obtain again a non-cyclic path
with three arrows (4 → 2 → 1 → 3) and, therefore, we come to three cases which can be
reduced by a permutation of vertices to the above Cases 2.1, 2.1.1, and 2.1.2.
Case 2.2. Now we consider a cyclic path of length three without other relations: ac = 1,
a3 = h1 ∈ H and b2, (a±1b)2 ≡ 1 modulo H . Then
ϕH,a,b,c,2.2 : ah → e1,2(h)+ e3,1(h)+ e2,3(h1h), bh → e1,4(h),
a−1h → e2,1(h)+ e1,3(h)+ e3,2
(
h−11 h
)
, b−1h → e4,1(h),
a−1bh → e2,4(h), ab−1h → e4,2(h),
abh → e3,4(h), a−1b−1h → e4,3(h).
Case 2.2.1. To the relations of Case 2.2 we add one more, so we have: ac = 1, a3 = h1 ∈ H
and b2 = h2 ∈ H . This gives a cycle of length three, a path of length two and an edge with
related opposite arrows.
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a−1h → e2,1(h)+ e1,3(h)+ e3,2
(
h−11 h
)
,
a−1bh → e2,4(h)+ e4,3(h2h), abh → e3,4(h) + e4,2(h2h),
bh → e1,4(h)+ e4,1(h2h).
If in the relations of Case 2.2.1 we replace b2 = h2 by (a±1b)2 = h2, we obtain two
cases each of which with a cycle of length three, a path of length two and an edge with two
related opposite arrows. It is easily seen that permutations of vertices reduce these cases to
the above case.
Case 2.3. Suppose ac = 1, a3 = b−1h1, h1 ∈ H , and a5, a6, a7, a8 ≡ 1 modulo H . Taking
g4 = b−1h1, we may suppose that a3 = b−1. We have two paths of length two. Then
excluding b we obtain
ϕH,a,b,c,2.3 : ah → e1,2(h) + e3,1(h), a−1h → e2,1(h)+ e1,3(h),
a2h → e3,2(h)+ e4,3(h), a−2h → e2,3(h)+ e3,4(h),
a3h → e4,1(h), a−3h → e1,4(h),
a4h → e4,2(h), a−4h → e2,4(h).
If to the relations ac = 1, a3 = b−1 we add a5 ≡ 1, we obtain two paths of length
three: 4 → 2 → 1 → 3 and 2 → 3 → 4 → 1. It can be reduced to Case 2.1.1, for a−1A =
H ∪a−1H ∪a−4H ∪a−2H = H ∪a−1H ∪aH ∪a−2H which was vertex A in Case 2.1.1.
If instead of a5 ≡ 1 we add a6 ≡ 1, we obtain a cycle of length three (2 → 3 → 4 → 2),
a path of length two (2 → 1 → 3) and an edge with related opposite arrows (1 → 4 → 1).
Taking a′ = a2, b′ = a3 and c′ = a−2h1 we obtain (a′)3 = (b′)2 = h1, a′c′ = h1 the vertex
b−1A is H ∪ a′H ∪ b′H ∪ c′H and we come to Case 2.2.1. Adding a7 ≡ 1 or a8 ≡ 1 to the
relations of Case 2.3, we obtain the following two cases.
Case 2.3.1. ac = 1, a3 = b−1, a7 = h1 ∈ H . We have three paths of length two.
ϕH,a,b,c,2.3.1 : ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h) + e1,3(h),
a2h → e3,2(h)+ e4,3(h), a−2h → e2,3(h)+ e3,4(h),
a3h → e4,1(h)+ e2,4(h1h), a−3h → e1,4(h)+ e4,2
(
h−11 h
)
.
Case 2.3.2. ac = 1, a3 = b−1, a8 = h1 ∈ H . In this case we have two paths of length two
and an edge with related opposite arrows. This edge forms a triangle with one of the paths.
ϕH,a,b,c,2.3.2 : ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h)+ e1,3(h),
a2h → e3,2(h)+ e4,3(h), a−2h → e2,3(h) + e3,4(h),
a3h → e4,1(h), a−3h → e1,4(h), a4h → e4,2(h)+ e2,4(h1h).
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and by a permutation of vertices (more precisely, replacing a by a−1) it can be reduced
to the above Cases 2.3, 2.3.1, 2.3.2. Moreover, considering the relations ac ≡ 1, b2 ≡ a±1
and excluding a and c, we obtain two paths of length two. Thus after a permutation of
vertices, we again come to Cases 2.3, 2.3.1, 2.3.2.
Case 2.4. Suppose ac = 1, a4 = h1 ∈ H and b2 ≡ 1, (ab)2 ≡ 1, b2 ≡ a±1 modulo H . Then
ϕH,a,b,c,2.4 : ah → e1,2(h)+ e3,1(h), bh → e1,4(h),
a−1h → e2,1(h)+ e1,3(h), b−1h → e4,1(h),
abh → e3,4(h), a−1bh → e2,4(h), ab−1h → e4,2(h),
a2h → e3,2(h)+ e2,3(h1h), a−1b−1h → e4,3(h).
Case 2.4.1. Let ac = 1, a4 = h1 ∈ H and b2 = h2 ∈ H . Then
ϕH,a,b,c,2.4.1 : ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h)+ e1,3(h),
bh → e1,4(h)+ e4,1(h2h), a2h → e3,2(h)+ e2,3(h1h),
abh → e3,4(h)+ e4,2(h2h), a−1bh → e2,4(h) + e4,3(h2h).
Case 2.4.2. Suppose ac = 1, a4 = h1 ∈ H and (ab)2 = h2 ∈ H . Then
ϕH,a,b,c,2.4.2 : ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h)+ e1,3(h),
bh → e1,4(h), b−1h → e4,1(h), a2h → e3,2(h)+ e2,3(h1h),
abh → e3,4(h)+ e4,3(h2h), a−1bh → e2,4(h) + e4,2
(
h−11 h2h
)
.
If we take ac ≡ 1, a4 ≡ 1, b2 ≡ a or ac ≡ 1, a4 ≡ 1, b2 ≡ a−1, we have two paths of
length two and an edge with related opposite arrows such that it completes one of the paths
into a triangle. This was Case 2.3.2.
Case 2.5. ac = 1, b2 = h1 ∈ H and a3, a4 ≡ 1, a3 ≡ b modulo H . We have
ϕH,a,b,c,2.5 : ah → e1,2(h)+ e3,1(h), a−1h → e2,1(h) + e1,3(h),
bh → e1,4(h)+ e4,1(h1h), a−1bh → e2,4(h) + e4,3(h1h),
abh → e3,4(h)+ e4,2(h1h), a2h → e3,2(h), a−2h → e2,3(h).
If we add one more relation to Case 2.5, we obtain one of the previous cases.
Case 2.6. ac = 1, (a−1b)2 = h1 ∈ H and a3, a4 ≡ 1; a2, a3 ≡ b−1 modulo H . Then
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b−1h → e4,1(h), abh → e3,4(h), a−1b−1h → e4,3(h),
a−1bh → e2,4(h) + e4,2(h1h), a2h → e3,2(h), a−2h → e2,3(h).
If instead of (a−1b)2 = h1 ∈ H we take (ab)2 = h1 ∈ H , we obtain the above case by a
permutation of vertices (more precisely, replacing a by a−1). This completes the analysis
of the relation ac = 1.
In the above cases we have considered all possibilities in which a path of length two
appears in the diagram. Therefore, we may suppose now that the relations do not imply a
path of length two.
Case 3. Suppose that ac = bh1, h1 ∈ H , and modulo H
b2, ab ≡ 1; a, a3, a4 ≡ b2; a3 ≡ b.
By Lemma 3.1, we modify ψ replacing c by ch−11 . Thus we may assume that ac = b
and, excluding c, we obtain the following partial representation:
ϕH,a,b,c,3 : ah → e1,2(h) + e3,4(h), a−1h → e2,1(h)+ e4,3(h),
ab−1h → e3,1(h) + e4,2(h), a−1bh → e1,3(h)+ e2,4(h),
bh → e1,4(h), b−1h → e4,1(h),
a2b−1h → e3,2(h), a−2bh → e2,3(h).
This case includes all possibilities with one relation in which two arrows without a
common vertex are related.
Note that adding to the above case one of the relations a3 ≡ b, a3 ≡ b2, a ≡ b2, ab ≡ 1,
we obtain a path of length (at least) two, a contradiction.
Case 3.1. ac = b, b2 = h1 ∈ H and a3, a4 ≡ 1, a3 ≡ b modulo H . We have
ϕH,a,b,c,3.1 : ah → e1,2(h) + e3,4(h), abh → e3,1(h1h)+ e4,2(h1h),
a−1h → e2,1(h) + e4,3(h), a−1bh → e1,3(h)+ e2,4(h),
bh → e1,4(h) + e4,1(h1h), a2bh → e3,2(h1h), a−2bh → e2,3(h).
If instead of b2 ≡ 1 we take a4 ≡ b2, we come to the above case by a permutation of
vertices and changing a and b (take a′ = a−1, b′ = a−2b).
In Case 3.1 only one additional relation can be considered. This gives the following
Case 3.1.1. ac = b, b2 = h1 ∈ H , a4 = h2 ∈ H .
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bh → e1,4(h)+ e4,1(h1h), abh → e4,2(h1h) + e3,1(h1h),
a−1bh → e2,4(h)+ e1,3(h), a2bh → e3,2(h1h) + e2,3(h2h).
It remains to take care of the possibilities in which only opposite arrows can be related.
Case 4. Suppose a2 = h1 ∈ H , and modulo H
b2, c2,
(
b−1c
)2 ≡ 1; b2 ≡ a, c, ac; c2 ≡ a, b, ab;
ab ≡ 1, c; ac ≡ 1, b; bc ≡ 1, a.
Then
ϕH,a,b,c,4 : ah → e1,2(h)+ e2,1(h1h), bh → e1,4(h),
b−1h → e4,1(h), ch → e1,3(h), c−1h → e3,1(h),
abh → e2,4(h1h), ab−1h → e4,2(h), ach → e2,3(h1h),
ac−1h → e3,2(h), b−1ch → e4,3(h), bc−1h → e3,4(h).
It is easy to see that only b2, c2, (b−1c)2 ≡ 1 can be considered as additional relations
to Case 4, as all other relations give either a path of length two or two related edges without
a common vertex.
Case 4.1. a2 = h1 ∈ H , b2 = h2 ∈ H , and c2 ≡ 1, a, b, ab and ab ≡ c modulo H . We have
ϕH,a,b,c,4.1 : ah → e1,2(h) + e2,1(h1h),
bh → e1,4(h) + e4,1(h2h), abh → e2,4(h1h)+ e4,2(h2h),
ch → e1,3(h), ach → e2,3(h1h), bch → e4,3(h2h),
c−1h → e3,1(h), ac−1h → e3,2(h), bc−1h → e3,4(h).
If we replace b2 ≡ 1 by c2 ≡ 1, then interchanging b and c we come to the above case.
We see that c2 ≡ 1 can be added to the relations of the previous case and all other relations
lead to cases considered earlier.
Case 4.1.1. a2 = h1 ∈ H , b2 = h2 ∈ H , c2 = h3 ∈ H , and ab ≡ c modulo H .
ϕH,a,b,c,4.1.1 : ah → e1,2(h)+ e2,1(h1h), abh → e2,4(h1h) + e4,2(h2h),
bh → e1,4(h)+ e4,1(h2h), bch → e4,3(h2h) + e3,4(h3h),
ch → e1,3(h)+ e3,1(h3h), ach → e2,3(h1h)+ e3,2(h3h).
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Case 4.2. a2 = h1 ∈ H , (b−1c)2 = h2 ∈ H , and modulo H
b2 ≡ 1, a; ab ≡ 1, c; ac ≡ 1; bc ≡ 1, a.
Then
ϕH,a,b,c,4.2 : ah → e1,2(h)+ e2,1(h1h), bh → e1,4(h),
b−1h → e4,1(h), ch → e1,3(h), c−1h → e3,1(h),
abh → e2,4(h1h), ab−1h → e4,2(h), ach → e2,3(h1h),
ac−1h → e3,2(h), b−1ch → e4,3(h)+ e3,4(h2h).
We have proved the following result.
Theorem 3.3. Suppose that H is a subgroup of an abelian group G. Then for each
elementary partial representation ϕ of G of degree 4 with isotropy group H there exists a
subset A = H ∪ aH ∪ bH ∪ cH ⊂ G with a, b, c /∈ H , aH = bH , aH = cH , bH = cH
and St (A) = H such that the coset representatives a, b and c can be chosen so that
they satisfy the conditions indicated in one of the above considered Cases 1–4.2 and ϕ
is equivalent to the corresponding partial representation.
We conclude our work by giving two examples.
Example 3.4. Let G be the cyclic group of order 4, G = 〈c: c4 = 1〉 and K be a field. Then
the irreducible partial representations of G over K which are not (usual) representations
are as listed below.
{1}
1
ϕ1 : 1 → 1, c → 0, c2 → 0, c3 → 0
{1, c}
1
c3
{1, c3}
1
c
ϕ2 : 1 →
(
1 0
0 1
)
, c →
(
0 1
0 0
)
,
c2 →
(
0 0
0 0
)
, c3 →
(
0 0
1 0
)
{1, c2}
1
c2
ϕ3 : 1 → 1, c → 0, c2 → 1, c3 → 0
ϕ4 : 1 → 1, c → 0, c2 → −1, c3 → 0
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1
c3
{1, c, c3}
1
c
c3
{1, c2, c3}
1
cc2
ϕ5 : 1 → E, c →
( 0 1 0
0 0 1
0 0 0
)
, c2 →
(0 0 1
0 0 0
1 0 0
)
, c3 →
(0 0 0
1 0 0
0 1 0
)
Example 3.5. Let G be the Klein four-group, G = 〈a: a2 = 1〉×〈b: b2 = 1〉. We list below
the irreducible partial representations of G over a field K which are not representations in
the usual sense.
{1}
1
ϕ1 : 1 → 1, a → 0, b → 0, ab → 0
{1, a}
1
a
ϕ2 : 1 → 1, a → 1, b → 0, ab → 0
ϕ3 : 1 → 1, a → −1, b → 0, ab → 0
{1, b}
1
b
ϕ4 : 1 → 1, a → 0, b → 1, ab → 0
ϕ5 : 1 → 1, a → 0, b → −1, ab → 0
{1, ab}
1
ab
ϕ6 : 1 → 1, a → 0, b → 0, ab → 1
ϕ7 : 1 → 1, a → 0, b → 0, ab → −1
{1, a, b}
1
a {1, a, ab}
1
ab
{1, b, ab}
1
b
ϕ8 : 1 → E, a →
(0 1 0
1 0 0
0 0 0
)
, b →
(0 0 1
0 0 0
1 0 0
)
, ab →
(0 0 0
0 0 1
0 1 0
)
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