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Zusammenfassung: Mit zunehmendem Einsatz von netzbasierten IT-Anwendungen 
ist die Zuverlässigkeit und Sicherheit der zugrundeliegenden Kommunikations-
systeme von immer größerer Bedeutung für Unternehmen. Da in der Realität 
Kommunikationsverbindungen zwischen zwei Standorten mit einer gewissen 
Wahrscheinlichkeit ausfallen können, müssen Kommunikationsnetzwerke so auf-
gebaut werden, dass die Wahrscheinlichkeit einer vollständigen Nichterreichbar-
keit von einzelnen Standorten möglichst gering wird. Die „All-Terminal“ Zuver-
lässigkeit eines Netzwerks ist ein Maß für die Zuverlässigkeit eines Netzwerks und 
beschreibt die Wahrscheinlichkeit, mit der Teile des Gesamtnetzwerkes nicht mehr 
erreichbar sind unter Berücksichtigung der Ausfallwahrscheinlichkeit von einzel-
nen Kanten. Der vorliegende Beitrag stellt unterschiedliche Methoden zur Be-
rechnung der „All-Terminal“ Zuverlässigkeit vor und vergleicht deren Laufzeit 
und Genauigkeit für ausgewählte Testinstanzen. Auf Basis der experimentell ge-
wonnenen Ergebnisse erfolgt eine Empfehlung für den Einsatz der unterschiedli-
chen Verfahren zur Bestimmung der „All-Terminal“ Zuverlässigkeit. 
Schlüsselworte: Zuverlässigkeit, Ausfallsicherheit, Kommunikationsnetzwerke, 
exakte Methoden, Monte Carlo Simulation 
1 Einleitung 
Beim Einsatz von netz- und internetbasierten IT-Anwendungen ist die Zuverläs-
sigkeit und Sicherheit der zugrundeliegenden Kommunikationssysteme einer der 
Schlüsselfaktoren für den Erfolg einer Geschäftstätigkeit. Auch mit der zuneh-
menden Integration von IT-Systemen entlang der Wertschöpfungskette wächst die 
Abhängigkeit von zuverlässigen und störungsfrei operierenden Kommunikations-
netzwerken. Bei der Planung von vernetzten IuK-Systemen ist daher die Zuverläs-
sigkeit der Kommunikationsinfrastruktur auch bei Ausfällen einzelner Netzwerk-
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komponenten von hoher Bedeutung. Als Maß für die Robustheit eines Netzwerks 
gegenüber Ausfällen einzelner Leitungen wird die „All-Terminal“ Zuverlässigkeit 
verwendet. Dieses Maß gibt die Wahrscheinlichkeit dafür an, dass bei gegebenen 
Ausfallwahrscheinlichkeiten für einzelne Netzwerkverbindungen sämtliche Kno-
ten des Netzwerks noch miteinander kommunizieren können [Chen+99]. Da die 
exakte Berechnung der „All-Terminal“ Zuverlässigkeit sehr ressourcen- und zeit-
aufwendig ist (NP-vollständig) wurde in den letzen Jahren eine Reihe von iterati-
ven und approximativen Verfahren entwickelt. 
In diesem Beitrag werden unterschiedliche Verfahren zur Berechnung bzw. Ab-
schätzung der „All-Terminal“ Zuverlässigkeit vorgestellt, untersucht und mitein-
ander verglichen. Im Mittelpunkt der Untersuchungen stehen die Laufzeit und die 
Genauigkeit der jeweiligen Verfahren für Netzwerke unterschiedlicher Größe und 
Komplexität. Basierend auf den experimentellen Ergebnissen werden Empfehlun-
gen für den praktischen Einsatz der Methoden gegeben. 
In Kapitel 2 gibt der Beitrag einen Überblick über Maße zur Beurteilung der Zu-
verlässigkeit von Netzwerken und bewertet diese bezüglich ihrer Bedeutung für 
die Netzwerktopologieplanung. Kapitel 3 stellt exakte sowie stochastische und ap-
proximative Verfahren zur Berechnung der „All-Terminal“ Zuverlässigkeit vor. 
Eine Studie für den praktischen Einsatz der unterschiedlichen Methoden an Netz-
werktopologien mit unterschiedlicher Komplexität erfolgt in Kapitel 4. Der Bei-
trag schließt in Kapitel 5 mit einer kurzen Zusammenfassung. 
2 Zuverlässigkeitsmaße für Kommunikations-
netzwerke 
Für die Bestimmung der Zuverlässigkeit eines Kommunikationsnetzwerks können 
unterschiedliche Bewertungsmaße verwendet werden. Dieses Kapitel gibt einen 
Überblick über unterschiedliche Ansätze zur Bewertung der Zuverlässigkeit. Das 
zugrundeliegende Kommunikationssystem wird hierfür als ungerichteter Graph 
G=(N,E) modelliert. Die Knoten des Kommunikationssystems (Standorte) bilden 
die Knotenmenge N des Graphen. Die Kanten (Leitungen) zwischen den einzelnen 
Kommunikationsknoten werden in der Kantenmenge E zusammengefasst. 
Wichtig bei der Zuverlässigkeit von Kommunikationsnetzen ist die Fähigkeit des 
Systems, dass trotz eines Ausfalls einzelner Verbindungen die Kommunikations-
fähigkeit des gesamten Systems sichergestellt ist. Ein Netz ist dann zuverlässig, 
wenn nach Ausfällen von einzelnen Knoten oder Kanten immer noch Daten zwi-
schen allen noch vorhandenen Knoten übertragen werden können. Für die nach-
folgenden Untersuchungen wird die Annahme getroffen, dass die Knoten des Gra-
phen zuverlässig arbeiten und nicht ausfallen können. Die Kanten hingegen fallen 
unabhängig voneinander aus. Für jede Kante eij∈E ist eine Zuverlässigkeit r(eij) 
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bekannt, welche die Zuverlässigkeit der jeweiligen Verbindung (Leitung) angibt. 
Auf diese Weise werden in der Praxis auftretende Wartungs- und Instandhaltungs-
zeiten sowie nicht planbare externe Störungen abgebildet. Jede Kante kann sich im 
Zustand se „operabel“ (se=1) oder „ausgefallen“ (se=0) befinden. 
2.1 Komponentenzusammenhang in Kommunikations-
netzwerken 
Über den Komponentenzusammenhang eines Kommunikationsnetzes können 
Aussagen über die Zuverlässigkeit eines Kommunikationsnetzwerkes getroffen 
werden. Als zusammenhängende Komponenten werden dabei die Knotenmengen 
verstanden, welche beim Ausfall einer oder mehrerer Kanten im Netzwerk weiter-
hin miteinander kommunizieren können. 
Das einfachste Zuverlässigkeitsmaß für ein 
Netzwerk ist der Zusammenhang. Ein Kom-
munikationsnetzwerk ist zusammenhängend, 
wenn zwischen jedem Knotenpaar ein Kom-
munikationspfad besteht. Jedes zusammen-
hängende Netzwerk kann allerdings durch 
den Ausfall von nur einer Kante bereits in 
zwei unterschiedliche Zusammenhangskom-
ponenten zerfallen. Abbildung 1 zeigt ein 
Netzwerk mit sechs Knoten, welches als Bei-
spiel für Zusammenhangsmaße verwendet 
werden soll. Das Netzwerk ist einfach zusammenhängend, da schon durch den 
Ausfall von nur einer Kante (Kante zwischen Knoten 1 und 4) zwei Zusammen-
hangskomponenten {1,2,3} und {4,5,6} entstehen würden. Bei Verwendung einer 
zusätzlichen Kante zwischen den zwei Zusammenhangskomponenten {1,2,3} und 
{4,5,6} (z.B. Kante von Knoten 3 nach Knoten 6) wäre das Netz zweifach zu-
sammenhängend und dessen Zuverlässigkeit erhöht. Bei zweifach zusammenhän-
genden Netzen müssen mindestens zwei Kanten ausfallen, damit nicht mehr alle 
Knoten miteinander verbunden sind und das Gesamtnetz unzuverlässig wird. Im 
allgemeinen Fall enthält ein n-fach zusammenhängendes Netzwerk mindestens n 
kantendisjunkte Kommunikationspfade für jedes Knotenpaar. Pfade zwischen 
zwei Knoten sind dann kantendisjunkt, wenn alle in den unterschiedlichen Pfaden 
benutzten Kanten unterschiedlich sind. Solange weniger als n Kanten ausfallen, ist 
ein n-fach zusammenhängendes Netzwerk zuverlässig und alle Knoten hängen zu-
sammen. 
2 
3 
1 4 
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6 
 
Abbildung 1: Beispielnetzwerk für 
Komponentenzusammenhang 
Die Betrachtung von Komponentenzusammenhängen zur Bewertung der Zuver-
lässigkeit ist unter praktischen Gesichtspunkten nicht ausreichend, da dadurch nur 
prinzipielle Aussagen über die Überlebensfähigkeit von Kommunikationsnetzen 
getroffen werden können. Aussagen über Wahrscheinlichkeiten, mit der ein Netz-
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werk beim Ausfall einzelner Kanten nicht mehr zusammenhängend ist, sind durch 
dieses Maß nicht möglich. 
2.2 Source-Terminal und N-Terminal Zuverlässigkeit 
Die Unzulänglichkeiten von Komponentenzusammenhängen zur Bewertung der 
Zuverlässigkeit von Netzwerken können durch die Source-Terminal (s-t) Zuver-
lässigkeit R2 behoben werden. Die s-t Zuverlässigkeit zwischen zwei Knoten 
(„Source“ und „Terminal“) ist definiert als die Wahrscheinlichkeit, dass bei gege-
benen Ausfallwahrscheinlichkeiten für die einzelnen Verbindungen im Netzwerk 
mindestens ein Kommunikationspfad existiert, über den die beiden Knoten mit-
einander kommunizieren können [Colb87, S. 3]. Durch die s-t Zuverlässigkeit sind 
Aussagen über die Wahrscheinlichkeit der Kommunikation zwischen zwei Knoten 
bei Ausfällen einzelner Leitungen möglich. 
Die ausschließliche Betrachtung der Kommunikationsverbindungen zwischen 
zwei Knoten reicht in der Realität allerdings zur Beurteilung der Zuverlässigkeit 
des gesamten Netzwerks nicht aus. Daher wurde das Konzept der s-t Zuverlässig-
keit auf k Knoten erweitert und die Zuverlässigkeit für alle Verbindungen zwi-
schen k Knoten im Netzwerk durch die „k-Terminal“ Zuverlässigkeit Rk beschrie-
ben [Colb87, S. 3]. Die „k-Terminal“ Zuverlässigkeit Rk gibt die Wahrscheinlich-
keit dafür an, dass zwischen beliebigen k Knoten des Netzwerks ein funktionie-
render Kommunikationspfad existiert. 
2.3 All-Terminal Zuverlässigkeit 
Für die Zuverlässigkeitsbeurteilung moderner Kommunikationsinfrastrukturen ist 
die Betrachtung von jeweils k Knoten mithilfe der „k-Terminal“ Zuverlässigkeit 
allerdings immer noch nicht ausreichend, sondern es müssen die Verbindungen 
zwischen sämtlichen Knoten des Netzwerkes betrachtet werden. So muss z.B. in 
„Backbone“-Netzwerken von Unternehmen sichergestellt werden, dass alle Stand-
orte des Unternehmens mit allen anderen Standorten kommunizieren können. Die 
Bewertung der Zuverlässigkeit der Kommunikation zwischen allen vorhandenen 
Knoten eines Netzwerkes wird durch die „All-Terminal“ Zuverlässigkeit RAll mög-
lich. Diese stellt eine Erweiterung der k-Terminal Zuverlässigkeit dar und ist defi-
niert als die Wahrscheinlichkeit, dass zwischen jedem Knotenpaar des Netzwerks 
ein funktionierender Kommunikationspfad existiert [Chen+99]. RAll kann auch als 
die Wahrscheinlichkeit interpretiert werden, dass in dem Netzwerk mindestens ein 
funktionierender Baum existiert, welcher sämtliche Knoten des Netzwerks mitein-
ander verbindet [Colb87, S.3]. Für die Planung und Erweiterung von Kommunika-
tionsnetzwerken stellt die „All-Terminal“ Zuverlässigkeit ein geeignetes Gütemaß 
zur Beurteilung der Robustheit der entworfenen Topologien beim Ausfall einzel-
ner Verbindungen des Netzwerkes dar [Deng+97, FlCe01,Reic+04]. 
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3 Verfahren zur Berechnung der All-Terminal 
Zuverlässigkeit 
Zur Berechnung der „All-Terminal“ Zuverlässigkeit RAll wurden in den vergange-
nen Jahren unterschiedliche Methoden vorgestellt. Bei frühen Verfahren [AgRa81, 
Ahma82, Jan93] ist überwiegend von identischen Ausfallwahrscheinlichkeiten für 
alle Kanten des Netzwerks ausgegangen worden. In den letzten Jahren hingegen 
wurden verstärkt Verfahren vorgestellt, welche mit unterschiedlichen Zuverlässig-
keiten für einzelne Kanten umgehen können. Ein Grund für diese Entwicklung 
war, dass mittlerweile in Kommunikationsnetzwerken Leitungen mit unterschied-
licher Ausfallsicherheit eingesetzt werden und der Preis einer Kommunikationslei-
tung von deren Zuverlässigkeit abhängt (je zuverlässiger, desto teurer). 
Die exakte Berechnung von RAll zählt zu den NP harten Problemen [Ying93]. Vie-
le exakte Ansätze zur Berechnung der All-Terminal Zuverlässigkeit (z.B. das Ver-
fahren von Buzacott [FoBu87, Mont93]) sind auf Grund des hohen Ressourcenbe-
darfs und langer Laufzeiten lediglich für Netzwerktopologien mit sehr wenigen 
Knoten effizient einsetzbar. Dieses Kapitel gibt einen Überblick über ausgewählte 
exakte und approximative Verfahren zur Berechnung von RAll. 
3.1 Exakte Berechnungsverfahren für die „All-Terminal“ 
Zuverlässigkeit 
3.1.1 Vollständige Enumeration 
Eine der einfachsten Methoden zur Berechnung der „All-Terminal“ Zuverlässig-
keit bei vorgegebenen Zuverlässigkeiten für die einzelnen Verbindungen besteht 
in der vollständigen Enumeration sämtlicher Zustände S des Netzwerks. Jede Kan-
te e∈E bekommt dabei entweder den Zustand se=1 für „operabel“ oder se=0 für 
„ausgefallen“ zugeordnet. Ein Zustand si∈S repräsentiert als Vektor eine konkrete 
Realisierung sämtlicher Kantenzustände des Netzwerks. 
Für das in Abb. 2 gezeigte Netzwerk mit drei Knoten ergeben sich durch vollstän-
dige Enumeration der unterschiedlichen Kantenzustände die in Tabelle 1 gezeig-
ten Zustände s sowie die zugehörigen Eintrittswahrscheinlichkeiten P(s). Die 
Funktion Φ(s) ?[0,1] beschreibt den Zusammenhang des Netzwerks für die un-
terschiedlichen Zustände. Φ(s) ist 1, wenn das Netzwerk für den Zustand s zu-
sammenhängend ist und anderenfalls 0. 
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Zustand s
(e1,e2,e3) 
P(s) Φ(s) 
000 (1-0,9)*(1-0,99)*(1-0,95) 0 
001 (1-0,9)*(1-0,99)*0,95 0 
010 (1-0,9)*0,99*(1-0,95) 0 
011 (1-0,9)*0,99*0,95 1 
100 0,9*(1-0,99)*(1-0,95) 0 
101 0,9*(1-0,99)*0,95 1 
110 0,9*0,99*(1-0,95) 1 
111 0,9*0,99*0,95 1  
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llständigen Enumeration 
Tabelle 1: Vollständige Enumeration zur Berech-
nung von RAll 
ie All-Terminal Zuverlässigkeit ergibt sich somit: 
∑ ∈= SsAll ssP )(*)( φ  (1) 
nzahl der zu untersuchenden Zustände berechnet sich als 2 , wobei m die 
hl der Kanten darstellt. Auf Grund des exponentiellen Wachstums der zu un-
chenden Zustände bei zunehmender Kantenanzahl m ist das Verfahren der 
tändigen Enumeration nur für kleine Netzwerke sinnvoll einsetzbar, da z.B. 
in mittleres Netz mit 25 Kanten schon 3,3*10
m
7 verschiedene Zustände unter-
 werden müssen. 
 Ein mehrstufiger Dekompositionsansatz 
h die Reduktion der zu untersuchenden Zustände s kann die Berechnung von 
eschleunigt werden [Chen+99, FoBu87]. Im Folgenden soll ein mehrstufiger 
mpositionsansatz von [Chen+99] vorgestellt werden, welcher sich durch eine 
entere Berechnung von RAll sowie durch die Möglichkeit der Parallelisierung 
ichnet. Bei diesem exakten Verfahren wird genau ein zufällig ausgewählter 
ender Baum T mit den Kanten {e1,e2,..en-1} betrachtet. Ein spannender Baum 
 Knoten besitzt genau m=n-1 Kanten und verbindet alle Knoten miteinander. 
em Baum sind keine Zyklen vorhanden. Ausgehend von diesem Baum T wer-
die disjunkten Komplementärereignisse T=(e1,e2….en-1)∪(e1,e2….en-1)∪…∪ 
,…,en-1)…∪(e1,e2….en-1) bestimmt. Jedes einzelne Ereignis s in T repräsen-
dabei einen Zustand, in dem bis zu maximal n-1 Kanten ausgefallen sind 
iert durch ei).
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Die Berechnung von RAll erfolgt gemäß  
∑∏ ∈∈ += Ts sAllTeAll GRsPerR )(*)()(  (2) 
Der erste Term berechnet die Wahrscheinlichkeit, dass keine Kante des Baums T 
ausfällt. P(s) ist die Eintrittswahrscheinlichkeiten für Zustand s∈T. Für die Be-
rechnung von RAll(Gs) muss für jeden Zustand 
s∈T der daraus resultierende Subgraph Gs von G 
gebildet werden. Hierfür werden im Graphen G 
zunächst sämtliche ausgefallenen Kanten des 
Baums T gelöscht. Die verbleibenden Zusam-
menhangskomponenten werden dann jeweils zu 
einem neuen Knoten zusammengefasst, so dass 
Gs entsteht. Anschließend werden die nicht in T 
verwendeten Kanten berücksichtigt. Hierbei wer-
den alle parallelen Kanten zwischen zwei Knoten 
in Gs zu einer Kante zusammengefasst. Die Aus-
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Abbildung 3: Beispielnetz 
für Dekompositionsansatz allwahrscheinlichkeit der neuen Kanten ergibt sich aus den Einzelzuverlässigkei-
en der jeweiligen parallelen Kanten. Für das in Abbildung 3 gezeigte Netzwerk 
urden die Kanten {2,3,4,5} als spannender Baum ausgewählt. Die verbleibenden 
icht verwendeten Kanten (hier gestrichelt dargestellt) werden bei der Erstellung 
er neuen Subgraphen Gs für die Zustände in T verwendet. 
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bbildung 4: Erstellung des Subgraphen Gs 
bbildung 4 illustriert die Vorgehensweise und zeigt für den Baum T={2,3,4,5} 
nd das Ereignis s={2,3,4,5} die Erstellung des entsprechenden Subgraphen Gs. 
urch den Ausfall der Kanten 3 und 5 im Baum entstehen die Zusammenhangs-
omponenten mit den Knoten {1,2}, {4,5} und 3. Die Knoten 1 und 2 sowie 4 und 
 werden jeweils zu einem neuen Knoten A bzw. B zusammengezogen. Anschlie-
end werden die nicht für den spannenden Baum verwendeten Kanten {1,6,7} 
inzugefügt. Die parallelen Kanten 1 und 7 zwischen den Knoten A und C werden 
ierbei zu einer Kante zusammengefasst und man erhält den in Abbildung 4 auf 
er rechten Seite dargestellten Subgraphen Gs. Abschließend muss die Zuverläs-
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sigkeit RAll(Gs) von Gs bestimmt werden. Die Bestimmung und Dekomposition 
von Gs muss für alle Zustände s∈T durchgeführt werden. 
Abbildung 5 zeigt die Ent-
wicklung der „All-Terminal“ 
Zuverlässigkeit in Abhängig-
keit von der Anzahl der be-
trachteten disjunkten Kom-
plementärereignisse s∈T für 
ein Problem mit 15 Knoten 
und 30 Kanten. Bereits nach 
der Bewertung der ersten Er-
eignisse ist ein großer Zu-
wachs für RAll zu erkennen. 
Ereignisse wie z.B. (e1,e2, 
…,eN-1), welche zuletzt be-
trachtet werden, haben dage-
gen nur einen sehr geringen 
Einfluss auf RAll. Daher ist das Verfahren gut für Anwendungen geeignet, in denen 
RAll eine vorgegebene Zuverlässigkeitsschranke R0 erfüllen muss. Sobald RAll grö-
ßer als die geforderte Schranke R0 ist, müssen die restlichen Ereignisse nicht mehr 
berechnet werden. Ein weiterer Vorteil ist die leichte Parallelisierbarkeit. Während 
zentral lediglich der Baum T zu finden ist, kann die Berechnung des zweiten 
Summanden aus (2) verteilt erfolgen. Hierfür ist lediglich eine zentrale Koordinie-
rungsinstanz notwendig, welche die einzelnen Ereignisse s∈T an die Clients ver-
teilt und die Berechnung von RAll nach (2) vornimmt. 
0,8
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0,95
1
0 500 1000 1500 2000 2500 3000 3500 4000
Anzahl betrachteter disjunkter Komplementärereignisse
RAll(s)
Abbildung 5: Entwicklung von RAll in Abhängig-
keit von der Anzahl der betrachteten Komple-
menträrereignisse s∈T 
3.2 Zuverlässigkeitsschranken und stochastische Verfahren 
Trotz möglicher Parallelisierung und der Einführung von Abbruchkriterien ist die 
exakte Berechnung von RAll mit Hilfe der in Kapitel 3.1 vorgestellten Verfahren 
für große Netzwerke mit einem hohen Berechnungsaufwand und langen Laufzei-
ten verbunden. Da insbesondere bei der rechnergestützten, automatisierten Pla-
nung und Optimierung von Kommunikationsnetzwerken die „All-Terminal“ Zu-
verlässigkeit für eine große Menge von unterschiedlichen Netzwerktopologien be-
stimmt werden muss, sind langwierige Berechnungen hierfür nur begrenzt ein-
setzbar. Mit Hilfe von Näherungs- und Schätzverfahren lassen sich Abschätzun-
gen für die tatsächliche „All-Terminal“ Zuverlässigkeit eines Kommunikations-
netzwerkes ermitteln. Zwischen exakten Verfahren und approximativen Verfahren 
existiert ein „Tradeoff“ bezüglich Genauigkeit und Laufzeit. Exakte Verfahren 
benötigen viel Rechenaufwand. Mithilfe approximativer Verfahren kann der Auf-
wand zur Berechnung von RAll auf Kosten einer geringeren Genauigkeit verringert 
werden. 
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3.2.1 Zuverlässigkeitsschranken 
Die Berechnung von Zuverlässigkeitsschranken ist für Anwendungen von Interes-
se, in denen Vorgaben für die maximale und minimale „All-Terminal“ Zuverläs-
sigkeit existieren. Ausgehend von den Ergebnissen kann bei Bedarf eine nachfol-
gende exakte Berechnung von RAll durchgeführt werden. Ein repräsentatives Bei-
spiel für Zuverlässigkeitsschranken stellt das Verfahren von [KoSm98] dar, wel-
ches die Berechnung einer oberen Schranke für RAll ermöglicht. Auf die Vorstel-
lung von Verfahren zur Berechnung einer unteren „All-Terminal“ Zuverlässig-
keitsgrenze [Manz+01] wird verzichtet, da diese in der Praxis nicht sinnvoll ver-
wendbar sind. 
Nach [KoSm98] berechnet sich eine obere Schranke für RAll als 
























−
−
−


 −−≤ ∑ ∏
∏
∏
=
−
=
∈
∈
N
i
i
j ij
kj
Ee
Ee
kiAll er
er
erR jkj
iki1
1
1 )(1
)(1(
1)(1(1  (3) 
Ei bezeichnet die Menge der Verbindungen des Knotens i und r(eij) gibt die Zuver-
lässigkeit der Kante von Knoten i nach Knoten j an. Basierend auf (3) lässt sich 
schnell bestimmen, ob eine Netzstruktur überhaupt die geforderte Zuverlässigkeit 
RAll erreichen kann. 
3.2.2 Monte Carlo Simulationstechniken 
Neben der Abschätzung von RAll mit Hilfe von Schranken bedient man sich für die 
Bestimmung der Netzwerkzuverlässigkeit häufig der Monte Carlo Simulation 
[DeSm97, Fish95, FlCe01]. Das Grundprinzip sämtlicher Monte Carlo Techniken 
ist dabei identisch. In mehreren unabhängig voneinander durchgeführten Stich-
proben generiert das Verfahren jeweils einen Zustand s∈S des Netzwerks und un-
tersucht dessen Zusammenhang. Hierbei kann das Netzwerk entweder zusammen-
hängend sein oder nicht. Aus einer Vielzahl von Stichproben wird anschließend 
eine Schätzung für die tatsächliche „All-Terminal“ Zuverlässigkeit vorgenommen. 
Das einfachste Monte Carlo Verfahren arbeitet dabei wie folgt [Fish95, S.61]: 
Wiederhole M mal 
Wiederhole für alle Kanten eij 
Generiere Zufallszahl y=[0,1] 
Wenn y ≤ (1-r(eij)), 0=ijes , sonst 1=ijes  
Φ(s) = 1, wenn das Netz zusammenhängend ist und anderenfalls Φ(s) = 0 
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Die Schätzung für RAll erfolgt durch 
∑= )(1ˆ sMRAll φ . (4) 
Einen genaueren Schätzwert für RAll erhält man mittels der in [Manz+01] vorge-
schlagenen Strategie zur Generierung der Stichproben, welche einen „Fishman 
Sampling“-Plan verwendet. Die Anwendung dieser Strategie setzt allerdings einen 
vorgelagerten möglichst effizienten Algorithmus zum Finden aller disjunkten 
Spannbäume sowie aller disjunkten minimalen Schnitte im Netzwerk voraus. In 
einem Graphen ist ein minimaler Schnitt die kleinste Menge an Kanten, durch de-
ren gleichzeitigen Ausfall der Graph in mehrere Zusammenhangskomponenten 
zerfällt. Im Rahmen der Stichprobengerierung werden drei disjunkte Mengen 
S1,S2,S3 gebildet. Die Menge S1 enthält die Ereignisse mit Φ(s)=1. Dabei gilt für 
alle s∈S1, dass in mindestens einem der disjunkten Spannbäume sämtliche Ver-
bindungen im Status „operabel“ sind und damit das Netzwerk zusammenhängend 
ist. In der Menge S2 werden alle die Zustände zusammengefasst, bei denen in je-
dem disjunkten minimalen Schnitt mindestens eine Verbindung im Status „opera-
bel“ ist und in jedem Spannbaum mindestens eine Verbindung den Status „ausge-
fallen“ besitzt. In der Menge S3 sind schließlich die Ereignisse mit Φ(s)=0 enthal-
ten. Damit gilt für alle s∈S3, dass in mindestens einem der disjunkten Schnitte alle 
Kanten den Status „ausgefallen“ besitzen und damit das Netzwerk nicht mehr zu-
sammenhängend ist. Anschließend kann die „All-Terminal“ Zuverlässigkeit als 
∑
∈
Φ+∈=
2
)(*)()(ˆ 1
Ss
All sPsSsPR  (5) 
geschätzt werden. 
4 Experimente und Ergebnisse 
Die im vorherigen Kapitel vorgestellten Verfahren zur Berechung der „All-
Terminal“ Zuverlässigkeit sollen im Folgenden für Netzwerke aus der Literatur 
sowie für Netzwerke, welche mit Hilfe eines Topologieentwurfsverfahrens erstellt 
wurden, eingesetzt werden. Die dabei gewonnenen experimentellen Ergebnisse 
erlauben einen Vergleich der praktischen Einsetzbarkeit der unterschiedlichen 
Verfahren. Der Fokus liegt hierbei auf der Genauigkeit und der Laufzeit der Ver-
fahren. Beide Eigenschaften sind wichtig für die Auswahl geeigneter Methoden 
zur Bestimmung der „All-Terminal“ Zuverlässigkeit. Diese beiden Größen sind 
auch entscheidend für die Leistungsfähigkeit von Planungsverfahren, welche ei-
nen automatisierten Entwurf von Netzwerktopologien unter Berücksichtigung von 
Zuverlässigkeitsmaßen ermöglichen [DeSm97, Deng+97, FeCe01, Reic+04 ]. 
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4.1 Probleminstanzen und Testumgebung 
Für die experimentelle Untersuchung der Verfahren werden sechs Netzwerke 
(manzi18, dengiz8, türkei1, türkei2, türkei3 und belgien) aus verschiedenen Lite-
raturstellen [Manz+01, Deng+97, DeSm97] sowie zwei Netzwerke (deutsch15 
und deutsch20) basierend auf Kommunikationsnetzwerkstrukturen in Deutschland 
verwendet.  
Testprobleme 
Das Testproblem manzi18 wurde in [Manz+01] vorgestellt. Es ist als Ring aufge-
baut und enthält 18 Knoten und 20 Verbindungen. Die Verbindungen haben unter-
schiedliche Zuverlässigkeiten zwischen 0,90 und 0,99. Die exakte „All-Terminal“ 
Zuverlässigkeit wird in [Manz+01] mit 0,8773 angeben. Das Testproblem dengiz8 
wurde in [DeSm97, Reic+04] vorgestellt und verbindet 8 Knoten, die zufällig auf 
einem zweidimensionalen Grid der Größe 100x100 platziert wurden. Sämtliche 
Kanten haben die Zuverlässigkeit 0,9. Die „All-Terminal“ Zuverlässigkeit des 
Netzwerks beträgt 0,8992. 
Reale Netzwerktopologien 
Die verbleibenden 6 Netzwerke repräsentieren unterschiedliche Netzwerktopolo-
gien in Europa. Die Netzwerke türkei1-3 sind mögliche Lösungen für das in 
[Deng+97] vorgestellte Optimierungsproblem, bei dem die 19 größten universitä-
ren Forschungseinrichtungen der Türkei durch ein Netzwerk mit einer „All-
Terminal“ Zuverlässigkeit von 0,999 zu verbinden sind. Die Zuverlässigkeit der 
einzelnen Verbindungen liegt zwischen 0,96 und 0,99. Aus [Manz+01] wurde das 
größte Netzwerk (belgien) mit 52 Knoten und 73 Verbindungen entnommen. Für 
die Experimente wurde jeder Kante eine Zuverlässigkeit von 0,95 zugewiesen. Für 
diesen Beitrag wurden zusätzlich die Netzwerke deutsch15 und deutsch20 ausge-
wählt. Die Knoten der beiden Netze repräsentieren die 15 beziehungsweise 20 
größten Städte Deutschlands. Die Verbindungen zwischen den Knoten haben eine 
Verlässigkeit zwischen 0,7 und 0,9. Die beiden vorgestellten Netzwerke haben 
jeweils 28 und 39 Kanten und wurden durch ein Topologieplanungsverfahren ge-
neriert [vgl. Reic+04]. 
Testumgebung 
Die Implementierung der in Kapitel 3 vorgestellten Verfahren erfolgte in C++ un-
ter Linux. Für die Parallelisierung des Dekompositionsansatzes wurde die freie 
MPI-Bibliothek LAM verwendet. Die lokalen Experimente erfolgten auf einem 
P4-2GHz. Für das parallele Verfahren wurde ein Cluster mit sieben P4 2 GHz PCs 
genutzt. 
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4.2 Experimentelle Ergebnisse 
Die mit dem in Abschnitt 3.1.2 vorgestellten exakten Dekompositionsansatz er-
zielten Ergebnisse zeigt Tabelle 2. Für die Experimente kamen eine lokale sowie 
eine parallele Implementierung des Verfahrens zum Einsatz. Der Dekompositi-
onsansatz wurde hierbei entweder nach dem Erreichen einer vorgegebenen unte-
ren Zuverlässigkeitsschranke R0 abgebrochen oder komplett bis zum Ende durch-
geführt. Die Ergebnisse, welche durch eine vollständige Durchführung des De-
kompositionsansatzes ermittelt wurden, stellen die exakten Werte für die „All-
Terminal“ Zuverlässigkeit dar. Eine vollständige und exakte Berechung der „All-
Terminal“ Zuverlässigkeit war für die Netzwerke belgien und türkei3 nicht mög-
lich. Für das Netzwerk belgien überstieg die Anzahl der Zustände, die für T zu un-
tersuchen sind, die zur Verfügung stehende Speicherkapazität. Die Berechnung für 
türkei3 wurde nach 14 Stunden abgebrochen und die bis zu diesem Zeitpunkt er-
mittelte Zuverlässigkeit angegeben. 
 Dekomposition lokal auf einem Rechner Dekomposition verteilt auf Cluster 
Abbruch bei RAll>R0 vollständig Abbruch bei RAll>R0 vollständig Test-
problem R0 RAll t RAll t R0 RAll t RAll t 
türkei1 0,99 0,9990 0,13 0,9991 1167 0,99 0,9990009 2,09 0,9991 683 
türkei2   0,99 0,9990 1,44 0,9991 1921 0,99 0,9990018 2,55 0,9991 1178 
türkei3  0,99 0,9990 1,23 0,9990 >14h 0,99 0,9990005 592,62 0,9990 >14h 
deutsch15 0,95 0,9500 25,7 0,9502 73,1 0,95 0,9500000 19,45 0,9502 76,51 
deutsch20 0,95 0,9500 2000 0,9500 2000 0,95 0,9499999 1261,3 0,9500 1261 
dengiz8 0,9 0,8992 0 0,8992 0 0,9 0,8992000 0,00 0,8992 0,00 
manzi18 0,9 0,8773 14,2 0,8773 14,2 0,9 0,8773200 14,42 0,8773 14,42 
Tabelle 2: Ergebnisse Dekompositionsansatz (lokale und verteilte Berechnung) 
Die Ergebnisse des in Abschnitt 3.2.1 vorgestellten Verfahrens zur Bestimmung 
der oberen Schranke sowie die mit Hilfe der beiden in Abschnitt 3.2.2 vorgestell-
ten Monte Carlo Simulationstechniken ermittelten Ergebnisse sind in Tabelle 3 
zusammengefasst. Hierbei bezeichnet n die Anzahl der Knoten und m die Anzahl 
der vorhandenen Kanten. RAll bezeichnet die jeweils ermittelte „All-Terminal“ 
Zuverlässigkeit und t gibt die dafür benötigte Laufzeit in Sekunden an. 
Die für die Monte Carlo Simulation angegebenen Werte sind der Mittelwert aus 
10 unabhängig voneinander durchgeführten Läufen. Auf die Angabe der Laufzeit 
des Verfahrens zur Bestimmung der oberen Grenze wird verzichtet, da diese für 
alle Testinstanzen kleiner als eine Millisekunde ist. 
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Obere 
Schran
ke  
Einfache 
Monte Carlo 
(M= 10000) 
Fishman 
Monte Carlo
(M=10000) 
 
Einfache 
Monte Carlo
(M=20000) 
Fishman 
Monte Carlo
(M=20000) 
Einfache 
Monte Carlo 
(M=30000) 
Fishman 
Monte Carlo 
(M=30000) 
Test-
problem 
n m 
RAll RAll  T RAll t RAll t RAll t RAll  t RAll t 
türkei1 19 30 0,9992 0,9990 0,13 0,9991 0,44 0,999 0,26 0,9991 0,85 0,9992 0,40 0,9991 1,27 
türkei2 19 33 0,9991 0,9992 0,14 0,9992 0,44 0,999 0,29 0,9991 0,88 0,9991 0,45 0,9991 1,39 
türkei3 19 54 0,9995 0,9994 0,23 0,9995 0,77 1,000 0,45 0,9995 1,53 0,9995 0,68 0,9995 2,31 
deutsch15 15 29 0,9557 0,9503 0,15 0,9500 0,44 0,951 0,31 0,9499 0,88 0,9498 0,46 0,9503 1,32 
deutsch20 20 39 0,9547 0,9505 0,20 0,9507 0,50 0,950 0,41 0,9508 1,29 0,9507 0,62 0,9507 1,81 
dengiz8 8 9 0,9427 0,9001 0,05 0,8990 0,13 0,899 0,10 0,8993 0,26 0,8984 0,15 0,8994 0,40 
manzi18 18 20 0,9645 0,8787 0,09 0,8769 0,33 0,878 0,20 0,8764 0,67 0,8773 0,31 0,8776 1,08 
belgien 52 73 0,9408 0,9077 0,33 0,9046 1,64 0,905 0,67 0,9050 3,28 0,9037 1,01 0,9049 5,39 
Tabelle 3: Ergebnisse Zuverlässigkeitsgrenze und Monte Carlo Simulationstechniken 
4.3 Auswertung 
Im Folgenden werden die Ergebnisse bezüglich der Laufzeit und der Lösungsqua-
lität analysiert und interpretiert. 
4.3.1 Laufzeit 
Die Tabellen 2 und 3 zeigen, 
dass für Netze mit wenigen 
Knoten und Verbindungen wie 
z.B. dengiz8, der Dekomposi-
tionsansatz eine sehr schnelle 
Berechnung von RAll ermög-
licht. Ein großer Nachteil des 
Verfahrens liegt allerdings in 
der sehr langen Laufzeit bei 
Netzen mittlerer Größe, ob-
wohl durch eine Parallelisie-
rung des Verfahrens die Be-
rechnung beschleunigt werden 
kann. Abbildung 6 stellt die 
Laufzeiten des lokalen und 
verteilten/parallelen Dekom-
positionsverfahrens bei der Berechnung der exakten Zuverlässigkeit gegenüber. 
Auf die Angabe der Werte für die Netzwerke türkei3 und belgien wurde verzich-
tet, da für beide Netzwerke kein exakter Wert ermittelbar ist. Es ist erkennbar, 
Abbildung 6: Vergleich Laufzeiten Dekompositions-
verfahren lokal/verteilt ohne R0 
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dass die Parallelisierung des Verfahrens zu einer deutlichen Verkürzung der Lauf-
zeit führt. 
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Abbildung 7: Vergleich Laufzeiten Dekompositionsverfahren lokal/verteilt mit R0 
Eine Gegenüberstellung der Laufzeiten des Dekompositionsansatzes bei Verwen-
dung einer Zuverlässigkeitsschranke R0 zeigt Abbildung 7. Hierbei ist erstaunli-
cherweise für die Netzwerke türkei1-3 sowie manzi18 die zentrale, nichtverteilte 
Berechnung der „All-Terminal“ Zuverlässigkeit schneller als die verteilte Berech-
nung mit Hilfe eines Clusters. Ursache hierfür ist das bei der Implementierung 
verwendete Verteilungs- und Kommunikationskonzept. Das parallelisierte Verfah-
ren teilt zunächst jedem Client einen Teilbereich von T zu. Jeder Client generiert 
dann die für seinen Bereich relevanten Komplementärereignisse und beginnt mit 
der Berechung. Ist die Berechnung für eines dieser Ereignisse abgeschlossen, wird 
das Ergebnis an den Master-PC gesendet. Dieser prüft, ob die geforderte Schranke 
R0 durch das empfangene Ergebnis überschritten wurde. Tritt dieser Fall ein, er-
hält der Client die Nachricht die Berechnung abzubrechen. Anderenfalls wird dem 
Client signalisiert, mit der Berechnung fortzufahren. Da der Master-PC selbst kei-
ne Möglichkeit hat, die Clients über einen Abbruch der Berechnung zu informie-
ren, wird die verteilte Berechnung erst gestoppt, nachdem alle Clients das nächste 
Ergebnis zum Master-PC gesendet haben. 
In Abbildung 8 werden die Laufzeiten für die Monte Carlo Simulationstechniken 
gegenübergestellt. Hierbei wird deutlich, dass für eine vorgegebene Anzahl an 
Kanten die Laufzeit der einfachen Monte Carlo Simulation linear mit zunehmen-
dem Stichprobenumfang M zunimmt. Für das „Fishman Sampling“ ist festzuhal-
ten, dass die Laufzeit des Verfahrens ebenfalls mit der Kantenanzahl m steigt. Auf 
Grund der Vorverarbeitung des Findens der Schnitte und Bäume, die für die An-
wendung des „Fishman Sampling“ Plans notwendig sind, ist der Anstieg der Be-
rechnungszeit im Vergleich zur einfachen Monte Carlo Simulation allerdings 
deutlich größer. Für alle untersuchten Netzwerke ist die einfache Monte Carlo Si-
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mulation auf Grund der simplen Schritte zur Generierung einer Stichprobe der 
„Fishman Sampling“ Methode bei identischer Stichprobenanzahl im Laufzeitver-
gleich überlegen. 
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Abbildung 8: Vergleich der Laufzeiten bei Monte Carlo Simulation 
Zusammenfassend kann bezüglich der Laufzeit der Verfahren festgestellt werden, 
dass beim Vorhandensein einer vorgegebenen minimalen Zuverlässigkeitsanforde-
rung R0 das Dekompositionsverfahren dann sehr schnell ist, wenn RAll>R0. Die 
Laufzeit des Dekompositionsverfahrens liegt bei kleinen Netzwerken wie türkei1 
und dengiz8 noch unter der einer einfachen Monte Carlo Simulation. Kritisch ist 
das Verfahren, wenn RAll<R0. Wie man am Netzwerk deutsch20 erkennt, muss das 
Verfahren hier sämtliche Zustände untersuchen, was zu einer sehr langen Laufzeit 
führt. Darüber hinaus zeigen die Experimente, dass eine Parallelisierung des De-
kompositionsansatzes nur für die Untersuchung von komplexeren Netzwerkstruk-
turen wie z.B. deutsch20 sinnvoll ist. Für kleinere Netze ist der Koordinations-
aufwand zu hoch und eine lokale Implementierung vorzuziehen. Die Grenzen des 
Dekompositionsverfahrens zeigen sich bei der Bestimmung von RAll für Netzwer-
ke wie türkei3 und belgien, bei denen die Berechnung auf Grund zu langer Lauf-
zeiten und unzureichender Speicherressourcen abgebrochen wird. Für eine schnel-
le Ermittlung einer Schätzung für die „All-Terminal“ Zuverlässigkeit bietet sich 
bei größeren und komplexeren Netzen der Einsatz einer der vorgestellten Monte 
Carlo Simulationstechniken an. 
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4.3.2 Genauigkeit 
Während die Dekompositionsmethode dann die exakte „All-Terminal“ Zuverläs-
sigkeit liefert, wenn sie nicht vorzeitig abgebrochen wird, geben die anderen Ver-
fahren nur einen Schätzwert bzw. eine obere Schranke für RAll an. 
 türkei1 türkei2 deutsch15 deutsch20 dengiz8 manzi18 
Obere Schranke 0,01% 0,00% 0,58% 0,50% 4,84% 9,94% 
Einfache MC (M=10000) 0,00% 0,01% 0,01% 0,05% 0,10% 0,16% 
Einfache MC (M=20000) 0,00% 0,02% 0,07% 0,03% -0,04% 0,08% 
Einfache MC (M=30000) 0,01% 0,00% -0,04% 0,08% -0,09% 0,00% 
Fishman MC (M=10000) 0,00% 0,01% -0,02% 0,07% -0,02% -0,05% 
Fishman MC (M=20000) 0,00% 0,00% -0,03% 0,08% 0,01% -0,10% 
Fishman MC (M=30000) 0,00% 0,00% 0,01% 0,07% 0,02% 0,04% 
Tabelle 4: Abweichung des durch die Verfahren ermittelten Näherungs- bzw. Schätzwert 
 von der exakten „All-Terminal“ Zuverlässigkeit RAllRˆ All. 
In Tabelle 4 wird die prozentuale Abweichung zwischen der exakten Zuverlässig-
keit RAll und der durch die Schätzungs-/Näherungsverfahren bestimmten Werte 
 angegeben. Eine Angabe der Abweichungen für die Netzwerke türkei3 so-
wie belgien ist nicht möglich, da hierfür keine exakten Zuverlässigkeiten bekannt 
sind. Größere Abweichungen der Schätz-/Näherungswerte von dem tatsächlichen 
Wert sind nur für die Netzwerke dengiz8 und manzi18 festzustellen. Insbesondere 
die obere Schranke weist hier eine sehr starke Abweichung vom tatsächlichen 
Wert auf. 
AllRˆ
Betrachtet man die Monte Carlo Simulationstechniken, so ist festzustellen, dass im 
allgemeinen nur geringe Abweichungen existieren. Allerdings überschätzt  
häufig R
AllRˆ
All. Diese Tatsache kann problematisch sein, da z.B. die Schätzer für das 
Netzwerk deutsch20 und dengiz8 (nur bei Simple MC M=10000) eine Zuverläs-
sigkeit  liefern, obwohl die tatsächliche Zuverlässigkeit knapp unter der 
geforderten Zuverlässigkeit R
0
ˆ RRAll >
0 liegt. Derartige Probleme können aber durch eine 
Erhöhung der Anzahl der Iterationen M einfach umgangen werden. 
4.3.2 Empfehlungen für den Einsatz der Verfahren 
Für den Einsatz einer Methode zur Bestimmung der „All-Terminal“ Zuverlässig-
keit sind isolierte Betrachtungen zur Laufzeit und Genauigkeit der Ergebnisse nur 
bedingt geeignet. In Planungsverfahren, in denen eine Vielzahl von Netzwerken 
zu untersuchen sind, müssen Methoden bereitstehen, die in akzeptabler Zeit eine 
Bestimmung der Zuverlässigkeit eines Netzwerks ermöglichen. Betrachtet man 
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beispielsweise die in [Deng+97, DeSm97, FlCe01, Reic+04] vorgestellten Pla-
nungsverfahren, so müssen jeweils eine Vielzahl von Netzwerken bezüglich ihrer 
Zuverlässigkeit bewertet werden. Die Evaluierung der Zuverlässigkeit eines ein-
zelnen Netzwerks sollte somit schnell sein und in nur wenigen Sekunden erfolgen. 
Für den Einsatz der Methoden ergeben sich an Hand der vorgestellten Ergebnisse 
deshalb die nachfolgenden Vorgehensempfehlungen. Unabhängig von der Größe 
des Netzwerkes sollte zunächst eine obere Zuverlässigkeitsschranke abgeschätzt 
werden. Falls die Schranke die vorgegebene Zuverlässigkeit überschreitet, kann 
anschließend in Abhängigkeit von der Komplexität des Netzwerks entschieden 
werden, ob mit Hilfe einer nachgelagerten exakten oder stochastischen Methode 
eine genauere Bestimmung der Zuverlässigkeit erfolgen soll. Für Netzwerke mit 
bis zu 10 Knoten und maximal 30 Verbindungen bietet sich das lokale Dekompo-
sitionsverfahren an. Für größere Netzwerke ist bei der Zuverlässigkeitsanalyse oh-
ne Angabe einer unteren Schranke den Monte Carlo Simulationstechniken der 
Vorzug gegeben. Wie die Ergebnisse für die Monte Carlo Simulationen zeigen, ist 
allerdings der Zuwachs an Sicherheit, der sich durch den Einsatz des modifizierten 
Stichprobenplans beim „Fishman Sampling“ ergibt, gering. Setzt man diesen ins 
Verhältnis zu der zusätzlich benötigten Rechenzeit, erweist sich die einfache Mon-
te Carlo Simulation als die effizientere Methode. Wie in den Ergebnissen für die 
Netzwerke dengiz8 und deutsch20 zu sehen ist, reicht eine Schätzung mittels 
Monte Carlo Simulation nicht immer aus, so dass für bei der Planung von Netz-
werken eine exakte Untersuchung einzelner weniger Lösungsoptionen mit Hilfe 
der Dekompositionsmethode vertretbar ist. Die rechentechnischen Möglichkeiten 
für den Einsatz der Dekompositionsmethode sind allerdings auf Netzwerke mit ca. 
20 Knoten und 40 Kanten begrenzt. Für größere Netzwerke ist damit nur der Ein-
satz der Monte Carlo Simulation möglich. 
4 Zusammenfassung 
Die Zuverlässigkeit von Kommunikationssystemen ist beim Einsatz von netz–
 oder internetbasierten IT-Anwendungen einer der wichtigen Faktoren für den Er-
folg einer Geschäftstätigkeit. Im Rahmen dieses Beitrags wurden unterschiedliche 
Verfahren zur Bewertung der Zuverlässigkeit von Kommunikationsnetzwerken 
vorgestellt und entsprechende Methoden zur Berechnung der Zuverlässigkeit von 
Netzwerken untersucht. Hierbei wurde der Schwerpunkt auf die „All-Terminal“ 
Zuverlässigkeit gelegt und verschiedene Methoden für die exakte und approxima-
tive Berechnung der „All-Terminal“ Zuverlässigkeit miteinander verglichen. Als 
exakte Verfahren wurden die vollständige Enumeration möglicher Zustände und 
ein mehrstufiger Dekompositionsansatz betrachtet. Als approximative Verfahren 
wurden eine einfache Monte Carlo Simulation und ein darauf aufbauendes Verfah-
ren, welches einen „Fishman Sampling“-Plan verwendet, untersucht. Weiterhin 
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wurde ein Verfahren zur Ermittlung einer oberen Schranke für die „All-Terminal“ 
Zuverlässigkeit vorgestellt. Für alle Verfahren wurden deren Laufzeit und Genau-
igkeit für eine Reihe von Testproblemen und realen Netzwerken analysiert und 
Empfehlungen für den praktischen Einsatz gegeben. 
Die Experimente zeigten, dass das exakte Dekompositionsverfahren nur für relativ 
kleine Netzwerke mit weniger als 30-40 Kanten geeignet ist. Durch eine mögliche 
Verteilung der Berechnung im Rahmen des Einsatzes eines Computerclusters 
können zwar Geschwindigkeitssteigerungen erreicht werden, jedoch stoßen auch 
verteilte Ansätze schnell an die Grenzen und sind nur für relative kleine Netzwer-
ke einsetzbar. Die Zuverlässigkeit von Netzwerken kann allerdings recht genau 
und mit vertretbarem Aufwand mit Hilfe von Monte Carlo Simulationen bestimmt 
werden. Insbesondere bei der Bewertung der Zuverlässigkeit von größeren Netz-
werken sind derartige Verfahren exakten Verfahren vorzuziehen. Ein direkter 
Vergleich der einfachen Monte Carlo Simulation mit der erweiterten Methode mit 
„Fishman Sampling“ zeigt, dass der zusätzliche Aufwand für das „Fishman 
Sampling“ nicht gerechtfertigt ist und die einfachere Monte Carlo Simulation ge-
nauere Schätzungen in kürzerer Zeit liefert. 
Es lässt sich feststellen, dass in der Praxis durch den kombinierten Einsatz ver-
schiedener Methoden die besten Ergebnisse bei der Berechnung der „All-
Terminal“ Zuverlässigkeit von Netzwerken erzielbar sind. In einem ersten Schritt 
sollte eine obere Schranke für die Zuverlässigkeit eines Netzwerkes bestimmt 
werden. Eine derartige Schätzung kann sehr schnell durchgeführt werden und eig-
net sich gut für Problemstellungen, bei denen ein aufzubauendes Netzwerk eine 
vorgegebene Mindestzuverlässigkeit erfüllen muss. Falls die so ermittelte Schran-
ke größer als die Mindestzuverlässigkeit ist, sollte im Anschluss daran entweder 
das Dekompositionsverfahren (bei kleinen Problemen mit weniger als 30-40 Kan-
ten) oder eine Monte Carlo Simulation (bei größeren Problemen) eingesetzt wer-
den. 
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