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ABSTRACT
We present, for the first time ever, with the help of two conjectures, an exact quantization condition for two turning-point
eigenvalue problems (that recurrently appear in several branches of science) by explicitly summing up the Wentzel-Kramers-
Brillouin series to all orders. Surprisingly, the quantization condition looks elegant and resembles exactly the Bohr-Sommerfeld
quantization relation with just an extra term having a square of Planck’s constant (appearing as a form of repulsive quan-
tum potential). We also find that our exact quantization relation produces Langer-modification for spherically symmetric
3−dimensional potentials.
Introduction
In many branches of science, the equations of the same type as Schrodinger’s equation find its appearance. Such equation
is usually solved using Wentzel-Kramers-Brillouin (WKB) series, which exploits the Planck’s constant as a small parameter
ℏ appearing in this equation1. In various fields e.g., black hole perturbation theory2, asteroseismology, quantum chemistry,
molecular biology, and others, the leading order behavior of this series (often called the semi-classical expansion) is utilized.
In the usual WKB method, only two terms of an asymptotic expansion is used – typically called the "physical optics" approxi-
mation. In this paper, we show how, if two conjectures hold true, the complete WKB series can be resumed to obtain an exact
quantization condition. With an intent to develop exact quantization relation, several motivating but unsuccessful attempts
have been made before through various ways like investigating structures of higher order expressions in the WKB series3,4,
using supersymmetric WKB5,6, complex WKB method,14 and phase integral method8. Here, we find an exact quantization
relation that resembles Bohr-Sommerfeld quantization condition with an extra term, which is purely quantum-mechanical.
We identify this as a form of repulsive quantum potential, whose origin is purely mathematical. Our exact relation, which
is simple to implement (with just the knowledge of residue theory), offers a gateway to study the low-lying quantum states
exactly.
We show here, by exactly summing up the WKB series to all orders, that the time-independent Schroedinger’s equation
d2ψ(x)
dx2
= Q(x)ψ(x), with Q(x) =
2m
ℏ2
(V (x)−E) , ψ → 0 as x→±∞ (1)
for the case of two classical turning points (locations whereV (x) = E) has an exact quantization condition:
∮
Γ
√
2m
ℏ2
(
E−V(z)− ℏ
2k2c(z)
2m
)
dz =
(
K +
1
2
)
2pi (K = 0,1,2, ...) (2)
where the correcting wavenumber kc(z) is
kc(z) =
dln(E−V(z))1/4
dz
and the contour Γ encircles the two classical turning points in anticlockwise direction.
To begin with, the conventional WKB perturbation expansion is
ψ(x) = exp
[
1
ℏ
∞
∑
n=0
ℏ
nSn(x)
]
. (3)
Using this ansatz in (1) and equating like powers of ℏ, one finds recurrence relation:
S′0(x) =
√
Q(x), (4)
2S′0S
′
n +
n−1
∑
j=1
S′jS
′
n− j + S
′′
n−1 = 0 (n≥ 1) (5)
So, implementing the zeroth-order WKB approximation for a two-turning point problem, one finds
1
2i
∮
Γ
S′0 (z)dz =
1
2
∮
H(p,z)=E
p(z)
ℏ
dz = K ·pi (K = 0,1,2, ...) (6)
as the quantization condition (where p(z)is the classical momentum). This is exactly the Bohr-Sommerlfeld quantization
relation1. (The contour integral here encloses the two classical turning points.)
Dunham7 proposed a neat formula for the exact quantization of eigenvalues generalizingWKB approximation to all orders:
1
2i
∮ ∞
∑
n=0
S′n (z)dz = K ·pi (K = 0,1,2, ...). (7)
The first order term (i.e. S′1(z)) in the above integral produces a factor of −pi/2 on the left hand side3, which yields the
correct zero-point energy for the simple harmonic oscillator. It has been considered as a fascinating accident that all other
higher order terms for the simple harmonic oscillator turns out to be zero. However, in general, this is not the case. Froman
and Froman8 have shown that all other higher order odd-numbered terms in theWKB series can be written as exact derivatives,
which upon performing the contour integration results into zero contribution. Thus we can rewrite equation (7) as:
1
2i
∮ ∞
∑
n=0
S′2n (z)dz =
(
K +
1
2
)
pi (K = 0,1,2, ...). (8)
There have been several attempts in the past3,10 to guess the nth order expression for S′2n in hopes of summing up the series
afterwards. It, however, has always turned out to be an extremely difficult task. (It is noteworthy to mention that such route
has been possible only for a very few special kinds of potentials like Eckart potential and simple harmonic oscillator3,10). In
the next section, we outline our method of summing up the series upto all orders.
Results
The only parameter that changes the quantized eigenvalues (E) and even the nature of the wavefunction (ψ) is the function
Q(x) in equation (1), which has a dimension of 1/(length)2. We rewrite the equation (8) as:
∴
1
2i
∮
[1+T2(z)+T4(z)+T6(z)+ ...]S
′
0 (z)dz =
(
K +
1
2
)
pi (K = 0,1,2, ...) (9)
where T2n(z) =
S′2n(z)
S′0(z)
. Here, T2n is a non-dimensional object while still being a function of Q(z). For instance,
T0 = 1, (10)
T2 =
Q′′
8Q2
− 5(Q
′)2
32Q3
, (11)
T4 =
Q(4)
32Q3
− 7Q
(3)Q′
32Q4
− 19(Q
′′)2
128Q4
+
221Q′′ (Q′)2
256Q5
− 1105(Q
′)4
16Q6
. (12)
Let’s construct a function with dimension of length as
L(z) =
1√
Q(z)
. (13)
Now, to reproduce T2n, a non-dimensional object, with the help of L(z) only, we have to use its derivatives with respect to z.
For example, DL is a non-dimensional function where D = d/dz. But since it has a single derivative only, it cannot generate
T2 as T2 involves doubly differentiated functions. So, we devise another function with two derivatives of L(z). This, however,
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can be constructed in three different ways: DLDL ≡ d
dz
{
L dL
dz
}
, LDDL, and DDLL with any one of them expressible in terms
of the other two. We find that none of these expressions alone produce T2; but a linear combination of them does. For example,
T2 =
1
8
DLDL− 3
8
LDDL (14)
Please note that the term LDDL when integrated with respect to z with a factor of S′0(z) ≡ 1L in equation (9) gives zero. So,
only the first term, DLDL, contributes in the integral equation (9) and thus the effective T2 is:
T ∗2 =
1
8
DLDL. (15)
We look for similar patterns in T4, which should have four derivatives and four L(z). The possible number of ways to construct
this function quickly becomes large. To keep a better track of such construction, we make tables as below, after introducing
two new operators/ visual-aids:
1 = DL, 0 = LD.
Please note that any operator which begins with 0 (in any Tn, n = 0,2,4, ...) will integrate out to zero as we have S
′
0(z)≡ 1L :∮
dz
L
0...=
∮
dz
L
LD...= 0. (16)
Also, any operator that ends in 0 has to be zero as we define all operators to act on 1 like DLLD ·1 or DLDL ·1 or LDDL ·1.
This means that all operators have to end with 1 and also begin with 1 in order for them to play any role in the eigenvalue
integral equation (9).
Now, we begin rewriting all the T2n terms with operators that begin with 1 and end with 1:
Table 1. Operators contributing to T2
c2,0 1 1
where c2,0 =
1
8
.
Table 2. Operators contributing to T4
c4,0 1 0 0 1
c4,1 1 0 1 1
c4,2 1 1 0 1
c4,3 1 1 1 1
where
c4,0+ c4,1+ c4,2 =
5
128
(17)
c4,3 =
−1
128
. (18)
We construct similar tables for T6 (presented in Table 3 in the Appendix) and also for T8. We observe an interesting
pattern that only the coefficients of expressions like DLDL or DLDLDLDL have a unique value and the coefficients for
other expressions come in terms of relation like equation (17) where we have infinitely many sets of values for each of
those coefficients. Based upon explicit calculations upto 8th order in WKB series, we make two conjectures that (a) the
coefficients of expressions like DLDL...DL have a uniquely determined value to all orders and (b) the coefficients of all
other expressions are related by a set of linear equations like equation (17). (Also find such equations for higher order in
the Appendix immediately after Table 3.) Fortunately, it turns out that, expressions other than special ones like DLDL or
DLDLDLDL contribute zero to the integral equation (9) upon doing the contour integration. This is because all of such
expressions can be written as products of single-valued functions (a heuristic proof is given in the Appendix 1). So, all we
need to do is just to sum up the special expressions like DLDL or DLDLDLDL to up to infinite order. We explicitly find the
coefficients of such expressions up to eighth order in theWKB series and recognize the pattern to write its nth order coefficient.
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By straightforward summation of this special series up to all orders (shown in Appendix 2), we obtain a closed-form expression
for the integral equation (9) as
∮
Γ
√
2m(E−V(z))
ℏ2
− k2c(z)dz =
(
K +
1
2
)
2pi (K = 0,1,2, ...) (19)
where the correcting wavenumber kc(z) is
kc(z) =
dln(E−V(z))1/4
dz
.
For a general equation of type (1), we have,
∮
Γ
√
−Q−
(
dlnQ1/4
dx
)2
dz =
(
K +
1
2
)
2pi (K = 0,1,2, ...) (20)
It is interesting to note that our summation involves geometric series in function DL (shown in Appendix 2), which is also
the case in all the special problems for which the WKB series has been summed up exactly10. We find that, on expanding
equation (19) in powers of ℏ, we can obtain expressions calculated by Romanovski and Robnik10 that effectively contributes
to the WKB integral at each order for the cases that they consider.
Next, we could ask why should one worry about obtaining an exact quantization relation. We present several reasons here
in its favor. First, the elegance manifested in the above quantization condition reveals fully quantum-mechanical definition of
de-Broglie wavelength. This differs from the semi-classical local de-Broglie wavelength due to the presence of the correcting
wavenumber, kc(z) in equation (19). This can be interpreted with the help of equation (2) as the manifestation of de-Broglie
waves in the presence of some form of repulsive quantum potential. The exact relation here, opens a gateway to deepen
our understanding of quantum-to-classical transition, that is missed with an approximate formula like Bohr-Sommerfeld or
Einstein-Brillouin-Keller quantization rule13. Interestingly, we find that the wavenumber of matter waves under fully quantum
treatment (i.e. integrand in equation (19)) vanishes even before we reach the classical turning points. For every kind of poten-
tial, this new correct wavenumber vanishes at the location where pcl(x) · x = ℏ/2, where pcl =
√
2m(E−V(x)). Please note
the close parallel to the Heisenberg’s uncertainty principle. We interpret this as the location where the leakage of wavefunction
into the classically forbidden region begins.
Next, we apply our novel quantization relation to several known potentials for which analytical expressions are available
for energy eigenvalues. We find that our formula produces exact quantized eigenvalues in all the cases. To demonstrate the ef-
ficacy of our formula, we present an example below. Illustration for other cases are presented in Appendix 3 including several
different potentials like simple harmonic oscillator, 3-dimensional harmonic oscillator, Columb potential, Eckart potential,
and Morse potential. We find in all cases of 3-dimensional spherically symmetric potentials, the Langer-correction factor12
appears naturally upon doing the contour integral. This validates the previously proposed idea that the Langer-modification
comes from the higher order corrections in WKB series.
As an example, the success of our method is exhibited here for an asymmetric Rosen-Morse potential,V (x), with ℏ2 = 2m:
V (x) =−U0sech2
( x
a
)
+U1 tanh
( x
a
)
(21)
Let z = tanh
(
x
a
)
. So, z′ = 1
a
sech2
(
x
a
)
.
∴V −E =U0z2+U1z− (E +U0) (22)
=U0(z− za)(z− zb) (23)
za,b =− U1
2U0
±
√(
U1
2U0
)2
+
(
E
U0
+ 1
)
(24)
za + zb =−U1
U0
(25)
zazb =−E +U0
U0
(26)
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Now,
V ′(x) =
dV
dz
dz
dx
= [U0(z− za)+U0(z− zb)] 1
a
sech2
( x
a
)
(27)
Now, we use equation (19)
1
2i
∮ √16(V (x)−E)3+(V ′(x))2
4(V (x)−E) dx =
(
K +
1
2
)
pi (K = 0,1,2, ...) (28)
The poles of the integrand are at z = za,zb,1,−1, and ∞. So, calculating residue at each pole with proper principal value:
−1
4
+
1
4
−a
√
(za− 1)(zb− 1)U0
2
−a
√
(za + 1)(zb + 1)U0
2
+
√
1+ 4a2U0
2
= K +
1
2
(29)
∴
1
2
√−E−U1
U0
+
1
2
√−E +U1
U0
=− 1
a
√
U0
(
K +
1
2
)
+
√
1+ 4a2U0
2a
√
U0
(30)
This solution agrees with Ma & Xu (2005)9.
Conclusion
To sum up, we present here an exact quantization relation by summing up the WKB series to all orders for arbitrary potential
by making two conjectures. These conjectures are based upon explicit calculation upto 8th order in WKB series: (a) the
coefficients of expressions like DLDL...DL have a uniquely determined value to all orders and (b) the coefficients of all other
expressions are related by a set of linear equations. Our analysis suggests that the WKB series is a geometric series and thus
explains why the lowest-order approximation to WKB often provides very good results for eigenvalues, even to the low-lying
quantum states. We applied our exact relation in several types of analytically soluble potentials and found the exact energy
eigenvalues. In addition, we realized that the Langer-correction factor appears naturally from our exact relation, showing its
origin from higher-order corrections in the WKB series. The formula that we have obtained resembles very closely to Bohr-
Sommerfeld quantization condition. This should, therefore, be viewed as a landmark in deeply understanding the low-lying
quantum states, which finds its uses in atomic physics as well as in many other fields like black-hole perturbation theory. We
end by mentioning the potential future research that could be proving the above two conjectures, extending our results to
quantizing chaos and generalizing to multiple turning-point problem.
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Supplementary Materials/Appendix
Supplementary Table
Here we present a table of operators whose linear combination produces T6, the sixth order expression in WKB series in
equation (9)
Table 3. Operators contributing to T6
c6,0 1 0 0 0 0 1
c6,1 1 0 0 0 1 1
c6,2 1 0 0 1 0 1
c6,3 1 0 0 1 1 1
c6,4 1 0 1 0 0 1
c6,5 1 0 1 0 1 1
c6,6 1 0 1 1 0 1
c6,7 1 0 1 1 1 1
c6,8 1 1 0 0 0 1
c6,9 1 1 0 0 1 1
c6,10 1 1 0 1 0 1
c6,11 1 1 0 1 1 1
c6,12 1 1 1 0 0 1
c6,13 1 1 1 0 1 1
c6,14 1 1 1 1 0 1
c6,15 1 1 1 1 1 1
where
c6,0+ c6,1+ c6,2+ c6,3+ c6,4+ c6,5+ c6,6+ c6,7+ c6,8+ c6,9+ c6,10+ c6,11+ c6,12+ c6,13+ c6,14 =
7
1024
(31)
c6,0+ 2c6,1+
3
2
c6,2+ 3c6,3+
1
2
c6,4+
11
6
c6,5+
7
6
c6,6+ 3c6,7+
5
3
c6,9+
5
6
c6,10+ 3c6,11+ 2c6,12+ c6,13+ c6,14 =
7
1024× 6
(32)
2c6,0+ 3c6,1+
5
2
c6,2+ 3c6,3+
3
2
c6,4+
13
6
c6,5+
11
6
c6,6+ 2c6,7+ c6,8+
4
3
c6,9+
7
6
c6,10+ c6,11 =
119
1024× 6
(33)
c6,15 =
1
1024
(34)
Supplementary Equations
Appendix 1. Expressing T2n operators as product of functions
From Table 2, we shall have a look at the terms of S′4(z) that appears in equation (9):
1
2i
∮
T4(z)S
′
0 (z)dz =
1
2i
∮
dz
L
{c4,3DLDLDLDL+ c4,2DLDLLDDL+ c4,1DLLDDLDL+ c4,0DLLDLDDL} . (35)
Here, we proceed to show that the last three terms on the right hand side of the above equation (35) upon doing contour
integration reduce to zero.
Representing× as product operator of two functions (as is trivially considered), the last term on the right hand side above
is:
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∮
dz
L
c4,0DLLDLDDL = c4,0
∮
dz
(
D
1
L
LLDLDDL−D1
L
×LLDLDDL
)
(36)
= 0− c4,0
∮
dzD
1
L
×LLDLDDL (37)
=−c4,0
∮
dz
−1
L2
DL×LLDLDDL (38)
= c4,0
∮
dzDL×DLDDL. (39)
Similarly, the third term on the right hand side of equation (35) is:
∮
dz
L
c4,1DLLDDLDL = c4,1
∮
dz
(
D
1
L
LLDDLDL−D1
L
×LLDDLDL
)
(40)
= 0− c4,1
∮
dzD
1
L
×LLDDLDL (41)
=−c4,1
∮
dz
−1
L2
DL×LLDDLDL (42)
= c4,1
∮
dzDL×DDLDL. (43)
Also, the second term on the right hand side of equation (35) is:
∮
dz
L
c4,2DLDLLDDL = c4,2
∮
dz
(
DLD
1
L
LLDDL−DLD1
L
×LLDDL
)
(44)
= 0− c4,2
∮
dzDLD
1
L
×LLDDL (45)
=−c4,2
∮
dzDL
{−1
L2
DL
}
×LLDDL (46)
= c4,2
∮
dzD
{
1
L
DL
}
×LLDDL (47)
= c4,2
∮
dz
(
1
L
DDL×LLDDL+D
{
1
L
}
×DL×LLDDL
)
(48)
= c4,2
∮
dz
(
DDL×LDDL− 1
L2
DL×DL×LLDDL
)
(49)
= c4,2
∮
dz(DDL×LDDL−DL×DL×DDL) (50)
= c4,2
∮
dz(DDL× (DLDL−DL×DL)−DL×DL×DDL) (51)
= c4,2
∮
dz(DDL×DLDL− 2DL×DL×DDL) (52)
= c4,2
∮
dzDLDL×DDL− 2c4,2
∮
dzDL×DL×DDL. (53)
Hereby we have shown that all the terms (which have LL together at one location in any integrand) results into a contour
integral of product(s) of exact derivatives. Now, let’s look over the first term on the right hand side of equation (35), which is:
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∮
dz
L
c4,3DLDLDLDL = c4,3
∮
dz
(
D
1
L
LDLDLDL−D1
L
×LDLDLDL
)
(54)
= 0− c4,3
∮
dzD
1
L
×LDLDLDL (55)
= c4,3
∮
dz
1
L2
DL×LDLDLDL (56)
= c4,3
∮
dz
1
L
DL×DLDLDL (57)
= c4,3
∮
dzDL× 1
L
DLDLDL (58)
= c4,3
∮
dzDL×
{
D
1
L
LDLDL−D1
L
×LDLDL
}
(59)
= 0− c4,3
∮
dzDL×D1
L
×LDLDL (60)
= c4,3
∮
dzDL× 1
L2
DL×LDLDL (61)
= c4,3
∮
dzDL× 1
L
DL×DLDL (62)
= c4,3
∮
dzDL×DL× 1
L
DLDL (63)
= c4,3
∮
dzDL×DL×
{
D
1
L
LDL−D1
L
×LDL
}
(64)
= 0− c4,3
∮
dzDL×DL×D1
L
×LDL (65)
= c4,3
∮
dzDL×DL× 1
L2
DL×LDL (66)
= c4,3
∮
dzDL×DL× 1
L
DL×DL (67)
= c4,3
∮
dz
1
L
DL×DL×DL×DL (68)
= c4,3
∮
dzD(LogL)×DL×DL×DL (69)
= c4,3
∮
dz
1
L
DL×DL×DL×DL. (70)
(71)
This is the only integral out of the above four that has a derivative of a logarithm, which does not yield zero (but 2pi i)
upon doing a contour integral. Otherwise, all other derivatives above (if they were alone inside the contour integral) give zero
value after we join the branch points with a branch cut. Now, we show that the product(s) of exact derivatives (except the
logarithmic one) under contour integral produces zero.
Let us consider two single-valued functions f and g. Then,
∮
Γ
dz
d f
dz
= 0 (72)
and
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∮
Γ
dz
d f
dz
dg
dz
=
∮
Γ
dz
d f
dz
dg
dz
(73)
=
∮
Γ
dz
{
1
2pi i
∮
γ1
f (u)
(u− z)1+1
du
}{
1
2pi i
∮
γ2
g(v)
(v− z)1+1
dv
}
(74)
=− 1
4pi2
∮
γ1
∮
γ2
dudv f (u)g(v)
∮
Γ
dz
[
1
(u− z)(v− z)
]2
(75)
=− 1
4pi2
∮
γ1
∮
γ2
dudv f (u)g(v)
∮
Γ
dz
[
1
v− u
(
1
u− z −
1
v− z
)]2
(76)
=− 1
4pi2
∮
γ1
∮
γ2
dudv
f (u)g(v)
(v− u)2
∮
Γ
dz
(
1
u− z −
1
v− z
)2
(77)
=− 1
4pi2
∮
γ1
∮
γ2
dudv
f (u)g(v)
(v− u)2
[∮
Γ
dz
1
(u− z)2 − 2
∮
Γ
dz
1
(u− z)(v− z) +
∮
Γ
dz
1
(v− z)2
]
(78)
=− 1
4pi2
∮
γ1
∮
γ2
dudv
f (u)g(v)
(v− u)2
[
0− 2
∮
Γ
dz
1
(u− z)(v− z) + 0
]
(79)
=
1
2pi2
∮
γ1
∮
γ2
dudv
f (u)g(v)
(v− u)2
∮
Γ
dz
1
v− u
(
1
u− z −
1
v− z
)
(80)
=
1
2pi2
∮
γ1
∮
γ2
dudv
f (u)g(v)
(v− u)3
[∮
Γ
dz
1
u− z −
∮
Γ
dz
1
v− z
]
(81)
=
1
2pi2
∮
γ1
∮
γ2
dudv
f (u)g(v)
(v− u)3
[−2pi i+ 2pi i] (82)
= 0 (83)
We can similarly prove that the product of three (or many more) exact derivatives of single-valued functions under contour
integral produces zero.
Thus, all we are left with is the term: c4,3
1
L
(DL)4. Similar is the case with higher order terms in equation (9). So, we are
fortunate enough now to sum up the geometric series of (DL)n with n = 0,2,4, ....
Appendix 2. Summing up the product of DL’s upto all orders
Utilizing the results from above Appendix (1), we collect the terms with (DL)n where n=2,4,6,8..., from each Tn:
SDL =
1
8
(DL)2− 1
128
(DL)4+
1× 6
1024× 6 (DL)
6− 5× 20
32768× 20 (DL)
8+O (DL)10 (84)
=
{
1
2!
− 1 ·1 ·3
4!
(
DL
2
)2
+
1 ·1 ·3 ·3 ·5
6!
(
DL
2
)4
− 1 ·1 ·3 ·3 ·5 ·5 ·7
8!
(
DL
2
)6
+ ...
}(
DL
2
)2
(85)
=
{
1
2!
+
1 ·1 ·3
4!
(
DL
2i
)2
+
1 ·1 ·3 ·3 ·5
6!
(
DL
2i
)4
+
1 ·1 ·3 ·3 ·5 ·5 ·7
8!
(
DL
2i
)6
+ ...
}(
DL
2
)2
(86)
=
{
∞
∑
k=0,2,4..
(k+ 1)!!(k− 1)!!
(k+ 2)!
(
DL
2i
)k}(
DL
2
)2
(87)
=
{
∞
∑
k=0,2,4..
(k− 1)!!
(k+ 2)!!
(
DL
2i
)k}(
DL
2
)2
. (88)
Now, using the relation, for any integer N,
(2N− 1)!!= 2
N
√
pi
Γ
(
N +
1
2
)
, (2N)!!= 2NN! (89)
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SDL =
{
∞
∑
k=0,2,4..
(k− 1)!!
(k+ 2)!!
(
DL
2i
)k}(
DL
2
)2
(90)
=
{
∞
∑
k=0,2,4..
2k/2Γ( k+1
2
)√
pi (k+ 2)!!
(
DL
2i
)k}(
DL
2
)2
(91)
=
{
∞
∑
k=0,2,4..
2k/2Γ( k+1
2
)
√
pi ·2 k+22 ( k+2
2
)
!
(
DL
2i
)k}(
DL
2
)2
(92)
=
{
∞
∑
k=0,2,4..
Γ( k+1
2
)
2
√
pi · ( k
2
+ 1
) ·Γ( k
2
+ 1
) (DL
2i
)k}(
DL
2
)2
. (93)
Now, using a relation between Gamma functions and binomial coefficient,(
N
r
)
=
Γ(N + 1)
(N− r)Γ(N− r)Γ(r+ 1) (94)
,
SDL =
{
∞
∑
k=0,2,4..
Γ( k−1
2
+ 1)
(−1) ·Γ(− 3
2
+ 1
) · ( k−1
2
+ 3
2
) ·Γ( k−1
2
+ 3
2
) (DL
2i
)k}(
DL
2
)2
(95)
=
{
(−1) ·
∞
∑
k=0,2,4..
( k−1
2
−3
2
)(
DL
2i
)k}(
DL
2
)2
(96)
=−Re
{
∞
∑
k=0,1,2..
( k−1
2
−3
2
)(
DL
2i
)k}(
DL
2
)2
(97)
=
−1+
√
1+
(
DL
2
)2(
DL
2
)2

(
DL
2
)2
(98)
=−1+
√
1+
(
DL
2
)2
. (99)
While calculating this expression SDL, we didn’t consider the T0 term. So, we have the total expression for T including the
zeroth order contribution as:
TDL = T0+ SDL (100)
= 1− 1+
√
1+
(
DL
2
)2
(101)
=
√
1+
(
DL
2
)2
. (102)
Please note that Taylor expanding the equation (102) gives the following terms:
TDL = 1+
1
8
(DL)2− 1
128
(DL)4+
1
1024
(DL)6− 5
32768
(DL)8+O
(
D̂L
)10
, (103)
which are exactly the contribution from each of the even order term of the WKB expansion. Odd order terms do not contribute
to eigenvalue integral equation (9) except the first order for which we have already accounted the factor of pi/2 on the right
hand side of equation (9). So, we ultimately have a beautiful formula:
1
2i
∮
dz
L(z)
√
1+
(
DL
2
)2
=
(
K +
1
2
)
pi (K = 0,1,2, ...). (104)
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Appendix 3. Application of our new exact quantization condition
To the best of our knowledge, all the existing exact eigenvalue quantization condition are either expressed in terms of the
wavefunction, which we do not know in general or in terms of the potential as an infinite series (like WKB series). In this
paper, we have obtained a closed form solution for the infinite WKB series and thus we bypass the knowledge of wavefunction
completely in evaluating the eigenvalues. Let’s now test the validity of our novel formula. We find that this formula gives the
exact energy eigenvalues for all the following potentials and many more which are not listed here. We choose, for simplicity,
ℏ
2 = 2m in all of the following calculations.
I. Simple Harmonic Oscillator
Even though we already know that WKB is exact for harmonic oscillator, let’s see if the extra factor in the integrand would
cause any deviation from the exact relation.
V (z) = z2 (105)
V −E = z2−E (106)
V ′(z) = 2z (107)
From equation (104),
1
2i
∮ √16(V −E)3+(V ′)2
4(V −E) dz =
(
K +
1
2
)
pi (K = 0,1,2, ...) (108)
We, therefore, have:
1
2i
∮ √16(z2−E)3+(2z)2
4(z2−E) dz =
(
K +
1
2
)
pi (109)
The poles of the integrand are at z =
√
E,−√E, and ∞. So, calculating residues at each of the poles respectively,
1
4
− 1
4
+
E
2
= K +
1
2
(110)
∴ E = 2
(
K +
1
2
)
(111)
which is correct.
II. 3D harmonic oscillator
V (r) = r2+
b
r2
+
l(l + 1)
r2
(112)
V −E = r2+ b
r2
+
l(l + 1)
r2
−E (113)
Let u = r2. So, u′ = 2r = 2
√
u.
∴V −E = 1
u
[
u2−Eu+ {b+ l (l + 1)}] (114)
=
1
u
(u− ua)(u− ub) (115)
(116)
with
ua,b =
E
2
±
√(
E
2
)2
−{b+ l (l + 1)} (117)
ua + ub = E (118)
uaub = b+ l (l+ 1) (119)
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Now,
V ′ =
dV
du
u′ (120)
=
[
2u− ua− ub
u
− (u− ua)(u− ub)
u2
]
2
√
u (121)
Now, we use equation (104)
1
2i
∮ √16(V −E)3+(V ′)2
4(V −E) dz =
(
K +
1
2
)
pi (K = 0,1,2, ...) (122)
The poles of the integrand are at u = ua,ub,0, and ∞. So, calculating residues at each of the poles respectively,
1
4
− 1
4
− 1
4
√
1+ 4uaub +
ua + ub
4
= K +
1
2
(123)
∴ E = 2
2K + 1+
√(
l +
1
2
)2
+ b
 (124)
This solution agrees with Rosenzweig & Krieger (1968)11.
III. Columb potential
V (r) =−V0
r
+
b
r2
+
l(l + 1)
r2
(125)
V −E = 1
r2
[−V0r+ b+ l(l+ 1)−Er2] (126)
=
−E
r2
[
r2+
V0
E
r− b+ l(l+ 1)
E
]
(127)
=
−E
r2
(r− ra) (r− rb) (128)
with
ra,b =− V0
2E
±
√(
V0
2E
)2
+
b+ l (l + 1)
E
(129)
ra + rb =
−V0
E
(130)
rarb =−
b+ l (l+ 1)
E
(131)
Now,
V ′ =
2E(r− ra)(r− rb)
r3
− E
r2
(2r− ra− rb) (132)
Now, we use equation (104)
1
2i
∮ √16(V −E)3+(V ′)2
4(V −E) dz =
(
K +
1
2
)
pi (K = 0,1,2, ...) (133)
The poles of the integrand are at r = ra,rb,0, and ∞. So, calculating residues at each of the poles with proper principal value,
−1
4
+
1
4
−1
2
√
1− 4Erarb +
√−E
2
(ra + rb) = K +
1
2
(134)
∴ E =
−V 20
4
[
K + 1/2+
√
b+
(
l+ 1
2
)2]2 (135)
This solution agrees with Rosenzweig & Krieger (1967)11.
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IV. Eckart potential
V (x) =
−λ e−αx
1− e−αx +
be−αx
(1− e−αx)2
(136)
Let u = eαx− 1. So, u′ = α(u = 1).
∴V −E = −λ
u
+
b(u+ 1)
u2
−E (137)
=
−E
u2
[
u2+
λ − b
E
u− b
E
]
(138)
=
−E
u2
(u− ua)(u− ub) (139)
with
ua,b =
b−λ
2E
±
√(
b−λ
2E
)2
+
b
E
(140)
ua + ub =
b−λ
E
(141)
uaub =−
b
E
(142)
Now,
V ′ =
dV
du
u′ (143)
=
[
2E
u3
(u− ua)(u− ub)− E
u2
(2u− ua− ub)
]
α(u+ 1) (144)
Now, we use equation (104)
1
2i
∮ √16(V −E)3+(V ′)2
4(V −E) dz =
(
K +
1
2
)
pi (K = 0,1,2, ...) (145)
The poles of the integrand are at u = ua,ub,0,−1, and ∞. So, calculating residues at each of the poles with proper principal
value,
−1
4
+
1
4
− 1
2α
√
α2− 4Euaub + 1
α
√
−E(1+ ua)(1+ ub)−
√−E
α
= K +
1
2
(146)
∴−1
2
√
1+
4b
α2
+
√
λ −E
α
−
√−E
α
= K +
1
2
(147)
This solution agrees with Romanovski & Robnik (2000)10.
V. Moorse potential
V (x) = Ae−2αx−Be−αx (148)
V −E = Ae−2αx−Be−αx−E (149)
Let u = eαx. So, u′ = αu.
∴V −E = 1
u2
[
A−Bu−Eu2] (150)
=
−E
u2
[
u2+
B
E
u− A
E
]
(151)
=
−E
u2
(u− ua)(u− ub) (152)
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with
ua,b =−
B
2E
±
√(
B
2E
)2
+
A
E
(153)
ua + ub =
−B
E
(154)
uaub =
−A
E
(155)
Now,
V ′ =
dV
du
u′ (156)
=
[
2E
u3
(u− ua)(u− ub)− E
u2
(2u− ua− ub)
]
αu (157)
Now, we use equation (104)
1
2i
∮ √16(V −E)3+(V ′)2
4(V −E) dz =
(
K +
1
2
)
pi (K = 0,1,2, ...) (158)
The poles of the integrand are at u = ua,ub,0, and ∞. So, calculating residues at each of the poles with proper principal value,
−1
4
+
1
4
+
1
2α
√ −E
uaub
(ua + ub)−
√−E
α
= K +
1
2
(159)
∴
B
2α
√
A
−
√−E
α
= K +
1
2
(160)
This solution agrees with Romanovski & Robnik (2000)10.
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