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Chapter 1
Introduction to Reservoir
Computing
We are living in a data driven era. Never have we been able to collect and store more data. Since the
amount of information vastly exceeds human perception and cognition capabilities, we need to make
use of tools to exploit the data surrounding us. One of these tools for turning data into knowledge
is machine learning [40]. It can identify patterns contained within data or make predictions about
the future [30]. Instead of just using it as a tool to compute outcomes using given rules, in machine
learning we pass data and answers to let it find the rules for us. This is why machine learning is
considered as a sub field of artificial intelligence (AI) using self-learning algorithms. It derives rules
from past data, that are applied to current data to make predictions or classifications that form the
basis for data-driven decisions [40]. Nowadays, examples include email spam filters, speech recognition,
breast cancer identification [28] and design aid for antibiotics [29]. All these require machine learning
in one or the other way.
The world we live in is nonlinear and therefore potentially chaotic. Examples range from the
three-body problem in mechanics, to optics or fluid dynamics as well as the climate [45]. In this
work we introduce a machine learning method called reservoir computing. We apply it to learn and
replicate chaotic systems1. Once trained reservoir computing itself is a nonlinear dynamical system2.
It is capable of distinguishing between various chaotic signals by comparing trained weights [6] and
outperforms backpropagation through time in predicting long-term statistics of spatiotemporal chaos3
[49].
In principle, chaotic systems are deterministic. Nevertheless, they exhibit a strong dependence on
initial conditions, that makes long-term predictions impossible [35]. The first short-term prediction
methods were introduced by Farmer and Sidorowich [12], using nonlinear prediction by delay embed-
ding [43]. Reservoir computing allows for model free prediction of chaos in general, without embedding
and delay time adaption4 [6, 34]. We will see, that only short time series are necessary to grasp a sys-
tems dynamic and use it for prediction and modeling. From there it could be used for noise reduction,
evaluating Lyapunov exponents and topological aspects5.
1Chaotic attractors are the phase space representation of time series generated from chaotic systems. A more detailed
characterization can be found in section 3.1 Chaotic Time Series.
2In Equation 2.4 the recursive equation is given.
3It is important to note, that this only holds true if all dynamical variables are available.
4Therefore, it is capable of handling incomplete data and system knowledge and can be used for inference of hidden
variables [25].
5These are core interests when dealing with chaotic physical data [1]
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We are using the modified Lorenz equations6 to generate chaotic time series. On the one hand, we
are assessing the short-term prediction accuracy through so called demerge time. On the other hand,
we calculate Lyapunov exponents and correlation dimensions in order to compare the statistical long-
term behavior of simulated and predicted time series. The objective of this thesis is to investigate the
effect of variations on the network structure on prediction statistics, as continuation of Haluszczynski
and Ra¨th [17], Lu et al. [24] and Carroll and Pecora [7]. We propose node removal method improving
climate replication accuracy, when applied to 10% of nodes. For even smaller networks our method
clearly outperforms randomly initialized networks of the same size.
The following thesis is structured as follows. First, we classify reservoir computing with respect
to network structure and learning method in section 2.1. In section 2.2 and section 2.3 the reservoir
computing framework and implementation details are explained. An introduction to chaotic time series
and their generation from the modified Lorenz equation is given in chapter 3. Followed by an overview
of the measures used to characterize target and prediction in chapter 4.
After a parameter exploration focused on network topology in section 5.1 and section 5.2, we propose
a method for enhancing reservoir computing efficiency with respect to network size in section 5.3. In a
last step section 5.4, we suggest static and dynamic closed loop properties that correlate with prediction
accuracy.
A final conclusion and outlook is given in chapter 6.
6See section 3.3 Modified Lorenz System for the exact differential equations and parameters.
Chapter 2
Reservoir Computing Setup
Reservoir Computing can be optimized either to make short-term predictions [citation] or to replicate
the long-term behavior, also called climate. From a complex systems point of view the latter means
to reproduce the attractor of dynamical system [16, 34, 17].
2.1 From Artificial Intelligence to Machine Learning to Reser-
voir Computing
There are two perspectives when it comes to classification of machine learning. First, one can classify
machine learning in three different types according to the kind of data at hand [40, 19]:
1. Supervised Learning
uses labeled data and direct feedback to predict or classify future data
2. Unsupervised Learning
finds hidden structure within unlabeled data without using feedback
3. Reinforcement Learning
learns to decide between possible actions within an environment through a reward system
Second, depending on the learning type, there is a bunch of models available. In this thesis we are
assessing the prediction of chaotic time series using reservoir computing. Since we have the true data,
it is considered as supervised learning.
Supervised learning can be subdivided into classification eg. spam mail or not and regression, where a
relation between predictor variables (features) and continuous response variables (targets) is learned
[40]. Because we aim to predict the future behavior of a time series the response variable simply is the
time series one time step ahead. For this task we employ a neural network model, which again can be
distinguished according to its internal structure. There are [20]:
1. Feedforward Networks Figure 2.1
2. Recurrent Networks Figure 2.2
While the first is (just) a function, mapping input to output in a static manner, the latter is
a dynamical system due to its recurrent connections. Recurrent neural networks are well suited to
work with sequential data. Biological neural nets are recurrent and applications are control of engines
and generators, speech recognition as well as man machine interface, robotics, data analysis, filtering
3
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Figure 2.1: Feedforward neural network
W1 connects the input to the actual neural network, labeled W2. The red arrow highlights the
feedforward structure of the network. W3 transforms the internal states to the output.
and prediction, pattern classification [14]. One drawback is the difficulty of training them using
backpropagation through time [20].
In the following we will discuss different aspects (setup, parameters, measures, limitations) of time
series prediction using reservoir computing. How this computationally feasible approach of machine
learning introduced by Jaeger [18] and Maass [27] works in detail is described in the next chapter.
Reservoir computing is classified as RNN due to the cyclic topology of the reservoir. Therefore
it is a dynamical system rather than a function (like feed forward neural networks). The recurrency
introduces nonlinear memory, which enables the system to process time series data. [26].
RNNs are Universal dynamical system approximators [13], therefore they are promising tools.
Learning via gradient descent faces various challenges, such as the vanishing or exploding gradient
problem discovered by Hochreiter and Bengio et al. [14] or parameter driven bifurcations [9]. Reservoir
computing circumvents these difficulties by avoiding to update internal weights [26, 24, 52]. The
learning consists of only one linear fit from high dimensional echo state space to the desired output.
CHAPTER 2. RESERVOIR COMPUTING SETUP 5
Input
layer
Hidden
layer
Output
layer
Win W Wout
Figure 2.2: Recurrent neural network
Win connects the input to the actual neural network, labeled W . The red arrow emphasizes the
recurrent structure of the network. Wout transforms the internal states to the output.
2.2 General Formalism
At first it is important to mention, that Reservoir Computing differs from other RNN techniques.
In the former, there is a conceptual difference between the (nonlinear) expansion of input data x to
echo state space r and the readout of echo state space to the target. While the latter The former is
subject to topological and statistical variations, while the latter usually consists of regularized linear
regression. This separation resembles the kernel expansion idea [26]. The objective of this thesis is
to optimize the expansion without increasing the size of the echo state space. The expansion involves
a high degree of randomness through its major components Win and the network W being random
element wise and partly random topologically in most of the literature [18, 27, 25, 52, 26]. This gives
rise to hope for finding more sophisticated and effective network structures.
Two types of cyclicity can be seen in Figure 2.3, where the inner circle (hidden to hidden connection)
refers to the term recurrent. During training teacher forcing is used, meaning that the target is used
as input. During prediction the system is used in open loop mode, meaning that the output is fed back
as input [14].
During training one drives a dynamical system, the reservoir, with a certain (n-dimensional) time
series as input and records the internal states of this reservoir. Instead of altering the weights of the
reservoir, one trains a readout layer Wout to fit the recorded internal states to the desired output. In
our case linear regression is used. During the prediction phase the reservoir is recurrently driven by
the predicted output [26].
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Reservoir
WinInput Data
Activation Function
Network
Echo States
Wout Predicted Data
Target Data
Figure 2.3: Reservoir Computing Setup - Overview
The graphic contains all relevant elements necessary for reservoir computing. A more detailed
description of each of them is given in section 2.3.
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2.3 Components and Procedure
Win The input matrix maps the input data to the internal states of the reservoir. We use a
structure with only one non-zero element per node, assigned with random uniform numbers. The
range is symmetric to zero and the limit is considered as a parameter, Win scale.
Network The reservoir computing network contains the information about internal connection be-
tween nodes. In contrast to other machine learning methods, the weights of this network are assigned
initially, but not altered during training. In the predominant majority of reservoir computing literature
the used topology is random Erdo¨s-Re´nyi networks [33] [34, 25, 52, 18]. They are characterized by
network size N and density ρ of nonzero entries. Other conceivable network types are small world [50]
and scale free networks [5, 4]. The former exhibits a comparably small average path length between
any pair of nodes, while preserving a high degree of clustering1. The latter is characterized by its power
law degree distribution, resulting in only a few nodes with high degree and many sparse connected
ones. A comprehensive characterization and an overview of many real world examples can be found
in Amaral et al. [3].
The networks used in this thesis are created by the networkx python package. For small world net-
works the function
networkx.watts strogatz graph(N, k=degree, p=0.1) is used, yielding a network of size N , fixed
average degree and - unless otherwise stated - with 10% of the nodes being randomly reconnected. One
begins with a regular network ordering the nodes in a ring and connecting it to d/2 next neighbors.
In a second step a fraction psw of connections randomly rewired. For scale free networks we use
networkx.barabasi albert graph(N, degree/2) resulting in a network with N nodes and a fixed
average degree. Here one sets out with some small seed network, followed by successively adding
nodes by connecting them with d/2 of links to the existing nodes via preferential attachment2. It is
important to note, that the small world property becomes significant compared to a random network
only when the degree is small compared to the networks size. In addition, it should be emphasized
that the manifestation of the scale free property is limited to the available scales. In our examples it
only goes up to a few hundred nodes per network, so the term scale free should be used with caution.
Random Number Assignment Up to this point we focused on the network topology. It was
shown by Carroll and Pecora recently that there is a positive effect of allowing for other network
entries apart from [0, 1] to enrich the dynamics by adding −1 to the available range [7]. This motivates
the common practice of assigning random values to the non-zero entries of networks generated by the
aforementioned algorithms [52, 25, 24, 18, 17]. As for Win random uniform numbers are allocated to
the non-zero entries.
Spectral Radius In a next step the largest absolute eigenvalue, called spectral radius r3, is calcu-
lated and the hole network is rescaled to match the desired spectral radius [26, 18].
Training During the first phase of training the input data is fed into the reservoir via Win and the
internal states are updated according to Equation 2.1. Figure 2.4 illustrates the necessary reservoir
computing parts during this process. We use tanh as nonlinear activation function throughout this
text.
1The following relation between average path length L and network size N holds:
log (N) ∝ L
2Preferential attachment means that the probability for an existing node to be connected to the new node is proportional
to the old nodes degree
3Often λ is used for the spectral radius. To avoid confusion with the later introduced Lyapunov exponent we stick to
this notation throughout the text.
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Figure 2.4: Reservoir Computing Setup - Training I
The active components during the echo state recording are highlighted by the purple box. The
training data [Input Data] is fed into the echo states via Win and the activation function. The
recurrence in the network is responsible for the memory of past states when updating the echo states.
The echo states are updated according to Equation 2.1 and recorded for the training phase.
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r(t+ 1) = tanh (W · r(t) +Winx(t)) (2.1)
The echo states r(t) are recorded.
Regularized linear regression - Training II Next, Tikhonov regularized linear regression is
used to fit the recorded echo state to the target time series ytarget [24, 52]. The result of this fit is
contained in the matrix Wout . The goal is to minimize
∑
t
||Wout · r(t)− ytarget(t)||2 − β||Wout||2 (2.2)
The regularization parameter β prevents from overfitting. The closed form of the regression reads in
matrix notation [52]
Wout =
(
rT r + β1
)−1
rT ytarget (2.3)
The active components are shown in Figure 2.5.
The reason why reservoir computing is computationally much cheaper than other methods involving
iterative gradient based methods it the described one-shot learning.
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WinInput Data
Activation Function
Network
Echo States
Wout Predicted Data
Target Data
Figure 2.5: Reservoir Computing Setup - Training II
In this step the recorded echo states are used to fit them to the target data, using Equation 2.3.
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Prediction After the training phase the system is rewired into a closed loop setup, thus the prediction
output is fed back into the system as input. See Figure 2.6 for illustration. The relation y = Wout · r
turns Equation 2.1 into a closed recurrent form,
r(t+ 1) = tanh ([W ·+WinWout]r(t)) (2.4)
The final step is to compare the predicted results with the true (or target) time series. In the next
chapter chapter 3 explains how true data is generated. chapter 4 introduces measures on time series
to compare true and predicted trajectories.
12 CHAPTER 2. RESERVOIR COMPUTING SETUP
Prediction
WinInput Data
Activation Function
Network
Echo States
Wout Predicted Data
Target Data
Figure 2.6: Reservoir Computing Setup - Prediction
The blue box emphasizes the relevant components during prediction. Wout is used to map echo states
to predicted data. The two levels of recurrence become obvious, when looking at the arrows. First,
there is a recurrence in the update of echo states [thick arrows]. Second, the output is fed back in as
input one time step later [thin arrows], thus the prediction can be ran for an arbitrary number of
steps.
Chapter 3
Synthetic Data
In the following chapter we describe which dynamical system is used for testing the performance of
reservoir computing and how discrete datasets were obtained. The feature that we are looking for
is chaotic behavior or in other words a strange attractor 1 2. The first deterministic chaotic system
found was the three-body problem discovered by Henri Poincare´ [36], while the chaotic attractor was
characterized by Edward Lorenz [23].
3.1 Chaotic Time Series
A strange attractor A is the phase space representation of a chaotic time series and it is characterized
3 as follows [45, 44]:
· It is a limit set as times goes to infinity. It takes an infinite time to reach the attractor from an
arbitrary initial condition.
· A is an invariant set, meaning that starting in A, the trajectory does not leave A as time goes
to infinity.
· It is bounded, thus not stretched to infinity but can be enclosed within a region of finite hyper-
volume.
· A attracts an open set of initial conditions, meaning that A attracts all trajectories that start
sufficiently close to it. In other words, there is an open set U containing A such that if x(0) ∈ U ,
then the distance from x(t) to A tends to zero as t → ∞. The largest such U is called the basin
of attraction of A.
· A is a fractal, that means it is a self-similar structure in coordinate space.
· It is transitive. This means that if you start almost anywhere on the attractor, the dynamics will
take you arbitrarily close to every other point on the attractor.
· It is usually, in our cases always, chaotic.
· A is indecomposable, in the sense that no proper subset of A satisfies the above conditions.
1In the following we will use attractor as a shorthand for strange attractor or chaotic attractor.
2The terminology strange refers to the fractal dimension of the attractor. See section 4.3 Correlation Dimension Dcor
on how to quantify this feature.
3The following list is neither complete, nor necessarily a self-consistent definition.
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· It is aesthetically appealing, as can been in Figure 3.1 Lorenz Attractor.
There are many examples of seemingly simple nonlinear equations that exhibit chaotic behavior in
certain parameter ranges [45]. For an extensive list of chaotic systems see [44]. We need numerical
integration to get from a differential equation to a discretized form of a trajectory. Only the latter can
be used to train and test the reservoir computing framework.
3.2 Runge-Kutta Method
We are using the 4th order Runge-Kutta Method [37] for numerical integration of initial value problems.
It is based on evaluating substeps in order to yield a higher accuracy than fullstep Euler Method. Thus,
knowing the dynamical equations that define our system in question and choosing an initial value, one
yields a discrete approximation of a trajectory. The only choices to make are the initial value and the
time increment dt. The basin of attraction of the systems used in this thesis is large enough, that
none of the initial conditions used did not converge to the attractor. In addition, we chose our starting
points from a very long trajectory, adding small scale noise to decouple the resulting trajectories from
each other.
3.3 Modified Lorenz System
One very canonical choice for a chaotic system are the Lorenz equations describing simplified convec-
tion. There are many versions of these equations in the literature. We will set out from the Lorenz 6´3
system [23], as is done in [17, 34, 24, 25]. It exhibits a
(x, y) = (−x,−y) (3.1)
symmetry [25], that is broken by introducing an extra term +x in the z component [17]. This yields
the modified Lorenz system
x˙ = −ax+ ay (3.2)
y˙ = bx− y − xz (3.3)
z˙ = −cz + xy + x (3.4)
with a = 10, b = 28, c = 83 .
To justify the name butterfly attractor Figure 3.1 gives an impression of how the trajectories of the
modified lorenz system look like.
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Figure 3.1: Lorenz Attractor
A three-dimensional plot of a simulated modified Lorenz trajectory. The two wings of the attractor
are clearly visible.
Chapter 4
Measures
The reservoir computing training, described in section 2.2 General Formalism, is set up to minimize
the error between the reservoir output and the simulated data. One natural measure, apart from
that error, that emerges from the setup is to count the number of time steps the prediction stays
within a predefined neighborhood of the test trajectory. We call this measure demerge time [17]. We
know from experience that prediction will eventually depart from the simulated trajectory, so we want
to characterize the long-term behavior of the prediction as well. Chaotic dynamical systems can be
characterized by their sensitivity to initial conditions (largest Lyapunov exponent, see section 4.2) [32,
45] and by the fractal dimension of their attractor (correlation dimension, see section 4.3) [47, 11, 45].
In the following we describe how these two measures are obtained in a data driven manner1, in order
to apply them to the prediction. Finally, this enables us to compare the short-term accuracy as well
as the statistical properties of the prediction compared to the simulation.
1The reservoir computing framework developed here is only applied to synthetic data throughout this thesis. Neverthe-
less, the goal was do built a set of methods that are applicable to time series without access to the dynamical equations
behind. Therefore, the calculation of measures is based on time series data only.
16
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Figure 4.1: Reservoir Computing Setup - Testing
Testing the prediction means comparing it to the target data. The different measures for comparison
are explained in detail in the following.
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4.1 Demerge Time
The Demerge Time measures the interval length of very accurate short-term prediction. It is given
by the number of timesteps after which the predicted trajectory differs more than  from the true
trajectory in one of the dimensions. Since the spread of the Lorenz attractor is non homogenous we
set  to 15 % of the spread of the training trajectory in each dimension respectively. In case of the
modified Lorenz system this yields a triggering difference of  = (5.8, 8.0, 6.9).
4.2 Lyapunov Exponent λ
The spectrum of Lyapunov Exponents is a measure to characterize chaotic behavior in bounded dynam-
ical systems. Especially the largest Lyapunov Exponent quantifies the sensitivity to initial conditions,
since it measures the separation rate of initially nearby points [44]. To calculate the largest Lyapunov
Exponent from a given trajectory, one can use Rosenstein-Kantz method using next neighbors only
[22]. See Appendix B for details of the algorithm.
4.3 Correlation Dimension Dcor
Strange attractors can be characterized through their fractal dimensions. We use the correlation
dimension in this thesis. The correlation sum is given by
Cr = lim
N→∞
1
N2
N∑
i,j
θ (r − |xi − xj |) , (4.1)
counting all distances between points of the attractor within a certain radius. For the correlation
dimension we are interested in the scaling exponent of the correlation sum with the radius:
C(r) ∝ rν . (4.2)
Although, strictly speaking ν is only an upper bound on Dcor we will speak of ν as the correlation
dimension in the following [15].
By visual inspection, the range of radii for the sphere was set to 0.5 to 5.0. The lower bound is affected
by the density of points, namely the simulation time scale and the length of the trajectory. The upper
bound depends on the total diameter of the attractor.
4.4 Assessing Lyapunov Exponent and Correlation Dimension
Depending on the length of the trajectory and the simulation time constant, the measures vary sig-
nificantly. We used 5000 time steps and dt = 0.02 throughout this thesis. To check if the measures
converge to the values in literature for long enough trajectories, we compare them for different tra-
jectory lengths. As Figure 4.2 indicates, the shorter the time series the more the Lyapunov exponent
is underestimated. The longer the time series, the less spread one obtains. The correlation dimen-
sion of the modified Lorenz system, using 100 trajectories with 50000 time steps each, calculates to
2.039± 0.005 , which is within the literature range for the proper Lorenz system of 2.05± 0.01.
Figure 4.3 Correlation dimensions for different trajectory lengths shows that the same overall
behavior holds for the correlation dimension. The longer the trajectory the more the results approach
the literature value. from below, but never reaches it. It is important to note that for our choice the
measured correlation dimension is almost always less than two. The Lyapunov exponent calculates to
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Figure 4.2: Lyapunov exponents for different trajectory lengths
Each box shows the distribution of Lyapunov exponents for 100 trajectories. The boxes correspond
to different trajectory lengths. The boxes correspond to the inner two quartiles while the whiskers
represent the 5th and 95th percentile. The mean is indicated as a red diamond, while the median is
shown as a red line. The temporal threshold for identifying next neighbors is 10 time steps.
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0.841 ± 0.010, while the value for the proper Lorenz system is is 0.89. This yields a Lyapunov time
scale of τλ =
1
λ = 1.189 ± 0.014. As we were using training and testing trajectories of 5000 steps2
the Lyapunov exponent and the correlation dimension is systematically underestimated by 5.5 % and
0.5% , respectively. This is due to the lacking sampling density, which is also the case for predictions
of the same length. We will use the measures only for relative comparison between true and predicted
trajectories.
2This is the result of a compromise between capturing the properties of the attractor and saving computation time
during simulation, training and prediction.
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Figure 4.3: Correlation dimensions for different trajectory lengths
Each box shows the distribution of correlation dimensions for 100 trajectories. The boxes are plotted
for different trajectory lengths. The boxes correspond to the inner two quartiles while the whiskers
represent the 5th and 95th percentile. The mean is indicated as a red diamond, while the median is
shown as a red line.
Chapter 5
Experiments
In the following a set of experiments is described. The goal was to get a deeper understanding of how
reservoir computing works and how network structure affects replication of chaotic time series. After
an explorative grid search in section 5.1, we focus on the network topology in section 5.2. Followed
by section 5.3, where we effectively reduce the size of the network, in order to enhance prediction
accuracy. In the last part section 5.4 we look for a relationship between predictive power and closed
loop properties.
22
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5.1 Parameter Exploration
First, we aim to get a better understanding for the different parameters of our setup. Therefore, we
performed a parameter grid search. The most important relationships are presented and discussed in
the following.
5.1.1 Parameterspace and Dataset
The grid search was carried out over a range of Win scales, spectral radii r, network sizes N and three
different network topologies and different degrees.
Small world and scale free networks are investigated in the publications by Haluszczynski et al. [17].
Cui et al. [8] also tried a mixture of the two and different network sizes showing a good time series
prediction capability of mixed networks with little decrease in memory capability when using time
series from autoregressive models. To complement this work, we tested random, scale free and small
world networks of varying size and average degree using chaotic time series.
In order to enable a statistical analysis of the results later we perform 50 realizations per gridpoint.
Each starting from a randomly chosen point from a list of 5000 starting points, resulting from randomly
selected points from a sufficiently long simulated trajectory with small scale uniform noise to yield
independent trajectories in the end. The parameters are shown in Table 5.1. The regularization
parameter is fixed at β = 0.0001, unless otherwise indicated.
Table 5.1: Gridsearch Parameterspace
Parameter Values
topology random, scale free, small world
N 100, 200, 300, 500
degree 2, 4, 6, 10
r 0.15, 0.30, 0.45, 0.60
Win scale 0.15, 0.30, 0.45, 0.60
5.1.2 Gridsearch Results and Discussion
In the following the relation between different parameters and the predictive power is analyzed.
Dependence on r and Win scale In Figure 5.1 Gridsearch results for random, N = 100 networks
scatter plots for different spectral radius and Win scale combinations are shown. It is clear from visual
inspection that the results exhibit less spread around the red target ellipse for smaller r and Win scale
values. If one of the parameters takes the smallest possible value of 0.15 the results are still acceptable,
eventually showing large spread as both parameters take larger values. We only show the values up to
0.45 here as the trend is clearly visible.
Further plots for other topologies and network sizes are shown in Appendix C Further Gridsearch
Results. Next, we compare different network sizes with fixed density of ρ = 0.02, as in [34, 24]. Based
on Figure C.1 and Figure C.2 scatterplots, we identify 0.15 for both measures as the best overall
performing value, taking all 3 topologies into account.
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Figure 5.1: Gridsearch results for random, N = 100 networks
Each plot shows the correlation dimension versus the Lyapunov exponent for varying spectral radius
r and Win scale. r increases from top to bottom, while Win increases from left to right. The network
topology is random, the size N = 100 with ρ = 0.02. The red ellipse marks the 5th and 95th
percentile of the respective measure for the simulated trajectories.
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Dependence N In the next step we compare the correlation dimension distributions for individual
network sizes. In order to represent the distributions for each N a range of percentiles are displayed
in each plot. The values for predicted trajectories, as well as the simulated, are shown. Figure 5.2
depicts the results for random topologies, while Figure 5.4 and Figure 5.3 contain the small world and
scale free network data, respectively. Especially the 5th percentile [lowest gray dashed line] reveals the
differences between topologies. While random and scale free networks seem to have a larger spread
at smaller networks, small world achieves the best results for N = 100. As seen in Figure 5.1 and
section 5.1 the performance increases with size. It should be kept in mind, that the percentiles are
taken from 50 values per N only and therefore are by far not noise free. For N = 300 all three
topologies show little spread in correlation dimension, increasing slightly when going to N = 500.
26 CHAPTER 5. EXPERIMENTS
Figure 5.2: Correlation dimension for random networks of varying size
The plot shows data for r = 0.15 and Win = 0.15. The topology is random and a fixed average
density of 0.02 is used. The black and green lines show different percentiles of the correlation
dimension distribution for predictions [pred]. The horizontal red lines show the same percentiles of
the range of correlation dimensions calculated for the simulated trajectories [sim]. The lines represent
the 95th, 75th, 50th, 25th and 5th percentile from top to bottom. The corresponding line style is
given in the legend. The solid lines indicate the mean, in red for simulation and green for prediction.
The prediction quality in terms of correlation dimension increases with N .
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Figure 5.3: Correlation dimension for scale free networks of varying size
For a detailed description see Figure 5.2. The topology is scale free.
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Figure 5.4: Correlation dimension for small world networks of varying size
For a detailed description see Figure 5.2. The networks have small world topology.
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Dependence on ρ Even if in many examples in literature the networks used are sparse, the densities
vary between 1.25%− 20% [34, 24, 17, 18, 52]. Therefore, the correlation dimension distribution over
different densities ρ are compared for fixed network topologies and sizes. The plot type is the similar
to Figure 5.2, Figure 5.3 and Figure 5.4 with varying ρ instead of N . As above the 5th percentile line
exhibits the strongest dependence, as only a small fraction of predictions is not capable of reproducing
the attractor structurally. Figure 5.5 shows a strong dependence on density for N = 100 random
networks. The 5th percentile shows the most significant variations with a peak of marginally above
1.9 with an average degree d = 6. For comparison, the 5th percentile for simulated trajectories lies at
1.927, indicating good performance of this particular random network type.
Figure 5.6 and Figure 5.7 display only weak density dependence for small world and scale free. The
5th percentile for the prediction of scale free networks slightly exceeds 1.7 only for a density of 16%,
while the small world networks are around 1.8 for almost all values except ρ = 4%. The highest 5th
percentile small world value is 1.829 for d = 2. Small world lies between scale free and random. As in
Haluszczynski and Ra¨th [17] the scale free topology yields the worst results, indicated by the broadest
correlation dimension distribution. Therefore, we will focus our analysis on small world and random
networks in the next part.
The 3 network topologies are characterized by their degree distribution1. In order to find an
explanation for the decreased predictive power of scale free reservoirs, Figure 5.8 shows the largest
magnitude Wout value per node plotted against its degree. It is obvious, that high degree nodes
have lower weights associated with them. This might give an intuition why scale free networks are
disadvantageous for predicting chaotic attractors in reservoir computing. The similar distributions
for random and small world networks resemble the comparable results in Figure 5.5 and Figure 5.6.
The correspondence between Wout and prediction quality is investigated further in section 5.3 Node
Removal. But first the transition between regular, random and small world topology is investigated
in the next section.
1As described in section 2.3 Network, path length is also a characteristic measure.
30 CHAPTER 5. EXPERIMENTS
Figure 5.5: Correlation dimension for random, N = 100 networks of varying ρ
The figure is analog to Figure 5.2. Red lines show the percentiles of the correlation dimension
distribution for each network density for simulations, gray and green lines the ones for predictions.
The network topology is random and N = 100.
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Figure 5.6: Correlation dimension for small world, N = 100 networks of varying ρ
The description is similar to Figure 5.5. The network topology is small world and N = 100.
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Figure 5.7: Correlation dimension for scale free, N = 100 networks of varying ρ
The description is similar to Figure 5.5. The network topology is scale free and N = 100.
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Figure 5.8: Wout and degree for different topologies
The network size is N = 200, the density ρ = 0.02. The Wout weight with the largest magnitude
is compared with the degree of the respective node. The different topologies, starting at the top
are: random [green], scale free [blue], small world [orange]. For each topology 100 realizations are
shown.
34 CHAPTER 5. EXPERIMENTS
5.2 From Regular to Small World to Random Networks
Now, we will exploit the fact that by varying the rewiring factor psw in generating small world networks,
there is a continuous transition from regular to small world to random networks2 [50].
5.2.1 Varying Rewiring Coefficient and Network Density
In this section we evaluate the effect of psw and d on long- and short-term prediction quality. In the
following figures adjacency matrices of regular, small world and random networks are visualized. The
network size is 200, the degree 4. The white grid entries correspond to zero entries in the matrix, the
red ones to non-zero ones3. Figure 5.9, Figure 5.10 and Figure 5.11 show psw values of 0%, 30% and
100%, respectively. The chosen parameters for the upcoming experiment are given in Table 5.2. Each
Figure 5.9: Regular network
with psw = 0.0
Figure 5.10: Small world net-
work with psw = 0.3
Figure 5.11: Random network
with psw = 1.0
of the parameter tuples is sampled 250 times. The fixed parameters are chosen based on the previous
results, discussed above in section 5.1.2.
Table 5.2: Parameters for varying psw and ρ
Parameter Values
topology regular → small world → random
psw 0., 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0
degree 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30
N 200
r 0.15
Win scale 0.15
β 0.0001
Figure 5.12 shows correlation dimension percentiles with respect to different degrees of rewiring psw
and density ρ. Similar to the figures in section 5.1 Parameter Exploration the 5th percentile exhibits
the most fluctuations. For higher percentiles the predictions are closer to simulated values. Densities
in the range from 0.02 to 0.06 perform slightly better than higher and lower ones. The predicted
correlation dimension is robust with respect to the rewiring coefficient.
2See section 2.3 Network for further details and the pioneering study of Watts and Strogatz [50] Fig.1 for a simple but
striking graphical representation.
3In this visualization we focus on the topological aspect and neglect random number assignment in the visualization.
The thickness of the red diagonal corresponds to the degree, as every subdiagonal is a next neighbor link. The diagonal
itself is always zero, since we neglect self-loops in this work.
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Figure 5.12: Correlation dimension for varying ρ and psw
The lines display different percentiles of the correlation dimension distribution for simulated and
predicted trajectories. The line styles and the corresponding percentile from top to bottom for
predictions [green] and simulations [red] are: dotted - 95th, dashdotted - 75th, solid - median, dashed
- 25th, dashdotdotted - 5th. The different shades of green represent the rewiring coefficients psw.
The lower the percentile, the higher the variation amplitude, but there is no strong dependency of
correlation dimension distribution on density ρ or rewiring coefficient psw.
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Figure 5.13: Demerge time for varying ρ and psw
The green lines depict the demerge time distribution of the predictions. The sets of curves from top
to bottom represent the 95th, 75th and 50th percentiles. The line style coding is analog to
Figure 5.12 As well as the different shades of green represent the rewiring coefficients psw. In as sets
there is a slight trend to higher demerge times for higher network densities.
In order to obtain a more detailed picture of short-term prediction accuracy, we take a look at short-
term prediction accuracy measure τ in Figure 5.13. Again, none of the rewiring coefficients [shades of
green] shows a distinct behavior. Each percentile plotted varies in a comparably small corridor, set off
from the simulated value. The before mentioned performance advantages for lower densities cannot be
confirmed. There is a slight trend towards longer demerge times for higher degrees.
5.2.2 Rewiring Coefficient Conclusion
We conclude by noting, that the rewiring coefficient is neglectable with respect to short-term prediction
accuracy and statistical attractor reconstruction. In terms of demerge time, denser networks perform
slightly better. However, the statistical spatial characteristics, measured by correlation dimension, is
reproduced moderately more precise by degrees between 0.02 and 0.06. We use random topology with
a density of 0.02 in the following, as the dependence on it is weak and relatively sparse is the canonical
choice4.
4Ja¨ger is using a density of 0.0125 [18], Pathak et. al [34], Lu et al. [24] and Haluszczynski and Ra¨th [17] use 0.02.
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5.3 Node Removal
We set out from random networks, now trying other means of varying network structure. In the
following section we investigate the effect of removing nodes from the network with respect to prediction
quality. Inspired by the attack tolerance idea [2] we remove nodes and their corresponding edges from
the network and Win
5. Instead of diameter and cluster size we are interested in the change of the
reservoir’s climate replication capabilities.
5.3.1 Node Removal Procedure
We remove a certain fraction of the N nodes, depending on their respective Wout values, since we
assume a relation between importance and assigned Wout weight of a node. Firstly, we train the
reservoir to yield the Wout matrix. Next we sort the nodes with respect to their maximal
6 absolute
value of Wout weight. Finally, certain fractions of nodes are removed according to this order and the
resulting networks are trained once again 7. The node removal approach is visualized in Figure 5.14.
Since the removal procedure, apart from the network size and the Win weight distribution, changes
the spectral radius, we scale each random reference network [section 2.3 Spectral Radius] accordingly,
to prevent interference effects with the spectral radius.
5This might resemble pruning of deep neural networks. In difference to pruning, the total network size is altered, as there
is only one layer of trained weights in reservoir computing. The effect of modifying network structure of dynamical
systems is nontrivial. Recent attempts on pruning RNNs are presented in [51, 31]. The approach presented here aimed
to apply the idea of attack tolerance to networks in dynamical systems.
6Each node has as many Wout weights as the dimension of the dynamical system.
7There are obviously many other ways of defining the selection e.g. by taking the average of weights for each node, or
even taking other criteria than Wout e.g. by looking at the echo states.
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In this simplified representation of a trained reservoir we highlight the
connections for one specific node [orange] only. The blue nodes correspond to
input nodes and the blue edge to the Win weights corresponding to the orange
node. Wout [orange] connects the selected node with the output nodes [green].
Connections from the selected node to the rest of the network represented in
black, while further nodes and edges are only schematically depicted [gray].
After removing all edges from the node [orange], we can also neglect the node
itself. Therefore, the network is altered in size, spectral radius and degree
distribution and also the distribution of Win weights is changed.
Figure 5.14: Node Removal Schema
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5.3.2 Parameters and Dataset
In the following we want to compare the performance of a reduced reservoir [red], one where we removed
a certain fraction of nodes, with the original one [N = 200]and a random one with the same size and
spectral radius as the reduced one. All of the plots in this section show a specific measure, explained
in chapter 4 , and compare the prediction of these three networks and the simulation [sim] with each
other. We are again using the modified Lorenz system , the size of the original random network was
set to N = 200 with a average degree of 4, according to what we found before.
Since reservoir computing can be trained very quick, we used a simple random search with uniform
sampling in order to find suitable hyperparamters. The hyperparamter space is spanned by spectral
radius8, Win scale
9 and regularization parameter. The latter was rescaled to a logarthmic scale for
better coverage of small values10. The objective function was the demerge time averaged over 30
realizations. Each realization uses one of the 5000 time series, as explained in detail in subsection 5.1.1
Parameterspace and Dataset, and random initializations of the complete reservoir computing system.
The optimal values are shown in Table 5.3.
Table 5.3: Results of Hyperparamter Optimization for Node Removal Experiment
r 0.17
Win scale 0.17
β 1.9× 10−11
8r range: 0 to 2.5
9Win scale range: 0 to 2.0
10β range: loge 10
−11 to loge 0.1
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Figure 5.15: Hyperparameter optimization results
Projections of mean demerge time onto the three parameters, spectral radius [top left panel],
logarithmic regression parameter [top right panel] and Win scale [lower left panel]. The mean was
taken over 30 realizations with the according parameters. The 10 highest averages are plotted in red.
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5.3.3 Node Removal Effect on Prediction Quality
Removing 10 percent We begin with reducing the size of the network by 10 percent, removing
the top, bottom as well as top and bottom (symmetrical) fraction of nodes ranked by their maximal
absolute value of associated Wout weights. The results are shown in Figure 5.16 and Figure 5.17.
The distribution of correlation dimension of the simulated target trajectory is shown to give an
intuition about the natural spread of the measurement when applied to relatively short trajectories
of only 5000 timesteps using dt = 0.02. Its mean can be regarded as the true value. When one
compares the reduced networks with their respective reference networks, one clearly sees that each of
them performs better, resulting in a slightly narrower 1st to 3rd quartile box and a significantly higher
5th percentile whisker11. Comparing the results across the three selection paradigms top, bottom and
symmetric, it is obvious that removing the top weighted nodes has the narrowest inner quartile box and
a more than 0.5 higher 5th percentile whisker than the original [N = 200] system. This observation
supports the interpretation that removing the seemingly most important part of the network facilitates
the network performance in prediction.
The same overall behavior can be seen when looking at the Lyapunov exponent. The according
plot can be found in section D.1 Lyapunov Exponents 10 Percent.
The demerge time distributions in Figure 5.17 all show a median around 400 and a 95th percentile
around 600 time steps. While top [0.1] has the narrowest inner quartile box, its 95th percentile whisker
is a little lower than the reference. None of the medians exceeds the large network N = 200 value 405.
The described differences between all the mentioned networks are still moderate which is due to
small fraction of removed nodes.
11Every reservoir in this section was tested on the same set of 500 trajectories. Some plots contain less than these 500 data
points per label, since the measures do not always converge, and the node removal scheme can yield networks without
a defined spectral radius. In this cases the respective trajectories are removed for all labels for better comparability
and their number is given in the description.
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Figure 5.16: Correlation dimension 10%
Removed 2 trajectories. Only interpretation via 5th percentile whisker, everything else is good
anyways due to large enough size of the reservoir.
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Figure 5.17: Demerge time 10%
Removed 2 trajectories. Boxplot and colors as in Figure 5.16 Correlation dimension 10%.
Removing 30 percent Next, we compare the correlation dimension results for networks reduced
to N = 140 nodes. The network with top 30 % removed has the highest 5th percentile whisker of all
networks and the least inner quartile spread of the small networks. The symmetrical reduced network
performs almost as good. The highest spread is found for the red[-0.3] network. The same holds for
the Lyapunov exponents, as shown in Figure D.2.
Looking at the demerge times a significant drop can be seen due to smaller network size. The best
results can be seen for networks reduced from the bottom red[-0.3]. Its 75th percentile is the only
small network exceeding 400 time steps. Top and symmetrical reduced networks are similar, and both
outperform their reference networks.
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Figure 5.18: Correlation dimension 30%
Removed 3 trajectories.
Figure 5.19: Demerge time 30%
Removed 3 trajectories.
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Removing 40 percent We continue with reducing the original network more drastically by removing
40 percent of nodes. The following splits are investigated further: top, bottom, symmetric, bottom
30% and top 10% and vice versa 10% bottom with 30% top. We want to test the hypothesis that the
associated Wout weights indicate the significance of the respective node. In comparison to N = 140
reservoirs the spread in correlation dimension (Figure 5.20) increased further, due to smaller network
size. There are huge differences between the differnt splits when comparing correlation dimension
distributions in Figure 5.20.
The red[-0.3, 0.1] split shows a good distribution from the 25th percentile on, but not from 0th to
25th. It is clearly visible from 5th and 25th percentile together with the mean, that top red[0.4] and
red[-0.1, 0.3] show the best correlation dimension distribution, both relative to other splits and relative
to their respective reference reservoirs. The best distribution is obtained from [-0.1, 0.3] as seen from
a higher 5th and 25th percentile.
The overall tendency resembles the one of Figure 5.16 Correlation dimension 10%, that the nodes
with highest Wout are not important to the networks dynamic. This could indicate that the top 30%
are the most inhibiting ones. This will be tested in the following even more radical reduction scenario.
For an analysis of the respective Lyapunov exponents see Figure D.3 Lyapunov Exponent 40%.
Figure 5.20: Correlation dimension 40%
The splits are labeled as follows: top [0.4], bottom [-0.4], symmetric [-0.2, 0.2], bottom 30% and top
10% [-0.3, 0.1] and vice versa 10% bottom with 30% top [-0.1, 0.3]. Removed 12 trajectories.
Demerge time differences also get more pronounced as the network size decreases. In 5.21 red[-0.3,
0.1] shows the best inner quartile, almost reaching 400 time steps. As well as the highest median 291,
outperforming its reference network median by 39 time steps. red[0.4] is the first reduced network
performing worse, than its reference network in terms of demerge time.
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Figure 5.21: Demerge time 40%
The splits are labeled as follows: top [0.4], bottom [-0.4], symmetric [-0.2, 0.2], bottom 30% and top
10% [-0.3, 0.1] and vice versa 10% bottom with 30% top [-0.1, 0.3]. Removed 12 trajectories.
Removing 60 percent In the following we continue with removing 60 percent of nodes, yielding
reduced networks of only N = 80. Since the network size is a crucial parameter (see Figure 5.2,
Figure 5.4 and Figure 5.3), one could expect a significant decrease in prediction quality as seen in
Figure 5.22 due to the small remaining network of only N = 80 nodes. In the following four different
splits are compared with each other, namely top, bottom, symmetrically and in addition the reduced
networks, where the bottom 50 percent and the top 10 percent were removed. We came to the
conclusion, that around 30% of the higher weighted nodes seem to impede the networks performance.
Therefore, we expect the [-0.3, 0.3] split to perform better than others splits.
For top [0.6] and bottom [-0.6] split the median as well as the inner quartiles [boxes] indicate
worse performance then their respective reference networks. The relatively good performance of the
symmetric and 50/10 split again contradicts the assumption, that absolute weight correlated with
importance. It is evident that the symmetric split by far outperforms all others. Most remarkably its
25th percentile is 1.593 compared to 1.283 of its reference networks. Which is what we expected since
we identified the top 30% as the most inhibitory. In addition, it should be noted that the median
[red line] of the symmetrically reduced network lies within the range of the simulated data. That
means, that 50 % of the reservoirs perform well in terms of correlation dimension, if one neglects the
two overestimating realizations. The 5th percentile whiskers of all small networks lie in a neglectable
regime already. This is why we base our discussion on inner quartiles and median value here, noting
that the total distribution spread increases with shrinking network size.
Finally, we analyze demerge time distributions for N = 80 networks in Figure 5.23.
As for correlation dimension, the symmetrical split performs best. It shows the highest 75th
percentile of 274 compared to 246 for the reference network. Only red[-0.5, 0.1] has a higher 95th
percentile whisker of 400 compared to 392 for the symmetrical split. The Lyapunov exponents shown
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Figure 5.22: Correlation dimension 60 percent all splits
72 removed trajectories. See Figure 5.16 for detailed description.
in Figure D.4 also exhibit a good performance of the more symmetrical reduced networks.
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Figure 5.23: Demerge time 60 percent all splits
68 removed trajectories. See Figure 5.17 for detailed description.
5.3.4 Node Removal Conclusion
We have seen in Figure 5.16 Correlation dimension 10% and Figure 5.17 Demerge time 10% that
removing the nodes with the largest Wout values gives the best results in terms of short and long-term
prediction accuracy. Moving to smaller networks with N = 140 the best correlation dimensions are
achieved by networks, where the top 30 % of nodes were removed. While short-term predictions,
measured by demerge time, are almost identical Figure 5.19. The bottom reduced networks perform
best. For even smaller networks the red[-0.1, 0.3] and red[0.4] split shows the highest correlation
dimensions, and therefore the best structural attractor reconstruction. But red[-0.3, 0.1] has the
highest demerge times, with a median of 291 time steps. red[-0.1, 0.3] and red[0.4] only have median
demerge times of 274 and 242 time steps, respectively. When removing 60 % of nodes the picture
becomes congruent again, when both measures (Figure 5.22 and Figure 5.23) indicate the symmetrical
split red[-0.3, 0.3] as best predicting. Its demerge time 75th percentile of 274 outperforms its reference
network by 28 time steps. The 25th percentile of the correlation dimension is 1.593, 0.310 better
than the reference network. This indicates a convincing short-term prediction capability, as well as a
superior structural attractor reconstruction, compared to same size networks.
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5.4 Structural Analysis of Reservoir Computing Building Blocks
The node removal procedure has a considerable impact on the prediction quality, as was shown in
subsection 5.3.3. Through the removal of the correct nodes we could achieve a significantly better
network size to prediction quality ratio, than with any of the randomly initialized networks. This
leaves the open question of what the reason behind these improvements is. In order to find a structural
feature that affects prediction quality we compare reduced and reference reservoirs with each other.
5.4.1 Network and Win
Removing 40 percent As the results for removing 40 % of the nodes still show reasonable results,
while shrinking the reservoir considerably, we will focus our analysis on the best performing split,
namely [−0.1, 0.3] in Figure 5.21.
At first take the network into consideration. Figure 5.24 shows histograms of non-zero matrix
entries of all 498 networks of the reduced [red] and the reference [blue] networks, respectively. Even
if the spectral radii are the same in the two sets the reduced networks exhibit a narrower distribution
of values. The average degree in each set was 2.533 for reference and 2.540 for reduced networks.
A difference that hardly accounts for the long-term prediction accuracy differences, especially when
looking at the degree independence shown in section 5.2.
Figure 5.24: Histogram of non-zero network entries
Non-zero network entries of 498 realizations from the [−0.1, 0.3] split. Reference networks are shown
in blue and reduced networks in red.
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A more drastic difference is visible when we look at the distribution of Win . In Figure 5.25
Histogram of non-zero Win entries one sees the distribution of non-zero values of Win for all 498
realizations. Again, the reduced realizations are shown in red, while the reference reservoirs are in
blue. While the reference Win show a uniform distribution, as designed, the reduced Win are peaked
around ±0.12, which performs even better than the uniform distribution in the range [−0.17, 0.17].
Figure 5.25: Histogram of non-zero Win entries
Non-zero Win entries of 498 realizations from the [−0.1, 0.3] split. Reference networks are shown in
blue and reduced networks in red.
5.4.2 Analysis of Closed Loop Setup
In the following we will not only take the network or Win into consideration, but the reservoir as a
whole [41]. After training we receive
rt+1 = tanh
⎛
⎝[WinWout +W ]
Wall
rt
⎞
⎠ (5.1)
as recursive equation for updating the echo states. While the tanh function contracts each component
to [−1, 1] in a non-linear way and thereby rotates the echo state vector, the argument consists of a
simple linear map Wall . As a full time step contains only these two substeps, their interplay contains
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the full learned dynamic. Obviously the activation function introduces a strong anisotropy12, due to
its contraction into the hyper cube. To prevent the nonlinear rotation one could scale the echo state
back to the hyper sphere in each time step as nonlinearity as done by Verzelli et al. [48], instead of
the often chosen tanh activation function.
In the following we present two ideas to tell good from bad trained reservoirs by taking the per-
spective of a closed loop autonomous system.
Eigenvalue analysis of Wall Here we are using the dataset from the node removal experiment
above. The reservoirs reduced by 40 % (split [−0.1, 0.3]) show enough spread in terms of Lyapunov
exponent and correlation dimension to divide the reservoirs into two categories. We call them good
and bad for simplicity. Good contains only predictions that are within the spread of results of the
simulated trajectory13 , while bad contains predictions that are more than one spread interval away
in at least one of the measures.
Figure 5.26: Scatter plot of [−0.1, 0.3] split
Scatter plot of correlation dimension and Lyapunov exponent from the [−0.1, 0.3] split experiment.
Good realizations are within the spread of the measures of the simulation, bad ones one interval
length further away.
Because the nonlinear activation function contracts the argument vector into a hypercube of edge
length 2, a expansive component is necessary for a ongoing dynamic. Therefore we calculate the
12It should be kept in mind, that the anisotropy results in a strong basis dependence.
13See Figure 5.21 Demerge time 40% and Figure D.3 Lyapunov Exponent 40%
52 CHAPTER 5. EXPERIMENTS
eigenvalues with the largest real parts of the linear substep of a time step, Wall , and compare them
between the good and bad realizations. We begin with the largest eigenvalue of each realization.
Figure 5.27: Largest eigenvalues of Wall in [−0.1, 0.3] split
Normalized histograms of the eigenvalues (largest real part) of Wall , compared between good [green]
and bad [red] predictions.
First, one has to note that as expected all largest eigenvalues are greater than 1 (expansive). Even
if the distributions are not clearly separated from each other one can identify the smaller eigenvalues
below 1.5 as the ones performing better compared to larger ones. The largest eigenvalue of the dataset
6.643 seems to be an exception, as it is associated with a good prediction. In the next histogram
in Figure 5.28 we take a look at the distributions of second largest eigenvalues. Some of the good
performing reservoirs exhibit second largest eigenvalues less than 1. The range of eigenvalues of good
and bad predictions overlap, such that it appears unsuited as criterion. For the third largest eigenvalue
the distributions separate partly again, see Figure 5.29. Below 0.909 (smallest bad eigenvalue) one
finds only good realizations. Smaller eigenvalues tend to be less than 1 and the distributions do not
separate anymore.
According to the observations made, it seems possible to predict the reservoirs performance from parts
of the eigenvalue spectrum. Only a few of the 120 eigenvalues are greater than one, so we might look
at the projections of r with the corresponding eigenvectors.
CHAPTER 5. EXPERIMENTS 53
Figure 5.28: Second largest eigenvalues of Wall in [−0.1, 0.3] split
Normalized histograms of the second largest real part of the eigenvalues of Wall , again compared
between good [green] and bad [red] predictions.
54 CHAPTER 5. EXPERIMENTS
Figure 5.29: Third largest eigenvalues of Wall in [−0.1, 0.3] split
Normalized histograms of the third largest real part of the eigenvalues of Wall , again compared
between good [green] and bad [red] predictions.
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Echo state rotation and error In the next step, we split the echo state update equation Equa-
tion 2.4 into a linear and a nonlinear part and investigate how they alter the echo state, separately.
This makes it necessary to take a single realization perspective, instead of a statistical. While the
change in magnitude during the two substeps did not show any noticeable features, the change in echo
state vector r(t) angle displays a correlation with the error at that time step.
Figure 5.30: Echo state update rotation and error
The prediction error is plotted in red for each time step, orange shows the angle difference between
the echo state vector before and after the linear part of a time step. The angle difference caused by
the nonlinear transformation is plotted in green. The change in angle caused by a full time step is
shown in gray.
In Figure 5.30 there are two peaks in the error of increasing intensity until the prediction deviates
from the test trajectory at 300 time steps Each peak at 95 and 215 steps is preceded by an anomaly in
both, the rotation by the linear part from r to Wallr and the nonlinear part form Wallr to tanh[Wallr].
The same kind of anomaly correlating with a peak in error can be observed at 400 steps, where the
error is already high.
The same correlation between change in angle dynamics and significant increase in error can be
observed in Figure 5.31 at 200 steps. In this case the error grew already from the beginning of the
prediction. It has to be noted, that there are examples not showing this kind of connection between
rotation angle and error. But since the rotation caused by the temporal substeps is a measure that
can be calculated while predicting without further knowledge, it might still be a valuable precursor of
failing predictions in some cases. A deeper analysis of when this observed relation holds and how it
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Figure 5.31: Echo state update rotation and error
See Figure 5.30 for explanation of the colors.
could be exploited is beyond the scope of this thesis.
Chapter 6
Conclusion and Outlook
The purpose of the thesis was to find modifications to reservoir computing in order to reduce the
spread in prediction accuracy, measured by correlation dimension, Lyapunov exponent and demerge
time. This has been achieved by removing nodes according to their learned output weight.
The main results of the conducted experiments are given in the following. We have seen that
network size and topology are crucial for attractor reconstruction accuracy. Small world and random
networks with N = 300 exhibit little spread in correlation dimension. Scale free networks are less suited
for reservoir computing, as reported earlier [17]. This might be due to high degree nodes, obtaining
lower weights during training, see Figure 5.8. The small world property, adjusted by rewiring coefficient
psw, has little impact on long- and short-term prediction quality. Densities between 2 and 4 % facilitate
structural attractor reconstruction, while short-term accuracy slightly improves with higher network
densities.
We were able to improve long-term prediction by removing 10% of nodes that obtained large
magnitude weights. The short-term prediction is affected only marginally, even if network size plays
an important role there. Networks further reduced about 30% of nodes outperform same size random
networks in terms of replicating the attractor, dynamically and spatially. The prediction accuracy
decreases with decreasing network size. For even smaller networks, such as N = 80, removing highest
and lowest weighted nodes evenly yields the best predictions comparing short and long-term prediction
measures. We conclude, that some of the nodes in the network impede the dynamics leading to accurate
predictions. Therefore, node removal can be considered a proper method for yielding more efficient
networks.
In the last part, we analyzed the linear part of the closed loop setup. Its largest eigenvalues and its
rotation angle in updating echo state vectors appears to be linked to success in predicting the future
states of the dynamical system at hand. Too large first and second eigenvalues seem to increase the
likelihood of failing prediction according to Lyapunov exponent and correlation dimension. In some
cases, the change in angle correlates strongly with the prediction error.
Finally, promising fields of further research are outlined. Analyzing static and dynamical properties
of the closed loop setup seems to be a promising line research, as it makes knowledge of the true future
of the system unnecessary. The reason why slightly reduced networks, using the proposed method,
improves predictive power, has the be investigated further. Therefore, it might be helpful to get a
deeper understanding of the correspondence between the two dynamical systems, namely the closed
loop reservoir computer and the target system. This could lead to a deeper understanding of both,
reservoir computing and chaotic systems in general.
The proposed method of node removal shows potential to increase prediction accuracy also for
other recent developments, such as feeding true states in order to extend accurate prediction time
in low dimensional systems [10] or using reservoir computing extreme event prediction [38]. The
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increased efficiency of our reduced networks can also be beneficial for physical reservoir implementations
[16, 39, 46].
Appendix A
List of Reservoir Computing
Objects and Notation
· W network, see section 2.3 Network
· Wout , see section 2.3 Training
· Win , see section 2.3 Win
· Wall = Win · Wout +W , see section 5.4 Structural Analysis of Reservoir Computing Building
Blocks
· x(t) input time series, temporal dependency and vector notation may be omitted in the future
· ytarget(t) target time series
· y(t) predicted time series
· r(t) echo state vector
· spectral radius r, see section 2.3 Spectral Radius
· size of network N , see section 2.3 Network
· node density ρ
· small world rewiring parameter psw
· degree of a node d
· strength of a node s
· regression regularization parameter β, see Equation 2.3 Regularized linear regression - Training
II
· demerge time τ , see section 4.1 Demerge Time
· correlation dimension Dcor, see section 4.3 Correlation Dimension Dcor
· lyapunov exponent λ, see section 4.2 Lyapunov Exponent λ
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Rosenstein Kantz Algorithm
The lyapunov exponent quantifies the divergence of nearby points over time. The distance of the jth
pair of neighbors diverges roughly as
dj(i) = Cje
λmax(i·Δt), (B.1)
where Cj is the initial distance. Taking the logarithm yields similar slopes but different offsets for
different pairs j. By determining the slope of the average over j we get a precise value for the largest
Lyapunov Exponent [42]:
y(i) =
1
Δt
〈log [dj(i)]〉 (B.2)
The slope is approximated at two points, τmin and τmax. In determining suitable next neighbor pairs
one only keeps pairs where the future in τmax time steps is part of the trajectory and neglects all the
pairs that are not separated enough temporally 1 . The values for τmin and τmax are set to 25 and
190 by visual inspection. The former corresponds to the average time scale that the separation vector
needs to turn into the direction of the largest Lyapunov Exponent. The latter is the number of steps
at which the separation reaches a plateau due to the finite size of the attractor.
1Since temporal neighbors stay close as time evolves, we introduce minimal temporal separation threshold of 10 time
steps. The result without threshold is almost identical, as seen when comparing Figure B.1 Lyapunov Exponents for
different Trajectory Lengths without threshold to Figure 4.2 Lyapunov exponents for different trajectory lengths
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Figure B.1: Lyapunov Exponents for different Trajectory Lengths without threshold
Each box shows the distribution of Lyapunov Exponents for 100 trajectories. The boxes correspont
to different trajectory lengths. The temporal threshold for identifying next neighbors is 0 time steps.
Appendix C
Further Gridsearch Results
To complement the Figure 5.1 Gridsearch results for random, N = 100 networks the according plots
for different network sizes and topologies are shown. Even if the prediction for scale free, N = 100
networks shown in Figure C.1 is better for Win = 0.3, the same overall behaviour of better predictions
for smaller values of r and Win scale is visible.
C.1 N = 100
As the small network size of only 100 nodes shows a larger spread the differences become clear.
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Figure C.1: Gridsearch results for scale free, N = 100 networks
Each plot shows the correlation dimension versus the lyapunov exponent for varying spectral radius r
and Win scale. The network topology is scale free, the size N = 100 with a density of 0.02. The red
ellipse marks the 5th and 95th percentile of the respective measure for the simulated trajectories.
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Figure C.2: Gridsearch results for small world, N = 100 networks
Each plot shows the correlation dimension versus the lyapunov exponent for varying spectral radius r
and Win scale. The network topology is small world, the size N = 100 with a density of 0.02. The
red ellipse marks the 5th and 95th percentile of the respective measure for the simulated trajectories.
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C.2 N = 500
For larger networks the sensitivity to the spectral radius and Win scale seem to be reduced, as the
results mostly agree with the ones of the simulated trajectories. The topology dependence is invisible
in this representation for networks of this size.
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Figure C.3: Gridsearch results for random, N = 500 networks
Each plot shows the correlation dimension versus the lyapunov exponent for varying spectral radius r
and Win scale. The network topology is random, the size N = 500 with a density of 0.02. The red
ellipse marks the 5th and 95th percentile of the respective measure for the simulated trajectories.
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Figure C.4: Gridsearch results for small world, N = 500 networks
Each plot shows the correlation dimension versus the lyapunov exponent for varying spectral radius r
and Win scale. The network topology is small world, the size N = 500 with a density of 0.02. The
red ellipse marks the 5th and 95th percentile of the respective measure for the simulated trajectories.
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Figure C.5: Gridsearch results for scale free, N = 500 networks
Each plot shows the correlation dimension versus the lyapunov exponent for varying spectral radius r
and Win scale. The network topology is scale free, the size N = 500 with a density of 0.02. The red
ellipse marks the 5th and 95th percentile of the respective measure for the simulated trajectories.
Appendix D
Additional Results of Node
Removal
D.1 Lyapunov Exponents 10 Percent
The boxplot and label explaination can be found in Figure 5.16 Correlation dimension 10%. The
behavior is similar to the one shown for demerge time in Figure 5.17
Figure D.1: Lyapunov Exponent 10
2 removed trajectories.
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D.2 Lyapunov Exponents 30 Percent
Again the situation is analog to correlation dimension shown in Figure 5.18
Figure D.2: Lyapunov Exponent 30
3 removed trajectories.
D.3 Lyapunov Exponents 40 Percent
Figure D.3 Lyapunov Exponent 40% reproduces the overall behavior of Figure 5.21 Demerge time 40%,
showing the best performance for [0.4] and [-0.1, 0.3] compared to other splits and their respective
reference reservoirs and the worst performance for [-0.4]. In the lyapunov exponent case the good
performing splits show approximately twice the spread of the large reservoirs, when comparing the
25th to 75th percentile boxes.
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Figure D.3: Lyapunov Exponent 40%
The splits are labeled as follows: top [0.4], bottom [-0.4], symmetric [-0.2, 0.2], bottom 30% and top
10% [-0.3, 0.1] and vice versa 10% bottom with 30% top [-0.1, 0.3]. Removed 12 trajectories.
D.4 Lyapunov Exponents 60 Percent
As for demerge time and correlation dimension, the best splits are around the symmetrical, outper-
forming their reference networks by far.
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Figure D.4: Lyapunov Exponent 60%
Removed 114 trajectories.
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