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We have recently seen the spread of large-scale distributed processing systems typified by 
Hadoop which is capable of managing and processing big data. With such systems, it is necessary to 
verify those systems (system verification) intended for commercial operation to ensure product 
quality within the period determined by the budget. If we verify these systems in the same manner 
as general information processing systems, we will be faced with the issue of there being an 
extremely long verification period. 
However, with large-scale distributed processing systems, it is difficult to complete verification 
within the period estimated by the conventional method. To complete verification within a 
particular period, (1) the verification period can be reduced by streamlining the verification work, 
and (2) the trade-off between verification accuracy and verification period can be controlled by 
assigning importance to verification items. 
This study analyzes the importance of verification work first, and clarifies the work that should 
be streamlined so that verification can be completed whithin the designated period. Next, 
“planning” the activities in the verification process and “development of test environment” reduce 
verification periods by rationalizing the work, and so the verification period can be estimated. In 
addition, the importance of verification items is analyzed during “test generation”, and these items 
are verified in order of importance during the verification period. This study proposes a way of 
controlling the trade-off between verification accuracy and the planned verification period. 
 
For the planning activity, this study proposes three methods: (1) a method for stable and 
high-speed registration of the verification data by tuning network input/output (I/O) and disk I/O, 
(2) method of improving the time-estimation accuracy for executing verification when using large 
quantities of data resources, and (3) method of allocated machine partitioning and executing in 
stages verification items and those of non-dependent machine classification. 
The first method is the stable and high-speed registration of verification data for storing 
large-scale data in advance. This study ascertains the bottlenecks to be the network and disk I/O. 
This study resolves that write speeds beyond the performance requirements with the network I/O 
 tuning is achieved by tuning a TCP buffer size 1.5x lager than the default size, achieved stable 
throughput is achieved with the disk I/O tuning Merge Compaction randomization. 
The second method is the test-time estimation accuracy for a more accurate verification 
schedule. This study ascertains that a large gap to be using a large quantity of data resources. This 
study resolves this by taking common items and making an estimate by provisionally verifying in 
advance in a planned manner when drawing up the schedule. 
The third method is the efficient allocation of verification machines for problem solving and 
handling. This study resolves the problem, the number of machines is partitioned and several stages 
of the verification environment. The verification enviroment are allocated from small scale to large 
scale depending on the verification item. And the verification is carried out in stages. 
 
For the test-generation activity, this study determines the importance of verification items and 
verifies the items within a period. 
(1) From the viewpoint of verification, we evaluate “resource efficiency”, “fault tolerability”, 
and “recoverability”, which are characteristics of large-scale distributed processing systems. 
Then, (2) feedback the problems extracted in the verification are then feed back to the items. 
The verification is performed in order of importance during the planned period. This method 
controls the trade-off between verification accuracy and verification period. 
  
For the test-environment-development activity, this study proposes two methods: (1)a method 
of creating a framework for confirming performance and functionality in which read-write-data 
control and logs can be confirmed and (2)a method of reducing the impact on verification by 
securing standby devices and using sequential monitoring by using tools. 
The first method is the creation of a benchmark tool for efficiently verifying work in a 
several-hundred-unit-scale machine environment. As a framework for confirming performance and 
functionality in detail, (1) a concentrated control mechanism using a test program on multiple units 
for improving work efficiency, (2) a mechanism in which the write data content can be flexibly 
changed using parameters, and (3) a mechanism that can measure throughput and confirm data 
content are used.  
The second method is the establishment of detecting machine faults that would cause a problem 
for verification and a method of recovery that does not impact the verification in a 
several-hundred-unit-scale machine environment. From the actual machine faults, it was found to 
be valid to store 10% of the total number of machines as standby devices. This method is able to 
control verification, resolves detecting faults in machines affecting verification using tools such as 
Shell script and OSS Nagios，and replacing the faulty machines sequentially. 
 
 This study proposed these methods to resolve actual issues for the above three activities when 
verifying large-scale distributed processing systems. This study applied these proposed methods to 
the commercial development of collecting and searching large amounts of data on the Internet. As a 
result, by applying these methods, the verification could be controled, and executed within the 






























I/O であることを突き止め，ネットワーク I/O の「TCP バッファのサイズを変更」するチューニングによ
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者数は，2002 年の 1,646 万人から 2008 年には 4,775 万人に伸びている[6]．検索サービスの具体
例としては，Web コンテンツを収集してコンテンツの検索を提供するサービスや，購入履歴の情報
などを分析してユーザの嗜好に合致した情報を検索結果の付加情報とするレコメンデーションサ






Hadoop[7][8][9][10]がある．筆者は，Common IT Base over Cloud Computing（CBoC）タイプ 2 シス



























































































IEEE のソフトウェア エンジニアリング基礎知識体系の SWEBOK[14]にある，ソフトウェアテスティン
グに規定されている分類を用いる．その分類を用いて大規模分散処理システムにおける検証の課





























































従来の情報システムにおける検証の作業概要を表 3 に示す．表 3 の作業概要は，以降でアク
ティビティの単位毎に説明する．なお，それぞれのアクティビティ単位の作業で使用される技術の
詳細は，2.3 節で詳述する． 
表 3. 従来の情報システムにおける検証の作業概要 
 アクティビティ 作業概要 
1 計画 要求仕様から検証の内容を決定し計画を立案 
2 テストケース生成 網羅的に検証項目を抽出し，同値分割，境界値分析等により項目
数の精査をして項目を完成 
3 テスト環境の開発 検証に必要な検証の作業環境を手作業で準備 
ツールによる効率化は，すぐに利用可能な OSSやShell scriptを使う 
4 実行 手作業やツールでプログラムを実行し，コンソールに表示されるメッ
セージやログを逐次確認 
5 テスト結果の評価 実行結果をログから分析し確認 
6 問題報告/テストログ テストログを手動やツールで収集し問題のある部分を有識者が確認 










































がある．その主要な要因を全て抽出したところ，82 項目の問題が抽出された．これらの 82 項目から
数週間（2 週間以上）の計画より期間を要するもので，上流の作業工程におけるアクティビティを抽
出する．2 週間以上を抽出する理由は，検証期間が 6 ヶ月の場合，検証期間の 1 割以上を占める
ことになり，全体への影響が大きいからである．また，上流の作業工程のアクティビティを抽出する
理由は，プロジェクトマネジメントでは上流の作業工程が重要であるからである[15]．問題を整理す
ることで，効率化すべき主要な課題 6 つを抽出する．  
課題 6 つを解決できると，検証を効率化することができ，検証時間の正確な見積もりができるた
め，検証期間内に完了することができると考える．主要な問題と具体的な課題をそれぞれアクティ
ビティで整理した結果を以下の表 4 に示す． 
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台数分割と段階的検証による検証実施手法」（手法 3）を提案する．これら 3 つの手法を適用するこ
とにより，検証期間の削減ができ，課題を解決できる． 








る I/Oチューニングの手法が望ましい．パラメータ設定は，ボトルネックとなる I/Oのネットワーク I/O
とディスク I/O に着目して，段階的な調整を行いながら最適なチューニング値を見つける．チュー
ニングはシステムのログやネットワーク監視の結果や性能値を確認して，性能劣化が生じないよう
に実施する．提案する解決手法では， (1)ネットワーク I/O のチューニングは TCP バッファのサイズ























































本論文の 4 章において詳述する． 
 
1.3.3 テスト環境の開発アクティビティにおける提案手法 











問題を解決するために提案する手法では，独自ベンチマークツールである TP で，AP の処理を模
擬しプログラムの機能とデータの読み書きの性能を確認するために，(1)複数台の TP を集中制御，
(2)書き込みデータの内容をパラメータで任意に変更，(3)スループットの計測やデータ内容を確認 
という 3 つの仕組みをツールに具備する．(1)は，TP の数が数百に及ぶ場合には一つ一つ手作業
で起動や管理することは時間がかかるため，起動や停止を集中管理するコントロールサーバ上の
TPの一括起動停止ツールを動作させる．これにより，各TP を一括管理し，設定変更もコントロール
















検知するために，通信経路の確認やログ監視をスクリプトや Cron による定期チェックをする．  
以上のようにテスト環境の開発のアクティビティでは，上記 2 つの解決手法を適用することで，検
証期間の削減ができ，検証を加速することができる．これらの抽出した課題と解決手法については，




























































































例えば，HDD は 200MB/sec で読み出しができるが（7,200rpm の HDD），5TB のデータを読み




























2 は，大規模で多種多様なデータの加工・分析を目的として，数百台の PC サーバで連続に安定し
て大規模データを分散し蓄積・処理をする． 
具体的なサービスの処理は図 6 に示すとおり，クローラーが Web サイトからのデータを収集し
て CBoC タイプ 2 に書き込む．クローラーは，定期的に Web データを収集する．そのため，クローラ




ンシャルリード（順次読み出し）で CBoC タイプ 2 から読み出す．スマートキャッシュは，検索時のラ
ンダムリード（不規則な読み出し）でキャッシュとして利用する．データ分析は，収集データ編成ツ























































図 6. CBoC タイプ 2 の検索サービスにおける適用イメージ 
 
表 5. ユースケース(例） 







































図 7. AP の走行タイミング 
 










使うことにより，検索時間を短縮し，検索精度を向上することができる．（付録 4 参照） 





サーバ数百台規模で 30 億レコードのデータを格納 




テキスト： 30 億レコードを 1 日で書き込みができること 
マルチメディア： 30 億レコードの 1/100 を 1 日で書き込みができること 
データ 
読み出し性能 
テキスト： 30 億レコードを半日で読み出しができること 

































































































ROOT から META の情報を得て，META からワーカの情報を得る．複数の META で分散して

































































































































































率化に効果的である．その他には，Jerry Gao ら[26]，坂西ら[27]，Haryadi S. Gunawi ら[28]，Sergiy 
VILKOMIR[29]，Lian Yu ら[30]，Leah Muthoni Riungu ら[31]は，ホストマシン上の仮想的なバーチ
ャルマシン（VM) で構成された大規模分散処理システムにおいて，従来の情報システムにおける
システム検証と比較し，ハードウェアに依存する検証や実運用の環境でのシステム検証を不要とす
る報告をしている．この方法は，物理的なマシンではなく VM を利用する場合に有効である． 
一方，従来の情報システムにおける検証については，Cem Kaner ら[41]，Glenford J. Myers ら










表 7. 従来の情報システムにおいてシステム検証で利用する技術 
アクティビティ 利用する技術 適用可否 
（可：○，否：×） 

















 組み合わせテスト（直交表，HAYST 法，オールペア，k-way） 
 同値分割，境界値分析 







































































































































 論理網羅テスト（全数テスト）は，プログラムのソースコードを網羅的に実行する技術である．  
 組み合わせテスト（直交表を用いたテスト）は，テストケース生成の技術を組み合わせて検証する
技術である．任意の 2 因子についての組み合わせを決定するために，直交表を利用する． 
 同値分割は，2 つ以上の同値のテストケースからいくつかのテストケースを選択する技術である． 























































実行アクティビティで利用する技術は，松本[14]，黒坂ら[45]，根路ら [46]，Y. Falcone ら[47]，
進ら[48]により，動的検証と静的検証に分類されることが示されている．動的検証は，実際にプログ


















































































































































バグ摘出するマシン台数分割による検証実施」（課題 3）の 3 つの課題である．課題 1 に対しては
「I/O デバイスをチューニングした高速データ登録手法」（手法 1），課題 2 に対しては「大量データ
観点の事前検証による見積もり精度向上手法」（手法 2），課題 3 に対しては「検証マシン台数分割
と段階的検証による検証実施手法」（手法 3）でそれぞれ効果がある． 
本章では，計画アクティビティにおいて，検証作業の合理化により検証期間を削減する解決手
法を 3 つの課題それぞれに対して説明する．3.1 節で先行研究，3.2 節で課題を示した後，3.3 節
で課題 1 に対して効果のあった手法 1 について，3.4 節で課題 2 に対して効果のあった手法 2 に











データ登録の研究に関して，ネットワーク I/O のチューニングの研究では，Niels ら[53]が Linux
上に一度に複数のシグナルを受信することができるインターフェースを開発し多重化する手法を提






高速化する必要がある．簡易な手法として，公知となっている Linux の OS のパラメータ変更による
チューニングがある． 
一方，ディスク I/O のチューニングの研究は，G.AS.Whittle ら[54]や J.Grifficen ら[55]のファイル
アクセスのパターンを抽出し，ディスクキャッシュのヒット率を改善した高速化や，Becerra ら[56]によ




























ルがない場合の見積もりは，全ての項目の誤差を 1 週間以内に収めることが困難と考えられる． 
 
3.1.3 効率的にバグの摘出可能な検証マシン台数分割と検証項目の割り当てに関する先行研究 
検証マシン台数分割に関連する研究としては，川勝ら[68]や Francois Legillon ら[69]が，あるユ
ースケースで必要な最小限度のマシン台数を算出する研究をしている．この研究で提案されてい

























表 9. 「計画」アクティビティで発生する問題の概要と具体的な課題 
作業分類 発生した問題の概要 具体的な課題 
（具体的な内容） 






















3.3 「大量な検証データの早期データ準備」（課題 1）と解決手法 
表 10 は，従来の情報システムと大規模分散処理システムとのデータ登録の違いを示したもので





表 10. データ蓄積に関わる違いとデータ登録の問題 











タイプ 2 では 100 テラバイト～ペタ 
バイト級のデータ）を扱う．データの蓄
積は実運用のユースケースでは検証






3.3.1 解決手法「I/O デバイスをチューニングした高速データ登録手法」（手法 1） 
課題 1 の解決手法としては「I/O デバイスをチューニングした高速データ登録手法」（手法 1）が
効果的であると考えた．なぜなら，手法 1 による安定した高速データ登録は，性能向上の高速化は
ネットワーク I/O，安定稼動はディスク I/O をそれぞれチューニングするため，課題を解決できると
考えたからである．それぞれの具体的手法について以下に説明する． 
 ネットワーク I/O チューニング方式： 
大規模データの投入はクライアントから書き込みが行われる．そのため，データ投入のチュー
ニングは，クライアントが動作する OS のインターフェースで実施した．チューニングのポイントは，











ーが発生しないことを確認した．具体的には，Linux の OS 設定での TCP バッファに対して，送
受信バッファの net.ipv4.tcp_wmem と net.ipv4.tcp_rmem を，デフォルトの値の 87380 バイトから
129024 バイトの約 1.5 倍に変更する．このパラメータの値は，1 ソケットあたりのデータ送受信の
際に利用するメモリの使用量で，システムに他の AP などの処理（以降，負荷と呼ぶ）がかかって
いない状態での割り当て量である．また負荷がある場合は，OS によってそのメモリの使用量が
自動に調整される．最大 2Gbps の NW 帯域でデータの書き込みを行い，効果が高いデフォルト
の 1.5 倍に設定する．さらにバッファの最大値の net.core.wmem_max と net.core.rmem_max をデ




 ディスク I/O チューニング方式： 




タをディスクに書き出す Compaction の処理がある．Compaction が処理性能への影響の支配項
になっていることが分かったため，原因となっている Merge Compactionの実行をデフォルトの設
定値以上になったときの実行から，設定値に乱数値を足してランダムな実行に変更し，複数の
マシンで同時に Merge Compaction が発生しないようにする2．複数のマシンにおいて Merge 
Compaction の同時発生を回避したことにより，ディスク書き込みのボトルネックが解消できる． 
 
以上のように，TCP バッファのサイズのチューニングによって，性能要件の 1.5 倍の書き込みス








均衡に蓄積されるため Merge Compaction が同時に発生することはない．また，設定値の変更としたの























計画上のデータ蓄積は，1 ヶ月で行うことを求められていた．しかし，運用で利用する AP を使用
し，従来の性能要件で定められた書き込み性能のままでは，3 世代までのデータ蓄積は 960 時間




1週目 2週目 3週目 4週目 5週目 6週目















解決方法「I/O デバイスをチューニングした高速データ登録手法」（手法 1）について，以下の 
 課題 1 の「大量な検証データの早期データ準備」を解決する方法 
 ネットワーク I/O チューニング方式 
 ディスク I/O チューニング方式 
 適用可能な領域 
の観点で考察する． 






れない．また，CBoC タイプ 2 のシステムは，図 6 で示したようにサービスのバックエンドのシス
テムであり，安定動作を重視している．そのため，データ分析処理アプリケーションとの同時処








ンスに工数を要し，データを蓄積する期間と合わせると 2 倍以上かかるため除外した． 
 
  ネットワーク I/O チューニング方式の考察について以下に示す．大規模データの投入はクラ
イアントから書き込みが行われる．そのため，データ投入のチューニングの調査は， 







(1)  TCP バッファに対して，送受信バッファの net.ipv4.tcp_wmem と net.ipv4.tcp_rmem を，
デフォルトの値の 87380 バイトから 129024 バイトの約 1.5 倍に変更した理由を以下に示
47 
す．最大 2Gbps の NW 帯域でデータの書き込みを行い，ボトルネックとならない範囲で
1.5倍，2倍と試した結果，効果が高い数値だったのがデフォルトの1.5倍であったためで
ある．また，書き込み速度のスループットを性能要件の 1.5 倍にしたのは，1.5 倍，2 倍，3
倍と試し，限界値に近い速度が 1.5 倍であったためである． 
(2)  コネクションプールは，クライアントとアプリケーションが通信する際のスレッドの数を管




験的にコネクションプール数を 100 から 300 へと変更して確認した．その結果，データ投
入直後は 2 倍のスループットとなった．しかしその後，確認できていない他の要因と思わ
れるが，データ投入を継続した 2 日目には 1 倍のスループットに戻り，変更した効果を確
認するには至らなかった． 
 
  ディスク I/O チューニング方式の考察について以下に示す．チューニングの調査は，ディス
ク I/O のチューニングが可能な，OS とアプリケーションとの観点で実施した．その観点とは， 
(1) マシンのハードウェアのディスク I/O 




(1)  ハードウェアのディスク I/O に関しては，転送の高速化のためにドライブが直接メモリに
データを保存する DMA（Direct Memory Access）について，ハードディスクの設定を検証
した．しかし，Linux ではパラメータのチューニングの効果はなかった． 
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図 16. データ投入時の書き込みスループット低下 
注： 検証環境は以下のとおり 
マシン：Intel(R) Xeon(R) CPU L5520 2.27GHz，NW（ネットワーク）：2G(Bonding)，OS：Redhat 
Linux 
 








この Compaction は，2.2.3 項に記載したとおり，Minor Compaction， Merge Compaction， 
Major Compaction の 3 つがある．それぞれ，(1)サーバのメモリ上に記録されたデータサイズが
一定数に達したときにディスクに保存する Minor Compaction，(2)Minor Compaction によって
作成されたファイルの数が一定数に達したときに 1 つのファイルに統合する Merge 
Compaction，(3)サーバ上のデータ量が一定数に達したときにメモリとディスクのデータを再構
築する Major Compaction である．1 回に処理されるデータ量の多さから，Merge Compaction
と Major Compaction が処理性能への影響の支配項であることは，設計から自明であり実際の




Merge Compaction が複数のマシンで同時に発生することになる．Merge Compaction が，複数











  適用可能な領域について以下に示す．2.2.3 項で示したように，大規模分散処理システムの
データ登録では，データの追加型で非同期に書き込むため，大量のデータを書き込むができ





























模分散処理システムでは 1 回で高精度の見積もりをする必要がある． 
 
3.4.1 解決手法「大量データ観点の事前検証による見積もり精度向上手法」（手法 2） 

























の理由は，1 項目あたりの検証実施時間が 30 分以内であり，事前検証をする 1 項目あたりの検証
実施時間が 1 時間程度の項目と比較して，見積もり誤差は多くて 30 分で検証全体のスケジュール
に与える影響が少ないからである． 
 
表 11. 類似項目 
























                                                                    






3.4.2 手法 2 の適用結果 
適用結果については，見積もりに要する期間とぶれがどれだけなくなったかで評価した．CBoC 








る類推で見積もった以外の項目全てで 61.5 時間となった．これにより，１日約 8 時間の稼動の場合
では，8 日間（61.5÷8=7.7）の事前検証で，実施スケジュールを完成することができた．以降に手
法の考察を示す． 
A月 B月 C月 D月


















図 17. 提案手法による検証計画と実績 




表 12. 検証実施時間の見積もり 
大項目名 中項目名 検証実施時間 





系構成変更 フェールオーバ (0.8) 
組み込み (0.8) 
単一障害 プロセスダウン (2.6) 
NW 障害 (0.7) 
複合・多重障害 ラックダウン・復旧 6.7 
復旧性能 リカバリ 5.2 
長安 長期安定 (168) 












 課題 2 の「検証実施時間の見積もり精度向上」を解決する方法 
 適用可能な領域 
の観点で考察する 
 課題 2 の「検証実施時間の見積もり精度向上」を解決する方法の考え方を以下に示す．過去
の事例では図 18 に示すとおり，システム検証を実施した結果，ほぼ全ての検証項目で，当
初の見積もり時間を越えていた．この検証は，新しいバージョンの OS（以降別 OS と呼ぶ）や
VM 環境で性能測定を実施したもので，当初の計画ではシステム検証は見積もりどおりに進
捗することを想定した．小項目 1 項目の実施時間は，準備を入れて 2 時間程度とし，中項目 1
つが 1 週間で完了する計画にした． 
しかし，これまで事前検証を実施して時間の見積もりをしなかったため，表 13 に示すとおり
環境に起因する問題が発生（計 4 件）して進捗が 2 週間遅れた．発生した別 OS の検証の問
題と VM 検証の問題は，ブラックボックスの OS に起因する問題であり，問題の切り分けや解析
と対策は，プログラム単体の問題解析よりも時間を要したためであった． 
ここで，大量にリソースを使用する検証項目が実施時間を要していることに着目する．こうし
た項目は，中項目レベルで 6 項目程度の項目全体の約 1/3 を占めており，スケジュール全体
に影響を与える．このうち検証の観点で類似の項目が 2 項目以上ある場合，そのうち 1 項目を
代表的な検証項目として，スケジュール作成時に事前に検証を実施する．事前の検証を数項
目に絞ることによって見積もり期間を短くする．この事前検証の見積もりは，中項目レベルで約


























図 18. 従来手法による検証計画と実績 
 
表 13. 各システム検証で発生した問題の例 
別 OS 検証 
 24 時間周期でスループットが低下する． 
 シーケンシャルリード実施中にサーバ上で大量の Swap 発生のため遅くなる． 
VM 検証 
 VM に割り当てられているメモリが少ないため，サーバ上で Swap 発生し，分散
ファイルの Worker と分散テーブルの AreaServer が停止． 
 chunk is broken 発生．chunk の途中がオール 0 となっていた． 
 
  適用可能な領域について以下に示す．大量にリソースを使用する項目のうち，代表的な検

























3.5.1 解決手法「検証マシン台数分割と段階的検証による検証実施手法」（手法 3） 
課題 3 の解決手法としては「検証マシン台数分割と段階的検証による検証実施手法」（手法 3）
が効果的であると考えた．なぜなら，手法 3 は，マシン台数を分割し検証項目に割り当てることで，
並行に検証が可能となり，検証の効率化ができると考えたからである．具体的に以下に説明する． 
検証環境を，小規模は数 10 台，中規模は 100 台，大規模は数 100 台のオーダと想定して解決
手法を決定する．大規模環境はサービスイン時のマシン台数規模，小規模環境は最小構成規模，
中規模環境はその中間で運用上の都合によって環境が縮退した場合を想定する．大規模環境，
中規模環境，小規模環境は 3.5.1 項の考え方に基づいて検証項目に割り当てる． 
これらの検証環境は，問題解析や再現の検証にも利用する．ただし，検証条件や手順が一部異












3.5.2 手法 3 の適用結果 
適用結果については，検証が充分に実施している状態を保ったまま実施時間が短縮できたか
で評価した．CBoC タイプ 2 へ解決手法を適用し，実際にシステム検証をした結果を以下に示す．
































機能要件 単一障害 29 10 5 
複合・多重障害 1 28 42 
マシン系構成変更 9 11 1 
コマンド 12 1 2 
データ消失 1 1 1 
ファイル更新 1 5 1 
新規開発項目観点 2 2 0 
リグレッション項目 5 0 3 
過負荷・高負荷 2 2 1 
長期安定 1 2 0 
非機能要件 性能 23 25 0 
総計 86 87 56 
 
 













提案の手法による検証の品質の状況を図 20 の信頼度成長曲線8で示す．図 20 の信頼度成長曲
線が示すとおり，検出された障害は収束傾向にあることが分かる． 
以上のように，134 日要していた検証は，手法 3 により 60 日で終了することができた．以降に手
法の考察を示す． 
 
                                                                    
6 y=abe-cx （a は障害の数，b とｃは任意のパラメータ）で表される． 
























 課題 3 の「効率的にバグ摘出するマシン台数分割による検証実施」を解決する方法 
 適用可能な領域 
の観点で考察する． 





































































































表 15. テストケース生成アクティビティで発生する問題の概要と具体的な課題 












4.3 「大量な検証項目の項目削減と期間内の検証完了」（課題 4）と解決手法 






































































































































































































































































図 21. 30/100/300 台の環境の項目割合 
 











図 22. 表 16 の完成項目での信頼度成長曲線 
 






30 台 0.000  0.083  1.000  0.105  
100 台 0.071  0.132  0.000  0.094  
300 台 0.062  0.042  0.000  0.036  





















































軸を JIS X 0129-1(ISO9126-1)で示された品質特性とした表に分類した．その結果，従来のシス










表 20. 従来のシステム検証における検証項目抽出 
 機能性 信頼性 使用性 効率性 保守性 移植性 
正常系・ 
準正常系 
○ ○ ○ ○ ○ ○ 
障害復旧 ○ ○ ○ ○ ○ ○ 
性能・ 
高負荷 
○ ○ ○ ○ ○ ○ 
長期安定 ○ ○ ○ ○ ○ ○ 
 
表 21. 大規模分散処理システムにおける検証項目抽出 
 機能性 信頼性 使用性 効率性 保守性 移植性 
正常系・ 
準正常系 
○ △ △ △ △ △ 
障害復旧 △ ◎ ○ △ ○ △ 
性能・ 
高負荷 
△ △ △ ◎ △ △ 












表 22. 抽出した具体的問題 
サービスの不具合 抽出した問題 
正常に動作しない マシン不具合 













上位 AP が停止 リカバリが完了する前にクローラーのリトライアウト 
障害復旧できずにプロセス停止 差分データが大きい場合の処理不具合 
上位 AP が停止 MapReduce でのタイマとの差異 
障害復旧の処理が完了しない ロック期間の調整不足 
上位 AP が停止 システムコール不具合 




表 23. 発生した問題の主な要因 
検証観点 要因分類 要因の概要 
資源効率性 




3. リソース設定 ・リソース設定誤り 
障害許容性 
1. 大規模障害 ・大規模障害による処理遅延 
2. 障害復旧タイミング ・接続情報のキャッシュ削除漏れ 
・複製データへのアクセスタイミングの考慮漏れ 
3. 障害復旧パターン ・通信障害パターン考慮漏れ 
・旧接続のリンク切り漏れ 
・想定外の戻り値に起因するリトライ動作誤り 
4. OS ・システムコールの動作不良 




(1) 要因分類①-1 処理集中（資源効率性） 
アクセス集中の問題では，分散テーブルのマスタが処理を担当するワーカを決定し，その情報を











(3) 要因分類①-3 リソース設定（資源効率性） 
リソース設定誤りの問題では，長期運転中に分散ロックでメモリプールサイズの不足が発生した．  






(5) 要因分類②-2 障害復旧タイミング（障害許容性） 
接続情報のキャッシュ削除漏れの問題では，クライアントでキャッシュしている以前の接続情報
（ソケットのファイルディスクリプタと IP アドレス）が削除されないタイミングがあり，同じファイルディ









































































































表 25. 検証精度と検証期間とのトレードオフのコントロールの手順 
 作業項目 備考 
1 検証精度と検証期間の決定 3 で検証期間内に完了できず，検証精度と
検証期間のトレードオフのコントロールがで
きない場合は，検証精度や検証期間の調整

































化」（課題 6）の 2 つの課題である．課題 5 に対しては「データ生成とログの出力を組み込んだテスト
ドライバ（TP）の作成手法」（手法 5），課題 6 に対しては「予備機の入れ替えと監視ツールによる検
証環境の正常化手法」（手法 6）でそれぞれ効果がある． 
本章では，テスト環境の開発アクティビティにおいて，検証作業の合理化により検証期間を削減
する解決手法を 2 つの課題それぞれに対して説明する．5.1 節で先行研究，5.2 節で課題を示した
後，5.3 節で課題 5 に対して効果のあった手法 5 について，5.4 節で課題 6 に対して効果のあった

















マークである TPC-H を，大規模分散処理システム向けの Hive 上で，動作可能としたツールを提供
している．このツールは，Apache プロジェクトのプロダクトを利用する場合に有効であり，TPC-H の









現在の大規模なマシンの監視は，寺島 [86]が紹介するように，Nagios, Hobbit, ZABBIX, 


















検証作業の効率化が必要となる問題が発生している．主要な問題を表 26 に示す． 
  
表 26. 「テスト環境の開発」アクティビティで発生する問題の概要と具体的な課題 













































表 27. データの書き込み／読み出しのツール 
 
利用ツール ツールの説明 利点 欠点 主な用途 
1 































・ 基 本 性 能 の
把握が可能 
実利用におけ
る デ ー タ 量 は
考 慮 し て い な
いため参考値 















・ ユ ー ス ケー
スの性能要件
達成確認 
・ 限 界 性 能 ・





                                                                    




13 Hadoop に付属の MapReduce ベンチマークツール[8] 
14 Yahoo!が公開している NoSQL 用ベンチマークツール[19] 
























5.3.1 解決手法「データ生成とログの出力を組み込んだテストドライバ（TP）の作成手法」（手法 5） 
課題 5 の解決手法は，5.3 節の 3 点目の独自ベンチマークの方法である「データ生成とログの出
力を組み込んだテストドライバ（TP）の作成手法」（手法 5）が効果的であると考えた．本項では，手
法が効果的となる商用のシステム検証で必要なテストドライバ（TP）の機能を明らかにする．そのた
















C の機能は，各 TP のログ等からの結果の集計を仕組みとして持つことにより，数百台規模のマ
シンから時刻を合わせて集計した結果を容易に確認することができる．これにより，逐次性能を確
認することができ，ログのメッセージや監視ツールの突合による問題発生時の即時対応ができる． 
これらを実現すると， 図 24 のように 1 箇所のコントロールサーバに配置したデータ生成 TP から





























































































1 データ発生量（スレッド数，インターバル，総件数） △ △ × 
2 RowKey サイズ ○ × × 
3 データサイズ分布 ○ × × 
4 データサイズ × ○ ○ 
5 レジューム × × × 
6 スループット計測周期 × × × 
 







1 読み出しカラム × × × 
2 検索対象となるデータの timestamp × × × 











１ ログ出力時刻 × × ○ 
2 アクセス数 ○ ○ × 
3 平均処理時間 ○ ○ ○ 
4 処理時間の分散 × ○ × 
5 処理時間の最大値 ○ × × 
6 処理時間の最小値 ○ × × 
7 スループット ○ ○ × 
8 処理時間が閾値以上の件数 △99%のみ × × 
9 読み出しデータ無しの件数 × × × 







(1) 「ランダムライト／ランダムリード」TP の性能を計測する仕組みとして必要となる主なログを表 


















１ 読み出し開始/終了時刻 × △開始時刻のみ ○ 
2 読み出しデータ量 × ○ ○ 
3 読み出し件数 ○ ○ ○ 
4 読み出しスループット ○ ○ × 




5.3.2 手法 5 の適用結果 
適用結果については，作成した TP を利用した確認の作業に要する期間で評価した．この手法
を適用した結果について示す．作成した TP では，AP の利用による環境制約の考慮やデータ量コ
ントロールの工夫が必要なく， 図 24に示したように検証作業の制御により1箇所のコントロールサ











 課題 5 の「性能確認と機能確認の効率化」を解決する方法 
 適用可能な領域 
の観点で考察する． 
  課題 5 の「性能確認と機能確認の効率化」を解決する独自ベンチマークツール（TP）を作成













  適用可能な領域について以下に示す．この課題解決の考え方は，TP の集中制御というアプ
ローチであり，多くの AP による同時のデータの読み書きがある場合，他の大規模分散処理シ
ステムでも適用が可能である．手法 5 は，多数の AP（Application Program）による数客台規模
のマシンに同時の読み書きの処理がある場合に有効である． 
しかし，１台や複数台のようにマシン台数が少ない場合では，AP を動作させるためのテスト
ドライバを作成せず，手動で AP を動作することが可能であるため効果を得ることができない． 
93 
 













化技術を利用しない CBoC タイプ 2 は，マシン台数が多いため，効率的に実施しないと検証開始
が遅れることになってしまう． 
実際，データの書き込みにおいて，図 25 に示すとおり 63 時間経過した付近と 73 時間経過した
付近で，応答時間が長くかかっている時間帯があった．性能測定の条件としては，数百台のマシン
を利用し図 24の構成でTPによりランダムライトを実施していた．データサイズはクローリングされた
データと条件を合わせ平均レコードサイズ 5k Byte から 40k Byte とし，分布も合わせていた． 
調査は応答時間とマシンのリソースの観点で行った．その結果，次の 2 点が明らかとなった． 
(1) 特定のマシンで応答時間が遅くなっていないか調査をした結果，特定の 1 台ではなく，複数
台で遅い傾向があった． 












































図 25. 書き込みデータのスループットと応答時間 
 





解決方法は，ツールと監視 OSS である MRTG と Nagios や Crane に加えて，シェルスクリプトによ
るツールと Cron により故障を検知する手法を採る．表 33 に示すとおり，監視 OSS による監視は，
従来のシステムでの監視内容である CPU の負荷といった CPU の状態，メモリの使用率といったメ
モリの状態，ディスク I/O やディスク容量といったディスク状態や，NW の不具合等の状態を数値の






表 33. 監視概要 
種別 
監視内容 
監視方法 ツール OSS 





× ○ ○ × 
メモリ状態 × ○ ○ × 
Disk 状態 × ○ ○ × 






○ × ○ ○ 
プロセス状態 ○ × × ○ 
特定プロトコル疎通確認 ○ × × × 






商用システムの CBoC タイプ 2 の検証では，20 台のマシンを積んだラックを 15 ラック利用してい

































5.4.2 手法 6 の適用結果 
適用結果については，故障を検知し，故障したマシンを入れ替える作業に要する時間で評価し
た．商用システムである CBoC タイプ 2 の検証用のマシン環境に，提案方法を適用した結果を以下
に示す．予備マシンが無いときは，利用できるマシンの確認や設置の処理など調達に 5 日間（1 週
間），環境設定と組み込みに数日と 14 日間（2 週間）要していた．対して，故障率などが上記の商
用システムの検証環境において，提案の解決手法を適用した結果，予備マシンが準備済みである







 課題 6 の「故障検知と故障対応の迅速化」を解決する方法 
 適用可能な領域 
の観点で考察する． 
 課題 6 の「故障検知と故障対応の迅速化」を解決する故障マシンの入れ替えの方法として，
表 34 に示すように 3 つの案を検討した． 
 
表 34. 故障マシンの入れ替え方法 
案 解決方法 費用 復旧期間 
1 故障の都度にマシンを入れ替える ○ 3 週間 
2 運用の倍のマシンを用意して使い捨てにする × 30 分 


















































表 35. 検証の課題と解決手法 
アクティビテ
ィ 
作業 検証の課題 解決手法 
計画 準備 課題 1:大量な検証デー
タの早期データ準備 














































































る．提案した各アクティビティにおける課題の解決手法とその効果を表 36 に整理する． 
 
表 36. 課題解決による効果 
アクティビティ 解決手法 効果（到達点） 



















従来手法で要する期間：約 7 ヶ月 
提案手法での実績：5 ヶ月 



































ューニングした高速データ登録手法」である．手法１は，ネットワーク I/O には「TCP バッファのサイ
ズを 1.5 倍」にするチューニングを適用して性能要件以上の書き込み速度の実現し，ディスク I/O
には「Merge Compaction の実行契機のランダム化」のチューニングを適用してスループットを安定
させることで，高速登録を実現した．手法 1 により，検証期間を削減でき解決手法の適用前では約
2 ヶ月要するところ，適用後では計画どおり 1 ヶ月の期間内で完了させることができた． 
2 点目の課題「検証実施時間の見積もり精度向上」の解決手法は，手法 2「大量データ観点の事
前検証による見積もり精度向上手法」である．手法 2 は，大量にリソースを使用する検証の観点で
類似の項目が 2 項目以上ある場合，そのうち 1 項目を代表的な項目として事前に検証を実施する
ことで見積もり精度の向上を実現した．手法 2 により，検証期間を削減でき解決手法の適用前では






法 3 により，検証期間を削減でき解決手法の適用前では約 7 ヶ月要するところ，適用後では計画ど















計測やデータ内容の確認，の 3 つを可能にする仕組みを具備した．手法 5 により，検証期間を削





割の台数を予備に持ち，Shell script や OSS の Nagios などのネットワークやマシンの監視ツールを
用いて故障を検知し，故障したマシンを予備機と逐次入れ替えることで，検証への影響を最小限






















台数）とデータ量を軸とした 2 章の図 4 にそれぞれの手法とシステムの領域とをマップすると，それ
ぞれの手法の適用可能なシステムが判明する．  
以降，他のシステムへの適用について考察を詳述する．最初に他の大規模分散処理システム
への適用について，次に他の大規模分散処理システムと RDBMS を含めて適用について述べる． 





























手法（）内はシステムの処理特性： a.多くのマシン台数(/サイト)， b.大規模なデータ， 





OSS で著名なものの一つである Hadoop への適用が考えられる．一般的に OSSでは設計思想や詳
細な設計が全て明確ではないため，複雑な問題対応や最適なチューニングには限界がある．しか
しながら Hadoop は，図 28 と図 29 のように CBoC タイプ 2 とプロダクト構成など共通する部分が多
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図 29. Haddoop のシステム構成 
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実際に Hadoop に機能検証や性能検証として適用したところ，本手法はそのまま適用できること
を確認できた．このことから，解決手法の考え方は，OSS である Hadoop にも共通する知識であり，
他の大規模分散処理システムにおける検証の課題解決に役立つと考えられる．  
 
6.3.2 代表的な他の分散処理システムや RDBMS への適用 
大規模データに対応したシステムとしては，分散処理システムや一般的な情報システムである
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 手法 1: 大規模分散処理システムのようなレコードオリエンテッドではなく，カラムオリエンテッド
で列方向にデータをまとめて管理しているため，行を追加するには，それぞれのカラム毎すべ
てに追加の処理をする必要がある．手法 1 による行毎の大量データ投入をすると，時間を要す
るため，手法 1 の適用の効果は低いと考えられる． 
 手法 2: ペタバイト規模のデータを管理するため，検証に要する時間のばらつきがあると考える．
そのため，大量データ観点の事前検証による見積もりの効果が高いと考えられる． 
 手法 3: 千台規模のサーバで構成されることから，検証で有しているマシン台数が運用上のマ
シン台数と同じ場合があり，効率的にバグを摘出できないことが考えられる．そのため，検証マ
シン台数分割と段階的検証の効果が高いと考えられる． 
 手法 4: ランダムリード・ランダムライトの処理や複製データによるデータ保障の確認を千台規模
のサーバで確認することから，試験項目数が多くなることが考えられる．そのため，システム特徴
と問題発生傾向の重要度の精査による項目削減の効果が高いと考えられる． 
 手法 5: 千台規模のマシンを利用し，複数のスレッドをコントロールする必要があるため，複数
のスレッドをコントロールするデータ生成やログ出力を組み込んだテストドライバ（TP）の効果は
高いと考えられる． 
 手法 6: 千台規模のサーバで構成されることから，マシンの故障は頻発することが考えられる．
予備機の入れ替えと監視ツールによる効果が高いと考えられる．  






















 手法 1: スレッドを排他する機能はないため，大量のデータの書き込みがあった場合，I/O デバ
イスのボトルネックが発生する可能性があり，I/Oデバイスをチューニングする効果が高いと考え
られる． 
 手法 2: ペタバイト規模のデータを管理するため，検証に要する時間のばらつきがあると考える．
そのため，大量データ観点の事前検証による見積もりの効果が高いと考えられる． 
 手法 3: 千台規模のセカンダリサーバで構成されることから，検証で有しているマシン台数が運
用上のマシン台数と同じ場合があり，効率的にバグを摘出できないことが考えられる．そのため，
検証マシン台数分割と段階的検証の効果が高いと考えられる． 
 手法 4: シーケンシャルリードの処理や複製データによるデータ保障の確認を千台規模のサー
バで確認することから，試験項目数が多くなることが考えられる．そのため，システム特徴と問題
発生傾向の重要度の精査による項目削減の効果が高いと考えられる． 
 手法 5: 複数のマシンを利用し，複数のスレッドをコントロールする必要があるため，複数のスレ
ッドをコントロールするデータ生成やログの出力を組み込んだテストドライバ（TP）の効果は高い
と考えられる． 
 手法 6: 千台規模のスレーブで構成されることから，マシンの故障は頻発することが考えられる．
予備機の入れ替えと監視ツールによる効果があると考えられる． 




り，ＡＣＩＤ特性[18]のあるシステムである．RDBMS のシステムには，SQL Server24, ＭySQL25, 
Oracle Database26などがある．RDBMS は行レベルロック，読み取り一貫性，堅牢性，移植性の特徴
を有し，以下のシステム構成とデータ管理等を有している． 















 手法 2: RDBMS で管理するデータは，スキーマで定義されたデータである．一方，大規模分散




 手法 3: 数十台規模のマシンで構成されることから，マシン台数が不足する問題は発生しない
ことが考えられる．そのため，検証マシン台数分割と段階的検証の効果は低いと考えられる． 
 手法 4: 数十台規模のマシンで構成されることから，マシンで動作するプロダクトの組み合わせ
による試験項目数の増大はないと考えられる．そのため，システム特徴と問題発生傾向の重要
度の査による項目削減の効果は低いと考えられる． 
 手法 5: 複数のマシンを利用し，複数のスレッドをコントロールする必要があるが，数十台のマシ
ンに対してであることから，スレッドをコントロールするデータ生成やログの出力を組み込んだテ








 手法 6: 数十台のマシンの管理でよいことから，マシンの故障が頻発することはないと考えられ
る．そのため，予備機の入れ替えと監視ツールによる効果は低いと考えられる． 





MapReduce は，以下のシステム構成とデータ管理と処理機能とを有している．  
 システム構成は，千台規模の分散処理マシン上に構築される．  
 処理可能なデータ容量は数ペタバイト級である． 
 データ管理やデータ構造は，構築されている分散処理システムと同じである．  









30 の左下の範囲に位置する．MapReduce は，NoSQL のシステムと同じ特徴・処理特性であること
から，重ねて表示はしていない． 
次にそれぞれ位置づけられた各システムに適用可能な提案手法を図 30 に重ね合わせる．そう
すると，提案手法の手法 5，手法 6 は，主に数百台規模以上のマシンでスケールアウト（分散）する
システムに適用可能なことが判る．一方，提案手法の手法 1，手法 3，手法 4 は， 主に大量なデー
タ（ペタバイト級のデータ）を管理するシステム に適用可能なことが判る．ただし手法 1 は，大量の
レコードデータを投入する分散されたマシンのシステムの大規模分散処理システム（レコードオリエ
ンテッドストア）とドキュメントストアに適用可能である．手法 2 は，数百テラバイト級のデータを管理































































































付録 1 大規模分散処理システムと RDBMS との違いと CBoC タイプ 2 の特徴 
大規模分散処理システムと RDBMS(Relational Database Management System)との違いを以下に
示す．KVS(Key-Value Store)は RDBMS とは異なり，簡易トランザクション・簡易クエリを分散環境で
実行する点に特徴があり，分散環境において一貫性あるいは可用性を実現したデータストレージ
である． 










「Join」，「Order by」の理由は，分散ファイルは 100 テラバイト～ペタバイトレベルの超巨大なデータ











次に，CBoC タイプ 2 におけるシステムの特徴について以下に示す． 





A) シーケンシャル読み出し性能 ＞ 書き込み性能 ＞ ランダム読み出し性能 
B) 可用性 ＞ レイテンシ 
C) データレプリケーション 
 





































CBoC タイプ 2 では 1 マシン 1OS であり，マルチテナントモデルではないため，他の OS との資
源の競合は発生せず，マシン資源を最大限に活かすことが可能である． 
 
付録 2.2 NoSQL の研究 
対象である大規模分散処理システムは，NoSQL[11]である．NoSQL のシステムとしては
[10][16][17]にあるように，キーバリューストア(KVS)，ドキュメントストア，カラムオリエンテッドストアの
3 種類のシステムがある．以下の表 39 に NoSQL の分類の代表的なシステムを一覧にする． 
 






















の時はハードディスク上に保存する．読み書きを 10 万レコード/s で実行可能な性能を持
つ． 
② リストとリストのセットの組み合わせる操作を可能とする． 




(2) Tokyo Tyrant 






カラムオリエンテッドストアとして，Cassandra と Hypertable を示す． 
(3) Cassandra 









7MB/s，読み出しは 1M セル/s である．しかしながら，高い読み出し速度や大きなストレージの
アプリケーションの利用は向いていない． 
 















































図 33. 各システムの特徴による位置づけ 
 
キーバリューストア(KVS)，ドキュメントストア，カラムオリエンテッドストアと大規模分散処理システ




CBoC タイプ 2 は，Hadoop のシステムと同様なプロダクト構成をしたシステムである．構成するプ
ロダクトの分散テーブルは，カラムオリエンテッドストアのHypertableやHBase(Hadoop)のシステムと
同じである．CBoC タイプ 2 の分散テーブルは，Hypertable と比較して書き込みに性能を高くするよ
うにしているが，大きなストレージのアプリケーションの利用も可能である．HBase(Hadoop)と比較し
て，YCSB(Yahoo! Cloud Serving Benchmark)[19]のベンチマークを利用して書き込みや読み出しの
スループットの性能は，CBoC タイプ 2 が約 2 割以上よい性能であった．CBoC タイプ 2 は大量の
小さいデータサイズの変更は得意である．CBoC タイプ 2 と Hadoop とでは，1 カラムのみの更新で
は，Hadoop の性能が良い．ただし，全カラムを更新の対象とし，更新するデータのサイズを大きくし














間が 2 週間のプロジェクトで，検証項目 A，B，C・D はそれぞれ検証環境規模の異なる項目であり
全て 1 日を要する項目とする．項目 A は 4 件，項目 B は 3 件，項目 C と D は 2 件あり，それぞれ
の項目の切り替わりでは環境整備に 1 日要すると仮定する．検証項目を C,D,B,A の順に逐次実行












































付録 3.4 適用結果 

















































































































































































































































図 37. マルチメディア検索の概要 
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図 38. ExSight[78]のシステム構成 
 





















① 対数の間隔の音圧成分（ベクトルの次元数：18 次元） 



















































図 43. 周波数の差 
 
付録 4.4 適用結果 
この手法を適用した具体的な実例を以降に示す．上述の特徴量を検索パラメータとして使い，
検索を行った．結果を表 40 に示す．50 曲のデータがデータベースとして蓄えられており，特徴量








能であることが判明した．検証に要した期間は，計画どおり 5 ヶ月の期間内で完了した． 
137 
 
表 40. 検索結果 




結果数  10  10  
全データ内の正解の数  5 5  
再現率(%)  83  56  



















付録 5.1 ツールによる検証作業の効率化に関する研究 
検証環境の構築や検証実施のツールは，従来の情報システムではそのプロダクトに付属する環
境構築のツールや OSS[84][86]を利用し，不足しているところについては，ツールを自作している．















は OSS の適用を行う．また，OSS が適用できない独自の作業については，検証環境構築と検証実
施／結果確認それぞれにスクリプトのツールを用意するという手法で対応する．OSS が適用できる










付録 5.3 具体的な解決手法 
OSS が適用できる作業については，表 41 に示すとおり効率化を図る．設計（環境構築）としては，
Puppet を 使 い ， 実 行 （ 検 証 準 備 ） で は ， iperf,bonnie を 使 い ， 実 行 （ 状 態 確 認 ） に は ，
MRTG,Nagios,Crane という利用可能な OSS を利用する．独自のスクリプトのツールについては，表 














表 41. OSS ツール（例） 
分類 ツール名 作業内容 




実行（検証準備） iperf NW の帯域測定 
bonnie Disk の I/O 測定 
実行（状態確認） MRTG リソース情報可視化 
Nagios,Crane マシン監視 
 








実行（検証準備） ・CBoC の起動/停止 
・CBoC へのデータ書き込み/読み出しのツールの起動/停止 
・指定プロセスの停止 
・リモートマシンへの JOB 登録/確認/削除 
・データのバックアップ/リストア 
実行（状態確認） ・CBoC 稼働状態確認 
・CBoC へのデータ書き込み/読み出しのツールのプロセス存在確認 
・CBoC へのデータ書き込み/読み出しのツールのログチェック 






































図 44. 環境構築ツールの動作イメージ 
表 43. 環境構築時に用いた主な独自開発ツール 
 






2 環境チェック ssh_conn_check.rb マシン間の ssh 接続可否確認 
3 サーバ設定・
配布 
register_dls_cellname.sh 分散ロック セル名の /etc/hosts への登録 
4 install_pf_client.sh 検証用クライアントツールの配付およびインストール 
5 install_products.sh CBoC 関連プロダクトの新規インストール 
6 deliver_conf.rb CBoC 関連プロダクトの設定ファイル配布 




分散ロック に登録する 分散ファイル の構成情報 
ファイルの生成 
9 register_squall_info.sh 分散ファイルの構成ファイルの 分散ロックへの登録 
10 initialize_cboc_data.sh CBoC が保持する永続化情報の初期化 












の NW や Disk の性能のばらつきは，1 台 1 台では小さくても，数百台を組み合わせると性能測定
や機能確認に影響を与えてしまう．したがって，大規模分散処理システムのシステム検証では，
NW と Disk 環境のばらつきをどのように確認するかが具体的な課題である． 
従来の情報システムでは，複数マシンのみが NW で接続された環境での検証のため，1 台 1 台
のばらつきの差異が小さい場合は，性能測定や機能確認に影響は与えない．本節では，大規模
分散処理システムのシステム検証における，NW と Disk 環境のばらつきをどのように確認し解決す
るかについて説明する． 
 






付録 6.2 課題解決の考え方 
環境の確認を行うことで，性能が均一でない部分を見つけ対処をする．環境確認のポイントは，
マシン外側の NW 帯域とマシン内部の Disk I/O の 2 点であり，対処はパラメータチューニングであ
る．実際に NW 帯域の確認において，複数のラックが論理的には同じ構成でも物理的には設定が
異なっている場合がある．実際，図 45 に示すとおり中心的な NW 装置であるコアスイッチと末端の
エッジスイッチ間で転送速度に約 1.5 倍の差が発生していた．また，Disk I/O の確認において，
Disk ベンチマークツールの Bonnie++で測定した結果，図 47 に示すとおり同一機種でも性能の良
いものと悪いものとでは，約 2 倍の性能差が発生していた．上記のとおり，環境は，想定と異なり均
一でない場合があり，事前に環境を確認することが重要である． 
この解決の考え方は，NW と Disk の性能確認というアプローチであり，検証環境が大規模で NW
や Disk の性能のばらつきがある場合，大規模分散処理システム一般に有効である． 
 
付録 6.3 具体的な解決手法 
特に性能測定を実施する前に基本システム性能（Disk I/O スループット，NW 帯域）の測定を行
い，マシン毎の性能状況や NW 帯域を確認して，必要に応じマシン交換や NW 設定の確認を行う．
具体的な測定対象の環境と使用ツールを表 44 に示す．NW 帯域の確認手法としては，図 46 に
144 
示すとおりコアスイッチとエッジスイッチ間の転送速度を OSS の iperf で一方のラックから他方のラッ
クへデータを送信することにより測定する． 
 


























































































































































図 45. NW 帯域の違い 
 
表 44. 測定対象の環境と使用ツール 
 
測定対象 使用ツール 備考 
1 サーバ ディスク I/O  bonnie++ 集計例を図 47 に示す 
2 サーバ メモリ・ディスク I/O  hdparm 
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