We have developed an inversion algorithm for loop-loop electromagnetic (EM) data, based on the localised nonlinear or extended Born approximation to the solution of the 2.5D integral equation describing an EM scattering problem. Source and receiver configuration may be horizontal co-planar (HCP) or vertical co-planar (VCP). Both multi-frequency and multi-separation data can be incorporated. Our inversion code runs on a PC platform without heavy computational load.
Introduction
The loop-loop EM method is one of the oldest geophysical techniques, and has been used for over 70 years, mainly in mineral exploration . Recently, the method has been applied in wider fields, including environmental site characterisation surveys to detect landfills and buried metallic drums containing hazardous waste (Won et al., 1996) . The method offers rapid delineation of subsurface structure, and is quite useful where the contact with the ground is not appropriate to deploy resistivity surveys, or where the surface is covered with contaminated materials.
In spite of its diverse applications, the interpretation of loop-loop EM data has generally been based on simple onedimensional (1D) inversion, or some restricted quantitative analysis Spies and Frischknecht, 1991) . This relative absence of automated and quantitative interpretation tools may be partially because fully digital equipment, accommodating multi-frequency as well as multiseparation operations, has only recently been released to the market. Another reason may be that a fast 2.5D EM inversion scheme is not readily available, as the use of a rigorous modelling algorithm is still expensive for field applications.
In this study, we have developed an efficient 2.5D inversion scheme for frequency domain loop-loop EM data, which runs on a PC platform without heavy computational load. We used the localised non-linear (LN) approximation (Habashy et al., 1993) to the 2.5D EM integral equation solution for forward computation, as used by Torres-Verdin and Habashy (1994) , but with different derivations in detail. In the inversion procedure, we implemented the spatially variable Lagrangian multiplier scheme (Yi et al., 2003) in order to enhance the resolution. Because the variances of the misfits are different from horizontal coplanar (HCP) to vertical coplanar (VCP) configuration, due to different sensitivities, we also implemented a weighting scheme for the Jacobian, based on the misfit variances.
We first test the performance of the algorithm that we have developed with a set of synthetic models. We then apply it to field data gathered at an agricultural site in Korea, and compare the resultant 2D images with dipole-dipole resistivity survey results along the same profile line.
LN approximation to the 2.5D EM integral equation
The electric field at r anywhere in volume V can be expressed by Fredholm's integral equation of the second kind,
where E p (r) is the background electric field in the absence of the conductivity inhomogeneity,ẑ = iωµ the impedivity, ω the angular frequency, µ the magnetic permeability assumed to be that of free space, G E (r, r ) the electric Green's tensor which relates the electric field at r due to the current source at r with
and we are able to evaluate the response of the 2D earth while maintaining the 3D nature of the EM source. Now, applying the LN or extended Born approximation (Habashy et al., 1993) to the above 2.5D integral equation,
we arrive atẼ
where the depolarisation or scattering tensor in the wavenumber domain is expressed as
(11) The LN approximate formulas, equations (10) and (11), differ from those by Torres-Verdin and Habashy (1994) in that we apply the LN approximation to the 2.5D integral equation itself, while they used a 3D approximate formula and a 2D formulation of the scattering tensor through an infinite integral over y-axis.
Numerical modelling
To get a numerical solution with the 2.5D LN approximation, we divide the inhomogeneity, or the region including anomalies, into a finite number of cells, N, having constant conductivity and constant electric field over each cell, to arrive at the following equation for the secondary field:
We selected a total of 15 spatial wavenumbers, equally spaced on a logarithmic scale, covering the range from 0.1 m to 4 skin depths in the space domain. Once the spatial harmonic secondary magnetic fields are computed over these 15 spatial wavenumbers, the inverse Fourier transform is to be done through numerical integration, with cubic spline interpolation to get the responses along the profile. The primary magnetic fields over the homogeneous half-space are calculated in the space domain with a numerical Hankel transform technique using Gaussian quadrature (Chave, 1983) . Figure 1 shows a conductive block model used in testing the validity of the 2.5D modelling and inversion. A conductive block of 10 .m is located at 15 m depth in a homogeneous half- space of 100 .m. We calculated the HCP and VCP responses for three frequencies, 3 kHz, 10 kHz, and 30 kHz. Source-receiver separations (L) used were 40 m, 60 m, and 80 m.
Figures 2 and 3 show the modelling results, expressed as mutual impedances, for the HCP and VCP configurations, respectively, when L = 40 m for the three frequencies. These are calculated using our 2.5D scheme and using a finite element approach. In the finite element modelling we adapted the secondary field formulation described by Hohmann (1988) . The cell size in our 2.5D modelling was 5 m × 5 m while the finite element mesh size was 2.5 m × 2.5 m, both of which are small enough to enable convergence. In the HCP results (Figure 2) , we can see a very good agreement between the results from both approaches except in the quadrature component at 30 kHz. This inconsistency seems to be due to a limitation of the LN Figure 1 . Solid lines are from our 2.5D LN approximation modelling while squares denote the results using 2.5D finite element approach.
approximation because the skin depth in the conductive block drops to some 9 m at this frequency. Although it is deliberately relaxed in the LN approximation, the basic assumption and limitation of the Born approximation, that inhomogeneities be 'electrically small', can hardly hold for this frequency. The results other than the quadrature component at 30 kHz are quite satisfactory. Figure 3 shows the in-phase and quadrature responses for the VCP configuration and again we can see a fairly good match of both results, so we conclude that the overall accuracy is acceptable when considering the conventional operating parameters used for loop-loop EM surveys. For this VCP configuration, we find that the horizontal variations of the responses are much smaller than for HCP configuration shown Figure 1 . Solid lines are from our 2.5D LN approximation modelling while squares denote the results using 2.5D finite element approach. Note that the spatial variation of the response is much weaker than when using HCP configuration (Figure 2 ), which indicates the lower sensitivity of the configuration.
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in Figure 2 . This low sensitivity is due to the weak coupling between source and receiver oriented in the strike direction; the magnetic dipole source in the direction of y produces very weak incident electric fields along strike, if any, which implies low resolution in the inversion.
Sensitivities
Prior to the discussion of our inversion scheme, it is worth describing the sensitivity or Fréchet derivative, which is obtained without additional computing efforts in the inversion using our approximate integral equation approach. Taking the derivative of equation (12) with respect to the conductivity of the j-th cell,
The sensitivity of electric field is also represented as
Hence we arrive the following expression for the element of the sensitivity function as
Note that the terms in the right hand side of equation (18) have already appeared in the computation of secondary magnetic fields using equations (12) and (13). In other words, we can get all the elements necessary for the calculation of Fréchet derivatives in the forward computation stage. We only need to solve the generalised inverse matrix to get the update of the model parameters without a heavy additional computing load, and thus we can reduce overall computing time to the order of iterative forward modelling.
Inversion with a spatially variable Lagrangian multiplier
The update vector for the model parameters at each iteration step of the least-squares inversion with second order smoothness constraint is determined by minimising the misfit, as
where J is the Jacobian matrix with appropriate normalisation or weighting applied to the elements in equation (18), and J −g is its generalised inverse, the normalised misfit vector is
|H obs | are the absolute values of the observed data, and the modelparameter vector m has elements, (Constable et al., 1987; Sasaki, 1989) . Note that we may incorporate an inequality constraint (Kim et al., 1999) if a priori information is provided through well logs etc., as
where m max and m min are the upper and lower bounds for the parameter vectors, respectively. Determination of the Lagrangian multiplier, which balances the minimisation of data misfit and of the model roughness, may be a critical procedure to achieve both resolution and stability. Recently, Yi et al. (2003) introduced a simple and robust way of incorporating the Lagrangian multiplier as a spatial variable, dependent on sensitivity to the model parameters. They named this approach Active Constraint Balancing (ACB), in that the Lagrangian multiplier distribution is automatically calculated in each iteration step of the inversion. Yi et al. (2001) successfully applied it to the 3D imaging of the subsurface resistivity distribution using dc resistivity survey data. We adapt their approach here to test its performance for the loop-loop EM data.
The parameter resolution matrix, which says how closely a particular estimate of the model parameter is to the true solution, can be defined as (Menke, 1984) . Note that R = I means a perfect resolution. Using the parameter resolution matrix we introduce BackusGilbert spread function, which is a measure of goodness of resolution,
with its elements being
where w(i, j ) is the geometrical distance between parameter block i and j. Equation (25) says that a larger spread of a particular model parameter indicates the lower resolution of that parameter or vice versa. Since perturbation of a parameter of low resolution has little effect on the resultant misfit, it is preferable to apply a strong constraint to that parameter in the inversion process. We can, therefore, define the spatially variable Lagrangian multiplier as a function of spread or resolution which, in turn, becomes a function of the location of the parameter block: where the maximum and minimum values are the upper and the lower bounds of the Lagrangian multiplier and the spread, and are predefined after numerous tests (Yi et al., 2003) . Note the automatic determination of the Lagrangian multiplier set requires a small amount of additional time. However, because the evaluation of the parameter resolution matrix and spread function needs only simple matrix multiplication at each iteration step, it takes only a small fraction of forward computing time when the number of data is of the order of several hundred. Figure 4 shows inversion results after five iterations with the conventional, fixed Lagrangian multiplier of unity, using HCP and VCP data calculated for the model shown in Figure 1 . We used data at the three frequencies, 3 kHz, 10 kHz, and 30 kHz, and for L = 40, 60 and 80 m. The number of data used in each inversion was 342: 2 components × 3 frequencies × number of data (21 + 19 + 17 for L = 40, 60 and 80 m, respectively). We can see a blurred image of the conductive block due to the roughness term. The resistivity value for the VCP data is not close to the true one as predicted by the weak modelling responses in Figure 3 . Figure 5 , on the other hand, shows the inversion results for the same data with the spatially variable Lagrangian multiplier set through the automated parameter resolution matrix and spread function analysis. We can see a more focused image for HCP data although there are still some artefacts along the blocks at a depth of 10 m. Improvement of the resolution is remarkable for VCP data, where we can see conductive anomalies centred around the true one. Figure 6 shows the distribution of the Lagrangian multiplier determined at the fifth iteration, and used for the reconstruction of images shown in Figure 5 . We see the Lagrangian multipliers with small values, which in turn denote a highly resolvable area, are just above the conductor in the HCP configuration, while they are spread over the uppermost layer in the VCP configuration. Considering that the vertical magnetic dipole source in the HCP configuration generates TE mode incident EM fields along the profile line while the VCP generates TM mode, it is quite natural that the two configurations with different orientation show different sensitivity distributions. This example tells us that the inversion scheme with a spatially variable Lagrangian Fig. 4 . Resulting images after the fifth iteration of inversion with a fixed Lagrangian multiplier of unity, using synthetic HCP (upper) and VCP (lower) data for the model shown in Figure 1 . Total number of data at each inversion is 342, including real and imaginary component, three frequencies, and three separations. multiplier, based on sensitivity analysis, does provide an image of higher resolution.
Incorporating the misfit variances
As we can see from the modelling results in Figures 2 and 3 , the data using HCP and VCP configuration show quite different sensitivities and the inversion results shown in Figures 4 and 5 confirmed this. We may simply expect that simultaneous inversion using both the HCP and VCP datasets would enhance the resolution, because it doubles the number of measured data. The upper two results shown in Figure 7 show, however, that this does not hold, at least for this example; the results are similar to Figures 4 and 5. Since the sensitivity of the data differs from configuration to configuration, the range of misfit also shows a different distribution. Consequently, minimising the misfit as used in equation (20) would lead to bias, affected by the dataset having larger misfit variance. Note that we can also see different sensitivities between in-phase and quadrature components, or between frequencies, even for the same sourcereceiver configuration (see Figures 2 and 3 ), but they mostly include the information on the subsurface resistivity distribution themselves.
The data resolution matrix, which says how closely a particular estimate of the data is to the measured value, and the data spread function, can also be defined similarly to those for model parameters as in equations (24) through (26) (Menke, 1984) . In data resolution matrix analysis, we confirmed very large differences of normalised misfits, expressed in equation (21), between different configurations. We, therefore, incorporate a weighting scheme according to the standard deviations or variances of the misfits of each dataset and redefine the equation for the parameter update as
and the misfit variance is
where M is the number of measured data, δd the mean of data misfit, andσ 2 ic is the misfit variance of ic-th configuration data. Note that this normalisation by misfit variance balances the overall misfit so that the inversion accounts all the necessary information included in the data. The bottom image of Figure 7 shows the results incorporating this weighting along with the spatially variable Lagrangian multiplier scheme. We see the bottom image is focused better than the upper or the middle ones, and the recovered value is close to the true one. Figure 8 illustrates the effect of the normalisation or weighting. We show only quadrature component data for the sake of simplification, and thus the number of data used in the inversion shown in Figure 7 reduces to 342. The upper plot shows the data misfit (δd) at the initial iteration step; the first half is for the HCP configuration while the rest is for VCP data. Since we start with a homogeneous background model, we can see the trend is similar to the model responses, and thus the misfits are much smaller for the VCP than for the HCP configuration. When we apply weighting to the Jacobian based on the misfit variance as in equation (30), the misfit becomes more balanced as shown in the lower plot. Note that we do not normalise the statistics according to frequency, because the decay and the variation of the responses to frequency themselves have important information about the subsurface resistivity distribution. Figure 9 shows another example, using a double block model, one of which is conductive, 10 .m, and the other is resistive, 1000 .m, embedded in a homogeneous half-space of 100 .m (top image). In this example, we use the spatially variable Lagrangian multiplier scheme for all results. As we can see in 
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Y. Song and J.-H. Kim   Fig. 9 . Inversion results for a model including conductive (10 .m) and resistive (1000 .m) blocks in a homogeneous half-space of 100 .m. We can identify the resistive block only when using the misfit-based weighting scheme with the Jacobian matrix. Figure 9 , only the lowermost image, using the weighting scheme, shows the existence of the high-resistivity block. Since the VCP data is more sensitive to the properties of the shallow subsurface, the third image does show a relatively high resistivity zone, but it is blurred and the resistivity values are not close to the true one. Even in the lowermost result, of course, the image is somewhat blurred due to the effect of the smoothness constraint, and the value of the high-resistivity block is just half of the true value. Considering, however, that the conductivity contrast term in equation (1) becomes a small negative value for a resistive block, this result is sufficiently acceptable.
Application to field data
We applied the developed algorithm to field data to test its practical performance. We used Geonics EM34-3XL loop-loop EM system which operates with three coil separations and frequencies; 10 m and 6400 Hz, 20 m and 1600 Hz, and 40 m and 400 Hz, all of which correspond to a single induction number.
The test site was located in an agricultural field in Korea, covered with alluvial deposits some 10 to 20 m in thickness. Figure 10 shows the measured data at every 5 m along a profile of 100 m. Since the EM34-3XL system measures the quadrature components only and reads the responses in terms of the apparent conductivity, we converted them to the quadrature components of the mutual inductance using the near-field formula . The responses significantly deviate from those of a layered earth, and again those for VCP configuration show smaller variation than HCP. Figure 11 shows the resultant images derived from inversion of the different datasets. We can see 2D structure in the image using the HCP data while the result using VCP data merely shows layer features. The image resulted from the simultaneous inversion using both HCP and VCP data, on the other hand, shows more details, which delineate the alluvial deposits. Note that we used the spatially variable Lagrangian scheme in all Field data pseudosection 2-D Resistivity structure Depth (meter) Fig. 12 . Apparent resistivity pseudosection (upper) from dipole-dipole resistivity survey data along the same profile as the EM survey in Figures 10 and 11 , and the 2D resistivity image resulting from 2.5D finite difference inversion (lower). The dipole length used was also 5 m.
inversion processes, and applied the weighting scheme in the simultaneous inversion of both HCP and VCP data.
To verify the performance of our inversion algorithm, we have conducted a resistivity survey with a 5 m dipole-dipole array, along the same profile. Figure 12 shows the apparent resistivity pseudosection of the field data, and the resistivity distribution image resulted from 2.5D finite difference inversion. Comparing the images in Figures 11 and 12 , the resistivity values of the EM image are slightly high, especially in deeper parts, which makes the depth of the alluvium appear to be less than 76
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Y. Song and J.-H. Kim the dc survey result. The overall trend, however, matches fairly well. Considering that we used only three separations in the EM survey, and that they even correspond to a single induction number, this fine match between the results is quite convincing evidence that our inversion algorithm also works properly for field data.
Discussion and conclusions
We have described an LN approximation to the 2.5D EM integral equation solution, and least-squares inversion with a spatially variable Lagrangian multiplier set and weighting of the Jacobian using variances of data misfits. Comparing responses calculated for a conductive block model over some frequency and sourcereceiver separation ranges with the results of finite element modelling, we conclude that our modelling scheme provides accurate results enough to be used for inversion.
Through an analytic formulation of the sensitivities, adopting the approximation, we can reduce the computing time for the inversion to the order of the iterative forward modelling time, even when incorporating the various analyses for enhancing the resolution. Incorporating the automated determination of the spatially variable Lagrangian multiplier as a function of the sensitivity to model parameters through the parameter resolution matrix and spread function analysis, we could enhance the resolution of the images. Resulting distributions of the Lagrangian multiplier are quite different from the constant, homogeneous one, which shows that our scheme properly reflects the sensitivity to model parameters.
The large difference in sensitivity between the HCP and VCP configurations prevents the resolution of the image from being enhanced when using both datasets simultaneously in inversion. Taking into account that the variances of the misfits are different from configuration to configuration, we implemented a weighting scheme of Jacobian based on the misfit variances. Testing the performance of the weighting, along with the spatially variable Lagrangian multiplier scheme, with a double block model including a resistive body as well as conductive one, we found a remarkable enhancement of resolution.
We, then, applied our method to field data and compared the results with a dipole-dipole resistivity survey image. We found that the newly developed algorithm provided an image comparable to that of the dc resistivity survey although the number of separations or frequencies in the EM survey did not seem enough to cover the same depth range as the dc resistivity survey.
The newly developed algorithm is stable; all the inversion results shown here converged in the fifth iteration, and it runs fast; taking less than an hour to invert data from 21 stations, 3 separations, 3 frequencies, and two configurations on a PC platform equipped with Pentium III 900 MHz CPU. We expect that the algorithm developed in this study would be a useful tool in imaging the subsurface where good contact with the ground is not possible, or where the ground surface is contaminated, such as in environmental applications.
