Marsat G, Maler L. Preparing for the unpredictable: adaptive feedback enhances the response to unexpected communication signals. J Neurophysiol 107: 1241-1246, 2012. First published December 7, 2011 doi:10.1152/jn.00982.2011To interact with the environment efficiently, the nervous system must generate expectations about redundant sensory signals and detect unexpected ones. Neural circuits can, for example, compare a prediction of the sensory signal that was generated by the nervous system with the incoming sensory input, to generate a response selective to novel stimuli. In the firstorder electrosensory neurons of a gymnotiform electric fish, a negative image of low-frequency redundant communication signals is subtracted from the neural response via feedback, allowing unpredictable signals to be extracted. Here we show that the cancelling feedback not only suppresses the predictable signal but also actively enhances the response to the unpredictable communication signal. A transient mismatch between the predictive feedback and incoming sensory input causes both to be positive: the soma is suddenly depolarized by the unpredictable input, whereas the neuron's apical dendrites remain depolarized by the lagging cancelling feedback. The apical dendrites allow the backpropagation of somatic spikes. We show that backpropagation is enhanced when the dendrites are depolarized, causing the unpredictable excitatory input to evoke spike bursts. As a consequence, the feedback driven by a predictable low-frequency signal not only suppresses the response to a redundant stimulus but also induces a bursting response triggered by unpredictable communication signals.
and modulations of EOD frequency take place and mediate the interaction (Bullock 1969; Hopkins 1972) . When two male fish are in close spatial proximity, the interference of their sinusoidal EOD waveforms produces ongoing low-frequency amplitude modulation (the so-called beat). Under these conditions, the males typically emit chirps, transient aggressive electrocommunication signals (Hupé and Lewis 2008) . Chirps are short (Ͻ20 ms) increases of the EOD frequency and result in sudden phase shifts of the ongoing beat pattern. The lowfrequency sinusoidal beat signal is a temporally and spatially redundant signal, and its time course is predictable. Chirps, however, are produced at varying rates during the social interaction, and their precise timing with respect to the beat cycle is unpredictable (Zupanc and Maler 1993) . Principal (pyramidal) neurons in the first-order electrosensory region, the electrosensory lateral line lobe (ELL), respond vigorously to electrosensory stimuli (Bastian 1986 ). There are numerous subtypes of pyramidal cells whose properties vary according to their location within the ELL columns and maps (Maler 2009a (Maler , 2009b . The pyramidal cell response to electrocommunication signals varies accordingly (Marsat et al. 2009 ). For example, superficial pyramidal cells typically show attenuated responses to the low-frequency sinusoidal signals that arise during encounters of same-sex fish (Bastian et al. 2004 ). This attenuation is due to a "negative image" signal conveyed by an adaptive feedback pathway via cerebellar parallel fibers (Bastian et al. 2004; Bol et al. 2011; Chacron et al. 2003 ) that provide both excitatory and disynaptic inhibitory inputs to pyramidal cells. A subset of superficial pyramidal cells (E cells) located in ELL lateral electrosensory map (LS) give strong burst responses specifically to small chirps (Marsat et al. 2009 ). This burst response is the most conspicuous response, within the ELL, to the occurrence of a chirp. Other cell types (including I cells; Saunders and Bastian 1984) are less efficient at signaling the occurrence of a chirp (Marsat et al. 2009 ), and we therefore suggested that the most efficient decoding circuits would be based on the response of superficial LS E cells only. Here, we demonstrate that the same feedback pathway that attenuates their response to the predictable low-frequency stimulus is also essential for the production of chirp-evoked bursts in superficial pyramidal cells of the LS map.
MATERIAL AND METHODS
Surgery. Apteronotus leptorhynchus were anesthetized and craniotomy exposed the hindbrain. Fish were then released from anesthesia and immobilized with curare (Sandoz International, Holzkirchen, Germany) and respirated with oxygenated water. The fish's body, except the top of the head, was submerged in the experimental tank and thus could be stimulated with naturalistic electric stimuli. All experiments and protocols were approved by the University of Ottawa Animal Care Committee (see Marsat et al. 2009 for more details).
Stimulation. A pair of electrodes located on either side of the body was used to modulate the amplitude of the fish's electric organ discharge (EOD). The amplitude modulation pattern was calculated to be identical to that elicited by the communication signals described below (see also Benda et al. 2005) . Stimulus intensity was adjusted so that it modulated the fish's EOD by 20%. The amplitude modulation of chirp stimuli consisted of an ongoing sinusoidal modulation of 5 Hz (beat) interrupted every 0.5 s by a chirp. Chirps are transient increases of the signal's frequency. Except when otherwise noted, the frequency was increased by 60 Hz for 14 ms starting at the trough of the beat cycle (see Marsat et al. 2009 for more details). To preserve the shape of the upstroke of this chirp (and therefore the response it elicits in the neurons) while making it start at resting EOD amplitude (e.g., middle of descending phase of the beat), chirp frequency was 84 Hz for the experiments presented in Fig. 3 (see RESULTS) .
Feedback block. A picospritzer (Parker Hannifin, Cleveland, OH) and blunt glass micropipette were used to inject lidocaine hydrochloride (2%; AstraZeneca, Mississauga, ON, Canada) in an afferent fiber tract to the posterior cerebellum, which is responsible for providing the feedback to the ELL (Sas and Maler 1987) . The injections were deemed to be successful when feedback cancellation was blocked and the recorded neuron responded to the 5-Hz beat ( Fig. 1; Bastian 1986 ). In addition, we used stimulation of the neuron's receptive field to ascertain that it was not directly affected by the lidocaine injection, verifying that firing rate in response to local stimuli did not decrease markedly after injection (data not shown).
Extracellular recordings. Custom Woods metal extracellular electrodes were inserted into the pyramidal cell layer of the lateral segment of the ELL (Marsat et al. 2009 ). Isolated superficial E cells were identified by their low spontaneous firing rate (Bastian and Nguyenkim 2001) and their firing pattern in response to sinusoidal input applied to its receptive field only or applied globally (Bastian et al. 2004) .
Intracellular recordings. Micropipettes (70 -100 M⍀) were inserted 300 -500 m medial to the LS pyramidal cell layer. At this location we impaled the dendrites of LS pyramidal cells at depths between 300 and 500 m (Maler et al. 1991) . The height, width, and shape of backpropagating action potentials have marked differences with somatic action potential of pyramidal cells (smaller, much wider, and a slower repolarization phase with no marked afterhyperpolarization), thus allowing confirmation that a recording was indeed from apical dendrites (Turner et al. 1994) . As with extracellular recordings, the spontaneous and evoked firing patterns confirmed that we were recording from a superficial E cell. We only used recordings where the spontaneous firing pattern and membrane potential was stable before, during, and after the lidocaine injection. In all the dendritic recordings, the resting membrane potential was slightly more depolarized (mean Ϯ SD ϭ Ϫ62.2 Ϯ 4.1 mV) than in somatic recordings from these cells (typically approximately Ϫ75 mV).
Analysis. Neural recordings were amplified using either a preamplifier (extracellular; Intronix Technologies, Bolton, ON, Canada) or an Axoclamp 2b (intracellular; Molecular Devices, Sunnyvale, CA), digitized at 20 kHz with a power 1401 analog-to-digital converter (CED, Cambridge, UK). Extracellular recordings of spike trains were then binarized and down-sampled to 2 kHz. Instantaneous firing rates in Figs. 2 and 3 were quantified by making the firing rate between two spikes equal to the inverse of the interspike interval. Responses were then averaged across repetitions for a given neuron, and then across neurons. The chirp detection analysis presented in Fig. 2B is described in detail elsewhere (Marsat and Maler 2010) . Briefly, we randomly selected a single response to a chirp (50-ms window starting at and following the chirp) and to a beat cycle preceding a chirp (200 ms spanning the peak of the beat cycle) for each of the 11 neurons in our data set. The average of these 11 binarized spike trains was taken as the population response of these cells during a putative chirp or beat.
We then selected the 15-ms window in these responses that had the most spikes to populate the distribution shown in Fig. 2B . One thousand different and randomly selected combinations of responses (out of the Ͼ60 11 possible combinations considering that Ͼ60 chirps were presented to each cell) make up the distributions displayed. Intracellular dendritic recordings were high-pass filtered above 1 Hz to eliminate the occasional slow (and small) drift in membrane potential (note that the drift was nonmonotonic and thus does not affect the data in a systematic manner). Resting membrane potential was then set to zero, and backpropagating action potentials occurring at different points in the stimulus were averaged to obtain their mean shape and size. Analysis was done using custom-written scripts in MATLAB (The MathWorks, Natick, MA).
RESULTS
Superficial E cells of the ELL receive feedforward inputs via their basal dendrites and feedback inputs via their apical dendrites (Maler 2007) . Their apical dendrites also play a crucial role in burst generation, because they contain Na ϩ Fig. 1 . Response of a superficial pyramidal E cell to chirp stimuli. A: drawing of the morphology of a superficial E cell and its inputs: feedforward via basal dendrites and feedback via the extended apical dendritic tree. When stimulated with low-frequency sinusoids, the feedback is the negative image of the feedforward input, as depicted at left. Apical dendrites also support the backpropagation of action potential (BAP), which will cause a somatic depolarizing afterpotential (gray downward arrow). This backpropagation underlies pyramidal cell bursting and is depicted with the illustration of somatic and dendritic recordings at right. B: response of the cells when feedback is blocked. Top: the trace shows the amplitude of the electric field as it is modulated by the ongoing beat and the transient chirp during stimulation. Bottom: raster plot shows the response of 1 cell before and after an injection of lidocaine, blocking the feedback pathway. channels that support the backpropagation of action potentials (BAP). The BAP causes a depolarizing afterpotential after each somatic spike that can induce action potential bursts (Turner et al. 2002; Fig. 1A) .
The type of pyramidal cells that respond most strongly to chirps, superficial E cells of the lateral segment of the ELL (Marsat et al. 2009 ), also possess SK channels that cause a large afterhyperpolarization following each spike (Ellis et al. 2007) . In these cells the effect of the depolarizing afterpotential is counteracted by the afterhyperpolarization, and they are typically less bursty than other pyramidal cell subtypes (Ellis et al. 2007; Marsat et al. 2009) . It has been shown that the state of polarization of the apical dendrites can influence the size of the BAP (Magee and Johnston 1997; Mehaffey et al. 2005) . We hypothesize that the depolarization/hyperpolarization of the apical dendrites by feedback can affect the BAP, thereby modulating the depolarizing afterpotential amplitude, and consequently the cell's proclivity to burst in response to chirps.
To investigate the influence of feedback on the chirp-evoked burst response of these cells, we recorded their responses to beat and chirp stimuli before and after selectively blocking the feedback pathway with lidocaine (see MATERIALS AND METHODS). As expected (Bastian 1996) , before the block, the cell spikes in response to both the peak of the beat and its trough, but after the feedback is blocked, the cell responds only, and strongly, to the peaks. This effect is well understood: the feedback provides a negative image of the feedforward input, thus canceling the response of the cell (Bastian et al. 2004; Bol et al. 2011) . Inactivation of the feedback reveals the strong feedforward spiking response to the peak of the beat. As the lidocaine block wears off, the effect of the canceling feedback reappears in the response of the pyramidal cell (Fig. 1B) . The focus of our study is the response to the chirp. Note that before the block, the cell displayed in Fig. 1B responds to the chirp with a spike burst as previously shown (Marsat et al. 2009 ). Feedback pathways impose a delay of ϳ20 ms on the negative image it provides to pyramidal cells (Bol et al. 2011 ). This can been seen, for example, in responses to step increases in EOD amplitude where the effect of blocking the feedback starts affecting the step response, most strikingly 20 -30 ms after the start of the stimulus (Bastian 1986 ). Because of this delay, the chirp stimulus cannot influence the generation of the second spike in the response via the feedback pathway, since the second spike occurs on average 16.2 Ϯ 2.9 ms after the chirp (mean Ϯ SD; see also Marsat and Maler 2010; Marsat et al. 2009 ), and therefore before feedback from the initial response to the chirp would be expected to arrive at the apical dendrites of pyramidal cells. Any influence of the chirp via feedback would occur after the generation of several spikes in the bursting chirp response. Nevertheless, blocking the feedback clearly eliminates the bursting response evoked by the chirp (Fig. 1B) .
We quantify in Fig. 2 the difference in bursting in the presence vs. absence of feedback. Typically, the first chirpevoked spike occurs with similar probability in both cases, but when the feedback is blocked, the cell does not produce any subsequent spikes ( Fig. 2A) . Consequently, the mean instantaneous firing rate that usually reaches 100 Hz after the chirp barely reaches 50 Hz in the absence of feedback due to the rare occurrence of more than one chirp-evoked spike.
In the absence of feedback, the response to the chirps is therefore not very different from the response to the background beat stimulus. We have suggested (Marsat and Maler 2010 ) that an efficient way to detect a chirp based on the superficial E cell's response would be to evaluate its spike count over short windows of 15-20 ms. Downstream target circuitry could, by pooling the responses from ϳ10 neurons, reliably determine which short window was preceded by a chirp, because the population response to a chirp is always larger than the population response to the beat. We repeated this analysis with the population of 11 cells used in Fig. 2A . The population of cells almost always produces Ͼ1.2 spikes per neuron in response to the chirp (Fig. 2B ) but never does so in response to the beat (chirp: 1.84 Ϯ 0.21 spikes; beat: 0.75 Ϯ 0.17 spike; paired t-test, P Ͻ 10 Ϫ9 ). A decoder pooling the response from only 11 neurons could use this threshold to optimally detect chirps with nearly 100% reliability. On the other hand, the chirp-evoked response in the absence of feed- Fig. 2 . Quantitative analysis of the effect of blocking feedback on the E cell's bursting response to the chirp. A: response of superficial E cells of the lateral electrosensory (LS) segment of the ELL when receiving feedback inputs and when the feedback is blocked. Top: sinusoidal and chirp stimulus. Middle: raster plots of the response of 1 representative cell. Bottom: mean instantaneous firing rate [n ϭ 11 neurons; firing rate is quantified as 1 per interspike interval (1/ISI)]. Inset at right shows the details of the chirp response in the raster plot. B: mean number of spikes elicited by beat and chirp stimuli in a population of 11 superficial E cells. We selected randomly 1,000 combinations of 11 responses from different neurons. The average of each combination of 11 responses was used for the following analysis. We compared the number of spikes in a 15-ms window that contains the most spikes following each chirp (solid lines) with that in a similar window in the beat cycle preceding each chirp (dashed lines). See MATERIALS AND METHODS for details. Note that the chirp response contains more spikes than the beat response when feedback is present (chirp: 1.84 Ϯ 0.21 spikes; beat:0.75 Ϯ 0.17 spike; paired t-test, P Ͻ 10 Ϫ9 ) but fewer spikes than the peak response to the beat when feedback is absent (chirp: 0.95 Ϯ 0.13 spike; beat:1.2 Ϯ 0.2 spikes; paired t-test, P Ͻ 10 back contains fewer spikes than the peak response to the beat (chirp: 0.95 Ϯ 0.13 spike; beat: 1.2 Ϯ 0.2 spikes; paired t-test, P Ͻ 10 Ϫ9 ) but more than the response to the trough of the beat, since it stops firing during that phase. Consequently, without feedback, chirp detection based on spike counts is totally unreliable.
Because the chirp-evoked burst response cannot be influenced by feedback inputs driven by the chirp itself (due to feedback delays), we hypothesize that the feedback influencing the chirp response is driven by the background beat just preceding the chirp. Chirps cause a sudden phase change in the stimulus; therefore, chirps that cause an upstroke in amplitude typically start when stimulus amplitude is low (i.e., at the trough of the beat) or decreasing. Note that due to the geometry of electric fields, when the signal's amplitude modulation is going up on one side of the fish's body, it is going down on the other side. Consequently, all chirps will cause an upstroke on one side of the body or the other irrespective of the phase at which they occur and thus strongly stimulate E cells on that side of the body. When the stimulus (beat) amplitude is decreasing, the feedback becomes more excitatory to provide its negative image and thus cancel the feedforward input signal. Therefore, when the chirp (and the chirp response) begins, the feedback will still be depolarizing the apical dendrites. According to this hypothesis, the redundant beat signal is essential: it induces depolarization of the superficial E cell's apical dendrite while the cell responds to chirp stimuli arriving via its basal dendrite. We therefore tested whether the beat is indeed essential for the cell's burst response by comparing the response to two chirp stimuli. These chirps start in the descending phase of the stimulus where the feedback is already starting to be positive but absolute amplitude of the EOD is near rest (Fig. 3A) . This configuration allows us to stop the beat modulation one cycle before the chirp, leaving the amplitude unmodulated for 200 ms preceding the chirp and not causing any additional transient changes in amplitude. Comparing the response to this chirp with the response to the same chirp but within the regular beat cycle (Fig. 3) confirms that the beat pattern is required to obtain the full burst response to the chirp (firing rate in A: 174.2 Ϯ 42.5 Hz; firing rate in B: 96.2 Ϯ 27.4 Hz; paired t-test, P Ͻ 10 Ϫ4 ). Our results indicate that the feedback driven by the redundant beat pattern preceding the chirp enhances the burst response to the chirp. It is unclear whether this effect is due solely to the feedback-induced depolarization reaching the soma or whether the feedback depolarization also has an impact on the size of the backpropagating spike. We recorded intracellularly from the apical dendrites of these cells to quantify any modulation in the size of the BAPs occurring during a beat versus those occurring immediately after a chirp (Fig. 4) . Although there was some variation in BAP height under both stimulus conditions, it appeared that the chirp-evoked BAPs were larger than those occurring during beats. A quantitative analysis confirmed this impression: the BAPs were indeed larger after a chirp than during the beat or in the absence of stimulus (Fig. 5) . The superficial E cell was depolarized from both the basal (feedforward chirp response) and apical (feedback negative image from the preceding beat) dendrites during the chirp. We hypothesize that the depolarized state of the apical dendrite causes an enhancement of the BAP (Magee and Johnston 1997) . These data corroborate the observations from a previous report (Marsat et al. 2009) showing that, in response to a chirp, the depolarizing afterpotential recorded at the soma is boosted in the presence of feedback, whereas the size of the chirp-evoked excitatory postsynaptic potential (EPSP) is little affected by feedback. We conclude that the feedback driven by the redundant beat pattern enhances the backpropagation of spikes in the apical dendrites when the chirp unexpectedly shifts the phase of the stimulus, thereby enhancing the burst response and the saliency of chirp encoding.
DISCUSSION
Our results show that feedback driven by a redundant lowfrequency beat is necessary for E cells to respond strongly to a chirp. It was previously demonstrated that beat stimuli elicit feedback that is in antiphase to the feedforward sensory signal (Bastian et al. 2004; Bol et al. 2011) . Chirps shift the phase of the signal so that feedback and feedforward excitatory synaptic input are transiently in phase (the geometry of the electric field implies that this will always occur on one side of the fish's body; Kelly et al. 2008) . A chirp will therefore evoke a compound EPSP and one somatic spike while the apical dendrites are still depolarized (in antiphase to the trough of the beat preceding the chirp). We have demonstrated that this depolarization enhances the BAP. We propose that the strong chirp-evoked burst response is not merely due to direct depolarization from the feedback but because the enhanced BAP increases the amplitude of the depolarizing afterpotential required for bursting. In a previous study, Marsat et al. (2009) observed that the EPSP causing spiking after a chirp was not significantly different between conditions where feedback was present or absent but that there was a change in the afterpotential that coincided in time with the increased probability of eliciting a spike when feedback is present. Note that although the change in BAP size described in Fig. 5 is relatively small, it is consistent with the small increase in postspike membrane potential observed at the soma under similar stimulus conditions (Marsat et al. 2009 ). We therefore hypothesize that the enhanced BAP is necessary to explain why predictive feedback related to a repetitive signal is essential for detection of an unexpected disruption of that signal.
ELL pyramidal cells have sodium channels extending far onto their apical dendrites, but BAPs have been recorded in vitro only out to 300 m (Turner et al. 1994) . In these recordings, the neurons were relatively hyperpolarized (approximately Ϫ70 mV), and there was no synaptic input to their apical dendrites. We hypothesize that depolarization via feedback input will promote Na ϩ activation of the distal apical dendrites, leading to larger BAPs. The size of the BAP, in particular its width, could also be affected by feedback inputs closer to the soma (Mehaffey et al. 2005) . BAPs are common in the nervous system, and in support of our hypothesis, other studies have shown that their size can be increased by dendritic depolarization (e.g., Magee and Johnston 1997) . This effect appears to require greater activation of Na ϩ channels in the depolarized dendrites. Coincident activation of the soma and apical dendrite of both ELL and cortical pyramidal cells (Larkum et al. 2004 ) may therefore increase their probability of bursting. The computational role of this biophysical mechanism is, however, not known for cortical pyramidal cells (see below).
Cerebellar circuits can act as predictive filters (Bell et al. 2008; Bol et al. 2011; Requarth and Sawtell 2011) . The cerebellar feedback to the ELL carries a prediction of the low-frequency redundant signal, its negative image that cancels the predictable signal. It is the transient mismatch between this predictive negative image and the unpredictable feedforward signal (chirp) that induces bursting, thereby amplifying the chirp-evoked response. It is not known whether other cerebellar circuits (e.g., mormyrid ELL, dorsal cochlear nu- Fig. 5 . Effect of the feedback on the amplitude of the back-propagating spike. A: average (n ϭ 8 neurons) of the dendritic membrane potential during a BAP occurring at different parts of the stimulus or during spontaneous activity. Membrane potential at rest was subtracted from the recording, so here, 0 represents the resting membrane potential (see MATERIALS AND METHODS for details). Feedback was unaltered during the recordings included in the top plot but blocked with lidocaine in the bottom plot. B: difference in BAP size as a function of stimulus condition. For a given cell, the area of the BAP is quantified as a percentage relative to the mean area of BAPs during spontaneous activity (no stimulus). Values are means Ϯ SD across cells (n ϭ 8 neurons) when the feedback is present or blocked. *P Ͻ 0.05; **P Ͻ 0.01: asterisks on bar labels indicate a significant difference compared with the spontaneous activity condition (i.e., significant difference to 100%); asterisks on brackets at top indicate a significant difference compared with the chirp condition. Note there are no significant differences in the feedback-blocked case. Significance was determined with ANOVA followed by Tukey's test. cleus, or cerebellum) also utilize predictive filtering for novelty detection.
Similar cancelation/novelty-detecting computations may also occur in cortex-associated circuits. In the auditory system, redundant acoustic signals are canceled at multiple levels (inferior colliculus, thalamus, and cortex; Bäuerle et al. 2011; Malmierca et al. 2009; Zhao et al. 2011) , whereas novel signals are effectively encoded. Remarkably, these effects may also involve corticofugal feedback (Bäuerle et al. 2011 ). It will be interesting to investigate whether the cancelation mechanism is itself used to enhance novelty detection in this case and whether similar biophysical mechanisms (e.g., BAP-dependent bursting) are also utilized.
