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論文内容の要旨
Nakano , Kohonen , Anderson らによって独立に提案された連想記憶モデルは，記憶のメカニズムとしてノf ターン
の記憶と読出を扱う神経団路モデルであり，すべての素子が互いに結合した構造を持つO 連想記憶モデ‘ルが工学的モ
デルとしてだけでなく，心理学的，生理学的モデルとしての妥当性を得るには，頑健さや忘却の影響についても明ら
かにすべきであると考えられる。
連想記憶モデルはその構造上，ネットワークの規模によって決まる記憶容量以上のパターンを記憶した場合， これ
までのすべての記憶を失う。学習に忘却の効果を取り入れるのは，このカタストロフィックな状況を避けるためのひ
とつの方法である o これまでに非単調素子で連想記憶モデ、ルを構成することにより，記憶容量の増加や偽記憶の不安
定化など，連想記憶モデ、ルの性質を大きく改善することが知られている。これまでの研究では忘却を持つモデルで扱
われていない非単調特性の及ぼす影響について議論する。記憶容量を最大にする最適な忘却率は非単調さの増加に伴っ
て減少することを示した。
外乱や故障に対する耐性についても議論する。非単調モデルにおいて，シナプス結合にノイズが加わる場合及び，
しきい値にノイズが加わる場合を取り上げ，非単調特性の大きさによって記憶容量がどのように変化するかを求めた。
シナプスに加わるノイズと比較してしきい値に加わるノイズに，より影響を受けやすいことがわかった。
一方， シナプス荷重の非線形変換はシナプスに加わるノイズと等価であることが示されている。これにより， シナ
プス切断を現実的な問題である脳の発達に関して顕著なシナプスの過剰な生成とそれに続く刈り込みについて，連想
記憶モデ、ルの枠組の中で議論することができる o この過剰生成と刈り込みは視覚野，運動野，連合野などの悩のほと
んど全ての領野で見られる普遍的な現象である。相関学習した結合荷重の小さいシナプスを切断するという系統的な
刈り込みにより， シナプス l 本あたりの記憶容量であるシナプス効率は大きくなることが指摘されている D しかし，
このような系統的な刈り込みがシナプス効率を上昇させることは定性的には明らかであり，系統的な切断が無作為な
切断に対してどの程度の効率的かを定量的に議論することが必要である D 自己相関型連想記憶モデルに関して， シナ
プスの結合率 c が十分小さい極限で系統的切断とランダム切断のシナプス効率比が-210g c であることを解析的に求
めた。
また，有限ステップ数 s のリミットサイクルを無限個記憶した離散時間同期型ダイナミクスを持つ相関型連想記憶
モデルについて議論する。このモデ、ルの想起状態は一般には平衡状態ではないので，想起状態を標準的な平衡統計力
にυ??
学の枠組で取扱うことは出来なし、。しかしながらリミ y トサイクルの周期が既知である場合， Poincare マップを導
入することにより，定常な想起状態を Poincare マッフ。の平衡状態に変換することができる。記憶されたリミットサ
イクルが s 個の記憶パターンから構成されている場合，想起されたリミットサイクルの周期も s ステップである。ス
テップ数 s とリミ y 卜サイクル数の積の素子数に対する比を記憶容量とした場合， s が増加するにつれて，記憶容量
は s = 1 に対する Hopfield モデルの0 .1 38から単調に増加し ， s が十分大きい時，無限個の系列を記憶した系列想起
モデソレの記憶容量0.2691こ収束することを示した。
論文審査の結果の要旨
記憶の機能解明は脳の情報処理様式の重要な研究課題のひとつである。記憶の理論的研究は，神経回路モデルの解
析によって議論する方法がある o 本論文では，最も基本的な記憶のモデルであると考えられる連想記憶モデルの解析
を行い，記憶に関する性質について研究を行ったもである口
連想記憶モデ‘ルが心理学的，生理学的モデルとしての妥当性を得るには，頑健さや忘却の影響について明らかにす
べきである。連想記憶モデルは，ネットワークの規模によって決まる容量以上のパターンを記憶した場合はそれまで
のすべての記憶を失う。学習に忘却の効果を取り入れるのは， このカタストロフィックな状況を避けるためであるo
これまでに非単調素子で連想記憶モデ、ルを構成することによって記憶容量の増加や偽記憶の不安定化など，連想記憶
モデルの性質を大きく改善することが知られている o これまでの研究では忘却を持つモテソレで扱われていない非単調
特性の及ぼす影響について議論し，忘却率と非単調特性との関係を示した。また，外乱や故障に対する耐性について
も議論し，非単調モデルにおいてシナプス結合にノイズが加わる場合及び， しきい値にノイズが加わる場合を取り上
げて非単調特性と記憶容量の関係を議論した。しきい値に対するノイズはシナプスノイズと比較してより敏感に影響
を受けること等を示した。
一方， シナプス荷重の非線形変換はシナプスに加わるノイズと等価であることが示されている。このシナプスの非
線形変換により種々の刈り込みを導入できるo これを連想記憶モデ、ルの枠組の中で、議論したD この過剰生成と刈り込
みは視覚野，運動野，連合野などの脳のほとんど全ての領野で見られる普遍的な現象である o 相関学習した結合荷重
の小さいシナプスを切断するという系統的な刈り込みにより， シナプス 1 本あたりの記憶容量であるシナプス効率は
大きくなることが指摘されているが， これは定性的には明らかである。系統的な切断が無作為な切断に対してどの程
度の効率的かを定量的に議論し， シナプスの結合率が十分小さい極限において系統的切断と無作為切断のシナプス効
率を解析的に求めた。
論文の後半では，有限ステップ数のリミ y トサイクルを無限個記憶した離散時間同期型ダイナミクスを持つ相関型
連想記憶モデルについて議論した。これは複数のセルが一定間隔で、周期的に発火するという syn-fire chain 現象のモ
デルである o このモデルの想起状態は一般には平衡状態ではないため，想起状態を標準的な平衡統計力学の枠組で、取
扱うことはできなし」そこで， Poincare マップを導入して周期的な想起状態を Poincare マップの平衡状態に変換す
ることによって解析することに成功した。 Hopfield モデルに対応するリミットサイクルの周期が l の場合は， これ
までの研究で求められている記憶容量に一致した。リミットサイクルの周期が約10以上の場合は無限系列想起の記憶
容量に収束し有限系列である性質は周期の短い領域だけで観測されること等を示した。
以上のように，本論文の内容は連想記憶モデルの理論的な研究により，生理学的現象の近似モデルとして脳科学へ
の応用に寄与するものであり，博士(理学)の学位論文としての価値のあるものと認める。
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