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Referring to the ﬂight mechanism of wild goose ﬂock, we propose a novel version of Particle Swarm Optimization (PSO) with a leader
and followers. It is referred to as Goose Team Optimization (GTO). The basic features of goose team ﬂight such as goose role division,
parallel principle, aggregate principle and separate principle are implemented in the recommended algorithm. In GTO, a team is formed
by the particles with a leader and some followers. The role of the leader is to determine the search direction. The followers decide their
ﬂying modes according to their distances to the leader individually. Thus, a wide area can be explored and the particle collision can be
really avoided. When GTO is applied to four benchmark examples of complex nonlinear functions, it has a better computation perfor-
mance than the standard PSO.
 2008 National Natural Science Foundation of China and Chinese Academy of Sciences. Published by Elsevier Limited and Science in
China Press. All rights reserved.
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Learning from life system, people have developed many
optimization computation methods to solve complicated
problems in the recent decades. Genetic algorithm [1], arti-
ﬁcial immune systems [2], artiﬁcial neural network [3], ant
colony optimization [4], culture algorithm [5], colony loca-
tion algorithm [6] have been widely used in many industrial
and social areas. We call this kind of algorithms for scien-
tiﬁc computation as ‘‘Artiﬁcial-Life Computation” [6]. Par-
ticle swarm optimization (PSO) is such a new computation
technique developed by Kennedy and Eberhart based on
the simulation of a simpliﬁed social model [7–9]. It has
been attracting more and more attention for its simple con-
cept and easy implementation with only a few parameters.
The underlying motivation for the development of the
PSO algorithm is the social behavior of animals such as
bird ﬂocking, ﬁsh schooling and swarm theory [10].1002-0071/$ - see front matter  2008 National Natural Science Foundation o
and Science in China Press. All rights reserved.
doi:10.1016/j.pnsc.2008.03.029
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E-mail address: wangjunwei@ise.neu.edu.cn (J. Wang).Whereas there are diﬀerent patterns in the animal aggrega-
tions in the nature, for example, goose team,is just a kind
of special group. In a goose team, there is the division of
goose roles and the whole team is divided into two parts:
a leader and the followers. A follower ﬂies in the same
direction with the leader, and the distance between them
should not be too long or too short, which is very diﬀerent
from other bird ﬂocks. In this paper, particle swarm opti-
mization with leader and followers is proposed by intro-
ducing the role division, parallel principle, aggregate
principle and separate principle into the standard PSO
model. In such an algorithm, the individuals work more
like a team than like a swarm, so we can call this model
as ‘‘Goose Team Optimization (GTO)”. The leader guides
the followers ﬂying, and the parallel principle enables the
goose team to search in the same direction. The aggregate
principle makes the followers close to the leader. The sep-
arate principle avoids the goose collision in the team and
keeps the diversity of the population.
This paper analyzes the diﬀerence between the particle
swarm and the goose team, and sums up the principles off China and Chinese Academy of Sciences. Published by Elsevier Limited
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model. The basic ideas and the procedures of particle
swarm optimization with leader and followers are
described. Four benchmark examples of complex nonlinear
functions are used to test the algorithm, and a better per-
formance has been achieved.2. Standard particle swarm optimization
The particle swarm optimization (PSO) is an evolution-
ary computation technique developed by Kennedy and
Eberhart based on the simulation of a simpliﬁed social
model [10–12]. The algorithm has attracted more and more
attention now [13,14]. The standard PSO (SPSO) algorithm
can be expressed as follows.
A swarm making up by m particles searches a D-dimen-
sional problem space. Each particle is assigned a random-
ized velocity and a stochastic position. The position
represents the solution of the problem. When ﬂying each
particle is attracted to the good location achieved so far
by itself and to the good location achieved by the members
in the whole swarm (or by the members in the neighbor-
hood). The position of the i th particle is represented as
xi = (xi1,. . .,xid,. . .,xiD) and its velocity is represented as
mi = (mi1,. . .,mid,. . .,miD), 1 6 i 6 m, 1 6 d 6 D,. The best pre-
vious position of the i th particle, namely the position with
the best ﬁtness value, is represented as pi = (pi1,. . .,
pid,. . .,piD), and the index of the best particle among all
the particles in the population (or in the neighborhood) is
represented by the symbol g. Each particle updates its
velocity and position according to the following equations:
mkþ1id ¼ xmkid þ c1nðpkid  vkidÞ þ c2gðpkgd  vkidÞ ð1Þ
vkþ1id ¼ vkid þ vkþ1id ð2Þ
where x is the inertia weight that determines how much
a particle holds its current velocity in the next iteration.
Suitable selection of inertia weight can provide the parti-
cles with a balance between the ability of exploitation
and exploration. c1 and c2 are learning factors, also
named acceleration constants, which are two positive
constants. Learning factors are usually equal to 2, while
other settings can also be seen in some papers. n, g e
U[0,1], and they are pseudo-random numbers that obey
the same homogeneous distribution in the range [0,1].
The velocity of a particle is limited in the range of Vmax.
There have been tests and analyses that indicate that the
eﬀect of setting Vmax can be replaced by the tuning of
inertia weight. Vmax is set to be the range of each dimen-
sion variable and is used to initialize the velocity of par-
ticles without selecting and tuning in detail in the
experiments. The implementing steps of PSO are just like
other evolutionary algorithms, such as GA, which in-
clude initialization, ﬁtness evaluation, update of velocity
and position, and testing of stop criterion. We do not de-
scribe then in detail here.3. Particle swarm optimization with leader and followers
3.1. Analysis of goose team ﬂight
The aggregate motion of animals, such as a ﬂock of
birds, a herd of land animals, or a school of ﬁsh, is a
beautiful and a familiar part of the nature world [13].
The basic urge to join a ﬂock seems to be the result of
evolutionary pressure from several factors: protection
from predators, statistically improving survival of the
gene pool from attacks from predators, proﬁting from
a large eﬀective search pattern in the quest for food,
and advantages for social and mating activities [14].
The pattern and complexity of the animal aggregation
are interesting problems which attract not only many
biologists, but also some scientists on artiﬁcial intelli-
gence. Reynolds [13] concluded that the behaviors that
led to simulated ﬂocking were
1. Collision avoidance: avoid collision with nearby
ﬂockmates.
2. Velocity matching: attempt to match velocity with
nearby ﬂockmates.
3. Flock centering: attempt to stay close to nearby
ﬂockmates.
In such a ﬂock, there is no role division and there is no
leader. Particle swam optimization algorithm is just based
on the simulation of bird ﬂock and ﬁsh school. The term
swarm is used in accordance with a paper by Millonas
[10]. Particles in a swarm do not have the behavior of col-
lision avoidance and velocity matching, and there is no dif-
ference between them.
Goose team is a special bird ﬂock, which ﬂies in a V-
formation. Anderson and Franks [15] suggested that a
team task requires diﬀerent subtasks to be performed
concurrently for success completion, and a team is sim-
ply the set of individuals who perform a team task.
There is a division of labor within a team. Goose team
is such an example. Goose team ﬂies in a V-formation
during the migration and there are two subtasks within
the team, leading and following. Each bird takes advan-
tages of the uplifting air from the bird in front of it.
This updraft actually lifts the bird, making the ﬂight a
little easier. As each goose ﬂaps its wings, it creates a
lift for the bird that follows. When a goose falls out
of the formation, it feels the drag and the resistance
of ﬂying alone. It quickly moves back into the forma-
tion to take advantage of the lifting power of the bird
immediately in front of it. When the leader is tired, it
rotates back into the formation, and another goose ﬂies
to the point position. By ﬂying in a V-formation, the
whole team of 25 birds adds 71 percent extra ﬂying
range [16].
As analysed above, the ﬂight mechanism of a goose
team can be described as follows:
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roles: leader and follower. And there are diﬀerent sub-
tasks for diﬀerent roles. The division of roles is dynamic,
and there is a periodic update of the leader.
2. Separate principle: the distance between a follower and
the leader should not be too short. Too short distance
will result in collision.
3. Aggregate principle: the distance between a follower and
the leader should not be too long. A goose cannot enjoy
the uplifting air from the bird in front of it at a long
distance.
4. Parallel principle: a follower should be in accordance
with the leader in the ﬂight direction when there is a
proper distance to the leader.3.2. Basic idea of GTO
Beneﬁting from the ﬂight mechanism of goose team, we
design a novel version of particle swarm optimization with
leader and followers to optimize the complicated nonlinear
functions. It is referred to as ‘‘Goose Team Optimization”.
The basic optimization ideas can be described as follows:
1. Role division: a goose team is divided into two diﬀerent
parts, a leader and the followers, based on the diﬀerent
subtasks. In each iteration, the goose getting best ﬁtness
is set as the leader, which determines a good search
direction for the team.
2. Separate principle: to prevent excessive aggregation of
the goose team, we set a relative short distance as thresh-
old A. The follower should ﬂy away from the leader
when the distance between a follower and the leader is
shorter than A. The detailed implementation of the sep-
arate principle is as follows.
Let the initial space of the function be [l,l]n, and the
distance between two points in the space is expressed as
Euclid distance. The maximal distance between two points
in the initial space is 2l
ﬃﬃﬃ
n
p
. Set a relative low positive dec-
imal fraction kmin, 0 < kmin < 1, and the threshold A is
expressed as A ¼ 2kminl
ﬃﬃﬃ
n
p
. Here, we call kmin as the short-
est distant coeﬃcient. It is obvious that the threshold A
should be adjusted according to the problem.
We denote the distance between a follower i and the lea-
der l as dil. When dil < A, the follower updates its position
as Eq. (3).
vkþ1id ¼ vkid þ c1nðvkid  vkidÞ ð3Þ
where c1 is a positive constant which provides the fol-
lower with the ability to move away from the leader, and
prevents the excessive aggregation of the team. c1 can be
equal to 2. nU ½0; 1, and it is a pseudo-random number
obeying the homogeneous distribution in the interval [0,1].
3. Aggregate principle: the distance between a follower
and the leader should not be too long. We set a rela-tive long distance as threshold B. The follower should
ﬂy close to the leader, when the distance between a
follower and the leader is longer than the threshold
B. The detailed implementation of the aggregate prin-
ciple is as follows:
Set a relative high positive decimal fraction kmax, 0 <
kmax < 1, and the thresholdB is expressed asBkmaxl
ﬃﬃﬃ
n
p
.Here,
we call kmax as the longest distant coeﬃcient. The thresholdB
also needs adjustment according to the problem.
When dil > B, the follower updates its position as Eq.
(4).
vkþ1id ¼ vkid þ c2gðvkid  vkidÞ ð4Þ
where c2 is a positive constant which provides the fol-
lower with the ability to move close to the leader. c2 can
be equal to 2. g e U[0,1], and it is a pseudo-random number
obeying the homogeneous distribution in the interval [0,1].
4. Parallel principle: the follower ﬂies in the same direction
with the leader, when the distance between a follower
and the leader is between the threshold A and the thresh-
old B. In the optimization process of the complicated
nonlinear functions the leader uses the negative gradient
direction as the search direction. The characteristic of
the function itself is taken into account by using the gra-
dient information. And the points without gradient are
separate in a continuous function, and they will not
aﬀect the optimization result.3.2.1. Implementation of GTO
The procedure of goose team optimization for continu-
ous nonlinear functions could be described as the following
steps:
Step 1. Set kmin and kmax. Initialize a population includ-
ing m geese with random positions inside the solu-
tion space. Evaluate the ﬁtness of each goose, and
the one gets the best ﬁtness is set as the leader
whose index is set as l. The ﬁtness of the leader
is recorded as f (leader), and for the ﬁrst time f
(leader) is equal to the best ﬁtness of the whole
team in history which is recorded as f(team).
Step 2. Compute dil (1 6 i 6 m, i – l) for each goose in
the team. If dil  2kminl
ﬃﬃﬃ
n
p
, update the position
of goose i as Eq. (3); if dil2kmaxl
ﬃﬃﬃ
n
p
, update the
position of goose i as Eq. (4); if 2kminl
ﬃﬃﬃ
n
p 
dil  2kmaxl
ﬃﬃﬃ
n
p
, goose i, together with the leader,
takes a linear search in the negative gradient
direction of the leader.
Step 3. Evaluate the ﬁtness of each goose and the one get-
ting the best ﬁtness is set as the leader whose
index is set as l. Update f (leader).
Step 4. Compare f (leader) with f(team). If f (leader) is less
than f(team), then the latter is updated with the
former.
Table 1
Four benchmarks
Name Dim n Range[xmin, xmax]
n Goal for f
Sphere 30 [100, 100] 0.01
Rosenbrock 30 [30, 30]n 100
Schaﬀer’s f6 2 [100, 100]2 105
Griewank 30 [100, 100]n 0.1
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go to Step 2.
The linear search in Step 2 above includes two basic
steps: to determine the initial search interval and the step
size. The golden section method is used to determine the
step size. The initial search interval is determined by two
diﬀerent methods, the descending method and the hill strid-
ing method. The descending method is ﬁt for unimodal
functions. And both the two methods can be used in the
process of optimizing multimodal functions. But it seems
that the hill striding method has more chance to escape
from local optimum regions on some functions, which we
will discuss later. The two methods are described in detail
here.
3.2.1.1. Descending method. The negative gradient direc-
tion of the leader may or may not be the descending
direction of the followers. In the former case, we can
ﬁnd an interval containing a minimum point in the neg-
ative gradient direction of the leader; in the latter case
we can also ﬁnd an interval containing a minimum in
the gradient direction of the leader. The steps could be
described as follows:
1) Give a point x1 and the initial step size r, and let
x2 = x1 + r. Compute f(x2). If f(x1)P f(x2), go to
step 2); else let r = r.
2) Let r = 2r, x3 = x2 + r. Compute f(x3).
3) If f(x2)P f(x3), let x1 = x2, x3 = x2, f(x1) = f(x2),
f(x2) = f(x3), and then go to step (2); else, we get three
points: x1, x2, x3, and [x1, x3] is the initial linear
search interval.
3.2.1.2. Hill striding method. When the negative gradient
direction of the leader is not the descending direction of
the followers, we do not try to ﬁnd a descending direction
by turning to the gradient direction of the leader. We
attempt to stride over the maximum point (hill) in the neg-
ative direction of the leader and ﬁnd an interval containing
a minimum point behind the hill. The steps could be
described as follows:
1) Give a point x1 and the initial step size r, and let
x2 = x1 + r. Compute f(x2). If f(x1)P f(x2), go to
step (2); else go to step (4).
2) Let r = 2r, x3 = x2 + r. Compute f(x3).
3) If f(x2)P f(x3), let x1 = x2, x3 = x2, f(x1) = f(x2),
f(x2) = f(x3), and then go to step (2); else we get three
points: x1, x2, x3, and [x1, x3] is the linear search
interval.
4) Let r = 2r, x3 = x2 + r, and compute f(x3).
5) If f(x2) < f(x3), let x1 = x2, x3 = x2, f(x1) = f(x2),
f(x2) = f(x3), and go to step (4); else, x3 is just in a
new descending interval (the hill has been stridden
over).6) Let r resumes its original value, and let x1 = x3,
f(x1) = f(x3), x2 = x1 + r. Compute f(x2). If
f(x1)P f(x2), go to step (2); else let r = r, x2 = x1
+ r and compute f(x2). Then go to step (2).
4. Optimization experiment
4.1. Experimental setting
Four benchmarks [12,17,18], which are commonly used
in the evolutionary computation, are selected as examples
in this paper to compare goose team optimization with
the standard particle swarm optimization. The formula-
tions of the functions are listed below. And their numbers
of dimensions (n), the admissible range of the variables,
and the goal values are summarized in Table 1.
Formula of Sphere:
f1ðxÞ ¼
Xn
i¼1
x2i
Formula of Rosenbrock:
f2ðxÞ ¼
Xn1
i¼1
ð100ðxiþ1  x2i Þ2 þ ðxi  1Þ2Þ
Formula of Schaﬀer’s f6:
f6ðxÞ ¼ 0:5þ
sin
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22
p 2
 0:5
ð1þ 0:001ðx21 þ x22ÞÞ2
Formula of Griewank:
f4ðxÞ ¼ 1
4000
Xn
i¼1
x2i  Uni¼1cosð
xiﬃﬃ
i
p þ 1Þ
The Sphere function and the Rosenbrock function are
two unimodal functions and have only one global mini-
mum in the initial search space. The Rosenbrock function
value changes very slightly in the long and narrow area
close to the global minimum. The Schaﬀer’s f6 function
and the Griewank function are two multimodal functions,
which have very complicated landforms. The four func-
tions are quite ﬁt for the evaluation of algorithm
performance.
We use two stop criterions in the experiment. Criterion 1
is to test whether the algorithm can ﬁnd goal set for each
function in 4000 iterations. Using the ﬁrst criterion, we
can get success rate, average iteration number, average run-
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ning time is got as Eq. (5). Criterion 2 is to test whether
the maximum iteration number is met. Using the second
criterion we can get average optimum gained after 1000
iterations and average optimum gained after 4000
iterations.
Expected running time ¼ Average running time
Success rate
ð5Þ
The algorithms are programmed by java and run on a
PC with P4-2.0GHz CPU and 256MB memory. The popu-
lation size m is set to 10 and 30. The other parameters of
GTO are set to kmin = 0.01, kmax = 0.1, and r = 10
10.
The other parameters of SPSO are set to c1 = c2 = 2,
x = 0.6 with m = 10, and x = 0.5 with m = 30. Here, m
represents the population size. The two algorithms have
the best performance with the parameters obtained from
large numbers of experiments. To get rid of the randomic-
ity, the results are the average of 100 trial runs.
4.2. Results and discussion
The results of experiments of SPSO and GTO are listed
in Table 2. Opt. 1 represents the average optimum gained
after 1000 iterations. Opt. 2 represents the average opti-
mum gained after 4000 iterations. Here, we deﬁne the glo-
bal optimum zero as ‘‘less than1045”. The average
convergence curves of the two algorithms on the four func-
tions with two population sizes over 100 trials are shown inTable 2
Performance of SPSO and GTO
m Index
10 Success rate
(%)
Iterations
Ave. time (s)
Exp. time (s)
Opt. 1
Opt. 2
30 Success rate
(%)
Iterations
Ave. time (s)
Exp. time (s)
Opt. 1
Opt. 2Fig. 1. In the ﬁgure, the x coordinate is the iteration num-
ber; the y coordinate is lg f(x), the common logarithm of
the ﬁtness value, for the ﬁtness value changes too much
in the optimization process.
The Schaﬀer’s f6 function and the Griewank function
are multimodal functions, and the hill striding method is
used in the linear search. The Sphere function and the
Rosenbrock function are unimodal functions and the
descending method is used in the linear search. The results
indicate that GTO has got a better performance than SPSO
on the four benchmarks. Even with population size 10 the
performance of GTO is satisfying, which implies that GTO
has less population dependence. And this is the result of
using gradient information of the function.
In GTO, we use two diﬀerent methods to determine the
initial search interval: the descending method and the hill
striding method. It is obvious that we must use the
descending method on a unimodal function. When opti-
mizing a multimodal function, we can determine the initial
search interval by either of the two methods. The descend-
ing method can ﬁnd an interval containing an optimum fas-
ter than the hill striding method. Whereas the hill striding
method has more chance to help the algorithm to escape
from local optimum regions.
In the above experiments, the hill striding method is
used in the linear search on the two multimodal functions:
Schaﬀer’s f6 and Griewank. Next the descending method is
used to perform some experiments on the two functions.
The population size is set to 10 and 30. The other param-Algorithm Sphere Rosenbrock Schaﬀer’s f6 Griewank
SPSO 1 0.73 0.75 0.95
GTO 1 0.98 1 1
SPSO 804.0 1737.32 1808.33 1176.69
GTO 1.04 164.79 422.84 1.01
SPSO 0.130 0.357 0.059 0.272
GTO 0.009 0.038 0.021 0.009
SPSO 0.130 0.489 0.079 0.286
GTO 0.009 0.039 0.021 0.009
SPSO 0.3581 2.952E4 6.154E-3 2.604
GTO 0 32.52 4.066E-6 0
SPSO 5.940E-16 110.5 1.661 0.02677
GTO 0 13.31 2.274E-7 0
SPSO 1 0.92 1 1
GTO 1 1 1 1
SPSO 320.59 782.73 959.46 436.35
GTO 1.06 111.31 43.61 1
SPSO 0.159 0.463 0.058 0.308
GTO 0.010 0.038 0.010 0.010
SPSO 0.159 0.503 0.058 0.308
GTO 0.010 0.038 0.010 0.010
SPSO 1.560E-11 188.5 2.122E-3 0.04225
GTO 0 16.18 2.643E-8 0
SPSO 2.697E-28 52.97 1.912E-7 0.01393
GTO 0 2.064 1.604E-9 0
Fig. 1. The average convergence curves of SPSO and GTO.
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the results are the average of 100 trial runs, which are listed
in Table 3.
When comparing the results of Griewank in Tables 2
and 3, we can ﬁnd that there is little diﬀerence between
the performance of the two methods in the linear search.But the performance of GTO with the hill striding method
on Schaﬀer’s f6 is much better than that with the descend-
ing method. With the descending method, GTO can not
reach the goal. The tremendous diﬀerences of the success
rate between the two methods show that the hill striding
method can make a goose team have more chance to escape
Table 3
Performance of GTO using descending method
m Index Schaﬀer’s f6 Griewank
10 Success rate (%) 0 1
Iterations 1
Ave. time (s) 0.100 0.011
Exp. time (s) 0.011
Opt. 1 0.1934 0
Opt. 2 0.1934 0
30 Success rate (%) 0.03 1
Iterations 153.0 1.2
Ave. time (s) 0.177 0.009
Exp. time (s) 5.9 0.009
Opt. 1 0.03030 0
Opt. 2 0.03030 0
J. Wang, D. Wang / Progress in Natural Science 18 (2008) 1437–1443 1443from local optimum and help the goose team to reach the
goal optimum faster.
In summary, both the descending method and the hill
striding method can be used to determine the initial search
interval on the multimodal functions. But sometimes the
descending method will result in a bad performance. On
the contrary, the hill striding method can provide the algo-
rithm with more ability to escape from the local optimum
regions. Of course, this advantage is not obvious for all
the multimodal functions. It is problem-dependent.
5. Conclusion
There are diﬀerent patterns in the aggregate motion of
animals in the nature. And goose team is a special bird ﬂock.
By introducing the basic ﬂight mechanism of a goose team,
such as division of roles, separate principle, parallel principle
and aggregate principle, into the simple social model of the
standard PSO, the particle swarm optimization with leader
and followers, namely goose team optimization, is con-
structed. Goose team optimization is an attempt to add dif-
ferent animal aggregation behaviors to optimization
technique. The goose team ﬂight mechanism enables the
algorithm to optimize four complicated nonlinear functions
very eﬀectively. Using the gradient information is helpful to
consider the inherent feature of the problem and to decrease
the population dependence of the algorithm. In general,
GTO of 10 individuals can get satisfying performance.
Future research will be done on goose team optimiza-
tion algorithm. The use of gradient information restricts
the application scope to a certain extent. The authors wish
to ﬁnd other ways for the goose leader to determine the ﬂy-
ing direction. In addition more test and analysis of diﬀerent
problems, especially real-world applications, need to be
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