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Resumen
Dos temas principales recorren las pa´ginas de esta Tesis: las formas de
transgresio´n como lagrangeanos para teor´ıas de gauge y la expansio´n en se-
migrupos abelianos de a´lgebras de Lie.
Una forma de transgresio´n es una funcio´n de dos conexiones de gauge cu-
ya propiedad principal es su completa invariancia bajo transformaciones de
gauge. A partir de esta forma se construye un lagrangeano, se derivan ecua-
ciones de movimiento, condiciones de borde y cargas de Noether asociadas.
Se propone un me´todo de separacio´n en subespacios, basado en la fo´rmula
extendida de homotop´ıa de Cartan, que permite (i) separar el lagrangeano en
contribuciones de ‘volumen’ y de ‘borde’, y (ii) dividir el te´rmino de volumen
en sublagrangeanos correspondientes a los subespacios del a´lgebra de gauge.
A modo de ejemplo se reconstruye una accio´n transgresora para Gravedad
en dimensiones impares.
Se hace uso de semigrupos abelianos para desarrollar un me´todo de ex-
pansio´n para (super)a´lgebras de Lie, basado en el trabajo de de Azca´rraga,
Izquierdo, Pico´n y Varela. La idea central consiste en considerar el produc-
to directo entre un semigrupo abeliano S y una (super)a´lgebra de Lie g.
Se proporcionan condiciones generales bajo las cuales a´lgebras ma´s pequen˜as
(suba´lgebras y las llamadas ‘a´lgebras forzadas’) pueden ser extra´ıdas de S⊗g.
Se muestra como recuperar los casos conocidos de expansiones en este nuevo
contexto. Algunas supera´lgebras en d = 11 son obtenidas como ejemplos de
aplicacio´n del me´todo. Se formulan teoremas generales que permiten encon-
trar un tensor invariante para el a´lgebra expandida a partir de un tensor
invariante para el a´lgebra original.
Finalmente se considera una teor´ıa de gauge en d = 11 para el a´lgebra M
utilizando las ideas desarrolladas en la Tesis. Las propiedades dina´micas de
esta teor´ıa son brevemente analizadas.
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Abstract
Two main themes populate this Thesis’s pages: transgression forms as
Lagrangians for gauge theories and the Abelian semigroup expansion of Lie
algebras.
A transgression form is a function of two gauge connections whose main
property is its full invariance under gauge transformations. From this form
a Lagrangian is built, and equations of motion, boundary conditions and as-
sociated Noether currents are derived. A subspace separation method, based
on the extended Cartan homotopy formula, is proposed, which allows to (i)
split the Lagrangian in ‘bulk’ and ‘boundary’ contributions and (ii) separate
the bulk term in sublagrangians corresponding to the subspaces of the gauge
algebra. As an example, a transgression action for odd-dimensional Gravity
is reconstructed.
Use is made of Abelian semigroups to develop an expansion method for
Lie (super)algebras, based on the work by de Azca´rraga, Izquierdo, Pico´n and
Varela. The main idea consists in considering the direct product between an
Abelian semigroup S and a Lie (super)algebra g. General conditions under
which smaller algebras (subalgebras and the so-called ‘forced algebras’) can
be extracted from S ⊗ g are given. It is shown how to recover the known ex-
pansion cases in this new context. Several d = 11 superalgebras are obtained
as examples of the application of the method. General theorems that allow
to find an invariant tensor for the expanded algebra from an invariant tensor
for the original algebra are formulated.
Finally, a d = 11 gauge theory for the M Algebra is considered by using
the ideas developed in the Thesis. The dynamical properties of this theory
are briefly analyzed.
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Cap´ıtulo 1
Introduccio´n
I want to know God’s thoughts; the rest are details.
A. Einstein (1879–1955).
1.1. Motivacio´n General
Hace unos an˜os, en una conversacio´n sincera con uno de mis profesores,
me encontre´ de pronto en la situacio´n de explicar cua´les eran mis intencio-
nes de largo plazo en cuanto al estudio profesional de la f´ısica. No es una
pregunta fa´cil de responder, de modo que recurr´ı a un viejo truco: citar una
frase para el bronce de un f´ısico famoso. La frase escogida, una de las ma´s
frecuentemente citadas del cient´ıfico con ma´s presencia en el mundo actual,
dice as´ı (la traduccio´n es mı´a): “Quiero conocer los pensamientos de Dios.
El resto son detalles”. No es completamente seguro que Albert Einstein ha-
ya jama´s dicho cosa parecida, pues se le atribuyen un sinnu´mero de frases,
pero ciertamente el esp´ıritu de estas palabras se ajusta a la percepcio´n que
hoy tenemos de e´l. Es una frase muy repetida y, sin embargo, sigue siendo
la mejor explicacio´n que puedo dar acerca de por que´ estoy interesado en el
estudio de la f´ısica.
¿Que´ significa “conocer los pensamientos de Dios”? El sentido de esta
pregunta, al menos para mı´, es el de entender el mundo; entender por que´ las
cosas son como son, por que´ ocurren de la manera en que lo hacen. Por que´,
por ejemplo, podemos recordar el pasado pero no el futuro. Por que´ el espacio
en el que nos movemos tiene tres dimensiones. Por que´ hay galaxias, luz,
seres humanos. Cua´les son los principios fundamentales, las leyes ba´sicas que
15
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rigen el universo y que permiten que todo exista. ¿Son estas leyes arbitrarias?
¿Pudieron haber sido quiza´s distintas?
Entender el co´mo funcionan las cosas ya es un desaf´ıo formidable. Es claro
que “conocer los pensamientos de Dios” es una tarea que va ma´s alla´ de las
capacidades individuales de cualquier persona. Sin embargo, y en este punto
podemos recurrir a una frase famosa de otro f´ısico ce´lebre, si en los u´ltimos
cien an˜os hemos sido capaces de ver ma´s alla´ de lo que hab´ıa sido compren-
dido antes, es porque esta´bamos de pie sobre los hombros de gigantes1. La
naturaleza acumulativa del conocimiento, y el trabajo de generaciones de
pensadores a trave´s de los siglos, permiten que hoy nos sean de fa´cil acceso
nociones que fueron inalcanzables, por ejemplo, para los antiguos griegos.
El punto en el que nos encontramos hoy tiene a los f´ısicos siguiendo el
camino de la Unificacio´n, cuyos primeros pasos fueron dados por Maxwell.
El paradigma de la unificacio´n sostiene que la naturaleza es una sola, siendo
las diferentes ramas de su estudio nada ma´s que construcciones humanas
realizadas en el intento de comprenderla mejor, y que deber´ıa existir por lo
tanto un modo unificado para describirla.
Esta Tesis se enmarca dentro de la bu´squeda de una teor´ıa unificada de
las interacciones f´ısicas. El tema escogido es la construccio´n de una teor´ıa
de Supergravedad haciendo uso de me´todos matema´ticos especializados. El
concepto fundamental en el que se basa la construccio´n es el de Simetr´ıa. La
primera parte de la Tesis trata de una clase de teor´ıas escogidas por su alto
grado de simetr´ıa. Resulta por decir lo menos sorprendente el que la bu´sque-
da de simetr´ıa en las teor´ıas a menudo conduzca a resultados f´ısicamente
relevantes, es decir, teor´ıas cuyas predicciones pueden ser comprobadas a
trave´s de la experimentacio´n [77]. La segunda parte de la Tesis introduce un
me´todo para expandir a´lgebras de Lie, que son el instrumento matema´tico
utilizado para describir la simetr´ıa. Este procedimiento de expansio´n permite
comprender la simetr´ıa desde una nueva perspectiva, que resulta provechosa
para la f´ısica. En el cap´ıtulo final de la Tesis se propone una aplicacio´n de
este me´todo a una teor´ıa concreta, de la clase estudiada en la primera parte.
Si bien el resultado obtenido esta´ con seguridad au´n lejos de ser capaz de dar
respuesta a todas nuestras preguntas, constituye un paso en la direccio´n que
nos interesa, y una base sobre la cual continuar trabajando.
1La frase es en realidad anterior a Newton, habiendo sido atribuida a Bernard de
Chartres, un filo´sofo france´s del siglo XII, por su disc´ıpulo John of Salisbury. El original
en lat´ın es Pigmaei gigantum humeris impositi plusquam ipsi gigantes vident.
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1.2. Los temas tratados en la Tesis
Los primeros tres cap´ıtulos de esta Tesis describen una clase de teor´ıas
de gauge en espacio-tiempos de dimensionalidad impar cuyo funcional de ac-
cio´n es la integral de una forma de transgresio´n. Las formas de transgresio´n
son funciones de dos potenciales de gauge (uno-formas conexiones) indepen-
dientes, cada uno con su correspondiente intensidad de campo (dos-forma
curvatura). Su principal caracter´ıstica es su invariancia bajo transformacio-
nes de gauge para un grupo o supergrupo de Lie arbitrario. Los lagrangeanos
transgresores pueden ser considerados como una generalizacio´n de los lagran-
geanos de Chern–Simons (CS). Por un lado, la forma de CS corresponde al
caso particular de una transgresio´n en que una de las conexiones es puesta
igual a cero; por otro, una forma de transgresio´n puede, en general, ser escrita
como la diferencia entre dos formas de CS, una para cada conexio´n, ma´s una
forma exacta.
Escogiendo apropiadamente el grupo de gauge, los lagrangeanos transgre-
sores y de CS permiten realizar, si bien so´lo en dimensiones impares, el viejo
anhelo de interpretar la gravitacio´n como una teor´ıa de gauge [15, 46, 50,
54, 74, 78]. Debe destacarse que esta realizacio´n es lograda no en el contexto
de una teor´ıa de Yang–Mills, sino para una accio´n carente de una me´tri-
ca de background, en el esp´ıritu de Relatividad General. Las extensiones
supersime´tricas de estos grupos permiten formular teor´ıas de Supergrave-
dad [1, 12, 16, 18, 71, 72, 73] donde las transformaciones de supersimetr´ıa se
cierran off-shell sin que sea necesario introducir campos auxiliares [29, 79]. El
sector gravitacional de estas teor´ıas generaliza la accio´n de Einstein–Hilbert
para incluir potencias ma´s altas de la curvatura [11, 15, 48, 49, 52, 65, 80, 81].
En el cap´ıtulo 2 se revisan brevemente los aspectos ma´s importantes re-
lacionados con las teor´ıas de CS, enfatizando aquellos que son generalizados
al introducir las formas de transgresio´n.
La accio´n transgresora [6, 7, 13, 14, 41, 42, 44, 55, 57, 58, 59, 62] es estu-
diada en te´rminos generales en el cap´ıtulo 3. Las ecuaciones de movimiento,
las condiciones de borde inducidas y las cargas de Noether correspondientes
son calculadas para un grupo de gauge arbitrario. Tambie´n se clarifica la
relacio´n entre la forma de transgresio´n y la de CS, enfatizando los problemas
relacionados con la invariancia de gauge [41, 42].
En el cap´ıtulo 4 se introduce un me´todo de separacio´n en subespacios
basado en la fo´rmula extendida de la homotop´ıa de Cartan [51]. Este me´to-
do permite escribir expl´ıcitamente el lagrangeano transgresor usando infor-
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macio´n acerca de la estructura algebraica del grupo de gauge utilizado. El
me´todo prueba ser una herramienta invaluable para el estudio de lagran-
geanos transgresores para teor´ıas de Gravedad y Supergravedad, aunque su
a´mbito de aplicacio´n no esta´ restringido a ellas.
La accio´n finita para gravitacio´n en dimensiones impares introducida
en [55] es recuperada en el cap´ıtulo 5 como un ejemplo de accio´n transgresora
para el a´lgebra de anti-de Sitter.
El tema de las formas de transgresio´n es abandonado temporalmente en el
cap´ıtulo 6 para pasar al estudio de un me´todo de expansio´n de a´lgebras y su-
pera´lgebras de Lie. El me´todo propuesto, que llamaremos ‘S-Expansio´n’ [43],
esta´ inspirado en un me´todo de expansio´n introducido por de Azca´rraga, Iz-
quierdo, Pico´n y Varela en [25]. Las diferencias metodolo´gicas, no obstante,
son significativas. Por ejemplo, mientras el me´todo original de [25] recurre
a la formulacio´n de Maurer–Cartan para las a´lgebras de Lie, el me´todo que
aqu´ı se propone se basa en operaciones realizadas directamente sobre los ge-
neradores del a´lgebra. Un rol fundamental del nuevo me´todo es jugado por
semigrupos abelianos discretos. El uso de semigrupos permite generalizar la
expansio´n en serie realizada en [25], la cual puede ser visualizada como una
eleccio´n de un semigrupo particular. Como resultado, todos los casos de ex-
pansio´n estudiados en [25] pueden ser recuperados en este enfoque, mientras
que nuevas a´lgebras expandidas son obtenidas al escoger semigrupos distin-
tos.
El me´todo es ilustrado a trave´s de diagramas y ejemplos. Los diagramas
constituyen una herramienta poderosa para comprender el funcionamiento
de la S-Expansio´n. Los ejemplos han sido escogidos (a excepcio´n del prime-
ro, cuyo intere´s es puramente pedago´gico) de acuerdo a su relevancia para
el objetivo de largo plazo de comprender la formulacio´n geome´trica de las
teor´ıas de supergravedad. Se estudian diferentes posibilidades de expansio´n
de la supera´lgebra osp (32|1), las cuales conducen al a´lgebra M, a una su-
pera´lgebra extendida similar a las estudiadas por D’Auria y Fre´, y a una
nueva supera´lgebra con N = 2 que mezcla aspectos de todas ellas. Algu-
nos casos de expansio´n no directamente relacionados con la aplicacio´n en
Supergravedad son revisados en [25, 43, 45].
Una caracter´ıstica relevante del me´todo de S-Expansio´n es que permi-
te construir tensores invariantes para las a´lgebras expandidas a partir de
un tensor invariante para el a´lgebra original. Esta propiedad permite hacer
contacto con las teor´ıas de gauge transgresoras estudiadas en los cap´ıtulos
anteriores, donde el conocimiento de un tensor invariante para el a´lgebra de
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gauge constituye un elemento fundamental.
En el cap´ıtulo 7 se considera una teor´ıa de gauge en d = 11 para el a´lge-
bra M, construida haciendo uso de lagrangeanos transgresores y del me´todo
de expansio´n en semigrupos abelianos [44]. La accio´n considerada corres-
ponde a la integral de una forma de transgresio´n, como las estudiadas en
el cap´ıtulo 3. El tensor invariante escogido para el a´lgebra M es obtenido
a partir de la S-expansio´n de la supera´lgebra osp (32|1) con un semigrupo
apropiado (ver cap´ıtulo 6). Una forma expl´ıcita para el lagrangeano es ob-
tenida a trave´s del me´todo de separacio´n en subespacios introducido en el
cap´ıtulo 4. La teor´ıa presentada en este cap´ıtulo debe ser considerada ma´s
una ilustracio´n de los conceptos mencionados que un intento de producir un
modelo realista.
La Tesis concluye en el cap´ıtulo 8 con un resumen de los resultados y una
visio´n de las perspectivas abiertas por la presente investigacio´n.
Los Ape´ndices contienen detalles sobre distintos aspectos de los ca´lculos
involucrados en la Tesis as´ı como un resumen de la notacio´n y las convencio-
nes utilizadas.
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Cap´ıtulo 2
Teor´ıas de Chern–Simons
Las teor´ıas de gauge constituyen el fundamento de la f´ısica de part´ıculas
moderna (para una introduccio´n histo´rica, ver, e.g., [63] y las referencias
all´ı citadas). En este cap´ıtulo describimos brevemente una clase de teor´ıas
de gauge caracterizada por una accio´n independiente de la me´trica y por la
pseudo-invariancia de gauge: las teor´ıas de Chern–Simons (CS).
2.1. Formalismo General
2.1.1. Definiciones
Sea g una (su´per)algebra de Lie y sea P una p-forma valuada en el a´lge-
bra1, i.e.
P = PAGA, (2.1)
donde {GA, A = 1, . . . , dim (g)} es una base para g y los coeficientes PA son
p-formas. Las componentes PAµ1···µp de la p-forma P
A pueden ser nu´meros
complejos ordinarios (conmutantes) o de Grassmann (anticonmutantes). De
acuerdo a la Estad´ıstica esta´ndar, los nu´meros conmutantes se utilizan en la
descripcio´n de campos boso´nicos y los anticonmutantes en la descripcio´n de
campos fermio´nicos [64].
1Usamos caracteres en negrita para denotar objetos valuados en una (su´per)algebra
(ver Ape´ndice A para la notacio´n y las convenciones).
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El conmutador entre P y una q-forma Q esta´ definido por2
[P ,Q] = PQ− (−1)pqQP . (2.2)
Esta definicio´n reproduce las nociones usuales de conmutador y anticonmu-
tador para 0-formas. En efecto, cuando p = q = 0 tenemos
[P ,Q] = PAQB [GA,GB] , si P
A o´ QB son nu´meros ordinarios, (2.3)
[P ,Q] = PAQB {GA,GB} , si PA y QB son nu´meros de Grassmann,
(2.4)
con
[GA,GB] = GAGB −GBGA, (2.5)
{GA,GB} = GAGB +GBGA. (2.6)
Para formas de grado ma´s alto, la def. (2.2) asegura que el conmutador
entre formas este´ siempre valuado en la (su´per)algebra g.
Una primera aplicacio´n del conmutador entre formas diferenciales puede
apreciarse en la siguiente definicio´n.
Definicio´n 2.1 La derivada covariante DZ de una p-forma Z valuada en g
esta´ definida por
DZ = dZ + [A,Z] , (2.7)
donde A es una 1-forma. Esta derivada tiene la propiedad que, si Z trans-
forma como un tensor y A como una conexio´n bajo g, entonces DZ tambie´n
transforma como tensor. La ley de transformacio´n para una 1-forma conexio´n
A es
A→ A′ = g (A− g−1dg) g−1, (2.8)
donde g = exp
(
λAGA
)
es un elemento del grupo de gauge cuya a´lgebra es
g.
La versio´n infinitesimal de (2.8) puede tambie´n ser utilizada para motivar la
definicio´n de derivada covariante, pues tiene la forma
δA = −Dλ, (2.9)
con λ = λAGA.
2El producto entre elementos de g ha de entenderse en te´rminos del a´lgebra envolvente
universal, la cual existe para cualquier a´lgebra de Lie [23].
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2.1.2. El tensor invariante
Un elemento esencial en la definicio´n de una forma de CS es un tensor
sime´trico invariante3 bajo el a´lgebra g. Un tensor invariante de grado r es
una funcio´n multilineal de la forma
〈· · · 〉r : g× · · · × g︸ ︷︷ ︸
r
→ C. (2.10)
El requerimiento de simetr´ıa se traduce en la condicio´n
〈· · ·PQ · · · 〉r = (−1)pq 〈· · ·QP · · · 〉r , (2.11)
donde P es una p-forma y Q es una q-forma. Es importante notar que es-
ta condicio´n es va´lida tanto para generadores boso´nicos como fermio´nicos,
dado que ambos van siempre multiplicados por formas conmutantes o de
Grassmann, segu´n corresponda.
El requerimiento de invariancia para 〈· · · 〉r puede ser escrito de varias
maneras equivalentes. Posiblemente la ma´s fundamental de ellas es〈(
gZ1g
−1
) · · · (gZrg−1)〉r = 〈Z1 · · ·Zr〉r , (2.12)
donde g = exp
(
λAGA
)
. En te´rminos de λ = λAGA ∈ g, la ec. (2.12) toma
la forma
〈[λ,Z1]Z2 · · ·Zr〉r + · · ·+ 〈Z1 · · ·Zr−1 [λ,Zr]〉r = 0. (2.13)
Admitiendo la posibilidad de que λ sea una 1-forma (como la conexio´n A)
esta´ condicio´n se transforma en
〈[A,Z1]Z2 · · ·Zr〉r + (−1)p1 〈Z1 [A,Z2]Z3 · · ·Zr〉r +
+ · · ·+ (−1)p1+···+pr−1 〈Z1 · · ·Zr−1 [A,Zr]〉r = 0, (2.14)
donde pk denota el grado de Zk. Recordando la definicio´n de derivada cova-
riante, ec. (2.7), vemos que la condicio´n de invariancia (2.14) puede ser escrita
tambie´n en el modo alternativo
〈D (Z1 · · ·Zr)〉r = d 〈Z1 · · ·Zr〉r . (2.15)
3La presentacio´n dada en esta seccio´n constituye so´lo un esbozo. Recomendamos al
lector interesado consultar las Refs. [24, 52].
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Conviene notar que el lado izquierdo de (2.15) no es ma´s que una manera
abreviada y no particularmente rigurosa de escribir
〈D (Z1 · · ·Zr)〉r = 〈(DZ1)Z2 · · ·Zr〉r + (−1)p1 〈Z1 (DZ2)Z3 · · ·Zr〉r+
+ · · ·+ (−1)p1+···+pr−1 〈Z1 · · ·Zr−1 (DZr)〉r . (2.16)
Todas estas formas equivalentes del requerimiento de invariancia son utili-
zadas a lo largo de la Tesis, dependiendo del contexto. La forma (2.12), por
ejemplo, es u´til para calcular la variacio´n de gauge de cargas conservadas
(ver seccio´n 3.2.3, pa´g. 40). La versio´n (2.15), en cambio, permite demostrar
el teorema de Chern–Weil (seccio´n 3.1) y calcular ecuaciones de movimiento
y condiciones de borde (seccio´n 3.2.2) a partir de una accio´n invariante de
gauge.
A modo de ejemplo, consideremos el a´lgebra de Poincare´ en d = 3,
g = iso (2, 1). Una base para esta a´lgebra es dada por Jab y Pa, los cua-
les satisfacen las relaciones de conmutacio´n
[Pa,Pb] = 0, (2.17)
[Jab,Pc] = ηcbPa − ηcaPb, (2.18)
[Jab,Jcd] = ηcbJad − ηcaJbd + ηdbJca − ηdaJcb, (2.19)
donde a, b, . . . = 1, 2, 3 y ηab = diag (−1, 1, 1). Un tensor invariante de rango
2 para g es encontrado en el tensor de Levi-Civita,
〈JabPc〉 = εabc, (2.20)
con todas las dema´s componentes iguales a cero. La condicio´n de invarian-
cia (2.14) sobre (2.20) toma la forma
〈[A,Jab]Pc〉+ 〈Jab [A,Pc]〉 = 0, (2.21)
donde A es una 1-forma valuada en g,
A = eaPa +
1
2
ωabJab. (2.22)
Reemplazando (2.22) en (2.21) y utilizando el a´lgebra (2.17)–(2.19) es fa´cil
ver que la condicio´n de invariancia se reduce a
ωeaεebc + ω
e
bεaec + ω
e
cεabe = 0. (2.23)
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Esta condicio´n, por supuesto, no es otra cosa que la conocida identidad
Dωεabc = 0. (2.24)
Para demostrar esta identidad resulta conveniente partir de la delta de
Kronecker generalizada4 δefghabcd , la cual se anula ide´nticamente en d = 3:
δefghabcd = 0. (2.25)
Multiplicando este cero por ωde hallamos
0 = ωdeδ
efgh
abcd
= ωde
(
δeaδ
fgh
bcd − δebδfghacd + δecδfghabd − δedδfghabc
)
= ωdaδ
fgh
bcd − ωdbδfghacd + ωdcδfghabd
= ωeaδ
fgh
ebc + ω
e
bδ
fgh
aec + ω
e
cδ
fgh
abe .
Poniendo ahora f = 1, g = 2, h = 3 obtenemos el resultado deseado:
ωeaεebc + ω
e
bεaec + ω
e
cεabe = 0. (2.26)
La generalizacio´n a dimensiones ma´s altas no presenta dificultad alguna. El
tensor de Levi-Civita tambie´n proporciona un tensor invariante para los gru-
pos de de Sitter y anti-de Sitter, cuya contraccio´n de I˙no¨nu¨–Wigner corres-
ponde a Poincare´.
2.1.3. La forma de Chern–Simons
La forma de CS es una funcio´n polinomial local de una 1-formaA valuada
en una (su´per)algebra de Lie g. Expl´ıcitamente,
Q(2n+1)CS ≡ (n+ 1)
∫ 1
0
dt
〈
A
(
tdA+ t2A2
)n〉
, (2.27)
donde 〈· · · 〉 denota un tensor sime´trico invariante bajo g de rango n+1. Los
casos ma´s simples corresponden a n = 1, 2:
Q(3)CS =
〈
AdA+
2
3
A3
〉
, (2.28)
Q(5)CS =
〈
A (dA)2 +
3
2
A3dA+
3
5
A5
〉
. (2.29)
4Las propiedades ma´s importantes de la delta de Kronecker generalizada esta´n resumi-
das en el Ape´ndice C.
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Como se aprecia en estos ejemplos, el rol de la integracio´n sobre t en (2.27)
es el de fijar los coeficientes del polinomio.
La propiedad ma´s importante de la forma de CS tiene que ver con su
comportamiento bajo transformaciones de gauge.
Denotando por F = dA+A2 a la curvatura correspondiente a la conexio´n
A, puede demostrarse que la forma de CS satisface la identidad
dQ(2n+1)CS =
〈
F n+1
〉
. (2.30)
Efectuando una transformacio´n de gauge a ambos lados de (2.30) encontra-
mos
dδgaugeQ(2n+1)CS = 0. (2.31)
Esta identidad muestra que la variacio´n de la forma de CS bajo transforma-
ciones de gauge es una forma exacta.
Realizando expl´ıcitamente la variacio´n, uno encuentra que la forma de
CS cambia a
Q(2n+1)CS (A′) = Q(2n+1)CS (A) + (−1)n+1
n! (n + 1)!
(2n+ 1)!
〈(
g−1dg
)2n+1〉
+ dΩ
(2n)
fin ,
(2.32)
donde Ω
(2n)
fin es una 2n-forma. El segundo te´rmino en el lado derecho de (2.32)
es una forma exacta que no depende de A.
Las consideraciones anteriores implican que localmente podemos escribir
δgaugeQ(2n+1)CS = dΩ(2n), (2.33)
donde Ω(2n) es una 2n-forma que depende de A y su derivada exterior dA.
La invariancia mo´dulo derivadas totales de la forma de CS (por lo menos
en el caso de transformaciones infinitesimales) hace que sea interesante consi-
derarla como lagrangeano para una teor´ıa de gauge basada en g. Esta teor´ıa
de gauge difiere de la teor´ıa usual de Yang–Mills (YM) en diversos aspec-
tos, comenzando por el lagrangeano. Para facilitar la comparacio´n, partamos
escribiendo ambos5:
LYM = −1
4
〈F ∧ ⋆F 〉 , (2.34)
L
(2n+1)
CS = (n+ 1) k
∫ 1
0
dt
〈
A
(
tdA+ t2A2
)n〉
. (2.35)
5Aqu´ı k es una constante arbitraria adimensional (cuando ~ = 1).
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A continuacio´n listamos una serie de aspectos relevantes a ambos lagran-
geanos y comentamos sobre las semejanzas y diferencias entre ellos.
Dimensionalidad : Mientras el lagrangeano de YM puede ser escrito en
cualquier nu´mero de dimensiones, el de CS so´lo existe en dimensiones
impares.
Tensor invariante: Ambos lagrangeanos hacen uso de un tensor sime´tri-
co 〈· · · 〉 invariante bajo el a´lgebra. En el caso de YM, el tensor es de
rango 2 y es usualmente identificado con la me´trica de Killing. Para
CS, el tensor es de rango n + 1 y so´lo puede vincularse con la me´trica
de Killing en d = 3.
La me´trica: El lagrangeano de CS es independiente de cualquier me´trica
que pueda existir (o no) en la variedad espacio-temporal M . El lagran-
geano de YM, en cambio, necesita de la existencia de una me´trica en
M para poder ser escrito, debido a la presencia del dual ⋆ de Hodge6.
Campos independientes : El u´nico campo independiente en ambos la-
grangeanos es la 1-forma conexio´n A. La me´trica presente en el lagran-
geano de YM es usualmente considerada como un campo de background.
Esta me´trica puede hacerse dina´mica recurriendo a un lagrangeano adi-
cional (el de Einstein–Hilbert, por ejemplo), pero no puede interpretarse
como un campo de gauge en el mismo sentido que A.
Curvatura: El lagrangeano de YM es cuadra´tico en la curvatura F .
El lagrangeano de CS, en cambio, contiene potencias ma´s altas de la
curvatura (para d ≥ 5).
Dina´mica: Las ecuaciones de movimiento7 para YM y CS son D ⋆FA =
0 y 〈F nGA〉 = 0, respectivamente. A pesar de la presencia de potencias
de la curvatura mayores que dos en el lagrangeano, las ecuaciones de
movimiento para CS son de primer orden en A.
6El dual ⋆ de Hodge relaciona una p-forma α = (1/p!)αµ1···µpdx
µ1 ∧ · · · ∧ dxµp en
una variedad espacio-temporal d-dimensional con la (d− p)-forma ⋆α definida por ⋆α =
(1/p! (d− p)!)√−gεµ1···µdαµ1···µpdxµp+1 ∧ · · · ∧ dxµd . Como se desprende de su definicio´n,
el dual de Hodge requiere la presencia de una me´trica invertible en la variedad [30, 60].
7Las ecuaciones de movimiento para YM que se obtienen mediante variacio´n directa
del lagrangeano son 〈(D ⋆F )GA〉 = 0. Cuando la ‘me´trica de Killing’ KAB ≡ 〈GAGB〉 es
invertible, entonces e´stas pueden escribirse ma´s sencillamente como D ⋆F = 0.
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En esta Tesis nos dedicamos en forma exclusiva al estudio de lagrangea-
nos de CS y de su generalizacio´n inmediata, las formas de transgresio´n (ver
cap´ıtulo 3). Esta eleccio´n esta´ motivada por el deseo de escribir una teor´ıa
unificada, que incluya gravitacio´n, en donde todos los campos independientes
puedan ser interpretados como componentes de una conexio´n para un grupo
de gauge.
2.2. Chern–Simons y Gravitacio´n
En esta seccio´n consideramos una teor´ıa de CS en d = 2n+1 dimensiones
para el a´lgebra de anti-de Sitter, so (2n, 2). La base cano´nica para esta a´lgebra
esta´ dada por los generadores Pa y Jab, con las relaciones de conmutacio´n
[Pa,Pb] = Jab, (2.36)
[Jab,Pc] = ηcbPa − ηcaPb, (2.37)
[Jab,Jcd] = ηcbJad − ηcaJbd + ηdbJca − ηdaJcb, (2.38)
donde ηab = diag (−,+, . . . ,+) es la me´trica de Minkowski. La estructura de
esta a´lgebra permite intrepretar los campos de gauge asociados a Pa y Jab
como el vielbein y la conexio´n de spin en una formulacio´n de primer orden
de gravedad. Para comprobar esto, consideremos la 1-forma conexio´n8
A =
1
ℓ
eaPa +
1
2
ωabJab (2.39)
y un elemento arbitrario λ ∈ so (2n, 2),
λ =
1
ℓ
λaPa +
1
2
λabJab. (2.40)
La transformacio´n de gauge infinitesimal δA = −Dλ puede ser descompuesta
en la forma
δea = λabe
b −Dωλa, (2.41)
δωab = −Dωλab + 1
ℓ2
(
λaeb − λbea) . (2.42)
8La introduccio´n de la escala de longitud ℓ es necesaria debido a que la interpretacio´n
de ea como vielbein requiere que e´ste tenga dimensiones de longitud.
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Cuando λ corresponde a una transformacio´n de Lorentz, i.e. cuando λa = 0,
las ecs. (2.41)–(2.42) reproducen las familiares leyes de transformacio´n para
el vielbein y la conexio´n de spin. El primero resulta ser un vector de Lorentz
y la segunda una conexio´n.
La curvatura asociada a la conexio´n (2.39) es
F =
1
ℓ
T aPa +
1
2
(
Rab +
1
ℓ2
eaeb
)
Jab,
donde
T a = Dωe
a, (2.43)
Rab = dωab + ωacω
cb, (2.44)
corresponden a las definiciones usuales de torsio´n y curvatura de Lorentz.
Para poder escribir un lagrangeano de CS para esta a´lgebra hace falta un
tensor sime´trico invariante de rango n + 1. Al igual que para el a´lgebra de
Poincare´ en d = 3 (ver seccio´n 2.1.2, pa´g. 24), podemos recurrir a〈
Ja1a2 · · ·Ja2n−1a2nPa2n+1
〉
=
2n
n+ 1
εa1···a2n+1 , (2.45)
con todas las dema´s componentes iguales a cero.
En este punto resulta conveniente introducir formas diferenciales valuadas
en el a´lgebra, como
e =
1
ℓ
eaPa, (2.46)
ω =
1
2
ωabJab. (2.47)
En te´rminos de ellas, la curvatura de Lorentz y la torsio´n adquieren las
expresiones sencillas
T = de+ [ω, e] , (2.48)
R = dω + ω2. (2.49)
Las componentes Rab y T a pueden ser recuperadas por medio de
T =
1
ℓ
T aPa, (2.50)
R =
1
2
RabJab. (2.51)
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Estas definiciones son extremadamente u´tiles para manipular expresiones
complejas, ya que minimizan la escritura sin comprometer la rigurosidad
o la claridad de la exposicio´n.
Usando esta notacio´n, el lagrangeano de CS [cf. ec. (2.35)] toma la forma9
L
(2n+1)
CS = (n+ 1) k
∫ 1
0
dt
〈(
R+ t2e2
)n
e
〉
+ dB
(2n)
CS . (2.52)
Si bien en (2.52) no hemos reemplazado expl´ıcitamente el tensor invarian-
te (2.45), s´ı hemos tenido en cuenta cua´les de sus componentes son distintas
de cero. Una consecuencia directa de la estructura particular de este ten-
sor invariante es la ausencia de torsio´n en el lagrangeano. Otros tensores
invariantes producira´n, en general, lagrangeanos con torsio´n [52].
A modo de comparacio´n citamos tambie´n la forma expl´ıcita del lagran-
geano (2.52) obtenida al reemplazar el tensor invariante (2.45):
L
(2n+1)
CS =
k
ℓ
εa1···a2n+1
∫ 1
0
dt
(
Ra1a2 +
t2
ℓ2
ea1ea2
)
× · · ·×
×
(
Ra2n−1a2n +
t2
ℓ2
ea2n−1ea2n
)
ea2n+1 + dB
(2n)
CS . (2.53)
Hay algo engan˜oso en la aparente sencillez de las expresiones (2.52)–
(2.53). Como el lector diligente habra´ notado, no es inmediato obtenerlas a
partir de la definicio´n de la forma de CS [cf. ec. (2.27)]. En general, conseguir
una expresio´n manifiestamente invariante de Lorentz para un lagrangeano de
CS gravitacional a partir de la definicio´n (2.27) es una tarea no trivial. Esto
se debe a la naturaleza de la forma de CS, la cual depende de dA y A2 en
forma separada y no a trave´s de la combinacio´n tensorial F = dA+A2 (en
otras palabras, el lagrangeano de CS no puede ser escrito so´lo como funcio´n
de F , siendo imprescindible incluir tambie´n A).
El modo de obtener las expresiones (2.52) y (2.53) consiste en visualizar
la forma de CS como un caso particular de objetos ma´s generales conocidos
como formas de transgresio´n. Las formas de transgresio´n son uno de los temas
recurrentes de esta Tesis, y como tales son analizadas en detalle en el cap´ıtu-
lo 3. El formalismo de las transgresiones facilita enormemente la obtencio´n
9El lagrangeano (2.52) pertenece a una familia de lagrangeanos para gravitacio´n en
dimensiones mayores a cuatro originalmente introducida por D. Lovelock en [49] (ver
tambie´n [48]).
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de expresiones invariantes de Lorentz para lagrangeanos gravitacionales de
CS, y permite encontrar una forma expl´ıcita para el te´rmino de borde B
(2n)
CS
que aparece en (2.52) y (2.53).
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Cap´ıtulo 3
Formas de Transgresio´n como
Lagrangeanos para Teor´ıas de
Gauge
En este cap´ıtulo introducimos uno de los conceptos fundamentales de esta
Tesis: las formas de transgresio´n. Referencias relevantes para el fundamento
matema´tico de las formas de transgresio´n son el libro de J. A. de Azca´rraga y
J. M. Izquierdo [23] y el libro de M. Nakahara [60]. La idea de usar las formas
de transgresio´n como lagrangeanos para teor´ıas de gauge es relativamente
nueva, remonta´ndose a apenas un pun˜ado de art´ıculos recientes [6, 7, 13, 14,
41, 42, 44, 55, 57, 58, 59, 62]. La tesis de doctorado de P. Mora [57] tiene
como tema principal el de las formas de transgresio´n en teor´ıa de campos.
Las formas de transgresio´n constituyen la matriz de donde surgen las
formas de CS. En las secciones siguientes revisamos brevemente los aspectos
ma´s importantes relacionados con las formas de transgresio´n, dejando para
el Cap´ıtulo 4 la presentacio´n de un me´todo de separacio´n en subespacios que
ayuda a interpretar f´ısicamente un lagrangeano transgresor.
3.1. El Teorema de Chern–Weil
El teorema de Chern–Weil liga la derivada exterior de la forma de trans-
gresio´n con la diferencia entre dos densidades topolo´gicas asociadas a dos
nociones distintas de curvatura.
Sean A y A¯ dos conexiones para una (su´per)a´lgebra de Lie g. Las cur-
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vaturas correspondientes sera´n denotadas por F y F¯ . Sea 〈· · · 〉 un tensor
sime´trico de rango r = n + 1 invariante bajo g (ver seccio´n 2.1.2, pa´g. 23).
La forma de transgresio´n Q(2n+1)
A←A¯
es definida como
Q(2n+1)
A←A¯
≡ (n+ 1)
∫ 1
0
dt 〈ΘF nt 〉 , (3.1)
donde
Θ ≡ A− A¯, (3.2)
At ≡ A¯+ tΘ, (3.3)
Ft ≡ dAt +A2t . (3.4)
La conexio´n At interpola entre A¯ y A a medida que t barre el intervalo
0 ≤ t ≤ 1 (esto explica la notacio´n escogida para denotar la transgresio´n).
La propiedad ma´s importante de las formas de transgresio´n es su inva-
riancia bajo transformaciones de gauge. Esta invariancia queda establecida
fa´cilmente por medio de la siguiente cadena de argumentos:
1. La diferencia entre dos conexiones es un tensor: Θ transforma como
tensor.
2. La suma de una conexio´n con un tensor produce otra conexio´n: At
transforma como conexio´n.
3. La curvatura asociada a una conexio´n es un tensor: Ft transforma como
tensor.
4. Dado que todos sus argumentos son tensores, la propiedad de invarian-
cia [ver ec. (2.12)] del tensor sime´trico 〈· · · 〉 garantiza que la forma de
transgresio´n Q(2n+1)
A←A¯
permanezca invariante bajo transformaciones de
gauge.
Consideremos ahora el cara´cter de Chern asociado a cada una de las
conexiones A y A¯, 〈F n+1〉 y 〈F¯ n+1〉. La diferencia entre estos caracteres
puede ser expresada en la forma
〈
F n+1
〉− 〈F¯ n+1〉 = ∫ 1
0
dt
d
dt
〈
F n+1t
〉
. (3.5)
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Aplicando la regla de Leibniz para d/dt y recurriendo a la simetr´ıa de 〈· · · 〉
podemos escribir
〈
F n+1
〉− 〈F¯ n+1〉 = (n + 1)∫ 1
0
dt
〈
F nt
d
dt
Ft
〉
. (3.6)
De la definicio´n de Ft [cf. ecs. (3.2)–(3.4)] es directo establecer la identidad
d
dt
Ft = DtΘ, (3.7)
donde Dt denota la derivada covariante en la conexio´n At.
Reemplazando (3.7) en (3.6) obtenemos
〈
F n+1
〉− 〈F¯ n+1〉 = (n+ 1)∫ 1
0
dt 〈F nt DtΘ〉 . (3.8)
La identidad de Bianchi DtFt = 0 nos permite ahora escribir
〈
F n+1
〉− 〈F¯ n+1〉 = (n + 1)∫ 1
0
dt 〈Dt (F nt Θ)〉 . (3.9)
Usando la propiedad de invariancia del tensor sime´trico 〈· · · 〉 [cf. ec. (2.15)]
encontramos finalmente
〈
F n+1
〉− 〈F¯ n+1〉 = (n + 1) d ∫ 1
0
dt 〈F nt Θ〉 . (3.10)
En virtud de la simetr´ıa de 〈· · · 〉 reconocemos la forma de transgresio´n en el
lado derecho de (3.10). Luego, podemos escribir〈
F n+1
〉− 〈F¯ n+1〉 = dQ(2n+1)
A←A¯
. (3.11)
Los pasos anteriores constituyen un esbozo simple de la demostracio´n
del Teorema de Chern–Weil. Integrando (3.11) sobre una variedad (2n+ 2)-
dimensional con borde, el teorema de Chern–Weil expresa la diferencia entre
los caracteres de Chern asociados a cada una de las conexiones con la integral
de la (2n+ 1)-forma transgresio´n sobre el borde.
El teorema de Chern–Weil tambie´n provee de una justificacio´n para la
pseudo-invariancia de la forma de CS. En efecto, es claro que la forma de
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CS puede ser considerada como el caso particular A¯ = 0 de una forma de
transgresio´n. En este caso el teorema de Chern–Weil toma la forma〈
F n+1
〉
= dQ(2n+1)A←0 . (3.12)
Realizando una transformacio´n de gauge a ambos lados de (3.12) encon-
tramos dδQ(2n+1)A←0 = 0, lo cual implica que, al menos localmente, podemos
escribir δQ(2n+1)A←0 = dΩ para alguna 2n-forma Ω. La pe´rdida de la invariancia
de gauge total al pasar de la forma de transgresio´n a la forma de CS puede
ser entendida notando que la igualdad A¯ = 0 no es preservada bajo transfor-
maciones de gauge. Una vez que se ha fijado A¯ = 0 para obtener la forma de
CS, el resultado depende de una u´nica conexio´n A, sin que vuelva a haber
mencion alguna de A¯. Luego, el te´rmino no homoge´neo dgg−1 que deber´ıa
aparecer en la variacio´n de A¯ = 0 esta´ ausente de la variacio´n de la forma
de CS Q(2n+1)A←0 , provocando el quiebre en la invariancia de gauge.
Esta diferencia crucial — la invariancia de gauge — entre la forma de
transgresio´n y la forma de CS es la motivacio´n principal para considerar las
formas de transgresio´n como posibles lagrangeanos para una teor´ıa de gauge,
posibilidad que es explorada en las secciones siguientes de este cap´ıtulo.
3.2. La Accio´n Transgresora
En esta seccio´n estudiamos en te´rminos generales (i.e. sin especificar el
a´lgebra de gauge g ni la dimensio´n del espacio-tiempo) la teor´ıa de gauge
definida en una variedad (2n+ 1)-dimensional M por la accio´n
ST
[
A, A¯
]
= k
∫
M
Q(2n+1)
A←A¯
, (3.13)
donde k es una constante adimensional arbitraria y Q(2n+1)
A←A¯
es la forma de
transgresio´n definida en (3.1). La accio´n (3.13) es un funcional de dos campos
independientes, las 1-formas conexiones A y A¯.
3.2.1. Simetr´ıas
La accio´n transgresora (3.13) es invariante bajo dos grupos de simetr´ıas
independientes; difeomorfismos y transformaciones de gauge.
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La invariancia bajo difeomorfismos es la ma´s directa de las dos. Ella
esta´ garantizada por el hecho que el lagrangeano en (3.13) es una forma dife-
rencial. Todas las formas diferenciales, por construccio´n, son invariantes bajo
el grupo de difeomorfismos. Esta invariancia puede expresarse diciendo que
la variacio´n funcional infinitesimal de una p-forma α es igual a δα = −£ξα,
donde ξ es el campo vectorial (infinitesimal) que genera el difeomorfismo,
δxµ = ξµ (x), y £ξ denota la derivada de Lie
1. A modo de referencia citamos
aqu´ı las variaciones funcionales de A y A¯:
δdifA = −£ξA, (3.14)
δdifA¯ = −£ξA¯. (3.15)
La invariancia bajo transformaciones de gauge de la accio´n (3.13) esta´ ga-
rantizada por las propiedades especiales de la forma de transgresio´n, y es en
este sentido menos evidente que la invariancia bajo difeomorfismos. Las leyes
de transformacio´n infinitesimales para A y A¯ son en este caso
δgaugeA = −Dλ, (3.16)
δgaugeA¯ = −D¯λ, (3.17)
donde λ ∈ g es el elemento del a´lgebra que define la transformacio´n.
La invariancia de gauge de la accio´n transgresora contraste fuertemente
con lo que sucede en el caso de CS, donde la accio´n cambia por un te´rmino
de borde bajo transformaciones de gauge.
Como principio de simetr´ıa, la invariancia de gauge prohibe la adicio´n de
un te´rmino de borde arbitrario a la accio´n transgresora, dado que esto en
general destruir´ıa la invariancia. Esto significa, en particular, que las condi-
ciones de borde y las cargas de Noether asociadas a la accio´n transgresora
tienen significado intr´ınseco, a diferencia del caso de CS, donde pueden ser
modificadas por la adicio´n de un te´rmino de borde arbitrario a la accio´n.
Ma´s alla´ de las transformaciones de gauge y difeomorfismos, la accio´n
transgresora tiene otra propiedad de simetr´ıa importante, discreta esta vez.
Bajo el intercambio A↔ A¯, la accio´n (3.13) cambia de signo:
S
(2n+1)
T
[
A¯,A
]
= −S(2n+1)T
[
A, A¯
]
. (3.18)
1La derivada de Lie £ξ actuando sobre formas diferenciales puede escribirse en te´rmi-
nos del operador de contraccio´n Iξ y la derivada exterior d como £ξ = dIξ + Iξd. El
operador de contraccio´n Iξ toma una p-forma α = (1/p!)αµ1···µpdx
µ1 · · · dxµp y produ-
ce la (p− 1)-forma Iξα = (1/ (p− 1)!) ξµ1αµ1···µpdxµ2 · · ·dxµp . Este operador es a veces
llamado producto interno y denotado por ξ⌋.
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Para demostrar esta simetr´ıa de intercambio basta con notar que, al realizar
la transformacio´n A ↔ A¯, las variables definidas en (3.2)–(3.4) cambian
segu´n
Θ→ −Θ, (3.19)
At → A1−t, (3.20)
Ft → F1−t. (3.21)
La ec. (3.18) se sigue de la identidad∫ 1
0
f (t) dt =
∫ 1
0
f (1− t) dt, (3.22)
la cual es va´lida para una funcio´n f cualquiera.
Las consecuencias de (3.18) au´n son materia de exploracio´n, si bien es po-
sible que se relacionen con la eventual invariancia de (3.13) bajo la transfor-
macio´n discreta combinada CPT (conjugacio´n de carga, paridad e inversio´n
temporal; ver seccio´n 3.2.3).
3.2.2. Ecuaciones de movimiento y condiciones de bor-
de
Bajo una variacio´n infinitesimal arbitraria A → A′ = A + δA, A¯ →
A¯′ = A¯+ δA¯, la accio´n transgresora (3.13) cambia en
δS
(2n+1)
T = (n + 1) k
∫
M
(〈δAF n〉 − 〈δA¯F¯ n〉)+ ∫
∂M
Ξ, (3.23)
donde el te´rmino de borde Ξ tiene la forma
Ξ ≡ n (n+ 1) k
∫ 1
0
dt
〈
δAtΘF
n−1
t
〉
. (3.24)
La deduccio´n de (3.23) a partir de (3.13) no presenta mayores dificultades,
y es presentada a continuacio´n como ejemplo arquet´ıpico de ca´lculo en el
formalismo de las formas de transgresio´n.
Partimos de la definicio´n de forma de transgresio´n [cf. ec. (3.1)],
Q(2n+1)
A←A¯
= (n+ 1)
∫ 1
0
dt 〈ΘF nt 〉 . (3.25)
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Bajo variaciones infinitesimales arbitrarias en A y A¯, las variables Θ, At y
Ft definidas en las ecs. (3.2)–(3.4) cambian de acuerdo a
δΘ = δA− δA¯, (3.26)
δAt = δA¯+ tδΘ, (3.27)
δFt = DtδAt, (3.28)
donde Dt denota la derivada covariante en la conexio´n At.
Efectuando la variacio´n en (3.25) encontramos
δQ(2n+1)
A←A¯
= (n+ 1)
∫ 1
0
dt 〈δΘF nt 〉+ n (n+ 1)
∫ 1
0
dt
〈
ΘDtδAtF
n−1
t
〉
, (3.29)
donde ya hemos reemplazado expl´ıcitamente δFt de acuerdo a (3.28).
La regla de Leibniz para Dt y la propiedad de invariancia del tensor
sime´trico 〈· · · 〉 nos permiten escribir el u´ltimo te´rmino en (3.29) en la forma〈
ΘDtδAtF
n−1
t
〉
=
〈
DtΘδAtF
n−1
t
〉
+ d
〈
δAtΘF
n−1
t
〉
. (3.30)
Aqu´ı hemos usado tambie´n la identidad de Bianchi DtFt = 0.
De las identidades [cf. ec. (3.7)]
d
dt
Ft = DtΘ, (3.31)
d
dt
δAt = δΘ, (3.32)
y la regla de Leibniz para d/dt se sigue que
n
〈
DtΘδAtF
n−1
t
〉
=
d
dt
〈δAtF nt 〉 − 〈δΘF nt 〉 . (3.33)
Reemplazando (3.33) en (3.30) obtenemos la identidad
n
〈
ΘDtδAtF
n−1
t
〉
=
d
dt
〈δAtF nt 〉 − 〈δΘF nt 〉+ nd
〈
δAtΘF
n−1
t
〉
. (3.34)
Ocupando esta igualdad en (3.29) encontramos
δQ(2n+1)
A←A¯
= (n+ 1)
∫ 1
0
dt
d
dt
〈δAtF nt 〉+ n (n+ 1) d
∫ 1
0
dt
〈
δAtΘF
n−1
t
〉
,
(3.35)
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lo cual nos conduce directamente al resultado final:
δQ(2n+1)
A←A¯
= (n+ 1)
(〈δAF n〉 − 〈δA¯F¯ n〉)+ n (n+ 1) d ∫ 1
0
dt
〈
δAtΘF
n−1
t
〉
.
(3.36)
Las ecuaciones de movimiento y las condiciones de borde pueden leerse
directamente de esta variacio´n. Las primeras pueden escribirse como
〈F nGA〉 = 0, (3.37)〈
F¯ nGA
〉
= 0, (3.38)
en tanto que las segundas son∫ 1
0
dt
〈
δAtΘF
n−1
t
〉∣∣∣∣
∂M
= 0. (3.39)
La dina´mica producida por la accio´n (3.13) determina que A y A¯ sean
campos independientes en M , obedeciendo cada uno a ecuaciones de mo-
vimiento de CS desacopladas. Las condiciones de borde, en cambio, ligan
ambas conexiones en ∂M , produciendo la primera diferencia significativa, a
nivel dina´mico, entre la accio´n de CS y la accio´n transgresora (3.13).
3.2.3. Cargas de Noether
Como con cualquier sistema de gauge, el Teorema de Noether proporciona
un medio de extraer corrientes conservadas a partir de la accio´n transgresora.
Estas corrientes son (d− 1)-formas (donde d es la dimensio´n de la variedad
espacio-temporal M) cuya derivada exterior se anula cuando las ecuaciones
del movimiento son satisfechas (i.e. on-shell). Es usual, si bien en modo
alguno necesario, interpretar estas corrientes como el dual ⋆ de Hodge de
una 1-forma J , de modo que la ‘ecuacio´n de continuidad’ puede ser escrita
en la forma
d ⋆J = 0. (3.40)
En el caso que nos ocupa, el lagrangeano es invariante bajo dos conjuntos
independientes de simetr´ıas; a saber, gauge y difeomorfismos. El teorema de
Noether proporciona consecuentemente dos corrientes conservadas indepen-
dientes para cada uno de ellos.
En el Ape´ndice B.1 se revisa brevemente el Teorema de Noether en el
lenguaje de formas diferenciales, con el objetivo principal de fijar la notacio´n
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y las convenciones utilizadas. Una deduccio´n detallada de las corrientes con-
servadas para la accio´n (3.13) es presentada en el Ape´ndice B.2. El resultado
es
⋆Jgauge = n (n + 1) kd
∫ 1
0
dt
〈
λΘF n−1t
〉
, (3.41)
⋆Jdif = n (n + 1) kd
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
, (3.42)
donde d = 2n+ 1 es la dimensio´n de la variedad espacio-temporal M , λ ∈ g
es un elemento del a´lgebra y ξ es el campo vectorial infinitesimal que gene-
ra el difeomorfismo. Para deducir estas expresiones ha sido necesario omitir
te´rminos proporcionales a las ecuaciones del movimiento, de manera que las
corrientes so´lo esta´n definidas on-shell. Una consecuencia de este procedi-
miento es que tanto (3.41) como (3.42) pueden ser escritas como formas
exactas, haciendo que la verificacio´n de la ley de conservacio´n (3.40) sea
trivial.
Asumiendo queM tiene la topolog´ıaM = R×Σ es posible integrar (3.41)–
(3.42) sobre la ‘seccio´n espacial’ Σ para obtener las cargas
Qgauge (λ) = n (n + 1) k
∫
∂Σ
∫ 1
0
dt
〈
λΘF n−1t
〉
, (3.43)
Qdif (ξ) = n (n + 1) k
∫
∂Σ
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
. (3.44)
Es interesante notar que el teorema de Stokes nos permite escribir estas
cargas como integrales sobre el borde de la seccio´n espacial Σ. En el espacio-
tiempo tetradimensional usual, (3.43) y (3.44) corresponder´ıan a integrales
de superficie.
Las cargas de gauge y difeomorfismos (3.43) y (3.44) son trivialmente
invariantes bajo difeomorfismos, ya que esta´n construidas a partir de formas
diferenciales. En cambio, bajo la transformacio´n de gauge infinitesimal g =
1 + λ, ellas cambian de acuerdo a
δλQgauge (η) = −Qgauge ([λ,η]) , (3.45)
δλQdif (ξ) = −Qgauge (£ξλ) . (3.46)
Como se muestra en [58], las cargas de gauge (3.43) reproducen el a´lgebra
g en el sentido que, definiendo el bracket entre cargas a partir de δλQη ≡
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{Qη, Qλ}, se cumple que
{Qη, Qλ} = Q[η,λ] (3.47)
La ausencia de te´rminos centrales en (3.47) es una consecuencia directa de la
completa invariancia de gauge de la accio´n. Para la carga de difeomorfismos,
la ec. (3.46) implica que Qdif es invariante bajo aquellas transformaciones de
gauge restringidas por la condicio´n £ξλ = 0 en ∂M .
Una u´ltima observacio´n acerca de las cargas (3.43) y (3.44) es que ambas
cambian de signo bajo el intercambio A ↔ A¯; esto podr´ıa sen˜alar que esta
operacio´n debiera ser considerada como ‘conjugacio´n de carga’ en la accio´n
transgresora. Si aceptamos esta interpretacio´n, entonces la accio´n (3.13) re-
sulta ser invariante bajo la transformacio´n combinada CPT; en efecto, dado
que
C
(
S
(2n+1)
T
)
= −S(2n+1)T , (3.48)
PT
(
S
(2n+1)
T
)
= −S(2n+1)T , (3.49)
uno encuentra inmediatamente
CPT
(
S
(2n+1)
T
)
= S
(2n+1)
T . (3.50)
La relevancia f´ısica de las cargas (3.43) y (3.44) es esencialmente un pro-
blema abierto. Un paso adelante en este sentido ser´ıa poder demostrar que
ellas son finitas para una configuracio´n cla´sica arbitraria. Aunque esta de-
mostracio´n general au´n no esta´ disponible, s´ı se ha mostrado, para el caso
particular en que g corresponde al a´lgebra de anti-de Sitter, que las car-
gas (3.43) y (3.44), evaluadas para una solucio´n exacta de la teor´ıa, resultan
ser finitas y f´ısicamente relevantes, es decir, que reproducen lo que se obtiene
por me´todos alternativos [57, 58].
3.2.4. Conservacio´n off-shell de las corrientes de Noe-
ther
La discusio´n sobre cargas conservadas dada en la seccio´n 3.2.3 esta´ basada
en el uso del teorema de Noether (ver Ape´ndice B.1), el cual es va´lido para
cualquier lagrangeano con simetr´ıas de gauge o difeomorfismos. En esta sec-
cio´n presentamos una deduccio´n, particular a la accio´n transgresora (3.13),
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que muestra que las corrientes de Noether (3.41) y (3.42) no so´lo se conser-
van on-shell, sino tambie´n off-shell (i.e. sin hacer uso de las ecuaciones de
movimiento).
Para demostrar la invariancia off-shell de las corrientes (3.41) y (3.42),
partimos de la variacio´n general del lagrangeano transgresor [cf. ecs. (3.23)–
(3.24)],
δL
(2n+1)
T = (n+ 1) k
(〈δAF n〉 − 〈δA¯F¯ n〉)+ dΞ, (3.51)
Ξ = n (n+ 1) k
∫ 1
0
dt
〈
δAtΘF
n−1
t
〉
. (3.52)
Conservacio´n off-shell de la corriente de gauge
La variacio´n de las conexiones A y A¯ bajo una transformacio´n de gauge
infinitesimal generada por λ ∈ g esta´ dada por [cf. ecs. (3.16)–(3.17)]
δgaugeA = −Dλ, (3.53)
δgaugeA¯ = −D¯λ. (3.54)
Reemplazando (3.53)–(3.54) en (3.51)–(3.52) y usando la identidad de Bian-
chi, podemos escribir la variacio´n del lagrangeano en la forma
δgaugeL
(2n+1)
T = − (n + 1) kd
(〈λF n〉 − 〈λF¯ n〉)+ dΞgauge, (3.55)
donde la notacio´n Ξgauge indica que debemos reemplazar en Ξ la transfor-
macio´n de gauge correspondiente. Como δgaugeL
(2n+1)
T = 0, hallamos que la
corriente
⋆J ′gauge ≡ (n+ 1) k
(〈λF n〉 − 〈λF¯ n〉)− Ξgauge (3.56)
es conservada off-shell, i.e. sin hacer uso de las ecuaciones de movimiento.
Reemplazando expl´ıcitamente Ξgauge [cf. ec. (B.15)]
Ξgauge = −n (n + 1) kd
∫ 1
0
dt
〈
λΘF n−1t
〉
+ (n+ 1) k
(〈λF n〉 − 〈λF¯ n〉)
(3.57)
en (3.56), encontramos
⋆J ′gauge = n (n+ 1) kd
∫ 1
0
dt
〈
λΘF n−1t
〉
. (3.58)
La corriente conservada off-shell ⋆J ′gauge coincide exactamente con la corrien-
te de Noether ⋆Jgauge , debido a la cancelacio´n ocurrida entre el primer
te´rmino en (3.56) y el u´ltimo te´rmino en (3.57).
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Conservacio´n off-shell de la corriente de difeomorfismos
La variacio´n infinitesimal de las conexiones A y A¯ bajo un difeomorfismo
δxµ = ξµ (x) esta´ dada por [cf. ecs. (3.14)–(3.15)]
δdifA = −£ξA, (3.59)
δdifA¯ = −£ξA¯. (3.60)
Reemplazando (3.59)–(3.60) en (3.51)–(3.52) hallamos que la variacio´n fun-
cional del lagrangeano puede ser escrita en la forma
δdifL
(2n+1)
T = − (n + 1) k
(〈£ξAF n〉 − 〈£ξA¯F¯ n〉)+ dΞdif , (3.61)
donde la notacio´n Ξdif indica que debemos reemplazar en Ξ la variacio´n de
las conexiones bajo difeomorfismos. Usando la identidad2
£ξA = IξF +DIξA (3.62)
es posible escribir
〈£ξAF n〉 = 〈IξFF n〉+ 〈DIξAF n〉 . (3.63)
Ocupando ahora la identidad de Bianchi y la regla de Leibniz para Iξ (y
observando tambie´n que 〈F n+1〉 = 0 para d = 2n+1) encontramos finalmente
〈£ξAF n〉 = d 〈IξAF n〉 . (3.64)
Reemplazando (3.64) en (3.61) obtenemos
δdifL
(2n+1)
T = − (n + 1) kd
(〈IξAF n〉 − 〈IξA¯F¯ n〉)+ dΞdif . (3.65)
Recordando que
δdifL
(2n+1)
T = −£ξL(2n+1)T
= −dIξL(2n+1)T ,
podemos afirmar que la corriente
⋆J ′dif ≡ (n+ 1) k
(〈IξAF n〉 − 〈IξA¯F¯ n〉)− Ξdif − IξL(2n+1)T (3.66)
2Esta igualdad no es preservada bajo transformaciones de gauge.
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es conservada off-shell, i.e. sin hacer uso de las ecuaciones de movimiento.
Reemplazando [cf. ec. (B.27)]
Ξdif + IξL
(2n+1)
T =− n (n + 1) kd
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
+
+ (n+ 1) k
(〈IξAF n〉 − 〈IξA¯F¯ n〉) (3.67)
en (3.66), encontramos
⋆J ′dif = n (n + 1) kd
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
. (3.68)
La corriente conservada off-shell ⋆J ′dif coincide exactamente con la corriente
de Noether ⋆Jdif , debido a la cancelacio´n ocurrida entre el primer te´rmino
en (3.66) y el u´ltimo te´rmino en (3.67).
Desde un punto de vista estrictamente algebraico, la razo´n para la exis-
tencia de una corriente conservada off-shell yace en el hecho que 〈δAF n〉
puede escribirse como una derivada total, para cada una de las conexiones,
cuando la variacio´n corresponde a una transformacio´n de gauge o a un difeo-
morfismo.
Por otro lado, independientemente del procedimiento usado para obte-
nerlas, el hecho que las corrientes de Noether (3.41)–(3.42) puedan escribirse
como formas exactas apunta a que su conservacio´n es ma´s bien una identidad
algebraica que una consecuencia de la dina´mica. Desde este punto de vista,
la deduccio´n alternativa presentada en esta seccio´n, la cual no hace uso de
las ecuaciones de movimiento, no hace ma´s que confirmar estas sospechas.
3.2.5. Acerca de que´ puede hacerse con dos conexiones
La accio´n transgresora (3.13) puede ser escrita como la diferencia de dos
acciones de CS, una para A y otra para A¯, ma´s un te´rmino de borde,
S
(2n+1)
T
[
A, A¯
]
= S
(2n+1)
CS [A]− S(2n+1)CS
[
A¯
]
+
∫
∂M
B(2n). (3.69)
Una estructura de este tipo puede ser inferida a partir de las ecuaciones de
movimiento, las cuales corresponden a dos sistemas de CS desacoplados. La
demostracio´n de (3.69) es dada en la seccio´n 4.2.2 como un corolario trivial
de la identidad triangular (4.50).
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El signo relativo entre ambas acciones de CS en (3.69) es importante,
pues indica un te´rmino cine´tico con el signo ‘equivocado’ para A¯. Un campo
con estas caracter´ısticas es denominado fantasma (ghost, phantom), pues su
teor´ıa cua´ntica no esta´ bien definida (ver, e.g., [17]).
Una alternativa para evitar este problema es considerar dos variedades
cobordantes M y M¯ , con cada conexio´n definida so´lo en una de ellas. Este
punto de vista ha sido propuesto en las Refs. [55, 57]. Otra interpretacio´n
para la diferencia de signo consiste en asociar cada conexio´n a una orientacio´n
distinta de una u´nica variedad M , como se sugiere en [44]. En este cuadro,
el signo negativo en el segundo te´rmino de (3.69) es entendido como una
consecuencia de integrar sobre M con la orientacio´n opuesta,
− S(2n+1)CS
[
A¯
]
= −
∫
M
L
(2n+1)
CS
(
A¯
)
=
∫
−M
L
(2n+1)
CS
(
A¯
)
. (3.70)
Ma´s adelante veremos ejemplos de acciones transgresoras donde, restrin-
giendo A¯ a estar valuada so´lo en una suba´lgebra de g, se consigue anu-
lar la segunda accio´n de CS en (3.69), confinando toda la dependencia de
S
(2n+1)
T
[
A, A¯
]
en A¯ a un te´rmino de borde.
Cap´ıtulo 4
El Me´todo de Separacio´n en
Subespacios
Este cap´ıtulo esta´ basado en resultados obtenidos en las Refs. [41, 42].
4.1. Motivacio´n
En el cap´ıtulo 3 hemos presentado un ana´lisis general, muy somero, de
la accio´n transgresora (3.13). En principio, el lagrangeano transgresor en su
forma ma´s general [cf. ec. (3.13)]
L
(2n+1)
T
(
A, A¯
)
= (n+ 1) k
∫ 1
0
dt 〈ΘF nt 〉 , (4.1)
contiene toda la informacio´n que uno pueda desear acerca de la teor´ıa. A
partir de e´l es posible deducir ecuaciones de movimiento, condiciones de borde
y cargas conservadas, sin que sea necesario especificar un a´lgebra de gauge
g. En este sentido, la accio´n transgresora, al igual que las acciones de CS o
YM, proporciona ma´s un marco general para una clase de teor´ıas de gauge
que un modelo concreto. En efecto, buena parte de la f´ısica generada por esta
accio´n proviene de la eleccio´n del a´lgebra g. Esta eleccio´n determina cua´les
sera´n los campos independientes de la teor´ıa y, junto con el tensor invariante
〈· · · 〉, fija la forma de las distintas interacciones que ocurrira´n entre ellos.
En este cap´ıtulo analizamos una herramienta matema´tica, la fo´rmula ex-
tendida de la homotop´ıa de Cartan, sobre la cual puede construirse un me´todo
que permite extraer informacio´n adicional del lagrangeano (4.1). En cierto
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sentido, esta informacio´n es superflua; como mencionamos en el pa´rrafo an-
terior, las propiedades dina´micas ma´s importantes de la teor´ıa pueden ser
deducidas en completa generalidad, para cualquier a´lgebra de gauge. Sin em-
bargo, la ec. (4.1) para el lagrangeano comunica escasa informacio´n a quien
desee hacerse una idea del contenido f´ısico del modelo, debido precisamente a
su generalidad y a su lenguaje extremadamente compacto. Una versio´n ma´s
expl´ıcita del lagrangeano, que tome en cuenta las particularidades del a´lge-
bra de gauge en cuestio´n, es esencial para dar una interpretacio´n en te´rminos
ma´s f´ısicos a la teor´ıa.
Por otro lado, las a´lgebras de gauge que son usadas en la pra´ctica contie-
nen a menudo distintos subespacios (cuando no necesariamente suba´lgebras)
con significado f´ısico propio. Un claro ejemplo de esto es proporcionado por
una supera´lgebra, donde uno puede distinguir inequ´ıvocamente generadores
boso´nicos de fermio´nicos. Resulta interesante entonces escribir el lagrangeano
de una manera tal que refleje la estructura de subespacios del a´lgebra.
E´l me´todo de separacio´n en subespacios descrito en esta seccio´n permite
separar el lagrangeano transgresor en dos niveles distintos: primero, la accio´n
es descompuesta en contribuciones de volumen y de borde1. Posteriormente,
el lagrangeano de volumen es separado en trozos que se corresponden con los
distintos subespacios del a´lgebra de gauge.
La observacio´n clave detra´s del me´todo proviene del teorema de Chern–
Weil (ver seccio´n 3.1, pa´g. 33). En efecto, si consideramos tres conexiones de
gauge A, A¯ y A˜, entonces es directo demostrar que la siguiente combinacio´n
de derivadas exteriores de formas de transgresio´n se anula ide´nticamente:
dQ(2n+1)
A←A¯
+ dQ(2n+1)
A¯←A˜
+ dQ(2n+1)
A˜←A
= 0. (4.2)
En efecto, el teorema de Chern–Weil implica que cada una de estas derivadas
es igual a la diferencia de los caracteres de Chern respectivos, de modo que
dQ(2n+1)
A←A¯
+ dQ(2n+1)
A¯←A˜
+ dQ(2n+1)
A˜←A
=
〈
F n+1
〉− 〈F¯ n+1〉+ 〈F¯ n+1〉+
−
〈
F˜ n+1
〉
+
〈
F˜ n+1
〉
− 〈F n+1〉
= 0.
Esta propiedad de las formas de transgresio´n hace que sea posible escribir,
al menos localmente,
Q(2n+1)
A←A¯
+Q(2n+1)
A¯←A˜
+Q(2n+1)
A˜←A
= dQ(2n)
A←A˜←A¯
, (4.3)
1Tal separacio´n no es, por supuesto, un´ıvoca, y distintas maneras de aplicar el me´todo
conducira´n, en general, a descomposiciones diferentes.
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donde Q(2n)
A←A˜←A¯
es una 2n-forma hasta ahora no especificada. Ocupando
la simetr´ıa de intercambio de las formas de transgresio´n (ver seccio´n 3.2.1,
pa´g. 36), podemos reescribir (4.3) en la forma
Q(2n+1)
A←A¯
= Q(2n+1)
A←A˜
+Q(2n+1)
A˜←A¯
+ dQ(2n)
A←A˜←A¯
. (4.4)
La identidad (4.4) tiene una interpretacio´n muy interesante: la forma de
transgresio´n Q(2n+1)
A←A¯
, que ‘interpola’ entre las conexiones A¯ y A, puede des-
componerse en la suma de dos transgresiones; una, Q(2n+1)
A˜←A¯
, que ‘interpola’
entre A¯ y A˜, y otra, Q(2n+1)
A←A˜
, que ‘interpola’ entre A˜ y A, ma´s una forma
exacta que depende de A, A˜ y A¯. La identidad triangular (4.4) permite di-
vidir un lagrangeano transgresor usando una conexio´n intermedia arbitraria
A˜. El uso iterativo de esta identidad permite llevar a cabo la separacio´n en
subespacios mencionada ma´s arriba. Sin embargo, para completar esta se-
paracio´n necesitamos conocer la forma expl´ıcita del u´ltimo te´mino en (4.4),
Q(2n)
A←A˜←A¯
. La fo´rmula extendida de la homotop´ıa de Cartan, o ma´s bien un
caso particular de ella, permite responder esta pregunta.
4.2. La fo´rmula extendida de la homotop´ıa de
Cartan
Esta seccio´n introduce la fo´rmula extendida de la homotop´ıa de Cartan
(FEHC). La referencia principal es [51], aunque la demostracio´n que inclui-
mos aqu´ı es diferente a la dada por aquellos autores.
Consideremos un conjunto {Ai, i = 0, . . . , r + 1} de 1-formas conexiones
en un fibre bundle sobre una variedad d-dimensionalM y un simplex orienta-
ble (r + 1)-dimensional Tr+1 parametrizado por {ti, i = 0, . . . , r + 1}. Estos
para´metros deben satisfacer las relaciones
ti ≥ 0, i = 0, . . . , r + 1, (4.5)
r+1∑
i=0
ti = 1. (4.6)
La ec. (4.6), en particular, implica que la combinacio´n lineal
At =
r+1∑
i=0
tiAi (4.7)
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Figura 4.1: Un simplex 2-dimensional T2 = (A0A1A2) y su borde, ∂T2 =
(A1A2)− (A0A2) + (A0A1).
tambie´n transforma como una conexio´n, al igual que cada Ai. Por lo tanto,
tiene sentido definir la curvatura
Ft = dAt +A
2
t . (4.8)
Como se sugiere en la fig. 4.1 para el caso r = 1, es posible asociar cada
una de las conexiones Ai con un ve´rtice del simplex Tr+1, el cual representa-
mos consistentemente como
Tr+1 = (A0A1 · · ·Ar+1) . (4.9)
Las derivadas exteriores en M y en Tr+1 sera´n denotadas por d y dt,
respectivamente. Estas derivadas son mapeos de la forma
d : Ωa (M)× Ωb (Tr+1)→ Ωa+1 (M)× Ωb (Tr+1) , (4.10)
dt : Ω
a (M)× Ωb (Tr+1)→ Ωa (M)× Ωb+1 (Tr+1) , (4.11)
donde Ωa (M) denota el espacio de las a-formas en M y Ωb (Tr+1) el espacio
de las b-formas en Tr+1. Es tambie´n posible definir un operador lt, llamado
derivacio´n homoto´pica [51],
lt : Ω
a (M)× Ωb (Tr+1)→ Ωa−1 (M)× Ωb+1 (Tr+1) , (4.12)
el cual disminuye en una unidad el grado de una forma diferencial en M ,
mientras que aumenta en una unidad el grado de una forma diferencial en
Tr+1. La u´nica manera consistente de definir su accio´n sobre At y Ft es
ltAt = 0, (4.13)
ltFt = dtAt. (4.14)
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Los tres operadores d, dt y lt cumplen con la regla de Leibniz y satisfacen
adema´s la siguiente a´lgebra gradada:
d2 = 0, (4.15)
d2t = 0, (4.16)
[lt, d] = dt, (4.17)
[lt, dt] = 0, (4.18)
{d, dt} = 0. (4.19)
Con la notacio´n anterior, la FEHC puede escribirse en la forma∫
∂Tr+1
lpt
p!
π =
∫
Tr+1
lp+1t
(p+ 1)!
dπ + (−1)p+q d
∫
Tr+1
lp+1t
(p+ 1)!
π, (4.20)
donde π es
un polinomio en las formas {At,Ft, dtAt, dtFt},
una m-forma en M ,
una q-forma en Tr+1,
con m ≥ p y p+ q = r. Un poco ma´s expl´ıcitamente,
π =
∑
p
αp
〈
A
ap
t F
bp
t (dtAt)
cp (dtFt)
dp
〉
, (4.21)
donde αp son constantes arbitrarias, 〈· · · 〉 es una forma multilineal en el
a´lgebra y los exponentes ap, bb, cp, dp satisfacen las relaciones
ap + 2bp + cp + 2dp = m, (4.22)
cp + dp = q. (4.23)
La FEHC puede ser considerada como la versio´n integrada de la identidad
diferencial
(p+ 1) dtl
p
tπ = l
p+1
t dπ − dlp+1t π, (4.24)
la cual es claramente equivalente a[
lp+1t , d
]
= (p+ 1) dtl
p
t . (4.25)
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Esta identidad puede ser demostrada usando el me´todo de induccio´n matema´-
tica y el a´lgebra (4.15)–(4.19). Para p = 1, tenemos[
l2t , d
]
= lt [lt, d] + [lt, d] lt
= ltdt + dtlt
= 2dtlt.
Asumiendo su validez para p = k, el caso p = k+1 se demuestra fa´cilmente:[
lk+2t , d
]
= lt
[
lk+1t , d
]
+ [lt, d] l
k+1
t
= (k + 1) ltdtl
k
t + dtl
k+1
t
= (k + 2) dtl
k+1
t .
Integrando (4.24) sobre el simplex Tr+1 encontramos
(p+ 1)
∫
∂Tr+1
lptπ =
∫
Tr+1
lp+1t dπ −
∫
Tr+1
dlp+1t π, (4.26)
donde el teorema de Stokes para Tr+1 ha sido usado en el lado izquierdo.
Ocupando ahora la regla de integracio´n2 [51]
d
∫
Ts
α = (−1)s
∫
Ts
dα, (4.27)
hallamos finalmente
(p+ 1)
∫
∂Tr+1
lptπ =
∫
Tr+1
lp+1t dπ + (−1)p+q d
∫
Tr+1
lp+1t π. (4.28)
Esta identidad es trivialmente equivalente a la FEHC, ec. (4.20).
En lo sucesivo estaremos interesados en un caso particular de la FEHC,
el cual corresponde a una eleccio´n concreta para π,
π =
〈
F n+1t
〉
, (4.29)
donde 〈· · · 〉 es un tensor sime´trico invariante de rango n + 1. Esta eleccio´n
tiene las siguientes propiedades:
2Esta regla de integracio´n esta´ basada en la convencio´n de escribir primero los diferen-
ciales en T y luego los diferenciales en M ; el factor de signo (−1)s surge por el intercambio
de la 1-forma (en M) d con la s-forma (en T ) α.
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π es cerrado3 en M , i.e. dπ = 0,
π es una 0-forma en Tr+1, i.e. q = 0,
π es una (2n + 2)-forma en M , i.e. m = 2n+ 2.
Los valores permitidos para p son p = 0, . . . , 2n+ 2. La FEHC se reduce
en este caso a∫
∂Tp+1
lpt
p!
〈
F n+1t
〉
= (−1)p d
∫
Tp+1
lp+1t
(p+ 1)!
〈
F n+1t
〉
. (4.30)
Nos referiremos a la ec. (4.30) como la versio´n ‘restringida’ de la FEHC.
4.2.1. El Teorema de Chern–Weil, otra vez
El teorema de Chern–Weil, introducido en la sec. 3.1, puede ser con-
siderado como el caso particular p = 0 de la FEHC, versio´n restringida
[cf. ec. (4.30)]. Esta interpretacio´n provee de una demostracio´n alternativa a
la dada en la sec. 3.1. Poniendo p = 0 en (4.30), hallamos∫
∂T1
〈
F n+1t
〉
= d
∫
T1
lt
〈
F n+1t
〉
, (4.31)
donde conviene recordar que Ft es la curvatura asociada a la conexio´n
At = t
0A0 + t
1A1, (4.32)
con t0+ t1 = 1. El borde del simplex unidimensional T1 = (A0A1) es simple-
mente
∂T1 = (A1)− (A0) , (4.33)
de modo que la integracio´n en el lado izquierdo de (4.31) es trivial:∫
∂T1
〈
F n+1t
〉
=
〈
F n+11
〉− 〈F n+10 〉 . (4.34)
Por otro lado, la regla de Leibniz para lt y la naturaleza sime´trica del
tensor invariante 〈· · · 〉 implican que podemos escribir
lt
〈
F n+1t
〉
= (n + 1) 〈(ltFt)F nt 〉 . (4.35)
3Esta propiedad se deduce fa´cilmente de la invariancia de π (ver seccio´n 2.1.2, pa´g. 23)
y de la identidad de Bianchi DtFt = 0.
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De la definicio´n del operador de derivacio´n homoto´pica lt [cf. ec. (4.14)] te-
nemos que
ltFt = dtAt
= dt0A0 + dt
1A1
= dt1 (A1 −A0) .
Reemplazando en (4.31) encontramos
〈
F n+11
〉− 〈F n+10 〉 = (n + 1) d ∫
T1
dt1 〈(A1 −A0)F nt 〉 . (4.36)
Dado que integrar sobre el simplex T1 es equivalente a integrar con t
1
desde t1 = 0 hasta t1 = 1, podemos escribir simplemente〈
F n+11
〉− 〈F n+10 〉 = dQ(2n+1)A1←A0 , (4.37)
donde identificamos la forma de transgresio´n Q(2n+1)A1←A0 con
Q(2n+1)A1←A0 =
∫
(A0A1)
lt
〈
F n+1t
〉
(4.38)
= (n + 1)
∫ 1
0
dt1 〈(A1 −A0)F nt 〉 . (4.39)
Esto concluye nuestra derivacio´n del teorema de Chern–Weil como un
corolario de la FEHC.
4.2.2. La Identidad Triangular
En esta seccio´n estudiamos el caso p = 1 de la versio´n restringida de la
FEHC, ec. (4.30). Poniendo p = 1 en (4.30) obtenemos inmediatamente∫
∂T2
lt
〈
F n+1t
〉
= −d
∫
T2
l2t
2
〈
F n+1t
〉
, (4.40)
donde Ft es la curvatura asociada a la conexio´n
At = t
0A0 + t
1A1 + t
2A2, (4.41)
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con t0 + t1 + t2 = 1. El borde del simplex 2-dimensional T2 = (A0A1A2)
puede ser escrito como la suma (ver fig. 4.1)
∂T2 = (A1A2)− (A0A2) + (A0A1) , (4.42)
de modo que la integracio´n en el lado izquierdo de (4.40) puede descompo-
nerse en la forma∫
∂T2
lt
〈
F n+1t
〉
=
∫
(A1A2)
lt
〈
F n+1t
〉− ∫
(A0A2)
lt
〈
F n+1t
〉
+
∫
(A0A1)
lt
〈
F n+1t
〉
.
(4.43)
Recordando la definicio´n de forma de transgresio´n dada en (4.38), podemos
escribir ∫
∂T2
lt
〈
F n+1t
〉
= Q(2n+1)A2←A1 −Q
(2n+1)
A2←A0
+Q(2n+1)A1←A0 . (4.44)
Por otro lado, la regla de Leibniz para lt y la propiedad sime´trica del
tensor invariante 〈· · · 〉 implican que
l2t
〈
F n+1t
〉
= n (n+ 1)
〈
(dtAt)
2
F n−1t
〉
. (4.45)
Integrando sobre el simplex T2 obtenemos∫
T2
l2t
2
〈
F n+1t
〉
= Q(2n)A2←A1←A0 , (4.46)
donde Q(2n)A2←A1←A0 esta´ dada por
Q(2n)A2←A1←A0 ≡ n (n+ 1)
∫ 1
0
dt
∫ t
0
ds
〈
(A2 −A1) (A1 −A0)F n−1t
〉
. (4.47)
En (4.47) hemos introducido las variables auxiliares t = 1 − t0, s = t2, en
te´rminos de las cuales At toma la forma
At = A0 + s (A2 −A1) + t (A1 −A0) . (4.48)
Resumiendo, encontramos la identidad triangular
Q(2n+1)A2←A1 −Q
(2n+1)
A2←A0
+Q(2n+1)A1←A0 = −dQ
(2n)
A2←A1←A0
, (4.49)
o alternativamente,
Q(2n+1)A2←A0 = Q
(2n+1)
A2←A1
+Q(2n+1)A1←A0 + dQ
(2n)
A2←A1←A0
. (4.50)
En este punto enfatizamos que el uso de la FEHC ha sido crucial para obtener
la forma expl´ıcita del u´timo te´rmino en (4.50), cuya existencia hab´ıa sido
deducida a partir del teorema de Chern–Weil (ver sec. 4.1).
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4.3. Formulacio´n del Me´todo
El me´todo de separacio´n en subespacios para el lagrangeano transgresor
[cf. ec. (3.13)]
L
(2n+1)
T
(
A, A¯
)
= kQ(2n+1)
A←A¯
(4.51)
consiste en una aplicacio´n iterativa de la identidad triangular [cf. ec. (4.50)]
Q(2n+1)
A←A¯
= Q(2n+1)
A←A˜
+Q(2n+1)
A˜←A¯
+ dQ(2n)
A←A˜←A¯
. (4.52)
Aqu´ı Q(2n)
A←A˜←A¯
esta´ dada por [cf. ec. (4.47)]
Q(2n)
A←A˜←A¯
≡ n (n + 1)
∫ 1
0
dt
∫ t
0
ds
〈(
A− A˜
)(
A˜− A¯
)
F n−1st
〉
, (4.53)
donde Fst es la curvatura asociada a la conexio´n [cf. ec. (4.48)]
Ast = A¯+ s
(
A− A˜
)
+ t
(
A˜− A¯
)
. (4.54)
El me´todo puede ser descrito esquema´ticamente por medio de la siguiente
serie de pasos:
1. Identificar los subespacios relevantes presentes en el a´lgebra de gauge
g, i.e. escribir g = V0 ⊕ · · · ⊕ Vp.
2. Escribir las conexiones A y A¯ como sumas de trozos valuados cada uno
en un subespacio distinto de g, i.e. A = a0+ · · ·+ap, A¯ = a¯0+ · · ·+a¯p,
con ak, a¯k ∈ Vk.
3. Usar la ec. (4.52) con A˜ = a0+ · · ·+ap−1 para obtener un lagrangeano
parcial para ap.
4. Iterar el paso 3 para cada uno de los trozos ak.
El caso ma´s simple corresponde a cuando existen so´lo dos subespacios, g =
V0 ⊕ V1. Siguiendo los pasos descritos ma´s arriba, escribimos las conexiones
A y A¯ como
A = a0 + a1, (4.55)
A¯ = a¯0 + a¯1. (4.56)
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Ahora usamos la ec. (4.52) con A˜ = a0 para encontrar
Q(2n+1)a0+a1←a¯0+a¯1 = Q(2n+1)a0+a1←a0 +Q(2n+1)a0←a¯0+a¯1 + dQ(2n)a0+a1←a0←a¯0+a¯1. (4.57)
Iterando el me´todo, la transgresio´n Q(2n+1)a0←a¯0+a¯1 puede a su vez ser descom-
puesta usando A˜ = a¯0:
Q(2n+1)a0←a¯0+a¯1 = Q(2n+1)a0←a¯0 +Q(2n+1)a¯0←a¯0+a¯1 + dQ(2n)a0←a¯0←a¯0+a¯1 . (4.58)
Introduciendo (4.58) en (4.57) hallamos finalmente
Q(2n+1)a0+a1←a¯0+a¯1 = Q(2n+1)a0+a1←a0 +Q(2n+1)a¯0←a¯0+a¯1 +Q(2n+1)a0←a¯0 +
+dQ(2n)a0←a¯0←a¯0+a¯1 + dQ(2n)a0+a1←a0←a¯0+a¯1. (4.59)
Esta descomposicio´n presenta varios aspectos interesantes. De la simetr´ıa
de intercambio para las formas de transgresio´n (ver seccio´n 3.2.1, pa´g. 36)
tenemos que los dos primeros te´rminos en el lado derecho de (4.59) son reflejos
especulares el uno del otro, en el sentido que son ide´nticos bajo el intercambio
A↔ A¯:
Q(2n+1)a0+a1←a¯0+a¯1 = Q(2n+1)a0+a1←a0 −Q(2n+1)a¯0+a¯1←a¯0 +Q(2n+1)a0←a¯0 +
+dQ(2n)a0←a¯0←a¯0+a¯1 + dQ(2n)a0+a1←a0←a¯0+a¯1. (4.60)
El tercer te´rmino es una suerte de ‘espejo’, pues, aparte de los te´rminos de
borde, es el u´nico que liga componentes de A con componentes de A¯. Intere-
santemente, siempre es posible descomponer esta clase de te´rminos en una
suma de dos transgresiones ‘desacopladas’ ma´s un te´rmino de borde, usando
la identidad triangular (4.52) con A˜ = 0 (ver seccio´n 4.4 ma´s adelante).
El me´todo de separacio´n en subespacios encuentra aplicaciones en los
cap´ıtulos 5 y 7, donde sera´ usado para encontrar versiones expl´ıcitas de la-
grangeanos transgresores en el contexto de teor´ıas de gauge para gravedad
en dimensiones impares y Supergravedad en d = 11.
4.4. La importancia de la invariancia
La identidad triangular [cf. ec. (4.52)]
Q(2n+1)
A←A¯
= Q(2n+1)
A←A˜
+Q(2n+1)
A˜←A¯
+ dQ(2n)
A←A˜←A¯
(4.61)
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arroja nueva luz sobre la accio´n transgresora discutida en el cap´ıtulo 3.
Es importante destacar que, si bien cada te´rmino en el lado derecho
de (4.61) depende de la conexio´n intermedia A˜, lo hacen de modo tal que su
suma es independiente de A˜. Este hecho cobra especial relevancia al analizar
las propiedades de invariancia de la forma de transgresio´n. En efecto, e´sta es
invariante bajo transformaciones arbitrarias sobre A˜, y no so´lo bajo trans-
formaciones de gauge. Esta simple observacio´n ayuda a clarificar algunos
aspectos aparentemente enigma´ticos de la accio´n transgresora para gravedad
descrita en el cap´ıtulo 5.
Como se menciona en la seccio´n 3.1, la forma de CS corresponde al caso
particular A¯ = 0 de la forma de transgresio´n:
Q(2n+1)CS (A) = Q(2n+1)A←0 . (4.62)
La no preservacio´n de la igualdad A¯ = 0 bajo transformaciones de gauge es
la ra´ız de la pseudo-invariancia del lagrangeano de CS.
La forma de transgresio´n puede escribirse como la diferencia de dos for-
mas de CS ma´s un te´rmino de borde. En efecto, usando la identidad trian-
gular (4.61) con A˜ = 0 hallamos
Q(2n+1)
A←A¯
= Q(2n+1)CS (A)−Q(2n+1)CS
(
A¯
)
+ dB(2n), (4.63)
con B(2n) = Q(2n)
A←0←A¯
. La forma expl´ıcita de este te´rmino de borde es
B(2n) = −n (n + 1)
∫ 1
0
dt
∫ t
0
ds
〈
AA¯F n−1st
〉
, (4.64)
donde Fst es la curvatura
4 asociada a la conexio´n Ast, con
Ast = sA+ (1− t) A¯, (4.65)
Fst = F¯ + D¯
(
sA− tA¯)+ (sA− tA¯)2 . (4.66)
Esta manera de escribir la transgresio´n clarifica la forma desacoplada
de las ecuaciones de movimiento, mostrando que en efecto la accio´n puede
escribirse como la suma de dos acciones de CS ma´s un te´rmino de borde. La
presencia de este te´rmino de borde es crucial para asegurar la invariancia de
la forma de transgresio´n, razo´n por la cual no puede ser ignorado.
4La manera ma´s eficiente de calcular esta curvatura consiste en usar una versio´n genera-
lizada de las ecuaciones de Gauss–Codazzi. Sean A y A¯ dos conexiones, y sea ∆ ≡ A−A¯.
Las curvaturas asociadas a estas conexiones esta´n relacionadas mediante la identidad
F = F¯ + D¯∆+∆2, donde D¯ es la derivada covariante en la conexio´n A¯.
Cap´ıtulo 5
Gravedad Transgresora en
d = 2n + 1
En este cap´ıtulo exploramos una teor´ıa de gauge transgresora para el
a´lgebra de anti-de Sitter en dimensiones impares.
El lagrangeano es una forma de transgresio´n donde una de las conexiones
involucradas, A¯ = ω¯, esta´ valuada so´lo en la suba´lgebra de Lorentz del
a´lgebra de AdS. Esta configuracio´n de campos, junto con la eleccio´n de tensor
invariante, permite relegar toda la dependencia de la accio´n en ω¯ a un te´rmino
de borde, evitando as´ı los potenciales problemas de interpretacio´n surgidos
de tener dos conexiones independientes en la variedad.
La accio´n que encontramos fue discutida inicialmente en la Ref. [55], don-
de se encontro´ que la adicio´n a la accio´n de CS para gravedad del te´rmino de
borde proveniente de la transgresio´n permite describir correctamente la ter-
modina´mica de agujeros negros y calcular cargas conservadas independientes
del background como una aplicacio´n directa del Teorema de Noether (ver
tambie´n [2, 4, 5, 47, 56, 61]).
5.1. La Accio´n
El a´lgebra y el tensor invariante que ocupamos para escribir el lagran-
geano transgresor son los mismos de la seccio´n 2.2; vale decir, el a´lgebra de
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AdS, generada por Jab y Pa, con las relaciones de conmutacio´n
[Pa,Pb] = Jab, (5.1)
[Jab,Pc] = ηcbPa − ηcaPb, (5.2)
[Jab,Jcd] = ηcbJad − ηcaJbd + ηdbJca − ηdaJcb, (5.3)
y el tensor de Levi-Civita εa1···a2n+1 como tensor sime´trico invariante,〈
Ja1a2 · · ·Ja2n−1a2nPa2n+1
〉
=
2n
n+ 1
εa1···a2n+1 , (5.4)
con todas las dema´s componentes iguales a cero.
Como lagrangeano tomamos
L
(2n+1)
G = kQ(2n+1)A←A¯ , (5.5)
donde k es una constante adimensional arbitraria y Q(2n+1)
A←A¯
es la forma de
transgresio´n que interpola entre las conexiones
A¯ = ω¯, (5.6)
A = e+ ω. (5.7)
Las curvaturas asociadas a estas conexiones son
F¯ = R¯, (5.8)
F = R + e2 + T , (5.9)
donde
R = dω + ω2, (5.10)
T = de + [ω, e] , (5.11)
son la curvatura y la torsio´n de Lorentz, respectivamente [una expresio´n
completamente ana´loga a (5.10) es va´lida para R¯].
El lagrangeano (5.5) puede ser reescrito usando el me´todo de separacio´n
en subespacios presentado en el cap´ıtulo 4. Para ello introducimos la conexio´n
intermedia
A˜ = ω (5.12)
y ocupamos la identidad triangular (4.52) en la forma
Q(2n+1)e+ω←ω¯ = Q(2n+1)e+ω←ω +Q(2n+1)ω←ω¯ + dQ(2n)e+ω←ω←ω¯. (5.13)
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El primer te´rmino en (5.13) es
Q(2n+1)e+ω←ω = (n+ 1)
∫ 1
0
dt 〈eF nt 〉 , (5.14)
donde Ft es la curvatura asociada a la conexio´n interpolante At,
At = ω + te, (5.15)
Ft = R+ t
2e2 + tT . (5.16)
Teniendo en cuenta la forma particular del tensor sime´trico invariante (5.4)
podemos escribir
Q(2n+1)e+ω←ω = (n+ 1)
∫ 1
0
dt
〈
e
(
R+ t2e2
)n〉
. (5.17)
Como vemos, la eleccio´n (5.4) implica que este trozo del lagrangeano sea
independiente de la torsio´n. Es tambie´n ide´ntico al te´rmino de volumen del
lagrangeano de CS para gravedad en d = 2n+ 1, ec. (2.52).
El segundo te´rmino en (5.13) se anula ide´nticamente:
Q(2n+1)ω←ω¯ = 0. (5.18)
Algebraicamente, esto es una consecuencia del hecho que el tensor invarian-
te (5.4) no tiene componentes no nulas de la forma 〈J · · ·J〉, que habr´ıa sido
la u´nica en contribuir a (5.18). La anulacio´n de este trozo del lagrangeano
tiene consecuencias interesantes, pues relega toda la dependencia en ω¯ a un
te´rmino de borde. Esto elimina en gran medida el principal problema de in-
terpretacio´n de los lagrangeanos transgresores, a saber, la presencia de dos
conexiones independientes en la variedad M . Au´n es necesario justificar la
presencia de ω¯ en el borde de M ; para ello recurriremos (ma´s adelante) a las
condiciones de borde generadas por el lagrangeano (5.5).
Volviendo a la ec. (4.53), encontramos que el u´ltimo te´rmino en (5.13)
puede ser escrito en la forma
Q(2n)e+ω←ω←ω¯ = n (n+ 1)
∫ 1
0
dt
∫ t
0
ds
〈
eθF n−1st
〉
, (5.19)
donde
θ ≡ ω − ω¯ (5.20)
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y Fst es la curvatura asociada a la conexio´n Ast, con
Ast = ω¯ + se+ tθ, (5.21)
Fst = R¯+Dω¯ (se+ tθ) + s
2e2 + st [e, θ] + t2θ2. (5.22)
Teniendo en consideracio´n la forma del tensor invariante (5.4) podemos es-
cribir Q(2n)e+ω←ω←ω¯ como
Q(2n)e+ω←ω←ω¯ = n (n + 1)
∫ 1
0
dt
∫ t
0
ds
〈
eθ
(
R¯+ tDω¯θ + s
2e2 + t2θ2
)n−1〉
.
(5.23)
Reuniendo los trozos, el lagrangeano (5.13) toma la forma
L
(2n+1)
G =(n + 1) k
∫ 1
0
dt
〈
e
(
R + t2e2
)n〉
+
+ n (n+ 1) kd
∫ 1
0
dt
∫ t
0
ds
〈
eθ
(
R¯ + tDω¯θ + s
2e2 + t2θ2
)n−1〉
.
(5.24)
Este lagrangeano corresponde a un lagrangeano de CS para (e,ω) ma´s un
te´rmino de borde que incluye un campo extra ω¯.
5.2. Ecuaciones de Movimiento y Condicio-
nes de Borde
Las ecuaciones de movimiento para el lagrangeano (5.13) esta´n dadas por〈
Jab
(
R + e2
)n−1
T
〉
= 0, (5.25)〈
Pa
(
R + e2
)n〉
= 0. (5.26)
Estas pueden obtenerse por variacio´n directa del lagrangeano (5.24) o reem-
plazando (5.8)–(5.9) en las fo´rmulas generales (3.37)–(3.38). Definiendo
Rabc ≡
〈
F n−1JabPc
〉
, (5.27)
ellas adoptan la forma
RabcT c = 0, (5.28)
Rabc
(
Rab +
1
ℓ2
eaeb
)
= 0. (5.29)
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Como ω¯ entra en el lagrangeano so´lo a trave´s de un te´rmino de borde, la
ecuacio´n de movimiento asociada a su variacio´n es vac´ıa.
Una versio´n expl´ıcita para Rabc es encontrada haciendo uso del tensor
invariante (5.4):
Rabc = 2
n+ 1
εabca1···a2n−2
(
Ra1a2 +
1
ℓ2
ea1a2
)
· · ·
· · ·
(
Ra2n−3a2n−2 +
1
ℓ2
ea2n−3a2n−2
)
. (5.30)
Claramente, ambas ecuaciones de movimiento son satisfechas cuando se
cumple Rabc = 0. Otra solucio´n obtenida por simple inspeccio´n es un espacio
de curvatura negativa constante, Rab = − (1/ℓ2) eaeb. En ambos casos la
torsio´n queda indeterminada por las ecuaciones de movimiento.
Al igual que para las ecuaciones de movimiento, tambie´n hay dos rutas
posibles para obtener condiciones de borde: por variacio´n directa del lagran-
geano (5.13) o por sustitucio´n de las cantidades relevantes en la fo´rmula
general (3.39). De cualquiera de estas dos maneras obtenemos∫ 1
0
dt
〈
(δω¯ + tδθ + tδe) (θ + e)F n−1t
〉∣∣∣∣
∂M
= 0, (5.31)
donde en este caso la conexio´n At y la curvatura asociada Ft esta´n dadas
por
At = ω¯ + t (e+ θ) , (5.32)
Ft = R¯+ tDω¯ (e+ θ) + t
2
(
e2 + [e, θ] + θ2
)
. (5.33)
Hay muchos modos alternativos de satisfacer las condiciones de bor-
de (5.31). En [55] se proponen argumentos f´ısicos1 que permiten fijar par-
cialmente estas condiciones; probablemente el ma´s significativo de ellos es
exigir que ω¯ tenga un valor fijo en ∂M , es decir,
δω¯|∂M = 0. (5.34)
Las condiciones de borde restantes pueden ser escritas en la forma∫ 1
0
dt
〈
t (δθe− θδe) (R¯ + t2e2 + t2θ2)n−1〉∣∣∣∣
∂M
= 0. (5.35)
1El requerimiento f´ısico principal es la equivalencia del concepto de transporte paralelo
inducido por ω y ω¯ en el borde de la variedad espacio-temporal M .
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Estas pueden ser satisfechas requiriendo
δθ[abec] = θ[abδec]. (5.36)
Quisie´ramos resaltar aqu´ı que la presencia de ω¯ en el lagrangeano, si bien
no afecta las ecuaciones de movimiento, s´ı cambia las condiciones de borde
y permite que tanto la accio´n como las cargas conservadas que se derivan de
ella tengan un valor finito al ser evaluadas en una solucio´n [55].
5.3. Discusio´n
La forma de transgresio´n usada como lagrageano en la seccio´n 5.1 tiene
la particularidad de que una de las transgresiones involucradas, A0 = ω¯,
esta´ valuada so´lo en la suba´lgebra de Lorentz y no en toda el a´lgebra de
AdS. En esta seccio´n consideramos algunas implicaciones de este hecho.
El problema con la afirmacio´n ‘A0 = ω¯ esta´ valuada so´lo en la suba´lgebra
de Lorentz’ es que ella no es preservada bajo transformaciones de gauge. En
efecto, bajo un boost infinitesimal de AdS, g = 1 + λaPa, ω¯ cambia a
ω¯ → ω¯ + e¯g, (5.37)
donde e¯g = −Dω¯λ es un vielbein que corresponde a puro gauge. En esta
situacio´n, si bien Q(2n+1)ω←ω¯ es cero, su variacio´n bajo el boost no se anula, i.e.
Q(2n+1)ω←ω¯ = 0→ Q(2n+1)ω+eg←ω¯+e¯g 6= 0. (5.38)
Por supuesto, si escribimos el lagrangeano L
(2n+1)
G como en (5.24), omi-
tiendo Q(2n+1)ω←ω¯ , entonces el resultado no es ma´s invariante de gauge (aunque,
gracias a las propiedades especiales del tensor de Levi-Civita, el cambio pro-
ducido es a lo ma´s una forma cerrada).
En el cap´ıtulo 7 se considera una teor´ıa de gauge transgresora para dos
conexiones completamente valudas en el a´lgebra correspondiente, obviando
as´ı esta clase de sutilezas.
Cap´ıtulo 6
Expansio´n de A´lgebras de Lie
con Semigrupos Abelianos
Presiento que por lo emp´ırico
se ha enloquecido la bru´jula.
E. Llona y J. Seves, Ca´ndidos, Inti-Illimani (1986).
En este cap´ıtulo presentamos un me´todo mediante el cual nuevas a´lgebras
de Lie1 pueden ser obtenidas a partir de un a´lgebra dada g. Este me´todo es
una reinterpretacio´n y una extensio´n del me´todo de expansio´n de a´lgebras
de Lie introducido por de Azca´rraga, Izquierdo, Pico´n y Varela en [25] (ver
tambie´n [26, 36]).
La dimensio´n del a´lgebra resultante es, en general, mayor o igual que la del
a´lgebra original. Por ejemplo, el a´lgebra M [70], con 583 generadores boso´ni-
cos, puede ser considerada como una expansio´n del a´lgebra ortosimple´ctica
osp (32|1), la cual posee so´lo 528 (ambas a´lgebras tienen el mismo nu´mero
de generadores fermio´nicos). Este punto de vista puede ser ventajoso para
ayudar a comprender los fundamentos geome´tricos de la teor´ıa de Supergrave-
dad en 11 dimensiones. Algunas aplicaciones f´ısicas del me´todo de expansio´n
pueden ser encontradas en las Refs. [3, 8, 9, 10, 19, 21, 27, 37, 38, 44, 53, 66].
El enfoque que presentamos aqu´ı esta´ basado ı´ntegramente en operacio-
nes llevadas a cabo directamente sobre los generadores del a´lgebra, y como
1El me´todo funciona tambie´n para supera´lgebras, como se muestra en los ejemplos de la
seccio´n 6.4. Para abreviar, seguiremos refirie´ndonos al ‘a´lgebra g’, entendiendo que puede
ser tambie´n una supera´lgebra.
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tal difiere desde el comienzo con el presentado en [25], donde se utiliza la for-
mulacio´n dual de Maurer–Cartan (MC). Una consecuencia de este cambio de
punto de vista es que la expansio´n de a´lgebras diferenciales libres [20, 31, 69]
queda fuera del alcance de nuestro me´todo.
Una caracter´ıstica fundamental del presente me´todo es la utilizacio´n de
semigrupos abelianos2. El a´lgebra expandida que se obtiene a partir de g
queda determinada en gran medida por la eleccio´n de semigrupo S. Todos
los casos de expansio´n3 en formas de MC presentados en [25] pueden ser
recuperados en este contexto mediante una eleccio´n particular de S. Eleccio-
nes distintas conducen, en general, a a´lgebras expandidas que no pueden ser
obtenidas por los me´todos de [25]. A menudo nos referiremos al proceso de
expansio´n en semigrupos abelianos como ‘S-expansio´n’.
Una de las ventajas del me´todo de S-expansio´n radica en la posibilidad
de extraer tensores invariantes no triviales para las a´lgebras expandidas, los
cuales son ingredientes esenciales, como se ha visto en los cap´ıtulos 2 y 3,
para la formulacio´n de teor´ıas de CS y de transgresio´n. Una aplicacio´n en
este sentido es presentada en el cap´ıtulo 7.
Este cap´ıtulo esta´ basado en la Ref. [43].
6.1. Preliminares
Antes de analizar el procedimiento de S-expansio´n mismo, resulta conve-
niente introducir algunas definiciones y notacio´n ba´sica.
6.1.1. Semigrupos
Sea S un semigrupo4 abeliano finito, de elementos S = {λα}. El producto
de n elementos de S puede ser escrito como
λα1 · · ·λαn = λγ(α1,...,αn), (6.1)
2Ma´s espec´ıficamente, utilizamos so´lo semigrupos abelianos finitos. La generalizacio´n
al caso de semigrupos con un nu´mero infinito contable de elementos parece factible.
3En este cap´ıtulo hemos omitido el ana´lisis de algunos casos de expansio´n no directa-
mente relevantes para su aplicacio´n en Supergravedad. El lector interesado puede encon-
trarlos en las Refs. [25, 26, 43, 45].
4No existe aparentemente un consenso acerca de la definicio´n de semigrupo. Nosotros
adoptaremos aquella segu´n la cual un semigrupo es un conjunto dotado de una multipli-
cacio´n cerrada y asociativa. No requerimos que contenga inverso ni identidad.
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donde γ (α1, . . . , αn) es una funcio´n que codifica la informacio´n de la tabla
de multiplicacio´n de S. Una manera alternativa, ma´s pra´ctica para nuestros
propo´sitos, es dada en la siguiente definicio´n.
Definicio´n 6.1 El n-selector K ρα1···αn es un s´ımbolo asociado al semigrupo
S, definido como
K ρα1···αn =
{
1, cuando ρ = γ (α1, . . . , αn)
0, en cualquier otro caso
. (6.2)
Dado que S es asociativo, el n-selector satisface la identidad
K ρα1···αn = K
σ
α1···αn−1
K ρσαn = K
ρ
α1σ
K σα2···αn . (6.3)
Usando la identidad (6.3) es siempre posible escribir el n-selector en te´rmi-
nos de 2-selectores, los cuales codifican la informacio´n ba´sica de la tabla de
multiplicacio´n de S.
Otra forma de decir lo mismo es que los 2-selectores proporcionan una
representacio´n matricial para S; en efecto, escribiendo
(λα)
ν
µ = K
ν
µα , (6.4)
encontramos
(λα)
σ
µ (λβ)
ν
σ = K
σ
αβ (λσ)
ν
µ =
(
λγ(α,β)
) ν
µ
. (6.5)
En lo sucesivo restringiremos nuestra atencio´n a semigrupos abelianos,
lo cual implica que los n-selectores sera´n completamente sime´tricos en sus
ı´ndices inferiores.
La definicio´n siguiente introduce un producto entre subconjuntos de un
semigrupo abeliano que sera´ usado ampliamente ma´s adelante.
Definicio´n 6.2 Sean Sp y Sq dos subconjuntos de un semigrupo S. El pro-
ducto Sp × Sq es definido como
Sp × Sq =
{
λγ
∣∣λγ = λαpλαq , con λαp ∈ Sp, λαq ∈ Sq} . (6.6)
En palabras, Sp × Sq ⊂ S es el conjunto que resulta de tomar todos los
productos entre todos los elementos de Sp con todos los elementos de Sq.
Como S es abeliano, tenemos que Sq × Sp = Sp × Sq.
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Vale la pena enfatizar que, en general, Sp, Sq y Sp × Sq no tienen por
que´ ser semigrupos ellos mismos.
Notemos tambie´n que un semigrupo S puede estar dotado de un elemento
nulo, el cual denotamos por 0S. El elemento 0S es definido como aquel que
satisface
0Sλα = λα0S = 0S, (6.7)
para cualquier λα ∈ S.
6.1.2. A´lgebras Forzadas
La siguiente definicio´n introduce el concepto de a´lgebras forzadas.
Definicio´n 6.3 Consideremos un a´lgebra de Lie g de la forma g = V0 ⊕ V1,
siendo {Ta0} una base para V0 y {Ta1} una base para V1. Cuando [V0, V1] ⊂
V1, i.e. cuando las relaciones de conmutacio´n tienen la forma general
[Ta0 ,Tb0 ] = C
c0
a0b0
Tc0 + C
c1
a0b0
Tc1 , (6.8)
[Ta0 ,Tb1 ] = C
c1
a0b1
Tc1 , (6.9)
[Ta1 ,Tb1 ] = C
c0
a1b1
Tc0 + C
c1
a1b1
Tc1 , (6.10)
entonces es posible demostrar que las constantes de estructura C c0a0b0 sa-
tisfacen la identidad de Jacobi por s´ı mismas, de manera que [Ta0 ,Tb0 ] =
C c0a0b0 Tc0 son las relaciones de conmutacio´n de un a´lgebra de Lie diferente
a g. Esta a´lgebra, cuyas constantes de estructura son C c0a0b0 , es llamada un
a´lgebra forzada de g y simbolizada por |V0|.
Un a´lgebra forzada puede ser considerada en cierto modo como la ‘inversa’
de un a´lgebra extendida, si bien no es necesario que V1 sea un ideal. Es
importante notar que un a´lgebra forzada no corresponde, en general, a una
suba´lgebra.
6.2. El Procedimiento de S-Expansio´n
6.2.1. S-Expansio´n para un semigrupo arbitrario S
El siguiente teorema contiene el primer resultado central del me´todo de
S-expansiones.
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Teorema 6.4 Sea S = {λα} un semigrupo abeliano con 2-selector K γαβ y
sea g un a´lgebra de Lie con base {TA} y constantes de estructura C CAB .
Denotemos un elemento del producto directo S ⊗ g por T(A,α) = λαTA y
consideremos el conmutador inducido
[
T(A,α),T(B,β)
] ≡ λαλβ [TA,TB]. Con
estas definiciones, S ⊗ g es tambie´n un a´lgebra de Lie con constantes de
estructura
C
(C,γ)
(A,α)(B,β) = K
γ
αβ C
C
AB . (6.11)
Demostracio´n. De la definicio´n del conmutador inducido, y usando la regla
de multiplicacio´n (6.1), tenemos[
T(A,α),T(B,β)
] ≡ λαλβ [TA,TB]
= λγ(α,β)C
C
AB TC
= C CAB T(C,γ(α,β)).
La definicio´n del 2-selector K ραβ [cf. ec. (6.2)],
K ραβ =
{
1, cuando ρ = γ (α, β)
0, en cualquier otro caso
, (6.12)
nos permite escribir [
T(A,α),T(B,β)
]
= K ραβ C
C
AB T(C,ρ). (6.13)
Por lo tanto, el a´lgebra generada por
{
T(A,α)
}
se cierra, y las constantes de
estructura son
C
(C,γ)
(A,α)(B,β) = K
γ
αβ C
C
AB . (6.14)
Dado que S es abeliano, las constantes de estructura C
(C,γ)
(A,α)(B,β) tienen
las mismas simetr´ıas que C CAB , a saber,
C
(C,γ)
(A,α)(B,β) = − (−1)q(A)q(B) C (C,γ)(B,β)(A,α) , (6.15)
donde q (A) denota el grado de TA (1 para Fermi y 0 para Bose). Notemos
que el procedimiento de S-expansio´n no cambia la naturaleza fermio´nica o
boso´nica de los generadores, i.e. q (A, α) = q (A).
Para demostrar que las constantes de estructura (6.14) satisfacen la identi-
dad de Jacobi basta con utilizar las propiedades de los selectores [cf. ec. (6.3)]
y el hecho que, por hipo´tesis, las constantes de estructura C CAB satisfacen
la identidad de Jacobi. Esto concluye la demostracio´n.
La siguiente definicio´n es una consecuencia natural del teorema 6.4.
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Definicio´n 6.5 Sea S un semigrupo abeliano finito y sea g un a´lgebra de Lie.
El a´lgebra de Lie G definida por G = S⊗g es llamada A´lgebra S-Expandida
de g.
El a´lgebra S-expandida G = S ⊗ g, interesante en s´ı misma, constituye
tambie´n el punto de partida para obtener otras a´lgebras, ya sean suba´lgebras
o a´lgebras forzadas de G.
En la seccio´n siguiente se analiza un caso importante de S-expansio´n que
ocurre cada vez que el semigrupo S contiene un elemento cero.
6.2.2. 0S-Forzamiento de un A´lgebra S-Expandida
Consideremos el caso en que el semigrupo S esta´ provisto de un elemento
0S ∈ S que satisface 0Sλα = λα0S = 0S para todo λα ∈ S. Separemos los
elementos de S en elementos no nulos λi, i = 0, . . . , N y λN+1 = 0S. El
2-selector de S satisface
K ji,N+1 = K
j
N+1,i = 0, (6.16)
K N+1i,N+1 = K
N+1
N+1,i = 1, (6.17)
K jN+1,N+1 = 0, (6.18)
K N+1N+1,N+1 = 1. (6.19)
Las ecs. (6.16)–(6.19) implican que el a´lgebra S-expandida G = S ⊗ g
puede ser separada en la forma[
T(A,i),T(B,j)
]
= K kij C
C
AB T(C,k) +K
N+1
ij C
C
AB T(C,N+1), (6.20)[
T(A,N+1),T(B,j)
]
= C CAB T(C,N+1), (6.21)[
T(A,N+1),T(B,N+1)
]
= C CAB T(C,N+1). (6.22)
Hay dos observaciones importantes con respecto a las ecs. (6.20)–(6.22).
En primer lugar, de (6.22) notamos que los generadores T(A,N+1) forman una
suba´lgebra del a´lgebra S-expandida G = S ⊗ g, la cual es isomorfa a g.
En segundo lugar, comparando con (6.8)–(6.10) vemos que G tiene la forma
G = V0⊕V1, con V0 =
{
T(A,i)
}
, V1 =
{
T(A,N+1)
}
y [V0, V1] ⊂ V1. Por lo tanto,
hemos encontrado que la presencia de 0S ∈ S implica que es posible extraer
un a´lgebra forzada de G = S ⊗ g, la cual esta´ dada por [ver seccio´n 6.1.2][
T(A,i),T(B,j)
]
= C
(C,k)
(A,i)(B,j) T(C,k), (6.23)
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con las constantes de estructura
C
(C,k)
(A,i)(B,j) = K
k
ij C
C
AB . (6.24)
El forzamiento es en este caso equivalente a imponer la condicio´n
T(A,N+1) = 0STA = 0. (6.25)
Si bien esta condicio´n puede parecer muy natural (sobre todo si uno identifica
el cero del semigrupo con el cero del campo sobre el cual esta´ definida el
a´lgebra), su justificacio´n esta´ basada en la interpretacio´n como forzamiento,
dado que es so´lo aquella la que garantiza que los generadores restantes sigan
formando un a´lgebra de Lie.
Notemos que este forzamiento abelianiza algunos sectores del a´lgebra; en
efecto, cuando λiλj = 0S, entonces tenemos
[
T(A,i),T(B,j)
]
= 0.
La siguiente definicio´n resume la discusio´n anterior.
Definicio´n 6.6 Sea S un semigrupo abeliano con un elemento cero 0S ∈ S y
sea G = S⊗g un a´lgebra S-expandida. El a´lgebra de Lie obtenida imponiendo
la condicio´n 0STA = 0 sobre G (o sobre una suba´lgebra de G) es llamada
a´lgebra 0S-forzada de G (o de la suba´lgebra).
El 0S-forzamiento juega un rol esencial a la hora de reproducir los resulta-
dos de la expansio´n de MC en el contexto de la S-expansio´n, como sera´ visto
en la seccio´n siguiente.
6.2.3. Expansio´n de MC como una S-Expansio´n
En esta seccio´n explicamos co´mo reproducir la expansio´n de MC [25] en
el contexto de la S-expansio´n.
En pocas palabras, la idea de la expansio´n de MC es considerar el a´lgebra
g segu´n la descripcio´n dual dada por las formas de MC en la variedad del
grupo y, luego de reescalar algunos de los para´metros del grupo en un factor
λ, expandir las formas de MC como una serie de potencias en λ. Esta serie
es finalmente truncada de modo tal de asegurar la clausura del a´lgebra.
El Teorema 1 de la Ref. [25] muestra que, en el caso ma´s general, el
a´lgebra expandida tiene las constantes de estructura
C
(C,k)
(A,i)(B,j) =
{
0, cuando i+ j 6= k
C CAB , cuando i+ j = k
, (6.26)
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donde los para´metros i, j, k = 0, . . . , N corresponden al orden de la expan-
sio´n, siendo N el orden de truncamiento.
Estas constantes de estructura pueden ser obtenidas en el contexto de
la S-expansio´n mediante el 0S-forzamiento de un a´lgebra S
(N)
E -expandida,
donde S
(N)
E es el semigrupo introducido en la siguiente definicio´n.
Definicio´n 6.7 Sea S
(N)
E el semigrupo de elementos
S
(N)
E = {λα, α = 0, . . . , N,N + 1} , (6.27)
provisto de la regla de multiplicacio´n
λαλβ =
{
λα+β, cuando α+ β ≤ N
λN+1, cuando α+ β ≥ N + 1 . (6.28)
Los 2-selectores para S
(N)
E tienen la forma
K γαβ =
{
δγα+β , cuando α + β ≤ N
δγN+1, cuando α + β ≥ N + 1
, (6.29)
donde δρσ es la delta de Kronecker. De (6.28) vemos que λN+1 puede ser
identificado con el elemento cero de S
(N)
E , i.e. λN+1 = 0S.
Para obtener las constantes de estructura correspondientes a la S
(N)
E -
expansio´n de un a´lgebra de Lie g, basta con particularizar la fo´rmula ge-
neral (6.11) al caso S = S
(N)
E . Esto corresponde a reemplazar la forma del
2-selector (6.29) en (6.11). Llevando a cabo este reemplazo obtenemos
C
(C,γ)
(A,α)(B,β) =
{
δγα+βC
C
AB , cuando α + β ≤ N
δγN+1C
C
AB , cuando α + β ≥ N + 1
, (6.30)
con α, β, γ = 0, . . . , N,N + 1.
El paso siguiente consiste en realizar el 0S-forzamiento del a´lgebra S
(N)
E -
expandida. Imponiendo la condicio´n λN+1TA = 0 (ver seccio´n 6.2.2, pa´g. 70),
la ec. (6.30) se reduce a
C
(C,k)
(A,i)(B,j) = δ
k
i+jC
C
AB , (6.31)
con i, j, k = 0, . . . , N . Estas constantes de estructura se corresponden exac-
tamente con las de la expansio´n de MC, ec. (6.26).
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Esta coincidencia no es tal, por supuesto. Volvamos por un momento al
esquema propuesto en [25] y consideremos las potencias del para´metro de
reescalamiento λ. El producto de dos de estas potencias satisface
λαλβ = λα+β, (6.32)
en tanto que el truncamiento a orden N puede ser impuesto simbo´licamente
como
λα = 0 cuando α > N. (6.33)
Es claro que las ecs. (6.32) y (6.33) reproducen exactamente la ley de mul-
tiplicacio´n del semigrupo S
(N)
E . Esta estructura algebraica es todo cuanto
se requiere para llevar a cabo la expansio´n. Tambie´n resulta claro al hacer
esta comparacio´n que es necesario imponer la condicio´n de 0S-forzamiento
λN+1TA = 0 para obtener las constantes de estructura (6.31).
El procedimiento de S-expansio´n es va´lido para cualquier a´lgebra de Lie
g, y es en este sentido muy general. Sin embargo, cuando se conoce algo de la
estructura algebraica de g, es posible ir ma´s alla´. Por ejemplo, en el contexto
de la expansio´n de MC, el reescalamiento y el truncamiento pueden ser ejecu-
tados de varias maneras dependiendo de la estructura de g, conduciendo en
cada caso a diferentes tipos de a´lgebras expandidas. La contraccio´n de I˙no¨nu¨–
Wigner generalizada, o la obtencio´n del a´lgebra M a partir de osp (32|1) son
ejemplos importantes de estos casos. En el contexto de la S-expansio´n, la
informacio´n sobre la estructura algebraica de g puede ser usada para extraer
suba´lgebras y a´lgebras forzadas del a´lgebra S-expandida. Utilizando esta in-
formacio´n es posible reproducir todos los casos de expansio´n encontrados
en [25]. Nuevos tipos de a´lgebras expandidas pueden tambie´n ser obtenidos
ocupando semigrupos distintos a SE.
6.3. Suba´lgebras Resonantes
Un a´lgebra S-expandida tiene una estructura bastante simple, reprodu-
ciendo el a´lgebra original g en una serie de ‘niveles’ que corresponden a los
elementos del semigrupo. En esta seccio´n estudiamos un modo de extraer
un a´lgebra ma´s pequen˜a a partir de S ⊗ g; el me´todo de las suba´lgebras
resonantes.
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6.3.1. Suba´lgebras Resonantes para un semigrupo ar-
bitrario S
Para poder extraer suba´lgebras resonantes a partir de un a´lgebra S-
expandida S ⊗ g, es indispensable contar con alguna informacio´n acerca de
la estructura algebraica de g. Esta informacio´n es codificada de la siguiente
manera.
Sea g =
⊕
p∈I Vp una descomposicio´n de g en un cierto nu´mero de subes-
pacios Vp, con I un conjunto de ı´ndices. Para cada p, q ∈ I es siempre posible
definir un subconjunto de I, i(p,q) ⊂ I, tal que
[Vp, Vq] ⊂
⊕
r∈i(p,q)
Vr. (6.34)
De este modo, los subconjuntos i(p,q) almacenan la informacio´n sobre la
estructura de subespacios del a´lgebra. Notemos que los subespacios Vp no
corresponden, en general, a suba´lgebras5 de g.
De forma ana´loga a la particio´n del a´lgebra en subespacios, es siempre
posible descomponer un semigrupo arbitrario S en subconjuntos Sp ⊂ S en
la forma S =
⋃
p∈I Sp, donde I es el mismo conjunto de ı´ndices del pa´rrafo
anterior. Notemos que los subconjuntos Sp no tiene por que´ ser semigrupos
ellos mismos.
En principio, la descomposicio´n de S en subconjuntos es completamente
arbitraria; sin embargo, recurriendo al producto entre subconjuntos dado en
la def. 6.2, es a veces posible escoger una descomposicio´n muy particular,
como se detalla en la siguiente definicio´n.
Definicio´n 6.8 Sea g =
⊕
p∈I Vp una descomposicio´n de g en subespacios
Vp, con una estructura descrita por los subconjuntos i(p,q) ⊂ I, como se mues-
tra en la ec. (6.34). Sea S =
⋃
p∈I Sp una descomposicio´n en subconjuntos
del semigrupo abeliano S tal que
Sp × Sq ⊂
⋂
r∈i(p,q)
Sr, (6.35)
donde el producto × entre subconjuntos es el de la def. 6.2. Cuando una
descomposicio´n S =
⋃
p∈I Sp de S que cumple con (6.35) existe, decimos
que esta descomposicio´n esta´ en resonancia con la descomposicio´n de g en
subespacios, g =
⊕
p∈I Vp.
5La condicio´n para que Vp corresponda a una suba´lgebra de g es i(p,p) = {p}.
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La existencia de una ‘particio´n resonante’ de S es una hipo´tesis esencial
en el teorema siguiente, el cual permite extraer sistema´ticamente suba´lgebras
a partir del a´lgebra S-expandida S ⊗ g.
Teorema 6.9 Sea g =
⊕
p∈I Vp una descomposicio´n de g en subespacios,
con una estructura dada por la ec. (6.34), y sea S =
⋃
p∈I Sp una particio´n
resonante del semigrupo abeliano S, con la estructura dada en la ec. (6.35).
Para cada p ∈ I, se definen los subespacios Wp del a´lgebra S-expandida
G = S ⊗ g como
Wp ≡ Sp ⊗ Vp. (6.36)
Entonces,
GR ≡
⊕
p∈I
Wp (6.37)
es una suba´lgebra de G.
Demostracio´n. Usando las ecs. (6.34)–(6.35), tenemos
[Wp,Wq] ⊂ (Sp × Sq)⊗ [Vp, Vq]
⊂
⋂
s∈i(p,q)
Ss ⊗
⊕
r∈i(p,q)
Vr
⊂
⊕
r∈i(p,q)

 ⋂
s∈i(p,q)
Ss

⊗ Vr. (6.38)
Es claro que para cada r ∈ i(p,q) uno puede escribir⋂
s∈i(p,q)
Ss ⊂ Sr. (6.39)
Luego,
[Wp,Wq] ⊂
⊕
r∈i(p,q)
Sr ⊗ Vr (6.40)
y encontramos
[Wp,Wq] ⊂
⊕
r∈i(p,q)
Wr. (6.41)
Por lo tanto, el a´lgebra se cierra y GR =
⊕
p∈I Wp corresponde a una suba´lge-
bra de G.
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Definicio´n 6.10 El a´lgebra GR =
⊕
p∈I Wp hallada en el teorema 6.9 es
llamada una Suba´lgebra Resonante del a´lgebra S-expandida G = S ⊗ g.
La adopcio´n del nombre ‘resonancia’ se debe a la similitud formal entre
las ecs. (6.34) y (6.35); la ec. (6.35) sera´ denominada tambie´n ‘condicio´n de
resonancia’.
El teorema 6.9 convierte el problema de encontrar suba´lgebras de un
a´lgebra S-expandida G = S ⊗ g en el problema de encontrar una particio´n
resonante para el semigrupo S. Como se muestra ma´s adelante por medio de
ejemplos, resolver la condicio´n de resonancia (6.35) resulta ser un problema
fa´cilmente abordable. Por lo tanto, el teorema 6.9 puede ser considerado como
una u´til herramienta para extraer suba´lgebras de un a´lgebra S-expandida.
Usando la ec. (6.11) y la particio´n resonante de S es posible encontrar
una expresio´n expl´ıcita para las constantes de estructura de la suba´lgebra
resonante GR. Denotando por
{
Tap
}
la base para el subespacio Vp, podemos
escribir
C
(cr,γr)
(ap,αp)(bq,βq)
= K
γr
αpβq
C
cr
apbq
, (6.42)
con αp, βq, γr tales que λαp ∈ Sp, λβq ∈ Sq y λγr ∈ Sr.
Una observacio´n interesante es que la estructura de subespacios de la
suba´lgebra resonante GR es la misma que la del a´lgebra original g, como
puede observarse de la ec. (6.41).
Las suba´lgebras resonantes juegan un rol central en este cap´ıtulo y a lo
largo de la Tesis. Vale la pena notar que la mayor parte de los casos particu-
lares considerados en [25] pueden ser recuperados utilizando el teorema 6.9
para S = S
(N)
E , como veremos en la seccio´n siguiente. Todos los casos restan-
tes pueden ser obtenidos como un forzamiento de una suba´lgebra resonante.
6.3.2. Suba´lgebras Resonantes con S = S
(N)
E
En esta seccio´n rederivamos algunos resultados de expansiones de a´lgebras
presentados en [25] en el marco de las S-expansiones. Para obtener estas
a´lgebras es necesario proceder de acuerdo a los tres pasos siguientes:
1. Realizar una S-expansio´n usando el semigrupo S = S
(N)
E ,
2. Encontrar una particio´n resonante para S
(N)
E y construir la suba´lgebra
resonante GR,
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3. Aplicar un 0S-forzamiento a la suba´lgebra resonante.
Escogiendo un semigrupo distinto u omitiendo el forzamiento uno encuen-
tra a´lgebras que no esta´n contenidas dentro de la expansio´n de MC. Ejemplos
de esta clase son dados en la secciones 6.4.1 y 6.4.4.
Caso cuando g = V0 ⊕ V1, siendo V0 una suba´lgebra y V1 un coseto
sime´trico
Sea g = V0 ⊕ V1 una descomposicio´n de g en subespacios tal que
[V0, V0] ⊂ V0, (6.43)
[V0, V1] ⊂ V1, (6.44)
[V1, V1] ⊂ V0. (6.45)
Estas relaciones de conmutacio´n corresponden al caso en que V0 es una
suba´lgebra y V1 un coseto sime´trico.
Sea S
(N)
E = S0 ∪ S1, con N arbitrario, una particio´n de S(N)E en subcon-
juntos dada por6
S0 =
{
λ2m, con m = 0, . . . ,
[
N
2
]}
∪ {λN+1} , (6.46)
S1 =
{
λ2m+1, con m = 0, . . . ,
[
N − 1
2
]}
∪ {λN+1} . (6.47)
Esta particio´n de S
(N)
E es resonante con respecto a la estructura del a´lgebra
[ecs. (6.43)–(6.45)], ya que satisface [cf. ec. (6.35)]
S0 × S0 ⊂ S0, (6.48)
S0 × S1 ⊂ S1, (6.49)
S1 × S1 ⊂ S0. (6.50)
Como se mostro´ en la seccio´n 6.3.1, la resonancia de la particio´n (6.46)–(6.47)
permite extraer una suba´lgebra resonante a partir del a´lgebra S
(N)
E -expandida
G = S
(N)
E ⊗ g. En efecto, de acuerdo al teorema 6.9, tenemos que
GR = W0 ⊕W1, (6.51)
6Aqu´ı [x] denota la parte entera de x.
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con
W0 = S0 ⊗ V0, (6.52)
W1 = S1 ⊗ V1, (6.53)
es una suba´lgebra resonante de G.
Notemos que es la estructura de los subconjuntos S0 y S1 la que determina
la forma de la suba´lgebra resonante GR.
Las constantes de estructura para GR son obtenidas directamente de la
fo´rmula general para suba´lgebras resonantes, ec. (6.42). Ellas pueden ser
escritas en la forma
C
(cr,γr)
(ap,αp)(bq,βq)
=
{
δγrαp+βqC
cr
apbq
, cuando αp + βq ≤ N
δγrN+1C
cr
apbq
, cuando αp + βq ≥ N + 1
, (6.54)
con p, q = 0, 1, αp, βp, γp = 2m+ p, m = 0, . . . ,
[
N−p
2
]
, N+1−p
2
.
Una vez obtenida la suba´lgebra resonante, el u´ltimo paso para repro-
ducir el resultado correspondiente de [25] en este contexto es realizar un
0S-forzamiento de GR, con λN+1 = 0S. Dado que este forzamiento es equiva-
lente a imponer la condicio´n λN+1TA = 0, no es dif´ıcil ver que el u´nico efecto
sobre las constantes de estructura (6.54) concierne el rango de los ı´ndices
αp, βp, γp; en efecto, las nuevas constantes de estructura son
C
(cr,γr)
(ap,αp)(bq,βq)
=
{
δγrαp+βqC
cr
apbq
, cuando αp + βq ≤ N
δγrN+1C
cr
apbq
, cuando αp + βq ≥ N + 1
, (6.55)
con p, q = 0, 1, αp, βp, γp = 2m + p, m = 0, . . . ,
[
N−p
2
]
. La restriccio´n en
el rango de αp, βp, γp impide que tomen el valor N + 1, el cual esta´ ahora
excluido del a´lgebra.
Con la notacio´n de [25], el 0S-forzamiento del a´lgebra S
(N)
E -expandida
corresponde a G (N0, N1) para el caso del coseto sime´trico, con
N0 = 2
[
N
2
]
, (6.56)
N1 = 2
[
N − 1
2
]
+ 1. (6.57)
Las constantes de estructura (6.55) corresponden a las de la ec. (3.31) de la
Ref. [25].
6.3. SUBA´LGEBRAS RESONANTES 79
Figura 6.1: Procedimiento de S-expansio´n de un a´lgebra de Lie g = V0 ⊕ V1,
con S = S
(3)
E . (a) El a´lgebra S
(3)
E -expandida G = S
(3)
E ⊗ g contiene todos los
subespacios de la forma λα⊗Vp. (b) La suba´lgebra resonante GR = W0⊕W1
contiene so´lo aquellos subespacios de la forma λαp ⊗ Vp, con λαp ∈ Sp [ver
ecs. (6.58)–(6.59)]. (c) El λ4-forzamiento (con λ4 = 0S) de GR elimina todos
los subespacios de la forma λ4 ⊗ Vp.
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Una idea ma´s intuitiva del proceso de S-expansio´n, extraccio´n de suba´lge-
bra resonante y 0S-forzamiento puede ser obtenida a partir de un diagrama.
En la fig. 6.1 se muestra el caso cuando g = V0 ⊕ V1, con V0 una suba´lgebra
y V1 un coseto sime´trico, y S = S
(3)
E .
Los subespacios (Vp) de g son dispuestos en el eje horizontal, en tanto
que los elementos del semigrupo (λα) ocupan el eje vertical. El a´lgebra S
(3)
E -
expandida G = S
(3)
E ⊗ g corresponde a la regio´n sombreada en la parte (a)
de la fig. 6.1. Esta a´lgebra incluye todos los subespacios de la forma λα⊗Vp.
En la parte (b) de la fig. 6.1, el a´rea sombreada corresponde a la suba´lgebra
resonante GR =W0 ⊕W1, con [cf. ecs. (6.46)–(6.47)]
S0 = {λ0, λ2, λ4} , (6.58)
S1 = {λ1, λ3, λ4} . (6.59)
Las columnas en esta parte de la figura corresponden a los subespacios W0
y W1 de la suba´lgebra resonante GR; notemos que la eleccio´n de la particio´n
resonante determina cua´les subespacios de G estara´n presentes en GR. Fi-
nalmente, la parte (c) de la fig. 6.1 indica el 0S-forzamiento de la suba´lgebra
resonante GR, con λ4 = 0S, exluyendo en efecto todos aquellos subespacios
de la forma λ4 ⊗ g. El a´lgebra G (N0, N1) de la Ref. [25] corresponde a esta
parte de la figura.
El 0S-forzamiento de la suba´lgebra resonante GR con N = 1 reproduce
la contraccio´n de I˙no¨nu¨–Wigner para g = V0 ⊕ V1, la cual abelianiza los
generadores del coseto sime´trico V1.
Caso cuando g = V0 ⊕ V1 ⊕ V2 es una Supera´lgebra
Una supera´lgebra g viene naturalmente dividida en tres subespacios V0,
V1 y V2, donde V1 corresponde al sector fermio´nico y V0 ⊕ V2 al boso´nico,
siendo V0 una suba´lgebra. Esta estructura algebraica puede ser escrita en la
forma
[V0, V0] ⊂ V0, (6.60)
[V0, V1] ⊂ V1, (6.61)
[V0, V2] ⊂ V2, (6.62)
[V1, V1] ⊂ V0 ⊕ V2, (6.63)
[V1, V2] ⊂ V1, (6.64)
[V2, V2] ⊂ V0 ⊕ V2. (6.65)
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Para extraer una suba´lgebra resonante del a´lgebra S
(N)
E -expandida G =
S
(N)
E ⊗ g es necesario encontrar una particio´n resonante del semigrupo S(N)E .
Esta particio´n esta´ dada por S
(N)
E = S0 ∪ S1 ∪ S2, con
Sp =
{
λ2m+p, con m = 0, . . . ,
[
N − p
2
]}
∪ {λN+1} , p = 0, 1, 2. (6.66)
Esta particio´n es resonante en el sentido de la def. 6.8, pues satisface
S0 × S0 ⊂ S0, (6.67)
S0 × S1 ⊂ S1, (6.68)
S0 × S2 ⊂ S2, (6.69)
S1 × S1 ⊂ S0 ∩ S2, (6.70)
S1 × S2 ⊂ S1, (6.71)
S2 × S2 ⊂ S0 ∩ S2. (6.72)
Dada la particio´n resonante (6.67)–(6.72), el teorema 6.9 nos asegura que
GR = W0 ⊕W1 ⊕W2, con Wp = Sp ⊗ Vp, p = 0, 1, 2, es una suba´lgebra reso-
nante. Dado que esta suba´lgebra puede ser de intere´s por s´ı misma, citamos
aqu´ı sus constantes de estructura, las cuales son obtenidas particularizando
la ec. general (6.42) al caso actual:
C
(cr ,γr)
(ap,αp)(bq ,βq)
=
{
δγrαp+βqC
cr
apbq
, cuando αp + βq ≤ N
δγrN+1C
cr
apbq
, cuando αp + βq ≥ N + 1
, (6.73)
con p, q, r = 0, 1, 2, αp, βp, γp = 2m+ p, m = 0, . . . ,
[
N−p
2
]
, N+1−p
2
.
Alternativamente, uno puede dar un paso adicional y considerar el 0S-
forzamiento de esta suba´lgebra resonante. Al hacerlo, todos los generadores
de la forma λN+1TA son eliminados del a´lgebra, de modo que las constantes
de estructura se transforman en
C
(cr ,γr)
(ap,αp)(bq ,βq)
=
{
δγrαp+βqC
cr
apbq
, cuando αp + βq ≤ N
δγrN+1C
cr
apbq
, cuando αp + βq ≥ N + 1
, (6.74)
con p, q, r = 0, 1, 2, αp, βp, γp = 2m+ p, m = 0, . . . ,
[
N−p
2
]
.
Esta a´lgebra 0S-forzada corresponde al a´lgebra G (N0, N1, N2) (de acuerdo
a la notacio´n de la Ref. [25]), con
Np = 2
[
N − p
2
]
+ p, p = 0, 1, 2. (6.75)
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Figura 6.2: (a) Suba´lgebra resonante obtenida a partir del a´lgebra S
(4)
E -
expandida G = S
(4)
E ⊗ g en el caso cuando g = V0 ⊕ V1 ⊕ V2 es una su-
pera´lgebra. (b) El sector λ5 ⊗ g es eliminado de la suba´lgebra resonante GR
a trave´s del proceso de 0S-forzamiento. El a´lgebra resultante corresponde a
G(4, 3, 4) en el contexto de la Ref. [25].
Las constantes de estructura (6.74) corresponden a las de la ec. (5.6) de esta
referencia.
La fig. 6.2 ilustra gra´ficamente el proceso que acabamos de describir para
el caso N = 4. En la parte (a) se muestra la suba´lgebra resonante GR y
en la parte (b) su 0S-forzamiento. Notemos como las columnas del gra´fico
corresponden a los subconjuntos Sp de la particio´n resonante, y como el 0S-
forzamiento consiste en eleminar todos los subespacios de la forma λ5 ⊗ g
(con λ5 = 0S).
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6.4. Ejemplos de A´lgebras S-Expandidas
En esta seccio´n presentamos algunos ejemplos del proceso de S-expansio´n.
A excepcio´n del primero de ellos, cuyo intere´s es puramente pedago´gico, su
eleccio´n esta´ motivada por nuestro intere´s en una formulacio´n geome´trica de
la teor´ıa de Supergravedad7 en d = 11.
Brevemente, los ejemplos son:
El a´lgebra so (4) como una S-expansio´n de so (3), con S = Z2. Posi-
blemente el ejemplo ma´s simple, pues parte de un a´lgebra con so´lo tres
generadores y un semigrupo de apenas dos elementos.
El a´lgebra M como una S-expansio´n de osp (32|1), con S = S(2)E .
Un ejemplo importante con consecuencias f´ısicas interesantes, como
se vera´ en el cap´ıtulo 7.
Una supera´lgebra extendida (N = 2), similar a las introducidas por
D’Auria y Fre´ en [20], obtenida como una S-expansio´n de osp (32|1)
con S = S
(3)
E . El paso de S
(2)
E a S
(3)
E produce un generador fermio´nico
extra y cambia algunas relaciones de conmutacio´n.
Una nueva supera´lgebra extendida (N = 2) con generadores boso´nicos
extra es obtenida a trave´s de una S-expansio´n de osp (32|1) con un
semigrupo distinto a S
(N)
E (S = Z4).
6.4.1. so (4) como una S-expansio´n de so (3)
En esta seccio´n mostramos co´mo el a´lgebra so (4) puede ser considerada
como una S-expansio´n de so (3). El ejemplo es particularmente simple, no
so´lo por la sencillez de las a´lgebras en juego, sino tambie´n porque no involucra
ni forzamiento ni la extraccio´n de una suba´lgebra resonante.
Cualquier a´lgebra de la familia so (n) puede ser descrita mediante las
relaciones de conmutacio´n
[Sκλ,Sµν ] = −i (δµλSκν − δµκSλν + δνλSµκ − δνκSµλ) , (6.76)
7Para un ana´lisis en profundidad de distintas a´lgebras de Supersimetr´ıa, ver [22, 75] y
las referencias all´ı citadas.
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a b
a a b
b b a
Cuadro 6.1: Tabla de multiplicacio´n del semigrupo abeliano Z2 = {a, b}. El
a´lgebra so (4) puede ser considerada como una Z2-expansio´n de so (3).
con κ, λ, µ, ν = 1, . . . , n y δµν = diag (+1, . . . ,+1). En el caso particular de
so (3), uno puede definir G1 = S23, G2 = S31, G3 = S12, de manera de
escribir (6.76) en la forma
[Gi,Gj ] = iεijkGk,
con i, j, k = 1, 2, 3.
Consideremos ahora el semigrupo8 Z2 = {a, b} definido por la tabla de
multiplicacio´n dada en el cuadro 6.1. Llamando
Ji = aGi, (6.77)
Ki = bGi, (6.78)
resulta directo verificar que las relaciones de conmutacio´n del a´lgebra Z2-
expandida G = Z2 ⊗ so (3) tienen la forma
[Ji,Jj] = iεijkJk, (6.79)
[Ji,Kj] = iεijkKk, (6.80)
[Ki,Kj] = iεijkJk. (6.81)
Reunificando ahora Ji y Ki en generadores Mκλ, κ, λ = 1, 2, 3, 4, de
acuerdo a la regla
Mij = εijkJk, (6.82)
Mi4 =Ki, (6.83)
uno puede reescribir las relaciones de conmutacio´n (6.79)–(6.81) en la forma
[Mκλ,Mµν ] = −i (δµλMκν − δµκMλν + δνλMµκ − δνκMµλ) , (6.84)
demostrando as´ı [por comparacio´n con (6.76)] que ellas corresponden a las
del a´lgebra so (4).
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6.4.2. El A´lgebra M como una S-expansio´n de osp (32|1)
En esta seccio´n presentamos la derivacio´n del a´lgebra M [70] como una
S
(2)
E -expansio´n del a´lgebra ortosimple´ctica osp (32|1).
La inclusio´n del a´lgebra M dentro de los ejemplos es motivada por dos
hechos distintos pero relacionados. En primer lugar, el paradigma de la S-
expansio´n permite considerar el a´lgebra M como un miembro de una familia
de a´lgebras, todas generadas a partir de osp (32|1) a trave´s de diferentes
elecciones de semigrupo y diferentes alternativas de forzamiento. Esto puede
resultar relevante desde un punto de vista f´ısico, dado que todas ellas com-
parten caracter´ısticas importantes. En segundo lugar, este enfoque permite
escribir un tensor invariante para el a´lgebra M a partir de uno para osp (32|1)
(ver seccio´n 6.5), haciendo contacto con las acciones transgresoras y de CS
discutidas en los cap´ıtulos 2 y 3.
Consideremos ahora el a´lgebra osp (32|1). Una base conveniente para esta
a´lgebra es dada por {Pa,Jab,Zabcde,Q}, donde Pa son boosts de AdS, Jab son
rotaciones de Lorentz, Zabcde es un tensor antisime´trico de cinco ı´ndices y Q
es una carga spinorial de Majorana con 32 componentes. Las relaciones de
(anti)conmutacio´n esta´n consignadas en el cuadro 6.2 (ver Ape´ndice C para
notacio´n y convenciones).
Como toda supera´lgebra, osp (32|1) puede ser separada en tres subespa-
cios, osp (32|1) = V0⊕V1⊕V2, correspondiendo V0 a la suba´lgebra de Lorentz
(generada por Jab), V1 al subespacio fermio´nico (generado por Q) y V2 al res-
to de los generadores boso´nicos, Pa y Zabcde. Resulta directo verificar que esta
separacio´n en subespacios satisface (6.60)–(6.65).
Para obtener el a´lgebra M uno debe proceder como en la seccio´n 6.3.2 con
S = S
(2)
E ; es decir, usar la particio´n resonante (6.66) e imponer la condicio´n
de 0S-forzamiento λ3TA = 0. La relacio´n entre los generadores de osp (32|1)
y del a´lgebra M se muestra en el cuadro 6.3, en tanto que la fig. 6.3 muestra
el esquema del a´lgebra S-expandida y su 0S-forzamiento.
El a´lgebra resultante se muestra en el cuadro 6.4.
El a´lgebra S
(2)
E -expandida G = S
(2)
E ⊗ osp (32|1) contiene una gran can-
tidad de generadores no incluidos en el a´lgebra M. Los sectores indicados
en la parte (a) de la fig. 6.3 son eliminados al tomar la suba´lgebra resonan-
te. Finalmente, el λ3-forzamiento cumple un doble rol: elimina la suba´lgebra
λ3 ⊗ osp (32|1) [que es isomorfa a osp (32|1)] y abelianiza los conmutadores
entre los generadores boso´nicos Pa, Zab y Zabcde, as´ı como los de e´stos con el
generador fermio´nico Q.
86 CAPI´TULO 6. S-EXPANSIO´N DE A´LGEBRAS DE LIE
[Pa,Pb] =Jab, (6.85)[
Jab,Pc
]
=δabecP
e, (6.86)
[Pa,Zb1···b5 ] =−
1
5!
εab1···b5c1···c5Z
c1···c5, (6.87)[
Jab,Jcd
]
=δabfecdJ
e
f , (6.88)[
Jab,Zc1···c5
]
=
1
4!
δabe1···e4dc1···c5 Z
d
e1···e4
, (6.89)
[Za1···a5 ,Zb1···b5 ] =η
[a1···a5][c1···c5]εc1···c5b1···b5eP
e + δa1···a5edb1···b5 J
d
e+
− 1
3!3!5!
εc1···c11δ
a1···a5c4c5c6
d1d2d3b1···b5
η[c1c2c3][d1d2d3]Zc7···c11 , (6.90)
[Pa,Q] =− 1
2
ΓaQ, (6.91)
[Jab,Q] =− 1
2
ΓabQ, (6.92)
[Zabcde,Q] =− 1
2
ΓabcdeQ, (6.93){
Q, Q¯
}
=
1
8
(
ΓaPa − 1
2
ΓabJab +
1
5!
ΓabcdeZabcde
)
. (6.94)
Cuadro 6.2: Relaciones de (anti)conmutacio´n de la supera´lgebra osp (32|1).
Aqu´ı Γa son matrices de Dirac en d = 11 (ver Ape´ndice D).
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Subespacios de GR Generadores
S0 ⊗ V0
Jab = λ0J
(osp)
ab
Zab = λ2J
(osp)
ab
0 = λ3J
(osp)
ab
S1 ⊗ V1 Q = λ1Q
(osp)
0 = λ3Q
(osp)
S2 ⊗ V2
Pa = λ2P
(osp)
a
Zabcde = λ2Z
(osp)
abcde
0 = λ3P
(osp)
a
0 = λ3Z
(osp)
abcde
Cuadro 6.3: El A´lgebra M puede ser considerada como una S
(2)
E -Expansio´n
de osp (32|1). La tabla muestra la relacio´n entre los generadores de ambas
a´lgebras. Los tres niveles corresponden a las tres columnas en la fig. 6.3 o,
alternativamente, a los tres subconjuntos en que S
(2)
E ha sido particionado.
Figura 6.3: El A´lgebra M como una S
(2)
E -expansio´n de osp (32|1). (a) Suba´lge-
bra resonante obtenida a partir del a´lgebra S
(2)
E -expandida G = S
(2)
E ⊗
osp (32|1). (b) El a´lgebra M propiamente tal es obtenida mediante el 0S-
forzamiento de la suba´lgebra resonante.
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[
Jab,Jcd
]
= δabfecdJ
e
f , (6.95)[
Jab,Pc
]
= δabecP
e, (6.96)[
Jab,Zcd
]
= δabfecdZ
e
f , (6.97)[
Jab,Zc1···c5
]
=
1
4!
δabe1···e4dc1···c5 Z
d
e1···e4
, (6.98)
[Jab,Q] = −1
2
ΓabQ, (6.99)
[Pa,Pb] = 0, (6.100)
[Pa,Zbc] = 0, (6.101)
[Pa,Zb1···b5 ] = 0, (6.102)
[Zab,Zcd] = 0, (6.103)
[Zab,Zc1···c5] = 0, (6.104)
[Za1···a5 ,Zb1···b5 ] = 0, (6.105)
[Pa,Q] = 0, (6.106)
[Zab,Q] = 0, (6.107)
[Zabcde,Q] = 0, (6.108){
Q, Q¯
}
=
1
8
(
ΓaPa − 1
2
ΓabZab +
1
5!
ΓabcdeZabcde
)
. (6.109)
Cuadro 6.4: Las relaciones de (anti)conmutacio´n del a´lgebra M. Aqu´ı Γa son
matrices de Dirac en d = 11 (ver Ape´ndice D).
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6.4.3. Superalgebra N = 2 similar a D’Auria–Fre´
En la seccio´n anterior, el a´lgebra M fue obtenida como una S-expansio´n
del a´lgebra ortosimple´ctica osp (32|1) a trave´s del semigrupo S = S(2)E (ver
def. 6.7). En esta seccio´n exploramos los resultados de escoger S = S
(3)
E ,
dejando todos los dema´s aspectos de la expansio´n (incluido el 0S-forzamiento)
inalterados.
Al escoger la particio´n resonante (6.66) y efectuar el λ4-forzamiento de
la suba´lgebra resonante resultante, obtenemos una supera´lgebra muy similar
al a´lgebra M, pero con un generador fermio´nico extra, Q′ = λ3Q
(osp). Este
generador conmuta con todos los elementos de la supera´lgebra (excepto con
los generadores del a´lgebra de Lorentz, lo cual es de esperar debido a su
naturaleza spinorial), y anticonmuta adema´s con Q y consigo mismo. Otra
diferencia con el a´lgebra M concierne los conmutadores del generador fer-
mio´nico Q con los generadores boso´nicos Pa, Zab y Zabcde, los cuales ya no
son nulos [comparar con (6.106)–(6.108)]:
[Pa,Q] = −1
2
ΓaQ
′, (6.110)
[Zab,Q] = −1
2
ΓabQ
′, (6.111)
[Zabcde,Q] = −1
2
ΓabcdeQ
′. (6.112)
La relacio´n entre los generadores de la Supera´lgebra de esta seccio´n y los
de osp (32|1) se muestra en el cuadro 6.5.
La supera´lgebra de esta seccio´n es casi ide´ntica a las introducidas por
D’Auria y Fre´ en [20]; tiene el mismo nu´mero y tipo de generadores que aque-
llas, y so´lo difiere por factores nume´ricos en las relaciones de conmutacio´n.
En la Ref. [10] se muestra co´mo las Supera´lgebras de D’Auria–Fre´ corres-
ponden a los casos s = 3/2 y s = −1 de una familia de Supera´lgebras E˜ (s)
parametrizadas por un nu´mero real s. La supera´lgebra presentada en esta
seccio´n corresponde al caso s = 0.
El proceso de S-expansio´n llevado a cabo para obtener esta supera´lgebra
esta´ graficado en la fig. 6.4, donde se muestran (a) la suba´lgebra resonante
obtenida directamente de osp (32|1) y (b) su λ4-forzamiento.
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Figura 6.4: (a) Una supera´lgebra extendida (N = 2) es obtenida como una
suba´lgebra resonante del a´lgebra S
(3)
E -expandida G = S
(3)
E ⊗osp (32|1). (b) El
0S-forzamiento de la Supera´lgebra en (a) elimina el subespacio λ4⊗osp (32|1)
y abelianiza algunos conmutadores. La Supera´lgebra resultante es muy simi-
lar a las consideradas por D’Auria y Fre´ en [20], como se explica en el texto.
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Subespacios de GR Generadores
S0 ⊗ V0
Jab = λ0J
(osp)
ab
Zab = λ2J
(osp)
ab
0 = λ4J
(osp)
ab
S1 ⊗ V1
Q = λ1Q
(osp)
Q′ = λ3Q
(osp)
0 = λ4Q
(osp)
S2 ⊗ V2
Pa = λ2P
(osp)
a
Zabcde = λ2Z
(osp)
abcde
0 = λ4P
(osp)
a
0 = λ4Z
(osp)
abcde
Cuadro 6.5: Relacio´n entre los generadores de osp (32|1) y los de la Supera´lge-
bra extendida (N = 2) similar a las de D’Auria y Fre´.
6.4.4. Nueva Supera´lgebra con N = 2
Esta seccio´n muestra un ejemplo de S-expansio´n con un semigrupo dis-
tinto a aquel utilizado para reproducir los resultados de [25], vale decir, S
(N)
E .
Consideraremos una S-expansio´n del a´lgebra ortosimple´ctica osp (32|1) con
S = Z4, el grupo c´ıclico de cuatro elementos. Esta eleccio´n se hace pensan-
do en la sencillez del ejemplo y en la posibilidad de encontrar una particio´n
resonante de S. El caso S = Z2 es trivial, en el sentido que la suba´lgebra reso-
nante es isomorfa a osp (32|1). El caso S = Z3 parece no poseer una particio´n
resonante. Luego, S = Z4 corresponde al caso no trivial ma´s simple.
La ley de multiplicacio´n para Z4 = {λ0, λ1, λ2, λ3} es
λαλβ = λ(α+β)mod 4. (6.113)
Esta regla no es completamente distinta a la de S
(2)
E (ver cuadro 6.6), por
lo que cabr´ıa esperar resultados vagamente similares a los de las secciones
anteriores.
Una particio´n resonante de Z4 es dada por
S0 = {λ0, λ2} , (6.114)
S1 = {λ1, λ3} , (6.115)
S2 = {λ0, λ2} . (6.116)
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S
(2)
E
0 1 2 3
1 2 3 3
2 3 3 3
3 3 3 3
Z4
0 1 2 3
1 2 3 0
2 3 0 1
3 0 1 2
Cuadro 6.6: Tablas de multiplicar para los semigrupos abelianos S
(2)
E y Z4.
La similitud entre ambos semigrupos es patente en estas tablas; los u´nicos
productos diferentes son aquellos que ocupan el tria´ngulo inferior derecho.
Subespacios de GR Generadores
S0 ⊗ V0 Jab = λ0J
(osp)
ab
Zab = λ2J
(osp)
ab
S1 ⊗ V1 Q = λ1Q
(osp)
Q′ = λ3Q
(osp)
S2 ⊗ V2
P ′a = λ0P
(osp)
a
Z ′abcde = λ0Z
(osp)
abcde
Pa = λ2P
(osp)
a
Zabcde = λ2Z
(osp)
abcde
Cuadro 6.7: Relacio´n entre los generadores de osp (32|1) y los del a´lgebra
obtenida como una suba´lgebra resonante de G = Z4 ⊗ osp (32|1).
Como Z4 no tiene un elemento cero, no es posible realizar un 0S-forzamien-
to; la suba´lgebra resonante constituye por lo tanto nuestro resultado final.
La nueva supera´lgebra tiene dos generadores fermio´nicos Q y Q′, al igual
que la supera´lgebra de la seccio´n 6.4.3. A diferencia tanto de esta u´ltima como
del a´lgebra M, contamos ahora con 11 +
(
11
5
)
= 473 generadores boso´nicos
adicionales, P ′a y Z
′
abcde. Reflejando fielmente la estructura de Z4, no hay
ningu´n generador abeliano en el a´lgebra, ni siquiera las antiguas cargas cen-
trales tensoriales Zab y Zabcde.
El cuadro 6.7 muestra la relacio´n entre los generadores de esta nueva
supera´lgebra y los de osp (32|1). Las relaciones de conmutacio´n, citadas ma´s
adelante, pueden leerse a partir de la figura 6.5.
Detenga´monos un momento en las relaciones de (anti)conmutacio´n. Para
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Figura 6.5: Una nueva supera´lgebra con N = 2 en d = 11 es obtenida
directamente como una suba´lgebra resonante del a´lgebra Z4-expandida G =
Z4 ⊗ osp (32|1).
aligerar la notacio´n, e´stas sera´n escritas so´lo en forma esquema´tica. Su forma
detallada puede recuperarse fa´cilmente comparando con osp (32|1).
Los anticonmutadores entre los generadores fermio´nicos son
{Q,Q} ∼ P +Z2 +Z5, (6.117)
{Q′,Q′} ∼ P +Z2 +Z5, (6.118)
{Q,Q′} ∼ P ′ + J +Z ′5. (6.119)
Todos los generadores son tensores o spinores de Lorentz, por lo cual
sus relaciones de conmutacio´n con Jab son las usuales. Sin embargo, hay
dos generadores que pueden interpretarse como boosts de AdS, los cuales no
conmutan entre s´ı:
[P ,P ] ∼ J , (6.120)
[P ′,P ′] ∼ J , (6.121)
[P ,P ′] ∼ Z2. (6.122)
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Las ‘cargas centrales’ Zab, Zabcde y Z
′
abcde ya no son abelianas:
[Z2,Z2] ∼ J , (6.123)
[Z2,Z5] ∼ Z ′5, (6.124)
[Z2,Z
′
5] ∼ Z5, (6.125)
[Z5,Z5] ∼ P ′ + J +Z ′5, (6.126)
[Z5,Z
′
5] ∼ P +Z2 +Z5, (6.127)
[Z ′5,Z
′
5] ∼ P ′ + J +Z ′5. (6.128)
Los conmutadores boso´nicos/fermio´nicos tienen la forma
[P ,Q] ∼ Q′, (6.129)
[Z2,Q] ∼ Q′, (6.130)
[Z5,Q] ∼ Q′, (6.131)
[P ,Q′] ∼ Q, (6.132)
[Z2,Q
′] ∼ Q, (6.133)
[Z5,Q
′] ∼ Q, (6.134)
[P ′,Q] ∼ Q, (6.135)
[J ,Q] ∼ Q, (6.136)
[Z ′5,Q] ∼ Q, (6.137)
[P ′,Q′] ∼ Q′, (6.138)
[J ,Q′] ∼ Q′, (6.139)
[Z ′5,Q
′] ∼ Q′. (6.140)
La estructura c´ıclica de Z4 es fa´cilmente reconocible en el patro´n de estas
relaciones de conmutacio´n. No habiendo generadores abelianos, el rol que
cada uno de ellos cumple dentro del a´lgebra es ma´s ‘equilibrado’ que en el
caso del a´lgebra M, donde, por ejemplo, los generadores de Lorentz tienen
claramente un papel especial. Sin embargo, la simetr´ıa no es total, pues sigue
siendo posible distinguir inequ´ıvocamente a Jab deZab. Por otro lado, los roles
de Pa y P
′
a, o de Zabcde y Z
′
abcde, son completamente sime´tricos.
Los tres u´ltimos ejemplos (el a´lgebra M y las dos supera´lgebras exten-
didas) muestran como, a partir de una misma a´lgebra g, diferentes a´lgebras
S-expandidas son obtenidas para distintas elecciones de semigrupo S y dis-
tintas alternativas de particionamiento resonante.
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6.5. Tensores Invariantes para a´lgebras S-ex-
pandidas
El problema de encontrar todos los tensores invariantes para un a´lgebra de
Lie9 g arbitraria permanece abierto hasta hoy. E´ste es no solo un importante
problema matema´tico, sino tambie´n uno con relevancia f´ısica, porque un
tensor invariante es un ingrediente clave en la construccio´n de lagrangeanos
de CS o transgresiones (ver cap´ıtulos 2 y 3). Dada un a´lgebra, la eleccio´n de
tensor invariante da forma a la teor´ıa, fijando las clases de interacciones que
ocurrira´n entre las distintas componentes de los campos independientes.
Un procedimiento esta´ndar para obtener un tensor invariante de rango
r es usar la (su´per)traza del producto de r generadores en alguna repre-
sentacio´n matricial del a´lgebra. Sin embargo, este procedimiento tiene una
limitacio´n importante para el caso de a´lgebras 0S-forzadas y, por este motivo,
se vuelve importante considerar teoremas que provean de tensores invariantes
para estas a´lgebras.
Teorema 6.11 Sea S un semigrupo abeliano finito con n-selector K γα1···αn , g
una supera´lgebra de Lie de base {TA}, y sea |TA1 · · ·TAn | un tensor invariante
de rango n para g. Denotando por
{
T(A,α)
}
a los generadores del a´lgebra S-
expandida G = S ⊗ g, se cumple que la expresio´n∣∣T(A1,α1) · · ·T(An,αn)∣∣ ≡ αγK γα1···αn |TA1 · · ·TAn | , (6.141)
donde αγ son constantes arbitrarias, corresponde a un tensor invariante para
G.
Demostracio´n. La condicio´n de invariancia de |TA1 · · ·TAn | bajo g puede
escribirse en la forma
n∑
p=1
X
(p)
A0···An
= 0, (6.142)
con
X
(p)
A0···An
=(−1)q(A0)(q(A1)+···+q(Ap−1))C BA0Ap ×
× ∣∣TA1 · · ·TAp−1TBTAp+1 · · ·TAn∣∣ , (6.143)
9Para fijar ideas, en esta seccio´n nos referimos expl´ıcitamente a su´peralgebras; sin em-
bargo, todos los resultados siguen siendo va´lidos para el caso de a´lgebras de Lie ordinarias.
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donde q (A) denota el grado de TA (1 para Fermi y 0 para Bose).
Definamos ahora el ana´logo de (6.143) para el a´lgebra S-expandida G, es
decir,
X
(p)
(A0,α0)···(An,αn)
= (−1)q(A0,α0)(q(A1,α1)+···+q(Ap−1,αp−1))×
× C (B,β)(A0,α0)(Ap,αp)
∣∣T(A1,α1) · · ·T(Ap−1,αp−1)
×T(B,β)T(Ap+1,αp+1) · · ·T(An,αn)
∣∣ , (6.144)
donde
∣∣T(A1,α1) · · ·T(An,αn)∣∣ esta´ dado por (6.141).
Usando el hecho que q (A, α) = q (A) y reemplazando tanto (6.141) como
las constantes de estructura (6.11) para G en (6.144), encontramos
X
(p)
(A0,α0)···(An,αn)
= αγK
γ
α0···αn X
(p)
A0···An
. (6.145)
De (6.142) concluimos inmediatamente que
n∑
p=1
X
(p)
(A0,α0)···(An,αn)
= 0. (6.146)
Por lo tanto,
∣∣T(A1,α1) · · ·T(An,αn)∣∣ = αγK γα1···αn |TA1 · · ·TAn | es un tensor
invariante para G.
Vale la pena notar que, en general, la expresio´n
∣∣T(A1,α1) · · ·T(An,αn)∣∣ = M∑
m=0
αβ1···βmγ K
γ
β1···βmα1···αn
|TA1 · · ·TAn | , (6.147)
dondeM es el nu´mero de elementos de S y αβ1···βmγ son constantes arbitrarias,
es tambie´n un tensor invariante paraG. Un ejemplo de (6.147) es provisto por
la supertraza. Una representacio´n matricial para T(A,α) es inducida por una
representacio´n para TA cuando usamos la expresio´n (6.4) para los elementos
de S, T(A,α) = (λα)
ν
µ TA. En esta representacio´n, tenemos que
STr
(
T(A1,α1) · · ·T(An,αn)
)
= K γγα1···αn Str (TA1 · · ·TAn) , (6.148)
donde STr es la supertraza para T(A,α) y Str la supertraza para TA. La
ec. (6.148) corresponde al caso αβγ = δ
β
γ de (6.147), con todos los dema´s
α’s iguales a cero.
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Aunque la expresio´n (6.147) puede parecer ma´s general que (6.141), e´ste
no es el caso. Recurriendo a la asociatividad y la clausura de la multiplicacio´n
del semigrupo es siempre posible reducir (6.147) a (6.141), la cual resulta
entonces ser ma´s ‘fundamental’.
Dado un tensor invariante para un a´lgebra, sus componentes valuadas
sobre una suba´lgebra proporcionan un tensor invariante para la suba´lgebra
(siempre que no se anulen ide´nticamente). Esta simple observacio´n nos pro-
vee de un tensor invariante para cada suba´lgebra resonante GR. Dada una
particio´n resonante de S, S =
⋃
p∈I Sp, y denotando la base del subespacio
Vp por
{
Tap
}
, las componentes de (6.141) valuadas en GR esta´n dadas por∣∣∣T(ap1 ,αp1) · · ·T(apn ,αpn )
∣∣∣ = αγK γαp1 ···αpn ∣∣Tap1 · · ·Tapn ∣∣ , (6.149)
con λαp ∈ Sp. Estas componentes forman un tensor invariante para la suba´lge-
bra resonante GR =
∑
p∈I Sp ⊗ Vp. Dado que S es cerrado bajo el produc-
to (6.1), para cada eleccio´n de αp1, . . . , αpn siempre existe un valor de γ tal
que K
γ
αp1 ···αpn
= 1 y, por lo tanto, el tensor invariante (6.149) es gene´rica-
mente distinto de cero (asumiendo αγ 6= 0).
Habiendo obtenido tensores invariantes para las a´lgebras S-expandidas y
para sus suba´lgebras resonantes, pasamos a considerar el problema de en-
contrar un tensor invariante para a´lgebras obtenidas como el 0S-forzamiento
de un a´lgebra S-expandida (o de su suba´lgebra resonante). Por supuesto, el
problema radica en que un a´lgebra 0S-forzada no corresponde a una suba´lge-
bra, de modo que las componentes correspondientes de (6.141) o (6.149) no
proporcionan un tensor invariante va´lido. Una solucio´n se ofrece por medio
del siguiente teorema, el cual entrega una expresio´n general para un tensor
invariante de un a´lgebra 0S-forzada.
Teorema 6.12 Sea S un semigrupo abeliano finito con elementos no nulos
λi, i = 0, . . . , N , y un elemento cero λN+1 = 0S. Sea g una supera´lgebra
de Lie con base {TA} y sea |TA1 · · ·TAn | un tensor invariante para g. La
expresio´n ∣∣T(A1,i1) · · ·T(An,in)∣∣ ≡ αjK ji1···in |TA1 · · ·TAn| , (6.150)
donde αj son constantes arbitrarias, corresponde a un tensor invariante para
el a´lgebra 0S-forzada obtenida a partir del a´lgebra S-expandida G = S ⊗ g.
Demostracio´n. La demostracio´n de este teorema sigue las mismas l´ıneas
que la del teorema 6.11.
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Definamos el ana´logo de (6.143) para el 0S-forzamiento del a´lgebra S-
expandida G, es decir,
Y
(p)
(A0,i0)···(An,in)
=(−1)q(A0,i0)(q(A1,i1)+···+q(Ap−1,ip−1))×
× C (B,j)(A0,i0)(Ap,ip)
∣∣T(A1,i1) · · ·T(Ap−1,ip−1)
×T(B,j)T(Ap+1,ip+1) · · ·T(An,in)
∣∣ . (6.151)
donde
∣∣T(A1,i1) · · ·T(An,in)∣∣ esta´ dado por (6.150).
Usando el hecho que q (A, α) = q (A) y reemplazando tanto (6.150) como
las constantes de estructura (6.24) para el 0S.forzamiento de G en (6.151),
encontramos
Y
(p)
(A0,i0)···(An,in)
= αkK
j
i0ip
K
k
i1···ip−1jip+1···in
X
(p)
A0···An
. (6.152)
El producto K
j
i0ip
K
k
i1···ip−1jip+1···in
puede ser reescrito en la forma
K
j
i0ip
K
k
i1···ip−1jip+1···in
=K
γ
i0ip
K
k
i1···ip−1γip+1···in
+
−K N+1i0ip K
k
i1···ip−1(N+1)ip+1···in
= K ki0···in −K
N+1
i0ip
K
k
i1···ip−1(N+1)ip+1···in
.
Notando ahora que K
k
i1···ip−1(N+1)ip+1···in
= 0, encontramos
K
j
i0ip
K
k
i1···ip−1jip+1···in
= K ki0···in . (6.153)
Reemplazando (6.153) en (6.152) hallamos
Y
(p)
(A0,i0)···(An,in)
= αkK
k
i0···in
X
(p)
A0···An
, (6.154)
de donde concluimos inmediatamente que
n∑
p=1
Y
(p)
(A0,i0)···(An,in)
= 0. (6.155)
Por lo tanto,
∣∣T(A1,i1) · · ·T(An,in)∣∣ = αjK ji1···in |TA1 · · ·TAn | es un tensor inva-
riante para el a´lgebra 0S-forzada obtenida de G.
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El teorema 6.12 tambie´n es va´lido para el a´lgebra 0S-forzada de una
suba´lgebra resonante GR. La demostracio´n es ana´loga a la que hemos pre-
sentado. En consecuencia,∣∣∣T(ap1 ,ip1) · · ·T(apn ,ipn )
∣∣∣ = αjK jip1 ···ipn ∣∣Tap1 · · ·Tapn ∣∣ , (6.156)
con λip ∈ Sp, es un tensor invariante para el a´lgebra 0S-forzada de una
suba´lgebra resonante GR =
∑
p∈I Sp ⊗ Vp.
La utilidad del teorema 6.12 proviene del hecho que, en general, la (su´per)-
traza en la representacio´n adjunta de un a´lgebra 0S-forzada tiene un nu´mero
menor de componentes no nulas que (6.150).
En efecto, usando la representacio´n adjunta dada por las constantes de
estructura (6.24), encontramos
STr
(
T(A1,i1) · · ·T(An,in)
)
=K j2j1i1 K
j3
j2i2
· · ·K jnjn−1in−1 ×
×K j1jnin Str (TA1 · · ·TAn) . (6.157)
Como
K j1j1i1···in = K
γ2
j1i1
K γ3γ2i2 · · ·K γnγn−1in−1 K j1γnin
= K j2j1i1 K
j3
j2i2
· · ·K jnjn−1in−1 K j1jnin , (6.158)
la ec. (6.157) resulta ser equivalente a
STr
(
T(A1,i1) · · ·T(An,in)
)
= K j1j1i1···in Str (TA1 · · ·TAn) . (6.159)
En general, esta expresio´n tiene menos componentes que (6.150). Para
visualizar esto es conveniente considerar el caso cuando el semigrupo S con-
tiene un elemento identidad λ0 = e, y cada λi aparece so´lo una vez en cada
fila y en cada columna de la tabla de multiplicacio´n del grupo (i.e. para todo
λi, λj 6= e, tenemos λiλj 6= λi y λiλj 6= λj). En este caso,K j1j1i1···in = K 0i1···in ,
y las u´nicas componentes no nulas de la supertraza son
STr
(
T(A1,i1) · · ·T(An,in)
)
= K 0i1···in Str (TA1 · · ·TAn) , (6.160)
lo cual corresponde a la eleccio´n αj = δ
0
j en (6.150). Todos los otros αj han
sido fijados iguales a cero.
El semigrupo S = S
(N)
E usado para reproducir las expansiones de MC de
la Ref. [25] cumple con las condiciones sen˜aladas en el pa´rrafo anterior. En
100 CAPI´TULO 6. S-EXPANSIO´N DE A´LGEBRAS DE LIE
este caso, K 0i1···in = δ
0
i1+···+in
y, por lo tanto, la u´nica componente no nula de
la supertraza es
STr
(
T(A1,0) · · ·T(An,0)
)
= Str (TA1 · · ·TAn) . (6.161)
La superioridad del tensor invariante (6.150) con respecto a la (su´per)tra-
za es ahora evidente; en el caso G = S
(N)
E ⊗ g, la (su´per)traza proporciona
so´lo una repeticio´n trivial del tensor invariante para g, y so´lo una parte de
ella en el caso de una suba´lgebra resonante.
En el cap´ıtulo 7 usaremos los teoremas de esta seccio´n para escribir una
accio´n transgresora en d = 11 para el a´lgebra M, obtenida como el 0S-
forzamiento del a´lgebra S
(2)
E -expandida G = S
(2)
E ⊗ osp (32|1).
Cap´ıtulo 7
Teor´ıa de Gauge para el
a´lgebra M en d = 11
En este cap´ıtulo convergen los dos cauces principales descritos en el trans-
curso de la Tesis; las formas de transgresio´n y la S-expansio´n de a´lgebras de
Lie.
Las formas de transgresio´n proveen de un marco general para una teor´ıa
de gauge con un lagrangeano completamente invariante. Conocemos las ecua-
ciones de movimiento, las condiciones de borde, las cargas conservadas y he-
mos introducido adema´s un me´todo de separacio´n en subespacios que ayuda
a interpretar f´ısicamente el lagrangeano.
El me´todo de S-expansio´n de a´lgebras de Lie, y en particular los teoremas
demostrados en la seccio´n 6.5, provee de un tensor invariante para un a´lgebra
S-expandida, completando as´ı la corta lista de elementos que definen una
teor´ıa de gauge transgresora.
En las secciones siguientes presentamos una teor´ıa de gauge para el a´lge-
bra M (a menudo denotada sencillamente porM) en d = 11 cuyo lagrangeano
es una forma de transgresio´n. El tensor invariante utilizado proviene de con-
siderar M como una S-expansio´n del a´lgebra ortosimple´ctica osp (32|1) (ver
seccio´n 6.4.2).
Este cap´ıtulo esta´ basado en la Ref. [44].
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7.1. El A´lgebra M
El a´lgebra M [70] es la extensio´n maximal en d = 11 del a´lgebra de su´per
Poincare´ en d = 4, {
Q, Q¯
}
= 2γaPa. (7.1)
El anticonmutador entre generadores fermio´nicos en M tiene la forma
{
Q, Q¯
}
=
1
8
(
ΓaPa − 1
2
ΓabZab +
1
5!
ΓabcdeZabcde
)
, (7.2)
donde Pa son traslaciones y Zab y Zabcde son cargas centrales. Estas ‘cargas
centrales’ son en realidad tensores de Lorentz, como muestran las relaciones
de conmutacio´n [
Jab,Zcd
]
= δabfecdZ
e
f , (7.3)[
Jab,Zc1···c5
]
=
1
4!
δabe1···e4dc1···c5 Z
d
e1···e4. (7.4)
El calificativo de ‘maximal’ dado a M se justifica mediante el siguiente
argumento. Un spinor de Dirac en d = 11 tiene 32 componentes. El anticon-
mutador entre dos generadores fermio´nicos tiene la forma1
{
Q¯α, Q¯β
}
= 2Pαβ,
donde Pαβ es una matriz sime´trica de 32 × 32. Esto significa que puede ser
expandida en la base de las matrices de Dirac (ver Ape´ndice D.3), usando
so´lo aquellas que son sime´tricas: Γa, Γab y Γabcde. La expansio´n de Pαβ es
precisamente lo que se muestra en el lado derecho de la ec. (7.2). Las compo-
nentes de Pαβ deben ser tensores de Lorentz por consistencia, pero aparte de
esto deben ser abelianos para reproducir el comportamiento de Pa en d = 4.
La lista completa con todas las relaciones de (anti)conmutacio´n del a´lge-
bra M aparece en el cuadro 6.4 (pa´g. 88).
Con 583 generadores boso´nicos (11 traslaciones Pa, 55 rotaciones de Lo-
rentz Jab, 55 componentes de la carga central Zab y 462 de la carga cen-
tral Zabcde), el a´lgebra M puede ser considerada como una expansio´n del
a´lgebra ortosimple´ctica osp (32|1), que posee so´lo 528 (ver cap´ıtulo 6 y las
Refs. [25, 43]).
Esta relacio´n entre a´lgebras es esencial para escribir un lagrangeano, pues
nos permite extraer un tensor invariante para M a partir de un tensor inva-
riante para osp (32|1).
1El factor de 2 es puramente convencional.
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7.2. El Tensor Invariante
7.2.1. Relacio´n entre tensores invariantes para dos a´l-
gebras
Como se explica en detalle en la seccio´n 6.4.2, el a´lgebra M corresponde
a una S
(2)
E -expansio´n de osp (32|1), donde S(2)E es el semigrupo de elementos
S
(2)
E = {λ0, λ1, λ2, λ3}, con el producto (ver def. 6.7)
λαλβ =
{
λα+β, cuando α + β ≤ 2
λ3, cuando α + β ≥ 3 . (7.5)
La relacio´n entre los generadores de ambas a´lgebras esta´ dada en el cua-
dro 6.3 (pa´g. 87).
De acuerdo al Teorema 6.12 (ver seccio´n 6.5, pa´g. 97), un tensor sime´trico2
invariante para M es encontrado en la expresio´n〈
T(A1,i1) · · ·T(An,in)
〉
= αjK
j
i1···in
〈TA1 · · ·TAn〉 , (7.6)
donde αj, j = 0, 1, 2, son constantes arbitrarias y K
j
i1···in
es el n-selector
para el semigrupo S = S
(2)
E . Este n-selector tiene la forma
K ji1···in = δ
j
i1+···+in
, (7.7)
donde δρσ es la delta de Kronecker. Reemplazando el n-selector (7.7) en (7.6),
encontramos que las u´nicas componentes no nulas del tensor invariante para
el a´lgebra M son
〈Ja1b1 · · ·Ja6b6〉M = α0 〈Ja1b1 · · ·Ja6b6〉osp , (7.8)
〈Ja1b1 · · ·Ja5b5Pc〉M = α2 〈Ja1b1 · · ·Ja5b5Pc〉osp , (7.9)
〈Ja1b1 · · ·Ja5b5Zcd〉M = α2 〈Ja1b1 · · ·Ja5b5Jcd〉osp , (7.10)
〈Ja1b1 · · ·Ja5b5Zc1···c5〉M = α2 〈Ja1b1 · · ·Ja5b5Zc1···c5〉osp , (7.11)〈
QJa1b1 · · ·Ja4b4Q¯
〉
M
= α2
〈
QJa1b1 · · ·Ja4b4Q¯
〉
osp
, (7.12)
2El Teorema 6.12 proporciona un tensor invariante general, no necesariamente sime´tri-
co. Si el tensor invariante del a´lgebra original es adema´s sime´trico, entonces tambie´n lo
sera´ el del a´lgebra S-expandida (o el de su 0S-forzamiento). Esto es una consecuencia
directa de la abelianidad del semigrupo S.
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donde α0 y α2 son constantes arbitrarias.
Es interesante notar que este tensor invariante, au´n teniendo ma´s com-
ponentes no nulas que la supertraza [la cua´l consistir´ıa so´lo de (7.8), ver
seccio´n 6.5], es sin embargo mucho ma´s pequen˜o que aquel para osp (32|1).
Estas es una caracter´ıstica comu´n de las a´lgebras 0S-forzadas, y ejerce una
profunda influencia en la dina´mica producida por la teor´ıa, como veremos en
la seccio´n 7.4.
7.2.2. Tensor Invariante para osp (32|1)
Para obtener un tensor invariante para el a´lgebra M es necesario partir
reconsiderando osp (32|1).
El supergrupo OSp (32|1) es definido como aquel que deja invariante una
me´trica de la forma
G =
[
Cαβ 0
0 1
]
, (7.13)
con α, β = 1, . . . , 32 y Cβα = −Cαβ. El subgrupo que deja invariante la
me´trica antisime´trica Cαβ es Sp (32). El a´lgebra sp (32) consiste de todas
las matrices sime´tricas de 32 × 32, y su rango es 1
2
× 32 × 33 = 528. Una
base para sp (32) es provista por las matrices de Dirac Γa, Γab y Γabcde en
d = 11; todas ellas son sime´tricas (cuando se les baja un ı´ndice con Cαβ; ver
cuadro D.1 en el Ape´ndice D.2), linealmente independientes, y su nu´mero
total es el correcto:
11 +
(
11
2
)
+
(
11
5
)
= 528. (7.14)
Una representacio´n en te´rminos de supermatrices para la supera´lgebra
osp (32|1) es
Pa =
[
1
2
(Γa)
α
β 0
0 0
]
, (7.15)
Jab =
[
1
2
(Γab)
α
β 0
0 0
]
, (7.16)
Zabcde =
[
1
2
(Γabcde)
α
β 0
0 0
]
, (7.17)
Qγ =
[
0 Cγα
δγβ 0
]
. (7.18)
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La supertraza supersimetrizada del producto de seis de estas superma-
trices proporciona un tensor sime´trico invariante de rango apropiado para la
construccio´n de una accio´n transgresora en d = 11.
Para facilitar la supersimetrizacio´n es conveniente ‘amarrar’ los genera-
dores del a´lgebra a para´metros apropiados, i.e. nu´meros reales (conmutantes)
en el caso de los generadores boso´nicos y nu´meros de Grassmann (anticonmu-
tantes) en el caso de los generadores fermio´nicos. Este sencillo truco reduce
el problema de la supersimetrizacio´n al de una simetrizacio´n ordinaria.
Sean A1, . . . , A6 seis supermatrices de la forma
A =
[
Aαβ A
α
Aβ 0
]
. (7.19)
Denotaremos por {A1 · · ·A6} el producto completamente simetrizado de es-
tas seis supermatrices. Este producto puede calcularse usando la fo´rmula
iterativa
{A1} = A1, (7.20)
{A1 · · ·An} = 1
n
n∑
p=1
Ap
{
A1 · · · Aˆp · · ·An
}
, (7.21)
donde la notacio´n Aˆp indica que la matriz Ap debe ser omitida.
La supertraza supersimetrizada 〈A1 · · ·A6〉 corresponde entonces a la su-
pertraza del producto completamente simetrizado {A1 · · ·A6}:
〈A1 · · ·A6〉 = STr {A1 · · ·A6} . (7.22)
Cuando las seis matrices A1, . . . , A6 son boso´nicas, la supertraza se reduce
trivialmente a la traza3
〈A1 · · ·A6〉 = Tr {A1 · · ·A6} . (7.23)
En este caso, la propiedad c´ıclica de la traza puede ser usada para simplificar
ligeramente esta expresio´n:
〈A1 · · ·A6〉 = Tr ({A1 · · ·A5}A6) . (7.24)
3Nos referimos aqu´ı, por supuesto, a la traza del bloque superior izquierdo de la super-
matriz. La notacio´n es un tanto inexacta, pero confiamos en que no produce confusio´n.
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Cuando dos de las matrices son fermio´nicas, A5 = χ = χ¯αQ
α, A6 =
ζ = ζ¯αQ
α, entonces es posible demostrar [usando (7.21)] que la supertraza
supersimetrizada puede calcularse a partir de la expresio´n
〈χζA1 · · ·A4〉 = −2
5
χ¯ {A1 · · ·A4} ζ. (7.25)
Los dos casos considerados cubren todas las posibilidades que necesitamos
de acuerdo a las ecs. (7.8)–(7.12). De estas ecuaciones resulta tambie´n claro
que es necesario calcular el producto simetrizado de hasta cinco matrices
boso´nicas de la forma A = AabΓab.
Ocupando la ec. (7.21) y la fo´rmula (D.28) para el producto de matrices
de Dirac contra´ıdas con tensores arbitrarios es posible calcular los siguientes
productos simetrizados (con Ak = A
ab
k Γab):
{A1A2} = 2Tr (A1A2)1+ A1A2Γ[4], (7.26)
{A1A2A3} =
∑
〈ijk〉
(
Tr (AiAj)Ak − 4
3
[AiAjAk]
)
Γ[2] + A1A2A3Γ[6], (7.27)
{A1 · · ·A4} =
∑
〈ijkl〉
(
1
2
Tr (AiAj) Tr (AkAl)− 2
3
Tr (AiAjAkAl)
)
1+
+
∑
〈ijkl〉
(
1
2
Tr (AiAj)AkAl − 4
3
Ai [AjAkAl]
)
Γ[4]+
+ (A1 · · ·A4) Γ[8], (7.28)
{A1 · · ·A5} =
∑
〈ijklm〉
(
1
2
Tr (AiAj) Tr (AkAl)Am − 2
3
Tr (AiAjAkAl)Am+
−4
3
Tr (AiAj) [AkAlAm] +
32
15
[AiAjAkAlAm]
)
Γ[2]+
+
∑
〈ijklm〉
(
1
6
Tr (AiAj)AkAlAm − 2
3
AiAj [AkAlAm]
)
Γ[6]+
+ (A1 · · ·A5) Γ[10]. (7.29)
7.2. EL TENSOR INVARIANTE 107
Para simplificar la escritura de las ecs. (7.26)–(7.29) hemos omitido todos
los ı´ndices de Lorentz, los cuales esta´n contra´ıdos en orden cano´nico (i.e.
AiAjΓ[4] = A
ab
i A
cd
j Γabcd), y hemos introducido las abreviaciones
Tr (Ai1 · · ·Ain) = (Ai1)c1c2 (Ai1)c2c3 · · · (Ain)cnc1 , (7.30)
[Ai1 · · ·Ain]ab = (Ai1)ac1 (Ai2)c1c2 · · · (Ain)cn−1b . (7.31)
El s´ımbolo 〈i1 · · · in〉 usado en las sumatorias indica que debe sumarse sobre
i1, . . . , in = 1, . . . , n, con la restriccio´n de que todos los ik sean distintos. Esto
representa una manera sencilla de implementar la simetrizacio´n en i1 · · · in.
Usando los productos simetrizados (7.26)–(7.29) y las propiedades de las
matrices de Dirac en d = 11 (ver Ape´ndice D) uno obtiene las siguientes
componentes del tensor invariante para la supera´lgebra osp (32|1):〈
J5P
〉
osp
=
1
2
εa1···a11L
a1a2
1 · · ·La9a105 Ba111 , (7.32)
〈
J6
〉
osp
=
1
3
∑
〈i1···i6〉
[
1
4
Tr (Li1Li2) Tr (Li3Li4) Tr (Li5Li6)+
−Tr (Li1Li2Li3Li4)Tr (Li5Li6) +
16
15
Tr (Li1Li2Li3Li4Li5Li6)
]
,
(7.33)
〈
J5Z
〉
osp
=
1
3
εa1···a11
∑
〈i1···i5〉
[
−5
4
La1a2i1 · · ·La7a8i4 (Li5)bcBbca9a10a115 +
+ 10La1a2i1 L
a3a4
i2
La5a6i3 (Li4)
a7
b (Li5)
a8
cB
bca9a10a11
5 +
+
1
4
La1a2i1 L
a3a4
i2
La5a6i3 B
a7···a11
5 Tr (Li4Li5)+
−La1a2i1 La3a4i2 [Li3Li4Li5 ]a5a6 Ba7···a115
]
, (7.34)
〈
QJ4Q¯
〉
osp
=− 1
240
εa1···a8abcL
a1a2
1 · · ·La7a84
(
χ¯Γabcζ
)
+
+
1
60
∑
〈i1···i4〉
[
3
4
Tr (Li1Li2)L
a1a2
i3
La3a4i4 (χ¯Γa1···a4ζ)+
− 2La1a2i1 [Li2Li3Li4 ]a3a4 (χ¯Γa1···a4ζ)+
+
3
4
Tr (Li1Li2)Tr (Li3Li4) χ¯ζ − Tr (Li1Li2Li3Li4) χ¯ζ
]
, (7.35)
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donde, para hacer ma´s llevadera la vida, hemos introducido las abreviaciones
〈
J5P
〉
osp
= La1b11 · · ·La5b55 Bc1 〈Ja1b1 · · ·Ja5b5Pc〉osp , (7.36)〈
J6
〉
osp
= La1b11 · · ·La6b66 〈Ja1b1 · · ·Ja6b6〉osp , (7.37)〈
J5Z
〉
osp
= La1b11 · · ·La5b55 Bc1···c55 〈Ja1b1 · · ·Ja5b5Zc1···c5〉osp , (7.38)〈
QJ4Q¯
〉
osp
= La1b11 · · ·La4b44 χ¯αζβ
〈
QαJa1b1 · · ·Ja4b4Q¯β
〉
osp
. (7.39)
Aqu´ı Labi son tensores de Lorentz antisime´tricos en ab, en tanto que χ y ζ
son spinores de Majorana.
7.2.3. Tensor Invariante para el a´lgebra M
A partir de las componentes (7.36)–(7.39) del tensor invariante para
osp (32|1) resulta directo escribir las componentes no nulas del tensor inva-
riante inducido para el a´lgebra M. Recurriendo a (7.8)–(7.12), encontramos
〈
J6
〉
M
=
1
3
α0
∑
〈i1···i6〉
[
1
4
Tr (Li1Li2)Tr (Li3Li4) Tr (Li5Li6)+
−Tr (Li1Li2Li3Li4) Tr (Li5Li6) +
16
15
Tr (Li1Li2Li3Li4Li5Li6)
]
,
(7.40)
〈
J5P
〉
M
=
1
2
α2εa1···a11L
a1a2
1 · · ·La9a105 Ba111 , (7.41)
〈
J5Z2
〉
M
=α2
∑
〈i1···i5〉
[
1
2
Tr (Li1Li2)Tr (Li3Li4) Tr (Li5B2) +
− 4
3
Tr (Li1Li2) Tr (Li3Li4Li5B2) +
− 2
3
Tr (Li1Li2Li3Li4) Tr (Li5B2) +
+
32
15
Tr (Li1Li2Li3Li4Li5B2)
]
, (7.42)
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〈
J5Z5
〉
M
=
1
3
α2εa1···a11
∑
〈i1···i5〉
[
−5
4
La1a2i1 · · ·La7a8i4 (Li5)bcBbca9a10a115 +
+ 10La1a2i1 L
a3a4
i2
La5a6i3 (Li4)
a7
b (Li5)
a8
cB
bca9a10a11
5 +
+
1
4
Tr (Li1Li2)L
a1a2
i3
La3a4i4 L
a5a6
i5
Ba7···a115 +
−La1a2i1 La3a4i2 [Li3Li4Li5 ]a5a6 Ba7···a115
]
, (7.43)
〈
QJ4Q¯
〉
M
=− α2
240
εa1···a8abcL
a1a2
1 · · ·La7a84
(
χ¯Γabcζ
)
+
+
α2
60
∑
〈i1···i4〉
[
3
4
Tr (Li1Li2)L
a1a2
i3
La3a4i4 (χ¯Γa1···a4ζ)+
− 2La1a2i1 [Li2Li3Li4 ]a3a4 (χ¯Γa1···a4ζ)+
+
3
4
Tr (Li1Li2) Tr (Li3Li4) χ¯ζ − Tr (Li1Li2Li3Li4) χ¯ζ
]
, (7.44)
donde las abreviaciones correspondientes son ahora〈
J6
〉
M
= La1b11 · · ·La6b66 〈Ja1b1 · · ·Ja6b6〉M , (7.45)〈
J5P
〉
M
= La1b11 · · ·La5b55 Bc1 〈Ja1b1 · · ·Ja5b5Pc〉M , (7.46)〈
J5Z2
〉
M
= La1b11 · · ·La5b55 Bcd2 〈Ja1b1 · · ·Ja65b5Zcd〉M , (7.47)〈
J5Z5
〉
M
= La1b11 · · ·La5b55 Bc1···c55 〈Ja1b1 · · ·Ja5b5Zc1···c5〉M , (7.48)〈
QJ4Q¯
〉
M
= La1b11 · · ·La4b44 χ¯αζβ
〈
QαJa1b1 · · ·Ja4b4Q¯β
〉
M
. (7.49)
En la seccio´n 7.3 construimos una accio´n transgresora para el a´lgebra M
usando el tensor invariante (7.40)–(7.44).
7.2.4. Relajando Constantes de Acoplamiento
El tensor invariante para el a´lgebra M expuesto en las ecs. (7.40)–(7.44)
fue calculado a partir de la supertraza supersimetrizada del producto de
seis generadores de osp (32|1). En particular, hemos utilizado matrices de
Dirac en d = 11 para representar el sector boso´nico, de manera que las
componentes puramente boso´nicas del tensor invariante corresponden a su
traza simetrizada.
Es posible obtener nuevos tensores invariantes considerando productos
simetrizados de trazas, como en la expresio´n 〈F p〉 〈F n−p〉. Para barrer todas
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las posibilidades uno debe considerar las particiones de seis (que es el orden
deseado para el tensor invariante). Un ana´lisis sencillo muestra que, aparte
de la particio´n 6 = 6 ya considerada, los u´nicos otros casos que hacen una
contribucio´n no nula son 6 = 4+ 2 y 6 = 2+2+2. De este modo, nos vemos
conminados a considerar la combinacio´n lineal
〈· · · 〉′M = 〈· · · 〉6=6 + β4+2 〈· · · 〉6=4+2 + β2+2+2 〈· · · 〉6=2+2+2 , (7.50)
donde β4+2 y β2+2+2 son nuevas constantes arbitrarias (el coeficiente en frente
de 〈· · · 〉6=6 puede ser normalizado a 1 sin pe´rdida de generalidad).
El sorprendente resultado de realizar este ejercicio es que ningu´n te´rmino
nuevo aparece en el tensor invariante; en vez de eso, la estructura r´ıgida en-
contrada en (7.40)–(7.44) se ve relajada a otra que toma en cuenta las nuevas
constantes de acoplamiento β4+2 y β2+2+2. Manipulando estas constantes uno
encuentra que hay distintos sectores que son por s´ı mismos invariantes bajo
M, de modo que es perfectamente razonable asociarlos con acoplamientos
diferentes.
El nuevo tensor invariante tiene la forma
〈
J6
〉′
M
=
1
3
α0
∑
〈i1···i6〉
[
1
4
γ5Tr (Li1Li2) Tr (Li3Li4)Tr (Li5Li6) +
−κ15 Tr (Li1Li2Li3Li4)Tr (Li5Li6) +
16
15
Tr (Li1Li2Li3Li4Li5Li6)
]
,
(7.51)
〈
J5P
〉′
M
=
1
2
α2εa1···a11L
a1a2
1 · · ·La9a105 Ba111 , (7.52)
〈
J5Z2
〉′
M
=α2
∑
〈i1···i5〉
[
1
2
γ5Tr (Li1Li2)Tr (Li3Li4) Tr (Li5B2) +
− 4
3
κ15 Tr (Li1Li2)Tr (Li3Li4Li5B2) +
− 2
3
κ15 Tr (Li1Li2Li3Li4) Tr (Li5B2) +
+
32
15
Tr (Li1Li2Li3Li4Li5B2)
]
, (7.53)
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〈
J5Z5
〉′
M
=
1
3
α2εa1···a11
∑
〈i1···i5〉
[
−5
4
La1a2i1 · · ·La7a8i4 (Li5)bcBbca9a10a115 +
+ 10La1a2i1 L
a3a4
i2
La5a6i3 (Li4)
a7
b (Li5)
a8
cB
bca9a10a11
5 +
+
1
4
κ15Tr (Li1Li2)L
a1a2
i3
La3a4i4 L
a5a6
i5
Ba7···a115 +
−La1a2i1 La3a4i2 [Li3Li4Li5 ]a5a6 Ba7···a115
]
, (7.54)
〈
QJ4Q¯
〉′
M
=− α2
240
εa1···a8abcL
a1a2
1 · · ·La7a84
(
χ¯Γabcζ
)
+
+
α2
60
∑
〈i1···i4〉
{
3
4
κ9Tr (Li1Li2)L
a1a2
i3
La3a4i4 (χ¯Γa1···a4ζ)+
− 2La1a2i1 [Li2Li3Li4 ]a3a4 (χ¯Γa1···a4ζ)+
+
3
4
(5γ9 − 4)Tr (Li1Li2) Tr (Li3Li4) χ¯ζ+
−κ3 Tr (Li1Li2Li3Li4) χ¯ζ} , (7.55)
donde hemos utilizado las mismas abreviaciones que en la seccio´n 7.2.3
[cf. ecs. (7.45)–(7.49)].
Las constantes κn y γn que aparecen en (7.51)–(7.55) no constituyen,
como pudiera parecer a simple vista, una secuencia infinita de constantes de
acoplamiento arbitrarias, sino que pueden ser expresadas en te´rminos de β4+2
y β2+2+2 (que s´ı son constantes de acoplamiento arbitrarias) en la forma
4
κn = 1 +
1
n
β4+2Tr (1) , (7.56)
γn = κn +
1
15
β2+2+2 [Tr (1)]
2 . (7.57)
Las relaciones inversas son
β4+2 =
1
Tr (1)
n (κn − 1) , (7.58)
β2+2+2 =
15
[Tr (1)]2
(γn − κn) . (7.59)
4Aqu´ı 1 denota la matriz identidad de 32× 32, de donde Tr (1) = 32.
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Una manera equivalente de plantear el problema es olvidar las constantes
de acoplamiento originales β4+2 y β2+2+2 y exigir que las nuevas constantes
κn y γn satisfagan las relaciones
κm = 1 +
n
m
(κn − 1) , (7.60)
γm = γn +
( n
m
− 1
)
(κn − 1) . (7.61)
En este enfoque, uno puede fijar el valor de una constante de la familia κ y
una constante de la familia γ; el valor de todas las dema´s queda un´ıvocamente
determinado a partir de (7.60)–(7.61).
Vale la pena notar tambie´n que
β4+2 = 0 ⇔ κn = 1, (7.62)
β2+2+2 = 0 ⇔ γn = κn. (7.63)
El efecto de este nuevo tensor invariante en la teor´ıa de gauge para M
que describimos en este cap´ıtulo concierne la forma espec´ıfica de ciertos ten-
sores usados para escribir el lagrangeano y las ecuaciones de movimiento
[cf. ecs. (7.121)–(7.124) y (7.144)–(7.148)]. La estructura general de la teor´ıa
no es modificada.
7.3. La Accio´n
El lagrangeano invariante de gauge que utilizamos corresponde a una
forma de transgresio´n para las conexiones (valuadas en M) A y A¯,
A = ω + e+ b2 + b5 + ψ¯, (7.64)
A¯ = ω¯ + e¯+ b¯2 + b¯5 + χ¯. (7.65)
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Cada te´rmino en los que han sido descompuestas A y A¯ hace referencia a
un subespacio distinto de M. En concreto,
ω =
1
2
ωabJab, (7.66)
e =
1
ℓ
eaPa, (7.67)
b2 =
1
2
bab2 Zab, (7.68)
b5 =
1
5!
babcde5 Zabcde, (7.69)
ψ¯ = ψ¯αQ
α, (7.70)
y de modo similar para A¯. Como es usual, identificamos ea y ωab con el viel-
bein y la conexio´n de spin en una formulacio´n de primer orden de gravedad.
Los campos boso´nicos bab2 y b
abcde
5 son requeridos por el a´lgebra, y no tienen
ana´logo en d = 4. Por u´ltimo, ψ es un spinor de Majorana de 32 componen-
tes. Es importante recalcar que todos estos campos son componentes de una
conexio´n de gauge valuada en M. Las transformaciones de gauge para estos
campos son deducidas de la ley general para una conexio´n, ec. (2.9).
La curvatura F = dA+A2 asociada a A tiene la forma
F = R+ FP + F2 + F5 +Dωψ¯, (7.71)
donde, al igual que con A, cada te´rmino hace referencia a un subespacio
distinto:
R =
1
2
RabJab, (7.72)
FP =
(
1
ℓ
T a +
1
16
ψ¯Γaψ
)
Pa, (7.73)
F2 =
1
2
(
Dωb
ab − 1
16
ψ¯Γabψ
)
Zab, (7.74)
F5 =
1
5!
(
Dωb
a1···a5 +
1
16
ψ¯Γa1···a5ψ
)
Za1···a5 , (7.75)
Dωψ¯ = Dωψ¯Q. (7.76)
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La derivada covariante de Lorentz de un spinor tiene la forma usual,
Dωψ = dψ +
1
4
ωabΓabψ, (7.77)
Dωψ¯ = dψ¯ − 1
4
ωabψ¯Γab. (7.78)
7.3.1. Simetr´ıas
La accio´n transgresora es invariante bajo las transformaciones de gauge
infinitesimales [cf. ecs. (3.16)–(3.17)]
δgaugeA = −Dλ, (7.79)
δgaugeA¯ = −D¯λ, (7.80)
donde
λ =
1
2
λabJab +
1
ℓ
κaPa +
1
2
κabZab +
1
5!
κabcdeZabcde + ε¯Q (7.81)
es una 0-forma valuada en M.
En esta seccio´n escribimos expl´ıcitamente la variacio´n de cada una de las
componentes de la conexio´n (7.64) bajo transformaciones de gauge generadas
por los distintos elementos del a´lgebra M.
Traslaciones: λ = (1/ℓ)κaPa,
δea = −Dωκa, (7.82)
δbab2 = 0, (7.83)
δbabcde5 = 0, (7.84)
δωab = 0, (7.85)
δψ = 0. (7.86)
Z2: λ = (1/2)κ
abZab,
δea = 0, (7.87)
δbab2 = −Dωκab, (7.88)
δbabcde5 = 0, (7.89)
δωab = 0, (7.90)
δψ = 0. (7.91)
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Z5: λ = (1/5!)κ
abcdeZabcde,
δea = 0, (7.92)
δbab2 = 0, (7.93)
δbabcde5 = −Dωκabcde, (7.94)
δωab = 0, (7.95)
δψ = 0. (7.96)
Rotaciones de Lorentz5: λ = (1/2)λabJab,
δea = λabe
b, (7.97)
δbab2 = −2λ[acbb]c2 , (7.98)
δbabcde5 = 5λ
[a
fb
bcde]f
5 , (7.99)
δωab = −Dωλab, (7.100)
δψ =
1
4
λabΓabψ. (7.101)
Supersimetr´ıa: λ = ε¯Q,
δea =
ℓ
8
ε¯Γaψ, (7.102)
δbab2 = −
1
8
ε¯Γabψ, (7.103)
δbabcde5 =
1
8
ε¯Γabcdeψ, (7.104)
δωab = 0, (7.105)
δψ = −Dωε. (7.106)
En su simplicidad, estas leyes de transformacio´n muestran de manera
transparente el rol de las distintas componentes de A. Todos los campos son
campos de gauge y tensores (o spinores) de Lorentz. Las transformaciones
de supersimetr´ıa actu´an del modo usual sobre ea, bab2 y b
abcde
5 , en tanto que
dejan invariante la conexio´n de spin ωab.
5La ley de transformacio´n general para un tensor completamente antisime´trico de p
ı´ndices es δb
a1···ap
p = (−1)p+1 pλ[a1cb
a2···ap]c
p .
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Debe destacarse que la accio´n es completamente invariante bajo estas
transformaciones, sin que sea necesario recurrir a campos auxiliares. El a´lge-
bra satisfecha por estas transformaciones es, por construccio´n, el a´lgebra M,
la cual se cierra sin necesidad de usar las ecuaciones de movimiento. Estas
caracter´ısticas son consecuencia directa de la eleccio´n del lagrangeano como
una forma de transgresio´n.
7.3.2. El Lagrangeano
El lagrangeano invariante para M puede escribirse como6
L
(11)
M
(
A, A¯
)
= Q(11)
A←A¯
, (7.107)
donde Q(11)
A←A¯
es una forma de transgresio´n. Para obtener una versio´n ma´s
expl´ıcita de este lagrangeano usamos el me´todo de separacio´n en subespacios
desarrollado en el cap´ıtulo 4. Como primer paso, introducimos la conexio´n
intermedia A˜ = ω¯. Esto nos permite separar el lagrangeano (7.107) en la
forma
L
(11)
M
(
A, A¯
)
= Q(11)A←ω¯ +Q(11)ω¯←A¯ + dQ
(10)
A←ω¯←A¯
. (7.108)
La transgresio´n Q(11)A←ω¯ puede ser separada a su vez a trave´s de la conexio´n
intermedia A˜ = ω:
Q(11)A←ω¯ = Q(11)A←ω +Q(11)ω←ω¯ + dQ(10)A←ω←ω¯. (7.109)
Estas dos iteraciones del me´todo nos conducen a la siguiente expresio´n para
el lagrangeano:
L
(11)
M
(
A, A¯
)
= Q(11)A←ω −Q(11)A¯←ω¯ +Q
(11)
ω←ω¯ + dB(10)M , (7.110)
con
B(10)M = Q(10)A←ω←ω¯ +Q(10)A←ω¯←A¯. (7.111)
Los dos primeros te´rminos en (7.110) tienen exactamente la misma for-
ma (con los reemplazos evidentes), de modo que basta con concentrarse en
analizar uno de ellos. Ma´s adelante mostraremos que el tercer te´rmino carece
6La constante adimensional k usualmente escrita frente a una forma de transgresio´n
cuando ella es utilizada como lagrangeano [ver, e.g., ec. (3.13)] ha sido absorbida aqu´ı en
las constantes α0 y α2 del tensor invariante (7.40)–(7.44).
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de relacio´n con los dos primeros; en particular, es posible anularlo sin afec-
tar al resto. El te´rmino de borde (7.111) puede ser escrito de manera ma´s
expl´ıcita volviendo a la ec. (4.53) y sustituyendo las conexiones y las cur-
vaturas correspondientes. El resultado, sin embargo, no es particularmente
inspirador y, dado que su forma expl´ıcita no es necesaria para escribir las
condiciones de borde, no nos ocuparemos ma´s de e´l.
Examinemos ahora la transgresio´n Q(11)A←ω. El me´todo de separacio´n en
subespacios introducido en el cap´ıtulo 4 puede volver a ser usado para obtener
una expresio´n cerrada para ella. Con este objetivo introducimos el siguiente
conjunto de conexiones intermedias:
A0 = ω, (7.112)
A1 = ω + e, (7.113)
A2 = ω + e+ b2, (7.114)
A3 = ω + e+ b2 + b5, (7.115)
A4 = ω + e+ b2 + b5 + ψ¯. (7.116)
La identidad triangular (4.52) nos permite separar la transgresio´n Q(11)A4←A0
de acuerdo al patro´n
Q(11)A4←A0 = Q
(11)
A4←A3
+Q(11)A3←A0 + dQ
(10)
A4←A3←A0
, (7.117)
Q(11)A3←A0 = Q
(11)
A3←A2
+Q(11)A2←A0 + dQ
(10)
A3←A2←A0
, (7.118)
Q(11)A2←A0 = Q
(11)
A2←A1
+Q(11)A1←A0 + dQ
(10)
A2←A1←A0
. (7.119)
Evaluando expl´ıcitamente cada uno de los te´rminos en (7.117)–(7.119)
uno encuentra el lagrangeano
Q(11)A4←A0 = 6
[
Hae
a +
1
2
Habb
ab
2 +
1
5!
Habcdeb
abcde
5 −
5
2
ψ¯RDωψ
]
. (7.120)
Los tres te´rminos de borde presentes en (7.117)–(7.119) se anulan ide´nti-
camente; esto es una consecuencia de la forma particular del tensor invariante
escogido [cf. ecs. (7.8)–(7.12)].
Los tensores Ha, Hab, Habcde y R que aparecen en (7.117)–(7.119) esta´n
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definidos mediante las expresiones
Ha ≡
〈
R5Pa
〉
M
, (7.121)
Hab ≡
〈
R5Zab
〉
M
, (7.122)
Habcde ≡
〈
R5Zabcde
〉
M
, (7.123)
Rαβ ≡
〈
QαR4Q¯β
〉
M
, (7.124)
donde R = (1/2)RabJab es la curvatura de Lorentz. Versiones expl´ıcitas
de (7.121)–(7.124) pueden ser obtenidas sin demasiada dificultad recurriendo
al tensor invariante (7.8)–(7.12). Efectuando los reemplazos correspondientes,
encontramos
Ha =
α2
64
R(5)a , (7.125)
Hab =α2
[
5
2
(
R4 − 3
4
R2R2
)
Rab + 5R
2R3ab − 8R5ab
]
, (7.126)
Habcde =− 5
16
α2
[
5R[abR
(4)
cde] − 40Rf [aRgbR(3)cde]fg+
−R2R(3)abcde + 4R(2)abcdefg
(
R3
)fg]
, (7.127)
R =− α2
40
{(
R4 − 3
4
R2R2
)
1 +
1
96
R
(4)
abcΓ
abc+
−3
4
[
R2Rab − 8
3
(
R3
)ab]
RcdΓabcd
}
. (7.128)
Aqu´ı hemos usado las abreviaciones7
Rn = Ra1a2 · · ·Rana1 , (7.129)
Rnab = Rac1R
c1
c2
· · ·Rcn−1b, (7.130)
R(n)a1···ad−2n = εa1···ad−2nb1···b2nR
b1b2 · · ·Rb2n−1b2n . (7.131)
En la seccio´n 7.4 comentamos acerca de la dina´mica producida por este
lagrangeano; por ahora, notamos que en e´l no aparece ninguna derivada de
ea, bab2 o´ b
abcde
5 . Esto es una consecuencia del tensor invariante utilizado (y, a
la vez, del 0S-forzamiento), el cual no contiene componentes no nulas de la
forma 〈J3PZ2〉, etc.
7La antisimetr´ıa de Rab implica que la traza del producto de un nu´mero impar de
curvaturas de Lorentz se anula: R2n+1 = 0.
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La u´ltima contribucio´n al lagrangeano (7.110) proviene del te´rmino ‘es-
pecular’ Q(11)ω←ω¯. Recurriendo a la definicio´n de forma de transgresio´n y a la
forma del tensor invariante para M, resulta directo escribir la expresio´n
Q(11)ω←ω¯ = 3
∫ 1
0
dtθabLab (t) , (7.132)
donde
Lab (t) =
〈
R5tJab
〉
M
, (7.133)
Rt =
1
2
Rabt Jab, (7.134)
Rabt = R¯
ab + tDω¯θ
ab + t2θacθ
cb. (7.135)
Una versio´n expl´ıcita de Lab (t), obtenida sustituyendo las componentes re-
levantes del tensor invariante en (7.132), es
Lab (t) = α0
[
5
2
(
R4t −
3
4
R2tR
2
t
)
(Rt)ab + 5R
2
t
(
R3t
)
ab
− 8 (R5t )ab
]
. (7.136)
Como se observa en (7.136), Q(11)ω←ω¯ es proporcional a α0, a diferencia de
todos los dema´s te´rminos, que son proporcionales a α2. Esto es una conse-
cuencia directa de la eleccio´n de tensor invariante. Siendo el u´nico sector del
lagrangeano no relacionado con α2, puede ser omitido simplemente escogien-
do α0 = 0. Esta independencia tambie´n significa que Q(11)ω←ω¯ es por s´ı solo
invariante bajo el a´lgebra M. Esto esta´ relacionado con el hecho que este
te´rmino corresponde a la u´nica componente del lagrangeano que sobrevive
cuando se ocupa directamente la supertraza del a´lgebra M para construir el
tensor invariante.
A causa de su forma, Q(11)ω←ω¯ aparentemente contiene un te´rmino de inter-
accio´n entre ω y ω¯ no confinado al borde del espacio-tiempo. Esto no es ma´s
que una ilusio´n; para visualizarlo, basta con usar la identidad triangular con
A˜ = 0,
Q(11)ω←ω¯ = Q(11)ω←0 −Q(11)ω¯←0 + dQ(10)ω←A3←ω¯. (7.137)
Aqu´ı Q(11)ω←0 y Q(11)ω¯←0 corresponden a dos lagrangeanos de CS independientes
de ‘gravedad exo´tica’, mientras que Q(10)ω←A3←ω¯ es el te´rmino de borde que
contiene toda la interaccio´n entre ω y ω¯.
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7.4. La Dina´mica
En esta seccio´n estudiamos las ecuaciones de movimiento para el lagran-
geano (7.107), comentando brevemente acerca del problema del vac´ıo.
7.4.1. Ecuaciones de movimiento
Las ecuaciones de movimiento para A y A¯ son completamente ana´logas
[cf. ecs. (3.37)–(3.38)], por lo cual en esta seccio´n sera´n presentadas so´lo para
A. La forma general de las ecuaciones de movimiento para A es
〈
F 5GA
〉
M
= 0, (7.138)
donde {GA} = {Pa,Zab,Zabcde,Jab,Q} es una base para M, 〈· · · 〉M es el
tensor sime´trico invariante (7.41)–(7.44) y F es la curvatura (7.71).
Las ecuaciones de movimiento asociadas a las variaciones de ea, bab2 , b
abcde
5
y ψ esta´n dadas por
Ha = 0, (7.139)
Hab = 0, (7.140)
Habcde = 0, (7.141)
RDωψ = 0. (7.142)
Las expresiones expl´ıcitas para Ha, Hab, Habcde y R se encuentran en las
ecs. (7.125)–(7.128). Estas ecuaciones de movimiento pueden deducirse fa´cil-
mente de la forma del trozo correspondiente del lagrangeano, ec. (7.120).
La ecuacio´n de movimiento asociada a la variacio´n de ωab es ma´s compli-
cada, y puede ser escrita en la forma
Lab − 10
(
Dωψ¯
)Zab (Dωψ) + 5Habc(T c + 1
16
ψ¯Γcψ
)
+
+
5
2
Habcd
(
Dωb
cd − 1
16
ψ¯Γcdψ
)
+
1
24
Habc1···c5
(
Dωb
c1···c5 +
1
16
ψ¯Γc1···c5ψ
)
= 0,
(7.143)
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donde hemos definido
Lab ≡
〈
R5Jab
〉
M
, (7.144)
(Zab)αβ ≡
〈
QαR3JabQ¯β
〉
M
, (7.145)
Habc ≡
〈
R4JabPc
〉
M
, (7.146)
Habcd ≡
〈
R4JabZcd
〉
M
, (7.147)
Habcdefg ≡
〈
R4JabZcdefg
〉
M
. (7.148)
Estos tensores satisfacen las identidades
Hc =
1
2
RabHabc, (7.149)
Hcd =
1
2
RabHabcd, (7.150)
Hcdefg =
1
2
RabHabcdefg, (7.151)
Rαβ =
1
2
Rab (Zab)αβ . (7.152)
Versiones expl´ıcitas para (7.144)–(7.148) pueden ser obtenidas recurrien-
do a las componentes relevantes del tensor invariante (7.41)–(7.44). El resul-
tado es
Lab = α0
[
5
2
(
R4 − 3
4
R2R2
)
Rab + 5R
2R3ab − 8R5ab
]
, (7.153)
Zab =α2
40
{
2
(
R3ab −
3
4
R2Rab
)
1− 1
48
R
(3)
abcdeΓ
cde+
− 3
4
(
RabR
cd − 1
2
R2δcdab
)
RefΓcdef+
−
[
δcgabRghR
hdRef −RcaRdbRef +
1
2
δefab
(
R3
)cd]
Γcdef
)
, (7.154)
Habc =
α2
32
R
(4)
abc, (7.155)
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Habcd =α2δ
ef
ab δ
gh
cd
[
3
4
R2RefRgh −R3efRgh − RefR3gh+
− 4
5
(
RehR
3
fg +R
3
ehRfg − R2ehR2fg
)
+
1
2
R2RehRfg+
+
1
8
η[ef ][gh]
(
R4 − 3
4
R2R2
)
− ηfg
(
R2R2eh −
8
5
R4eh
)]
, (7.156)
Habc1···c5 =
α2
80
δcdefgc1···c5
(
−5
3
R
(3)
abcdeRfg + 10R
(2)
abcdepqR
p
fR
q
g+
− 1
6
RabR
(3)
cdefg +
1
4
R2R
(2)
abcdefg −
2
3
R
(1)
abcdefgpq
(
R3
)pq
+
+
1
3
RpaR
q
bR
(2)
cdefgpq −
1
3
RqaR
(2)
bcdefgpR
p
q +
1
3
RqbR
(2)
acdefgpR
p
q+
−10
3
ηgaR
(3)
bcdepR
p
f +
10
3
ηgbR
(3)
acdepR
p
f −
5
24
η[ab][cd]R
(4)
efg
)
. (7.157)
Al escribir estos tensores hemos utilizado las abreviaciones (7.129)–(7.131).
7.4.2. El Vac´ıo y d = 4
Como primera aplicacio´n de las ecuaciones de movimiento (7.139)–(7.143)
discutimos el problema del vac´ıo. El ansatz que ocupamos en esta seccio´n fue
propuesto por primera vez en las Refs. [34, 35].
Encontrar el vac´ıo ‘verdadero’ para una teor´ıa de campos transgresora
es un problema no trivial muy interesante. El candidato natural es F = 0;
esta configuracio´n satisface las ecuaciones de campo, es estable, sin carga y
completamente invariante de gauge. Sin embargo, cuando la dimensio´n del
espacio-tiempo es d = 2n + 1 ≥ 5, existe un problema: las perturbaciones
de primer orden sobre esta solucio´n son modos cero8, como puede apreciarse
directamente de las ecuaciones de movimiento,
〈F nGA〉 = 0. (7.158)
Esto significa que no hay grados de libertad propagantes locales.
Varias soluciones han sido ofrecidas para este problema. En la Ref. [39],
por ejemplo, se propone acoplar materia a la accio´n de CS por medio de l´ıneas
8Este problema existe tambie´n para las teor´ıas de CS (recordemos que las ecuaciones
de movimiento son ide´nticas).
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de Wilson; esto resulta en perturbaciones no nulas alrededor de la solucio´n
F = 0. Una solucio´n alternativa fue sugerida en las Refs. [34, 35], donde,
sin agregar materia ni modificar la accio´n en modo alguno, se abandona la
solucio´n F = 0 en favor de otra que satisfaga (7.158) como un cero simple, de
manera de permitir que las perturbaciones de propaguen. Una consecuencia
impresionante de este u´ltimo enfoque es que, escogiendo un ansatz apropiado,
uno encuentra una configuracio´n de universo tetradimensional como solucio´n.
En esta seccio´n analizamos como el modelo propuesto en [34, 35] encaja
dentro de esta teor´ıa, que posee un lagrangeano distinto. Tambie´n exploramos
las consecuencias de permitir que la torsio´n 11-dimensional sea distinta de
cero.
Consideremos el ansatz geome´trico M = Xd+1 × S10−d, donde Xd+1 es el
‘producto combado’ (‘warped product ’) de una variedad d-dimensional Md y
R, y S10−d corresponde a una variedad (10− d)-dimensional con curvatura
constante y sin torsio´n. La me´trica para este caso corresponde a la ec. (4.3)
de la Ref. [35],
ds2 = e−2ξ|z|
(
dz2 + g˜
(d)
αβdx
αdxβ
)
+ γ
(10−d)
κλ dy
κdyλ, (7.159)
donde xα son las coordenadas locales en Md, z es una coordenada a lo largo
de R, y yκ son las coordenadas locales en S10−d. So´lo por esta seccio´n usamos
el ı´ndice Z para el espacio tangente de R; a, b, c, . . . para el espacio tangente
de Md e i, j, k, . . . para el espacio tangente de S
10−d.
Las componentes de la curvatura y la torsio´n para este ansatz son
Rab = R˜ab − ξ2e˜ae˜b + 2ξθ (z) (e˜aκb − e˜bκa)− κaκb, (7.160)
RaZ = −2eξ|z|ξδ (z)EZ e˜a − 2ξθ (z) T˜ a +Dω˜κa, (7.161)
T a = κaEZ + e−ξ|z|T˜ a, (7.162)
TZ = −e−ξ|z|κae˜a. (7.163)
Aqu´ı las cantidades del lado izquierdo son las componentes sobre Md×ξR
de la torsio´n y la curvatura de Lorentz. Las cantidades con tilde del lado
derecho, como R˜ab, T˜ a y e˜a, denotan objetos pertenecientes a la variedad
Md. κ
a corresponde a la componente kaZ de la contorsio´n 11-dimensional. La
funcio´n escalo´n de Heaviside y la delta de Dirac son denotadas de manera
usual como θ (z) y δ (z).
A partir de la ecuacio´n de movimiento Ha = 0 [cf. ec. (7.139)] es posible
demostrar, siguiendo los mismos argumentos que en [34, 35], que la u´nica
manera de tener grados de libertad propagantes es imponer d = 4.
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En este caso (d = 4), la ec. Ha = 0 se desdobla en
ξeξ|z|δ (z)EZεabcd
(
R˜ab − ξ2e˜ae˜b
)
e˜c = Td, (7.164)
εabcd
(
R˜ab − ξ2e˜ae˜b
)(
R˜cd − ξ2e˜ce˜d
)
= T , (7.165)
con
Td =2EZeξ|z|ξδ (z) εabcd
(
1
2
κaκb − ξθ (z) (e˜aκb − e˜bκa)) e˜c+
+ εabcd
[
R˜ab − ξ2e˜ae˜b + 2ξθ (z) (e˜aκb − e˜bκa)− κaκb]×
×
(
1
2
Dω˜κ
c − ξθ (z) T˜ c
)
, (7.166)
T =− 4εabcd
(
R˜ab − ξ2e˜ae˜b + ξθ (z) (e˜aκb − e˜bκa)− 1
2
κaκb
)
×
×
(
ξθ (z)
(
e˜cκd − e˜dκc)− 1
2
κcκd
)
. (7.167)
La primera de estas ecuaciones corresponde a las ecuaciones de Einstein,
con soporte limitado a M4. El lado derecho de esta ecuacio´n contiene acopla-
mientos entre gravedad y torsio´n. Au´n imponiendo la torsio´n 4-dimensional
T˜ a igual a cero, las componentes restantes κa se camuflan como una especie
de materia segu´n el punto de vista de un observador 4-dimensional. La se-
gunda ecuacio´n impone relaciones extra entre la geometr´ıa 4-dimensional y
κa.
Las ecuaciones de movimiento (7.140)–(7.141) imponen au´n ma´s restric-
ciones sobre la geometr´ıa.
En contraste, las ecuaciones de movimiento (7.142)–(7.143) relacionan la
geometr´ıa 4-dimensional con κa, los fermiones y las cargas centrales.
De este modo se encuentra que existen demasiadas restricciones sobre
la geometr´ıa como para reproducir Relatividad General en d = 4 (para un
ana´lisis de una situacio´n similar que ocurre en cinco dimensiones, ver la
Ref. [28]).
Existen varias maneras de lidiar con este problema. El exceso de restric-
ciones esta´ relacionado con la eleccio´n de semigrupo hecha al construir el
a´lgebra M y tambie´n al procedimiento de 0S-forzamiento. Escogiendo distin-
tos semigrupos uno podr´ıa estudiar distintas a´lgebras relacionadas con M
pero que careciesen de su rigidez dina´mica.
Cap´ıtulo 8
Conclusiones y Resultados
Principales
En este cap´ıtulo final resumimos los resultados principales obtenidos en
la Tesis.
Las formas de transgresio´n permiten definir teor´ıas de gauge en dimen-
siones impares con un funcional de accio´n completamente invariante bajo
transformaciones de gauge. La conexio´n con los lagrangeanos de CS es anali-
zada en detalle, poniendo e´nfasis en los aspectos relacionados con la pe´rdida
de la invariancia de gauge.
La fo´rmula extendida de la homotop´ıa de Cartan es utilizada como base
para un me´todo de separacio´n en subespacios para lagrangeanos transgre-
sores. El me´todo permite separar un lagrangeano en lagrangeanos parciales
para los distintos subespacios del a´lgebra de gauge. Las identidades involucra-
das, derivadas de la FEHC, son tambie´n de ayuda para clarificar la conexio´n
entre transgresio´n y CS.
Como ejemplo de accio´n transgresora y de aplicacio´n del me´todo de se-
paracio´n en subespacios rederivamos la accio´n finita para gravitacio´n en di-
mensiones impares introducida en [55].
Introducimos un me´todo de expansio´n de a´lgebras de Lie complementario
al presentado por de Azca´rraga, Izquierdo, Pico´n y Varela en [25]. El me´todo
hace uso extensivo de semigrupos abelianos discretos, generalizando de este
modo el proceso de expansio´n en serie ocupado en [25]. Explicamos co´mo
obtener suba´lgebras y lo que hemos llamado ‘a´lgebras forzadas’ a partir de
una a´lgebra S-expandida. Damos teoremas generales que permiten extraer
un tensor invariante para a´lgebras S-expandidas y algunos de sus derivados
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en te´rminos de un tensor invariante para el a´lgebra original.
En el cap´ıtulo 7 ocupamos el me´todo de S-expansio´n para escribir una
accio´n transgresora en d = 11 para el a´lgebra M. Tambie´n hacemos uso del
me´todo de separacio´n en subespacios para encontrar una forma expl´ıcita para
el lagrangeano. Estudiamos brevemente la dina´mica producida por la teor´ıa,
encontrando que la forma del a´lgebra y del tensor invariante conducen a una
geometr´ıa fuertemente constren˜ida. Proponemos algunas alternativas para
mejorar el comportamiento dina´mico basadas en lo aprendido a trave´s del
procedimiento de S-Expansio´n.
El trabajo desarrollado en esta Tesis puede ser ampliado en varias direc-
ciones.
En el marco de las teor´ıas de gauge transgresoras, existen muchos ejem-
plos interesantes, correspondientes a diferentes a´lgebras y tensores invarian-
tes, que pueden ser explorados y utilizados como base para modelos fenome-
nolo´gicos, ya sea de objetos locales como agujeros negros y de gusano, como
de cosmolog´ıa.
La S-Expansio´n probablemente admita una generalizacio´n al caso de un
semigrupo infinito con un nu´mero contable de elementos. Esto permitir´ıa ha-
cer contacto con las a´lgebras de Kac–Moody, de intere´s tanto para matema´ti-
cos como para f´ısicos. Otra generalizacio´n imaginable consiste en admitir la
posibilidad de un conjunto con elementos conmutantes y anticonmutantes
que tome el lugar del semigrupo. Si esta idea resulta factible, proveer´ıa de
un medio de derivar supera´lgebras a partir de a´lgebras de Lie ordinarias.
Ape´ndice A
Notacio´n y Convenciones
La dimensio´n del espacio-tiempo es denotada por d. E´sta es casi siempre
impar, d = 2n+ 1.
I´ndices latinos en mayu´sculas (A,B,C, . . . ) se usan para denotar conjun-
tos de ı´ndices o ı´ndices de conjuntos no especificados; t´ıpicamente, genera-
dores de un a´lgebra de Lie arbitraria.
I´ndices latinos en minu´sculas a partir del comienzo del alfabeto (a, b, c, . . . )
denotan ı´ndices de Lorentz, i.e. ı´ndices del espacio tangente.
I´ndices latinos en minu´sculas a partir de la mitad del alfabeto (i, j, k, . . . )
son usados en multitud de contextos distintos; para las componentes no nulas
de un semigrupo, para contar tensores de Lorentz, etc.
I´ndices griegos a partir del comienzo del alfabeto (α, β, γ, . . . ) son usados
en dos contextos distintos: para las componentes de un semigrupo gene´rico
S y para las componentes de spinores y matrices de Dirac.
I´ndices griegos a partir de la mitad del alfabeto (µ, ν, . . . ) son usados (es-
casamente) para componentes de vectores o tensores en la base coordenada.
Las a´lgebras de Lie tienen nombres en fuente Fraktur: osp (32|1), M,
so (n).
Los objetos valuados en un a´lgebra de Lie son escritos en negrita: A, TA.
El s´ımbolo ∧ utilizado a menudo para denotar el producto entre formas
diferenciales es frecuentemente omitido a lo largo de la Tesis.
La simetrizacio´n y antisimetrizacio´n son realizadas con peso 1, i.e. Z[ab] =
1
2
(Zab − Zba).
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Ape´ndice B
Cargas Conservadas para la
Accio´n Transgresora
B.1. El Teorema de Noether
En este Ape´ndice damos una demostracio´n del Teorema de Noether en el
lenguaje de las formas diferenciales. El objetivo de este Ape´ndice es proveer
de un fundamento coherente para las fo´rmulas usadas para calcular corrien-
tes conservadas para la accio´n transgresora (ver Ape´ndice B.2), as´ı como
clarificar la notacio´n y las convenciones usadas.
Sea L = L (φ) una d-forma lagrangeana para un campo φ arbitrario (por
supuesto, φ representa en general un conjunto de campos). Asumiremos que
este lagrangeano es invariante bajo difeomorfismos y bajo transformaciones
de gauge asociadas a una cierta a´lgebra de Lie.
Bajo una variacio´n infinitesimal arbitraria φ → φ + δφ, el lagrangeano
cambia en
δL = E (φ) δφ+ dΞ (φ, δφ) , (B.1)
donde E (φ) = 0 corresponden a las ecuaciones de movimiento y Ξ es una
(d− 1)-forma que depende de φ y de su variacio´n δφ.
Cuando la variacio´n δφ corresponde a una transformacio´n de gauge, el
lagrangeano variara´ a lo ma´s en una forma exacta,
δgaugeL = dΩ. (B.2)
Esto significa que, cuando las ecuaciones de movimiento E (φ) = 0 son satis-
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fechas, la corriente
⋆Jgauge = Ω− Ξgauge (B.3)
es conservada on-shell, i.e. d ⋆Jgauge = 0. La notacio´n Ξgauge usada en (B.3)
indica que debemos reemplazar en Ξ (φ, δφ) la transformacio´n de gauge co-
rrespondiente a φ, es decir, Ξgauge ≡ Ξ (φ, δgaugeφ). La ec. (B.3) es la base para
el ca´lculo de la corriente de gauge para la accio´n transgresora presentado en
el Ape´ndice B.2.1.
Bajo un difeomorfismo infinitesimal δxµ = ξµ (x), la variacio´n funcional
del lagrangeano puede escribirse en la forma
δdifL = −£ξL
= − (dIξ + Iξd)L
= −dIξL, (B.4)
donde hemos usado la identidad dL = 0. Reemplazando (B.4) en (B.1) encon-
tramos que, cuando las ecuaciones de movimiento E (φ) = 0 son satisfechas,
la corriente
⋆Jdif = −Ξdif − IξL (B.5)
es conservada on-shell, i.e. d ⋆Jdif = 0. La notacio´n Ξdif usada en (B.5)
indica que debemos reemplazar en Ξ (φ, δφ) la accio´n del difeomorfismo sobre
φ, es decir, Ξdif ≡ Ξ (φ, δdifφ). La ec. (B.5) es la base para el ca´lculo de
la corriente de difeomorfismos para la accio´n transgresora presentado en el
Ape´ndice B.2.2.
B.2. Corrientes Conservadas para la Accio´n
Transgresora
En este Ape´ndice presentamos una deduccio´n de las corrientes de Noe-
ther asociadas a transformaciones de gauge y difeomorfismos para la accio´n
transgresora.
Con la notacio´n del Ape´ndice B.1 y la seccio´n 3.2.2, tenemos
Ξ = n (n+ 1) k
∫ 1
0
dt
〈
δAtΘF
n−1
t
〉
. (B.6)
Parte importante del ca´lculo desarrollado en las secciones B.2.1 y B.2.2 con-
siste en particularizar Ξ para los casos de transformaciones de gauge y difeo-
morfismos.
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B.2.1. Corriente de gauge
Como se mostro´ en el Ape´ndice B.1, la corriente de Noether asociada a
transformaciones de gauge tiene la forma general [cf. ec. (B.3)]
⋆Jgauge = Ω− Ξgauge. (B.7)
En el caso particular de la accio´n transgresora (3.13), el primer te´rmino
en (B.7) se anula ide´nticamente (ver seccio´n 3.2.1):
Ω = 0. (B.8)
Para evaluar el segundo te´rmino partimos de la variacio´n de A y A¯ bajo
transformaciones de gauge [cf. ecs. (3.16)–(3.17)],
δgaugeA = −Dλ, (B.9)
δgaugeA¯ = −D¯λ. (B.10)
Reemplazando (B.9) y (B.10) en la definicio´n de At encontramos
δgaugeAt = −Dtλ, (B.11)
donde Dt denota la derivada covariante en la conexio´n At. Sustituyendo
ahora (B.10) en (B.6) hallamos
Ξgauge = −n (n+ 1) k
∫ 1
0
dt
〈
DtλΘF
n−1
t
〉
. (B.12)
Usando la identidad de Bianchi DtFt = 0, la regla de Leibniz para Dt y
la propiedad de invariancia del tensor sime´trico 〈· · · 〉, obtenemos
Ξgauge = −n (n+ 1) kd
∫ 1
0
dt
〈
λΘF n−1t
〉
+ n (n + 1) k
∫ 1
0
dt
〈
λDtΘF
n−1
t
〉
.
(B.13)
Ahora reemplazamos la identidad (d/dt)Ft = DtΘ e integramos por par-
tes en t en el segundo te´rmino para obtener
Ξgauge = −n (n+ 1) kd
∫ 1
0
dt
〈
λΘF n−1t
〉
+(n+ 1) k
∫ 1
0
dt
d
dt
〈λF nt 〉 , (B.14)
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de donde nos vemos conducidos directamente a
Ξgauge = −n (n + 1) kd
∫ 1
0
dt
〈
λΘF n−1t
〉
+ (n+ 1) k
(〈λF n〉 − 〈λF¯ n〉) .
(B.15)
Sustituyendo (B.8) y (B.15) en (B.7) hallamos finalmente la corriente de
gauge
⋆Jgauge = n (n + 1) kd
∫ 1
0
dt
〈
λΘF n−1t
〉
. (B.16)
Al escribir esta corriente hemos omitido te´rminos proporcionales a las ecua-
ciones de movimiento, de modo que ella so´lo esta´ definida on-shell.
B.2.2. Corriente de difeomorfismos
Como se mostro´ en el Ape´ndice B.1, la corriente de Noether asociada
a la invariancia bajo difeomorfismos de la accio´n tiene la forma general
[cf. ec. (B.5)]
⋆Jdif = −Ξdif − IξL(2n+1)T . (B.17)
Para evaluar el primer te´rmino en (B.17) partimos de la variacio´n de A
y A¯ bajo difeomorfismos [cf. ecs. (3.14)–(3.15)],
δdifA = −£ξA, (B.18)
δdifA¯ = −£ξA¯. (B.19)
Reemplazando (B.18) y (B.19) en la definicio´n de At encontramos
δdifAt = −£ξAt. (B.20)
Sustituyendo (B.20) en (B.6) obtenemos
Ξdif = −n (n+ 1) k
∫ 1
0
dt
〈
£ξAtΘF
n−1
t
〉
. (B.21)
Usando ahora la identidad
£ξAt = IξFt +DtIξAt (B.22)
podemos escribir
Ξdif = −n (n+ 1) k
∫ 1
0
dt
〈
IξFtΘF
n−1
t
〉− n (n+ 1) k ∫ 1
0
dt
〈
DtIξAtΘF
n−1
t
〉
.
(B.23)
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Ocupando la regla de Leibniz para el operador de contraccio´n Iξ y para la de-
rivada covariante Dt, ma´s la identidad de Bianchi DtFt = 0 y las propiedades
del tensor sime´trico invariante 〈· · · 〉 hallamos
Ξdif =− IξL(2n+1)T + (n + 1) k
∫ 1
0
dt 〈IξΘF nt 〉+
− n (n + 1) kd
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
+
+ n (n+ 1) k
∫ 1
0
dt
〈
IξAtDtΘF
n−1
t
〉
.
A continuacio´n hacemos uso de las identidades
d
dt
Ft = DtΘ, (B.24)
d
dt
IξAt = IξΘ, (B.25)
en el segundo y cuarto te´rminos e integramos por partes en t para obtener
Ξdif =− IξL(2n+1)T + (n+ 1) k
∫ 1
0
dt
d
dt
〈IξAtF nt 〉+
− n (n+ 1) kd
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
, (B.26)
de donde nos vemos conducidos directamente a
Ξdif + IξL
(2n+1)
T =− n (n+ 1) kd
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
+
+ (n + 1) k
(〈IξAF n〉 − 〈IξA¯F¯ n〉) . (B.27)
Sustituyendo (B.27) en (B.17) hallamos la corriente de difeomorfismos
⋆Jdif = n (n + 1) kd
∫ 1
0
dt
〈
IξAtΘF
n−1
t
〉
. (B.28)
Al escribir esta corriente hemos omitido te´rminos proporcionales a las ecua-
ciones de movimiento, de modo que ella so´lo esta´ definida on-shell.
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Ape´ndice C
La Delta de Kronecker
generalizada
La delta de Kronecker generalizada es definida mediante el determinante
δa1···anb1···bn ≡ det


δa1b1 δ
a1
b2
· · · δa1bn
δa2b1 δ
a2
b2
· · · δa2bn
...
...
. . .
...
δanb1 δ
an
b2
· · · δanbn

 , (C.1)
con 1 ≤ n ≤ d, siendo d el rango de los ı´ndices (usualmente identificado con
la dimensionalidad del espacio-tiempo).
De su definicio´n, la delta δa1···anb1···bn es un tensor de tipo (n, n) totalmente
antisime´trico, i.e. δa1···anb1···bn = δ
[a1···an]
b1···bn
= δa1···an[b1···bn].
C.1. Identidades de Contraccio´n
Contrayendo n−r ı´ndices en una delta con n ı´ndices se obtiene una delta
con r ı´ndices:
δ
a1···arar+1···an
b1···brar+1···an
=
(d− r)!
(d− n)!δ
a1···ar
b1···br
. (C.2)
Un caso particular de intere´s es
δa1···ana1···an =
d!
(d− n)! . (C.3)
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Sea Aa1···an un tensor totalmente antisime´trico. Entonces,
δa1···anb1···bn A
b1···bn = n!Aa1···an , (C.4)
δa1···anb1···bn Aa1···an = n!Ab1···bn . (C.5)
El s´ımbolo de permutaciones de Levi-Civita puede ser escrito como un
caso particular de la delta de Kronecker con n = d:
εa1···ad = δ
1···d
a1···ad
, (C.6)
εa1···ad = δa1···ad1···d . (C.7)
El producto de dos s´ımbolos de Levi-Civita permite recuperar la delta:
εa1···adεb1···bd = δ
a1···ad
b1···bd
. (C.8)
C.2. Particiones de la Delta
Desarrollando el determinante (C.1) a largo de la primera fila encontramos
δa1···anb1···bn =
n∑
p=1
(−1)p+1 δa1bp δa2···anb1···bˆp···bn , (C.9)
donde la notacio´n bˆp indica que el ı´ndice bp debe ser excluido. Iterando una
vez esta identidad podemos escribir
δa1···anb1···bn =
n−1∑
p=1
n∑
q=p+1
(−1)p+q+1 δa1a2bpbq δa2···anb1···ˆbp···ˆbq···bn . (C.10)
El caso general, donde se particiona una delta con n ı´ndices en una delta
con r por una delta con n− r, es
δa1···anb1···bn = (−1)r(r+1)/2
n−r+1∑
p1=1
n−r+2∑
p2=p1+1
· · ·
n−1∑
pr−1=pr−2+1
n∑
pr=pr−1+1
(−1)p1+···+pr δa1···arbp1 ···bpr δ
ar+1···an
b1···ˆbp1 ···ˆbpr ···bn
. (C.11)
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Por supuesto, las identidades (C.9)–(C.11) pueden tambie´n escribirse desa-
rrollando el determinante por columnas, en cuyo caso obtenemos
δa1···anb1···bn = (−1)r(r+1)/2
n−r+1∑
p1=1
n−r+2∑
p2=p1+1
· · ·
n−1∑
pr−1=pr−2+1
n∑
pr=pr−1+1
(−1)p1+···+pr δap1 ···aprb1···br δ
a1···aˆp1 ···aˆpr ···an
br+1···bn
. (C.12)
La siguiente identidad corresponde a una particio´n ‘impl´ıcita’ de la delta:
δa1···anb1···bn =
(
n
p
)
δ
[a1···ap
b1···bp
δ
ap+1···an]
bp+1···bn
=
(
n
p
)
δ
a1···ap
[b1···bp
δ
ap+1···an
bp+1···bn]
. (C.13)
C.3. La η antisimetrizada
Resulta muy conveniente definir
η[a1···ap][b1···bp] ≡ δc1···cpa1···ap
(
ηb1c1 · · · ηbpcp
)
, (C.14)
η[a1···ap][b1···bp] ≡ δa1···apc1···cp
(
ηb1c1 · · · ηbpcp) . (C.15)
Estos tensores son completamente antisime´tricos en los ı´ndices indicados
(a1 · · · ap y b1 · · · bp), siendo a la vez sime´tricos bajo intercambios de los dos
grupos antisime´tricos de ı´ndices:
η[b1···bp][a1···ap] = η[a1···ap][b1···bp], (C.16)
η[b1···bp][a1···ap] = η[a1···ap][b1···bp]. (C.17)
La η antisimetrizada actu´a como una me´trica en el espacio de los tensores
completamente antisime´tricos:
η[a1···ap][b1···bp]A
b1···bp = p!Aa1···ap , (C.18)
η[a1···ap][b1···bp]Ab1···bp = p!A
a1···ap . (C.19)
La contraccio´n entre etas devuelve una delta:
η[a1···ap][c1···cp]η[c1···cp][b1···bp] = p!δ
a1···ap
b1···bp
. (C.20)
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Ape´ndice D
El A´lgebra de Clifford
En este Ape´ndice presentamos brevemente los aspectos ma´s importantes
relacionados con el A´lgebra de Clifford que son ocupados a lo largo de la Tesis,
especialmente en el cap´ıtulo 7. Una referencia excelente para este Ape´ndice
es el art´ıculo de A. Van Proeyen [76].
D.1. Definiciones
Las matrices de Dirac en un espacio-tiempo de d dimensiones son defini-
das mediante el requerimiento
{Γa,Γb} = 2ηab, (D.1)
donde ηab = diag (−,+, . . . ,+) es la me´trica de Minkowski. El a´lgebra (D.1)
satisfecha por estas matrices es conocida como A´lgebra de Clifford. Las ma-
trices Γa son de dimensio´n m ×m, donde m = 2[d/2] (esto puede deducirse
contando cuantas matrices linealmente independientes pueden generarse a
partir de las matrices de Dirac y sus productos).
De sumo intere´s son los productos antisimetrizados de matrices de Dirac:
Γa1···ap ≡ Γ[a1 · · ·Γap] (D.2)
=
1
p!
δb1···bpa1···apΓb1 · · ·Γbp. (D.3)
139
140 APE´NDICE D. EL A´LGEBRA DE CLIFFORD
Es tambie´n usual definir la matriz Γ∗ como
Γ∗ ≡ Γ0 · · ·Γd−1 (D.4)
=
1
d!
εa1···adΓa1 · · ·Γad (D.5)
=
1
d!
εa1···adΓa1···ad. (D.6)
Esta matriz satisface las identidades
Γ2∗ = (−1)(d−2)(d+1)/2 , (D.7)
Γ∗Γa = (−1)d+1 ΓaΓ∗, (D.8)
Γ∗Γa1···ap = (−1)p(d+1) Γa1···apΓ∗. (D.9)
Como Γ∗ conmuta con todas las matrices de Dirac en dimensiones impa-
res, ella debe ser igual a un mu´ltiplo de la matriz identidad: Γ∗ = σ1. Ma´s
au´n, como en dimensio´n d = 2n + 1 tenemos Γ2∗ = (−1)n+1 1, vemos que
σ = ±in+1.
La siguiente identidad es satisfecha:
Γa1···ad−k =
1
k!
(−1)k(k−1)/2 εa1···adΓad−k+1···adΓ∗. (D.10)
En dimensiones impares, Γ∗ = ±in+1, y (D.10) proporciona una relacio´n de
dualidad entre Γ[p] y Γ[d−p] que sera´ ampliamente utilizada.
El signo de σ en Γ∗ = σ sirve para etiquetar las dos representaciones
inequivalentes para las matrices de Dirac que existen en d = 2n+ 1.
D.2. Simetr´ıas
Las matrices ΓTa y −ΓTa tambie´n satisfacen el a´lgebra de Clifford (D.1), de
modo que deben estar relacionadas con Γa por medio de una transformacio´n
de (anti) similaridad:
ΓTa = ξCΓaC
−1, (D.11)
donde C es conocida como la matriz de conjugacio´n de carga. Esta matriz C
puede ser sime´trica o antisime´trica:
CT = λC, (D.12)
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dmod8 λ ξ S A
0 +1 +1 1, 4 2, 3
0 +1 −1 3, 4 1, 2
1 +1 +1 1, 4 2, 3
2 +1 +1 1, 4 2, 3
2 −1 −1 1, 2 3, 4
3 −1 −1 1, 2 3, 4
4 −1 +1 2, 3 1, 4
4 −1 −1 1, 2 3, 4
5 −1 +1 2, 3 1, 4
6 −1 +1 2, 3 1, 4
6 +1 −1 3, 4 1, 2
7 +1 −1 3, 4 1, 2
Cuadro D.1: La matriz de conjugacio´n de carga C y las matrices de Dirac
Γa1···ap pueden ser sime´tricas o antisime´tricas, de acuerdo a las ecs. C
T = λC
y
(
CΓa1···ap
)T
= (−1)p(p−1)/2 λξp (CΓa1···ap), con λ2 = ξ2 = +1. Esta tabla
muestra los valores permitidos para λ y ξ segu´n la dimensio´n del espacio-
tiempo. Las u´ltimas dos columnas muestran cua´les matrices Γa1···ap resultan
ser sime´tricas o antisime´tricas con la eleccio´n de signos indicada. Conviene
recordar que Γ[p] tiene siempre la misma simetr´ıa que Γ[p+4].
con ξ2 = λ2 = +1.
Puede demostrarse fa´cilmente que la simetr´ıa de las matrices Γa1···ap queda
determinada a partir de la simetr´ıa de C y de Γa a trave´s de la ecuacio´n
(
CΓa1···ap
)T
= (−1)p(p−1)/2 λξp (CΓa1···ap) . (D.13)
De (D.13) vemos que la matriz Γ[p] tiene siempre la misma simetr´ıa que la
matriz Γ[p+4].
Contando cuantas matrices sime´tricas y antisime´tricas hay en cada di-
mensio´n es posible obtener condiciones sobre λ y ξ. El resultado se muestra
en el cuadro D.1, donde tambie´n se indica cua´les matrices CΓ[p] resultan ser
sime´tricas o antisime´tricas con la combinacio´n de signos ocupada (pmod4).
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D.3. El A´lgebra de Dirac
Las matrices de Dirac Γa1···ap forman una base para todas las matrices de
m×m.
En dimensiones pares d = 2n, todas las matrices Γ[p], p = 0, 1, . . . , 2n, son
linealmente independientes; en efecto, sumando obtenemos
∑2n
p=0
(
2n
p
)
= 22n,
que es el nu´mero de matrices de 2n × 2n linealmente independientes.
En dimensiones impares d = 2n+1, en cambio, la mitad de las matrices es
proporcional a la otra mitad, y uno debe escoger un subconjunto de ellas como
base. Una opcio´n es considerar Γ[p], p = 0, 1, . . . , n, las cuales totalizan el
nu´mero correcto:
∑n
p=0
(
2n+1
p
)
= 22n, que corresponde al nu´mero de matrices
de 2n × 2n linealmente independientes.
La base provista por las matrices de Dirac es ortogonal en el sentido que
Tr
(
Γa1···apΓb1···bq
)
= (−1)p(p−1)/2mδa1···apb1···bq , (D.14)
donde entendemos que la delta δ
a1···ap
b1···bq
es cero cuando p 6= q.
Usando (D.14) es directo calcular los coeficientes en una expansio´n del
tipo
M =
∑
p≥0
1
p!
ka1···apΓ
a1···ap , (D.15)
los cuales resultan ser
ka1···ap =
1
m
(−1)p(p−1)/2 Tr (MΓa1···ap) . (D.16)
La sumatoria en (D.15) incluye so´lo las matrices linealmente independientes,
i.e. p = 0, . . . , 2n para d = 2n y p = 0, . . . , n para d = 2n+ 1.
D.4. Multiplicando matrices de Dirac
Van Proeyen [76] entrega la siguiente fo´rmula para multiplicar matrices
de Dirac:
Γa1···aiΓ
b1···bj =
i+j∑
k=|i−j|
i!j!
s!t!u!
δ
[b1
[ai
· · · δbsat+1Γ
bs+1···bj ]
a1···at]
, (D.17)
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donde
s =
1
2
(i+ j − k) , (D.18)
t =
1
2
(i− j + k) , (D.19)
u =
1
2
(−i+ j + k) . (D.20)
La sumatoria en (D.17) debe realizarse con k variando de dos en dos, de
manera que s, t, u so´lo tomen valores enteros. Es tambie´n importante observar
que los ı´ndices inferiores en las s deltas de Kronecker van en orden decreciente,
i.e. i, i− 1, . . . , t+ 2, t+ 1.
La gran ventaja de (D.17) radica en que todos los ı´ndices son libres,
de modo que el resultado es transparente. Una desventaja (por lo menos
desde nuestro punto de vista) es que es necesario realizar antisimetrizaciones
complicadas en todos los ı´ndices.
Efectuando expl´ıcitamente las antisimetrizaciones indicadas en (D.17),
reordenando los ı´ndices y ocupando la identidad (C.11) para partir y recom-
binar las deltas de Kronecker resultantes, llegamos a la fo´rmula equivalente
Γa1···aiΓb1···bj =
mı´n(i,j)∑
s=0
1
t!u!
(−1)s(s−1)/2 δa1···aie1···eud1···dtb1···bj Γd1···dte1···eu , (D.21)
donde ahora t y u esta´n definidos como
t = i− s, (D.22)
u = j − s. (D.23)
La sumatoria sobre s en (D.21) va de uno en uno, a diferencia de lo que
ocurr´ıa en (D.17). La ventaja de (D.21) sobre (D.17) radica en la ausencia de
pare´ntesis de antisimetr´ızacio´n; el precio a pagar por ello es que ahora cada
te´rmino contiene t + u = i+ j − 2s ı´ndices mudos.
Fo´rmulas parecidas a (D.21) pueden ser escritas para el conmutador y
para el anticonmutador de dos matrices de Dirac:
[
Γa1···ai ,Γb1···bj
]
=
mı´n(i,j)∑
s=0
1
t!u!
(−1)s(s−1)/2×
×
[
1− (−1)ij−s2
]
δa1···aie1···eud1···dtb1···bj Γ
d1···dt
e1···eu
, (D.24)
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{
Γa1···ai ,Γb1···bj
}
=
mı´n(i,j)∑
s=0
1
t!u!
(−1)s(s−1)/2×
×
[
1 + (−1)ij−s2
]
δa1···aie1···eud1···dtb1···bj Γ
d1···dt
e1···eu
. (D.25)
Una desventaja comu´n a las fo´rmulas (D.17) y (D.21) es que las matrices
de Dirac involucradas tienen los ı´ndices en posiciones diferentes. Esta obser-
vacio´n puede parecer pueril, pero este hecho ciertamente impide la anidacio´n
de la fo´rmula para obtener productos de un nu´mero mayor matrices. Ocupan-
do la identidad (C.11) es posible obtener una versio´n completamente expl´ıcita
del producto de dos matrices de Dirac, con la ventaja adicional de tener todos
los ı´ndices en la misma posicio´n:
Γa1···aiΓb1···bj =
mı´n(i,j)∑
s=0
Da1···aib1···bj (s) , (D.26)
con
Da1···aib1···bj (s) = (−1)s(i−s)+s(s−1)/2
1+j−s∑
p1=1
· · ·
j∑
ps=ps−1+1
1+i−s∑
q1=1
· · ·
i∑
qs=qs−1+1
(−1)p1+···+ps+q1+···+qs
η[aq1 ···aqs ][bp1 ···bps ]
Γa1···aˆq1 ···aˆqs ···aib1···ˆbp1 ···ˆbps ···bj
. (D.27)
Multiplicando por dos tensores antisime´tricos arbitrarios Aa1···ai y Bb1···bj
y ocupando nuevamente la identidad (C.11), obtenemos la fo´rmula
AiBj =
mı´n(i,j)∑
s=0
(
i
s
)(
j
s
)
(−1)s(s−1)/2 η[b1···bs][c1···cs]
Aa1···ai−sb1···bsBc1···csai−s+1···ai+j−2sΓa1···ai+j−2s , (D.28)
donde hemos usado las abreviaciones
Ai = A
a1···aiΓa1···ai , (D.29)
Bj = B
b1···bjΓb1···bj . (D.30)
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La identidad (D.28) en particular nos ha resultado invaluable a la hora
de calcular productos simetrizados de matrices de Dirac, como los que se re-
quieren para definir un tensor invariante para osp (32|1) (y, v´ıa S-expansio´n,
para el a´lgebra M).
Los resultados obtenidos a partir de la identidad (D.28) que han sido uti-
lizados en la Tesis fueron tambie´n comprobados nume´ricamente haciendo uso
de un paquete especializado paraMathematica desarrollado por U. Gran [33].
D.5. Spinores de Majorana en d = 11
En este Ape´ndice listamos algunas propiedades importantes de los spino-
res de Majorana en d = 11 utilizadas en la Tesis.
Un spinor de Lorentz en d = 11 es una coleccio´n de 32 nu´meros de Grass-
mann ψα, α = 1, . . . , 32, a menudo denotados colectivamente simplemente
por ψ. El spinor pertenece a la representacio´n del grupo de Lorentz dada
por las matrices de Dirac, i.e. bajo una rotacio´n de Lorentz transforma de
acuerdo a la ley
ψ′ = exp
(
1
4
λabΓab
)
ψ, (D.31)
donde λab = −λba son los para´metros de la transformacio´n. La versio´n infi-
nitesimal de (D.31) es
δψ =
1
4
λabΓabψ. (D.32)
Una variedad espacio-temporal [i.e. con signatura (−,+, . . . ,+)] de 11
dimensiones admite spinores de Majorana [32]. La propiedad de Majorana
del spinor significa que el spinor ψ¯ del espacio dual puede ser escrito en
te´rminos de ψ en la forma
ψ¯α = ψ
βCβα, (D.33)
donde Cαβ = −Cβα es la matriz de conjugacio´n de carga. La relacio´n inversa
es
ψα = ψ¯βC
βα, (D.34)
donde Cαβ es la matriz inversa de Cαβ ,
CαγCγβ = CβγC
γα = δαβ . (D.35)
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Sean χ y ζ dos spinores de Majorana. Las siguientes identidades de con-
traccio´n son satisfechas:
χ¯ζ = ζ¯χ, (D.36)
χ¯Sζ = −ζ¯Sχ, (D.37)
χ¯Aζ = ζ¯Aχ, (D.38)
donde S es una matriz sime´trica y A una matriz antisime´trica, en el sentido
que CβγS
γ
α = CαγS
γ
β, CβγA
γ
α = −CαγAγβ. Las identidades (D.36)–(D.38)
son va´lidas cuando las componentes de χ y ζ son 0-formas de Grassmann.
Un factor de signo adicional (−1)pq debe ser agregado para el caso de una
p-forma con una q-forma.
Las propiedades de los spinores de Majorana en d = 11 son usadas prin-
cipalmente en el cap´ıtulo 7.
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