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Our main result in this paper is the following 
Theorem: Let F be a distance-regular g aph with valency k (k >I 2) and diameter at least 2, and 
denote by ;t 1 and 2%~m the second largest and least eigenvalue of F, respectively. Assume the 
multiplicity m( )O of some eigenvalue ;~ ( )~ :/: k) of  F satisfies m( Z ) < k. Then ;~ = Z 1 or )'rot. and 
either 
(i) 3. is an integer such that 1 + ), divides the intersection umber b x, or 
(ii) )~ and bx(1 + 3.) -1 are algebraic integers, m(Zl) = m(3.mi.), and )L 1 and ~tmi ~are algebraic 
conjugates over Q. 
We also obtain bounds on the second largest and least eigenvalue of subgraphs of F induced 
by vertex neighborhoods. 
Let A be a symmetric n x n matrix with real coefficients acting on the vector 
space V = R n, and let Sp(A) be the set of distinct eigenvalues of A. For 3. e Sp(A) 
let Vx(A) be the 3.-eigenspace of A, with dimension denoted by m(3.). Let 3.0, 3.1, 
and 3.mi, be the largest, second largest, and least element of Sp(A). 
Now let F be a finite, undirected, loopless graph, regular with some valency k, 
with vertex set VF = {vl ,  v2, • • •,  v .} .  The  n x n adjacency matrix A = A(F)  of 
F satisfies 
A°=f l [o  ifvi and vj are adjacent, 
otherwise, 
and we write Sp(F)= Sp(A). It is well known (see for example Biggs [2, p. 14]) 
that the regularity of F implies 3.o = k, with re(k)  given by the number of 
connected components of F. We refer the reader to [2] for definitions and basic 
facts about graphs. Now assume F is connected with diameter d. Denoting by 
Fj(u) (0 ~<j <~ d) the set of vertices in VF at distance j from any u e VF, we say F 
is distance-regular with intersection matrix 
lao bo O 
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if for all integers i, j (0 <~ i, ] <- d) and all v, w • VF with v • F/(w) we have 
ci if j i - 1, 
I/~](V) I") ~l(W)l = a i if j = i, 
• bi i f j= i+ l .  
We note a distance-regular g aph F is regular with k = bo, and that a0 = 0, and 
c1=1. 
Since by Biggs [2, p. 143] the eigenvalues of F and their multiplicities can be 
calculated from B, Theorem 5 below gives a necessary "feasibility condition" any 
tri-diagonal matrix B must satisfy to be the intersection matrix of a distance- 
regular graph. The following intermediate result is of independent interest. 
Theorem 1. Let F be distance-regular with diameter at least 2, and let v e VF. I f  
F* is the vertex subgraph of F induced by Fl(v), then 
).I(F*) <~ -1  - b1(1 + ).mi.(F)) -1 (1) 
and 
Zmin(F*) ~> --1 -- b1(1 + ;tl(F)) -1. (2) 
Furthermore, if F* is not connected then )q(F*) can be replaced by al in (1). 
We give three lemmas and then prove the theorem. In each lemma F is as in 
Theorem 1. 
Lemma 2. Sp(F) = Sp(B), and both contain d + 1 elements. I f  ~ e Sp(B) and 
rx = {rx(0), rx (1) , . . . ,  rx(d)} T (3) 
is the unique vector in Vx(B), normalised so rx(O) = 1, the n x n matrix Ex defined 
by 
(Ex)q=n-lm(~.)rx(t), where vieFt(vj) (l<<-i,j<~n) 
has rank m(~.) and satisfies E 2 = Ex. In particular Ex is positive semi-definite. 
Proof. See Biggs [2, p. 141] and Bannai [1, p. 60]. [] 
Lemma 3. Since F is connected with d >12 we have 
Ann(F) < -1  < ~,I(F). 
Proof. The left and right inequalities are immediate from Cvetkovic [5] and Biggs 
[2, p. 10], respectively. [] 
Lemma 4. With the notation of Lemma 2, for any ~, e Sp(F) with ,~ 4: k we have 
1 + ~, = bl(rx(1) - rx(2))(1 - rx(1)) -1. (4) 
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Proof. Since rx ~ Vx(B), the definition of B gives 
krx(1) = 3., 
1 + axrx(1) + b,r~(2) = 3.rz(1). 
(5) 
(6) 
Now (4) is verfiied by evaluating rx(1) and rx(2) using (5) and (6), respectively, 
and simplifying. [] 
Proof of Theorem 1. Set A* =A(F*) ,  and let the k x k matrices I and J be the 
identity matrix and the all l 's matrix. Pick any 3. e Sp(F) with 3. :/: k. Now let r be 
any eigenvector for A* such that Jr  = 0, and let 3.* be the eigenvalue for r. We 
note 3.* could be al, the valency of F*, if and only if F* is not connected. Using 
the notation of Lemma 2, the principal submatrix E~ of Ex with entries indexed 
by Fl(V) is 
SO 
E~ = I + rx(1)A* + rx(2)(J - A* - I), (7) 
E~r  = (1 + rx(1)3.* + rx(2)(-).* - 1))r. 
Since Ex is positive semi-definite so is E~,, giving us 
1 + rx(1)3.* + r~(2)(-3.* - 1)I>0 
which reduces to 
(3.* + 1)(rx(1) - rx(2))(1 - r~(1)) -1 I> -1.  
Applying (4) we get 
(3.* + 1)(3. + 1) I>-b l .  (8) 
Now (1) follows from this and Lemma 3 upon setting 3. = 3.~n(F) and also setting 
3.* = 3.1(F*) if F* is connected and 3.* = al otherwise. Similarly (2) follows upon 
setting 3.* = 3.~n(F*) and 3. = 3.1(F) in (8). [] 
By (1), if 
3.m,.(F) < -k (a l  + 1)-',  (9) 
then any subgraph induced by a vertex neighborhood in F is connected. By (2), if 
3.1(F) >~ k - a, - 2, (10) 
then the eigenvalues of these vertex neighborhood subgraphs are bounded below 
by -2 ,  and hence are either line graphs, cocktail party graphs, or among the 187 
other graphs listed in Bussemaker et al. [3]. It is thus plausible distance-regular 
graphs satisfying (9) and (10) can be classified. 
Theorem 5. Let F be distance-regular with valency k (k >I 2) and diameter at least 
2, and suppose m(3.) < k ]:or some 3. ~ Sp(F) with 3, q= k. Then )~ = 3.1 or 3.mi.. 
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Furthermore ither 
(i) 3./s an integer such that 1 + )~ divides bl, or 
(ii) ,I. and bl(1 + 3.) -1 are both quadratic algebraic integers over Q, 
m(J.min), and '~1 and ~'min are algebraic conjugates over Q. 
m(~q) = 
Proof. Pick v ~ VF  and let A* and ETt be as in the proof of Theorem 1. Since E~ 
is a k x k matrix whose rank is bounded above by m(3.), the rank of Ex, 0 is an 
eigenvalue of E~ and in fact dim(V0(E~))I> k -  m(Z). As a special case, we first 
assume m(3,) = k - 1 and Vo(E~,) is spanned by the all l 's vector in R k. Here (7) 
gives 
0 = 1 + rx(1)al + rx(2)(k - al - 1). 
By (5) and (6) the right side of this equation is krx(1) 2 so rx(1) = 0. But now let F 
be the (k + 1)x  (k + 1) principal submatrix of Ex with entries indexed by 
Fl(v) tO {v}. Then by Lemma 2 F is block diagonal, with a block of dimension 1 
containing a '1', and a block consisting of E~. In particular F has larger rank than 
E~,, forcing m ~> k and contradicting our assumptions. 
If the above special case does not apply there is a non-zero vector s ~ Vo(ET~) 
with Js = 0. In this case (7) gives 
(rx(1) - rx(2))A*s = (rx(2) - 1)s. 
Since rx(1)= rx(2) now implies rx(1)=rx(2)= 1, contradicting ,~=#k, (rx(2)- 
1)(rx(1)- rx(2)) -1 is an eigenvector for A*, which we denote by 3.*. Applying 
Lemma 4 we get 
J.* + 1 = -b l (1  + J.) -1 . (11) 
But now J.~,, < 3. < -1  implies 3.* + 1 > -b1(1 + X=~n) -1, contradicting (1), and 
-1  < J. < ~1 implies 3.* + 1 < -b i (1  + ~q)-l, contradicting (2). Hence 3. = ~.1 or 
*l, min. 
Now (11) implies that, as eigenvalues of graphs and hence as roots of monic 
characteristic polynomials with coefficients in 7/, 3. and -1 -  bl(1 +3.) -1 are 
algebraic integers. All algebraic conjugates of 3. over Q are in Sp(F), and by 
Biggs [2, p. 143] have the same multiplicity 3. has. By our remarks above we 
conclude 3. has at most one conjugate besides itself. In particular either 3. and 
bt(1 + 3.) -1 are both in Q and hence are actually integers, or else 3. and its unique 
conjugate comprise the set {3.1, J-=i,}. [] 
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