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Realising large-scale quantum computation in the near future will require increasing
the number of low-error two-qubit gates that can be implemented on a quantum
computer before decoherence. One of the biggest challenges facing current trapped
ion quantum computers is implementing high-speed two-qubit operations, whilst
increasing the number of qubits. One of the most promising proposals for overcom-
ing current limitations is the use of ultra-fast pulses to implement fast two-qubit
gates between nearest-neighbour pairs of ions. In this thesis, I investigate these
‘fast gates’ in two-dimensional arrays of microtraps, each containing a single ion.
I argue that two-dimensional architectures allow for a significant reduction in the
number of two-qubit gates required for a particular computation, as compared to
one-dimensional ion chains. I demonstrate this reduction for a quantum simulation
of a 40-mode Fermi-Hubbard Hamiltonian. I develop an efficient scheme that allows
fast gates to be numerically optimised for two-dimensional geometries. I find that
this optimisation scheme is capable of designing gates that are faster, higher fidelity,
and require lower laser repetition rates. Using this scheme, I find that high-speed
two-qubit gates can be optimised for two-dimensional architectures, with fidelities
well above thresholds required for fault tolerant error correction, around 99.99%.
Furthermore, I find that fast gates in these architectures are robust to the presence
of large numbers of surrounding ions. Following previous studies [1, 2] which have
identified pulse imperfections as a dominant source of error in fast gates, I perform a
worst-case error analysis. I find the fast gates presented in this thesis to require very
small errors in single-qubit rotations, and I present recommendations for achieving
those requirements. I also investigate other experimental considerations, and make
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Quantum computing is one of the most rapidly progressing fields of physics today,
and is receiving significant attention across academic, corporate, and government
bodies. At its core, quantum computing is an attempt to exploit the true quantum-
mechanical nature of the universe to process information in ways that classical com-
puters (i.e. Turing machines) simply cannot. The hype behind the development
of the field is understandable; quantum computers can perform certain tasks with
significantly fewer resources than their classical analogues.
One of the most well-known examples of this is Shor’s algorithm [3] for factoring
large prime numbers with only polynomial requirements on computational resources.
Equivalent classical algorithms require exponentially more resources, which is the
basis for classical cryptography, and thus quantum computing has powerful impli-
cations for code-breaking and information security [4]. However, to break even a
2048-bit RSA encryption key with Shor’s algorithm, one would require a quantum
computer with thousands of quantum bits (qubits) [5]. Furthermore, a task of this
size would almost certainly require use of error-correction routines [6], which would
require upwards of tens of thousands of qubits. This is well out of reach from current
generations of quantum computers that have, at best, tens of qubits.
However there are still incredibly appealing applications for near-future quantum
computers with 50− 100 qubits, that may not require error-correction [7]. Perhaps
the most appealing, at least for physicists, is the prospect of being able to efficiently
simulate the dynamics of a many-body quantum system, often referred to as quantum
simulation [8].
1.1 Simulating quantum systems
Simulating physical systems on a computer is an incredibly powerful theoretical tool,
used across fields of physics, chemistry, engineering, and biology. However, due to
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the exponential scaling of the complexity of quantum systems with their size, this
tool can be extended only to the most simple of quantum systems. Richard Feynman
was the first to recognise that this exponential barrier may be overcome by flipping
the problem on its head: if one would like to simulate a quantum system, then the
platform on which it is simulated must indeed be quantum-mechanical [8].
Today, Feynman’s vision is being realised in two very different types of quantum
simulators: analog and digital. The analog approach aims to simulate a many-body
quantum system through studying a simpler ‘analog’ system that can be described
by the same mathematical model. The ideal choice of the analog system is one that
can be well controlled in an experimental setting, with some freedom in parameter
choices that can be tuned to the particular problem. This has been realised with
cold atoms in optical potentials, as well as on a variety of other platforms including
trapped ions [9]. However, this approach is limited by the ability to find a suitable
analog system, and practical barriers in its isolation and control in an experimental
setting.
In the digital approach, the many-body quantum system is fully abstracted onto a
set of interacting qubits in a programmable quantum computer [10]. The dynam-
ics of the system are encoded in a circuit of logical operations that, when applied
to a carefully prepared initial state of the qubits, returns a final state from which
information about the evolved quantum system can be extracted. The main ad-
vantage of the digital approach is that any quantum system can be abstracted onto
a sufficiently large set of qubits, and any Hamiltonian evolution can be simulated
by programming the logical operations. Digital quantum simulations and their al-
gorithms have been proposed and experimentally demonstrated on a wide range of
quantum information platforms [4, 11–14], however a large-scale quantum simulation
(i.e. one that is inaccessible to a classical computer) has yet to be demonstrated. In
this thesis, I will investigate the feasibility of implementing a large-scale simulation
of a fermionic Hamiltonian, on near-future trapped ion quantum computers.
1.2 The road to quantum utility
The milestone of implementing some computation on a quantum computer that is
inaccessible to even the most powerful supercomputer is sometimes referred to as
quantum supremacy [7]. A recent paper by the AI team at Google [15] claims to
have achieved quantum supremacy by implementing a task in 200 seconds that would
take up to 10000 years on a classical supercomputer. The task itself - sampling a
randomly generated quantum circuit a million times - has no known application,
§1.3 State of the art quantum computers 3
save for demonstrating supremacy. The next milestone, which is perhaps more
interesting, is quantum utility. This is the goal of implementing a task on a quantum
computer that is not only intractable to classical computers, but is also useful for
some practical application. This is also sometimes phrased as quantum advantage.
In this thesis, I will consider digitally simulating a quantum system of 40 interacting
fermions to be a task that is both useful and inaccessible to classical computing
resources, i.e. a candidate for achieving quantum utility. To motivate this, it is
sufficient to consider memory requirements. To store the state of 40 two-level atoms
requires 240 ≈ 1012 classical bits, corresponding to about ∼1 terabyte of memory. To
simulate its time evolution for a single time-step requires computing a matrix with up
to 240×240 ≈ 1024 elements, in full generality. Even if a particular fermionic system
of interest had a highly-sparce matrix and the non-zero elements were possible to
calculate with a powerful supercomputer, even just storing the state of a slightly
larger system (with say, ∼50 fermions) would be completely out of reach.
Scalability is one of the biggest barriers to quantum utility, and is a main limitation
of all currently proposed quantum information platforms. In this context, scalability
both refers to number of qubits as well as number of logical operations (formally
called gates) that can be performed before the quantum system decoheres through
interactions with the environment, or spontaneous internal processes. The charac-
teristic timescale for this decoherence is called the coherence time. In fact, there
currently exist quantum computers with upwards of 40 qubits [15–18]1, suggesting
that the main barrier to quantum utility is the number of low-error operations that
can be performed within the coherence time.
1.3 State of the art quantum computers
In realisations of quantum computers, information is stored in qubits, which are
states of a two-level quantum system. In analogy to classical information process-
ing, the computational basis states are canonically referred to as the |0〉 and the
|1〉. Analogous to logic gates that are used in classical computers to manipulate
information stored in bits, quantum logic gates are unitary operators applied to one
or more qubits, to change their state for the purposes of computation. In order to
implement any arbitrary quantum circuit, gates that entangle pairs of qubits to-
gether (entangling gates) are required, in conjunction with single qubit gates. In
1IBM and Intel have both announced quantum computing chips with upwards of 50 qubits, but
currently do not have any publications where they are used. Citations [16, 17] are of the press
releases from each company declaring the production of their respective processors.
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Platform Coherence time (s) Two-qubit gate fidelity Two-qubit gate time (s)
Superconducting circuits 10−4 [22] 99.4%[23] 3× 10−8 [24]
Trapped ions 100 [21] 99.9% [25] 5.4× 10−7 [26]
Table 1.1: Comparison of superconducting (transmon) qubits and trapped ion qubits
in terms of achievable gate times and fidelities, with respect to coherence time. All
quantities here are the best that have been achieved - the achieved gate times listed
here do not necessarily correspond to the achieved gate fidelities.
practice, these entangling gates are constructed from physical processes which can
only approximate the ideal unitary operation. The fidelity is defined as the overlap
between the realised and ideal qubit state, and is a useful measure of the ‘accuracy’
of a gate operation. I will use the fidelity measure extensively throughout this the-
sis. For computation, a readout of the final qubits state is required, performed by
measurement on the quantum state [4].
The fundamental aspects of quantum computing (single and two-qubit gates, state
initialisation, and read-out) have been experimentally demonstrated with a range
of physical platforms, such as trapped ions, superconducting circuits, NMR, lin-
ear optics, and solid-state systems [4]. To date, the largest scale demonstrations of
quantum computing have been with superconducting circuits and trapped ion qubits
[19, 20]. There are disadvantages and advantages to both these technologies: for
example, trapped ions have excellent coherence times but absolute gate times is gen-
erally slow [21], as compared to superconducting qubits which generally have much
faster gate operations but are more prone to error [20]. For both these platforms,
the main thing limiting large-scale computation is gate quality, whether it be speed
or fidelity. For comparison, I have tabulated current state-of-the-art two-qubit gate
fidelities and speeds in Table 1.1.
Of the other technologies, solid state systems have great potential in adapting the
industrial scale manufacturing techniques of the semiconductor industry. Qubits
realised in defects in diamonds and single spins in silicon are emerging as a promising
candidate for robust quantum information processing. Notably, nitrogren-vacancy
(NV) centers in diamond have the longest demonstrated coherence times of any
physical qubit [27], and are the only solid-state technology to have demonstrated
small-scale computation at room temperature [28]. However current demonstrations
have only been on a small-scale with a few qubits, and the pathway to scaling to
tens or hundreds of qubits remains unclear.
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1.4 Trapped ion quantum computers
In this thesis, I will focus on the trapped ion platform for quantum computing. In a
trapped ion quantum computer, the electronic states of ions trapped in electromag-
netic potentials serve as the qubits. Collective motion of the ions are used as a ‘bus’
for the exchange and transfer of quantum information between qubits, controlled
by interactions with laser light. The use of trapped ions as a platform for quantum
information processing has been extensively studied and well-demonstrated experi-
mentally [19, 21, 25, 29, 30]. Entangled states of ions have been demonstrated that
remain coherent for tens of seconds, single qubits can be controlled with errors of
the order 10−6, and final states can be read-out with near unit efficiency [21].
Two-qubit entangling gates have also been well demonstrated on trapped ions, which
generally entangle the qubits using spectroscopic methods to excite transitions of a
single motional-sideband [29, 31]. These entangling gates have been experimentally
demonstrated with fidelities over 99.9% [32]. However, resolving these motional
sidebands requires gate times that are adiabatic with respect to the characteristic
oscillation frequency of the ions. This imposes a fundamental speed limit on these
gates, on the order of tens of microseconds. Furthermore, as more ions are added to
the system, these transitions require increasingly longer timescales to resolve, result-
ing in longer gate operation times. This limits the number of two-qubit operations
that can be done before decoherence, thus precluding this class of entangling gates
from being useful in implementing large-scale computation.
1.4.1 Fast gates
An alternate scheme for realising two-qubit gates on trapped ion processors in-
volve the excitation of multiple motional modes of the ions, which are disentangled
from the qubit states only at the end of the gate operation. There is no adiabatic
timescale required for this scheme, and thus these gates have no fundamental limi-
tation on speed, for which they are known as fast gates. Fast gates entangle ions by
orchestrating trajectories through phase space that result in state-dependent phase
accumulation [33]. Fast gates have been experimentally implemented in recent years
[26, 34], however these demonstrations have been unable to achieve high-fidelities
for gates faster than the oscillation frequency of the ions. In this thesis I will focus
on a particular set of proposals for realising fast gates, that use groups of resonant
counter-propagating pulse pairs to entangle qubits together [1, 2, 33–36]. These
gate schemes have been well-studied theoretically, but are yet to be experimentally
realised. Unless otherwise stated, I will use the term ‘fast gates’ to exclusively refer
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to this class of gate schemes for the remainder of this thesis.
A significant barrier to realising high-fidelity fast gates is the optimisation of the
number of pulse pairs in each pulse group and their timings, which is a difficult
computational challenge. This has been a key focus within these proposals, which
make the numerical optimisation tractable by imposing constraints on the form
of the gate [33, 35, 36]. Within these gate schemes higher fidelities can always be
achieved, but only at the cost of requiring higher laser repetition rates to implement,
which is a technological barrier. However, imposing constraints on the optimisation
for computational tractability comes with the possibility of throwing away high-
fidelity gate solutions with low repetition rate requirements that are more difficult
to find. Recent unpublished work by Evan Gale [37] has described a method for
optimising the number of pulse pairs in each pulse group that can find high-fidelity
solutions for two qubits with modest laser repetition rate requirements. I will build
on this work, and develop a variant that is computationally cheaper for optimising
fast gates in the presence of more than two ions.
A recent paper by Ratcliffe et al. [38] has demonstrated that these fast gate schemes
are capable of entangling nearest-neighbour ions in separate microtraps, even when
large numbers of surrounding ions are present. This opens up the possibility of realis-
ing a scalable quantum computer with two-dimensional microtrap arrays. However,
there is no existing literature studying fast gates in two-dimensional ion crystals.
In this thesis I will address some major questions that are currently unanswered
in this area: Can fast gates be optimised for high-fidelity implementation in two-
dimensional architectures of ions? Does the notion of nearest-neighbour optimality
extend to ions that are diagonally separated in a two-dimensional lattice? Does the
performance of these gates decay indefinitely in increasingly larger arrays? What
are practical barriers to the experimental realisation of these fast gates?
1.5 Thesis outline
This thesis is structured as follows. Chapters 2 and 3 cover background, and Chap-
ters 4-6 contain the bulk of my original calculations. Chapters 7 and 8 contain
discussions, conclusions, and suggestions for future work. In Chapter 2, I intro-
duce the fundamentals of quantum information processing. The formalism of qubits
and quantum logic gates are described in detail, with a particular focus on two-
qubit entangling operations. The general fidelity measure is introduced, as well as
the state-averaged fidelity, which is used extensively in this thesis as a metric for
comparing gates.
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In Chapter 3, I introduce trapped ions as a candidate platform for quantum informa-
tion processing. I derive the Hamiltonian for the interaction of ions with light under
the rotating-wave approximation. The motional-sideband transitions are explicitly
shown in the context of adiabatic entangling gates. Conditions for implementing an
ideal fast gate are presented, and existing optimisation schemes for finding solutions
to these conditions are described. Finally, an algorithm for implementing the quan-
tum simulation of an interacting fermionic system with nearest-neighbour fast gates
is described.
In Chapter 4, I study the implementation of the simulation algorithm for the Fermi-
Hubbard model with 40 fermionic modes. I calculate the number of entangling
gates required to realise the algorithm with nearest-neighbour fast gates in both
one-dimensional and two-dimensional architectures. Finally, I place thresholds on
the two-qubit gate speeds and infidelitues required to efficiently implement the sim-
ulation within coherence times.
In Chapter 5, I present an adapted form of the fast gate optimisation scheme devised
by Evan Gale that has an imposed anti-symmetry. This anti-symmetric scheme is
shown to be better suited to designing fast gates in complex geometries, allowing for
higher fidelity gate solutions to be found for a linear trap with increasing number of
ions as compared to current best schemes.
In Chapter 6, I study fast gates in two-dimensional microtrap architectures. I show
that the mode structure of a simple 2 × 2 array can be described by a single non-
dimensional parameter. I present the results of gate optimisations for adjacent
gates in this four-ion array, across a variety of gate operation times and values of
the non-dimensional parameter. Optimisation results are also presented for diagonal
gates, and compared to equivalent operations constructed of adjacent gates. Finally,
gate performance is analysed as the number of ions in the two-dimensional array is
increased.
In Chapter 7, I discuss considerations for experimentally realising fast gates. I
address imperfections in pulse area as a dominant source of error, and perform a
worst-case analysis to assess its impact on gate performance. I also consider the
application of fast gates to a wide variety of candidate ions, and make a series of
recommendations for experimentally implementing robust, high-fidelity fast gates.
Finally in Chapter 8, I discuss the possibility of realistic implementation of the
simulation algorithm introduced in Chapter 4, with fast gates optimised for one-
dimensional and two-dimensional architectures. I summarise the results of this the-





In this chapter, I will briefly introduce some of the fundamentals of quantum in-
formation theory, in the context of quantum computation. This will only cover the
essentials for understanding and appreciating the results of this thesis, and will fol-
low the canonical text by Nielson and Chuang [4], where the reader is directed for
comprehensive treatment on the topics discussed. Furthermore, I will assume basic
knowledge of quantum mechanics including density matrix formalism for describing
mixed states, and I direct readers unfamiliar with these concepts to Chapter 2 of
the text referenced above [4].
2.1 Quantum bits (qubits)
The fundamental unit of information in a quantum information processor is the
quantum bit, or qubit. Here I will first discuss the formalism for describing a single
qubit, and then generalise this to multi-qubit systems.
2.1.1 Single qubits and the Bloch sphere representation
A qubit is simply a normalised quantum state of a two-level quantum system. Math-
ematically, a qubit |ψ〉 can be understood as a unit vector in a two-dimensional
Hilbert space,
|ψ〉 = α |0〉+ β |1〉 , (2.1)
where |0〉 , |1〉 are the computational basis states, and α, β are their respective
complex amplitudes. Normalisation of the qubit can be expressed as
〈ψ|ψ〉 = 1 , (2.2)
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Figure 2.1: In the Bloch sphere representation, a qubit state is given by a unit vector
to a point on the 2−sphere. The north and south pole of the sphere represent the
computational |1〉 and |0〉 states, respectively. The polar (θ) and azimuthal (ϕ)
angles are annotated.
which imposes the constraint on the coefficients
|α|2 + |β|2 = 1 . (2.3)












up to a non-physical global phase. Here (θ, ϕ) are the regular polar and azimuthal
angles respectively, and define the Bloch sphere representation. In this representation
the state of the qubit can be geometrically represented by a point on the 2-sphere,
called the Bloch sphere. This is pictured in Figure 2.1, and is a very powerful tool
for understanding and controlling individual qubits.
2.1.2 Multiple qubits
Describing multiple qubits is similar to describing any composite quantum system.
Recall that the Hilbert space of a composite quantum system is given by the tensor
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whereHj is the Hilbert space of the j-th component system. Applying this formalism
to two-dimensional Hilbert spaces allows for the description of multi-qubit states.
For example, the general form of a two-qubit state is
|ψ〉 = α00 |00〉+ α01 |01〉+ α10 |10〉+ α11 |11〉 , (2.6)
where normalisation requires
|α00|2 + |α01|2 + |α10|2 + |α11|2 = 1 . (2.7)
I have used a short-hand notation here to describe the tensor product states, for
example |0〉1 ⊗ |1〉2 ≡ |01〉 describes the first qubit in state |0〉 and the second in
state |1〉. Note that the two-qubit state is described by four complex amplitudes.
A general n-qubit state will require 2n complex amplitudes to characterise its state.
This is an exponential growth in complexity as more qubits are added, which is in
stark contrast to classical computers which require just n numbers to describe each
bit.
Entanglement
A consequence of equation (2.6) is the existence of states that cannot be written as
a tensor product of single-qubit states, i.e.
|ψ〉 6= |φ〉 ⊗ |γ〉 (2.8)
for any two single-qubit states |φ〉 and |γ〉. These are called entangled quantum
states. A quantum system is called separable if it is not entangled. Entanglement
is a uniquely quantum mechanical phenomena, and as I will describe in the next
section and later chapters, is fundamental for quantum information processing.
Perhaps the most well-known entangled states are the two-qubit Bell states, which























Bell states are used widely in quantum information applications, from superdense
coding to quantum cryptography [4].
2.2 Quantum gates
Just as classical computers manipulate bits using logic gates, quantum computers
use unitary operations as the analogous quantum gates (often referred to simply as
‘gates’). The requirement that these operations be unitary is important to note, as
it allows for every gate to have an inverse, which is not always the case in classical
computing2. Just as in the previous section, I will first consider gates on single
qubits, and then generalise the discussion to multi-qubit gates.
2.2.1 Single-qubit gates
In order to describe gate operations, it is useful to move to a vector notation descrip-
tion of the qubits. In the basis of the computational |0〉 and |1〉 states, a general
two-qubit state can be written as the vector (α, β)T , corresponding to equation
(2.1). Unitary operations on a single qubit can then be represented by 2×2 unitary
matrices.
It is useful to introduce the Pauli matrices, not only because they represent common
single qubit operations (called the Pauli operations or Pauli gates), but because they
also form a basis for all 2× 2 unitary matrices, along with the identity operation 1.
1There are many measures of entanglement, and thus the exact meaning of maximal entangle-
ment is not quite clear and is not particularly relevant to the contents of this thesis. In this case,
I am referring to maximally entangling by the measure of entropy of entanglement [39].
2It is worth noting that reversible forms of classical computing do exist [40], however are gen-
erally considered unconventional. Almost all classical computers involve non-reversible logic oper-
ations.
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Figure 2.2: Representation of the Pauli-X gate on the Bloch sphere. Also known as
the quantum NOT gate, the operation inverts the state of a qubit, corresponding to
a rotation of pi about the x axis. Here a qubit initially in the |0〉 state is rotated to
the |1〉 state.
X ≡ σx =
0 1
1 0
 , Y ≡ σy =
0 −i
i 0




The Pauli-X gate (σx) is equivalent to the classical NOT gate, as it inverts the qubit
states |0〉 ↔ |1〉, i.e.
|ψ〉 = α |0〉+ β |1〉 X−→ |ψ′〉 = α |1〉+ β |0〉 . (2.14)
Geometrically, the Pauli-X gate corresponds to a rotation of pi around the x-axis in
the Bloch sphere representation, as shown in Figure 2.2. Similarly, any single-qubit
gate can be understood as a rotation on the Bloch sphere with respect to some
axis. The matrices representing the Pauli X, Y, and Z gates are the generators of
rotations about the respective x, y, and z axes of the Bloch sphere.
2.2.2 Multi-qubit gates
More generally, a gate on n-qubits can be described by a unitary 2n× 2n matrix. It
is only necessary to use this formalism when considering gates that are entangling,
as any non-entangling (separable) multi-qubit operation can be decomposed into a
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tensor product of single-qubit gates. Furthermore, any n-qubit operation can be
constructed with only two-qubit and single-qubit gates. To be precise, any entan-
gling two-qubit gate and the set of all single-qubit gates form a universal set of gates
[41]. Therefore it is sufficient to generalise the discussion above only to two-qubit
gates.
A two-qubit gate can be described by a unitary 4 × 4 matrix in the basis
{|00〉 , |01〉 , |10〉 , |11〉}. Perhaps the most commonly known two-qubit gate is the
controlled-NOT (CNOT) operation where a Pauli-X gate is applied to a target
qubit, conditional on the state of a control qubit. This has the matrix form
UCNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (2.15)
This form of the matrix describes the NOT operation applied to the second qubit,
but only in elements of the superposition where the first qubit is in the |1〉 state.
In this thesis I will consider a different two-qubit operation called the controlled-
phase gate (CPH)3, which has the matrix form
UCPH (φ) =

eiφ 0 0 0
0 e−iφ 0 0
0 0 e−iφ 0
0 0 0 eiφ
 , (2.16)
which can also be written by exponentiation of the Pauli-X matrices on the two
qubits (indexed as 1 and 2 here for simplicity):











, that is equivalent to the CNOT operation, up to single-
qubit rotations. Both this controlled-phase gate and the CNOT gate can be the
two-qubit element in a universal gate set.
A useful two-qubit gate to introduce here is the SWAP operation, which swaps the
3Sometimes called the controlled-phase flip (CPF) gate or the Ising XX gate.
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state of one qubit with another. This has the matrix form
USWAP =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (2.18)
This operation can be implemented with a sequence of three CNOT gates, or equiv-
alently, three controlled-phase gates and single-qubit rotations. This is a property
that will be exploited in later chapters.
2.2.3 The fidelity measure
In experimental realisations of quantum computers, quantum gates are realised by
some sort of interaction that manipulate the physical system which represent the
qubits. An ideal gate can only ever be approximated by the physical operation, and
thus it is important to define some sort of measure of ‘closeness’ between the desired
final state and the actual final state.
In this thesis I will use the fidelity measure, which captures the ‘distance’ between
two quantum states by their overlap. For two mixed states represented by the
density matrices ρ and σ, the fidelity is defined as [42]:







Notably, this reduces to an inner product for a pure state ρ = |ψ〉 〈ψ|,
F (|ψ〉 〈ψ| , σ) = 〈ψ|σ |ψ〉 . (2.20)
The fidelity measure has the useful property as being bounded by 0 ≤ F (ρ, σ) ≤ 1,
and is only unit-valued when ρ = σ [42]. Furthermore, the expression (2.19) is
symmetric in its inputs, although that is certainly not clear purely from inspection.
The fidelity can be recast as a measure between real (Ure) and ideal (Uid) unitary
operations on some initial state |ψ0〉, by expressing the density operators as
ρ = Ure |ψ0〉 〈ψ0|U †re (2.21)
σ = Uid |ψ0〉 〈ψ0|U †id . (2.22)
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The fidelity expression then becomes
F = | 〈ψ0|U †reUid |ψ0〉 |2 . (2.23)
This form of the fidelity allows one to describe the probability of a physical imple-
mentation of a gate, described by the unitary Ure, being successful in implementing
some desired unitary operation, Uid.
However, measure is dependent on the choice of initial state |ψ0〉, and thus may give
much higher fidelities for some initial states than others. In this thesis I will inves-
tigate implementations of entangling gates, and seek to compare their performance
for arbitrary initial states. Therefore I will use a modified form of (2.23), called the






| 〈ψ0|U †reUid |ψ0〉 |2d |ψ0〉 . (2.24)
In this expression, the integral is over the surface of the unit hypersphere, and the
fidelity is renormalised by a factor N ≡
∫
ψ0
d |ψ0〉. Unless otherwise stated, all
fidelities reported in this thesis are state-averaged.
Chapter 3
Background II: Fast Gates in
Trapped Ion Computing
In this chapter I will introduce trapped ions as a platform for quantum computation,
and describe the representation of qubits and implementation of multi-qubit gates.
In Section 3.1 I will describe the representation of qubits in trapped ions, and their
trapping architectures. In 3.2, I describe the quantisation of the motional dynamics,
and in 3.3 the Hamiltonian for ion-light interactions is introduced. These sections
include the theory required for describing various methods for implementing two-
qubit entangling gates on trapped ions. For a more comprehensive review of these
topics, the reader is directed to Refs. [21, 44]. In Section 3.4, I describe the class of
entangling gates that require weak coupling to the laser field. Section 3.5 describes
the formalism for ‘fast’ gates which are the focus of this thesis, and discusses dif-
ferent schemes for their numerical optimisation. Finally, in Section 3.6, I introduce
an algorithm for simulating Hamiltonians of interacting fermions on trapped ion
quantum computers, which I will investigate in Chapter 4.
3.1 Trapped ions
In trapped ion experiments, ions are confined in potentials generated by an elec-
tromagnetic trap. As charged particles cannot be trapped in three-dimensions by a
purely static potential [45], experimental realisations of ion traps typically involve
the use of time-dependent electromagnetic fields which generate an effective har-
monic potential [4]. The most common trapping architecture is the radio-frequency
(RF) Paul trap [30], pictured in Figure 3.1. A Paul trap consists of four electrodes
in a quadropole arrangement: two are grounded to a static potential of U0, and the
other two are driven by a rapidly oscillating voltage, generating a potential of the
17
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Figure 3.1: Radio-frequency (RF) Paul trap consisting of four cylindrical electrodes
in a quadrapole arrangement. An oscillating voltage with frequency ΩRF is applied
to the dark electrodes, and the other two are grounded by a capacitor (unshown).





α2x2 + β2y2 + γ2z2
)
+ U˜0 cos(ΩRF t)
(
α′2x2 + β′2y2 + γ′2z2)
)
. (3.1)
As shown in Ref. [30], averaging over the rapidly-oscillating terms leads to an effec-
tive harmonic potential of the form





2 + ω2yy2 + ω2zz2
)
(3.2)
where M is the mass of the trapped ion, and typically ωx, ωy  ωz. The oscillation
of the potential also induces a rapid oscillation in the motion of the trapped ions
called micromotion [44], which is often assumed to be negligible for low kinetic
energies. I will work under this assumption for the scope of this thesis.
3.1.1 Qubit representation
In trapped ion quantum computers, qubits are represented in the internal (elec-
tronic) states of ions. Candidate ions have to be chosen such that they have an





where ωa is the frequency separation of the levels. These levels must also have long
coherence times, to ensure the robustness of qubits and the quantum information
they hold [30]. Broadly, there are two types of qubit representations in trapped ions,
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Figure 3.2: Optical qubits (left) and hyperfine qubits (right) represented in the in-
ternal states of trapped ions, where the computational |0〉 and |1〉 are annotated.
Optical qubits use direct optical transitions between levels. In hyperfine qubits, a
detuning δ to a third, auxiliary, level is used in Raman transitions between compu-
tational states.
as shown in Figure 3.2: optical qubits, and hyperfine qubits. Optical qubits consist
of a ground and long-lifetime metastable excited state, and optical transitions can
be directly excited [4]. In hyperfine qubits, the qubit is stored in a pair of hyperfine
split low energy levels, and Raman transitions via a detuning on an auxiliary state is
used to drive transitions [21]. 40Ca+ is an example of the former [46, 47], and 9Be+
and 171Yb+ are examples of the latter [48, 49]. For the majority this thesis, I will
consider only 40Ca+, although I discuss this choice in Chapter 7. The level scheme
for 40Ca+ is shown in Figure 3.3. The ground-state S1/2 and metastable D5/2 will be
used as the computational |0〉 and |1〉 states for the qubit. This choice is motivated
by the long-lifetime of the D5/2 state which has a coherence time of the order ∼1
second [21], as well as the availability of auxiliary short-lived states that can be used
for state read-out [44].
3.1.2 Multi-ion architectures
Trapped ion chains are often realised by linearly arranging multiple ions in a single
common Paul trap, as shown in Figure 3.4 for two ions. These architectures do
not allow arbitrary numbers of ions without buckling of the ion chain. In order
to prevent buckling, the radial and longitudinal trap frequencies, ωr and ωt, must
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Figure 3.3: Level scheme for 40Ca+ with the wavelengths of electric-dipole transitions
annotated (in nano-meters), taken from Ref [50]. The ground state S1/2 and the 1.2
second lifetime metastable D5/2 state will be used as the computational basis states,
as annotated.
Figure 3.4: Two ions trapped in a harmonic potential generated by a linear Paul





where L is the number of ions in the trap [51, 52]. This means that as the number of
ions increases, the trap frequency must be lowered, which results in longer timescales
required for entangling gates operations [2], which in turn reduces the number of
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Figure 3.5: A microtrap chain of two ions, individually trapped. The center (or
equivalently, minima) of the microtraps are separated by a distance, d, typically
∼100µm [54].
gates that can be implemented within the coherence time. Even for fast entangling
gates that are not limited to timescales adiabatic with respect to the trap period
(which I will discuss later in this chapter), computation with more than ∼ 40 ions in
a single Paul trap becomes intractable with current laser technologies [2]. Further,
ions in the middle of the chain are pushed closer together as more ions are added
to the trap, which poses an experimental challenge in individually addressing them
with laser light.
A promising alternative for a scalable trapped ion architecture is an array where
ions are confined in individual Paul traps with radial symmetry (i.e. ωr = ωt)
called microtraps [53]. This is shown in Figure 3.5. In recent years, Ratcliffe et
al. have demonstrated that fast entangling gates can be implemented directly be-
tween nearest-neighbour microtraps, and scale favourably as the number of ions in
a one-dimension chain of microtraps is increased [38]. Two-dimensional microtrap
architectures have recently been realised by Kumph et al. [55]. Studying fast gates
in two-dimensional microtrap architectures will be a key focus of this thesis.
3.2 Quantised motion of ions
In trapped ion quantum information processors, ions are coupled together by their
collective motion due to the shared Coulomb interaction. These collective oscilla-
tions can be decomposed into their eigenstates, which are known as the motional
modes. Excitation of the motional modes are fundamental to multi-qubit gates in
trapped ion quantum computers, and so it is important to understand their struc-
ture. For simplicity I will begin by deriving the motional Hamiltonian for a single
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ion in a harmonic trapping potential, and then extend the discussion to multi-ion
systems.
3.2.1 Single ion in one-dimension
The Hamiltonian of the motion of a single ion in a one-dimensional external trapping
potential VT (xˆ) can be written as,
Hˆmot =
pˆ2
2m + VT (xˆ) . (3.5)
Here m is the mass of the ion. In the limit where the ion is cooled such that the
amplitude of its oscillation in the trap is small, the trapping potential can be treated
as quadratic around the equilibrium. In fact in trapped ion experiments, typically
great effort is gone into ensuring the harmonicity of the trap as well, as in keeping
the ions cool [56, 57], and so this approximation is typically quite robust [2, 58].









where ωt is the harmonic frequency of the trapping potential. It is well known
that this Hamiltonian can be transformed into the basis of energy eigenstates by





















which when acted on the n-th eigenstate, |n〉, give
aˆ |n〉 = √n |n− 1〉 (3.9)
aˆ† |n〉 = √n+ 1 |n+ 1〉 . (3.10)
These operators can be interpreted as annihilating and creating quanta of energy,
respectively. Importantly, the motional Hamiltonian can be written in terms of these
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In this form, it is clear that the Hamiltonian describes excitations of a single motional
mode that has an oscillation frequency of ωt. This is known as the common-motional
mode.
3.2.2 Motional modes
For a crystal of multiple trapped ions, describing the ions’ motion becomes more
complicated. This is because the ions interact with one another through the
Coulomb force, and thus see an effective potential
Veff (xˆ) = VT (xˆ) + VC(xˆ) , (3.12)
where VC is the Coulomb potential, and xˆ is an operator-valued vector of the posi-
tions of each ion, typically defined as a displacement from the equilibrium of Veff .
This interaction is the mechanism behind the coupling between ions, which leads
to collective motion that can be described in terms of the motional modes of the
system. For two ions, there are two motional modes1: the common-motional mode
in which both ions oscillate identically about equilibrium, and the breathing mode in
which the ions have the same magnitudes of oscillation but with opposite direction.
It is useful to note that the oscillation frequency of the common-motional mode is
given by the trap frequency ωt, and therefore the timescale for motional dynamics
is characterised by the trap geometry. In Appendix B, I describe the calculation of
the motional mode frequencies, ωp, and coupling vectors bp.
Quantum mechanically, excitations of these motional modes are discrete and can
be treated as bosonic quasi-particles (often referred to as phonons). Under the
approximation of a harmonic potential, each of these modes has the structure of a
quantum harmonic oscillator. Therefore, the motional Hamiltonian can be written
in terms of operators aˆ†p and aˆp, which create and annihilate a single phonon in the











Here ωp is the oscillation frequency of the p-th motional mode, in angular units.
The bound on the sum is the number of motional modes, which is a function of the
number of ions, and the dimension of the crystal.
1To be precise, there are two motional modes for each spatial dimension. However the modes
of each spatial dimension entirely decouple from each other in a harmonic trap, so it is sufficient
to only consider the one-dimensional case.
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For sufficiently small displacements about equilibrium, the position of the m-th ion





where bmp is the m-th component of the eigenvector of the p-th mode, and can be
interpreted as the coupling of them-th ion to that mode. Qˆp is the position operator









To understand how logical operations are performed on trapped ion qubits, it is
necessary to first describe how laser light interacts with two-level systems. This
interaction can be described by the Jaynes-Cumming Hamiltonian,
Hˆint = ~g (σˆ+ + σˆ−)
(
cˆ ei(kxˆ−ωLt) + cˆ†e−i(kxˆ−ωLt)
)
. (3.16)
This Hamiltonian describes the interaction between an ion with quantised position
xˆ, and a single quantised mode of a light field with creation/annihilation operators
cˆ†/cˆ [60]. In Appendix A, I derive this Hamiltonian from a more general multi-mode
description of the light field.
The number of photons in a lasing mode is typically incredibly large, particularly for
trapped ion experiments, and thus it is reasonable to approximate the lasing mode
as a coherent state with complex amplitude βeiφ. Here β and φ correspond to the
magnitude and phase of the laser, respectively. This is known as the semi-classical
approximation, treating the light-field as an infinite reservoir that is unaffected by the
atom. The semi-classical Hamiltonian can be calculated by taking the expectation
value over the Hilbert space of the light field,










where Ω = 2βg is the Rabi frequency.
To better understand the dynamics of this Hamiltonian in this regime, it is useful
to transform into the interaction picture with respect to the electronic Hamiltonian:
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Hˆ → Hˆ ′ = eiHˆelt/~ Hˆint e−iHˆelt/~ . (3.19)
Using the identity (σˆz)2 = 1ˆ and the commutation relation [σˆz, σˆ+] = σˆ+, one can





−i(kxˆ−(ωL+ωa)t+φ) + σˆ+ei(kxˆ−∆t+φ) (3.20)
+ σˆ−ei(kxˆ−(ωL+ωa)t+φ) + σˆ−e−i(kxˆ−∆t+φ)
)
, (3.21)
where I have defined the detuning ∆ ≡ ωL − ωa. Under the typical rotating-wave
approximation, fast-oscillating terms of the form e±i(ωL+ωa)t are neglected, i.e.
Hˆ








This approximation is valid for QIP applications with trapped ions where typically
∆  ωa, and has been shown to be very robust for the fast gate operations that I
will focus on in this thesis [58].
3.3.1 The weak-coupling regime
A key requirement for many methods of implementing entangling two-qubit gates
in trapped ion computers is that the laser light only weakly interacts with the ion
[61–63]. This is known as the weak-coupling regime and is closely related to the
satisfaction of the Lamb-Dicke criterion, which for a single ion is
η
√
〈(aˆ+ aˆ†)2〉  1 . (3.23)






where k is the wavenumber of the laser light as introduced earlier. Satisfying this
criterion physically corresponds to the amplitude of the ion’s oscillation being much
smaller than the wavelength of the incoming light [30], and implies the weaker
condition η  1. In the regime where this criterion is satisfied, equation (3.22) can
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Motional sideband spectrum
For certain values of the detuning ∆, resonant transitions in this Hamiltonian ap-
pear, which form the sideband spectrum. I will explicitly show how this spectrum
arises for a single trapped ion. To study the motional dynamics, it is useful to trans-
form (3.25) into the interaction picture with respect to the motional Hamiltonian
(3.13),
Hˆ




−i(∆t−φ) + σˆ−ei(∆t−φ) + iη(σˆ+e−i(∆t−φ) − σˆ−ei(∆t−φ))(aˆe−iωtt + aˆ†eiωtt)
]
.
Applying a second rotating wave approximation, rotating terms are discarded:
Hˆ
′′ ≈ ~Ω2 e
−i(∆t−φ)σˆ+
[
1 + iη(aˆe−iωtt + aˆ†eiωtt)
]
+ h.c. . (3.27)
This approximation is only valid when Ω  ωt, i.e. in the regime where only one
transition is relevant at any given time [21]. For detunings at integer multiples of
the trap frequency, resonant sideband transitions appear. The most interesting of
these lie close to the trap frequency [64].
For ∆ = 0, the carrier transition is performed, corresponding to resonant transition




iφ + σˆ−e−iφ) . (3.28)




†σˆ+eiφ + aˆσˆ−e−iφ) . (3.29)
This is commonly known as the heating transition as phonons are created as the





iφ + aˆ†σˆ−e−iφ) . (3.30)
The carrier, blue, and red sideband transitions have effective Rabi frequencies of
Ω, Ωη
√
n+ 1, and Ωη
√
n, respectively, where n is the number of phonons excited
[21, 30, 64].
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Adiabatic timescales for population transfer
The carrier Hamiltonian in the Bloch sphere qubit representation describes rotations





accumulated over some interaction time τ . As any unitary operation on a single
qubit can be understood as a rotation on the Bloch sphere, any single-qubit gate
can be implemented on a trapped ion with a single laser pulse of a well-chosen
duration τ .
A complete population inversion between |e〉 and |g〉 corresponds to a θ = pi/2





characterises the time required for the transfer [30]. Recall that I stated Ω  ωt
must be satisfied in order for a single sideband transition to be resolved. This
means the timescale τ for a full population transfer using these transitions must be
adiabatic with respect to the motional dynamics, i.e. τ  1
ωt
. This will become
important shortly, when considering two-qubit gates.
3.4 Sideband-resolving entangling gates
Entangling gates between two-qubits are essential for universal computation on any
quantum computer. As mentioned in the introduction, there are two distinct classes
of entangling gates in trapped ion quantum computing: adiabatic sideband-resolving
gates and fast gates. In this thesis I will study the latter, and so I will only briefly
describe the sideband-resolving gates here. A curious reader can find more detailed
explanations of these gate schemes in any of several review papers [21, 30, 64].
In the original proposal of trapped ion quantum computing, Cirac and Zoller outlined
a method for implementing two-qubit entangling gates with sideband transitions
[61]. These gates are implemented by mapping the electronic states of the ions to
the common-motional (COM) vibrational mode, which is shared by all ions in the
trap. The connectivity of the COM mode is then used to perform operations on a
target qubit conditioned on the state of a control qubit. By mapping the quantum
information back onto the electronic states at the end of the operation, a CNOT
gate can be implemented. The method they proposed involves pi and 2pi pulses
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on the red sideband transition, and requires that each motional mode is cooled to
its ground state. Experimental realisations of this entangling gate scheme quickly
followed this seminal paper [65, 66]. Notably, this method requires cooling of each
motional mode to its ground state and is thus very sensitive to thermal effects.
Shortly after, Mølmer and Sørensen proposed an alternative gate scheme that also
uses sideband transitions, but is more robust to experimental implementation [63,
67]. As opposed to the Cirac-Zoller gate which uses a laser to excite motional
transitions on a single ion, the Mølmer-Sørensen gate uses bichromatic lasers tuned
near the red and blue sidebands, addressing both ions to couple their internal states.
By adjusting the phases of the light field, a controlled phase gate can be implemented
between the ions, which is equivalent to a CNOT up to single-qubit operations.
Importantly, this gate scheme does not require that the motional modes to be cooled
to their ground states, only to the Lamb-Dicke regime [21].
The main limitation of both these gate schemes is that they require resolution of
individual sideband transitions, and thus can only operate in the weak coupling
regime Ω  ωt. As described above, this means the timescales of these gates must
be adiabatic to respect to the motional dynamics of the ions, and thus gate speed is
limited by the trap geometry. Furthermore, the requirement that the Lamb-Dicke
criterion (3.23) be satisfied requires increasingly longer gate times as more ions are
present in a trap [35], and so these sideband-resolving gates do not scale to large
ion crystals.
3.5 Fast gates
There exist a wealth of proposals for implementing entangling gates where multiple
motional modes are excited during the gate operation [33, 35, 36, 68]. Because these
gates operate in the strong-coupling regime, they are not subject to the same speed
restrictions as the Cirac-Zoller and Mølmer-Sørensen gates. In very recent years,
fast gates have been experimentally demonstrated [26, 34], however high-fidelity
(i.e. above 99%) gates significantly faster than the trap frequency are yet to be
realised.
In the strong-coupling regime, individual motional modes cannot be excited inde-
pendently of one another. Fast gates involve the excitation of many motional modes
simultaneously with state-dependent momentum kicks from ultra-fast laser pulses
that excite state-dependent trajectories of the ions through phase space. These tra-
jectories can be orchestrated to implement a controlled-phase gate (which is equiv-
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Figure 3.6: The effect of a counter-propagating pair of pi pulses (red) with wavenum-
ber k on an ion (blue) with initial internal state |0〉. The ion absorbs momentum
~k from the pi pulse which excites a transition |0〉 → |1〉. The second pi pulse is
counter-propagating, which is equivalent to a change in sign of the wavenumber,
and causes the transition |1〉 → |0〉, i.e. restoring the ion to its initial internal state.
This imparts a further momentum kick of ~k on the ion, resulting in a total mo-
mentum kick of 2~k. If the initial state is |1〉, a similar process results in a total
momentum kick of −2~k.
alent to a CNOT, or any other maximally entangling two-qubit gate), provided
that the motional and internal ion states are disentangled at the end of the gate
operation.
3.5.1 Fast gate formalism
As presented in the original fast gate proposal [33], fast gates use counter-
propagating pi pulse pairs to excite state-dependent motion in an ion. The effect of
each pulse pair is to impart a momentum transfer of ±2~k (where the sign depends
on the initial state) leaving the internal state of the ion untouched. This is dia-
grammatically represented in Figure 3.6. In fast gates, state-dependent kicks on the
ions are implemented by groups of counter-propagating pulse pairs (pulse groups),
separated temporally by periods of free evolution. By carefully choosing the timings
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can be implemented. Here σˆiz is the Pauli Z operator acting on the internal state of







This equation can be understood as the implementation of a controlled phase gate,
explicitly including the restoration of the motional modes. By restoration here I
mean that at the end of the gate, each motional mode is exactly in the state that it
would be if there had only been free evolution over the period tG, and no kicks at
all [33]. Importantly, this means that the ideal implementation has no requirements
on temperature, as the unitary is independent of initial motional state.
Fast gate fidelity
In Appendix C, I derive explicit conditions that need to be satisfied for ideal gate

















zmzk sin (ωp(tm − tk)) (3.35)
describes the requirement of acquiring a relative phase difference of pi/4. Here, b(p)i
is the coupling of the i-th ion to the p-th motional mode, and tm and zm are the
timing and number of pulse pairs in the m-th pulse group. Geometrically, this
phase difference can be understood as the difference in areas enclosed by different










∣∣∣∣∣ = 0 . (3.36)
In general the unitary that is actually implemented in a fast gate, Uˆre, is only
an approximation to the ideal operation. As introduced in the previous chapter,
the state-averaged fidelity is a useful measure to characterise how well the ideal
unitary is approximated. Following the Supplementary Material in Ref. [36], the








〈ψ0|U †idUre(|ψ0〉 〈ψ0| ⊗ ρm)U †reUid |ψ0〉
]
d |ψ0〉 (3.37)
where the partial trace is taken over the motional states. The motional density
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ρ(p)m , where (3.38)
ρ(p)m = (1− e−~ωp/kBT )
∞∑
n=0
e−n~ωp/kBT |n〉 〈n| , (3.39)
where T is the temperature of the ion system. In this thesis I will focus on gates
with fidelities extremely close to unity, and so I will report the infidelity 1 − Fav.
Refs. [38, 68] present a truncated form of (3.37)
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)
|∆Pp|2 , (3.40)
where n¯ is the average phonon occupation of each mode. Here, ∆φ is the phase-
mismatch and ∆Pp is the unrestored motion, which are given by
|∆φ| =
∣∣∣∣∣8η2 ωtωp bAp bBp
∑
i 6=j
















This truncated form is extremely robust for high-fidelity gates [2], and is compu-
tationally efficient for numerical optimisation of gates [38]. Note that for perfect
phase acquisition (∆φ = 0) and perfect motional restoration (∆Pp = 0 for all p),
the ideal gate is implemented (F = 1).
3.5.2 Optimality of nearest-neighbour gates
For high-fidelity gates, each motional mode must be restored at the end of the gate
operation. For multi-ion chains, this is somewhat complicated by the fact that
distant ions are connected via the Coulomb interaction, and thus state-dependent
momentum kicks on a pair of ions necessarily perturb the motional modes of all
other ions in the chain.
This perturbation can be made small by performing the entire gate operation faster
than the trap period, which is the characteristic timescale of the motional oscilla-
tions (on the order of 1 µs). In the limit of an infinitely fast gate, these motional
perturbations vanish. However, this is only true for neighbouring pairs of ions -
non-neighbouring pairs of ions are connected by the motion of the ions in between,
and thus do not have this fast-speed limit. This has been studied by Bentley et al.
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[36] for chains of ions in a linear Paul trap. The authors found that it is always
optimal to connect distant ions by a series of nearest-neighbour fast gates.
It is worth noting that fast gates can in fact be directly performed on non-
neighbouring pairs of ions, however in general it is better to use multiple nearest-
neighbour gates. For the purposes of this thesis, I will assume that this holds for
one-dimensional microtrap architectures, in which non-nearest neighbour fast gates
have not been explicitly studied. The scaling arguments in [36] suggest that it is un-
clear whether nearest-neighbour gates are still optimal for diagonally separated ions
in two-dimensional arrays. This is a key question of this research, and is addressed
in Chapter 6.
3.5.3 Gate schemes for efficient optimisation
As fast gates are not constrained by trap geometry [1], the main limitation in their
implementation is the available laser power [33]. For a given maximium laser repe-
tition rate (the rate at which the laser emits pulses), the challenge is to design gate
schemes that implement the ideal fast gate unitary (3.34), which implicitly requires
satisfaction of the phase acquisition (3.35) and motional state restoration (3.36)
conditions.
Unfortunately, non-trivial analytical solutions that satisfy these conditions are not
known, and so finding gates that implement the ideal unitary of a controlled phase-
gate with high fidelity and with short gate time becomes an optimisation problem.
The aim of this optimisation problem is to find values of free variables, which are
the timings and number of pulse pairs in each pulse group, that implement the ideal
unitary for a controlled-phase gate (3.34), as close to unit fidelity as possible. As
the desired fidelities are close to unity, this can be framed as the minimisation of a
cost function, where the cost function is typically chosen to be gate infidelity. For
tractable computation however, it is favourable to work with the truncated form of
the state-averaged infidelity (3.40).
Optimising fast gates can be understood as designing a gate such that the trajectory
of the ions in phase space results in: (a) accumulation of a relative phase as close as
possible pi4 , (b) the restoration of each motional mode close to where it would have
been (in phase space) if there were no momentum kicks. These trajectories depend
on two aspects of the gate: the state-dependent momentum kicks, and the timings
at which they arrive at the ions. As described earlier, these state-dependent kicks
can be implemented through groups of counter-propagating pulse pairs, with each
pulse pair contributing a momentum kick of ±2~k (where the sign depends on the
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internal state of the ion).
Naively, for a given number of pulse groups, N , this approach requires optimisation
over the 2N elements of the vectors:
Z = {z1, z2, . . . , zN} ; (3.43)
t = {τ1, τ2, . . . , τN} , (3.44)
where zk represents the number of counter-propagating pulse pairs in the k-th pulse
group (i.e. the effective magnitude of the k-th momentum kick), and τk is the timing
of the k-th kick in trap period units, i.e. in units of 2pi
ωt
. Global optimisation over
this fully general solution space is completely intractable. This can be addressed by
placing additional constraints on the search.
Optimisation over pulse group timings
The conventional approach thus far has been to place fixed ratios on the zk elements
and optimise over an anti-symmetrised t-vector [33, 35, 36]. That is, optimisations
are done over the elements {nk, τ1, . . . , τN/2} for a gate scheme of the form
Z = nk{−a,−b,−c, . . . , c, b, a} , (3.45)
t = {−t,−t2, . . . ,−tN/2, tN/2, . . . , t2, t1} . (3.46)
Anti-symmetric schemes have the benefit of guaranteeing restoration of the velocity





zk sin(ωpt) = 0 . (3.47)
For a six-pulse group scheme, this reduces the unconstrained twelve dimensional
space of solutions to a four dimensional optimisation over {nk, τ1, τ2, τ3}. The orig-
inal fast gate scheme proposed by Garciá, Zoller, and Cirac (GZC) falls into this
category, specifying (a, b, c) values of (1,−2, 2) [33]. Several years later, Bentley et
al. [36] proposed a scheme that falls with (a, b, c) values of (2,−3, 2), which they
found to be more robust and able to achieve higher-fidelities for given gate times.
This has been dubbed the ‘Fast Robust Antisymmetric Gate’ scheme (FRAG), and
is the optimal choice for gate optimisation currently in the literature. Ratcliffe et
al. [69] have demonstrated that optimisations in which the ordering of a, b, and c is
not fixed allows for high-fidelity gates to be found for a wider range of gate times
and experimental parameters. In unpublished work, Lachlan Oberg studied the re-
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moval of strict ratios on pulse groups, extending the optimisation to search over
integer values of (a, b, c). While this was successful in improving achievable gate fi-
delities, the larger solution space limits extensions to larger number of pulse groups
for computationally tractable optimisation.
The main limitation to the general approach of optimising over pulse timings is
that it is very inefficient. The cost function is sinusoidal in pulse timings, i.e. 1 −
F ∼ sin2(ωτk), which means the corresponding solution space is dense with local
minima. An optimisation in this space is far less likely to approach a global minima,
and thus requires a very large search density that scales unfavourably with the
number of dimensions, effectively limiting the number of pulse groups that can be
optimised with finite computational resources. Furthermore, even searches with
small nk can result in gate solutions that require restrictively large finite repetition
rates to resolve, as by nature of searching over pulse timings, there is no cost of
pulse groups being arbitrarily close together.
Generalised Pulse Group (GPG) scheme
In an unpublished honours dissertation [37], Evan Gale addressed these limitations
by considering a gate scheme in which pulse groups are regularly timed with a fixed
gate speed, and the optimisation is done over elements of the Z vector. In this thesis
I will refer to it as the Generalised Pulse Group (GPG) scheme. For a total gate
time τG and N pulse groups, the GPG scheme has the form
Z = {z1, z2, . . . , zN} ; (3.48)





, , . . . ,
N − 1
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, } , (3.49)
where the search is over the elements {z1, z2, . . . , zN}. There are several advantages
of this approach. The first is that the solution space contains less minima as it is
quartic in this space, i.e. 1− F ∼ O (z4k), and is thus much less dense. The regular
spacing of the timings of the pulse groups is also favourable as it minimises the
repetition rate required to resolve a gate with prescribed zk values, and therefore
lends itself to less strict laser power requirements for fast, high-fidelity gates. How-
ever, even with the simplified solution space this scheme becomes computationally
intractable for more than N∼16 pulse groups. Whilst this dimensionality restric-
tion still allows for extremely high-fidelity gates to be designed for two isolated ions
which only require restoration of two motional modes, it becomes insufficient when a
large number of modes require restoration. This will become apparent in the course
of this thesis when I consider optimisations of fast gates in systems with more than
§3.5 Fast gates 35
two ions.
Gale also presented a method for further local optimisation using a set of ODEs that
characterise the classical motion of the ions. These ODEs can be locally optimised
over pulse group timings, which can be used to further improve the fidelity of a
gate solution. Furthermore, this description includes non-linearities in the Coulomb
interaction, and can also be extended to include non-linearities in the trapping
potential as well. The motivation for the classical treatment of the ions motion comes
from the fact that the ion’s motional wavefunction is typically well-approximated
as a Gaussian wave-packet, the center of which follows a classical trajectory [44].
The fast gate momentum kicks can be understood as displacement operators that
shift the Gaussian state without changing its shape [36], and so the system is well-
described by a classical description of the motion of the centroid (i.e. an ODE
description). I will not utilise ODE optimisation within the scope of this thesis,
but will note that it is an essential step in any practical realisation of fast gates in
Chapter 7.
Including finite repetition rate
In all the optimisation schemes described above, it is assumed that the momentum
kick imparted by each pulse group is instantaneous. This is unrealistic, as a real laser
will have some finite rate, frep at which pulses are emitted. This is known as the
laser repetition rate, and is closely related to its power [70]. As the achievable gate
speed is directly related to the number of pulse pairs available [33], finite repetition
rates is a key limiting factor for fast gates. Current state-of-the-art lasers have
repetition rates as high as 1− 5 GHz [50, 70].
Duan was the first to explicitly include finite repetition rate effects, breaking up
pulse groups into individual pulse pairs separated by trep = 1/frep [35]. In the Duan
scheme, the delay time between pulses is the only free evolution. While this lends
itself to minimising gate time, it leaves only a single parameter free to be optimised
and thus the scheme is unable to satisfy the condition equations (3.35) and (3.36)
[71]. Other fast gate schemes have since been well-studied with finite-repetition rate
effects included [1, 2, 38]. It is also possible to optimise a gate for a particular
repetition rate by enforcing pulses to be snapped to a grid of timings (with spacing
given by 1/frep), and locally optimising over the timings of the individual pulses.
This is best done with an ODE description of the ions (as described above). For the
results presented in this thesis, finite repetition rate will not be included in any gate
optimisation. Fast gates tend to be robust to finite repetition rates as long as pulse
groups do not overlap [37, 38], and thus I will find it sufficient to report the minimum
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repetition requirement such that pulse groups can be individually resolved, within
the scope of this thesis. I will refer to this as the minimum resolving repetition rate,
fmin.
3.6 Quantum simulation of fermions with trapped
ions
In order to demonstrate the suitability of fast gates to enable scalable quantum-
computing in the near future, it is useful to consider particular examples of quantum
computation. As mentioned in the introductory chapter, one such task that has been
well-studied on trapped ion systems is quantum simulation [2, 11, 14, 72–74]. Of
particular interest is the simulation of interacting fermionic systems. Classically
simulating fermionic systems is known to be notoriously difficult due to the fermion
sign-problem [75] that precludes the use of quantum Monte-Carlo methods, as well
as the exponential scaling of the Hilbert space with the number of fermionic modes
[8].
Algorithms for quantum simulation can in general be understood as a mapping of
some quantum system of interest to a system of interacting qubits, and simulating
its dynamics through some quantum circuit. The mapping itself is done through
one of several transformations. I will focus on the Jordan-Wigner transformation for
mapping fermionic operators to Pauli operators that act on qubits [76]. The time
evolution operator for the system of interest is discretised such that each step can be
implemented through a circuit of logical gate operations, typically via Trotterisation
(described below) [77].
Here, I will briefly outline the details of a scheme originally proposed by Lamata et
al. [74] for simulating fermionic systems, i.e. systems with Hamiltonians that can
be written in terms of fermionic creation/annihilation operators bˆ†/bˆ. The protocol
can be broken into three steps.










σˆ1i ⊗ σˆ2j ⊗ σˆ3k . . .
)
(3.50)
where σˆmj is the Pauli j ∈ {1, x, y, z} operation on the m-th qubit. In general,
2More detail on the Jordan Wigner transform can be found in Appendix D, with respect to the
transformation of the Fermi-Hubbard Hamiltonian considered in the next chapter.
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many of the terms Hˆj will be composed of non-local spin-operations.













This decomposition neglects non-commutativity of the individual terms in






, which can be made
arbitrarily small for sufficiently large n [10]. Here δ ≡ t/n is the Trotter
step, and is essentially the discretised time-step for numerical simulation of
the evolution.
3. Each term in the product can be implemented with a pair of non-local multi-
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Note that the summation in (3.53) is only over the qubits specified in the
non-local multi-qubit spin operators in (3.50).
The naming of the gate reflects the fact that UMQ operations can be constructed
out of fast gates [2, 74]. This will be explicitly shown in the next chapter where I in-
vestigate a quantum simulation of the Fermi-Hubbard model with nearest-neighbour
fast gates in microtrap ion architectures, using the protocol described above.
3The Trotter decomposition described here is only a first order method - higher-order methods
are possible with Trotter-Suzuki decomposition methods [78], but will not be considered in this
thesis.
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Chapter 4
Quantum simulation of the
Fermi-Hubbard model with fast
gates
In order to investigate the suitability of fast gates for near-future quantum comput-
ing, it is useful to consider a particular task that requires large-scale computation.
As alluded to in the introductory chapter, the digital simulation of a fermionic sys-
tem with more than 40 modes is a good example of a task feasible for a near-future
quantum computer that is largely intractable to classical computing resources. Here
I will consider a fermionic system described by the Fermi-Hubbard model, which is
perhaps the simplest model that contains strongly correlated dynamics that cannot
be simulated classically. Originally developed to describe electrons in solids [79], the
Fermi-Hubbard model can been applied to certain chemical systems [80, 81], and as
a toy model for superconducting cuprates [82].
In this chapter, I will study the use of the quantum algorithm outlined in Ref. [2]
for simulating the Fermi-Hubbard model. I will describe how the algorithm can
be built up of fast gates between pairs of trapped ions in both one-dimensional
and two-dimensional architectures, and calculate the total number of fast gates
required to implement the simulation. As discussed in Section 3.5.2, I will assume the
use of nearest-neighbour gates to always be the optimal over non-local operations.
Following the approach of [2], I will build non-local operations from sequences of
nearest-neighbour fast gates. In Section 4.4, I will present a discussion on the results
of this chapter, and estimate bounds on gate requirements to implement a simulation
that outperforms what can be achieved on a classical computer [74].
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Figure 4.1: Dynamics of the Fermi-Hubbard model of spin-12 particles: hopping
between nearest neighbour sites (black arrows), and onsite interaction (purple) be-
tween spin up and spin down fermions. Examples of the different types of terms in
the Jordan-Wigner mapped Hamiltonian are shown. Conjugate terms are not ex-
plicitly visualised. For simulating the model for the 20-site lattice shown, 40 qubits
would be required - one for each spin occupancy of each site.
4.1 The Fermi-Hubbard Hamiltonian
In Section 3.6, I described a general protocol for implementing a simulation of a
fermionic system using ultra-fast multi-qubit (UMQ) gates, originally proposed in
Ref. [74]. Here I will investigate the use of nearest-neighbour fast gates to implement
this protocol for the simulation of a 40 mode Fermi-Hubbard Hamiltonian. Specifi-
cally, I will investigate the Fermi-Hubbard model for 40 spin-12 fermions interacting
with nearest-neighbours in a two-dimensional 5 × 4 lattice. In second quantised














is the fermionic creation (annihilation) operator, σ =↑, ↓ is the spin
index, and 〈i, j〉 denotes nearest-neighbour pairing. The first term represents tun-
nelling of fermions between neighbouring sites, and the second term describes the
potential generated by on-site occupation.
This Hamiltonian can be mapped onto a system of 40 interacting qubits by the
1Also known as number notation. A comprehensive introduction to this notation can be found
in any modern quantum mechanics textbook, such as Ref. [59].
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Jordan-Wigner transformation. In Appendix D, I show that equation (4.1) has the
following mapping,2




















In total there are 185 terms in this expression, including a single constant term,
40 single-body terms, 20 two-body terms, 64 three-body terms, and 60 ten-body
terms. Figure 4.1 provides a visualisation of some of these terms. As per the
Trotter expansion step of the formula, each of these terms correspond to a unitary
e−
i
~Hjδ. The product of these unitaries forms the time-evolution operator for a single
Trotter step, which can each be simulated with multi-qubit gates on the trapped
ions.
Naive applications of the simulation protocol would suggest that each of these terms
require UMQ gates of form (3.53) to simulate, however many of these terms can
be implemented in a simpler manner. The constant term can be neglected as it
simply amounts to a non-physical global phase of the Fermi-Hubbard system being
simulated, and each of the single-body terms can be simulated with rotations on
single-qubits. Further reduction can be achieved by noting that all the two-body
terms can be simulated with a single fast gate between neighbouring qubits.3 This
leaves just the three-body and ten-body terms, which will require UMQ operations.
4.2 Implementation on a one-dimensional chain
of ions
Taylor et al. [2] reported 268 UMQs required per Trotter step for simulating the
Fermi-Hubbard model described above, with 4N − 7 nearest-neighbour fast gates
required to construct each UMQ, for N = 40 qubits. This analysis was built from
the worst case assumption that each UMQ involves entangling qubits as far as oppo-
site ends of the chain through nearest-neighbour fast gates and SWAP operations.
However, such terms would only appear when simulating fermionic Hamiltonians
2In order to differentiate between operators represented by fermionic creation/annihilation op-
erators, and Pauli-operators, I will omit hats on operators in the spin representation.
3Technically, these terms are equivalent to fast gates between qubits that have adjacent indexing,
which in one-dimension trivially corresponds to nearest-neighbouring ions. This association is less
trivial in two-dimensions which I will address later in the chapter.
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with highly non-local interactions and even in such extreme cases there will always
be terms that involve fewer than N qubits. In most practical applications, only
smaller subsets of the qubits will be required for each UMQ.
I will first investigate the number of gates required for simulating the Hamiltonian
(4.1) on a one-dimensional chain of ions in a microtrap array. This is in contrast to
the approach of Ref. [2] where the authors considered fast gates between ions all in
a single linear Paul trap. This is motivated by recent work in Ref. [38], where the
scaling of microtrap chains was shown to be favourable to that of ions in a single
trap.
Three-body terms
I have already shown that UMQs are only required to simulate terms involving
three and ten qubits, which is already a significant reduction in complexity from
the worst case. Furthermore, the UMQ operations for simulating the three-body
terms involve only local pairings of qubits, and thus can be constructed out of just
nearest-neighbour gates without any SWAP operations. For example, consider the
three-body term σ4x ⊗ σ5z ⊗ σ6x. The unitary corresponding to this term can be

























By observation of the RHS, this UMQ can be built up of nearest-neighbour fast
gates between qubits 4 and 5, and qubits 5 and 6, up to single-qubit rotations to
transform between σz and σx. Three-body terms involving σy, such as σ4y ⊗ σ5z ⊗ σ6y ,
can be similarly constructed, with a different set of single-qubit rotations. There
are 64 three-body terms, each requiring a pair of UMQs which in turn can each be
constructed with 2 fast gates. In total, implementing the three-body terms requires
256 fast gates per Trotter step.
Ten-body terms
The ten-body terms do, however, require non-local couplings between ions. In other
words, building the ten-body from nearest-neighbour fast gates requires SWAP op-
erations. These terms are of the form σiλ ⊗ · · · ⊗ σi+10λ for every consecutive set of
§4.2 Implementation on a one-dimensional chain of ions 43
Figure 4.2: Construction of a m-body UMQ with nearest-neighbour fast gates and
SWAP operations. SWAP operations (pink) and nearest-neighbour fast gate entan-
gling operations (blue) are depicted. In total, m − 2 SWAP operations and m − 1
nearest-neighbour fast gates are required.
10 qubits in the chain, where λ = x, y. The corresponding UMQ has the form,




λ ⊗ σi+1λ + · · ·+ σiλ ⊗ σi+10λ )
}
. (4.4)
This can be interpreted as a series of non-local controlled-phase (CPH) gates between
pairs of qubits i and i + 1, i and i + 2, up to i and i + 10. Figure 4.2 visualises
the manner in which this operation can be implemented with nearest-neighbour
fast gates: a fast gate entangles the first and second qubits, and then the two are
swapped. The first qubit is now nearest-neighbours with the third qubit, and the
two are entangled with a fast gate. This process is repeated, until the first qubit is
nearest-neighbours with the eleventh qubit, which are then coupled together with a
fast gate. This is sufficient to construct the ten-body UMQ 4.4, up to single-qubit
rotations on each qubit.
I note that while this UMQ operation changes the positions of the qubits in the
chain, the reverse UMQ operation will restore each qubit to their original ions.
For a ten-body UMQ, this process requires 9 nearest-neighbour fast gates and 8
SWAP operations. There are 60 of these ten-body terms, each of which requires a
forward and a reverse ten-body UMQ. Each SWAP gate can be constructed with
3 nearest-neighbour fast gates, up to local rotations. The total number of fast
gates contributed by the ten-body terms is 2 × (9 + 3 × 8) × 60 = 3960. In total,
20 + 256 + 3960 = 4236 nearest-neighbour fast gates are required for the simulating
the Hamiltonian (4.1) for a single Trotter step, on a one-dimensional chain of ions.
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4.3 Implementation on a two-dimensional array
of ions
In the one-dimensional case studied above, the resource requirements for the sim-
ulation, in terms of number of fast gates needed, are dominated by the SWAP
operations used to connect distant ions. In higher-dimensional arrays, ions are nat-
urally closer together, which promises a significant reduction in the total number of
nearest-neighbour gates required to connect distant ions. I will now consider a two-
dimensional array of ions, and explicitly describe the construction of UMQs with
nearest-neighbour gates.
Due to the results of Chapter 6, I will work under the assumption that fast gates
between diagonally separated ions are not only possible in two-dimensional arrays,
but superior to equivalent operations constructed from multiple ‘adjacent’ (i.e. hor-
izontal/vertically nearest-neighbour) fast gates. Implementing the algorithm solely
with adjacent fast gates is a straightforward extension of the following calculation.
For simplicity I will consider a two-dimensional array of micro-traps, with the
distance between horizontally and vertically neighbouring micro-traps equal, i.e.
dx = dy = d. In general I will refer to such arrays as symmetric. Connectivity of
ions is key to reducing the number of SWAP operations required for non-local cou-
plings, and so square arrays (i.e. arrays of size M ×M) are optimal. I will consider
a 6 × 7 array of ions to realise the 40 qubits required for the simulation. This is
chosen to maximise connectivity, and is pictured in Figure 4.3.
The indexing of the qubits in this array is non-trivial in two-dimensions, and cor-
responds to a choice in the mapping of the fermionic Hilbert space to the Hilbert
space of interacting qubits. I have chosen a particular non-sequential indexing, as
shown in Figure 4.3, to ensure that the i-th qubit is always a nearest-neighbour to
both the (i − 1)-th and (i + 1)-th qubits. This is desirable as, just as in the one-
dimensional case, that the two-body terms can each be implemented with a single
fast gate between adjacent nearest-neighbours. Furthermore, the UMQs that sim-
ulate the three-body terms can similarly be constructed out of a pair of fast gates
between adjacent nearest-neighbours. Therefore, just as in the one-dimension case,
these terms require a total of 20 + 256 = 276 fast gates to be simulated, per Trotter
step.
Because this choice of indexing the qubits in the array is non-trivial, it is no longer
possible to describe how the ten-body UMQs can be constructed using SWAP gates
with a single general case. I have identified four unique types of ten-body UMQs that
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Figure 4.3: A visualisation of the 6× 7 array of ions, chosen for implementation of
the simulation. The indexing of the qubits is deliberately chosen as non-sequential
to ensure that the two-body and three-body terms do not involve couplings between
non-neighbouring qubits. The two ions marked in grey are not required for the
algorithm, and are only included here for completeness of the array.
each require different numbers of adjacent and diagonal nearest-neighbour gates to
construct. I describe the manner in which they are constructed from SWAP and fast
gate operations diagrammatically in Figure 4.4. I have tabulated the total number
of fast gates required for the simulation, per timestep, in Table 4.1, noting that
there are two terms σix ⊗ · · · ⊗ σi+10x , σiy ⊗ · · · ⊗ σi+10y for each i, and two UMQs are
required for each term.
It is useful to note here that the diagonal gates allow for a significantly reduced num-
ber of SWAP operations for the ten-body UMQs, and thus fewer fast gates required
Term Adjacent fast gates Diagonal fast gates
Pair terms 20 0
Three-body terms 256 0
Ten-body (A) 800 40
Ten-body (B) 416 160
Ten-body (C) 416 64
Ten-body (D) 160 96
Total 2068 360
Table 4.1: Number of nearest-neighbour fast gates required to implement the sim-
ulation algorithm, per term in the mapped Hamiltonian (4.2). The contribution of
terms that require only single-qubit rotations have been neglected.
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Figure 4.4: Four distinct types of ten-body UMQ gates are shown in terms of their
construction out of adjacent and diagonal nearest-neighbour gates. SWAP opera-
tions (pink) are shown as double ended arrows, and fast-gate operations (blue) are
visualised as a single-ended arrow beginning from the current location of the i-th
qubit.
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for the total simulation. It is possible to construct these UMQs purely from hori-
zontal and vertical nearest-neighbours, and it is a straightforward extension to show
that each ten-body UMQ would require five or fewer adjacent SWAP operations. In
this case, 3154 fast gates are required per Trotter step, which is significantly larger
than the totals of Table 4.1.
4.4 Discussion
A fast gate typically involves hundreds or even thousands of laser pulses. Therefore
it is not necessary to track single-qubit operations which require only single laser
pulses, when commenting on overall simulation infidelity and time costs. Therefore,
despite the fact that many single-qubit operations are involved in the simulation,
I will assume that resource requirements for the simulation are dominated by the
two-qubit operations. I will also assume contributions from other single-pulse oper-
ations are negligible, such as the shelving of qubits into long-lifetime internal states
(explored further in Section 7.2).
The total numbers of fast gates required for the simulation algorithm in the one-
dimensional and two-dimensional cases studied in this chapter are both significantly
reduced from those reported in Ref. [2], where the authors reported a requirement of
268 UMQs× 153 gates per UMQ ∼ 40, 000 nearest neighbour fast gates per Trotter
step. As such it is useful to re-investigate the gate requirements to implementing
the simulation such that it exceeds the capacity of classical computers. Lamata et
al. [74] suggest that simulating the 40-mode Fermi-Hubbard model considered in
this chapter would require a minimum of 10 Trotter steps. Taylor et al. [2] used a
threshold of 70% total simulation fidelity as a minimum for determining a successful
implementation. However this is largely arbitrary, as the requirements for individual
gate fidelity will be almost identical for a 90% threshold, as the total fidelity is a
product of such a large number of gate operations. I will estimate the fidelity of the
total computation by multiplying the individual fast gate fidelities together, to place
bounds on gate requirements. This estimate is valid for small gate errors, which is
necessarily true for fidelities required for large-scale computation.
The other aspect that needs to be taken into account is the total time taken by the
simulation algorithm. This must be considerably less than to the coherence times of
trapped ion qubits, which can be on the order of seconds. Most of the studies of fast
gates have been done considering 40Ca+ ions, which has a meta-stable D5/2 state
that can be used for qubit storage with lifetimes on the order of ∼2s [21]. A stronger
bound can be placed by considering heating rates, which for current traps are on
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the order of 10s−1 [2], which limits available time for the entire implementation of
the simulation to ∼100ms.
For implementation on a chain of 40 ions each in its own micro-trap, I found that
4236 nearest neighbour fast gates were required per Trotter step. To achieve a total
simulation fidelity of 70% then, individual gate infidelities of the order ∼7 × 10−6
are required. I found that in two-dimensional arrays, even fewer nearest neighbour
fast gates are required to implement the algorithm, with only 2468 gates needed per
Trotter step. For 10 steps, this corresponds to an individual gate infidelity require-
ment of ∼10−5 to achieve a total simulation fidelity of 70%. This is a slightly weaker
upper bound than the one-dimensional case. Importantly the significant reduction
of the number of gates means the entire simulation would be less susceptible to
experimental errors and can be implemented in almost half the time.
In the final chapter of this thesis, I will discuss the feasibility of implementing this
simulation algorithm on a trapped ion quantum computer in the near future. This
discussion will involve calculated gate fidelities that will be presented in the next two
chapters for one and two-dimensional microtrap architectures, modified by realistic
experimental errors that will be explored in Chapter 7.
Chapter 5
Efficient fast gate optimisation for
scaled ion crystals
In order to realise the simulation algorithm introduced in the previous chapter,
or indeed any large-scale computation on a trapped ion processor, fast gates must
perform well in large arrays of ions. This is where the current optimal gate schemes
fall short. The FRAG and Generalised Pulse Group (GPG) schemes were invented
to optimise gates for two-ion systems, and are not necessarily optimal for multi-
ion systems. These schemes have been shown to be sufficient for one-dimensional
chains of ions in microtraps [38], however not for architectures of multiple ions in a
single Paul trap [36]. Furthermore, designing fast gates for even the simplest two-
dimensional array requires optimisation over a 2× 2 ion system, and so it becomes
necessary to develop an optimisation scheme well suited for large ion crystals.
In Section 5.1 of this chapter, I will present an efficient gate scheme that builds
on the General Pulse Group (GPG) scheme introduced in the previous chapter,
which I will call the Antisymmetric Pulse Group (APG) scheme. In this scheme,
optimisation is done over the number of pulse pairs in each pulse group on a grid
of regularly-spaced timings. Additionally, an anti-symmetry is imposed in the sign
of the momentum kicks from the pulse pairs, further restricting the solution space.
I will present comparisons of optimisations of this scheme to the FRAG scheme for
two ions in a) a linear microtrap array in Section 5.2.3, and b) a single linear Paul
trap in Section 5.2.4. Further, in Section 5.3 I will show that APG gates between
ions in a linear trap scales more favourably as more ions are added to the trap as
compared with gates optimised under the FRAG and GPG schemes.
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5.1 Antisymmetric Gate Scheme
I propose a modification to the GPG scheme, which imposes anti-symmetrisation of
the Z vector. I will refer to this as the Antisymmetric Pulse Group (APG) scheme.
The form of the scheme is
Z = {−zN/2, . . . ,−z2,−z1, z1, z2 . . . , zN/2} , (5.1)
















, 1} . (5.2)
For some fixed gate time τG, gate optimisation under this scheme is then over the
elements {z1, . . . , zN/2}, i.e. over a N2 -dimensional search space. This reduction of di-
mensionality allows for gates with more pulse groups to be tractably optimised than
the GPG allows for. However, the imposition of anti-symmetry is a restriction on the
more general GPG scheme. Formally, this implies that given enough computational
time, the GPG scheme is likely to find higher-fidelity solutions in general. However,
as the number of ions is increased, there are an increased number of motional modes
that need to be restored, i.e. more conditions (c.f. equation (3.36)) that need to be
satisfied. As a result, the cost function gets increasingly more complicated, and the
general N -dimensional space of the GPG scheme requires increasingly high density
of sampling to find these higher-fidelity solutions. Furthermore, the anti-symmetry
of the APG scheme guarantees velocity restoration of each motional mode, which
results in a simpler cost function, and so is more likely to find optimal gate solu-
tions in regimes where the cost function of the GPG scheme is difficult to efficiently
search.
5.2 Comparison of gate schemes for two ions
For bench-marking the APG gate scheme, it is useful to compare it to the current
best gate schemes, FRAG and GPG. For brevity, I will adopt the shorthand:
[Scheme Name](Number of Pulse Groups)
for describing the APG and GPG gate schemes. For example, a GPG scheme with
N = 12 pulse groups will be denoted as GPG(10).
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5.2.1 Metrics for comparing gates
Gates will be compared on the basis of three things: their infidelity, minimum
resolving repetition rate, and time, all of which are preferred to be as small as
possible. In practise, high-fidelity gates that require low repetition rates to resolve
generally come at the cost of increasing the gate time, and the converse is also
true [36]. Thus fidelity will be the main metric for comparing gates, and will be
presented across ranges of gate time and minimum resolving repetition rates. For
bench-marking, I will compare infidelities to the commonly cited ‘fault tolerance
threshold’ of 1 − F = 2 × 10−4 [83, 84], which can be understood as a indicative
required error rate in order to implement fault-tolerant error correction using a
Bacon-Shor code with a depth of 10 [6, 85].
5.2.2 Numerical optimisation considerations
For consistency with the literature, particularly with regards to Ref. [36], I will
consider the 393 nm S1/2 → P3/2 transition in +Ca40 as the one used for the state-
dependent momentum kicks (this is discussed in Chapter 7). I will also assume a
constant average occupation of 0.1 for each of the motional modes, which is rea-
sonable for current ion trapping experiments [86]. The parameters corresponding to
these choices are:
ωt = 2pi × 1.2 MHz (angular units) (5.3)
η = 0.16 (5.4)
n¯1 = n¯2 = 0.1 . (5.5)
The results below will largely be reported in dimensionless units, i.e. the gate time
will be reported in trap periods and minimum resolving repetition rates will be
reported in trap frequency units of νt = ωt/2pi. Furthermore, I will assume that
the time-delay between the counter-propagating pulse pairs is not limited by laser
repetition rate, corresponding to a pulse splitting set-up (discussed in Chapter 7).







where δtk is the time between the k-th and k + 1-th pulse groups.
Following Ref. [38], the effect of the crystal geometry on a two-ion system can be
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characterised by the dimensionless parameter
χ = ωb − ωt
ωt
, (5.7)
where ωt and ωb are the frequencies of the common-motional and breathing modes,
respectively. The linear microtrap array I will consider in Section 5.2.3 is defined by
χ = 1.8× 10−4 and the linear Paul trap I will consider in Section 5.2.4 is defined by
χ =
√
3−1. In the case of the microtrap array, the value χ = 1.8×10−4 corresponds
to an intertrap distance of ∼90 microns for ωt = 2pi × 1.2 MHz.
I use the Limited-Memory Broyden Fletcher Goldfarb Shanno (LBFGS) algorithm
for numerical optimisation of the cost-function (3.40) for each of the gate schemes
in this section. This is a typical algorithm used for computationally intensive global
minima searches, and combines techniques of gradient descent with stochastic sam-
pling of the search space, to avoid being trapped in local minima [87]. The highest
fidelity gate is selected from a collection of local-gradient searches for restricted
boundaries, with respect to the parameters being searched over (pulse timings for
FRAG, number of pulse pairs per group for GPG and APG). These boundaries are
then expanded by a small amount, within which again minima are found. This
process is iteratively repeated until the boundaries hit a specified maximum. It is
important to note that this search is over a continuous solution-space, and so for the
APG and GPG schemes, I implement an extra step to the algorithm where found
minima are snapped to integer values of zk. This assumes that the integer-snapped
solutions are close to the minima found in the algorithm, which does pose the risk
of missing fine detail in the search space. The C++ code used for these calculations
is adapted (with permission) from code originally developed by Alexander Ratcliffe
at the ANU.
In this chapter, the results of all APG and GPG optimisations presented were cal-
culated with search densities chosen for comparable computational times, and the
maximum number of pulse pairs in any one pulse group is capped at 200 in all
optimisations. For consistency, FRAG searches are capped at nk = 100, which is
equivalent to placing a cap of 200 pulse pairs in any single pulse group. I will present
results for particular gate times, which correspond to fixed parameters in the GPG
and APG schemes, and maximum boundaries in FRAG optimisations.
5.2.3 Microtrap results
In Figure 5.1, I present the comparison between gate optimisations of two ions in a
microtrap array chatacterised by χ = 1.8×10−4 for FRAG, GPG(10), APG(10), and
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Figure 5.1: Infidelity is plotted as a function of minimum resolving repetition rate
for optimisation of the FRAG (purple, triangle), APG with 16 pulse groups (red),
APG with 10 pulse groups (orange), and GPG (green) with 10 pulse groups. Gates
are optimised for a gate time of (a) 0.45 trap periods, (b) 1.0 trap periods, and (c)
1.75 trap periods. For the FRAG scheme, these caps are implemented by direct
restrictions on the pulse group timings, and thus the FRAG gates may be faster
than the compared APG and GPG gates. The black dashed line shows the fault
tolerant threshold of 2× 10−4, corresponding to an fidelity of 99.98%. For each gate
time, the APG and GPG schemes clearly find solutions with lower infidelity than
the FRAG scheme, for given repetition rates.
APG(16) schemes. Gates were optimised for short, medium, and long gate times of
0.45, 1.0, and 1.75 trap periods, respectively.1
In all cases APG and GPG optimised gates clearly outperform FRAG gates, achiev-
ing lower infidelities for lower resolving repetition rates across all three gate times.
For the sub trap-period gate time, the FRAG optimisation was not able to find any
high-fidelity gates at all within the constraints placed on number of pulses. Fur-
ther, the FRAG data is more scattered across each of the plots, indicating that
the solution space was not adequately searched in the computational time allowed.
In comparison, almost monotonic trends are present in the APG and GPG data
for similar computational time, suggesting the solution space was more effectively
sampled.
The comparison between the APG and GPG gate schemes is more interesting. Even
1Note that I use ‘long’ only with respect to the trap period, 1.75 trap periods corresponds to a
gate time of 1.5µs. This is on the limit of what has been achieved in state-of-the-art experiments
that use different gate schemes and significantly larger infidelities of about 10−3 [26].
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with the larger number of pulse groups, gates designed under the APG(16) scheme
fall short of the GPG(10) scheme for the short gate time. While the APG(16) optimi-
sations found lower infidelity solutions overall, gates optimised under the GPG(10)
scheme pass beyond the fault tolerant threshold for almost an order-of-magnitude
lower resolving repetition rates, which is likely due to the gate time being close to
a half-integer multiple of the trap period. Anti-symmetric gates are unfavourable
at (half-)integer multiples of the trap frequency where motional restoration is dif-
ficult, as the gate is operating on very similar timescales to common-motional os-
cillations.2 This effect can also be seen for τG = 1.0 trap period, with the GPG
scheme outperforming both APG schemes in a small region between fmin = 600νt
and fmin = 1500νt, and the APG(16) scheme being optimal in all other regions. For
τG = 1.75 trap periods, both APG schemes clearly outperform the GPG scheme,
achieving lower infidelities for lower resolving repetition rates.
5.2.4 Linear Paul trap results
Similar optimisations were done for fast gates between two ions in a single linear
Paul trap; for short, medium, and long gate times of 0.05, 0.15, 0.55 trap periods,
respectively. This is shown in Figure 5.2. Note that these gate times are significantly
shorter than the ones fixed for the microtrap study, as it has been shown that linear
Paul traps lend themselves to faster gate times [36]. This can be understood in terms
of the larger separation in the frequencies of the common-motional and breathing
modes, which leads to more rapid accumulation of phase, and thus shorter time
required to achieve the phase of pi/4 required for the controlled-phase gate. This
can be seen by observing the dependence of the mode frequency ratios in Equation
(3.35).
For the ultra-short gate time of 0.05 trap periods, only the GPG and APG schemes
were able to find high-fidelity solutions within the boundaries allowed, similar to
the microtrap case. However for the other two gate times, FRAG gates are able to
achieve significantly lower infidelities of ∼10−12 whereas the APG and GPG gates
struggle to fall below 10−8. This suggests the solution space of the linear Paul
trap architecture has lots of ‘structure’ in terms of the pulse timing variables that is
obscured by the enforcement of regular pulse timings in the APG and GPG schemes.
This is unsurprising as the fast phase accumulation due to large mode separation,
which results in ‘sharper’ minima in the solution space. This is an issue for the
2Motional restoration of the common-motional mode at a trap period is guaranteed by default
if the momentum kicks are spaced out by (half-)integer multiples of the trap period, however this
is generally not the case because of the competing needs for phase restoration.
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Figure 5.2: Infidelity is plotted as a function of minimum resolving repetition rate
for optimisation of the FRAG (purple), APG(16) (red), APG(10) (orange), and
GPG (green) with 10 pulse groups. Gates are optimised for a gate time of (a) 0.05
trap periods, (b) 0.15 trap periods, and (c) 0.55 trap periods. Across all gate times,
the APG and GPG schemes are clearly optimal, as they find higher-fidelity solutions
for lower repetition rates than FRAG gates.
integer-snapping step in the APG and GPG optimisations, which assume integerised
solutions are very close to the non-integer numerical solutions found. Regardless,
the APG and GPG gates are able to achieve infidelities below the 2 × 10−4 fault
tolerant threshold for dramatically lower repetition rates.
The gates optimised under the APG(16) scheme clearly have lower repetition rate
requirements for high fidelity gates for each of the three gate times, which arguably is
the most important aspect of gate comparison for experimental realisation. Interest-
ingly, for the gate time of 0.55 trap periods, there is a significant difference between
the general and anti-symmetric searches for gates with N = 10 pulse groups. This
suggests that the optimal solution for a ten pulse group gate is not anti-symmetric
for gate times near half a trap period in linear Paul trap architectures. This is
unsurprising and can be attributed to difficulties with motional restoration at half-
integer and integer-multiples of the trap period, as described earlier. The results
for τG = 0.15 suggest that a 180 nano-second gate with fidelity above 1− 10−6 can
be implemented with a laser repetition rate of ∼3GHz. This is significantly faster
and higher fidelity than any experimentally realised two-qubit gate on trapped ions,
and requires an order of magnitude lower repetition rate to resolve than previously
reported by studies of the FRAG scheme [36].
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Figure 5.3: Scaling of a fast gate between two ions in a linear microtrap array as the
number of ions is increased, between the innermost (blue) and outermost (orange)
pairs of ions. The infidelity presented is for a GPG(10) gate optimised for a two-ion
microtrap array with χ = 1.8× 10−4, that has a gate time of τG = 1.2 trap periods
and a minimum resolving repetition rate of fmin = 1GHz. For large numbers of ions,
the infidelity does not increase indefinitely and plateaus to ∼10−7.
5.3 Ion scaling
The use of fast-gates in any large-scale computation with trapped ions requires an
understanding of how the infidelity and speed of gates scale with the number of ions.
In this section, I will report the scaling behaviour of fast gates as the number of ions
in a one-dimensional chain is increased. This will be done for both microtrap and
linear Paul trap architectures.
5.3.1 Microtrap scaling
While scaling analysis has been done recently for microtraps by Ratcliffe et al. [38],
I will reproduce the results here as it will serve as a useful comparison to scaling in
a Paul trap. The approach taken by Ratcliffe et al. was to study the performance
of a gate optimised for two ions in a system with more ions. This is a worst-case
option that is computationally inexpensive. The robustness of this approach can
be motivated in part by the difference between the mode frequencies being very
small: the biggest mode splitting is between the common-motional and breathing
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modes, which is fixed to χ = 1.8× 10−4 for the system I have been studying in this
chapter. This implies that motional restoration of a single motional mode results in
the almost complete restoration of each of the other motional modes as well. While
this approach is unlikely to find the highest-fidelity gates for a scaled ion system,
it is certainly more computationally tractable to only optimise for two-ion systems.
Furthermore it is experimentally favourable to not have to change pulse schemes as
ions are added or removed.
The fidelity of the two-ion gate is calculated using the truncated infidelity (3.40),
evaluated individually for each system with varying number of ions in a one-
dimensional array of microtraps each separated by a distance d = 100µm. This
includes the motional modes of all of the ions, which are calculated by linearisation
of the potential of the system, as described in Appendix B. The results are plotted in
Figure 5.3, from which it can be seen that the fidelity of the gate initially decays as
more ions are added, but not indefinitely. For more than ∼10 ions in the chain the
fidelity plateaus to a constant value. The plateauing behaviour can be understood
as the additional motional modes added from added ions contributing less to the
dynamics of the gate in increasingly large ion chains. This value depends on which
two ions are involved in the gate, with an order of magnitude difference in fidelity
between the outermost and innermost ions.
5.3.2 Linear Paul trap scaling
Unfortunately, the same approach fails for studying scaling of linear ion chains in
a single Paul trap. This is because the splitting between mode frequencies is much
larger than the microtrap case, and so the extra motional modes from increasing
the number of ions are non-trivial to restore. Bentley et al. [36] found that this
can be avoided by increasing the speed of the gates so they only excite local motion
of ions, but the repetition rates required were prohibitively high. Thus it becomes
necessary to optimise gates individually for each number of ions in the trap, which
is the approach I will take here. I will, however, enforce a capped gate time in each
of these optimisations and restrict this analysis to gate infidelity, as gate speed will
not change as the ion crystal is scaled.
In Figure 5.4, I have plotted the infidelities gates optimised for different numbers of
ions in a Paul trap with fixed longitudinal frequency under the FRAG, APG(16),
and GPG(10) schemes. The reported infidelities are for gates that were optimised
under each scheme for comparable computational time. Gate times were capped at
half a trap period, which for the FRAG scheme this corresponds to the maximum
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Figure 5.4: Infidelities of FRAG, APG, and GPG gates for increasing numbers of
ions in a single Paul trap is increased, for fixed axial frequency of ωt = 2pi×1.2 MHz.
Gates were optimised for each multi-ion system with gate times capped at τG = 0.6
trap periods. The infidelities reported here are for minimum resolving repetition
rates of 1 GHz (solid) and 10 GHz (dashed), respectively. The FRAG optimisation
for 15 ions was not able to find gates that are resolvable by 1 GHz repetition rate.
boundary placed on the search. In the APG and GPG schemes, optimisation was
done over a range of fixed gate times lower than 0.6 of a trap period, and the
best-performing gate was selected. Just as with the rest of the gate optimisations
presented in this chapter, finite repetition rate was not enforced in the search but
calculated afterwards in terms of minimum resolving repetition rate from Equation
(5.6). For more than 15 ions, optimisation was found to be intractable within
the scope of this thesis: each additional ion adds an extra condition for motional
restoration and thus the cost function becomes increasingly complex.
There appear to be similar trends across all three gate schemes as more ions are
added to the trap, with infidelity growing. Higher repetition rates are able to resolve
higher-fidelity solutions across all three gate schemes, which is likely due to increase
gate speeds allowable with 10 GHz as opposed to 1 GHz. As compared to the results
shown in Figure 5.2, there seems to be a sudden jump in the infidelity: for example
FRAG was able to achieve extremely low-infidelities of 10−12 for a two-ion system
with a 1 GHz repetition rate laser - for even three ions in a trap this drops to 10−4.
This drop appears to be less dramatic for the APG and GPG schemes, which for
given laser repetition rates are able to achieve orders of magnitude better fidelities.
This can likely be attributed to the fact that the FRAG scheme has only three free
parameters that are optimised over, which is well suited to two-ion systems, where
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only three conditions need to be satisfied (one phase condition, and restoration of
two motional modes). As more ions are added, the increased motional modes result
in more restoration conditions that need to be satisfied, and thus the FRAG scheme
is no longer an exact solution to the equations (3.35) and (3.36). In contrast, the
APG and GPG schemes have an increased number of free variables (in this case,
eight and ten, respectively) and thus have more freedom to find solutions that satisfy
all motional conditions.
There is also a significant difference between the APG(16) and GPG(10) schemes
in this scaling plot. While the previous sections saw the GPG achieving compara-
ble (and occasionally better) fidelities for given repetition rates, Figure 5.4 tells a
different story. The fidelities of gates optimised under the APG(16) scheme appear
to be between one to two orders of magnitude better than those optimised under
the GPG(10) scheme, for a given resolving repetition rate. This validates the initial
motivation of developing an anti-symmetric scheme that optimises over zk elements:
it combines the anti-symmetry of FRAG which simplifies motional restoration, and
the increased number of free variables in the GPG scheme. As mentioned previously,
as the GPG scheme is a generalised form of the APG scheme, it should always be
able to achieve better fidelities if sampled sufficiently densely. This suggests that the
cost-function that includes the motional modes of three or more ions, is unable to
be sampled densely in GPG optimisation for the computational time allowed in this
analysis. Therefore the APG scheme is very well suited to finding high-fidelity solu-
tions to multi-ion systems with finite computational resources. One may note that
unlike the FRAG trends, the infidelity of the APG and GPG gates do not mono-
tonically grow as a function of ion number, with some ‘kinks’ in the trends around
10 ions. This likely is not due to any physical phenomena, rather corresponding
to the integerisation of the optimised solutions (described in Section 5.2.2). If each
gate was locally optimised for its pulse timings, these kinks would likely disappear.
It is also possible these kinks are sign of an under-sampled search space, and may
disappear for higher density optimisations.
5.4 Conclusions
The analysis presented in this chapter lays the groundwork for optimising fast gates
in scaled ion crystals for large scale computation. I have discussed a fast gate optimi-
sation scheme that is a variant of the Generalised Pulse Group (GPG) scheme with
the imposition of anti-symmetry, which I have dubbed the Antisymmetric Pulse
Group (APG) scheme. The APG scheme has been compared against the GPG
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scheme and the FRAG scheme, which is the current optimal gate scheme in fast-
gate literature, across a range of gate times and repetition rates. For almost all gate
optimisations in a simple two-ion system, I have found the APG scheme is optimal,
due to the simplification of the cost function from the anti-symmetry constraint.
Notable exceptions are in microtrap architectures, where the GPG scheme is op-
timal for gate times that are integer or half-integer multiples of the trap period.
Further, for increasing numbers of ions in a single linear Paul trap the APG scheme
has been shown to achieve orders of magnitude better fidelities for fixed resolving
repetition rates than both the FRAG and GPG scheme. This suggests that the
APG scheme is well suited for optimising gates in trapped ion architectures where
motional restoration of multiple modes is non-trivial. As such, the APG scheme will
be used in the following chapter to optimise gates for a two-dimensional microtrap
architectures, which has a mode structure significantly more complicated than the
one-dimensional cases studied here.
Chapter 6
Fast gates in two-dimensional
symmetric ion crystals
In Chapter 4, I showed that the increased connectivity of ions in two-dimensions
allowed for significant reduction in the number of nearest-neighbour fast gates re-
quired to implement non-local entanglement operations. While two-dimensional mi-
crotrap arrays have been experimentally realised [55], there has been little analysis
of fast gates in these architectures. Even in the simplest cases, the mode structures
of two-dimensional architectures are sufficiently different to their one-dimensional
counterparts that it is not clear whether fast gates can be implemented with high-
fidelity, if at all. Furthermore, it is unclear whether it is preferable to implement
fast gates directly between diagonally separated ions in a two-dimensional lattice,
or connect them via a series of nearest-neighbour fast gates.
In this chapter I will investigate fast gates in square-symmetric ion crystals. To be
precise, square-symmetric refers to an N ×N array of ions in a square arrangement
with respect to a set of orthogonal axes. This symmetry allows for a non-dimensional
treatment for the simplest case of a 2×2 arrangement of ions, which I will describe in
Section 6.1. I will present the results of gate searches for fast gates between nearest-
neighbour ions in Section 6.2.2 for variations of this parameter. I will compare
fast gates between diagonally separated ions, and compare to equivalent operations
constructed out of (adjacent) nearest-neighbour gates. Finally, in Section 6.4, I
will consider the performance of these nearest-neighbour gates as the size of the
two-dimensional crystal is scaled.
6.1 2D microtrap architecture
The physical architecture I will consider is the two-dimensional generalisation of the
linear microtrap array studied in Chapter 5, where ions are individually trapped
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Figure 6.1: Diagram of the 2×2 symmetric ion crystal, where ions are represented as
(red) spheres in microtrap potentials (blue). The indexing of the ions corresponds to
column and row, respectively. The vertical (y) and horizontal (x) axes correspond
to column and row, respectively. The crystal is symmetric, in that the distance
d between neighbouring traps along each column and each row is the same, as
indicated.
in symmetric microtraps, on a regular grid. In this geometry, the distance between
neighbouring traps along the vertical and horizontal axes are equal, i.e. dx = dy = d,
and the individual microtraps are symmetric in their radial and longitudinal trapping
frequencies, i.e. ωx = ωy = ωt. This is represented for the simple 2 × 2 crystal in
Figure 6.1
6.1.1 Non-dimensionalisation of mode structure
Just as Ratcliffe et al. [38] presented a non-dimensional analysis of fast gate schemes
for two ions in a linear array, the symmetry of this two-dimensional geometry allows
for an analogous non-dimensional treatment. By inspection of the condition equa-
tions (3.35) and (3.36), the ideal implementation of a fast gate is the function of the
frequencies of the collective motional modes, which are defined completely by the
trap geometry.
In analogy to the one-dimensional case, the effect of the trap geometry on the dy-
namics of a fast gate should be able to be captured by the dimensionless parameter




4pi0 . Naively, one might expect the dynamics to be domi-
nated by the common-motional and breathing modes. The smallest possible crystal
in two-dimensions is a four-ion system in a 2×2 arrangement, and so I will begin by
modelling this smallest sub-unit of a 2D ion crystal. In contrast with the analogous
one-dimensional case, there are extra motional modes present that are orthogonal
to both the common-motional and breathing modes. Furthermore, the common-
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motional and breathing modes are degenerate, and thus not unique. As such, some
care needs to be taken in finding an appropriate dimensionless parameter that is a
good predictor of the system dynamics.
In order to circumvent these subtleties, I take a brute force approach by analytically
computing the Hessian matrix of the system, pulling out common factors, and forcing
them to be non-dimensional by factors of ωt and d. In this manner, I identify that the
suitable dimensionless parameter is the normalised difference between the squared





− 1 . (6.1)
Importantly this can be expressed in terms of the more fundamental geometry pa-
rameter ξ0,
ξ = pi2ξ0



































pi2 − 50√2 + 88 .
In terms of this dimensionless parameter, the frequencies of the motional modes of
the four-ion system can be written as
ω2p = ω2t
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where the first two elements correspond to the two common-motional modes, and the
second two correspond to the breathing modes. Visualisation of the corresponding
mode coupling vectors bp are shown in Figure 6.2.
6.2 Nearest-neighbour gate searches
This mode structure is significantly different to the motional spectrum of one-
dimensional chains of ions, and thus the generalisation of gate optimisation is entirely
non-trivial. In this Section, I will present results of gate optimisation based on the
2 × 2 ion system. An additional complexity in two-dimensions is the possibility of
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Figure 6.2: Visualisation of the couplings of the motional modes to the ions in a
2×2 symmetric crystal. The displacements in the x and y directions are represented
in arbitrary units as the coupling vectors bp are normalised. The corresponding
squared frequency of each mode is annotated, ω2p/ω2t .
performing gates across the diagonal of the crystal, which I will study in the next
section. To distinguish between these two possibilities, I will refer to gates along
the horizontal and the vertical (i.e. non-diagonal gates) as adjacent. The symmetry
of this considered architecture is implicit in this nomenclature, as gates along the
horizontal axis and gates along the vertical axes are treated as equivalent.
6.2.1 Cost-function adjustments
Thus far in this thesis, I have only considered gates where the momentum kicks
from the counter-propagating pi-pulses are administered along a single trapping axis,
which is implicit in the cost-function expression (3.40). This is too restrictive in
two-dimensions, where it may be preferable to have these kicks in more general
directions. This will be useful when I investigate diagonal gates. In order to make
this generalisation, I will introduce a vector K to describe the kick direction. This
is a normalised vector indexed by the x, y co-ordinates of the i-th ion in the j-th
row of the crystal lattice, i.e.
xi,j = {x1,1, y1,1, x1,2, y1,2, x2,1, y2,1, x2,2, y2,2}. (6.5)
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These coordinates correspond to the (i, j) indexing of the ion positions, as shown in
Figure 6.1.
For example, the vector
K = (0, 1, 0, 0, 0, 0, 0, 0)T (6.6)
characterises momentum kicks of the top left ion along the y-axis. Using this defi-
nition, the truncated infidelity expression (3.40) for a fast gate between two ions, A
and B, can be written in a more general form,






(KA · bp)2 + (KB · bp)2
)
|∆Pp|2 . (6.7)
Furthermore, the expressions for the phase mismatch, ∆φ, and motional restoration,
∆Pp, can be written in this more general form as well:
|∆φ| =
∣∣∣∣∣8η2 ωtωp (KA · bp)(KB · bp)
∑
i 6=j
















By inspection of (6.8) and (6.9) it can be noted that the choice of sign of K is
arbitrary.
This truncated expression will be used as the cost-function for optimising gates in
this chapter, in analog to the one-dimensional gate searches in Chapter 5. Parameter
values will be kept the same as in Chapter 5, unless otherwise stated. It is important
to note that this cost-function is more complicated for two-dimensional gate searches
due to the presence of extra modes that require restoration. For this reason, I choose
to use the APG(16) gate scheme for optimisation as by the anti-symmetric nature
of this gate scheme, momentum restoration of each motional mode is guaranteed.
In the APG scheme, both the pulse mismatch |∆φ| and the motional restoration
terms |∆Pp| depend only on values of zizj and the oscillation frequencies of the
motional modes, as the pulse timings ti are fixed. This suggests that the infidelity
can be described by n2max and ξ for fixed η and gate time τG, where nmax = max(zi).
6.2.2 Adjacent gate results
I have plotted the infidelity of gates optimised under the APG scheme as a function
of n2maxξ in Figure 6.3. For a given gate time, the infidelity appears monotonic as a
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Figure 6.3: Infidelities of optimised gates are plotted as a function of n2maxξ, where
nmax is the largest number of pulse pairs in a given group for a given gate, plotted
for several different gate times (in trap periods). As in the previous chapter, the
black dashed line marks the fault tolerant threshold of 2×10−4. For each gate time,
the infidelity of a gate is well described by the parameter n2maxξ until it falls below
approximately 1 − F = 10−2. The vertical lines correspond to the maximum value
of n2maxξ achievable by a 5 GHz repetition rate laser, and a trap geometry with
ωt = 2pi× 1.2 MHz and d = 100 microns (corresponding to ξ = 1.7× 10−3), for each
gate time. This data suggests that high-fidelity gates with operation times longer
than ∼0.6 trap periods can be realised with a 1 GHz repetition rate laser in such a
geometry.
function of n2maxξ until it falls below ∼10−2, after which n2maxξ fails to characterise
the gate infidelity. This is similar to characteristics of fast gates between a pair of
microtraps in a linear array, analysed in Ref. [38], based on the analogous dimen-
sionless parameter χ = ωBR
ωt
− 1. This suggests that the solution-space of fast gates
in two-dimensional microtrap arrays has a similar structure to its one-dimensional
counterparts, at least for the simplest crystals. The data also demonstrates that a 5
GHz repetition rate is capable of resolving gates as fast as 500 nano-seconds1 with
high-fidelity in an experimentally feasible geometry with ωt = 2pi × 1.2 MHz and
trap separation of d = 100 microns.
It is perhaps an unsurprising result that, qualitatively at least, optimisation of fast
1I have converted between trap periods and dimensional time for the given trapping frequency,
by calculating 2piωt τG.
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Figure 6.4: Infidelities of optimised gates are plotted against their minimum re-
solving repetition rate (in units of trap frequencies). These gates are optimised for
ξ = 1.7×10−3, and for gate times of 0.5 (red), 1.0 (green), and 1.8 (purple) trap pe-
riods. The 2×10−4 fault tolerance benchmark is marked as a black dashed line. For
each gate time, this threshold is achieved within the bounds placed on the search.
gates between micro-traps share similar structure in one-dimensional chains and
two-dimensional arrays, as the motional dynamics can be reduced in both cases to
a single dimensionless parameter. While the parameters are not exactly equivalent
- χ is the (normalised) difference in the common-motional and breathing mode
frequencies and ξ is the squared difference - the parameters play an analogous role
to one another as they characterise the relative rate of phase acquisition between
these two modes. This rate is, of course, also dependent on the magnitude of the
momentum kicks which can be parameterised by nmax, and thus depends on the
available laser power. Importantly, the fact that the gate infidelity scales with the
square of this quantity (n2max) suggests that increasing pulse repetition rate is the
most effective way to improve gate performance in a practical setting.
In Figure 6.4, I plot the results of gate optimisations in terms of the infidelity as a
function of minimum resolving repetition rate, for several different gate times. This
is done for a fixed value of ξ = 1.7 × 10−3, corresponding to an experimentally-
feasible inter-trap distance of d = 100µm, and trapping frequency ωt = 2pi × 1.2
MHz. The gate infidelities are almost monotonic with respect to the repetition rate,
and follow similar trends to the one-dimensional microtrap array (c.f. Figure 5.1).
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By comparison to the one-dimensional case, the repetition rates required to achieve
a given infidelity appear to be slightly higher. Furthermore, the overall achievable
fidelities appear to be not as high as the one-dimensional system. This can be
explained by the increased connectivity of two-dimensional crystals, which results
in more motional mode excitation during the gate operation. The requirements
of phase accumulation and motional restoration constitute nine conditions in the
two-dimensional 2 × 2 crystal, as opposed to three in the one-dimensional analog,
thus resulting in a more complicated solution space. This additional complexity also
scales with the size of the crystal: in a general two-dimensional array there are twice
the number of motional modes as ions, in contrast with one-dimensions where there
are only as many motional modes as ions.
6.3 Diagonal gates
The additional dimensionality of two-dimensional architectures also allows the pos-
sibility of fast gates directly between diagonally separated ions being preferred to
an equivalent sequence of adjacent gates. This is in contrast to previous notions of
nearest-neighbour gates always being optimal in one-dimensional chains of ions (see
Section 3.5.2). However, the poor distance scaling of fast gates (see Ref. [36]) may
pose a difficultly for implementing fast gates directly between diagonally separated
ions, which are a factor of
√
2 further from each other than adjacent neighbouring
ions. Fast gates between diagonally-neighbouring ions thus require larger momen-
tum kicks, and consequently higher repetition rate lasers, to achieve comparable
fidelities to gates between adjacent nearest-neighbours. However, a more concern-
ing aspect of diagonal gates is the motion they may excite in nearby ions, and
whether diagonal gates can be designed to effectively restore all the motional modes
involved is not clear.
6.3.1 Entangling diagonal qubits using adjacent gates
The question is then, is it better to construct an ‘effective’ gate between the diagonal
ions composed of adjacent gates (gates between adjacent nearest-neighbour ions), or
simply directly do a fast gate directly between them. The process for implementing
an effective-diagonal gate between the (1, 1) and (2, 2) is visualised in Figure 6.5,
and involves the following:
1. A SWAP operation exchanges the states of qubits (1, 1) and (1, 2). In the
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Figure 6.5: Visualisation of fast gate operations between diagonally separated ions
(1, 1) and (2, 2). Fast gates are represented as dashed lines, and the swap gate is
represented as a solid double-ended arrow. The direct-diagonal fast gate is shown in
blue, and the equivalent non-position preserving operation constructed with adjacent
gates through (1, 2) is shown in red. Equivalently the operation can be done through
(2, 1), shown in light red.
computational basis this operation has the form
UˆSWAP =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , (6.10)
and can be constructed with three (vertical) adjacent fast gates, and four
single-qubit gates [2]. Note that the positions of the ions themselves have not
changed, rather the qubits are now represented by different ions.
2. Qubits (1, 1) and (2, 2) are now (horizontally) adjacent to each other, and are
entangled with a single (vertical) adjacent gate.
It is important to note that while this process implements an effective diagonal gate,
it is non-position preserving as it does not restore the swapped qubits (1, 1) and (1, 2)
to their original locations in the crystal. To do so would require an additional SWAP
gate, and thus an extra three adjacent fast gates.
For comparison to direct fast gates, I will neglect the contribution of the single-
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qubit gates to constructing these effective-diagonal operations. As discussed in
Chapter 4, this is a very robust approximation as single-qubit gates can typically
be implemented with a single laser pulse whereas fast gates require on the order
of hundreds of pulses [2]. Furthermore, I will work under the approximation that
the fidelities of each of the four constituent adjacent gates are uncorrelated, and
can be calculated by multiplying the fidelities of each individual gate together, i.e.
F ≈ (Fadjacent)4. Similarly, I will calculate the total duration for the operation by
summing the individual adjacent gate times, i.e. τG = 4τadjacent. These assumptions
describe a best-case implementation of this effective-diagonal fast gate, and thus
place an upper-bound on its performance.
6.3.2 Comparing direct-diagonal and effective-diagonal fast
gates
The above protocol for implementing an effective-diagonal gate can be compared to
a direct-diagonal gate by comparing repetition rate requirements to achieve high-
fidelity. In order to present this comparison, direct-diagonal gates are optimised
between ions (1, 1) and (2, 2). Note that a gate between (1, 2) and (2, 1) would
be identical due to symmetry. I performed numerical optimisations for the 2 × 2
lattice characterised by ξ = 1.7 × 10−3, using the APG(16) scheme introduced in
the previous chapter. The truncated infidelity expression (6.7) was used as the








(0, 0, 0, 0, 0, 0, 1, 1) . (6.12)
These kick vectors correspond to kicking the ions on opposite corners of the 2 × 2
array toward each other along the diagonal. This maximises the closeness of the ions
during the gate and subsequently increases the strength of the inter-ion Coulomb
interaction. This in turn leads to larger trajectories through phase space, and thus
more rapid phase accumulation. This choice of kick direction is also motivated by the
results for gates in a linear Paul trap (see 5.2.4), where I showed that the increased
closeness of ions leads to faster speeds for lower repetition rate requirements.
For fair comparison of the direct-diagonal and effective-diagonal gates, I calculated
the minimum repetition rates required to resolve gates with infidelities below the
2×10−4 fault tolerant threshold across a range of different gate times. This is shown
in Figure 6.6. It is clear here that direct-diagonal gates are superior to equivalent
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Figure 6.6: Minimum repetition rates required to resolve gates with infidelity be-
low fault-tolerant error correction threshold of 2 × 10−4 as a function of gate time
for adjacent gates (orange), diagonal gates (blue). Each data point corresponds
to a gate optimised under the APG scheme with 16 pulse groups, in a 2D crys-
tal with ξ = 1.7 × 10−3. Note, νt = ωt/2pi. Results for non-position preserv-
ing diagonal gates constructed with adjacent gates (red) are also presented, which
were calculated as having the same required repetition rate of adjacent gates and
the combined gate time for four adjacent gates (a SWAP gate, and a single en-
tangling gate). All data points are fitted to the trend fmin/νt = a τ−2.5G with
a = 2170.42, 2516.75, and 71712.2 for the adjacent, diagonal, and effective-SWAP
gate data, respectively.
operations constructed with adjacent gates. For a given repetition rate, high-fidelity
diagonal gates can be resolved that are roughly five times faster than their effective-
diagonal counterparts.
The data is fitted to the trend τG = a(fmin/νt)−2/5, which has been shown to be the
optimal scaling of gate times for FRAG gates [36]. Data points clearly fall on the
trend line except for half-integer and integer multiples of the trap period, which is
an artifact of the APG scheme being anti-symmetric. This suggests that the APG
scheme generally also follows the scaling behaviour:
τG ∝ f−2/5min . (6.13)
The values of the fitted parameter a suggest that for a given gate time, the resolv-
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ing repetition rate requirements are approximately 3000% lower for direct-diagonal
gates. The difference would be even more dramatic for position-preserving diago-
nal operation which would require an additional three adjacent gates (for the sec-
ond SWAP operation). From here it is clear that, for symmetric two-dimensional
crystals, it is far more preferable to do gates directly between diagonally nearest-
neighbour ions, as opposed to composing equivalent operations with adjacent gates.
6.4 Gate performance in scaled crystals
Thus far, the analysis I have presented is limited to the smallest two-dimensional ion
crystal with four ions in a 2×2 arrangement. However, for any practical application
of quantum computing, more qubits are required. Therefore it is important to study
the performance of fast gates in scaled crystals. In this section I will consider only
N × N ion crystals, however the results presented place an upper bound on more
general N ×M arrays for N ≥M .
A brute-force approach to this analysis would be to optimise gates individually for
crystals of different sizes, and compare fidelities for similar gates of similar oper-
ational time and minimum repetition rate resolution. However, the complexity of
the truncated cost function (6.7) scales with the square of the number of motional
modes, which in turn scales with the number of ions in the crystal. Thus in practise,
gate optimisations are computationally infeasible for all but the smallest crystals.
An alternative approach is to optimise a gate for the 2×2 system, and then calculate
its performance in a larger crystal. Motivated by the success of this approach for one
dimensional geometries (c.f. Figure 5.3), this is the approach I will take here. This
approach has the benefit of consistency in that the minimum resolving repetition
rate and operational gate time do not change as the size of the crystal is changed.
Thus the infidelities I will report in this section will be calculated taking into account
the motional states all of the ions, for gates that are optimised only for the motional
modes of a 2×2 crystal. This is equivalent to reporting a lower-bound on achievable
fidelities as the gates optimised for the simple 2× 2 array will in general not be the
optimal gate for larger crystals. I will assume that all motional modes in each crystal
size considered will have an average mode occupancy of n¯p = 0.1. This effectively
assumes that larger crystals are hotter, which is a worst-case scenario.
In Figure 6.7 I have plotted the infidelity of an adjacent gate optimised for a 2× 2
ion array as a function of crystal size (charactered by the number of rows N , for an
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Figure 6.7: Scaling of nearest-neighbour adjacent gates in different locations in a
square ion lattice of different sizes. The locations are pictorially represented for the
4× 4 array. The chosen gate is optimised under the APG scheme with τG = 1.7 and
is resolvable by a 1 GHz repetition rate. Fast gates at each of the locations scale
favourably, with infidelities plateauing to a constant value of ∼10−8 at high number
of ions.
N ×N crystal).2 Notably, even for the worst-case placement the fidelity of the gate
does not decay endlessly and plateaus at around 1 − 5 × 10−8, which is still very
close to unity. The plots also suggest this behaviour occurs regardless of which pair
of neighbouring ions the gate is operated on. This is a very powerful result, as it
shows that fast gates enable computation in scaled crystals without significant loss
of gate fidelity or speed.
In the one-dimensional case, the scaling behaviour was perfectly captured by the
performance of an optimised two-qubit gate at the edge of the chain and by one
placed in the middle of the chain. In two-dimensional arrays, there are several dis-
tinct locations corresponding to whether the gate is between ions in the middle or
edge rows/columns, which can be understood by considering the 4 × 4 ion crystal.
This is visualised in each of the Figure, which shows that there are two clear trends.
Surprisingly, the innermost and outermost ion pairs appear to follow the same trend,
despite the distinct differences in their locations. I claim that this is due to two com-
peting effects: the innermost ions experience increased Coulomb interaction from
the surrounding ions, which results in a more rapid phase accumulation, however
also involves motion of more surrounding ions, which is harder to restore. The out-
2This discussion extends to diagonal gates, which I found to have identical scaling behaviour.
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ermost ions are surrounded by fewer ions, so experience less Coulomb interaction
but also involve fewer motional modes. It appears that these two effects balance for
the outermost and innermost ion pairs, resulting in comparable fidelities. A similar
effect is visible for the ion pairs at the middle of the bottom of the lattice and the
middle of the side of the lattice, albeit less extreme, corresponding to a slightly
higher fidelity overall.
6.5 Conclusions
In this chapter, I have demonstrated that fast gates are well suited to symmet-
ric two-dimensional crystals of ions in individual micro-traps. I showed that the
performance of fast gates in this crystal can be characterised by the dimensionless
parameter ξ, and the maximum number of pulses in a given pulse group. Notably,
for experimentally reasonable values of the trap geometry parameters (d = 100µm
and ωt = 2pi × 1.2 MHz), I found that extremely high-fidelity gates between neigh-
bouring ions are resolvable by reasonable repetition rate lasers, even for gates with
operation times smaller than the trap period. For example, a 5 GHz repetition
rate laser is sufficient to resolve a 500 nano-second gate between adjacent ions with
infidelity well below 2 × 10−4. This demonstrates that fast gates are well suited to
two-dimensional architectures of trapped ions in microtraps.
The notion of nearest-neighbour fast gates was extended to gates that are diagonally
connected in this two-dimensional geometry. I found that diagonal gates only require
slightly larger repetition rates to resolve than adjacent gates of a similar fidelity for
the same gate time. Furthermore, I showed that diagonal gates are superior to
equivalent operations constructed with adjacent gates which required over an order
of magnitude larger repetition rates to resolve high-fidelity gates of a given duration.
In general, diagonal gates will reduce the number of operations that need to be done
to connect distant ions, thus making implementation of quantum algorithms more
accessible.
The scaling behaviour of fast gates in these geometries I presented is also of great
significance to practical applications of quantum computers. I found that gates
optimised for a small 2× 2 ion crystal perform very well as more ions are added to
the system, with infidelities plateauing to the order of 10−8 for very large crystals
in the worst-case. Further, this behaviour was identified even under the worst-case
assumption that there is equal mean occupation in all motional modes of the scaled
crystals. This places a strong upper bound on the achievable fidelities of nearest-
neighbour fast gates in very large crystal geometries, well above error correction
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thresholds, and enables large-scale computation in two-dimensional ion crystals.
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Chapter 7
Experimental considerations
While the results of the previous chapters have indicated a promising outlook for the
future of fast-gate enabled trapped ion quantum computing, it is important to note
that the particular type of fast gates considered in this thesis (based on ultra-fast
counter-propagating pulse pairs) have not yet been experimentally realised. Thus
it is useful to consider practical challenges in realising fast gates, particularly as
several experimental groups are working on its realisation [50, 70].
In this Chapter, I will address some of these challenges and make recommendations
for experimentally realising robust, high-fidelity fast gates. In Section 7.1, I perform
a worst-case analysis of the effect of pulse imperfections and make recommendations
for improving the robustness of their population transfer. I then investigate issues
specific to choice of candidate ions in section 7.2, focusing on the energy levels used
for the momentum kick and their lifetimes. Finally, in section 7.3, I make a series
of experimental recommendations based on the results of this thesis.
7.1 Effect of pulse imperfection
It has been identified in several analyses that errors in population transfer are
the main limitations in experimentally implementing a high-fidelity fast gate
[2, 38, 58, 88]. Specifically, this is a coherent source of error that is dominated
by imperfections in the pulse areas of the ultra-fast pulses which lead to variability
in the amount of rotation on the Bloch sphere, thereby resulting in unwanted in-
ternal state populations and incorrect motional states. Furthermore, Bentley et al.
[58] identified that errors in a small number of pulses compound significantly with
the number of pulses. This is fairly unfortunate, as the theoretical performance of




Here, I will assume that each the pulses in each counter-propagating pair are per-
fectly correlated, which is reasonable if they are generated by pulse splitting (this
will be addressed later in this chapter in Section 7.3). Under this assumption, it is
reasonable to set the phase of the laser to zero, φ = 0, as phase will cancel out (see
Appendix C).
Errors from a single pulse pair







cos θ + i 1ˆ sin θ (7.1)
where 1 is the identity, θ is some parameterisation of the error, and the factor of i is
required for unitarity. Note that when θ = 0, this reduces to the ideal unitary for a
single pi-pulse (c.f. equation (3.32)). The unitary for the counter-propagating pulse






cos θ + i 1ˆ sin θ . (7.2)
The total unitary for the counter-propagating pair can then be obtained by sim-
ply multiplying these two unitaries together, which takes the following form in the
{|g〉 , |e〉} basis:
Uˆpair = Uˆ→Uˆ← =
e2ikxˆ cos2(θ)− sin2(θ) i cos(kxˆ) sin(2θ)
i cos(kxˆ) sin(2θ) e−2ikxˆ cos2(θ)− sin2(θ) .
 (7.3)
By expanding to second order in θ, the unitary can be expressed as





 , and (7.5)
Uˆerror =
 0 i cos(kxˆ)
i cos(kxˆ) 0
 , (7.6)
and 1ˆ is the identity operation. Here, Uˆ0 is the ideal unitary for the counter-
propagating pulse pair, as derived in Appendix C. It describes a momentum kick of
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±2~k, with the sign dependent on the internal state of the ion. The ‘error’ unitary
Uˆerror describes a failure to restore the original internal state, and also results in an
incorrect motional state. States generated by the application of the error unitary
will always be orthogonal to states generated by the ideal unitary, by virtue of the
internal electronic states being orthogonal to one another. The identity operation
results in only an incorrect motional state, not an incorrect internal state.
Errors from N pulse pairs









(1− θ2)Uˆ0 + 2θ Uˆerror − θ2 1ˆ +O(θ3)
)N
(7.8)
≈ (1− 2Nθ2) UˆN0 + 2NθUˆ⊥ (7.9)
where in the last line I have grouped all non-ideal unitaries into Uˆ⊥. I will assume
that Uˆ⊥ always produces states orthogonal to states produced by application of UˆN0 .
This is a worst-case assumption, as it neglects any terms that may result in some
overlap with the ideal final state.
This expression of the unitary can be used to calculate a fidelity for the total N
pulse pair operation. For some initial state |ψ0〉 the fidelity takes the form,
FN pairs =
∣∣∣ 〈ψ0| Uˆ †targetUˆactual |ψ0〉 ∣∣∣2 . (7.10)
Substituting (7.9) for the actual unitary, and noting the target unitary is simply
UˆN0 , this expression becomes
FN pairs =
∣∣∣(1− 2Nθ2) 〈ψ0| (UˆN0 )†UˆN0 |ψ0〉+ 2Nθ 〈ψ0| (UˆN0 )†Uˆ⊥ |ψ0〉 ∣∣∣2 . (7.11)
The second term in this expression is zero by virtue of how I have defined Uˆ⊥, and
thus the fidelity is simply given by (to second order in θ):
FN pairs =
∣∣∣(1− 2Nθ2)∣∣∣2 ≈ 1− 4Nθ2 (7.12)
The parameter θ can be understood as an amplitude for the part of the state that
is orthogonal to the desired state due to imperfect population transfer. This can be
seen from inspection of equation (7.1), and noting sin θ ≈ θ for θ  1. Therefore
θ2 can be interpreted as a probability that an error in the population transfer is
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 = 10−5  = 10−6  = 10−7  = 10−8
τG 1− F0 N 1− Freal
(a)
0.45 1.0× 10−4 1552 6.2× 10−2 6.3× 10−3 7.2× 10−4 1.6× 10−4
1.0 6.3× 10−9 640 2.6× 10−2 2.6× 10−3 2.6× 10−4 2.6× 10−5
1.75 2.4× 10−7 191 7.6× 10−3 7.6× 10−4 7.7× 10−5 7.9× 10−6
(b)
0.65 3.2× 10−5 64 2.6× 10−3 2.9× 10−4 5.7× 10−5 3.4× 10−5
0.85 3.3× 10−5 72 2.9× 10−3 3.2× 10−4 6.5× 10−5 3.6× 10−5
1.25 2.2× 10−6 46 1.8× 10−3 1.9× 10−4 2.1× 10−5 4.1× 10−6
(c)
0.9 8.4× 10−5 2306 9.2× 10−2 9.3× 10−3 1.0× 10−3 1.8× 10−4
1.2 2.9× 10−8 1690 6.8× 10−2 6.8× 10−3 6.8× 10−4 6.8× 10−5
2.0 1.1× 10−9 910 3.6× 10−2 3.6× 10−3 3.6× 10−4 3.6× 10−5
(d)
0.9 2.3× 10−4 2322 9.3× 10−2 9.5× 10−3 1.2× 10−3 3.2× 10−4
1.2 1.7× 10−7 2060 8.2× 10−2 8.2× 10−3 8.2× 10−4 8.3× 10−5
2.0 1.7× 10−9 866 3.5× 10−2 3.5× 10−3 3.5× 10−4 3.5× 10−5
Table 7.1: Infidelities including worst-case pulse errors for gates (a) in a two-ion
linear microtrap chain, and (b) between two-ions in a single linear Paul trap. (c)
and (d) tabulate infidelities for gates in a 2 × 2 microtrap array between adjacent
and diagonal pairs of ions, respectively. This is reported for a range of gate times
τG (in trap periods), and different values of the transition error . Here, F0 is the
infidelity of the optimised gate not including pulse errors, and N is the number of
pulse pairs in the gate.
measured. I will define this to be the transition error,  ≡ θ2.
For a fast gate, realistic fidelities can thus be calculated for a gate with N pulse pairs
by multiplying the theoretical fidelity F0 (the fidelity assuming perfect population
transfer, as reported in previous chapters) by (7.12):
Freal = (1− 4N) F0 . (7.13)
This forms a lower bound on achievable gate fidelities. For a gate with N∼1000
pulse pairs, the transition error needs to be on the order of 10−6 in order to achieve
fidelities beyond 99%. This clearly shows that robust population transfer is vital for
realising high-fidelity fast gates.
In Table 7.1, I present the infidelities of gates that have been presented in the
previous chapters for both linear Paul trap and microtrap architectures, for a range
of transition error values. Across a range of gate times, it is is clear that transition
errors are required on the order of  = 10−8 or smaller in order to maintain infidelities
below the fault tolerant threshold of 2 × 10−4. Single qubit operations in trapped
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ions on optical transitions have been demonstrated with infidelities as low as 10−5
[19], which is a good order-of-magnitude approximation of the achievable values of .
Notably these fidelities were achieved using shaped pulses. If single-qubit operations
can be performed to this fidelity on the ultra-fast timescales required for fast gates,
1 − 2 trap period fast gates with fidelities above 99% in microtrap architectures
are achievable. Notably,  = 10−5 enables sub-microsecond gates with fidelity on
the order of 99.9% between two ions in linear Paul trap. However to go beyond
this value and towards gates that enable fault-tolerant error-correction schemes in
large crystals, there needs to be substantial improvement in minimising errors in
population transfer.
7.1.2 Achieving high-fidelity population transfer
Fast gates are composed of ultra-fast pulses that each perform a population inversion
on the qubit state. The simplest method of implementing a population inversion
is with a single, square pi-pulse. I will refer to this as the primitive approach. For
a laser with intensity fluctuations of ∆I around some steady-state intensity I, the







This means that square pulses are highly sensitive to fluctuations in intensity fluc-
tuations in a laser. Current state-of-the-art trapped ion experiments are able to get
intensity fluctuations as low as 10−3 [89], which can be further improved by cali-
bration of the laser intensity to reduce the effect of long-term intensity drift. Given
that there are typically O(1010) photons per pulse, the existence of shot noise would
suggest that achieving transition errors of 10−6 or lower will require a scheme that
is robust to first order fluctuations in intensity.
Methods for robust population transfer in two-level systems have been well stud-
ied, not only in the context of quantum information, but in many other fields as
well, particularly in nuclear magnetic resonance (NMR). Here I will outline sev-
eral suggestions for improving population inversions that can be applied to current
trapped-ion experiments. The general concept of each of these proposals is to reduce
the sensitivity of the population transfer to laser intensity fluctuations.
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Shaping of single pulses
One way to improve population transfer is to use non-square pulse shapes that are
less sensitive to fluctuations in intensity. This generally involves use of a diffraction
grating to split the pulse into its frequency components. By applying different phase
shifts to different components, and recombining them, the profile (waveform) of a
pulse can be shaped. Pulse shaping techniques have been extensively developed in
the context of NMR, and are known to improve robustness of population transfer to
intensity fluctuations as well as other pulse imperfections such as timing or frequency
errors [90, 91]. There has also been extensive work in using machine learning to
optimise pulse shaping for robustness against noise sources common in trapped ion
experiments [92], which have promising applications to the regimes relevant to fast
gates. However, the world of NMR is typically concerned with the radio-frequency
domain, i.e. pulse duration on the order of µs. Fast gates require pulses on the order
of pico-seconds, which are technically far more challenging to shape, particularly for
ultra-violet and optical frequencies [93].
Over the last decade, there has been great progress in developing pulse shaping
methods suited to ultra-fast pulses as fast as femtoseconds [93, 94]. Simple shaping
methods have recently been applied to pico-second single-qubit operations in trapped
ions [34, 95], albeit only achieving fidelities slightly above 99%. While this still falls
short of the transition errors required to implement the gates in Table 7.1, the use of
more technically challenging techniques are promising for improving ultra-fast single
qubit operations significantly in the near future.
Composite pulses
Another way in which population transfer errors can be reduced is through the use
of composite pulse sequences, which have been adapted from the field of NMR for
quantum computation (an excellent review of NMR techniques adapted for quantum
computation can be found in Ref. [96]). These protocols describe sets of composite
pulses that each perform different rotations, but implement the same net rotation
as a single primitive pulse. Most relevant for use in fast gates, is the BB1 family
of protocols, which describe simple pulse sequences that can cancel the effect of
laser intensity fluctuations on population transfer, to first order. These protocols
have been shown to be effective in correcting for both static and time-dependent
noise channels [97, 98]. There are also protocols for cancelling higher order intensity
fluctuations [99], but at the cost of requiring more complicated pulse sequences that
may not be practical on an ultra-fast timescale.
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In a recent paper, Edmunds et al. [100] demonstrated the use of the CORPSE
(Compensation of Off-Resonance with a Pulse SEquence), WAMF (Walsh Ampli-
tude Modulated Filter), and the BB1 protocols to implementing composite-pulse
single-qubit gate operations on a multi-ion system. They found that these protocols
reduced the magnitude of error of each single-gate, and also reduced ‘cross-talk’
with ions not involved in the gate. Notably, the use of composite pulse methods is
compatible with pulse shaping techniques; each pulse in the composite-sequence can
be shaped for further robustness to intensity fluctuations.
Rapid adiabatic passage (RAP) with chirped laser pulses
High-fidelity population transfer can also be achieved by use of rapid adiabatic pas-
sage (RAP) with chirped laser pulses [101]. In RAP, Rabi oscillations are excited by
a pulse that has an initial detuning far above the resonant frequency of the two-level
system, which is frequency-swept until the detuning is far below resonance. If the
change in the detuning is adiabatic with respect to the Rabi frequency, population
inversion can be done with 100% theoretical efficiency [102], and is far more robust
to fluctuations in laser intensity than the primitive approach. Furthermore, using
linearly chirped laser pulses, this process can be done as fast as tens of femtoseconds
[103]. Notably this process can be modified for a Raman configuration [104].
RAP has been demonstrated in trapped ion control [105], but only in the context
of the weak-coupling regime, which is necessarily much longer than the timescales
required for fast gates. While ultra-fast population transfer on the order of picosec-
onds is certainly possible with the use of chirped laser pulses [103], it is unclear
whether there are practical barriers to its experimental implementation.
7.2 Candidate ions
Thus far in this thesis I have taken 40Ca+ to be the candidate ion for gate calcu-
lations, and in particular have focused on laser pulses resonant on the S1/2 → P3/2
transition. This choice is made largely for convenience of comparison to previous
studies in fast gates, namely Refs. [2, 36, 38], and does not necessarily reflect the
ideal choice for experimental realisations. Ultimately choice of candidate ions will
come down to practical factors to do with the specifics of the experiment, available
laser resources, and monetary costs. It is important to note that the implementa-
tion of fast gates is not specific to a particular species of ion. In this section, I will
investigate the effect the choice of candidate of ion may have on fast gate perfor-
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mance. In principle, the only difference relavant to fast gates is the wavelength of
the transitions used to drive the momentum kicks. However there are other practical
considerations such as state life-time, and availability of electronic states suitable
for read-out of the qubit.
7.2.1 Big kicks versus long lifetimes
As alluded to previous chapters, bigger momentum kicks are favourable for faster
and higher fidelity fast gates. This is because the speed of a fast gate is limited
by how quickly the relative phase difference of pi/4 can be accrued between the
computational basis states. This corresponds to the area enclosed in the ions’ tra-
jectories through phase space, which in turn is directly related to the size of the
momentum kicks. Therefore it is clear that it is favourable to use pulses resonant
on a high-energy (strong) transition. Unfortunately, high-energy states tend to have
short lifetimes, and so there is a trade-off to be made.
Resonant (single-photon) transitions
One approach is to use a high-energy transition for the momentum kicks, and use a
separate long-lived state accessible by a lower energy transition to store the compu-
tational |1〉 state. For the calculations made in this thesis I have taken this approach
for 40Ca+ ions, using the S1/2 → P3/2 transition for the momentum kicks, and the
meta-stable D5/2 level for the computational |1〉 state. Here I will outline two meth-
ods for implementing this approach: I will use 40Ca+ as an example, however these
techniques will work for a general ion species with controllable transitions to a low-
energy long-lifetime electronic level that can be used as the |1〉, and a high-energy
state that can be used for momentum kicks.
One method of realising this approach is to excite a transition between the |1〉
state and the high-energy state before and after each pulse group in the fast gate.
In doing so, the |1〉 state can be stored in the long-lived state at all times except
during the times when the pulses are being applied to ensure that the full momentum
transfer is achieved. Care must be taken, however, to ensure that this ‘(un-)shelving’
process does not impart extra momentum onto the ion that is not accounted for in
gate optimisation. I propose the following procedure in the context of particular
transitions in 40Ca+, but is applicable to other transitions as well as other ion species.
1. Prior to the arrival of each pulse group, a pair of counter-propagating pi/2-
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Figure 7.1: Protocol for un-shelving the |1〉 part of the qubit from the metastable
D5/2 level in 40Ca+, to the high-energy P3/2 that can be used for momentum kicks in
the fast gate. (a) A pair of counter-propagating pi/2 pulses with wavelength 854nm
invert the state population between the D5/2 to the P3/2 levels, and imparts no net
momentum. (b) The ion is now in a two-level system of the S1/2 and P3/2 levels.
A given group of counter-propagating pulse pairs with ultra-short wavelengths of
393nm apply a momentum kick to the ion, as part of the fast gate. (c) A second pair
of counter-propagating pulses with wavelength 854nm excites a transition between
the P3/2 to the D5/2, restoring the excited state of the ion to the computational |1〉
state. Additional energy levels of 40Ca+ not involved in this process are indicated
in grey.
pulses are applied to the ion, resonant on the D5/2 → P3/2 transition. This
gives a population inversion (effective pi-pulse) from the computational |1〉
state to the high-energy P3/2 with no net momentum transfer due to the
counter-propagation.
2. The counter-propagating pulse pairs that compose the pulse group are ap-
plied resonant to the high-energy transition S1/2 ↔ P3/2. This is the step
corresponding to the momentum kick in the fast gate.
3. Directly after the end of the momentum kick, a second pair of counter-
propagating pi/2-pulses resonant on the P3/2 → D5/2 transition are applied,
inverting the population from the high-energy P3/2 state back to the long-
lifetime computational |1〉 state (in this case, the D5/2 level).
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This process is diagramatically presented in Figure 7.1. The advantage of this
method is that the full momentum kick is obtained, and the long-lifetime of the low-
energy state can be exploited for storing the |1〉 basis for the qubit. Unfortunately
this method is significantly limited by the repetition rate of the laser which dictates
the time taken for application of each pulse group, and thus the amount of time the
ion is in the high-energy state. Even for a pulse group with ∼10 pulse pairs enabled
by a state-of-the-art 5 GHz laser, the time spent in the high-energy state would be
on the order of ∼2 ns. For the example of 40Ca+, the high-energy P3/2 level has
a lifetime of 6.9 ns [50], and so this protocol is highly susceptible to decoherence
through spontaneous emission and decay to lower energy levels. This effect may be
mitigated for a different choice of high-energy transition, but ultimately limits the
effectiveness of this protocol.
Perhaps a simpler method is to just use the high-energy (S1/2 → P3/2) transition for
the fast gate, leaving the computational |1〉 state untouched. This is the approach
taken by Ref. [50], and results in an effective halving of the magnitude of each of the
momentum kicks [36]. Thus, while this approach has the benefit of simplicity and
longevity of the |1〉 state, it will result in slower achievable gates for a given laser
repetition rate. This method is roughly equivalent to simply exciting a lower energy
transitions between the |0〉 and |1〉 states, which would have a weaker momentum
kick and thus would require greater repetition rate to maintain gate speed. This will
be more explicitly considered later in this chapter (see section 7.2.2). Furthermore,
in this method there is still some time where the qubit is in the short-lifetime
(high-energy) state, which is the time delay between the arrival of the first and
second pulses in each counter-propagating pair. The fast gates I have considered
in this thesis typically have on the order of ∼1000 pulse pairs (see Table 7.1),
and thus the delay between the counter-propagating pulse pair will have to be as
fast as a picosecond to avoid decoherence from spontaneous emission of the excited
state. This is a restrictively short timescale that will likely pose a challenge to
experimentally realise.
In essence both these methods are limited by the timescales of the laser pulses,
and are likely not scalable to implementing multiple fast gates in succession. To go
beyond these limitations then, I suggest the use of two-photon methods.
Raman (two-photon) transitions
A more robust approach is to stimulate transitions between the computational |0〉
and |1〉 states via a third high-energy auxiliary |e〉 state using a Raman transition
(introduced briefly in Section 3.1). A diagram of a Raman transition driven by two
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Figure 7.2: Raman transition between S1/2 (|0〉) and D5/2 (|1〉) states via a detuning
δ on the high-energy auxiliary P3/2 (|e〉) state in 40Ca+. The transition is enabled
by a pair of lasers with Rabi frequencies of Ω1 and Ω2.
lasers is shown in Figure 7.2. The benefit of using a Raman transition is that while
the net transition is between states of small energy separation, the change in kinetic
energy resulting from the transition can be made much higher. This can be seen by
considering the effective wave-vector of the transition, which is given by
keff = k1 − k2 , (7.15)
where k1 and k2 are the wave-vectors of lasers with respective Rabi frequencies Ω1
and Ω2. Importantly, this means that if the two lasers are counter-propagating,
then the magnitude of the wave-vector is simply the sum of the wave-vectors of each
transition,
|keff| = |k1|+ |k2| . (7.16)
In essence, the use of Raman transitions allows for the magnitude of the state-
dependent momentum kicks to be doubled. This leads to a stronger coupling of the
light field to the ion, resulting in a larger effective η.
The use of Raman transitions can also be used to improve individual addressing of
ions in a multi-ion system. This is because the Raman transition requires both lasers
to be on in order to drive the transition, and will not stimulate excitations if only
one of the two lasers is applied. This allows for the possibility of two-dimensional
addressing, where one of the lasers is aimed down one row of the ion crystal and the
other is oriented along a column, thus targeting a single ion. Further, it may not
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be the case that both lasers require high-repetition rates: continuously addressing
an ion (or even multiple ions) with a continuous laser, and pulsing the second laser
may be sufficient for experimental implementations of fast gates.
The use of counter-propagating Raman lasers in trapped ion experiments has been
well demonstrated, and recently implemented in ultra-fast pi-pulses in regimes rele-
vant to the fast gates studied in this thesis [34, 95]. Raman transitions are also
compatible with the methods outlined earlier for improving pulse imperfections
(composite pulses, pulse shaping, and adiabatic rapid passage with chirped pulses).
For these reasons, and those outlined above, the use of Raman transitions is likely
necessary for the implementation of high-fidelity fast gates.
7.2.2 Gate dependence on η
I have alluded to the lower energy transitions corresponding to higher repetition
rate requirements for implementing fast gates, and here I will explicitly show this.
By inspection of the fast gate condition equations (3.35) and (3.36), the dependence







which describes the coupling of the light-field to the motion of the ions. In other
words, the Lamb-Dicke parameter dictates the magnitude of the excited motion in
the ion by each laser pulse. Recall that in this expression, k is the wavenumber of the
laser pulse andM is the mass of the candidate ion. In Table 7.2, I have listed candi-
date ions and their transition wavelengths commonly used in trapped ion quantum
computing, and calculated the Lamb-Dicke parameter for each assuming a trapping
frequency of ωt = 2pi× 1.2 MHz and a light field resonant on each transition. While
these may not be the true Lamb-Dicke parameters in an experimental realisation,
which may use a different trapping frequency or a Raman transition with a different
wavenumber, this indicates the range of Lamb-Dicke parameters of relevance: from
η∼0.02 to η∼0.43.
To understand the effect changing the value of η has on gate performance, optimisa-
tions were run for a range of values for a one-dimensional microtrap array with two
ions. This was done for gate times of 667 ns, 1.0 µs, and 1.3 µs. The results of the
optimisations are shown in Figure 7.3. These results qualitatively show that higher
values of η correspond to lower required repetition rates to resolve high-fidelity (i.e.
above the fault-tolerant threshold of 99.98%) for each given gate time. In fact, this
is roughly linear: the repetition rates required to resolve gates with infidelities below
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Table 7.2: Transitions in ions of interest for quantum computing, wavelength data
taken from Ref. [25]. Each transition can be addressed with a Raman and/or optical
transition. The decay rates of the excited levels have been omitted here, as this table
is simply indicative of Lamb-Dicke parameters one may have in an experimental set-
up. †Lamb-Dicke parameter calculated for a trapping frequency of ωt = 2pi × 1.2




is independent of the motional mode structure.
∼10−4 are approximately double for η = 0.08 than for η = 0.16.
The relationship between repetition rate and η is quantitatively presented in Figure
7.4, where I have plotted the minimum repetition rate to resolve gate infidelities
below 2× 10−4 as a function of η. This is presented for both two ions in individual
microtraps (separated by d = 100 µm), as well as in a linear Paul trap. Clear mono-
tonic trends are present in these figures, which show a significant correlation between
the value of η and minimum resolving repetition rate. Reasonably higher values of η
than the value studied in this thesis (η = 0.16), such as those corresponding to 9Be+
and 25Mg+ in Table 7.2, correspond to dramatically lower repetition rates required
to resolve sub-microsecond gates with high fidelity. Notably, the data suggests a 3
GHz laser can resolve high-fidelity gates as fast as 83 ns in a linear Paul trap with
an axial trapping frequency of 1.2 MHz, which is an order of magnitude faster than
any entangling gate that has been realised to date [25] on a trapped ion processor
and is comparable to gate times in superconducting qubits [106]. A similar result is
shown for the microtrap case, with the data suggesting a 300 MHz repetition rate is





Figure 7.3: Fast gate optimisations for a two-ion system in a linear microtrap array
(ωt = 2pi × 1.2 MHz, d = 100 µm), across a range of different values of η. Gate
infidelity is shown as a function of minimum resolving repetition rate. Gate time is
fixed to 667 ns, 1.0 µs, and 1.3 µs in (a), (b), and (c), respectively. The APG scheme
was used for optimisation with 16 pulse groups. The fault tolerance threshold of
2× 10−4 is indicated by the black dashed line.
(a) (b)
Figure 7.4: Minimum resolving repetition rate plotted as a function of η for a range
of gate times for (a) two ions in a linear microtrap array with d = 100 µm and (b)
two ions in a single linear Paul trap. Each data point corresponds to a gate solution
with fidelity above 99.98% (or equivalently, an infidelity below 2×10−4). Repetition
rate requirements decrease significantly as η is made larger, allowing for faster gates
to be resolved.
microns. Perhaps of more importance is the fact that fast gates can be performed
effectively with η values as low as 0.02 as fast as 1 µs between two microtraps or
417 ns in a linear Paul trap, with a 3 GHz repetition rate laser.
Regardless, it seems favourable to, if possible, maximise the value of η in any ex-
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perimental realisation of a fast gate. Again, this is not something that can be done
arbitrarily. The choice of candidate ion goes beyond the effectiveness of two-qubit
gates, and includes other considerations such as ease of state-preparation, efficiency
of measurement, and availability of suitable lasers for the particular transitions. De-
creasing the trap frequency will always increase η but will also change the timescale
of the oscillation of the ions. This in turn will lead to slower fast gates for a particu-
lar repetition rate laser. This can be seen from inspection of the fast gate condition
equations, (3.35) and (3.36), from which the trap frequency can be identified as the
timescale for fast gate dynamics. Therefore once a candidate ion is chosen and a
particular transition is identified for the momentum kicks, it is unlikely that further
modifications to the value of η are likely to improve the fast gate performance, at
least in terms of gate speed.
7.3 Recommendations for implementation
Thus far in this chapter I have considered several possible ways in which fast gates
may be made more robust. Here I will present my recommendations for experimen-
tally realising fast gates based on the results of this chapter, and this thesis as a
whole. I will omit discussion on improving pulse imperfections as they have been
well-described in Section 7.1.2 and are compatible with the recommendations I will
outline below.
Choosing the ions
I will not comment extensively on the choice of candidate ions, as there are many
more factors to be considered than have been studied here. However, I will comment
on some of the desirable qualities one should consider. The first is and most obvious
is the existence of a long-lifetime electronic level to use as the computational |1〉
state, which can be given by either a meta-stable excited state or a low-energy
hyperfine state. There should be an accessible optical or Raman transition between
these levels as well. A lighter ion is preferable in general as it corresponds to a larger




The choice between an architecture of ions trapped in a linear Paul trap or one
in which ions are in individual microtraps largely depends on the purpose of the
experiment. For a proof-of-principle experiment that only involves two ions, a linear
Paul trap architecture is favourable, as it enables ultra-fast gates as fast as tens of
nanoseconds for state-of-the-art lasers with GHz repetition rates. For an experiment
looking to implement a non-trivial computation, such as a quantum simulation al-
gorithm, microtrap architectures are much more favourable. As shown in Chapters
5 and 6, the fidelity of fast gates do not drop significantly as microtrap architec-
tures are scaled, in contrast with linear Paul traps where even chains of ∼5 require
restrictively high repetition rates to implement gates with high fidelity.
For large-scale computation with fast gates, two-dimensional microtrap architectures
are favourable, as the increased connectivity allows for a significant reduction in the
number of gate operations (exemplified in Chapter 4). This is a scalable architecture,
allowing for high-speed and high-fidelity gates to be implemented between nearest-
neighbour qubits in scaled architectures with experimentally feasible repetition rate
lasers.
Gate optimisation
For the gate fidelities that I have presented in this thesis, I have made several as-
sumptions to make the global optimisation process more computationally efficient.
In practise, these assumptions can be addressed by a further set of optimisations. I
propose three distinct steps in overall gate design, to optimise gates for implemen-
tation in a given experimental set-up.
First, global optimisations of the truncated infidelity function (3.40) should be done,
following the method outlined in Chapter 5. For this to be done, the harmonic
frequencies of the trap must be known. The GPG and APG schemes should both be
used in this optimisation, with the optimal solution taken from both optimisations.
For optimisation of systems with more than two-ions, the APG scheme will generally
be preferable. Furthermore, this optimisation should be done over a range of fixed
gate times to identify the fastest gate that can be implemented with high-fidelity by
the laser repetition rate available. A starting point for selecting which gate times
to optimise for can be obtained from the scaling behaviour τG ∝ f−2/5min identified in
Chapter 6.
Next, local optimisations of the best gate from the previous step should be carried
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out using a set of ODEs that describe the classical motion of each ion (as described
in section 3.5.3). Each pulse group in the solution should be expanded out into
individual pulse pairs occurring on a finite grid of timings specified by the laser rep-
etition rate. The local optimisations should be done on the pulse timings, snapped
to a finite grid. As the ODE description of the ions’ motion does not assume a
harmonic potential, measured anharmonicities of the trap can, and should, be in-
cluded in this detailed optimisation. The output of this step is a gate solution that
is specific to the experimental trapping potential and the repetition rate of the laser.
In the final step, an online optimisation of the gate (from the previous step) should
be done. In an online optimisation the gate is experimentally implemented, the
resulting two-ion quantum state is tomographically reconstructed, and the infidelity
of the gate is calculated. This is then repeated for small variations of the timings of
the pulses in the gate. By identifying a gradient in the calculated fidelities, a slope
of steepest descent in the parameter space can be identified. Further modifications
of the gate timings along this slope, and repetition of this process implements a local
optimisation of the gate scheme. This online optimisation allows for aspects of the
experiment which are not well-known a priori to be accounted for. The resulting
gate is therefore optimised for the exact nature of the experiment, which promises
the highest fidelity results.
Pulse splitting
The final recommendation I will make is to use pulse splitting techniques. Specif-
ically, I recommend that pulse splitting is used for the counter-propagating pulse
pairs: have the laser emit 2pi-pulses and then split each into a pair of counter-
propagating pi-pulses which follow paths of different lengths to the ion, and thus
are delayed with respect to each other. This delay can be much shorter than the
time between pulses emitted from the laser, and can be tuned to be effectively
instantaneous. This is the approach taken by current leading groups working on
implementing fast gates [34, 50, 70].
The advantage of this method is two-fold. First, the alternative of simply picking out
every other pulse emitted from the laser to be the counter-propagating is inefficient
and will lead to a doubling of repetition rate requirements to match the beam-
splitting method. More importantly, however, is that this method makes the gate
insensitive to phase noise: the phase contribution of each pi pulse in a counter-
propagating pair perfectly cancels, as they are identical by virtue of being split from
the same 2pi pulse. Thus phase drift between pulses emitted from the laser has no




The field of quantum computing is moving out of its infancy with experimental
demonstrations of quantum algorithms rapidly approaching the capabilities of even
the most powerful supercomputers. However, it remains unclear what the physical
platform that quantum computers of the future will be based upon. Superconducting
circuits and trapped ions are currently leading experimental demonstrations of small-
scale computation, but a truly scalable platform remains to be implemented.
8.1 Summary of results
In this thesis I have presented a blueprint for a scalable architecture for a quantum
information processor, where fast gates enable computation in a two-dimensional
array of ion traps. I found that the increased connectivity of trapped ion qubits in
two-dimensions can be used to significantly reduce the number of gates that need to
be implemented for large-scale quantum computation. I have shown this explicitly
for a quantum simulation algorithm of the Fermi-Hubbard model with 40 fermionic
modes in Chapter 4, where I have calculated that a two-dimensional array of ions
allows for the number of gates per Trotter step to be reduced from 4236 to 2468.
For larger computations involving N qubits, the reduction in number of gates from
moving to a two-dimensional array will be more dramatic. In the large N limit, the
magnitude of improvement will scale as
√
N .
Fast gates have not been well-studied in two-dimensional arrays, and in order to
study their performance in these architectures I have developed an efficient search
scheme for numerical optimisation. The Antisymmetric Pulse Group (APG) scheme
builds upon a more generalised gate scheme where optimisation is done over the num-
ber of pulse pairs in each pulse group of a fast gate, and imposes an anti-symmetry
constraint. I find that the anti-symmetry constraint improves gate optimisations as
it results in a simplification of the cost function, and is well suited to optimisations
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of systems with more than two ions. The development of the APG scheme enables
tractable optimisations of fast gates in two-dimensional trapped ion arrays.
I found that fast gates can be optimised for two-dimensional arrays of ions using the
APG scheme, without requiring significantly higher repetition rates than in two-ion
systems. In contrast to previous studies that have found gates between nearest-
neighbour qubits to always be preferable in one-dimensional chains of ions [36],
I showed that in two-dimensional arrays it is optimal to, where possible, connect
ions via diagonal gates. Importantly, I demonstrated that the fidelity of fast gate
operations does not decay as the size of the two-dimensional array is scaled: gates
optimised for a simple 2× 2 array are able to achieve ultra-high fidelities (upwards
of 1− 10−7) even in very large crystals with upwards of 100 ions. This enables this
platform to be suitable for large-scale computation, without requiring restrictively
intense optimisations of the gate scheme. This extends previous studies of fast gates,
which were limited to one-dimensional ion chains and largely focused on two-ion
systems [1, 2, 33, 35–38].
Based on previous analyses identifying errors in pulse area to be the dominant
source of error for fast gates, I performed a worst case analysis to quantify the
impact on gate fidelity. Unfortunately, I found that the transition error required
to implement high-fidelity gates involving ∼1000 pulses to be restrictively smaller
than has currently been demonstrated, on the order of 10−6−10−8. Achieving these
low errors with primitive square pulses is not feasible, as they are very sensitive to
fluctuations in laser intensity. I have suggested how these error thresholds can be
experimentally achieved using well-studied techniques from other fields, notably the
use of pulse shaping and rapid adiabatic passage using chirped laser pulses. These
techniques allow for increased robustness against fluctuations in laser intensity and
other pulse imperfections, and are likely reduce transition errors to a regime relevant
to fast gates in microtrap architectures.
I considered also how fast gate performance changes for different choices of candidate
ions and the transition used for the momentum kicks. While some ion species are
more naturally suited to fast gates, in that they require lower resolving repetition
rates to implement ultra-fast gates with high-fidelity, I showed that fast gates can be
effectively performed with any ion species. Even for the heaviest ions, microsecond
gates were shown to be possible that require only 100s of MHz in laser repetition
rate, which are already available in current experiments [50, 70].
Finally, I presented a series of experimental recommendations on choosing the candi-
date ion and trapping architecture, optimising the gate scheme for the specific nature
of the experiment, and implementing the counter-propagating pulse pairs required
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for fast gates by pulse-splitting techniques. This is based on both investigations in
this thesis and analyses that currently exist in the literature.
8.2 Discussion
The results presented in this thesis have profound implications for the prospect of
realising a scalable quantum information processor. Here I will assess the feasibility
for realising a large-scale computation on the studied trapped ion architectures, and
discuss the place of fast gates for the future of quantum computers.
8.2.1 Realistic implementation of simulation algorithm
An algorithm for simulating the Fermi-Hubbard model with 40 fermionic modes was
investigated in Chapter 4 to demonstrate two things: the increased connectivity of
two-dimensional architectures allows for a significant reduction in the number of
gate operations, and fast gates enable the realistic implementation of the simulation
on a near-future quantum computer. While the former aspect has been discussed in
depth (see Section 4.3), I have deliberately delayed the discussion of the latter till
now so that the error analysis of the previous chapter can be included.
For implementing the simulation algorithm on one-dimensional chain of ions, I found
that 42360 fast gates are required for 10 Trotter steps. Theoretically, this requires
individual gate fidelities on the order of 1−10−6 to achieve a total simulation fidelity
above 90%. The results of Chapter 5 suggest that 1−2µs gates can be implemented
with experimentally feasible laser repetition rates between 500 MHz - 2 GHz, with
fidelities on the order of 10−8 even in scaled chains of > 40 ions. This corresponds to
a total simulation time of 50−100ms, which is roughly the same timescale of typical
trap heating rates [2]. Fortunately, trap heating is not a fundamental limitation,
but a technical one as heating rates can be significantly suppressed to the order of
1 s−1 in cryrogenic traps [18].
The reduced number of gate operations that are required to implement the simula-
tion (24680) in a two-dimensional microtrap array allows for the total time taken to
be significantly smaller; 1− 2 µs gates can be implemented with 500 MHz− 3 GHz
lasers with fidelities that plateau to about 1 − 10−7 in large crystals (as shown in
Chapter 6). This places the total simulation time around 25 − 50 ms, which is a
factor of 2 − 4 faster than typical trap heating timescales (∼100 ms) and over an
order of magnitude faster than typical coherence timescales of trapped ion qubits
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(∼1 s). A state-of-the-art 5 GHz repetition rate laser [50] enables sub-microsecond
gates, and a total simulation time closer to 15 ms. A gate infidelity of 10−7 corre-
sponds to a total (theoretical) simulation fidelity above 99.7%; simulation fidelities
of ∼80% require infidelities as low as ∼ 10−5.
Of course these theoretical gate infidelities do not include any errors in the ex-
perimental implementation. Including the effect of population transfer errors ()
arising from laser intensity fluctuations allows for a more realistic consideration of
this simulation algorithm. Based on the worst-case analysis in the previous chapter
(c.f. equation (7.12)), achieving a total simulation fidelity of about 80% requires
the population transfer error of each pulse to be below 10−9, when implemented on
a one-dimensional chain of ions. For implementation on a two-dimension array, the
requirement is slightly more flexible, allowing for transition errors on the order of
10−8. As mentioned in the previous chapter, currently demonstrated errors in the
population transfer for single pulses are only on the order of 10−5− 10−6 [25] which
are not sufficient for a computation of this scale.
A previous study by Taylor et al. [2] found large-scale computation with fast gates
to be limited in the near future by restrictively laser high repetition required to
implement a similar simulation algorithm on a chain of ions in a linear Paul trap.
However in the two-dimensional microtrap architecture I have studied here, this
is not the case. The repetition rates required to implement the simulation of the
Fermi-Hubbard model, as discussed above, are well in the regime of what is currently
achievable, ranging between 300 MHz and 5 GHz for implementing the simulation in
tens of milliseconds. The limitation that I have identified here is the compounding
effect of errors in population transfer from the pi pulses, which need to be orders of
magnitude lower than what is currently achievable in order to implement a large-
scale computation. Fortunately, there is strong outlook for improvement in this
area, particularly if the recommendations made in 7.1.2 can be implemented to
make population transfers first-order insensitive to laser intensity fluctuations.
8.2.2 Speeding up the quantum processor
In this thesis I have focused on gate speeds that are faster, or very close to the
trapping frequency, which generally require laser repetition rates on the order of 1
GHz. While a 5GHz repetition rate laser designed specifically for realising fast gates
has indeed been experimentally demonstrated [50], it is important to note that this
is the absolute state-of-the-art. For most ion trap experimental groups, the range of
accessible repetition rates is closer to 50−100MHz [107]. While fast gates can indeed
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be implemented with these lower repetition rate lasers, the achievable gate times are
on the order of a few trap periods, around 3− 5 µs. This is still significantly faster
than the speed of current generation two-qubit gates based on sideband resolution.
The reader may then be curious; if this regime is relevant to more experimental
teams, then why have I chosen to focus on regimes accessible only to a select few?
My answer, simply put, is that the goal of this thesis is to investigate an architecture
that will enable the future of quantum computing with trapped ions. I have focused
on gates faster than the trap frequency specifically because it is a regime where
current (sideband-resolving) entangling gates are fundamentally unable to access.
More importantly, it is exactly in this regime that near-future quantum computation
will need to take place. Until quantum computers reach the scales required to
implement fault tolerant error correction routines, there will always be a desire for
faster operations so larger computations can be done within the time limit imposed
by decoherence. In this thesis I have investigated what can be achieved with the
best of current laser technologies, which lays the groundwork for realising large-scale
computation in the near future. All the results I have presented can be straight-
forwardly generalised to gate times achievable with lower repetition rate lasers via
the scaling relation frep ∝ τ−2.5G .
8.3 Avenues for future work
This thesis can be considered a blueprint for scalable quantum computing with
trapped ions, but is certainly not a complete description of all the detail that is
required for its realisation. Certainly there are several avenues for future inquiry
that need to be pursued, particularly as more experimental groups become interested
in realising fast gates.
Perhaps the most natural extension of the analyses presented in this thesis is the
inclusion of an ODE description of the ions motion in gate design. This follows from
the suggestions for gate design in Section 7.3. In this thesis I have assumed that
gate fidelity will not be significantly affected by finite repetition rate as long as pulse
groups do not overlap, and any losses in fidelity can be restored by local optimisation
using the ODE description. Furthermore it has been assumed that any losses in
fidelity from linearising the Coulomb interaction can be similarly accounted for by
ODE optimisation. It is important these assumptions are validated by explicitly
including these effects in future work to ensure robustness of fast gates, particularly
for in two-dimensional arrays where they have not been previously studied.
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An ODE description of fast gate dynamics would also enable the inclusion of micro-
motion in gate design. Recent work by Ratcliffe et al. [68] has demonstrated that
micromotion can significantly damage fast gate fidelity if unaccounted for, but if
included in the gate design, it can lead to an enhancement of gates designed under
the FRAG scheme. Extending this analysis with the APG scheme developed in this
thesis promises a further improvement of gate speed and fidelity. This extension
is particularly important for two-dimensional trapped ion architectures, where mi-
cromotion is necessarily present in at least one axis of the traps. If the microtrap
design is similar to the cylindrical ring traps used in the two-dimensional trap arrays
reported in Ref. [55], then micromotion is present symmetrically in all directions,
and thus it is extremely important that it is accounted for in gate design.
Another avenue of future work is the study of fast gates in alternative two-
dimensional architectures, such as one with rows of adjacent linear Paul traps each
containing some number of ions. Fast gates between ions in adjacent traps will likely
be similar to fast gates between ions in individual microtraps, however it is unclear
how these architectures will scale and what the optimal number of ions per trap
should be. This kind of architecture may be well suited to implementing some sort
of error-correction code, with the possibility of ions in a particular linear Paul trap
functioning as a single logical qubit. Speaking more generally, the scale at which mi-
crotrap architectures are preferable to linear Paul trap architectures is unclear. As
most current ion trap experiments use linear Paul traps, it is of great experimental
relevance to report this threshold.
From a practical standpoint, the most pressing avenue of future work is further
investigation into challenges that are likely to occur in experimental implementations
of fast gates, and the development of methods to mitigate these issues. As pulse
stability has been identified as a likely source of difficulty, it would be of use to
study the methods suggested for improving pulse imperfections in greater depth. In
particular, a further study of composite pulse sequences for suppressing the effect
of laser intensity fluctuations. It is possible that composite pulse sequences can
be designed specifically for fast gate operations using the methods outlined in [99],
which would promise increased robustness from correlated errors between subsequent
fast gate operations in a large-scale computation.
8.4 Outlook
Fast gates are a promising candidate for large-scale computation on trapped ion
quantum computers. Given arbitrary laser power and stability, gate speeds well
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beyond any practical requirements can be achieved with extremely high-fidelity.
Furthermore, they can be optimised for any trap geometry, and are well suited to
large-scale computation in microtrap arrays.
However, fast gates are very sensitive to errors in population transfer in individ-
ual pulses. For square pulses, the level to which intensity fluctuations need to be
suppressed is incredibly restrictive. This is a technological barrier that places a
large cost on experimentally realising fast gate schemes, both in terms of time and
money. Fortunately, there is great hope in improving robustness of fast gate opera-
tions to intensity fluctuations by exploiting techniques from the world of NMR and
beyond. The challenge is now to implement these techniques for picosecond pulses
in the optical and ultra-violet frequencies. Doing so is likely to propel fast gates to
the forefront of trapped ion quantum computing, and pave the way for large-scale
computation in the near future.




In this Appendix, I will derive the Jaynes-Cumming Hamiltonian, which describes
the interaction between a single quantised mode of light and a two-level atom.
Recall that in the absence of interaction, the Hamiltonian for an atom-light system
can be decomposed as
Hˆ0 = Hˆel + Hˆlight (A.1)
where Hel is the internal Hamiltonian describing the electronic states of the atom
and Hlight is the Hamiltonian of a light-field in free space. For a two-level atom the
















where k is the wave-vector of an optical mode with frequency ωk, and cˆ†k,λ (cˆk,λ)
creates (annihilates) a photon with wave-vector k and polarisation λ.
The dipole approximation
In the regime where the wavelength of the light field is significantly larger than the
spatial extent of the atomic wave-function (determined by the Bohr radius), the
interaction between a two-level atom and light can be described by the interaction
Hamiltonian
Hˆint = −q rˆ · Eˆ , (A.4)
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where Eˆ is the electric field observable. This is known as the dipole approximation
[108], which holds for optical frequencies typically used in trapped ion experiements.





〈i| rˆ |j〉 |i〉 〈j|
 · Eˆ (A.5)
where the diagonal elements vanish due to the parity of the electronic eigenstates
(this is a consequence of the symmetry of any central potential). For a two-level







where I have defined the coefficient deg = q 〈e| rˆ |g〉 and the raising and lowering
operators on the internal states σˆ+ ≡ |e〉 〈g| and σˆ− ≡ (σˆ+)†.
The electric field observable can be expressed in the basis of energy eigenstates of













where cˆ†k,λ and cˆk,λ are the respective creation and annihilation operators for a plane
wave with wave-vector k and polarisation λ (which are eigenstates of Hˆlight). Here
uk,λ are the corresponding eigenstate wave-functions
uk,λ(rˆ) = Eλei(k·rˆ) (A.9)
with vector-valued amplitude Eλ that is dependent on the polarisation.
The Jaynes-Cumming Hamiltonian
I will now consider a light-field dominated by a single optical mode with frequency
ωL. Furthermore, I will choose a coordinate basis in which the field is polarised
along the y axis and travelling transversely along the x axis. The interaction term












where the index on the creation and annihilation operators is suppressed as there is
only one mode under consideration. Here xˆ is the position of the ion within the light
field, with respect to some steady-state equilibrium location. It is common to take
deg to be real valued, and absorb all the constants into a single coupling constant g,
such that
Hˆint = ~g (σˆ+ + σˆ−)
(
cˆ eikxˆ + cˆ†e−ikxˆ
)
. (A.11)
Moving into the interaction picture with respect to the light field, i.e.
Hˆint → eiωLtcˆ†cˆHˆinte−iωLtcˆ†cˆ (A.12)
we arrive at the Jaynes-Cumming Hamiltonian:
Hˆint = ~g (σˆ+ + σˆ−)
(
cˆ ei(kxˆ−ωLt) + cˆ†e−i(kxˆ−ωLt)
)
. (A.13)
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Appendix B
Linearisation and normal modes
In this appendix, I will describe the calculation of the mode structure of a one-
dimensional chain of trapped ions via linearisation of the Coulomb potential. This
calculation can be straightforwardly generalised to two or three-dimensions. I will
follow use a classical mechanics approach, following Goldstein [109].













where rab ≡ |xa− xb| is the distance between the a-th and b-th ions.1 The first step
towards linearisation is finding the equilibrium positions xi0 i ions. This can be done






This can be understood as a minimisation of the potential. It is worth noting that
only real solutions of this set of equations correspond to ions being trapped at their
equilibrium positions.
In studying oscillations of the ions around equilibrium, it is sufficient to consider
only small deviations q to describe the ions’ positions, i.e.
xi = xi0 + qi . (B.3)
Expanding the potential around equilibrium (i.e. ηi = 0) to second order gives










qiqj +O(q3) , (B.4)
1The trap frequency ν relates to the angular trap frequency that appears in the potential and
almost everywhere else as ω = 2piν.
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where I have adopted Einstein summation notation over repeated indicies. Note that
by virtue of equation (B.2), the second term in this expression vanishes. Further,
V (x10, x20, . . . ) can be neglected by choosing the potential to be 0 at equilibrium.
The classical motion of the ions can be obtained by considering the Lagrangian for
the potential truncated to second order,
L = p
2







where I have defined the coefficients Vij ≡ ∂2V∂xixj
∣∣∣
0















noting the sum over the j index on the right hand side. Assuming there exist p




bjp = ω2pbip . (B.9)
It is convenient here to introduce the Hessian matrix H as the matrix defined by
coefficients 1
M
Vij. Equation (B.9) then can be expressed as an eigenvalue problem,
H · bp = ω2pbp . (B.10)
Therefore, calculating the mode mode structure reduces to simply solving for the
eigensystem of the Hessian matrix: the eigenvectors give the coupling vectors bp
and the eigenvalues give the squared mode frequencies ω2p.
Appendix C
Condition equations for fast gate
implementation
Authors note: This appendix derives the conditions for implementation of a con-
trolled phase gate with a fast gate operation, following [33, 36]. In traditional style
of derivations, I will use ‘we’ to refer to myself and the readers following along. I
will also omit putting hats on operators to avoid convoluted expressions.
Here we derive the conditions for fast gates acting on two ions, labelled 1 and 2, of a
chain of ions. We begin by considering the atom-light Hamiltonian in the interaction







For a constant Rabi frequency Ω(t) = Ω (corresponding to a square pulse), this
generates the unitary
U(Ω, k) =
 cos(Ωt/2) −i sin(Ωt/2)e−i(kx+φ)
−i sin(Ωt/2)ei(kx+φ) cos(Ωt/2) .
 (C.2)





where I have discarded−i as it contributes only a global phase. This can equivalently
be expressed as
Upi(k) = σ+e−i(kx+φ) + σ−ei(kx+φ) . (C.4)
These gates are composed of momentum kicks from groups of counter propagating
pi-pulse pairs. The kicks are assumed to be fast relative to the motion of the ions,
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where z is the number of pulse pairs in the pulse group, k is the wavenumber of
the laser, x1 and x2 are the positions operators of each ion, and σz is the Pauli-z
operator. Note that the use of σz relates the inversion of the state by the pi-pulse,
and the factor of 2 comes from the fact that they come in pairs. Also, it is notable
that the phase φ cancels out between the forward and counter-propagating pulses.
The position of the ion can be written in terms of the mode position operator Qp,







where L is the total number of motional modes of the trapped ion system. Qp





(a†p + ap) (C.7)
The evolution of the state from the momentum kicks can thus be expressed in terms















−i2zηp(b(p)1 σz1 + b(p)2 σz2)(ap + a†p)
]
. (C.9)













−i2zηp(b(p)1 σz1 + b(p)2 σz2)
)
. (C.11)
In between momentum kicks, the motional state is allowed to freely evolve, which
1Note that this Lamb-Dicke parameter is mode-dependent, defined as ηp =
√
~
2Mωp . This is in
contrast with the definition used in the main body of this thesis, which is independent of modes.












Here ωp is the frequency of the pth mode, and δtk is the time between the kth and
(k + 1)th kicks.
The total gate is given by N momentum kicks, each composed of zk pulse pairs,














where Up is the evolution of the pth mode, and the coefficients cpk are defined as
cpk ≡ 2zkηp(b(p)1 σz1 + b(p)2 σz2). (C.14)











pap . . . Dp(−icp1)e−iωpδt1a
†
pap |α〉 (C.16)




First we note that, e−iωpδt1a†pap |α〉 =
∣∣∣e−iωpδt1α〉. This can be easily shown by expand-
ing the coherent state as an infinite sum of number states and noting a†pap |n〉 = n |n〉.
Dp(−icp1)e−iωpδt1a
†
pap |α〉 = Dp(−icp1)
∣∣∣e−iωpδt1α〉 (C.18)
Next we note that any coherent state can be described in terms of a displacement
operator acting on the vacuum:
|α〉 = D (α) |0〉 (C.19)
⇒ Dp(−icp1)
∣∣∣e−iωpδt1α〉 = Dp(−icp1)Dp (e−iωpδt1α) |0〉 . (C.20)
Finally, we consider fact that the product of two displacement operators is a dis-
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placement operator with an added phase factor,
D(α)D(β) = e 12 (αβ∗−α∗β)D(α + β) = e2iIm(αβ∗)D(α + β) (C.21)
Now lets return to equation (C.18), and use these notes to evaluate the impact of
the kick on the coherent state.
Dp(−icp1)







∣∣∣−icp1 + e−iωpδt1α〉 (C.24)
This suggests the the entire sequence of displacements and rotations acting on |α〉
will result in a new coherent state and a phase factor ξp.
Up |α〉 = eiξp |α˜〉 (C.25)
For simplicity, we will first find an expression for |α˜〉. Expanding the first few
displacements and rotations, and ignoring the phase factor from (C.21) gives:












∣∣∣−icp1 + e−iωpδt1α〉 (C.26)
= . . . Dp(−icp3)e−iωpδt3a
†
pap
∣∣∣−icp2 + e−iωpδt2(−icp1 + e−iωpδt1α)〉 (C.27)
= . . .
∣∣∣−icp3 + e−iωpδt3(−icp2 + e−iωpδt2(−icp1 + e−iωpδt1α))〉 (C.28)
By expanding out the brackets in the last line, we can infer a pattern for the impact













If we are considering the momentum kicks to be instantaneous, we have that∑m
j=1 δtj = tm, which is to say the time up to the (m+ 1)th kick.
Therefore, we have





as the coherent state produced, Up |α〉 → |α˜〉, where TG is total gate time.
N∑
k=1
δtk = TG. (C.31)
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Now lets look at the associated phase, which recall comes from the product of two
displacement operators (C.21). Again, let us expand the first few displacements and
rotations and find a pattern.
Up |α〉 = Dp(−icpN)e−iωpδtNa
†
pap . . . Dp(−icp1)e−iωpδt1a
†
pap |α〉 (C.32)








By expanding the products of exponentials in the last line, we can infer the following
































In the ideal case, we demand that the motional state after the gate’s evolution of
the state is the same as if there were no kicks, i.e. that net displacement of each
























iωptk = 0 (C.39)
This condition removes the phase term eiRe(
∑N
k=1 cpke
iωptkα). Noting this condition,






cpkcpm sin (ωp(tm − tk)) (C.40)
= 4zmzkη2p
(















We are only concerned with the terms that are dependent on the internal state of














zmzk sin (ωp(tm − tk)) . (C.42)
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Ideally, the product of kicks and displacements for each mode will result in the
evolution of the state according to the ideal unitary,
L∏
p=1
eiξp = eiΘσz1⊗σz2 . (C.43)














zmzk sin (ωp(tm − tk)) . (C.44)
This equation, together with our demand for motional restoration (C.38), gives a
set of L+1 conditions for the implementation of a maximally entangling controlled-




D.1 Jordan Wigner transform
In order to ‘digitize’ a quantum system on a quantum computer for the purposes
of simulation, its Hamiltonian needs to be mapped to Pauli operators that act on
qubits. For a fermionic system form of the mapping is non-trivial, as the fermionic
anticommutation relations require satisfaction even in mapped form. One such











⊗ σj+ . (D.2)
Note that this form of transformation shows explicitly that j fermionic modes can
be mapped to j interacting qubits. By substitution, one can check that this trans-
formation maintains the anticommutation relations {bj, b†k} = δjk. In doing so, it is
useful to keep in mind some of the properties of the Pauli operators:
• σ2m = 1 for m = x, y, z
• [σa, σb] = 2iεabcσc where εabc is the Levi-Civita tensor
• σaσb = δab + iεabcσc
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D.2 Mapping the Fermi-Hubbard hamiltonian
In this appendix, I will consider mapping of the Fermi-Hubbard hamiltonian intro-











where σ =↑ , ↓ and 〈i, j〉 denotes pairing between nearest neighbour sites. This
represents a 5 by 4 lattice, with each site supporting up to two fermions: a spin up,
and spin down.
There are three distinctly different types of terms in this Hamiltonian (D.3):
1. Row tunnelling terms, e.g. b†3,↑b4,↑ + h.c.
2. Column tunnelling terms, e.g. b†5,↑b10,↑ + h.c.
3. Interaction potential terms, e.g. b†5,↑b5,↑b
†
5,↓b5,↓
In order to do the Jordan-Wigner transformation of each term, it is useful to combine
the fermion lattice site and spin index together. For this purpose, I will implement
the following change in notation:
bj,↑ → b2j (D.4)
bj,↓ → b2j−1 . (D.5)
Row tunnelling terms
I will explicitly work through the mapping of the row-tunnelling term b†2,↑b1,↑+ h.c.,
from which the form of the mapped term can be extracted.
b†2,↑b1,↑ + h.c.→ b†4b2 + h.c. =
(









σ2z ⊗ σ2− ⊗ σ3z ⊗ σ4+
)
(D.7)
= σ2− ⊗ σ3z ⊗ σ4+ (D.8)
= 12
(
σ2x ⊗ σ3z ⊗ σ4x + σ2y ⊗ σ3z ⊗ σ4y
)
(D.9)
There are terms like iσ2xσ3zσ4y that have been omitted in the expansion between the
last two lines because they exactly cancel with their hermitian conjugate pair. This
pattern is present for all of the row-tunnelling terms, which appear in the mapped











The column-tunnelling terms in the Hamiltonian have a similar mapping, how-
ever are slightly more complicated by the fact that difference between the nearest-
neighbour site indexes are larger. This will essentially result in more σz’s wedged
between the σx’s and σy’s, by comparison to the row-tunneling terms.
For example, for the term b†1,↑b6,↑ + h.c., the expansion looks remarkably similar
b†1,↑b6,↑ + h.c.→ b†2b12 + h.c. = σ2− ⊗ σ3z ⊗ · · · ⊗ σ11z ⊗ σ12+ + h.c. (D.11)
= 12
(
σ2x ⊗ σ3z ⊗ · · · ⊗ σ11z ⊗ σ12x + σ2y ⊗ σ3z ⊗ · · · ⊗ σ11z ⊗ σ12y
)
.














The onsite-potential energy terms of the Hamiltonian are perhaps the simplest to
demonstrate the mapping for. This is because these terms are quadratic in the




























In the second last line I have used the property σ+ ⊗ σ− = 1 + σz.
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Mapped hamiltonian
Combining each of these terms, the 20-site Fermi-Hubbard model (D.3) can be fully






















Note that I have re-scaled the parameters w and U for convenience.
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