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Abstract 
Wang, D. and F. Zhao, On the determination of the safe initial approximation for the Durand-Kerner 
algorithm, Journal of Computational and Applied Mathematics 38 (1991) 447-456. 
In this paper, applying the majorant function method, we present a new proof of the convergence of the 
Durand-Kerner method, and obtain a greater computable radius estimation of safe initial discs. This result is an 
improvement of all results now available. Furthermore, combining the Kuhn algorithm for solving all zeros of 
polynomials, we obtain a discriminant to get safe initial discs. Finally, we compare the complexity between the 
Durand-Kemer algorithm and several known results, and the numerical results show the superiority of our 
result. 
Keywords: Durand-Kemer algorithm, complex polynomial, majorant functions, safe initial approximation, 
Kuhn algorithm, circular iteration. 
1. Introduction 
To simultaneously solve all zeros (Y,, i = 1, 2, . . . , n, of a complex polynomial 
P,(z)=z”+qz”-‘+ ... +a,= fi(z-a,), 
i=l 
(1) 
the Durand-Kerner algorithm 
‘i 
k+l=z;-Pn(z;),,fil(z*-z;), i=1,2 ,‘.., n, k=O, 1,2 ,..., (2) 
j#i 
is well known. Because it has the property of parallel computation and the convergence rate with 
order two, it draws many authors’ attention. However, its applications are still restricted because 
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of the difficulty for getting safe initial approximate solutions zp, i = 1, 2,. . . , n, of zeros ai, 
i=l, 2,..., n. In order to increase the practical efficiency of the algorithm, it is worthwhile to 
study how to extend the convergence region of algorithm (2) and to reduce the complexity as 
much as possible for getting safe initial approximate solutions. 
In this paper, applying the majorant function method, we present a new proof of the 
convergence of algorithm (2), and obtain a greater computable radius estimation of safe initial 
discs. This result is an improvement of all results now available. Furthermore, combining the 
Kuhn algorithm for solving all zeros of a polynomial, we obtain a discriminant to get safe initial 
discs. Finally, we compare the complexity between algorithm (2) and several known results, and 
the numerical results show the superiority of our result. 
2. Majorant functions and convergence radius 
Let IY,, i = 1, 2,. . . , n, be n single zeros of the complex polynomial (1). We denote them in 
vector form: 
Let 
GiCz) =z;-P,(zi)/,~l(zi-,), i=l, 2 ,..., n, 
j#i 
ZT= [Zi, z2 )...) zn] EC”. 
Then the corresponding vector-valued function 
@:C”+C” 
has the form 
Q(Z)‘= [G,(Z), ~,(Z>,...AJZ)l EQ=“. 
Thus, we can express algorithm (2) as an iterative process 
Z k+l = @(Z”), k = 0, 1, 2 )...) 
corresponding to the fixed-point problem 
Z=@(Z). 
Hence, the convergence problem of algorithm (2) can be defined as 
In order to establish the convergence of the algorithm, we introduce scalar functions 
i?, : [o, al + R’, a > 0, 
(3) 
(4) 
gl(t)=t l- l- [ ( &-l] 
(5) 
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and 
g,:[o, b] +fR’, b>O, 
g*(t) =t 1+ [( Jq’l]> 
where d is defined as 
449 
(6) 
d = min 
l<i,j<n 
) a, - a, 1. 
i#j 
It is easy to see from (5) and (6), that, under the condition d > 0, 0 is a fixed point of g, and 
g,, that is, 
0 = g,(O), o= g2(0). 
Moreover, the minimal positive solutions of equations t = g,(t) and t = g2( t) are 
t* = +d 
and 
** _ (2l’(“-*) - l)d 
t - 2”/‘” - 1) -1 ’ 
(7) 
(8) 
respectively. 
In fact, since 
t 
‘-&2t 
t 
-= =t and l+ d_2t 21/T”- 1) , 
it is easy to obtain (7) and (8) from the above equations and to see that they satisfy 
t ** <t*. 
We can also prove the following lemmas for functions (5) and (6). 
(9) 
Lemma 2.1. Let d > 0. Then the scalar function g, defined by (5) is isotone in (0, t *), and satisfies 
g1(t) < t, vt E (0, t*). 
Proof. Through the calculation of the derivatives of function (5), we obtain 
(d ‘:t)2 
)(l-&J2>o 
and 
g;‘(t) = 2(n - 1) 
(d 2:t)2 
)(l- &)‘-I 
+(n 4 - 1)t i 
(d- 2t)2 + (d- 2t)3 
4t )(l- --&J2 
-J-$+ 2t 
2 
+(n-l)(n-2)t 
(d - 2t)2 
>o, VE(0, t*). (11) 
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Equation (10) implies that function (5) is monotonically increasing in (0, t * ), and (11) implies 
that function (5) is convex in (0, t *). Thus 
gl(t) <t, vt E (0, t*). cl 
From Lemma 2.1 we directly obtain that for any t, E [0, t *) the sequence generated by the 
iterative process 
tk+, =g,(t,), k=O, 1,2,..., 02) 
is monotonically decreasing and has a lower bound. Thus, there exists ?* E [0, t *) such that 
lim t,=i*. 
k-tm 
From the characteristic of function g,, we have 
t”* = g*(t”*). 
Thus, t”* = 0. 
Meanwhile, we can also prove that function (5) satisfies 
0 =st(O), 0 = g;(O), 0 # g,“(o). 
Hence, it is easy to see that the iterative process (12) quadratically converges to zero. 
Lemma 2.2. Let d > 0. Then the scalar function g, defined by (6) is isotone in (0, t * *), and 
satisfies 
g2(t) < t, vt E (0, t**). 
The proof of Lemma 2.2 is similar to that of Lemma 2.1, and the iterative process 
tk+t =g*&), k=O, 1,2,..., 03) 
for equation t = g2( t) has the same propesties as (12). 
The above discussion implies that t = 0 is an attractive point of processes (12) and (13), and 
that the minimal positive solutions t * and t * * are the attractive radiuses, respectively. All these 
facts are important to the proof of the convergence theorem of process (3). 
Lemma2.3. Letd>O. ThenforanyZES(a, t**)=(Zl IIZ-ajl,<t**), wehaue 
II @@I - 41 m G max{ d4 dt)>, 
where 
t= ~~Z-cx~~,= max IZi--q(<t**. 
l<i<n 
Proof. For any 2 E S( (Y, t * * ), let 
t= I@-all,= max l.T;-qI<t**. 
ldi.sn 
Then 
(14) 
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According to the known definition of the majorant function, the isotone function g,(t) or 
g*(t) satisfying (14) is a majorant function of the vector-valued function @( 2). Hence, by the 
above lemma, we can establish the convergence theorem of algorithm (3). 
Theorem 2.4. Let d > 0. Then a is an attractive point of the sequence { Zk } generated by iterative 
process (3), and t * * defined by (8) is the attractive radius. 
Proof. Since under the condition of d > 0, (14) holds for any Z E S( (Y, t * *), for any Z” E 
S( (Y, t * * ), from iterative process (3) and (13), we have 
IIZk+i-&,= Il~(Zk)--(Yl,~g2(tk)=tk+,, k=O,l,2,..., 
where to= lIZa--aJ(,<t**. 
From Lemma 2.2 we know that the sequence ( tk) converges to 0 in [0, t *). Then we have 
IIZk-~llm+O, as k+co. 
It implies that (Y is an attractive point of the sequence ( Zk). Since for any k we have 
IIZk-CYllm <t**, 
t * * is the attractive radius. q 
Since 
d = 1 <FJ?<, Ia, - a, I .> \ 
j#i 
depends on all zeros of P,(z), actually, the attractive radius t * * cannot be calculated. In order 
to overcome this difficulty, we should establish a more practical convergence theorem. 
Theorem 2.5. Suppose that there is an initial approximate solution Z” satisfying 
II Z” - a II m G r, do= miyIz;-z;i. 
Then the sequence { Zk } generated by iterative process (3) converges to (Y. 
(15) 
Proof. Since it is always true that 
d > do - 2r, 
we can consider a new scalar function 
‘+d -ztr-2t 
n-l 
&(t)=t ) 1 -1. 0 
It is clear that 
g2(t) -93(t), v’t E LO> t**l, 06) 
and that the equation t = g3( t) only has two solutions in [0, t * *], that is, tl* * = 0, and its 
minimal positive solution is 
t2 
**=(do-2r)2~~~~_~l~~1 <t**, (17) 
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because the function g, has the properties of 
&CO) = 09 g;(t) ’ 0, g;‘(t) ’ 0, 
in [0, t * *]. Making use of Lemma 2.2, we obtain that 0 is an attractive point of the iterative 
process 
tk+l =g&), k=O, 1, 2,.*., 
and that tf * is the attractive radius. 
Moreover, by (16), we know that function g3( t) is also a majorant function of the vector-val- 
ued function a(Z). Thus, Z” can be a safe initial approximate solution of the iterative process 
(3) provided r < t: * 6 t * *, and from this we have that the sequence {Z”} generated by (3) 
converges to (Y on 11 Z - (Y 11 o. < r. 
Therefore, from r <: tT* < t ** and (17), we obtain (15). 0 
Now by a distinctive technique, we have obtained a better estimate of the attractive radius of 
algorithm (3). Moreover, the inequality (15) is very easy to calculate provided the initial 
approximate solutions zp, i = 1, 2,. . . , n, are safe. However, actually, this result does not bring 
us any essential advantage because the essential relation between the safety of initial approxi- 
mate solutions zp, i = 1, 2,. . . , n, and the attractive radius has not been relieved from the above 
result, and they still depend on each other. Hence with the aid of other approaches and the above 
result, we should establish a discriminative condition for the safety of initial approximate 
solutions. From this, we will show that our result is practical, and that this result is superior to 
the others. This is our final goal. 
3. The discrimination of safe initial approximate solutions 
The Kuhn algorithm for solving all zeros of polynomials is well known [2]. It is to determine 
approximations of all zeros of a polynomial by seeking completely labelled simplexes. The 
integer label method 
i 
1, -fa<arg P,(z)<+T, orp,(z)=O, 
z(z) = 2, $r < arg P,(z) < 7, 
3, --71< arg P,(z) < - +rr, 
can be applied to check completely simplices. 
If we have a completely labelled simplex A = { zl, z2, z3}, where zi, z2, z3 are denoted as 
three vertices of the completely labelled simplex, then we have the following theorem. 
Theorem 3.1. Let A = {z,, z2, z3} be a completely labelled simplex of p,(z) with mesh 6. Then the 
distance between some zero of the polynomial p,,( z) and some vertex of the simplex does not exceed 
ina. 
The mesh S in the above theroem is defined as the projected diameter of a simplex on the 
complex plane. 
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The proof of the above theorem can be found in [2]. 
From Theorem 3.1, we can easily obtain the following corollary. 
Corollary. Let A = {z,, z2, z3} be a completely labelled simplex with mesh 6. Then there exists 
some zero (Y, of p,,( z) such that the distance between (Y; and each vertex does not exceed (1 + in)& 
Hence, if p,(z) only have single zeros, then we can surely obtain n completely labelled 
simplices separated from each other as the process of simplex partition goes on. Our purpose is 
to obtain safe initial approximate solutions of algorithm (3) by making use of 
completely labelled simplices obtained by the simplex partition. 
Suppose that k times partitions were carried out and n completely labelled 
as 
A:= {& z&, z:,}, 
were separated and n points { zi, }, i = 1, 2,. . . , n, are obtained. Let 
d,k = min zi - zi . 
l<i,jgn ’ ’ 
l=j 
We can take r, d, in (15) to be 
r = (1 + in)ak, d,=d,k, 
where 
P=max{6[, 8; ,..., ai}, 
the information of 
simplices, denoted 
and we can S,“, i = 1, 2,. . . , n, denote as meshes of the completely labelled simplices 
4, i=l,2 n. ,.-., 
Hence, in order to check whether the sequence zi,, i = 1, 2,. . . , n, can be taken as safe initial 
approximations of algorithm (3), we only need to verify whether the following inequality holds: 
(21/(“-1) _ I)& 
(I + inPk < 2(2n-l)/(n-1) _ 3 . (18) 
If it does not hold, then we continue to partition the simplex by the Kuhn algorithm, until n 
completely labelled simplices with meshes S,!, i = 1, 2,. . . , n, satisfying 
ak < 
(21/c”-1) _ I)d,k 
(1 + &)(2 G-i)/(n-1) _ 3) ’ 0% 
are separated. 
The condition (19) is a discriminant of safe initial approximate solutions of algorithm (3) 
obtained by combining algorithm (3) and the Kuhn algorithm. This discriminant is easy to check 
in the computation process. In order to conveniently apply it, we list the procedure which 
combines the algorithm (3) and the Kuhn algorithms as follows. 
(1) Conduct the Kuhn algorithm to the polynomial p,(z) [2]. 
(2) Check whether there are n completely labelled simplices that have been separated or not. 
If it is so, go to (3): otherwise go to (l), that is, continue to partition the simplex. 
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(3) Check whether (19) holds or not. If it is so, go to (4); otherwise, go to (1). 
(4) If the simplices satisfy (19), choose points {z,“,}, i = 1, 2,. . . , n, as the safe initial 
approximate solutions. Conduct the process (3) until it converges. 
The above algorithm can be regarded as a self-adaptive process to get safe initial approximate 
solutions of algorithm (3), and the algorithm is applicable to the parallel computation system. 
The more important advantage is that a new and more exact proof approach was introduced. 
Comparing with other algorithms, the computation complexity of the algorithm for getting safe 
initial approximate solutions is greatly reduced. 
4. The complexity analysis 
In this section we mainly compare our results with several known circular iterative methods. 
First of all, for the case of single zeros, Wang and Zheng [7] presented a circular variation of 
the Durand-Kerner algorithm: 
% k+~=z~-~n(~lq,~l zxlw” i=l,2 ..., n, k=O, 1,2 ,..., 
I J 
j#i 
(20) 
where wk, i = 1, 2,. . . , n, are discs on the complex plane, and 
z,+ = mid(wk), r,k = rad( w”) 
are middle points and radiuses of W/k, respectively. The initial discs y”, i = 1, 2,. . . , n, contain 
solutions (Y;, i = 1, 2,. . . , n, and for all k, zfz Wjk, i #j. 
It is easy to see that the iterative process (2) can be regarded as a middle sequence. 
It was proved in [7] that under the condition that the initial discs WI’, i = 1, 2,. . . , n, satisfy 
the process (20) quadratically converges to (Y~, i = 1, 2, . . . , n, where 
Y’ = irn;‘,a(“, rad( To), p" = 
. . 
l<yy<n _~wlzP-4 
.,. 2 
i#j 
z~=mid(~“), i=.l,2 ,..., n. 
If we determine initial discs by the Kuhn algorithm, then in (22), p” must be 
p” = d; - (1+ $z)6k. 
Thus, in order that (21) is satisfied the following inequality should hold: 
(1+ :n)6k< 
d; - (1 + +z)ak 
3(n-1) * 
Hence, we can obtain safe initial discs I&‘, i = 1, 2,. . . , n, with the middle point 
mid(w’) =zp=zii, i=l, 2 ,..., n, 
(21) 
(22) 
(23) 
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Table 1 
n 3 5 7 9 , . . 
e(n) = 1.09 = 1.40 ~1.56 =1.66 ... 
and the radiuses 
min rad( w”) = r, = (1 + in)ak. 
Meanwhile, from (22) we have that at this moment the simplex mesh 6k must satisfy 
dak 
fYk G (3n _ 2)(1+ i?n) = sl(n). 
On the other hand, from (15) in Theorem 2.5, we obtain that for the point iterative process (3), 
in order to get safe initial discs, the following inequality must hold: 
(1+ $z)Sk< 
(d; - 2(1 + $r)6k)(21’(“-1) - 1) 
2”/(“_1) -1 
From the above inequality, we obtain 
(21/(“-1) _ l)d,k 
Sk < (1 + $,)[(yA-1, _ 1) + (pwl) _ 41 = M4. 
Now we define the efficiency of the algorithm as 
8,(n) - = 
e(4 = 8,(n) 
(2l’(4- 1)(3PI - 2) 
2(2n-W(n-U _ 3 . 
Then we obtain Table 1 by different choices of n. 
From Table 1 we know that if completely labelled simplices are already separated, then the 
higher the order of the polynomial is, the more relaxed the requirement to meshes of the point 
iteration process (3) is, that is, the less the complexity for getting safe initial discs of algorithm 
(3) by the Kuhn algorithm. Thus, by establishing the new convergence radius and determinant 
(19) we improved the above results in theory. Furthermore, the complexity analysis shows the 
superiority of the new result. 
Secondly, we compare the circular iterative methods presented in [5]: 
and 
wk+’ = 
1 4 - P,(?y~l (zk - y+), i=l, 2 ,...) n, k=O, 1,2 ,...) (25) 
j+i 
i=l, 2 ,..., n, k=O, 1, 2 ,... . (26) 
These are two different algorithms; according to the operation rule of circular arithmetic, the 
following inequality must hold: 
for all k. 
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PetkoviC and Stefanovic [5] proved that the algorithm (25) (26) quadratically converges to CQ 
i = 1, 2, _ . _ , n, and that under these conditions the initial discs To, i = 1, 2,. . . , n, satisfy 
3P0 
y"< lqn-ly n'2, 
and 
2P0 
y”< 7(?T - 1) ’ 
n > 2, 
(27) 
respectively. 
It is easy to see that conditions (27) and (28) are stronger than condition (21). Hence, the 
comparison of the abave algorithms shows that under the theory of algorithm (3) we just 
obtained, by making use of the Kuhn algorithm to seek all safe initial approximations for 
algorithm (3), the computation complexity is much less than for all other algorithms. 
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