ABSTRACT Simultaneous wireless information and power transfer (SWIPT) and mobile-edge computing (MEC) are promising technologies in Internet of Things era, which can enhance the self-sustainability and computation capability of user equipment, respectively. In this paper, we propose a multiple-input multipleoutput full-duplex (FD) relay-based SWIPT-MEC system. With MEC and SWIPT, UE can use its battery energy to execute a computation task locally or offload part or all of it to access point connected with an MEC server and refill battery while receiving the computation results. The FD mode allows relay to receive and transmit the offloaded bits simultaneously. Based on these, an energy-efficient problem is formulated to minimize the system energy consumption over a time block, while the latency constraints and the energy consumption constraints are guaranteed. Since the original problem is non-convex, we use an alternating optimization technique to convert the original problem into three subproblems. Some propositions and algorithms are proposed to solve these three subproblems. Numerical results demonstrate that the proposed optimization scheme achieves a significant performance gain by comparisons with three benchmark schemes.
I. INTRODUCTION
The rapid development of wireless communication technology and the explosive expand of the Internet of Things (IoT) in recent years have greatly promoted the growth of smart devices and the corresponding mobile applications such as virtual reality, real-time interactive games, and facial recognition [1] . Although smart devices are equipped with strong hardwares at this stage, it is still difficult to meet the computation capability requirements of mobile applications, especially when low energy consumption and low latency are needed to be guaranteed. As a solution, mobile-edge computing (MEC) technology can provide smart devices a real-time edge server with powerful computation capability [1] , [2] . By partially or completely uploading computation tasks to edge server, the computation capability requirements for smart devices can be greatly reduced [3] - [6] .
On the other hand, the energy consumption of smart devices increases largely with the advance of mobile applications' performance and the corresponding computation load. Then, how to improve the sustainability of smart devices becomes to a vital challenge in IoT [7] , [8] . In response to this challenge, wireless energy harvesting (WEH) is considered as a promising technology that enables self-sustained communication through wireless charging [9] . Then, simultaneous wireless information and power transfer (SWIPT) is emerged as a breakthrough technology in wireless energy harvesting communication networks (WEHCNs) [9] , [10] . In the study of SWIPT technology, time switching (TS) and power splitting (PS) are two foremost receiver architectures. Compared with TS architecture, which periodically switches between energy harvesting (EH) and information decoding (ID), PS architecture can perform EH and ID simultaneously.
In addition, considering offloading (uploading computation bits, computing these bits, and downloading computation results) process, distance is also a factor that will make a significant effect on energy consumption and latency. For smart devices, long distance will decrease the information transmission rate and quality directly, thereby affect the transmission energy consumption and latency. To overcome this difficulty, relay technology is proposed and is widely applied. Compared with traditional smart devices to server mechanism, relay technology can significantly reduce the impact of transmission distance on offloading process. In current studies, there are two protocols used in relay technology, called half duplex (HD) and full duplex (FD), where FD protocol attracts more attention because of its ability to transmit and receive information simultaneously [11] .
In this paper, we propose a multiple input multiple output (MIMO) FD relay based MEC system with EH. We propose an energy-efficient system by jointly optimizing the relay beamforming, the central processing unit (CPU) frequency, the transmission rate of uplink and downlink, and the uploaded bits size. Targeting at this, a problem is formulated to minimize the system energy consumption over a time block, subjecting to latency constraints and energy consumption constraints. Converting this problem into three subproblems, we propose a convergent algorithm to solve it using the following steps. First, we obtain a closedform solution for the local computing optimization problem. Then, an algorithm based on semi-definite relaxation (SDR) is proposed to solve the relay beamforming optimization problem. Furthermore, to solve the offloading optimization problem with multiple coupled variables, an algorithm based on geometric programming (GP) is proposed, with which a global optimization solution is obtained for the subproblem. Finally, numerical results are provided to verify the theoretical analysis. Significant performance gain of the proposed optimization scheme is demonstrated by comparisons with three benchmark schemes.
The remainder of our paper is organized as follows. Section 2 discusses the related works on wireless powered MEC systems. Section 3 presents the system model, which include the communication model, energy harvesting model, computation model, and problem formulation. Section 4 describes the optimal solution, consisting of the local computing optimization, beamforming optimization, and offloading optimization. Section 5 provides the simulation results. Finally, section 6 concludes our work.
II. RELATED WORKS
In recent years, wireless powered MEC system have attracted high attentions. Existing works mainly contributes to 2 aspects: A. network architecture, which investigate the deployments of MEC implementation; B. operation mode, which manage the task assignment, communication mode, and energy harvesting mode.
The network architecture designed in [6] and [8] consists of an MEC server and a UE with EH capability. In [6] , UE receives an energy packet at the beginning of each time block, then the computation task can be executed locally or be offloaded to MEC server using the harvested energy, or be drooped if these two computation modes are feasible. This paper is comprehensive in terms of architecture since it takes the possibility of task failure into account, but the specific operations of EH is not discussed. In [8] , microwave power transfer (MPT) is proposed, and there are two operation modes: In local computing mode, MEC server will transfer energy to UE throughout whole time block to support computational energy consumption. In offloading mode, MEC server first transmits energy to UE, after which UE utilizes the energy to offload computation task to MEC server. The computation task in both papers are indecomposable, i.e., a computation task can not be performed by local computing and offloading simultaneously.
Multi-user systems proposed in [3] and [7] allows AP with a MEC server integrated to provide computing services to multiple EH-capable UEs. In [3] , each UE is equipped with two antenna groups for transmitting computation task and receiving energy, respectively. And partial offloading is allowed so that local computing and offloading can exist simultaneously, i.e., UEs can perform local computing, offloading, and EH simultaneously. In [7] , AP is considered unable to receive multiple computation tasks at the same time, therefore, each UE offloads part or all of its computation task to AP in turn, during which AP always charges these UEs which are not offloading by wireless energy transfer (WET). Partial offloading mode and multi-user architecture proposed in these two papers make the research more possibility and practical significance.
The scheme in [5] showing an architecture with one MEC server, two UEs named D 1 and D 2 respectively, and D 2 is also used as a relay. Then a time block can be divided into four processes: In the first process, MEC server transmits power to UEs; In the second process, D 1 offloads its own computation task to D 2 and MEC server; In the third process, D 2 sends the computation task of D 1 to MEC server; In the fourth process, D 2 offloads its own computation task to MEC server. Compared with previous studies, the relaying technology is applied in this paper.
In summary, the network architecture and the operation mode in previous studies can effectively solve the problem of wireless powered mobile-edge computing systems, however, the previous studies have almost no specific discussion and optimization on communication performance, which could make offloading more efficient. In fact, MEC technology itself is to convert part or all of the computation operations into transmission operations, therefore, the optimize on communication performance can lead to an excellent improvement in overall system performance. Based on this, our scheme propose the architecture with a FD relay between UE and MEC server, and MIMO technology, relay beamforming technology, and SWIPT technology are applied to make the offloading operations specific to signal processing level. Accordingly, more application value and practical significance are reflected from the scheme since the optimization of the communication performance.
III. SYSTEM MODEL
Consider a wireless powered MEC system in Fig. 1 , where a single-antenna user equipment (UE) equipped with a PS receiver, a single-antenna access point (AP) integrated with VOLUME 6, 2018 a MEC server, and an M -antenna FD relay located between UE and AP.
In the system, we use a tuple < L, L u , L d , T > to represent a computation task. In which L is the computation task size (in bits) of UE; L u represents the size (in bits) of computation bits that UE uploads to AP, (partial offloading is assumed so that UE can divide a computation task into two parts of arbitrary size [3] , [5] , [7] ) which should not exceed
while the remaining (L − L u ) bits computation bits are executed locally; L d is the size (in bits) of computation results produced by MEC server, which is in proportion to L u [4] , and can be expressed as
where 0 < α < 1 is the scale factor; Finally, T indicates the time block length of the block-based model, the computation task should be completed within the time block. Based on these settings, the system operation mode can be depicted as Fig. 2 . For offloading, there are three processes: 1) During t up , UE uploads computation bits to AP; 2) After receiving computation bits, AP leaves them to integrated MEC server for computing, where the computation latency is negligible due to MEC server's powerful computation capability [5] , [6] ; 3) AP downloads computation results of MEC server to UE during t down (Unlike most papers, we consider the downlink latency to make the modeling more realistic.), and UE harvests energy from the radio frequency (RF) signal while receiving computation results. On the other hand, local computing is executed by UE during t comp . Consequently, it is worth noting that UE performs offloading and local computing simultaneously. t off and t comp represent the spare time after offloading and local computing are completed in the time block, respectively.
A. COMMUNICATION MODEL
In this subsection, we will introduce the communication process. First, a statement about the channels is given. There are six Raleigh fading channels in the system, h ur ∈ C M ×1 , h T ra ∈ C M ×1 , and H rr ∈ C M ×M represent the uplink channel coefficients from UE to relay, relay to AP, and the selfinterference (SI) channel coefficient at relay, respectively.
, and G rr ∈ C M ×M represent the downlink channel coefficients from AP to relay, relay to UE, and the SI channel coefficient at relay, respectively. We assume that perfect channel state information is available in this system, i.e., there is no interference caused by channel error. And since the time block length is small, all the channels are assumed quasistatic flat fading in each time block, i.e., the channel state remains constant within one time block [7] .
Then, the uplink transmission (computation bits' upload) and the downlink transmission (computation results' download) are respectively modeled in the following two parts.
1) UPLINK TRANSMISSION FROM UE TO AP
In order to allow sufficient time for AP to receive computation task and download computation results, UE uploads computation bits to AP at the beginning of each time block [3] . In addition, we assume that UE can not communicate with AP directly due to distance limitation, which means both computation bits uploading and computation results' downloading should be forwarded by relay.
Let s denote the transmitted signal with normalized power of UE, which satisfies |s| 2 = 1. Correspondingly, the transmitted power is P u . Then the uplink received signal at relay is
where x up r is the uplink transmitted signal of relay, n r ∈ C M ×1 is the additive white Gaussian noise (AWGN) with covariance matrix σ 2 r I M at relay. Then, the three parts in (3) denote the signal from UE, the SI signal from relay, and the noise signal, respectively. Since perfect channel state information is available in the system, relay can eliminate the SI signal generated by full duplex protocol. After elimination, we can rewrite the uplink received signal at relay as
Amplifying and forwarding by relay beamforming F r , the uplink transmitted signal of relay can be expressed as
And the uplink transmitted power at relay is
Let n a denote the AWGN with covariance σ 2 a at AP, the received signal at AP can be expressed as
According to the received signal at AP, the signal to interference plus noise ratio (SINR) during uplink transmission can be expressed as
And the theoretical maximum achievable rate during uplink transmission is
where B is the signal transmission bandwidth of the system. Define the actual uplink transmission rate as R up (in bps/Hz), since R up must be not exceed the theoretical maximum achievable rate [12] , we get the following constraint
Considering that the size of computation bits uploaded from UE is L u , and the uplink transmission rate is R up , the latency for uplink transmission is
Accordingly, the energy consumption of UE and relay during uplink transmission can be expressed respectively as
E r,up = P up r t up .
2) DOWNLINK TRANSMISSION FROM AP TO UE For simplicity, we assume non-overlapping steps at MEC server, which means MEC server begins to process computation bits after receiving all of them [4] . From the angle of communication, downlink transmission is similar to uplink transmission. In downlink transmission, let d denote the transmitted signal with normalized power of AP, which satisfies |d| 2 = 1, and the corresponding transmitted power is P a , then the downlink received signal at relay is
where x down r is the downlink transmitted signal of relay. After elimination, the downlink received signal at relay is rewritten as
Amplifying and forwarding by relay beamforming F r , the downlink transmitted signal of relay can be expressed as
and the downlink transmitted power at relay is
Let n u with covariance σ 2 u denote the AWGN at UE. Then the received signal at UE can be derived as
A PS receiver is applied to UE, accordingly, a β ∈ (0, 1) portion of the received signal is used for ID [11] , and the ID signal can be written as
where n ps is the zero-mean AWGN caused by PS receiver, which satisfies |n ps | 2 = σ 2 ps . Then the SINR during downlink transmission can be expressed as
And the theoretical maximum achievable rate during downlink transmission is
Define the actual downlink transmission rate as R down (in bps/Hz), which should satisfy the following constraint
Since the size of computation results produced by MEC server is L d = αL u , considering downlink transmission rate R down , the latency for downlink transmission is
Accordingly, the energy consumption of AP and relay during downlink transmission can be expressed respectively as
B. ENERGY HARVESTING MODEL
For PS receiver at UE, the remaining (1 − β) portion of the received signal is used for EH. Similar with the ID signal, we write the EH signal as
And the corresponding EH power is
where
Since PS receiver is active during entire downlink transmission period, the energy harvested by PS receiver can be expressed as e EH = P EH t down .
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C. COMPUTATION MODEL
In this subsection, we will introduce the computation model, including local computing at UE and remote computing at MEC server.
1) LOCAL COMPUTING AT UE
For local computing, we use C to denote the CPU cycles required for computing one computation bit, and f n is the CPU frequency required for the n-th CPU cycle, which should satisfy
where f max denotes the maximum CPU frequency. Then the total number of CPU cycles required for completing local computing is C(L − L u ), and the corresponding latency is
Under the assumption that low power devices usually maintain a low CPU voltage, the energy consumption for completing local computing can be expressed as:
where κ is the effective capacitance coefficient depending on the chip architecture of UE [3] , [6] .
2) REMOTE COMPUTING AT MEC SERVER
In remote computing, based on previous assumptions, we do not consider the computation latency. Meanwhile, Since MEC server is fixed and always connect with high power grid, the energy consumption for remote computing is not considered, either.
D. PROBLEM FORMULATION
In the paper, we aim at minimizing the system energy consumption, while ensuring that the computation task can be executed successfully. In order to facilitate the establishment of the problem, we define four indexes: 1) system energy consumption; 2) UE energy consumption; 3) offloading latency; 4) local computing latency; Index 1), which indicates the objective function of the forthcoming problem, is composed of the energy consumption of UE, relay, and AP. Since UE can refill its energy loss by EH before the end of each time block, it can be considered that UE does not consume its battery energy. In other words, index 1) is actually the sum of relay energy consumption and AP energy consumption. In this way, we formulate the objective function as
For index 2), there is a constraint that the energy consumption of UE must be no more than the energy harvested by UE. In the system, UE energy consumption comes from local computing and computation bits' uploading. Then, the constraint can be expressed as
For index 3), the offloading latency must not exceed the time block length. Since we do not consider the computing latency at MEC server, AP downloads computation results to UE immediately after uplink transmission is completed. Thus the offloading latency only consists of the latency for uploading computation bits and the latency for downloading computation results. Then, index 3) can be expressed as the following constraint
For index 4), the local computing latency must be no more than the time block length, which can be expressed as follow
The constraints (33), (34), and (35) represent three conditions required for completing a computation task, which means that when constraints (33), (34), and (35) are all satisfied, the computation task is judged to be completed. According to the objective function , the three conditions for completing a computation task, and constraints (1), (10) , (22), (29), we finally formulate the following joint optimization problem (P1) : min 
IV. OPTIMAL SOLUTION
In this section, we give the solution to problem (P1 Here we want to emphasize the following assumptions considered in the optimization model: (a) All the channel states remain constant within one time block; (b) Computation task can always be successfully executed within one time block; (c) Considering the operation mode, the offloading process is always exists.
A. LOCAL COMPUTING OPTIMIZATION
In this subsection, we optimize local computing by optimizing CPU frequency f n . Inspired by [3] and [6] , we establish the following proposition.
Proposition 1: For minimizing the system energy consumption, the optimal CPU frequency f n in problem (P1) should satisfy
Proof: First, in the case L u = L, the size of computation bits for local computing is zero, then the CPU frequency is always zero, meet the equality (37).
Second, in the case L u < L, the remaining bits size for local computing is (L − L u ). Since 1/x and x 2 are convex functions with x > 0, based on the Jensen's inequality [16] f (
the latency and energy consumption for local computing can be expressed as the following inequalities
For the optimality of problem (P1), the equality signs of (39) and (40) should be held, i.e., the CPU frequency should satisfy
wheref represents the same CPU frequency maintained in each cycle. Then problem (P1) is transformed into (P1.1) : min
(1), (10), (22), (29), (34).
For minimizing the objective function of problem (P1.1), obviously we need to makef as small as possible. Since constraint (42b) in problem (P1.1) determines the lower bound off , we can derived the optimalf as
Combined with the analysis above, we finally obtain the optimal CPU frequency as f opt
Q.E.D. Proposition 1 shows that for minimizing the system energy consumption, the CPU frequency should be identical in each block, and local computing should be carried out throughout all the block. Replace f n by C(L − L u )/T , the equalities (30) and (31) can be rewritten as
and constraint (35) is always established now, problem (P1.1) can be equivalently reformulated as (10), (22), (29) [13] , where ⊗ is the Kronecker product, vec(·) is the vectorization operation and A, B, C, D are arbitrary matrices with compatible dimensions. Problem (P2) is transformed into
− 1). By checking Q 0 , Q 1 , Q 2 , and Q 3 , we know problem (P3) is a non-convex quadratically constrained quadratic program (QCQP). Using the fact that f H r Qf r = Tr(Q(f r f H r )) = Tr(QY), problem (P3) is rewritten as the following problem:
(48e)
Then, through SDR method, the non-convex equality constraint (48e)in problem (P3.1) can be directly relaxed into a convex semi-positive constraint Y − f r f H r 0. Applying the Shure complement theorem, problem (P3.1) is relaxed to the following optimization problem:
Problem (P3.2) is a convex SDP problem and can be effectively solved by interior point method. Since Y is not necessarily rank one, we use the Gaussian randomization method to obtain an approximate optimal solution f opt r of problem (P3) [14] . Finally, the approximate optimal solution F opt r of subproblem (ii) can be derived from f opt r . The algorithm for solving subproblem (ii) is given in Algorithm 1.
According to Algorithm 1, we obtain the optimized solution of relay beamforming. Fixing
Where
), and e = log 2(1 +
). Note that (50a),(50b),(50c) in problem (P4) are all in accordance with standard GP form. Whereas (50d) does not conform to standard GP form since its numerator and denominator are both posynomials [16] . Inspired by [15] , we propose a strategy to solve problem (P4) by solving a series of GPs. Specifically, we have the following proposition, Proposition 2:
And we have
Proof: From the definition, we have µ i ≥ 0 and n i=1 µ i = 1. Base these two conditions, we obtain the following basic inequality
Letting M i = µ i υ i , the basic inequality can be written as
Considering the posynomial
Q.E.D.
Using Proposition 2, with the initial values L ini u , R ini u , R ini d , the denominator of the last constraint in problem (P4) can be replaced by
. Then the constraint is converted into a standard GP form:
(56) This replacement is in the conservative direction since the original constraint is now tightened. And problem (P4) is transformed into the following problem
. (57c) Problem (P4.1) is a standard GP and can be effectively solved by interior point method with iterations. We give the steps for solving subproblem (iii) in Algorithm 2. And the global optimization algorithm for solving original problem (P1) is also given subsequently. Compute (50a) with
Algorithm 2 Optimizing
Evaluate the denominator posynomial of (50d) with
Evaluate each monomial of the denominator posynomial with
Compute
Compute (50a) with 
V. NUMERICAL RESULTS
In this section, numerical results are provided to verify the performance superiority of the proposed optimization scheme. As a contrast, we also propose the following three benchmark schemes.
1) Unaided scheme: In this scheme, variables F r , R u , R d , L u are fixed to initial values, namely,
Since the size of computation bits executed locally is L − L u = 0, the optimal CPU frequency is f opt = C(L − L u )/T = 0, i.e., there is no local computing in this scheme. Compute (32) with
Algorithm 3 Alternating Optimization Algorithm Solving problem (P1)
Obtain F opt r through Algorithm 1;
Compute (32) with Set
2) Full-offloading scheme: In this scheme, UE uploads all the computation bits to AP. Thereby the optimal CPU frequency is zero and there is no local computing, either. 
In Monte-Carlo simulations, all the channels are modeled as random Rayleigh fading channel ∼ CN (0, 0.01). Set the transmitted power of UE and AP as P u = 1W and P a = 5W , respectively, and the AWGN power as σ 2 r = σ 2 u = σ 2 a = σ 2 ps = 10 −7 W . Set B = 2MHz, β = 0.1, κ = 10 −28 , C = 10 3 cycles/bit, α = 0.2. To improve accuracy, we average the optimization results over 1000 Monte-carlo runs. Fig. 3 shows the average energy consumption of the system versus the computation task size L in a time block with T = 0.3s, M = 4. In all schemes, the average energy consumption increases as the computation task size L increases. And the proposed optimization scheme is much better than other three schemes. It is worth noting that the full-offloading scheme is getting closer to the proposed optimization scheme in performance as L grows. Therefore, we get a conclusion that for the energy efficient system, UE tends to upload a larger proportion of computation bits to AP as the computation task size L increases. In addition, we find that the fulloffloading scheme achieves much better performance than the fixed-beamforming scheme, which indicates that optimizing F r can achieve greater system benefit than optimizing L u . As a result, it can be concluded that the application of relay beamforming brings greater improvements to the system performance. In Fig. 4 , the computation task size is fixed as L = 10 6 bits, and the relay antenna number is M = 4, then the average energy consumption versus the block length T is analyzed. It is observed that with the increases of T , the unaided scheme and the full-offloading scheme remain unchanged, whereas the fixed-beamforming scheme and the proposed optimization scheme obtain great performance optimization. In the experimental simulation, we find that there is a threshold T min , the unaided scheme and the full-offloading scheme can be executed only above the threshold. Hence, we come up with the conclusion that the change of T will only affect the energy consumption of local computing. And as T increases, the optimization of L u will improve the system performance.
In Fig. 5 , fix T = 0.3s, we compare the system energy consumption versus the computation task size L under different relay antenna numbers M . For unaided scheme and fixed-beamforming scheme, the system energy consumption is much greater in M = 6, which indicates that when the relay beamforming is fixed as (58), the system energy consumption increases as the relay antenna number increases. For full-offloading scheme and proposed optimization scheme, the system energy consumption is much greater in M = 4, which indicates that as the relay antenna number increases, the optimization of relay beamforming can achieve better performance gains. Then, we can conclude that the increases of relay antenna number will bring some energy consumption growth to the system itself, but will provide the relay beamforming a lager optimization space simultaneously.
VI. CONCLUSION
In this paper, we propose a joint offloading and computing design based on SWIPT and MIMO FD relay techniques. Targeting at an energy efficient system, we jointly optimize the relay beamforming, the CPU frequency, the upload computation bits size, and the uplink and downlink transmission rates to minimize the system energy consumption, while ensuring that the computation task is completed successfully. To make the problem solvable, we decompose the original problem into three subproblems, and three algorithms are proposed to solve the problem. Finally, an extensive simulations is provided to verify the performance superiority of our scheme, and numerical results show that the proposed optimization scheme has great advantages in terms of minimizing system energy consumption compared to three benchmark schemes. 
