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Введение
Óñïåøíîå âåäåíèå õîçßéñòâà è áèçíåñà ñîñòîèò èç öåïî÷êè ïîýòàï
íî ïðèíèìàåìûõ ðåøåíèé, îñíîâàííûõ íà ðàçëè÷íûõ çàêîíàõ ðûíî÷íîé
ýêîíîìèêè. Îò îïòèìàëüíî ïðèíßòîãî åäèíè÷íîãî ðåøåíèß çà÷àñòóþ çà
âèñèò âåñü êîíå÷íûé ðåçóëüòàò äåßòåëüíîñòè.
Â êîíå÷íîì èòîãå, õîçßéñòâåííàß äåßòåëüíîñòü ïîä÷èíåíà öåëè ïîëó
÷åíèß ïðèáûëè íà îñíîâå ðàöèîíàëüíîãî èñïîëüçîâàíèß ðåñóðñîâ. Íåîá
õîäèìî ïîñòîßííî ñîîòíîñèòü çàâèñèìîñòü âûïóñêà îïðåäåëåííîãî îáúå
ìà ïðîäóêöèè è çàòðà÷èâàåìûõ ïðîèçâîäñòâåííûõ ðåñóðñîâ.
Àêòóàëüíûì ðåøåíèåì â äàííîì ñëó÷àå ñòàíîâèòñß âûáîð êîëè÷åñòâà
ïðîèçâîäñòâåííûõ ðåñóðñîâ ïðè çàäàííûõ ïàðàìåòðàõ ïðîèçâîäñòâåííîé
ôóíêöèè, ÷òî è îïðåäåëßåò ýôôåêòèâíîñòü èñïîëüçîâàíèß ðåñóðñîâ íà
ðåçóëüòàòû ïðîèçâîäñòâåííîé äåßòåëüíîñòè.
Íà îñíîâå ïðîèçâîäñòâåííûõ ôóíêöèé âåäåòñß äîëãîñðî÷íîå ïëàíèðî
âàíèå íà ïåðñïåêòèâó, ñ ó÷åòîì ðàçëè÷íûõ ôàêòîðîâ è âàðèàíòîâ ðàçâè
òèß. Â ýòîì ñìûñëå âîçìîæíîñòè àïïàðàòà ïðîèçâîäñòâåííûõ ôóíêöèé
íåèñ÷åðïàåìû, ïîýòîìó èçó÷åíèå äàííîé òåìû ßâëßåòñß àêòóàëüíûì.
Â êà÷åñòâå ïðîèçâîäñòâåííûõ ôóíêöèé ìîæíî ðàññìàòðèâàòü
CESôóíêöèè (ýòî îáùèé ñëó÷àé, êîòîðûé âêëþ÷àåò â ñåáß ôóíêöèè
Ëåîíòüåâà, ôóíêöèè ÊîááàÄóãëàñà è ëèíåéíûå ôóíêöèè).
×àùå âñåãî ðàññìàòðèâàþòñß çàäà÷è ðàñïðåäåëåíèß îäíîé èëè
íåñêîëüêèõ ïðîäóêöèè, à â êà÷åñòâå êðèòåðèåâ îïòèìàëüíîñòè, êîòîðûå
ñëåäóåò ìàêñèìèçèðîâàòü, áåðóòñß ïðèáûëü èëè îáü¼ì ïðîèçâîäñòâà.
Ïîäîáíûå çàäà÷è ðåøàþòñß ìåòîäàìè äèíàìè÷åñêîãî ïðîãðàììèðîâà
íèß, äëß êîòîðûõ âîçìîæíû ðàçëè÷íûå àëãîðèòìû òî÷íîãî è ïðèáëèæåí
íîãî ðåøåíèß. Àëãîðèòìû îïòèìèçàöèè äèñêðåòíûõ ôóíêöèé è îïòèìè
çàöèß íåïðåðûâíûõ ôóíêöèé ìåòîäîì òàáóëßöèè ðàññìîòðåíû â ðàáîòàõ
Áåëëìàíà Ð. [9].
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Â äàííîé ðàáîòå ñòàâèòñß ìíîãîøàãîâàß çàäà÷à, êîòîðàß óñëîæíß
åò çàäà÷ó Áåëëìàíà: èìååòñß íåñêîëüêî âèäîâ ðåñóðñîâ, êàæäûé èç
êîòîðûõ íåîáõîäèìî ðàñïðåäåëèòü íà ïðîèçâîäñòâî, êîòîðîå îïðåäå
ëßåòñß èõ ïðîèçâîäñòâåííûìè ôóíêöèßìè, ïðè ýòîì îñòàòîê ðåñóð
ñîâ(íåçàäåéñòâîâàííûå ðåñóðñû) íóæíî ìàêñèìèçèðîâàòü.
Öåëü äèïëîìíîé ðàáîòû: Ðàçðàáîòàòü íåãëàäêóþ ìíîãîøàãîâóþ çà
äà÷ó îïòèìàëüíîãî ðàñïðåäåëåíèß ðåñóðñîâ.
Çàäà÷è äèïëîìíîãî èññëåäîâàíèß:
à) Поставить задачу оптимального распределения ресурсов.
á) Рассмотреть необходимые и достаточные условия оптимально­
сти для задачи распределения ресурсов.
â) Построение алгоритма оптимизации методом субградиента.
ã) Привести примеры задач с использованием производственных
СЕS—функций.
Îáúåêò èññëåäîâàíèß: çàäà÷à ðàñïðåäåëåíèß ðåñóðñîâ â ýêîíîìè÷å
ñêèõ ñèñòåìàõ.
Ïðåäìåò èññëåäîâàíèß: ìíîãîøàãîâàß âûïóêëàß çàäà÷à îïòèìèçàöèè
ñ èñïîëüçîâàíèåì ïðîèçâîäñòâåííûõ ôóíêöèé.
Ìåòîäîëîãèß è ìåòîäû èññëåäîâàíèß. Èñïîëüçóþòñß ìåòîäû ðåøåíèß
çàäà÷ ãëàäêîãî íåëèíåéíîãî ïðîãðàììèðîâàíèß, îñíîâàííûå íà ãðàäèåí
òàõ, è ìåòîäû ðåøåíèß çàäà÷ íåãëàäêîãî íåëèíåéíîãî ïðîãðàììèðîâà
íèß, îñíîâàííûå íà ñóáäèôôåðåíöèàëàõ.
Ðàáîòà ñîñòîèò èç ââåäåíèß, øåñòè ãëàâ, ïðèìåðà, çàêëþ÷åíèß è ñïèñ
êà èñïîëüçîâàííûõ èñòî÷íèêîâ.
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1 Постановка задачи
Çàäàíî äèñêðåòíîå âðåìß 𝑡0 . . . , 𝑇 . Çàäàíî 𝑛 ðàçëè÷íûõ ðåñóðñîâ, ïðî
íóìåðóåì èõ îò 1 äî 𝑛. Äàíû технологические процессы ïðåäñòàâëßåìûå
â âèäå ïðîèçâîäñòâåííûõ ôóíêöèé.
Â äàííîì èññëåäîâàíèè èñïîëüçîâàíû îïðåäåëåíèå è òðè àêñèîìû èç
ðàáîòû Ñèìîíîâà Ï.Ì. îòíîñèòåëüíî ïðîèçâîäñòâåííûõ ôóíêöèé.
Определение. [3] Ìàòåìàòè÷åñêàß ìîäåëü â âèäå ôîðìóëû çàâèñèìî
ñòè âûïóñêà ïðîäóêöèè îò âåêòîðà çàòðà÷èâàåìûõ èëè èñïîëüçóåìûõ â
ïðîèçâîäñòâå ðåñóðñîâ ïîëó÷èëà íàçâàíèå производственной функции
(ÏÔ).
Ïðåäïðèíèìàòåëè çàèíòåðåñîâàíû â ìàêñèìàëüíîì ýôôåêòå îò èñ
ïîëüçîâàíèß ðåñóðñîâ. Íåýôôåêòèâíîå èñïîëüçîâàíèå ðåñóðñîâ ïðåäïðè
íèìàòåëè è ìåíåäæåðû ïðåäïðèßòèß, êàê ïðàâèëî, íå äîïóñêàþò. Ïî
ýòîìó ÏÔ îòðàæàåò çàâèñèìîñòü ìàêñèìàëüíî âîçìîæíîãî âûïóñêà ïðî
äóêöèè îò ðåñóðñîâ, ââåäåííûõ â ïðîèçâîäñòâî. È åñòåñòâåííî ïðîèçâîä
ñòâåííàß ôóíêöèß íå ìîæåò áûòü îòðèöàòåëüíîé.
Àêñèîìàòèêà ìîäåëèðîâàíèß ïðîèçâîäñòâà â ìàòåìàòè÷åñêîé ôîðìå
âûðàæàåò îáùèå ñâîéñòâà ïðîèçâîäñòâà:
Аксиома 1.0.1. [3] Каждый ресурс производится хотя бы одним тех­
нологическим процессом. Для этого на его ПФ подаются различные
требуемые ресурсы(в нужно количестве).
Аксиома 1.0.2. [3] Если на вход технологического процесса подаются
положительные количества ресурсов, то на выходе — положительное
количество продукции.
Аксиома 1.0.3. [3] Про отсутствие рога изобилия: если на входе тех­
нологического процесса все количества нужных ресурсов равны 0, то
производство отсутствует.
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Ïóñòü èìååòñß âåêòîð êîëè÷åñòâ ðåñóðñîâ𝑋(𝑡) ðàçìåðíîñòè 𝑛, 𝑥𝑖 > 0,
𝑥𝑖 ∈ R ïðè ∀𝑖. Êàæäîìó âèäó ðåñóðñîâ ñòàâèòñß â ñîîòâåòñòâèè âåêòîð
ïðîèçâîäñòâåííûõ ôóíêöèé:
𝑓𝑖(𝑌 (𝑡)) = (𝑓𝑖1(𝑌𝑖11(𝑡), ...𝑌𝑖1𝑛(𝑡)), . . . , 𝑓𝑖𝑚𝑖(𝑌𝑖𝑚𝑖1(𝑡), ...𝑌𝑖𝑚𝑖𝑛(𝑡)) (1.1)
ðàçìåðíîñòè𝑚𝑖, ãäå 𝑖ðåñóðñ. 𝑌𝑖𝑗(𝑡)  âåêòîð çàòðà÷èâàåìûõ èëè èñïîëü
çóåìûõ â ïðîèçâîäñòâå ðåñóðñîâ ðàçìåðíîñòè 𝑛. Òàêèì îáðàçîì, êàæäàß
ïðîèçâîäñòâåííàß ôóíêöèß çàâèñèò îò âåêòîðà ðàçìåðíîñòè 𝑛, è ó êàæ
äîé ôóíêöèè ýòîò âåêòîð ñâîé. Â êàæäûé ìîìåíò âðåìåíè íà âõîä êàæ
äîé ïðîèçâîäñòâåííîé ôóíêöèè ïîäàåòñß ñâîé âåêòîð ðåñóðñîâ. 𝑌𝑖𝑗𝑘(𝑡) 
êîëè÷åñòâî ðåñóðñà 𝑘 äëß 𝑗-ãî òåõíîëîãè÷åñêîãî ïðîöåññà, ïðîèçâîäßùå
ãî ðåñóðñ 𝑖. ÏÔ 𝑓𝑖𝑗 çàâèñèò îò êîëè÷åñòâ ðåñóðñîâ 𝑦𝑖𝑗1(𝑡), ...𝑦𝑖𝑗𝑛(𝑡), ïðè
÷åì íà øàãå 𝑡 íå âîçìîæíî èñïîëüçîâàòü ðåñóðñîâ áîëüøå, ÷åì èìååòñß
íà äàííîì ýòàïå:
𝑥𝑘(𝑡) >
𝑛∑︁
𝑖=1
𝑚𝑖∑︁
𝑗=1
𝑦𝑖,𝑗,𝑘(𝑡) (1.2)
ïðè ∀𝑘.
Â ðàññìîòðåíèå áåðóòñß ïðîèçâîäñòâåííûå ôóíêöèè âèäîâ:
à) Гладкие функции äëß íèõ íàïèñàíû óñëîâèß ÊóíàÒàêêåðà.
á) Кусочно-гладкие функции ÷àñòíûì ñëó÷àåì êîòîðûõ ßâëßþòñß Ку­
сочно-линейные функции äëß ýòîãî ñëó÷àß ïîñòðîåí àëãîðèòì ìå
òîäîì ñóáãðàäèåíòîâ.
Â äàííîé ðàáîòå ìû ðàññìàòðèâàåì òîëüêî âûïóêëûå ÏÔ.
Ìû ïðåäïîëàãàåì, ÷òî ïðîèçâîäñòâî çàíèìàåò 1 åäèíèöó âðåìåíè,
ïîýòîìó ðåñóðñû, âëîæåííûå â ïðîèçâîäñòâî â ìîìåíò 𝑡 − 1, äàþò ðå
çóëüòàò â ìîìåíò 𝑡. Ïðîèçâîäñòâåííûå ôóíêöèè âîçâðàùàþò êîëè÷åñòâî
𝑖ðåñóðñà
𝑚𝑖∑︁
𝑗=1
𝑓𝑖𝑗(𝑌𝑖𝑗1(𝑡− 1), ...𝑌𝑖𝑗𝑛(𝑡− 1)) = 𝑥𝑖(𝑡). (1.3)
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Ïîìèìî ýòîãî ñóùåñòâóåò ïîòðåáëåíèå ðàçëè÷íûõ ðåñóðñîâ,∑︁
𝑗=𝑚𝑖
𝑓𝑖𝑗(𝑌𝑖𝑗1(𝑡− 1), ...𝑌𝑖𝑗𝑛(𝑡− 1)) = 𝑥𝑖(𝑡) >
∑︁
𝑙,𝑗
𝑦𝑙,𝑗,𝑘=𝑖(𝑡), (1.4)
ò.å. íà êàæäîì øàãå ðåñóðñîâ ìû ïîñûëàåì íà òåõíîëîãè÷åñêèé ïðîöåññ
íå áîëüøå, ÷åì ó íàñ åñòü íà äàííîì øàãå, èç ïðåäûäóùåãî íåðàâåíñòâà
ñëåäóåò, ÷òî
𝑥𝑘(𝑡) = 𝑐𝑘(𝑡) +
∑︁
𝑖,𝑗
𝑦𝑖,𝑗,𝑘(𝑡), 𝑥𝑘 > 0, 𝑦𝑖,𝑗,𝑘 > 0∀𝑖,𝑗,𝑘 (1.5)
,ãäå 𝑖-ïîëó÷àåìûé ðåñóðñ, 𝑗-íîìåð òåõíîëîãè÷åñêîãî ïðîöåññà, 𝑘-ðåñóðñ,
îòïðàâëåííûé íà ïðîèçâîäñòâî.
𝑐𝑘(𝑡)  ïîòðåáëåíèå ðåñóðñîâ â ìîìåíò 𝑡, è îòñþäà ìû åãî ìîæåì
âûðàçèòü êàê ðàçíîñòü 1.5:
𝑐𝑘(𝑡) = 𝑥𝑘(𝑡)−
∑︁
𝑖,𝑗
𝑦𝑖,𝑗,𝑘(𝑡) (1.6)
На данном рисунке показана схема распределения ресурсов за 2 итера­
ции, имеются три вида ресурсов, раскрашенные в три цвета. 𝑓1,1 и
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𝑓3,1 производят первый и третий ресурс соответственно, а 𝑓2,1 и 𝑓2,2
производят второй ресурс.
На каждую производственную функцию подается свой вектор ре­
сурсов, оставшиеся ресурсы идут на потребление.
В результате итерации получаем вектор произведенных ресурсов
всех производственных функций.
Íåîáõîäèìî ìàêñèìèçèðîâàòü ïîòðåáëåíèå ðåñóðñîâ, à èìåííî ñóììó∑︀𝑇
𝑡=1
∑︀
𝑘(𝑐𝑘(𝑡)), ïóòåì îïòèìàëüíîãî ðàñïðåäåëåíèß êîëè÷åñòâà ðåñóðñîâ
íà êàæäûé òåõíîëîãè÷åñêèé ïðîöåññ çà 𝑇 èòåðàöèé:
𝑚𝑎𝑥𝑌
(︂∑︀𝑇
𝑡=1(
∑︀
𝑖(𝑓𝑖(𝑦𝑖(𝑡− 1))−
∑︀
𝑗,𝑘 𝑦𝑖𝑗𝑘(𝑡)))
)︂
,
𝑦𝑖𝑗𝑘(𝑡) > 0,∑︀
𝑗(𝑓𝑖,𝑗(𝑦𝑖(𝑡− 1)))−
∑︀
𝑘,𝑗 𝑦𝑘𝑗𝑖(𝑡) > 0 ,
∀𝑖,𝑗,𝑘; 𝑡 = 1,𝑇 .
Òàêæå íàøó çàäà÷ó ìîæíî ïåðåïèñàòü max(𝑐(𝑡)) íà min(−𝑐(𝑡)), ãäå 𝑐(𝑡)-
âîãíóòàß öåëåâàß ôóíêöèß, à −𝑐(𝑡)- âûïóêëàß.
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2 Условия Куна—Таккера для задачи распреде­
ления ресурсов
Ðåøàåì çàäà÷ó íåëèíåéíîãî ïðîãðàììèðîâàíèß.
Äàííóþ çàäà÷ó ìîæíî ðåøèòü ìåòîäîì äèíàìè÷åñêîãî ïðîãðàììèðî
âàíèß. Íî, ïîñêîëüêó ìíîæåñòâî ñîñòîßíèé ñèñòåìû íåïðåðûâíî, ôóíê
öèß Áåëëìàíà â êàæäûé ìîìåíò âðåìåíè áóäåò çàâèñåòü îò íåïðåðûâíî
ãî ìíîæåñòâà àðãóìåíòîâ è èìåòü ñëîæíûé êóñî÷íî çàäàííûé âèä. Ýòî
ñèëüíî óñëîæíßåò àëãîðèòì.
Ââåäåì îáîçíà÷åíèß:
𝜑(𝑦) =
∑︀𝑇
𝑡=1(
∑︀
𝑖(𝑓𝑖(𝑦𝑖(𝑡− 1))−
∑︀
𝑗𝑘 𝑦𝑖𝑗𝑘(𝑡))
𝜓𝑖(𝑦) =
∑︀
𝑗(𝑓𝑖,𝑗(𝑦𝑖(𝑡− 1)))−
∑︀
𝑘,𝑗 𝑦𝑘𝑗𝑖(𝑡),
∀𝑖,𝑗,𝑘; 𝑡 = 1,𝑇 .
Ôóíêöèþ 𝜑(𝑦) áóäåì èñïîëüçîâàòü êàê öåëåâóþ ôóíêöèþ, à ñ ïîìî
ùüþ ôóíêöèé 𝜓𝑖(𝑦) áóäåì çàäàâàòü îãðàíè÷åíèß, ãäå 𝑖 = 1,𝑛 * 𝑇 .
Ïðè ðàññìîòðåíèè âûïóêëîé çàäà÷è ìàêñèìèçàöèè 𝜑(𝑦) ïðè óñëîâèßõ
𝜓𝑖(𝑦) > 0 ìîæåò ñëó÷èòüñß òàê, ÷òî íå áóäåò ñóùåñòâîâàòü òàêèõ 𝜆𝑗 > 0,
𝑗 = 1,...,𝑛, äëß êîòîðûõ áåç äîïîëíèòåëüíûõ ïðåäïîëîæåíèé î ïðèðîäå
ôóíêöèé áûëè áû ñïðàâåäëèâû óðàâíåíèß 2.2, 2.3, ãäå 𝑦  îïòèìàëü
íîå ðåøåíèå. Ýòè äîïîëíèòåëüíûå ïðåäïîëîæåíèß íàçûâàþò óñëîâèßìè
ðåãóëßðíîñòè îãðàíè÷åíèé.
Определение. Условия регулярности Слейтера
∃˜⃗𝑦 ∈ 𝑌 |∀𝑖 = 1,𝑛 : 𝜓𝑖(˜⃗𝑦) > 0, (2.1)
Утверждение 2.0.1. Наша задача удовлетворяет условиям регулярно­
сти Слейтера
Доказательство. Ïîêàæåì, ÷òî ñóùåñòâóåò õîòß áû îäíà âíóòðåííßß
òî÷êà äîïóñòèìîãî ìíîæåñòâà ðåøåíèé.
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Äîïóñòèì, ìû èìååì ïîëîæèòåëüíûé âåêòîð íà÷àëüíûõ ðåñóðñîâ
𝑥𝑖(0) > 0 äëß ∀𝑖, è ïî Àêñèîìå 1.0.1 ó êàæäîãî ðåñóðñà åñòü ñâîß ïðîèç
âîäñòâåííàß ôóíêöèß. Ðàçîáüåì êàæäûé 𝑖-ðåñóðñ íà ðàâíîå êîëè÷åñòâî
÷àñòåé 𝑦𝑖1 = ... = 𝑦𝑖𝑛 äëß êàæäîé ïðîèçâîäñòâåííîé ôóíêöèè. Ìû ïî
ëó÷èì íà ñëåäóþùèé èòåðàöèè ïî àêñèîìå 1.0.2 ïîëîæèòåëüíûé âåêòîð
ðåñóðñîâ 𝑥𝑖(1) > 0 äëß ∀𝑖. Ò.Ê. Çàäà÷à íåïðåðûâíà, ìû ìîæåì áåñêîíå÷
íî ìíîãî ïðîäîëæàòü äàííûé àëãîðèòì, ñëåäîâàòåëüíî, ó íàñ áóäåò õîòß
áû îäíà òî÷êà, ëåæàùàß âíóòðè îáëàñòè íàøèõ îãðàíè÷åíèé.
Åñëè ìû ââåäåì ïîòðåáëåíèå 𝑐𝑖(𝑡), êîòîðîå ñòðîãî ìåíüøå èìåþùèõñß
íà äàííûé ìîìåíò ðåñóðñîâ, òî äëß ýòîãî ñëó÷àß ïðèìåíßåì óæå ðàçðà
áîòàííûé àëãîðèòì äëß ðåñóðñîâ 𝑥𝑖(𝑡)− 𝑐𝑖(𝑡).
Функция Лагранжа (ëàãðàíæèàí) ýòîé çàäà÷è èìååò ñëåäóþùèé âèä:
𝐿(𝑦,𝜆) = 𝜆0
𝑇∑︁
𝑡=1
(
∑︁
𝑖
(𝑓𝑖(𝑦𝑖(𝑡− 1))−
∑︁
𝑗𝑘
𝑦𝑖𝑗𝑘(𝑡)) +
𝑛𝑇∑︁
𝑙=1
(𝜆𝑙𝜓𝑙(𝑦)), (2.2)
ãäå êîýôôèöèåíòû 𝜆𝑙 íàçûâàþò множителями Лагранжа.
Теорема 2.0.2. Обратная теорема Куна—Таккера (достаточное усло­
вие оптимальности):
Пусть Функции 𝜑(𝑦), 𝜓1(𝑦),...,𝜓𝑛(𝑦) дифференцируемы и вогнуты,
множество 𝑌 выпукло и точка 𝑦 допустима в задаче , причем 𝑦 ∈ (𝑌 ).
Пусть, кроме того, существуют множители Лагранжа 𝜆𝑗 > 0,
𝑗 = 1,...,𝑛, такие что при 𝜆0 = 1 выполнены следующие соотношения:
𝛿𝐿(𝑦,𝜆)
𝛿𝑦𝑖
= 0; 𝑖 = 1,𝑛 (2.3)
и
𝑛∑︁
𝑗=1
𝛿𝐿(𝑦,𝜆)
𝛿𝜆𝑗
𝜆𝑗 = 0; (2.4)
Тогда 𝑦 - решение задачи.
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Óñëîâèß Êóíà-Òàêêåðà ïðèìåíèìû ê íàøåé çàäà÷å, åñëè ïðîèçâîä
ñòâåííûå ôóíêöèè - ãëàäêèå.
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3 Субградиенты
Ðàññìîòðèì åùå îäèí ìåòîä âûïóêëîé ìèíèìèçàöèè.
Определение ( [4], c. 160). Ïóñòü 𝑓  âûïóêëàß ôóíêöèß. Âåêòîð 𝑔
 íàçûâàåòñß субградиентом ôóíêöèè 𝑓 â òî÷êå 𝑥0, åñëè äëß ëþáîãî 𝑥
âûïîëíßåòñß íåðàâåíñòâî:
𝑓(𝑥) > 𝑓(𝑥0) + (𝑔, 𝑥− 𝑥0); (3.1)
Ìíîæåñòâî 𝜕𝑓(𝑥0) âñåõ ñóáãðàäèåíòîâ äëß 𝑓 â 𝑥0 íàçûâàåòñß субдиффе­
ренциалом функции 𝑓 â òî÷êå 𝑥0 [4].
Теорема 3.0.1 ( [4], c. 163). Равенство 𝑓(𝑥*) = 𝑚𝑖𝑛𝑥𝑓(𝑥) имеет место
тогда и только тогда, когда
0 ∈ 𝜕𝑓(𝑥*) (3.2)
Âûïóêëàß ôóíêöèß èìååò ëîêàëüíûé ìèíèìóì â 𝑥* òîãäà è òîëüêî
òîãäà, êîãäà 0 ïðèíàäëåæèò ñóáäèôôåðåíöèàëó ôóíêöèè â ýòîé òî÷êå.
Ââåäåííûå ñóáãðàäèåíòû áóäóò â äàëüíåéøåì ïðèìåíßòüñß ïðè ïî
ñòðîåíèè àëãîðèòìîâ ìàêñèìèçàöèè. Òåì íå ìåíåå äëß ïðèìåíåíèß ýòèõ
ñõåì ïðè ðåàëèçàöèè íåîáõîäèìî áûòü óâåðåííûì, ÷òî ñóáãðàäèåíòû ìî
ãóò áûòü ïðàâèëüíî ïîñ÷èòàíû. Ðàññìîòðèì íåñêîëüêî ïðàâèë òàêèõ âû
÷èñëåíèé:
Лемма 3.0.1.1 ( [4], c. 163). Пусть функция 𝑓 выпукла и замкнута.
Предположим, что она дифференцируема на всей своей области опре­
деления. Тогда 𝜕𝑓(𝑥) = {𝑓 ′(𝑥)} для всех 𝑥 .
Ñâîéñòâà:
à) 𝜕 (𝜆𝑓1(𝑥)) = 𝜆𝜕𝑓1(𝑥)
á) 𝜕 (𝑓1(𝑥) + 𝑓2(𝑥)) = 𝜕 (𝑓1(𝑥)) + 𝜕 (𝑓2(𝑥))
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Теорема 3.0.2 ( [6], c. 73). Пусть 𝑓1, ..., 𝑓𝑚 — выпуклые функции на
линейном векторном пространстве 𝑋, непрерывные в точке 𝑥0, а
𝑓(𝑥) = 𝑚𝑎𝑥1≤𝑖≤𝑚𝑓𝑖(𝑥). (3.3)
Введем набор активных в точке 𝑥0 индексов:
𝐽 = {𝑖 ∈ {1, ...,𝑚} | 𝑓𝑖(𝑥0) = 𝑓(𝑥)}. (3.4)
Тогда
𝜕𝑓(𝑥0) = 𝑐𝑜{∪𝑖∈𝐽𝜕𝑓𝑖(𝑥0)}, (3.5)
13
4 Производственная CES-функция
Ôóíêöèß CES (CES  àíãë. Constant Elasticity of Substitution) 
ôóíêöèß, îáëàäàþùàß ñâîéñòâîì ïîñòîßííîé ýëàñòè÷íîñòè çàìåùåíèß,
ïðèìåíßåìàß â ýêîíîìè÷åñêîé òåîðèè.CES  ôóíêöèß ïðèìåíßåòñß â
ïåðâóþ î÷åðåäü äëß ìîäåëèðîâàíèß ïðîèçâîäñòâåííîé ôóíêöèè. Èíîãäà
îíà èñïîëüçóåòñß òàêæå è äëß ìîäåëèðîâàíèß ôóíêöèè ïîëåçíîñòè. Íåêî
òîðûå äðóãèå ïîïóëßðíûå ïðîèçâîäñòâåííûå ôóíêöèè ïðåäñòàâëßþò ñî
áîé ÷àñòíûå èëè ïðåäåëüíûå ñëó÷àè äàííîé ôóíêöèè.
𝑓(𝑥1, . . . ,𝑥𝑛) = 𝐴
(︃
𝑛∑︁
𝑖=1
𝜆𝑖𝑥
𝜌
𝑖
)︃𝑘/𝜌
(4.1)
ãäå 𝑥𝑖 - êîëè÷åñòâî 𝑖-ãî ðåñóðñà, 𝑘 - ïîêàçàòåëü îäíîðîäíîñòè, 𝜌 - ýëà
ñòè÷íîñòü çàìåùåíèß.
Ôóíêöèß Êîááà-Äóãëàñà - ÷àñòíûé ñëó÷àé CES-ôóíêöèè ïðè 𝜌→ 0
𝐴
𝑛∏︁
𝑖=1
𝑥𝜆𝑖𝑖 (4.2)
Åñëè ñäåëàòü ïðåäåëüíûé ïåðåõîä 𝜌→ −∞ ôóíêöèè:
𝑓(𝑥1, . . . ,𝑥𝑛) = (
𝑛∑︁
𝑖=1
𝜆𝑖𝑥
𝜌
𝑖 )
1/𝜌, (4.3)
Òî ïîëó÷èì:
𝑓(𝑥1, . . . ,𝑥𝑛) = min
𝑖
(𝜆𝑖𝑥𝑖), (4.4)
Äëß îïðåäåëåíèß èíòåðâàëîâ âûïóêëîñòè(âîãíóòîñòè)CES-ôóíêöèè, ðàñ
ñìîòðèì неравенства Минковского:
𝑀𝑝(𝑥) =
(︃
1
𝑛
∑︁
𝑖
𝑥𝑝𝑖
)︃1/𝑝
(4.5)
Утверждение 4.0.1. Функция𝑀𝑝(𝑥) является вогнутой функцией, ес­
ли 𝑝 6 1 и выпуклая функция, если 𝑝 > 1.
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Ýòîò ðåçóëüòàò ñëåäóåò èç неравенства Минковского.
Ðåçóëüòàò ðàáîò íàä íåðàâåíñòâîì Ìèíêîâñêîãî èçëîæåíû( [8], ñòð.
19-20, [10], ñòð. 31):
Теорема 4.0.2. Пусть 𝑓(𝑥),𝑔(𝑥) > 0 и 𝑝 < 1(𝑝 ̸= 0), тогда для íåðà
âåíñòâà Ìèíêîâñêîãî следует:(︂∫︁
(𝑓(𝑥) + 𝑔(𝑥))𝑝𝑑𝑥
)︂1/𝑝
>
(︂∫︁
𝑓(𝑥)𝑝𝑑𝑥
)︂1/𝑝
+
(︂∫︁
𝑔(𝑥)𝑝𝑑𝑥
)︂1/𝑝
Èç Òåîðåìû 4.0.2 ñëåäóåò, ÷òî CES-ôóíêöèß 4.1 âîãíóòà ïðè 𝑝 < 1.
Àíàëîãè÷íî äîêàçûâàåòñß [ [7], c. 368], ÷òî CES-ôóíêöèß 4.1 âûïóêëà
𝑝 > 1
Íàøó çàäà÷ó ìîæíî ïåðåïèñàòü max(𝑐(𝑡)) íà min(−𝑐(𝑡)), ãäå 𝑐(𝑡)-
âîãíóòàß öåëåâàß ôóíêöèß, à −𝑐(𝑡)- âûïóêëàß.
Теорема 4.0.3. ( [4] стр. 161.) Пусть функция 𝑓(𝑥) выпукла и замкну­
та. Тогда 𝜕𝑓(𝑥0) — непустое ограниченное множество.
Утверждение 4.0.4. Cумма субдифференцируемых функций субдиффе­
ренцируема.
Òåîðåìà 4.0.3 è óòâåðæäåíèå4.0.4, ãîâîðßò íàì, ÷òî ó öåëåâîé ôóíê
öèè íàøåé çàäà÷è, êîòîðàß èñïîëüçóåò CES-ôóíêöèß ïðè 𝑝 6 1 ñóùå
ñòâóåò ñóáäèôôåðåíöèàë.
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5 Субградиентный метод
Определение. [4] Ñóáãðàäèåíòíûì ìåòîäîì íàçûâàåòñß ïðîöåññ ñîñòàâ
ëåíèß ïîñëåäîâàòåëüíîñòè {𝑥𝑘}∞𝑘=0 ïî ïðàâèëó:
𝑥𝑘+1 = 𝑥𝑘 − ℎ𝑘 𝑔𝑓(𝑥𝑘)‖ 𝑔𝑓(𝑥𝑘) ‖ (5.1)
ãäå ℎ𝑘øàã, 𝑔𝑓(𝑥𝑘) ñóáãðàäèåíò 𝑓(𝑥) â 𝑥𝑘, åñëè 𝑔𝑓(𝑥𝑘) = 0, òî 𝑥𝑘 òî÷êà
ìèíèìóìà è ïîñòðîåíèå îñòàíàâëèâàåòñß
Ðåãóëèðîâêà øàãà ℎ𝑘+1 = ℎ𝑘 * 𝑞𝑘, ãäå 0 < 𝑞𝑘 < 1, 𝑘 = 0,1,2,...
Ìåòîä âêëþ÷àåò â ñåáß ïðèìåíåíèß ïðîöåäóðû íàèñêîðåéøåãî ñïóñêà
â íàïðàâëåíèè àíòèñóáãðàäèåíòà âûïóêëîé ôóíêöèè.
Îñòàíîâêà öèêëà ïðîèñõîäèò ïî óñëîâèþ ‖ 𝑔𝑓(?¯?𝑘) ‖6 𝜀𝑔 ,ãäå ?¯?𝑘 ∈
[𝑥𝑘,𝑥𝑘+1]
Â ïðèëîæåíèå À ðåàëèçîâàí ñóáãðàäèåíòíûé ìåòîä ìèíèìèçàöèè âû
ïóêëûõ ôóíêöèé.
Äàííûé àëãîðèòì ßâëßåòñß áåçóñëîâíîé îïòèìèçàöèåé, äëß àíàëèçà
ìíîæåñòâà îãðàíè÷åíèé èñïîëüçóåòñß ìåòîä øòðàôîâ.
Â äàííîé ïðèìåðå èñïîëüçóåòñß ìåòîä âíóòðåííåé òî÷êè.
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6 Примеры задач для случая с использованием
производственных CES-функций
Ðàññìîòðèì ïðèìåð çàäà÷è, ãäå èìååòñß äâà âèäà ðåñóðñîâ 𝑥1,𝑥2 è
äàíû äâå ïðîèçâîäñòâåííûå ôóíêöèè:
𝑓1(𝑦1,1,1,𝑦1,1,2) =
(︀
𝜆1𝑦
𝜌
1,1,1 + 𝜆2𝑦
𝜌
1,1,2
)︀1/𝜌
𝑓2(𝑦2,1,1,𝑦2,1,2) =
(︀
𝜆1𝑦
𝜌
2,1,1 + 𝜆2𝑦
𝜌
2,1,2
)︀1/𝜌
Íàïèøåì çàäà÷ó ìàêñèìèçàöèè äëß äâóõ ôóíêöèé:
𝑚𝑎𝑥𝑌
(︂∑︀𝑇
𝑡=1(𝑓1[𝑦1,1,1(𝑡− 1),𝑦1,1,2(𝑡− 1)] + 𝑓2[𝑦2,1,1(𝑡− 1),𝑦2,1,2(𝑡− 1)]−
−(𝑦1,1,1(𝑡) + 𝑦1,1,2(𝑡) + 𝑦2,1,1(𝑡) + 𝑦2,1,2(𝑡)))
)︂
,
𝑦1,1,1(𝑡) > 0 ,
𝑦1,1,2(𝑡) > 0 ,
𝑦2,1,1(𝑡) > 0 ,
𝑦2,1,2(𝑡) > 0 ,
𝑓1[𝑦1,1,1(𝑡− 1),𝑦1,1,2(𝑡− 1)]− (𝑦1,1,1(𝑡) + 𝑦2,1,1(𝑡)) > 0 ,
𝑓2[𝑦2,1,1(𝑡− 1),𝑦2,1,2(𝑡− 1)]− (𝑦1,1,2(𝑡) + 𝑦2,1,2(𝑡)) > 0 ,
𝑡 = 1,𝑇 .
Ââåäåì îáîçíà÷åíèß:
𝜑(𝑦) =
∑︀𝑇
𝑡=1(𝑓1[𝑦1,1,1(𝑡− 1),𝑦1,1,2(𝑡− 1)] + 𝑓2[𝑦2,1,1(𝑡− 1),𝑦2,1,2(𝑡− 1)]−
−(𝑦1,1,1(𝑡) + 𝑦1,1,2(𝑡) + 𝑦2,1,1(𝑡) + 𝑦2,1,2(𝑡))) ,
𝜓𝑖(𝑦) = 𝑓1[𝑦1,1,1(𝑡− 1),𝑦1,1,2(𝑡− 1)]− (𝑦1,1,1(𝑡) + 𝑦2,1,1(𝑡)) ,
𝜓𝑗(𝑦) = 𝑓2[𝑦2,1,1(𝑡− 1),𝑦2,1,2(𝑡− 1)]− (𝑦1,1,2(𝑡) + 𝑦2,1,2(𝑡)) ,
𝑡 = 1,𝑇 .
Ïóñòü íàì íóæíî ìàêñèìèçèðîâàòü ïîòðåáëåíèå çà 𝑇 = 3èòåðàöèè. Íå
óìåíüøàß îáùíîñòè ïðèìèì: 𝑦1 = 𝑦1,1,1 𝑦2 = 𝑦1,1,2 𝑦3 = 𝑦2,1,1 𝑦4 = 𝑦2,1,2
Ïåðåïèøåì çàäà÷ó:
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𝑚𝑎𝑥𝑌
(︂∑︀3
𝑡=1(𝑓1[𝑦1(𝑡− 1),𝑦2(𝑡− 1)] + 𝑓2[𝑦3(𝑡− 1),𝑦4(𝑡− 1)]−
−(𝑦1(𝑡) + 𝑦2(𝑡) + 𝑦3(𝑡) + 𝑦4(𝑡)))
)︂
,
𝑦1(𝑡) > 0 ,
𝑦2(𝑡) > 0 ,
𝑦3(𝑡) > 0 ,
𝑦4(𝑡) > 0 ,
𝑓1[𝑦1(0),𝑦2(0)]− (𝑦1(1) + 𝑦3(1)) > 0 ,
𝑓2[𝑦3(0),𝑦4(0)]− (𝑦2(1) + 𝑦4(1)) > 0 ,
𝑓1[𝑦1(1),𝑦2(1)]− (𝑦1(2) + 𝑦3(2)) > 0 ,
𝑓2[𝑦3(1),𝑦4(1)]− (𝑦2(2) + 𝑦4(2)) > 0 ,
𝑓1[𝑦1(2),𝑦2(2)]− (𝑦1(3) + 𝑦3(3)) > 0 ,
𝑓2[𝑦3(2),𝑦4(2)]− (𝑦2(3) + 𝑦4(3)) > 0 ,
Ïåðåïèøåì îáîçíà÷åíèß:
𝜑(𝑦) =
∑︀3
𝑡=1(𝑓1[𝑦1(𝑡− 1),𝑦2(𝑡− 1)] + 𝑓2[𝑦3(𝑡− 1),𝑦4(𝑡− 1)]−
−(𝑦1(𝑡) + 𝑦2(𝑡) + 𝑦3(𝑡) + 𝑦4(𝑡))) ,
𝜓1(𝑦) = 𝑓1[𝑦1(0),𝑦2(0)]− (𝑦1(1) + 𝑦3(1)) ,
𝜓2(𝑦) = 𝑓2[𝑦3(0),𝑦4(0)]− (𝑦2(1) + 𝑦4(1)) ,
𝜓3(𝑦) = 𝑓1[𝑦1(1),𝑦2(1)]− (𝑦1(2) + 𝑦3(2)) ,
𝜓4(𝑦) = 𝑓2[𝑦3(1),𝑦4(1)]− (𝑦2(2) + 𝑦4(2)) ,
𝜓5(𝑦) = 𝑓1[𝑦1(2),𝑦2(2)]− (𝑦1(3) + 𝑦3(3)) ,
𝜓6(𝑦) = 𝑓2[𝑦3(2),𝑦4(2)]− (𝑦2(3) + 𝑦4(3)) ,
𝐿(𝑦,𝜆) = 𝜆0
∑︀3
𝑡=1(𝑓1[𝑦1(𝑡− 1),𝑦2(𝑡− 1)] + 𝑓2[𝑦3(𝑡− 1),𝑦4(𝑡− 1)]−
−(𝑦1(𝑡) + 𝑦2(𝑡) + 𝑦3(𝑡) + 𝑦4(𝑡))) +
∑︀6
𝑙=1(𝜆𝑙𝜓𝑙(𝑦)),
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Ðàñïèøåì Ëàãðàíæèàí:
𝐿(𝑦,𝜆) = 𝜆0(𝑓1[𝑦1(0),𝑦2(0)] + 𝑓2[𝑦3(0),𝑦4(0)] + 𝑓1[𝑦1(1),𝑦2(1)]+
+𝑓2[𝑦3(1),𝑦4(1)] + 𝑓1[𝑦1(2),𝑦2(2)] + 𝑓2[𝑦3(2),𝑦4(2)]− (𝑦1(1) + 𝑦2(1) + 𝑦3(1)+
+𝑦4(1) + 𝑦1(2) + 𝑦2(2) + 𝑦3(2) + 𝑦4(2) + 𝑦1(3) + 𝑦2(3) + 𝑦3(3) + 𝑦4(3)))+
+𝜆1(𝑓1[𝑦1(0),𝑦2(0)]− (𝑦1(1) + 𝑦3(1))) + 𝜆2(𝑓2[𝑦3(0),𝑦4(0)]− (𝑦2(1) + 𝑦4(1)))+
+𝜆3(𝑓1[𝑦1(1),𝑦2(1)]− (𝑦1(2) + 𝑦3(2))) + 𝜆4(𝑓2[𝑦3(1),𝑦4(1)]− (𝑦2(2) + 𝑦4(2)))+
+𝜆5(𝑓1[𝑦1(2),𝑦2(2)]− (𝑦1(3) + 𝑦3(3))) + 𝜆6(𝑓2[𝑦3(2),𝑦4(2)]− (𝑦2(3) + 𝑦4(3))),
Ïðèìåíèì òåîðåìó 2.0.2:
𝛿𝐿(𝑦,𝜆)
𝛿𝑦1
= 𝜆0
(︂
𝛿𝑓1[𝑦1(0),𝑦2(0)]
𝛿𝑦1
+ 𝛿𝑓1[𝑦1(1),𝑦2(1)]𝛿𝑦1 +
𝛿𝑓1[𝑦1(2),𝑦2(2)]
𝛿𝑦1
)︂
−
−(1 + 1 + 1) + 𝜆1
(︂
𝛿𝑓1[𝑦1(0),𝑦2(0)]
𝛿𝑦1
− 1
)︂
+ 𝜆3
(︂
𝛿𝑓1[𝑦1(1),𝑦2(1)]
𝛿𝑦1
− 1
)︂
+
+𝜆5
(︂
𝛿𝑓1[𝑦1(2),𝑦2(2)]
𝛿𝑦1
− 1
)︂
= 0;
𝛿𝐿(𝑦,𝜆)
𝛿𝑦2
= 𝜆0
(︂
𝛿𝑓1[𝑦1(0),𝑦2(0)]
𝛿𝑦2
+ 𝛿𝑓1[𝑦1(1),𝑦2(1)]𝛿𝑦2 +
𝛿𝑓1[𝑦1(2),𝑦2(2)]
𝛿𝑦2
)︂
−
−(1 + 1 + 1) + 𝜆1
(︂
𝛿𝑓1[𝑦1(0),𝑦2(0)]
𝛿𝑦2
)︂
+ 𝜆3
(︂
𝛿𝑓1[𝑦1(1),𝑦2(1)]
𝛿𝑦2
)︂
+
+𝜆5
(︂
𝛿𝑓1[𝑦1(2),𝑦2(2)]
𝛿𝑦2
)︂
− (𝜆2 + 𝜆4 + 𝜆6) = 0;
𝛿𝐿(𝑦,𝜆)
𝛿𝑦3
= 𝜆0
(︂
𝛿𝑓2[𝑦3(0),𝑦4(0)]
𝛿𝑦3
+ 𝛿𝑓2[𝑦3(1),𝑦4(1)]𝛿𝑦3 +
𝛿𝑓2[𝑦3(2),𝑦4(2)]
𝛿𝑦3
)︂
−
−(1 + 1 + 1) + 𝜆2
(︂
𝛿𝑓2[𝑦3(0),𝑦4(0)]
𝛿𝑦3
)︂
+ 𝜆4
(︂
𝛿𝑓2[𝑦3(1),𝑦4(1)]
𝛿𝑦3
)︂
+
+𝜆6
(︂
𝛿𝑓2[𝑦3(2),𝑦4(2)]
𝛿𝑦3
)︂
− (𝜆1 + 𝜆3 + 𝜆5) = 0;
𝛿𝐿(𝑦,𝜆)
𝛿𝑦4
= 𝜆0
(︂
𝛿𝑓2[𝑦3(0),𝑦4(0)]
𝛿𝑦4
+ 𝛿𝑓2[𝑦3(1),𝑦4(1)]𝛿𝑦4 +
𝛿𝑓2[𝑦3(2),𝑦4(2)]
𝛿𝑦4
)︂
−
−(1 + 1 + 1) + 𝜆2
(︂
𝛿𝑓2[𝑦3(0),𝑦4(0)]
𝛿𝑦4
− 1
)︂
+ 𝜆4
(︂
𝛿𝑓2[𝑦3(1),𝑦4(1)]
𝛿𝑦4
− 1
)︂
+
+𝜆6
(︂
𝛿𝑓2[𝑦3(2),𝑦4(2)]
𝛿𝑦4
− 1
)︂
= 0;
Àíàëîãè÷íî ìîæíî ðàñïèñàòü âòîðîå ñîîòíîøåíèå Òåîðåìû ÊóíàÒàê
êåðà, òîëüêî ïðè ýòîì âñå âûðàæåíèß íóæíî ïðîñóììèðîâàòü è èçìåíèòü
𝛿𝑦𝑗 íà 𝛿𝜆𝑗 è äîìíîæèòü íà 𝜆𝑗.∑︀𝑛
𝑗=1
𝛿𝐿(𝑦,𝜆)
𝛿𝜆𝑗
𝜆𝑗 = 0;
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Ðåøàß ïîëó÷åííóþ ñèñòåìó, ïîëó÷àåì 𝑦 âåêòîð ìàêñèìóìà.
Ïîêàæåì ðåøåíèå ýòîé çàäà÷è âòîðûì ìåòîäîì. Ïóñòü â äàííîì ïðè
ìåðå 𝑝 = 2. Äëß äàííîé çàäà÷è íàïèñàíà ïðîãðàììíàß ðåàëèçàöèß íà
ßçûêå MATLAB, èñïîëüçóþùàß ñóáãðàäèåíòíûé ìåòîä. Ïðè íàïèñàíèè
ïðîãðàììû èñïîëüçîâàëàñü äàííàß ëèòåðàòóðà [5]
Îñü àáñöèññ ïîêàçûâàåò êîëè÷åñòâî èòåðàöèé, à îñü îðäèíàò êîëè÷åñòâî
ðåñóðñîâ 𝑦𝑖.
Ðàññìîòðèì âòîðîé ïðèìåð çàäà÷è, ãäå èìååòñß òàêæå äâà âèäà ðå
ñóðñîâ 𝑥1,𝑥2 è äàíû äâå ïðîèçâîäñòâåííûå ôóíêöèè:
𝑓1(𝑦1,1,1,𝑦1,1,2) = min(𝜆1𝑦1,1,1,𝜆2𝑦1,1,2)
𝑓2(𝑦2,1,1,𝑦2,1,2) = min(𝜆1𝑦2,1,1,𝜆2𝑦2,1,2)
Äëß 𝑇 = 3èòåðàöèè çàäà÷à ìàêñèìèçàöèß áóäåò âûãëßäåòü òàêæå, êàê
è â ïðîøëîì ïðèìåðå. Â ïðîãðàììó áóäåì ïîäàâàòü ôóíêöèþ:
𝑚𝑖𝑛𝑌 −
(︂∑︀3
𝑡=1(𝑓1[𝑦1(𝑡− 1),𝑦2(𝑡− 1)] + 𝑓2[𝑦3(𝑡− 1),𝑦4(𝑡− 1)]−
−(𝑦1(𝑡) + 𝑦2(𝑡) + 𝑦3(𝑡) + 𝑦4(𝑡)))
)︂
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Â äàííîì ñëó÷àå ïðåäñòàâëåííûå ôóíêöèè èìåþò êóñî÷íî-ãëàäêèé âèä.
Â ãëàâå ïîñâßùåííîé ñóáãðàäèåíòàì, ïîêàçûâàëîñü êàê âûãëßäèò ñóá
äèôôåðåíöèàë òàêèõ ôóíêöèé.
Ðåçóëüòàòû ïðîãðàììû ñóáãðàäèåòíîãî ìåòîäà:
Îñü àáñöèññ ïîêàçûâàåò êîëè÷åñòâî èòåðàöèé, à îñü îðäèíàò êîëè÷å
ñòâî ðåñóðñîâ 𝑦𝑖.
Íà ãðàôèêå âèäíî, ÷òî ðåñóðñû ïîäàþòñß ðàâíîìåðíî â çàâèñèìîñòè
îò ñâîèõ êîýôôèöèåíòîâ, à îäèí èç ðåñóðñîâ ïðîïàäàåò èç-çà ñïåöèôèêè
ôóíêöèè, ïîýòîìó ãðàôèê óáûâàåò.
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Заключение
Â ðàáîòå áûëà ðàññìîòðåíà çàäà÷à îïòèìàëüíîãî ðàñïðåäåëåíèß ðå
ñóðñîâ â ñèñòåìàõ ïðîèçâîäñòâà.
Ïðîàíàëèçèðîâàíà ëèòåðàòóðà ïî äàííîé òåìå, íà åå îñíîâå âûáðà
íû ìåòîäû äëß ðåøåíèß, à òàêæå ðàçðàáîòàíà ïðîãðàììíàß ðåàëèçàöèß
àëãîðèòìîâ, ðåøàþùèõ çàäà÷ó.
Â ïðîöåññå èññëåäîâàíèß, áûëà ðàñøèðåííà çàäà÷à Áåëëìàíà Ð, äî
áàâëåíèåì íåãëàäêèõ ôóíêöèé, à òàêæå èçìåíåíà öåëåâàß ôóíêöèß, êî
òîðàß äîñòàâëßåò ìàêñèìóì ïîòðåáëåíèß, çàäàííîìó íà ìíîæåñòâå ðå
ñóðñîâ äàííîé ñèñòåìû.
Â ïåðâîé ÷àñòè áûëè îïèñàíû ïîñòðîåíèß äàííîé çàäà÷è ìàêñèìèçà
öèè è îñíîâíûå ñâîéñòâà ïðîèçâîäñòâåííûõ ôóíêöèé äëß èñïîëüçîâàíèß
â âûïóêëîé çàäà÷è îïòèìèçàöèè.
Âî âòîðîé ÷àñòè áûëè ïðåäëîæåíû âûâîä óñëîâèé ÊóíàÒàêêåðà äëß
âîãíóòûõ ôóíêöèé è ñôîðìóëèðîâàíû íåîáõîäèìûå è äîñòàòî÷íûå óñëî
âèß ñóùåñòâîâàíèß ìàêñèìóìà äëß ýòîé ñèñòåìû, à òàêæå ðàññìîòðåí
ñóáãðàäèåíòíûé ìåòîä.
Â çàêëþ÷èòåëüíîé ÷àñòè äëß äàííûõ ìåòîäîâ íàïèñàíà ïðîãðàììíàß
ðåàëèçàöèß íà ßçûêå Matlab è ïðîâåäåíî òåñòèðîâàíèå íà ïðèìåðàõ ñ
èñïîëüçîâàíèåì CES-ôóíêöèè.
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Приложение А Программный код реализации ал­
горитмов
%алгоритм реализован на языке программирования MATLAB
%maxitn, epsx , epsg − Критерии остановки
%x(n) − начальная точка
%calcfg (n, f ,g,x) − программа для вычисления f и субградиетна g
%itn − число затраченных итераций
%xr(n) − точка максимума
%fr − значения функции
function [xr,fr,itn,nc,stop] = Proga(x,alpha,h0,q1,q2,nh,epsg,
epsx,maxitn)
itn = 0; hs = h0; B = eye(length(x));
xr=x;
nc = 1; [fr,g0] = calcfg(xr);
size(g0);
g0
norm(g0)
if(norm(g0) < epsg) stop = 2;
return;
end
for (itn = 1:maxitn)
g1 = B’ * g0;
g1 = g1 / norm(g1);
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dx = B * g1;
d = 1; ls = 0; ddx = 0;
while (d > 0)
x =x- hs * dx;
ddx =ddx+ hs * norm(dx);
nc=nc+1 ;
[f, g1] = calcfg(x);
if (f < fr)
fr = f;
xr = x;
end
norm(g1)
if(norm(g1) < epsg)
stop = 2;
return;
end
ls=ls+1;
if(ls==nh)
hs=hs* q2;
ls=0;
end
if(ls > 500)
istop = 5;
return;
end
d = dx’ * g1;
end
if(ls == 1)
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hs =hs* q1;
end
return;
end
dg = B’ * (g1 - g0);
xi = dg / norm(dg);
B = B+(1 / alpha - 1) * B * xi * xi’ ;
g0 = g1;
end
stop = 4;
fr
end
\newpage
%алгоритм реализован на языке программирования MATLAB
% для простого случая линейной функции
function [v,s] = prost(A,x,y,z)
n=length(x);
for l = 0.1:0.1:0.9
l
d(1)=sqrt(l);
for i=2:1:n
d(i)=sqrt(1-l)/(n-1);
end
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for i=1:1:n
c(i)=d(i)/(z(i)*x(i));
a(i)=d(i)*(x(i)-y(i))/x(i);
q(i)=y(i);
end
for k=1:1:4
S=0;
e=0;
for i=1:1:n
b(i)=a(i)*c(i);
end
j=1;
while j<n+1
S=1;
e=b(1);
for i=2:1:n
if b(i)>e
e=b(i);
S=i;
end
end
b(S)=0;
g(j)=e;
t(j)=S;
j=j+1;
end
for j=1:1:n
s(j)=0;
b(j)=0;
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for i=1:1:j
s(j)=s(j)+1/(c(t(i))*(10^3))^2;
b(j)=b(j)+a(t(i))/c(t(i));
end
b(j)=(b(j)-A(k))/s(j)/(10)^6;
end
j=n;
p=0;
while g(j)<b(j)
if j-1==0
p=1;
j
break;
else
j=j-1;
S=0;
end
end
if p==0
if g(j)>=b(j)
e=b(j);
r=j;
S=0;
end
for i=1:1:r
v(t(i))=a(t(i))/c(t(i))-(e/c(t(i)))/c(t(i));
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S=S+v(t(i));
end
for i=r+1:1:n
v(t(i))=0
end
v
S
for i=1:1:n
q(i)=q(i)+v(i)/z(i);
a(i)=d(i)*(x(i)-q(i))/x(i);
end
q
end
end
end
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