Small-slope approximation (SSA) is a scattering theory that is supposed to unify both the small-perturbation model and the Kirchhoff approximation (KA). We study and compute the second-order small-slope approximation (SSA2) in a high-frequency approximation (SSA2-hf) that makes it proportional to the firstorder term, with a roughness-independent factor. For the 3D electromagnetic problem we show analytically that SSA2-hf actually meets KA in the case of perfectly conducting surfaces. This no longer holds in the dielectric case but we give numerical evidence that the two methods remain extremely close to each other for moderate scattering angles. We discuss the potential applications of SSA2-hf and give some 2D numerical comparison with rigorous computations.
Introduction
Despite the spectacular increase of computer capacities in recent years, the rigorous numerical study of electromagnetic scattering by rough surfaces remains time-consuming and limited to small samples. Therefore it is still necessary to have reliable and simple analytical approximations at hand. The most popular approximations in this context are the smallperturbation model (SPM) and the Kirchhoff approximation (KA). SPM provides a nice analytical formula for the scattering amplitude (SA) in terms of Fourier transform of the profile but is limited to small roughness /wavelength ratios. KA relies on the physical intuition of the tangent plane approximation and allows quick numerical computations. In the conducting case it provides a simple analytical formula for the SA in terms of the Fourier transform of the exponentiated profile. A similar expression can be achieved in the dielectric case under further approximations. However, the validity of this approach is restricted to surfaces with large curvatures and to large Rayleigh parameters. Recently, the small-slope approximation (SSA) has been proposed by Voronovich as an alternative to the former approximations. It is based on a systematic expansion of the SA in terms pertaining to the same order of slope. SSA becomes accurate as the surface slopes diminish (although it seems that the slope is not the only parameter; see [6] for a discussion) and meets SPM as the roughness goes to zero. It is believed that SSA at second order is a unifying theory that is able to treat in a common framework surfaces with small roughness and those with large curvature. In particular this would make the method adapted to a two-scale situation, where small ripples modulate a gently undulating surface. Several tests supporting this conjecture have already been performed: SSA at second order has been shown to provide tractable formulae that recover the conventional two-scale model under appropriate assumptions [14] , to be consistent with experimental ocean cross-section data [16] and to account properly for the effect of plane tilting [15] . A further crucial test is to check whether SSA at second order actually meets KA for smooth surfaces. For the moment this has only be proven for the Dirichlet problem (see [12] , p 157). The aim of this paper is to give a definite verification of this conjecture in the general case.
Analytical expressions are in principle available for the SA at all orders in slope. In practice, however, only the first two orders are tractable. The first-order SSA (SSA1) implies the same single integral as appears in KA with a different geometrical prefactor. The secondorder approximation, however, is a double oscillating integral, that we found very difficult to compute accurately, especially in the three-dimensional case where convergence problems and computational time demands become prohibitive. Some promising numerical studies have been performed in the literature, but in a restrictive framework (essentially the 1D Dirichlet case [2] [3] [4] 8] ). In the limit of large wavenumbers, however, a high-frequency approximation for the SSA2 (henceforth referred to as SSA2-hf) reduces the latter to a single integral and makes it computationally worthwhile. We show that SSA2-hf completely coincides with KA in the 3D perfectly conducting case. In the dielectric case, we obtain different analytical expressions but we observe numerically that the discrepancy between the two methods is very small.
The scattering amplitude
A rough surface separates the vacuum (upper medium) from a dielectric or conducting medium (lower medium) with complex permittivity . We chose the right Cartesian coordinate (x,ŷ,ẑ) system with the z-axis directed upward and assume that is given by an Cartesian equation z = h(r) = h(x, y). The surface will be assumed spatially homogeneous and centred, i.e. described by a stationary zero-mean random process.
An electromagnetic plane wave with wavevector K 0 is incident down onto the surface 1 , giving rise after reflection to outgoing plane waves K in all directions of the upper halfspace. We will denote by k and q the horizontal and vertical components of the wavevector, respectively. They satisfy the relation k
Here and everywhere the null subscript will refer to the incident field, as opposed to the scattered field; for an arbitrary vector a, the notation a will refer to its norm andâ to its direction. The direction of propagation will be characterized by a polar angle θ = (ẑ,K) and an azimuthal angle ϕ = (x,k). The incidence plane will be fixed as the (x,ẑ) plane; that is, ϕ 0 = 0.
The scattered electromagnetic field (E s , H s ) above the surface can be decomposed into the fundamental cases of polarization:
where Z 0 = √ µ 0 / 0 is the vacuum impedance and p + α is the polarization, with
The incident field will be a purely polarized plane wave; that is, of the form
with the polarization vectors
The case α = 1 corresponds to the vertical polarization (V-polarization), where the electric field lies in the (ẑ,k) plane; α = 2 corresponds to the horizontal polarization (H-polarization), with an electric field in the horizontal plane (x,ŷ). The normalization factor q −1/2 is chosen so as to obtain a constant (=Z 0 /K ) Poynting vector flow through a horizontal unit surface. An implicit harmonic time dependence e −iωt will always be assumed. The SA describes the response of the surface to a plane wave in a given direction of space and polarization. To be precise, for an α-polarized incident electric field E 0 α , the β-polarized component of the scattered field above the maximum excursion of the surface is
The two-by-two matrix S(k, k 0 ) = (S βα (k, k 0 )) is called the scattering matrix. Note that the integral runs over R 2 . The components with k K correspond to propagating waves while
correspond to evanescent waves. The mean reflection coefficient V βα and the scattering cross-section σ βα are related to the first-and second-order statistical moments of the SA:
where the brackets · denote the statistical average. Here S = S − S is termed the incoherent field and S is the coherent field. There is no analytical formula for the SA and one has to resort to different approximations, as long as the roughness is moderate.
The Kirchhoff approximation
The Kirchhoff approach (e.g. [1] ; see also [9] for a complete and modern discussion) is perhaps the most popular approximation in scattering from rough surfaces. It amounts to identifying locally the surface with its tangent plane in the computation of the surface current at the boundary. Although its domain of validity is not clearly established, this method is known to become accurate for large curvature radius with respect to the incident wavelength. For perfectly conducting surfaces, the SA in the KA assumes the form
where the matrix B pc K A is given by
Here the superscript ' pc' refers to 'perfectly conducting'. This implies the following expression for the scattering cross-section:
where we have introduced the recentred characteristic function of the height difference:
In the particular case of a Gaussian process h(r), this expression assumes the well-known form
where
is the structure function of the process. The integral term in (3.2) contains the explicit dependence on the surface roughness, and will henceforth be referred to as the 'Kirchhoff integral'. There is no such corresponding formula in the dielectric case, where the surface dependence becomes much more complex. Stogryn [7] obtains an expression of the following form for the scattering cross-section:
with an intricate factor f (k, k 0 , r) depending on the local Fresnel coefficients. This formula can be simplified by assuming hypotheses that go beyond those inherent to the KA. For Gaussian height distributions and large roughness parameter h 2 (q + q 0 ) 2 , the integral term can be reduced to a Kirchhoff integral by a stationary phase method, namely, with our notation,
where R 1 and R 2 are the Fresnel reflection coefficients in the respective polarizations evaluated at the angle cos
where 
In order to simplify the notation, the superscripts ' pc' and 'di ' pertaining to the conducting and dielectric case will be dropped in the following as long as no distinction is necessary.
The small-slope approximation for the scattering amplitude
SSA, first introduced in [10] , starts from a structure ansatz based on the invariance properties of the SA. Performing a horizontal or vertical translation d on the surface only affects the latter by a phase shift exp
where is some functional that contains the explicit dependence on the surface. The unknown is obtained by performing a functional Taylor expansion with respect to the Fourier transform h and imposing coefficients that give consistency with SPM as h → 0. In practice, only the first two orders are tractable; the higher orders become far too intricate. At first order in the slope (SSA1) we have [12] 
with the corresponding cross-section
The second order in the slope (SSA2) is given by
for some matrix M(k, k 0 , ξ) that does not depend on the roughness, namely
Here B 1 and B 2 are matrices describing the mutual influence of the different polarizations and depend on the physical problem under consideration. The Fourier transform of the roughnesŝ h is defined byĥ
The cross-section σ 2 associated with SSA2 is much more involved. For a stationary centred Gaussian process h(r) with correlation function C(r) = h(0)h(r) , it is given by
with (Re is the real part and M the complex conjugate)
The relative magnitude of the first-and second-order terms depends on the roughness and the dielectric constant. In particular, the correction of the second-order term becomes negligible as the dielectric constant decreases. It can actually be checked that |M(k, k 0 , ξ)/B 1 (k, k 0 , ξ)| goes to zero as → 1, forcing the ratio |1 − S 2 /S 1 | to zero as well.
High-frequency approximation for SSA2
The double integral involved in SSA2 is extremely difficult to evaluate numerically. However, its complexity is considerably reduced in the high-frequency regime. By the high-frequency limit of a quantity we mean its leading term as K → ∞ while the roughness and the geometry remain constant. Consider the expansion of
can be shown [13] to be a consequence of the shift properties of the scattering matrix under vertical translation of the surface. Hence we have the first-order Taylor expansion:
where we have set
From the definition of M we see that this approximation becomes valid when ξ k and ξ k 0 , that is for large wavenumbers. This high-frequency approximation was first introduced in [14] and allows for great simplification in the second-order term. Using the relations
and an integration by parts, we obtain the simple formula
Here the subscript 'h f ' stands for 'high-frequency approximation', to make a distinction from the actual second-order term. Hence, denoting by σ 2,h f the corresponding cross-section, we see that SSA2-hf and SSA1 differ only by a geometrical factor:
It has been observed (see [12] , p 157) that SSA2 meets KA in the high-frequency approximation for the scalar Dirichlet problem. As we are going to show, this also holds to a certain extent for the 3D electromagnetic problem. To make the comparison possible, we will denote by P K A (k, k 0 ) and χ K A (k, k 0 ) the geometrical factors that separate KA from SSA1:
We will compare the expressions for P K A and P in different instances.
Explicit formulae for SSA2-hf

3D perfectly conducting surfaces
The polarization matrices for the 3D perfectly conducting case are given by (see [12] , p 94)
Both matrices satisfy reciprocity:
(B T is the transpose matrix) and additional symmetry properties:
The calculation of P pc requires the estimation of
For this it is convenient to introduce the (vector) matrix
which can be derived after some simple calculations:
In view of the symmetry relations satisfied by B pc 2 , we have
At this point let us introduce the following convenient notation for symmetric and antisymmetric sums involving k and k 0 :
Then we may write
It can easily be checked from (3.2) that P K A (k, k 0 ) = P pc (k, k 0 ). Thus SSA2-hf and KA coincide for perfectly conducting surfaces:
3D dielectric surfaces
The polarization matrix for the 3D dielectric case is given by [11] 
Note that the diagonal terms of B di 1 (k 0 , k 0 ) reduce to the Fresnel coefficients of the corresponding polarizations, as can be seen after some algebraic manipulations:
The second order is given by
Note that B Long and tedious calculations using the same methodology as previously yield the following result for the matrix P di :
Some consistency checks can be easily performed. The result is consistent with the perfectly conducting case since P di (k, k 0 ) → P pc (k, k 0 ) as → i∞ (even though this is not obvious at first sight!) In the limit → 1 we have P(k, k 0 ) → 0. Thus the SSA2-hf does not correct SSA1 for small permittivities, as was already observed for SSA2 (see section 4). Also note that SSA2-hf meets SSA1 in the specular direction (P di (k, k) = 0). This is normal, since one should recover the Fresnel coefficients in the case of a flat surface. Finally the relation
holds, so SSA2-hf still fulfils the reciprocity condition.
Comparison with KA. In contradistinction to the perfectly conducting case, the analytical expressions of SSA2-hf and KA differ, and this deserves some explanation. Note that the crosssection for SSA2-hf can be recast in the form (3.5), with a factor
depending linearly on the slope ∇h. Now the corresponding factor for the KA is expressed through the local Fresnel coefficients, that are non-linear in slope. Even though the stationary phase approximation that is applied afterwards removes the local dependence, the latter terms non-linear in slope also contribute to the scattering coefficient, making the expressions for KA and SSA2-hf different. It is only in the perfectly conducting case (where the local Fresnel coefficients are constant) that the Kirchhoff and SSA2-hf approximations have the same linear dependence on the slope and in fact coincide. However, in the dielectric case the two approximations remain extremely close to each other for small angles. Denote by σ the ratio of the corresponding cross-sections, in dB:
Note that this is a roughness-independent quantity and therefore a universal prediction can be made of the discrepancy between KA and SSA2-hf. We have computed σ in the backscattering direction for various incidence angles and permittivity values in both copolarizations (figure 1). As can be seen on the graph, this error term remains within 1 dB up to 43
• (VV) and 47 • (HH), which is anyway the expected range of validity of the methods. The difference between SSA2-hf and KA is more pronounced for small permittivities and for VV polarization.
The scope of SSA2-hf
As we have seen, SSA2-hf corrects SSA1 via a roughness-independent multiplicative factor χ(k, k 0 ), the magnitude of this modification depending on the scattering angles and the dielectric constant. We have shown that SSA2 meets KA at high conductivity ( → i∞) while its meets SSA1 for small indices (χ → 1 as → 1). Hence the potential application of this method lies in some intermediate regime with moderate but not negligible dielectric constant. To see when SSA2-hf is likely to bring significant improvement to SSA1, we have computed the corrective factor 10 log 10 |χ| 2 for the scattering cross-section (in decibels) in the backscattering direction (θ 0 = 30
• ) for various values of in the complex plane (see figure 2 ). As can be read from the diagram, an at least 1 dB correction is attained for both copolarizations By construction, SSA2-hf is valid if the surface has only low spatial frequencies-that is, is smooth at the scale of the wavelength. Thus we expect the method to hold in the same roughness domain as KA-all the more so since it coincides with the latter in the perfectly conducting case. For 3D perfectly conducting surfaces with Gaussian spectrum the validity domain of KA was recently investigated numerically [6] . For a correlation function C(r ) = σ 2 exp(−r 2 /l 2 ), the relevant parameters are the RMS height σ , the correlation length l and the RMS slope s = √ 2σ/l. KA was shown to be accurate and better than SSA1 as long as s < 0.42 (=23 • ) and l > λ, λ = 2π/K being the electromagnetic wavelength.
The accuracy of SSA2-hf can only be tested by comparison with rigorous numerical codes (or controlled experimental data when they are available). The numerical resolution of the 3D dielectric problem requires huge time and memory capacities which we did not have at our disposal, so we decided to restrict the numerical study to the 2D case. When the surface is invariant along one direction (here theŷ-direction), the scattering problem can be made scalar by working on the unique non-zero component of the electric or magnetic field in the fundamental cases of polarization. Having the electric (magnetic) field directed along the invariance direction defines the so-called TE (TM) which correspond to the HH (VV) copolarizations in the forward incidence plane in the 3D case. The SA for the various approximations in the 2D case can be obtained simply by applying the 3D formulae of the corresponding copolarization in the incidence plane and by reducing the Kirchhoff integral to the x-variable. A further multiplicative factor sgn(k ·k 0 ) has to be introduced to account for the change of sign of the polarization that occurs in the backward incidence plane (in the 2D scheme the polarization is assumed constant alongŷ for negative polar angles also, while the polarization vector in 3D has an opposite direction as the azimuthal angle turns from 0 to π). The gradient involved in P(k, k 0 ) has been computed numerically. We have computed the bistatic intensity for dielectric Gaussian surfaces with = 15 + 2i and roughness parameters σ = 0.5, l = 3, which correspond to the KA regime and the expected interest domain of SSA2-hf. The scattering cross-section has been obtained by a Monte Carlo averaging over 1000 independent sample surfaces, using a rigorous MoM code that is described in [5] . We have chosen two different incidence angles, namely 20
• and 40
• . Figures 3 and 4 show the bistatic diagram (in dB) according to SSA1, KA, SSA2-hf and MoM for both polarizations. In the TE case, KA and SSA2-hf are numerically indistinguishable and both excellent, while SSA1 is bad at large angles. In the TM case, SSA1 and KA are very close and both excellent over a large angular range. SSA2-hf is also excellent up to 60
• , but shows a pathological behaviour at large angles where its starts diverging. The reason for this failure is the singularity of the kernel M(k, k 0 , ξ) as k → ±K . The high-frequency approximation is indeed based on the implicit assumption that the kernel M is differentiable at ξ = 0. In some specific problems this turns out to be false due to the occurrence of a term q k−ξ in the expression for B 2 (k, k 0 , k − ξ), which is not differentiable at zero when k = ±K . In that case SSA2-hf breaks down at grazing scattering angles.
Conclusions
The high-frequency approximation allows one to reduce the level of complexity of SSA2 to that of SSA1-that is, to a single integral-and is therefore suitable for numerical applications. We have shown that SSA2-hf coincides with KA for perfectly conducting surfaces ( → i∞) and meets SSA1 for small dielectric contrasts ( → 1). We expect this method to improve SSA1 in a roughness domain that corresponds to KA, namely for gently undulating surfaces, the correction becoming significant in a range of dielectric constants that corresponds to wet soils.
Numerical experiments that have been performed in the 2D case support this conjecture and show that SSA2-hf clearly outperforms SSA1 and meets the dielectric KA based on Stogryn's formula for this kind of surface, except at grazing angles in VV polarization. Note, however, that the bistatic diagram concentrates around the specular direction in the high-frequency regime, making grazing angle values meaningless. Hence SSA2-hf can be considered as a substitute for KA in both the conducting and dielectric case. Since SSA2-hf is the limit version of SSA2 in the high-frequency regime, this confirms that SSA2 at second order is actually a unifying theory that is able to deal with small roughness as well as large curvatures.
