ABSTRACT In this paper, a novel adaptive-gain sliding mode observer (SMO) is designed for sensorless control of permanent magnet linear synchronous motors (PMLSMs). By the proposed adaptive-gain algorithm, the gain can dynamically adapt to a changing operation condition of the PMLSMs and reach an appropriate value in finite time. Stability of the SMO is proved by using Lyapunov stability theory. Compared with the traditional SMO, the adaptive-gain SMO can improve the control precision, especially when the operation condition is not invariant. Simulation results are given to show the advantages of the proposed method.
I. INTRODUCTION
Due to the high controllability and high responsiveness, permanent magnet linear synchronous motors (PMLSMs) are widely used in machine tools, photolithography machines, assembly equipments, etc [1] , [2] . However, the high performance linear motor drive systems require mechanical sensors to measure the position of the motors in real time, which not only increases the system cost, but also reduces the reliability [3] - [5] . Sensorless control methods using algorithms to estimate the position and speed can solve the problem well [6] - [10] . Therefore, researchers have paid close attention to this problem and proposed several methods to achieve high performance sensorless control [11] - [17] .
The existing approaches for sensorless control of PMLSMs can be roughly classified in two categories: high-frequency injection methods and observer based methods [18] - [24] . The high-frequency injection technology superposes highfrequency signals with the fundamental excitation by injecting a high frequency voltage or current to a salient pole motor. Because of the inherent or artificial asymmetry of the motor, the excited high frequency response has rotor position and speed information. By using the detected high frequency response, the motor position estimation at low speed even at standstill can be obtained [23] - [26] . Observer based methods include Luenberger observer methods [16] , backelectromotive force (back-EMF) SMO methods [17] , model reference adaptive observer methods [18] , the extended Kalman filtering (EKF) methods [19] , etc. These observers depending on the mathematical models of motors are suitable for medium and high speed applications. Among them, sliding mode observers(SMOs) suffer little from variation of motor parameters [27] , [28] and have become promising alternatives due to the high observation accuracy and robustness. In [20] , by introducing the fuzzy control into the SMO, the balance between the smooth chattering and the steady state error can be found, which can improve the robustness and control precision. In [29] , the position estimation method adopts a SMO to estimate EMF and then use the PI regulator to regulate the estimation error to zero. Some researchers attempt to fuse the adaptive algorithm with SMO to cope with system environment's changes. In [21] , a sliding mode adaptive-flux observer, which comprises a linear state observer and a constant-gain sliding mode component, is proposed for PMLSMs. When the speed reference changes, the flux changes accordingly, by which the speed can be estimated. But two observers are required, which need more parameters to design. In addition, its adaptive regulation effect is not obvious when load changes. All of the above mentioned SMOs have a constant gain. It is shown that the gain has a great influence on SMO [30] , [31] . The gain should be large enough to ensure the stability of the observer, but the chattering and estimation error are obviously increased if it is too large. Thus a proper gain value should be chosen to get high precision observation value. For a PMLSM running in real time, the internal parameters of the system and the external conditions are likely to change, which means that a constant-gain SMO is not suitable.
To slove the above problem, this paper will propose an adaptive-gain sliding mode observer for sensorless control of PMLSMs. By introducing an adaptive algorithm, the sliding mode adaptive-gain is updated dynamically according to the real situation and reach an appropriate gain to satisfy the requirements of precision and stability in finite time. Therefore, the robustness of the PMLSMs control system is greatly enhanced, and the control precision is improved by the aforementioned observer. Simulation results are given to show the advantages of the method.
The rest of the paper is organized as follows. In Section 2, the mathematical model of PMLSMs is described briefly. In Section 3, the traditional SMO is firstly reviewed and the adaptive-gain SMO is introduced. The design procedure of the proposed SMO scheme is explained in detail. The adaptive-gain SMO's stability is derived by Lyapunov stability theory. In Section 4, simulation results are provided to verify the performance and robustness of the proposed new SMO. Finally, the paper is concluded in Section 5.
II. MATHEMATICAL MODEL OF PMLSM
PMLSMs are considered as an structure's evolution of PMSMs. It can be regarded as a PMSM cut open and rolled flat shown in Fig.1 . The stator of PMSMs can be regarded as the primary in PMLSMs, and the rotor take as secondary. When the primary multiple-phase windings of the linear motor is passed through the multiple-phase currents, an airgap field is formed. The magnetic field lines for both types of motor as shown in Fig.2 . According to the phase sequence of the energization, magnetic induction intensity of the magnetic field is moved along a linear direction, which is called a traveling wave magnetic field. Obviously, the speed of the traveling wave is the same as that of the rotating magnetic field on the inner surface of the stator, which is called synchronous line speed. If the primary is fixed, under the action of the traveling wave magnetic field, the secondary will do rectilinear motion.
Mathematical model of PMLSMs in the stationary reference frame(α − β) is utilized as follows [20] 
where i α , i β , u α , u β and e α , e β are the phase currents, phase voltages, and back-EMFs in the stationary reference frame, respectively. R s is the stator phase resistance, L α and L β are the stator phase inductances, ϕ f is the flux linkage of the PMLSM, v is the mover's speed, τ is the polar distance, and θ is the position signal (electricity angular). It is easy to see from the back EMF function in (1) that the back-EMFs contain the position and speed informations of the motor. Therefore, by using the back EMF signal, the position signal can be obtained as
III. DESIGN OF SMO A. TRADITIONAL SMO
According to the sliding mode variable structure theory, in the stationary (α − β) reference frame, the traditional SMO based on the mathematical model of PMLSMs is shown as follows [6] 
The sliding surface S α and S β are selected as whereî α andî β are the estimated current values. i α and i β are measured values of the actual stator current. k is a constant observer gain, sgn(x) is the sign function, which is defined as
From equations (1) and (3), the dynamic error of the currents can be expressed as follow
Once the system reaches the sliding surface, we have
So the back-EMFs can be estimated from equation (6) as follow
Then according to (2) , the motor speed and position signals can be extracted by
It is known that the observer gain k has great influence on the observer's output [30] , [31] . Too large gain can decrease output accuracy, while too small will destroy the SMO's stability. Therefore, under the uncertain disturbances, an adaptive SMO's gain K (t) is necessary to get smooth and optimal estimates of the speed and position of PMLSMs.
B. ADAPTIVE-GAIN SMO
Motivated by [32] , where adaptive sliding mode control problem was consided, we formulate the following adaptive-gains algorithm:
• If |σ | = 0, K (t) is the solution oḟ
with K (0) > 0 andK 1 > 0.K 1 is an adjustable parameter for the adaptive law. A largerK 1 can lead to a faster adaptive regulation of K (t), but to greater fluctuation. σ denotes the error between the estimated and the measured value.
• If |σ | = 0, K (t) is regarded
withK 2 = K (t * ), where t * is the largest time value such that |σ (t * ), t * | = 0 and |σ (t * − ), t * − | = 0, t * − is the time just before t * .K 3 > 0 and > 0 are also adjustable parameters of the adaptive law. η is the average of sgn(σ ) obtained by the low pass filter (LPF).
Because the α and β phases have no coupling relation, it can be designed independently. So, the α and β phases' SMOs are designed as follows
K α (t) is the α phase adaptive gain; K β (t) is the β phase adaptive gain. By equations (1), (12) and (13), the estimation errors are governed by
When the system reaches the sliding surface, the back-EMFs can be expressed as
Sinceê α andê β usually suffer from chattering due to the SMO using the sign function as switching function, a LPF VOLUME 6, 2018 is necessary to make the output smooth before the back-EMF is estimated. But the introduced LPF may cause a time delay and thus a phase compensation is required for mover's position estimation [17] . Therefore the speed and position can be expressed as
where θ is the phase compensation angle caused by LPF and ω c is cut-off frequency of LPF [17] . The structure of the new adaptive-gain SMO and position estimation module are shown in Fig. 3 . Voltages measured from stator terminal of PMLSMs combined with the estimated back-EMFs from the back-EMF observer are used to estimate the stator currents (12) and (13) . The current estimation error passing through the sign function's operation (5) and the computed adaptive gain K α (t) or K β (t) are used to estimate back-EMFs (15) . The estimates of back-EMFs are filtered and compensated, and then be used to estimate the position by (16) . The adaptive gain K α (t) and K β (t) governed by (12) and (13) are automatically changed to maintain the stability and accuracy of the SMO by the adaptive algorithm when the external environment or internal parameters of the system are changing.
C. STABILITY ANALYSIS
In this part, the stability of the adaptive-gain SMO for sensorless control of PMLSMs is analyzed. Because the α and β phases have no coupling relation, the analysis is focused on α phase without loss of generalization. Usually, the sliding surface can be defined as function of the errors between the actual current and the estimated current. During the sliding mode, the estimation error of sliding mode observer will be globally driven onto the sliding surface and maintain there for all the subsequent time. At the start of the SMO, the current estimation error is larger than 0 and the gain K α (t) is increasing until the value large enough to make the sliding mode start. Let t 1 be the first time instant for the sliding mode starts. From t = t 1 , K α (t) will decrease with respect to the current perturbations. The sliding mode will be destroyed and |σ α | = 0, when the varying perturbation exceeds the valueK 2 = K α (t 1 ). As a result, the gain will increase according to the gain adaptation law until the sliding mode start again at the time instant t 2 . In order to prove, when |σ α | = 0, the adaptive algorithm can ensure that |σ α | = 0 in a finite time, it is necessary to introduce the following lemmas.
Lemma 1 [32] : For systemẋ = f (x)+g(x)(−K (t)sgn(σ )) and the sliding variable σ (x, t) dynamicṡ (17) with the K (t) satisfying (10) and (11) . If the function (x, t) is bound, the function (x, t) is greater than 0 and bounded, then there is a positive constant K * , such that
Rewrite the equation (14) as follows
Lemma 2: For the SMO (12), (13) and the sliding variables σ α , σ β dynamics (19), there exists a positive constant 
Proof: For the SMO (12), (13) and the sliding variables σ α , σ β dynamics (19) , it is easy to see that σ α , σ β , e α , e β are bounded and the R s , L α , L β are constant. Then the functions α and β are bounded and the functions α , β are greater than 0 and bounded. So by Lemma 1, there exists a positive constant K * such that (20) holds.
Motivated by Theorem 1 of [32] , we can get the following lemma.
Lemma 3: For the SMO (12), (13) and the sliding variables σ α , σ β dynamics (19) , when σ α = 0 and σ β = 0, if K α (t) and K β (t) are large enough with respect to the perturbations effects, then adaptive-SMO (12),(13) with the sliding variables σ α , σ β dynamics (19) allows keeping trajectories of SMO on the sliding surface σ α = 0 and σ β = 0.
Theorem 1: For the SMO system (12), (13) and the sliding variables σ α , σ β dynamics (19) , there exists a finite time t F > 0 so that the sliding modes are established for all t ≥ t F , that is, |σ | = 0 for t ≥ t F .
Proof: Because the α and β phases have no coupling relation, the proof is focused on α phase without loss of generalization. The proof is based on Lyapunov approach and shows that, when |σ α | = 0, the system (19) can reach sliding mode surface, that is, |σ α | = 0 in finite time.
• Suppose that |σ α | = 0. In this case, K α (t)-dynamics reads asK α (t) =K 1 |σ α |. Define the following Lyapunov function,
where K * is a positive constant. Taking the derivative of (21) along the trajectory of (19), we have (22), as shown at the bottom of this page, where
From Lemma 2, there always exists K * and γ such that Therefore, finite time convergence of σ α to the domain |σ α | = 0 is guaranteed from any initial condition from |σ α | = 0.
• Suppose that |σ α | = 0. In this case, the trajectories of the SMO has reached |σ α | = 0, which means that K α (t) is large enough with respect to the perturbation effects. Then by Lemma 3, the SMO with the gain adaptation algorithm allows SMO keeping on the sliding surface |σ α | = 0. Then the sliding mode is established for all time until the mode is destroyed.
From the above proof, the SMO gain can be automatically adjusted with an upper bound by the adaptive algorithm,
which is large enough to ensure both the existence and stability of the sliding modes. On the other hand, the gain is not too big for overcoming the noise error and adapting to the unknown disturbances [28] - [31] .
IV. SIMULATION RESULTS
In this section, the proposed scheme as Fig.4 is implemented by the Matlab/Simulink programming environment for verifying the validity of the new SMO and evaluating the performance of PMLSMs sensorless control system. Since the sturcture of PMLSMs is similar to that of PMSMs, the control strategies for PMSMs are also applicable to PMLSMs. Similarly to PMSMs, the available modulation techniques in PMLSMs control system are SVPWM, SPWM and so on, and PMLSMs control strategies include FOC (field oriented control), DTC (direct torque control) and so on. In this paper, SVPWM and FOC are used. The proposed adaptive gain sliding mode observer is also applicable if they are replaced by SPWM and DTC.
The structural difference has a great influence on the construction of the model. Since the length of mover in the traveling direction of the linear electric machine is finite, a special discontinuity on the magnetic circuit occurs at both ends of the mover, which may cause a phenomenon called end effect. The end effect occurs because the impedance of each phase become nonuniform due to the pole asymmetry, which causes imbalance in the phase currents. In [34] , the inductance calculation method is proposed using nonlinear magnetic circuit, and the variation of inductance under the influence of end effect and saturation effect is analyzed. In [35] , by measuring the inductance of motor at different poles, it is proved that the inductance of the linear motor is not a constant, and the inductance varies regularly under the influence of the end effect and inductance saturation effect. So, in this study, instead of assuming that the armature winding is infinite, the dynamic inductance matrix is modeled to reflect the impact caused by end effect.
According to the analysis of thrust characteristics of PMLSM, the inductance change of linear motor is influenced by phase current i, position electric angle θ and three-phase inductance difference ε. The influence of mutual inductance in motor operation is far less than that of self inductance change. In order to simplify the model, assuming mutual inductance is a constant, the PMLSM inductance matrix can be expressed as (24) , as shown at the bottom of this page. In equation (24), θ di (i = a, b, c) are the angle between the phase winding and the d axis; L 1 is the inductance general matrix describing the inductance constant part of the traditional model; L 2 is the inductance saturated matrix describing the saturation inductance variation with the current; L 3 describes the difference between three-phase inductor, the three phase inductances are not exactly equal; the variation of inductance with the magnetic pole position is described by L 4 called inductance fluctuation matrix.
The following coordinate transformation is performed on the equation (24)
Combining equation (1), (24)- (26), an improved linear motor model with consideration of motor's end effect can be obtained.
The motor's parameters are listed in Table 1 . The observer's parameters are listed in Table 2 , it has a great relationship with the given reference speed of the system. The observer's parameter K (0) can be the same as the traditional observer's constant gain. The value of theK 1 is related to the adjustment time and precision, which can be determined by simulation.K 3 is the fine-tuning parameter of the SMO, and it also can be determined by simulation. ε is the SMO time constant. In Table 3 , the controller's parameters are listed, which are designed by critical proportioning method and are not typical. The proposed adaptive SMO, speed PI controller and current controller are robust with respect to the parameters to some extend. Thus the performance of the control system is acceptable when the parameter mismatch is small. But large mismatch of parameters can lead to the increase of steady-state time, overshoot and oscillation. In this case, the adaptive SMO, speed PI controller and current controller should be re-tuned.
To show the superiority of the new SMO over the traditional SMO, we present the following simulation results considering the motor end effect. The first set of simulations are carried out under the constant speed reference signal and constant load signal to verify the influence of different gain values on SMO.The second set of simulations are carried out under the changing speed reference signal and constant load signal to illustrate the new SMO's effect when the speed reference changes. Finally, simulations are carried out under the constant speed reference signal and changing load signal to verify the new SMO's effect when the load changes.
A. SIMULATIONS WITH CONSTANT SPEED REFERENCE SIGNAL AND CONSTANT LOAD SIGNAL
The linear motor has a wide speed range, including a few microns per second to a few meters per second [19] - [21] . The algorithm presented in this paper is suitable for highspeed operation of linear motor, so, in this set of simulations, we consider a constant speed reference signal 2 m/s with a constant load signal 10 N · m, which can show the characteristics of linear motor in high speed operation.
By the traditional SMO, the actual and estimated position are shown in Fig. 5(a) and the estimation error of the mover position is shown in Fig. 5(b) .
As to the new SMO, the actual and estimated position are shown in Fig. 6(a) and the estimation error of the mover position is shown in Fig. 6(b) .
In Fig.6 , it can be seen that the estimation error is initially much greater than zero, and then decreases. It looks increase slightly in the negative direction after 0.15 second, but it maintain small enough. The reason is that regulation of adaptive sliding mode observer gain is dynamic. When the error decrease to zero, that regulation cannot stop immediately. The error bound 0.01rad is obtained by simulation, and it is easy to find that the adaptive-gain SMO can automatically adjust the gain, the error produced by the new SMO is 10 times smaller than that of traditional SMO.
B. SIMULATIONS WITH VARYING SPEED REFERENCE SIGNAL AND CONSTANT LOAD SIGNAL
In this set of simulations, we consider an abrupt speed variation, that is, changing speed reference signal at 0.1 s from 2 m/s to 3 m/s with a constant load 10 N · m in order to show the algorithms performance under the varying speed cases. The actual and estimated position by the traditional SMO are shown in Fig. 7(a) . The estimation error of the mover position is shown in Fig. 7(b) . The desired and actual speed are shown in Fig. 7(c) .
By the new SMO, the actual and estimated position are shown in Fig. 8(a) . The estimation error of the mover position is shown in Fig. 8(b) . The desired and actual speed are shown in Fig. 8(c) .
This simulation shows that when the reference speed changes abruptly, the traditional SMO algorithm leads to a bigger error due to the lack of adaptability. In Fig.7 , it is shown that before the speed changes, the error is acceptable and the error become higher after the speed changes. The reason is that the given observer gain is not suitable when the reference speed changes to 3m/s. Under the same conditions, we can see that when the speed reference is changing, the new SMO can adjust the gain value according to the new speed reference to make the estimation error close to 0.01 rad and achieve higher control accuracy.
C. SIMULATIONS WITH CONSTANT SPEED REFERENCE SIGNAL AND VARYING LOAD SIGNAL
In order to reflect the performance of the algorithm when load changes, in this set of simulations, we consider an abrupt load Using the traditional SMO, the actual and estimated position are shown in Fig. 9(a) . The estimation error of the mover position is shown in Fig. 9(b) . Fig. 10 shows the results by using the new SMO. The actual and estimated position are shown in Fig. 10(a) . The estimation error of the mover position is shown in Fig. 10(b) .
The estimated position signal is used in the control system for coordinate transformation in Fig.4 . As shown in Fig.9 and 10, a sudden change of load leads to an excessive estimation error. Since the error become small enough in 0.01 second, the excessive estimation error dose not affect the stability of the system. In Fig.10(b) , it can be seen that the error is decreasing due to the adaptive gain, but it dose not approach zero in 0.2s. The reason is that it will take a longer time for the error to approach zero when the load change abruptly. If the simulation time is extended, the error can approach zero.
V. CONCLUSION
A traditional SMO with constant gain for sensorless control of PMLSMs is not suitable for the changing operation conditions. To cope with this problem, this paper proposes a new adaptive-gain sliding mode observer for sensorless control system of PMLSMs. The given adaptive algorithm can automatically adjust the gain to reach an appropriate gain in finite time for adapting to the actual system situation. Stability of the SMO has been proved by using Lyapunov stability theory. Simulations results shown that the new SMO leads to higher control precision than the traditional SMO when the PMLSMs are subject to a speed mutation or a load mutation. In our future work, we will explore the influence of the initial conditions on the adaptive gain algorithm.
