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Optimality properties of synergetic controllers are analyzed using the Euler-Lagrange conditions and the Hamilton-Jacobi-Bellman equation. First, a synergetic control strategy is compared with the variable structure sliding mode control. The connections of synergetic control design methodology and the methods of variable structure sliding mode control are established. In fact, the methods of sliding surface design for the sliding mode control are essential for designing invariant manifolds in the synergetic control approach. It is shown that the synergetic control strategy can be derived using tools from the calculus of variations. The synergetic control laws have a simple structure because they are derived from the associated first-order differential equation. It is also shown that the synergetic controller for a certain class of linear quadratic optimal control problems has the same structure as the one generated using the linear quadratic regulator approach by solving the associated Riccati equation. The synergetic optimal control and sliding mode control methodologies are applied to the nonlinear control of the wingrock suppression problem. Two different wing-rock dynamic models are used to test the design of the synergetic and sliding mode controllers. The performance of the closed-loop systems driven by these controllers is analyzed and compared. T HE objective of the optimal control problem (see, for example, [1] , Chap. 5) is to find an admissible control strategy that ensures the completion of control objective and leads to optimization of a given performance index. In most cases, solving the nonlinear dynamical systems optimal control problem is not straightforward. Based upon sufficient optimality conditions, solving the associated nonlinear partial differential equation, known as the HamiltonJacobi-Bellman (HJB) equation [2] [3] [4] [5] [6] , provides the solution to such problems. A closed-form solution is often difficult to obtain especially for nonlinear dynamical systems. However for a class of nonlinear dynamical systems with a special cost functional, solving a first-order differential equation produces a closed-form analytical solution to a class of optimal control problems. This first-order differential equation plays an essential role in the synergetic control methodology.
Kolesnikov and coworkers [7] developed the method of synergetic control, and they, and others, later applied synergetic control to a number of industrial processes, including problems in power generation [8] [9] [10] [11] [12] . The synergetic control approach was also applied to adaptive control of nonlinear systems using neural networks [13] . The resulting synergetic control structure is attractive, because it is derived from a first-order differential equation related to optimality criteria. The authors of the above publications, however, do not elaborate on the derivation of synergetic control. Some state that synergetic control can be derived from functional optimization, but they do not state whether necessary or sufficiency conditions lead to the control structure.
The first objective of this paper is to present our derivation of the synergetic controller and to establish the connections with the variable structure sliding mode control approach. We show that the synergetic control for linear systems is a linear approximation of the nonlinear variable structure sliding mode controller. The linearity of the synergetic controller for linear systems is used to prove the stability of the closed-loop system driven by the synergetic controller. The second objective is to show that synergetic control not only satisfies the necessary condition for optimality but also satisfies the sufficient condition for optimality. The third objective is to show that, for linear time-invariant (LTI) systems and for a special form of the performance index, the synergetic control approach yields the same controller structure as the linear quadratic regulator approach. This is an especially attractive feature of synergetic controllers for a class of LTI optimal control problems, because the synergetic controllers result from solving a first-order differential equation while the linear quadratic regulator (LQR) design relies on solving the quadratic Riccati equation. The fourth objective of the paper is to present a synergetic control design algorithm. The final objective is to apply the proposed method to the regulation of wing-rock problems and to compare the results using the proposed method with those using the variable structure control. Some results in this paper were reported by us in [14] .
II. Controlling Nonlinear Systems
Consider the following model of a nonlinear dynamical system:
where x 2 R n and u 2 R m . Thus, Ax 2 R n and Bx 2 R nm . We discuss now a general method for stabilization and control of such systems. We refer to this approach as the stabilization and control via system restriction and manifold invariance. It consists of two steps: 1) Construction of a manifold
and the system restricted to M behaves in a prespecified manner. For example, the trajectories of the system restricted to M asymptotically converge to a predetermined point x 2 M. In the above, we used the following convention:
2) Construction of a controller that steers the system trajectories to the manifold M and then forces the trajectories to stay on the manifold thereafter.
A simple condition guaranteeing that the system trajectories are directed toward the manifold M is
The variable structure sliding mode control design is an example of this two-step approach to stabilizing nonlinear systems. We briefly elaborate on this approach. We observe that a trajectory is confined to the manifold M if and only if x 0 and _ x 0. Solving _ x 0 for u yields a controller that forces a trajectory to lie on a level surface of x. This controller is referred to, in the literature, as the equivalent controller and is denoted u eq . To proceed, let
Hence,
Thus, the system dynamics restricted to the manifold M fx: sx 0g are described by the equations
Combining Eqs. (4) and (5) gives a reduced-order, n mdimensional dynamical system. This order reduction can be effectively exploited in the construction of the manifold fx: 0g resulting in a prespecified behavior of the system restricted to the manifold. Once the manifold is constructed, the next step is the controller design. Among many possible controller architectures that satisfy condition (2), the following variable structure sliding mode controller was analyzed in depth in [15] ,
where
is the discontinuous component of u. The controller gain > 0 is a design parameter. It is easy to show that the control law given by Eq. (6) satisfies condition (2) . Indeed,
Suppose now that we wish to construct a controller that would force the trajectories to approach the manifold M f 0g exponentially as described by
where T T > > 0 is a symmetric positive definite matrix, a design parameter matrix. It follows from Eq. (8) that
Note that if we construct a controller that satisfies Eq. (8), then using Eq. (9), we obtain
Thus, the "design condition" (2) is satisfied for such a control law.
We now derive a control that satisfies the condition (8 Fig. 1 indicate that as T decreases, the gain 1=T increases and u s closely approximates u d in its discontinuous region. We also show in Fig. 1 a plot of a smooth continuous tangentialsigmoid function approximating u d . Using the tangential-sigmoid function to approximate u d , or any other boundary-layer type approximation [16] , yields a nonlinear controller, even though the approximation results in a smooth control law. The use of the linear approximation of u d , on the other hand, allows us to use linear analysis techniques of closed-loop system stability properties.
In the following section, we consider a linear synergetic controller. For the linear case, we present a general algorithm for an invariant manifold construction and analyze the closed-loop system driven by the linear synergetic controller.
III. Linear Synergetic Control
We consider a linear time-invariant dynamical system model of the form,
where x xt 2 R n , u ut 2 R m , and a linear manifold has the form
where S 2 R mn . Our goal is to construct a control strategy, u ux, such that for any initial state x 0 , the closed-loop system trajectory approaches the manifold x 0 according to the policy T _ 0. The relation T _ 0 is central to the synergetic control approach. The rate with which the solutions of the above system of the first-order linear ordinary differential equation decay to zero can be controlled by appropriately selecting the matrix T. To proceed, note that
Substituting the above into Eq. (8) yields
We assume that detSB ≠ 0. Hence,
The advantage of the above control strategy is that it is a linear controller that drives the system trajectory toward the manifold fSx 0g. Once on the manifold, or within a small neighborhood about the manifold, the system dynamics are of a reduced order. This order reduction can be exploited by the designer to shape the system dynamics when the system is moving along the manifold. A number of methods from the variable structure sliding mode control can be employed here to construct the matrix S of the linear invariant manifold; see, for example, Chap. 4 of [17] , Secs. 3-4 in [18] , Part II in [19] , and pp. 333-336 in [20] .
IV. Stability Analysis of a Linear Closed-Loop System Driven by Synergetic Controller
The synergetic control strategy (13) forces the system trajectory to asymptotically approach the manifold f 0g. Thus, the closedloop system will be asymptotically stable provided that the system (12) restricted to the manifold f 0g is asymptotically stable. In our proof of the above result, we use the following theorem from [20] on p. 333.
Theorem 1: Consider the system model, _ x Ax Bu, where rankB m, the pair A; B is controllable, and a given set of n m complex numbers f 1 ; . . . ; n m g is such that any i whose imaginary part is nonzero appears in the above set in a conjugate pair. the following state-space transformation:
x W Bz
Note that the matrix W B is invertible and we can write
In the new coordinates, the closed-loop system model takes the form,
Thus, the eigenvalues of the closed-loop system are the union of the eigenvalues of the matrices W g AW and T 1 . Because T is symmetric positive definite, the matrix T 1 must have negative eigenvalues. By construction, the eigenvalues of W g AW are 1 ; . . . ; n m , which are located in the open left-half complex plane. Hence, the closed-loop system is asymptotically stable.
It follows from Eq. (14) that, when the closed-loop system motion is restricted to the manifold fz 2 Sx 0g, and so _ z 2 0, then its dynamics have the form
By construction, the eigenvalues of the above system are in the open left-half complex plane. □ Consider now the dynamical system described by
where S 2 R mn and SB is invertible. The system zeros of the above dynamical system are the zeros of the determinant of the system matrix
It is shown in [20] on p. 329 that the system zeros of Eq. (16) are the poles of the reduced-order system given by Eq. (15) above, which are the poles of the system modeled by
Thus, the invariant manifold design can be viewed as constructing an output matrix S so that the system (16) has a set of its system zeros in desired locations.
V. Synergetic Control Development Using the Euler-Lagrange Equation
We now use a calculus of variations to analyze synergetic controllers. The simplest variational problem [21, 22] can be formulated as follows.
Let Lt; x; _ x be a function with continuous first and second derivatives with respect to all of its arguments. Among all of the feasible xt that are continuously differentiable for t 0 t t f and satisfy boundary conditions
xt f x f find the function xt for which the functional
has an extremum. A necessary condition for the functional J in Eq. (18) to have an extremum is given by the following theorem.
Theorem 3 (A Necessary Extremum Condition [21] ): Let
Lt; x; _ x dt be a functional defined on the set of functions xt that have continuous first derivatives in t 0 ; t f and satisfy boundary conditions xt 0 x 0 and xt f x f . Then a necessary condition for xt to be an extremizer of Jxt 0 is that xt satisfies the Euler-Lagrange equation
t is a local minimizer of J on all admissible functions xt in the interval t 0 t t f , then x t satisfies
To proceed, let
where t 2 R m , _ t 2 R m is the first-order time derivative of t, and T T > > 0 is a symmetric positive definite matrix. For notational simplicity, the argument t in and _ will be omitted. We wish to find a minimum of the functional
By Theorem 3, if is to be an extremizer of J given by Eq. (21), then it must satisfy the Euler-Lagrange equation given by Eq. (19) . Substituting Lt; ; _ given by Eq. (20) into (19) and using the fact that the symmetric positive definite T T > , we obtain
A solution to Eq. (22) is given by one of the following equations:
We select the first equation, T _ 0, because it yields a stabilizing solution. We summarize the above development in the form of the following propositions:
Proposition 1: If is a local minimizer of the functional
on all admissible vector functions of , then
Such is called the extremizing . □ As mentioned above, T _ 0 is a stabilizing solution, because Eq. (24) converges to 0 as t ! 1.
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Proposition 2: For a nonlinear dynamical system model, _ x Ax Bxu sx (25) where s x xBx is invertible, the control law u Ts x xBx 1 Ts x xAx sx (26) derived from the first-order differential equation (24) is the extremizing controller for the optimal control problem with the performance index given by Eq. (23) . □ It follows from the above that the extremizing control law for a linear time-invariant dynamical system modeled by Eq. (12) with the associated performance index (23) is given by Eq. (13).
VI. Background Results From Optimal Control
The cost functional used to derive the synergetic optimal control is related to the formulation of a linear quadratic optimal control problem with cross-product terms in the quadratic performance index. We briefly discuss this as an introduction for the following section's derivation of synergetic control based upon the sufficient optimality condition. Comprehensive discussion of optimal control with cross-product terms in the quadratic performance index can be found in [23] on pp. 56-57.
Consider a linear time-invariant dynamical system modeled by Eq. (12) and the associated performance index
where Q Q > 0, N 2 R mn , and R R > > 0. The problem of determining an input u u t, t t 0 , for the dynamical system (12) that minimizes the performance index (27) is called the deterministic linear quadratic optimal regulator problem. For the LQR problem, the control law
where the matrixP is the solution to
minimizes the performance index (27) . The control law u given by Eq. (28), together with the solutionP to Eq. (29) , solves the associated HJB equation
VII. Sufficiency Condition for Optimality of Synergetic Controllers
Consider now a continuous-time nonlinear dynamical system modeled by
We wish to find a control strategy fut: t 2 t 0 ; 1g that together with its corresponding state trajectory fx u t: t 2 t 0 ; 1g minimizes the performance index,
This is an infinite-horizon optimal control problem. One way to synthesize an optimal feedback control u is to employ the following theorem that gives us a sufficiency condition for optimality of the resulting controller. This well-known theorem can be found, for example, in Vol. I, on p. 93 of [24] . 
Suppose that u is a minimizer of Eq. (33) . Let x t, t 2 t 0 ; 1 be the state trajectory emanating from the given initial condition x 0 when the control u t is applied, that is, x t satisfies _ x t fx t; u t subject to the initial condition x t 0 x 0 . Then V is the unique solution to the HJB equation, that is, Vx min u Jx J x □ Using the above condition, we now provide an optimal control structure for a class of nonlinear systems.
Proposition 3: Consider a nonlinear system model given by Eq. (25), where s x xBx is invertible, and the associated performance index,
The feedback control law,
minimizes the performance index (35) . The above control law can be further simplified and represented in the form,
The value of the performance index for this control problem is Vt Jtj utu t > tPt (38) where P T T > . □ Proof: Our goal is to find a feedback controller that minimizes the performance index (35) . Let
The HJB equation for the optimal control of dynamical system (25) with the associated performance index (35) is
To find the minimizing u, we apply the first-order necessary condition for the unconstrained minimization to the expression within the curly bracket. Note that is not a function of u. It is _ that depends upon u. We have
Observing that the last term in the above equation is quadratic in u, we obtain
Solving the above for u gives
Because sx is constructed in such a way that s x Bx is invertible, the controller u above can further be simplified. Note also that T is symmetric and invertible. Hence,
We substitute the control function u from Eq. (42) into the HJB equation (40) and solve the equation for P. In our manipulations we use the expression,
from which we obtain
When we substitute P from Eq. (43) 
We use the above equation to construct the optimizing control laws (42) and ultimately Eq. (37).
The following theorem gives a sufficient condition for the LQR control strategy to take the form of the synergetic control law.
Theorem 5: Consider the LTI dynamic system modeled by
where S is constructed such that SB is invertible. Associated with the above LTI system (46) is the cost function
The optimal controller has the form,
where P T T > 2 R mm . The control law (46) has the same form as the control law derived using the LQR approach to the system (44) together with the cost (45) reformulated as
the control law (46) can be reformulated to the form of the synergetic control strategy,
The HJB equation for this LTI case has the form
from which we obtain the control law (46) using the same arguments as in the nonlinear case. This controller has a similar structure as the control law (42) in the nonlinear case analyzed above. Next, we substitute the control law (46) back into the HJB equation (48) to obtain
For the HJB equation to be satisfied, regardless of the value of x, the expression for must be zero, which yields P T T > 2 R mm . To see this, substitute P T T > into the expression for given by Eq. (50) to obtain
Substituting given by Eq. (51) into the last term of Eq. (49) yields
which cancels out the first four terms in Eq. (49). These steps lead to the conclusion that P T.
Note that because SB is invertible by construction, and P T T > by Eq. (43), the control law (46) simplifies to
which has the same form as the synergetic control law (13) . The solution to the LQR problem of the system (44) with the cost (47) is characterized by the matrixP which is the solution to the Riccati equation
Using the matrixP, the optimal feedback control of the associated LQR problem is
Comparing Eqs. (49) and (52) 
It is well known that one can obtain the solution to the deterministic LQR problem from the HJB equation. Therefore, for the linear plant model and Sx, we can obtain the optimizing control law,
directly from the formula for the LQR control given by Eq. (28) in Sec. VI after making appropriate associations between the matrices of the performance indices,
VIII. Synergetic Optimal Stabilizing Control
The problem of constructing an invariant manifold M fx: 0g such that the system confined to it is asymptotically stable has been addressed in the area of sliding mode control. The manifold construction in sliding mode control, for the LTI case, can be viewed as constructing the matrix S so that the system zeros (or zero dynamics for a general class of nonlinear systems) are asymptotically stable; see, for example, Sec. 6.5 in [20] . Therefore, various methods for constructing stable manifolds in sliding mode control are directly applicable for construction in the synergetic control; see, for example, Chap. 4 in [17] , Secs. 3-4 in [18] , Part II in [19] , and pp. 333-336 in [20] .
In the synergetic control approach, the controller u is designed by solving the first-order differential equation T _ 0, which induces the attractivity and invariance of the manifold 0.
We summarize this section with the following two-step design procedure:
1) Construct a stable hyperplane, or a manifold, M fx: 0g.
2) Construct the optimizing control u. We illustrate the above considerations with a simple numerical example.
Example 1: Consider the double integrator state-space model,
The control design objective for the system (54) is to regulate the state to the origin of R 2 with a performance index to be determined. When is not properly constructed, the overall closed-loop system is unstable. The construction of , in this example, is concerned with selecting the row vector s. Consider two candidates:
that yield s x and s x, respectively. Associated with these matrices are the following performance indices:
We selected T 1. We used MATLAB®, Version 6.5, to construct the LQR controllers. The results of the optimal control design using both the synergetic control and the LQR [Eq. (28)] for both cases s (denoted P ) and s (denoted P ) are summarized in Table 1 . From this table, we can see that the LQR controllers for both cases yield stabilizing solutions. All closed-loop eigenvalues for both cases are negative. However, the synergetic controllers are critically dependent upon the selection of the manifold sx. When s s , the solution generated using the synergetic controller is the same as that obtained using the LQR method and results in negative closed-loop eigenvalues. However, when s s , the closed-loop system driven by the synergetic controller has one positive closedloop pole. The phase portraits of two closed-loop systems are shown in Fig. 2 . The left plot corresponds to P , the right one corresponds to P . On both plots, solid lines indicate 0 and 0, while dashed lines indicate vectors perpendicular to both 0 and 0. Dashed arrows indicate the direction of trajectories approaching planes 0 and 0, while solid arrows indicate the direction of trajectories along manifolds 0 and 0.
In both cases, trajectories approach the respective manifolds, as expected. However, in the P case, state trajectories along the manifold 0 converge to the origin, while in the P case, state trajectories along the manifold 0 diverge from the origin. This is because motion along the manifold 0 is not stable, while the motion along the manifold 0 is stable.
IX. Synergetic Control Design for Wing-Rock Suppression
The wing-rock phenomenon manifests itself in the form of a sustained limit-cycle oscillation that limits the potential maneuver performance of an aircraft. There are diverse nonlinear models representing the wing-rock phenomenon [25] [26] [27] [28] . For the purpose of control design, we employ two dynamical models: 1) second-order model [29] , and 2) third-order model [30, 31] . The main distinction between the two models lies in the modeling of the actuator dynamics. The second-order model uses a zero-order model for the actuator dynamics, while the third-order model incorporates a firstorder model of the actuator dynamics. We demonstrate the feasibility of our proposed synergetic control design based on either of the wing-rock models. Additionally, sliding mode controllers are developed based on the second-and third-order dynamic models. The sliding surface construction method for sliding mode control can also be used to construct a stable invariant manifold for the synergetic optimal control. Thus, for the synergetic and the sliding mode controller designs, we can use the same manifold for each control design method. We then compare the performance of each controller in the closed-loop configuration. Finally, we explore the problem of control design using a reduced-order model where we use the thirdorder model as a "truth" model, while a simplified second-order model as a design model. The controllers designed using the design model are tested on the truth third-order model.
A. Control Design Using Second-Order Dynamic Model
The second-order dynamic model [29] of the wing rock using zero-order dynamic actuator model has the form: 
where x 1 and x 2 _ are the state variables. We use the procedure of Slotine and Li [32] to construct the manifold, where
We select 6, which is the same value as in Fernand and Downing [29] .
Sliding Mode Controller Design
As in [15] on p. 228, we design a sliding mode controller that consists of two terms: 1) the equivalent control term u eq and 2) the discontinuous control term u d . The equivalent control term is determined by solving _ x 1 ; x 2 0, from which we obtain
Note that if one applies the equivalent control alone, then the trajectories of the system driven by this equivalent controller will move parallel to the sliding surface x 1 ; x 2 0. This is because the equivalent control forces _ x 1 ; x 2 0. The role of the discontinuous control term u d is to "bend" the trajectories toward the sliding surface and to compensate for any matched uncertainties. We use the following form of u d :
Therefore, the two-term sliding mode control law, consisting of the terms given by Eqs. 
Synergetic Controller Design
We use the same manifold x 1 ; x 2 0 as in the sliding mode controller synthesis. The manifold 0 in the synergetic controller design leads to the control law that optimizes the functional
with T as a design parameter. As follows from the preceding sections, the control law that minimizes the functional (63) satisfies the firstorder differential equation T _ 0. Solving this differential equation, we obtain
Note that the synergetic controller comprises two terms, where the second term of the synergetic controller is a smooth approximation of the discontinuous term of the sliding mode controller. Figure 3 shows the closed-loop systems' phase portraits for six different initial conditions. Trajectories of the closed-loop system driven by the synergetic control law are plotted using solid lines, while the trajectories of the closed-loop system driven by the sliding mode control law (62) are plotted using dotted lines. We observe that in the absence of modeling uncertainties, the performance of the synergetic control law is comparable to that of the sliding controller in driving the closed-loop system trajectories to the origin. Both controllers successfully suppress sustained limit-cycle oscillations induced by the wing-rock phenomenon. Closed-loop trajectories generated by both control laws converge to the manifold x 1 ; x 2 0. However, the synergetic control law smoothly drives trajectories from their initial conditions toward x 1 ; x 2 while the sliding mode control law forces the trajectories to hit the sliding surface in finite time and then move along the sliding surface toward the origin.
Numerical Results
The effect of different values of the design parameter T, appearing in the synergetic controller, on the closed-loop trajectories is illustrated in Figs. 4 and 5 . In these figures, we show plots of trajectories versus time of the closed-loop dynamic system (58) driven by 1) the variable structure sliding mode control, where the sign function is approximated using a steep tangential-sigmoid function [i.e., signx tanh1000x], and 2) synergetic controller implemented using various values of T. We can see in Fig. 4 that as the value of T decreases, trajectories approach the manifold x 1 ; x 2 0 more rapidly. As expected, when T decreases, trajectories of the closed-loop system driven by the synergetic control law resemble those of the closed-loop system employing the sliding mode controller as shown in the phase portrait of Fig. 4 and the time-response plots in Fig. 5 . This is because for smaller values of T, the term T 1 x 1 x 2 better approximates signx 1 x 2 in the neighborhood of the manifold 0. Observe the presence of trajectory chattering in the system driven by the sliding mode control. On the other hand, the closed-loop system trajectories driven by the synergetic control are free from chattering. Chattering is clearly seen along the manifold M in Fig. 4 . However, due the magnitude scale used, the trajectory chattering of _ is not clearly visible in the timehistory plot of _ in Fig. 5 .
B. Control Design Using Third-Order Dynamical Model
The first-order actuator a model combined with a generic secondorder wing-rock dynamics model results in the following dynamic model of wing rock [25, 28, 30, 31] : 
We represent the above model in the following state-space format: [25, 28, 30, 31] .
In our construction of the two-dimensional invariant manifold, we again use the method of Slotine and Li [32] to obtain
where after some numerical experiments we selected 10 to reduce excessive overshoot. We mention that because
, the closed-loop system restricted to the manifold x 1 ; x 2 ; x 3 0 will have a double pole at 10.
In the following sections, we design sliding mode and synergetic controllers around the above invariant manifold.
Sliding Mode Controller Construction
Using the manifold defined by Eq. (68), we first compute the equivalent control u eq for the third-order model by solving the equation _ x 1 ; x 2 ; x 3 0, that is,
where r x x is the gradient of x, with respect to x x 1 x 2 x 3 > . After some manipulations, we obtain
Note that the expression for _ x 2 is given by the state equation (67). We construct the same type of sliding mode controller as for the secondorder wing-rock dynamical model,
Hence the sliding controller for the third-order wing-rock dynamical model takes the form,
Synergetic Controller Construction
The synergetic control law is obtained by solving the first-order differential equation,
Solving this differential equation for u, we obtain
where T 0:01. Note again that the expression for _ x 2 is provided by the state model (67). We mention again that the second term in Eq. (72) can be interpreted as a smooth approximation to the discontinuous term of the sliding mode controller, that is, the second term in Eq. (71).
Numerical Results
As predicted, and expected, both controllers drive closed-loop trajectories toward the origin. Figure 6 consists of two subfigures depicting trajectories, in the x 1 ; x 2 plane, of the third-order closedloop systems driven by the sliding mode and synergetic controllers, respectively.
The value of the design parameter T in the synergetic controller was selected so that the closed-loop system trajectories, driven by this controller, converge to the origin at the same rate as those driven by the sliding mode controller. We conclude from plots in Fig. 6 that to achieve comparable behavior of x 1 to that of the sliding mode controller, the state x 2 of the synergetic controller driven system undergoes large excursions induced by the actuator state x 3 . Such overshoots can be reduced by increasing the value of the parameter T. As a consequence of increasing T, trajectory convergence of the synergetic controller toward the origin occurs at a lower rate. Note that increasing T essentially correlates with decreasing the synergetic control law gains. We can see in Fig. 7 that closed-loop state variable trajectories of closed-loop wing-rock dynamics driven by either sliding mode or synergetic controller converge to the origin. However, rapid convergence to the origin in the synergetic controller driven system comes with a price in that x 2 and x 3 initially experience excessively large overshoots that may not be desirable. A large excursion of the actuator state x 3 results in large deviations of the roll rate _ , that is, x 2 . When we increase the value of T from T 0:01 to T 2:5, trajectory overshoots of the closed-loop dynamics driven by the synergetic controller decrease. Transient discrepancies between trajectories of the closed-loop dynamics driven by the sliding mode and synergetic control laws become smaller. In Fig. 8 As stated before, increasing the parameter T implies reducing the synergetic controller gain. Gain reduction implies that less effort is demanded from the actuator. Using T 2:5 compared to T 0:01 for the synergetic control law design reduces the maximum overshoot of the actuator state variable. Low gain design relaxes the demand for actuation. Hence, a direct consequence of low actuator state excursion is the reduced roll rate dynamics. In Figs. 9 and 10 , we show overshoot reduction of the state variables x 2 and x 3 when T 2:5. In Fig. 9 , the scales of the x 3 axis are the same, so the maximum x 3 overshoot of the closed-loop dynamics driven by the sliding mode and synergetic controllers are approximately the same. Figure 10 shows that the peak values of x 2 of the closed-loop dynamics driven by both the sliding mode and the synergetic controllers are similar. We conclude that excessive overshoots in the closed-loop dynamics driven by the synergetic controller decrease as lower gain, that is, a larger T is applied to the synergetic controller.
C. Control Design Using Reduced-Order Model
To accurately model the truth behavior of a dynamic system it may require a high-order model. Such a model may be too complex for use in control synthesis. A simplified model, referred to as a "design model," is usually developed for controller design. Even if the truth model is used for control design, it may lead to a complicated control law. Comprehensive treatments of controller and observer design for systems with neglected high-order dynamics can be found, for example, in [33] on pp. 252-268 and in [34] on pp. 333-350.
In the two preceding cases, we used the truth model as the design model, so the performance of the sliding mode and synergetic controllers were assessed on dynamical models that were also used for the purpose of control design. The second-order wing-rock dynamical model (58) is driven by the control laws (62) and (64) which were developed based upon Eq. (58). Similarly, the third- order wing-rock dynamical model (67) is driven by the control laws (71) and (72) where both controllers were developed using Eq. (67).
Here, we investigate the case of designing synergetic and sliding mode control laws for wing-rock suppression using a lower-order model. Then, these controllers are employed to control a higherorder representation of the dynamics. To serve our purpose, the thirdorder wing-rock model represents the truth model. We obtain our design model from the third-order model by neglecting the actuator dynamics. Thus, the design model has the form,
where the subscript r denotes "reduced." The parameters i in Eq. (73) have been given previously and are the same as those in Eq. (67).
Controller Construction Using the Design Model
We now proceed with the design procedure using the second-order design model derived above. The invariant manifold is constructed similarly to Eq. (59): 
As in the preceding design cases, the synergetic and sliding mode controller structures are related. Both controllers use the equivalent control component. However, the sliding mode controller uses a discontinuous component, while the synergetic control employs a smooth approximation to the discontinuous component of the sliding mode controller. We now connect the control laws (76) and (77) to drive the thirdorder model (67), so that the closed-loop third-order system becomes 
where u r can be either u r synergetic or u r sliding mode . There are two design parameters, T and , whose influence on the closed-loop dynamics (78) will be investigated next.
Numerical Results
Adjustable parameters and T must be carefully selected because high values of either or T lead to unstable solutions, while very low values of either or T induce oscillations with frequency inversely proportional to the value of either or T. In Fig. 11 , we show a family of stable closed-loop solutions for various values of . Our experiments indicate that for a fixed value of T, where T 0:1, a stabilizing controller requires the value of to be less than 3. Thus, all s such that 0 < 3 are feasible values for fixed T 0:1. However, as can be seen in Fig. 11 , lower values of induce higher frequency oscillations around the manifold M. Hence, slower motion along the manifold M will reduce oscillations around M.
The parameter T also affects stability and performance of the closed-loop wing-rock suppression. As T gets higher, the gain of the second term of Eq. (76) becomes smaller. Such low-gain control action prevents excessive oscillations. In Fig. 12 , we show a family of stable solutions with various values of Ts using 1. We can see that smaller values of T induce oscillations around the manifold M with higher frequency. Although lower values of T, yielding higher gains for the second term of Eq. (76), lead to rapid motion toward the manifold M, their effect on higher frequency oscillations around M may not be desirable. As a comparison, the closed-loop solution driven by the sliding mode is also shown in Fig. 12 as the plot with the dash-dotted line. We conclude that the selection of T 0:1 may lead to the synergetic design with comparable performance to that of the sliding mode design.
Plots of state variables versus time are presented in Figs. 13 and 14 , where we used S r 1 1, the sliding mode control gain K 10, and the synergetic control design parameter T 0:1. These values were selected so that the states and _ driven by both synergetic and sliding mode controllers would have approximately similar time responses. From Eq. (78), we see that the controller u r directly affects the state variable x 3 . We show in Fig. 14 time responses of x 3 driven by both synergetic and sliding mode controllers. When x 3 is driven by the sliding mode control, it experiences chattering. However, we see that x 3 is smooth when it is driven by the synergetic control. The transient peak of x 3 when it is driven by the synergetic control, as it is also seen in the phase portraits in Figs. 11 and 12 , is larger than the peak of x 3 driven by the sliding mode control.
X. Concluding Remarks
A variety of sliding mode controllers has been proposed and applied to a large number of engineering problems [35] [36] [37] including nonlinear problems [38, 39] . The behavior of nonlinear dynamic systems driven by the synergetic control to some extent resembles that of nonlinear dynamic systems driven by sliding mode control. Hence, one can benefit by analyzing synergetic controllers from the point of view of sliding mode control combined with an optimal control. Explorations in sliding mode control may, indeed, be beneficial to the synergetic control. Such explorations may reveal further optimality characteristics. The synergetic control approach offers a closed-form analytical solution to a class of nonlinear optimal control problems. The proposed control design methodology is attractive because it only requires the associated first-order differential equation. Indeed, as the problem of optimal control design is further restricted to linear time-invariant dynamical systems, optimal control solution generated by the synergetic control is the same as the solution generated by the LQR with the special form of the performance criterion. In summary, the paper contributions are as follows: 1) Synergetic control approach was shown to follow from both the necessary (Euler-Lagrange) and the sufficiency (HJB) conditions for optimality, resulting in the first-order differential equation to develop a synergetic controller.
2) Connections between the synergetic control approach and the variable structure sliding mode control method were established.
3) Synergetic control was shown to provide the same controller as the LQR with a special performance index for the case of linear timeinvariant dynamic systems. 4) Synergetic control was used to successfully design a nonlinear controller for wing-rock stabilization using existing nonlinear dynamic models. 5) Synergetic controllers were shown to be effective in the nonlinear wing-rock stabilization application. This included reducing overshoot in the actuator state variable and by providing a smoother transition of state variables to the stable condition. 
