Abstract. We show some explicit computations on extrapolation of L p spaces.
Introduction
The following variants of extrapolation theorems by Yano were recently obtained in [9] , [10] and [11] :
and moreover for f ∈ LLogL, 2 The results in [19] were announced much earlier (cf. [25] , [28] , [20] , [21] , [22] , and the references therein). For a rather extensive bibliography we refer to the papers mentioned above. An important contribution of more recent vintage is the paper by Tao [34] .
contained presentation, and in particular we have included two Appendices with the necessary background, including examples, especially as they apply to the results of this note, and with precise references, to help facilitate the reading. This comes with a price tag however: the appendices are longer than the note itself.
Acknowledgment I want to thank Natan Krugljak for demanding (again and again.. 3 ) that the presentation of the paper be improved. His prodding through the preparation of [31] also helped me. I am also grateful once again to Michael Korey for help in editing the manuscript. I must still claim responsibility for all the shortcomings of the paper.
Proof of Theorem 2
We consider the case p 0 = ∞ first. We thus want T to be bounded on L ∞ ; the correct assumption in this case is
It follows from [19] Theorem 3.3 (iii)-page 22 (see also Appendix B, Example 2) that (2.1) is equivalent to
In turn, (2.2) is equivalent to (cf. [19] , Corollary 3.5 (ii)-page 24)
(Actually (2.4) is also explicitly given in [2] , Example 5.3, formula (5.1) -page 30.) Using the fact that [33] -page 214) we arrive at the basic estimate: (2.1) is equivalent to
We now estimate
integrating by parts).
3 To Saul Bellow it is atributed the story of the opera singer who, after finishing his performance, is asked by the audience to give an encore, to which he obliges... The audience keeps asking for encores and so he keeps delivering the same song (the only one he had prepared in the unlikely event that the audience would ask for an encore) over and over and over again. His voice long gone and completely exhausted, the singer asks the audience with his last remanent of energy : Until when do I have to sing this song? The audience in chorus responds: UNTIL YOU LEARN IT! If t < 1, then
Therefore, using the following elementary inequality, valid for t > s > 1, log t − log s (1 + log t) ≤ 1, we find that for t > 1,
So altogether we have
≤ c f LLogL , and Theorem 2 follows for p 0 = ∞.
Let us indicate the minor changes that are needed to deal with the case p 0 < ∞. We thus work with the pair (L 1 , L p 0 ,1 ). We must replace (2.4) by
By Holmstedt's formula (cf. [6] page 53)
We thus arrive at
Since s(T f ) * * (s) is increasing we can estimate the left-hand side of (2.7) from below as follows
To estimate the right-hand side of (2.7) we change the order of integration and derive
Combining (2.7), (2.8) and (2.9) we have 
we thus see that the new extra term can be controlled as in the case p 0 = ∞, and the desired result follows at once.
Proof of Theorem 3.
Recall that by [19] , Theorem 3.3 (iii)-page 22 (see also Appendix B, Example 3) we have that
By [19] , Corollary 3.5 (ii)-page 24, (3.2) is in turn equivalent to
Summarizing: (3.1)⇔(3.2)⇔(3.3). Using the formula for the K−functional for the pair (L 1 , L ∞ ) we thus find
= 1 and
while if t < 1 we have
Combining estimates we find
(1 + log
as desired.
Proof of Theorem 1
Since we obviously have M ⊂ L 1 + L ∞ it remains to prove (1.1) 4 . We now show that (1.1) follows directly from (2.5). Recall the following known formula connecting distribution functions and rearrangements (a reference, but certainly not the original reference, is [20] page 514, formula (4.6)):
(Draw a picture!) The proof of Theorem 2 shows that for t > 1, we have
and thus
Using (4.1) we get
and by a further change of variables
and therefore
It remains to show that we can replace 1 + log λ T f (t) by 1 + log 1 t in (4.4) . To see this we compare log λ T f (t) and log 1 t as t → 0. In fact we now show that (4.5) lim
and (4.5) follows readily by a change of variables. On the other
Therefore, by L'Hospital's rule,
4 Actually a slight modification of the argument used in Theorem 3 shows that we actually
which combined with (4.2) shows that
Once again a change of variables shows that (4.5) also holds in this case. It follows from the previous analysis and (4.4) that
as we wanted to show.
Since it could be useful in the context of approximation we give a different approach which is connected with a formulation of extrapolation in terms of the "Error of approximation functional" given in [19] and also [12] 5 . In the setting of approximation theory we should replace K/J inequalities with E/F inequalities, where the F −functional is a suitable analogue of the J−functional (as defined, for example, in [19] 
Indeed t is shown in [19] 
where
A computation using (2.3) gives
e ) (r). In particular, using the well-known formula (cf. [6] , [20] )
It is then easy to extend this formula to all of LLogL using approximation. The approximation in question is the usual atomic decomposition of f in LLogL known to Yano (in general the approximation takes the form of a version of the SFL 6 for the E−functional (cf. [15] , Theorem (4.2), pages 80-82).) Let us go through the details. Let
It will be also convenient to let
Using the basic additivity properties of E functionals (cf. [6] page 174, in fact for the case we need here (i.e. the E−functional given by (4.8)) see [9] , Lemma 2.2) we obtain
Therefore if f ∈ LLogL we have,
and taking limits we get
Final Remarks
We briefly indicate further generalizations afforded by our methods as well as some connections to related problems 7 . For example, in [19] it is shown how to deal with more general rates of decays; estimates of the form (p − 1) −α are replaced by suitable "tempered" decay functions M (θ) (cf. [19] , page 27). Carro's result can be cast in the more general context of extrapolation spaces associated with the F method as described in [19] page 41, [23] page 93-96 (cf. also [12] ). In fact, in this context we have at our disposal the strong form of the fundamental lemma for the E/F functionals obtained in [15] . In particular, extrapolation methods also apply in the context of scales of Schatten ideals (cf. [16] , [12] , [30] ). We believe that the decompositions used in [15] , [12] and [23] have further applications in approximation theory and in particular in compression and wavelet approximations (cf. [23] ). 7 For more applications of extrapolation theory to classical analysis we refer to [19] and [30] .
For a connection with the study of translation invariant operators and factorization (cf. [34] ), for a unified approach that includes the extrapolation theory of Rubio de Francia we refer to [27] . New applications to the study of dilation maps can be found in [26] An interesting related problem (treated in [13] ) connecting extrapolation with Tauberian results is the existence of certain special traces in the Macaev ideals of operators (cf. [13] 
The connection with the K functional is given by (cf. [6] )
Calculations of extrapolation spaces associated with Schatten ideals can be obtained using (5.1) (cf. [23] and [30] ). We also refer to [1] for a related application to the convergence of stationary sequences. We hope to return to these questions elsewhere.
Appendix A: The work of Herz
In an unpublished paper [17] that nevertheless was noted in the literature, Herz considered sharp end point versions of the Marcinkiewicz interpolation theorem and anticipated versions of the K/J inequalities of [19] for L p spaces. (This was discussed in [20] but we stress this point here and provide more details.) In this section we discuss the relevant parts of Herz' work as they apply to the results of this paper, and since [17] is not readily available, we include here all the details not in [20] .
Definition 1. Let T be a sub-linear operator defined on simple functions. We shall say that T is of "feeble type ∞" if for all f with |f | ≤ χ E , |E| = s, we have
(T f ) * * (t) ≤ c(1 + log s t ) for 0 < t ≤ s.
We shall say that T is of "feeble type 1" if for all f with |f | ≤ χ E , |E| = s, we have
These weak forms of continuity appear in extrapolation as follows:
for p > 1 near 1, say for definiteness that p ∈ (1, 2). Then T is of feeble type 1. 
where x = t/s. If x ≥ e 2 then we can choose p = log x, and we obtain
≤ es log t s , for t ≥ e 2 s.
Since T is of type 2, it is also of weak type 2, hence we have
On the other hand, if x = s t ≤ e then 2x 1/2 ≤ e(1 + log x), so that estimating with p = 2 we find 1
≤ ce(1 + log x), as we wished to show.
Let us show how to obtain Theorem 2 using Herz' result. It will suffice to derive the basic rearrangement estimate (2.10) since with this inequality at hand we may then proceed with the proof provided in Section 2.
Let us suppose then that T f p ≤ p p−1 f p , 1 < p ≤ p 0 , for simple functions taking only one value, and let f = χ A with |A| = s. If we estimate using the weak type (p 0 , p 0 ) estimate we find:
Therefore, combining the previous estimate with Proposition 1 (i), we find that for
and thus we arrive at (6. 2) below see [20] , formula (3.8 
), page 512) Suppose that T is of feeble types 1 and ∞. Then for all
Moreover,
Remark 1. It is easy to modify the definition of "feeble" type to accommodate other type of growth estimates (e.g. higher powers of logarithms, etc.) and indeed, as
shown in [19] , "feeble" type conditions in the more general context of interpolation theory become special cases of K/J inequalities.
Appendix B: Interpolation vs Extrapolation
It will be useful to remind the reader rather briefly, and informally, of the basic features of the K−method of interpolation. We work with compatible pairs of Banach spaces and linear operators. Suppose that T is a bounded continuous operator, T : X i → Y i , i = 0, 1, then we obviously have
. In this notation we have
a "K−functional estimate for T ". Note that conversely starting from (7.1) we can, up to a certain extent, 9 recover the original estimates T : [33] , page 214) and furthermore, T :
Applying suitable function norms Φ ("interpolation methods") to (7.2) we get "interpolation theorems". In particular, if we apply the "Lions-Peetre" method (which is defined using the norms
Φ θ,q (f ) = { ∞ 0 (f (s)s −θ ) q ds s } 1/q ) we get t 0 (T f ) * (s)ds ≤ c t 0 f * (s)ds ⇒ T : L(p, q) → L(p, q).
Actually (7.2) implies T : X → X for all rearrangement-invariant (r.i.) spaces X. Indeed we have:
The usefulness of the Lions-Peetre scale is that many familiar interpolation spaces can be identified using it, and that calculations are aided by a neat trick called reiteration.
In the context of the extrapolation theory of [19] one starts with a family of estimates rather than a pair of estimates. To achieve an estimate like (7.1) is more difficult and the methods of [19] present ways to overcame these difficulties. To understand how to work around the difficulty bring in the J functional:
The analogue of (7.1) in terms of the J functional is the trivial: 
The following end point estimates hold
Let M (θ) be a positive function defined on (0, 1), let τ (t) = inf{M (θ)t θ } 12 and let us represent the concave function τ by
For a pair of mutually closed pair (A 0 , A 1 ) we then have for any q ∈ [1, ∞] (cf. [19] , page 25, formula (3.9) combined with Theorem 3.12, page 29)
In particular if M (θ) = 1 then
we have (cf. [19] , page 32) (7.24)
If one of the parameters α or β is zero then (7.24) simplifies somewhat in as much as the corresponding term drops (compare with Holmsted's formulae (7.15) and (7.16).) In particular if α = 1 and β = 0 we obtain (compare with (7.16) by formally letting θ 0 = 0, q 0 = 1)
while if α = β = 0 we have (cf. [19] , page 25)
In the case α = 0, β = 1 we have (compare with (7.15) by formally letting θ 1 = 1 and q = 1)
Let us illustrate the reiteration formulae and give an abstract proof of a general version of the key inequality (2.4) above. Suppose that T :
and therefore, by (7.26), (7.25) and (7.27), we obtain
The moral is that in the theory of [19] , is an extension of the K−functional for suitable families of spaces, and the K/J inequalities encode in a convenient way all the information provided by the initial family of estimates. Moreover, the reiteration techniques and formulae developed in [19] make a good instrument for computation. A dual method ∆ is also developed in [19] , which in turn corresponds to an extension of the J−functional. 12 To simplify the formulae we shall assume that lim t→0 τ (t) = lim t→∞ τ (t) t = 0. If we plug t = 1 in (7.28) we obtain T :
and
where the last equivalence follows for example from [5] , Theorem 5.2, page 221.
We have thus obtained,
a result somewhat weaker than Theorem 2 13 . In case of finite measure spaces the result takes the more compact form
which is Yano's extrapolation theorem. Thus although, as we have shown, Theorem 2 follows from the K/J inequalities we cannot obtain it by simply plugging in t = 1 in the corresponding K/J inequality. Still spaces obtained by the " method" include the L(LogL) α spaces, which are of great interest in analysis. [19] ).
