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Abstract
As a time discretization scheme for an ordinary differential equation with a stiff linear term, there is a class of methods that
utilize the exponential or related functions of the coefficient matrix of the linear term. To implement these methods, we must
compute a set of matrix functions called “ϕ-function”, that includes the exponential itself, and it is important to compute these
functions efficiently and accurately. In this paper, we consider the modified scaling and squaring method for the computation of
ϕ-function. An algorithm based on Higham’s method is defined, and the bounding parameter θm appropriate for ϕ-function is
determined from an analysis of the truncation error under the assumption of the exact arithmetic. We also consider the propagation
of the rounding error in the squaring process, and show that the error of ϕ-function is expected to be less than or roughly equal
to that of the matrix exponential. Several evaluations are performed for famous test matrices, and the result shows that when the
matrix exponential is computed accurately, the other ϕ-functions can also be obtained with the same level of accuracy.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Since the 1960’s [1], exponential integrators have long been studied as time discretization methods especially suited
for linearly stiff ODEs such as
y′(x) = Λy(x)+ f (y(x)), (1.1)
where Λ is an N × N constant matrix. Various types of formulas including multistep type, Runge–Kutta type and
Rosenbrock type have been proposed by many authors and have been investigated in terms of their theoretical
foundation and practical efficiency (e.g., [2–6]). An extensive review work on this subject has recently been done
by Minchev and Wright [7], and many relevant references are found therein.
For the most part of these various exponential integrators, a class of matrix functions, called “ϕ-function”, are
commonly used as the coefficients of time stepping formulas, and their definition is written as
ϕn(Λh) := (Λh)−n
(
eΛh −
n−1∑
k=0
(Λh)k
k!
)
=
∞∑
k=0
(Λh)k
(k + n)! =
1
n! 1F1(1, n + 1;Λh), (1.2)
where 1F1 is the confluent hypergeometric function [8].
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It is well known that the computation of ϕ-function includes many difficult problems. In addition to the difficulties
in the matrix exponentiation itself [9,10], the definition (1.2) cannot be used for a non-invertible matrix, while in
many important applications the matrix does not have its inverse. Even when the inverse can be obtained, a serious
cancellation occurs in the computation such as ex − 1 for x nearly zero. To overcome these difficulties, various
methods have been proposed, e.g., Krylov subspace approximation [11,12], the tridiagonal reduction [13], Cauchy
integral method [14], and the modified (or corrected) scaling and squaring method based on Taylor approximation [3]
or [6/6] Pade´ approximant [2,15]. Although these methods have their own advantages and disadvantages, we
consider in this paper the modified scaling and squaring method. One of the advantages of this type of algorithm
is that it can be applied to arbitrary square matrices without a priori knowledge of their structure. In addition,
when a time integration is performed in a constant step width, an efficient exponential integrator is implemented
with this method, because the matrix coefficients can be computed once and for all before starting the time
stepping.
The purpose of this paper is to define an algorithm for computing ϕ-function as a natural extension of Higham’s
scaling and squaring method for the matrix exponential [16], and to provide an error analysis both for the
truncation in the initial approximation and for the rounding in the squaring process. Based on the result of the
truncation error analysis, a set of optimal parameters suited for ϕ-function is also determined. In Section 2, the
definition of the algorithm studied in this paper is provided, and the truncation error analysis of the algorithm
is performed in Section 3.1, where the effect of the truncation is considered under the assumption of the exact
arithmetic. After introducing a class of auxiliary functions, a mixed forward–backward error result is obtained.
By utilizing this result, we consider a set of optimal parameter in Section 3.2, and provide numerical evidence
of their validity as much as possible with the aid of symbolic manipulation and multiple precision arithmetic.
The propagation of the rounding error in the squaring process is also investigated in Section 3.3, and an
expected tendency of the forward error of ϕ-function is confirmed through numerical experiments summarized in
Section 4.
2. Description of the algorithm
Since the modified scaling and squaring method is an extension of the scaling and squaring algorithm for the matrix
exponential, we briefly summarize the latter in the first step. The scaling and squaring method for eΛh usually consists
of the following three steps (e.g., [9,10]),
(1) Divide the matrix Λh by the sth power of two,
(2) Compute the diagonal Pade´ approximant rm(Λh/2s) ∼ eΛh/2s ,
(3) Square the matrix rm(Λh/2s) repeatedly to obtain (rm(Λh/2s))2
s ∼ eΛh .
This algorithm is based only on the exponent law eΛh = eΛh/2 eΛh/2, hence a similar algorithm is possible for a
function other than the exponential, when the function has a “double-angle” relation. Although each ϕ-function does
not have such a property except the exponential eΛh =: ϕ0(Λh) itself, it is known that such a relation holds for a set
of ϕ-functions {ϕn}nMn=0 [2,3,15], which may be written in a general form as
ϕn(Λh) = 12n ϕ0(Λh/2) ϕn(Λh/2)+
1
2n
n∑
j=1
1
(n − j)! ϕ j (Λh/2), (2.1)
or in the matrix-vector form as

ϕ0(Λh)
ϕ1(Λh)
ϕ2(Λh)
ϕ3(Λh)
 =

ϕ0(Λh/2) 0 0 0
0
1
2
(I + ϕ0(Λh/2)) 0 0
0
1
4
I
1
4
(I + ϕ0(Λh/2)) 0
0
1
16
I
1
8
I
1
8
(I + ϕ0(Λh/2))


ϕ0(Λh/2)
ϕ1(Λh/2)
ϕ2(Λh/2)
ϕ3(Λh/2)
 , (2.2)
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where the exponent law is embedded in the first row. This recurrence relation is derived from the integral representation
of ϕ-function,
ϕn(Λh) = e
Λh
(n − 1)! hn
∫ h
0
e−Λτ τ n−1dτ, (2.3)
by dividing its interval of integration and shifting the variable of integration in the latter half.
To start the squaring process according to Eq. (2.1), numerical approximations for the initial values are necessary.
When the scaling parameter s is sufficiently large, the exponential of the matrix Λh/2s can be computed accurately
by the diagonal Pade´ approximant,
eΛh/2
s ∼ rm(Λh/2s) := qm(Λh/2s)−1 pm(Λh/2s), (2.4)
where pm and qm are polynomials defined by
pm(z) = qm(−z) =
m∑
j=0
(2m − j)!m!
(2m)! (m − j)! j ! z
j . (2.5)
The value of ϕ-function can also be computed by rational approximants near the origin. If we replace the exponential
in Eq. (1.2) by its approximant pm/qm , and multiply qm on both sides, we obtain
qm(Λh/2s) ϕ̂n(Λh/2s) = (Λh/2s)−n
(
pm(Λh/2s)−
n−1∑
k=0
(Λh/2s)k
k! qm(Λh/2
s)
)
, (2.6)
where the hatted symbol ϕ̂n(Λh/2s)means an approximation for ϕn(Λh/2s). When n is less than or equal tom+1, the
right-hand side of Eq. (2.6) is shown to be a polynomial without a negative power of Λ. Therefore, the inverse of the
matrix Λ itself is not necessary to obtain ϕ̂n(Λh/2s), while that of qm(Λh/2s) is required instead. When we compute
several ϕn’s simultaneously, we can obtain all values only by repeated forward and backward substitutions, once the
denominator qm is LU-decomposed. It is shown by Higham [16] that the existence of the inverse of qm(Λh/2s) is
ensured for an arbitrary square matrix Λ by a suitable choice of the scaling parameter s and the order m of Pade´
approximant. The criterion is succinctly written as ‖Λh/2s‖1 ≤ θm , where the real parameter θm is also defined and
tabulated in [16]. In addition, he shows under the assumption of the exact arithmetic that when this inequality holds,
the backward error E of the computed matrix exponential, êΛh = eΛh+E , satisfies ‖E‖1/‖Λh‖1 ≤ u, where u is the
unit roundoff of IEEE double precision arithmetic.
We summarize the algorithm described in this section to compute a set of ϕ-function. This is a natural, formal and
straightforward extension of Higham’s algorithm for the matrix exponential, the essential part of which is incorporated
into the following definition.
Algorithm 2.1 (The Modified Scaling and Squaring Method Studied in this Paper). For a square matrix Λ, a set of
ϕ-function {ϕ̂n(Λh)}nMn=0 is computed in the following way:
(1) If the 1-norm and the∞-norm of Λh are less than or equal to θ [nM ]13 , compute the rational approximant defined by
Eq. (2.6) for the smallest m ∈ {3, 5, 7, 9, 13} that satisfies max{‖Λh‖1, ‖Λh‖∞} ≤ θ [nM ]m , and return.
(2) Choose a scaling parameter s to ensure the inequality, max{‖Λh/2s‖1, ‖Λh/2s‖∞} ≤ θ [nM ]13 .
(3) Compute the functions with the scaled matrix Λh/2s by Eq. (2.6) for m = 13.
(4) Apply the double-angle relation (2.1) repeatedly to obtain the required approximation, i.e., compute the following
expression from k = 0 to s − 1:
ϕ̂n(Λh/2s−(k+1)) = 12n ϕ̂0(Λh/2
s−k)ϕ̂n(Λh/2s−k)+ 12n
n∑
j=1
1
(n − j)! ϕ̂ j (Λh/2
s−k). (2.7)
One of the differences from the underlying scaling and squaring method is that the parameter θ [nM ]m depends on the
maximal index nM of ϕ-function to be computed. In addition, the norm of Λh/2s is bounded not only by the 1-norm
but also by the ∞-norm. In the following section, we carry out an error analysis of this algorithm, and explain the
reason of these modifications.
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3. Error analysis
3.1. Backward error analysis in the exact arithmetic
In this and the next subsection, we consider solely the effect of the truncation error, i.e., the consequence of
the initial values being approximated by the rational functions. For this purpose, we assume the exact arithmetic
throughout in these two subsections.
First, we introduce another class of auxiliary functions to facilitate the analysis.
Definition 3.1 (ξ -Function). Let Λ be an N by N square matrix. A class of functions, denoted as ξΛhs,n,k , are defined
by
ξΛhs,n,k :=
1
2nk(n − 1)!
2k−1∑
m=0
(2k − 1− m)n−1ϕ0
(
mΛh/2s
)
, (s, n ∈ N, 0 ≤ ∀k ≤ s) (3.1)
where we regard 00 = 1 and 0 j = 0 for j > 0.
This is a simple weighted summation of the matrix exponential, e.g.,
ξΛh3,2,3 = 164
{
7 I + 6 e1Λh/8 + 5 e2Λh/8 + 4 e3Λh/8 + 3 e4Λh/8 + 2 e5Λh/8 + e6Λh/8} , (3.2)
and is one of the possible generalizations of the function introduced in [17]. For k = s, the definition is written in the
form of an approximate integral,
ξΛhs,n,s =
1
(n − 1)!
1
2s
2s−1∑
m=0
(
1− 1+ m
2s
)n−1
ϕ0(mΛh/2s) ∼ e
Λh
(n − 1)! hn
∫ h
0
e−Λτ τ n−1dτ, (3.3)
hence the function ξΛhs,n,s converges to ϕn(Λh) in the limit s → ∞. By utilizing this class of functions, we represent
the squared ϕ-function in terms of its initial value without recurrence.
Lemma 3.2. The value of ϕ-function after being squared k-times is
ϕn(Λh/2s−k) =
n−1∑
j=0
1
2 jk
ξΛhs,n− j,k ϕ j+1
(
Λh/2s
)
, (1 ≤ ∀k ≤ s), (3.4)
where ϕ j+1(Λh/2s) in the right-hand side is the initial value for the squaring process.
Proof. From Definition 3.1, it is shown that Eq. (2.7) also holds for ξ -function, i.e.,
ξΛhs,n,k =
1
2n
ϕ0(Λh/2s−k+1) ξΛhs,n,k−1 +
1
2n
n∑
j=1
1
(n − j)! ξ
Λh
s, j,k−1, (1 ≤ ∀k ≤ s), (3.5)
and from this relation, Eq. (3.4) is proved by induction with respect to k. 
The symbol k in the expression ϕn(Λh/2s−k) of Eq. (3.4) denotes the number of squarings experienced by ϕn . We
obtain the following result immediately from the above lemma.
Proposition 3.3 (Absolute Error Under the Exact Arithmetic). Under the assumption of the exact arithmetic, the
approximate value ϕ̂n for ϕ-function obtained by the Algorithm 2.1 is expressed as
ϕ̂n(Λh) = ϕn(Λh + E)+ Ebk + Etr, (∀n ∈ N, ‖E‖/‖Λh‖ ≤ u), (3.6)
where ϕn(Λh+ E) is the exact value of ϕ-function whose argument is slightly perturbed by E, which is the backward
error of the exponential, and Ebk and Etr are defined respectively by
Ebk :=
n−1∑
j=0
1
2s j
ξΛh+Es,n− j,s
{
ϕ j+1
(
Λh/2s
)− ϕ j+1 ((Λh + E)/2s)} , (3.7)
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Etr :=
n−1∑
j=0
1
2s j
ξΛh+Es,n− j,s
{
ϕ̂ j+1
(
Λh/2s
)− ϕ j+1 (Λh/2s)} . (3.8)
The corresponding forward error satisfies the following inequality,
‖ϕ̂n(Λh)− ϕn(Λh)‖ ≤ ‖ϕn(Λh + E)− ϕn(Λh)‖ + ‖Ebk‖ + ‖Etr‖. (3.9)
Proof. From Lemma 3.2, the value of ϕ-function obtained by s-times squarings is
ϕ̂n (Λh) =
n−1∑
j=0
1
2 js
ξΛh+Es,n− j,s ϕ̂ j+1
(
Λh/2s
)
, (3.10)
where ϕ̂ j+1(Λh/2s) means the rational approximant, and the argument of ξ -function is perturbed by E , because it
depends on Λ only through the approximate exponential. Another equality between the exact values of ϕ-function is
also obtained from Eq. (3.4) such as
ϕn (Λh + E) =
n−1∑
j=0
1
2 js
ξΛh+Es,n− j,s ϕ j+1
(
(Λh + E)/2s) , (3.11)
where all functions, ϕ’s and ξ ’s, are mathematically exact ones, while their arguments are uniformly perturbed. Eq.
(3.6) is confirmed by subtracting Eq. (3.11) from Eq. (3.10). 
Proposition 3.3 is a mixed forward–backward error result. The first and second terms in Eq. (3.9) are represented as
a small perturbation of the argument, and the relative perturbation ‖E‖/‖Λh‖ is already bounded by a unit roundoff,
hence we cannot expect further improvement. The third term Etr defined in Eq. (3.8) comes from the truncated
approximation for ϕ-function, and do not appear explicitly in the case of the exponential. From a requirement for
this term to be sufficiently small, the bounding parameter θ [nM ]m may be determined, which we consider in the next
subsection. To proceed further, we temporary assume that these errors are bounded as
‖ϕn(Λh/2s)− ϕn((Λh + E)/2s)‖ ≤ εbks,n, ‖ϕ̂n(Λh/2s)− ϕn(Λh/2s)‖ ≤ εtrs,n . (3.12)
As for a bound of ξ -function, we use the logarithmic matrix norm [18–20] denoted by µ, because the function is a
simple summation of the matrix exponential, and in addition, some of the eigenvalues of the matrix Λ that appears in
linearly stiff ODEs usually have negative real part with large modulus. Since the inequality ‖eΛh‖ ≤ eµ(Λh) holds for
an arbitrary square matrix, the forward error terms in Eq. (3.9) are written succinctly as
‖Ebk‖ + ‖Etr‖ ≤
n−1∑
j=0
1
2s j
ξ
µ(Λh+E)
s,n− j,s
(
εbks, j+1 + εtrs, j+1
)
. (3.13)
From this inequality, we obtain an expression for the relative forward error.
Proposition 3.4 (Relative Forward Error). A relative bound for the forward error terms in Eq. (3.9) is written as
‖Ebk‖ + ‖Etr‖
‖ϕn(Λh)‖ ≤
ϕn(µ(Λh + E))
‖ϕn(Λh)‖ εs (3.14)
where εs is a positive constant that satisfies
εbks, j+1 + εtrs, j+1
ϕn(µ(Λh + E)/2s) ≤ εs, ∀ j. (3.15)
Proof. By dividing both sides of Eq. (3.13) by ‖ϕn(Λh)‖, and inserting ϕ j+1/ϕ j+1 = 1 in the right-hand side, we
obtain
‖Ebk‖ + ‖Etr‖
‖ϕn(Λh)‖ ≤
1
‖ϕn(Λh)‖
n−1∑
j=0
1
2s j
ξ
µ(Λh+E)
s,n− j,s ϕ j+1(µ(Λh + E)/2s)
(
εbks, j+1 + εtrs, j+1
)
ϕ j+1(µ(Λh + E)/2s) . (3.16)
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When the relative initial error (εbks, j+1 + εtrs, j+1)/ϕ j+1(µ(Λh + E)/2s) is uniformly bounded by a constant εs
independent of the index j , we obtain Eq. (3.14) from Lemma 3.2. 
One of the differences from the case of the exponential is that the function ϕn(z), (n ≥ 1) has its zeros on the complex
plane; therefore, when all the eigenvalues of Λh coincide with the zeros, the relative error may diverge, while the
absolute error remains finite.
If we ignore the small backward error E in Eq. (3.14), it is simplified to
‖Ebk‖ + ‖Etr‖
‖ϕn(Λh)‖ .
ϕn(µ(Λh))
‖ϕn(Λh)‖ εs, (3.17)
which is simplified further by the following properties of ϕ-function.
Lemma 3.5 (ϕ-Function and its Norm).
(1) ϕn(x) is a positive and monotonically increasing function on the real axis.
(2) For a normal matrix with only real eigenvalues, ‖ϕn(Λh)‖2 = ϕn(µ2(Λh)) = ϕn(α(Λh)), where ‖ · ‖2 is the
matrix 2-norm (the spectral norm), µ2 is the corresponding logarithmic norm, and α is the spectral abscissa (the
maximal real part of the eigenvalues).
Proof. (1) Since the derivative of ϕn(x) = 1F1(1, n + 1; x)/n! is ϕ′n(x) = 1F1(2, n + 2; x)/(n + 1)! and
1F1(2, n + 2; x) is a power series with only positive coefficients, ϕ′n(x) > 0 for x ≥ 0. For a negative x ,
(n + 1)!ϕ′n(x) = 1F1(2, n + 2; x) = ex 1F1(n, n + 2;−x) > 0, where we use the equality 1F1(α, γ ; x) =
ex 1F1(γ − α, γ ;−x). From limx→−∞ ϕn(x) = 0, ϕn(x) > 0.
(2) From the definition of the 2-norm, ‖ϕn(Λh)‖2 = max{√ϕn(λih)ϕn(λih)∗; 1 ≤ i ≤ N }, where λi ’s are the
eigenvalues of a normal matrix Λ. When all λi ’s are real, the above expression coincides ϕn(α(Λh)), because
ϕn(x) is a monotonically increasing function. 
Then, for a normal matrix with only real eigenvalues, Eq. (3.17) reduces to
‖Ebk‖2 + ‖Etr‖2
‖ϕn(Λh)‖2 .
ϕn(µ2(Λh))
‖ϕn(Λh)‖2 εs = εs, (3.18)
where the relative error, in terms of the matrix 2-norm, is roughly bounded by that of the initial approximation.
3.2. Initial error and the bounding parameter
In the previous subsection, the approximate value of ϕ-function was not represented in the ideal form of the
backward error analysis. The right-hand side of Eq. (3.6) consists not only of the backward term ϕn(Λh+ E), but also
of the forward terms including the initial truncation error,
ϕ̂n(Λh/2s)− ϕn(Λh/2s), (3.19)
the norm of which should be kept sufficiently small by a suitable choice of the parameter s. Hence in this subsection,
we provide one of the possible definitions of the parameter θ [nM ]m that bounds the norm of the scaled matrix, and
consider its validity and limitations with the aid of a symbolic manipulation software and multiple precision arithmetic.
First, we provide a definition of θ [nM ]m .
Definition 3.6 (The Bounding Parameter). Let u be a unit roundoff and R be the convergence radius of qm(z)−1. A
bounding parameter θ [n]m is a real positive number less than R, and is the maximal one that satisfies the condition,
|ϕ̂n(θ)− ϕn(θ)| ≤ |ϕn(θ(1+ u))− ϕn(θ)|, 0 ≤ ∀θ ≤ θ [n]m . (3.20)
Since the right-hand side of Eq. (3.20) is rewritten as uθϕ′n(θ)+ O(u2), the above condition ensures that ϕ̂n is one of
the best possible approximations for ϕn at least in the interval [0, θ [n]m ] on the real axis.
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Table 3.1
The bounding parameter θ [n]m
m θ [1]m θ [2]m θ [3]m θ [4]m
3 5.6157211029084633e−03 1.1684669784240026e−03 7.7543685445764846e−05 3.0538289913172909e−07
5 2.0044664339611825e−01 1.4284050683124090e−01 8.8965779243155152e−02 4.5631120461304921e−02
7 8.7908729387086115e−01 7.8683344602375597e−01 6.7768547444289960e−01 5.5679491195623167e−01
9 2.0342766605280691e+00 1.9483995540541480e+00 1.8389562774597516e+00 1.7061659666051970e+00
13 5.3302347837622749e+00 5.2785617757601364e+00 5.2137825437140124e+00 5.1328733502655685e+00
We can solve Eq. (3.20) numerically in multiple precision, and the result is shown in Table 3.1 for n up to 4. A
table of θ [0]m is omitted because it happens to coincide with the original θm defined by Higham [16]. Since Eq. (3.20)
is one of the necessary conditions for a parameter to be θm , this coincidence is not completely accidental.
Under the bound defined by these parameters, we confirm numerically the accuracy of approximation for a complex
scalar z in a disk |z| ≤ θ [nM ]m . We have evaluated the following expression,
u|z||ϕ′n(z)| − |ϕ̂n(z)− ϕn(z)| = u|z||ϕn(z)− nϕn+1(z)| − |ϕ̂n(z)− ϕn(z)|. (3.21)
When the value of this expression is positive, the inequality,
|ϕ̂n(z)− ϕn(z)| ≤ u|z||ϕ′n(z)|, (3.22)
holds, and we can convince ourselves that ϕ̂n is a good approximation for the complex function ϕn(z). Although
we omit the numerical results, the minimal value of Eq. (3.21) is non-negative up to the unit roundoff for all
m ∈ {3, 5, 7, 9, 13} and for nM up to 4, hence the inequality (3.22) is empirically confirmed.
From these observations, we consider the accuracy of our approximation in the case of normal matrices under
the assumption of the exact arithmetic. When a matrix A := Λh/2s is normal, it is diagonalized as D = U AU∗ =
diag(λ1, . . . , λN ),whereU is a unitary matrix. Since both of the 1-norm and the∞-norm of the matrix A are bounded
by θ [nM ]m from Algorithm 2.1, the 2-norm is also bounded by θ [nM ]m , because ‖A‖2 ≤ √‖A‖1‖A‖∞ ≤ θ [nM ]m [21].
Hence, all the eigenvalues λi are included in a disc |z| ≤ θ [nM ]m . From the inequality (3.22), we can expect that
|ϕ̂n(λi )− ϕn(λi )| . u|λi ||ϕ′n(λi )| ⇒ ‖ϕ̂n(A)− ϕn(A)‖2 . u max
{|λi ||ϕ′n(λi )|} . (3.23)
Although we cannot provide a mathematical proof, this is an almost ideal bound confirmed by a numerical experiment.
Finally in this subsection, we consider the case of general non-normal matrices, although it is difficult to obtain an
ideal result as in the case of the matrix exponential. To provide a rough bound for the truncation error, we compute
and compare the bounds for the two terms,
‖ϕn((Λh + E)/2s)− ϕn(Λh/2s)‖, and ‖ϕ̂n(Λh/2s)− ϕn(Λh/2s)‖, (3.24)
where ‖Λh/2s‖ ≤ θ [nM ]m , and show that they are roughly equal. From the series expansion, it is shown that the first
expression in Eq. (3.24) is bounded by
ϕn(θ
[nM ]
m (1+ u))− ϕn(θ [nM ]m ), (3.25)
when ‖Λh/2s‖ ≤ θ [nM ]m , because Λh commutes with E . From the definition, the second expression in Eq. (3.24) is
less than or equal to
‖qm(Λh/2s)−1‖
∥∥∥(Λh/2s)−n {pm(Λh/2s)− ϕ0(Λh/2s)qm(Λh/2s)}∥∥∥ , (3.26)
whose bound is estimated by the technique described and employed in [16], where a symbolically obtained power
series with positive coefficients that bounds the expression under consideration is computed in multiple precision
arithmetic. Since the series expansion of the second factor of Eq. (3.26) has positive coefficients up to 150th order
term for n ≤ 4 and for odd m up to 13, the value of the expression at θ [nM ]m is the required quantity. The norm bound
of the inverse ‖qm(Λh/2s)−1‖ for ‖Λh/2s‖ ≤ θ [nM ]m is also obtained in a similar way [16]. Computed values for
nM = 3 are summarized in Table 3.2, where εbks,n is the bound for the first term in Eq. (3.24), and εtrs,n is the bound for
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Table 3.2
Numerical bounds for the initial error, εbks,n and ε
tr
s,n . nM = 3
n m εtrs,n ε
bk
s,n n m ε
tr
s,n ε
bk
s,n
0 3 1.673e−34 8.610e−21 2 3 2.782e−26 1.435e−21
0 5 3.003e−22 1.080e−17 2 5 3.795e−20 1.721e−18
0 7 1.291e−18 1.482e−16 2 7 2.812e−18 1.780e−17
0 9 1.184e−16 1.284e−15 2 9 3.502e−17 9.278e−17
0 13 4.931e−14 1.064e−13 2 13 1.814e−15 2.442e−15
1 3 2.157e−30 4.305e−21 3 3 3.587e−22 3.587e−22
1 5 3.376e−21 5.242e−18 3 5 4.265e−19 4.265e−19
1 7 1.906e−18 5.984e−17 3 7 4.150e−18 4.149e−18
1 9 6.440e−17 3.790e−16 3 9 1.904e−17 1.903e−17
1 13 9.457e−15 1.651e−14 3 13 3.479e−16 3.399e−16
the truncation. From the table, we see that εtrs,n is less than ε
bk
s,n for n up to nM − 1, and is roughly equal to εbks,n for
n = nM . We have confirmed through a numerical computation that the same is true for nM up to 4.
3.3. Forward error analysis in finite precision arithmetic
In the previous two subsections, we performed an analysis of the truncation error under the assumption of the
exact arithmetic, and determined the bounding parameter θ [nM ]m based on the result of the analysis. But in this type of
matrix computations, the rounding error analysis is also important for us to understand the behavior of the algorithm
in a practical computation using finite precision arithmetic. Although it is difficult or impossible to ensure that the
rounding error is sufficiently small, we can roughly predict its behavior beforehand, and for this purpose, we carry out
a forward error analysis in finite precision arithmetic. Both of the effects of the truncation and rounding are treated as
a whole.
First, we regard the squaring process starting from ϕ̂n(Λh/2s−k) as
ϕ̂n(Λh/2s−(k+1)) = 12n fl
{
fl{ϕ̂0(Λh/2s−k) ϕ̂n(Λh/2s−k)} +
n∑
j=1
1
(n − j)! ϕ̂ j (Λh/2
s−k)
}
, (3.27)
where “fl” means a computation in floating point arithmetic according to the standard terminology. Rounding errors
committed in the matrix–matrix multiplications and additions are taken into account, while those in the scalar divisions
are assumed to be negligible. For a succinct description of the following analysis, we introduce several symbols here.
Definition 3.7 (Symbols to Represent the Forward Error). The forward error of ϕ-function is denoted by a symbol
∆Λhs,n,k , i.e.,
∆Λhs,n,k := ϕ̂n(Λh/2s−k)− ϕn(Λh/2s−k), (3.28)
and the rounding errors committed in the matrix–matrix multiplications and in the matrix summations are written
respectively as
RΛhs,n,k := fl{ϕ̂0(Λh/2s−k) ϕ̂n(Λh/2s−k)} − ϕ̂0(Λh/2s−k) ϕ̂n(Λh/2s−k),
SΛhs,n,k := fl
{
fl{ϕ̂0(Λh/2s−k)ϕ̂n(Λh/2s−k)} +
n∑
j=1
1
(n − j)! ϕ̂ j (Λh/2
s−k)
}
−
{
fl{ϕ̂0(Λh/2s−k)ϕ̂n(Λh/2s−k)} +
n∑
j=1
1
(n − j)! ϕ̂ j (Λh/2
s−k)
}
. (3.29)
The whole error committed or introduced in the (k + 1)st squaring is
EΛhs,n,k := ∆Λhs,0,k ϕ̂n(Λh/2s−k)+ RΛhs,n,k + SΛhs,n,k (3.30)
where ∆Λhs,0,k is the forward error of the exponential, i.e., ϕ̂0(Λh/2
s−k)− ϕ0(Λh/2s−k).
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According to the standard theory of matrix computation [22,23], the norm of these quantities is bounded by those
of the relevant matrices, e.g.,
‖RΛhs,n,k‖ ≤ γN‖ϕ̂0(Λh/2s−k)‖‖ϕ̂n(Λh/2s−k)‖, γN =
Nu
1− Nu , (3.31)
where N is the size of these square matrices and u is a unit roundoff. With these symbols, we eliminate “fl”’s from
Eq. (3.27) and obtain the following recurrence relation for the forward error of ϕ-function,
∆Λhs,n,k+1 =
1
2n
ϕ0(Λh/2s−k)∆Λhs,n,k +
1
2n
n∑
j=1
1
(n − j)!∆
Λh
s, j,k +
1
2n
EΛhs,n,k, (0 ≤ k ≤ s − 1). (3.32)
Since the first and second terms in the right-hand side are equivalent to the recurrence relation of ϕ-function, we
represent them in terms of their initial values as in Lemma 3.2.
Proposition 3.8 (Absolute Forward Error in Finite Precision Arithmetic). The forward error in the numerical value
ϕ̂n(Λh/2s−k) is written as
∆Λhs,n,k =
n−1∑
j=0
1
2 jk
ξΛhs,n− j,k ∆
Λh
s, j+1,0 +
k−1∑
σ=0
n−1∑
j=0
1
2 jσ
ξΛhs−k+σ,n− j,σ
1
2 j+1
EΛhs, j+1,k−1−σ , (3.33)
for ∀s, n ∈ N, and 1 ≤ ∀k ≤ s, and the corresponding inequality of the norm for k = s is
‖∆Λhs,n,s‖ ≤
n−1∑
j=0
1
2 js
ξ
µ(Λh)
s,n− j,s ‖∆Λhs, j+1,0‖ +
s−1∑
σ=0
n−1∑
j=0
1
2 jσ
ξ
µ(Λh)
σ,n− j,σ
1
2 j+1
‖EΛhs, j+1,s−1−σ‖. (3.34)
The proof is straightforward from Eq. (3.32) by induction with some algebra. While the expression (3.34) is rather
complicated, the interpretation is obvious. The first term is the effect of the initial error∆Λhs,n,0, and the second term is
that of the forward error of the exponential and that of the rounding error, RΛhs,n,k and S
Λh
s,n,k , committed in the (s−σ)th
squaring. All these errors, once introduced into the computation, are propagated exactly by ξ -function in the same
way as ϕ-function. An expression for the relative forward error is obtained immediately from this proposition.
Proposition 3.9 (Relative Forward Error in Finite Precision Arithmetic). The relative forward error in the numerical
value ϕ̂n(Λh) is written as
‖∆Λhs,n,s‖
‖ϕn(Λh)‖ ≤
ϕn(µ(Λh))
‖ϕn(Λh)‖
{
εis +
s−1∑
σ=0
εqσ
}
, ∀n ∈ N, (3.35)
where εis and ε
q
σ are real constants that satisfy
‖∆Λhs, j+1,0‖
ϕ j+1(µ(Λh)/2s)
≤ εis, ∀ j, and
1
2 j+1
‖EΛhs, j+1,s−1−σ‖
ϕ j+1(µ(Λh)/2σ )
≤ εqσ , ∀ j, (3.36)
respectively.
Eq. (3.35) is confirmed in exactly the same way as Proposition 3.4 with the aid of Lemma 3.2 for k = s = σ . For a
normal matrix with only real eigenvalues, ϕn(µ2(Λh))/‖ϕn(Λh)‖2 = 1 and the right-hand side of Eq. (3.35) reduces
to a simple summation of the relative initial error εis and the squaring error ε
q
σ . A similar expression for the exponential
is also derived, and is written as
‖∆Λhs,0,s‖
‖ϕ0(Λh)‖ .
ϕ0(µ(Λh))
‖ϕ0(Λh)‖
{ ‖∆Λhs,0,0‖
ϕ0(µ(Λh)/2s)
+
s−1∑
σ=0
( ‖∆Λhs,0,s−1−σ‖
ϕ0(µ(Λh)/2σ+1)
+ γN
)}
, (3.37)
where we assume ‖ϕ̂0(Λh/2σ+1)‖ ∼ ‖ϕ0(Λh/2σ+1)‖. The terms in the brace bracket are the relative forward error of
the initial and intermediate exponential function, respectively. Since the validity or optimality of the inequality (3.35)
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Fig. 3.3. The function f j (x) defined in Eq. (3.40).
hinges on that of the second inequality in Eq. (3.36), we estimate the magnitude of its left-hand side here. To simplify
the analysis, we ignore the summation error SΛhs,n,k and consider only the first two terms in E
Λh
s,n,k , i.e., we assume
‖EΛhs,n,k‖ . ‖∆Λhs,0,k‖‖ϕ̂n(Λh/2s−k)‖ + ‖RΛhs,n,k‖. (3.38)
Although this assumption cannot always be justified, it is usually plausible when the size of the matrix is far greater
than the number of ϕ-function being computed simultaneously. Under this assumption, the left-hand side of Eq. (3.36)
is approximately bounded as
.
1
2 j+1
{‖∆Λhs,0,s−1−σ‖‖ϕ̂ j+1(Λh/2σ+1)‖ + γN‖ϕ̂0(Λh/2σ+1)‖‖ϕ̂ j+1(Λh/2σ+1)‖}
ϕ j+1(µ(Λh/2σ ))
.
( ‖∆Λs,0,s−1−σ‖
ϕ0(µ(Λh)/2σ+1)
+ γN
)
1
2 j+1
ϕ0(µ(Λh)/2σ+1) ϕ j+1(µ(Λh)/2σ+1)
ϕ j+1(µ(Λh)/2σ )
.
(3.39)
The term in the round bracket is the relative forward error of the intermediate exponential, and the rest is an
amplification factor, which is essentially a real scalar function
f j (x) = 12 j
ϕ0(x/2) ϕ j (x/2)
ϕ j (x)
. (3.40)
This is a monotonically increasing function because
f ′j (x) =
1
2 j ( j − 1)!
ϕ0(x/2)
ϕ j (x)2
ϕ j (x)− ϕ j (x/2)
x
> 0, ∀x ∈ R, (3.41)
and converges to 0 in the limit x → −∞, and to 1 when x → ∞ for all j as is shown in Fig. 3.3. Therefore, the
last expression of Eq. (3.39) is roughly equal to or less than the forward error of the exponential. By comparing Eqs.
(3.37) and (3.39), we can expect that the relative error of ϕ-function is usually not greater than that of the exponential
even if the matrix Λh has a large positive logarithmic norm. We confirm this point through numerical experiments in
the next section.
4. Numerical experiments
In this section, we briefly summarize the results of our numerical experiments, where a set of ϕ-function is
computed according to Algorithm 2.1. Since ϕ-function up to ϕ3 is most frequently used in exponential integrators,
we performed the experiments for this case (nM = 3) under the bounding parameter θ [3]m tabulated in Table 3.1. We
took 70 test matrices from the literature, including practical examples that appear in the spectral methods [24,25]. The
size of the matrix is chosen as 16× 16, if its definition permits variable size. To evaluate the accuracy of computation,
the same scaling and squaring method is used in 100 digits precision, where the initial approximation is computed
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Fig. 4.1. Relative error of ϕ-function computed by the method. The first row is the result for ϕˆ1, the second for ϕˆ2, and the third for ϕˆ3. The
graphs in the left column, (a), (b) and (c), show the relative error of the initial approximation ϕˆn(Λh/2s ). The horizontal axis corresponds to
the exponential and the vertical axis to ϕ-function. The graphs in the right column, (d), (e) and (f), compare the error of the squared exponential
eˆΛh = ϕˆ0(Λh) with that of ϕ-function ϕˆn(Λh). The meaning of the axis is the same as in the left column.
by a corresponding Taylor series whose order of truncation is determined by the numerical convergence in the same
precision. All programs have been compiled by g++ 3.4.4 [26] with the library “apfloat” [27] for arbitrary precision
floating point arithmetic.
The graphs (a), (b) and (c) in Fig. 4.1 show the relative error of the initial approximation for ϕn(Λh/2s). The
horizontal axis is the error of the exponential, and the vertical axis is that of ϕ1, ϕ2 and ϕ3, respectively. The relative
accuracy of the exponential seems to be slightly better than the other ϕ-functions especially in the case of ϕ3, probably
because the bounding parameter is limited not by the exponential but by ϕ3 in this case, but significant difference is
not observed, and the same level of accuracy is achieved as a whole. The relative error of the squared value of
ϕ-function is shown in the right column of Fig. 4.1, where the axis has the same meaning as in the left column, and
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the graphs (d), (e) and (f) correspond to ϕ1(Λh), ϕ2(Λh) and ϕ3(Λh), respectively. The tendency expected from the
analysis in Section 3.3 is clearly observed, i.e., the relative error of ϕ-function is roughly equal to or less than that
of the exponential, especially in the case of ϕ1 function as is shown in the graph (d). Although this result supports
the analysis of the Section 3.3, it also suggests the inherent difficulty of the computation of ϕ-function, i.e., when
the matrix exponential is difficult to compute by the scaling and squaring method, the other ϕ-function cannot be
computed accurately; therefore, the computation of ϕ-function by the method is as difficult as, or as feasible as, the
matrix exponentiation.
5. Conclusion
We have considered the modified scaling and squaring method for the computation of ϕ-function employed in
various exponential integrators. After defining an algorithm based on Higham’s scaling and squaring method, we have
performed an analysis of the truncation error under the assumption of the exact arithmetic. A mixed forward–backward
error result is obtained and is represented in terms of a class of auxiliary functions ξΛhs,n,k . From the requirement of
the truncation error to be sufficiently small, we have provided one of the possible definitions of the parameter θ [nM ]m
that bounds the norm of the scaled matrix Λh/2s . A partial support for the validity of the parameter is provided with
the aid of symbolic manipulation and multiple precision arithmetic. A rough bound of the truncation error is also
computed for general non-normal matrices, and the bound is shown to be comparable to the forward equivalence
of the backward error relatively bounded by a unit roundoff. As for the rounding error in the squaring process, we
have derived a relation among the forward errors of the initial, intermediate and final value of ϕ-function, which is
represented in terms of the same class of functions as in the truncation error analysis. By evaluating the amplification
factor that appears in the relation, it was shown that the relative forward error of ϕ-function is expected to be roughly
equal to or less than that of the exponential. Finally, we have performed a numerical experiment, where ϕ-function
up to ϕ3 is computed for 70 test matrices taken from the literature. It has been observed that the accuracy of the
initial approximation for ϕ-function is in the same level of the exponential function, and in addition, the forward
error of the squared value is comparable to that of the exponential, as is expected from the rounding error analysis.
By this property, the modified scaling and squaring method directly inherits the advantages and disadvantages of
the underlying method for the matrix exponential, and we can expect that ϕ-function is computed accurately and
efficiently when an accurate approximation for the matrix exponential is obtained by the underlying scaling and
squaring method.
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