Electronic properties of new materials in high magnetic fields: oxide heterostructures and Weyl-semimetals by Leermakers, I.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/203011
 
 
 
Please be advised that this information was generated on 2019-06-02 and may be subject to
change.
Electronic properties of new
materials in high magnetic fields:
oxide heterostructures and
Weyl-semimetals
Proefschrift
ter verkrijging van de graad van doctor
aan de Radboud Universiteit Nijmegen
op gezag van de rector magnificus prof. dr. J.H.J.M. van Krieken,
volgens besluit van het college van decanen
in het openbaar te verdedigen op vrijdag 10 mei 2019
om 10.30 uur precies
door
Inge Leermakers
geboren op 27 november 1988
te Menlo Park, Verenigde Staten
Promotor: Prof. dr. U. Zeitler
Copromotor: dr. A. McCollam
Manuscriptcommissie:
Prof. dr. A.I. Kirilyuk
Prof. dr. S. Stemmer University of California, Santa Barbara, Verenigde Staten
Prof. dr. J. Aarts Universiteit Leiden
Het onderzoek in dit proefschrift is uitgevoerd in het High Field Magnet Laboratory,
Radboud Universiteit in Nijmegen, Nederland tenzij anders vermeld. Het onderzoek
is financieel gesteund door project nummer 149: ”2-dimensional electron systems in
complex oxides” (DESCO) van de stichting voor Fundamenteel Onderzoek der Materie
(FOM), wat tijdens de promotietijd over is gegaan in de Stichting voor Nederlandse
Wetenschappelijk Onderzoek Instituten (NWO-I), behorende bij de Nederlandse Or-
ganisatie voor Wetenschappelijk Onderzoek (NWO).
Cover design by Inge Leermakers.
Copyright 2019
ISBN: 978-94-6332-483-0
Printed by GVO
Dear reader
The little book in front of you is an important part of finishingmy PhD at the High Field
Magnet Laboratory (HFML). It contains a selection of the work I, together with a lot of
others, performed in the last four years. I haveworked at theHFMLwith enjoyment due
to the science we were doing, with and without guests. But I also highly appreciate the
people that worked/cared/complained daily around me. Therefore, before you enjoy
the physics of the materials I worked on most, I want to thank the people who made it
possible to do this work at all.
With thanks to
Obviously I owe a huge gratitude to my supervisors Prof. dr. Uli Zeitler and dr. Alix
McCollam. Uli, thank you for all the help, day and night. It gives a lot of confidence
when you know you will help whenever I cannot cope any more. For me this moment
was with three lovely guests that started running around tweaking valves randomly
at 5 a.m. because it was their last measurement night and they decided that “we can
go down in temperature”, although I had never done that on my own before. At that
moment we had already been working for 19 hours, and it was my turn to present
the weekly seminar that afternoon — my planning has improved slightly after that.
Alix, I would like to thank you for the lovely discussions and the willingness to explain
everything from the start, and show me to do the experimental work precisely and
patiently. You made me love physics again when I was quite down about finishing at
all.
Jan Kees, your farewell borrel was held one week after I started my PhD with you as my
promotor. Still I got to hear some of your (famous) sayings, and also I had to find out the
hard way to see they were right... But I like a lot of them, such as “Do not underestimate
the power of telling someone something they already know”. So here you go: Thank you
for your life’s work: the HFML.
After my supervisors there were two people I worked with closely: Lucas and Olga.
Lucas, we always had nice discussions, and I will never forget that we started off in the
I
same office, where you recognised everybody by how they walked to the toilet. After a
while we both had other projects than the LAO/STO we started with and we had less
interaction, but the doors stayed open and you helped me a lot. I hope I helped you
back enough to keep the balance. Olga, you have become a good friend in the weeks
that we spent together at night and day to work on the torque measurements. Once in
a while we performed some resistivity measurements together, but that I know about
torque andmagnetism at all is fully your work.
I found out that office mates are really important in life. They keep you in balance
and make sure you take your breaks. So I would like to thank Lucas, Olga, Lisa, Bence,
Claudius, Fernando, Sergio, Mariëlle and Andres for the nice atmosphere, lunches and
discussions. The rest of the offices also had a lot of very nice PhDs andpostdocsworking
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Without technical support the HFML would not be there. Lijnis, Michel and Tom, I
would like to thank you for the nice times and good collaboration. I could come to you
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I had my probe stuck in the outer tube and the three of you helped to get the probe
out, including the sample. The electrical department with Arjan, Edwin, Han, Tim and
several interns, I would like to thank for their thorough work, and easy communication
and explanation. Also if I did not have to know it but asked how something worked,
you always explained what you were doing with passion. And for the random one-time
AFM image and fun afterwards I thank Jan.
Hung, I would like to thank you not only for your normal work, but also for the patience
while explaining the VSM to me and all the jokes that you spread around HFML. And
for my safety, joy and Helium (even if I almost forgot to put it on the ordering list):
Frits, thank you for your careful work in every corner of the building and your down-to-
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What to expect of this thesis
Solid state physics is a rich topic which ranges from branches in the big industries,
manufacturing chips and mobile devices in large quantities, to fundamental research,
which is trying to understand properties of newmaterials sometimes in single samples.
This thesis falls in the later category, where the goal of working on solid state materials
is to understand the observed properties via the description of the behaviour of the
electron. To observe these properties we use extreme conditions, of low temperature
and high magnetic fields.
To probe properties very well, a few large facilities are built in the world to provide ex-
treme conditions, for this material research. The High Field Magnet Laboratory is such
a place for the extreme condition of high magnetic field. With high magnetic field the
magneto-properties can be probed. This includes properties of the electron, which ex-
hibit a lot of exotic behaviour at low temperature. This is the reason this thesis contains
material research at low temperature and high magnetic field. This thesis addresses
two only recently discovered materials: the 2 dimensional electron system with a low
resistivity between two non-conducting oxides in LaAlO3/SrTiO3 heterostructures and
the Weyl semi-metal candidate NbP.
This thesis is organised as follows: In chapter one an introduction is given into the basic
properties of electrons in general and their quantumbehaviour at low temperature and
high magnetic field in particular. The experimental techniques used throughout the
thesis are introduced in chapter two.
The following two chapters address the electronic properties in LAO/STO heterostruc-
tures and also uncover the basics of STO. More specifically, results of experiments on
LaAlO3/SrTiO3 are expressed in chapter three. The biggest andmost fundamental ques-
tion for this material rises from the observation of conductivity at the interface of these
two materials when stacked. Naïvely, this is not expected as both materials are insula-
tors.While doing a lot of experiments on thematerial throughout theworld, it was clear
that the exact samples where diverse in different experiments.This lead to even more
properties observed than the conductivity, such as superconductivity [8], magnetism
[9–11] or the hosting of a high mobility two dimensional electron system [12–14]. The
property of the high mobility is characterised when quantum oscillations are visible in
themagnetoresistance, and that has not been observed in physically the same samples
that showmagnetic behaviour. This third chapter of this thesis is based on the observa-
tion that by illuminating a material that is showing magnetic characteristics, the high
mobility electron system can be found in physically the same sample. This shows that
indeed LAO/STO hosts magnetism and high mobility system in the samematerial.
Chapter four does a step back from the heterostructures to the substrate STO. When
describing properties of amaterial (such as resistivity), theoretical predictions are used.
These are often, especially for complex materials, not fully self-consistent: they use
experimental values to tune the models. For LAO/STO these experimental values are
taken from bulk STO, as it is mainstream to think that the conductivity at the inter-
face is on the STO side of it. In a lot of predictions, these values used at the moment
can not distinguish properly between different predicted scenarios. The experimental
values used in the predictions at the moment come from measurements done a few
decades ago [15]. The magnetoresistance measurements shown in this chapter update
these experimental values with the highest fields as good as we can for bulk STO. As
remarked before bulk STO is an insulator, so the actual material used is STO doped
with lanthanum. Lanthanum is also one of the components from LAO, so we stay close
to the questions raised in the LAO/STO field.
In chapter five we will turn our attention to the other emerging material system, that
of the Weyl semi-metals. More specifically, we discuss experimental measurements in
high magnetic fields on NbP. NbP is one of the materials predicted to contain a con-
densed matter analogue to a particle called the Weyl particle. Weyl theoretically found
a solution to the Dirac equation in 1929, that consists of two bound particles each with
a different chirality. In solid state materials this bound situation would create special
surface states (Fermi-arcs) and the particles would be topologically protected. What
these statements would imply for the exact experiments was not clear from the start
and therefore it was exciting to work with these materials. The results of the magneto-
resistance and magneto-torque measurements in the fourth chapter contribute to the
understanding of the Fermi surface of NbP, which describes the electronic properties
in the material.
Each chapter ends with a conclusion section and the thesis ends with an overall sum-
mary.
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CHAPTER1
The electron
As long as our communal memory remembers, we wonder about the materials around
us. The way we describe matter today has its roots with the Greek philosophers Leucip-
pus and Democritus, who formulated the idea of the atom: an invisible, not dividable
building block of matter. Due to a lot of opposition by other great thinkers and lack
of evidence, the idea needed centuries to become widely known and accepted. In the
eighteenth century, the idea of positive and negative charge was finding its way to the
human understanding, and in 1803 John Dalton succeeded to bring the concept of the
atom back into chemistry. In the nineteenth century the fact that there are electrons
around atomswas finally established [16]. This went in combinationwith a lot of public
presentations of electricity, lightning control, and so on. Science became a hot item,
and the electron became an important topic.
In the beginning of the twentieth century, experimentalists Rutherford,Moseley, Franck
and Hertz (to name a few), established the atom to have a dense nucleus, with positive
charge, surrounded by electrons with negative charge. Essentially, all properties ofmat-
ter, and in particular of solids, can be tracked down to investigating the properties of
these electron. In this thesis we will therefore focus on the electron.
The basis of our present understanding will be briefly discussed below. Extensive treat-
ments may be found in textbooks [17–20].
1.1 Description of the free electron
The electron is a fundamental particle with negative charge of e ≈ −1.6× 10−19 C, an
internal angular momentum, called spin, of s = ~/2 (~ is the reduced Planck constant)
1
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Figure 1.1: (a) The general dispersion relation of E(k) for two bands with different effective masses,
where m∗black >m∗red. (b) d-orbitals drawn after example of [21].
and a mass of m0 ≈ 9.1×10−31 kg. Depending on which experiment you perform the
electron behaves as a particle or a wave. This is called the particle-wave duality.
Schrödinger formulated an equation in 1926, that can describe this wave and its prop-
erties as the particle’s wave function (Ψ(x, t )). For the time-independent situation, it
reads: HΨ= EΨ. When the wave function is known, |Ψ(x, t )|2 is the probability to find
the particle at a specific place. This wave function of the particleΨ is governed by the
HamiltonianH which describes the fields and interactions acting onΨ. That should be
equal to the right side of the equation; eigenvalues of the Hamiltonian matrix, which
are the possible energies of the electrons.
As soon as this Hamiltonian contains terms describing external factors that influence
the electron, the electron is not free anymore. As long as these differences are small, it is
useful to consider these interactions as small perturbations to the free electron, which
we do in the nearly-free electron model. Solving Schrödingers equation for this case,
the energy of a nearly free electron is given by:
E⃗ = 1
2
mv⃗2+V (⃗x)= ~
2k⃗2
2m
+V (⃗k), where ~k⃗ = p⃗ =mv⃗ (1.1)
Here the k⃗ vector is the reciprocal lattice vector.1 V is the potential inwhich the electron
is situated, which is 0 for a free electron and periodic in a crystal: V (x)=V (x+a). The
free electron is described by the first term, E⃗ = ~2k⃗22m , wherem =m0. As soon as an elec-
tron is in a solid material it will have interactions with the lattice of thematerial and/or
with other electrons. Sometimes these interactions are small enough to treat them as a
1In the equal signs of eq. (1.1) are a lot of subtleties and assumptions that are not discussed here.
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perturbation and we talk about the nearly free electron. The nearly free electron has a
non-zero V (⃗k), but it is periodic and small. To still describe it as the free electron and
only use the first term of eq. (1.1), the periodic V (⃗k) is described via Bloch waves by a
slightly altered massm =m∗, which makes the energy:
E⃗ = ~
2k⃗2
2m∗
, (1.2)
which is similar to the free electron. This effective mass is defined by the curvature
of the dispersion relation: (m∗)−1 = ~−1∇2E⃗ (⃗k) (there are a few more words to say at
the end of this chapter). An example of the dispersion relations E⃗ (⃗k) are sketched in
fig. 1.1(a) for electrons with two different masses. When there are several electrons in a
system they form a band. If there are multiple bands fig. 1.1(a) becomesmore complex.
The energy is not always quadratically dependent on k⃗, for example graphenehas bands
with a linear dispersion, even at the band edges. This change of the dependence of the
energy on k⃗, will influence the behaviour of the electrons heavily. Therefore we want to
know the Hamiltonian, solve the Schrödinger equation that is describing the particle
and describe the physics. Experiments can help to find realistic parameters for these
calculations.
Within solid state physics, crystals are often investigated since they have a periodic
arrangement of their atoms. There can be two types of electrons in a crystal, according
to their wave function. The nearly free electrons, which have the wave function ex-
tended over the full crystal (de-localized states), only feel a weak influence of the crystal
potential and contribute to the conductance. Bound electrons, stronger attracted to the
nucleus (localized states) do not contribute to the conductance of a sample. In both
cases the electrons obey the Pauli-exclusion principle, which states that in one system
the electrons cannot be in the same quantum state. In the localized states, electrons
occupy discrete orbitals, calculated from Schrödinger’s equation.
The orbitals with the simplest form, and at the lowest energy, are spherical around the
core of the atom and are called s-orbitals. The second orbitals are shaped like a 3D
“infinity sign” and are called p-orbitals. The third are plotted in fig. 1.1(b), of which
most are almost double p-orbitals and are called d-orbitals. After that we get f -orbitals
and this proceeds to higher energies and different forms. These sets are not in the same
energy-order in all materials, and sometimes an orbital belonging to the d-orbital set
can be of higher energy than a specific orbital of the f -orbital set.
The (nearly) free electrons form a band, but bands also get assigned the orbital charac-
ter, as they can be seen as extended states via overlap of the orbitals.
The amount of interaction between electrons themselves and between electrons and
the atomic nucleus, depends entirely on the crystal and material composition. There-
fore probing the electron and understanding its electrical properties, can provide in-
formation about the crystal. Part of this “probing” is measuring how many nearly free
electrons the material hosts: the carrier density n.
4 1. The electron
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Figure 1.2: The general energy dependence of the density of states in different dimensions.
Due to the Pauli-exclusion principle, also (nearly) free electrons in a crystal can not
be in the same quantum state. The electrons will fill up different states until the full
density is reached. This concept is quantified by the density of states (DOS) which
count the number of possible energy states within an energy interval. The energy of
the last electron (which by definition has the highest energy) is called the Fermi energy,
EF .
Independent of the exact material properties, the dimensionality of the crystal is one
of the very important parameters for the DOS. For example, the free electron DOS is
shown in one, two and three dimensions in section 1.1. The confinement that the elec-
tron experiences, due to less then three dimensions of the crystal structure, changes
the possible states at each energy. Therefore the DOS for (nearly) free electrons, looks
different in accordance with the following equations [19]:
DOS1D (E)= 2L
pi
√
m∗
2~2E
(1.3)
DOS2D (E)= Am
∗
pi~2
(1.4)
DOS3D (E)= V
pi2
p
2E
(
m∗
~2
)3/2
(1.5)
Where L, A and V are the length, area and volume belonging to the right dimension.
The 2D system (eq. (1.4)) is very remarkable: the amount of electrons allowed to have
the same energy is constant over the energy range, while for 1D or 3D it is dependent
on that energy, shown in eqs. (1.3) and (1.5) respectively.
This DOS description for one channel, can be extended if the systemhasmultiple chan-
nels or (sub)bands [20]. Thenmultiple instances of the sameDOS can be stacked, start-
ing at a different starting energy. For 2D the DOS it wouldmean there is a step function
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Figure 1.3: The trajectory of an electron in a magnetic field is bend due to the Lorentz force.
when electrons have high enough energy to occupy the higher energy (sub)band. 2
1.2 The electron in amagnetic field
To better understand the origin of the DOS for a specific material, one can tune the
external conditions. By bringing the material out of equilibrium one can analyse the
specific response of the material to the external perturbation, which in turn can yield
a lot of information about e.g. the electronic bands inside the system. At the HFML
(High Field Magnet Laboratory), we can manipulate the temperature and magnetic
field. Temperatures close to T = 0 K enable us to study the ground state of a material.
Higher temperatures allow us to also study excited states and maybe different phases
of the material. This thesis contains mainly measurements at temperatures between
0.3-300 K (how that is reached is described in section 2.3.1). How the HFML creates the
high magnetic fields up to 38 T, is briefly described in section 2.3.2.
Here we proceedwith the physical description of the behaviour of electrons in a crystal,
now bringing it into an external magnetic field.
1.2.1 Semi-classical electron in a magnetic field
It is commonly known that an electron in an electric field gradient is accelerated in the
direction of the positive pole. When an electron enters a magnetic field a force acts on
the electron and bends its trajectory. The force responsible for this bending is called the
Lorentz force FL ,
FL = e(E⃗ + v⃗d × B⃗), (1.6)
where E is the electric field, v⃗d the drift velocity and B themagnetic field, this trajectory
is graphically shown in fig. 1.3. Electrons in a solid state material move in all directions,
2Subbands arise due to confinement in 2D. 3Dmaterials are not described by subbands, only by bands.
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with average< v⃗ >= 0.When an electric field is applied their net drift is in one direction,
with drift velocity v⃗d , determined by the field and the scattering mechanisms.
Due to the Lorentz force the electrons will accumulate on one side of the sample, and
because holes (positively charged lack of electrons) flow in the other direction, they
accumulate on the other side. This carrier accumulation gives rise to a potential differ-
ence which results in a resistivity ρ, and called the Hall effect, ρxy = VyIx d (where d is the
thickness of the sample). It is assumed here that there is only one type of carrier and
there are no other difficulties. In the following we will focus on one material property:
the resistivity. The description of the resistivity in a magnetic field will be given in a
semi-classical way before returning to a quantummechanical view of the electron.
Classical magnetoresistance
An useful description of conductivity was formulated by Drude in 1900 [22]. A (quasi-)
free electron system is considered, in a medium with constant relaxation time τ (elec-
trons scatter from ionic cores only), in an electric field E , with no magnetic field B
applied (zˆ-direction). The current density in this situation is then J⃗ =−nev⃗d , with n the
carrier concentration and v⃗d the drift velocity of the electrons, which is also sometimes
expressed as the mobility µ of the electrons: v⃗d = µE⃗ . In equilibrium (dv⃗/dt = 0) the
combination of Ohms law and Newtons law provide us σ0 = ne2τ/m∗ for the conduc-
tivity in no magnetic field.m∗ is the effective mass of the electron.
In amagnetic field the Lorentz force additionally acts on the carriers and the conductiv-
ity becomes a tensor. Because the resistivity (ρ) is the inverse of conductivity (σ), their
relation becomes a tensor inversion. For a 2D conductance with B perpendicular to
the surface, the tensor has two main components: ρxx at the diagonal, being the sheet
resistance and ρxy on the off-diagonal, being the Hall resistance. This inversion can
then be written as:
σxx = ρxx
ρ2xx +ρ2xy
σxy =
ρxy
ρ2xx +ρ2xy
(1.7)
ρxx = σxx
σ2xx +σ2xy
ρxy =
σxy
σ2xx +σ2xy
(1.8)
From these equations it is clear that if ρxx ≫ ρxy the resistivity and conductivity are
each others simple (scalar) inverse.
From collected Hall resistivity ρxy data, the carrier density can be found, respectively
for 2D and 3D:
ρxy = B
n2D |e|
; ρxy = B
n3D |e|d
, (1.9)
with d the thickness of the sample and the Hall resistance is linear with B in a single-
carriermodel. From the data collected without amagnetic field the carriermobility µ is
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calculated: ρxx (0)= 1neµ (assuming implicitly that the carrier density is not dependent
on B , whichmakes ρxx independent of B in 2D). Summarizing for the 2DDrudemodel:
ρxy (B)= Bn2De−−−−−−−−−→ n
ρxx (0)= 1n2Deµ−−−−−−−−−→µ (1.10)
If multiple, independent channels for electron transport are available in amaterial, e.g.
subbands in a 2D system, the conductivity will be the sum of the contributions of each
channel:
σxx =σxx1+σxx2+ ...= n1eµ1
1+ (µ1B)2
+ n2eµ2
1+ (µ2B)2
+ ... (1.11)
σxy =σxy1+σxy2+ ...=B(µ1σxx1+µ1σxx1+ ...) (1.12)
Specifically, for a two bandmodel (where the two channels have different n and µ), the
measurable resistivities are given by:
ρxx (B)= ρ0
[
1+ n1µ1n2µ2(µ1−µ2)
2B2
(n1µ1+n2µ2)2+ ((n1+n2)µ1µ2B)2
]
(1.13)
ρxy (B)= B
e
[
n1µ21+n2µ22+ (n1+n2)(µ1µ2B)2
(n1µ1+n2µ2)2+ ((n1+n2)µ1µ2B)2
]
(1.14)
The multiple-band character of a system is most commonly observed in the Hall resis-
tivity ρxy that starts to present a non-linear behaviour. This non-linear behaviour can
be tuned by changing the carrier density of the different (sub-)bands, for example, by
electrostatic gating. Such experiments have indeed been performed at HFMLwhere we
showed the gate induced transition from a one-band to a two-band system in LAO/STO
heterostructures (grown in the (111) direction) [7].In section 3.2 this one- and two-band
model are used to characterise the carriers in that system.
In the two-band model of eq. (1.13) it is visible that ρxx is no longer constant, but
depending on B2, where n and µ are assumed to be field-independent quantities. In
somematerials thismight not be the case, and the dependence onmagnetic fieldmight
become more complex. For example, it might show a linear magnetoresistance. Linear
magnetoresistance is a topic in its own right and might arise from fluctuations from
classical or quantum mechanical origin [23] or could be related to the band structure
of the material. The origin of an extremely large magnetoresistance or a linear magne-
toresistance that is experimentally observed, is still under debate.
1.2.2 Quantum-mechanical description of the electron
Someproperties of the electron, such as spin, are not described classically, and the rules
of quantum mechanics should be taken into account. Part of the quantum property is
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that when the electron is in a magnetic field (applied in the zˆ direction), the energies
are quantized into discrete levels in the plane perpendicular to B (xˆ and yˆ directions).
The allowed energies can be calculated by solving Schrödinger’s equation [17]:
En =
(
n+ 1
2
)
~ωc +
~2k2z
2m∗
± 1
2
g∗µBB where n = 0,1,2, ... (1.15)
Nown is the quantumnumber ’counting’ the energy levels. ~ is the reduced Planck con-
stant and ωc = eB/m∗ the cyclotron frequency, where B is the magnetic field, andm∗
the effective mass of the electron. 12 g
∗µBB accounts for the spin of the electron, where
g∗ is the spin split factor also called Landé g-factor, and µB is the Bohr magneton. In
some particular semiconductors and semi-metals,m∗≪m0 and g∗≪ 2, and therefore
the Landau level splitting is larger than the spin splitting so Landau levels are resolved,
but spin splitting is not yet easily resolved. It should be noted that the dimension of the
material and direction of themagnetic field are also playing a crucial role. For example,
in a 2D system sketched in fig. 1.4(a), the term
~2k2z
2m∗ in eq. (1.15) is zero, as movement
in the z-direction is restricted by quantum confinement.
En =
(
n+ 1
2
)
~ωc ± 1
2
g∗µBB where n = 0,1,2, ... (1.16)
With this quantisation of the energy in mind, the DOS will also change due to the
magnetic field. In the 2D ideal situation, the DOS becomes a series of delta-peaks at
the allowed energies, called Landau levels (LLs) sketched in the middle of fig. 1.4(a).
A more physical description is to broaden the delta-peaks with a broadening factor,
Γ = ~/2τ sketched in the bottom of fig. 1.4(a). This width is related to the scattering of
electrons which have a lifetime τ.
Figure 1.4(a) is a sketch at one specificmagnetic field. But themagnetic field affects the
DOS in two ways. Firstly, with increasingmagnetic field (increasingωc ), the LLs shift to
higher energy, and becomemore distant from each other. Secondly, the DOS at each LL
increases proportional to the magnetic field, such that the amount of electrons below
the Fermi energy will stay the same.
The broadenedpeakswill therefore shift throughEF as a function ofmagnetic field, and
relate to the oscillating behaviour of properties that are depending on the DOS at EF .
These oscillations are visible only when the LL splitting is bigger than this broadening
Γ and the thermal energy, which will smear out any features in the DOS in the observed
signal. This is usually achieved at low temperaturewhen kBT ≪ ~ωc and highmagnetic
fields when ~ωc ≫ Γ (with Γ= ~/τ this is often stated as ωcτ≫ 1).
Another way to understand the same thing is depicted in fig. 1.4(b) where the energy
dispersion in a magnetic field for a 2D system is shown. With increasing magnetic
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Figure 1.4: (a) (top) A sketch of the density of states (DOS) of a 2 dimensional electron system at
B = 0 T and at T = 0 K, filled till the Fermi energy EF (dashed line). (middel) A sketch for the
ideal Landau levels in an external magnetic field: δ-peaks with a separation of ~ωc (depending on
B). (lower) A sketch of the Landau levels with a more realistic scattering of the charge carriers,
broadening the levels with width Γ (full width half maxima). (b) Landau Level energy of the
2D different quantum numbers including spin splitting (red spin down, black spin up) with
increasing magnetic field. The big blue line is the Fermi energy, which shows the oscillations seen
in measurements due to the change in the DOS. These lines are not broadened, so this sketch
represents T = 0 K.
10 1. The electron
field the spacing between adjacent LLs increases. Here it was assumed that the orbital
splitting ~ωc is much larger than the spin splitting 1/2g∗µB . A few LL are sketched that
start off being degenerate, but with increasingmagnetic field they spread out in energy.
Assuming the system is in the ground state at everymagnetic field, theDOSwill be filled
until the n-th LL. When increasing the field, the DOS of each LL increases and each LL
becomes higher in energy. At a specific magnetic field, the LL with the highest energy
becomes empty and the Fermi energy jumps to a lower LL: this produces oscillations
in themeasured physical properties, for example in ρxx . These levels are evenly spread
in energy as long as E⃗ ∝ k⃗2. Oscillations arising from this Landau quantisation have a
characteristic 1/B periodicity with a frequency F (in units of Tesla).
In this picture (fig. 1.4(b)) the spin of the electron is taken into account.. The spin term
also depends on B and lifts the spin degeneracy of the LLs. If the spin would not be
taken into account (for example if the splitting is too small to observe), all LLs are
doubly degenerate. This means that two electrons, one with spin up and one with spin
down, have the same energy in the LL. This splitting is called the Zeeman splitting. The
Zeeman splitting is drawn in fig. 1.4(b) in red vs black. The smaller energy splitting is
Zeeman splitting, while the larger distances are due to LL splitting.
The Zeeman splitting results in a modulation of the oscillation pattern of the observed
properties. These are harmonics of the main frequency without spin splitting.
The DOS oscillates at a frequency F (T) (not taken spin-splitting into account) that is
related to the underlying bandstructure and is described by three parameters in ac-
cordance with eq. (1.15): the effective mass, broadening factor (related to a character-
istic temperature called Dingle temperature) and effective g-factor of the material. In
reverse, by studying the oscillations in experiments these material parameters can be
extracted.3
Quantum oscillations
Above it is stated that the overall behaviour of the magnetoresistance is already on
the edge of our understanding of the material properties. But if the material is at a
low enough temperature, kBT ≪ ~ωc , the electrons exhibit quantum mechanical be-
haviour. As a consequence of the quantum character of the electron, all properties
which depend on the DOSwill oscillate. Examples of these properties are: the Fermi en-
ergy, resistivity, magnetisation, Helmholtz free energy, pressure, bulk modulus... Here
we will focus on the resistivity.
Lifshitz andKosevic have developed a theory to describe the oscillationswith frequency
F in observable parameters starting from the DOS [26]. This theory can be addapted to
3Here the theory is presented first, where after is explained how to find it experimentally. In history it went
the other way around; the oscillations were found in the magnetoresistance of Bismuth [24], after which
Landau came with this theoretical explanation [25].
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multiple observables, where here the example of resistivity is given:
ρxx ∝RTRDRssin
(
2piF
B
+φ
)
(1.17)
This function is called the Lifshitz-Kosevic (LK) formula and the RT , RD and Rs are
terms for temperature dependence, scattering broadening, and spin respectively.
Below these terms in the LK-formula are described:
1. RT is the damping term due to the finite temperature and it has the form RT =
αm∗T /B
sinh(αm∗T /B) with α = 2pi2kB/(~e). Experimentally when the temperature depen-
dence of the oscillations is monitored the damping of amplitude can be fitted to
extract the effective mass, which is the only unknown parameter in this term.
2. RD is called the Dingle term, and is due to the finite quantum lifetime of the
electrons. This term is characterized by the Dingle temperature and it has the
formRD = e−2pikBm∗TD/(e~B). This term is dependent onm∗ andTD . Therefore the
m∗ should be already known in order to extract TD . TD is related to the scattering
time and broadening described earlier. For scattering time τq : RD = e−pim∗/(eτqB),
which is related to a quantummobility µq , which is defined: RD = e−pi/(µqB).
3. Rs is the term that takes spin splitting into account. It comes from the fact that
the Zeeman splitting makes the frequencies of the spin up (⇑) and spin down (⇓)
electrons slightly different, therefore the oscillating term, sin(2piF/B) results in:
sin(2piF⇑/B)+ sin(2piF⇓/B)=2sin(2pi/(2B)(F⇑+F⇓))cos(2pi/(2B)(F⇑−F⇓))
=2sin(2piF/B)cos(pis) (1.18)
where s = 1/2g∗m∗/m0 (a ratio of the Zeeman splitting and the LL splitting).
In summary, the quantum oscillations are oscillations in physical parameters as a func-
tion of magnetic field, originating from a discrete DOS. They are characterized by the
frequency F of the oscillations, which are periodic in 1/B , the effective massm∗ of the
electrons in the material, the Dingle temperature TD related to the intrinsic scattering
of the electrons and the g -factor related to the spin character of the electrons.
The full description of the magnetoresistance example of the LK-formula is given by
[27]:
∆ρ
ρ0
=∑
i
Ai
p
B
∑
r
[ 1p
r
e−Di r /B
rαm∗i T /B
sinh(rαm∗i T /B)
·sin
(2pirFi
B
+φipi+ rpi
)
·cos(rpisi )
]
(1.19)
where the sum over i is taking different (unrelated) base frequencies (Fi ) into account
with the corresponding properties and r is counting over higher order terms (harmon-
ics) arising froma base frequency. For the explanation of the parameters we look at only
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one band, so i = 1. When considering every factor in eq. (1.19): A is an independent
oscillation amplitude, and D = 2pim∗Γ~e, where m∗ is the effective mass and Γ is a
broadening parameter. Thus D gives the damping term of these oscillations in 1/B ,
called Dingle term. The next factor is responsible for the damping of these oscillations
in temperature, where α= 2pi2kB~e (m0 ·α= 14.6931). F is the frequency of the oscilla-
tions, and can also be written in terms of carrier concentration [28]:
2pi
B
F = 2piEF
~ωc
(1.20)
2D= 2pi
B
hn2D
2e
(1.21)
3D= 2pi
B
h
4pie
(
3n3Dpi
2)2/3 (1.22)
The frequency of the oscillation in eq. (1.19) comes with a phase shiftΦ=φpi+rpi. For a
simple Drude system in 3Dwe expect φ to be 1/4. The extra phase rpi is only important
at higher order terms, where it accounts for a pi phase shift in successive higher order
terms.
The last factor of eq. (1.19), which contains the cosine function, originates from spin
splitting and can be effectively seen as a phase shift of the oscillations, where s = ∆Ez∆EL
with Ez the Zeeman energy and EL the Landau level energy. For 2D this is s = g
∗µBBtotm∗
~eB⊥ .
The higher order terms (counted by r ) have influence on the final oscillations in the
amplitude of the oscillations (in three places in the formula). Next to that, the frequency
and the phase are altered in a regular way. To understand this summation formula,
please realise that two sine functions with the same frequency added would add to the
total amplitude. Only when the phase is changed for one sine function, the influence is
visible in the oscillation pattern. This is why spin-splitting might be directly visible in
the oscillations: the cosine term alters the phase of each higher order term with a fixed
but non-symmetric phase. This will be used explicitly in chapter 4.
One remark about the frequency F . Although it is the easiest parameter to compare
between measurements it might be different depending on the angle between B and
the crystal structure. The different directions are summarized in a 3D picture in k⃗-
space, called the Fermi surface. A Fermi surface is reconstructed from an experiment
by making use of the Onsager relation [27]:
F = ~A
2pie
(1.23)
which relates the frequency F , to the extremal cross section of the Fermi surface A
in k⃗-space perpendicular to B . If the frequency of the oscillations is the same in all
directions, the Fermi surface is a sphere, as shown in fig. 1.5(b).
In 3D the basic DOS is not flat, but changes with energy (section 1.1) on top of that
the splitting of the LL comes into play as bands not discrete lines, which is sketched in
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Figure 1.5: (a) The general DOS in a magnetic field for a 3D system with spin splitting. (b) The
Fermi surface of a ideal 3D homogeneous metal and its Landau-cylinder-form when the material
is in a magnetic field. When a cylinder touches the Fermi surface the Fermi energy jumps similar
to the in (a) described 2D Fermi surface, which is a cylinder itself when drawn in a 3D picture.
fig. 1.5(a) including broadening and spin splitting. Therefore it is easier to draw equal-
energy bands in k-space, and the 2D lines of fig. 1.4(b) become cylinders as shown
in fig. 1.5(b). The radii of these cylinders, often called Landau tubes, increase with
magnetic field. This is equivalent to the increased spacing of LLs at higher magnetic
fields shown in fig. 1.4(b). The cylinders then touch the Fermi surface on the extremal
orbit at some field where this band is emptied and the Fermi energy jumps to the next
cylinder. This extremal orbit corresponds to the cross section A as seen in the Onsager
relation eq. (1.23).
Since the DOS is dependent on the magnetic field, it is not difficult to imagine the
oscillations as a moving Fermi energy with respect to the DOS, rather than the DOS
moving across the Fermi energy. Both ways of thinking are used in literature in order
to explain the observable oscillations. In either picture there is a magnetic field value
for which all electrons will be in the lowest Landau level. The magnetic field above this
value is called the quantum limit.
In this thesis these oscillations are the main tool used to learn more about the proper-
ties of the electrons in specific materials. Let the hunt for F ,m∗, TD and g begin!
Effectivemass
Talking about the mass of the electron is sometimes confusing, because in different
theories it is used with slightly different definitions. Therefore it is good to distinguish
them. The rest mass of the electron, when the free electron is at rest, is often denoted
asm0 and is measured to be 9.1093 ·10−31 kg. Other masses that are used to describe a
material, are often written in units ofm0. All other masses are not real masses, they are
a rescaling to keep describing properties of the electron that is influenced by the real
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crystal in a simple manner.
The definition of the band mass, which is related to the curvature of the E(k) band, is
defined as the secondderivative of the energy to k: 1/m∗ = 1/~2d2E/dk2 for a parabolic
system [17].
In thiswork one often encounters the effectivemass defined fromquantumoscillations.
This effective mass is related to the cyclotron mass from experiments with cyclotron
resonance, often done in semi-conductors [29]. The electrons are brought in a mag-
netic field and accelerated into orbits. These then absorb wave radiation with the same
frequency as this orbital frequency (resonance), which can therefore be detected. This
frequency ωc is the cyclotron frequency and with ωc = eB/m∗ the cyclotron mass is
extracted.
For a direct band gap crystal this mass is related to the energy gap, and only indirectly
to the curvature of the band. For this resonance to be observable, it is necessary that
the mean free path of the electron is long enough to make a full circle before it scat-
ters. The same condition is also necessary to observe the quantum behaviour of the
electrons, and therefore to observe the quantum oscillations. So although it is slightly
complicated, the effective mass is often associated with the curvature of the bands.
CHAPTER2
Experimental procedures
One may wonder how the concepts and ideas discussed in the above sections have
emerged. These insights are drivenby graduallymore precise experiments. Experiments
on electronic properties ofmaterials date backmore than a century. The famous names
in the field from these early pioneers, are people such asMichael Faraday, André-Marie
Ampère, Georg Ohm and Alessandro Volta. Today we keep building on their work. Ex-
periments are at the basis of our knowledge in materials and are needed to falsify or
improve theories. Up to now we have reviewed the knowledge of electronic features in
materials. Which of these are important for thematerial properties and which ones are
less relevant, is decided in experiments. In our research the focus lies on resistivity and
magnetisation experiments, aimed to contribute to this knowledge.
In the following the resistivity and torque techniques will be described. A more ex-
tended description of the principles can be found in different textbooks and earlier
theses. For experiments related to resistivity see e.g. [30–36]. For the torque technique
as used in the HFML see e.g. [37–39].
2.1 Resistivity
Resistivity is a property of a material that is relatively easy to measure, and therefore it
has a long history. The basis lies in Ohm’s law (1827):
U = I ·R (2.1)
WhereU (V) is the voltage difference over the sample in Volts, I (A) the current through
the sample in Amperes and R (Ω) the resistance in Ohms. The resistance of a sample
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Figure 2.1: A schematic sketch of two possible ways to measure resistivity. (a) A simple 4-point
geometry. Usually the wires are attached to the sample by silver paste. (b) A larger sample with
a Van der Pauw geometry. Here wires are attached to the yellow “dots” by wire bonding. The two
colours represent two materials, in between of which the 2DES of section 3.2 arises. These sketches
are not to scale.
depends, next to the electronic properties of the material itself, on the geometry of
the specific sample. In general R = ∫ L0 ρdlA(l ) , where A is the surface area perpendicular
to the current and L the length in the direction of the current. For a cuboid shaped,
homogeneous and isotropic sample it is easy to disentangle the geometry from the
resistivity ρ =R AL (inm2 orm respectively in a three or two dimensional materials).
In practice, a constant current can be applied to the sample that causes a voltage drop
along its path, which can be measured to determine the resistance of a sample. Com-
monly this is done in a 4-point measurement as shown in fig. 2.1(a), which has the
advantage that the electrical contacts on the sample do not influence the result. The
current is sent through the outer two contacts (1,2) and the voltage drop is measured
on the inner two contacts (3,4).
When a current is sent from one corner to another in the 4-point measurement of
fig. 2.1(b), the voltage can be measured at any pair of the other points. Van der Pauw’s
work on contact configurations on arbitrary shaped samples, shows that any 4-point
contact configuration can be used, as long as the contacts are close to the edges of the
material [40]. The resistivity which is thenmeasured is called the sheet resistance, Rs or
Rxx and can be found from the empirical theory:
exp
(
− piRa
Rs
)
+exp
(
− piRb
Rs
)
= 1 (2.2)
With Ra = R12,43 and Rb = R23,14 when 1,2,3 and 4 are contact numbers (fig. 2.1(b))
following each other in the clockwise direction and Ri j ,kl is the resistance with the
current going from contact i to j and the voltage measured from k to l . It is assumed
that the sample is homogeneous, i.e. the resistivity ρ and the thickness of the sample d ,
are relatively constant. In that case the sheet resistance simply reads Rs = ρ ·d .
In addition to these measurements of ρxx , where the voltage drop is measured parallel
to the current contacts, the Hall resistance can be measured by R13,24 = Rxy (in the
shown geometry). This resistance is zero in the absence of an external magnetic field
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but due to the Lorentz force, in a magnetic field it becomes finite.
It is important to notice that for the van-der-Pauw geometry, any 4-point contact con-
figuration is sufficient to measure the sheet resistance, but other theories talk about
Rxx and Rxy components (which are, as the subscript suggests in a specific direction).
Only theRxx component is obtainedwhen the I path and theV path are exactly parallel
(Rxy component for I exactly perpendicular to V ). Often however, these four contacts
aremade by handwith silver paint or wire bonding, and therefore are likely to be imper-
fectly aligned. This imperfect alignment causes amixture ofRxx andRxy in all measure-
ment configurations. The single components, however, can be disentangled by using
of the symmetry of Rxx and anti-symmetry of Rxy of the respective resistivity tensor
components in a magnetic field. The polarity of the field can be used to symmetrise
1/2 · (R(+B)+R(−B)) or anti-symmetrise 1/2 · (R(+B)−R(−B)), the data.
The isotropy and homogeneity of the sample is also of great importance. Van-der-Pauw
assumes a perfect homogeneousmaterial, which in reality is hard to achieve. There are
several (complicated) theories which deal with the inhomogeneities. But in this thesis
isotropy and homogeneity are ignored: the samples have inhomogeneities, but we do
not discuss this and talk about the measured resistance of the sample.
The resistivity is sensitive to a lot of external variables such as temperature (T ), mag-
netic field (B) or light intensity (P ). All of these variables influence the typical length
scales in the material and therefore influence the observed properties in the electronic
behaviour. Thereforemeasurements of the resistivity are a common and important tool
to investigate the electronical property of material systems.
2.2 Magnetisation
Measuring resistivity is far from the only technique able to probe the properties of elec-
trons in a solid material. In insulators, a resistivity measurement is not even a possible
technique! Up to now, an externalmagnetic fieldwas talked about. But any current bent
into a loop, has a magnetic moment.
In an atom the electron is in orbital motion around the nucleus, and therefore has
an orbital angular momentum. On top of that the electron has an internal angular
momentum, called spin, associated with a quantum number s which has the value
±1/2 and is usually talked about in terms of ’up’ or ’down’ spin. This spin angular
momentum creates a magnetic moment equal to ∓1/2gµB and adds a Zeeman energy
of E = ±1/2gµBB . Because µB = e~/(2m0) is a constant, this property of the electron
is described by g , called the g -factor. Depending on the (orientation of the) material
the interaction between the spin and orbital degrees of freedom (spin-orbit (SO) inter-
action) can change, which is related to the strength of this g -factor. The magnetisation
can be derived in a semi-classical way through a derivative to the free energy in spheri-
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cal coordinates [27]:
d f = ξdN −SdT −m⃗dB⃗ (2.3)
m⃗ =−d f
dB⃗
∣∣∣
T,N
(2.4)
where f is the free energy, ξ the thermodynamic chemical potential, N the number of
electrons, S the entropy, T the temperature, B⃗ the external magnetic field and m⃗ is the
total magnetic moment of the system, i.e. the integral of the magnetization over the
sample, at constant temperature and number of electrons in the system. The property
magnetisation (M⃗) is defined as the magnetic moment (m⃗) per unit volume (V ). The
magnetisation of amaterial interactswith all externalmagnetic fields reaching it. Inside
a magnet with a magnetisation M⃗ the material experiences a combined magnetic field
B⃗ :
B⃗ =µ0(H⃗ + M⃗) (2.5)
When the magnetisation of a material is small, B⃗ ≈ µ0H⃗ . When the magnetisation is
large, it is important to make the distinction between B and H . Only in chapter 5 will
this be relevant. In the other chapters B⃗ is used for external magnetic fields.
2.2.1 Torque
At the HFML, a very sensitive cantilever magnetometer, to measuremagnetisation, has
been developed [37, 38].
By applying a magnetic field we can induce a magnetic moment in a sample, such that
the spins in the sample try to align (or anti-align) to the field; generating a torque. This
torque can be measured via e.g. a capacitive cantilever set-up where the attraction or
repulsion of the sample by amagnetic field can bemeasured by the capacitance change
between the cantilever and a bottom plate. This setup is sketched in fig. 2.6(b) and
described in section 2.3.3.
The torque (τ) is then related to the magnetisation (M) via [39]:
τ⃗=▽(M⃗ · B⃗)× x⃗+ M⃗ × B⃗ (2.6)
In the setup at the HFML, we measure this torque by using a cantilever which is very
sensitive to the perpendicular magnetisation, M⊥, and less sensitive to the parallel
magnetisation,M∥.
Torque can then be written as:
τ=B(αM∥+M⊥) (2.7)
with α the sensitivity of the measurement to the parallel magnetisation, which is typi-
cally small (on the order of a few percent) and dependent on the position of the sample
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in themagnet and its distance d to the torque axis. Because this technique is so sensitive
to onemagnetisation direction, it is used to measure highly anisotropic Fermi surfaces
where the second term of eq. (2.7) dominates.
2.2.2 Quantum oscillations
Magnetisation also depends on theDOS and therefore shows oscillations at low temper-
atures and in highmagnetic field. In this case, these oscillations are called de Haas-van
Alphen effect [41]:
M⃗ =− 3m
23/2m∗
nµB
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B
f
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r
(−1)r
r 3/2
e−rTD
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f sinθ
d f
dφ
φ⃗ (2.9)
where rˆ, θˆ and φˆ are the cylindrical coordinates.1 Similar terms are seen as with resis-
tivity, and the oscillations are also analysed in the same way. F is the frequency, the
sum over r are the higher order terms for a frequency, the temperature dependent term
αm∗T /B
sinh(rαm∗T /B) is used to obtain the effective mass and the Dingle factor is also there
e−αTD/B .
2.3 Experimental set up
In this thesis two different physical properties are measured: resistivity andmagnetiza-
tion. These techniques are a standard in the modern scientific world to gain a better
knowledge about the electronic structure of new materials and compounds. The tech-
nology around thesemeasurements is evolving, creating evermore extreme conditions
in which the materials can be tested. And next to that, people keep producing newma-
terials. In this section the techniques will be discussed to create the extreme conditions
of very low temperature and high static magnetic field.
At the HFML there are different setups for the different experiments that measure the
resistivity or magnetization. The specific setup is defined by the bottom end of the
probe that holds the sample in the field centre, indicated in fig. 2.2. These specific
bottom parts are described in section 2.3.3.
1The torque set up is not sensitive to this φ⃗ direction, therefore it is not found in the measurements.
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Bottom Flange
Connectors
Heat sink
Figure 2.2: Photo of a probe. At the bottom of different probes can be an experiment-specific end.
For low temperatures there is a heat sink half way the probe, and at the top are connectors to read
out the data. The total length of a probe is 1.6m or 2m, depending on the magnet at the HFML.
2.3.1 Low temperature
Around the year 1900 a branch of fundamental physics was involved in liquefying gases
to reach the lowest temperatures. Heike KamerlinghOnneswas the first person to bring
Helium into a liquid state at the university of Leiden, a discovery that has revolutionised
the field of low temperature physics. Kamerlingh Onnes pre-cooled the gas as much as
he could with other cold materials and used expansion and compression chambers for
the last part. Helium, which has atomic number 2 and has two protons and 2 neutrons
(4He) in its core, becomes liquid at 4.2 K. To lower the temperature further down, the
ambient pressure around the liquid can be reduced with external pumps. With the
vacuum pumps at HFML, a pressure of 2 mbar can be reached, where the liquid has
a temperature of 1.3 K. Conveniently this is below the temperature where the isotope
3He condenses, and also this liquid can be pumped on, to get a temperature around
0.3 K. To reach this temperature the different stages are separated by vacuum spaces
from each other.
To prevent the gases to be lost, we have a closed system for every 3He setup, and for
4He there is a recovery system lab-wide. With all these different reservoirs and closed
systems, a smooth temperature sweep from room temperature to base (0.3 K) is very
hard. In commercial systems this is automated, and quite advanced, like PPMSs (phys-
ical property measurement systems). In our lab we are specialized at custom made
experiments, that can be different every time, so also the temperature can (still) be
controlled by hand. Therefore we can be very flexible in the experimental environment.
Depending on the temperature range demanded by the material or experiment, an ap-
propriate experimental set up has to be used. The temperature ranges in a 3He system
that are relatively easy to stabilize using the pressure above the liquid are 0.3-4.2 K.
With a heater up to 30 K can be achieved (which is slightly more difficult in magnetic
field, as the heater and thermometer have themselves some magnetoresistance and it
is therefore difficult to keep a stable temperature).
If this range until 30 K is not sufficient, the experimental set up has to be switched and a
flow cryostat can be used. At the bottomof this device is a heater that can bring a flowof
4He at a set temperature past the sample. This has a range of 2-320 K. This temperature
range goes in stages: from room temperature until about 160 K is performed with the
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bath2 at liquid nitrogen temperature and with 4He gas passing through the sample
space. 160-4.2 K is done with a bath at liquid 4He temperature, where the temperature
drop or rise in the sample space goes really quickly between 10-4.2 K. Only with a lot of
patience and work, one can stabilize in that last range or make the transitions smooth.
The lowest two Kelvin of this device, 4.2-2 K, is obtained by pumping on the 4He liquid.
Of course these are the specifications and new experiments might ask for modification.
As an extreme example, a very challenging experiment with a liquid gate (a charged
liquid on top of the very sensitivematerialMoS2) with the group of Justin Ye, Groningen
[1], required stabilizing the temperature at 220 K for half an hour. There the gate was
applied and trained. With a maximum increase of 1 K we had to cool down at about
10 K/min until about 180 K (through the melting point of the liquid gate), and then
without stopping, cool with 2 K/min to 4.2 K. If we would go too quickly we risked
the sample physically breaking in two. After this cooldown, stable temperatures in the
range 2-12 K were required. These requirements combine exactly all difficulties of the
two devices described above and the decision for a system (flow cryostat or 3He system)
was difficult. Eventually the flow cryostat was used for the actual measurements and it
was managed in collaboration with 2 people at different places in the experimental set
up.
2.3.2 Magnets
The HFML is famous for its high, static magnetic fields, that belong to the highest ones
in theworld. A 22MWdirect current installation is availablewhich can produce 40 kA of
current at a voltage of 550 V. To keep costs low, the HFML has a complex system which
basically monitors the energy consumption of the whole campus, to see the power
availability. The current of the magnet itself has a direct connection to the national
grid.
The current is sent through a stacked coil set, based upon an early design by Bitter,
which has been cleverly modified by the HFML-technical team, to reach a homoge-
neous magnetic field of 30-37.5 T, fig. 2.3. It has a bore size of 32 mm in diameter
with a vertical homogeneity of ≈ 2 cm. When sending such a high current through a
copper-silver plate this plate has the risk of melting. Therefore the magnet is cooled
with deionized water (130-160 l/s) under a pressure difference of 30 bar (inlet shown
in fig. 2.3)). The coils have specially designed holes to let the water pass efficiently and
hinder the current as little as possible.
For pre-testing the HFML also has two superconducting magnets and a commercially
available material property measurement system, CFMS. These are used to check the
contacts of samples, their “low field” behaviour and other properties. Sometimes this
is enough for good conclusions, but most experiments are performed in the high fields.
2The bath is the environment outside of the sample space which holds the probe. It acts as a colder barrier
between the cold sample space and room temperature. It has a nitrogen and a 4He compartment.
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Figure 2.3: A drawing of a Bitter magnet at HFML. Current leads on the left are used to bring the
current to the coil stack (red area), which is actively cooled via the water inlet and outlet. The coil
set contains five coils. In A1 and A2 the current passes parallel, and then in series through the B, C
and D coils. Small holes in the coils allow cooling water to pass through the coils. Image made by
Lijnis Nelemans.
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The superconductors are in liquid 4He, so low-temperature experiments are easily per-
formed.
To perform the experiments in high field, the cryostat is placed on top of the Bittermag-
nets to combine the high field with the low temperatures described above. With these
temperature restrictions and necessary vacuum tubes, the bore diameter of 32 mm at
room temperature gets down to 15mm at low temperatures. This is the space available
to design the experiment.
2.3.3 Probes
Most experiments are performed in themiddle of the field centre, as there themagnetic
field is high and homogeneous. However, the measurement equipment should not be
in the magnetic field. Therefore the sample is mounted on a long stick, called a probe.
This probe is quite long, to be able to reach the field centre, shown earlier in fig. 2.2. The
top of the magnet is about 745 mm (cell 2) above the field centre. For low temperature,
the cryostat, whichholds the nitrogen and 4Hebath, adds a fullmeter.With a bit of spac-
ing length to decouple the cryostat from the heavily vibrating magnet, the mounting
probe is typically 195 cm long. Over this distance cables of different materials (copper
andmanganin) are used to transport the measurement signal produced by the sample.
Heat shields are in place to keep the temperature difference from room temperature
at the top to low temperature at the bottom. In the 3He system, the cables have a heat-
sink to the temperature of the 4He bath halfway along this length. The bottom of the
probe, which holds the sample, is specially made for the specific experiments, and will
be discussed below.
Transport in tiltedmagnetic fields
Transport/resistivity measurements are a standard technique used in the HFML, al-
though every sample has different requirements and is contacted and placed on the
sample holder in a unique way. The samples are electrically contacted with gold or
aluminium wire. A current is applied to the samples by a Keithley current source. The
specific configuration, such as in fig. 2.1, and the applied current value is sample de-
pendent. The voltages across the samples aremeasured with a SR830 Lock-in amplifier.
The measurement frequency is typically of the order of a few Hertz (e.g. 17 Hz).
An experimental question is the decision of how large the current in the sample should
be. A bigger current, means a bigger voltage, which is easier to detect if the signal is
small (or if the resistance is high, a small current is necessary to stay in the regime of the
lock-in). But a too big current heats the sample and the measurement will be altered.
For the resistance measurements on NbP (chapter 5), a bar shaped sample was used,
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rotation platform
sample space
turning mechanism
wire hole
Figure 2.4: The image of the bottom of the rotation-probe with large sample space. The wires come
down the sides and into the rotating axis. On the rotation platform the sample and contact pads
can be glued. Imagemade by Lijnis Nelemans. On the right the same drawing, nowwith amounted
sample, where the wires go through the rotation axis to the side of the probe upwards.
contacted with gold wires and silver paint.3 The gold wires went from the samples to
soldering pads on the sample platform. All wires are glued down to the platform with
a low temperature glue (GE) as well as the sample, this to prevent them from moving
and producing extra noise. All of this experiment was performed in a flow-cryostat, in
which a temperature ranging from room temperature to 2 K can be achieved.
In the HFML a rotating platform system is available, which allows rotation of the sam-
ple with respect to the magnetic field direction, seen in fig. 2.4. This type of set up is
used in the La-SrTiO3 measurements, in combination with the 3He set up (base tem-
perature 350 mK), described in chapter 4.
The normal size platforms have a sample space of 0.9 cm available. The La-STO has the
size of 1×1 cm, for which a modification to the sample holder was made. A schematic
sketch of such a rotation probe is shown in fig. 2.4.
Photoconductivity
An extra parameter in some experiments in this thesis, is light. In order to be able
to carry out transport experiments under illumination, which are necessary for the
LAO/STO work in chapter 3, a probe was equipped with an optical fibre path running
3As Chandra Shekar (silver paint expert fromDresden) has taughtme:making contacts is an art, to be a silver
paint expert, practicemaking contacts every day,make sure the contacts are parallel to each other andwires
don’t bend where held with tweezers.
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Figure 2.5: The image of the bottom of the fiber-probe. The optical fiber comes in from the top, and
at the bottom there is space to put a chip carrier (with sample) in. The chip carrier is pushed to the
golden contact pins by the pointy screws on the side. Image made by Lijnis Nelemans.
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down themiddle of the probe. These can be leak-tight enough to be combinedwith the
3He system.
The design of the bottom part of the probe is shown in fig. 2.5 where the top is opened
up so the opening for the fibre is visible. The fibre comes through the middle and to
prevent it from moving, is held by a little plastic plate, tightened with a screw (only
the hole is visible). The end of the fibre is then fixated approximately 2 cm from the
top of the sample to allow the light to diverge onto the sample (sketched in as well).
This 2 cm is determined experimentally and ensures that the full sample is illuminated
homogeneously.
The sample is placed in a chip carrier. To ensure a proper electrical connection the
chip carrier is pressed down on the pins equipped with springs, by the two screws on
the side. These screws are tapered and placed such that the points of the screw starts
slightly above the chip carrier when it is placed on top of the pins.When screwed in, the
thickness of the pin pushes the chip carrier down. The chip carrier is used to prepare
the sample before putting it onto the probe and can be used when the resistance of
the sample is high enough compared to the resistance of the pressed contacts from
chip carrier to pins. The chip carriers used in the HFML are slightlymagnetic, so before
making conclusions at lowmagnetic field this has to be taken into account.
As the chip carrier had to point upwards for the illumination, the wires go via the sides
to the back, where they are soldered to the back of the pins, protected with a cap.
The resistances themselves are thenmeasured as described in section 2.1.
This set up is used in the LaAlO3/SrTiO3 experiment (Currents used were 10 µA), and is
also available for others outside this thesis, e.g. solar cell research [42] or other funda-
mental research on oxides [7].
Torque-magnetometer
The way to measure magnetisation used in the last part of the NbP chapter (chapter 5)
is by measuring torque. This is more sensitive than vibrating sample magnetometry
(VSM), which is more commonly available. The torque of the sample on the cantilever
is probed by measuring the capacitance between two plates of 4 mm in diameter. The
sample is placed on a copper-beryllium (CuBe) platewhich is held above another, same
sized, plate by two legs.4 The capacitance is measured via coax cables along the probe
with an Andeen-Hagerling 2700A capacitance bridge. It is used in continuous mode,
with the operating frequency set to 20 kHz.
This full setup is also available on a rotating platform, sketched in fig. 2.6.
Torque consists of a parallel and a perpendicular component when a sample is placed
in an arbitrary position inside a magnet, sketched on the right side in fig. 2.6. When
4The width of the legs determines the stiffness of the cantilever.
2. Experimental procedures 27
Figure 2.6: (a) Sketch of the rotation platformwith a cantilever on top. (b) A sketch of the cantilever
and directions for the magnetisation. Drawings made by Laurens Peters.
the magnetic moment of the sample is anisotropic, it is not only induced along the
direction of the magnetic field, but has a componentm⊥ perpendicular to that field. A
magnetic torque is induced, described by the cross product of the magnetisation with
the magnetic field:
τ⊥ = M⃗ × B⃗ . (2.10)
When a magnetized sample is placed in a magnetic field gradient, it experiences a
Faraday force (∇(M⃗ · B⃗)) directed towards the field centre of the magnet. Depending
on the distance x between the sample position and the fixed point of the cantilever, a
torque is induced, which is given by:
τ∥ =∇(M⃗ · B⃗)×x. (2.11)
The perpendicular contribution depends on the magnitude of the applied magnetic
field B , while the parallel contribution depends on the gradient of the magnetic field
∇B , which is given by the coil dimensions of the external Bitter magnet. When mea-
suring outside of the field centre there is a total torque of τ = τ⊥ + τ∥ while in the
field centre τ = τ⊥. The distinction between these contributions is used to measure
themagnetisation of the sample. To do so, the torque in the field centre and at a known
field gradient are subtracted fromone another to obtain the pure τ∥ =∇(M⃗ ·B⃗)×x. After
division by the magnetic field (and the size of the cantilever), the real magnetisation of
the sample can be found.
The torque is measured by probing the capacitance between the base plate and the
cantilever which accommodates the sample. A calibration of this system is performed
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by providing a known voltage to the capacitor and measure the capacitive response.
Another way to calibrate this torque ormagnetisation is to combine this techniquewith
SQUID or VSM data that give absolute values for magnetisation.
Because the capacitance due to the sample is of importance, and not the absolute
capacitance, C0 (the capacitance at B = 0 T) is subtracted in each of the plots. C0 is
rather random and set by the initial position of the cantilever. In the technique it is
taken between 1 and 2 pF, due to the experimental, optimal sensitivity in that range [37].
If the torque becomes too big, a stiffer cantilever is chosen.
CHAPTER3
Optically induced highmobility quantum oscillations in
LAO/STO
3.1 Introduction
LaAlO3/SrTiO3 (LAO/STO) heterostructures are known to display a variety of different
electronic phases depending on the growth conditions. They can be superconducting
[8], magnetic [9–11] or host a high mobility two dimensional electron system [12–14].
The aim of this chapter is to show the relation between the different phases, and in
particular to illustrate that both a high and a low mobility channel can coexist in the
same LAO/STO heterostructure.
This work has roots in Ref. [43] and has come to life through the collaboration with
Ming Yang, Walter Escoffier, Abhi Rana, Alexander Brinkman, Hans Hilgenkamp and
Jan Kees Maan [3].
3.1.1 Conductivity at the interface
Bulk LAO and STO are both insulators, but in a heterostructure, a two dimensional
electron system (2DES) can arise, which is located at their interface [44]. The origin of
this conducting interface layer is heavily researched and still under debate. Early papers
about LAO/STO suggest three different mechanisms that may explain the origin of the
2DES: electronic reconstruction, oxygen vacancies and intermixing at the interface [44].
In the following these threemechanismswill be discussed inmore detail, as they lay the
foundation of an understanding of the experimental work performed in this thesis.
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Figure 3.1: (a) A schematic sketch of the structure of an ABO3 structure, like STO or LAO. (b)
Stacking of the layers of the LAO/STO structure and the redistribution of electron charge over the
layers towards the interface. V1 shows a sketch of the potential built up without redistribution
of the electron charge and V2 shows that the potential stays low in the scenario with the
redistribution.
Electronic reconstruction
Both STO and LAO have a cubic lattice of “A” atoms with an octrahedral oxygen set and
a “B” atom at the centre at room temperature, as sketched in fig. 3.1(a). This is called
an orthorhombic crystal structure, often shortened to the ABO3 structure, or perovskite
family. The lattice parameters of STO (0.3905 nm) and LAO (0.3787 nm) are only slightly
different so that the strain at the interface is not large. There is a full class of materials
with this structure and A and B can be a lot of elements. Perovskites have been found
to display unusual interaction with light which have made them an interesting subject
of study in solar cell research [42].
The perovskite structure forms layers, as sketched in fig. 3.1(b). The STO is built up
out of layers of Sr2+O2− and Ti4+O4−2 , which are both electrically neutral layers. In con-
trast, the LAO is built up out of layers of La3+O2−, which is positively charged, and
Al3+O4−2 which is negatively charged. The potential energy at these polarized layers
keep adding when the layers stack, sketched as V1 in fig. 3.1(b). This divergence of the
potential energy in the LAO might be ’fixed’ by a redistribution of half an electron per
two-dimensional unit cell from the top surface of the LAO to the interface, as depicted
on the left of the same picture. The divergence is then absent (V2 in fig. 3.1(b)), and
there are free electrons at the interface. This is called “electronic reconstruction due to
the polar catastrophe” [44].
This argument was developed to explain the LAO/STO sample, cut in the (001) direc-
tion, but has also been shown to work well to explain the behaviour of samples with
cuts in the (111) crystal direction [7]. Other materials that are polar also show this
phenomenon [45].
3. LAO/STO 31
Oxygen vacancies
In the growth process (heating, growth, cooling down) the sample is kept at a certain
oxygen pressure. At low oxygen pressure it is known to have more oxygen vacancies
in the grown material (vacancies can be seen by imaging), and usually the resistivity
at low temperature is then lower [9]. This suggests that the vacancies might provide
(some) electrons that get confined at the interface, thereby explaining the experimental
observation of a 2DEG in these heterostructures. When considering oxygen vacancies
one always needs to find the balance between supplying conduction electrons to the
interface versus being a scattering centre at the interface. Therefore it is often suggested
that the oxygen vacancies might migrate into the bulk STO (or LAO) and therefore the
electrons and the vacancies are spatially separated [9].
Orbital intermixing
Due to having an interface, the question arises how sharp this interface is. When one
atom of LAO at the interface changes place with one of the STO, there is no absolute
sharp interface and this might give rise locally to a different overlap of orbitals. The
imperfect interface might have, due to the different arrangement of the atoms, a dif-
ferent conductivity. The local conduction mechanism creates some confined or small
conduction path, giving rise to the 2DES. This is usually discussed when experiments
involving stress are performed. Techniques like Transmission ElectronMicroscopy [46]
or Electron Energy Loss Spectroscopy [47] are used to come to a better understanding
of the interface local mechanisms leading to the conductivity. There it is found that
completely clean interfaces are rare, but when they exist, they still host a 2DES. There-
fore atomic intermixing is usually excluded as amain factor for the formation of a 2DES,
although it can still be relevant.
3.1.2 Motivation
One of themajor challenges in LAO/STO and thematerial group around it, is to predict
the exact properties after a specific growth procedure [9, 48], and, ultimately, learn how
tomanipulate these properties in a precise way. In 2007 Brinkman et al. [9] showed that
with changing growth settings in the Pulsed Laser Deposition (PLD, see section 3.1.3),
the LAO/STO interface can be changed significantly. Figure 3.2 shows measurements
from Brinkman et al. on the effect of the oxygen pressure at the time of growth in
the PLD. From top to bottom the samples are grown in a lower oxygen pressure, and
thereforemore oxygen vacancies. For samples grown with high oxygen pressure, the re-
sistance is high and shows a non-monotonic temperature dependence. Samples grown
with lower oxygen pressure display a monotonic decrease of resistance with temper-
ature and an overall lower resistance. This points towards the suggestion that oxygen
vacancies can indeed supply more electrons to the interface leading to a more metallic
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Figure 3.2: Sheet resistance of four samples as a function of temperature. From top to bottom the
samples are grown under lower growth pressure of oxygen (labels are in mbar oxygen pressure).
Picture extracted from [9].
and/or even a superconducting phase and change the interface significantly.
Most reports of LAO/STOare the properties of thematerial after growth, therefore growth
should be extremely reproducible to be able to easily compare measurements made
in different experimental research groups. Lots of different labs, however, grow the
samples slightly differently resulting in a large range of different interface properties,
such as superconductivity [49–53] andmagnetism [9, 54, 55].1
It is believed that these different states found by different groups, are related to each
other, and after-growth manipulation is used to push the individual samples to the
limits. The most common tool to manipulate the conductivity after growth is back-
or top-gating [49, 57]. The gating affects the confinement potential and with that the
Fermi energy, thereby changing the electron concentration, shifting the superconduct-
ing critical temperature and/or changing the magnetic properties in LAO/STO.
Earlier work, reprinted in fig. 3.3, shows the interface can also be manipulated after
growth by illumination [43]. The plotted data shows the interface being illuminated
repeatedly with different light energies. Every time the resistance of the sample drops
slightly when illuminated, and recovers slightly after the light source is taken away. But
1In conventional superconductivity these can not be found together in the same material, therefore the
superconductivity appearing in oxide heterostructures is often thought to be unconventional [52, 56].
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Figure 3.3: Sheet resistance as function of time under different illumination energies (labels in eV),
taken from [43]. The illumination is performed with a Xenon lamp with filters for illumination
with several wavelengths.
around the bandgap energy of STO the resistance drops heavily and stays low, also
after taking the light source away (as long as the sample is kept at low T ). In their
magnetotransport experiments they showed the existence of a transition from a one-
band system to a two-band systemwhen the sample was illuminated. Their fit method
to fit the Hall data before illumination found the first band parameters to be n1 =
8.9× 1013 cm−2 and µ1 = 3 cm2/Vs, a rather low mobility. It was assumed that this
band remains mainly unaffected by the illumination and the changes on properties
of the physical system can be ascribed to the population of a second band. Using the
values for the band before illumination and performing a two-carrier analysis values
for the second band, using eq. (1.13), were established to read n2 = 0.5×1010 cm−2 and
µ2 = 1200 cm2/Vs, of which the mobility is rather high.
This µ2 is actually a number that is similar to the mobility of differently grown sam-
ples that show quantum oscillations in their resistivity. From this observation, it was
suggested that this second band that is newly occupied might also show this quantum
oscillations.
Earlier research has (also) shown that UV-light influences the 2DES significantly, for ex-
ample, it can lower the resistivity of the 2DES by orders of magnitude [43, 58–63]. Such
effects can even be observed up to room temperature,making illumination a promising
scheme for device applications [64–67]. To our knowledge, until now, no attempts were
made to observe the quantum oscillations in these samples after illumination.
In most works achieving a high mobility of the charge carriers is a goal in itself (for
applications). In this work we focus on understanding the creation of the highmobility
state, not on creating the highest mobility. It is also far from that regime!
In this chapter, we investigate the relatively well-understood 2DES in a LAO/STO het-
erostructure with 26 unit cells of LAO grown on a TiO2-terminated STO substrate at
low temperature. Using UV-light with an energy slightly above the energy of the STO
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bandgap, we are able to switch from an initially low-mobility 2DES, showing a Kondo-
like upturn [9], to a two-channel systemwith an additional high-mobility state. In high
magnetic fields, quantum oscillations appear with a magnetic field and temperature
dependence consistent with Landau quantization, providing an additional proof of the
existence of a high-mobility 2DES.
Bandstructure
As suggested in the introduction, we can calculate,describe and specify the bandstruc-
ture of a material by characterising them experimentally. For bulk STO and LAO these
bandstructures are well know: they are band insulators with clear bandgaps of 3.3 and
5.6 eV, respectively.2 By doping these insulators or using them in heterostructures, the
conduction bands of these materials are filled to become conductors. The bands are
slightly changed in this process, but the character of the bands, such as effectivemasses
etc. can be extracted from experiments. Calculations of the band structure of the het-
erostructures are ongoing but are rather complex [68, 69]. For LAO/STO it is generally
believed that there is a very low-mobility or flat band at low energy, that is dominant in
the high resistive sample batches. Above the low mobility band, there are some other
bands that are of Ti-character, in the STO, withmasses around 1–2m0. Sometimes only
one is resolved [70], sometimes up to five or more [14, 71].
STO by itself is interesting to study, as it can be doped in different ways to become con-
ducting, often showing similar properties as LAO/STO. STO has a structural transition
at 110 K where the structure goes from cubic to tetragonal, and around 60 K it becomes
orthorhombic [72]. It also has a very high dielectric constant at low temperatures, so it is
an extremely good barrier for gating experiments. For this property, thematerial is used
as a substrate in lots of fields, including high-temperature superconductivity [73, 74].
We will address this STO substrate by investigating the low temperature band structure
of bulk STO in order to compare it to that of LAO/STO heterostructures, in chapter 4.
There we present and discuss magnetotransport experiments in La-doped STO.
3.1.3 Sample
To make the heterostructures there are two main techniques in use, one called Pulsed
Laser Deposition (PLD), and the other Molecular Beam Epitaxy (MBE) [75]. In PLD, an
intense laser pulse is shot at a target (of the bulk material), releasing some atoms in the
vacuum chamber where the atoms condense a.o. at the sample, which is kept at growth
temperature (often around 1000 K). MBE is similar to PLD except that it starts with the
individual elements instead of a target of the ABO3 crystal. In general MBE is cleaner
(mono-layer precision), but in this specific case difficult to control the element ratios
2Bothmaterials, and the combinedmaterial, visually look transparent.Usually this is a clear sign of insulating
behaviour.
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correctly. Both techniques are combined with reflection high-energy electron diffrac-
tion (RHEED) to visualize the sample during growth. Of course there are some other
techniques like sputtering which create interesting contributions to our understanding
of the interface due to slightly different growth situations. Interestingly, samples grown
in different batches display a variety of electronic properties. The exact reason and
mechanism leading to these differences in conductance has not been disentangled yet
and is still heavily researched.
The sample used is an unpatterned 5× 5 mm square of 26 unit cells (10 nm) of LAO
on a TiO2-terminated STO substrate. The film is deposited by pulsed laser deposition
at 750 ◦C, oxygen pressure of 1.5×10−2 mbar, and laser fluency of 1.3 J/cm2 [76]. The
sample is mounted on a ceramic chip carrier, in a custom-designed setup suitable for
illumination at low temperatures, described in section 2.3.3. The electrical contacts
were in Van der Pauw geometry with aluminium wires connected using an ultrasonic
wirebonder. The excitation current was passed through two contacts in the middle of
the opposite edges of the sample (see fig. 3.4(d)) and voltages where measured along
both the other two edges, parallel to the current path, i.e. the longitudinal resistance.
At the same time the Hall resistance was measured perpendicular to the current flow.
During the measurement slight differences between the signals measured on different
sides became apparent indicating sample inhomogeneities. In order to avoid geometric
admixtures to the longitudinal resistance Rxx and Hall resistance Ryx , we have sym-
metrisedRxx and anti-symmetrisedRyx with respect to themagnetic field, as discussed
in section 2.1.
The properties of the 2DES are characterized by the resistance of the sample, using a
low-frequency (17 Hz) lock-in technique with an excitation current of 1 µA. The mag-
netic field used to study the magnetoresistance, was the DC-field at the High Field
Magnet Laboratory in Nijmegen (up to 35 T) and the pulsed field at the Laboratoire
National des ChampsMagnétiques Intenses in Toulouse (up to 55 T).
3.2 Measurements and analysis
3.2.1 Characterisation
The temperature dependence of the resistance is shown in fig. 3.4. Upon lowering the
temperature from room temperature to 0.35 K (black curve) the resistance decreases
from several MΩ to a minimum around 15 K. At lower temperatures a logarithmic
increase becomes observable which yields a value of 2.7 kΩ around 0.35 K. This log-
arithmic behaviour is typically assigned to Kondo scattering on the Ti3+ ions [9, 43, 77]
or magnetic moments from oxygen vacancies [78]. When the temperature is reduced
further below 0.35 K an additional resistance drop is observed. This reduction is possi-
bly related to the onset of a superconducting phase at low T [9, 79].
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In the remainder of this chapter we will concentrate on the temperature range where
a log-T dependence of the resistance is observed and the transport properties can be
assigned to a low mobility 2DES with magnetic scattering. In particular, we will take
the state at 0.35 K as the initial state and investigate how illumination at the bandgap
energy of STO changes the 2DES into a state where quantum oscillation are observable.
3.2.2 Illumination
Mounting the sample on our measurement setup requires it to be in the open air and
light for several minutes. This means that the sample gets enough UV-light at room
temperature to possibly be in an excited state before the experiment starts. Tominimise
this effect, the sample was kept in the dark at room temperature for several hours after
mounting, allowing the system to recover its ground state before cooling to 0.35 K.
The illumination was then performed after cool-down with a 3.3 eV (373 nm) laser
energy, which is slightly higher than the bandgap energy of STO. The sketch in fig. 3.4(d)
shows how the light is brought to the sample using amultimode optical fiber. This fiber
terminates 2 cm above the sample which is far enough away for the light to diverge and
illuminate the entire surface of the sample homogeneously. When the light reaches the
sample, it is first transmitted through the LAO, which has a bandgap energy of 5.4 eV.
The light then reaches the STO (3.2 eV) where it excites electrons. The electrons are
most likely transported to, and trapped at, the interface due to the confinement poten-
tial. The electrons follow the arrows drawn in the band-bending sketch of fig. 3.4(c) (not
to scale), while the simultaneously created holes move in the opposite direction. The
holes are not confined to the interface andmove further into the substrate.
In fig. 3.4(b) the effect of this illumination on the sample resistance is shown as a func-
tion of time. The start time of the illumination is indicated in the figure by a star. After
a stable value prior to the illumination (here 2.7 kΩ, but in general the precise value
is hysteretic and depends on the cool-down history and the light-exposure history of
the sample), the resistance drops within 200 seconds by nearly one order of magnitude,
depending on the incident power (blue shaded area). Once the illumination is stopped,
the resistance remains stable for several hours as long as the sample is kept at low
temperatures [43]. If the illumination power is increased, the resistance decreases faster
and to a lower resistance during illumination. However, as soon as the light is turned
off, the resistance increases and stabilizes to a persistent value (saturation resistance)
that is only weakly dependent on the incident illumination power when applied till
saturation [43, 63]. For instance, in fig. 3.4(b), we observe a 1% increase of resistance
after the light is turned off which is barely visible on the scale of the figure.
The effects of subsequent heating on the resistance is shown in fig. 3.4(a) (red curve),
which is of different character to that obtainedpre-illumination (black). Thepost-illumination
sample shows metallic behaviour with a monotonically rising R(T ). At three tempera-
tures, 3 K, 8 K and 30 K, the warm-up was interrupted by a partial cool-down (black
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Figure 3.4: (a) Resistance R versus temperature T on a log-log scale. The high resistance cool-down
curve is represented by a black line. At the orange star, the sample is illuminated, visible in the time
dependent measurement in (b). The post-illumination low-resistance warm-up curve is shown in
red. At three temperatures (3, 8, 30 K) the warm-up (red) is interrupted by a partial cool-down
(black). (b) R as a function of time t while illuminating (blue area). This intensity is measured
at room temperature at the position of the sample to be around 1 µW. (c) A sketch of the band
bending at the LAO/STO interface. Arrows indicate excited electrons. (d) A schematic diagram of
the illumination setup (not to scale) with the contacts used for resistance measurements.
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lines) in order to verify stability. As seen in the figure, the resistance already recovers
partially at each of the partial cool-downs, and substantially at 30 K. The fact that the
system recovers to its original state when warming above 50 K for a substantial time
period (many hours), suggests that the persistent conductivity is related to the 2DES
observed at low temperature. When illuminating a bare STO substrate at low T, we do
not find the appearance of an additional low resistance channel [43].
In the following we will analyse the underlying reasons for this persistent increased
conductivity after illumination. It can be understood in terms of the generation of a
parallel high mobility electron channel which increases the overall conductivity. For a
multiple channel Drude model the total conductivity is described in section 1.2.1 and
is given by:
σ=∑
i
ni eµi , (3.1)
with e the electron charge, ni the electron concentration of channel i and µi the corre-
sponding mobility.
Pre-illumination, we can estimate the electron concentration n and mobility µ by as-
suming a simple one channel conduction given by:
n =
(
e
dρxy
dB
)−1
and µ= 1
neρ0
, (3.2)
with ρxy the Hall resistivity and ρ0 the resistivity at B = 0. We can then find the concen-
tration from the linear approximation of ρxy shown in fig. 3.5, resulting in n ≈ 1017 m−2,
and we determine µ≈ 10−4 m2/Vs from the zero-field resistivity.
The decrease of resistivity during illumination suggests that the subsequent persistent
conductivity is due to either an increase of n ·µ in the existing channel, or, alternatively,
the creation of a second channel with significantly higher n ·µ. Assuming that the first
channel is not changing its properties, the fact that Rxx (B) is strongly influenced by
illumination, whereas Rxy (B) is not (fig. 3.5) hints towards the second scenario. We will
show this second scenario in the following section by analysing Rxx (B) in terms of a
two-channel Drude model.
3.2.3 Magnetoresistance
Themagnetoresistance of the sample pre-illumination atT = 0.35K, is shown infig. 3.5(a).
Asmentioned earlier there is an increase in resistance at low temperature and lowfields,
below 1 T . This is most probably a precursor of a low temperature, low resistive phase
which is rapidly destroyed by a small magnetic field and therefore not the main focus
here. For B > 1 T, a pronounced negative magnetoresistance is observed, which can be
attributed to a reduction of spin scattering onmagnetically oriented Ti3+ ions [9].
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Figure 3.5:Magnetoresistance Rxx up to 30 T for (a) pre-illumination (blue, dashed) and (b) post-
illumination (red) measurements at T = 0.35 K. Panel (c) shows the corresponding Hall resistances
of the two graphs above (pre- and post-illumination, only start deviating from each other > 20 T).
The black curves with triangles in (b) and (c) are two channel Drude fits, where data in (b) and (c)
are simultaneously fit. Insets show the relativemagnetoresistanceMR= (R(B)−R(0))/R(0) and the
Hall resistance Ryx measured pre- and post-illumination in pulsed magnetic fields up to 55 T, for
these experiments a UV diode with a wavelenght of 375 nmwas used.
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Post-illumination, fig. 3.5(b), the zero field resistance has dropped by almost an order
of magnitude and the negative MR is no longer observable. Instead, a positive MR now
dominates, and only starts to saturate at high fields (50 T), which is typical for a two-
channel system (we come back to this in section 3.2.3).
To quantify the properties of the second channel, the Drude model is again applied,
but now for two-channel conduction, still as a simple approximation. Despite the limi-
tations of this simplified model, the fits for the post-illumination data in fig. 3.5(b) and
(c) are fair and yield the values n1 ≈ 1017 m−2, µ1 ≈ 10−3 m2/Vs, n2 ≈ 1016 m−2, µ2 ≈
10−1 m2/Vs. Within this simple two-band model the mobility of the original band is
increased but, more importantly, a second channel with a significantly higher mobility
is occupiedmore. Even if the two-channelmodel is incomplete (for instance, it does not
account for any extra magnetic scattering mechanism to explain the pre-illumination
negative MR), it provides a reasonable estimate of the concentration of charge carriers
and their mobilities. An interesting feature of the data is that the Hall resistance at low
magnetic fields is hardly influenced at all by the creation of a high mobility channel,
and only starts to deviate significantly from its pre-illumination behaviour in fields
above 30 T (see inset in fig. 3.5(c)).
This observation brings us to the intermediate conclusion that (also in this sample) illu-
minating persistently occupies a parallel high mobility channel, with µ2 ≈ 10−1 m2/Vs.
This is similar to observed phenomena in other samples [43].
A typical property of high mobility charge carriers, where µB ≥ 1, is the appearance
of quantum oscillations [27]. Here µ2 ≈ 10−1 m2/Vs, so that at 10 T we are only in the
regime of µB ≈ 1. Strictly speaking, µ is the quantum mobility here rather than the
transport mobility extracted from the Drude model [80] but the clearly higher mobility
suggests the same. We will show in the following section that we indeed observe small
oscillations on top of the positive MR, which was not observed in these samples, till
now.
Quantum oscillations
We now focus on the resistance oscillations that are superimposed on the sheet resis-
tance, visible as a low frequency variation of the signal in fig. 3.5(b). In order to analyse
the oscillations clearly, we have smoothed the data, and show the second derivative at
different temperatures in fig. 3.6(a). The sheet resistance and Hall resistance are of the
same order ofmagnitude, whichmeans thematrix inversion of the conductivity, relates
amaximum in the secondderivative of the resistance to amaximumof the conductivity,
which is then proportional to the density of states (DOS).
A straightforward interpretation of an oscillating DOS in a magnetic field is Landau
quantization leading to quantum oscillations, such as Shubnikov-de Haas oscillations
in the resistance [27]. As high mobility LAO/STO samples have been reported to show
quantum oscillations [14] we have attempted to apply standard quantum oscillation
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Figure 3.6: (a) The second derivative of the sheet resistance Rxx (post illumination) versus
magnetic field for five different temperatures. (b) A normalized plot of the amplitude (differences
from maximum to minimum) at the different temperatures shown in (a). The fit is of the
temperature dependent part of the Lifshitz-Kosevich formula and results in ∆E = 1±0.2meV.
analysis to our data. The temperature dependence of the oscillation amplitudes is shown
in fig. 3.6(a) and shows a decrease with increasing temperature following the expected
Lifshitz-Kosevich behaviour for one (sub)band [81] which was discussed in the intro-
duction:
ρxx
ρ0
(B ,T )= 1−2e−β α
′T
sinhα′T
cos
(
2pi
hn
2eB
+φ
)
, (3.3)
with α′ = 2pi
2kB
∆E
,β= D
B
= ~pi
∆Eτ
.
Most generally, ∆E is the energy between two extrema in the DOS (i.e. Landau level
separation ~eB/m∗, withm∗ the effective mass), τ the inelastic scattering time and n
the 2D electron concentration. Using eq. (3.3) we can extract the parameterα′ from our
experimental data and relate it to ∆E . The fit in fig. 3.6(b) yields ∆E = 1±0.2 meV for
the oscillationmaximumobserved around 15 T. Relating this to a Landau level splitting
we can extract an effective mass of 0.9 me . This value is similar to those found in low
frequency oscillations measured in as-grown high mobility samples [13, 14, 82].
Because there is only one complete oscillation visible in our data, the period is difficult
to evaluate. However, a rough estimate yields ∆1/B = 0.5 T−1, which corresponds to
a frequency of 20 T, and carrier concentration of 1× 1016 m−2. This concentration is
comparable to the concentration we found by the two-carrier model above and also
to values found for the lowest oscillation frequency in other LAO/STO heterojunctions
[13, 14, 70].
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Figure 3.7: The black curve is resistance as a function of inverse magnetic field up to 53 T (pulsed
field), subtracted by a 4th order polynomial. The red curve is the same data up to 30 T (DC field).
Both curves are taken at base temperature (approximately 0.35 K). The green curve is Lifzitch-
Kosevic formula with s = 0, pink with s = 0.4.
Even higher fields
Figure 3.7 shows the oscillations extracted from magnetoresistance data in DC fields
and pulsed fields, as a function of inverse magnetic field. The red curve is the ∆R up to
30 T, also seen in fig. 3.6. The black curve is taken in pulsed fields up to 53 T (AC current
measurement, 5 kHz, 50 µA). The high fields available at the pulsed field laboratory en-
able us to see an extra oscillation, although the electrical noise in these measurements
exceeds the measurements done in a DC field. This additional information shows that
the oscillations we observe are, as expected from Landau quantisation 1/B periodic.
Indeed, when simulating the data with the LK formula (eq. (1.19)) using A = 0.4, D =
20 T−1,m∗ = 1m0, F = 35 T, φ= 1.75◦and s = 0.4 with one extra higher order term, the
result is convincingly agreeing.
3.3 Things we still wonder about
In this section a few topics are addressed slightly further.
3.3.1 Oxygen vacancies
Oxygen vacancies are often used as explanation for differences in conductivity for time
variation or other sudden persistent changes in conductivity. Li et al. [78] discussed
oxygen vacancy migration speeds for STO. They performed measurements at room
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Figure 3.8:Oxygen mobility in STO at the relevant temperature range, extrapolation from [78] fig.
3(d).
temperature and found that illumination of the samples increases the mobility. But
when we extrapolate their findings to low temperature, shown in fig. 3.8, we find an
oxygen mobility that is extremely low, even with illumination. So, although we might
think that the oxygen vacancies contribute electrons to the conductivity in the sample,
we do not believe the illumination changes the oxygen vacancy property of thematerial.
Therefore this contribution will stay the same over the reported experiment.
3.3.2 Heating
Illumination at low temperature always heats the system. Especially in this system,
where we know that heating immediately relaxes some carriers, it is of importance to
keep the heating to aminimum. A testwith an extra thermometer in place of the sample
showed that the heating is limited to less than 0.1 K. The laser light, which diverges over
the full sample in the final setup, also illuminates the position of the thermometer. The
illumination is often performed until heating is visible on the thermometer, thereby we
prevent substantial heating of the sample.
The heating due to illumination does give an error in the temperature at which we have
illuminated. All the measurements have been performed after illumination, with the
system, at least temperature-wise, relaxed.
3.3.3 Assigning the bandstructure
It is common in the LAO/STO field to specify which bands the conducting electrons
belong to. Based on other results [14] and theoretical band structure calculations [68],
we believe that the orbital nature of the high-mobility 2DES created at the interface
originates from a dxy -derived subband (hybridized with a dxz and dyz contribution)
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formed in the triangular interface potential. This is also consistent with the effective
mass measured by means of quantum oscillations. The low-mobility band would then
correspond to a flatly dispersing band (derived and hybridized from dxz and dyz ) with
a considerably higher effective mass and a consequently lower mobility, which is there-
fore not visible in the oscillations.
From the experiments alone it is not possible to state whether the two channels of high
and low mobility spatially coincide or if they are separated. However, since the exis-
tence of a confining potential at the interface is well established, it seems reasonable to
assume that the two different carrier types coincide (high concentration/low mobility
and low concentration/high mobility) spatially. From thermal excitation experiments
in non-illumined samples [43] we can estimate the energetic difference between the
two bands to be 6 meV.
3.4 Conclusion
To conclude, we have shown that an as-grownmagnetic LAO/STO sample can be tuned
into the high-mobility, quantum oscillation regime by illumination with a laser at the
bandgap energy of STO. Oscillations can be interpreted as Shubnikov-de Haas oscilla-
tions in themagnetoresistance, in correspondencewith earlier reports onhigh-mobility
LAO/STO samples. Our work shows that there is no fundamental difference between
these well described samples of the high-mobility LAO/STO interface [14] and less well
described low-mobility, magnetic samples [43].
CHAPTER4
Amagnetoresistance study on La doped STO
4.1 Introduction
The previous chapter showed that electrons in the 2DES of LAO/STO reside in the STO.
In that way the properties of 2D LAO/STO can often be traced down to bulk STO, there-
fore a fundamental understanding of this material remains essential. This chapter is
about magnetoresistance measurements on lanthanum doped strontium titanate (La-
STO). The fundamental parameters (such asm∗ or s) that can be obtained from these
measurements appear to be comparable to ones found in LAO/STO and can be used
to fine-tune calculations of LAO/STO or other STO-based bandstructures. This work
would not have been possible without the collaborationwith Chris Freeze and Susanne
Stemmer, who grew the high-quality sample.
4.1.1 Motivation
STO is short for StrontiumTitanate, SrTiO3, awell knowncrystal commercially available
worldwide. It was first synthesized in the United States, by Leon Merker and Langtry E.
Lynd (first published patent on February 10, 1953 [83]), and only later (1982) found as
a rare, naturally occurring mineral in Siberia known then as Tausonite, named for the
Russian geochemist L.V. Tauson.
Nowadays, due to the high quality of thematerial, it is used as a substrate for (epitaxial)
growth techniques of othermaterials such as high-temperature superconductors or the
family of oxide-based thin films. In both those sectors (and others) the properties of
the films are in focus and the STO acts only as the substrate. The STO is an excellent
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substrate for these other materials due to the fact that it is a band insulator with high
dielectric constant at low temperature. These properties make it easy to gate the films
to relatively high voltages, reaching high carrier concentrations and creating a broad
range of parameter-space.
On the other hand, STO is also easily doped to become a metal itself and, at low tem-
perature, doped STO was even found to become an oxide superconductor (Tc ≈ 0.3 K)
[84, 85].
In the ’60s through ’80s of last century, the transport properties of STO were already
well known [15, 86, 87], but the growth of interest in oxide heterostructures such as
LAO/STO since 2004 [44], demands a more precise knowledge of the band structure
properties of STO. In LAO/STO, and other similar heterostructures based on STO, the
consensus is that the conductivity at the interface is due to the STO bandstructure.
Many physical phenomena displayed by the LAO/STO interface are explained by theo-
ries based on the strength of spin-orbit coupling or electron-electron interactions, and
these heavily depend on the value of intrinsic properties of the STO. These theories
would benefit from more accurate parameters of modern STO films to fine-tune their
predictions and this is one of the things we hope to provide through this work. Addi-
tionally, the currently used STO crystals are grown in slightly different ways compared
to earlier samples [88], tending to have a highmobility with low carrier density, and we
now have techniques to look at the materials in more extreme conditions (e.g. higher
magnetic field). We think our refocus on STO is welcome [89–91].
Studies we build on are, for example, theory and experiment in 2001 [92] where the
bandgap is found to be 3.25 eV (indirect) and 3.75 eV (direct). The bulk band structure
of STO is reprinted in fig. 4.1(a). Below the bandgap are the valence bands, which are
filled with electrons. Above the bandgap are the (empty) conduction bands. The lowest
energy conduction band originates from the Ti 3dt2g orbitals in an octahedral crystal
field symmetry [17]. It is triply degenerate at the Γ-point. Above that energy we find
the Ti 3deg states, at higher energies Sr 4dt2g and eg . The valence band is formed by
the oxygen bands [68]. For doped STO or LAO/STO there is conduction, so the Fermi
energy is raised above the bandgap into the conduction bands (or lowered into the
valence band). Then the spin-orbit interaction and a structural transition around 110 K
play an important role, lifting the degeneracy of the t2g bands, for example. For such
complex materials like doped STO and LAO/STO, the band structure can become very
finely balanced between the bands. It depends on small changes in certain parameters,
such as carrier density and mobility, and therefore, it is important to have as much
experimental information as possible about the electronic properties of the material.
A sketch of a zoom at the Γ-point in the band structure is given in fig. 4.1(b). The small
amount of doping in the sample discussed in this chapter is so low, that only the lowest
conduction band of STO is occupied. In fig. 4.1(b) Allen et al. [91] have estimated that in
their samplewith a carrier density of 7.5×1017 cm−3 there are twobands that contribute
to the conductivity, as is seen by the placing of the Fermi energy in the sketch. From
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Figure 4.1: (a) Bulk band structure of insulating, cubic STO calculated without spin-orbit
interaction, taken from [68]. (b) A sketch of an enlarged section of the dispersion at the Γ-point,
with parameters from [15], made with a model including strong spin-orbit interaction and a
carrier density of 7.5×1017 cm−3 for EF by [91]. k⃗ is expressed in units of pi/a, where a is the length
of the cubic STO unit cell. The two lines (red and blue) are two bands with different effective mass.
(c) The Fermi surface associated with the lowest conduction band, from (b) [91], (d) The Fermi
surface associated with the higher conduction band, from (b) [91]. For the STO sample discussed
in this chapter, we believe that only the lowest of the conduction bands in (b) is occupied, so that
only the Fermi surface in (c) is relevant.
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Figure 4.2: (a) A sketch of the sample with gold contacts in the corners and the definition of the
direction of the magnetic field with respect to the sample surface. (b) A sketch of the layer structure
of the La-STO sample. (c) Hall resistance Rxy as a function of magnetic field B. From the slope a
carrier concentration of 6.02 ·1017 cm−3 can be established.
their findings they sketched the Fermi surfaces shown in figs. 4.1(c) and 4.1(d).
In our sample, we believe that only the lowest band is occupied, with a carrier density
of 6×1017 cm−3. The associated Fermi surface is expected to have the cushion shaped
form shown in fig. 4.1(c). From the quantum oscillation work on LAO/STO [14, 93,
94] we know that with multiple (sub)bands in the system the magnetotransport data
become quite complicated, but in this case with a single small Fermi surface, we expect
only a low quantum oscillation frequency.
The STO sample we have measured is doped with lanthanum [95, 96], which is also an
element in the LAO/STO samples, and therefore makes an important link to LAO/STO
heterostructures. In combination with earlier works, where STO is doped with niobium
[91, 97–102], we know that the dopingmaterial is not of crucial importance, and we are
primarily looking at bulk properties of STO. Therefore the current work is relevant to all
material studies which have STO as a substrate or component.
4.1.2 Sample
The sample we used was grown by Chris Freeze at the University of California Santa
Barbara, in the group of Susanne Stemmer, with Molecular Beam Epitaxy (MBE). It has
1 µm of 1% Lanthanum doped STO, on top of 60 nm undoped STO on top of a com-
mercial STO substrate, as sketched in fig. 4.2(b). A 1 µm thick film can be considered as
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a three dimensional material with a three dimensional Fermi surface. This sample has
a carrier concentration of 6.0 · 1017 cm−3, determined directly after growth by doping
level and independently confirmed by the slope of the linear (one-band)Hall resistance
n = B/(Rxye) shown in fig. 4.2(c). Directly after growth, gold was evaporated on the
corners to form contact pads, sketched in fig. 4.2(a). Later, at the HFML, the gold pads
were contacted by wire bonding.
One of the problems in resistivity measurements is contacting the sample properly,
with as low a contact resistance as possible. The contacts on this sample were made
with thin (25 µm) gold wires bonded on a thin layer of gold. When the wire bonding
was not perfect, parts of this gold layer came off easily, breaking part of the contact pad.
Therefore we have strengthened the contacts with a drop of silver paint.
We performed three sets of measurements on this sample, and each time we found
slightly different contact resistances. In the first measurement we also found that mea-
suring across one side of the sample led to significantly higher resistance than measur-
ing across the opposite side. This could be due to inhomogeneity of the sample, or was
maybe just a consequence of high contact resistance on one side. With this in mind,
we point out that the focus of our study and analysis is the quantum oscillation data,
which involves separating the oscillatory resistance from the background resistance
andmeans that the quality of the contacts does not fundamentally influence any of our
findings or conclusions. However, most of the data and analysis presented are from the
measurement which had similar resistances at each contact and very little asymmetry
across the sample.1
4.2 Measurements and analysis
In fig. 4.3(a) resistance versusmagnetic field at the base temperature of the 3He-system
(0.35 K) is shown up to 35 T. The curves of fig. 4.3(a) are taken with the field at different
angles θ to the sample surface, see fig. 4.2(a). All curves start with a little decrease in
resistance, discussed in section 4.3.2, before they show positive magnetoresistance at
higher magnetic field. 0◦corresponds to the (001) direction of the crystal, and 90◦is in
the xy-plane (corresponding to either the (100) or (010) direction; we assume both are
equivalent). The current is always perpendicular to the magnetic field.
On top of the positive magnetoresistance shown in fig. 4.3(a), quantum oscillations are
clearly visible. The oscillations are followed at different angles in that figure, to follow
the geometry of the Fermi surface. The fact that the oscillations are visible at all angles,
shows that the Fermi surface has a 3D nature.
1We note that asymmetry at contact resistances would not affect our determination of the carrier density
because the Hall data were measured in both positive and negative magnetic field polarity, and were anti-
symmetrised. Measurement of mobility using R0 could be affected by contact resistance because R0 is
symmetrized, so we present only the quantummobilities extracted from the quantum oscillations.
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Figure 4.3: (a) The symmetrized magnetoresistance data set of all measured angles at base
temperature. The angles are defined as in fig. 4.2(a). The curve at 90◦is offset to prevent crossing
other data. (b) The same data, subtracted by a polynomial background and plotted versus 1/B,
with an offset of 0.04×angle. (c) Derivatives of all angle data plotted against 1/B.
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In the remainder of this chapter, we will focus in depth on the analysis of these oscil-
lations and the information we can extract from them. We will see that the performed
measurements can be described by one band including spin splitting.
4.2.1 Parameters
As discussed in section 1.2.2 the oscillations in resistivity can be described by four
parameters, F , m∗, TD and g . Not all these parameters can be independently found,
because there is some mutual dependence. To extract any parameter, we have to con-
vincingly decide which frequency, F , is relevant in the oscillations, for example by per-
forming an Fast Fourier transform on∆R(B). Whenwe know the frequency, the temper-
ature dependence of the oscillations can be used to extract the effective mass, m∗, of
the charge carriers. When the frequency and effective mass are known, we can analyse
the oscillations to find theDingle temperature, TD . With those three ingredients we can
then try to collect information about the g -factor of the material.
As introduced earlier (eq. (1.19)), the Lifshitz-Kosevich formula describes the quantum
oscillations and allows us to extract the above parameters for a single band with possi-
bly multiple higher order terms:
∆ρ
ρ0
=
p
B A
∑
r
[
1p
r
e−Dr /B
rαm∗T /B
sinh(rαm∗T /B)
·sin
(2pirF
B
+φpi+ rpi
)
·cos(rpis)
]
(4.1)
Where we have the variables A = amplitude, D is related to the Dingle temperature TD ,
m∗ =effective mass, F = frequency, φ= phase, and s = spin parameter.
The sum over integer r in eq. (4.1), represents the different higher order terms or har-
monics. We will have higher order terms of that one band, so the sum over r will be
relevant.
The LK-formula only describes the oscillatory part of the magnetoresistance data, so
the backgroundmagnetoresistance has to be subtracted. This background subtraction
is a delicate thing to do, as discussed in section 4.3.3.
To identify the oscillations more clearly, literature suggests to take the (second) deriva-
tive, but this has the big disadvantage that all the amplitude information is lost. Fig-
ure 4.3(c) shows the derivative as a function of 1/B , but to keep the amplitude infor-
mation, we use the data sets, shown in fig. 4.3(b) which only have the background
subtracted.
For the background subtraction we use a polynomial fit, where the order of the poly-
nomial is kept as low as possible (ranging from first to third order). The background
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magnetoresistance has temperature- and angle dependence, so it is necessary to sub-
tract a different polynomial background from each curve.
4.2.2 Frequency
The frequency F describes how the resistivity oscillates as a function of magnetic field.
This general oscillatory part of the LK-formula is:
ρxx ∝
∑
r
sin
(
2pirF
B
+φpi+ rpi
)
= sin
(
2piF
B
+φpi
)
. (4.2)
The equal-sign is only true when there are no higher order terms, and only one conduc-
tion band. The phase φ is a continuous variable, while r is integer. Here are three ways
of determining the frequency described.
The first one is to use the LK-formula to simulate or fit ρxx and compare it visually with
the experimental data. This is robust and provides a thorough understanding of which
oscillation arises from which frequency or harmonics of this frequency. This is easy to
do when there is a single sine directly seen in the data. It is difficult to do when there is
more than one frequency, because then the relative oscillation amplitudes and phases
also play an important role. Before using this simulation method (where we need to
guess some starting parameters) we first explain the other two ways of determining the
frequency.
The second way to find out which frequencies are relevant, is to take the Fourier trans-
form (FFT) of the oscillations [103]. An FFT provides a spectrum with a peak at the
oscillation frequency present in the dataset. This technique has a big advantage when
the frequencies are a complex mix, but it also has to be used with care. For example, by
taking an FFT of very few oscillations or oscillations with a lot of frequencies combined,
one may get poor resolution or extra peaks, which can be regarded as artefacts, due to
the FFT procedure or necessary preparations of the data. Proper binning, interpolation,
padding and windowing of the FFT has to be performed to increase resolution [103]. In
fig. 4.4 the inverse FFT of the isolated main peak is performed to check the relevant
frequencies.
The FFT of the curve of the data at 51◦(fig. 4.4(a)) is shown in fig. 4.4(b). The black
curve in both pictures is from the data at base temperature, with a field range of 2–
20 T. In the FFT (fig. 4.4(b)) there are four peaks. The lowest frequency (the only one
that is not green) is very sensitive to the range or background subtraction. This peak is
therefore attributed to the imperfect background subtraction. The few extra wiggles in
the area between 5 and 16 T are due to the FFT procedure. The other three clear peaks
are selected with the filter shown in green and used to make the inverse FFT (iFFT)
shown in fig. 4.4(a), indicating that these peaks are the frequencies that best describe
this curve: 25, 50 and 75 T. It is remarkable that these frequencies are (almost)multiples
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Figure 4.4: (a) Themagnetoresistancewith 1st order polynomial subtracted, as a function of 1/B in
black, this is with B at 51◦and at base temperature (T = 0.35 K). In green the inverse FFT from the
selected FFT frequencies shown in (b). The range is taken from 2 until 20T, the range in the figure is
from 2.5 T. (b) The FFT of the data (black in (a)) and selected frequencies in green. For interpolation
1000 points are taken, and the data is smoothed with 50 points around each point. (c) and (d)
The same as (a) and (b) for B at 0◦at base temperature. A 3rd-order polynomial is subtracted. In
red a simulated curve from the direct frequencies found in the FFT: F = 40.4, 84 and 119 T with
respectively the parameters: A = 0.04, 0.08 and 0.12, D = 15, 30 and 45 T, φ= 0.25 everywhere and
s = 0 for all. The range is taken from 5–35T.
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of the first frequency, 25 T, which suggests that they are harmonics. The amplitude
of these harmonic peaks decreases at the higher frequencies, which agrees with the
expectation for harmonics. When a lower FFT range, below B = 11 T, is taken (done in
the effective mass analysis later), the harmonics are not visible in the FFT. This shows
that study of the harmonics must really be a high magnetic field study. The rest of the
analysis (following) is performed on the 25 T frequency for this angle, as that is the
frequency directly related to the Fermi surface.
The FFT of the curve with B at 0◦is shown in fig. 4.4(d) and is slightly more complicated
than the 51◦curve. This picture shows the complete high field range: 5–35 T.The FFT
is seen to have rather broad peaks and in this frequency range there are six peaks.
Similarly to the data in fig. 4.4(b), the lowest frequency peak, below 10 T, is assigned
to the imperfect background subtraction. The largest amplitude peak is at a frequency
of 40.5 T, and its double frequencies/harmonics of about 80 T and 120 T are two of
the other peaks (more precise: 84.4 T and 114.5 T). The fact that the harmonics are
slightly off from their expected values might be related to a small phase shift in the
harmonics [104], background subtraction problems or real physics we are overlooking.
The two leftover peaks exist around 24.8 and 62 T, but when the field interval used
for the FFT is changed, or when reproducing the data via an inverse FFT, these peaks
play a less important role, and can hardly be explained with a physical interpretation.
We therefore believe that they are artefacts of the FFT, namely side lobes of the main
frequency. To show that these side lobes are not necessary to reproduce the features
seen in the data, the harmonics of 40 T are selected (green curve) and the inverse FFT is
made, plotted in green in fig. 4.4(c). Due to the (Hanning) filter used when performing
the FFT, the inverse FFT has reduced amplitude, especially at the boundaries of the
data (very visible in high field/low 1/B where the real amplitude of the oscillations is
big). But the essential features of data are nicely reproducedwith only these frequencies
of 40.5, 84.4 and 114.5 T.
Now the origin of all the peaks is disentangled, the spectrum looks less complicated
andwe know there is also only one frequency to be considered for the 0◦curve: 40 T. For
this angle, B ∥(001), the analysis will be performed at a frequency of 40 T.
In the FFTs of the complete angle dependence, it is remarkable that the middle an-
gles seem to have a less complicated oscillation pattern. The FFT of the 51◦curve, in
fig. 4.4(b), shows most clearly the harmonics of the dominant frequency, at 25 T. Still
some low frequencies (from imperfect background subtraction) and very small side
lobes are visible, but themain frequency is clear and reproduces the oscillation pattern.
So in this case the FFT was a useful tool to extract the frequency.
The “tool” FFT also has another property to consider: an FFT is an averaged spectrum
over the full data set presented to the tool. To overcome this, and check how much
the frequency changes with magnetic field, we performed range analysis. In a range
analysis one cuts different ranges (B1 untilB2) out of the data to perform the analysis on
(ranges canbe overlapping). The range of 5–30T is visualized in blue in fig. 4.5(a)(bottom)
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Figure 4.5: (a) (Top) The position of the main FFT peak for the 0◦curve at base temperature as
a function of effective magnetic field, Beff = 2(1/B1 + 1/B2)−1. Systematically different ranges of
the curve (bottom) are used to perform the analysis on. (b) The main frequency for two angles,
determined through FFT from different ranges in magnetic field, plotted versus the effective
magnetic field.
and 10–15 T in green. For each range the background is subtracted and the FFT taken
(in 1/B). The frequency is found as the maximum of the FFT. This frequency is then
plotted as a function of the effective field Beff = 2(1/B1+1/B2)−1. In the blue example of
fig. 4.5(a)(bottom) Beff = 8.57 T, and for the green Beff = 12 T (the horizontal positions
of the beginnings of the arrows are on the effective fields of these examples). Because
this effective field is determined by the average of 1/B , it is dominated by the low field
boundary and this range analysis only goes up to 17 T, while the data extend to 35 T.
At higher fields and small ranges, there are too few oscillations to take a reliable FFT,
so this procedure has its limits to precision, dictated by the data. Figure 4.5(b) shows
that in general, the main frequency stays constant over the whole range for both an-
gles shown. The outlier points are the result of a small number of oscillations in some
ranges.
The advantage of this range analysis is that the overlap in the different ranges provides
a better resolution of the parameter when it is changing with magnetic field. The as-
sumption of a parameter being constant over the full range is checked in this way, and
confirmed for F .
The third way to find the frequency is to number the peaks, troughs ormidpoints of the
oscillations and plot this assigned number, n, against its 1/B-position. This approach
is described well in the book of Shoenberg [27].
These peak positions ought to lie on a straight line, with the slope being the frequency
of the oscillations. Figure 4.6 shows examples of our 0◦and 51◦data. Only the oscilla-
tions corresponding to a single frequency can be taken into account in this procedure,
which allows only low field data in the figures. In our cases this provides very few points
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Figure 4.6: The position of the peaks in 1/B counted, in the range where they can be assumed to
behave as a sine (low field). The number n for the fisrt peak is offset such that the intersection on
the n-axis falls between 0 and 1. For B at (a) 0◦(b) 51◦.
before becoming a complex mixture of oscillations. The n is chosen such that the ex-
trapolation of the line shown in fig. 4.6 crosses with the n-axis (when 1/B = 0) between
the numbers 0 and 1. This intersection provides the absolute phase of the oscillation:
F
B
=−
(
φ
2pi
)
+n± 1
4
(4.3)
Where F is frequency, B magnetic field, φ the phase and n the peak number. The ± is +
for peaks, and − for troughs 2. Following Shoenberg, this absolute phase is needed for
the determination of the g -factor, which will be discussed in section 4.2.5.
These two techniques (FFT and peak number) can be performed on the full angle de-
pendence of the data. The FFTs are shown in fig. 4.7(a). This information provides
the shape of the Fermi surface, via the Onsager relation eq. (1.23). This behaviour of
the frequency, plotted in fig. 4.7(b), is modelled with a slightly different shaped Fermi
surface of which the extreme cross sections are sketched in red in the same figure.
Around 0◦, F is higher, whichmeans that the extremal area of the Fermi surface is larger,
so B points in the (001) direction in fig. 4.1(c). Upon turning the sample with respect to
the magnetic field, the higher frequency decreases to a lower one, which stays almost
stable in the rest of the angles, indicating a thin bar or cushion. Although this quick
model provides only a rough estimation, it supports the cushion-shaped form of the
2Using the peaks or troughs differs only by a phase difference from using the zero crossings of the oscillation.
In the later case eq. (4.3) becomes:
F
B
=−
(
φ
2pi
)
+n+ 1
4
± 1
4
(4.4)
The ± in this equation has the same sign as that of dR/dH .
4. La-STO 57
0 50 100 150
0
200
400
600
800
1000  9 0 ° 7 5 ° 6 0 ° 5 1 ° 4 5 ° 3 6 ° 3 0 ° 1 5 ° 0 °
am
p.
F  ( T )
(a)
0 2 0 4 0 6 0 8 0 1 0 0
0 . 2 5
0 . 3 0
0 . 3 5
0 . 4 0
0 . 4 5
( i i )
  ( ° )
 d i r e c t  f i t F F T n f l o w e r  e l l i p s e
A (n
m-2
)
( i )
(b)
Figure 4.7: (a) FFTs from the full data set of all angles. (b) The angle dependence of the frequency
(converted into area of a cross section of the Fermi surface using the Onsager relation eq. (1.23))
found via the fitting of the MR as shown in figs. 4.8 and 4.9 (black squares), via FFT (red circles)
and via the number plotting (blu triangle pointing up). The red line is a simulation of the cross
section of a Fermi surface with an ellipse shape (i) for θ = 90◦, which becomes a slightly more
complex shape (ii) with a larger area, as B turns towards 0◦. These Fermi surface shapes represent
a very simple model, but show that the angle dependence of the SdH frequency can be roughly
reproduced with this type of (distorted) cushion shaped Fermi surface. These extreme cross sections
are drawn in red.
Fermi surface reported earlier in ref. [91] (here fig. 4.1(c)). The Fermi surface is small in
absolute values, which makes the frequencies relatively low.
These last twoways of indicating the frequency, using the FFT or the peak position plot-
ting, canbeused to provide the guess parameter for the firstway: direct fitting/modelling
the data. The direct modelling of the data becomes a visual check which is extremely
useful for fine-tuning and understanding which oscillations belong to the frequency.
Due to the complexity of the curves at high field, figs. 4.8 and 4.9 show the fits of low
field data (until 10 T) with the parameters for all angles. An amplitude damping factor,
which reduces the oscillation amplitude towards lower magnetic field, is added. This is
the Dingle term which is explained in more detail later. The phase is chosen by eye to
achieve the best fit. The spin factor is kept out of the simulation, so is always 0. Adding
the spin factor will influence both the amplitude and phase parameter.
The 0◦and 15◦curves have a frequency around 40 T and the others around 25 T. The
magnetic field at which the oscillations start is different for the different angles. At 0◦it
starts only at 3.5 T, while at higher angles it creeps down to below 2 T.
Looking at figs. 4.8 and 4.9 we can see that the complex high field behaviour starts at
lower fields when the angle θ is increased. At 30◦and 36◦there is a small extra bump
around 10 T (0.1 T−1), at 45◦it is visible at 6.7 T (0.15 T−1). The bump seems to grow as
the angle is increased until it becomes a clear splitting at 75◦. It is also worth noting that
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Figure 4.8: The magnetoresistance curves for angles between θ = 0◦and 36◦, up to 10 T. The
black data have had a polynomial background subtracted. The blue curve is the simulated sine
with parameters set by hand. The parameters given in the figure are the simulation parameters
for ∆R = p[0]e−p[1]/B sin(2pip[2]/B + p[3]pi)cos(p[4]pi) with p = [amplitude,Dingle,F,φ, s]. The
arrows indicate the bumps referred to in the text.
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Figure 4.9: Themagnetoresistance curves for angles between θ = 45◦and 90◦, up to 10 T. The black
data have had a polynomial background subtracted. The blue curve is the simulated sine with
parameters set by hand. The parameters given in the figure are the simulation parameters for∆R =
p[0]e−p[1]/B sin(2pip[2]/B +p[3]pi)cos(p[4]pi)with p = [amplitude,Dingle,F,φ, s].
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Figure 4.10: (a) Raw data of the magnetoresistance at 90◦, 0.35 K.(b) The diameter of the electron
cyclotron orbits versus magnetic field. d is found with eq. (4.5) multiplied by 2 to obtain the
diameter. The horizontal lines are the effective thickness of the 1 µm thick sample, 1◦is 57.3 µm,
which is out of the range of this picture, 0◦is theoretically at infinity, which means it is limited by
the size of our sample: 1 cm.
the amplitude of the oscillations decreases noticeably at 75◦.
The curve at 90◦seems to be complicated from the start of the oscillations. Here it is
not possible to disentangle oscillations and background in a legitimate way, which is
different to the other curves where the oscillations where clearly superimposed onto a
single polynomial.
To explore a reason for this behaviour at 90◦, we look at the size effect. A size effect
in a thin film relates to the fact that at 90◦the thickness of the film is the total space
which the electron has to make a full cyclotron orbit. If the electron cannot make the
full orbit, it cannot show the quantum behaviour needed for SdH oscillations. To rule
out this optional explanation for the behaviour at 90◦, fig. 4.10(b) shows a solid line
for the calculation of the cyclotron orbit diameter, for the carrier concentration of our
sample. The cyclotron radius is found via the expression of the cyclotron frequency:
ωc = eB
m∗
= r⃗ × v⃗|⃗r |2 =
v
r
r =m
∗v
eB
= ~k
eB
(4.5)
For the extreme case, namely at the Fermi energy, we can easily calculate this from
the density, where kF = 3
√
2pi2n3D .3 When we enter our density: n3D = 6 ·1017 cm−3 =
3for 2D: kF =
p
2pin2D
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6 ·1023 m−3, at 10 T we find r = 1.5 ·10−8 m= 0.015 µm.
The horizontal lines in the figure are the maximum size of the orbits. The thickness of
the La-STO layer is 1 µm, so that at 90◦(1 µm/sin(90◦)) this is the maximum size. The
lines of 90◦and the calculated maximum cyclotron radius intersect already at 0.3 T, so
above that field range, no size effects should play any role. All the effectswe come across
in the data cannot originate from this size effect.
Summary
We found a Shubnikov-de Haas frequency of roughly 40 T at the low angles (magnetic
field perpendicular to the surface of the sample), and a frequency of 25 T at larger
angles, inmagnetic fields up to 10 T. These are in line with the cushion shape of the ear-
lier proposed STO Fermi surface. At higher magnetic fields the structure of oscillations
becomes more complex, and we attribute the higher frequencies to higher harmonics
and/or spin splitting.
After continuing the analysis at the low field data, we will come back to the high field
range at the end of this chapter.
4.2.3 Effective mass
The effective mass derived from quantum oscillations is related to the cyclotron mass
renormalised by interaction effects. It can be extracted from the temperature depen-
dence of the amplitude of SdH oscillations as described in section 1.2.2. In the LK
description this is formulated:
ρxx ∝ rαm
∗T /B
sinh(rαm∗T /B)
=RT (4.6)
By using the amplitude of the FFT and not the direct amplitude of the oscillations, the
difficulty with interference of oscillations due to higher harmonics can be taken out
of the way. The FFT is taken of data on a range of B-values, not at a single value, so
the value of B in this equation becomes somewhat poorly defined. This is taken as an
effective B defined as Beff = (1/B1 + 1/B2)−1, as explained earlier. α = 2pi2kB/~e, and
is constant which makes m∗ the only variable. We have performed the temperature
dependence measurements at two angles: 0◦and 51◦.
A few analysis steps are taken before the effective mass is obtained. First, a part of the
data is selected on which the analysis will be performed. A polynomial is fit to the back-
ground magnetoresistance over this field range and subtracted from the data so that
the background does not influence the analysis. Then the data are plotted against 1/B
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to see the periodicity clearly. This version of the data is shown in figs. 4.11(a), 4.11(b),
4.12(a) and 4.12(b).
After that, the FFT can be taken for each curve. The temperature dependence of the FFT
is shown in fig. 4.11(c), from which the amplitudes are fit to eq. (4.6) in fig. 4.11(e), and
similarly in the other panels of figs. 4.11 and 4.12. As said in section 4.2.2, there is one
main frequency with its harmonics.To visualize the difference between a small range
and large range, both analyses are shown in the figures.
For 0◦specifically, it is very clear that the higher harmonics are only detectable in high
fields, above 10 T. The lower ‘extra’ frequencies that are visible at low field in fig. 4.11(d),
seem to be due to the non-perfect background subtraction, which at higher tempera-
ture quickly lets the frequency disappear in the noise, as discussed in section 4.2.2.
The same analysis for the data set at 51◦ is shown in fig. 4.12. As with the 0◦-set two dif-
ferent field ranges are shown. It is important to notice that at this angle, the oscillations
seem to be a lot less complicated. In fig. 4.12(e) it is clear that the LK curve is not a good
fit to the data (although this was the best fit that could be achieved). There seems to be a
noise floor on the data that is not taken into account in the fit. The value of the effective
mass is therefore also different from the value obtained from the other curves shown
in figs. 4.11 and 4.12. This difference has not been understood yet, but has to be taken
into account in future. For example, by redoing the analysis taking proper account of
the noise floor, such as done by Mercure et al. [105].
To try to visualize the spread of the effectivemass, we performed a range analysis again,
shown in fig. 4.13(a) for both angles. In this analysis only good fits to the amplitude
versus data were taken into account, poor fits like fig. 4.12(e) were dismissed from the
dataset.
The grey points in fig. 4.13(a) are the obtained effective masses. The black points are
the average value within an effective B bin of 1 T, with the standard deviation as error
bars for both themagnetic field and effective masses. The red line on the figure is fitted
through these averaged points. It is remarkable that there is a weakly field-dependent
effective mass at 0◦, while it is constant for 51◦.
As a check for this 0◦field-dependence, the mass was also directly taken from the de-
creasing amplitude of each oscillation (i.e. the FFT was not used), and plotted versus
the exact field of the maximum of the oscillation, shown in fig. 4.13(b). At the highest
field there is one more oscillation, but as we saw remarked earlier, at high field the
oscillations are not simple any more and interference effects and spin splitting play a
role. Therefore this point has to be taken with a great deal of scepticism in such an
analysis and is not considered (if one would do it,m∗/m0 = 6.1).
There are somemore outliers in the graph of fig. 4.13(b), for example at the lowest field,
or at≈ 17 T. These points arisewhen the effectivemass is taken at that field although the
background subtraction is visibly bad for some temperature. To try to avoid this, slightly
different polynomial backgrounds were subtracted for different field ranges. The data
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Figure 4.11: (a)(b) Temperature dependence in 1/B, at 0◦, 3rd-order polynomial background
subtracted, for (a) the 3-35 T range and (b) the range 3-10 T. (c)(d) the FFT from data in (a) and (b)
respectively. (e)(f) The amplitude of the FFT as a function of temperature.
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Figure 4.12: (a)(b) Temperature dependence in 1/B, at 51◦, 1st order polynomial background
subtracted, for (a) the 3-35 T range and (b) the range 3-11 T. (c)(d) the FFT from data in (a) and (b)
respectively. (e)(f) The amplitude of the FFT as a function of temperature.
4. La-STO 65
0 5 10 15 20 25 30
0
1
2
3
4
5 1 0
m*/
m 0
B e f f  ( T )
0 0
(a)
0 5 10 15 20 25 30
0
1
2
3
4
 5 - 3 5  T  ( 3 r d )
 4 - 1 9  T  ( 3 r d )
 3 - 1 3  T  ( 3 r d )
 4 - 9 . 8  T  ( 1 s t )
 4 - 3 4  T  ( 3 r d )
m*/
m 0
B  ( T )
(b)
Figure 4.13: (a) Range analysis for the effective masses. The grey points are all the masses found
from the different field ranges. The black points are the average values in 1 T bins with error bars
of 1 standard deviation in m∗ and Beff. The effective mass at 51◦is constant with field. A straight
line fit through the average (black) points gives the very weak field dependence m∗/m0 = 1.0+
0.01B. The 0◦effective mass is clearly increasing, and the red curve is a 2nd order polynomial fit to
the average (black) points, with the formula m∗/m0 = 0.51+0.23B −0.005B2. (b) Effective mass
directly from the amplitude decrease of an oscillation for the 0◦measurement (so not from FFT).
The different colours have different background subtractions, to give the clearest oscillations at the
specified magnetic fields. In the legend the range is given followed by the polynomial order of the
background subtraction in brackets.
in fig. 4.13(b) confirm the field dependence ofm∗ at θ = 0◦observed in fig. 4.13(a).
In some correlated electron materials, such as heavy fermion systems, it is common
to observe field dependent effective masses. In the case of heavy fermion systems, the
explanation is often related to the magnetic Kondo scattering that is suppressed by the
magnetic field [106, 107]. In STOwe do not have a large Kondo effect, therefore the field
dependent mass must have a different reason.
One possible explanation of the apparent mass enhancement is due to the analysis
procedure. If the spin splitting at high field influences the SdH oscillation amplitude
more than at low field, the apparent damping at high field is exaggerated and the mass
appears heavier than it actually is. In the 0◦data, the splitting is clearly visible at high
field, while in the 51◦data set the splitting is only observed as a shoulder on the main
frequency. Therefore the high field spin splittingmight have less influence on the ampli-
tude of the main frequency in the 51◦case compared to the 0◦case. Another possibility
is that themass variation is a consequence of the non-parabolic conduction band [108].
In our case, the deformation of the band might result from it being close to hybridisa-
tion with another nearby band. This would be in keeping with the existing theory of the
STO conduction bands being close together in energy and hybridising with each other,
creating a complex band structure.
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Summary
We found the masses in two directions to be different:
0◦ :> 2±0.2m0
51◦ : 1.15±0.2m0
At 0◦, B ∥ (001), the mass is field dependent, which might be due to the non-parabolic
character of the conduction band.
4.2.4 Dingle scattering
Next to the amplitude change of the SdH oscillations with temperature, the amplitudes
also change with magnetic field. “Phase smearing” of the oscillations is due to the scat-
tering of electrons from impurities or dislocations in the lattice and reduces the oscilla-
tion amplitudes. Inhomogeneity of the sample can also contribute to phase smearing.
The magnetic field decreases the effect of phase smearing by increasing the spacing
between Landau levels, and therefore increases the oscillation amplitude as the field
increases. This effect is described by the Dingle term in the LK-formula:
ρxx ∝ e−Dr /B =RD (4.7)
where D can be recast in several forms, as a function of, for example, mean free path,
cyclotron radius or an effective temperature. The latter is the most used version, where
RD = e2pi2kBm∗TD/(e~B) , and TD is the Dingle temperature; the amplitude of the oscilla-
tion is decreased to a degree equivalent to an increased effective temperature TD .
RD can also be written as RD = epim∗/(eτqB) where τq is the quantum scattering time.
This is an average time an electron can travel before it scatters from impurities or other
electrons etc. Via the Drude theory the scattering time is also related to a quantum
mobility, µq = eτq/m∗, whichmakes RD = e−pi/(µqB). All these descriptions are immedi-
ately related to the cause of the damping: the scattering of electrons from something.
The desire to find the Dingle term was the main reason to start with the range anal-
ysis already introduced earlier. It is difficult to extract a reliable Dingle temperature
if you only have a low frequency with a few oscillations in the field ranges, so using
overlapping field ranges for our analysis helps to improve resolution. To get the Dingle
term for our data, the range analysis was performed by plotting the amplitude of the
FFT (at the main frequency) as a function of the effective field, as shown in fig. 4.14.
This is expected to be exponential, and when this exponential is fitted to the formula
of eq. (4.7), we can extract the Dingle temperature. For θ = 0◦and 51◦, the curves in
fig. 4.14 look to be similar within error bars, so the difference in the final number for TD
and τq , comes mainly from the different mass of the two directions.4
4The quantum mobility description is independent from the mass, and has the values: µq (0◦) = 2094±
400 cm2V−1s−1 and µq (51◦)= 2416±400 cm2V−1s−1.
4. La-STO 67
5 10 15 20
0
100
200
300
400
 0 °    ( F = 2 5 T )
 5 1 °  ( F = 4 0 T )
FFT
 am
plitu
de 
(a.u
.)
B e f f  ( T )
Figure 4.14: The amplitude of the FFT against the effective field, fitted with an exponential
according to eq. (4.7), to get the Dingle term. For the angles 0◦, D = 15±2 T, and 51◦, D = 13±2 T.
With these effective masses:
0◦ :2.0±0.2m0 (chosen for the range observed)
51◦ :1.15±0.2m0
The obtained TDs are:
0◦ : 0.51±0.1 K
51◦ : 0.77±0.18 K
A very straightforward thing to do is to check whether incorporating the observed field-
dependentmass helps to fit theDingle term better for the 0◦curve. Figure 4.15(a) shows
the fit to the 0◦amplitude versus Beff curve, with andwithout themass dependence, red
and black respectively. It seems that including the field dependent mass, gives a better
fit to the data at high field, but not so good at low field.
This can be seen more clearly in the log-plot of fig. 4.15(b). From eq. (4.7) follows that
lnRD ∝ 1/B and indeed we see a straight line characterized by the Dingle temperature.
This way of fitting gives a slope of−17.2, correspondingwith TD = 0.58 K. This is slightly
higher than on the earlier fitting shown in fig. 4.14, but the difference is within the error
bar. If we use the field-dependent mass m∗ = 0.51+0.23B −0.005B2, as found earlier
(fig. 4.13), the slope depends onB (red curve) anddoes not describe the data points very
well over the whole field range. This may suggest that the Dingle temperature itself is
field dependent, but in a fashion that compensates the field-dependence of the mass.
In the full equation (eq. (4.1)) the two terms (RD and RT ) are multiplied, so they can
easily cancel each others behaviour in the field range we cover.
Summary
The parameters obtained for field-dependent damping are given in table 4.1. The val-
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Figure 4.15: (a) The FFT amplitude of the 40 T frequency peak in the 0◦curve, in range analysis,
with the black points the binning of the grey ones. The black fit is with a constant mass of m∗ =
2m0, giving TD = 0.531 K and the red one with m∗ = 0.51+0.23B −0.005B2, giving TD = 0.523 K.
(b) Same data of (a) but now plotted as logarithm of the amplitude against 1/B and fitted on this
scale. If themass is constant, this should be a straight line (black) giving TD = 0.58K. The parabolic
mass is added for the red line, with m∗ = 0.51+0.23B −0.005B2, giving TD = 0.76 K.
angle TD (K) τq (s) µ (cm2V−1s−1)
0◦ 0.51±0.1 23.8×10−13 2094±400
51◦ 0.77±0.18 15.8×10−13 2416±400
Table 4.1: Parameters that can describe the damping from the Dingle term in the LK-formula.
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Figure 4.16: (a) The g0 factor found from direct visible splitting and eq. (4.9). (b) The
magnetoresistance at 0◦(sample perpendicular to field) plotted versus 1/B, at base temperature
(0.35 K).
ues are not unusual, and are similar to other semiconductors [109]. The field dependent
mass is not yet well understood in the fitting of this Dingle term.
4.2.5 g-factor
The g -factor is the last part of the LK-formula we are interested in:
ρxx ∝ cos(srpi)=Rs (4.8)
where s is the spin parameter.
Because of the Zeeman effect, Landau levels split into two spin-split levels in a mag-
netic field. This splitting becomes directly visible in the SdH oscillations when Landau
level broadening (due to temperature and/or scattering) is smaller than the Zeeman
splitting. The splitting is characterized by the g -factor. Similarly to our analysis of the
oscillation frequency, we can attempt three ways of analysis for the value of the g -
factor.
The first one is to directly observe spin splitting in the magnetoresistance curve. The
oscillations will split in two at high field, and the size of the splitting ∆(1/B) is constant
and related to the splitting of the spin states through:
s = F ·∆(1/B)= 1
2
g0m
∗/m0 (4.9)
Where g0 is the smallest apparent g -factor [27]. Due to the fact that the same apparent
splitting can be made with different values of g , it makes a series of possible g -factors
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angle s g0 g
0◦ 0.64(3.14n±0.86) 0.55 r ±0.55
51◦ 0.64(3.14n±0.89) 0.99 1.74r ±0.99
Table 4.2: The resulting parameters from the determination of the g-factor via the amplitude
method.
with g0 the smallest value of g :
g = 2r
m∗/m0
± g0 (4.10)
and where r is an integer number, creating the series. This method of extracting g
appears straightforward, but in practice is often difficult because the spin splittingmay
appear more like a shoulder on an oscillation, rather than a very clear splitting. In this
case, extracting the exact size of the splitting is inaccurate. However, we made a best
attempt at extracting the g -factor fromour data, and the results are shown in fig. 4.16(a).
Next to the difficulty of reading the peak height from shoulder-peaks, this procedure
has the big disadvantage that peaks next to each other overlap or influence each others
exact 1/B-position. With this g0 from fig. 4.16(a) and eq. (4.10) we can find g = r ±0.4
(for 0◦wherem∗/m0 = 2) or g = 1.74r ±0.4 (for 51◦wherem∗/m0 = 1.15), here r is the
same integer number that makes it a series.
Beside the direct measurement of the splitting of the SdH oscillations (fig. 4.16), there
is another way to find the g -factor, called the amplitude method. It is based on the
fact that when there is spin splitting, the amplitude in the FFT of the higher harmonics
falls exponentially with frequency. The ratio a2/a1, where a1, a2 are the amplitude of
successive harmonics, is then related to the s-parameter (p[5]).
a2
a1
= 1
2
p
2
∣∣∣∣cos(2pip[5])cos(pip[5])
∣∣∣∣ exp(−p[1]/B)cosh(αp[2]T /B) (4.11)
Because the mass, p[2] (0◦: 2 m0, 51◦: 1.15 m0), and the Dingle term, p[1] (0◦: 15, 51◦:
13), are known, the only open parameter is s, p[5]. Taking the amplitudes of the funda-
mental and second harmonic fromfigs. 4.4(a) and 4.4(c) (0◦: a2/a1 ≈ 0.228, 51◦: a2/a1 ≈
0.266, results in a cosine-ratio (0◦: 6.35, 51◦: 4.11), where Beff = 8.75 T. This makes s and
g0 calculable, they are given in table 4.2 (n is an integer, coming from the periodicity of
cosine). For 0◦this falls within the spread of the earlier procedure (±0.2), while for 51◦it
falls outside this spread, but it is still close.
The third procedure to find g is to directly fit the whole oscillation pattern including
a spin split factor. After these two procedures to find g , or its best guess, it is expected
to be able to make the direct fit procedure easier. From that fit it should be possible to
decide on the best g -factor.
As an example, fig. 4.17 builds up to the fitting of the s-parameter on the 0◦curve. In
fig. 4.17(a) the higher harmonics without spin splitting are individually plotted in blue,
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Figure 4.17: (a) and (b) are the same as (c) and (d) respectively but without spin splitting of s = 0.4
(then g0 = 0.4). (c) The black curve is the data at 0◦, 0.35 K, that has had a polynomial background
subtracted. In different shades of blue the base frequency and the 2nd and 3rd harmonic are shown
individually. (d) The data is repeated in black and the red curve is the sum of the blue curves from
(c).
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Figure 4.18: (a) Example of the quantum limit in the magnetoresistance of NbP, taken at the high
field lab in Dresden [4]. (b) The estimated quantum limits that fall under 100 T for our La-STO
sample at different orientation of magnetic field, via the different routes described in the text.
and added to each other to see their interference in the red curve of fig. 4.17(b). It
can be seen that the frequency fits quite well, but none of the higher field features are
reproduced. When the spin is added (g0 = 0.4) in fig. 4.17(c) and fig. 4.17(d), we see
that the spin splitting acts as an amplitude damping, and that the high field features do
more or less occur at the right places. However the overall shape of the curve is still not
very satisfactory. Because there is still some discrepancy in the fit, maybe we did not
take into account all relevant physics or the parameters are not perfect yet, as the fit is
very sensitive to small changes. Especially the amplitudes still have a large discrepancy.
Summary
We have found the g -factor base g0 = 0.4±0.2 from the observation of direct splitting
or g0 = 0.55 and g0 = 0.99 from the amplitude method at the different orientations of
0◦and 51◦. The g -factors series provides possible values for g that are close together.
In future another way might be found to extract the g-factor from resistivity data, or a
different technique might be used to determine it, such as cyclotron resonance [29].
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4.3 Things we still wonder about
4.3.1 Quantum limit
The quantum limit is the state where all electrons contributing to the conductivity
are in the lowest Landau level. It is then expected that no further SdH oscillations are
observed in the magnetoresistance, as in the example of fig. 4.18(a). The quantum
oscillations before the quantum limit, arise from the fact that there is a redistribution of
carriers between Landau levels as the magnetic field is varied, which would be absent
in the quantum limit. Above the quantum limit, the Fermi energy would just continue
to increase, with the energy of the lowest Landau level, until the material becomes
insulating, or some other phenomenon becomes dominant to prevent that. This last
option means that there is more physics to explore, and there is already a whole field
looking into physics of the lowest landau level [110].
There is a formula to make an estimation of when a material is at the quantum limit:
Bq = ~
e
(
2pi4n2
)1/3
(4.12)
It is developed for a 3D, parabolic, isotropic conductionband, ignoring spin splitting [111].
With our carrier density of 6 ·1017 cm−3 we obtain a theoretical quantum limit of 27.1 T.
From Allen et al. [91] we already know that the quantum limit depends on the crystallo-
graphic direction, and this is not taken into account in eq. (4.12).
An estimate of the quantum limit based on the actual data, can be made by plotting
the peak maxima against their number, as we did in fig. 4.6 to find the frequency of the
oscillations. A straight line through these points extrapolated to 1/B = 0 allows us to see
at which field the first LL oscillation should occur (n=1). Figure 4.18(b) shows this esti-
mation for all our La-STO angle dependent data. Sometimes there are multiple points
at each angle, due to the uncertainty or the different ways of finding the frequency. In
work on STO of Allen et al. [91] there are no oscillations visible after 15 T in the (111)
direction of the crystal. They suggest this to be the quantum limit in this direction. The
other directions do not show a quantum limit in the range up to 30 T, and likewise it is
unclear in our data, see fig. 4.3(a).
On experimental grounds only, it is difficult to state that the quantum limit is reached if
you can not see a large field range without any features. It is even harder when we have
learned that also in the quantum limit there are sometimes oscillations visible from
other sources [110]. If it is the quantum limit we see in the highest fields it might be
part of the reason we can not fit the oscillations easily (close to the quantum limit the
oscillations are less sinusoidal). It might even be that the last oscillations we observe
are actually in the quantum limit and should not be fitted with this theory. This is an
avenue for further investigation.
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4.3.2 Low field behaviour
In the above analysis of the quantum oscillations, we have considered “low field” (2-
10 T) and “high field” (10-35 T) separately. We have shown that at high field the oscilla-
tions becomemore complex than at low field, where we havemainly focussed.Working
in a high field magnet laboratory changes your feeling for “high” and “low” magnetic
field. At even lower field, below 1 T, there is another feature of the data, displayed in
fig. 4.19(a).5 Althoughnot discussed in themain part of this chapter, this is very interest-
ing, as a lot ofmaterials show similar behaviour. This kind of low field behaviour is seen
in almost all versions of LAO/STO heterostructure, but also in topological insulators
and other materials.
Figure 4.19(b) shows low field data in LAO/STO, where it is clearly similar to our case,
except the resistivity bends in the other direction (resistivity versus conductivity on the
axis – the shapes of the curves are similar except for a minus sign). The behaviour in
LAO/STO is also tunable with electrostatic gating [93]. In the example of the topological
insulator Bi2Se3 in fig. 4.19(c), a change from negative to positive low field magnetore-
sistance can be tuned with Cr-doping on the Bi sites.
Often this behaviour is interpreted as weak localisation (negative magnetoresistance
at very low field, WL) or weak anti-localisation (positive magnetoresistance at very low
field, WAL) [93]. This weak (anti-)localisation is due to the constructive (destructive)
interference of the electron along its own path. If the electron returns to the same place
after a certain closed path of scattering events, the electron could also have made the
same path in the opposite direction (time reversed scattering paths). Both paths have
a certain probability to happen and the quantum property of the electron allows these
two states of the same electron to interfere with each other and modify the probability
for the electron to be at a specific place. If the interference is constructive (destructive)
there is more (less) conductivity. The magnetic field breaks the condition for the inter-
ference and therefore the resistivity is modified in the lowest field. This means that in
the LAO/STO example, the increasing magnetic field breaks the weak anti-localisation:
the resistivity initially increases until other bigger magnetoresistance effects dominate
at higher field. This WAL is related to the strength of the spin orbit coupling. Although
we do not have direct evidence that the low field behaviour we observe in La-STO is
weak localisation, it is a phenomenon widely discussed in relation to LAO/STO and we
mention it here as a possible explanation for the low field La-STO curves.
4.3.3 Background
Several times throughout this chapter there were references to the background resis-
tance of the curves. The full curves are only shown in fig. 4.3(a). This background con-
5Due to the cryostat touching themagnet, the 15◦curve has some extra noise, and therefore is not completely
smooth at low field. At higher fields this extra noise had less influence.
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Figure 4.19: (a) Angle dependence of the magnetoresistance at 0.35 K, low field zoom of fig. 4.3(a).
(b) Data at 1.5 K from [93]. LAO/STO Hall bar, 10 u.c., with back gate of −50 V. The inset is a
conversion of the resistance 0◦data from (a) to conductance, for comparison of the shape of the
curves. (c) Example of crossover from WAL to WL in Chromium doping of topological insulator
Bi2−xCrxSe3 at 1.5 K [112].
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sists of the magnetoresistance and (partly) of some contact resistance. The data are
symmetrized, so we do know that the R(Ω) given is the sheet resistance, but it is not
properly normalized as van der Pauw suggested [40]. Therefore some contact resistance
issues or not ideal current paths might leak into the data.
What is clear, is that the magnetoresistance is angle dependent. When the magnetic
field is parallel to the sample surface, the magnetoresistance is still positive, but a lot
smaller than when the magnetic field is perpendicular to the sample surface.
In section 4.2 it is described that, although the derivative of the data might account
for a better way to dismiss the background, we subtract a polynomial from the raw
data to isolate the oscillations. There is no physical reason it should be a polynomial,
but often this is a good approximation. When we take a careful look at the background
magnetoresistance, we find that a different polynomial can be fitted to different mag-
netic field ranges. In the temperature analysis in section 4.2.3 one can, for example,
compare figs. 4.11(a) and 4.11(b), where the data in both ranges have had a third order
polynomial background subtracted. However, for the lower field range (fig. 4.11(a)),
this still is not a good subtraction at the highest temperature. Accordingly, the FFT has
some artificial low field peaks associated with the poor background subtraction, and
there is an increasing background in the FFT towards lower frequency. In the 51◦data,
figs. 4.12(a) and 4.12(b), a linear background has been subtracted over both field ranges
and works very well for the low field range (fig. 4.12(b)). However, there is a frequency
dependent background in the FFT of the full range (fig. 4.12(a)) indicating that the
background at higher fields increases stronger than linear.
The change of background-polynomial might also be an extension on the low field
behaviour discussed in section 4.3.2: in which case the background is changing due
to magnetic field and the low field behaviour might still influence the high field back-
ground. There might also be inhomogeneity or other physics that influences the mag-
netoresistance. What we know for sure is that the background is very susceptible to
each specific cool down, each angle and with every time new contacts are made.
In the field of LAO/STO heterostructures, these background issues also occur and are
not properly addressed, with most groups subtracting the background each time be-
fore doing any analysis, as we did. The differences in background magnetoresistance
between samples, and even between different measurements of the same sample, are
a symptom of the difficulty of growing highly reproducible LAO/STO samples. This
long-standing trouble is one of the reasons that despite their great promise, LAO/STO
has not yet produced workable and affordable application. The best one can do at the
moment for the analysis, is to stay consistent within one dataset.
To conclude this section: due to the low frequency and the field dependence of the
oscillations pattern (for example, the appearance of spin splitting at high field) it is
very difficult to subtract the “correct” background magnetoresistance. The subtraction
of the approximated background might therefore create an extra uncertainty in the
analysis of the oscillations.
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4.4 Conclusion
We have performedmagnetoresistancemeasurements on La-doped STO and observed
quantum oscillations. The analysis of the quantum oscillations allows us to describe
the sample with a single band, with the frequency of 40 T B ∥ (100) or 25 T B ∥ (001) de-
pending on the direction of the magnetic field relative to the crystal. Angle dependent
data are in line with the earlier proposed cushion shaped Fermi surface of the ground
state of STO. The effective mass of > 2±0.2m0 or 1.15±0.2m0 respectively, is similar
to the effective masses reported in LAO/STO, and so is the Dingle temperature. The g -
factor base g0 = 0.4±0.2 is found from the observation of direct splitting or g0 = 0.55
or g0 = 0.99 from the amplitudemethods at the different orientations of 0◦and 51◦. The
g -factors series provides possible values for g that are close together.
These parameters canbeused to fine-tune calculations of LAO/STOor other STO-based
bandstructures to further the understanding of conductivity and quantum transport in
these materials.

CHAPTER5
NbP
5.1 Introduction
The aim of this chapter is to provide direct experimental access to the bandstructure of
NbP and to display its exceptional properties based on this bandstructure.
Most of the measurements presented in this chapter have been obtained by a collab-
oration with Chandra Shekhar, Ajaya Nayak, Yan Sun, Marcus Schmidt, Michael Nick-
las, Yurii Skourski, Jochen Wosnitza, Zhongkai Liu, Yulin Chen, Walter Schnelle, Horst
Borrmann, Yuri Grin, Claudia Felser and Binghai Yan, who are the authors of ref. [4]
where transport data on NbP is presented. On top of the transport experiments we
have performed torque and magnetisation experiments at HFML, supplemented by
magnetisation data obtained by dr. Olga Young in a commercial VSM magnetometer
at Warwick University.
5.1.1 Motivation
Weyl fermions are massless chiral fermions that are found in quantum field theory
but have never been observed as fundamental particles in high energy physics [113].
Hermann Weyl predicted such a particle in 1929 but only recently people started to
search for analogues of these predicted fundamental particles in condensed matter
systems. NbP is one of the first crystals that could be realized with a peculiar band
structure that hosts particles obeying the Weyl equation [113, 114]. Additionally other
materials of the same group including NbAs, TaP and TaAs show promising results for
hosting Weyl fermion analogues.
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(a) (b)
EF
(c) (d)
Figure 5.1: (a) Schematic quadratic dispersion of a normalmetal. The vertical direction represents
energy and the horizontal direction momentum. (b) Schematic quadratic bandstructure crossing
the Fermi energy (EF ) in an ordinary semimetal. (c) Linear bandstructure sketch of a Dirac-
type zero-gap semiconductor with a linear dispersion and crossing bands exactly at EF . (d) A
combination of the earlier bandstructures, typical for a complex semi-metal like NbP.
Figure 5.2: The calculated bandstructure of NbP with the generalized gradient approximation
(GGA) and spin-orbit coupling (SO) taken into account. Figure taken from [117].
“Normal” metals have a parabolic bandstructure, as sketched in fig. 5.1(a). The Fermi
energy EF in such a metal lies either in the conduction or valence band, giving rise to
electron or hole conduction respectively. In semimetals on the other hand, conduction
and valence band have an energetic overlap and EF crosses both, see fig. 5.1(b). Some
metals have a linear instead of parabolic bandstructure, which leads to massless be-
haviour of the conduction electrons. As illustrated in fig. 5.1(c), two linearly dispersing
bands cross at the so-called Dirac point with EF precisely placed at this band cross-
ing. Famous examples for such a dispersion can be found in the 2D bandstructure of
graphene [115], or the 3D system Cd3As2 [116].
When this Dirac point is also split in energy or momentum due to the spin property of
the electron, we call these crossing points Weyl points. These Weyl points therefore
always come in pairs (spin up and down) and are topologically protected meaning
the scattering between them is prohibited. The Weyl-points within the bulk of a 3D
material are separated by a finite k-vector but they are connected at the surface by
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so-called Fermi arcs. In a realistic system such as NbP, sketched in fig. 5.1(d), EF is
not located at the Weyl point. This makes the bandstructure more complex and it is
essential to disentangle properties of trivial bands from those originating from theWeyl
points. The full bandstructure of NbP as calculated by Lee et al., is shown in fig. 5.2.
AroundEF aWeyl-type bandwith linear crossing (red) andoverlapping parabolic bands
(green) show up, see also fig. 5.1(d) for a schematic representation.
(a) (b)
Figure 5.3: (a) Observation of topological Fermi-arc surface states on the (001) surface of TaAs.
ARPES Fermi surface map and constant binding energy contours measured. The colour scale
indicates the intensity. Taken from [118]. (b) A schematic drawing of the evolution of the Fermi
arcs as a function of energy, which clearly distinguishes between two Fermi arcs. Taken from [118].
TheFermi arcs are observable in angular-resolvedphoto emission spectroscopy, ARPES,
an example of which is given in fig. 5.3, where the arcs are shown in the intensity plot
(this is only a part of the full ARPES picture) [118]. This picture is localized in momen-
tum space, which means that in real space, these are non-localized and therefore hard
to imagine visually. That the Weyl points are topologically protected means in practice
that small perturbations (like temperature or impurities) can’t easily open a gap and
destroy the state. This will make the properties arising from this linear dispersion ro-
bust and might make the materials interesting for applications. Therefore, we strive to
know all possible properties of thesematerials in detail. The HFMLwas among the first
groups involved in this endeavour.
In the following of this chapter the results on magneto-transport and torque magne-
tometry in the candidateWeyl semimetal NbP will be presented. Additional magnetisa-
tion and torque experiments performed at HFML on other semimetals LaBi, WP2 and
MoP2 can be found in [5, 6].
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5.1.2 Sample
The crystal structure of NbP is a body-centred-tetragonal lattice (space group I41md),
of which a sketch is given in fig. 5.4(a). Each unit cell has 4 niobium and 4 phosphorus
atoms. The a and b axis are equivalent such that a = b = 3.334 Å and c = 11.378 Å [119].
(a) (b)
Figure 5.4: (a) The crystal structure of NbP, and (b) its X-ray diffraction patterns in different
directions, taken from [4]. The bottom left is a picture from the sample, with the crystal directions
indicated.
The sample was shaped into a rectangular bar of 1.93×0.68×0.31 mm3, with the c-axis
along the long side. For themeasurements of the rather large torque at some angles, we
cut the sample in two, with 2/3 the ’large’ and 1/3 the ’small’ sample. The ‘large’ sample
was weighed to be 1.743 mg, still with the c-axis parallel to the long side of the sample.
In fig. 5.4(b) the X-ray diffraction patterns are shown for one of the NbP single crystals
used in our experiments [4]. It shows the sample has a clean crystal structure. In order
to perform transport experiments, the contacts are made onto the (pre-cut) sample by
silver paint and gold wire.
When cooling the sample from room temperature to 2 K, the conductance changes
from dominated by hole conduction at high temperature to dominant electron con-
duction at low temperature, with a crossover at approximately 110 K. In the schematic
of fig. 5.1(d) the dominance changes from left to right. Below 50 K the dominant contri-
bution of the conductance can be described by one single electron bandwith a temper-
ature independent electron mobility and carrier concentration.
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Figure 5.5: (a) Resistance R as a function of B. Measured with a current of 1 µA at different
temperatures (B ⊥ I ). (b) The MR of NbP up to 60 T, taken from [4]. The black arrow indicates
the beginning of the quantum limit. (c) The data points are the amplitudes from the FFT of the
frequency around 13 T. The red line is a fit through these points following eq. (1.19), extracting an
effective mass of 0.063m0.
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5.2 Measurements and analysis
5.2.1 Resistivity
Resistivity measurements were performed at different temperatures in a flow cryostat
(section 2.3.1) up to 30 T at the HFML, with B perpendicular to the current, and the
current parallel to the long side of the crystal.
The resistivity at room temperature,ρ(300K)= 73 µΩcm, and at low temperature,ρ(2 K)=
0.63 µΩcm gives us a residual-resistivity ratio of ρ(300 K)/ρ(2 K)= 115, which indicates
a good quality of the crystal.1 In fig. 5.5(a) the magnetoresistance (MR) of the NbP
sample is shown. After the low field quadratic MR, it proceeds with a linear MR up
to the highest fields (60 T) [4], see fig. 5.5(b). Up to 30 T, fields covered by the HFML
DCmagnets, an oscillatory contribution is superimposed on this linear MR. For higher
fields covered by pulse magnets in Dresden, no more oscillations are visible, which
indicates that all electrons only occupy the lowest Landau level [121]. This regime is
called the quantum limit and indicated with an arrow in fig. 5.5(b).
The MR is extremely high, and non-saturating. To emphasize this, the MR is often ex-
pressed in percentages, which for the 1.3 K curve wouldmean that theMR is 3.7×106%
at 30 T. This highMR is attributed to a highmobility andmay be a signal ofWeyl physics
although one should still carefully consider the electron-hole compensation or other
down to earth explanations [23].
TheDrudemodel allows us to extract the carrier density from theHall resistivity and the
mobility from the residual resistivity resulting inn = 1.5×1018 cm−3,µ= 5×106cm2V−1s−1.
As alreadymentioned, on top of the linearMR quantum oscillations are observed up to
T = 40 K. This is another sign of very high mobility carriers dominating the transport
properties. More quantitatively this means that the Landau levels are split with an en-
ergy difference of at least ∆E = 40 K. The 4.2 K curve also shows splitting of the main
oscillations, which means that the splitting of the levels involved has an energy of at
least ∆E = 5 K. The frequency that dominates these oscillations is 32 T. As explained
earlier, one can convert a frequency to a carrier density via eq. (1.20), which is 10.24×
1017 cm−3 for thismain frequency. Although somehigher order terms can be interfering
with this frequency, the extra carrier contributions might come from extra pockets in
the Fermi surface, related to 7 and 13 T.Whenwe identify them, the carrier densities are
given in table 5.1 and these densities add to a total carrier density of 1.39×1018 cm−3,
which is in fair agreement with the total charge carrier density extracted from the Hall
data.
1Copper wire has a RRR of 40-50 and pure niobium can reach 200-300 [120]. A higher number indicates a
sample that is more pure.
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F (T) n3D (cm−3)
7 1.04×1017
13 2.65×1017
32 10.24×1017
Table 5.1: The observed frequencies converted to their corresponding carrier density via eq. (1.20).
As discussed before in chapter 4, the splitting of oscillationsmight be related to the Zee-
man splitting. In that case, an oscillation splits in two, as is the case with the oscillation
around 10 T in the lowest temperature curve of fig. 5.5(a). In the oscillation of the same
curve at 15 T, four peaks are visible. For clarity a zoom is shown in section 5.2.1. The
splitting of a single oscillation into four peaks indicates a lifting of two kinds of degen-
eracies. Speculatively, one of these splitting may be assigned to the lifting of the spin
degeneracy while the second splittingmay be a sign of the lifting of a valley degeneracy
(which is due to the momentum degeneracy) and one may be tempted to relate this
splitting to the Weyl points.
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Figure 5.6: Part of the resistance R as a function of 1/B from the 1.3 K curve of fig. 5.5(a). In green
are Gaussian functions with their centre points listed, which simulate the oscillations. All four
Gaussian functions added together result to the curve in red.
Tomeasure the distance in 1/B for these oscillations, one can fit Gaussian functions to
the oscillations and read off the position of the peaks. The Gaussian functions shown
in section 5.2.1 all have the same broadening factor (0.45), but have slightly different
amplitudes.
From the position of the peaks of these Gaussian functions, the splitting in this oscilla-
tion can be directly measured. Up to 10 T the oscillations show a splitting of 0.013 T−1
(F = 77 T), which is equal to the splitting of the combination of the two left (high field)
and two right (low field) Gaussian functions in the oscillation of section 5.2.1 (exact:
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0.0103 T−1 with peaks at 0.0595 T−1 and 0.0698 T−1, corresponding to F = 97 T). The
two left Gaussian functions have a difference of 0.003 T−1 (F = 333 T), while the two
right Gaussian functions have a difference of 0.0053 T−1 (F = 188 T). The highest-field
splitting of this last splitting correspond almost to the oscillation splitting we see even
at higher field, just before the end of our field range, around 26 T, visible in fig. 5.5(a).
There the splitting has a difference of 0.004 T−1 (F = 250 T).
The reason for this splitting might come from two sides. The first one is that the oscil-
lations split due to the spin splitting of Landau levels as discussed in section 1.2.2. The
other possible reason is that the oscillation frequencies are close together and at high
field their interference still looks like a splitting.
In the last case we should also consider that this resistivity is measured with B along
the c-axis, but due to the alignment of the sample or the currentmaking a small detour,
we might pick up a small component from the other axis. The frequencies from this
splitting seem to be close to the dominant frequencies that we find in the torque mea-
surements along the a-axis of the sample (approximately 100 and 300 T), discussed in
section 5.2.2.
Wang et al. followed the frequencies in an angle dependent resistivity measurement,
and suggest that the ≈ 100 T frequency on the a-axis, actually is a shifted (with angle)
30 T (+60 T) frequency from the c-axis. [122].
Due to this last argument we tend to conclude that the observed splitting is not the
expected spin splitting or due to the Weyl points, but due to interference of (extra)
frequencies. To analyse this further, we have performed torque magnetometry mea-
surements, which we describe in the following section.
5.2.2 Torque
The resistivity measurements can be complemented by magnetisation with cantilever-
torquemeasurements. As explained earlier in section 2.3.3, cantilever-torque is inversely
proportional to the capacitance difference measured in the HFML torque magnetome-
ter set up. The torque τ is proportional to the angle derivative of the free energy f :
τ∝ d f
dθ
. (5.1)
The free energy f at T = 0 K can be written as:
f =
∫ EF
0
E DOS(E)dE , (5.2)
withDOS(E) the density of states andEF the Fermi energy. For a 3D systemwith parabolic
dispersion we have DOS(E)∝pE , i.e. f ∝ E5/2F . Therefore when EF oscillates, f and
τ will also oscillate. Therefore, by measuring the absolute value and the direction of
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Figure 5.7: Raw torque data of an NbP sample with the magnetic field applies close to the a-axis
of the crystal. (a) Temperature dependence of capacitance C −C0 (proportional to torque) as a
function of B. C0 is the capacitance at B = 0 T. The arrows point to the bottom of an oscillation, to
highlight the splitting at high field. (b) The FFT of the data shown in (a) for different temperatures.
(c) The FFT amplitude (from (b)) fitted with the LK-formula for the frequencies of 94 T and 309 T
to obtain the effective masses of 0.23m0 and 0.42m0 respectively.
the torque, we can learn more about the total energy of the system as a function of the
magnetic field. In this way the absolute value and the direction of the torque contain
additional information which is not present in resistance measurements.
Wehavemeasured the torque on theNbP crystal as a function of temperature,magnetic
field and angle. In fig. 5.7(a) the raw torque data are shown with the field oriented
close to the a-axis direction of the NbP crystal (in contrast to the c-axis direction of
the reported resistivity data).
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Quantum oscillations
In fig. 5.7 raw torque data in the form of a capacitance change of the cantilever are
shown. Since no torque is expected when themagnetic field is precisely oriented along
a symmetry axis, themeasurements are performed with themagnetic field slightly mis-
aligned about 2◦off the a-axis of the crystal. Depending on which side of the axis we
are, the torque can be both positive or negative, i.e. the sign of the torque provides no
further information.
More clearly than in resistivity data, quantum oscillations are already visible in this raw
torque signal. The oscillations show a similar temperature dependence as described
by the Lifshitz-Kosevic (LK) formula (see section 2.2.1) After removing a background,
we can perform a FFT of this data, of which results are shown in fig. 5.7(b). Fitting
the temperature dependence of the principal amplitudes at 94 T and 309 T to the LK
formula yields effective massesm∗ = 0.23 m0 andm∗ = 0.42 m0 respectively, shown in
fig. 5.7(c). These results are quite comparable to effective masse for the a-axis found in
literature [123].
The torquemeasurements on the c-axis are not shownbecause the quality of the data is
poor, however we can qualitatively state that the torque and resistivity measurements
are also consistent with the frequencies and effective masses found in literature. When
we take the analysis of the torque along the c-axis we find similar frequencies (5, 16,
25, 37 T) compared to the values from the resistivity measurement (7, 13, 32 T [4]) and
literature values (9, 15, 32, 40 T [123] or 7, 13, 32, 64, 130 T [122]). All these values have
some discrepancy due to the difficulty of defining which frequencies are physical on
their own, and which are harmonics. If frequencies are assigned, it is always done in
combination with theory. It is hard to say from experiments only if the last appointed
frequency is an independent one, especially when it is close to a value which is a linear
combination of two already appointed frequencies (which is always a possible extra
frequency peak).
a-c angle dependence
In order to characterize the electronic structure of NbP in more detail, we have mea-
sured the torque of the crystal when rotating the magnetic field from the a-axis to the
c-axis, as illustrated in fig. 5.8.
The results of the angle-dependent torque data are shown in fig. 5.9 where we plot the
capacitance versus the applied magnetic field. In particular the background strongly
depends on the angle, with an (ideally) zero backgroundwhen the field is applied along
a symmetry direction of the crystal. When the torque is parametrized by the slope of
the torque with magnetic field, it is clear that the torque becomes larger, until it is
maximum just after 45◦and decreases again at higher angles. The inset of fig. 5.9 shows
the behaviour of the slope with respect to the angle.
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Figure 5.9: Capacitance C −C0 (proportional to torque) as a function of B where C0 is the
capacitance at B = 0 T. All angles go from B parallel to the surface of the sample c-axis (0◦),
to perpendicular (90◦) along the a-axis, all at 1.4 K. Inset: The slope of the torque to track the
background change with angle. The line is a guide to the eye: a derivative of an ellipse with axes
a = 2, b = 3.
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Figure 5.8: Direc-
tion of the sample
and magnetic field
rotation.
As specified in the introduction, the torque is directly proportional
to the derivative of the free energy with respect to the angle: τ∝
d f /dθ. The most simple non-spherical free energy surface is an
ellipse, sketched in fig. 5.10(a). The derivative of this ellipse is given
in fig. 5.10(d). As said before: the inset of fig. 5.9 shows this slope of
the torque changing in the angle analysis. The line through these
points is a guide for the eye for an ellipsoidal free energy surface
with axes in the ratio 2 : 3.
The equal-energy surface is directly related to the Fermi surface
and therefore this derivative of the free energy to the angle, is
related to the derivative of the Fermi surface to the angle, as shown
in fig. 5.10. This shows that the Fermi surface is not only visible
by analysis of the quantum oscillations as we showed before, but also directly from
the torque. This confirms the Fermi surface is elliptic in this direction, sketched in
fig. 5.10(a).
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Figure 5.10: (a) Total equal free energy surface (related to the Fermi surface) sketch from a to c axis:
an ellipse. (b) Total equal free energy surface sketch from a to a axis: flower shape formed by two
equal ellipses with a 90◦phase shift. (c) A 3D sketch of the Fermi surface, combined from (a) and
(b). (d) The angle derivative (df /dθ) of (a). (e) The angle derivative (df /dθ) of (b).
a-a angle dependence
The crystal structure has similar a and b axes. This means that one would expect a
symmetrical behaviour if you rotate the magnetic field parallel to these axis; from a to
b = a, illustrated in fig. 5.11.
The a-a angle dependent torque measurements are shown in fig. 5.12. Note that the
capacitance values are an order ofmagnitude lower than the a-c measurements shown
in fig. 5.9. In addition, the anisotropy is smaller in a-a turning direction than in the a-c
direction, seen in the insets of figs. 5.9 and 5.12. As we expect, on the symmetry axis, the
torque is almost gone. When we increase the angle, the maximum of the torque (or the
initial slope without oscillations) increases and decreases back to zero at 45◦. After that
it decreases into the negative, to climb up again and become zero at the other a-axis.
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Figure 5.12: Capacitance C −C0 (proportional to torque) as a function of B. The data is shown for
all measured angles rotating from the a-axis to the a-axis, at 1.4 K. Inset: The slope of the torque to
a fit between 10 and 20 T, to track the background change with angle. The line is a guide to the eye:
a sine function.
92 5. NbP
This behaviour is shown in the inset, where a sine is suggestively plotted through the
points. The corresponding total energy surface therefore has a four-lobed flower shape,
as depicted in fig. 5.10(b).
a
b
c
B
Figure 5.11: Direc-
tion of the sample
and magnetic field
rotation.
From calculations and lower fieldmeasurements, this flower shape
is only visualized in the complex calculations in ref. [123] around
the tiny end point of one of the surfaces, which is close to the Weyl
points. The rest of the Fermi surfaces reported are banana shaped,
which experimentally is similar to a “normal” oval Fermi surface
described earlier (fig. 5.10(a)). It is unclear if the flower shape is still
present at all spots of the banana shaped Fermi surfaces, but the
results here seem to be consistent with the predictions from the
theory used by Klotz et al. [123].
The torque in all a-a angles also seems to decrease in higher fields.
Due to imperfect alignment of the sample on the cantilever the
measurement might have a component of the c-axis. Especially in
the higher-angle curves this component might be large enough to
influence the measured torque and not mirror the low angle behaviour. Therefore it is
not clear if this behaviour (the decrease of torque at high fields) is fully symmetric. It
remains unclear whether the c-axis component can explain the decrease of the torque
signal at high magnetic fields, or if there is another cause we did not consider. Highly
speculativelywe can refer toMoll et al.who showed that the direction of torque changes
for Weyl fermions in the quantum limit in TaAs [121]. From the resistivity data we know
our NbP sample to be close to the quantum limit, at least for the electron pockets
observed.
From the angle dependent torque it shows to be possible to directly sketch the form
of the free energy surface. The entire angle range of which the results are sketched
in fig. 5.10 might be an important ingredient to address the band properties of the
electrons in NbP.
Magnetisation
Finally, to quantify and complement our torque data, we have also performedmagneti-
sation experiments on the same sample. The magnetisation curves for the two axes
provide information about the general form of the Fermi surface. For completeness
and to obtain absolute values for the magnetisation, the sample was taken into a VSM
(vibrating sample magnetometer) in Warwick.2 The temperature dependence of the
magnetisation along the c-axis is shown in fig. 5.13(a).Due to the small signal, the dia-
magnetic contribution of the sample holder itself influenced the measurement, for
which the data is corrected. After that subtraction, one can still see that at high temper-
ature the sample has diamagnetic properties, and that this seems to decrease towards
2Measurements have been performed by dr.Olga young.
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lower temperature. The oscillations become so large at low temperature that it is hard
to see whether the background is still diamagnetic, but from the torquemeasurements
there is no reason to suspect differently.
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Figure 5.13: (a) The magnetisation along the c-axis of NbP, measured at different temperatures in
the VSM. The background signal due to the sample holder is subtracted. (b) Same as (a), for a-axis
of NbP, except the full background (sample holder + (dia)magnetic sample) was subtracted to show
the oscillations. Both datasets are taken in a VSM at Warwick by dr. Olga Young.
The oscillations of themagnetisation along the a-axis are shown in fig. 5.13(b).Here the
diamagnetic background of the sample holder was ten times higher than the actual sig-
nal, with even smaller oscillations on top of it. Therefore the full magnetic background
(sample+ holder) is subtracted to have the oscillations visible, although we can not say
anything about whether the material is diamagnetic along this axis.
The quantum oscillations in the magnetisation are 10 times bigger on the c-axis than
on the a-axis and so is the absolute magnetisation. This means that the Fermi surface
has an extremal area that is 10 times bigger with B perpendicular to the c-axis. This is
different from the earlier found ratio of 2:3 in the torque data which related to the free
energy surface.
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The oscillations in the c-axis data are clear enough to be able to analyse them (not
shown). The FFT for the magnetisation curves have a better resolution (slower sweep
rate) than the high-field torque and provide similar frequencies. But in general, as vis-
ible in the a-axis data, the torque measurement is more sensitive than the magnetisa-
tion VSMmeasurement.
In total, this magnetisation measurements confirm the form of the Fermi surface and
free energy surface found through direct torquemeasurements in highmagnetic fields.
5.3 Things we still wonder about
5.3.1 Visibility of Weyl properties
From the first Weyl materials, NbP, NbAs, TaP, TaAs, the band structure of NbP is the
one with a lot of different bands. Therefore the properties directly related to the Weyl
points are the hardest to observe. In the calculations the Fermi surface is turned from
an ellipsoid to a banana shaped Fermi surface. In only experiments, we could not have
made this suggestion, since our results are still consistent with the predictions from the
banana-shape theory.
Things that were thought to be evidence for Weyl semimetals, like large MR and neg-
ative MR at small angles, are actually visible in a larger group of materials. Therefore
they are not unique indicators for Weyl semimetallic behaviour. Which of the observed
effects are specific signs of Weyl physics is still widely debated.
For NbP it is clear that theWeyl points are simultaneously observed with normalmetal-
lic bands, which would mean that we do not see the specific Weyl properties clearly.
When doping NbP or pressurising it, resistivity measurements provide a more clear
indication that Weyl points are present [122, 124, 125].
5.3.2 Torque versus resistivity
We performed the torque measurement to have another view on the physics seen in
the resistivity of NbP. The main aim was to investigate the origin of the splitting of
quantum oscillations seen in resistivity measurements. We found that the splitting at
high field along the c-axis had a similar frequency to the dominant frequency in the
torque measurements along the a-axis.
Resistivitymeasurements are sensitive to the complete current path. In that experiment
we have B along the c-axis, but the current in the a-axis direction. Due to the position
of the contacts or other distribution reasons, the current might not only go perfectly
straight through the sample, but also slightly down or up, experiencing some of the c-
axis direction as well, and therefore some parts of the full crystal structure. In that way,
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wemight see the influence of the other axis in the resistivity measurement.
The torque does not have a current path and is therefore cleaner in direction. The
precise alignment of the sample is themost important for this technique (this is also im-
portant in transport measurements). The result of slightmisalignment was observed in
the a-a angle dependence, but the c-axis has a bigger torque amplitude and therefore
the a-axis component is not dominant enough to be observed in the c-direction. Wang
et al. assigned the frequencies with DFT theory and also did not observe the ≈ 100 T
frequency in torquemeasurements while they did observe it with other techniques (up
to 15T). If this reasoning is true, we do not see any new features in the resistivity or
torque measurements at high field compared to the earlier reported studies at lower
field.
5.4 Conclusion
We have performed resistivity and torque measurements on the semimetal NbP at low
temperatures and high magnetic fields up to 30 T. In the resistivity we have observed a
large magnetoresistance in the order of 106% at 30 T, which indicates the high mobil-
ity present in the sample. We have observed quantum oscillations in both techniques
which allows characterising the specific Fermi surface of this material. Towards the
quantum limit at high magnetic field, we have not observed extra phenomena com-
pared to the already reported lower field data.
From the background torque in the angle-dependent measurements, we found that
the main Fermi surface has a four-lobed, flower shape in the a-b plane, and an el-
liptical shape in the a-c plane. The resistivity measurements show clear Landau level
splitting in the quantum oscillations, and the torque measurements are consistent but
don’t provide additional insight. These data form a starting point to further explore the
electronic structure of NbP or Weyl systems and other emerging materials.
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Summary
This thesis reports on magnetoresistance and torque-magnetometry experiments in
three differentmaterials at low temperature and highmagnetic fields. Specifically, it ad-
dresses the intriguing electronic properties in the recently discovered two-dimensional
electron system (2DES) in the lanthanum aluminate-strontium titanate (LAO/STO) in-
terface (chapter 3) and compares these properties to those of electrons in bulk STO
(chapter 4). In chapter 5 we then experimentally address the electronic properties of
NbP, a Weyl-semimetal candidate with unconventional electronic properties.
The thesis starts with a short theory chapter introducing the basic theory of magneto-
transport and toque-magnetometry, including the phenomenon of quantum oscilla-
tions, an effect which is essential to directly access the properties of electrons at the
Fermi surface. A second short chapter includes a description of the techniques and
experimental setups developed for the experiments in the later chapters.
Chapter three and four share the material STO, strontium titanate, a insulator, and
these two chapters deal with two ways to make this material nevertheless conducting.
Chapter three discusses the famous LAO/STO interface, where a 26 unit cell thin layer
of LAO is grown on the STO, creating an conducting 2DES between the two insulators.
This 2DES is researched all over theworld, and the different samples can be categorized
on their conductivity. Many groups favour the research of high conductive samples,
while others try to find how the high resistive once, which also show magnetism, arise.
In this chapter we show that these two categories called above, are so close together,
that they can be realized in the same sample, changing from a high resistive, magnetic
2DES to a high conductive regime by illuminating the sample at low temperature with
light at thewavelength of the STOgap. The appearance of a light-induced high-mobility
system is confirmed by the observation of quantum oscillations in this state of the
material. This result shows that there is no fundamental difference between the two
categories of these samples.
The fourth chapter takes a step back and tries to characterize the STO in itself. The
sample used in this work was made conducting by doping STO with lanthanum, which
keeps the systemclose to the LAO/STO. The experiments on these conducting electrons
confirm the earlier proposed cushion shaped Fermi surface of the ground state of STO.
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By analyzing the quantum oscillations shown in the magnetoresistance of this sample,
we extract important parameters like the quantitative shape of the Fermi surface. The
corresponding effective masses of m∗ > 2±0.2 m0 and m∗ = 1.15±0.2 m0 for two di-
rections B ∥ (100) and B ∥ (001) respectively, are similar to the effectivemasses reported
in LAO/STO, and so is the typical electronic scattering time. These parameters can be
used in the predictions and calculations, such as the fine-tuning of the bandstructure
of STO.
Thefifth and last chapter discussedmagnetoresistance and torque-magnetometrymea-
surements on niobium phosphite, NbP. This material is one of the first candidates to
be a Weyl semi-metal, which, among others, means it has a linear dispersion in three
dimensions. Actually, its bandstructure is more complex, and in this chapter the high
fields are used to corroborate this bandstructure in general and the anisotropic shape
of the Fermi surface in particular using magneto-quantum oscillations. Additionally,
the Fermi surface anisotropy is directly measured by angle dependent torquemeasure-
ments, without a more indirect analysis based on quantum oscillations.
Samenvatting
In dit proefschrift wordt experimenteel onderzoek naar drie vaste-stof-materialen ge-
presenteerd. We zijn ge(¨i)ntereseerd in het (fysische) gedrag van deze materialen. Om
dezematerialen te onderzoeken brengenwe deze naar lage temperaturen en hogemag-
neetvelden. Deze omstandigheden zorgen ervoor dat we de eigenschappen van dema-
terialen in nog meer situaties beter kunnen begrijpen. Het grootste deel van dit proef-
schrift gaat over de eigenschap “magnetoweerstand” welke bij veel materialen relatief
goed bekend is en veel toepassingsrichtingen heeft, bijvoorbeeld in transistoren.
In het eerste hoofdstukwordt een korte introductie op de theorie gegeven. Demagneto-
weerstand en magnetotorque (magnetisch krachtmoment) worden besproken, net als
de quantumoscillaties die in die twee eigenschappen voor kunnen komen. Verder stip-
pen we de verschillende technieken en opstellingen die gebruikt worden in dit proef-
schrift aan in hoofdstuk twee.
Het derde hoofdstuk gaat over het materiaal LaAlO3 (LAO) gegroeid op een substraat
van SrTiO3 (STO). De individuele materialen zijn isolatoren, maar door een laag LAO
van dikker dan vier atoomlagen op STO te groeien ontstaat er een twee-dimensionaal
elektron system (2DES) dat wel geleidt. Dit fenomeen is since 2004 wereldwijd onder-
zocht, maar er is nog veel onbekend over de afkomst van deze geleidingselektronen.
Een deel van het vakgebied probeert een zo hoog mogelijke geleiding en mobiliteit
van de elektronen te creëren, terwijl een ander deel van het vakgebied kijkt naar mon-
sters dieminder goed geleiden (lagemobiliteit), waarin daarnaastmagnetisme geobser-
veerd is. In dit hoofdstuk laten we zien dat als een samplemet laag-mobiele elektronen
op lage temperatuur belicht wordt, het de eigenschappen vertoont die in de monsters
met hoog-mobiele elektronen voorkomen. Deze belichting op lage temperatuur heeft
een energie die net hoger is dan de bandkloof (bandgap) van STO.Deze hoge-mobiliteit
eigenschap is te karakteriseren met quantumoscillaties. Met dit resultaat laten we zien
dat de LAO/STOmaterialenmet laag- en hoog-mobiele elektronen daadwerkelijk gelijk
zijn maar zich in een andere fase bevinden.
In het vierde hoofdstukwordt teruggegrepenophet beginsel vanhetmateriaal uit hoofd-
stuk drie. Het vierde hoofdstuk gaat namelijk over STO, gedoteerdmet Lantium om het
geleidend temaken enmagnetoweerstandsmetingen te kunnen verrichten. De afkomst
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van de geleidingselektronen in LAO/STO begrijpen, kan niet zonder goede metingen
van het substraat-materiaal.We gebruiken de quantumoscillatie-metingen omde para-
meters voor de frequentie van de oscillatie, de scattering, g -factor en effectieve massa
van de belangrijkste elektronen band in dit materiaal te vinden. Dit geeft informatie
over het Fermi-oppervlak van STO.
Het vijfde en laatste hoofdstuk bespreekt een heel ander materiaal. Niobium fosfiet
(NbP) is één van de eerstematerialenwaarvan in 2015 voorgesteld is dat zemeetbare ei-
genschappen hebben van zogenoemdeWeyl-materialen. Weyl-materialen hebben een
lineaire dispersie in drie dimensies, vergelijkbaar met de twee-dimensionale lineaire
dispersie in grafeen. Speciaal is ook dat Weyl-punten die deze materialen karakterise-
ren, altijd in paren bestaan en verbonden zijn via een oppervlaktetoestand (surface
state). Dit hoofdstuk bespreekt de magnetoweerstand- en magnetotorque-metingen
we hebben uitgevoerd aan dit materiaal. Net zoals in STO zijn er in NbP quantumos-
cillaties te vinden. We laten zien dat er geen nieuwe informatie is op hoog veld ten op-
zichte van eerdere, uitgebreide analyses in de literatuur omtrent het Fermi-oppervlak.
Wel laat het hoofdstuk zien dat de basisvorm van het Fermi-oppervlak al zichtbaar is in
de torque-metingen, zelfs zonder de analyse van de aanwezige quantumoscillaties.
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