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1. 研究目的
次世代テレビの新たな機能として，ユーザが自ら視点を移動して好みの視点から映像を見ることができ
る自由視点映像の研究が注目されている．また，4k解像度テレビの登場などにより，高解像度映像の需要
が増加している．自由視点映像を高画質に合成しようとすると，高性能なカメラを密に並べる必要がある
など，物理面やコスト面で実現不可能なことが多い．また，自由視点画像を高品質に合成するための従来
手法では，画像がボケてしまう問題がある．本研究では，自由視点画像をより高画質に生成する手法を提
案することを目的とする．提案手法では，従来の自由視点画像生成手法に再構成型超解像と学習型超解像
という二つの超解像手法を適用し，より高精細な自由視点画像を生成する．実験では，2つの超解像手法
を適用し，主観及び客観的な評価から高画質な画像を合成できることを示す．
2. 提案手法
本論文では，既存研究で提案されている多重解像度分解を用いた自由視点画像生成手法 [1]をベースに，
学習型超解像と再構成型超解像を利用してより高精細な自由視点画像を合成する手法を提案する．提案手
法の流れを大きく分けると次の 3つのフェーズになる．
 多重解像度分解を用いた自由視点画像生成
 自由視点画像への再構成型超解像
 自由視点画像への学習型超解像
以下に，各フェーズにおけるアルゴリズムを述べる．
2.1 多重解像度分解を用いた自由視点画像生成
入力された多視点画像から多重解像度分解と PlaneSweep(PS)法 [2]を用いて，自由視点画像を生成す
る．PS法は，多視点画像からステレオマッチングの原理に基づいて被写体の奥行を推定し，その奥行値か
ら仮想視点の画像を合成する手法である．多重解像度分解を用いた自由視点画像生成手法の流れを，図 2
に示す．
図 2のステップ 1では，入力された各多視点画像において多重解像度分解を行う．ここで用いる多重解
像度分解はラプラシアンピラミッドを生成する手法である．多重解像度分解を行うことにより図 1のよう
な画像群が生成される．この画像群は像分解数を 3として多重解像度分解を行った場合に，1枚の多視点
図 1: 多重解像度分解により生成されるピラミ
ッド
　
図 2: 多重解像度分解を用いた自由視点画像生
成の流れ
　
画像から得られるピラミッド群である．また，図中の iは多視点画像の位置を表す．ラプラシアンピラミッ
ドの生成過程は，(1)画像のダウンサンプリング；(2)ダウンサンプリングされた画像のアップサンプリン
グ；(3)ガウシアンピラミッドの画像とアップサンプリング画像の差分を計算；の 3つから成る．(1)では，
G0i を分解する画像とし，G0i の画像にダウンサンプリング処理を繰り返すことでガウシアンピラミッドGki
を生成する．(2)では，ガウシアンピラミッドGki のG0i を除くの各画像にアップサンプリング処理を施し，
アップサンプリング画像群 Uki を生成する．(3)では，ガウシアンピラミッドGki とアップサンプリング画
像群 Uikの kが同じ位置の画像同士で差分を取ることで，ラプラシアンピラミッド Lki を生成する．
図 2のステップ 2では，多視点画像のラプラシアンピラミッド Likの各段において PS法を用いて仮想
視点画像のラプラシアン成分を生成していくことで，仮想視点画像のラプラシアンピラミッドを生成する．
ステップ 3で，生成されたラプラシアンピラミッドを統合することで仮想視点画像を生成する．
2.2 自由視点画像への再構成型超解像
生成された仮想視点画像に再構成型超解像を行うことで，高解像度の画像を生成する．再構成型超解像
では，入力の多視点画像を劣化画像として扱い，ML法 [4]により超解像を行う．ML法では，(1)式を用
いて最急降下法を行うことで，高解像度の画像を生成する．
Xn+1 = Xn  β
kX
i=1
hTi (Yi   hi(Xn)) (1)
hiは視点位置 iの劣化画像を推定するための劣化関数行列である．hiは画像のダウンサンプリング，ボ
ケ，画素のズレをまとめた行列であり，ダウンサンプリングは劣化画像と元画像の解像度の差であり，ボ
ケは 55のガウシアンフィルタによるボケを仮定し，画素のズレは奥行値から計算される．hiを仮想視点
画像に掛けることで推定劣化画像を生成し，実測されている多視点画像との誤差計算する．計算された誤
差を仮想視点画像に反映することで，画像の高解像度化を行う．
2.3 自由視点画像への学習型超解像
自由視点画像に学習型超解像を行う．ここで用いる学習型超解像は 1枚の入力画像から学習型超解像を
行う手法 [3]を元にしたパッチベースの手法である．多視点画像を多重解像度分解した過程で得た各ピラ
ミッドの画像から，画像の高解像度化を行うための学習データを得る．学習データとして，ガウシアンピ
ラミッドGki およびアップサンプリング画像群Uki を低解像度画像とし，ラプラシアンピラミッドLikを高
解像度化に必要な情報として扱う．
超解像を行う際は，仮想視点の画像から超解像したいパッチを選び，そのパッチと類似しているパッチ
を学習データの低解像度画像群から探索する．類似パッチが見つかったら，ラプラシアン画像から類似パッ
チと対応している位置にあるパッチを取り出す．取り出したパッチを仮想視点画像のパッチに加算する．こ
の処理を仮想視点画像の全ての位置で行うことで画像の高解像度化を行う．
3. 実験
正方形の頂点に位置するカメラの画像 4枚を使い，正方形の中心位置におけるカメラの画像を合成する
実験を行った．多視点画像は，640480画素で撮影したものを 320240画素に落として入力とした．中心
位置の仮想カメラの画像を多重解像度分解を用いた自由視点生成手法により生成した後，仮想カメラの画
像を対象に超解像を行う．ここに示す提案手法の実験は，仮想カメラの画像を再構成型超解像を用いて 2
倍の解像度にした後，学習型超解像を用いて画像の高周波成分の強調を行うものである．学習型超解像で
は解像度は変化させない．中心位置の画像は実カメラで撮影されているため，これを正解画像とし客観的
評価を行う．
3.1 実験結果
図 3(a)～(c)に，各手法で高解像度化した自由視点画像を示し，(d)に正解画像を示す．また，客観的評
価として，各手法による高解像度化画像と正解画像を比較して算出された PSNR値を同時に示す．
図 3(a)～(c)の画像を比較すると，再構成型超解像のみで拡大した画像とバイリニア法で拡大した画像は
ボケて見えるのに対し，提案手法で拡大した画像はボケが取れてくっきりとした画像になっており，再構
成型超解像に加えて学習型超解像も適用することで，より高精細な画像が生成できていることがわかる．
一方で，各手法による画像の PSNR値を比較すると，提案手法の PSNR値が最も低くなってしまって
いる．この原因の一つとして，学習型超解像によってノイズが強調されてしまっていることが考えられる．
図 3(a)を見ると，他の画像に比べて細かいノイズのようなものが乗っている箇所があることが分かる．こ
れは，高周波成分を加算したことにより起きてしまったエッジの誤強調が原因であると考えられる．その
他の原因として，エッジの過度な強調が考えられる．提案手法では，学習型超解像により画素数を増加さ
せる処理は行っていないため，正解画像の情報量を超えるエッジ強調が行われている可能性がある．また，
元々正しく構成できていない箇所のエッジを強調させてしまうこともあり，結果として PSNR値を下げて
しまっていると考えられる．
ただし，PSNR値は必ずしも人間の主観と一致する訳では無く，主観的に評価を行うと提案手法では鮮
明な画像が合成されていると言える．
(a) 提案手法 (23.2550dB) (b) 再構成型超解像 (ML法)(25.1010dB)
(c) バイリニア法 (24.9597dB) (d) 正解画像
図 3: 実験結果
4. むすび
本研究では，従来の自由視点画像生成手法で画像がボケてしまうという問題に対し，再構成型超解像と
学習型超解像の 2つの超解像を適用させることで，より高精細な画像を合成する手法の提案を行った．実
験では主観及び客観的な評価を用いて，提案手法の評価を行った．客観的評価では良い結果が得られなかっ
たが，主観的な評価では鮮明な画像が合成できていることを示した．今後は，学習型超解像における類似
パッチの探索精度の向上や，異なる分解手法を用いる等の改善の余地が残されている．また，より解像度
の高い画像で実験を行う等し，効果の検討を行う必要がある．
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