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The singular integral (SI) with the Cauchy kernel is considered. New quadrature formu-
las (QFs) based on the modification of discrete vortex method to approximate SI are con-
structed. Convergence of QFs and error bounds are shown in the classes of functions
Hα([−1, 1]) and C1([−1, 1]). Numerical examples are shown to validate the QFs con-
structed.
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1. Introduction
The numerical evaluation of Cauchy principle value integrals of the form
I(ϕ, x) =
∫ 1
−1
w(t)
ϕ(t)
t − xdt (1)
where x ∈ (−1, 1) and w(x) is a fixed weight function, is a problem of interest, especially in connection with the solution
of singular integral equations.
Lifanov and Polonskii [1] considered the real one-dimensional SIE of the first kind∫ b
a
γ (x)
k(t, x)
x− t dx = f (t) (2)
where f (t), a ≤ t ≤ b, and k(t, x), a ≤ t, x ≤ b satisfy Hölder’s condition H(α) with index α (0 < α ≤ 1) and
constant A, γ (x) is to be determined in the class of functions which are limited for x = b and unlimited for x = a. The
computation scheme of the considered method consists of dividing the segment [a, b] into n equal parts of length h = b−an
and the first computation point x1 is marked at a distance of h4 from their left-hand end and other points are computed
as ti = a + ih, i = 2, . . . ,N . The sought functions γ (xi) are evaluated at all of these points. The check (singular) points
x0j (j = 1, 2, . . . , n − 1) lie in the middle of computation points xj and xj+1, where boundary conditions are satisfied. The
point x0n divides segment [xn, b] in a 2 : 1 ratio and it also satisfies the boundary condition. The numericalmethod of discrete
vortices consists of reducing the SIE (2) to a system of n linear algebraic equations
n∑
i=1
γ (xi)
k(x0j, xi)
xi − x0j h = f (x0j), j = 1, 2, . . . , n. (3)
It is shown that with n increases, solution of system (3) approximates the solution of Eq. (2) at the points x0j.
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The method of discrete vortices (MDV) proposed by Belotserkovskii [2] provides a good tool for investigating linear and
nonlinear problems of steady and unsteady flow fluid past thin lift airfoils and widely used and applied in many problems
of mechanics, theory of elasticity and aerodynamics (see [2–8]) and the literature cited therein.
In 1985, Belotserkovskii and Lifanov [9] summarized all the possible application of MDV in different problems of
mathematics, mechanics and physics. In particular whenw(t) = 1 in (1), one can obtained:
For the case x = t0j = tj+tj+12 with fixed j∫ 1
−1
ϕ(t)
t0j − t dt =
n∑
k=1
ϕ(tk)
t0j − tk h+ Rn(t0j). (4)
For the case x = tj ∈ E with fixed j∫ 1
−1
ϕ(t)
tj − t dt =
n∑
k=1,k6=j
ϕ(tk)
tj − tk h+ Rn(tj) (5)
where tk = −1 + kh, k = 1, . . . , n forms equal partition of the interval [−1, 1] with length h = 2/(n + 1) and ϕ ∈ H(α).
It is shown that the error bound Rn in (4) and (5), when ϕ(t) ∈ H(α), is not exceed ofΘ(x), where
Θ(x) = O(hα| ln h|)+ O
(
h
1− x2
)
.
If ϕ(t) ∈ C1[−1, 1], then
|Rn(x)| ≤ Θ(x) = O(h| ln h|)+ O
(
h
1− x2
)
.
From these estimate we can see that the rate of convergence in the classes H(α) and C1 are the same, on the other hand
when singular point t0j getting closer to the end points of the interval [−1, 1], convergence becomeworse and in some cases
it does not converge. One of the distinguish features of this method is its relative simplicity and easy to use.
The objective of this paper is to develop the MDV to get good convergence in different classes of functions and is not to
complicate the computation period. So that we develop MDV for (1) at the discrete points t0j in the interval [−1, 1], with
w(t) = 1. Details of the construction of the QFs to approximate SI (1)withw(x) = 1 at check points x0j are given in Section 2.
Error bounds in different classes of functions are described in Section 3, and numerical examples compare with MDV are
given in Section 4. Numerical results show the validity of quadrature formula constructed.
2. Construction of the quadrature formula
We consider the Cauchy type singular integral of the form
I(ϕ, x) =
∫ 1
−1
ϕ(t)
x− t dt, −1 < x < 1 (6)
where ϕ(t) ∈ Hα(A, [−1, 1]). Assume that the singular point x lies in themiddle of the interval [tj, tj+1], j = 1, . . . , n, that is
x = t0j. Let us consider equal partitions tk = −1+kh, k = 0, . . . , n+1 of the interval [−1, 1], of equal length h = 2/(n+1)
and E = {tk : k = 1, . . . , n}. The set E is called canonic partition of the interval [−1, 1] (see [9]). QFs for SI (6) at singular
point x = t0j is constructed in the following way∫ 1
−1
ϕ(t)
t0j − t dt =
n∑
k=1
Ak(t0j)ϕ(tk)+ Rn(t0j). (7)
Unknown coefficients Ak are defined as follows
Ak(t0j) = ht0j − tk , k = 2, . . . , n− 1. (8)
The main coefficients of QFs (7) are the same with the coefficients of MDV. In addition, we have two more unknown
coefficients A1 and An which are determined by the conditions that the QFs (7) are exact when density function ϕ(t) is
linear. It leads to
∫ 1
−1
dt
t0j − t = A1(t0j)+
n−1∑
k=2
h
t0j − tk + An(t0j),∫ 1
−1
t
t0j − t dt = A1(t0j)t1 +
n−1∑
k=2
tkh
t0j − tk + An(t0j)tn.
(9)
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Solving Eq. (9) simultaneously for A1(t0j) and An(t0j), we obtain
A1(t0j) = 1tn − t1
[∫ 1
−1
tn − t
t0j − t dt −
n−1∑
k=2
tn − tk
t0j − tk h
]
,
An(t0j) = 1tn − t1
[∫ 1
−1
t − t1
t0j − t dt −
n−1∑
k=2
tk − t1
t0j − tk h
]
.
(10)
Substituting (8) and (10) into (7), yields∫ 1
−1
ψ(t)
t0j − t dt =
n−1∑
k=2
ψ(tk)
t0j − tk h+ Rn(t0j), (11)
where
ψ(t) = ϕ(t)− 1
tn − t1 [(t − t1)ϕ(tn)+ (tn − t)ϕ(t1)] , (12)
has the following properties:
(a) if ϕ(t) = at + b then ψ(t) ≡ ϕ(t) for all t ∈ [−1, 1].
(b) ψ(t1) = ψ(t2) ≡ 0, where t1, tn ∈ E.
In order to obtain the QFs for actual evaluation we need the following expressions for the right-hand side of (10),
∫ 1
−1
tn − t
t0j − t dt −
n∑
k=1
tn − tk
t0j − tk h = 3h+ (tn − t0j)
[
ln
∣∣∣∣1+ t0j1− t0j
∣∣∣∣− n−1∑
k=2
h
t0j − tk
]
,∫ 1
−1
t − t1
t0j − t dt −
n∑
k=1
tk − t1
t0j − tk h = −3h+ (t0j − t1)
[
ln
∣∣∣∣1+ t0j1− t0j
∣∣∣∣− n−1∑
k=2
h
t0j − tk
]
.
(13)
Substituting (13) into (10) and taking into account Eq. (11)–(12), we obtain QFs for the case x = t0j∫ 1
−1
ϕ(t)
t0j − t dt =
n∑
k=1
Ak(t0j)ϕ(tk)+ Rn(t0j), (14)
where
A1(t0j) = 1tn − t1
[
3h+ (tn − t0j)
(
ln
∣∣∣∣1+ t0j1− t0j
∣∣∣∣− n−1∑
k=2
h
t0j − tk
)]
,
Ak(t0j) = ht0j − tk , k = 2, . . . , n− 1,
An(t0j) = 1tn − t1
[
−3h+ (t0j − t1)
(
ln
∣∣∣∣1+ t0j1− t0j
∣∣∣∣− n−1∑
k=2
h
t0j − tk
)]
.
In case x = tj ∈ E, QFs can be obtained in a similar way which is∫ 1
−1
ϕ(t)
tj − t dt =
n∑
k=1,k6=j
Bk(tj)ϕ(tk)+ Rn(tj), (15)
where
B1(tj) = 1tn − t1
[
4h+ (tn − tj)
(
ln
∣∣∣∣1+ tj1− tj
∣∣∣∣− n−1∑
k=2,k6=j
h
tj − tk
)]
,
Bk(tj) = htj − tk , k = 2, . . . , j− 1, j+ 1, . . . , n− 1,
Bn(tj) = 1tn − t1
[
−4h+ (tj − t1)
(
ln
∣∣∣∣1+ tj1− tj
∣∣∣∣− n−1∑
k=2,k6=j
h
tj − tk
)]
.
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3. Estimation of errors
Theorem 3.1. Let ϕ(t) ∈ Hα(A, [−1, 1]) and E be a canonic partition of the interval [−1, 1]. Then the error bound for QFs (14)
and (15) are
Rn(t0j) ≤ 6A
[
1+ 2.7
α ln(n+ 1)
]
hα ln(n+ 1), j = 1, 2, . . . , n
where A is a Hölder constant.
Theorem 3.2. Let ϕ(t) ∈ C1([−1, 1]), and E be a set of canonic partition of the interval [−1, 1]. Then the error bound for QF
(14) and (15) are
Rn(t0j) ≤ 4M1
[
1+ 1.8
ln(n+ 1)
]
h ln(n+ 1), j = 1, 2, . . . , n
where M1 = maxξ∈[−1,1] |ϕ′(ξ)|.
The proofs of these theorems are based on the following lemmas.
Lemma 3.1. Let c1 and c2 be any positive real numbers and 0 ≤ α ≤ 1 then
(a) cα1 + cα2 ≤ 21−α(c1 + c2)α,
(b)
∣∣cα1 − cα2 ∣∣ ≤ |c1 − c2|α .
For the proof see [10].
Lemma 3.2. Let ϕ(t) ∈ Hα(A, [−1, 1]) and the function ψ(t) be defined by (12), then for any t1, t2, t ∈ [−1, 1] we have
(a) |ψ(t2)− ψ(t1)| ≤ 2A|t2 − t1|α,
(b) |ψ(t)| ≤ A(1− t2)α.
Lemma 3.3. If ϕ(t) ∈ C1([−1, 1]) and ψ(t) defined by (12) then for any t1, t2, t ∈ [−1, 1] we have
(a) |ψ(t2)− ψ(t1)| ≤ 2M1|t2 − t1|,
(b) |ψ(t)| ≤ M1(1− t2),
where M1 is the same constant as Theorem 3.2.
Proof of Lemmas 3.2 and 3.3 are given in [11].
Lemma 3.4 ([12]). For any point x = t0j the inequality∣∣∣∣∣
∫ 1
−1
dt
t0j − t −
n∑
k=1
h
t0j − tk
∣∣∣∣∣ ≤ 1312 h1− t20j
holds for j = 1, 2, . . . , n.
Proof of Theorem 3.1. From (11), it follows that∣∣Rn(t0j)∣∣ =
∣∣∣∣∣
∫ 1
−1
ψ(t)
t0j − t dt −
n∑
k=1
ψ(t)
t0j − tk
∣∣∣∣∣
≤ R1(t0j)+ R2(t0j)+ R3(t0j)+ R4(t0j)+ R5(t0j) (16)
where
R1(t0j) =
∣∣∣∣∫ t1−1 ψ(t)− ψ(t0j)t0j − t dt
∣∣∣∣ ,
R2(t0j) =
∣∣∣∣∣ n∑
k=1,k6=j
∫ tk+1
tk
(
ψ(t)− ψ(t0j)
t0j − t −
ψ(tk)− ψ(t0j)
t0j − tk
)
dt
∣∣∣∣∣ ,
R3(t0j) =
∣∣∣∣∣
∫ tj+1
tj
ψ(t)− ψ(t0j)
t0j − t dt
∣∣∣∣∣ ,
R4(t0j) =
∣∣∣∣ψ(tj)− ψ(t0j)t0j − tj h
∣∣∣∣ ,
R5(t0j) =
∣∣ψ(t0j)∣∣
∣∣∣∣∣
∫ 1
−1
dt
t0j − t −
n∑
k=1
h
t0j − tk
∣∣∣∣∣ .
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Since t0j 6∈ [−1, t1], using Lemma 3.1(b) and Lemma 3.2(a), we easily get
R1(t0j) ≤ 2A
α
hα. (17)
The expression in the bracket of R2 can be written as
ψ(t)− ψ(t0j)
t0j − t −
ψ(tk)− ψ(t0j)
t0j − tk =
ψ(t)− ψ(tk)
t0j − t +
ψ(tk)− ψ(t0j)
t0j − tk
t − tk
t0j − t . (18)
Due to Lemma 3.2(a) and (18), we obtain the error bound for R2 as follows
R2(t0j) =
∣∣∣∣∣ n∑
k=1,k6=j
∫ tk+1
tk
ψ(t)− ψ(tk)
t0j − t +
n∑
k=1,k6=j
∫ tk+1
tk
(
ψ(tk)− ψ(t0j)
t0j − t −
ψ(tk)− ψ(t0j)
t0j − tk
)
dt
∣∣∣∣∣
≤ 2A
n∑
k=1,k6=j
∫ tk+1
tk
(
|t − tk|α∣∣t0j − t∣∣ +
∣∣tk − t0j∣∣α∣∣t0j − tk∣∣ |t − tk|∣∣t0j − t∣∣
)
dt
≤ 2A(1+ 21−α)
(
1+ ln 2
ln(n+ 1)
)
hα ln(n+ 1). (19)
Using Lemma 3.1(b) and 3.2(a), we obtain the error bound for R3
R3(t0j) ≤ 2
2−α
α
Ahα, (20)
Lemma 3.2(a) gives
R4(t0j) ≤ 22−αAhα, (21)
and Lemma 3.2(b) and 3.4 yield
R5(t0j) =
∣∣ψ(t0j)∣∣
∣∣∣∣∣
∫ 1
−1
dt
t0j − t −
n∑
k=1
h
t0j − tk
∣∣∣∣∣ ≤ 1312
(
20
19
)1−α
Ahα. (22)
Substituting (17), (19)–(22) into (16) gives
Rn(t0j) ≤ 6A
[
1+ 2.7
α ln(n+ 1)
]
hα ln(n+ 1).
Proof of Theorem 3.2. Let ϕ(x) ∈ C1([−1, 1]). Using the similar approach as in the proof of Theorem 3.1 for Rn(t0j) defined
by (11), and with the aid of Lemmas 3.1, 3.3 and 3.4 yields
R1(t0j) =
∣∣∣∣∫ t1−1 ψ(t)− ψ(t0j)t0j − t dt
∣∣∣∣ ≤ 2Mh. (23)
R2(t0j) =
∣∣∣∣∣ n∑
k=1,k6=j
∫ tk+1
tk
(
ψ(t)− ψ(t0j)
t0j − t −
ψ(tk)− ψ(t0j)
t0j − tk
)
dt
∣∣∣∣∣
≤ 2M1
(
1+ ln 2
ln(n+ 1)
)
h ln(n+ 1). (24)
R3(t0j) =
∣∣∣∣∣
∫ tj+1
tj
ψ(t)− ψ(t0j)
t0j − t dt
∣∣∣∣∣ ≤ 2M1h. (25)
R4(t0j) =
∣∣∣∣ψ(tj)− ψ(t0j)t0j − tj h
∣∣∣∣ ≤ 2M1h. (26)
R5(t0j) =
∣∣ψ(t0j)∣∣
∣∣∣∣∣
∫ 1
−1
dt
t0j − t −
n∑
k=1
h
t0j − tk
∣∣∣∣∣ ≤ 1312M1h. (27)
Substituting (23)–(27) into (16) gives
Rn(t0j) ≤ 4M1
[
1+ 1.8
ln(n+ 1)
]
h ln(n+ 1),
which is completed the Theorem 3.2.
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4. Numerical experiments
In this section two different density functions ϕ(t) are considered for SI (6).
Example 1. Let us consider the SI (6), at which the density function is given as quadratic function
I(ϕ, x) =
∫ 1
−1
at2 + bt + c
x− t dt, a, b, c ∈ R.
The exact solution is
I(ϕ, x) = −2b− 2ax+ [(b+ ax)x+ c] ln
(
1+ x
1− x
)
. (28)
In the Table 1 the Error bounds of the MDV (5) and QF (15) for h = 0.1 and MDV (4) and QF (14) for h = 0.02 are shown at
different value of singular point x.
Table 1
Error bounds for QFs and MDV with a = 2, b = −5, c = 10.
h = 0.1 h = 0.02
x = tj Error of (5) Error of (15) x = t0j Error of (4) Error of (14)
−0.75 3.391323 0.058777 −0.95 3.5813908 0.0139120
−0.65 2.307269 0.037779 −0.91 1.9184582 0.0073008
−0.45 1.333810 0.018587 −0.87 1.3013251 0.0048724
−0.05 0.563117 0.001634 −0.03 0.1073351 0.0000377
0.15 0.322511 0.005009 0.01 0.0975957 0.0000140
0.55 0.258836 0.026159 0.05 0.0881557 0.0000660
0.65 0.533784 0.037776 0.89 0.5659394 0.0058600
0.75 1.009143 0.058775 0.93 0.9596364 0.0096165
Example 2. Let us consider SI with density of the square root function
γ (t0j) =
∫ 1
−1
√
t + 2
t0j − t dt.
The exact solution is
γ (t0j) = −2(
√
3− 1)+√2+ t0j ln
∣∣∣∣∣ (
√
2+ t0j +
√
3)(
√
2+ t0j − 1)
(
√
2+ t0j −
√
3)(
√
2+ t0j + 1)
∣∣∣∣∣ . (29)
In the Table 2 the Error bounds of the MDV (5), (4) and corresponding QFs (15), (14) are presented at different value of
singular points x.
Table 2
Error bounds for QFs and MDV.
h = 0.1 h = 0.02
x = tj Error (5) Error (15) x = t0j Error (4) Error (14)
−0.85 0.3245481 0.003703 −0.97 0.3607079 0.0008239
−0.65 0.0979175 0.001358 −0.89 0.0846307 0.0001998
−0.45 0.0341641 0.0007518 −0.79 0.0387647 0.0000991
−0.05 0.0295654 0.0002574 −0.01 0.0070440 0.0000094
0.05 0.0437342 0.0001729 0.01 0.0075942 0.0000087
0.15 0.0591275 0.0000904 0.03 0.0081511 0.0000080
0.55 0.1661376 0.0003622 0.85 0.1125420 0.0000763
0.75 0.3391292 0.0010010 0.91 0.1941815 0.0001381
0.85 0.6100442 0.0019895 0.97 0.6336756 0.0004761
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5. Conclusion
QFs (14)–(15) are exact when density function ϕ(t) is a linear function and very similar to MDV (see (11)). In this paper
error bounds of the QFs (14)–(15) are obtained in the classes of functions Hα([−1, 1]) and C1([−1, 1]) and we are able
to increase the rate of convergence in the class C1([−1, 1]). Numerical experiments (Tables 1 and 2) show that our QFs
(14)–(15) give better accuracy than MDV defined by (4)–(5). In addition, the coefficients A1(t0j), An(t0j) and B1(tj), Bn(tj) of
QFs (14) and QFs (15) respectively help us to accelerate the convergence even when the singular point x is very close to the
end points of the interval.
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