Abstract. The recent research in genome sequencing shows that the somatic mutation is an important factor that might lead to cancer development. The mutational heterogeneity complicates the work to distinguish functional mutations from sporadic, passenger mutations. To find cancer-related genes from these mutation data, it is crucial to distinguish driver mutation from passenger mutation. In this study, a Chaos and Multi-population Genetic Algorithm (CMGA) is applied to solve the maximum weight submatrix problem to find important mutated driver pathways. Compared with the methods De novo Driver Exclusivity (Dendrix) and Genetic Algorithm (GA), CMGA performs more efficiently on the simulated and several real mutation datasets, More importantly, CMGA is a most robust method among these approaches, and the pathways that are known to be important in these cancers are successfully rediscovered.
Introduction
As we know, infinite proliferation of cells occurred by somatic mutation is a feature of cancer cells, in which cancer cells can spread to others through blood circulation and lymphatic system [1] . Generally, these somatic mutations can be divided into two types: passenger mutation and driver mutation. How to identify driver genes from passenger genes become crucial problem, which can be transformed into solving maximum weight submatrix problem. Vandin et al. designed the De novo Driver Exclusivity (Dendrix) method to identify the driver genes and pathways with high coverage and mutual exclusivity feature [2] . In recent years, several methods such as the Markov chain Monte Carlo (MCMC) and the Simple Genetic Algorithm (SGA) have been applied to solve the maximum weight submatrix problem [2, 3, 4] . The two methods are easily trapped in local optimal solution, and the experimental results are not stable. Additionally, there exists the premature phenomenon and slow convergence deficiencies in SGA method.
In order to overcome the problem, a method called Chaos and Multi-population Genetic Algorithm (CMGA) is designed to improve the stability of experimental results. At first, we generate populations with chaos algorithm to improve the population diversity and avoid the premature phenomenon. Then the Multi-population Genetic Algorithm divides populations into subpopulations. Among the subpopulations, the information of subpopulations can be exchanged through immigration. For example, some excellent individuals can be exchanged among the subpopulations to increase population diversity. Meanwhile, by importing the Chaos Operator, it has overcome the defect of precocity in SGA, for its particularly inherent randomness and ergodicity to avoid the local optimization.
Methods

Problem description
As Vandin et al. introduced, we can identify the driver genes in × binary mutation matrix A with two features: high coverage and mutual exclusivity. They defined the coverage overlap as follow:
(1) The maximum weight submatrix problem, which is a NP-hard problem, turn into measuring the trade-off between coverage and exclusivity. Γ( ) = *i: = 1+ means the corresponding gene g is mutated in the matrix. Similarly, for a set M of genes, Γ( ) = ∪ Γ( ) denote the set of patients in which at least one of genes in M is mutated and W(M) measures the coverage overlap of M [2] . As a result, the solution of the problem turns to be finding a submatix with higher weight value W.
Main process of CMGA
The basic idea of Chaos optimization algorithm is that the chaos variables are mapped to the values of optimization variables. When the chaos variables are put into practice to achieve chaos optimal search, there is no doubt that this algorithm will be much more superior to random search. The migration model divides the populations into multiple subpopulations and it is a divide and conquer algorithm. For a certain number of generations, these subpopulations evolve independently from each other and then the migration will be distributed between the subpopulations. Selection means which individuals are chosen for mating or recombination and it is a prepare progress for mutation. After recombination every offspring will be mutated in a low probability. We randomly alter one variable value with 1 to 0 and another variable value with 0 to 1 oppositely.
Experiments
Simulated mutation data
Three approaches CMGA, SGA and Dendrix are performed on simulated data to evaluate their performance. However, due to the stochastic of these approaches, it is difficult to get the stable results in a run. So we define two features: average score and well-run (the run of an approach that can find the max weight pathway) to measure the stability and performance of these approaches. Average sore (Z) is the result of dividing the sum of max weight value by total runs (N), represents the sum of max pathways in a run. In our experiments, the results can be divided into two situations according to the number of pathways with max weight value: single pathway case and multi pathways case. Average score feature adapts to both cases mentioned above:
(2) While the other way is counting the well-runs of one known pathway with plenty of runs, which is applicable for the single max weight case. In order to guarantee the fair comparison, the sum of individuals should be set to equal value. We repeat these experiments many times using different approaches and the experimental results are shown in Table 1 . Table 1 shows the comparison of Dendrix, SGA and CMGA on simulated mutation data in different data structure (S is the number of rows in data). We compare the average score of these methods varied with the number of runs. Firstly, we can see that the value of our method is higher than others, which shows that our method can identify the pathway more efficiently. Secondly, we find that CMGA can identify the max weight pathway with great probability in the smaller sample sets, while other two methods often could not find the solution. For example, we identify a pathway whose max weight value W is 35 when S=48 and find a pathway whose max weight value equals to 58 when S=90, while Dendrix could not get it. Fig. 1 shows the number of well-runs varied with different number of runs. For example, if we run the program 50 times, and we find 36 of them can identify the max pathway, the 36 times are taken as well-runs. Experimental results indicate that CMGA perform the best. In summary, when S is large, the corresponding well-runs will be higher. As shown in Fig. 1 , the results shown in subplot B is larger than subplot A. In addition, when S is small, CMGA also can identify max weight pathways with high performance. Such phenomenon lies in the instability of MCMC and SGA. Therefore, we can conclude that our method CMGA is a much more robust method for identifying driver pathway in cancer.
Cancer mutation data: Lung cancer
We also apply CMGA to lung cancer data, HNSCC data and GBM data. The lung data is consists of 163 rows and 346 columns after preprocessing [2] . We compared the average score and well-run feature for each method. From table 2, the results are similar as before and show that these methods run with good performance. When the parameter k (k is the columns of matrix) is set as 3, the max weight value in our experiments is 32. The performance in these methods is close. Because on the one hand, the data size is small, on the other hand, the max weight pathway is single. From table 2, the results are similar to results on the data before. Here when we set S =120, and find CMGA can identify 7 or 8 max weight pathways. SGA can identify 6 pathways on average. From another aspect we deduce that CMGA are applicable to different cancer data. Some results are described below. Fig. 2 shows part of pathway in lung cancer. The gene sets (EGFR, KRAS, and STK11) and (ATM, TP53) can be identified easily. When we remove famous gene sets (EGFR, STK11, KRAS, ATM, TP53) and set k=5(k is number of genes in M), we identify a pathway (CDKN2A, GNAS, LRP1B, NF1 and NTRK3) whose weight value is 44. CDKN2A and NTRK3 are driver genes in lung cancer to control cell cycle [5] . GNAS play an important role in calcium signaling pathway. NF1 can lead to neurofibromatosis.
Cancer mutation data: Head and neck squamous cell carcinoma
Head and neck squamous cell carcinoma (HNSCC) is the sixth most common deadly cancer in the world. The survival rates for many HNSCC patients have made little increase over the past 40 years [6] . This mutation data matrix includes 74 rows and 4920 columns.
Some significantly mutated genes had previously been detected in HNSCC data, such as TP53, TTN, and CDKN2A. TP53 and TTN are mutated in the majority (46/74), (23/74) of samples respectively [4] . Therefore we remove the genes TP53 and TTN because of the prevalence of mutation. When k=3, we get gene set (CDKN2A, PCLO, SYNE1). SYNE1 was observed in 8% of HNSCC samples, it have been implicated in the regulation of nuclear polarity. PCLO mutation was seen in 12% of cases, and it is important for terminal squamous differentiation [6] . When k=7, we got the max weight W=46. CMGA can identify 7 optimal pathways. NOTCH1 mutations have been reported that it occurs in 10% to 15% of HNSCC [7] .
As we did above, Many experiments have been made on HNSCC data. Unlike the results on lung cancer data, the performance of these methods is similar to the results on simulated data. Because the HNSCC data is large, so the search space is large. With the increase of runs, CMGA also can obtain the higher performance. These demonstrate that the performance of CMGA method is efficient.
Cancer mutation data: Glioblastoma
We also made same experiments on HNSCC data. The glioblastoma dataset is downloaded from TCGA (2008) which includes 90 rows and 1126 columns. Here we compare tests mainly in different data sets(S). Similarly, CMGA can run with the highest score, while the Dendrix run with the lowest results and it depends more on the data size. For example, when the data structure S=45, the CMGA's performance is much better than other methods. In other words, this phenomenon shows CMGA is also efficient despite the data size is small. In addition, It is a good idea that we identify more feasible solutions as soon as possible, and solve it with additional information, such as express data [4] . In real mutation data, there are multiple optimal solutions. In addition, because of the noise in the data or other factors, the most optimal solution may not be the best one in biological mutation data. So we should identify more feasible solutions as soon as possible.
Conclusions
This study mainly focused on some of the challenges in finding driver mutations and genes in cancer. We discuss several computational approaches that are used to detect somatic mutations and pathways in our research. As date sets are available from TCGA and other large-scale cancer sequencing projects, the rapid, precise computational identification of driver mutations is needed urgently. It could be an important step in determining patient prognosis and treatment. Dendrix is a Markov Chain Monte Carlo (MCMC) algorithm that samples sets of k genes according to their submatrix weight W. While the MCMC algorithm is not guaranteed to identify a gene set of optimal W in some cases. GA is a stochastic and flexible method that can be employed in combining other types of information, which can improve the ability of solving the maximum weight submatirx problem but easily Secondly, what the GA identified in a run may not be the optimal solution when considered in isolation or the algorithm is stochastic. While CMGA can basically find all of these feasible solutions on real somatic mutation data. As a result, CMGA is much more stable method for identifying driver pathway in cancer.
