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ABSTRACT 
This paper is a study of the linear complementarity problems with diagonally 
dominant matrices having nonnegative diagonals. The main results include necessary 
and sufficient conditions for existence of solutions to the problems, as well as a 
decomposition approach for solving them. 
1. INTRODUCTION 
For a given vector 4 ER” and a matrix MERnX”, the linear complemen- 
tarity problem, denoted by its data (Q, M), is that of finding ZER” such that 
Z20, q+ MzZO, zT(q+Mz)=O. 0.1) 
We are concerned here with the problems (1.1) involving diagonally domi- 
nant matrices M with nonnegative diagonals. The study is motivated by the 
well-known facts that a strictly diagonally dominant matrix with a positive 
diagonal belongs to the class of P-matrices (Taussky [lo]), and that these 
matrices are characterized by the property that the problem (1.1) has a 
unique solution for every 9 (Murty [9]). 
The plan of the paper is as follows. Conditions for the existence of a 
solution to the problem are studied in the next section. The results obtained 
*Most of this report has been extracted from the author’s doctoral dissertation for the 
Department of Operations Research at Stanford University; the author would like to express his 
indebtness to his principal advisor Professor R. W. Cottle and Professor C. E. Lemke. 
LINEAR ALGEBRA AND ITS APPLICATIONS 39:41-49 (1981) 41 
0 Elsevier North Holland, Inc., 1981 
52 Vanderbilt Ave., New York, NY 10017 00243795/81/050041+ 9$02.50 
42 MUHAMED AGANAGIC 
there reveal some interesting structural properties of the diagonally dominant 
matrices. In Sec. 3 we discuss an algorithm for identifying the structure of the 
matrix M; using it, we propose a decomposition approach for solving the 
problem (1.1). 
Before proceeding to Sec. 2 we introduce some definitions which are 
needed in the remainder of the paper. 
1. A matrix M=( M,,)ER nXn is said to be row diagonally dominant (rdd) 
if 
I”iila 2 l”ijl, i=1,2 ,..., n. (1.2) 
i#i 
A matrix M is column diagonally dominant (cdd) if MT is rdd. If M is either 
rdd or cdd, we say that it is diagonally dominant (dd). 
2. A square matrix M is said to be a P,-matrix (P-matrix) if all its principal 
minors are nonnegative (positive). The set of all Pa-matrices (P-matrices) is 
denoted by PO (P ). 
3. A square matrix M is said to be a Z-matrix if M,, CO for all i # j. The 
set of all Z-matrices is denoted by Z. 
4. A matrix M ER”~” is said to belong to the class Q if the problem 
(9, M) has a solution for every 9 ER”. 
5. A matrix M is said to be in the class Qa if (9, M) has a solution 
whenever it is feasible, i.e., the system 9+ M.z>O, ~20, is consistent. 
6. A square matrix M is said to be reducible if there exists a permutation 
matrix S such that 
S*MS= ;: “c , 
[ I 
where A and I= are square matrices. The matrix ME Rnx” is irreducible if it is 
not reducible. 
2. THE EXISTENCE RESULTS 
We begin by stating some facts about diagonally dominant matrices. Most 
of these results can be derived using the ideas contained in Taussky [lo]. 
LEMMA 2.1. I~MER”~” is dd and has a nonnegative diagonal, then M 
is a P,-matrix. 
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LEMMA 2.2. Let MERnX” be an irreducible rdd matrix having a positive 
diagonal. Assume further that (1.2) contains at least one strict inequality. 
Then M is a P-matrix. 
LEMMA 2.3. Let ME RnXn be rdd and have a nonnegative diagonal. 
Suppose that the only nonempty subset a c { 1,2,. . . , n} for which the system 
has a solution is the set (Y = { 1,2,. . . , n}. Then M is irreducible Zmalrix. 
Moreover, Mii = -Xi+ Mii for all i. 
As a further preparatory step for our development we state without proof 
yet another lemma. 
LEMMA 2.4. Let MER”~” be of the form 
MxA B 
[ 1 0 C’ 
where A and C are square matrices. Then ME Q if and only if AEQ and 
CEQ. 
The next theorem provides necessary and sufficient conditions for a 
diagonally dominant matrix M having a nonnegative diagonal to be in Q. 
THEOREM 2.1. Let MER”~” be diagonally dominant and have a rwn- 
negative diagonal. Then ME Q if and only if there is rw nonempty index set 
(YC{1,2,..., n) such that the system 
M,,x, = 0, x,>o (2.1) 
has a solution. 
Proof The sufficiency is an immediate consequence of the main result of 
[l]. So suppose that there exists (Y C { 1,2,. . . , n} and xa >O such that M,,x, 
=O, and that a is the smallest such set. Since M EP,, a result of Eaves [3, p. 
6231 implies that there exists a nonzero vector v, > 0 such that v:M,, =O. 
Define the nonempty index set 
y={iEa: vj>O}. 
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Then v;M,, =O and v,, >O imply, by Eaves’s result quoted above, that there 
exists a nonzero uy 20 such that M,,u, ~0. Since y C a from the minimahty 
assumption, it follows that a= y. Let G= { 1,2,. . . , n} -a. Now by Lemma 
2.3, M,,=O if M is rdd, and M,, =O if M is cdd. To complete the proof, it 
suffices by Lemma 2.4 to show that M,, @Q. Choose q ER” such that 
vzq, (0. Then it is a trivial matter to show that (q,, M,,) is not feasible. 
Therefore there exists no (Y such that the system (2.1) has a solution. n 
It can be shown that Lemke’s algorithm [6, 31 when applied to the 
auxiliary system 
w=q+dt+Mz (OtdER”), 
w, z20, ts=o, (2.2) 
w*z=o, 
where M is dd and has a nonnegative diagonal, produces either a solution to 
the (q, M) or a nonempty index set (Y C { 1,2,. . . , n} and a vector X, satisfying 
(2.1). 
From the proof of Theorem 2.1 for the case when M is rdd we obtain 
COROLLARY 2.1. Zf M is rdd and 
ME QO. Moreover, Lemke ‘s algorithm 
termines that the system 
q+Mz>O, 
is infeasible. 
has a nonnegative diagonal, then 
either produces a solution or de- 
Z>O (2.3) 
REMARK. A result equivalent to Corollary 2.1 was proved earlier by More 
[8, Lemma 3.31. 
The following example shows that Corollary 2.1 does not hold if M is cdd. 
Let 
ME’ ’ 
[ 1 0 1’ 
Then (2.3) is feasible for all q ER’, but the problem (q, M) has no solution for 
qT = ( - 1,O). Further it is easy to see that the problem has a solution for 
qT =( - 1, -2), but Lemke’s algorithm with d * = (1,3) fails to compute it. 
For any square matrix M, let K(M) be the set of all q such that (q, M) has 
a solution. 
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THEOREM 2.2. Zf MERnX" is an irreducible diagonally dominant matrix 
with a positive diagonal, then either ME Q OT ME Z - Q. In the latter case, 
K(M)={9~R":v~9~0}, 
where v is the unique vector such that v > 0, vTM = 0, eTv = 1. 
Proof. If M is not a Q-matrix, then, by the irreducibility, (Y = { 1,2,. . . , n} 
is the only set for which the system (2.1) is feasible. Further, by an already 
mentioned result of Eaves [3], there exists v>O such that vTM =O and 
eTv= 1. It is a routine matter to prove that v is strictly positive and unique. 
Hence by Lemma 2.3, M is a Zmatrix. It is well known (see Chandrasekaran 
[2]) that a (9, M) with ME Z has no solution if and only if the system 
9+ Mz>O, 230 
is inconsistent. By Farkas’s lemma (see [7, p. 34]), this is the case if and only if 
there exists y such that 
Y>O, YT9<0, yTM<O. 
But YTM<O, Mx=O, and x>O imply yTM=O. Hence (9, M) has no solution 
if and only if vT9t0. n 
3. STRUCTURAL PROPERTIES OF DIAGONALLY DOMINANT 
MATRICES 
We now describe some interesting structural properties of reducible 
diagonally dominant matrices which are pertinent to the linear complementar- 
ity problem (1.1). 
Suppose that MER"~" is a reducible rdd matrix with a nonnegative 
diagonal. Let S be a permutation matrix such that 
M" . . . 0 
iz2 . . . 0 
0 . . . 0 
0 0 . . . 0 . . . . . . . . . . . . . . . . . . . . ..*.....*....*........ 
STMS= 0 0 . . . M"[ 0 . . . 0 
M'+l,' Ml+',2 ._. M'+l,' M'+l.'+' ._. 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Mk,' Mk.2 .., Mk,' Mk,l+' . . . Mk,k 
(3.1) 
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is the rwrmul firm of the reducible matrix M (see Gantmacher [S, p. 741). 
Then M”, i=1,2 ,..., k, are irreducible matrices, and for each r, r= 1+ 1,. . . , k, 
among the matrices M’*l,. . . , M’,‘-l at least one is different from zero. It is 
well known that the normal form (3.1) is unique up to a permutation of the 
blocks and permutations within the diagonal blocks. 
Let (~i,(~a,..., ok be the unique partition of { 1,2,. . . , n} corresponding to 
(3.1), and let 
P=%+l ua,,, . . . Ua,. 
By Lemma 2.2, Mai,,, i=Z+ 1,. . . , k, are P-matrices, and therefore so is Mpp. 
Further, by Theorem 2.2, Ma,,, , i = 1,2,. . . ,1, is either in Q or in Z N Q. The 
latter is the case, by Lemma 2.3, if and only if M,,,lea, =O. This constitutes a 
simple procedure for the classification of the diagonal blocks of the normal 
form (3.1). 
Let y and 6 be such that U:=,q =yUS, yfT6= 0, M,, EZ-Q, and 
M,, EQ. To simplify the notation let Z= M,,, QzM&~, and P= M,,. This 
choice of notation is meant to be reminiscent of the corresponding classes, 
and we hope that it will not cause confusion. Suppose that S has been chosen 
so that 
Z 
STMS= 
i 1 Q R, R, P ’ (3.2) 
Assume that Sup contains m elements. Then (3.1) implies that 
K(STMS)=K(Z)XR” (3.3) 
Since, by Theorem 2.2, K(Z) is a closed half space, so are K(STMS) and 
K(M). 
Now suppose that MER”~” is a reducible cdd matrix with a nonnegative 
diagonal and that MT is transformed to the normal form (3.1). By the same 
argument as before, M,, is a P-matrix. Moreover, M, u , i= 1,2,. . . ,l, belongs 
to Z N Q if and only if e: M,,,, = 0. Otherwise, Ma,,, &‘Q. Hence, there exists 
a permutation matrix S such that 
STMS= (3.4) 
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where Z, Q, and P are as in (3.2). Let 9 =(9:, pT, rT)T ER” be an arbitrary 
vector partitioned according to (3.4). Then (9, M) has a solution if and only if 
9i +R,z&C(Z) (3.5) 
where z is the unique solution of (r, P). It is easy to show that in this case 
K(M) need not be convex (see the example in Sec. 2). 
When actually solving the problem (9, M) where M is dd and has a 
nonnegative diagonal, (3.3) and (3.5) can be used to advantage for decompos- 
ing the problem. The main difficulty one faces here is of course finding the 
sets (Y~. As an efficient way of resolving this difficulty we propose an 
algorithm of Fox and Landi [4] originally devised for classifying the states of a 
Markov chain. The algorithm, when applied to an rdd matrix M having a 
nonnegative diagonal, produces a disjoint collection (a partition) 
{ ai, fY s,. . . , aI, p} of subsets of { 1,2,. . . , n} such that 
1 
i i 
u cyi up={1,2 ,...1 n} 
i=l 
and 
STMS= 
. . 
. . . Ml+‘,1 Mu+‘,‘+’ 
for some permutation matrix S, where M” = Mat,,, i = 1,2,. . . , 1 are irreduc- 
ible matrices, M’+‘,‘+’ = M,,, a P-matrix, and at least one of the matrices 
M’f’,’ ,..*, Ml+‘,’ 
is different from zero. The algorithm requires at most 4n2 + 0( n ) compari- 
sons. 
In the terminology of Markov chains, the sets (Y~, i = 1,2,. . . , 1, and p 
correspond to the classes of recurrent and transient states, respectively. For 
completeness, we now describe the algorithm. Regard (1,2,. . . , n} as the set 
of states of a Markov chain. We say that a state i is accessible from the set OL if 
Mii #O for some i ecu. The algorithm consists of cycles. Each cycle begins 
with an unclassified state, say i,. Then choose a state ii #i, accessible from 
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i,. Repeat the process with ii, finding i, #ii and so on. In this way generate 
. * a sequence 2e,zi,..., i,. For each r, if i, = i, for some O<s<r, replace the 
statesi,,i,+i,..., i, by the single “equivalent” state i,. After the reduction, the 
sequence becomes i,, i,, . . . , i,. Continue in this way, extending and con- 
densing until either (1) i, is found to have been previously classified or (2) 
there is no state which is accessible from i,. If (1) or (2) then all the states 
* . 
q),~],..., i,_, are classified as transient (belonging to p). If (2), then the states 
represented by i, form a recurrent class (a set ai). The above steps define a 
cycle. If there remains an unclassified state, a new cycle is initiated. 
From the definition of an irreducible matrix it is evident that the partition 
{a i ,..., a,,~} of the set {1,2 ,..., n} obtained from the normal form (3.1) 
coincides with the one produced by the above algorithm. Further, by carrying 
on the algorithm on the matrix MPP one can completely determine the normal 
form (3.1) of M. 
Suppose that the sets y, 6, and p have been determined. If M is rdd and 
has a nonnegative diagonal then we adopt the following strategy for solving 
the problem (4, M). If the problem (q,, My7 ) is infeasible, then so is (q, M). 
Otherwise, solve (q,, M,,) and (q8, M,,), and let Zu and Z8 be the corre- 
sponding solutions. Now, solve the problem (q,, + M,,Z, + MpSZg, M,,), and 
let Zs be its solution. The solution of the problem (S’q, STMS) is then 
obtained as Zr = ( Zf, Zi, 2,‘). 
If M is cdd and has a nonnegative diagonal, then we proceed as follows: 
Solve (q,, M,,,) and let ZP be the unique solution. Check feasibility and solve 
the problem 
(4, +M,,-,, M,,) (3.6) 
and let Z,, be its solution. If the problem (3.6) has no solution, neither does the 
problem (q, M). Solve the problem (qs +MSpZp, M,,), and let Zs be its 
solution. The solution of the problem is the vector ~%r =( ZF, Zi, 2,‘). 
Note that the matrices M,, and M,, are blockdiagonal, so that the 
corresponding problems can be split into a number of smaller problems. 
Finally we point out that Lemke’s algorithm will successfully process 
(solve or determine that no solution exists) each of the above subproblems. 
However, Lemke’s algorithm can fail on (q, M) (terminate on a secondary 
ray) although the problem has a solution. See the example in Sec. 2. 
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