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Dempster-Shafer theory of evidence, the V uncertainty has the form V(rn) = 
ZA~_xrn(A) log2 JAI, where m denotes a basic probabilistic assignment defined on 
subsets of a finite universal set X and IA I denotes the cardinality of set A. This function 
is recognized as a well-justified measure of nonspecificity, one of three basic types of 
uncertainty that have emerged from the Dempster-Shafer theory. 
Given two marginal bodies of evidence that are consonant (nested), it is proved in the 
paper that the value of the V uncertainty for the joint body of evidence is the same 
regardless of whether the marginal bodies are combined by the Dempster ule or by the 
minimum rule applied to the corresponding marginal possibility distributions. 
Given a joint basic assignment m defined on X x Y such that m (Z) ~ 0 implies that Z 
= A x B for some A ~ Xand B c_ y, it is proved that V(m) = V(mre~), where mrec is 
the joint basic assignment reconstructed from the marginal basic assignments by the 
Dempster ule of combination. 
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Just as a graph is represented conveniently by matrices, it is possible to use matrices for a 
fuzzy intersection graph constructed from a family with a finite number of fuzzy sets. It is 
noted that fuzzy intersection graphs easily lend themselves to model the emission of 
signals, such as utterances, out of a point called a vertex and that the effect of a vertex on 
a finite number of neighboring vertices provides an interesting problem. The effect is 
modeled by a finite number of fuzzy sets. The assumptions are (1) that the membership 
functions in each set are polynomials with coefficients in a field F and (2) that either no 
two polynomials have the same variable or each polynomial is to be computed for distinct 
values of the variable. It is proved that to each square matrix of fuzzy sets can be 
associated a value called the determinant of the matrix. A theorem is proved whereby the 
computation of the determinant of a square matrix of fuzzy sets satisfying the assumptions 
is reduced to the computation of a determinant of a square matrix with coefficients in a 
field/7, 
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In existing fuzzy classifier schemes, one normally assigns an input pattern to the class 
with highest membership. Often, more than one classifier is available, and each may 
possess desirable characteristics under various conditions. This paper presents a 
methodology for combining different fuzzy classifier outputs to produce linguistic 
confidence measures. The linguistic structure lends itself to the incorporation of higher 
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level information i  existing expert systems. This natural language confidence provides a
symbolic interface to a human operator or to an artificial intelligence high level system 
incorporating the complexity and uncertainty inherent in the application. 
This methodology is implemented using the fuzzy k-nearest neighbor and fuzzy 
perceptron classifiers and is tested on various synthetic and real data sets. It is shown to 
provide meaningful results in these cases. 
Address correspondence to James M. Keller. 
Multiple Spectral Image Segmentation Using Fuzzy Techniques 
Hong j ie  Qiu and James M.  Ke l le r  
Electrical and Computer Engineering Department, University o f  
Missouri-Columbia, Columbia, Missouri, 65211 
Fuzzy classification schemes for image segmentation problems that have multiple spectral 
characteristics and a large number of classes are presented. These techniques are based on 
the fuzzy integral and include the construction of importance degrees using a separability 
scale for each single feature generated from its smoothed histogram, the determination f 
class distribution parameters from the peaks and valleys of the histogram, partial 
assignment of membership of each image pixel in every class based on the individual 
spectral characteristic, and the final class decision by an evaluation of the resulting fuzzy 
integrals. The outcome of the process is a fuzzy partition of the image that is converted to 
a crisp partition for display purposes. The algorithms are performed on real image data 
sets, and the results are compared. 
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In solving many real-life problems, probabilistic theories have been found unsatisfactory 
in constructing realistic mathematical models due to the inherently deterministic nature of 
the uncertainties involved. In order to handle such problems, a number of nonprobabilis- 
tic theories have already been developed and applied. Of these, fuzzy set theory has 
become particularly popular, and one of its important applications i  concerned with the 
problem of automatic lassification of objects represented by sets of attributes that are 
assigned numerical weights to indicate their relative importance. In addition to this type 
of classification problem, there are also situations in which the objects to be classified 
could be precisely represented by unweighted attributes, provided all the necessary 
attributes have been identified in advance. However, if these representations are for some 
reason incomplete, then the resulting classification may only approximate he desired 
classification. To cope with this type of uncertainty, another mathematical theory, known 
as rough set theory, has been developed. 
