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Abstract. We construct a gauged linear sigma-model representation and develop
a 1N -expansion for flag manifold σ-models previously proposed by the author.
Classically there exists a zero-curvature representation for the equations of motion
of these models, which leads in particular to the existence of a conserved non-local
charge. We show that at the quantum level this charge is no longer conserved
and calculate explicitly the anomaly in its conservation law.
The subject of integrability in two-dimensional field theory has a long his-
tory. After the initial success with the Korteweg-de Vries equation (the main
developments being summarized in [1]), similar technology, based on the zero-
curvature representation, was applied to relativistic σ-models with symmetric
target spaces [2, 3]. In classical theory the mathematical groundwork was laid
in [4, 5]. In quantum theory the initial advances in the sine-Gordon theory [6, 7]
were succeeded by the calculation of the S-matrix of the SN´1 sigma-model [8].
For an introduction to the subject of quantum-integrable sigma-models with sym-
metric target spaces see the lectures [9].
Around the same time the 1N -expansion was formulated for the S
N´1-model
in [8] and for the CPN´1-model in [10]. The latter model was found to be non-
integrable due to anomalies in the higher local conservation laws [11], whose
potential appearance had been discussed in [12]. The Hamiltonian structure of
the flat connections of the model was discussed in [13, 14], where in particular
involutivity of the local charges was verified. Another approach to the question
of integrability was developed in [15] and was based on the non-local conserved
charges, which follow from the zero-curvature representation. These charges, if
unobstructed by anomalies, generate non-abelian algebraic structures such as the
Yangian, that underlie the integrable structure of the theory, as was elaborated
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in [16]. In theories like the CPN´1-model, however, the conservation equation
of the first non-local charge is spoiled by an anomaly [17]. This anomaly is also
present in various sigma-models with symmetric target spaces [18] but is canceled
in certain fermionic generalizations (see [19] and references therein), for example
in the supersymmetric CPN´1-model [20, 21, 22].
What fell outside of the scope of these classical papers is the case of homo-
geneous but non-symmetric target spaces. These models are in general believed
to be not integrable even at the classical level. The technical reason is that the
Noether current of such models is in general not flat, which makes it impossible
to construct a zero-curvature representation by a standard procedure of [2]. To
start with, symmetric spaces, which may also be called Z2-symmetric spaces, al-
low for a direct generalization, the so-called Zm-symmetric spaces. These arise
in various contexts in differential geometry, for example in the theory of nearly
Ka¨hler and twistor spaces, see Section 3 below for more details. In certain cases
sigma-models with such target spaces might be integrable [23, 24]. The discussion
of Zm-symmetric spaces in the context of integrable sigma-models can be found
in the mathematical literature in the book [25].
Other important advances in the direction of integrable non-symmetric space
sigma-models are related to integrable deformations of the principal chiral model,
in particular in the work [26] and in [27]. The deformation of the latter paper is
now known as the Yang-Baxter or η-deformation. The algebraic structure behind
such deformations was understood in [28], and the Hamiltonian structure of the
corresponding models was extensively analyzed in [29, 30]. Another approach
(proposed by the author) is based on integrable complex structures on the target
spaces [31, 32, 33, 34, 35]. Some of the most interesting complex homogeneous
spaces are the flag manifolds. These manifolds are coincidentally also Zm-graded
spaces, and the corresponding sigma-models may be understood, in certain cases,
as limits of the η-deformed models [36]. Generally speaking, flag manifolds are
ubiquitous objects in representation theory, due to the Borel-Weil-Bott theorem
(we dedicate Appendix A to the discussion of this point), and also feature in
certain supersymmetric constructions, such as harmonic superspace [37] or su-
persymmetric quantum mechanics [38].
Although this is not directly related to the main line of the present paper, it
should be noted that in recent years there is a strong interest in systems with
SUpNq-symmetry (N ą 2) from the point of view of condensed matter physics.
This is related to the fact that such systems have now been experimentally re-
alized in systems of cold atoms (see [39], for example). Some of the most well
studied systems in statistical physics are the one-dimensional spin chains, which
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in appropriate limits can be described by flag manifold sigma-models, as shown
in [40, 41, 42]. The phase structure of such models, in particular the IR effective
field theory for various values of parameters, has been studied in [43, 44]. It
should be noted that these models in general are likely to be non-integrable and
differ from the sigma-models studied in the present paper by a choice of B-field.
One interesting common feature, though, is the role played by the Zm-symmetry.
In flag manifold sigma-models m is the number of steps in the flag. From the
point of view of spin chains, m is the length of the elementary cell, and the Zm-
symmetry arises from shifting the elementary cell by one site. In the context
of integrable models discussed in this paper, the group Zm acts on the complex
structure defining the B-field of the model, see the proposition in Section 4.
The paper is organized as follows. We start in Section 1 by reminding facts
about the geometry of flag manifolds, pertinent to the discussion of the sigma-
models in question. In particular, we describe the general procedure of construct-
ing invariant symplectic forms and complex structures in Sections 1.2 and 1.3
respectively. Cohomology is discussed in Section 1.4. We briefly introduce the
nonlinear action of the relevant sigma-models in Section 2, for more details the
reader is referred to our earlier papers, for example [31, 32]. Subsequently in sec-
tion 3 we prove the relation between our models and the models with Zm-graded
target spaces introduced in [24]. It turns out that the latter models are essentially
independent of the grading, which enters only through topological terms. In Sec-
tion 4 we construct the gauged linear sigma-model (GLSM) representation for our
models (here the Zm-symmetry plays an important role). For the case of Ka¨hler
metrics on flag manifolds the GLSM-representations were constructed in [45, 46],
however the peculiarity of our case is that the chosen metric is not Ka¨hler. In
Section 5 the Feynman rules for the 1N -expansion of the simplest model with
target space UpNqUp1qˆUp1qˆUpN´2q are derived. We pass on to the discussion of the
Wilson loop of the one-parametric family of flat connections in Section 6 and pro-
pose a novel prescription for the regularized non-local charge in Subsection 6.1.
Then we study the limit when the regularization parameter  vanishes. This limit
depends on the operator product expansions of the Noether currents, which are
calculated in Section 6.2. In particular, the OPE of two holomorphic components
rKzpz` q,Kzpzqs is necessary to show that the limit exists, and the OPE of the
holomorphic/anti-holomorphic components rKzpz ` q,Kz¯pzqs characterizes the
anomaly two-form of the non-local charge. The latter OPE is what replaces the
zero-curvature condition for the current K in the quantum theory. In the Ap-
pendix we provide some details of the calculations (in which case the relevant
appendices are referred to in the body of the paper), as well as discuss certain
auxiliary, but nevertheless interesting aspects of the theory of flag manifolds.
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1 The geometry of flag manifolds
1.1 The flag manifold as a complex manifold
The flag manifold in CN may be defined as the manifold of linear complex sub-
spaces, embedded to each other:
Fpd1, . . . , dmq “ t0 Ă V1 Ă . . . Ă Vm´1 Ă Vm “ CNu , (1)
where dimVi “ di. The group GLpN,Cq acts transitively on this manifold, and
the stabilizer of any given point (i.e. of a given sequence of embedded linear
spaces) is a maximal parabolic subgroup (‘a staircase’), consisting of matrices,
depicted in Fig. 1.
-
Figure 1: The maximal parabolic subgroup, stabilizing a flag.
Therefore we can view the flag manifold as a homogeneous space
Fpd1, . . . , dmq “ GLpN,Cq{H . (2)
It follows that the flag manifold is a complex manifold of complex dimension
dimCFpd1, . . . , dmq “ N2 ´
mÿ
i“1
di pdi ´ di´1q (3)
Let us denote dimVi{Vi´1 “ ni. Then one can also present the flag manifold as
a quotient space of the unitary group:
Fn1,...,nm “ UpNqUpn1q ˆ . . .ˆ Upnmq ,
mÿ
i“1
ni “ N . (4)
This parametrization is naturally related to a choice of Euclidian met-
ric in CN , which allows performing orthogonal decompositions of the form
5
Vi » Vi´1 ‘ Vi{Vi´1. Let us compute the real dimension and make sure it is
twice greater than the complex dimension computed earlier:
dimRFn1,...,nm “ N2 ´
mÿ
i“1
n2i “ 2ˆ dimCFd1,...,dm . (5)
Note that sometimes we will denote by FN the complete flag manifold, i.e. the
manifold (4), where all ni “ 1.
Example. The projective space CPN´1 may be viewed as the quotient space
pu1, . . . , uN q „ λpu1, . . . , uN q of CN{t0u. By analogy the Grassmannian Gpk,Nq
is the quotient of the space of kˆN -matrices of rank k w.r.t. the group GLpk,Cq.
We note that the ‘holomorphic’ definition (2) already implies a choice of
complex structure on the flag manifold. The definition (4), in contrast, treats
the flag manifold as a real manifold (a complex structure may be defined on it
separately – we will do it below).
1.2 Symplectic structures
Let us show that Fn1,...,nm is a symplectic manifold, i.e. there exists on it a closed
2-form ω, dω “ 0, such that ωdimC F ‰ 0 (i.e. it is non-degenerate, detω ‰ 0). In
fact, we will be only considering homogeneous (i.e. UpNq-invariant) symplectic
forms.
More generally, let us consider the homogeneous space G{H and the corre-
sponding Lie algebra decomposition g “ h ‘ m. A homogeneous space is called
reductive if the following relations are fulfilled:
rh, hs Ă h, rh,ms Ă m . (6)
The second requirement is automatically satisfied, if there is an ad-invariant
metric on g. Indeed, let there be elements h0, h1 P h and a, b P m, such that
rh0, as “ b ` h1. Let us compute the scalar product with an arbitrary element
γ P h, then we will get xγ, rh0, asy “ xγ, h1y. The l.h.s. is zero (which can be
verified by swapping the commutator), therefore xγ, h1y “ 0 for all γ. It follows
from the non-degeneracy of the metric that h1 “ 0.
There is the following general statement:
G-invariant tensors on a reductive homogeneous space G{H are in correspondence
with H-invariant tensors on m (the latter is simply a linear space Rdimm).
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In what follows we will be mainly using the unitary representation (4) and
the corresponding Lie algebra decomposition
g :“ uN “ ‘mi“1 uni ‘m, (7)
where m is the orthogonal complement to h w.r.t. an ad-invariant metric on
uN “ u1 ‘ suN . Since rh,ms Ă m, the subgroup H is represented in the space m,
and this representation may be decomposed into irreducibles:
mb C “ ‘i‰j Vij , where Vij “ Cninj (8)
Moreover, Vji “ V¯ij . Vij is the vector space of the bi-fundamental representation
of the group Upniq ˆ Upnjq.
We introduce the Maurer-Cartan current j “ ´g´1 dg, g P UpNq, and de-
compose it as follows:
j “ rjsh `
ÿ
i‰k
jik, jik P Vik . (9)
According to the general statement mentioned above, the most general invariant
two-form is
Ω “
ÿ
iăj
aij Trpjij ^ jjiq . (10)
To check, in which case it is closed, we will take advantage of the flatness of the
Maurer-Cartan current, dj ´ j ^ j “ 0 . It follows that
Djij “
ÿ
m‰pi,jq
jim ^ jmj (11)
where D is the H-covariant derivative, defined as follows: Djij :“ djij ´tjh, jiju .
From the condition that Ω is closed it follows that
aij ` ajk ` aki “ 0 for all pairwise different pi, j, kq . (12)
The general solution to this equation is
aij “ zi ´ zj . (13)
Therefore we have a family of homogeneous symplectic forms with m ´ 1 real
parameters. These forms may be compactly written as follows:
Ω “ Trpz j ^ jq , where z “ Diagpz1 1n1 , . . . , zm1nmq . (14)
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The element z may be normalized to be traceless: Trpzq “ 0. The stabilizer
H may now be thought of as the stabilizer of the matrix z P uN , and the flag
manifold itself – as an adjoint orbit:
Fd1,...,dm “ tg z g´1, g P SUpNqu . (15)
The above formula gives an embedding of the flag manifold into the Lie algebra
suN . Moreover, this embedding may be identified with the image of the moment
map
µ “ g z g´1 . (16)
The action of the group UpNq on the flag manifold, xÑ x˜, is as follows:
g0 ¨ gpxq “ gpx˜q ¨ h0, g0 P UpNq, h0 P Upn1q ˆ ¨ ¨ ¨ ˆ Upnmq . (17)
The moment map (16) transforms correctly under the action of the group: µpg0 ¨
gq “ g0 µpgq g´10 . To check that (16) indeed generates Hamiltonian functions for
the action of the group G on the flag manifold, let us assume that va is a vector
field on F , corresponding to the Lie algebra element Ta. Then the following holds:
jpvaq ” iva j “ ´g´1∇vag “ ´g´1 ddt
`
eTa t g
˘ ˇˇ
t“0 “ ´g´1Tag (18)
Using this equality, we can check that (16) indeed gives Hamiltonian functions
for the action of the group:
dptrpµTaqq “ dptrpg z g´1 Taqq “ trpz rj, g´1Tagsq “ iva trpzj ^ jq “ iva Ω (19)
1.3 Complex structures
A very detailed treatment of complex structures on homogeneous spaces was
given as early as in the classic work [47], so here we mostly present an adaptation
of some of these statements to our needs. To start with, on the manifold UpNq
Up1qN
of complete flags in CN there are 2
NpN´1q
2 invariant almost complex structures,
N ! ď 2NpN´1q2 of them being integrable (we note that for large N , according to
Stirling’s formula, eN logpNq ă e logp2qN
2
2 ).
Since the complex structureJ is a certain invariant tensor onG{H, according
to the logic mentioned in the previous section, one needs to define an H-invariant
action of the operator J on the linear space m. Since J 2 “ ´1, the complex
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structure may be diagonalized over the complex numbers, in which case we need
to define a decomposition
mb C “ m` ‘m´, (20)
where rh,m˘s Ă m˘ . (21)
Here m˘ play the role of holomorphic tangent spaces to G{H, i.e. J ˝ a “ ˘i a
for a P m˘. In (8) we decomposed mbC into irreducible components, therefore,
in order to define an almost complex structure on F , one can define the action
of J as follows:
J ˝ Vpq “ ˘ i Vpq for 1 ď p ă q ď N . (22)
As a result, one has exactly 2
NpN´1q
2 possibilities. There are several equivalent
definitions of integrability of a complex structure:
• Vanishing of the Nijenhuis tensor:
rJ ˝X,J ˝ Y s ´J ˝ prJ ˝X,Y s ` rX,J ˝ Y sq ´ rX,Y s “ 0 (23)
for arbitrary vector fields X,Y .
• Using vector fields: the commutator of two holomorphic vector fields should
be holomorphic, i.e.
p1´ iJ q rp1` iJ qX, p1` iJ qY s “ 0 . (24)
(The property (24) may also be stated as the condition that the distribution
of holomorphic vector fields is integrable.)
• Using forms: the holomorphic forms should form a differential ideal, i.e. the
following condition should be satisfied: dpJ´qa „ ř
b
Rab ^ pJ´qb for some
one-forms Rab.
Let us demonstrate, that the last definition implies
rm`,m`s Ă m`, rm´,m´s Ă m´ , (25)
if the restriction to m of the adjoint-invariant metric G on uN is Hermitian w.r.t.
the chosen almost complex structureJ . In general the integrability of an almost
complex structure means that rm`,m`s Ă m` ‘ h. To see this, note that an
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almost complex structure J is defined by the conditions J ˝J˘ “ ˘i J˘, where
J˘ are the components of a Maurer-Cartan current:
J “ ´g´1dg “ Jh ` J` ` J´, J˘ P m˘ . (26)
Since dJ ´ J ^ J “ 0, we get
dJ´ “
“´ J0 ^ J0 ` pterms with J´q ´ J` ^ J`‰m´ .
Therefore for the integrability of J one should have rJ` ^ J`sm´ “ 0, i.e.
rm`,m`s Ă m` ‘ h. We see that the conditions (25) therefore define an in-
tegrable complex structure. Conversely suppose we have an integrable com-
plex structure on G{H, and m˘ are its respective holomorphic/anti-holomorphic
subspaces. Then ra, bs “ c ` γ, where a, b, c P m` and γ P h. Since
xm`, hyG “ 0, computing the scalar product with a generic element γ1 P h, we
obtain xγ1, ra, bsyG “ xγ1, γyG. Using the identity xra, γ1s, byG ` xγ1, ra, bsyG “ 0,
we get xγ1, γyG “ ´xra, γ1s, byG “ xa1, byG, and a1 “ rγ1, as P m`. As discussed
earlier, the subspace m` is isotropic, if the metric G is Hermitian, therefore
xγ1, γyG “ 0 for all γ1 P h, which implies γ “ 0 due to the non-degeneracy of G.
The result rm`,m`s Ă m` follows.
A typical integrable complex structure on the flag manifold defines the
holomorphic/anti-holomorphic subspaces m˘ shown in Fig. 2.
Figure 2: The decomposition (20) of the Lie algebra.
As discussed above, one can define an almost complex structure on FN by
choosing NpN´1q2 mutually non-conjugate forms Jp1q1 , . . . , JmNpN´1q
2
nNpN´1q
2
and
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declaring them holomorphic. The remaining NpN´1q2 forms will be therefore anti-
holomorphic. To determine, which of those complex structures are integrable, it
is useful to use a diagrammatic representation. We draw N vertices, as well as
arrows from the node p1 to the node q1, from p2 to q2 and so on (such diagrams are
called ‘tournaments’, see [48]). The integrability of the almost complex structure,
defined in this way, is equivalent to the acyclicity of the graph (the condition that
it should not contain closed cycles). For a proof see [33], for example.
One can now establish the following fact:
Lemma. There are exactly N ! acyclic diagrams.
Proof. The statement of the lemma implies that there is only one combinatorial
type of diagrams, and all acyclic diagrams may be obtained from any one of them
by the action of the permutation group SN . Let us describe this combinatorial
type. Every acyclic diagram has a ‘source’-vertex, in which all the lines are
outgoing, and a ‘sink’-vertex, in which all lines are incoming (see Fig. 3). Indeed,
if that were not so, every vertex would contain at least, say, one outgoing line.
Then one can start at any vertex and follow outgoing lines, until a loop is formed.
Let us consider the ‘source’-vertex. The diagram formed by the remaining N ´ 1
vertices together with the edges joining them can be an arbitrary acyclic diagram
(as the chosen vertex is a ‘source’, there cannot be cycles containing it). Therefore
we have performed the first step of the induction. The subsequent steps consist in
finding the ‘source’ vertex in the reduced diagram. It is therefore clear that there
always exists a vertex with i outgoing lines for all i “ 0, . . . , N´1. This statement
completely describes the combinatorial structure of the diagram. Equivalently,
there is a total ordering on the set of vertices. Different diagrams differ just by a
relabeling of the vertices.
(A) (B)
Figure 3: (A) The ‘sink’ vertex, (B) The ‘source’ vertex .
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We have established that there are N ! complex structures on a complete flag
manifold UpNq
Up1qN . Analogously there are m! complex structures on a partial flag
manifold UpNqUpn1qˆ¨¨¨ˆUpnmq . The number of complex structures may be easily in-
terpreted as follows. Choosing a complex structure is equivalent to choosing a
complex quotient space representation (2). In order to construct such represen-
tation one should choose a sequence of embedded linear spaces of the type (1),
and the dimensions of these spaces are given by the partial sums of the integers
ni. These dimensions are therefore determined by an ordering of the set tniu,
and there are m! such orderings.
1.4 Cohomology
The second cohomology group of the complete flag manifold is
H2pFN ,Zq “ ZN´1, (27)
hence there exist N ´ 1 linearly independent 2-forms, which are the generators
of H2pFN q. As a model for H2pFq let us consider the following construction. On
FN there are N standard line bundles L1, ¨ ¨ ¨ , LN , moreover their sum is a trivial
bundle:
N‘
i“1
Li “ FN ˆ CN . (28)
The first Chern classes of these bundles give N closed 2-forms: Ωi “ c1pLiq, i “
1 ¨ ¨ ¨N . Due to the condition (28) and the additivity of the first Chern classes
c1pE ‘ F q “ c1pEq ` c1pF q it is clear that the forms Ωi are not independent but
rather satisfy the relation
Nÿ
i“1
Ωi “ 0 (29)
The two-forms Ωi, i “ 1 ¨ ¨ ¨ N , satisfying the relation (29), generate H2pFN ,Zq.
One can also obtain an even more explicit description of the cohomology,
which will shed some light on the relation (29). To this end we note that there
exists an embedding
i : FN ãÑ CPN´1 ˆ ¨ ¨ ¨ ˆ CPN´1
N factors
. (30)
A point m P pCPN´1qˆN is a collection of N lines in CN through the origin.
Those points that correspond to N pairwise orthogonal lines are the points lying
on the flag manifold FN : here one should recall that FN may be thought of as
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the manifold of sets of N ordered mutually orthogonal lines in CN . Let us now
consider pCPN´1qˆN as a symplectic manifold with a product symplectic form
ω “
Nÿ
i“1
ωi (31)
One can check (this is proven in [41]) that (30) is a Lagrangian embedding w.r.t.
this symplectic form, i.e.
ω|FN “ 0. (32)
Identifying Ωi “ ri˚pωiqs and taking into account (32), we obtain the relation
(29). One can analogously prove that a general flag manifold, embedded into a
product of Grassmannians Fn1,...,nm ãÑ Gn1,N ˆ¨ ¨ ¨ˆGnm,N , is also a Lagrangian
submanifold.
The above observations are tightly related to the theory of geometric quan-
tization, i.e. to the construction of the representation theory of a Lie group G
using line bundles over its flag manifolds. See our paper [41] for a review.
2 The models
In this paper we will continue our study of σ-models proposed in [31]. The target
spaces of these models are homogeneous complex target spacesM “ GH , endowed
with the ‘Killing metric’ G and an integrable G-invariant complex structure J .
The action schematically takes the form:
SrG,J s :“
ˆ
Σ
d2z }BX}2G `
ˆ
Σ
X˚ω, (33)
where X is the map X : Σ ÑM and ω is the Ka¨hler form corresponding to the
pair pG,J q, defined as ω “ G ˝J . The peculiarity of such models lies in the
fact that one can construct zero-curvature representations for their equations of
motion. More precisely, a one-parametric familyAu, u P C, of flat connections can
be constructed from the Noether current K using the formula of Pohlmeyer [2]:
Au “ 1´ u
2
Kzdz ` 1´ u
´1
2
Kz¯dz¯ . (34)
In the present paper we define the complex coordinates z, z¯ as tz, z¯u “ x1˘ix2?
2
, so
that the line element is ds2 “ 2 dz dz¯, and the metric is g “
ˆ
0 1
1 0
˙
.
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The connections defined in (34) are flat, since the Noether current K itself
is flat for the models above. This construction is well-known for symmetric
spaces [49], which e.g. for the group G “ SUpNq are the Grassmannians Gk,N .
Our models allow for a richer class of target spaces, in particular including the
so-called flag manifolds.
2.0.1 Dependence on the metric.
Let us clarify that here and in what follows when referring to the Noether current,
we mean a one-form K. In fact, the canonical Noether procedure produces a
vector field Kµ, satisfying the conservation equation Bµp?gKµq “ 0. The one-
form is obtained from this vector field by lowering the index in the standard way:
K “ gµνKν dxµ. The Hodge dual to this one-form is ˚K “ 1?ggαββγKγ dxα and
d ˚K “ Bλp 1?
g
gαβ
βγKγq dxλ ^ dxα “ Bλp 1?
g
λαgαβ
βγKγq dx1 ^ dx2 “ (35)
“ ´ 1?
g
Bλp?g gλγKγq volΣ2 . (36)
Let us consider a simple example of a free complex massless boson, the action
being S “ ´ dx1dx2?g gαβ Bαψ¯ Bβψ. The corresponding one-form is then K “
ipψ¯dψ ´ dψ¯ψq and, in particular, it is independent of the worldsheet metric g.
Suppose we now include a certain invariant B-field, or even a topological term,
replacing the action by S˜ “ S ` κ ´ i dψ¯^ dψ. The Noether current should now
be replaced by K˜ “ K`κ ˚dpψ¯ψq, the additional component being a topological
current. Nevertheless, the full current K˜ now depends on the conformal class
of the metric g, through the dependence of the Hodge star ˚. We come to the
conclusion that, in general, both one-forms K and ˚K depend on the conformal
class rgs of the worldsheet metric. 
In the present paper we will concentrate on the simplest non-symmetric (i.e.
non-Grassmannian) example, when
F :“ SUpNq
SpUpnq ˆ Upmq ˆ UpN ´m´ nqq . (37)
This manifold may be thought of as the space of mutually orthogonal (w.r.t.
some metric on CN ) linear subspaces En, Em, EN´m´n of CN , passing through
the origin, of dimensions n,m and N ´m´ n. Clearly, these subspaces span all
of CN .
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3 Relation to models with Zm-graded target spaces
Although the manifold (37) is not a symmetric space, i.e. not a space with a
Z2-grading, it is a space with a Z3-grading. Before explaining the concept, we
note that natural examples of Z3-graded spaces are provided by twistor spaces
of symmetric spaces [51] and nearly Ka¨hler homogeneous spaces [52]. In this
context the manifold (37) may be seen as the twistor space of Gn,N , Gm,N or
GN´m´n,N .
A homogeneous space GH is called Zm-graded (or m-symmetric), if the Lie
algebra g of its isometry group admits the following decomposition:
g “ ‘m´1i“0 gi, rgi, gjs Ă gi`j mod m, g0 “ h . (38)
In this language the ordinary symmetric spaces are 2-symmetric spaces. Then,
one can show, that, similarly to what happens for symmetric spaces, the e.o.m.
of certain σ-models with Zm-graded target-spaces may be rewritten as flatness
conditions of a one-parametric family of connections.
A related class of models was considered in [24] and subsequently studied
in [50]. The action studied in [24] has the form
rS :“ ˆ
Σ
d2x }BX}2G `
ˆ
Σ
X˚rω, (39)
where rω is a 2-form constructed using the Zm-decomposition of the Lie algebra
(38). Note that, if rω were the Ka¨hler form, one would obtain precisely the
action (33). Now we come to the precise definition of rω. Decompose the current
J “ ´g´1dg according to (38):
J “ ´g´1dg “
m´1ÿ
i“0
J piq, where J piq P gi . (40)
The form rω is defined as follows:
rω “ 1
2
m´1ÿ
k“1
pm´ kq ´ k
m
tr pJ pkq ^ J pm´kqq (41)
This formula poses an important question. According to (41), the form rω depends
on the Zm-grading on the Lie algebra. On the other hand, generally a given Lie
algebra g may have many different gradings (with different, or same, values of m).
The question is: are the models defined by (39)-(41), corresponding to different
gradings of g, different?
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Before answering this question, first we review the construction of cyclic grad-
ings on semi-simple Lie algebras, which was completed long ago [53]. Let us
consider, for simplicity, the case of g “ supN ` 1q. A cyclic grading may be
constructed as follows1: one picks a system of N simple positive roots α1, . . . αN ,
as well as the maximal negative root αN`1 “ ´α1´ . . .´αN 2. Then one assigns
to these N `1 roots arbitrary (non-negative integer) gradings m1, . . .mN ,mN`1.
The gradings of all other roots are determined by the Lie algebra structure, and
the value of m is calculated as
m “ m1 ` . . .`mN`1 . (42)
In usual matrix form, this grading looks as follows:¨˚
˚˚˚˚
˚˝˚
0 m1
0 m2
0 . . .
0 mN
mN`1
0
‹˛‹‹‹‹‹‹‚
(43)
The subalgebra g0, which determines the denominator H of the quotient space
G{H, is determined by those mi’s, which are zero. For example, if all mi ą 0,
the resulting space is the manifold of complete flags SUpN`1q
SpUp1qN`1q .
In general, for a choice of grading determined by the set m1, . . . ,mN`1 some
of the subspaces gi will be identically zero. Therefore a natural restriction to
adopt is to require that gi ‰ 0 for all i pmod mq. We will call such a grading
admissible. This still leaves a wide range of possibilities. For example, in the case
of SUp3q the following is a complete list of admissible gradings (up to the action
1Here we restrict ourselves to the grading of type A
p1q
N .
2In the paper of Kac [53] the roots α1, . . . αN`1 are seen as the positive simple roots of the
corresponding affine Lie algebra pAN . Consider the case N “ 2. The simple positive roots of the
loop algebra su3pt, t´1q may be chosen as follows:
α1 “
¨˝
0 1 0
0 0 0
0 0 0
‚˛, α2 “
¨˝
0 0 0
0 0 1
0 0 0
‚˛, α0 “ t
¨˝
0 0 0
0 0 0
1 0 0
‚˛ .
In this context the latter root α0 – the analog of αN`1 – is customarily called ‘imaginary’. In
fact, the whole theory of cyclic Lie algebra gradings is formulated by Kac naturally in terms of
affine Lie algebras and their Dynkin diagrams.
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of the Weyl group S3):
Z2 :
¨˝
0 0 1
0 0 1
1 1 0
‚˛, Z3 :
¨˝
0 1 2
2 0 1
1 2 0
‚˛,
¨˝
0 0 1
0 0 1
2 2 0
‚˛, (44)
Z4 :
¨˝
0 1 2
3 0 1
2 3 0
‚˛, Z5 :
¨˝
0 1 3
4 0 2
2 3 0
‚˛,
¨˝
0 1 2
4 0 1
3 4 0
‚˛, (45)
Z6 :
¨˝
0 1 3
5 0 2
3 4 0
‚˛, Z7 :
¨˝
0 1 3
6 0 2
4 5 0
‚˛ (46)
The Z2-grading and the second Z3-grading correspond to the homogeneous space
SUp3q{SpUp2q ˆ Up1qq “ CP2, and all other gradings correspond to the flag
manifold F1,1,1.
We will now give an answer to the question posed above: what is the relation
between the σ-models with the action (39), taken for different gradings on the
corresponding Lie algebra? Our statement is [35]:
Proposition. For homogeneous spaces of the unitary group, the models defined
by (39)-(41) with different A
p1q
N -type gradings on g are classically equivalent to
the model defined by the action (33) with some choice of complex structure on
the target-space
In fact, one has a precise statement about the relation of the B-fields in the
two models. To formulate it, we ‘solve’ the constraint (42) as follows3:
mk “ nk ´ nk`1 (47)
where nk are integers and nN`2 ” n1 ´m. We then have (see [35] for a proof):
ω˜ “ ω ´ 2
Nÿ
i“1
ni
m
dJii (48)
We see that, irrespective of the choice of the grading (which is now encoded in the
integers ni), the form ω˜ differs from the Ka¨hler form by a topological term. This
topological term, clearly, depends on the chosen grading, but does not contribute
to the equations of motion.
3Formula (47) implies that the cyclic automorphism pΩ of the Lie algebra, which defines the Zm
grading, can be represented as follows: pΩpaq “ ΩaΩ´1, where Ω “ diagpe2pii n1m , . . . , e2pii nN`1m q.
17
Comment. Although the flag manifolds (4) are Zm-graded spaces, the two
classes of target spaces – Zm-graded and complex homogeneous spaces – do not
coincide. For example, one has the space G2SUp3q » S6. The stability subgroup
SUp3q acts on the tangent space m “ R6 via V ‘ V¯ , where V » C3 is the
standard representation. Therefore it has a unique almost complex structure,
which is not integrable (see the review [54]). On the other hand, it is a nearly
Ka¨hler manifold and is Z3-graded [52]. On the other side of the story, one has
the complex manifold S1 ˆ S3 » Up2q (see [35] for a discussion), which may be
viewed as a T2-bundle over CP1 (the simplest flag manifold). This manifold is
not a Zm-graded homogeneous space of the group G “ Up2q.
We also note that the construction of Lax connections for models with Zm-
graded spaces was explored in [50]. The fact that the corresponding integrals of
motion are in involution was proven, for instance, in [30].
4 The GLSM representation
In this section we will construct a gauged linear sigma-model (GLSM) represen-
tation for the models (33) introduced earlier (for flag manifold target spaces F).
We recall that these models depend explicitly on the complex structureJ . Now,
picking a complex structure J on F is equivalent to picking a total ordering of
the subspaces En, Em, EN´m´n. For the purposes of constructing a 1N -expansion
any of the two orderings, where EN´m´n is maximal, will suffice (the reason will
become clear shortly). Let us prove, first of all, that it is always possible to
achieve this, without loss of generality. The point here is that the action (33),
albeit depending on the complex structure, might produce the same equations
of motion even for different choices of complex structure. This is due to the
fact, that for certain complex structures, which we denote by J1 and J2, the
difference in the two actions may just be a topological term:
SrJ1s ´ SrJ2s “
ˆ
Σ
O12, dO12 “ 0 . (49)
Let us describe precisely the situation when this happens. To this end we recall
that, as was established at the end of section 1.3, the complex structures are in
a one-to-one correspondence with an ordering of the mutually orthogonal spaces
Cn1 , . . .Cnm , that are a point in a flag manifold UpNqUpn1qˆ¨¨¨Upnmq .
Proposition. The actions SrJ1s and SrJ2s differ by a topological term, as
in (49), if and only if the corresponding sequences of spaces tCn1 , . . .Cnmu differ
by a cyclic permutation.
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Proof. Let us call J the standard complex structure, whose holomorphic sub-
space m` is given by upper-block-triangular matrices. Then J1 “ σ1pJ q and
J2 “ σ2pJ q for some permutations σ1, σ2 P Sm. We recall the notation Jij from
(9). The corresponding Ka¨hler forms are
ω1 “ i
ÿ
iăj
TrpJσ1piqσ1pjq ^ Jσ1pjqσ1piqq (50)
ω2 “ i
ÿ
iăj
TrpJσ2piqσ2pjq ^ Jσ2pjqσ2piqq (51)
Upon introducing the notation σpJijq :“ Jσpiqσpjq, we may write the difference of
the two forms as
ω1 ´ ω2 “ i σ1
˜ÿ
iăj
TrpJij ^ Jjiq ´
ÿ
iăj
TrpJτ´1piqτ´1pjq ^ Jτ´1pjqτ´1piqq
¸
, (52)
where τ´1 “ σ´11 σ2 . This reduces the problem to that of J1 “ J and
J2 “ τ´1pJ q. Note that the exterior derivative commutes with the permutation
σ, due to the following simple fact following from the Maurer-Cartan equation:
σpdJijq “ σpř
k
Jik ^ Jkjq “ ř
k
σpJikq ^ σpJkjq “ dσpJijq, where to arrive at the
last equality one has to make a change of the dummy summation index k Ñ σpkq.
We wish to show that dpω1 ´ ω2q “ 0 implies that τ is a cyclic permutation.
To this end we rewrite the above difference as follows:
ω1 ´ ω2 “ i σ1
˜ÿ
i,j
αij TrpJij ^ Jjiq
¸
, (53)
where αij “ 1
2
`
sgnpj ´ iq ´ sgnpτpjq ´ τpiqq˘ P t´1, 0, 1u . (54)
(We have made a change of dummy variables iÑ τpiq and j Ñ τpjq in the second
sum in (52)). Closedness of this form requires that (see (12)-(13))
αij “ 1
2
`
sgnpj ´ iq ´ sgnpτpjq ´ τpiqq˘ “ zi ´ zj . (55)
Let us consider the case j ą i. Then zi “ zj if τpjq ą τpiq and zi “ zj ` 1
if τpjq ă τpiq. This means that tziui“1...m form a non-increasing sequence, and
moreover the difference between any two elements is either zero or 1. This is
only possible if the set has the form pz, . . . , z
K
, z ´ 1, . . . z ´ 1
m´K
q. Accordingly the
original sequence of m consecutive numbers can be split into two consecutive sets:
1 . . .m “ pI1, I2q . (56)
19
Since τpjq ă τpiq for (i ď K, j ą K), the permutation acts as follows:
τpI1, I2q “ pτpI2q, τpI1qq . (57)
Moreover, since τpiq ă τpjq for i ă j ď K and the image τpI1q is pm ´ K `
1, . . .mq, a moment’s thought shows that τpiq “ m ´ K ` i for i “ 1 . . .K.
Analogously τpjq “ j ´ K for j “ K ` 1 . . .m. Therefore τ is nothing but a
K-fold cyclic permutation ‘to the left’ (or m´K-fold to the right).
Since for i ă j the non-zero αij are the ones, for which τpjq ă τpiq, this
implies j “ K ` 1 . . .m and i “ 1 . . .K. These αij are equal to 1, therefore
ω1 ´ ω2 “ i σ1
¨˚
˚˝ ÿ
i“1 ...K,
j“K`1 ... n
TrpJij ^ Jjiq
‹˛‹‚ , (58)
which is easily seen to be proportional to the (generalized) Fubini-Study form
on the Grassmannian GL,N , where L “
Kř
i“1
ni. Conversely, one shows that for a
cyclic permutation the difference between ω1 and ω2 is the closed form written
above. 
Returning to the manifold (37), we may assume that we have picked an or-
dering of En, Em, EN´m´n, in which EN´m´n is maximal (by making a cyclic
permutation if necessary). The manifold F with the complex structure defined
by this ordering may then be thought of as the space of embedded linear complex
spaces:
F “  0 Ă V1 Ă V2 Ă V3 “ CN ( , (59)
where V1 » Cn and V2 » Cm`n. As shown in our paper [34], the model (33) can
be formulated in this case as a gauged linear σ-model, in terms of a ‘matter field’
ϕ P HompV2,CN q and an auxiliary field A “ Azdz `Az¯dz¯ P um`n b T ˚Σ:
L “ Tr `pDzϕq:pDzϕq˘` iTrˆλ ˆϕ:ϕ´ N
g2
1m`n
˙˙
(60)
The field ϕ is subject to a normalization constraint ϕ:ϕ “ N
g2
1m`n, which is
imposed by the Lagrange multiplier λ. Here g is the coupling constant of the
model and the dependence on N is chosen to suit the 1N -expansion, constructed
in the next section. To simplify the situation even further, we will restrict to the
case m “ n “ 1, i.e. we will consider the target space of the form
F “ UpNq
Up1q ˆ Up1q ˆ UpN ´ 2q . (61)
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In this case we can express the matrix ϕ in terms of its two column vectors
ϕ “ pu, vq, then the normalization constraint says that }u} “ }v} “
?
N
g and
u¯ ˝ v “ 0. The covariant derivates in the above Lagrangian are defined in the
standard way:
Dzϕ “ Bzϕ´ i ϕAz, pDzϕq: “ Bz¯ϕ: ` iAz¯ ϕ: . (62)
Note that we assume the connection A to be Hermitian, meaning that A: “ A,
hence pAzq: “ Az¯. An important point is that the ‘connection’ A in the model
above has to be taken in a non-conventional triangular form:
Az “
ˆ
az 0
cz bz
˙
, Az¯ “ pAzq: “
ˆ
az¯ cz¯
0 bz¯
˙
(63)
The form of A is the main difference of our models from the models with sym-
metric target spaces. In particular, this triangular form implies that there is
only the Up1q2 gauge symmetry, for which a and b are the gauge fields, whereas
c is another auxiliary field transforming in the bi-fundamental representation of
Up1q2. Had we not imposed the constraints (63), we would have the gauge group
Up2q, and the target space of the model would be the Grassmannian G2,N .
Integrating out the auxiliary fields a, b, c we get the following form of the
Lagrangian (for details see the Appendix B):
L “ Bz¯u¯ ˝
ˆ
1N ´ g
2
N
pub u¯` v b v¯q
˙
˝ Bzu`Bz¯ v¯ ˝
ˆ
1N ´ g
2
N
v b v¯
˙
˝ Bzv . (64)
This expression may be simplified, if we introduce an additional matrix-valued
field w : CN´2 Ñ CN , defined by the completeness relation in CN :
ub u: ` v b v: ` TrCN´2pw b w:q “ Ng21N . (65)
This relation simply means that the matrix w contains N ´ 2 vectors, which are
orthogonal to u and v and mutually orthonormal. We then obtain
N
g2
L “ Tr `pBz¯u¯ ˝ wqpw: ˝ Bzuq˘` Tr `pBz¯ v¯ ˝ wqpw: ˝ Bzvq˘` pBz¯ v¯ ˝ uqpu¯ ˝ Bzvq.
(66)
This is precisely the type of Lagrangian considered in [31], [32], [33]. In this
way we have established the equivalence of the model (33) with its gauged linear
representation (60).
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Before proceeding further, let us make one more observation regarding the
Lagrangian (60). A direct calculation shows that the difference
L´ rL “ Tr `pDzϕq:pDzϕq˘´ Tr `pDz¯ϕq:pDz¯ϕq˘ “ (67)
“ Tr `Bz¯ϕ:Bzϕ´ Bzϕ:Bz¯ϕ˘ „ the pull-back of iTr `dϕ^ dϕ:˘ (68)
The last line is clearly a total derivative, being the pull-back to the worldsheet of
a Fubini-Study form on the Grassmannian G2,N (With the normalization ϕ
:ϕ “
N
g2
12 the Fubini-Study form is
N
g2
ΩFS „ iTr
`
dϕ^ dϕ:˘). Taking advantage of
this fact, we will replace the Lagrangian (60) by a more symmetric one
L “ TrpDµϕ:Dµϕq ` iTr
ˆ
λ
ˆ
ϕ:ϕ´ N
g2
12
˙˙
(69)
Above it was claimed that the Noether current K derived from the action (33)
is flat, i.e. dK ´ K ^ K “ 0. Let us check this explicitly. To start with, the
Noether current has the form
K “ 2g
2
N
`
ϕ pDzϕq: dz¯ ´Dzϕϕ: dz
˘
. (70)
Note that K P uN and therefore K: “ ´K. Now,
dK ´K ^K “ 2g
2
N
`
2Dzϕ pDzϕq: ` ϕDzDz¯ϕ: `Dz¯Dzϕϕ:´ (71)
´2g
2
N
Dzϕ pϕ:ϕqDz¯ϕ: ` 2g
2
N
ϕ pDz¯ϕ:Dzϕqϕ:
˙
dz ^ dz¯
Let us now simplify this expression, using the normalization condition ϕ:ϕ “
N
g2
12, as well as the equations of motion following from the Lagrangian (69):
Dz¯Dzϕ “ 1
2
ϕ piλ` iFzz¯q, DzDz¯ϕ: “ 1
2
piλ` iFzz¯qϕ: (72)
ϕ:Dzϕ “ ´Dzϕ:ϕ “
ˆ
0 ‚
0 0
˙
, Dz¯ϕ
:ϕ “ ´ϕ:Dz¯ϕ “
ˆ
0 0
‚ 0
˙
(We have used the identities rDz, Dz¯sϕ “ ´iϕFzz¯, rDz, Dz¯sϕ: “ iFzz¯ϕ:).
Note an important difference with the standard case of symmetric target spaces
(Grassmannians), where one has ϕ:Dzϕ “ Dz¯ϕ:ϕ “ 0.
It follows from the two equations in (72) that iλ is Hermitian: piλq: “ iλ. On
the other hand, multiplying the first equation by ϕ: from the left, we get
1
2
iλ “ g
2
N
ϕ:Dz¯Dzϕ´ 1
2
iFzz¯ “ g
2
N
Dz¯pϕ:Dzϕq ´ g
2
N
Dz¯ϕ
:Dzϕ´ 1
2
iFzz¯ (73)
22
The last two terms in the r.h.s. are manifestly Hermitian, whereas the first term
turns out to be upper-triangular:
Dz¯pϕ:Dzϕq “
ˆ
0 r‚
0 0
˙
, r‚ “ pBz¯ ` i paz¯ ´ bz¯qq u¯ ˝ Bzv . (74)
Hermiticity of iλ then implies that Dz¯pϕ:Dzϕq “ 0 and therefore
1
2
iλ “ ´g
2
N
Dz¯ϕ
:Dzϕ´ 1
2
iFzz¯ . (75)
Using all this information in (71), we find that dK ´ K ^ K “ 0, as claimed
earlier.
4.1 General flag manifolds
Although the calculations in the following sections will concern the case of the
target space (61), for completeness let us introduce the GLSM-formulation in
the general case of the flag manifolds UpNqUpn1qˆ¨¨¨ˆUpnmq ,
mř
i“1
ni “ N . We assume
that an arbitrary complex structure J has been chosen, which is tantamount to
choosing an ordering of the factors
Upn1q ˆ ¨ ¨ ¨ ˆ Upnmq , (76)
as was explained in Section 1.3. We can always reshuffle n1, . . . , nm in such a
way that the ordering is the literal ordering of factors in (76). In this case we are
dealing with the manifold of complex flags
0 Ă V1 Ă . . . Ă Vm “ CN , dimC Vk “
kÿ
i“1
ni . (77)
We define M :“ dimVm´1 and introduce the matter field ϕ P HompCM ,CN q. Its
columns parametrize M vectors that define the flag. They are orthonormal:
ϕ:ϕ “ N
g2
1M . (78)
This is an analog of the moment map constraint from the theory of Ka¨hler quo-
tients. Now we introduce an analogue of the gauge field
A “ Azdz `Az¯dz¯, (79)
Az :“
¨˚
˚˝˚ pA11qz 0 0 ¨ ¨ ¨ 0pA21qz pA22qz 0 ¨ ¨ ¨ 0
...
. . .
. . .
. . . 0
pAm´1 1qz pAm´1 2qz ¨ ¨ ¨ ¨ ¨ ¨ pAm´1m´1qz
‹˛‹‹‚, Az¯ “ pAzq: (80)
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and the covariant derivative
Dµϕ :“ Bµϕ´ i ϕAµ . (81)
In (80) the diagonal blocks pAjjqz are of size nj ˆ nj and represent gauge fields
for the respective gauge groups Upnjq. The off-diagonal blocks pAijqz, i ‰ j are
additional ‘matter fields’ transforming in bi-fundamental representations of the
corresponding gauge groups Upniq ˆ Upnjq. Note that the gauge group Upnmq
does not appear in the above formulas – this is analogous to the situation familiar
from the CPN´1-model, where the standard GLSM-representation involves only
the Up1q gauge field, despite the fact that the quotient space form CPN´1 »
UpNq
Up1qˆUpN´1q involves a product of gauge groups Up1q ˆ UpN ´ 1q.
The Lagrangian of the model is a direct generalization of (69):
L “ TrppDµϕq:Dµϕq ` Tr
ˆ
λ
ˆ
ϕ:ϕ´ N
g2
1M
˙˙
. (82)
As a result, we have obtained a theory that is very similar to the Grassmannian
GM,N sigma-model, but with a ‘reduced’ gauge field.
5 Feynman rules for the 1N -expansion
We now return to the case of the target space (61). In the previous section we
introduced the Lagrangian (69) of our model. The Lagrangian in the form (60) is
not the most convenient one for carrying out the 1N -expansion, as it would lead
to mixed xAλy propagators. For this reason we will be using the Lagrangian in
the form (69):
L “ TrpDµϕ:Dµϕq ` iTrpλ pϕ:ϕ´ N
g2
12qq (83)
One should keep in mind the normalization of the metric that leads to DµbDµ “
Dz¯bDz`DzbDz¯. Note that we have also normalized the fields differently now:
ϕ:ϕ “ 1
gˆ2
12 “ N
g2
12 . (84)
This is the proper normalization for carrying out the 1N -expansion. We see that in
the large-N limit the coupling constant gˆ „ 1?
N
vanishes, just like in the large-N
limit of gauge theories. The renormalized coupling constant g stays fixed in the
large-N limit.
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Quantization of the theory (83) as it stands will lead to one-loop divergences.
To get rid of them, we will introduce additional fermionic ghost fields χ – the
Pauli-Villars regulators:
xL “ Tr `pDµϕq:pDµϕq˘` Tr `pDµχq:pDµχq˘`M2 Trpχ:χq ` (85)
`iTr
ˆ
Λpϕ:ϕ` χ:χ´ N
g2
12q
˙
.
Integrating over the ‘matter fields’ ϕ, χ in the path integral, we obtain the effective
action:
Seff “ ´N Tr Logp´DµDµ`iΛq`N Tr Logp´DµDµ`M2`iΛq´i N
g2
ˆ
d2zTr Λ .
(86)
We will now find the saddle point w.r.t. Λ, assuming that at the saddle point
Λ0 “ ´im2 12 and xAzy “ xAz¯y “ 0:
ˆ
d2p
ˆ
1
p2 `m2 ´
1
p2 `M2 `m2
˙
“ 1
g2
. (87)
This has the solution
m2 “ M
2 e
´ 1
g2
1´ e´ 1g2
. (88)
At the end of the day we wish to get rid of the ghost fields χ, so we will take the
limit M Ñ8, in such a way that the mass m of the field ϕ stays finite, therefore
in this limit we would need to take g Ñ 0` accordingly.
] ] ]
Figure 4: The propagators of the (doubled) CPN´1 model.
The Lagrangian (85) may be rewritten in the form of two coupled CPN´1-
model Lagrangians:
xL “ |Dpaqµ u|2 ` |Dpbqµ v|2 ` (89)
`i pcz¯ v¯ ˝ Bzu´ cz Bz¯u¯ ˝ v ` cz u¯ ˝ Bz¯v ´ cz¯Bz v¯ ˝ uq ` cz cz¯ p|u|2 ` |v|2q `
`iλ1 p}u}2 ´Nq ` iλ2 p}v}2 ´Nq ` iτ u¯ ˝ v ` iτ¯ v¯ ˝ u` terms with ghost fields .
The two CPN´1 models, parametrized by vectors u and v, interact via the matter
field c, as well as through the orthogonality constraint u¯ ˝ v “ 0, implemented
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Figure 5: The vertices of the (doubled) CPN´1 model.
with the help of the Lagrange multiplier τ . The first line in (89) encodes the
propagators and interaction vertices of two CPN´1 models – these are shown in
Fig. 4 and Fig. 5 respectively. Apart from these, our model has the additional
complex fields τ and cz transforming in the bi-fundamental representation of
Up1q ˆ Up1q. Their respective propagators and interactions are shown in Fig. 6.
In implementing the steepest descent method for the large-N limit, we will
parametrize Λ “ Λ0` 1?N rΛ, A “ 1?N rA. The expansion of the effective action Seff
starts at the quadratic order in rλ, rA, and all subsequent orders are suppressed by
powers of
?
N . The propagators shown in the figures are obtained by expand-
ing the effective action in (90) to quadratic order in the fields, which yields in
momentum space:
Seff “
ˆ
d2p pΓµνp~pq ˆ raµp~pq aνp´~pq ` bµp~pq bνp´~pqs` (90)
`rΓppq cz¯p~pq czp´~pq ` Γλp~pqTrpλppqλp´pqq¯
The functions Γµνp~pq and Γλp~pq were computed already in [10]. The function rΓppq
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Figure 6: Propagators and vertices of the new fields τ, cz. Here p “ pz and p¯ “ pz¯
are the holomorphic/anti-holomorphic components of the momentum.
is found in a similar way, and altogether we have:
Γλp~pq “ 12Appq “ 12
´
d2k
pk2`m2qppk`pq2`m2q (91)
Γµνp~pq “ 12pδµν ´ pµpνp2 q
`pp2 ` 4m2qAppq ´ 1pi˘ (92)rΓppq “ 2 Γzz¯p~pq “ 12 `pp2 ` 4m2qAppq ´ 1pi˘ (93)
In the effective action there are no mixed terms of the form´
d2pΓµppq aµppqλppq due to the fact that the corresponding one-loop diagram
vanishes:
Γµppq “
ˆ
d2k
p2piq2
2kµ ` pµ
pk2 `m2qppk ` pq2 `m2q “ tk Ñ ´p´ ku “ ´Γµppq “ 0 .
(94)
In the Lorenz gauge the propagators featuring in the figures have the follow-
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ing expressions:
Gppq “ 1
p2 `m2 , Qppq “ Appq
´1 (95)
Dµνp~pq “ pδµν ´ pµpν
p2
q
„
pp2 ` 4m2qAppq ´ 1
pi
´1
(96)
Dcppq “ 2
„
pp2 ` 4m2qAppq ´ 1
pi
´1
(97)
6 The Wilson loop and conserved charges
The main object of interest that we wish to be able to calculate is the following
correlation function, with a Wilson loop of the flat connection inserted:
QpΓq :“ x
ź
iPI
uipzi, z¯iq
ź
jPJ
vjpzj , z¯jq
ź
kPK
Akpzk, z¯kq P0 e´
´
Γ Auy , (98)
where Au is given by formula (34). The notation P0 is meant to emphasize that
the Wilson loop depends on the choice of a base point on the contour, which we
call p0 P Γ. On the worldsheet Σ » R2, when the contour Γ is infinite, it is often
convenient to choose infinity as the base point. The Noether current K entering
this formula is the one corresponding to the UpNq-symmetry acting on the ϕ
fields: ϕÑ g ˝ϕ, g P UpNq. Therefore the Noether current one-form is (see (70))
K “ 2g
2
N
pϕ pDzϕq: dz¯ ´Dzϕϕ: dzq . (99)
The notation QpΓq is meant to emphasize that we will be interested in the de-
pendence on the contour Γ. Note that classically the connection Au is flat, hence
P0 e
´ ´Γ Au is independent of Γ, provided one fixes the homology class of Γ (and
assuming the base point p0 is left intact). Nevertheless, the quantity QpΓq will in
general depend on Γ due to the UV-divergences that will need to be regularized,
and this gives rise to the quantum anomalies in the higher conservation laws of
the model, as first calculated in [17].
6.0.1 Example.
It is useful to consider a correlation function with an insertion of a conserved
charge Q in a simpler model. In fact, the model will be as simple as possible,
namely a two-dimensional theory with the Lagrangian
L “ Bzφ Bz¯φ . (100)
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This Lagrangian exhibits a shift symmetry of the form φ Ñ φ ` a, where a is
a constant. The corresponding Noether current is J “ Bzφdz ` Bz¯φdz¯ and the
conserved charge is
Q “
ˆ
Γ
˚J “
ˆ
Γ
i pBzφdz ´ Bz¯φdz¯q . (101)
Figure 7: Moving the contour Γ past an operator inserted at the origin.
The only connected correlation function to consider is xQφp0qy, where we
have chosen to place the second operator at the origin. The contour Γ will run
along the y-axis at a fixed value of x, though one could as well consider a curved
contour, as shown in Fig. 7. Using the fact that the two-dimensional propagator
is xφpz, z¯qφp0qy “ ´ 14pi log |z|2, we get for the correlation function
xQφp0qy “ 1
2pi
8ˆ
´8
x dy
x2 ` y2 “
1
2
sgnpxq. (102)
The value is independent of the position of the contour Γ, as long as it does not
cross the point of insertion of the local operator (in this case the origin). The
discontinuity of the correlation function that arises when the contour is moved
past a local operator is compatible with the Ward identity for the symmetry in
question. 
The first non-local charge (as well as the usual local charge) may be calculated
by expanding the path-ordered exponent W0puq :“ P0 e´
´
Γ Au around the point
u “ 1 to second order. In order to obtain charges that are manifestly (anti)-
Hermitian, it will be useful to parametrize u “ e´iθ and expand to second order
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in θ. First we note that, to this order,
Au “ iθ
2
pKzdz ´Kz¯dz¯q ` θ
2
4
pKzdz `Kz¯ dz¯q ` . . . “ (103)
“ θ
2
˚K ` θ
2
4
K ` . . . (104)
Here ˚ is the Hodge star, defined by ˚dz “ i dz. We are now in a position to
expand the path-ordered exponent:
W0puq “ 1´ θ
2
ˆ
Γ
˚K ´ θ
2
4
»–ˆ
Γ
K ´ P
ˆ
Γ
˚K
ˆ
Γ
˚K
fifl` . . . (105)
The two first conserved charges are therefore
Q1 “
ˆ
Γ
˚K (106)
pQ2 “ ˆ
Γ
K ´ P
ˆ
Γ
˚K
ˆ
Γ
˚K . (107)
Q1 is the usual Noether charge corresponding to the SUpNq-symmetry. The
‘conservation’ of the charges means in this context that they are independent of
smooth deformations of the contour Γ. For the charge Q1 this follows from the
Stokes theorem and the conservation of the current, i.e. d˚K “ 0. We will follow
the conventions of [17] and further simplify the charge pQ2, using the fact that we
are free to add to it an arbitrary function of the charge Q1. The square of this
charge is
Q21 “
ˆ
dt ds p˚Kqt p˚Kqs “
ˆ
tăs
`
ˆ
tąs
“
ˆ
tăs
dt ds rp˚Kqt p˚Kqs ` p˚Kqs p˚Kqts
Therefore we introduce the charge
Q2 “ pQ2 ` 1
2
Q21 “
ˆ
Γ
K ´ 1
2
ˆ
tăs
dt ds rp˚Kqt, p˚Kqss (108)
The charge so defined also has the nice property that it lies in the Lie algebra
of G, Q2 P g. In order to automatically obtain charges with values in the Lie
algebra, one should consider the ‘Berry connection’ B “ pW0puqq´1 dW0puqdθ and
expand it around θ “ 0.
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Let us check that, classically, the charge Q2 is independent of Γ. To this end
we introduce the one-form (the lower limit of integration – point p0 – is again the
base point, which enters the definition of the Wilson loop)
Sppq :“ r
¨˝
pˆ
p0
˚K‚˛, ˚Kppqs. (109)
Here
p´
p0
˚K is the primitive of the one-form ˚K, which is well-defined due to
the fact that ˚K is closed (conservation of the current). In fact, if the point p
was always restricted to lie on Γ, the integral
p´
p0
˚K could be understood as an
integral along Γ, even without the closedness of ˚K. However we will now wish to
appeal again to Stokes’ theorem in the interior of DδΓ (this is the space between
the two contours, see Fig. 11), and therefore we will need a one-form well-defined
inside DδΓ.
With this said, we may now write the charge Q2 as
Q2 “
ˆ
Γ
pK ´ 1
2
Sq . (110)
The variation again may be computed using Stokes’ theorem. Taking into account
that dS “ 2 ˚K^˚K “ 2K^K and that the current K is flat, dK´K^K “ 0,we
find that the variation is zero:
δΓQ2pΓq “ 0 . (111)
6.1 The regularized charge
In the quantum theory, due to the short-distance singularities in the product of
two currents, one needs to define a regularized version of the non-local charge
Q2. This will involve the splitting of coincident points in the definition of the
one-form S in (109). One possibility is to define the following -regularized form:
Sppq :“ r
¨˝
p`ˆ
p0
˚K‚˛, ˚Kppqs. (112)
Here it is implied that  is a fixed two-vector, and we are considering the case
when Σ2 » R2, equipped with a flat metric, when the notion of addition ‘p ` ’
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Figure 8: The paths of integration from the base point p0 to a given point p` 
in the definition of the operator S. The points p0, p1, p2 lay on the contour Γ.
makes sense. The one-form S depends on the contour of integration in (112)
in the topological sense, i.e. it depends on whether the contour winds around
the point p. Therefore we will fix a certain value of  (such as the one shown in
Fig. 8) and define the auxiliary contours in (112) for this value of . For instance,
for contours Γ of the type shown in Fig. 8 one can define the auxiliary contour
by requiring that it lay on one side of Γ. Then we can gradually change the value
of  so that it circles around the origin,  Ñ e2pii. As a result, S will gain a
monodromy of the form
Se2pii ´ S “ r
ˆ˛
˚K
˙
, ˚Kppqs , (113)
where the integral is around a loop centered at p. Since the current K is con-
served, d ˚ K “ 0, the value of the integral does not depend on the size of the
loop. Yet it is not zero, due to the presence of the operator insertion of ˚Kppq at
the center of the loop. However, the loop may be shrunk to be arbitrarily small,
and the value of the commutator may be calculated from the most singular term
in the OPE of the two currents. Such analysis below will bring us to the following
answer:
r
ˆ˛
˚K
˙
, ˚Kppqs “ 2g2 ˚Kppq (114)
In order to cancel this monodromy, we will consider the operator
QpΓq :“
ˆ
Γ
ˆ„
a` 1
2pi
log pq

Kzdz `
„
a¯` 1
2pi
log p¯q

Kz¯dz¯ ´ 1
2g2
S
˙
,
(115)
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where a is a constant, independent of , to be chosen later. It is clear that the op-
erator defined above is invariant as the regularization parameter  rotates around
the origin:  Ñ e2pii . This operator Q is our candidate for the regularized
version of the charge Q2.
We wish to prove the following:
• There exists a limit lim
Ñ0Q
• The limit depends on the curve Γ through an anomaly 2-form ΩA, namely
δΓ
´
lim
Ñ0Q
¯
“
ˆ
DδΓ
ΩA , (116)
where DδΓ is a two-dimensional domain bounded by the original and final
curves Γ1,Γ2 (see Fig. 11).
Let us start from the second point by calculating the difference QpΓ1q ´QpΓ2q
of the values of the charge on two different contours. We use Stokes’ theorem
and the conservation of the current to obtain:
QpΓ1q ´QpΓ2q “
ˆ
DδΓ
dz ^ dz¯
„ˆ
Repaq ` 1
2pi
log ||
˙
pBzKz¯ ´ Bz¯Kzq´
´ 1
2g2
prKzpp` q,Kz¯ppqs ` rKzppq,Kz¯pp` qsq

. (117)
Therefore one of the goals will be the calculation of the OPE of the two currents
rKzpp` q,Kz¯ppqs as Ñ 0.
6.2 The operator product expansion
We start by recalling the definition of the current (70):
K “ 2g
2
N
`
ϕ pDzϕq: dz¯ ´Dzϕϕ: dz
˘
. (118)
First we will calculate the OPE between two holomorphic components of the
current, and as a result we will be able to prove the first point above – that there
exists a limit lim
Ñ0Q.
In what follows we will encounter the function Dpzq – the massive scalar
propagator in two dimensions (recalling the definition tz, z¯u “ x1˘ix2?
2
of the
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complex coordinates):
Dpzq “
ˆ
d2p
p2piq2
ei pp1x1`p2x2q
p21 ` p22 `m2
“ 1
2pi
K0p
?
2m|z|q “ (119)
“ ´ 1
4pi
ˆ
1` m
2|z|2
2
˙
log
ˆ
m2|z|2
2
˙
´ γ
2pi
` 1´ γ
2pi
m2|z|2
2
` . . .
The final line captures the first few terms in the expansion of Dpzq for z Ñ 0.
Let us also make a reservation regarding the technique that we use in the
present section. Most of the diagrams that we will be calculating (see Figs. 12
and 13) really correspond to the theory of a scalar field ϕ in a background gauge
field A. Therefore these diagrams are the same as the ones that would arise in
the corresponding Grassmannian sigma-model with target space GM,N . For this
reason in these calculations we will simply treat A as a non-abelian external gauge
field (which can later be restricted to the form (80)). To simplify the figures, we
will still be drawing the same diagrams as for a single copy of the CPN´1-model,
but with the understanding that the fields carry an additional index. The sole
role of this index is to make sure the ordering of the fields is taken into account.
The only diagrams where the gauge field enters in the internal lines are the ones
of Fig. 14, and for these diagrams we carry out a more thorough analysis in
Section 6.2.4.
6.2.1 The commutator rp˚Kqzpz1q, p˚Kqzpz2qs
We now pass to the calculation of the OPE of the commutator of two p˚Kqz-
components. To this end we consider the product
p˚Kqzpz1q ¨ p˚Kqzpz2q “ ´4g
4
N2
Dzϕpz1q
`
ϕ:pz1qDzϕpz2q
˘
ϕ:pz2q (120)
We write
ϕ:pz1qDzϕpz2q “ ´N ¨ Bz1Dpz1 ´ z2q12 `Oplog p|z1 ´ z2|qq (121)
Note that in the commutator rp˚Kqzpz1q, p˚Kqzpz2qs the logarithmic (as well as
finite) terms will disappear as they are symmetric under z1 Ø z2, therefore we
have:
rp˚Kqzpz1q, p˚Kqzpz2qs “ 8g
4
N
Bz1Dpz1 ´ z2q : Dzϕpz1qϕ:pz2q : ` . . . (122)
We have inserted a normal ordered product in the r.h.s., since the self-contractions
of the field ϕ would give a contribution proportional to the unit operator 1N ,
which clearly cannot enter in the expansion of a commutator.
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From (119) it follows that Bz1Dpz1 ´ z2q “ ´ 14pi 1z1´z2 ` Opz1 ´ z2q, where
Opz1 ´ z2q denotes terms that vanish in the limit z1 Ñ z2. Therefore
rp˚Kqzpz1q, p˚Kqzpz2qs “ g
2
pi
1
z1 ´ z2 Kzpz2q `Op|z1 ´ z2|
0q (123)
Analogously for the z¯-components we have:
rp˚Kqz¯pz1q, p˚Kqz¯pz2qs “ g
2
pi
1
z¯1 ´ z¯2 Kz¯pz2q `Op|z1 ´ z2|
0q (124)
The above two equalities are already sufficient to prove (114). Indeed, in the
limit of an infinitesimally small contour around w we have
r
ˆ˛
p˚Kqz dz `
˛
p˚Kqz¯ dz¯
˙
, ˚Kpwqs “
“
˛
g2
pi
dz
z ´ w Kwpwqdw `
˛
g2
pi
dz¯
z¯ ´ w¯ Kw¯pwqdw¯ “ (125)
“ 2g2piKwpwq dw ´ iKw¯pwq dw¯q “ 2g2 ˚Kpwq
A similar derivation is used to find the behavior of S for Ñ 0:
Spwq “
»–¨˝ w`ˆ
0
p˚Kqz dz `
w¯`¯ˆ
0
p˚Kqz¯ dz¯‚˛, ˚Kpwq
fifl „
„
Ñ0
g2
pi
log pqKwpwqdw ` g
2
pi
log p¯qKw¯pwqdw¯ ` . . . , (126)
where . . . denotes finite terms. It is now obvious that the integrand in (115) has
a finite limit for  Ñ 0. This limit is, in particular, independent of the angle at
which  approaches zero.
6.2.2 The commutator rp˚Kqzpz1q, p˚Kqz¯pz2qs
First of all, using the above definition, we calculate
˚K “ ´2ig
2
N
`
Dzϕϕ
: dz ` ϕ pDzϕq: dz¯
˘
, (127)
therefore
p˚Kqzpz1q ¨ p˚Kqz¯pz2q “ ´4g
4
N2
Dzϕpz1q
`
ϕ:pz1qϕpz2q
˘ pDzϕq:pz2q (128)
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Classically ϕ:pz1qϕpz1q “ Ng2 12. Here however we need to write down the OPE
of the following form
ϕ:pz1qϕpz2q “ N ¨Dpz1 ´ z2q12` : ϕ:pz1qϕpz1q : ` . . . (129)
where . . . denotes terms that vanish as z2 Ñ z1. We will now show that
: ϕ:pz1qϕpz1q :“ 0. Indeed, this follows from the cancellation of two diagrams
shown in Fig. 9.
Figure 9: A proof that : ϕ:pzqϕpzq :“ 0.
Note that, in principle, one should also consider the correlation functions
xϕ:pz1qϕpz2qApz3qy and xϕ:pz1qϕpz2qλpz3qy (see Fig. 10). One can show, however,
that
lim
z2Ñz1
xϕ:pz1qϕpz2qApz3qy “ 0 , (130)
lim
z2Ñz1
xϕ:pz1qϕpz2qλpz3qy „ δpz1 ´ z3q . (131)
The diagram pAq vanishes for symmetry reasons, as its value is equal to Γµ
from (94). As for the second diagram, the loop integral is precisely equal to
the inverse of the λ-field propagator Qppq, and therefore in coordinate space the
diagram pBq is proportional to δpz1 ´ z3q. Such a term does not contribute
to the anomaly, as at the level of correlation functions we have the following
result (see Fig. 11):
xδΓQ ¨ λpz3qy “
ˆ
DδΓ
xΩA ¨ λpz3qy “ 0 for z3 outside of DδΓ . (132)
Let us also recall that ϕ : C2 Ñ CN is a pN ˆ 2q-matrix. Let us de-
note the i-th row by ϕi and, following [17], consider the off-diagonal entries of
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Figure 10: Diagrams that contribute to the correlation functions pAq
xϕ:pz1qϕpz2qApz3qy and pBq xϕ:pz1qϕpz2qλpz3qy in the limit z2 Ñ z1.
Figure 11: The point z3, where the operator λ is inserted, is outside of the
relevant integration domain DδΓ. Since according to (131) the corresponding
correlation function (132) is proportional to δpz1´ z3q, it is zero for the depicted
configuration.
pp˚Kqzpz1q ¨ p˚Kqz¯pz2qqij (i ‰ j) in the OPE. This will slightly simplify things, as
in this case the contractions between the outer fields ϕi and pϕ:qj are prohibited.
Then we get
pp˚Kqzpz1q ¨ p˚Kqz¯pz2qqij Ñ
z2Ñz1
´4g
4
N
“
DzϕDz¯ϕ
:‰ij
z1
Dpz1 ´ z2q , (133)
where it is understood that one should only keep the non-vanishing terms in the
expansion of Dpz1 ´ z2q as z2 Ñ z1. Using the definition of the current K, we
37
find that
BzKz¯ ´ Bz¯Kz “ 4g
2
N
DzϕDz¯ϕ
: ` 2g
2
N
pϕDzDz¯ϕ: `Dz¯Dzϕϕ:q “
“ 4g
2
N
DzϕDz¯ϕ
: ` 2g
2
N
ϕ piλ` iFzz¯qϕ: , (134)
where in the last line we have used the e.o.m. (72). Substituting this in the above
OPE, we get
pp˚Kqzpz1q ¨ p˚Kqz¯pz2qqij Ñ
z2Ñz1
(135)
Ñ g2
ˆ
Bz¯Kz ´ BzKz¯ ` 2g
2
N
“
ϕpiλ` iFzz¯qϕ:
‰˙ij
z1
Dpz1 ´ z2q
Multiplying the currents in the opposite order, we obtain
p˚Kqz¯pz1q ¨ p˚Kqzpz2q “ ´4g
4
N2
ϕpz1q
`
Dz¯ϕ
:pz1q ¨Dzϕpz2q
˘
ϕ:pz2q (136)
Classically we see from (75) that we could replace lim
z2Ñz1
g2
NDz¯ϕ
:pz1q ¨ Dzϕpz2q “
´12 iλpz1q´ 12 i Fzz¯pz1q. At the quantum level the corresponding statement is that
the following OPE holds:
1
N
Dz¯ϕ
:pz1q ¨Dzϕpz2q Ñ
z2Ñz1
κλpz1 ´ z2q iλpz1q ` κF pz1 ´ z2q i Fzz¯pz1q , (137)
where κλpzq and κF pzq are two coefficient functions to be found, at leading or-
der 1?
N
, from the diagrams shown in Fig. 12.
Figure 12: The diagrams contributing at order 1?
N
to the OPE (137).
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The sum of diagrams paq, pbq and pcq leads to the following integral 4 5:
I“
ˆ
d2k
p2piq2
ˆ
kz¯pkz ` pzq
pk2 `m2qppk ` pq2 `m2q pp2kz¯ ` pz¯qAzppq ` p2kz ` pzqAz¯ppqq ´
´ kz¯
k2 `m2 Azppq ´
kz ` pz
pp` kq2 `m2 Az¯ppq
˙
eik (138)
By a direct calculation one can show (see Appendix D) that, up to terms which
vanish in the limit Ñ 0, it is equal to
I “ ppz¯Az ´ pzAz¯q pΓzz¯ ` 1
4pi
q ´ 1
2
ppz¯Az ´ pzAz¯qDpq ` . . . , (139)
where Γzz¯ is a component of the Γµν-tensor defined in the effective action (90).
The contribution of Γzz¯ppq may be discarded in the OPE, as again it leads to
contact terms in the correlation functions (analogously to the situation described
in Fig. 11).
Let us now evaluate the diagram pdq. It corresponds to the integral
Id “ ´iλppq
ˆ
d2k
p2piq2
kz¯pkz ` pzq
pk2 `m2qppk ` pq2 `m2q ˆ e
ik (140)
Using manipulations similar to the ones described in Appendix D, one can show
that up to terms vanishing in the limit Ñ 0 this integral is equal to
Id “ pm2 ` pzpz¯qΓλppq iλppq ´ 1
2
iλppqDpq ` . . . (141)
Once again, the terms proportional to Γλppq iλppq are contact terms and may be
dropped in the OPE.
As a result we obtain the following OPE:
pp˚Kqz¯pz1q ¨ p˚Kqzpz2qqij Ñ
z2Ñz1
(142)
Ñ 2g
4
N
ˆ“
ϕ piλ` iFzz¯qϕ:
‰
Dpq ´ 1
2pi
ϕ iFzz¯ ϕ
:
˙ij
z1
` . . .
4Note that here, and in what follows, we use the non-rescaled fields A, λ in the external lines
of various diagrams. As explained in Section 5, to justify the result within the 1
N
-expansion,
one should keep in mind that λ “ 1?
N
rλ, A “ 1?
N
rA. It is in this sense that we count the orders
of the 1
N
-expansion in Figs. 12, 13.
5In writing out explicit expressions for the Feynman integrals we will suppress factors of N ,
coming from loops of matter fields, and reinstate them only in the final expressions for the
OPE’s.
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Using the expansions (135) and (142), we find the following OPE for the com-
mutator of two currents (for i ‰ j):
rp˚Kqzpz1q, p˚Kqz¯pz2qsij Ñ
z2Ñz1
g2
ˆ
rBz¯Kz ´ BzKz¯s Dpq ` g
2
piN
ϕ iFzz¯ ϕ
:
˙ij
z1
` . . .
(143)
In the last two formulas by Fzz¯ we mean the linear part of the full non-abelian
field strength. In the next subsection we will see that the calculation of the OPE
at the next order in the 1N -expansion amounts to completing the field strength
to the non-abelian form.
6.2.3 Order 1N
So far we have calculated the OPE to leading order, 1?
N
. At the next order, 1N ,
we have the diagrams depicted in Figs. 13 and 14. First of all, in the integrand
Figure 13: The diagrams at order 1N in the OPE (137).
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corresponding to Fig. pa1q we will do the following rewriting:
kz¯pkz`pzq “ 1
4
“`pk ` pq2 `m2˘` `k2 `m2˘‰`1
2
pkz¯pz ´ kzpz¯q ´ 1
2
`
pzpz¯ `m2
˘
Residual part
(144)
Let us start by considering the two terms in square brackets (the contribution
of the residual part will be analyzed in the next subsection). They may be used
to cancel the leftmost or the rightmost propagator in Fig. pa1q. Cancelling the
propagator 1
k2`m2 , for example, one is left with the following integral (after the
change of variable k Ñ k ´ p1):
I
p1q
a1 »
1
4
ˆ
d2k
p2piq2 e
ik Aµpp1qp2k ´ p1qµ p2k ` p2qνAνpp2q
ppk ` p2q2 `m2qpk2 `m2q ` pp1 Ø p2q (145)
Here p1 and p2 are the momenta carried by the external gauge fields, and »means
‘up to terms that vanish in the limit Ñ 0’. It is easily seen that in the bracket
p2k´ p1qµ one can drop the term, proportional to p1, as the integral multiplying
this term vanishes by symmetry in the limit  Ñ 0. In this limit the integral is
indistinguishable from
I
p1q
a1 »
1
4
ˆ
d2k
p2piq2 e
ik Aµpp1qp2k ` p2qµ p2k ` p2qνAνpp2q
ppk ` p2q2 `m2qpk2 `m2q ` pp1 Ø p2q “
“ 1
4
τzz¯pp2|q pAzpp1qAz¯pp2q `Az¯pp1qAzpp2qq ` (146)
`1
4
τz¯z¯pp2|qAzpp1qAzpp2q ` 1
4
τzzpp2|qAz¯pp1qAz¯pp2q ` pp1 Ø p2q ,
where we have introduced the notation
τµνpp|q :“
ˆ
d2k
p2piq2 e
ik p2k ` pqµ p2k ` pqν
ppk ` pq2 `m2qpk2 `m2q . (147)
Apart from the contribution I
p1q
a1 , there will be a contribution I
p2q
a1 , where instead
of cancelling the propagator 1
k2`m2 one cancels the propagator
1
pk`pq2`m2 . The
only difference in the resulting expression will be that in the argument of the
function τ one will have to replace p1 Ñ p2.
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We now pass to the calculation of diagrams pb1q and pc1q. Their sum is
Ib1 ` Ic1 » (148)
» ´
ˆ
d2k
p2piq2 e
ik Az¯pp1qkz p2k ` p2qνAνpp2q ` p2k ` p2qνAνpp2qAzpp1qkz¯
ppk ` p2q2 `m2qpk2 `m2q `
` pp1 Ø p2q » ´1
2
τzz¯pp2|q pAz¯pp1qAzpp2q `Az¯pp2qAzpp1qq ´
´1
2
τz¯z¯pp2|qAzpp2qAzpp1q ´ 1
2
τzzpp2|qAz¯pp1qAz¯pp2q ` pp1 Ø p2q
Altogether (146), a similar expression with the replacement τpp2q Ñ τpp1q (which
we call I
p2q
a1 ) and (148) give the following result:
I
p1q
a1 ` Ip2qa1 ` Ib1 ` Ic1 “ (149)
“ 1
4
τzz¯pp2|q prAzpp1q,Az¯pp2qs ` rAzpp2q,Az¯pp1qsq `
`1
4
τz¯z¯pp2|q rAzpp1q,Azpp2qs ` 1
4
τzzpp2|q rAz¯pp2q,Az¯pp1qs ` pp1 Ø p2q “
“ 1
4
pτzz¯pp2|q ` τzz¯pp1|qq prAzpp1q,Az¯pp2qs ` rAzpp2q,Az¯pp1qsq `
`1
4
pτz¯z¯pp2|q ´ τz¯z¯pp1|qq rAzpp1q,Azpp2qs `
`1
4
pτzzpp2|q ´ τzzpp1|qq rAz¯pp2q,Az¯pp1qs
We will now relate the functions τµν to the effective action Γµν , which is
defined as the limit M Ñ8 of the following integral:
ΓpM2qµν “ ´12
ˆ
d2k
p2piq2
ˆ p2k ` pqµp2k ` pqν
pk2 `m2qppk ` pq2 `m2q ´ pm
2 ÞÑ m2 `M2q
˙
`
` δµν
ˆ
d2k
p2piq2
ˆ
1
k2 `m2 ´ pm
2 ÞÑ m2 `M2q
˙
. (150)
Its pzz¯q-component may be equivalently rewritten as
Γ
pM2q
zz¯ “´12
ˆ
d2k
p2piq2
ˆ p2k ` pqzp2k ` pqz¯
pk2 `m2qppk ` pq2 `m2q´2
1
k2 `m2
˙
´pm2 Ñ m2`M2q.
(151)
Note that the last term, in the limit M Ñ 8, is equal to ´ d2kp2piq2 1pk2`1q2 “ 14pi .
Introducing momentarily a factor eik in the (convergent) integral in (151), re-
calling the definition of τzz¯ and taking the limit M Ñ 8, we may rewrite (151)
42
in the following way:
Γzz¯ ` 1
4pi
“ ´1
2
lim
Ñ0 pτzz¯pp|q ´ 2Dpqq (152)
In other words, as  goes to 0, we have the asymptotic behavior
τzz¯pp|q “ 2Dpq ´ 2
ˆ
Γzz¯ ` 1
4pi
˙
` . . . (153)
Analogously one can show that
τzzpp|q “ ´2Γzz ´ 1
2pi
¯

` . . . (154)
(For completeness we prove this relation in the Appendix E.)
Substituting the above relations in (155), we arrive at the expression
I
p1q
a1 ` Ip2qa1 ` Ib1 ` Ic1 “ (155)
“
ˆ
Dpq ´ 1
4pi
˙
prAzpp1q,Az¯pp2qs ` rAzpp2q,Az¯pp1qsq ´
´1
2
pΓzz¯pp2q ` Γzz¯pp1qq prAzpp1q,Az¯pp2qs ` rAzpp2q,Az¯pp1qsq `
`1
2
pΓz¯z¯pp1q ´ Γz¯z¯pp2qq rAzpp1q,Azpp2qs ` 1
2
pΓzzpp1q ´ Γzzpp2qq rAz¯pp2q,Az¯pp1qs
We will now argue that, just as we did earlier, the parts proportional to the
effective action (i.e. the last two lines) may in fact be dropped. First we rewrite
them as
´1
2
Γzµpp1qrAµpp1q,Az¯pp2qs ´ 1
2
Γµz¯pp1q rAzpp2q,Aµpp1qs ` pp1 Ø p2q (156)
If one takes for Aµpp1q the diagonal (gauge) part, say aµpp1q, and computes a
correlation function with the field strength operator pp1qµaνpp1q ´ pp1qνaµpp1q,
the effective action part will fully cancel, leaving contributions which in coordi-
nate space are again local (w.r.t. the point where the field strength operator is
inserted). Such contributions can be dropped according to the logic explained
earlier. On the other hand, if Aµpp1q is one of the off-diagonal ‘matter’ fields,
say cz¯pp1q, and one computes a correlation function with the insertion of an op-
erator cz, there will be an additional non-local piece proportional (in momentum
space) to ΓzzppqΓzz¯ppq “ ´pzpz¯ . In the next subsection we will see, however, that in this
case there is an additional contribution from the ‘residual part’ in (144) which
completely cancels out the Γzz-piece in the formula (156).
43
Anyway (155) is not yet the final answer, as we still have to analyze the
diagrams pd1q and pe1q. The integrand of the diagram pd1q has in the numerator
the product kz¯pkz ` pzq, for which we can use the decomposition (144). The
first two terms can again be used to cancel the propagators, which results in the
following contribution (the residual part is again left for a later analysis):
I
p1q
d1 ` Ip2qd1 “ ´
1
2
DpqAµpp1qAµpp2q ` pp1 Ø p2q “ (157)
“ ´1
2
Dpq pAz¯pp1qAzpp2q `Azpp1qAz¯pp2qq ` pp1 Ø p2q
The diagram pe1q gives Ie1 “ DpqAz¯pp1qAzpp2q ` pp1 Ø p2q, so that the sum of
two diagrams is
I
p1q
d1 ` Ip2qd1 ` Ie1 “
1
2
Dpq pAz¯pp1qAzpp2q ´Azpp1qAz¯pp2qq ` pp1 Ø p2q “
“ ´1
2
Dpq prAzpp1q, Az¯pp2qs ` rAzpp2q, Az¯pp1qsq (158)
Together, (155) and (158) amount to (after dropping the Γ-terms)
I
p1q
a1 ` Ip2qa1 ` Ib1 ` Ic1 ` Ip1qd1 ` Ip2qd1 ` Ie1 „
„
ˆ
1
2
Dpq ´ 1
4pi
˙
prAzpp1q,Az¯pp2qs ` rAzpp2q,Az¯pp1qsq
Comparing with the leading order OPE (142), we see that the quadratic terms
in A simply amount to completing the linearized field strength to the full non-
abelian field strength Fzz¯ “ BzAz¯ ´ Bz¯Az ` i rAz,Az¯s.
6.2.4 The residual part
Finally we need to analyze the contributions that the residual part of the decom-
position (144) makes to the values of the diagrams (a1) and (d1). Our claim is
that these contributions cancel partially against the diagrams obtained by the
procedure described in Fig. 14, and partially against the Γ-terms in (155), pro-
ducing contributions that are already included in the linear terms (142) of the
OPE. To start with, it is clear that the Feynman integrals corresponding to the
diagrams in Fig. 14 are essentially products
Lower diagramˆ Connecting propagatorˆUpper diagram .
Since the lower diagrams are the diagrams of Fig. 12, we already know the cor-
responding expressions: these are given by (139) and (141). If we dropped in the
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Figure 14: Some of the additional diagrams at order 1N in the OPE (137), which
are obtained by attaching a one-loop (upper) diagram with three external legs to
one of the external lines in the diagrams of Fig. 12. The flow of the momentum p
is chosen to comply with the convention in Fig. 12 and in the formula (138).
latter expressions the parts with the effective action Γ, we would obtain exactly
the correlation functions of the r.h.s. of (142) with two additional A-operators.
Therefore, up to the Γ-terms, the values of the diagrams in Fig. 14 are already
included in the linear terms of the OPE (142). As for the Γ-parts of the diagrams
on Fig. 14, they cancel with the ‘residual parts’ of the diagrams pa1q and pd1q, as
well as with certain Γ-terms in (155). The mechanism is as follows: the functions
Γλppq and Γzz¯ppq cancel against the corresponding intermediate propagators of
Fig. 14, leaving truncated diagrams whose associated Feynman integrals cancel
against the ‘residual parts’ of the diagrams pa1q and pd1q, possibly up to contact
terms.
Let us elaborate this phenomenon at the example of the rightmost two dia-
grams in Fig. 14. We will be using the Feynman rules derived in Section 5.
Diagram pc2q. The Γ-dependent part of the short-distance expansion of the
lower part of the diagram is given by (139) – it is equal to ppz¯az ´ pzaz¯qΓzz¯,
where a is the Up1q gauge field corresponding to the blue line. Multiplying by
the propagators of the gauge fields, we see that the coupling to the upper part
of the diagram is given by ppz¯Dzz¯p2k ´ pqz ` pz¯Dzzp2k ´ pqz¯ ´ pzDzz¯p2k ´ pqz¯ ´
pzDz¯z¯p2k ´ pqzqΓzz¯. Recalling that Dzz¯ “ 18Γ´1zz¯ and Dzz “ ´18 pzpz¯Γ´1zz¯ , we get
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1
2ppz¯kz ´ pzkz¯q. This cancels exactly against the analogous contribution in (144).
Diagram pd2q. Just like above, we read off the Γ-dependent part of the short-
distance expansion of the lower part of the diagram from (139) – in this case it
is equal to ´pzcz¯ Γzz¯, where cz¯ is the off-diagonal auxiliary field in (63). We now
supply the propagator of the c-field, which is Dc “ 12Γ´1zz¯ and the coupling to the
upper vertex, which is p2k´ pqz¯. Altogether this gives ´12pzp2k´ pqz¯. This does
not completely cancel the contribution of (144), the sum of the two terms being
instead 14pp2 ´ 2kpq “ 14ppk ´ pq2 `m2q ´ 14pk2 `m2q. This allows canceling the
propagators in the upper diagram, leading to the following expression:
1
4
ˆ
d2k
p2piq2
p2k ´ p` p1qµ p2k ` p1qz
pk ` p1q2 `m2
ˆ
1
k2 `m2 ´
1
pk ´ pq2 `m2
˙
“
“ 1
2
pΓµzpp` p1q ´ Γµzpp1qq
To obtain the latter expression, one needs to subtract the analogous integral with
the replacement m2 Ñ m2 `M2 (which in itself vanishes in the limit M Ñ 8),
split the resulting integral into two parts, use the definition (150) of Γ
pM2q
µν and
then take the limit M Ñ 8. Now, the above expression is to be multiplied by
aµpp ` p1qcz¯pp1q and it has to be added to the terms (156) obtained from the
diagram pa1q of Fig. 13. In (156) we will assume that Aµpp1q corresponds to
the field cz¯pp1q (hence p1 “ p1) and Aµpp2q corresponds to aµpp ` p1q (hence
p2 “ p ` p1). Adding the above expression to (156) and restricting the fields as
described, we get
1
2
pΓµzpp2q ´ Γµzpp1qqaµpp2qcz¯pp1q `
`1
2
Γzzpp1qcz¯pp1qaz¯pp2q ´ 1
2
Γzz¯pp1q azpp2qcz¯pp1q ´ 1
2
Γzµpp2qaµpp2qcz¯pp1q “
“ ´Γzz¯pp1qazpp2qcz¯pp1q
This is again a contact term: computing a correlation function with an external
cz-operator produces a local contribution, which may be dropped.
6.3 The anomaly
We are now ready to collect the results that concern the OPE’s of the Noether
currents taken at two nearby points obtained in the previous section and calculate
the anomaly two-form. To this end, we recall the formulas (117) (the definition
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of the anomaly) and (143) (the OPE):
QpΓ1q ´QpΓ2q “
ˆ
DδΓ
dz ^ dz¯
„ˆ
Repaq ` 1
2pi
log ||
˙
pBzKz¯ ´ Bz¯Kzq´
´ 1
2g2
prKzpp` q,Kz¯ppqs ` rKzppq,Kz¯pp` qsq

.
rKzpz1q,Kz¯pz2qsij Ñ
z2Ñz1
g2
ˆ
rBz¯Kz ´ BzKz¯s Dpq ` g
2
piN
ϕ iFzz¯ ϕ
:
˙ij
z1
` . . .
Since, according to (119), Dpq “ ´ 14pi log
´
m2||2
2
¯
´ γ2pi ` . . ., we will set Repaq “
1
4pi log
´
m2
2
¯
` γ2pi . Then in the limit Ñ 0 we obtain the following result:
QpΓ1q ´QpΓ2q “
ˆ
DδΓ
dz ^ dz¯ :´ g
4
piN
ϕ iFzz¯ ϕ
: : , (159)
where Fzz¯ “ BzAz¯ ´ Bz¯Az ` i rAz,Az¯s ,
and the ‘gauge field’ A is in general of the restricted form (80) (for the particular
case of the flag manifold (61) it is of the form (63)). Note that formally all our
calculations were performed for the off-diagonal matrix elements (i ‰ j), therefore
since Q P suN , one would need to subtract the trace-part of the respective
expressions (which is proportional to the identity matrix 1N ). Instead, we have
inserted the normal ordering in the r.h.s. of (159), as in this case the trace-part
vanishes due to the property : ϕ:pzqϕpzq :“ 0 discussed earlier in Section 6.2.2
(see Fig. 9).
7 Conclusion and outlook
In the present paper we investigated the classical and quantum properties of the
flag manifold sigma-models, introduced in our work [31, 32]. In fact, the mod-
els of [31] constitute a slightly broader class, allowing for complex homogeneous
target spaces, however the subclass of flag manifold models is representative and
interesting enough for an elaborate study. As we showed in Section 3, models of
this class may also be understood in terms of the theory of sigma-models with
Zm-symmetric target spaces considered in [24]. Throughout the paper for sim-
plicity we restricted to the case when the isometry group is SUpNq, although we
expect that similar analysis might be carried out for other compact semi-simple
groups. With the aim of constructing the 1N -expansion for the flag manifold
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sigma-models, we first reformulated these models as gauged linear sigma-models
in Section 4. The construction is non-trivial, as the target spaces in question are
not Ka¨hler. Nevertheless, formally the result is akin to the GLSM-formulation
for Grassmannian (Ka¨hler) target spaces, albeit with a ‘gauge field’ of a special
(restricted) form. In the next section, using this formulation, we derived the
Feynman rules for the simplest non-symmetric-space model. Subsequently we
introduced a regularized version of the non-local charge, which is different from
the original definition of Lu¨scher [15]. As opposed to the definition in [15], our
version of the regularized charge depends on the integration contour Γ through
an anomaly two-form and does not depend on the parametrization of the contour.
We compute this anomaly two-form explicitly in Sections 6.2, 6.3. It formally co-
incides with the anomaly for the Grassmannian models [18], but the gauge fields
entering the anomaly should be taken in restricted form, of the type mentioned
earlier. It is an important and interesting question, how the anomaly may be
cancelled. Most likely this can be done by introducing fermions, i.e. by a mech-
anism similar to the one of [19, 22]. The investigation of the peculiarities of this
mechanism in application to the present models will be a subject of future work.
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Appendix
A Flag manifolds and elements of representation the-
ory
This Appendix lies somewhat outside the main line of exposition in the present
paper. Yet we have included it to demonstrate, how flag manifolds arise in
a well-known physical situation. Incidentally this makes a neat connection to
the applications of flag manifolds in representation theory, discussed below in
Section A.1.
It is well-known, how one can describe a classical particle, interacting with
an external electromagnetic field Aµ. The action has the form
S “
ˆ
dt
gµν 9xµ 9xν
2
´
ˆ
A “
ˆ
dt
ˆ
gµν 9xµ 9xν
2
´Aµ 9xµ
˙
. (160)
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The question is, how to write an analogous action for the case when the gauge field
is non-abelian, or, simply speaking, when it has additional gauge indices Aabµ . The
answer is that the particle should possess additional degrees of freedom, taking
values in a certain flag manifold, corresponding to the representation, in which
the particle transforms. In other words, one should enlarge the phase space as
follows [55] (here M is the configuration space):
T ˚MÑ T ˚Mˆ F pthe flag manifoldq . (161)
We start by rewriting the standard action of a particle in first-order form:
S “
ˆ
dt
ˆ
pµ 9xµ ´ g
µνpµpν
2
´Aµ 9xµ
˙
(162)
Upon enlarging the phase space we can analogously write down the non-abelian
action as follows (A is assumed Hermitian):
S “
ˆ
pµ dx
µ ´
ˆ
dtHpx, pq `
ˆ
pθ ´ tr pAµqq , (163)
where θ is the canonical one-form, defined by the condition
dθ “ Ω p“ the symplectic form on Fq , (164)
and µ is the moment map for the action of the group G on F . We note that the
form θ is only defined up to the addition of a total derivative, θ Ñ θ`dh, but the
difference only affects the boundary terms in the action. In the case of periodic
boundary conditions one may even write
ˆ
Γ
θ “
ˆ
D
Ω, (165)
where D is a disc, whose boundary is the curve Γ: BD “ Γ. In fact this term
is nothing but the one-dimensional version of the Wess-Zumino-Novikov-Witten
term [56, 57, 58].
One needs to show that the expression so obtained is gauge-invariant. For
simplicity let us consider the standard representation of SUpNq (when the rep-
resentation space is CN ): in this case the relevant flag manifold is the projective
space CPN´1. Let us normalize the homogeneous coordinates pz1, . . . , zN q on
CPN´1:
Nÿ
k“1
|zk|2 “ 1 . (166)
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One still has the remaining gauge group Up1q, which acts by multiplication of
all coordinates zk by a common phase. The Fubini-Study form on CP
N´1, when
written in homogeneous coordinates, looks as follows:
ωFS “ i}z}2
ˆ
dzk ^ dz¯k ´ z¯ndzn ^ zmdz¯m}z}2
˙
, (167)
but it may be simplified, if one uses the above normalization:
ωFS “ i dzk ^ dz¯k . (168)
Then we have the following expressions for θ and µ:
θ “ i zk dz¯k, µ “ z b z¯ ´ 1
N
1N . (169)
The part of the action, corresponding to the motion in the ‘internal’ space (in
this case the projective space), has the form
S˜ “
ˆ
dt
`
i zk 9¯zk ´ z¯m pAµqmn 9xµzn
˘ “ (170)
“ ´
ˆ
dt z¯mpi 9zm ` pAµqmn 9xµ znq , (171)
and one should take into account that the normalization condition (166) is also
implied. From the second form of the action it is evident that it is gauge-invariant
w.r.t. the transformations
z Ñ gpxptqq ˝ z Aµ Ñ gAµg´1 ´ i Bµg g´1 . (172)
To make it even more obvious, we note that the exterior derivative of the one-
form θ ´ tr pAµq (viewed as a form on the enlarged phase space (161)) produces
a two-form, which is explicitly gauge-invariant:
dpθ ´ tr pAµqq “ iDzk ^D z¯k ´ tr pF µq , (173)
Dz “ dz ´ i A z, D z¯ “ dz¯ ` i z¯ A, F “ dA´ iA^A .
Each of the two terms in (173) is separately gauge-invariant, however (173) is
the only linear combination of them, which is closed (and therefore locally is an
exterior derivative of a one-form).
Next we wish to write out the equations of motion on the flag manifold, which
follow from the action above. Let us concentrate for simplicity on the SUp2q-case,
where the sphere S2 plays the role of a flag manifold. Instead of using the spinor
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pz1, z2q, we can parametrize it in a more standard way, with the help of a unit
vector ~n P R3. The equations take the form
9~n “ ~Aˆ ~n, where ~A “ tAaµ 9xµua“1,2,3 (174)
is a vector of components of the gauge field in the basis of Pauli matrices. We
see that the equations are linear in ~n, and the condition
~n2 “ const. (175)
itself is a consequence of the equations, i.e. the motion takes place on a sphere
in R3. This is a general fact. Indeed, in the case of a general compact simple Lie
algebra g with basis tτiu we can introduce a variable n “ ř xi τi P g, and the
equations will then take the form
9n “ rAµ 9xµ, ns , (176)
or, in terms of the variables xi,
9xi “ f ijk pAµ 9xµqj xk . (177)
It is in this form that this system of equations was discovered in [59]. The motion
defined by these equations in reality takes place on flag manifolds embedded in
g, since the ‘Casimirs’
CJ “ tr pnJq, J “ 1, 2, . . . (178)
are integrals of motion of the system (176). We have thus established a connection
with the formulation through flag manifolds used earlier.
A.1 ‘Quantization’ of the symplectic form on flag manifolds
One of the approaches to quantization is related to considering path integrals of
the following form6: ˆ ź
i
dϕi e
iS (179)
where the exponent contains the action (163). The connection θ is not a globally-
defined one-form on the flag manifold. Indeed, let us consider the simplest case
of F “ CP1 “ S2. The most general invariant symplectic form is as follows:
ω “ a
2
sinϑ dϑ^ dφ (180)
6Another approach to the quantization of coadjoint orbits, which is also based on the path
integral, was developed in [60].
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with an arbitrary constant a. It can be also written in the form ω “ ´a2 dz^ dφ,
where z “ cosϑ is the z-coordinate of a given point on the sphere. Since the latter
form is nothing but the area element of a cylinder, it implies that the projection
of a sphere to the cylinder preserves the area. Since the action S entering the
exponent in (179) involves a term
´
θ, where θ is a connection satisfying dθ “ ω,
standard arguments familiar from Wess-Zumino-Novikov-Witten theory [56, 57,
58] lead to the requirement that the coefficient a is quantized according to
´
ω P
2pin, n P Z. By analogy, in the case when the manifold F has several non-trivial
basic cycles C1, . . . , CN´1, in order for the exponent e
i
´
Γ
θ
to be well-defined for
any contour Γ, the integral of the symplectic form Ω over any 2-cycle Ci (which
in the case of a flag manifold is always a sphere S2) should be quantized:
ˆ
Ci
Ω P 2piZ for every 2-cycle Ci P H2pF ,Zq . (181)
Let us construct these 2-cycles explicitly for the case when F is a complete flag
manifold
Fp1, . . . , N ´ 1, Nq “ t0 Ă C Ă C2 Ă . . . Ă CNu “ UpNq
Up1qN . (182)
It can be parametrized using N orthonormal vectors ui, i “ 1 . . . N , ui ˝ u¯j “ δij ,
defined modulo phase transformations: uk „ eiαk uk. As we showed in Sec-
tion 1.2, the most general symplectic form on Fp1, . . . , N ´ 1, Nq may be written
as follows:
Ω “ i
ÿ
iăj
aij Jij ^ Jji, where Jij “ ui ˝ du¯j (183)
and aij “ zi ´ zj . (184)
If one fixes N ´ 2 out of N lines defined by the vectors u1, . . . , uN , the remain-
ing free parameters define the configuration space of ordered pairs of mutually
orthogonal lines, passing through the origin and laying in a plane, orthogonal to
the N ´ 2 fixed lines. This configuration space is nothing but the sphere CP1:
tui1 , . . . , uiN´2 are fixed, uiN´1 , uiN P pui1 , . . . , uiN´2qK
are mutually orthogonal and otherwise genericu » pCP1qiN´1,iN .
Let us now fix the permutation pi1, . . . , iN q in such a way that zim would form
a non-increasing sequence, i.e. zim ě zin for m ă n (in the case of the complete
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flag manifold (182) the sequence should be strictly decreasing, whereas the ‘non-
increasing’ case in general corresponds to partial flag manifolds in a natural way).
We can rewrite the symplectic form as follows: Ω “ i ř
măn
aimin Jimin ^ Jinim ,
and uniquely fix a complex structure, in which the one-forms Jimin ,m ă n, are
holomorphic. After such a permutation we may choose pCP1qim,im`1 as a basis
in the homology group H2pF1,...,N´1,N ,Zq, with the orientation of the spheres
induced by the complex structure. Then the integrals of the symplectic form
over these cycles will be positive:ˆ
pCP1qim,im`1
Ω “ zim ´ zim`1 P 2piZ` , m “ 1 . . . N ´ 1 . (185)
In order for the value of the integral to be an integer, one should choose zi in
the form
pz1, . . . , zN q “ λp1, . . . , 1q ` pz˜1, . . . , z˜N q , λ P R, z˜i P Z . (186)
We may view pCP1qim,im`1 as the positive simple roots, and Ω is, in this case, a
dominant weight. Adding to tz˜iu a vector, proportional to λp1, . . . , 1q, does not
change the values of the integrals. Using this property, we may normalize the
values tz˜iu in such a way that their sum would be zero. According to the general
theory of adjoint orbits, the flag manifold under consideration is the orbit of the
element
z “
¨˚
˝ z˜1 0 0... . . . ...
0 0 z˜N
‹˛‚P suN . (187)
The fundamental weights are, by definition, the ones, whose value on simple
positive roots is equal to zero, apart from a single root, on which the fundamental
weight has value one: xΩFrjs , λrisy “ δij . These weights correspond to the highest
weights of fundamental representations. According to the theory described above,
they correspond to orbits of the elements
zFris “ Diagp1, . . . , 1
i
, 0, . . . , 0
N´i
q . (188)
According to (185), in this case we haveˆ
pCP1qk,k`1
ΩFris “ δik . (189)
The adjoint orbit in question is the Grassmannian Gi,N . The general theory that
we have described is nothing but ‘geometric quantization’ for the case of flag
manifolds.
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B Eliminating auxiliary fields
In this Appendix we demonstrate explicitly how the auxiliary fields a, b, c may be
eliminated from the Lagrangian (60) with m ` n “ 2 and the gauge field given
by (63). To this end, we write the Lagrangian as follows:
L “ Bz¯u¯ ˝ Bzu` Bz¯ v¯ ˝ Bzv ` (190)
`N
g2
az¯az ` az¯pi u¯ ˝ Bzuq ´ azpi Bz¯u¯ ˝ uq `
`N
g2
bz¯bz ` bz¯pi v¯ ˝ Bzvq ´ bzpi Bz¯ v¯ ˝ vq `
`N
g2
cz¯cz ` cz¯pi v¯ ˝ Bzuq ´ czpi Bz¯u¯ ˝ vq
Here we have taken advantage of the orthonormality relations }u} “ }v} “
?
N
g
and u¯ ˝ v “ 0. Completing the squares, we can obtain relations of the form
N
g2
az¯az ` az¯pi u¯ ˝ Bzuq ´ azpi Bz¯u¯ ˝ uq “ ´g
2
N
pu¯ ˝ BzuqpBz¯u¯ ˝ uq ` complete square .
(191)
Therefore upon setting the fields a, b, c equal to their stationary values, we get
the Lagrangian in the form (64).
C The point splitting of Lu¨scher
In this section we recall the point splitting method for the non-local charge,
introduced in the original paper [15]. In order to measure this splitting one needs
to introduce a metric g on the worldsheet Σ2 (note that classically everything
depended only on the conformal class rgs of the metric). For simplicity we will
now consider the situation when Σ2 » R2, equipped with a flat metric. As in the
body of the paper, we will assume that the contour Γ is infinite (a straight line,
for example) and we will fix the reparametrization invariance on the worldline by
choosing a gauge
p 9xµq2 “ 1 . (192)
Here xµ : Γ » Rt Ñ Σ2 is the parametrization of Γ by a variable t taking values
from minus infinity to plus infinity. If Γ was a contour of finite length, one could
still parametrize it by a variable t with infinite range, however one would need
to choose a gauge p 9xµq2 “ f2ptq, so that the length
8´
´8
|fptq| dt ă 8 was finite.
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The regularized non-local charge of [15] has the form:
Q2 “ Zpq
8ˆ
´8
dt 9xµKµ ´ 1
2
8ˆ
´8
ds
s´ˆ
´8
dt rp˚Kqt, p˚Kqss , (193)
where  is now a positive real number. The factor Zpq has been inserted to cancel
the divergence in the short-distance expansion of the two currents in the second
term. Next we compute the variation of this charge under deformations of the
contour δxµ (sometimes we will denote this variation by δΓ). Upon integrating
by parts in the terms involving δ 9xµ, we obtain:
δΓQ

2 “ Zpq
8´
´8
dt δxµ 9xν pBµKν ´ BνKµq ´
´12
8´
´8
dt δxµpt´ q 9xαptqrp˚Kqµpt´ q, p˚Kqαptqs `
`12
8´
´8
dt 9xµptqδxαpt` qrp˚Kqµptq, p˚Kqαpt` qs `
`12
8´
´8
ds
s´´
´8
dt
`pδxµptq 9xλptq ´ δxλptq 9xµptqqrBλp˚Kqµptq, p˚Kqαpsqs 9xαpsq ´ psØ tq˘
The ‘bulk term’ (the one in the last line) vanishes, since due to the antisym-
metry of δxµptq 9xλptq ´ δxλptq 9xµptq it turns out to be proportional to BµKµ “ 0
(conservation of the current). The final result is therefore
δΓQ

2 “
8ˆ
´8
dt rZpq δxµ 9xν pBµKν ´ BνKµq` (194)
`1
2
µναβ rKνpt´ q,Kβptqs p 9xµpt´ qδxαptq ´ δxµpt´ q 9xαptqq

Now in the last line we will use the OPE’s of two currents obtained in Sec-
tion 6.2. If, say, µ “ z and α “ z¯, one needs the OPE rKzpp` q,Kz¯ppqs, which,
according to (143), is logarithmic in . Therefore in this case in the bracket`
9zpt´ qδz¯ptq ´ δzpt´ q 9¯zptq˘ we can pass to the limit  Ñ 0. The logarithmic
divergence itself is canceled by tuning the dependence on  of the factor Zpq.
If however µ “ α “ z, we have to consider the OPE rKz¯pp ` q,Kz¯ppqs,
which according to (124) has a pole term „ 1 at the leading order. This term
is multiplied by p 9zpt´ qδzptq ´ δzpt´ q 9zptqq „ 
´
9δz 9z ´ :z δz
¯
, producing an
undesirable extra contribution in addition to (116). In other words, if one assumes
the definition (193), the anomaly is not given by a 2-form.
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D The integral giving the anomaly at order 1?
N
In this Appendix we wish to consider the integral (138):
I“
ˆ
d2k
p2piq2
ˆ
kz¯pkz ` pzq
pk2 `m2qppk ` pq2 `m2q pp2kz¯ ` pz¯qAzppq ` p2kz ` pzqAz¯ppqq ´
´ kz¯
k2 `m2 Azppq ´
kz ` pz
pp` kq2 `m2 Az¯ppq
˙
eik
and to bring it to the form (139). We start by rewriting the factors in the
numerators of the first two summands as follows:
kz¯pkz ` pzq “ 1
2
ppk ` pq2 `m2q ´ pz¯pkz ` pzq ´ 1
2
m2 (195)
kz¯pkz ` pzq “ 1
2
pk2 `m2q ` kz¯pz ´ 1
2
m2 (196)
The first terms here allow cancelling one of the propagators each. The remaining
terms are multiplied by a factor eik
´
2kµ`pµ
pk2`m2qppk`pq2`m2q
¯
, which in the limit
Ñ 0 is odd under the interchange k Ñ ´k ´ p. As a result, we are free to add
to (195)-(196) arbitrary terms that are independent of the momentum k, since
such terms will vanish in the integral in the limit  Ñ 0 due to anti-symmetry.
We use this arbitrariness to bring the expressions (195)-(196) to the form
kz¯pkz ` pzq Ñ 1
2
ppk ` pq2 `m2q ´ 1
2
pz¯p2kz ` pzq (197)
kz¯pkz ` pzq Ñ 1
2
pk2 `m2q ` 1
2
p2kz¯ ` pz¯qpz . (198)
When substituted into the integral, this gives
I “
ˆ
d2k
p2piq2
„
pzAz¯
ˆ
1
2
p2kz ` pzqp2kz¯ ` pz¯q
pk2 `m2qppk ` pq2 `m2q ´
1
2
1
pk ` pq2 `m2
˙
´
´pz¯Az
ˆ
1
2
p2kz ` pzqp2kz¯ ` pz¯q
pk2 `m2qppk ` pq2 `m2q ´
1
2
1
k2 `m2
˙
ˆ eik ` . . .
Again, up to terms that vanish in the limit Ñ 0 (which arise due to the change
of variables k Ñ ´k ´ p in the first bracket), we obtain:
I“ppzAz¯´pz¯Azq
ˆ
d2k
p2piq2
ˆ
1
2
p2kz ` pzqp2kz¯ ` pz¯q
pk2 `m2qppk ` pq2 `m2q ´
1
2
1
k2 `m2
˙
ˆeik`. . .
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We now wish to relate this integral to the Γzz¯ function entering the effective
action (90). The analogous function Γ
pM2q
zz¯ in the presence of a Pauli-Villars
regulator of mass M can be written as a difference of two convergent terms:
Γ
pM2q
zz¯ “
ˆ
d2k
p2piq2
ˆ
1
k2 `m2 ´
1
2
p2kz ` pzqp2kz¯ ` pz¯q
pk2 `m2qppk ` pq2 `m2q
˙
´`m2 Ñ m2 `M2˘
(199)
The limit of the last term
`
m2 Ñ m2 `M2˘ as M Ñ8 is 14pi . Therefore we can
rewrite I as follows:
I “ ppz¯Az ´ pzAz¯q
ˆ
Γzz¯ ` 1
4pi
˙
´ 1
2
ppz¯Az ´ pzAz¯qDpq ` . . . , (200)
which is the expression (139).
E One more integral
Here we will prove the relation
τzzpp|q “ ´2Γzz ´ 1
2pi
¯

` . . . for Ñ 0 (201)
between the Γzz-component of the effective action and the integral
τzzpp|q :“
ˆ
d2k
p2piq2 e
ipk¨q p2k ` pqz p2k ` pqz
ppk ` pq2 `m2qpk2 `m2q , (202)
which we encountered in Section 6.2.3. First, we formally introduce a factor eik
in the definition of Γzz, which allows us to write:
Γzz “ lim
Ñ0
¨˚
˚˝´1
2
τzzpp|q `
ˆ
d2k
p2piq2
2k2z e
ipk¨q
pk2 `m2q2
:“I
‹˛‹‚ (203)
Therefore we need to construct the asymptotics of the second (simpler) integral
I as  Ñ 0. We recall that, by definition, pk ¨ q “ kz ` kz¯ ¯. As a consequence
of rotational symmetry Ñ eiγ, the integral is equal to
I “ ¯

fp||q . (204)
To calculate f , we may set  to be real and positive. We pass to polar co-
ordinates setting kz “ ρ?2eiψ, then f “
8´
0
ρdρ
2pi
ρ2
pρ2`m2q2
2p´i
0
dψ
2pi e
ip2ψ`ρ cospψqq “
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´
8´
0
ρdρ
2pi
ρ2 J2pρq
pρ2`m2q2 . Rescaling ρ Ñ ρ and passing to the limit  Ñ 0 (which does
not introduce divergences in the integral, thanks to the properties of the Bessel
function at 0 and 8), we get lim
Ñ0 fpq “ ´
8´
0
dρ
2piρ J2pρq “ ´ 14pi . This leads to the
relation (201).
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