The numerical prediction of production from stimulated Ultra-Low Permeability (ULP) media is highly correlated with the type of fracture model used in the simulator. Although there are some general rules about the applicability of these fracture models, there are no guidelines for the a-priori selection of an appropriate model -generally, the fracture model is selected based on the preference and/or familiarity of the person performing the modeling, rather than some "more technical" criteria. In that light, this work presents an effort to provide guidance for fracture model suitability for cases from the Eagle Ford, Bakken, Three Forks, and Wolfcamp formations.
Introduction
Accurate and efficient numerical simulation of Ultra-Low Permeability (ULP) unconventional reservoirs is difficult due to their physical complexity that involves a number of tightly-coupled mechanisms. In order to simulate the flow in unconventional reservoirs, it is necessary to properly represent the flow of fluid to the well through the fracture network which consists of hydraulic fractures and a complex network of natural fractureswhich may have been altered by the stimulation treatment. A number of methods have been proposed to model ULP reservoirs. These methods use fracture models that can be classified as continuum, explicit models (discrete fracture networks), or hybrid approaches that combine an explicit description of the hydraulic fractures and continuum models for the naturally-fractured matrix.
There are currently some very general rules to guide the engineer through the process of selection of the appropriate model to accurately simulate the reservoir. Ultimately, the choice of the appropriate fracture model cannot be determined until after the history matching process takes place, at which time the model that exhibits the least deviation from the field observations can be identified. This shortcoming limits the usefulness of numerical simulation during the design stage.
This work focuses on the development of guidelines for the a-priori selection of the correct fracture model before the history matching process takes place. Production data from various active unconventional plays (Eagle Ford, Bakken, Three Forks, and Wolfcamp) are history matched using four different models to represent the matrix and the natural fractures. Models that provide sufficiently successful matches are chosen and their agreement with other data sources, such as well logs, cores, and rate transient analysis (RTA), is verified. Regional trends in model applicability are then attempted to be identified in order to provide recommendations for fracture models in each of the studied reservoirs.
Modeling Fractured Media
When simulating ULP reservoirs, it is essential to include the influence of natural fractures which play a large part in these reservoir'sability to be economically viable (Gale et al. 2014; Li 2014) . The natural fractures in their in-situ state can be either open or closed. During the hydraulic fracturing operation, the closed natural fractures act as planes of weakness which the hydraulic fracturing treatment breaks down and travels along. Proppant is either placed in theopened fractures or a self propping effect known as "shear dilation" can occur. Shear dilation is caused by the irregularities and asperities on the rock surface that prevent the fracture from completely closing (Chipperfield et al. 2007) .
A variety of fracture patterns can be created( Fig. 1 ), ranging from a simple planar fracture to a complex interconnected network that covers a wide area. The area containing the complex fracture network and associated enhanced permeability is known as the stimulated reservoir volume (SRV) (Fisher et al. 2002; Maxwell et al. 2002) . The size and complexity of the SRV depends on the fluid system used, the size of the treatment, the stress conditions, and the brittleness of the formation. Fluid systems that use high viscosity, cross-linked gel tend to create simple planar fractures. In ULP reservoirs, low viscosity slickwater systems appear to be the standard treatment. The extremely low permeability of the rock matrix limits the amount of leakoff and the fluid interacts with and opens natural fractures to create complex fracture networks (Cipolla et al. 2010) . If there is no horizontal stress contrast, or the maximum horizontal stress is in the same direction of the natural fracture's strike, hydraulic fractures will grow along the existing natural fracture orientation. Complex fracture networks will develop if there is a high horizontal stress contrast and the maximum horizontal stress is normal to the natural fracture strike (Suarez-Rivera et al. 2013) . Less brittle, soft shales aremore difficult to create large, conductive networks (Warpinski et al. 2009 ). Due to their importance in production, the complex network of natural and induced fractures must be represented in the numerical simulation of these reservoirs. Numerous methods for modeling ULP reservoirs have been proposed and discussed (Cipolla et al. 2009; Li et al. 2011; Moridis 2017; Moridis et al. 2010; Rubin 2010; Wu et al. 2014 ). These models can be classified as continuum, explicit models (discrete fracture networks), or hybrid approaches that combine the explicit and the continuum models. The most common approaches followed in the simulation of ULP reservoirs are known as dual continua models. These models, such as the Dual Porosity and the Dual Permeability models, divide the media into two interacting continua: the matrix and the fractures. Other continuum models are the Effective Continuum Model (ECM) and the Multiple INteracting Continua (MINC) model. In this work, we investigate the ability of these four common continuum models to represent production from several active ULP reservoirs.
Effective Continuum Model (ECM)
The effective continuum method (Wu 2000) is the simplest of the continuum models. This model represents the combined behavior of the matrix and fractures by using a single value that represents the weighted average of the matrix and fracture properties. The ECM is easy to implement because of its simple data requirements, and requires little computational effort to solve. In order for the ECM to be applicable, flow must be occurring at or near thermodynamic equilibrium conditions. This condition does not hold true in the presence of rapid flow and transport processes, which are often experienced in unconventional reservoirs (Wu et al. 2004 ).
Dual Continuum Models-Dual Porosity (DP)& Dual Permeability (DK)
The dual porosity model (Warren and Root 1963) divides the media into matrix and fracture continua (Fig.  2) . The properties describing each of the two continua are calculated as the weighted averages of those of the matrix and of the fractures, respectively. Matrix-to-matrix flow is not permitted in the dual porosity model. Flow occurs between matrix and fractures and reaches the wellbore through the fracture network. The dual permeability model (Blaskovich et al. 1983; Hill and Thomas 1985) was introduced to alleviate this conceptual imperfection, and extends the dual porosity model to allow matrix-to-matrix flow. In both the dual porosity and permeability models, the matrix-to-fracture interactions are coupled using a shape factorthat is based on the assumption of pseudosteady-state flow within the matrix (Gilman and Kazemi 1983; Warren and Root 1963) . The rate of interporosity flow between the matrix and the fracture continua is assumed to be proportional to the difference in the average pressure of the two continuums. The assumption of pseudosteady-state behavior holds true for isothermal single-phase flow of small compressibility fluids and in cases of large pressure diffusivities. Under these conditions, pressure changes in the fracture quickly penetrate the matrix blocks (Moridis et al. 2010 ) and pseudosteady-state conditions are reached in a short length of time. When the matrix permeability is is extremely low, transient flow lasts extended lengths of time and the matrix gridblocks do not have the resolution to accurately capture this large pressure change (Rubin 2010) . Because of this assumption, dual continuum models may have difficulty modeling flow in ULP reservoirs.
Multiple Interacting Continua Model (MINC)
The multiple interacting continua model (MINC) was introduced by Pruess and Narasimhan (1985) and was developed to allow the representation of transient flow within the matrix. The MINC method is an extension of the dual continua models and involves discretization of the matrix gridblocks into sequences of nested volumes in order to maintain thermodynamic equilibrium at all times within each element (Fig. 3) . Note that the MINC model can be reduced to a dual porosity or dual permeability model by (a) setting the number of subdivisions equal to one and (b) by providing appropriate rules describing the communication between the matrix and the fracture continua. The assumption is that pressure changes propagate rapidly through the fracture system, while advancing slowly within the matrix block. The nested matrix blocks used by MINC allow a better approximation of the transient behavior than the pseudosteady-state assumption used by the shape factors of the dual porosity and dual permeability models. In order to fully take advantage of the MINC method, it is important to subdivide the matrix in a way that maintains thermodynamic equilibrium within all the volume elements at all times. In fractured media, changes in the thermodynamic conditions depend primarily on the distance from the nearest fracture. The nested matrix block volumes should be subjected to approximately uniform boundary conditions, which are maintained if the matrix block volumes are sufficiently "small" (Pruess 1983) . Doing so allows the thermodynamic conditions to vary continuously and smoothly along the path between the fractures and the interior of the matrix blocks. The MINC model can handle matrix-fracture flow no matter how large the matrix gridblock size or how low the matrix permeability is. However, it might not be applicable in systems where fractures are so sparse they cannot be approximated as a continuum (Moridis et al. 2010 ).
Reservoirs

Eagle Ford
The Eagle Ford shale in south Texas extends from the Mexican border northeastward to the Texas-Louisiana border (Fig. 2) . The formation dips southeastward from a depth of 2,500 feet to over 14,000 feet with its thickness varying from 20 feet to over 500 feet (Mullen 2010) . The Eagle Ford is carbonate rich and is divided into upper and lower units, with the Upper Eagle Ford further divided into two units. The Upper Upper Eagle Ford is the most carbonate-rich formation, while the Lower Eagle Ford is the most organicrich. The Eagle Ford overlays the Buda Limestone and serves as the source rock for the overlaying Austin Chalk. The Eagle Ford is unique because it contains both gases and liquid hydrocarbons. Hydrocarbon fluids evolve from black oil updip to dry gas downdip (Tian et al. 2012) . Open natural fractures with random orientations are observed in the Upper and Lower Eagle Ford in some, but not all, wells. Oussoltsev et al. (2013) observed that natural fracture intensity from image logs is a function of distance from a fault. They identified a damage zone with a fracture density of 0.228 fracture/ft (average fracture spacing of 4.3 ft) that extends 500 feet on either side of a fault. Outside the damage zone, the fracture density decreased to 0.041 fracture/ft (average fracture spacing of 24.2 ft). Hydraulic fractures tend to be contained by layers of ductile shale at the base and top of the formation (Mullen 2010) . In Eagle Ford, Total Organic Carbon (TOC) ranges from 2-8%, porosity ranges from 8-18%, water saturation from 7-31% and permeability from 1-800 nD (Stegent et al. 2010 ).
Williston Basin -Bakken and Three Forks
The Bakken and Three Forks formations (Fig. 3 ) occur in the Williston Basin, which is a large sedimentary basin extending through North Dakota, Montana and South Dakota in the U.S., and Saskatchewan and Manitoba in Canada. The Bakken petroleum system consists of the Bakken, Lower Lodgepole, and Upper Three Forks formations. The Bakken formation is divided into three members: an upper shale, a productive middle layer of silty dolostone and sandstone, and a lower shale. The upper and lower Bakken members consist of organic rich shales that act as the source rocks for the rest of the petroleum system (Sonnenberg et al. 2011 ). Natural fracture swarms correspond to "sweet spots" of high production. These swarms can be created by the regional stress field, local structures, and/or hydrocarbon pore pressure. The most important type of fracture swarms is related to the regional stress field, which causes fractures to be orientated NE-SW (Sonnenberg et al. 2011) . Fracture swarms occur around prominent features, such as the Nesson, Billings, and Cedar Creek anticlines. Fractures are also associated with small folds caused by salt dissolution of the Prarie salt, which is located 900 -1,000 feet below the Bakken (Sonnenberg et al. 2011) . The Bakken formation is also regionally overpressured which leads to the formation of natural fractures. The frequency and distribution of these fractures are related to the source rock thickness and the level of thermal maturity (Pitman et al. 2001) .
The porosity in the Middle Bakken is in the range of 4% to 12%, and the water saturation ranges between 25% and 60%, depending on the location in the basin (Sitchler et al. 2013) . Permeability measurements range from 0 to 20 millidarcies. In the middle member, the effective permeability averages 0.04 millidarcies. Rocks in the middle member with permeabilities greater than 0.01 millidarcies often contain natural fractures (Pitman et al. 2001 ). The total organic content (TOC) averages 11 wt. %.
The Three Forks is sourced by the Lower Bakken Shale. It consists of silty dolostone to fine-grained dolomitic sandstone ranging from 25 ft to 250 ft thick. It can be divided into three units (upper, middle, and lower) with the upper member being the primary target. The upper member has a thickness of up to 40 ft. Producing sections of this formation have porosities in the range of 5% to 10% and permeabilities less than 0.05 md. Similarly to the Bakken, production is heavily influenced by the presence of natural fractures (Sonnenberg 2015) .
Wolfcamp
The Wolfcamp formation (Fig. 4) is located in the Permian Basin of West Texas and Southeast New Mexico. It is bound by the Diablo Platform and the Pedernal Uplift to the west; the Matador Arch to the north, and the Marathon-Ouchita Thrust Belt to the south. The Permian is divided into two major basins:the deeper Delaware to the west and the Midland to the east by the Central Basin Platform. The Wolfcamp is a thick stacked play of about 1,750 ft thickness and lies below the Spraberry and Dean formations that form the Spraberry Trend field. The Wolfcamp is commonly divided by operating companies into at least 4 major intervals: the Wolfcamp A, B, C, and D. Each Wolfcamp zone can be further divided into two units: a high volume of clay, ductile "flooding surface" interval which has minimal carbonate shedding, and a more brittle, calcite-rich,carbonate "bench" interval. Operators attempt to land wells into the more brittle carbonate "bench" interval in order to have optimal fracture development (Zakhour et al. 2015) . The Wolfcamp A is more carbonate rich and overlies the Wolfcamp B, which contains less carbonate and more quartz, and tends to be more organic-rich. The Wolfcamp C is more clay-rich and is very thick. The Wolfcamp D is cyclical, containing multiple parasequences of carbonate and clay rich layers. Of the intervals produced, Wolfcamp B has been the most prolific. There are significant spatialvariationsin lithology within the Wolfcamp, especially near the basin margins because ofcarbonate rich debris flows from the Central Basin Platform (Mohan 2013) .
Two dominant sets of natural fractures have been interpreted from cores and logs. NE-trending fractures are dominant,whileNW trending fractures are subjugate. This implies a NE-SW oriented paleo-stress (Lorenz et al. 2002) . The present stress field trends E-W and a series of large-scale, east-west trending thrust faults occur across the Midland Basin. The fracture density increases closer to these faults. This higher fracture density correlates with higher oil production up to a point close to the fault, where a significant increase in water production is experienced (White et al. 2014 ).
History Matching
In this work, a commercial reservoir simulator and its associated automatic history matching software are used to investigate each of the studied continuum models. A hybrid modeling approach based on the one proposed by Wu et al. (2014) is used to investigate the four fracture models we considered. This model involves a discrete representation of the primary hydraulic fracture and a continuum approach to represent the matrix, the natural fractures, and the SRV. A representation of the entire completed horizontal length of the well, which may have over one hundred hydraulic fractures, would have a large number of gridblocks and take considerable time to simulate and history match; instead a symmetry element describing a single perforation cluster is created to reduce the model's run time and speed up the history matching process. The symmetry element assumes a homogeneous reservoir and that the hydraulic fractures have identical geometry and conductivity. The production associated with the symmetry element corresponds to the theoretical production each perforation cluster contributes to the overall production.
The primary hydraulic fracture is represented by a discrete, single porosity gridblock using the method presented by Rubin (2010) , who showed that a thin fracture (on the order of 0.001 ft.) can be represented as a two-foot-wide gridblock by scaling the permeability to maintain the equivalent conductivity. Due to the large pressure drops experienced within a short distance from the fracture face, local grid refinement is used in the vicinity of the hydraulic fracture to capture the details of this pressure drop and to improve the accuracy of the simulation. In order to represent the complex fracture networks generated by the hydraulic fracturing process, the possibility of a SRV of enhanced permeability is included in the model. An example of this model containing a planar hydraulic fracture and SRV is shown in Fig. In this study, we evaluate production data from ten wells in the Eagle Ford, and five wells each from the Bakken, Three Forks, and Wolfcamp. For each well, a symmetry element representation is generated using one of the four continuum fracture models (ECM, DP, DK, or MINC) previously discussed to represent the matrix, natural fractures, and SRV. The MINC model used in this study does not allow matrix-to-matrix flow and subdivides the matrix blocks into four equal volumes which all have the same properties. Note that the MINC concept, as initially proposed by Pruess (1983) , involves different properties in each one of the shells (subdomains) into which the matrix is subdivided. 
Field Example -Well EF-10
The details of the history matching process used to evaluate each continuum model is demonstrated using a select well, EF-10. Well EF-10 is located in the Eagle Ford black oil window. No log or core datawere available from this well or a related offset well. We used typical ranges of parameter values to constrain the history match. The ranges of the parameter values that we used are presented in Table 1 . The initial parameter values required to generate the simulation model were estimated as the arithmetic mean of the high and low values of each respective parameter except for the matrix permeability, which was estimated using the logarithmic mean. There were 452 days of production data available for Well EF-10. Fig. presents an overview of the production history and calculated bottomhole flowing pressure for this well. During the entire length of the investigated production period, the reservoir remained undersaturated: the gas-oil-ratio was constant and pressure was consistently above the bubble point pressure (3,474 psia). During early times, water flowback from the hydraulic fracturing operation had a significant influence on the well production by depressing the oil production. At later times, there appeared to be water metering issues. The bottomhole pressure decreased continually during the production period, i.e., there was no constant bottomhole pressure at any time. Well EF-10 was completed with an 18-stage slickwater treatment along a 4,828 ft lateral with an 80 acre drainage area (660 ft well spacing). Each stage had an average spacing of 268 ft and 4 perforations, with an average cluster spacing of 67 ft. An average of 47.4 barrels of fracturing fluid and 1,290.6 pounds of proppant per foot were placed during the treatment. The proppants used consisted of a combination of 30/50, 40/70, and 100 sized sands. The average surface treatment pressure and rate were approximately 9,800 psi and 80 bpm, respectively. Estimates of a formation thickness of 150 ft and a pressure gradient of 0.83 psi/ ft were obtained from maps generated by Tian et al. (2014) .
Rate Transient Analysis (RTA) was first performed to obtain initial guesses of the effective permeability and of the hydraulic fracture half-length by determining which values allow the model to provide the best fit of the field data. Theresulting Log-Log (Fig. 9a) and Blasingame (Fig. 9b) diagnostic plots of the field data and of the analytical model match obtained from the RTA are shown below. The resulting estimate of effective permeability is 3.69×10 −4 mD and hydraulic fracture half-length of 196 feet. Once the RTA is complete, the simulation models are generated. The models are populated with the mean of the typical values listed in Table 1 , and with the hydraulic fracture half-length and effective permeability estimates obtained from RTA. In addition to the reservoir and fracture properties, the relative permeability curves of the matrix are included as history matching parameters. The model is constrained by the total surface liquid rate. The history matching process is then performed.
Table presents the optimized parameters (estimated through history-matching) for well EF-10that correspond to each fracture model. There seems to be relative agreement between the matched parameters regardless of the fracture model. The matched permeabilities are on the same order of magnitude with each other. It is interesting that the dual porosity match has a higher matrix permeability than the ECM match. The matched porosities are on the low end of the allowed range. Similar natural fracture characteristics are found among the multi-continuum models. The matched fracture half-lengths also show generally good agreement with the RTA results. The major difference between models is the MINC model, the best match of which does not show the existence of a SRV. Although this could also be interpreted as there being a SRV that drains the entire width of the symmetry element whichis a common characteristic of wells with a large number of closely spaced fracture stages (Chu et al. 2012) . This is supported by the MINC model having the highestnatural fracture permeability and the width of other model's SRVs almost extend the width of the symmetry element (67 ft). Fig. 10 shows comparisons of the measured rates and of the calculated bottomhole pressure to those obtained from the simulations using the optimized (history-matched) valuesfor each fracture model. Visual inspection indicates that all the models show similar rate and pressure matches. Excellent matches are obtained of oil (Fig. 10a) and gas (Fig. 10b) rates. The slight spike (above the field data) in the simulated gas rates at around 400 days appears to be the result of a measurement error in the field gas rates. It correlates to the corresponding spike in the measured oil production at the same time but the increase in gas production from the solution gas is not seen. All models provide a good match of water production (Fig. 10c) to the field observations at early times,but the matches begin to deviate from field data after about t = 200 days (attributed to the previously-identified metering issues). Pressure matches (Fig. 10d) are also good for all models, but especially so for the multiple continuum cases. The ECM shows slight mismatches with the field pressure data around t = 160 days (when a short shut in period occurs) and at late times (at which the pressure continues to decline instead of approaching a constant value like the remaining models and field data show). For this well, all models showed an acceptable match, with the dual porosity model resulting in the minimum history match error. 
Guidelines
Once the production from each of the studied wells has been matched (to the extent possible) using each of the fracture models, we attempt to identify the particular model that yields the lowest history match error and any model that can be considered "sufficiently applicable"to each well. We define that a model is considered "applicable" for representing a well if an engineer upon obtaining the history-matched results would consider the match sufficiently adequate not to perform further investigation using other models. We assumed that a model is applicable if the history match error is within 10% of the lowest history match error for a given well, i.e. if the lowest error for a well is 10%, any model resulting in an error of less than 11% is considered applicable; or the history match error obtained with a model is less than 5 percent. This screening criteria is applied to the history match errors of each studied well. We identify and discuss the regional trends of model applicability within each reservoir. In the following tables, the models with the lowest history match error for a well are shaded green while the models that meet the criteria to be considered "sufficiently applicable" are shaded yellow. Models that do not meet any of the screening criterion are shaded red.
Eagle Ford
In the Eagle Ford, Table 3 , it is shown that the dual porosity model, closely followed by the MINC model, provide the best match in the majority of the wells. The dual permeability model provided the most accurate match only in a single occasion, while the ECM never provided the best match. It is interesting that the two models that provide the best results do not allow matrix to matrix flow. It is not obvious which particular model should be used in the history matching process. Applying the secondary screen criteria, the dual porosity model is applicable 90% of the time,while the MINC model is applicable 80% of the time. The remaining multi-continuum model, dual permeability, is applicable just 60% of the time. Again, a trend of models not accounting for matrix-to-matrix flow providing accurate results is seen. 
Bakken
In the Bakken, Table 4 , the dual permeability model provides the best match for the majority of the wells. The MINC model occasionally provides the best results while the ECM and dual porosity model never do. The Bakken is the only reservoir where a model can be recommended by just reviewing which one provides the lowest history match error. Applying the secondary screen criteria, the dual permeability is always applicable, while the MINC model is applicable 80% of the time. It is interesting that while the MINC model is almost always applicable, the dual porosity model is never applicable. The Bakken tends to have a higher permeability compared to the Eagle Ford, which explains why accounting for matrix-tomatrix flow using the dual permeability model is essential for providing accurate results. 
Three Forks
In the Three Forks, Table 5 , it is shown that the ECM gives the best match 60 percent of the time with the MINC model following at 40%. The dual porosity and permeability models never provide the best match. The Three Forks is the only reservoir in this study in which the ECM provides the best match. From the core samples previously discussed, the effective permeability of the Three Forks is higher than the Bakken. This could explain why the ECM can be successfully applied in this reservoir. Applying the secondary screen criteria, the dual permeability model is always applicable in the Three Forks due to its higher permeability while the MINC model is applicable 80% of the time. The ECM is applicable 60% of the time while the dual porosity model is applicable just 20%. It is interesting that the ECM is most likely to be the most accurate but it is not that most applicable. 
Wolfcamp
In the Wolfcamp, Table 6 , both the dual porosity and permeability models provide the most accurate results in an equal number of wells. The MINC model also occasionally provides the most accurate results. Applying the secondary screen criteria, the dual porosity model is the most applicable, being applicable in 80% of the studied wells. The dual permeability model is the second most applicable, being acceptable for 60% of the wells. The ECM and MINC are both applicable in just one of the studied wells each. Thus, they should not be considered when developing a simulation study for the Wolfcamp. 
Recommendations
As seen in Tables 3 through 6, the accuracy of the model can vary from well to well within the same reservoir. For example, in the Eagle Ford (Table 3) , in some wells such as EF-10, all of the models result in similar history match error and can all be considered appropriate. In other wells, such as EF-1, the choice of one model over another could almost double the history match error. The variance of the abilityof a model to represent a particular well within a reservoir can be attributed to thelateral heterogeneity of rock properties within the reservoir. Within a given reservoir, there can be a number of sub-layers of shale with varying properties and productivity (Baihly et al. 2010 ). Zones of more brittle, lower stress rocks with more natural fractures and higher porosity and permeability are the most productive. The variance in texture, mineral composition, and material properties between layersof rock can also give rise to highlyheterogeneous stress profiles (Suarez-Rivera et al. 2005) . The characteristics of the created fracture network within each of these zones of different reservoir quality could be best represented using a particular fracture model, but with the provided well data the geologic heterogeneity is impossible for us to quantify and account for.
Despite the differences in model accuracy applied to wells within each reservoir, we attempt to recommend a model for each reservoir to initiallyuse in a simulation study. The frequency with which a particular model provides the best match of the field data within each reservoir is presented in Table 7 . If a model providesconsistently the lowest history match error, it is shaded green, indicating that themodel should be used as a starting point for a simulation study in that reservoir. If no recommendation can yet be made, the model is shaded red. As can be seen in the table, at this point in the analysis only one recommendation can be made: to use the dual permeability model in the Bakken. For the other reservoirs, two potential recommended models begin to emerge. In the Eagle Ford, the dual porosity and MINC models have a nearly equal frequency of providing the lowest history match error. In the Three Forks, it is the ECM and the MINC model and in the Wolfcamp it is the dual porosity and permeability models. Next, the frequency with which a model meets the criteria to be "applicable" for a given well is investigated and presented in Table 8 . The recommended models for each reservoir are shaded green while models that are not recommended are shaded in red. These results show the importance of modeling the multi continuum behavior of the flow through natural and stimulated natural fractures in ULP reservoirs. The ECMconsistently fails to provide applicable results in the majority of wells. There is a correlation between reservoirs with higher permeability being better described by the dual permeability model, while reservoirs with lower permeability are adequately matched using the dual porosity model. As the permeability increases, flow through the matrix becomes sufficiently significant to require inclusion in and consideration by the model. This conclusion is in agreement with the recommendations from the literature that model applicability depends on the matrix permeability (Moridis et al. 2010; Rubin 2010) . When designing simulation studies, we recommend the following models as starting points for each reservoir: for the Eagle Ford and the Wolfcamp, the dual porosity model should be used, and for the Bakken and Three Forks the dual permeability model should be used in the history matching process. Care must be made to evaluate if the results obtained using the recommended models agree with data from other sources for the particular well being simulated.
Summary and Conclusions
In this work, the goal is to provide a set of guidelines for the early selection of fracture models when performing numerical simulation of ultra-low permeability reservoirs. This is accomplished by history matching production data from the Eagle Ford, Bakken, Three Forks, and Wolfcamp formations. In each case, one of four continuum models: the equivalent continuum model, the dual porosity model, the dual permeability model, or the multiple interactive continua model; are used to represent the matrix, the natural fractures, and the SRV.
Models that provide satisfactory representation of field measurements are then selected for further analysis and agreement of the matched properties with other sources is confirmed. This is repeated over all the reservoirs under investigation and regional trends in model applicability are identified. Although it is possible to identify some general trends of particular models having better suitability for certain reservoirs, there is not a sufficiently strong indication to support authoritative guidelines for model applicability. Instead we present recommendations as a starting point in a simulation study. The choice of the fracture model should ultimately be confirmed on an individual well basis. The recommended models appear to be correlated with the average permeability of the reservoir. Reservoirs with relatively high permeability require a dual permeability model for a satisfactory match of production data. The reverse is true in tighter reservoirs where the dual porosity model often is applicable. These findings are in line with the conceptual underpinnings of the models, as related to the permeability conditions in the reservoirs.
Based on this work, we state the following conclusions:
• Regional trends in the recommended fracture model can be identified, but ultimately the best model varies from well to well within a given reservoir.
• The applicability of fracture models appears to be related to the reservoir permeability. In lower permeability reservoirs, the dual porosity model is applicable more than the dual permeability model. In higher permeability reservoirs, the opposite is true.
• It is essential to account for the multi-continuum behavior associated with natural and induced fractures to accurately simulate ULP reservoirs.
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