Abstract: The paper is concerned with an improvement over the symmetric accelerated overrelaxation (SAOR) method for an iterative solution of large linear systems. At first, the conjugate gradient (CG) acceleration procedure is introduced to the SAOR method, and the non-adaptive SAOR-CG algorithm is developed. Next, the adaptive procedure to determine automatically the CG parameters (v,,. p,,) and the SAOR parameters (y. w) is constructed. Based on the adaptive procedure, the adaptive SAOR-CG algorithm is proposed, and its characteristics are shown with numerical experiments.
Introduction
The successive overrelaxation (SOR) method has been used widely in engineering fields as an interative solution of the large linear system Au=b (1) where A is the real N X N nonsingular matrix, b is the N X 1 given vector and u is the N X 1 vector to be determined. The symmetric SOR (SSOR) method [ll] has been also developed in order to apply some acceleration procedures and to improve its convergence. In [4, 5] , the accelerated SSOR methods with the conjugate gradient procedure (SSOR-CG) and the Chebyshev (or semi-iterative) procedure (SSOR-SI) appeared. Recently the accelerated overrelaxation (AOR) method was introduced by Hadjidimos [2] , which was an iterative method accelerated with two parameters (y, w) [7] . By an analogy with the SSOR method the authors have developed the symmetric AOR (SAOR) method [9, 10] . It has been proved that except for some special cases [l] the optimum AOR method has the same convergence rate as the optimum SOR method [2, 8] .
However, the optimum SOR parameter w, which minimizes the spectral radius of the SOR iteration matrix, cannot always be found out in actual cases. For pratical use of the SOR method, the users could not help employing some parameter. Thus it can be suggested that the AOR method is more extensive than the SOR one since it involves the extrapolation parameter s ( = w/y) as well as the acceleration one y. In particular, adopting the red/black ordering [ll] , the AOR method converges faster [6] . In a similar consideration to the above, it may be suggested that the SAOR method is also more significant than the SSOR method, and thus it should be studied to accelerate the convergence of the SAOR method. Contrary to the SSOR method, an acceleration on the SAOR method has not been investigated at all, up to the present. The authors will propose in this paper two versions of the CG acceleration on the SAOR method: One is a non-adaptive version (non-adaptive SAOR-CG algorithm) in which the SAOR parameters (y, o) are fixed; and the other is an adaptive version (adaptive SAOR-CG algorithm) in which (y, w) are determined automatically and adaptively. Moreover, they will show some numerical results on the adaptive SAOR-CG algorithm and give a comparison with the nonadaptive SAOR-CG algorithm, the optimum SOR algorithm and the adaptive SSOR-CG algorithm.
Symmetric accelerated overrelaxation (SAOR) method
Consider a large linear system in the form of (l), and assume here that the coefficient matrix A is symmetric and positive definite. Without loss of generality, we also may assume that A is split as
A=I-L-U
(2) where I is the identity, and L and U are the lower and upper triangular parts of A, respectively. Then for the nth iterated vector u ("I, the SAOR method is defined [3, 9, 10] as
and
y and w are respectively called the acceleration parameter and the overrelaxation parameter, and &y, w) and o( y, o) are the corresponding iteration matrices to the forward AOR and backward AOR methods [3, 10] , respectively, expressed as
=I-w(I-yL)-lA (5) and
=I-~Q(I-~U)-~A.
Eliminating u o+*i2) from (5) and (6), we obtain @+l)= H(y, w)u(")+ k(y, a)
where H(y, o) is the SAOR iteration matrix, and it4 is defined by
in which B( = L + U) is the Jacobi iteration iteration matrix of the SSOR method [lo] .
3. SAOR-CG algorithm matrix. Notice that for y = w is equivalent to the Now let A"' be the square root of A 1111. Then we can define the matrices H'(y, w), L'(Y, a\ and o( Y, o) similar to H( y, o), L( y, w) and ir( y, w), respectively, as follows: 
in which m(B) and M(B) are respectively the minimum and maximum eigenvalues of B, then the real symmetric matrix M given by (9) is proved to be positive definite (see [3] ). From the relation in (8), we obtain
which is symmetric and positive definite. Hence we can use the Al/* as a symmetrization matrix [4] required in the application of the conjugate gradient (CG) acceleration to the SAOR method. Let us define the nth iterated vector u (n) during our SAOR-CG algorithm as &+n = &+hn+1 iv+ IP)
where a(") is the pseudo-residual vector represented by 
From (18) and (19) Instead of IV, we employ the A1/2 in (19) and (20). The non-adaptive version is the algorithm which iterates simply the formulas (17)- (21) with some fixed (y, w) until a suitable criterion for convergence (e.g. (36)) is achieved. Our procedure based on the above formulas (17)- (21) are showed in the flowchart of Fig. 1 . The convergence domain for the non-adaptive SAOR-CG algorithm becomes larger with respect to the SAOR parameters (y, o) than for the SAOR method. Really, we can see Fig. 2 . The fact may be extensively available for the determination of ( y, w) during the adaptive procedure.
Adaptive SAOR-CG algorithm
Let us introduce the adaptive procedure to the SAOR-CG algorithm in order to obtain the maximum convergence rate in each iteration, in which the finally resulting algorithm is called the Adaptive SAOR-CG algorithms. Our adaptive algorithm involves two procedures: one is the stopping procedure which tests whether the convergence has been achieved or not; the other is the estimation procedure which determines the SAOR parameters ( y, w) adaptively.
Stopping procedure
A stopping test is expressed [4] as where E(") is the nth error vector defined by E(") = u(") -U in which vector, and M, is an estimate eigenvalue of H(y, w) computed from ME = MLJ
Here Tn,q is the symmetric and tridiagonal matrix given by
E is the exact solution
. . .
of which the maximum eigenvalue M (T,,,) is computed by the method of bisection. After the parameter change we set q = n. [ 121 We assume that 
Estimation procedure
then the spectral radius of the SSOR iteration matrix H( y, y) is minimized and is given by
Thus we can surely obtain the minimized spectral radius of the SSOR iteration matrix H(Y, Y). Furthermore, by use of the parameter s( = o/y), it is possible to determine computationally the overrelaxation parameter o so that
The parameter s is a strategy parameter that may be chosen in the interval [0.95,1.10]. For example, we can see Fig. 5 . If s = 1.0, then of course our algorithm is equivalent to the SSOR-CG algorithm. It is significant to note that our SSOR-CG algorithm is different from the Hayes-Young's version [5] because of the symmetrization matrix W. However instead of y and w we actually work with ME(B) such that ME(B) < M(B), if nothing better is available, let Ma(B) = 0. After each iteration, we compute M, = M( T,.,), and then we change Ma(B) if
where
and F is called the damping factor to be chosen in the interval [0.65, 0.851. Having decided to change the parameters (y, w), we compute new ME(B) from 
All the iterative procedures of the adaptive SAOR-CG algorithm are shown in the flowchart of Fig. 3 .
Numerical experiments
In order to test our algorithm three types of model problems were carried out which involve the generalized Dirichlet problem with the partial differential equation (34) in the unit square (0 < x Q 1, 0 <y < l), where U = 0 is imposed on the whole boundary. Various chaises of the coefficients ,4(x, y) and C(x, y) [12] are considered. Now, we deal with the first type (MODEL 1) that A(x, y) = 1 and C(x, y) = 1, i.e., Laplace's equation aZlJ/ax2 + a2u/ay2 = 0.
(35) The five-points difference formula is adopted for the discretization of the model problems. All the iterative algorithms to be iterated vector u(") is satisfied 11 e(n) I[,,$'/2 < 5 = 10-6 treated in the numerical experiments are terminated when the by the criterion (36) where E(") is the n th error vector for the exact solution U. The initial vector U(O) is also chosen such that all its elements are equal to be 1/(1/h -l), in which h is the square mesh size.
Characteristics of adaptive SAOR-CG algorithm
At first we shall expose the characteristics of the adaptive SAOR-CG algorithm. Fig. 4 shows the required numbers of iterations for convergence in connection with the damping factor F. If we work with F being very close to unity, we can see that the parameters (y, w) are changing very frequently. With too small values of F, they are not changing often enough. However, as seen from the result in the Fig. 4 , the effectiveness of the adaptive procedure is relatively insensitive to F. A typical value of F in our adaptive procedure is 0.85. Table 1, Table 2, Table 3 and Table 4 show how the SAOR parameters (y, o) have changed during the adaptive processes with the damping factors F = 0.65, 0.75, 0.85 and 0.95. Since our SAOR-CG algorithm is much less sensitive to the choice of the SAOR parameters (y, o) (see Fig. 2 ), we can expect a fast convergence for a rough estimation of (y, w).
Comparison with other algorithms
Next we shall compare the adaptive SAOR-CG algorithm with the non-adaptive SAOR-CG algorithm, the optimum SOR algorithm and the adaptive SSOR-CG algorithm. As the aforemen- tioned, the adaptive SSOR-CG algorithm we call here is different from the Hayes-Young's version because of the symmetrization matrix W. Table 5 gives the required numbers of iterations for convergence in the adaptive SAOR-CG algorithm, the non-adaptive SAOR-CG algorithm, the optimum SOR algorithm and the SAOR algorithm. In the non-adaptive SAOR-CG algorithm, the SAOR parameters (y, w) are fixed as (y, w) = (1.40, 1.54) and (yb, wb), where y* and wb are given by (26) and (28). Also the SOR parameter w is taken as the optimum value Spectral radius versus parameter s( = u/y) for SAOR iteration matrix.
From the result in Table 5 we can find that the SAOR method is accelerated and improved considerably by the CG acceleration procedure. For the adaptive SAOR-CG algorithm the parameter s in (28) is chosen ad s = 0.99 for the time being because as seen from the result in Fig. 5 and iterations for convergence between the Adaptive SAOR-CG and the Adaptive SSOR-CG algorithms is slight for this problem (MODEL l), as will be presumed from the result in Fig. 5 which shows the spectral radius of the SAOR iteration matrix versus the parameter s( = o/y). In practice, plotting the line of the required numbers of iterations for convergence corresponding to the changing parameters s, the above fact is clear. However, even if this adaptive procedure has determined no good parameter y for more general problems, the adaptive SAOR-CG algorithm including the parameter s will display its own power as expected from the result in Fig. 7 .
Further applications
We try to test the feasibility of the adaptive SAOR-CG algorithm for more general problems, i.e., we choose the coefficients A(x, y) and C(x, y) in (34) as in Table 6 and Table 7 . Table 6  and Table 7 show how the SAOR parameters (y, w) have changed during the adaptive process with F = 0.85. In order to clear that the adaptive SAOR-CG algorithm is more advantageous than the adaptive SSOR-CG algorithm, we present Fig. 7 . Figure. 7 shows clearly that there exist many points (s # 1) which are better in diminishing the required numbers of iterations for convergence than the point (s = 1) of the adaptive SSOR-CG algorithm. The fact means that enough fast convergence can be achieved by the various chaises of the parameter s in the adaptive SAOR-CG algorithm. For the comparison purposes, we show in Table 8 It is clear from the result in Table 8 that the adaptive SAOR-CG algorithm guarantes its feasibility and efficiency. 
Conclusion
In the present paper, we have proposed the adaptive SAOR-CG algorithm, based on (i) the formulation of the SAOR method, (ii) the introduction of the CG acceleration procedure and (iii) the development of the adaptive procedure for the SAOR parameters (y, w). In particular, the above (iii) has originated for an improvement over the SAOR method. In numerical experiments, we have made the following observations on the Adaptive SAOR-CG algorithm: (i) The SAOR method is accelerated considerably by the adaptive and/or the CG procedures. (ii) The SAOR parameters (y, w) are determined automatically, moreover adaptively, hence it is possible to apply our algorithm to such more general problems that one cannot work the SOR method well since the optimum or nearly optimum parameter o is not available. (iii) Even in the case that the adaptive procedure estimates no good parameter, the responsibility of the adaptive procedure can be taken by the introduction of the parameter s. Finally, it is concluded that the proposed adaptive SAOR-CG algorithm is efficient and feasible for an iterative solution of large linear systems.
