A major need of precision-oriented retrieval systems is the availability of high-level indexing languages which can allow the representation and the manipulation of elaborated concepts for both indexing and querying processes. Such elaborated knowledge representations, as the one developed in the RIME project, need in turn to be fully integrated within the underlying retrieval model to ensure proper and optimal use of this knowledge in the retrieval process. In this paper we present further developments of the fuzzy modal logic retrieval model which was first developed and experienced in the RIME project. These developments are precisely aimed towards a better integration of this model and knowledge representation. We show that Conceptual Graphs of Sowa have formal properties which allow a good formal control of this integration, and are inherently well adapted to IR requirements. This study has triggered extensions of the initial logic model and adaptations of the conceptual graphs' formalism which are also presented here. Finally the paper presents the way every notion of the theoretical retrieval model is expressed in terms of a derived operational model which has been implemented.
Introduction
A major need of precision-oriented retrieval systems is the availability of high-level indexing languages which allow the representation and the manipulation of elaborated concepts for both indexing languages and querying processes. Here the term "precision-oriented systems" has a more specific meaning than currently understood in IR: it refers to the classical meaning of high precision performances and to the ability to deal with "precise" -i.e. elaboratedconcepts. These two properties are mandatory for numerous application fields of IR where users are skilled specialists working in specific areas. Good examples of such applications fields are experienced within the RIME [2] and ELEN [6] projects developed in the CLIPS-IMAG laboratory: namely Software Reuse for ELEN and Medicine for RIME. In such environments, specialists are either engineers or physicians, corpuses are software component databases or medical reports and images. What characterizes these users is their information needs and their requirements about information retrieval: being domain specialists they use high level, precise, intricate notions in their current activities, and they need to communicate with a retrieval system using this level of domain concepts. A consequence is of course that they require from the retrieval system to process their queries at this level of conceptual expression: they often cannot support for a long time poor precision performances due to inadequate indexing languages.
The RIME and ELEN projects constitute the framework we have designed for investigating precision-oriented information retrieval systems: RIME is more specifically dedicated to multimedia information retrieval in medical information. The project deals with corpuses combining textual information from medical reports and related X-ray pictures. ELEN is a more recent project dedicated to complex object information retrieval whose application domain is Software Reuse. Experimentations of this prototype are on their way using corpuses of UNIX and LOOPS software libraries.
The RIME experience
The underlying model of RIME is based on the paradigm introduced in [21] by Van Rijsbergen [25] . According to this model, the certainty for a document D to be relevant to a query Q is related to the certainty of the logical implication D ! Q. This implication is evaluated according to a given logic which of course encompasses the notions of documents' and queries' semantic content. This general definition is expressed by P(D ! Q), where P 2 is a function which estimates the certainty of the implication. This approach fits our needs because it makes explicit, coherent use of knowledge as a basis of the matching process between queries and documents.
In [25] and [19] , we can find demonstrations that all previous retrieval model can be expressed in terms of the logical model. We think that aside from this property of generality, the main interest of the logic-based approach is that it is the only one which can provide a formal framework for designing "intelligent" matching processes involving knowledge and deduction mechanisms. All models used in IR are based on the representation of a set of "concepts" representing the semantic content of a document. Only few of them take into account the relations existing between these concepts. Explicit use of these relations is an efficient way of reducing the ambiguity of indexes and query concepts, improves the expression of "precise" concepts, and thus enables the system to fulfill the precision-oriented retrieval requirements introduced before.
The first formal instantiation of this logical model has been proposed in the RIME project. A more general discussion about logic and retrieval model can be found in [27, 17] . In this project, we designed a theoretical model based on fuzzy modal logic from which we derived an operational model which has been implemented. This operational model was entirely inspired from the Artificial Intelligence area (Prolog and Conceptual Dependency). where P K expresses that the evaluation of P is related to the use of a knowledge base K. Function P provides a continuous evaluation of the implications' certainty, while function F combines these two certainties in a final evaluation of R K (D;Q) that expresses system relevance.
Principles of the Fuzzy Modal Logic Retrieval Model
We must note that the symbol ! cannot be understood directly in a formal logical sense but rather in an more intuitive way. In [20, pp 478] Nie says that a document is considered to be a set of sentences that are interpreted into a predefined semantic. He adds that a query is usually a single sentence and for a document D to be a relevant answer for a query Q, it must "imply" the query. We think that this intuitive notion of implication is a good way to analyze the relationship between users' needs and documents, though it covers only a part of the complex problem of IR. So we agree with Nie when he says in [20, pp 478 ] that in information retrieval, this implication is always "plausible" rather than "strict". A measure of implication strength (or certainty measure) has then to be associated with it, and the key point of this proposal is now to find a formal approximation of this symbol using a formalized logic.
From the theoretical point of view, there are three ways for evaluating P K (X ! Y ), called evaluation principles (see [20, pp486] ). These principles are based on the certainties related to the modification of either the knowledge base K used for proving the implication, the premise X, or the conclusion Y of the implication.
The second principle of evaluation proposes a convenient way for computing this measure in practice. According to it, the measure of P K (X ! Y ) is related to the certainty of the semantic transformations applied to X, needed to prove X ! Y . The theoretical model proposed by RIME bases this demonstration on modal logic where worlds (see below) represent the various possible (and possibly uncertain) deduction steps of this proof.
We propose the following meaning for the information retrieval implication !. We propose to declare X ! Y certain 3 iff X j = Y . In logic the symbol j = is used when one deals with the semantic of formula: logic languages are formally described by a syntax and by a semantic that usually consist in translations of formulas into an other mathematical world where the notion of truth exists either under the form of values (finite or not) or under the form of sets. For example, in classical propositional logic, the semantic of a formula (also called interpretation or model in for example [8, 9] ) are expressed using a function from the variable set of the language to a binary set fV;Fg(see [8, pp 29] ). The semantic of a formula is then an element of fV;Fgcomputed via combination functions associated to logical operators. The assertion M j = A, often read as "the interpretation of M validates the formula A", means in classical logic that M is an interpretation 4 that makes A true. In classical logic, one can also use this symbol j = between a set of formulas and a formula A. The meaning of j = A, read as " validate A" or "A is a semantic consequence of ", is that any interpretation validating formulas of , validates the formula A. So, when we write A j = B for two formulas A and B, this also means fAg j = B (see [8, pp 31] ). Consequently, without any formal mistake, in A j = B, we can either view A as a formula or as an interpretation that models the formula A.
In modal logic, formulas are evaluated in relation to a set of interpretations called worlds. Therefore, X ! Y is certain iff j = S X Y , which means that Y is true in the world X for a Kripke structure S. This structure S includes the set of all possible worlds and the way they are linked: from a world one may go to several other possible worlds (but usually not all). Transitions between possible worlds are structured in a graph, according to a relation which expresses truth values for allowed transitions. When applying the second evaluation principle to IR, and if X stands for a document D and Y stands for a query Q, worlds correspond to semantic interpretations of the document considered as a logical proposition, Q is a formula whose truth has to be proved in a given world (an interpretation of the document's content).
A so-called modal operator is introduced to express the fact that a formula may be true depending on the existence of a possible world where Y is true. This property is expressed by the modal operator called possibility. Conversely, when a formula is true in all possible world, the formula is said to be certain which is expressed by the modal operator 2 called necessity. 3 The term certain is rarely used in logic but as the symbol ! does not yet belong to a formal language of a formalized logic, we cannot explain yet what we mean using this symbol in terms of formal properties such as logical validity, satisfaisability, etc. 4 We prefer to use the word "model" for interpretations that make true a given formula. Then we say that this interpretation "models" this formula, or that it is a model for this formula.
Extending a Logic-Based Retrieval Model With Algebraic Knowledge
According to these definitions, the fact that
Y and not j = S X Y . Finally, the fact that P K (X ! Y ) is false, or P K (X ! Y ) = 0 , is equivalent 5 to j = S X 2:Y . System knowledge K are represented by the way the set of world are structured. So the parameter K appears implicitly in the Kripke structure S and the result is a model based on truth values rather than on validity.
This application of modal logic to IR models was then extended to fuzzy modal logic by Nie mainly to obtain continuous evaluations of the certainty function P, instead of the binary truth values of standard modal logic. Details may be found about these aspects in [19] .
Knowledge representation in RIME
Medical knowledge extracted from medical reports was first represented using a formalism derived from the notion of Conceptual Dependency [23] . This knowledge representation is mainly based on tree structures whose terminal nodes are atomic domain concepts, while non terminal nodes are semantic operators. Domain concepts represent the lowest level of semantic representation for documents and queries, and semantic operators allow the expression of more elaborated, structured concepts by combining either domain or already existing structured concepts.
This principle is applied recursively to define complex semantic structures which express accurately the semantic content of full sentences of medical reports or natural language queries. The indexing language based on this principle is completely defined by a grammar which is used to control the construction of allowed (i.e. meaningful, relevant) concepts. Each non-terminal of this grammar corresponds to a semantic class of the corresponding concept. The grammar thus fixes both the language structure and its semantics. For more details about this model and the corresponding indexing process see [2] . As an example the following concept is derived from the natural language sentence: "opacity of the lung'': Domain atomic concepts here are "density", "increased", "lung", while symbols noted between square brackets are semantic operators. Capital bold symbols refer to semantic classes of the attached concept (a tree). The operator [has-for-value] denotes a valuation relationship between "density" and its observed value "increased" (i.e. abnormal), and the corresponding subtree is a concept of the semantic class SIGN. As an example of detailed expression of concepts (explicitly required by the radiologists) mentioned before, one may note that the original notion of "opacity" (of an area of the X-ray picture) in the sentence is expressed by the non-atomic concept of "increased density" (of the grays in an area of the picture).
The Matching Process in RIME
As a direct application of the second evaluation principle presented above, the matching process implemented in the operational model of RIME is based on a set of rules which are used to prove that a semantic expression D representing the semantic content of a document, implies another semantic expression Q representing the semantic content of the query. These semantic expressions could not be understood as formulas of a logic because only the expression language and some derivation rules were described in RIME: there is no deduction nor truth values. Moreover, this model was a first practical attempt to use a complex index language and a rule-based retrieval. This first pragmatic approach moreover has led us forward to the use of formal logics. All these rules are correct in the sense that they do correspond to real cases where the implication may formally be demonstrated, with a certainty 0 < c 1 . The problem here is that though being correct, this rule set is defined in extension. Then how to be sure that this extension is complete according to the general problem of proving that A ! c B for any configuration of A and B ?
This constitutes a considerable limitation of the operational model: given a query Q we cannot then be certain that every document which logically implies Q will be retrieved. Only those satisfying the above set of rules will be retrieved. The problem here is clearly a lack of formalization : the derivation scheme of RIME does not refer to any logical nor algebraic formal model. Said in other words, this means that what we need as part of the retrieval model is a knowledge model whose formal properties ensure a definition in intention of all these cases. If this can be done, the matching process between D and Q will make full use of these properties and we shall be certain that no relevant case will be omitted when designing the matching function within the operational model. Demonstrating that Conceptual Graphs fulfill these requirements (and of course the one related to adequate expressive power of complex concepts) is the main goal of the next section.
Guidelines of a general graph model of index
Logic modeling and semantic graphs are well known tools used for knowledge representation and we shall investigate later the relationship between these two points of view. Let's focus for now on graph-oriented knowledge representations we use to express concepts, and the kind of knowledge that is necessary to build them. The requirements we decided to consider about knowledge representation are the following: description of complex interrelated concepts organized in a taxonomy. control of the consistency of what can be expressed. consideration of IR specific requirements (uncertain knowledge). coupling with a theoretical model to ensure controlled properties of derived operational models (see the discussion in the previous section). efficiency consideration concerning derived matching and searching processes.
In this section we discuss why in our opinion the Conceptual Graphs fulfill some of these requirements, and we propose adaptations needed to satisfy those which are not fulfilled by this formalism in its original definition.
Index and knowledge model
The point we are starting from is a knowledge representation named by Sowa [24] Conceptual Graphs. We have chosen this representation for the following reasons: the knowledge structure representation is a graph of concepts and semantic relations. Taxonomies for concept and relation types are available. the use of algebraic construction operators enable some control on generated conceptual structures. These We shall develop all these points later, after a presentation of the basic definitions and properties of Conceptual Graphs, as they are given by Sowa [24] . Then we shall focus on some useful features we have added to make this formalism more suitable to the previous requirements.
Building semantic structures with algebraic operators: the Conceptual Graphs

Definitions
This model for knowledge representation is based on two general principles: the knowledge base includes the notion of concept taxonomy and may be derived from a set of canonical graphs and algebraic operators. Formally, a conceptual graph is a bipartite graph of concepts and conceptual relations. A concept has a type (which corresponds to a semantic class) and a referent (which corresponds to an instantiation of the class). A conceptual relation has only a type.
Both relation types and concept types are organized in a taxonomy (a lattice). Referents are items which have to conform to a related concept type. This conformity relation is transitive among the taxonomy lattice: for example, The syntax of conceptual graphs used in this paper is defined as follow using a BNF grammar. It is a small subset of the one defined in [10] . For simplification we shall restrain ourself to a grammar describing the most basic features of CG. Note that the bold brackets [ ] denote options in the following rules: 
Definition 3 (Well formed concept) A concept is well formed if the referent is generic (noted *), specific (noted #) or if the named individual marker satisfies the conformity relation with the concept type. We say then that this referent belongs to the denotation of the concept type.
The taxonomy of conceptual types can also be defined in terms of type denotations.
Definition 4 (Type taxonomy) The taxonomy of conceptual types is built from the set inclusion of type denotations.
To make clear the linear syntax used to describe graphs in this paper, we precise the notion of concept equality: are reflexive graphs made from only one concept and one conceptual relation. There are some cases left to be discussed concerning named referents and types. Let's consider the following graphs:
The informal meaning for the first graph is "there is at least one A connected to at least one B which are the same", and for the second, we would like it to mean that "x is an A connected to the same x that is a B". By "x is an A" we mean that x belongs to the denotation of A. Consequently the denotations of A and B are two sets whose intersection must not be empty to ensure that we can associate some meaning to these graphs. An informal meaning of the last graph can be that "there is a relation out going to A and B". Although this graph can be obtained using the grammar, we are not convince these graphs could have an interressing use in IR model: in our experiments off manual indexing, only graphs with conceptual relation in the same direction seems useful. Moreover, the semantic of this third graph does not seem obvious. We then propose the following definition of "well formed graph", which will be used throughout this paper as the formal definition of Conceptual Graphs.
Definition 6 (Well formed conceptual graph) A conceptual graph is well formed iff all concepts are well formed and if two concepts of the graph with the same named referent (generic or specific) have the same type and if every conceptual relation has exactly one incoming link and one outgoing link.
Using this restriction, the tree previous graphs are not well formed. From now, we will only consider with well formed graphs.
Four elementary operators are used to build graphs from existing ones, a given taxonomy of concepts and relations. For the definition of the join operator presented after, we must first precise the notion of common concepts in one graph or between two graphs.
Definition 7 (Common concept) Two concepts of one or two graphs are common if they share the same type and referent (both generic or both specific).
Obviously, two equal concepts are common concepts but the reverse is false. The four operators apply only on well formed graphs and produce only well formed graphs:
Copy: if w is a conceptual graph then the copy u of w is a conceptual graph with is a duplicate of w. We must notice that without a definition of equality on graphs, we cannot decide if the copy operator produces a new graph equal to the original one. We shall then propose later a definition of equality on graphs to solve this problem.
Restriction: A graph is restricted when a concept type or a relation type is replaced by a subtype, or when the referent of a generic concept is replaced by an individual marker. Join: two graphs having one common concept can be joined to form one graph by sharing this common concept. 
Informal semantic of operators
The initial CG formalism was presented in [24] and as Wermelinger says in the abstract of [26] 
, Conceptual Structures (CS) Theory is a logic-based knowledge representation formalism. To show that conceptual graphs have the power of first-order logic, it is necessary to have a mapping between both formalisms. A proof system, i.e. axioms and inference rules, for conceptual graphs is also useful. It must be sound (no false statement is derived from a true one) and complete (all possible tautologies can be derived from the axioms). [..] Sowa's original definition of the mapping is incomplete, incorrect, inconsistent and unintuitive, and the proof system is incomplete too".
Unfortunately, there exists by now no complete formal semantics for this formalism. Our attempt here is to propose an informal and intuitive meaning for the CG formalism used here after.
Axiom 1 (Informal meaning of operators)
The four graph operators (copy, restriction, simplification and join) reduce the "possible meaning" of an obtained graph because they are specialization operators.
If we accept this axiom, one can understand axiom 2 since the relation on graphs is defined using the four operators.
Axiom 2 (Informal meaning of graph order) The graph relation expresses a specialization relation.
The relationship is of extreme importance for the IR area: G G 0 expresses the fact that one graph G is derived from another graph G 0 . This means in turn that G includes the meaning contained in G 0 because G 0 is more "general" than G. We can also understand the previous axiom noticing that:
if G has been derived from G' by the join operator then G' is clearly included in G. if G has been derived from G' using the restriction operator then G contains at least one more specific concept than its corresponding in G'.
the two other operators correspond to trivial cases considering this inclusion.
We show in the next section that one can precise the meaning of this order when using the correspondence between graphs and first order logic. This correspondence is partial and possible only for the restricted formalism we use in this paper.
Partial order and join operator
The join operator can be defined in several different ways: using these different join operators, we can obtain different conceptual graphs with particular properties. Before that, we must define an equivalence relation on graphs stating be able under what conditions two graphs are equal. We first define the notion of sub-graph. consider a join on two common concepts in the same graph that we call internal join. The initially defined join on two different graphs is now called external join. It may be shown that using only the external join and the other operators ensures that the corresponding construction relation is a partial order. The main drawbacks of using only external is expression limitation: as the external join can be done only on on two different graphs, one cannot reduce two concept that turn to be the same. For example consider the following graph having one relation and two concepts:
Using a restriction on one concept we obtain:
When we restrict the other concept with the same referent we obtain a reflexive graph with only one concept and one relation:
We can obtain the same result considering first an internal join on the two generic concepts [A] and second a restriction of the concept. This example shows that the restriction operator can reduce the number of concepts in a graph. Thus this can be avoided by explicitly performing an internal join. This internal join enables the production of new smaller graphs. As a consequence, two graphs that are different at the topological point of view defined previously, will be considered as identical for the partial order. This results has also being obtained by Chein and Mugnier in [3, p 383 ]. Now an external join on graphs (1) and (2) produces:
One can restrict again the type OBJECT and obtain the graph:
Now using the internal join on concepts BOOK and the simplification operator, we obtain the graph:
The graphs (2) and (5) are equal. If we keep to the original definition of the partial order, then we must consider the paradox 1 2 3 4 2. Thus, graphs (2), (3) and (4) must be considered as equal from the point of view of the partial order ! Going back to more practical issues of IR, this means that, only one of these graphs may be used in an index. In fact, one can feel that these graphs are different from an intentional point of view.
Association of a first order formula to a conceptual graph
A most important statement of Sowa about conceptual graphs is that they can be mapped to first order logical formulas through a function noted . This mapping is not complete and an other mapping is proposed by Wermelinger in [26] .
As we use a restricted formalization of the original model, this mapping is easier to define: we propose a mapping only for well formed graphs.
1. Each concept is associated to a predicate of arity one whose name is equal to the concept type. The predicate variable is either a constant value equal to the concept referent, or a quantified independent variable. For example, the concept [T : # r ] is associated to the predicate T (r) while the generic concept [T : ] is associated to the logic formula 9xT(x).
2. Each relation is associated to a two place predicate whose name is equal to the relation type name. Predicate's parameters are those used in the predicates which correspond to the linked concepts.
3. For a conceptual graph u, (u) is the first order logical formula obtained from the conjunction of predicates of types 1) and 2) associated to all components of u.
More formally we propose the following transformation for a subset of graphs that have only binary conceptual relations: (C 1 (r) C 2 ) = ( C 1 ) r ( x 1 ; x 2 ) (C 2 ) where x 1 is a variable or a constant of the transformation of concept C 1 (idem for x 2 and C 2 ).
(C 1 ! (r) ! C 2 ) = ( C 1 ) r ( x 2 ; x 1 ) (C 2 ) where x 1 is a variable or a constant of the transformation of concept C 1 (idem for x 2 and C 2 ).
The transformation for a graph is a formula obtained with a conjunction of the previous transformations. We can transform the obtained formula by moving quantifiers at the beginning because all variables are bound with 9 without any ambiguity, and because we only use conjunctions: we do not use negations nor implications (see for example [1, p134] may be associated to the formula:
9xPROCEDURE(Open)^ActsOn(Open; x)^WINDOW (x)
In the next part, we go further and propose some logical behavior of graph operators.
Logical behavior of algebraic graphs operators
Based on this definition of function , we propose here some theorems relative to the semantic of the four algebraic operators. Instead of giving the proof of these theorems, we prefer to discuss on possible links between an algebraic system (Conceptual Graphs) and a logic system (First order logic), and advantages that may be found for Information Retrieval. However, for each theorem, we will introduce the elements that could be used to build a complete and formal proof. We first propose the basic notion of logical equivalence between graphs. 
Definition 12 (Logical equivalence)
Simplification
When two relations of the same type exist between two concepts, then one can remove a redundant relation. The obtained graph is simpler than the original one, but is also logically equivalent.
Theorem 1 (Simplify) If G 2 is a simplification of G 1 then (G 1 ) , (G 2 ).
This theorem may be proved directly from the definition of the function: when two relations R of the same type exists between the same two concepts and in the same direction, then the associated formula given by contains two instances of the predicate r(x; y) linked by a conjunction. However, the reverse of this theorem is not true: though the following graphs containing only one concept [A] and [A : x] are logically equivalent but there is no conceptual relations simplification 9 that leads from one to the other graph. Note that we loose an amount of "meaning" when using the transformation. There is no total correspondence between graph operators and these logic definitions.
Join
If we note by G 1 + C1;C2 G 2 the join between two graphs G 1 and G 2 on a common generic concepts C 1 of G 1 and C 2 of G 2 , we can propose: If we note by + C;C 0 G the unary operator expressing the internal join between two common concepts C and C 0 of a graph G with anonymous referents (generic or specific). . 9 However, one could introduce new operators that simplify a graph not only by removing redundant relations.
Restriction
We note the restriction R(G; C; C 0 ), where C 0 is a restricted concept of C. In the case of a referent restriction x to r, we propose the logical formula of the restricted graph as:
Theorem 4 (Referent restriction) (R(G; C(x); C(r))) , ( G ) ( x = r ) where x is a quantified variable and r is a constant (i.e. a referent).
When the restriction operator transforms a concept type C to C 0 , we have:
Properties
If we note by + all possible join operations, from these theorems we can easily deduce the following properties:
And finally we may deduce the following important property: This means in turn that the basic matching mechanism to be implemented at the operational level may be a demonstrator based on the four algebraic graph operators described before. We shall develop more precisely this important point in section 5 when introducing the projection operator. As we have now first order predicates as a basis for knowledge representation for documents and queries, we have to adapt the theoretical model to this kind of data (remembering that it was designed for logical propositions and formulae).
The extended theoretical model
The modal logic is based on formulae valuation in relation to a set of interpretations called a world [11, 5, 22] . According to propositional logic (zero order), an interpretation is a function that associates logical values to each proposition of the language (see for example [12, 8, 9] ). When we switch from one world to an other world, we may change the logical value of some variables and so the formulae may change their logical value. For example the formula tree pine is not true for all interpretations of the logic variables tree and pine, but one can imagine a world where this formula is true: it is enough to interpret pine as true.
In this part, we will extend the theoretical model proposed in [20, 21, 19] from propositional modal logic to first order modal logic. First of all, we recall the syntax of a first order language F: LetF 2 F : F ::= P(t 1 ; :::; t n )jF^F j:Fj9x i F withP 2 P ; t j 2 V [ N ; x i 2 V where F is the set of all formulae, P the set of the predicates, V the set of variables and N the set of name symbols. The t j stand for constants or variables and x i stand for variables. At first, a formula valuation j = S W F is no longer two-valued but becomes continuous and is noted now V S W (F ). This valuation is computed from a given valuation of the predicates in a given world and using a combination of: C w (P ). A modal interpretation is a set of worlds, where each world is a non modal interpretation of predicates and predicate variables. In the context of zero order modal logic that deals with propositions (and not with predicates), we don't have to consider the problem of what items are changing their interpretation when changes to other worlds occur, because we manipulate only one kind of entity (propositions, also called Boolean variables). When we want to shift to first order modal logic [7, 13, 16] , we have to decide between predicates and predicate variables, which change their interpretation.
The idea behind the computation of the truth value is a computation that searches among the possible world for the value of a formula in a given world. Therefore, in this formalization, we take the maximum between the truth value known in the starting world and the truth value of the evaluated formula in the possible worlds. So, for all predicates P 2 P we have: The main difference here from Nie's formalization [21] is the use of predicates: in binary logic, the existential quantifier in 9xf means that there exists an interpretation of x in D that makes true the formula f. In continuous logic, the logic value of 9xf is the maximum value of f when x is interpreted in the domain.
where x is a free variable of f, S 0 is an interpretation structure identical to S except for the interpretation of x which is constant and belongs to the domain of world w, and D(w) is a subset of the domain D: from lots of possible definitions of the existential quantifier interpretation, we choose the one based on domain inclusion. All first order formulae are expressed using a unique domain set D, and each world w is associated to a subset of the domain noted
D(w) D.
We can now construct worlds in which a formula f is true : we only have to reduce the domain D(w) to the elements which correspond to a true value of f. As the logic valuation must be continuous, we define the value of a quantified formula as the maximum value obtained among all possible interpretation of x in the domain D(w).
A logical model for conceptual graph based retrieval
As explained before, we use the extended theoretical model as a framework for the design of a further operational model based on Conceptual Graphs. At first, we show in this section how every notion of the theoretical model is expressed in terms of the operational model (or graphs). Also important in our point of view, we show how this theoretical model leads to the definition of an algebraic operator for the evaluation of matching between graphs. To do so, we have to choose a meaning for the domain set D introduced above.
Domain definition
As presented before, the function gives the expression of any conceptual graph in terms of first order formulae, the domain set D gives the interpretation of all predicate constants or variables. In the context of the Conceptual Graph formalism there exists the notion of percept. A percept belongs to the real world and consequently each referent has to be associated with a unique percept. Moreover, a concept is well formed (see [24, p87] ) if the percept associated to the referent conforms to the percept associated to the conceptual type. As an example, the concept [HUMAN : # John] is well formed if we interpret the referent John as the name of a human being, and the concept type HUMAN as the set of all human beings. We can write I(HUMAN ) : : I ( John), where :: is the conformity relation of conceptual graphs. From the logical point of view, the definition of D is then obvious: it is the set of all possible percept and then:
The interpretation function I, applied to predicate constants, associates every constant to a percept in D.
The interpretation function applied to a n-adic predicate is, by definition, a function of D n into B. We have shown that concepts are associated to monadic predicates by the function . We define the interpretation I(C) of this monadic predicate C in this way: if x is a referent and C a concept, and if x conforms to C, then I(C)[I(x)] = 1 which means that the interpretation function of C applied to the interpretation of x returns the true value.
We can now describe the other logical items of the model.
The set of worlds
Given the properties obtained with the logical expression of the algebraic operators, we have pointed out formally a relation between the graph partial order and the implication of the associated formula. This partial order is based on construction operators, and one can notice that any algebraic operator used to build the graphs can only add information to a given graph (or at least lets it intact). An interpretation of the above relation may then be stated as follows: a graph ). Therefore we may define a world w as the set of all models of the logical formula (G). As a consequence, the set W of all possible worlds is isomorphic to the set of all canonical graphs, which are correct conceptual graphs. The function C w gives a fuzzy valuation to a single predicate in a world w. A single predicate is associated either to a concept or to a conceptual relation. In the operational model we decided to restrain the valuation of C w (P ) to f0; 1g. Value 1 is assigned when the predicate P is true in the world w. This means that C w (P) = 1 if and only if (G) P, C w (P ) = 0 otherwise.
The way the evaluation function V S W (see x4) and the function are defined preserves the truth of the equivalence between partial order on graphs and the logical implication on associated logical formulae. The difference is that now expression (1) is asserted in a fuzzy modal logic instead of being related to a standard Boolean logic.
The knowledge certainty
In the Conceptual Graph representation, knowledge is stored in a canonical base, which is a set of primitive canonical graphs used to derive any possible canonical graphs. Now we show how the use of knowledge to build graphs, (i.e., to change to another world) can be associated to a certainty value. The way C w and V w are defined implies that given a world w associated to the first order formula (G), V w ((G)) = 1 means that all individual predicates of (G) 
From the IR point of view, and if we keep to the second evaluation principle, any document will correspond to a world, and the query will correspond to a formula. Retrieving the documents that satisfy the query will then correspond to find if there is a world (an interpretation of the document) where a non-null valuation V D ((Q)) of the query graph Q may be computed. Having V D ((Q)) = 1 means that the document associated to the word implies the query with a total certainty. This situation is encountered whenever there is a document D that corresponds to an exact specialization of Q (i.e. in this interpretation, every concept and relation in Q is found in D, either as a specialized expression or as its original expression).
In a more general case, we have to deal with documents that are not exact specializations of a given query. In that case, we use the possibility operator in the valuation of V The interpretation given here to the transition from a world to another possible world is the following: we have chosen (see ) to build the set of possible worlds in conformity to the set of all possible correct Conceptual Graphs (also called canonical graphs [24] ). To remain consistent with the previous definition, we base the relation on the partial order on graphs. Therefore, a change from a world w to another world w' is possible if there exists a way of ) associated to the transition between two worlds. Only heuristic considerations can lead the determination of such a valuation. We think that it might be related to a probabilistic modeling about the use of concepts in a given corpus or domain.
The Projection operator
The operational model leads us to the algebraic projection operator defined is [24] : If G 0 is a specialization of a graph G, there must exist a mapping from G to G 0 called a projection:
For each concept c in G, (c) is a restriction of c or is equal to c. This shows that the projection operator may be viewed as the basic retrieval operator: retrieving documents that imply query Q is equivalent to retrieving documents that contain a projection of Q. For example in figure 3 , graph G can be viewed as a query, and G 0 as a document index ( in that case the index of a LOOPS language method called "close" from the "window" class). The subgraph of G 0 containing darkened nodes corresponds to the projection of G. Note that in the projection, relation "Change state of" is a restriction of the corresponding relation "Acts on" of G. This is the same between concepts "Loops Method" of G and "Loops Method: window.close" of G 0 .
This subgraph defines the matching of G (the query) and G 0 (the document) in a retrieval process.
Guidelines for weighting
This theoretical model proposes an approach of what could be a matching between graphs, but it doesn't say much about the valuation in use. It only describes the way values expressing uncertainties about facts are used to compute an implication strength. Putting some restriction to this implication, we can define some rules to guide the weighting. 
Basic rules
Let's consider the set of all possible queries and documents. The implication graph is the one obtained by linking queries and documents that imply them self with a certainty equal to 1.
Definition 14 (Total implication) When the certainty of an implication is equal to 1, we call it a total implication :
In the following, we emphasize about the total implication and we propose to examine possible properties of this implication graph. At first, let us recall the notion of equivalence:
In the context of IR, logical equivalence expresses a perfect matching between a document and a query. The total implication between a document and a query, means that when we consider as true all the knowledge within the document, then the query is true. When this query may be true without taking into account the document content, this means in fact that the query expresses some more general assertion than the document. Thus we propose the obvious consistency rule as follows:
Rule 2 (Consistency) if P(X ! Y ) = 1 then Y is more "general" than X, thus X is more "specific".
The notion of "general" an "specific" introduced here is still informal. To be consistent with the meaning of the implication, and its use in the IR context, we must also notice that the implication is transitive:
Extending a Logic-Based Retrieval Model With Algebraic Knowledge Rule 3 (Transitivity) the total implication viewed as a relation is transitive.
As an extension to this rule, we must now consider the partial implication. When the certainty of an implication is not zero this expresses that there exists some way of transforming the premise to the conclusion of this implication. As an extension of the transitivity of the total implication, we introduce the fuzzy transitivity rule: Rule 4 (Fuzzy transitivity) if P(X ! Y ) 6 = 0 and P(Y ! Z) 6 = 0 then P(X ! Z) 6 = 0 .
Given these four basic rules, we can now analyze the possible cases of implication arising in the implication graph associated to a given query and a set of documents.
Basic cases of implication
Let us consider the set of all possible logical propositions, this set is organized in a graph where each vertices expresses a total implication. Each logical proposition can be used as an index for document or an expression for a query. Of course, in this graph, only few logical expressions are associated to actual documents. Figure 4 represents a possible set of formulae with their implication relation. For clarity, we hide the transitive relations. There always exists a logic formula that is implied by every formula, the so called T r u eformula. On the other hand, the F a l s eformula implies every other formula. T r u eis a formula which has the truth value T r u ein every interpretation, whereas F a l s eis a formula which has the truth value F a l s ein every interpretation. In the following, we will use A _: Aas a definition of T r u e , and A: Aas a definition for false, where A is a propositional predicate.
These two values are beyond the scope of our interest for IR: they can be used neither as index document nor as a query. When using this graph for indexing, some of these formulae will be used as actual index documents while every remaining formula is a possible query (see figure 5) . We can now examine all possible situations for a given query: The first case of Figure 6 corresponds to the rare case of the equivalence rule. The second possible situation is more frequent: here the query is an exact generalization of the document which is in then a possible good answer. In the third case of figure 6 , the document is an exact generalization of the query. Though possible, this situation is less usual than the former because documents generally contain more information than queries.
The three remaining cases (4,5 and 6) arise when no document can be found as an exact specialization of the query: we only have possible total implications with formulae that does not correspond to actual documents. Case 4 expresses there exist a virtual document that could be logically equivalent to the query. Case 5 expresses there exists such a virtual specialized document. It is more pertinent to consider the 6th case as a possible generalization of the query rather than a possible virtual document. For all these three cases, we must detail the notion of closed document to the query.
Fuzzy cases of implication
The three last implication cases (4,5 and 6) of Figure 6 are the most common ones in IR situations: when the user doesn't have any knowledge about the documents in the corpus, he often builds queries that partially implies some documents and rarely queries that totally imply a document. If there is no document implying or being implied by an intermediate formula, the value of the implication is equal to zero. Due to the transitive rule, the only two cases remain in the situation (see Figure 7) . ? ? Figure 7 : "Fuzzy case of implication"
In these two cases , there is no document implying or implied by the query, but there exists a formula implying or implied by both the document and the query. Thus, we consider that there exists a possible relation between them, because, there exist an uncertainty due to the query expression and due to the indexing. It is express in two fuzzy implication rules: These rules express the fact that if there exists a specific or generic formula for a document and a query not in total relation, then there exists a non null uncertain implication between them. This formula X can be viewed as a query or document modification (See Figure 8) . For example, in the first case, we could consider the query Q as being too specialized for this corpus, while in the second case, we would cope with uncertainty of document index.
?
? ? Figure 8 : "Document or query modification"
In fact, these rules are introduced as general guidelines for what could be a weaker valuation for the uncertain implication. In the following we go further and we consider situations involving two documents.
Precision rule
As we consider precision-oriented systems, we should favor the most specialized documents as responses. According to the consistency rule, the specialization is based on the reverse total implication. In the situation where one document ? D2 Q D1 Figure 9 : "Precision-oriented situation" D 1 implies the query Q and is implied by an other document D 2 , a precision oriented system would propose D 1 as a better response than D 2 (see Figure 9 ).
In this situation, the value of the reverse implication makes the difference to have: In this situation of precision oriented systems, this shows the importance of the value of the reverse implication for the computation of the final matching value. This preliminary idea has, in our opinion, to be further investigated, and could be related for example to the retrieval of structured documents: in the above examples, if D 1 were a section of document D 2 , both satisfying query Q, then the most precise (i.e. focussed) response would be section D 1 .
Conclusion
The first description of a formal retrieval model based on logic was proposed by Nie and this model used propositional modal logic (zero order). Experimentation within the RIME project has demonstrated the necessity of a better integration of knowledge representation in the retrieval model to guarantee full effectiveness of the retrieval process. This integration is possible when the chosen formalism for expressing and manipulating knowledge has clear and complete formal properties. We have proposed the use of Conceptual Graphs to fulfill these goals, and demonstrated how the basic properties and operators fit well with the problematic of logic-based information retrieval. The integration of this knowledge model in the theoretical model implied an extension of the latter to first order logic. This extension of the original model has also been detailed. Finally, we have shown how this extended theoretical model is used as a guideline for designing an operational model which is the basis of any implementation of the theoretical approach. In this framework, we had to define also a more precise semantics of Conceptual-Graph to investigate this formalism in our model. This led us to some classifications and simplification of Sowa's original model. One should also remind that some aspects of the above propositions still need further developments: our main goal here was to investigate an approach and see how it fits with IR requirements. The IR graph based approach has been studied in [14] to discover basic IR assumption expressed in derivation rules. This model is also use in the HYPERIME system [15] , an hyper-media extension to RIME, and EMIR [18] an image retrieval system. All these ideas have been developed and implemented within the ELEN project: implementation has been carried on using object-oriented languages (XEROX LOOPS language). The application field here is Software Reuse: an index language based on Conceptual Graphs has been developed for supporting the retrieval of software components within software libraries. The ELEN retrieval component, based on the projection operator presented before, has been tested on UNIX and LOOPS libraries. Operational optimizations of the prototype are on their way using C++ and O2 (an object oriented database system).
Going back to the previous statement of this paper saying that the RIME and ELEN projects are based on the same underlying retrieval model, theoretical and practical results of the ELEN project will allow us to improve and achieve the implementation of the RIME prototype in a fully operational environment based on object-oriented database (O2).
