In this paper, we consider multiple cache-enabled clients connected to multiple servers through an intermediate network. We design several topology-aware coding strategies for such networks. Based on the topology richness of the intermediate network, and types of coding operations at internal nodes, we define three classes of networks, namely, dedicated, flexible, and linear networks. For each class, we propose an achievable coding scheme, analyze its coding delay, and also compare it with an information theoretic lower bound. For flexible networks, we show that our scheme is order-optimal in terms of coding delay and, interestingly, the optimal memory-delay curve is achieved in certain regimes. In general, our results suggest that, in the case of networks with multiple servers, type of network topology can be exploited to reduce service delay.
I. INTRODUCTION
U NPRECEDENTED growth in transmit data volumes throughout the networks in recent years demands more efficient use of storage devices while providing high quality of service (QoS) to the users. Currently, large files are stored on servers and users' requests are stored in queues waiting to get service from them. Naturally, one approach to reduce congestion in such networks is to increase the service rate of such servers. However, this will put additional burden on such nodes. As the cost of storage devices has decreased over the years, another viable option is to provide geographical content replication in the network through use of the so-called low-capacity caching nodes. The idea of using such nodes for data replication and providing easier local access to data is already covered in the literature (see for example [1] - [6] ).
Recently, in their seminal work, Maddah-Ali and Niesen considered a single server network and have shown that through a two-phase cache placement and content delivery strategy, server load can be reduced inversely proportional to the total size of cache introduced in the network. In fact, in the cache placement phase, contents are stored on caches without knowing the actual demands of the users and in Fig. 1 . In the network model L servers are connected to K cache-enabled users via an intermediate network. We assume an error-free and delay-free network, such that the signal received at each user is a function of the signals transmitted by the servers at the same time slot. content delivery phase the server transmits packets to fulfill the demands. The fact that such global caching gain can be achieved in such network is surprising as the demands are not known apriori at the cache placement phase.
Maddah-Ali and Niesen's cache placement strategy is based on shattering each file into many pieces and only distributing them throughout the caching nodes without replication. It should be noted that such approach is in contrast to the conventional local cache placement strategies where a file or a single piece of it is replicated in caches. The astounding feature of their strategy is that transmission of a single packet at content delivery phase can then simultaneously serve several users. Imagine that two pieces of two files are stored at two different caches and each of them requires the piece available at the other. A single packet containing the sum of two packets can be sent to fulfill both users' demands. They have shown that their strategy is 12-approximation of the optimal strategy.
The network considered in [7] is a simple broadcast network where a packet transmitted by the server arrives unaltered at all users. A fundamental problem is to see how network topology affects the optimal coding strategy through both placement and delivery phases.
One of the simplest topologies is the tree network. In [8] , Maddah-Ali and Niesen proved that their original strategy can be used directly for such a network and what is needed to achieve 12-approximation of the optimal strategy is a simple topology-aware routing strategy at the internal nodes; An internal node routes a packet on its output port if the packet is useful for at least one of the port's children. 0018 -9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. While the topology-aware routing scheme for tree networks is shown to be an order-optimal solution, real-world topologies are much more sophisticated than the simple tree structure. In this paper, we characterize the effect of network topologies on code design and performance analysis of coded caching in a more general setup. In particular, we investigate a multiserver network topology where a set of servers are connected to the clients through an error-free and delay-free intermediate network of nodes (see Fig. 1 ). We assume that each node in the intermediate network can perform any causal processing on its input data, to generate its outgoing data. This can consist of simple routing or more sophisticated network coding schemes.
The objective considered in [7] is minimizing the traffic load imposed to the single server. However, in general, other objectives may be of higher importance when designing network operation strategy. One such key criterion is the service delay of the network which is specially critical in content delivery networks (see eg. [15] - [17] ). We define the service delay of the network as the total time required to serve any given set of the clients' requests for a specific strategy. We distinguish between two types of delay, Network Delay and Coding Delay. To be more precise, Network Delay is the time it takes for packets to be routed through the network and arrive at their requesting nodes. Naturally, Network Delay mainly captures the links and queues delays in the network which are intrinsic characteristics of the network. On the other hand, Coding Delay captures the transmission block length required to serve all the users for a specific coding strategy. In this paper, we focus on the Coding Delay and design strategies to minimize such delays.
We consider three classes of networks: 1-dedicated networks, 2-flexible networks, and 3-linear networks. These networks are characterized based on the richness of their internal connections, as shown in Fig. 2 . In each class, an important network topology aspect is the number of servers connected to the network, and their points of contact. In dedicated networks, we can dedicate each server to serve a fixed subset of clients, where each server can send a common message to its corresponding subset, interference-free from other servers. Although in dedicated networks the assignment of clients to the servers is fixed, in flexible networks the network topology is rich-enough to let us adapt these assignments during network operation. Finally, in linear networks we assume random linear network coding operations at the internal nodes. Consequently, in linear networks, the network input-output relation is characterized by a random matrix. As we show in this paper, in order to minimize the coding delay, designing the coding strategy for each class should carefully utilize the flexibility of that class. As will be shown subsequently, there exist coding strategies outperforming that of [8] for all of the three classes of networks. Interestingly, we obtain an order optimal solution for the flexible networks, and also, as has been recently shown in [22] , our scheme for the linear networks is also order optimal among one-shot schemes.
Finally, let us review some notations used in this paper. We use lower case bold-face symbols to represent vertical vectors, and upper case bold-face symbols to represent matrices. For any matrix A (vector a), matrix A t (horizontal vector a t ) denotes the transpose of matrix A (vector a). For any two vectors a and b, a t b represents the inner product of these two vectors, and for any vector a, a ⊥ shows that the condition a t a ⊥ = (a ⊥ ) t a = 0 is satisfied. For any two sets S 1 and S 2 , the set S 1 \S 2 consists of those elements of S 1 not present in S 2 . Also we define [K ] = {1, . . . , K } and N to be the set of natural numbers. Moreover, F q shows a finite field with q elements, and F a×b q denotes the set of all a-by-b matrices whose elements belong to F q . Finally, let x 1 , . . . , x m ∈ F q , then L(x 1 , . . . , x m ) is a random linear combination of x 1 , . . . , x m where the random coefficients are uniformly chosen from F q .
The rest of the paper is organized as follows. In Section II, we describe the network model and different classes of networks. In Section III, we review the main results of the paper, present some examples, and discuss their implications. The next two sections, i.e. Sections IV and V, present the details of the coding strategies proposed for flexible and linear networks, respectively. Finally, we conclude the paper in Section VI.
II. MODEL AND ASSUMPTIONS
Consider L servers connected to K users through a network. By network we mean a Directed Acyclic Graph (DAG) G = (V, E), in which the set of vertices V consists of internal nodes, and every edge e ∈ E on the graph represents an error-free and delay-free link with capacity of one symbol per channel use. Each server and each user is connected to the network by a single link with capacity of one symbol per channel use. At each channel use each node inside the network sends symbols on its output links based on (deterministic/random) functions of the symbols on its input links, without introducing any delay, where functions corresponding to different output ports need not be the same. Also, we assume that there is no inter-link interference. Data is represented by m-bit symbols which are members of a finite field F q , where q = 2 m . Consider a library of N files {W 1 , . . . , W N } each of F bits is available to all servers. Thus, each file will consist of f F/m symbols (which, without loss of generality, we assume to be an integer). Each user is also assumed to have a cache of size M f symbols. During its operation, the network experiences two different traffic conditions, namely low-peak and high-peak leading to different network transmission costs for the two conditions. Based on the given traffic condition, the network operates in two distinctive phases. The first phase that is performed during low-peak condition is called the cache content placement phase at which servers send data to the users without knowing the actual requests of the users. This data is cached at the users with the size constraint of M f symbols and is stored to be used in the future. In the second phase that is performed during high-peak network condition, each user requests one of the files (demand d k of user k denotes requesting file W d k ), and according to these requests the servers send proper packets over the network. Subsequently, upon receipt of packets over the network, users try to decode their requested files with the help of their own cache contents. Assuming that the cache content placement transmission delay during the low-peak condition puts no constraint on overall network performance, the goal is to design the cache content placement strategy such that the service delay at the time of content delivery is minimized.
Channel uses in the network are indexed by time slots t = 1, 2, . . . . At time slot t, servers transmit symbols s 1 (t), . . . , s L (t) and users receive symbols r 1 (t), . . . , r K (t) without delay. We consider the most general case, i.e.,
in which we have assumed that the network is memory-less across time slots. Functions g k (.) depend on the topology of the network and the local operations of the nodes inside the network. We define:
In the first phase, users store data from the servers without knowing the actual requests. The only concern in the first phase is respecting the memory constraint of each user. However, in the second phase, we focus on the time needed to deliver the requested files to the users. The second phase consists of T C time slots (channel uses). In other words, during the second phase, servers sequentially transmit s(1), s(2), . . . , s(T C ), and the users receive r(1), r(2), . . . , r(T C ). Consequently, T C (d 1 , . . . , d K ) is the number of time slots required to satisfy all the demands d 1 , . . . , d k . More formally, let us define:
We call matrices X ∈ F
, transmit and receive blocks, respectively. Then, a transmit block is called an achievable solution if user k can decode W d k upon receiving Y(k, 1), . . . , Y(k, T C ), and with the help of its cache contents, for all users k ∈ {1, . . . , K }. Then, we define the coding delay of this achievable solution for the request vector (d 1 , . . . , d K ) as the second dimension (i.e. number of columns) of X normalized to time slots required to transmit a single file through a link (i.e. f = F/m):
The optimum coding delay for each network topology is defined as:
where the minimization is over all achievable transmit block solutions and in-network causal node operations.
In this paper, we are interested in characterizing T * for a network, given its specific topology. For a given network topology, the network input-output relation depends on operational design of internal nodes. As we will show, the richer the network topology is, the broader the design space will be. Therefore, we consider the following three classes of network topologies:
• Dedicated Networks: In this class of networks, each packet transmitted by a server is routed to a fixed subset of the users. In other words, we can dedicate each server to a fixed subset of users, and this server can send packets to these users, concurrently and without interference to other servers. We assume these subsets to be non-overlapping so that each user is assigned to a single server. Also, we assume we can balance these assignments such that the number of users assigned to a server is almost the same for all servers. If network topology allows us to perform such assignments, we call the network a Dedicated Network. More formally, there exists a coding (in this case just routing would suffice) strategy at the network nodes such that there exists a partitioning {P 1 , . . . , P L } of
in which K is the smallest number larger than or equal to K which is divisible by L. Consider Fig. 2 -(a) in which L = 2 servers are connected to K = 4 users via a dedicated network. In this example, we have K = K , and it is easy to verify that we can find a routing strategy at intermediate nodes such that:
• Flexible Networks: In this class of networks, we assume that there exists a coding (routing) strategy at network nodes such that for every partitioning {P 1 , . . . , P L } of [K ] = {1, 2, . . . , K } we have:
It should be noted that in the dedicated networks, each server was assigned to a fixed subset of users, while in flexible networks we can flexibly change these assignments during the data delivery phase. In the example shown in It is obvious that every flexible network is a dedicated network, but the converse is not true. Hence, flexible networks are generally richer than dedicated networks in terms of their internal connectivity. • Linear Networks: In the aforementioned dedicated and flexible networks, the intermediate nodes should know the topology of the network in order to do a proper routing of their input data onto their output ports. However, in the case of linear networks, we assume that such knowledge is not available at intermediate nodes. Thus, we assume that each node generates a random linear combination of data at its input ports to be transmitted on its output ports. Consequently, the overall transmit and receive vectors of the network are linearly related at each time slot:
where
The matrix H is called the Network Transfer Matrix (NTM). Then, transmit and receive blocks are also linearly related:
In Linear Networks, we assume that network topology is rich-enough to guarantee that the elements of H are i.i.d. random variables. Similar to most existing papers employing random linear network coding, we assume large-enough q = 2 m to assure that NTM exhibits full rank matrix properties, with high probability [9] , [10] . Also, we assume uniform distribution on the elements of H, which is a proper assumption for large scale networks with many sources of randomness [11] - [14] . Finally, for later reference, define h k as
It should be noted that we assume a static network transfer matrix H, such that it does not change for the duration of T C time slots. As changes in the network transfer matrix is due to topology changes (e.g. failure of a node), such assumption is valid in most practical scenarios. Fig. 2 -(c) illustrates an example of a linear network in the case of L = 2 and K = 4. Finally, it should be noted that in this paper, we assume N ≥ K . Such assumption will lead to more clear presentation in the rest of this paper and will also exclude the possibility of using uncoded multi-casting schemes that may trivially be adopted for the case of small number of files. Extending the results to the case N < K is straightforward, and the readers are referred to [7] .
Remark 1: It should be noted that when determining the network type (namely, flexible, dedicated, or linear), assuming that each server (user) is connected to the network with a unitcapacity link is essential in arriving at this paper's results. However, if a server is connected to the network by a number of links (each of integer capacity) with the total capacity of t symbols per time slot, our model can accommodate this scenario by splitting this server into t separate servers, and then working with the new topology consisting of unit capacity links. This also can be done for internal links with integer capacity by replacing them with parallel unit-capacity links. However, this is not extensible to links connecting users to the network.
Remark 2: The random linear network coding approach at intermediate nodes is also used in other papers such as [18] - [20] , in the context of uni-casting via interference alignment.
III. MAIN RESULTS: REVIEW AND DISCUSSION
The simplest approach in designing a coding scheme for the multi-server case is to directly transform it to a single-server scenario and use the scheme presented in [7] . Such approach can be simply adopted by adding a Super Server node and connecting it with edges of infinite capacity to all other servers (see Fig. 3 ). As shown in [8] , we only need to route packets that are transmitted by the super-server to those users that can benefit from receiving them. For tree networks, such approach results in the following simple topology-aware routing scheme: at each interior node, the packets received at the input port benefiting at least one of the descendants of the node, is sent on the corresponding output port. As proved in [8] , the minimum traffic load imposed on each link, in the scaling sense, can be achieved by such simple routing scheme. Such approach also leads to an order-optimal coding delay for tree networks under our formulation.
A. Dedicated Networks
One can, however, think of another naive and simple approach to the multi-server problem. We can simply dedicate each server to a subset of users and make it responsible for satisfying the requests of the corresponding subset of users. It is clear that, in order to prevent congestion at a specific server, we should balance out loads of the servers so that each of L servers will be responsible for about K /L users. Consequently, one can easily arrive at the following theorem for the coding delay in dedicated networks:
Theorem 1: The coding delay for a dedicated network is upper bounded by a piecewise-linear curve with corner points
where K L M N ∈ N should be satisfied. The proof of Theorem 1 is straightforward, and thus, we just draw the main sketch here. First, let us review the main concept behind the coded caching scheme for a single server in a broadcast scenario [7] . In this case, if we do not have any cache at the users, it is clear that the server should in sequence send all the requested files to the users (considering that the users request different files). This will lead to a total amount of K f symbols to be transmitted. Since the server is only able to transmit a symbol in F q at each time slot, the number of required time slots will be K f (i.e. coding delay of K ). By providing cache at the users, the local caching gain will reduce the coding delay to K (1 − M N ). The main result in [7] indicates that by exploiting the additional global caching gain, the coding delay for K M/N ∈ N reduces to:
which is order optimal for this scenario.
As we extend to the multi-server case, let us assume for simplicity that K is divisible by L. Splitting the original L-server problem with K users into L single-server problems with K L users is possible in this case. Since the sub-networks may operate in parallel, the coding delay is further reduced to:
Since in any scheme we can benefit at most all the K users simultaneously, the total multi-casting gain of any scheme is at most K , and the denominator should be compared to K (by the min operator in the denominator of (10)). Extension to the case where K is not divisible by L can be accomplished by adding virtual users. The following example compares the above two naive approaches: Example 1: Consider the network shown in Fig. 4 for K = 4 users. We also assume the library contains N = 4 files, and each user can store M = 2 files during the cache content placement phase. By adding a super server a tree network is obtained, and in the delivery phase, the scheme in [8] suggests to send
symbols at the super server's output, where the rate R 1 is the load of the link illustrated in Fig. 4 (b) . In the scheme of [8] , at each node only those packets benefiting the descendants of an output port will be copied on that port. However, here each packet benefits 1 + K M N = 3 users, and thus should be copied on both output ports of node n 1 . This results in:
where R 1 and R 2 are link loads illustrated in Fig. 4 (b) . Since we assumed a capacity of one symbol per time slot for each internal edge, the delay of this scheme is:
time slots which is equivalent to the coding delay of 2 3 . At this stage, the key question is whether it is possible to further reduce the required number of time slots or not? In fact, with a closer look at this network it becomes evident that we can reduce this network to a dedicated network with:
Therefore, the original problem can be divided into two sub-problems (see Fig. 4 -(a)) and each server can address the load of its corresponding sub-network by: Fig. 4-(a) .
Since the sub-networks operate in parallel, the required number of time slots of this scheme will be
which is equivalent to the coding delay of 1 2 . The above example shows that although the scheme in [8] is order-optimal for tree networks, however, by designing a topology-aware scheme it may be possible to arrive at a better pre-constant factor.
Remark 3: The reason behind discussing dedicated networks is that this scheme is the simplest naive scheme, and we use it as our benchmark. This scheme is simple to implement in practice, where users are statically assigned to the servers. Also, analyzing this scheme clearly shows the effect of topology on the performance, indicating that topology-aware schemes dominate topology-oblivious schemes, as discussed in Example 1. 
B. Flexible Networks
Next, let us consider another class of networks with more flexibility, i.e. Flexible Networks. In such networks, similar to dedicated networks, we can assign a subset of users to each server, and the network allows parallel operation of the servers. However, unlike dedicated networks, such assignment can be changed arbitrarily in subsequent transmissions. Such extra freedom in user assignments allows a significant reduction in the coding delay as shown in the following example.
Example 2 (L = 2, K = 4, N = 4, M = 1): For a single server case, the scheme proposed in [7] achieves the following coding delay for M = 1:
In order to get a better insight on this result, consider Fig. 5 -(a) which shows the cache content placement and the delivery scheme for requests A, B, C, D by users 1, 2, 3, 4, respectively. In the cache content placement phase, each file is divided into four equal-sized parts and cached as shown in Fig. 5 -(a). In the delivery phase, the single server sends the following data in sequence:
As a result, six transmissions are required while each has the delay 1 4 f time slots. Thus, the total number of required time slots will be 6 4 f = 3 2 f , which is equivalent to the coding delay of 3 2 . In the above scheme, each transmission benefits a pair of users, and is of no value for the other pair.
If we have two servers, by the definition of flexible networks each server is able to transmit a given data to a pair of users simultaneously and interference-free from transmission of the other server. In 3 4 ). Thus, exploiting the extra flexibility of the network in this example results in the coding delay enhancement, compared with the single-server case (Origin server and the intended users of each message is summarized in Table I ).
In dedicated networks, we exploit the network topology to assign a fixed number of users to each server. In this way, a user receives packets only from a certain server and this assignment is fixed during the course of transmission. In flexible networks, however, at different time slots users can be served by different servers where the assignment strategy shows the cache placement and content delivery when we have just a single server, for the scheme of [7] . Sub-figure (b) shows the scheme suited to flexible networks where two servers are connected to the users. Each message shape (triangle or ellipse) shows the server which is origin of that message. Fig. 6 . In this figure, Server 1 and white packets are associated with Strategy 1, and Server 2 and gray packets are associated with Strategy 2. As time goes on, the subset of users associated with each server will change, so that each user will finally receive one packet from Server 1, and two packets from Server 2. In this figure we have shown three time slots, and the number inside each packet is the emission time slot of that packet.
is fixed for each server. We say server i has strategy p if each packet transmitted by this server serves exactly p users. Note that, the set of served users at each time slot may differ while the number of users is fixed. For instance, Fig. 6 shows two servers connected to three users through such flexible network. The white packets originating from server 1 are intended for one user and the gray packets originating from server 2 are intended for two users. Fig. 6 shows consequent transmissions in such network where Strategy 1 is associated with server 1 and Strategy 2 with server 2. The numbers inside each packet in Fig. 6 shows the transmission time stamp of that packet.
Consider server i with Strategy p i . Also, we assign a fraction f i symbols of each file to be delivered by Server i . In order to employ the scheme in [7] for this server, we allocate a memory of sizeM i symbols from all the users to be used only by Server i wherē
Therefore, Server i can deliver f i symbols to all the users in
time slots. We assume that a routing strategy exists where packets from different servers do not interfere with each other. In this case, the total delay is limited by the maximum delay of the servers. Therefore, in order to balance out the servers' loads, we can simply set:
where α does not depend on i and satisfies:
Therefore,
Since the total memory is M, we have
Hence, the coding delay will be
The aforementioned result is based on a strong assumption that a routing strategy exists for parallel and interference-free transmission of the packets. In Section IV, we show that such a strategy does in fact exist for flexible networks. The preceding discussion is a rough proof of the following Theorem:
Theorem 2: Suppose a flexible network with L servers. Then, for all Q ∈ {0, . . . , K − L} the following (M, T ) pairs (and the lower convex envelope of the points listed) are achievable
and thus lead to an upper bound for the optimum coding delay T * . Proof: See Section IV for the proof. In the following example, we present a network in which employing the flexible network strategy results will go beyond earlier results and paves the way for scaling improvement in the coding delay compared with the super-server strategy.
Example 3: Consider the network depicted in Fig. 7-(a) . In this network, L (an even number) servers are connected to K = L 2 /2 users via L intermediate nodes where each shows the result of applying the super-server strategy to this setup and using the scheme for tree networks in [8] . This example illustrates that treating a flexible network with the super-server strategy can result in a scaling increase in the coding delay.
intermediate node has dedicated links to all the users. We also assume:
In order to use the super-server strategy with the tree approach proposed in [8] , we need to choose an appropriate tree inside the network. It can be easily verified that the tree illustrated in Fig. 7-(b) is the best choice. Therefore, R 1 , the minimum rate of the super-server, is given by Fig. 7-(b) . The load R 2 on each server consists of those packets that are useful for at least a user which is a descendant of that server (load R 2 enters nodes n 1 , . . . , n K in Fig. 7-(b) ). We know that each packet benefits a subset of users of size:
Therefore, the ratio of packets routed on a specific edge to the total number of packets is:
for large L. Thus, almost a constant number of packets generated by the super server will be routed on each edge. This will result in a coding delay of:
A closer look at the network topology shows that the network is indeed flexible. Setting p i = L/2 which satisfies p i = K and using memory size M where
Theorem 2 can be used to achieve the following coding delay:
The above coding delay in (21) is not only a scaling improvement compared with the super-server tree-based strategy with coding delay (19) , but also the optimal coding delay. This is due to the fact that each user can store at most M N f symbols of each file. Also, it should be noted that this example does not contradict the optimality result presented for tree networks in [8] , since this network is not basically a tree.
The optimality of the preceding coding scheme can be generalized to any flexible network where K is divisible by L as the following theorem states. Theorem 3: If K is divisible by L, then the upper bound in Theorem 2 is optimal within a multiplicative constant gap.
Proof: See Section IV for the proof. Remark 4: The most interesting observation in flexible networks is that the proposed achievable scheme is order-optimal. In comparison with dedicated network as our benchmark, this reveals the flexibility needed in a network to arrive at the optimal coded caching performance.
C. Linear Networks
For flexible and topologically complex networks, finding a proper routing strategy that achieves the optimal coding delay may not be straightforward. To overcome this difficulty, internal nodes can perform simple random linear network coding which is oblivious to the network's topology. Although this strategy may not be optimal, it has the advantage of being practical and robust. In this way, the network model reduces to a linear network model and the following theorem provides an achievable coding delay for such networks.
Theorem 4: The coding delay for a linear network with L servers is upper bounded by a piecewise-linear curve with the corner points
where K M/N ∈ N should be satisfied.
Proof: See Section V for the proof. In linear networks, a packet intended for a certain number of users, in general, interferes with all other users. Proper pre-coding schemes can be adopted to reduce interference in such networks. Consequently, simultaneous transmission of multiple packets will further reduce network coding delay. In order to clarify the implications of Theorem 4, we present the following example:
Example 4 (K = 4, N = 4): Consider a network with K = N = 4. Using Theorem 4, the coding delay for any L ∈ {1, 2, 3, 4} is given by
The above delay is plotted in Fig. 8 for L ∈ {1, 2, 3, 4}. The problem for L = 1 reduces to that of [7] . For L = 4, we obtain a multiplexing gain of 4 by constructing four parallel interference-free links each from one server to one user (e.g. through Singular Value Decomposition) and the optimal coding delay is achieved. Networks with L ∈ {2, 3} are interesting cases where interference management is required to achieve the gain min(4, L + M) in the denominator. The detail of the coding strategy is rather involved and we delegate it to Appendices B and C. Remark 5: The most important observation is that in linear networks a new form of coding which has the benefits of both spatial multiplexing gains, and global/local caching gains are proposed. Interestingly, the results recently presented in [22] show that the achievable scheme from which the coding delay in Theorem 4 results is in fact order-optimal in linear networks. The setup in [22] is a cache-enabled wireless interference channel, and it should be noted that they prove this order-optimality among one-shot schemes. The optimal scheme, without the one-shot transmission constraint is an open problem.
IV. FLEXIBLE NETWORKS: DETAILS
In this section, we present an achievable scheme for the flexible networks leading to the result given in Theorem 2. We also provide a proof for the optimality result in Theorem 3 through cut-set analysis.
For the achievability part, we need to provide the cache content placement and content delivery strategies. Let us start with defining the following parameters: let Q ∈ {0, . . . , K −L} and consider an integer solution of the following equation:
where p L+1 = Q and p i ≥ 2, i = 1, . . . , L. We also define
Cache Content Placement Strategy: First, split each file W n into L sub-files
where W i n is of size α i x i f symbols. Then, split each sub-file W i n into α i equal-sized mini-files:
Finally, split each mini-file W i n,τ i into γ i equal-sized pico-files of size x f symbols:
where γ i is an integer number. For each user k, we cache picofile W i, j n,τ i if k ∈ τ i , for all possible i, j, n. Then, the required memory size for each user is:
which is consistent with the assumptions of Theorem 2.
Content Delivery Strategy: Define
to be the collection of all p i -subsets of [K ] for all i = 1, . . . L + 1.
The delivery phase consists of
Consider the transmit slot associated with the partition
where θ i ∈ 1, . . . , K p i . Then, the server i sends
to the subset of users P i θ i , interference-free from other servers, where the sum is in F q and is over all r ∈ P i θ i . Since we have assumed a flexible network, simultaneous transmissions by all servers is feasible. Also, the index N(P i θ i ) is chosen such that each new transmission consists of a fresh (not transmitted earlier) pico-file. Obviously, the virtual server L + 1 does not transmit any packet.
Since each pico-file consists of x f symbols, at each transmission slot we should send a block of size L-by-x f by the servers. Also, since this action should be performed for all K ! p 1 !... p L+1 ! slots, the coding delay of this scheme will be:
as stated in Theorem 2. Consequently, if we show that through the aforementioned number of transmit slots all users will be able to recover their requested files, the proof is complete.
Correctness Proof: The main theme of this scheme is to divide each file into L sub-files, and to assign each sub-file to a single server. Then, each server's task is to deliver the assigned sub-files to the desired users (see Fig. 9 ). Consider server i . This server handles sub-files W i n , n ∈ [N] through the following delivery tasks:
The above formulation leads to a single server problem [7] with files of size f i = α i x i f symbols. It can be easily verified that the proposed cache placement strategy for each sub-file mimics that of [7] for single-server problems. Therefore, if we demonstrate that this server is able to send a common message of size x i f symbols to all p i -subsets of users, then this server can handle this single-server problem successfully. However, in the above scheduling scheme, the server benefits each p i -subset of the users by a common message of size x f symbols (a pico-file size), γ i times. Consequently, the total volume of common message that this server is able to send to each p i -subset is γ i · x f = x i f symbols.
Since by proper scheduling scheme in flexible networks all servers can perform the same task simultaneously, all requested portions of files will be delivered. It should be noted that the portion of each file assigned to the virtual server is x L+1 = 0. Algorithm 1 presents the pseudo-code of the procedure described above.
To prove Theorem 3, we first state the following lemma: Lemma 1: The coding delay for a general network with L servers is lower bounded by
Proof: See Appendix A for the proof. The above lemma can be used to prove optimality of the proposed scheme in some range of parameters. The following corollary states the result. 
(27)
Proof: Theorem 2 states that all the (M − T ) pairs in (18) are achievable. By some simple calculations one can show that for these achievable pairs we have:
Therefore, if we put Q = 0 in Theorem 2, all the corresponding (M − T ) pairs satisfy
On the other hand, by considering the case of s = 1 in Lemma 1 we know that the optimal coding delay satisfies:
which is matched to our achievable coding delay. Therefore, by setting Q = 0 in Theorem 2, for all
the achievable coding delay is optimum. By minimizing the cache size, over all partitionings satisfying p 1 + · · · + p L = K , p i ≥ 2, the proof is complete.
There is an interesting intuition behind Eq. (28). In the proposed scheme for flexible networks, we assigned a subset of Q users to the virtual server, and all the other K − Q users benefited from other servers. Thus, through each transmission, the ratio K −Q K of users will be real users. This is exactly the coefficient that shows how close is the achieved delay to the optimal curve (1 − M/N). 
5:
x i ← γ i x, i = 1, . . . , L 6:
x L+1 ← 0 7: for all n ∈ [N] do 8: split W n into (W i n : i = 1, . . . , L) , where |W i n | = α i x i 9:
for all i = 1, . . . , L do 10: split W i n into (W i n,τ i : τ i ⊂ [K ], |τ i | = p i − 1) of equal size 11: for all τ i ⊂ [K ], |τ i | = p i − 1 do 12: split W i n,τ i into (W i, j n,τ i : j = 1, . . . , γ i ) of equal size 13: end for 14: end for 15: end for 16: for all k ∈ [K ] do 17: for all i = 1, . . . , L do 18 : 19: end for 20: end for 21 
for all i = 1, . . . , L do 33: Finally, we are ready to prove Theorem 3. We consider two regimes for cache sizes. First, we let
In the first regime where M ≥ M * , using Theorem 2 with Q = 0 and p 1 , . . . , p L = K L , we obtain:
As Corollary 1 states, for this case the optimal curve is achieved.
For the second regime where M < M * (such that K M/N ∈ N), set
Then, we obtain:
On the other hand, from Lemma 1 we have:
where the last inequality follows from [7] . This concludes the proof of Theorem 3.
V. LINEAR NETWORKS: DETAILS
In order to explain the main concepts behind the coding strategy proposed for linear networks, we will first present a simple example:
Example 5 (L = 2, K = 3, N = 3): In this example, we consider a network consisting of L = 2 servers, K = 3 users, and a library of N = 3 files, namely W 1 = A, W 2 = B, and W 3 = C. By definition of linear networks the input-output relation of this network is characterized by a 3-by-2 random matrix H. Lower and upper bounds for the coding delay of this setting are shown in Fig. 10 . The lower bound is due to Lemma 1 as follows:
The upper bound is due to Theorem 4 except the achievable pair (M, T ) = ( 1 3 , 1), which will be discussed later. We have also exploited the fact that the straight line connecting every two achievable points on the M − T curve is also achievable, as shown in [7] . In order to get a glimpse of the ideas of the coding strategy behind Theorem 4, next we discuss the achievable (M, T ) pair (1, 2 3 ). In this case, as we will show, we can benefit both from the local/global caching gain (provided by cache of each user), and the multiplexing gain (provided by multiple servers in the network). The question is how to design a scheme so that we can exploit both gains simultaneously.
In what follows we provide the solution:
Suppose that (without loss of generality) in the second phase, the first, second, and third users request files A, B, and C respectively. Assume that the cache content placement is similar to that of [7] : First, divide each file into three equalsized non-overlapping sub-files:
Then, put the following contents in the cache of users:
Let L(x 1 , . . . , x m ) be a random linear combination of x 1 , . . . , x m as defined earlier. Consequently, in this strategy, the two servers send the following transmit block:
where X ∈ F 2× 2 3 f q , and the random linear combination operator L(·, ·) operates on sub-files, in an element-wise manner, and h ⊥ i is an orthogonal vector to h i (i.e. h t i h ⊥ i = 0). Let us focus on the first user who will receive:
As the first user has already cached B 1 and C 1 in the first phase, by subtracting the effect of interference terms, the first user can recover:
which consists of two independent (with high probability for large field size q) linear combinations of A 2 and A 3 . By solving these independent linear equations, such user can decode A 2 and A 3 , and with the help of A 1 cached at the first phase, he can recover the whole requested file A. It can easily be verified that other users can also decode their requested files in a similar fashion. The transmit block size indicated in (31) is 2-by- 2 3 f , resulting in the coding delay T = 2 3 . Let us forget about one of the servers for a moment and assume we have just one server. Then, the scheme proposed in [7] only benefits two users per transmission through pure global caching gain. Also, in the case of two servers and no cache memory (the case of M = 0), we could design a scheme which benefited only two users through pure multiplexing gain. However, through the proposed strategy, we have designed a scheme which exploited both the global caching and multiplexing gains such that all the three users could take advantage from each transmission.
Finally, let us discuss the achievable pair (M, T ) = ( 1 3 , 1), where we need to adopt a different strategy. Assume we divide each of files A, B and C into three equal parts and fill the caches as follows:
Consequently, the servers transmit the following vectors:
. It can be easily verified that the first user receives A 2 , A 3 , and B 1 +C 1 . So, with the help of its cache content, it can decode the whole file A. Similarly, the other users can decode their requested files. As each block X i is a 2-by-f 3 matrix of symbols, the total coding delay required to fulfill the users' demands is T = 3 × 1 3 = 1. Example 4, also, discusses the coding delay for a linear network with four users. The details of the coding strategy of Example 4, which are provided at Appendices B and C, further clarify the basic ideas behind the proposed scheme.
In fact, with the help of cache content placement scheme, we can design a set of coded messages each useful for just a subset of users, and useless for the rest. Thus, the delivery scheme sends each coded message in the null space of the channels between the servers and those users not interested in that message. By considering the entire library available at all the servers this nulling process can collaboratively be accomplished.
In the rest of this section, we provide the formal proof of Theorem 4.
Cache Content Placement Strategy: The cache content placement phase is identical to [7] : Define t M K /N, and divide each file into K t non-overlapping sub-files as 1 :
where each sub-file consists of f / K t symbols. In the first phase, we store the sub-file W n,τ in the cache of user k if k ∈ τ . Therefore, the total amount of cache each user needs for this placement is:
We further divide each sub-file into
non-overlapping equal-sized mini-files as follows:
W n,τ = W j n,τ : j = 1, . . . ,
Thus, each mini-file consists of f / K t K −t −1 L−1 symbols. Content Delivery Strategy: Consider an arbitrary (t + L)subset of users denoted by S (i.e. S ⊆ [K ], |S| = t + L). For this specific subset S denote all (t + 1)-subsets of S by
which will result in the coding delay of
Algorithm 2 shows the pseudo-code of the aforementioned procedure for linear networks. for all n ∈ [N] do 4: split W n into (W n,τ : τ ⊂ [K ], |τ | = t) of equal size 5: for all τ ⊂ [K ], |τ | = t do 6: split W n,τ into (W j n,τ : j = 1, . . . , K −t −1 L−1 ) of equal size 7: end for 8: end for 9: for all k ∈ [K ] do 10 :
end for 12: end procedure 13: 14: procedure DELIVERY(W 1 , . . . , W N , d 1 , . . . , d K ) 15: t ← M K /N 16: for all T ⊆ [K ], |T | = t + 1 do 17: for all r ∈ T do 18: N(r, T \{r }) ← 1 19: end for 20: end for 21: for all S ⊆ [K ], |S| = t + L do 22: for all T ⊆ S, |T | = t + 1 do 23: end for 38: end procedure 1-The part already cached in this user at the first phase and constitutes of sub-files:
2-Those parts which should be delivered to this user through the content delivery strategy, which constitutes of sub-files:
Thus, since due to the following Lemma 4, the sub-files in the second category are successfully delivered to this user through the content delivery strategy, this user will decode the requested file. Moreover, since this user was arbitrarily chosen, all users will similarly decode their requested files.
Before proving Lemma 4 we need another lemma which is proved first:
Lemma 3: Suppose an arbitrary subset T ⊆ [K ] such that |T | = t + 1, and k ∈ T . Then, through the above content placement and delivery strategy, user k will be able to decode the sub-file W d k ,T \{k} .
Proof: Consider those transmissions which are assigned to the (t + L)-subsets which contain T . There exist K −t −1 L−1 of such subsets. Let us focus on one of them, namely S. Corresponding to S, the following transmit block is sent by the servers:
and subsequently, user k receives:
Let us focus on h t k X 1 (S):
where (a) follows from (38), (b) follows from the fact that 
which is a random linear combination of t +L−1 t mini-files desired by user k. However, since in (45) user k receives t +L−1 t independent random linear combinations of these mini-files, he can recover the whole set of mini-files:
Thus, for the T specified in this lemma, he can recover the mini-file W j d k ,T \{k} . Now, since there exist a total of K −t −1 L−1 (t + L)-subsets containing this specific T , by considering the transmissions corresponding to each, this user will recover
The distinctness is guaranteed by the appropriate updating of the index N(·, ·). These mini-files will recover the sub-file W d k ,T \{k} and the proof is concluded.
Lemma 4: Through the above content delivery strategy an arbitrary user k will be able to decode all the sub-files:
(48) Proof: Consider an arbitrary τ ⊆ [K ] such that |τ | = t, k ∈ τ . Define T = τ ∪ {k}. Then, due to Lemma 3, user k is able to decode W d k ,τ . Since τ was chosen arbitrarily, the proof is complete. 
VI. CONCLUSIONS
In this paper, we investigated coded caching in a multiserver network where servers are connected to multiple cacheenabled clients. Based on the topology of the network, we defined three types of networks, namely, dedicated, flexible, and linear networks. In dedicated and flexible networks, we assume that the internal nodes are aware of the network topology, and accordingly route the data. In linear networks, we assume no topology knowledge at internal nodes, and thus, internal nodes perform random linear network coding. We have shown that knowledge of type of network topology plays a key role in design of proper caching mechanisms in such networks. Our results show that all network types can benefit from both caching and multiplexing gains. In fact, in dedicated and linear networks the global caching and multiplexing gains appear in additive form. However, in flexible networks they appear in multiplicative form, leading to an order-optimal solution in terms of coding delay.
APPENDIX A CONVERSE PROOF
The proof is similar to the cut-set method presented in [7] . See Fig. 11 and let us concentrate on the first s users. Define X 1 to be the transmit block sent by the servers such that these users, with the help of their cache contents Z 1 , . . . , Z s , will be able to decode W 1 , . . . , W s . Also, define X 2 to be the block which enables the users to decode W s+1 , . . . , W 2s , and continue the same process such that X N/s is the block which enables the users to decode W s N/s −s+1 , . . . , W s N/s . Also, define R to be the maximum information needed to pass through the two cuts shown in the figure, by each transmit block transmission. Then we will have:
However, we have:
Now we can maximize on the free parameter s to arrive at the tightest bound, which concludes the proof.
APPENDIX B DETAILS OF EXAMPLE 4 (L = 2, N = 4, K = 4) In this appendix, we consider the scenario in Example 4 for the case of two servers. For each memory size M = 0, . . . , 4, we present the scheme which achieves the coding delay as stated in Example 4.
• M = 0: In this case, we do not have any cache space available at the users. Suppose we divide each file into three equal-sized non-overlapping parts:
Then, the servers transmit the following blocks, in sequence:
Let us focus on the first user which receives: First divide each file into 4 equal-sized non-overlapping sub-files:
and then, fill the caches as follows:
Consider the cache content placement used in [7] : First divide each file into 6 equal-sized non-overlapping sub-files:
In the second phase, we send the block of size 2-by-f 2 symbols as in (53), shown at the top of this page. Let us focus on the first user who receives:
This user also has the unwanted terms B 2 , B 3 , C 1 , C 3 , D 1 , D 2 in his cache, and after removing them from above linear combinations he has three different linear combinations of its required terms A 4 , A 5 , and A 6 . After solving these equations, and with the help of A 1 , A 2 , and A 3 stored in his cache, he can recover the whole file A. Similarly the other users are able to decode their required files. The transmit block stated in (53) is of size 2-by-f 2 , resulting in T = 1 2 . • M = 3: In this case, by the scheme proposed in [7] , all four users can get useful information through a single transmission from a single server. Thus, we cannot further reduce the delay by activating the other server. Thus, by activating just one server and based on [7] a coding delay of T = 1 4 time slots is obtained. • M = 4: In the case of M = 4, all four files can be stored in the cache of each user, and the required delivery delay in the second phase is zero T = 0.
APPENDIX C DETAILS OF EXAMPLE 4 (L = 3, N = 4, K = 4)
In this example, we consider the three server case in Example 4, and for all values of M = 0, . . . , 4 present the schemes that lead to achievable rates.
• M = 0: In this case, we do not have any cache space available at the user locations. Suppose we divide each file into three equal-sized non-overlapping parts:
The three servers can then send the following: 
where we require
In this example, since we have three dimensional transmit vectors (three servers) and |S\T | = 2, such vectors can be found. Let us focus on the first user who receives the terms in (56), as shown at the bottom of this page. The first user can then successfully decode its requested file. Similarly, the other users will also be able to decode their requested files. The transmission stated in (54) consists of four 3-by-f 3 blocks, resulting in T = 4 3 . • M = 1: The cache content placement is the same as [7] .
Then, the transmit block by the three servers is:
where (for ω = 1, 2, 3) we define X ω as in (57), shown at the bottom of this page. Now let us focus on the first user who receives:
Let us consider the first term as in (58), shown at the bottom of this page. As this user has cached B 1 , C 1 , D 1 in the first phase, it can remove these terms from this linear combination to obtain
Thus, user 1 can recover a linear combination of its requested sub-files from h t 1 X 1 . From, h t 1 X 2 and h t 1 X 3 he can obtain two other independent linear combinations from which he can recover all three subfiles A 2 , A 3 , A 4 . Since he already has A 1 in his cache, he can decode the whole A file. Similarly, all the other users can also decode their requested files. The transmit block stated in (59) consists of one 3-by- 3 4 f block, resulting in T = 3 4 . • M = 2: In this case, we only activate two of the servers and thus the problem reduces to the case with L = 2, N = 4, K = 4 for which we achieved T = 1 2 . • M = 3: In this case, we only activate one server and thus the problem reduces to [7] with T = 1 4 . • M = 4: In this case we have T = 0. (A 2 , A 3 , A 4 , C 1 , B 1 , D 1 ).
(58)
