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1. Introduction 
Consider the following initial value problem for the delay differential equation 
y ' ( t )=f( t ,y ( t ) ,y ( t -a( t ) ) ) ,  to<<.t<~x, O~ct(t)<~r, 
y(to)=Yo, y(t)=dp(t), to-r<~t<t o, (1) 
where y, q~ and f are m-vector valued functions and et is a piecewise continuous calar function. 
A solution of (1) is a function y which is continuous and piecewise differentiable on the interval (t 0, x) 
and satisfies (1) where y'(t o) means the right-hand erivative. 
Existence and uniqueness of the solution is guaranteed if f is continuous and Lipschitzian in the last two 
variables (see [6]) and q~ is piecewise continuous. In this case (1) has to be considered in the sense of right- 
and left-hand limit at the points t such that t - ix(t) = t o or t - a(t )  = ~ with ~ a jump-discontinuity of ~(t). 
Jump-discontinuity can occur in various derivatives of the solution even if f ,  a, ff are analytic in their 
arguments. Such jump-discontinuities, called 'pr imary discontinuities' are caused by the delay ct and 
propagate from t o as the order of the derivative increases. For each derivative, the location of the 
jump-discontinuities ~, depends upon a and upon the discontinuities of the lower derivatives. 
Since in this paper ct does riot depend on y(t) (no state-dependent delay) we shall consider the primary 
discontinuities to be known for sufficiently high-order derivatives so as to deal with subintervals of (t 0, x) 
where the solution is as smooth as necessary. 
Most of the methods proposed in the past few years are appropriate adjustments of the single and 
multi-step or Runge-Kutta methods for ODEs. Among them we quote Oberle and Pesch [14], Neves [12], 
Oppelstrup [15], Bock and Schlrder [3], McKee [11], Arndt [1], van der Houwen and Sommeijer [17]. All of 
them provide an approximate solution on a discrete set of points (t  i } and interpolation (preferably 
Hermitian interpolation, see [16]) is then necessary because of the delay. In the class of RK methods, 
interpolation is necessary even for constant delay and step-length, a submultiple of a. In any case it is 
necessary whenever the step-size control has to be done. 
It is known [12] that if the original code for ODEs has an order of consistency which is p, in order to 
preserve the same global order of convergence, an interpolation formula whose error is O(]AlP) is required, 
where Izal is the maximum step-size. Despite the mentioned result, Oberle and Pesch have observed that for 
Runge-Kutta-Fehlberg methods, a larger number of nodes in the Hermitian interpolation yields more 
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accurate results. On the other hand, the choice of more than two points of interpolation can cause some 
trouble, for in this case one has to find a compromise between two requirements which can contrast each 
other: ( i )to avoid jump-discontinuities on the interior nodes; (ii) to compute the interpolating polynomial 
on points which are as centered as possible with respect o the nodes. Furthermore when an higher-order 
method is employed, the amount of computations for the interpolation i creases considerably and can be 
more expensive than the evaluation of f.  
To overcome all these inconveniences it seems desirable to avoid interpolation and to consider those 
methods which, at each step, provide an approximate solution on the whole interval. 
This paper deals with the one-step collocation method with continuous piecewise polynomial functions 
of degree n >/1 and collocation points at the zeroes of the n-Legendre orthogonal polynomial relative to 
each subinterval between two consecutive nodes of the mesh A = (t o . . . . .  t N = x). Results on convergence 
and superconvergence ar proved for appropriate choices of the mesh A and f smooth enough. Namely the 
global error is O(]A]~÷I ) and the error at the nodes of the mesh is O(IA]2" ) provided the mesh and f are 
such that the solution belongs to C f '+ l  (i.e. f~  C2"[t~_1, t~], i=  1 . . . . .  N). 
It can cause surprise that the superconvergence results, well known for the ordinary case (see [7,10,13]). 
still hold for delay equations in spite of the low degree of the piecewise polynomials employed and the 
consequent lower order of approximation holding between the nodes. In any case this 'conservation of 
superconvergence' for DDE agrees, as mentioned by Bellen and Zennaro [2], with the analogous result for a 
two-point boundary value problem in using the well-known collocation at Gaussian points of de Boor and 
Swartz [5]. Another advantage of the method, which is equivalent to an implicit RK method (see [18]), are 
the good stability properties. In contrast with these advantages, the method requires iterations and, unlike 
the explicit RK method, there are no efficient estimates of the local error which allow us to vary the 
step-size.Nevertheless the numerical examples how that, even with constant step-length, and with few 
iterations, the method is competitive with others. 
2. Description of the method 
Suppose f(t,  v, w) to have derivatives which are piecewise continuous, with respect o t V(u, v )~ R"  × 
R ' ,  and continuous, with respect o v, w for all t ~ [t 0, x], until the order 2n. Suppose also ff and a to have 
2n derivatives which are piecewise continuous on their domains. Let S2n be a set of points ~ . . . . .  ~r of 
[t 0, x] such that on each subinterval [~i-1, ~i], i = 2 . . . . .  r, the solution y(t) of (1) is of class C 2"+1. The 
points ~ can be located as follows. Take t o and the jump-discontinuities of ¢, ct and f with respect o t in 
[t 0, x]. Call this set of points S O and observe that they are the only jump-discontinuities ofy' .  Add to So the 
set of jump-discontinuities of ,~', a', Of/Or and, for all [~  So, the points of [t 0, x] such that t -  ct(t)= t-. 
Such a set S~ is the set of jump-discontinuities of y". Then repeat the rule until defining the set $2,. 
Henceforth we shall call the ~ the breaking points of y(t). 
The one-step collocation method consists in applying, step-by-step over a mesh A including the breaking 
points $2,, the collocation method for the problem: 
y ' ( t )=f ( t ,y ( t ) ,y ( t -a ( t ) ) ) ,  ti_l <~t<~ti 
y( t )  = u(t) ,  t o <~ t <~ ti_ 1 i = 1, 2 . . . . .  (2) 
y( t )  = ok(t), t <~ to, 
where u(t) is the approximate solution computed earlier on [t 0, t~_~]. At the ith step, the approximate 
solution is an m-vector valued polynomial ui(t ) of fixed degree n satisfying the initial condition 
ui ( t i _ l )=u(t i _ l )  
and the collocation constraints 
u;(o,.,) =f(o , . , ,  u , (o , . , ) ,  u , (o , . i -  k = 1 . . . . .  n, 
Ui(t)= [U(I) ,  to<~t<~ti_ 1, 
~ep(t), t<~to, (3) 
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where ok. i, k = 1 . . . . .  n, are the zeroes of the n-Legendre polynomial relative to the interval [t i_ 1, t,]. The 
approximate solution u is then prolonged until t, by u( t )= ui(t), t ~ [ti_ 1, t,]. 
In order to prove the existence of the m-vector valued polynomial u~, let be 
ui(t) = u( t , _ l )  +  j(t- t , _ , )  j ,  
j= l  
where each aj is an m-vector aj = as, j, s = 1 . . . . .  m, and the as. j form, with the lexicographic order on the 
indices, a vector a of R m'. By (3), a is the solution of 
Aa = F (a ) ,  
where A is a block diagonal matrix diag(A 1 . . . . .  A ' )  of £,a(R",  R ' ' )  whose, blocks A s, s = 1 . . . . .  m are 
(n x n)-matrices defined by 
(aL j )  = j (o , , i -  t , _ l )  j - l ,  j = 1 . . . . .  n, k = 1 . . . . .  ,, 
and F(a) arises from the composition o f f  with u i in (3). 
Obviously each A ~ is non-singular and so is A. Moreover, since f is Lipschitzian, one can prove, by 
standard arguments, that the function A-1F(a)  is a contraction mapping on R ' "  provided [A I is 
sufficiently small. Therefore we can conclude that, for IAI fairly small, (3) has a unique solution and hence 
the collocation method is feasible step-by-step. 
Remark that if a(t)  >/8 > 0, then, for [A I ~< 8, the problem (2) can be regarded, at each step, as an initial 
value problem for an ODE. In this case, (3) is equivalent o the following n-level implicit Runge-Kutta 
method [13,18]: 
u i ( t i )=u( t i - , )  + hi ~ bjKj, 
j= l  
(4) 
\ ] j= l  
with 
h i=t i - t i _  1 , ak.J=foC~lj('r)d'r, bJ=follj('r)d'r, 
where l j , j  = 1 . . . . .  n are the Lagrange coefficients l j(.c)= Fl~=l.i~j(~" - c i ) / ( c j -  ci) and c k, k = 1 . . . . .  n are 
the roots of the n-Legendre polynomial on [0,1]. 
In a compact form, (3) can be written 
u ' ( t )=Oa, , f ( t ,u ( t ) ,u ( t -a ( t ) ) ) ,  t>~/o, 
u ( t )=ep( t ) ,  t <~ to, (5) 
where u(t) is sought in the space Pa., of m-vector valued functions which are continuous on [t 0, x] and 
reduce to m-vector valued polynomials of degree n on each subinterval of A, and Qa., is the projection 
mapping f into the element of Pa.,, which interpolates f at the roots of the n-Legendre polynomial on each 
subinterval of A. 
3. Error analysis 
Let consider the collocation procedure as defined in Section 2 for a( t )> 0, where the partition A 
includes the breaking points $2, so that, as observed before, the solution y is of class Cf "+1. Then the 
approximate solution u(t), given by (5), converges to y(t) ,  as Izal tends to zero, with the estimates given by 
the following theorem. 
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Theorem 3.1 (Uniform convergence). For every partition A = (t o . . . . .  t u = x) including Sen, let u(O ~ P ~., be 
the solution of (5). Then u(t) converges to y(t) with the first n derivatives as IAI tends to zero, and the following 
estimates hold." 
max ]u(t) -y ( t ) [  ~< constlA[ "+', (6) 
to <~ t <~ x 
Vi~N max [u~J)(t)-y~g)(t)[<~const[A[ ~-j-1, j= l  . . . . .  n. (7) 
t i _ l<~. l~t i  
Proof. First, let us prove the following weaker estimate: 
max ]u(t) -y ( t ) l  <~ const[A[". (6') 
to<~t<~x 
By subtracting (5) from (1) we obtain 
y ' ( t )  - u '(t)  =f ( t ,  y ( t ) ,  y ( t  - a( t ) ) )  - Qz. , f ( t ,  u(t ) ,  u(t - a( t ) ) )  (8) 
and hence, V t ~ [ti_ 1, ti], 
y( t ) -u ( t )=y( t i _ l ) -u ( t i _ l )+  f t ( I -Q i ) f ( s ,y (s ) ,y (s -a (s ) ) )ds  
i -1  
+ -tft,_ 1Q~(f(s, y (s ) ,  y (s  - a(s ) ) )  - f ( s ,  u(s) ,  u(s - a (s ) ) ) )ds ,  (9) 
where Q~g is the restriction of Qa.,g to the interval [t~_ 1, t A. By defining e i = max,0~t~,,[y(t ) -u( t ) [ ,  (9) 
yields 
e, ¢ e,-1 + f"  I(1- Q,)f(s, y(s), y (s -  a(s))) Ids + el ['' ,IIQ,[I(L + M)e,ds, 
t i -  1 ~- 
where L and M are the Lipschitz constants of f (t ,  v, w) with respect o v and w. Since f (s ,  y(s), y(s - 
a(s))) ~ C~ zn and IlOill <~ K Vi, we have 
ei<~e,_ I +O([AIÈ+~)+IAIK(L + M)e ,  withe0=0 
and therefore (see [9]) 
eu=O( lA[" ) ,  
which proves (6'). 
In order to prove (7), add and subtract QJ ( t ,y ( t ) ,y ( t -a ( t ) ) )  from (8), so that on each interval 
I t ,_.  ti] 
y ' ( t )  - u'(t)  = (1 - Q i ) f ( t ,  y ( t ) ,y ( t  - a ( t ) ) )  
+ Q i ( f ( t ,  y ( t ) ,  y ( t  - or(t))) - f ( t ,  u(t) ,  u(t - or(t)))) (10) 
and, by the smoothness of the solution y and by (6'), 
max [y'(t)  - u'(t) l  ~< const( IA[" + ][a, ll(Z + M)iAI" } = constlAl". 
t i _ l  <~t~t i  
By differentiating (10) and using the bounds for the error of the derivatives of the Lagrange polynomials, 
we easily obtain (7) for j = 2, 3 . . . . .  n. 
Now we can prove (6). The proof proceeds by induction on the intervals [~,, ~i+1] included between two 
consecutive breaking points. In [to, ~ ] the property is true because the problem reduces to an ordinary one. 
(In this case the error is uniformly O(IAI" + ~) and superconvergence O(IAI 2 ") holds on the nodes.) Assume 
max ly( t ) -u( t ) [~<const lA[  "+~ fork=i -1  
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and let us prove it for k = i. To this aim, for each t ~ [~-1, ~,], let us expand f( t ,  u(t), u(t - a(t))) in a 
neighbourhood of (t, y(t) ,  y(t  - a(t))): 
f ( t ,  u(t) ,  u ( t -  a(t)))  =f ( t ,y ( t ) ,y ( t -  a(t)))  +A( t ) (u ( t ) -y ( t ) )  + R, (11) 
where A(t) is the partial derivative Of(t, v, w) /av in the point (t, y(t), y(t - a(t))) and the remainder term 
R is O(IAI "+1) because of (6') and the inductive hypothesis. Then (8) and (11) yield, for t ~ [~,-1, ~], 
y'(t)  - u'(t) = A( t ) (y ( t )  - u(t))  
+( I -  Qz ,n ) ( f ( t ,y ( t ) ,y ( t -  a(t)))  -A ( t ) (y ( t )  - u(t)))  + O(IAI "+1 )
and therefore 
y(t )  - u(t)  = H i  t, ~,-1 )( Y(~,-1 ) - u(~,-1 )) 
+ f '  H(t ,  s ) ( l  - Oz . , ) ( f ( s ,y (s ) ,y (s  - a(s)))  -A (s ) (y (s )  - u(s)))ds 
+O(IAI"+I), 
where H(t, s) is the fundamental matrix of z'(t) = A(t)z(t).  At each point tj E A N [~i 1, ~] the first term 
of the right-hand side in the last equality is O(1~1 "+1) and the integral is O(IAI 2") for, in each interval 
[tr, t r+ l ]  , the n-point Gaussian quadrature formula gives the value zero and a remainder which is 
O(IAI z"+l) provided the underlying function is in C fn,  and their first 2n derivatives are uniformly bounded 
as IAI tends to zero. The last claim follows by the boundedness o fy  and its derivatives and by (7). Hence we 
have 
y( t j ) -u ( t j )=O( lA l "+ l  ). 
On the other hand, for each t ~ [~-1, ~], there exists a mesh point t k such that t ~ [t k, tk+l] and then 
y( t ) -  u(t)  = H(t,  tk) (y(tk) - -  u(tk) ) 
+ ft lH(t,  s ) ( I  - Qk+l) ( f (s ,  y(s) ,  y(s  - a(s)))  -A (s ) (y (s )  - u(s)))ds 
ly ( t ) -u ( t ) [~ 
~ f lH(t, s)l l ( I  - Qk+l ) ( f ( s ,y (s ) ,y (s  - a(s ) ) )  -A (s ) (y (s )  - u(s))) lds - O(IAI "+1) 
~< O(IAI"+1), 
since the error in the Lagrange interpolation on [t k, t] is bounded by constlt - tk[". Hence (6) is proved and 
the proof is complete. [] 
Theorem 3.1. gives a convergence r sult for an arbitrary partition A, provided Ial tends to zero as N 
tends to ~.  The rate of convergence, which is O(IAI 2") at the nodes between t o and the first breaking point 
~a, is merely O(I AI "+1) on the rest of the interval [~1, is]. In order to keep some superconvergence results, 
one has to pay more attention to the choice of the mesh A (still including $2, ). More precisely, each interval 
[t~_ 1, t j] has to be mapped, by the functional argument t - et(t), into some other interval [tk,_ 1, tk, ] of the 
mesh. Before proving the theorem on superconvergence, let state the following lemma which is concerned 
with the representation f the solution of linear DDEs. 
[,emma 3.2. The solution of 
z ' ( t )=A( t )z ( t )+B( t )z ( t -o t ( t ) )+g( t ) ,  t>fto, (12) 
z ( t )=0 t<~t o, 
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has the form 
z ( t )  = ft]tK(t, s )g(s )ds .  
C 2~ (i.e. Moreover, if A and B belong to s2. 
2 t )  = S2n ~ (((t - ot(t))J}j f-) [t o, tu]). n 
c2n([~i-l,  ~i], , ,~(~m)) ,  Vi) then, Vt, 
(13) 
K ( t, ") ~ C~2~7~ where 
The proof of Lemma 3.2 can be carried out by integrating (12) step-by-step on the intervals [~_ ~, ~i]. At 
each step, the method gives rise to a double integral which can be handled in order to obtain the form (13) 
for the solution and the smoothness properties of K(t ,  .). Alternatively, see [8]. 
Theorem 3.3 (Superconvergence). Let *4 = (t o . . . . .  t N =- x)  be a partition including $2~ and such that Vi <~ N 
the interval [/i-l, ti] is mapped, by t - t~(t), into [tk_l,  tk, ] for some k i < i. Then the approximate solution 
given by (5) satisfies, at the nodes, the following superconvergence result." 
ly(t,) - u(t,)l ~< constlal 2" V t, ~ *4. 
Proof. Similar to (11), the Taylor expansion formula yields 
f ( t ,  u ( t ) ,  u ( t -  or(t))) = 
=f ( t ,y ( t ) ,y ( t -a ( t ) ) )+A( t ) (u ( t ) -y ( t ) )+B( t ) (u ( t -a ( t ) ) -y ( t -a ( t ) ) ) -R ,  (14) 
where A(t )  and B(t )  are, respectively, the partial derivatives Of(t, v, w)/Ov and Of(t, v, w)/Ow at the point 
(t, y(t) ,  y( t  - a(t))) and the remainder term R is O([A[ 2") because of (6'). 
By subtracting (5) from (1), we have, by (14) 
y ' ( t )  - u ' ( t )  = A( t ) (y ( t )  - u ( t ) )  + B( t ) (y ( t  - a ( t ) )  - u(t  - a(t) ) )  
+ ( I  - Oa,~ ) ( f ( t ,  y ( t ) ,  y ( t  - a ( t ) ) )  -A ( t ) (y ( t )  - u ( t ) )  
-B ( t ) (y ( t  - a ( t ) )  - u(t  - a ( t ) ) ) )  + O(la12"), 
At each node t i of the mesh .4 we have, by (13), 
y( t , )  - u(t i )  = ft 'K(t , ,  s )g (s )ds ,  
% 
where 
g(s )  = ( I -  QA , ) ( f ( s ,  y (s ) ,  y (s -  a(s ) ) ) - -A (s ) (y (s ) -  u(s) )  
-8(s)(y(s - - u (s  - + o (1 .4  #) ,  
and hence, by the hypotheses on the mesh A, g ~ C~ n. Furthermore, by Lemma 3.2, K(t ,  .) ~ Cs22"(t) for all 
t, and thus, afortiori, K(t~, . )~  Cf n. Now on each interval of the mesh, we can approximate the integral 
by the n-points Gaussian quadrature formula which gives the value zero and a remainder term bounded by 
constl*412n+l. So the proof is complete. [] 
4. Numerical examples 
Example 4.1 (Constant delay). 
y ' ( t )  = -3y( t -  1)(1 + y( t ) ) ,  
y ( t )=t ,  
t>_-0, (15) 
- l~<t~<0.  
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Tab le  1 
Numer ica l  results of (15) 
L/~I IRKSR4 IRKSR6 
Error at x = 20 NFC Error at x = 20 NFC 
0.1 1.0 × 10 ° 400 2.0 × 10- 2 600 
0.04 2.5 X 10 -2  1000 7.6 × 10 -5 1500 
0.02 1.5 × 10 -3 2000 1.0X 10 -6  3000 
0.01 1.0 × 10- 4 4000 1.8 × 10- 8 6000 
0.005 6.7 × 10 -6 8000 2.9 X 10 -1° 12000 
The numerical  solution of (15) along the interval [0,20] has been considered by Oberle and Pesch in [14] by 
implement ing the method of Runge, Kutta  and Fehlberg of order 4 and 7 with Hermit ian interpolat ion of 
degree 5 and 9, respectively. 
Here we implement he method (4), for n = 2, 3, with constant step-size, whose schemes are explicit ly 
given in [4]. Since the delay is constant (a  = 1) and the breaking points are exactly the pr imary 
discontinuit ies (1, 2 . . . . .  n . . . .  ), Theorem 3.3 applies for every uni form mesh A such that IAI is a submult iple 
of 1. 
Table 1 shows, under the code marks IRKSR4 and IRKSR6 ( Impl ic it  Runge-Kut ta  superconvergence 
rate 4 and 6, resp.), the results for various step-sizes. The error (at the point  t = 20) is computed with 
respect o the value y (20)= 4.671437497500 obtained by IRKSR6 with Izal = 0.001. Since (15) is l inear with 
respect to y(t), the system (4) is l inear in the Kj and can be solved without iterations. Therefore, the 
number  of evaluations of the r ight-hand side of (4) (NFC)  is given by mult iplying the dimension of the 
system by the number of steps. For  this reason it is not correct to compare the numbers NFC in this paper  
with those of [14], which are considerably higher with respect o the same error. 
On the other hand, if we solve (4) by iterations with the initial K s obtained by extrapolat ing the values of 
u'(t) from the preceding interval (with an error O(hn)),  and we perform n iterations per step; we 
approx imate the fixed points Kj with an error O(h 2n) and hence the value ui(t,) with an error O(h2n+l).  
We have then constructed something like a P -C  (predictor -corrector)  method in a P - (C)  n mode which 
preserves the global convergence order O(h 2~). Such a method, for n = 2, gives, for (15), the results l isted in 
Table 2. Al though the numbers NFC are twice those of IRKSR4,  the method is competit ive with 
BELLMAN4 and DMRODE (for which the reader is referred to [14] and to the references cited therein) 
whose results, for (15), are listed in [14, Table 7]. 
Example 4.2 (Variable delay). 
t -1  
y'(t)=X t y ( t - ln (1 ) - l )y ( t ) ,  
y( t )= 1 
t >/1, (16) 
0~<t~<l .  
Table 2 
P-(C) 2 method for (15) 
IAI Error  at x ~ 20 NFC 
0.02 8.5 x 10 -2 4000 
0.01 3.8 x 10 -3 8000 
0.005 2.1 x 10 -4 16000 
0.0025 1.2 x 10 -5 32000 
0.002 5.0 × 10 -6 40000 
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h 1RKUR4 IRKSR6 
Max. err. in [1, 42] Err. at 42 NFC Err. at 42 NFC 
0.5 1.1 × 10-1 3.6 × 10- 5 27 1.0 × 10- 3 24 
0.05 1.9 × 10- 5 1.3 × 10- s 291 5.7 × 10 - 10 252 
0.005 2.1 × 10-9 5.4 x 10-14 2952 5.3 × 10 - 16 2574 
Table 4 
Numerical results of (16), h = - 1 
h IRKUR4 IRKSR6 
Max. err. in [1,/~2] Err. at 42 NFC Err. at ~J2 NFC 
0.5 1.5 × 10- 6 3.5 × 10- 7 27 7.3 × 10- 8 24 
0.05 7.2 x 10- n 7.0 × 10-12 291 6.5 x 10-14 252 
0.005 6.1 x 10-15 3.0 × 10-18 2952 5.9 x 10- 2o 2574 
The solution of (16) has breaking points (primary discontinuities at ~1 = 3.1461932206205825852, 
~2 = 5.9254498245082464926, etc. and the exact solution in [1, ~2] is 
l (exp()~(t - t in ( t )  -- 1)), 1 ~< t ~< ~1, 
Y(t)=lexp(~+f~l~Sslex~'-Jn~s~s-'n~s)-~))-2)ds), <~t~ 2.
We have implemented, in Fortran double precision, (4) in [1, ~2] for n = 3 with two different strategies 
in the choice of the mesh A. 
In the first, a step-size h is assigned, and the mesh A is uniform on each interval [1, ~]  and [~, ~2] with 
step-length Izal as close as possible to h. The rate of convergence, given by Theorem 3.1, is O(IA[ 4) 
uniformly on [1, ~2] and superconvergence does not occur at the nodes. Nevertheless, at the nodes of A the 
error is considerably less then the uniform error throughout [1, ~2] (computed on ten equidistant points 
between the nodes). The results are shown in Tables 3 and 4 for different values of h, under the codemark 
IRKUR4 (Implicit Runge-Kutta uniform rate 4). The exact values at the point ~2 are, for X = + 1, 
Y(~2) = 76.3734726693768056269 (h = 1), 
Y(~2) = 0.0808473777928312249328 ()~ = - 1). 
The second strategy consists in choosing the same mesh A' as before in the first interval [1, ~]  and the 
counterimages of the functional argument (t - In ( t ) -  1)-a(A') in the interval [~1, ~2]. Now the hypotheses 
of Theorem 3.3 are fulfilled and therefore superconvergence O([A [ 6) occurs at the nodes. The results are 
shown in Table 3 and 4 under the codemark IRKSR6. 
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