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Abstract
In the recent paper [Jin, Kolda & Ward, arXiv:1909.04801], it is proved that
the Kronecker fast Johnson–Lindenstrauss transform (KFJLT) is, in fact, a
Johnson–Lindenstrauss transform, which had previously only been conjectured.
In this paper, we provide an alternative proof of this, for when the KFJLT is
applied to Kronecker vectors, using a coherence and sampling argument. Our
proof yields a different bound on the embedding dimension, which can be com-
bined with the bound in the paper by Jin et al. to get a better bound overall.
As a stepping stone to proving our result, we also show that the KFJLT is a
subspace embedding for matrices with columns that have Kronecker product
structure. Lastly, we compare the KFJLT to four other sketch techniques in
numerical experiments on both synthetic and real-world data.
Keywords: Johnson–Lindenstrauss lemma, subspace embedding, sketching,
Kronecker product, tensor product
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1. Introduction
The Johnson–Lindenstrauss lemma, which was introduced by Johnson and
Lindenstrauss [21], is the following fact.
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Theorem 1.1 (Johnson–Lindenstrauss lemma [12]). Let ε ∈ (0, 1) be a real
number, let X ⊆ RI be a set of N points, and suppose J ≥ Cε−2 logN , where
C is an absolute constant. Then there exists a map f : RI → RJ such that for
all x,y ∈ X ,
(1− ε)‖x− y‖22 ≤ ‖f(x)− f(y)‖22 ≤ (1 + ε)‖x− y‖22.
Any mapping f which has this property is called a Johnson–Lindenstrauss
transform. Typically, such transforms are random maps, which motivates the
following, more precise, definition.
Definition 1.2 (Johnson–Lindenstrauss transform [33]). A probability distri-
bution on a family of maps F , where each f ∈ F maps Y ⊆ RI to RJ , is a
Johnson–Lindenstrauss transform with parameters ε, δ, and N , or JLT(ε, δ,N),
on Y if, for any subset X ⊆ Y containing N elements, the probability of drawing
a map f ∈ F which satisfies
(∀x,y ∈ X ) (1− ε)‖x− y‖22 ≤ ‖f(x)− f(y)‖22 ≤ (1 + ε)‖x− y‖22
is at least 1− δ. Following common usage, we will refer to a random map as a
JLT when the corresponding distribution satisfies this definition.
JLTs are usually constructed using simple random matrices, such as Gaus-
sians with i.i.d. entries. They have many uses in applications, such as nearest
neighbor searching [1], least squares regression [2, 16], sketching of data streams
[33], and clustering [27].
When the vectors in the set Y in Definition 1.2 have special structure, it is
possible to construct a map f that leverages this fact to speed up the compu-
tation of f(x) when x ∈ Y. One class of vectors with such special structure
are the Kronecker vectors x = x(1) ⊗ x(2) ⊗ · · · ⊗ x(P ), where each x(p) ∈ RIp
and ⊗ denotes the Kronecker product. Vectors with Kronecker structure ap-
pear in various applications. When matricizing tensors in CP or Tucker format,
the resulting matrices have columns which are Kronecker products. Computa-
tion with Kronecker vectors therefore feature in algorithms for computing these
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decompositions [22] and in related problems like tensor interpolative decompo-
sition [9]. They also arise in areas such as higher dimensional numerical analysis
[7, 8], tensor regression [13], and polynomial kernel approximation in machine
learning [29]. The Kronecker fast Johnson–Lindenstrauss transform (KFJLT)
is a map that can be applied very efficiently to Kronecker structured vectors. It
was first proposed by Battaglino et al. [6] for solving the least squares problems
that arise when computing the CP decomposition of tensors. Battaglino et al.
[6] conjectured that the KFJLT is a JLT, but did not provide a proof. Recently,
Jin et al. [20] provided a proof that the KFJLT indeed is a JLT.
In this paper, we provide an alternative proof of this fact for when the
KFJLT is applied to Kronecker vectors, which is based on a coherence and
sampling argument. As a stepping stone to proving our result, we also show
that the KFJLT is an oblivious subspace embedding for matrices whose columns
have Kronecker structure. Some ideas that we use in our proof were mentioned
in [6]. Our guarantees are slightly different than those given in [20]: Ours
have a worse dependence on the ambient dimensions I1, I2, . . . , IP of the input
vectors, but have a better dependence on the accuracy parameter ε. The two
bounds can be combined into one which yields a better bound overall. Another
distinction between [20] and our paper is that the result in [20] shows that
the KFJLT is a JLT on vectors with arbitrary structure, whereas our result is
restricted to vectors with Kronecker structure. This means that the guarantees
in [20] will be applicable in situations when ours are not. For example, KFJLT
could be used instead of a standard fast JLT for sketching arbitrary vectors in
order to reduce the number of random bits required to construct the sketch.
However, in certain applications involving arbitrary vectors our guarantees on
Kronecker vectors are sufficient. For example, when applying a KFJLT sketch
to the least squares problem minx ‖Ax−y‖2, where A is a Khatri–Rao product
and y is arbitrary, it turns out that our subspace embedding result combined
with sampled approximate matrix multiplication ideas from [15] is sufficient for
deriving guarantees; see Remark 4.3 for further details.
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2. Other Related Work
As mentioned in the introduction, a JLT can be constructed in many different
ways. A popular choice is f(x)
def
= Ωx/
√
J , where Ω ∈ RJ×I has i.i.d. standard
normal entries. More generally, the rows of Ω can be chosen to be independent,
mean zero, isotropic and sub-Gaussian random vectors in RI [32]. Ailon and
Chazelle [1] proposed a fast JLT which leverages the Hadamard transform to
achieve a transform that can be applied faster than a general dense matrix Ω.
A concept related to the JLT is subspace embedding.
Definition 2.1 (Subspace embedding [33]). A (1 ± ε) `2-subspace embedding
for the column space of a matrix X ∈ RI×R is a matrix M ∈ RJ×I such that
(∀z ∈ RR) (1− ε)‖Xz‖22 ≤ ‖MXz‖22 ≤ (1 + ε)‖Xz‖22. (1)
We call a probability distribution on a family F of J × I matrices an (, δ)
oblivious `2-subspace embedding for I ×R matrices with columns in Y ⊂ RI if,
for any matrix
X = [x1, x2, . . . , xR] with x1,x2, . . . ,xR ∈ Y,
the probability of drawing a matrix M ∈ F satisfying (1) is at least 1 − δ.1
Following common usage, we will refer to a random matrix as an oblivious sub-
space embedding when the corresponding distribution satisfies this definition.
Unless specified otherwise, it is assumed that Y = RI .
Thus, a subspace embedding distorts the squared length of a vector in the
range of X by only a small amount. Methods for subspace embedding include
leverage score sampling [25] and CountSketch [11]. Leverage score sampling is
not an oblivious subspace embedding, since the sampling probabilities depend
1In the definition of oblivious subspace embedding in Definition 2.2 of [33], the matrix
X can have any structure, which corresponds to Y = RI . We find it convenient for our
purposes to consider random mappings that are oblivious subspace embeddings for matrices
with certain structure.
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on X. CountSketch, on the other hand, is an oblivious subspace embedding.
Note that a subspace embedding is not necessarily a JLT. CountSketch, for
example, is not a JLT [33]. For a more complete survey of work related to the
JLT and subspace embedding, we refer the reader to the surveys in [26, 33].
For vectors with Kronecker structure, Sun et al. [31] propose the so called
tensor random projection (TRP), whose transpose is a Khatri–Rao product of
arbitrary random projection maps. They prove that TRP is a JLT in the special
case when the TRP is constructed from two smaller random projections which
have entries that are i.i.d. sub-Gaussians with zero mean and unit variance. The
TRP idea is used in the earlier work [9] for tensor interpolative decomposition,
but no guarantees are provided there. Rakhshan and Rabusseau [30] extend
the TRP to allow for a wider range of structured sketches which incorporate
CP tensor and tensor-train structure. They assume that the factor matrices
and factor tensors for the CP tensor and tensor-train structures, respectively,
follow a Gaussian distribution, and prove that their proposed sketches are JLTs.
Notably, their results hold for arbitrary orders of the underlying CP tensors and
tensor-trains.
Cheng et al. [10] propose an estimated leverage score sampling algorithm for
`2-regression when the design matrix is a Khatri–Rao product. They use this to
speed up the alternating least squares algorithm for computing the tensor CP
decomposition. A similar idea is proposed by Diao et al. [14] for `2-regression
when the design matrix is a Kronecker product.
The papers [28, 29, 3, 13] develop a method called TensorSketch, which is a
variant of CountSketch that can be applied particularly efficiently to matrices
whose columns have Kronecker structure. Avron et al. [3] show that TensorS-
ketch is an oblivious subspace embedding, and Diao et al. [13] provide guaran-
tees for `2-regression based on TensorSketch. However, just like CountSketch,
TensorSketch is not a JLT.
A paper by Iwen et al. [19], which appeared during the preparation of this
paper, considers structured linear embedding operators for tensors. These op-
erators first apply a sketch matrix to each mode of the tensor, then vectorize
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the result and apply another random sketch. Under certain assumptions on
the tensor coherence and sketch matrix properties, they show that their pro-
posed embedding operator is a form of tensor subspace embedding. Combining
their approach with results from Jin et al. [20], they also consider a variant of
the KFJLT with improved embedding properties. We make some comparisons
between our results and those in [20] and [19] in Section 4.
3. Preliminaries
We use bold uppercase letters, e.g. A, to denote matrices; bold lowercase
letters, e.g. a, to denote vectors; and regular lowercase letters, e.g. a, to denote
scalars. Regular uppercase letters, e.g. I, J,K, are usually used to denote the
size of vectors and matrices. This means that I is a number and not the identity
matrix. Subscripts are used to denote elements of matrices, and a colon denotes
all elements in a row or column. For example, for a matrix A, Aij is the element
on position (i, j), Ai: is the ith row, and A:j is the jth column. Subscripts may
be used to label different vectors. Superscripts in parentheses will be used
for labeling both matrices and vectors. For example, A(1) and A(2) are two
matrices. The norm ‖ ·‖2 denotes the standard Euclidean norm for vectors, and
the spectral norm for matrices. For matrices A ∈ RI×J and B ∈ RK×L, their
Kronecker product is denoted by A⊗B ∈ RIK×JL and is defined as
A⊗B def=

A11B A12B · · · A1JB
A21B A22B · · · A2JB
...
...
...
AI1B AI2B · · · AIJB
 .
For matrices A ∈ RI×K and B ∈ RJ×K , their Khatri–Rao product is denoted
by AB ∈ RIJ×K and is defined as
AB def=
[
A:1 ⊗B:1 A:2 ⊗B:2 · · · A:K ⊗B:K
]
.
For a positive integer n, we use the notation [n]
def
= {1, 2, . . . , n}. We let σi(A)
denote the ith singular value of the matrix A.
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We now introduce the different tools we use to prove our results.
Definition 3.1 (Randomized Hadamard transform [1]). Let H ∈ RI×I be the
normalized Hadamard transform, and let D ∈ RI×I be a diagonal matrix with
i.i.d. Rademacher random variables (i.e., equal to +1 or −1 with equal proba-
bility) on the diagonal. The I × I randomized Hadamard transform is defined
as the random map x 7→ HDx.
Definition 3.2 (Leverage score, coherence [33]). Let A ∈ RI×R be a matrix,
and let col(A) be a matrix of size I×rank(A) whose columns form an orthonor-
mal basis for range(A). Then
`i(A)
def
= ‖ col(A)i:‖22, i ∈ [I],
is the ith leverage score of A. The coherence of A is defined as
µ(A)
def
= max
i∈[I]
`i(A).
The leverage scores, and consequently the coherence, do not depend on the
particular basis chosen for the range of A [33], so these quantities are well-
defined. The coherence satisfies rank(A)/I ≤ µ(A) ≤ 1.
Definition 3.3 (Leverage score sampling [33]). Let A ∈ RI×R and pi def=
`i(A)/ rank(A) for all i ∈ [I]. Then p def= [p1, p2, . . . , pI ] is a probability dis-
tribution on [I]. Let q
def
= [q1, q2, . . . , qI ] be another probability distribution on
[I], and suppose that for some β ∈ (0, 1] it satisfies qi ≥ βpi for all i ∈ [I]. Let
v ∈ [I]J be a random vector with independent elements satisfying P(vj = i) = qi
for all (i, j) ∈ [I] × [J ]. Let Ω ∈ RJ×I and R ∈ RJ×J be a random sampling
matrix and a diagonal rescaling matrix, respectively, defined as
Ωj:
def
= e>vj and Rjj
def
=
1√
Jqvj
for each j ∈ [J ], where ei is the ith column of the I × I identity matrix. The
leverage score sampling matrix Sq ∈ RJ×I is then defined as Sq def= RΩ, where
the subscript indicates that the sampling is done according to the distribution
q.
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Definition 3.4 (Kronecker fast Johnson–Lindenstrauss transform [20]). For
each p ∈ [P ], let H(p)D(p) be independent randomized Hadamard transforms2
of size Ip × Ip. The Kronecker fast Johnson–Lindenstrauss transform (KFJLT)
of a vector x = x(1) ⊗ x(2) ⊗ · · · ⊗ x(P ), with x(p) ∈ RIp , is defined as
Sq
( P⊗
p=1
H(p)D(p)
)
x = Sq
( P⊗
p=1
H(p)D(p)x(p)
)
, (2)
where Sq ∈ RJ×I˜ is a sampling matrix as in Definition 3.3 with q equal to the
uniform distribution on [I˜], where I˜
def
= I1I2 · · · IP . The equality in (2) follows
from a basic property of the Kronecker product; see e.g. Lemma 4.2.10 in [18].
A benefit of the KFJLT is that the Kronecker structured vector does not
have to be explicitly computed—it is sufficient to store the smaller vectors
x(1),x(2), . . . ,x(P ). Another benefit is that each randomized Hadamard trans-
form H(p)D(p) ∈ RIp×Ip only costs O(Ip log Ip) to apply to x(p).
Lemma 3.5 below is a variant of Lemma 3 in [16] but with an arbitrary
probability of success. The proof is identical to that for Lemma 3 in [16]—which
in turn follows similar reasoning as in the proof of Lemma 1 in [1]—but using
an arbitrary failure probability η instead of 1/20, combined with the definition
of leverage score and coherence.
Lemma 3.5. Let A ∈ RI×R be a matrix and let HD be the I × I randomized
Hadamard transform. Then, with probability at least 1− η, the following holds:
µ(HDA) ≤ 2R ln(2IR/η)
I
.
Lemma 3.6 below is a restated version of Theorem 3.3 in [10]. A similar
statement is also made in Lemma 4 in [6].
Lemma 3.6. For each p ∈ [P ], let A(p) ∈ RIp×R. Then
µ
( P⊙
p=1
A(p)
)
≤
P∏
p=1
µ(A(p)).
2Jin et al. [20] use the discrete Fourier transform instead of the Hadamard transform in
their definition.
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Lemma 3.7 below is a slight restatement of Theorem 2.11 in [33], with a
careful choice of the constant parameter3.
Lemma 3.7. Let A ∈ RI×R and assume ε ∈ (0, 1). Suppose
J >
8
3
R ln(2R/η)
βε2
(3)
and that Sq ∈ RJ×I is a leverage score sampling matrix as in Definition 3.3,
where the β in that definition is the same as the β in (3). Then, with probability
at least 1− η, the following holds:
(∀i ∈ [rank(A)]) 1− ε ≤ σ2i (Sq col(A)) ≤ 1 + ε.
4. Main Results
We consider the set
Y def= {x ∈ RI˜ : x = x(1)⊗x(2)⊗· · ·⊗x(P ), with x(p) ∈ RIp for each p ∈ [P ]}
of Kronecker vectors. Theorem 4.1 shows that the KFJLT is an (ε, δ) oblivious
`2-subspace embedding for matrices whose columns have Kronecker product
structure when the embedding dimension J is sufficiently large.
Theorem 4.1. Let X = [x1, x2, . . . , xR] ∈ RI˜×R be a matrix with each column
xr =
⊗P
p=1 x
(p)
r ∈ Y. For each p ∈ [P ], let H(p)D(p) be independent randomized
Hadamard transforms of size Ip × Ip, and define
Φ
def
=
P⊗
p=1
H(p)D(p).
Let Sq ∈ RJ×I˜ be a sampling matrix as in Definition 3.3 with q equal to the
uniform distribution, and assume ε ∈ (0, 1). If
J >
8
3
· 2PRP+1ε−2 ln
(2R(P + 1)
δ
) P∏
p=1
ln
(2IpR(P + 1)
δ
)
, (4)
3The statement in [33] has a constant 144 instead of 8/3. However, we found that 8/3 is
sufficient under the assumption that ε ∈ (0, 1). The proof given in [33] otherwise remains the
same.
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then the following holds with probability at least 1− δ:
(∀z ∈ RR) (1− ε)‖Xz‖22 ≤ ‖SqΦXz‖22 ≤ (1 + ε)‖Xz‖22.
Proof. If all columns of X are the zero vector, the claim is trivially true. So we
now assume that at least one column of X is nonzero. Note that X =
⊙P
p=1 X
(p),
where each X(p)
def
= [x
(p)
1 , x
(p)
2 , . . . , x
(p)
R ]. By Lemma 3.5, for a fixed p ∈ [P ],
the following holds with probability at least 1− η:
µ(H(p)D(p)X(p)) ≤ 2R ln(2IpR/η)
Ip
.
Hence, taking a union bound, the following holds with probability at least 1−Pη:
(∀p ∈ [P ]) µ(H(p)D(p)X(p)) ≤ 2R ln(2IpR/η)
Ip
.
Now applying Lemma 3.6, we have that the following holds with probability at
least 1− Pη:
µ(ΦX) = µ
( P⊙
p=1
H(p)D(p)X(p)
)
≤
P∏
p=1
µ(H(p)D(p)X(p)) ≤ 1
I˜
P∏
p=1
2R ln(2IpR/η).
(5)
For i ∈ [I˜], let pi = `i(ΦX)/ rank(ΦX). Since Φ is a Kronecker product of
orthogonal matrices, Φ is also orthogonal [24], and since X is nonzero, it follows
that rank(ΦX) ≥ 1, so pi is well defined. Instead of sampling according to the
unknown distribution [p1, p2, . . . , pI˜ ], we sample according to the uniform dis-
tribution q = [q1, q2, . . . , qI˜ ]. To get guarantees, we want to apply Lemma 3.7.
To do this, we first need to find some β ∈ (0, 1] such that
(∀i ∈ [I˜]) qi = 1
I˜
≥ βpi.
From (5), the following holds with probability at least 1− Pη:
pi =
`i(ΦX)
rank(ΦX)
≤ µ(ΦX) ≤ 1
I˜
P∏
p=1
2R ln(2IpR/η).
Hence, choosing β such that
β−1 =
P∏
p=1
2R ln(2IpR/η)
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ensures that qi = 1/I˜ ≥ βpi for all i ∈ [I˜] with probability at least 1 − Pη.
Let α
def
= rank(ΦX) = rank(X), and let UΣV> = X be the SVD of X with
U ∈ RI˜×α, Σ ∈ Rα×α and V ∈ RR×α. Note that the columns of ΦU form
an orthonormal basis for range(ΦX). Hence, we can choose col(ΦX) = ΦU.
Using Lemma 3.7, with A = ΦX ∈ RI˜×R, it follows that if
J >
8
3
· 2PRP+1ε−2 ln(2R/η)
P∏
p=1
ln(2IpR/η), (6)
then the following holds with probability at least 1− (P + 1)η:
(∀i ∈ [α]) 1− ε ≤ σ2i (SqΦU) ≤ 1 + ε.
By the minimax characterization of singular values (see e.g. Theorem 8.6.1 in
[17]), it follows that
(∀w ∈ Rα) (1− ε)‖w‖22 ≤ ‖SqΦUw‖22 ≤ (1 + ε)‖w‖22
holds with probability at least 1− (P + 1)η. In particular, for any z ∈ RR, this
is true for w = ΣV>z ∈ Rα. Consequently,
(∀z ∈ RR) (1− ε)‖ΣV>z‖22 ≤ ‖SqΦUΣV>z‖22 ≤ (1 + ε)‖ΣV>z‖22,
or equivalently,
(∀z ∈ RR) (1− ε)‖Xz‖22 ≤ ‖SqΦXz‖22 ≤ (1 + ε)‖Xz‖22,
holds with probability at least 1 − (P + 1)η = 1 − δ, where δ def= (P + 1)η.
Replacing η = δ/(P + 1) in (6) gives (4).
The following theorem is our main result. It shows that the KFJLT is a
JLT(ε, δ,N) on Y when the embedding dimension J is sufficiently large.
Theorem 4.2. Let X ⊆ Y consist of N distinct vectors with Kronecker struc-
ture. Let Φ be defined as in Theorem 4.1. Let Sq ∈ RJ×I˜ be a sampling ma-
trix as in Definition 3.3 with q equal to the uniform distribution, and assume
ε ∈ (0, 1). If
J >
16
3
· 4P ε−2 ln
(4N2(P + 1)
δ
) P∏
p=1
ln
(4IpN2(P + 1)
δ
)
, (7)
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then the following holds with probability at least 1− δ:
(∀x,y ∈ X ) (1− ε)‖x− y‖22 ≤ ‖SqΦx− SqΦy‖22 ≤ (1 + ε)‖x− y‖22. (8)
Proof. Fix x,y ∈ X and set X def= [x, y]. From Theorem 4.1, we know that if
J >
8
3
· 2P 2P+1ε−2 ln
(4(P + 1)
η
) P∏
p=1
ln
(4Ip(P + 1)
η
)
, (9)
then the following holds with probability at least 1− η:
(∀z ∈ R2) (1− ε)‖Xz‖22 ≤ ‖SqΦXz‖22 ≤ (1 + ε)‖Xz‖22.
In particular, setting z = [1, −1]>, we have that, with probability at least 1−η,
(1− ε)‖x− y‖22 ≤ ‖SqΦx− SqΦy‖22 ≤ (1 + ε)‖x− y‖22.
Taking a union bound over all distinct N2 − N pairs x,y ∈ X , we have that
(8) holds with probability at least 1−N2η = 1− δ, where δ def= N2η. Replacing
η = δ/N2 in (9) gives (7).
Assuming N > max{P, 4}, the bound in (7) can be simplified to
J > C1ε
−2CP2 log
(N
δ
) P∏
p=1
log
(IpN
δ
)
, (10)
where C1 and C2 are absolute constants. For comparison, and expressed in the
same notation as in this paper, the bound on J in Theorem 2.1 in [20] needed
to guarantee that the KFJLT is a JLT(ε, δ + 2−Ω(log I˜), N) on RI˜ is of the form
J > Cε−2 log2P−1
(PN
δ
)
log4
(
ε−1 logP
(PN
δ
))
log
( P∏
p=1
Ip
)
, (11)
where C is an absolute constant. Whether (10) or (11) yield a better bound
depends on the various parameters. For example, the bound in (11) has a nicer
dependence on the dimension sizes I1, I2, . . . , IP than the bound in (10). Indeed,
the term
log
( P∏
p=1
Ip
)
=
P∑
p=1
log(Ip)
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in (11) is a sum of logs of I1, I2, . . . , IP , whereas the term
P∏
p=1
log
(IpN
δ
)
in (10) is a product of logs of I1N/δ, I2N/δ, . . . , IPN/δ. On the other hand,
the bound in (10) has a nicer dependence on ε than (11) does. Indeed, (10)
contains the term (ε−2) whereas (11) contains the term (ε−2 log4(ε−1)). These
two bounds can therefore be combined to yield a better bound on the size of J
required to ensure that the KFJLT is a JLT on Y.
As noted by Iwen et al. [19], one of the intermediate embedding dimension
results in Theorem 1 of their paper can be translated to a subspace embedding
result of the same flavor as what we present in Theorem 4.1. Their result has
a better dependence on R: It is proportional to R2 while our bound in (4) is
proportional to RP+1. Moreover, their results hold for a large family of sketch
matrices, whereas our result is limited to the KFJLT sketch. On the other
hand, their bound has worse dependence on ε: It is proportional to ε−2P while
our bound is proportional to ε−2. Their guarantees also require a coherence
assumption. In Theorems 2 and 8 of their paper, they provide guarantees for a
variant of KFJLT, with an intermediate embedding result that corresponds to
a subspace embedding variant of Theorem 2.1 in [20].
Remark 4.3. Our coherence and sampling argument can also be used to pro-
vide guarantees for sketched least squares regression. Let X, Φ and Sq be
defined as in Theorem 4.1 and suppose X is full rank, let y ∈ RI˜ be an ar-
bitrary vector with no assumptions on its structure, and let ε ∈ (0, 1). One
can show that if J is large enough, then ‖Xzˆ − y‖2 ≤ (1 + ε)OPT, where
zˆ
def
= arg minz ‖SqΦ(Xz− y)‖2 and OPT def= minz ‖Xz− y‖2. This can be done
by following the same arguments as in the proof of Theorem 2 in Section 4
of [16]. Let U be the top R singular values of X and let y⊥ be the portion
of y which is perpendicular to range(U). The proof boils down to showing
that σ2R(SqΦU) ≥ 1/
√
2 and ‖U>(SqΦ)>(SqΦ)y⊥‖22 ≤ ε · OPT2/2 with high
probability for sufficiently large J . The first statement follows directly from
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Theorem 4.1, and the second statement follows from Monte Carlo sampling re-
sults in [15] which require no information about y⊥. We refer to [16] for further
details.
5. Numerical Experiments
We present results from experiments on both synthetic and real-world data.
These experiments were implemented in Matlab.4
5.1. Experiment 1: Synthetic Data
In this section, we present the results from an experiment which compares
five different sketches when applied to random Kronecker vectors with three
different random distributions. The five methods we compare are the following.
• Gaussian sketch uses an unstructured J × I˜ matrix with i.i.d. standard
normal entries which are scaled by 1/
√
J . This approach is not scalable,
but interesting to use as a baseline in this experiment.
• KFJLT is the sketch discussed in this paper, and which is defined in
Definition 3.4, with the only difference that the uniform sampling of rows
is done without replacement.
• TRP is the method proposed in [31]. As sub-matrices, we use matrices
with i.i.d. standard normal entries of size Ip×J and rescale appropriately.
• TensorSketch is the method developed in [28, 29, 3, 13].
• Sampling is the method proposed by [10]. It computes an estimate of the
leverage scores for each row of the matrix to be sampled and uses these
to compute a distribution which is used for sampling.
All of these methods, except the first, are specifically designed for sketching
vectors with Kronecker structure. As input, we use random Kronecker vectors
x =
⊗3
p=1 x
(p), where each x(p) ∈ R16 has one of the following distributions.
4Our code is available online at https://github.com/OsmanMalik/kronecker-sketching.
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• Each x(p) has i.i.d. standard normal entries.
• Each x(p) is sparse with three nonzero elements, which are independent
and normally distributed with mean zero and standard deviation 100. The
positions of the three nonzero elements are drawn uniformly at random
without replacement.
• Each x(p) contains a single nonzero entry, which is chosen uniformly at
random. This nonzero entry is equal to 100.
Sparse Kronecker vectors are interesting in many data science applications, and
arise in decomposition of sparse tensors, for example.
In the experiment, we draw two random vectors x,y ∈ R4096, each of which
is a Kronecker product of three smaller vectors of length 16, drawn according to
one of the three distributions above. For each of the five sketches f and for some
embedding dimension J , we then compute how well they preserve the distance
between x and y by computing the quantity∣∣∣‖f(x)− f(y)‖2‖x− y‖2 − 1
∣∣∣. (12)
For each of the three distributions and each embedding dimension
J ∈ {100, 200, . . . , 1000} (13)
we repeat this 1000 times and compute the mean, standard deviation and maxi-
mum of (12) over those 1000 trials. For J as in (13), applying one of the sketches
to x and y reduces the number of entries in those vectors by between 76% (for
J = 1000) and 98% (for J = 100). Figures 1–3 present the results for each of
the three distributions.
No one method produces the best results for all three distributions. The
leverage score sampling approach does very well on dense vectors, even outper-
forming the Gaussian sketch, but does less well on sparser inputs. Although
TensorSketch has an impressive mean performance on the two sparser inputs,
it sometimes produces high distortion rates on those inputs. On the sparser
inputs, the KFJLT seems to strike the best balance between mean and worst
case performance. TRP does poorly for all three distribution types.
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Figure 1: Mean, standard deviation, and maximum of the quantity in (12) over 1000 trials
when the test vectors are Kronecker products of vectors with i.i.d. standard normal entries.
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Figure 2: Mean, standard deviation, and maximum of the quantity in (12) over 1000 trials
when the test vectors are Kronecker products of vectors with three nonzero elements which
are independent and normally distributed with mean zero and standard deviation 100.
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Figure 3: Mean, standard deviation, and maximum of the quantity in (12) over 1000 trials
when the test vectors are Kronecker products of vectors containing a single nonzero entry
equal to 100.
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5.2. Experiment 2: MNIST Handwritten Digits
In this experiment, we consider a subset of the MNIST Handwritten Digits
dataset [23], which is a standard benchmark dataset in machine learning.5 The
dataset consists of images of handwritten digits between 0 and 9. Each image
is in gray scale and of size 28 by 28 pixels. To make the image width and height
powers of two, we pad the images with zeros so that their size is 32 by 32 pixels.
We arrange 100 images depicting fours into a tensor X ∈ R32×32×100 and 100
images depicting nines into another tensor Y ∈ R32×32×100. Handwritten fours
and nines can look quite similar and can be difficult to distinguish, which is why
we choose this particular pair of digits. We then compute a rank-10 approximate
CP decomposition of each tensor using cp_als in the Tensor Toolbox for Matlab
[4, 5]. These take the form
Xˆ
def
=
10∑
r=1
A(1):r ◦A(2):r ◦A(3):r ≈ X,
Yˆ
def
=
10∑
r=1
B(1):r ◦B(2):r ◦B(3):r ≈ Y,
where ◦ denotes outer product, and each A(1),B(1),A(2),B(2) ∈ R32×10 and
A(3),B(3) ∈ R100×10 are called factor matrices; see [22] for further details on
tensor decomposition. Notice that the factor matrices require much less storage
than the original tensors. Figure 4 shows an example of a four and a nine in the
MNIST dataset, and their corresponding approximations in the CP tensors.
Exact 4 Approximate 4 Exact 9 Approximate 9
Figure 4: Example of a four and a nine with their corresponding approximations.
5We downloaded the MNIST dataset using the scripts provided at https://github.com/
sunsided/mnist-matlab.
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In this experiment, we apply the KFJLT, TRP, TensorSketch and sampling
sketches to Xˆ and Yˆ to see how well they preserve the distance between these
tensors. The four sketches can be applied efficiently to Xˆ and Yˆ in their de-
composed form. To see this, define X
def
= A(1) A(2) A(3) ∈ R102400×10 and
Y
def
= B(1) B(2) B(3) ∈ R102400×10, and let u ∈ R20 denote a column vector
with elements ui = 1 if 1 ≤ i ≤ 10 and ui = −1 if 11 ≤ i ≤ 20. Then the
following relation holds:
‖Xˆ− Yˆ‖F = ‖[X, Y] u‖2,
where ‖·‖F denotes the tensor Frobenius norm. Since the columns of [X, Y] are
Kronecker products, each of the four sketches under consideration can be applied
efficiently to this matrix. The Gaussian sketch requires too much memory and
is therefore not considered.
For any sketch M with the property
‖[X, Y] u‖2 ≈ ‖M [X, Y] u‖2, (14)
we may use ‖M [X, Y] u‖2 as an estimate for ‖Xˆ− Yˆ‖F. In the case of KFJLT,
a guarantee of the form (14) follows from Theorem 4.1 when J is large enough.
For each of the four sketches and some embedding dimension J , we compute
the quantity ∣∣∣‖M [X, Y] u‖2‖Xˆ− Yˆ‖F − 1
∣∣∣ (15)
as a measure of performance. For each embedding dimension
J ∈ {100, 200, · · · , 5000} (16)
we repeat this 1000 times and compute the mean, standard deviation and max-
imum of (15) over those 1000 trials. The pair (Xˆ, Yˆ) remains the same in all
trials. For J as in (16), applying one of the sketches to [X, Y] reduces the num-
ber of rows by between 95% (for J = 5000) and 99.9% (for J = 100). Figure 5
presents the results of the experiment. All methods have similar performance.
The fact that the factor matrices are mostly dense (some rows are zero due
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Figure 5: Mean, standard deviation, and maximum of the quantity in (15) over 1000 trials.
to the padding) may explain why the occasional large errors for TensorSketch
observed in Figure 3 are avoided. Our results here indicate that the different
sketches may have more similar performance on vectors like [X, Y] u which have
less structure than the Kronecker vectors in the synthetic experiment. Jin et al.
[20] made the related observation that KFJLT does a better job of embedding
unstructured vectors than Kronecker structured ones; see Section 5.2 in their
paper for further details.
6. Conclusion
We have presented a coherence and sampling argument for showing that
the KFJLT is a Johnson–Lindenstrauss transform on vectors with Kronecker
structure. Since our bound on the embedding dimension is different from the
one in the recent paper by Jin et al. [20], it can be combined with the bound
from that paper to yield a better bound overall. As a stepping stone to proving
our result, we also showed that the KFJLT is a subspace embedding for matrices
whose columns are Kronecker products.
We provided results from numerical experiments which compare five differ-
ent sketches, four of which are designed to be particularly efficient for sketching
of Kronecker structured vectors. The first experiment was done on Kronecker
vectors with three different random distributions. The second experiment was
done on two CP tensors, each approximating a tensor containing digits from the
MNIST dataset. In the first experiment, there was a clear difference in perfor-
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mance between different sketches, although no single method outperformed all
others for all three vector distributions. In the second experiment, all methods
performed similarly except the unstructured Gaussian sketch which was not in-
cluded in the experiment due to its high memory usage. We believe that there
is a need for a more comprehensive comparison of sketches for structured data
to help practitioners choose the best sketch for their particular needs.
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