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. Introduction
In recent years the investigation of brain oscillations has
eceived increasing interest. Many studies have demonstrated that
peciﬁc cognitive processes are reﬂected in brain oscillations with
haracteristic temporal, spatial and spectral signatures (Siegel et al.,
012; Schnitzler and Gross, 2005; Wang, 2010; Thut et al., 2012).
hese studies support the view that brain oscillations are directly
elated to computational processes implementing fundamental
nformation processing tasks in the human brain. Several recent
eviews provide a very good overview of this aspect of the ﬁeld
Siegel et al., 2012; Schnitzler and Gross, 2005; Wang, 2010; Giraud
nd Poeppel, 2012; Arnal and Giraud, 2012; Singer, 2013; Thut et al.,
012; Lopes da Silva, 2013; Jerbi et al., 2009).
Instead, this review presents and discusses the available analyt-
cal methods to study brain oscillations. It aims to give an overview
f the relevant approaches and methods for studying brain oscil-
ations as well as providing information for making informed
ecisions about the suitable methods for a given data analysis. As
uch this review is hopefully of interest for novices as well as more
xperienced researchers in the ﬁeld of brain oscillations.
The interested reader is referred to previous methodological
eviews of this and related ﬁelds. For example, Greenblatt and co-
orkers have recently reviewed connectivity measures (Greenblatt
t al., 2012). These measures are often applied in the context of
tudies investigating brain oscillations. Other reviews have focused
n a comparison of methods for spectral analysis (Muthuswamy
nd Thakor, 1998; Bruns, 2004; Wacker and Witte, 2013; Roach
nd Mathalon, 2008; Worrell et al., 2012). The current review
omplements the existing literature by reviewing recent develop-
ents in experimental approaches for studying brain oscillations,
y discussing the different stages of spectral analysis for elec-
rophysiological data and by providing an overview of analytical
echniques for the identiﬁcation of relationships between brain
scillations and behaviour.
. Identiﬁcation of brain oscillation
Physicists have studied oscillations for a long time. They emerge
n many dynamical systems. A well-known example is the pen-
ulum. Its dynamics can be approximated by a simple differential
quation and its deﬂection from rest position over time is described
y a sine function. The simple harmonic oscillator is there-
ore unambiguously speciﬁed by the amplitude, frequency and
hase (Fig. 1A). However, identiﬁcation and characterisation of
scillations in electrophysiological data is considerably more com-
licated.
Fig. 1B shows a power spectrum from 5 min  resting data for
n MEG  channel over occipital areas. Typical alpha oscillations
ppear as a peak in the power spectrum at a frequency of about
0 Hz. Still, the spectrum is dominated by low frequency compo-
ents and shows the typical 1/f  characteristic. Closer examination
eveals that these neural oscillations are non-stationary and show
induced by rhythmic trains of stimuli (Picton et al., 2003). How-
ever, the most commonly used spectral analysis techniques do not
account for these non-stationarities. All this makes identiﬁcation
of ongoing oscillations challenging and even more so for oscil-
lations that are less prominent than the relatively strong alpha
oscillations.
In a typical experiment researchers aim to identify stimulus-
related or task-related modulations of brain oscillations by
examining amplitude changes of oscillations over time and fre-
quency. But under what conditions are amplitude modulations
in the time-frequency domain considered sufﬁcient evidence for
the modulation of an intrinsic brain oscillation? Some commonly
observed effects in a time-frequency spectral analysis are transient
and others cover a large frequency band. For example, a typical
evoked response will be represented as a short phase-locked power
increase at low frequencies (≤10 Hz) and cannot be considered an
oscillation per se. Other effects can be observed in frequency bands
where the respective brain area might not show ongoing oscilla-
tions at rest. Unfortunately, no established criteria exist for the
identiﬁcation of brain oscillations or for classifying spectral per-
turbations as caused by intrinsic brain oscillations. But some of
the criteria recently suggested for the identiﬁcation of entrainment
effects can also be useful to help address this question (Thut et al.,
2011a, Box 2).
3. Experimental approaches to studying brain oscillations
Brain oscillations can be studied using a variety of experimen-
tal approaches some of which have received increasing interest
over the last few years. Here, I will make an attempt to provide
a structured overview of these approaches, describe their merit
and highlight some successful applications. I distinguish event-
related and continuous approaches that are described in separate
sections.
3.1. Event-related paradigms
Event-related experiments typically study the modulation of
brain oscillations time-locked to an event. In the simplest case the
event will be the presentation of a stimulus of a short duration or
a short movement such as a button press. The aim of studies using
this approach is typically the identiﬁcation of signiﬁcant modula-
tions in the amplitude of brain oscillations (e.g. Siegel et al., 2012;
Capilla et al., 2014; Gross et al., 2007; Cheyne, 2013; Neuper et al.,
2006). The approach can be extended by introducing several condi-
tions. Still, the underlying assumption in these studies is that brain
oscillations return to a constant baseline level before the start of
the next event. Researchers try to assure that this is the case by
using temporal delays between stimuli in the order of about 2–10 s.
However, it is known that brain oscillations are modulated by the
general behavioural state of participants (Steriade, 2000), attention
(Klimesch, 2012; Thut et al., 2012), expectation (Rohenkohl anductuations in amplitude and frequency. In addition, rhythmic
omponents can exist in the signal that are not purely oscilla-
ory in nature. Examples include the rolandic mu-rhythm with a
omb-like signal shape (Gastaut, 1952) and steady-state signalsNobre, 2011; Capilla et al., 2014; Thut et al., 2006) and prediction
(Arnal and Giraud, 2012). Therefore, ‘baseline activity’ especially
in blocked experimental designs will possibly be biased by experi-
mentally induced changes in arousal, attention or expectancy.
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Fig. 1. (A) An oscillation is characterised by its amplitude and frequency. A speciﬁ
f  the frequency of the oscillation. (B) Power spectrum of a 5-min MEG  signal reco
pectrum shows the typical 1/f  pattern with a peak at around 10 Hz corresponding 
Although this experimental approach has been typically used
o study the modulation of the amplitude of oscillations it can
s well be applied to study effects of phase. For example, Schyns
nd colleagues instructed participants to perform categorisation of
motional faces and used Information Theory to establish phase
odulations that code speciﬁc features of the presented stimuli
Schyns et al., 2011).
Another type of experiments uses this experimental approach
o study the effect of spontaneous variations in ongoing brain oscil-
ations on stimulus processing. A typical example is the repeated
resentation of a near-threshold stimulus. During analysis data
pochs are sorted according to behavioural outcome (e.g. perceived
r not perceived) to identify signiﬁcant differences in neural activ-
ty before presentation of the stimulus. This approach has been
sed by van Dijk et al. to demonstrate that variation in the ampli-
ude of parieto-occipital alpha oscillations at the time of stimulus
resentation predict performance in a visual discrimination task
van Dijk et al., 2008). Similarly, Thut et al. reported a correlation
etween prestimulus occipital alpha power and reaction time in a
overt visuo-spatial attention task (Thut et al., 2006). Extending the
pproach to the study of oscillatory phase effects is straightforward
Vanrullen and Dubois, 2011; Busch et al., 2009; Mathewson et al.,
009). Interestingly, recent evidence indicates that perception is
ot only modulated by local prestimulus power and phase but also
y the prestimulus network state characterised by connectivity
easures (Weisz et al., 2014; Hanslmayr et al., 2007).
This event-related approach lends itself to pharmacological
ntervention to test the effect of neuromodulators on cognitive
rocessing (Bauer et al., 2012). To further examine the causality
f effects of variations in brain oscillations on behavioural perfor-
ance real-time analysis of MEG/EEG activity can be used to trigger
timulus presentation at times of pre-deﬁned brain states (e.g. high
r low alpha power) (Jensen et al., 2011).
Interestingly, this approach can be generalised beyond sen-
ory pathways by replacing sensory stimuli with TMS  stimuli
hile simultaneously measuring EEG signals. TMS-evoked EEG sig-
als can be examined for oscillatory components that can reﬂect
esonance frequencies of the stimulated thalamo-cortical system
Rosanova et al., 2009; Garcia et al., 2011).
.2. Continuous paradigms
In contrast to event-related paradigms continuous paradigms
o not rely primarily on temporally deﬁned events (although these
an be later deﬁned during analysis, see e.g. Gross et al., 2013b).
nalysis of data recorded with continuous paradigms often discards
emporal information and focuses on spectral information and their
xperimentally induced changes.
Different classes of continuous paradigms can be distinguished.
irst, neural activity can be studied in the absence of any task andt within an oscillatory cycle is unambiguously identiﬁed by the phase irrespective
rom an occipital sensor of a participant in the absence of any instructed task. The
oing alpha oscillations.
any controlled stimulation. These ‘resting-state’ studies often aim
at identifying functional or effective connectivity pattern (Brookes
et al., 2011; Hipp et al., 2012; de Pasquale et al., 2010, 2012). They
have been successful in demonstrating the existence of consis-
tent long-range amplitude correlations particularly at frequencies
below 30 Hz despite the fact that the alleged ‘resting state’ is ill
deﬁned and difﬁcult to control. Electrophysiological resting-state
data has recently been used for clinical studies (Vecchio et al., 2013;
Uhlhaas and Singer, 2012; Stam, 2010).
A second class of continuous paradigms uses one or several
continuous tasks that can last several minutes. For example contin-
uous isometric contraction or simple motor tasks have been used
in healthy participants (Jerbi et al., 2007; Gross et al., 2002) and
in patients (Timmermann et al., 2003; Schnitzler and Gross, 2005;
Pollok et al., 2009). Typically, these studies aim at the identiﬁca-
tion of spectral signal components that are signiﬁcantly different
between conditions or correlate with behavioural performance.
Other studies have used continuous stimulation with naturalis-
tic stimuli to demonstrate that brain oscillations support sensory
coding and task-dependent communication (Gross et al., 2013b;
Honey et al., 2012; Morillon et al., 2010; Betti et al., 2013; Ng et al.,
2013).
Entrainment paradigms can be considered as a third class of
continuous paradigms. They are deﬁned by rhythmic features
in the stimulus. These could be trains of short stimuli with a
constant SOA (Cravo et al., 2013; Capilla et al., 2011; Lakatos
et al., 2008; Herrmann, 2001) or continuous rhythmic modula-
tions of features of the stimulus (such as amplitude or frequency
(Henry and Obleser, 2012; Picton et al., 2003)). Some naturalis-
tic stimuli (such as continuous speech) contain quasi-rhythmic
components that entrain brain oscillations (Gross et al., 2013b;
Zion Golumbic et al., 2013; Luo et al., 2010). Investigating the
mechanisms and dynamics of this entrainment improves our
understanding of the role that brain oscillations play in segment-
ing and coding continuous sensory stimuli (Giraud and Poeppel,
2012).
The entrainment approach has been extended to neurostimula-
tion techniques such as TMS  or TACS. Recent studies suggest that
this approach allows a controlled modulation of brain oscillations
independent of sensory stimulation (Thut et al., 2011a,b; Helfrich
et al., 2014; Chanes et al., 2013).
Entrainment studies play an increasingly important role for
establishing a causal role of brain oscillations for cognitive pro-
cesses. Traditionally, the oscillation–behaviour relationship has
been established by means of correlation or by contrasting
oscillations between experimental conditions showing differ-
ent behavioural performance. In contrast, entrainment studies
attempt to modulate brain oscillations so that consequences for
behavioural performance can be studied in a controlled man-
ner.
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. Spectral analysis
Spectral analysis provides the neuroscientists with a set of tools
o study oscillatory components in neural time series.
The main motivation for this analysis is typically one of the
ollowing
identifying oscillatory components in neural time series;
identifying dependencies between oscillations in different brain
areas (connectivity);
identifying dependencies between oscillations (their frequency,
amplitude or phase) and cognitive processes or behaviour.
Spectral analysis typically relies on the transformation of time
eries into the frequency domain. In the frequency-domain sig-
als are represented as a linear combination of oscillatory basis
unctions. Because of the use of oscillatory basis functions the
requency-domain representation is optimal (and sparse) for sig-
als with oscillatory components and facilitates the identiﬁcation
f these components and their modulations over time. However, as
rieﬂy discussed in the introduction, the interpretation of spectral
nalysis results of electrophysiological data is far from trivial since
he analysis has to account for the time-varying and sometimes
ransient nature of physiological oscillations. In addition, MEG/EEG
ata is often contaminated by (rhythmic) artefacts that will neg-
tively affect spectral representations (such as power spectra or
ime-frequency representations). In this section we,  ﬁrst, review
nalytical techniques that prepare the data for spectral analysis.
hen, we highlight different techniques that perform the required
ransformation of time-series data into the frequency domain. For a
ore formal discussion of spectral analysis we recommend the use
f more specialised literature (Stoica and Moses, 1997; Flandrin,
999; Brillinger, 2001; Percival and Walden, 1993).
.1. Data preprocessing
This short section mainly covers aspects related to the pre-
rocessing of data that are speciﬁcally important for the analysis
f brain oscillations. In general, standard procedures should be
sed for removing artefacts from the data (Gross et al., 2013a;
icton et al., 2000; Keil et al., 2014). For example, data needs to
e inspected for discontinuities (e.g. Squid jumps in MEG  data).
iltering these artefacts may  lead to ﬁlter ringing and can gen-
rate oscillatory components in the ﬁltered data. However, for
he purpose of studying brain oscillations particular consideration
hould be given to rhythmic artefacts. We  can distinguish between
hysiological and non-physiological artefacts. An example for a
on-physiological artefact is magnetic/electric noise generated by
ir-conditioning equipment. These artefacts can have rhythmic
omponents in the range of physiological brain activity (10–40 Hz).
hese can be detected by spectral analysis of empty-room recor-
ings. One prominent source of rhythmic physiological activity is
he heart. Especially MEG  magnetometer devices are sensitive to
hese cardiac artefacts.
Several analytical tools exist that allow for the correction of
hese artefacts. These artefact correction methods mostly make use
f linear transformations or regression techniques applied to the
ensor data (Wallstrom et al., 2004; Parra et al., 2005; Ille et al.,
002; Schlögl et al., 2007). Linear transformations can be obtained
rom principal component analysis (PCA), independent component
nalysis (ICA) (Parra et al., 2005; Ille et al., 2002; Onton and Makeig,
006; Rong and Contreras-Vidal, 2006; Barbati et al., 2004; Jung
t al., 2000), or through signal space projection (SSP) (Uusitalo
nd Ilmoniemi, 1997) or signal space separation (SSS) (Taulu et al.,
004; Taulu and Simola, 2006). PCA, ICA and regression techniques
ely on the assumption that the data space can be divided intoMethods 228 (2014) 57–66
a signal space and an artefact/noise space and that this separa-
tion is valid for all time points in the data. PCA-based techniques
require an artefact template to estimate the artefact/noise space
whereas ICA provides an automatic separation of the data into sta-
tistically independent components. The topography, time course
and spectral characteristics of these components are used for man-
ual or (semi-) automatic assignment of components to the signal or
artefact space. SSS performs the separation of the signal and noise
subspaces based on spherical harmonics expansion (Nolte, 2003)
of the data making use of the fact that the physiological activity
is generated within the spatial compartment enclosed by the MEG
sensors.
4.2. Transformation into frequency domain
This section provides a short overview of different analyti-
cal techniques for the transformation of data into the frequency
domain. In principle, the researcher has to decide between para-
metric and non-parametric methods. Examples of non-parametric
methods are the Fourier transform, wavelet transform or the
Hilbert transform. The most commonly used parametric spectral
estimation technique is based on autoregressive (AR) modelling
where a time series is expressed as a linear combination of past val-
ues and a noise term. Although spectra computed from AR-models
can potentially result in higher time and/or frequency resolution
(Nalatore and Rangarajan, 2009) they are sensitive to parame-
ters such as the model order. Spectral analysis using AR-models is
extensively covered elsewhere (Astolﬁ et al., 2008; Schloegl et al.,
2006; Seth et al., 2011).
Controlling the time-frequency resolution is probably the most
critical factor for time-frequency analysis. There is a fundamental
trade-off between time and frequency resolution that is formalised
in the Heisenberg uncertainty principle. The upper bound of the
joint time-frequency resolution is achieved by Morlet (or Gabor)
Wavelets. Interestingly, this type of wavelets can be used in the
context of Fourier analysis, wavelet analysis or the Hilbert trans-
form.
In the following we cover the most commonly used analyti-
cal techniques for spectral analysis. Other tutorials and reviews
are available that cover more practical aspects of this analysis
(Herrmann et al., 2013; Gross et al., 2013b; Roach and Mathalon,
2008).
4.2.1. Fourier analysis
Here and in the following sections we consider the case of a
time-frequency analysis of MEG/EEG data over multiple trials (com-
putation of a power spectrum can be seen as a special case of this).
A Fourier-based time-frequency analysis typically uses the short-
time Fourier method. Here, a short segment of data is selected
from the ﬁrst trial. Data points in this segment are weighted by
a tapering function and subjected to the Fourier transform (often
using the computationally efﬁcient Fast Fourier Transform (FFT)).
Tapering (e.g. using a Hanning window) is recommended because
it reduces spectral leakage. The result is a complex spectrum in
the frequency domain. Then, the next segment of data is selected
(often with a large overlap with the previous window) and the com-
putation is repeated. In this way, the data is transformed into the
frequency domain in short segments for all the trials. Finally, the
absolute value (or square of the absolute value) is averaged across
trials for each time window separately leading to a time-frequency
spectrum. It should be noted that the length L of the data seg-
ment determines the spectral frequency resolution (1/L). To some
extent the frequency resolution can be increased by zero-padding
(adding zeros to the selected data segment increases L and thereby
the frequency resolution). For recommended settings we  refer the
interested reader to existing tutorials and guidelines (Herrmann
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t al., 2013; Gross et al., 2013b; Roach and Mathalon, 2008; Keil
t al., 2014).
Instead of a single taper (such as Hanning window) multiple
rthogonal tapers can be used to reduce the variance of the spectral
stimate and to achieve a controlled smoothing in the frequency
omain that is independent of the spectral resolution (Percival and
alden, 1993; Mitra and Pesaran, 1999). This technique, termed
ulti-tapering, is particularly suited for the analysis of high fre-
uency oscillations that typically show a large frequency jitter
ecause it effectively integrates spectral power over a range of
requencies.
.2.2. Wavelet analysis
Wavelet analysis is based on a set of oscillatory basis functions
hat are constructed from a prototypical ‘mother wavelet’. One of
he most commonly used wavelets is the Morlet wavelet (or Gabor
avelet) that has an optimal trade-off between time and frequency
esolution. It is constructed from a complex-valued wave weighted
ith a Gaussian function.
Changing the length of the wavelet can control the trade-off
etween time and frequency resolution. A longer wavelet will
mprove the frequency resolution but reduce the temporal res-
lution. All wavelets are derived from the mother wavelet by
ompression in time. To compute a time-frequency spectrum the
ime series are convolved with the wavelets leading to complex-
alued spectral estimates.
Whereas the length of the data segment is typically constant in
ourier-based spectral analysis the length of the wavelet decreases
or higher frequencies. The changing wavelet length leads to a
requency-adaptive temporal-spectral resolution of the wavelet
pectral estimates. High frequencies have a better temporal res-
lution compared to low frequencies.
.2.3. Hilbert–Huang transform
The Hilbert–Huang transform has been recently proposed for
he computation of time-frequency spectra from nonlinear and
on-stationary processes (Huang et al., 1998). It is based on a com-
ination of Empirical Mode Decomposition (EMD) and the Hilbert
ransform.
In contrast to wavelet and Fourier analysis it uses adaptive basis
unctions (called intrinsic mode functions, IMF) that are derived
rom the data. An IMF  can change amplitude and frequency over
ime. The subsequently applied Hilbert transform leads to an esti-
ate of instantaneous frequency and amplitude for each IMF. These
stimates are then combined across IMFs into the Hilbert–Huang
pectrum. EMD  alone or as part of the Hilbert–Huang transform
as been used to study for example the generation of event-related
r TMS-induced EEG changes (Burgess, 2012; Pigorini et al., 2011;
iang et al., 2005).
.2.4. Hilbert transform
The Hilbert transform on its own is a useful tool for spectral
nalysis (Freeman, 2007). It transforms a time-series into the ana-
ytic signal that allows computation of instantaneous phase and
mplitude. However, phase and amplitude estimates are only inter-
retable for narrow-band signals. Since brain signals can consist
f multiple independent oscillatory components at different fre-
uencies band-pass ﬁltering is required before applying the Hilbert
ransform (Pikovsky et al., 2003; Wacker and Witte, 2013). If the
hase is used for further analysis it is important to use ﬁlters that
o not lead to phase distortion. One suitable choice is the for-
ard and reverse ﬁltering with an FIR ﬁlter (see also Widmann
nd Schröger, 2012). In principle a whole time-frequency repre-
entation can be constructed based on the Hilbert transform by
sing a bank of bandpass-ﬁlters and hilbert-transforming the ﬁl-
ered signal. Although the extracted amplitude or phase signal hasethods 228 (2014) 57–66 61
the sampling frequency of the original data it should be noted that
the time-frequency resolution of the estimated amplitude signal is
determined by the properties of the bandpass ﬁlter. In general, a
wider passband will allow for more rapid amplitude ﬂuctuations
in the Hilbert-transformed signal.
4.2.5. Matching pursuit analysis
Matching pursuit (MP) is an algorithm that decomposes a time
series into a sum of ‘atoms’ from a pre-deﬁned dictionary (Mallat
and Zhang, 1993). This dictionary can consist of Morlet wavelets to
optimise the time-frequency trade-off (Wacker and Witte, 2011)
but can also include additional functions that can capture non-
oscillatory components in the data. Interestingly, the dictionary can
contain wavelets of different length even for the same frequency
and the MP  algorithm selects the wavelet that best matches the
signal. In practice, the inner product between the respective signal
segment and all atoms in the dictionary is computed and the pro-
jection of the signal on the atom with the largest inner product is
subtracted. In the next iteration the process is repeated with the
residual signal. A time-frequency representation can be computed
by linear superposition of the time-frequency representation of the
individual atoms.
The use of this over-complete dictionary has interesting and rel-
evant applications as it allows to differentiate between transient
and oscillatory components (Ray and Maunsell, 2011). A tran-
sient (non-oscillatory) signal component will have the largest inner
product with a non-oscillatory atom whereas an oscillatory com-
ponent extending over several cycles will be best represented with
an oscillatory atom of matching frequency and duration. In com-
parison, it is very difﬁcult to differentiate between transient and
oscillatory signal components in time-frequency representations
based on Fourier or wavelet analysis. Non-oscillatory signal com-
ponents will be represented by a linear combination of oscillatory
basis functions. A short, transient signal component will be repre-
sented in wavelet or Fourier analysis by a power increase over a
broad frequency band and could be interpreted as an ‘oscillatory’
phenomenon. Moreover, the phase and amplitude of this represen-
tation will be correlated over time and can lead to spurious results
in cross-frequency analysis (Kramer et al., 2008).
Due to its data-adaptive nature the MP  algorithm leads to
time-frequency spectra with high time and frequency resolution.
A possible drawback lies in the fact that MP algorithms consist
of a ﬁnite set of atoms and therefore introduce an estimation
bias towards these atoms (although this can be addressed with
stochastic dictionaries (Durka et al., 2001) or dictionary learning
(Barthélemy et al., 2013)).
4.2.6. Comparison of time-frequency methods
It has been shown that the STFT, Wavelet-, and Hilbert approach
are essentially equivalent and can be seen as a convolution of the
original time series with a complex kernel (Bruns, 2004; Le Van
Quyen et al., 2001; Kiebel et al., 2005). Identical or at least very simi-
lar results can be obtained with all three methods by an appropriate
selection of parameters. An important consideration is the time-
frequency resolution across different frequency bands. In a typical
Fourier analysis the time-frequency resolution is kept constant
whereas it is frequency-dependent in a typical wavelet analysis.
Some degree of frequency-dependence of the time-frequency res-
olution is desirable in most cases because standard deﬁnitions of
functional frequency bands of brain oscillations (based on clinical
observations and task-related modulations in electrophysiological
studies) show a logarithmic organisation (Buzsaki and Draguhn,
2004) highlighting the importance of a higher frequency resolu-
tion for low frequencies and a lower frequency resolution for higher
frequencies (Gross et al., 2013b).
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Ray et al. provide an interesting comparison of STFT and MP
ethods (Ray et al., 2008, Suppl. Discussion 3). They demonstrate
hat non-stationarity can lead to signal cancellations in Fourier
nalysis but not in MP  analysis. This effect is most pronounced for
igh frequencies.
An elegant and rather comprehensive overview and compar-
son of time-frequency methods can be found in Wacker and
itte (2013). Wacker and colleagues point out that the optimal-
ty of time-frequency results depends on the matching between
he signal components and the basis functions of the respective
ime-frequency method. Unfortunately, the time-frequency char-
cteristics of components of the MEG/EEG signal are unknown
nd the a priori choice of time-frequency resolution (by select-
ng a window length for Fourier analysis or the wavelet length
or wavelet analysis) will likely lead to suboptimal results. It is
herefore recommended to perform time-frequency analysis with
ifferent time-frequency resolutions. Another promising approach
s the use of matching-pursuit (MP) techniques where the appro-
riate time-frequency resolution is adaptively determined by the
lgorithm (Wacker and Witte, 2013).
. Post-processing of spectral data
Time-frequency analysis with any of the techniques described
n the previous section is typically performed on single trials
nd leads to a complex-valued representation of each trial in the
ime-frequency plane. Various measures can be derived from this
epresentation (Roach and Mathalon, 2008). The two  fundamental
easures are amplitude and phase. Amplitude is computed as the
bsolute value (or magnitude) of the complex numbers. Sometimes
ower is used instead by computing the square of the amplitude.
hase is computed as the argument of the complex number (by
omputing the arctangent). Single-trial power and/or phase time-
requency data is then subjected to further analysis to identify
igniﬁcant relationships between these measures and behaviour.
.1. Baseline correction
Whereas phase is a bounded measure (between 0 and 2 pi)
mplitude typically requires normalisation to account for inter-
ndividual differences and changes of ongoing oscillations over
ime. Often the modulation of ongoing oscillations time-locked to
n event is of interest motivating a baseline correction. In addition,
ime-frequency power results are dominated by low frequencies
ecause of the typical 1/f  characteristic of power in MEG/EEG recor-
ings. Appropriate baseline normalisation (e.g. when post stimulus
ower is expressed as relative change to baseline) can improve
dentiﬁcation and visualisation of stimulus-induced effects in high
requencies.
However, there is little consensus on when and how to perform
aseline correction. In fact, it is known that the amplitude of oscil-
ations in the baseline window affects behavioural performance in
 subsequent task (van Dijk et al., 2008; Hanslmayr et al., 2007;
omei et al., 2008) and oscillations in the baseline may  be the very
ubject of a study. In principle, baseline correction can be performed
n a number of ways. The most commonly used measures express
ost-stimulus power at each individual frequency as a difference,
atio, percent increase or in units of decibel or standard deviation
z-score) of the baseline power at that frequency.
Traditionally, this baseline correction is done after averag-
ng the single trial power time-frequency results. However, a
ecent study (Grandchamp and Delorme, 2011) convincingly
emonstrates the sensitivity of this classical baseline correction to
oisy trials leading to an overestimation of post-stimulus power.
ased on simulations and analysis of real data they conclude thatMethods 228 (2014) 57–66
single-trial normalisation using the full trial (instead of only the
pre-stimulus baseline) outperforms both the classical baseline
correction and also the single-trial normalisation based on the
baseline window. Results were similar for different normalisations
(relative change, decibel or in units of baseline standard deviation)
with a slight advantage for the normalisation that uses the baseline
standard deviation. Similarly, Hu et al. report an over-estimation
of power when relative change normalisation is employed for
baseline correction for individual subjects and especially if it is
employed for single trials (Hu et al., 2013). This bias is absent for
baseline normalisation based on subtracting mean baseline power
per frequency. However, performance of different normalisation
schemes will likely depend on the experimental paradigm and the
time window selected for the single trials. It could be desirable to
test various normalisation strategies for a given study.
5.2. Identifying signiﬁcant differences between conditions
Time-frequency analysis is often motivated by the aim to iden-
tify signiﬁcant differences of the amplitude of brain oscillations
between two  experimental conditions (or between post-stimulus
time-windows and baseline). Both, parametric and non-parametric
methods can be used to address this problem. Parametric meth-
ods make assumptions about the distribution of the tested data,
which is not the case for non-parametric methods. However, if the
assumptions are met  parametric methods will always be as or more
sensitive than non-parametric methods (Kiebel et al., 2005). And
they allow interesting applications such as the deconvolution of
time-frequency data into different components (Litvak et al., 2013)
or multivariate analysis (Soto et al., 2009).
Over recent years non-parametric statistics has become more
and more popular for the analysis of time-frequency data (Maris
and Oostenveld, 2007; Pantazis et al., 2005). It can be ﬂexibly used
in a number of ways for different test statistics and on differ-
ent types of data (e.g. on single trials for individual analysis or
on single subjects for group analysis). In principle, a given test
statistic (e.g. t-statistic between two conditions) is compared to
a null-distribution. In the single subject case this null-distribution
can be computed from multiple t-tests after a random assignment
of trials to the two  conditions. The multiple comparison problem
(MCP) in the context of non-parametric statistics can be addressed
in various ways. P-values can be corrected by the false discov-
ery rate (FDR) method (Benjamini and Hochberg, 1995), by using
cluster-level statistics (Maris and Oostenveld, 2007) or maximum
statistics (Pantazis et al., 2005). Again, the clustering can be per-
formed ﬂexibly along different dimensions of the data space (e.g.
across time-frequency for a single sensor, or across time-sensor for
a given frequency, etc.).
An obvious (but relevant) variation of this condition-contrast
approach is based on a sorting of trials according to behavioural
outcome. A typical example is the presentation of a near-threshold
target where analysis is based on the statistical contrast of detected
versus undetected target (or fast versus slow reaction times, see
e.g. van Dijk et al., 2008; Gross et al., 2007; Hanslmayr et al., 2007;
Vanrullen et al., 2011; Mathewson et al., 2009; Reinhart et al., 2011).
Interestingly, this approach can also be applied for the analysis
of oscillatory phase. It has been used to demonstrate that pres-
timulus oscillatory phase affects detection performance (Vanrullen
et al., 2011; Mathewson et al., 2009). In this case trials are split
into two conditions according to behavioural performance and the
single-trial distributions of phase (computed from the complex
values in the time-frequency plane) are compared between the
two conditions for each time-frequency point. Established methods
from circular statistics can be used to reveal signiﬁcant differences
between conditions (Fisher, 1995; Berens, 2009).
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.3. Identifying brain–behaviour correlations from
ime-frequency data
More sophisticated methods exist that go beyond a simple com-
arison of two conditions. Most of these methods make use of
he single-trial time-frequency information and often relate this to
ingle-trial behaviour (such as reaction time, subjective stimulus
ntensity, detection accuracy etc.). This section reviews analytical
ethods that can be used to relate single-trial time-frequency data
o behaviour.
A straightforward extension of the two-condition approach
s the computation of correlations between single-trial time-
requency data and behaviour (e.g. (Zhang et al., 2008; Tan
t al., 2013; Reinhart et al., 2011) but see Rousselet and
ernet, 2012). For each time-frequency point the respective
easure (power or phase) can be correlated across trials with
ehavioural performance (note that circular correlation has to
e used for phase) leading to a time-frequency map  of correla-
ion.
The correlation approach can be easily extended to more com-
lex models. General linear models (GLM) are often used to
stablish linear dependencies between brain activity and behaviour
nd have been applied to time-frequency data as well (Wyart et al.,
012; Luckhoo et al., 2012; Kiebel et al., 2005; Litvak et al., 2011;
ernet et al., 2011; Debener et al., 2005; Cohen and Cavanagh,
011; Gould et al., 2012; Huang et al., 2013). For example, power
t each time frequency point can be regressed on one or multiple
ariables (such as real or subjective stimulus intensity or reaction
ime) including their interactions (Cohen and Cavanagh, 2011). In
heir study Cohen and Cavanagh used robust regression because
t is less sensitive to outliers (2011). Another study compared sev-
ral regression models to investigate which oscillatory components
redict the subjective experience of pain intensity (Schulz et al.,
011).
Given the high dimensionality of the spectral data (time, fre-
uency, space) it can be advantageous to perform multivariate
nalysis to identify signiﬁcant dependencies between brain activity
nd behaviour. Multivariate tests can be used to identify signiﬁcant
omponents (modes) in high-dimensional space (Carbonell et al.,
004; Friston et al., 1996; McIntosh and Lobaugh, 2004) and are
n general more sensitive compared to univariate tests. However,
nivariate tests are required to localise signiﬁcant effects within
hat space.
Partial least squares (PLS) is one of these multivariate tools that
as been used in Neuroimaging (McIntosh and Lobaugh, 2004; Hu
t al., 2013; Düzel et al., 2003). PLS can be used to decompose time-
requency data into components (or latent variables) that show
orrelations with behaviour or differences between experimen-
al conditions. PLS analysis if often combined with randomisation
tatistics to identify signiﬁcant correlations between latent vari-
bles and behaviour.
However, these GLM-based methods rely on the assumption
f Gaussianity of the underlying data distribution and typically
robe for linear relationships between time-frequency power and
ehaviour (although non-linear regressors can be used). Indeed,
on-linear (e.g. parabolic) dependencies between oscillatory power
nd behavioural performance have been identiﬁed using a sim-
le binning strategy (Linkenkaer-Hansen et al., 2004). Single-trials
re sorted according to their power in a speciﬁc time-frequency
indow into a number of bins (e.g. 10 percentile bins). The cor-
esponding behavioural measure is then averaged across trials for
ach bin. This analysis is performed on each individual subject and
hereby accounts for inter-individual variation in oscillatory power.
inally, statistical analysis can be performed across subjects on the
ariation of the behavioural measure over bins (Capilla et al., 2014;
inkenkaer-Hansen et al., 2004).ethods 228 (2014) 57–66 63
An interesting method to detect and quantify non-linear
dependencies between time-frequency data and behaviour that
does not depend on the assumption of Gaussianity comes from
Information Theory (Cover and Thomas, 2006). Mutual information
quantiﬁes the amount of information (in bits) that one random vari-
able (e.g. oscillatory power) contains about another (e.g. behaviour)
(Cover and Thomas, 2006; Quian Quiroga and Panzeri, 2009; Magri
et al., 2009). It can be used as a versatile tool to study functional con-
nectivity (Liu and Ioannides, 2006; Maruyama and Ioannides, 2010)
or relate oscillatory measures to stimulus or behaviour (Schyns
et al., 2011). Interestingly, phase and amplitude (and also their
interactions) can be studied and compared within the same com-
putational framework (see e.g. Schyns et al., 2011; Gross et al.,
2013b).
Another multivariate analysis approach for time-frequency data
is based on classiﬁcation (Besserve et al., 2007; Pfurtscheller and
Neuper, 2006) and often makes use of support vector machines
(SVM) (Schulz et al., 2012), neural networks (Fuentemilla et al.,
2010), regularised least squares classiﬁer (Tsuchiya et al., 2008) or
linear discriminant analysis (Kauppi et al., 2013; Lou et al., 2013).
For example, Schulz and colleagues used SVM to predict pain per-
ception in individual subjects from single-trial time-frequency data
separately for each electrode (Schulz et al., 2012). Signiﬁcance
of classiﬁcation was  tested with permutation statistics. Tsuchiya
et al. (2008) identiﬁed diagnostic information for distinguishing
faces from geometric pattern from intracranial recordings across
time, frequency and space. In addition to application of a regu-
larised least squares classiﬁer in the time-frequency domain they
mapped the spatial distribution of informative time-frequency
power by performing a searchlight decoding analysis. Fuentemilla
and co-workers performed multivariate pattern classiﬁcation on
time-frequency data from MEG  sensors to distinguish trials where
either indoor or outdoor scenes had been visually presented to
participants (Fuentemilla et al., 2010; Jafarpour et al., 2013). Appli-
cation of the classiﬁer during the maintenance period revealed
memory replay that was coordinated by the phase of theta oscilla-
tions.
Similarly, representational similarity analysis (Kriegeskorte
et al., 2008) can identify relations between behavioural data and
time-frequency representations of electrophysiological data. Leske
and co-workers combined this analysis with a searchlight approach
to demonstrate that the strength of an auditory illusory percept
correlates with the amplitude of alpha and beta oscillations pre-
dominantly in auditory areas (Leske et al., 2013).
6. Conclusion
Supported by developments over the last years the study of
brain oscillations has changed into a relatively mature ﬁeld of
science with respect to the experimental approaches and analyt-
ical methods. Validated techniques exist for spectral analysis of
MEG/EEG data. Most commonly, spectral analysis is performed
by using Fourier-, Wavelet- or Hilbert transform. Relatively novel
methods such as matching pursuit techniques appear to be promis-
ing and may  soon ﬁnd their way into the mainstream analysis
pipelines.
Considerable progress has been made regarding the statis-
tical analysis of the high-dimensional data that appropriately
correct for multiple statistical comparisons. Amongst these meth-
ods, high-dimensional cluster analysis and FDR correction are
routinely used. There is still considerable heterogeneity in the
way brain–behaviour relations are established from spectral data.
Beyond simple cases such as statistical contrast between condi-
tions that are associated with different behaviour (or behavioural
performance) there is little consensus on analytical methods or
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pproaches. But a promising trend seems to be the move towards
ingle-trial based analysis as researchers increasingly recognise
hat trial-by-trial variability in behaviour and neural signals is not
nly caused by noise but rather represents meaningful variations
n brain state. Hopefully this trend will soon be complemented by
aking into consideration inter-subject variability (Renvall et al.,
012; Schulz et al., 2011).
Furthermore, the recent developments reviewed here have
ed to a signiﬁcantly improved understanding of brain oscilla-
ions. Speciﬁcally, we have learned about the importance of phase
or neural communication and stimulus coding and processing,
ave developed protocols to modulate brain oscillations through
harmacological intervention, brain-state triggered stimulation,
eurostimulation or sensory entrainment and have a variety of
ethods available to study the effect of changing brain states on
timulus processing.
These and ongoing developments will undoubtedly lead to more
xciting discoveries about the intricate relationship between brain
scillations and human behaviour.
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JG is supported by Wellcome Trust (098433).
eferences
rnal LH, Giraud AL. Cortical oscillations and sensory predictions. Trends Cogn Sci
2012;16(7):390–8.
stolﬁ L, Cincotti F, Mattia D, De Vico Fallani F, Tocci A, Colosimo A, et al. Tracking the
time-varying cortical connectivity patterns by adaptive multivariate estimators.
IEEE Trans Biomed Eng 2008;55:902–13.
arbati G, Porcaro C, Zappasodi F, Rossini PM,  Tecchio F. Optimization of an inde-
pendent component analysis approach for artifact identiﬁcation and removal in
magnetoencephalographic signals. Clin Neurophysiol 2004;115:1220–32.
arthélemy Q, Gouy-Pailler C, Isaac Y, Souloumiac A, Larue A, Mars JI. Multivariate
temporal dictionary learning for EEG. J Neurosci Methods 2013;215:19–28.
auer M,  Kluge C, Bach D, Bradbury D, Heinze HJ, Dolan RJ, et al. Cholinergic enhance-
ment of visual attention and neural oscillations in the human brain. Curr Biol
2012;22(5):397–402.
enjamini Y, Hochberg Y. Controlling the false discovery rate: a practical and
powerful approach to multiple testing. J R Stat Soc Ser B Methodological
1995;57:289–300.
erens P. CircStat: a MATLAB toolbox for circular statistics. J Stat Softw
2009;31:1–21.
esserve M,  Jerbi K, Laurent F, Baillet S, Martinerie J, Garnero L. Classiﬁcation meth-
ods  for ongoing EEG and MEG  signals. Biol Res 2007;40:415–37.
etti V, Della Penna S, de Pasquale F, Mantini D, Marzetti L, Romani GL, et al. Natural
scenes viewing alters the dynamics of functional connectivity in the human
brain. Neuron 2013;79:782–97.
rillinger DR. Time series: data analysis and theory. Society for Industrial Mathe-
matics; 2001.
rookes MJ,  Woolrich M,  Luckhoo H, Price D, Hale JR, Stephenson MC,  et al.
Investigating the electrophysiological basis of resting state networks using mag-
netoencephalography. Proc Natl Acad Sci USA 2011;108(40):16783–8.
runs A. Fourier–Hilbert- and wavelet-based signal analysis: are they really different
approaches? J Neurosci Methods 2004;137:321–32.
urgess AP. Towards a uniﬁed understanding of event-related changes in the EEG:
the ﬁreﬂy model of synchronization through cross-frequency phase modulation.
PLoS ONE 2012;7:e45630.
usch NA, Dubois J, VanRullen R. The phase of ongoing EEG oscillations predicts
visual perception. J Neurosci 2009;29:7869–76.
uzsaki G, Draguhn A. Neuronal oscillations in cortical networks. Science
2004;304:1926–9.
apilla A, Pazo-Alvarez P, Darriba A, Campo P, Gross J. Steady-state visual evoked
potentials can be explained by temporal superposition of transient event-related
responses. PLoS ONE 2011;6:e14543.
apilla A, Schoffelen JM,  Paterson G, Thut G, Gross J. Dissociated -band modula-
tions in the dorsal and ventral visual pathways in visuospatial attention and
perception. Cereb Cortex 2014;24(2):550–61.
arbonell F, Galán L, Valdés P, Worsley K, Biscay RJ, Díaz-Comas L, et al. Random ﬁeld-
union intersection tests for EEG/MEG imaging. Neuroimage 2004;22:268–76.
hanes L, Quentin R, Tallon-Baudry C, Valero-Cabré A. Causal frequency-speciﬁc
contributions of frontal spatiotemporal patterns induced by non-invasive neu-
rostimulation to human visual performance. J Neurosci 2013;33:5000–5.
heyne DO. MEG  studies of sensorimotor rhythms: a review. Exp Neurol
2013;245:27–39.
ohen MX,  Cavanagh JF. Single-trial regression elucidates the role of prefrontal theta
oscillations in response conﬂict. Front Psychol 2011;2:30.Methods 228 (2014) 57–66
Cover TM,  Thomas JA. Elements of Information Theory. Wiley-Blackwell; 2006.
Cravo AM,  Rohenkohl G, Wyart V, Nobre AC. Temporal expectation enhances con-
trast sensitivity by phase entrainment of low-frequency oscillations in visual
cortex. J Neurosci 2013;33:4002–10.
de Pasquale F, Della Penna S, Snyder AZ, Lewis C, Mantini D,  Marzetti L, et al. Temporal
dynamics of spontaneous MEG  activity in brain networks. Proc Natl Acad Sci USA
2010;107:6040–5.
de Pasquale F, Della Penna S, Snyder AZ, Marzetti L, Pizzella V, Romani GL, et al.
A cortical core for dynamic integration of functional networks in the resting
human brain. Neuron 2012;74:753–64.
Debener S, Ullsperger M,  Siegel M,  Fiehler K, von Cramon DY, Engel AK. Trial-by-trial
coupling of concurrent electroencephalogram and functional magnetic reso-
nance imaging identiﬁes the dynamics of performance monitoring. J Neurosci
2005;25:11730–7.
Durka PJ, Ircha D, Blinowska KJ. Stochastic time-frequency dictionaries for matching
pursuit. IEEE Trans Signal Process 2001;49:507–10.
Düzel E, Habib R, Schott B, Schoenfeld A, Lobaugh N, McIntosh AR, et al. A mul-
tivariate, spatiotemporal analysis of electromagnetic time-frequency data of
recognition memory. Neuroimage 2003;18:185–97.
Fisher NI. Statistical analysis of circular data. Cambridge University Press; 1995.
Flandrin P. Time-frequency/time-scale analysis. Academic Press; 1999.
Freeman WJ.  Hilbert transform for brain waves. Scholarpedia 2007;2:1338.
Friston KJ, Stephan KM,  Heather JD, Frith CD, Ioannides AA, Liu LC, et al. A multivariate
analysis of evoked responses in EEG and MEG data. Neuroimage 1996;3:167–74.
Fuentemilla L, Penny WD,  Cashdollar N, Bunzeck N, Düzel E. Theta-coupled periodic
replay in working memory. Curr Biol 2010;20:606–12.
Garcia JO, Grossman ED, Srinivasan R. Evoked potentials in large-scale cor-
tical networks elicited by TMS  of the visual cortex. J Neurophysiol
2011;106:1734–46.
Gastaut H. Electrocorticographic study of the reactivity of rolandic rhythm. Rev
Neurol (Paris) 1952;87:176–82.
Giraud AL, Poeppel D. Cortical oscillations and speech processing: emerging com-
putational principles and operations. Nat Neurosci 2012;15:511–7.
Gould IC, Nobre AC, Wyart V, Rushworth MF.  Effects of decision variables and intra-
parietal stimulation on sensorimotor oscillatory activity in the human brain. J
Neurosci 2012;32:13805–18.
Grandchamp R, Delorme A. Single-trial normalization for event-related spec-
tral  decomposition reduces sensitivity to noisy trials. Front Psychol 2011;2:
236.
Greenblatt RE, Pﬂieger ME,  Ossadtchi AE. Connectivity measures applied to human
brain electrophysiological data. J Neurosci Methods 2012;207(1):1–16.
Gross J, Timmermann L, Kujala J, Dirks M,  Schmitz F, Salmelin R, et al. The neu-
ral  basis of intermittent motor control in humans. Proc Natl Acad Sci USA
2002;99:2299–302.
Gross J, Schnitzler A, Timmermann L, Ploner M. Gamma oscillations in human pri-
mary  somatosensory cortex reﬂect pain perception. PLoS Biol 2007;5:e133.
Gross J, Baillet S, Barnes GR, Henson RN, Hillebrand A, Jensen O, et al. Good
practice for conducting and reporting MEG  research. Neuroimage 2013a;65:
349–63.
Gross J, Hoogenboom N, Thut G, Schyns P, Panzeri S, Belin P, et al. Speech rhythms
and multiplexed oscillatory sensory coding in the human brain. PLoS Biol
2013b;11:e1001752.
Hanslmayr S, Aslan A, Staudigl T, Klimesch W,  Herrmann CS, Baeuml K-H. Pres-
timulus oscillations predict visual perception performance between and within
subjects. Neuroimage 2007;37:1465–73.
Helfrich RF, Schneider TR, Rach S, Trautmann-Lengsfeld SA, Engel AK, Herrmann CS.
Entrainment of brain oscillations by transcranial alternating current stimulation.
Curr Biol 2014;24(3):333–9.
Henry MJ,  Obleser J. Frequency modulation entrains slow neural oscilla-
tions and optimizes human listening behavior. Proc Natl Acad Sci USA
2012;109(49):20095–100.
Herrmann CS. Human EEG responses to 1–100 Hz ﬂicker: resonance phenomena in
visual cortex and their potential correlation to cognitive phenomena. Exp Brain
Res  2001;137:346–53.
Herrmann CS, Rach S, Vosskuhl J, Strüber D. Time-frequency analysis of event-
related potentials: a brief tutorial. Brain Topogr 2013.
Hipp JF, Hawellek DJ, Corbetta M, Siegel M,  Engel AK. Large-scale cortical correlation
structure of spontaneous oscillatory activity. Nat Neurosci 2012;15(6):884–90.
Honey CJ, Thesen T, Donner TH, Silbert LJ, Carlson CE, Devinsky O, et al. Slow cortical
dynamics and the accumulation of information over long timescales. Neuron
2012;76:423–34.
Hu L, Xiao P, Zhang ZG, Mouraux A, Iannetti GD. Single-trial time-frequency anal-
ysis of electrocortical signals: baseline correction and beyond. Neuroimage
2013;84:876–87.
Huang NE, Shen Z, Long SR, Wu MC,  Shih HH, Zheng Q, et al. The empirical mode
decomposition and the Hilbert spectrum for nonlinear and non-stationary
time series analysis. Proc R Soc Lond Ser A Math Phys Eng Sci 1998;454:
903–95.
Huang G, Xiao P, Hung YS, Iannetti GD, Zhang ZG, Hu L. A novel approach to predict
subjective pain perception from single-trial laser-evoked potentials. Neuroim-
age 2013;81:283–93.Ille N, Berg P, Scherg M.  Artifact correction of the ongoing EEG using spatial
ﬁlters based on artifact and brain signal topographies. J Clin Neurophysiol
2002;19:113–24.
Jafarpour A, Horner AJ, Fuentemilla L, Penny WD,  Duzel E. Decoding oscillatory rep-
resentations and mechanisms in memory. Neuropsychologia 2013;51:772–80.
ience M
J
J
J
J
K
K
K
K
K
K
L
L
L
L
L
L
L
L
L
L
L
L
M
M
M
M
M
M
M
M
M
N
N
NJ. Gross / Journal of Neurosc
ensen O, Bahramisharif A, Oostenveld R, Klanke S, Hadjipapas A, Okazaki YO, et al.
Using brain–computer interfaces and brain-state dependent stimulation as tools
in  cognitive neuroscience. Front Psychol 2011;2:100.
erbi K, Lachaux J-P, N′Diaye K, Pantazis D, Leahy RM,  Garnero L, et al. Coherent
neural representation of hand speed in humans revealed by MEG  imaging. Proc
Natl Acad Sci USA 2007;104:7676–81.
erbi K, Ossandón T, Hamamé CM,  Senova S, Dalal SS, et al. Task-related gamma-
band dynamics from an intracerebral perspective: review and implications for
surface EEG and MEG. Hum Brain Mapp 2009;30:1758–71.
ung TP, Makeig S, Humphries C, Lee TW,  McKeown MJ,  Iragui V, et al. Removing
electroencephalographic artifacts by blind source separation. Psychophysiology
2000;37:163–78.
auppi JP, Parkkonen L, Hari R, Hyvärinen A. Decoding magnetoencephalo-
graphic rhythmic activity using spectrospatial information. Neuroimage
2013;83:921–36.
eil A, Debener S, Gratton G, Junghöfer M,  Kappenman ES, Luck SJ, et al.
Committee report: publication guidelines and recommendations for studies
using electroencephalography and magnetoencephalography. Psychophysio-
logy  2014;51(1):1–21.
iebel SJ, Tallon-Baudry C, Friston KJ. Parametric analysis of oscillatory activity as
measured with EEG/MEG. Hum Brain Mapp 2005;26:170–7.
limesch W.  -band oscillations, attention, and controlled access to stored infor-
mation. Trends Cogn Sci 2012;16:606–17.
ramer MA,  Tort AB, Kopell NJ. Sharp edge artifacts and spurious coupling in EEG
frequency comodulation measures. J Neurosci Methods 2008;170:352–7.
riegeskorte N, Mur  M,  Bandettini P. Representational similarity analysis – connect-
ing the branches of systems neuroscience. Front Syst Neurosci 2008;2:4.
akatos P, Karmos G, Mehta AD, Ulbert I, Schroeder CE. Entrainment of neuronal
oscillations as a mechanism of attentional selection. Science 2008;320:110–3.
e Van Quyen M, Foucher J, Lachaux J, Rodriguez E, Lutz A, Martinerie J, et al. Com-
parison of Hilbert transform and wavelet methods for the analysis of neuronal
synchrony. J Neurosci Methods 2001;111:83–98.
eske S, Tse A, Oosterhof NN, Hartmann T, Müller N, Keil J, et al. The strength of
alpha and beta oscillations parametrically scale with the strength of an illusory
auditory percept. Neuroimage 2013;88:69–78.
iang H, Bressler SL, Buffalo EA, Desimone R, Fries P. Empirical mode decomposi-
tion of ﬁeld potentials from macaque V4 in visual spatial attention. Biol Cybern
2005;92:380–92.
inkenkaer-Hansen K, Nikulin VV, Palva S, Ilmoniemi RJ, Palva JM.  Prestimu-
lus oscillations enhance psychophysical performance in humans. J Neurosci
2004;24:10186–90.
itvak V, Mattout J, Kiebel S, Phillips C, Henson R, Kilner J, et al. EEG and MEG data
analysis in SPM8. Comput Intell Neurosci 2011;2011:852961.
itvak V, Jha A, Flandin G, Friston K. Convolution models for induced electromagnetic
responses. Neuroimage 2013;64:388–98.
iu L, Ioannides AA. Spatiotemporal dynamics and connectivity pattern dif-
ferences between centrally and peripherally presented faces. Neuroimage
2006;31:1726–40.
opes da Silva F. EEG and MEG: relevance to neuroscience. Neuron
2013;80:1112–28.
ou B, Li Y, Philiastides MG,  Sajda P. Prestimulus alpha power predicts ﬁdelity of
sensory encoding in perceptual decision making. Neuroimage 2013;87:241–51.
uckhoo H, Hale JR, Stokes MG,  Nobre AC, Morris PG, Brookes MJ, et al. Inferring
task-related networks using independent component analysis in magnetoen-
cephalography. Neuroimage 2012;62:530–41.
uo H, Liu Z, Poeppel D. Auditory cortex tracks both auditory and visual stim-
ulus dynamics using low-frequency neuronal phase modulation. PLoS Biol
2010;8:e1000445.
agri C, Whittingstall K, Singh V, Logothetis N, Panzeri S. A toolbox for the fast
information analysis of multiple-site LFP, EEG and spike train recordings. BMC
Neurosci 2009;10:81.
allat SG, Zhang Z. Matching pursuits with time-frequency dictionaries. IEEE Trans
Signal Process 1993;41:3397–415.
aris E, Oostenveld R. Nonparametric statistical testing of EEG- and MEG-data. J
Neurosci Methods 2007;164:177–90.
aruyama M,  Ioannides AA. Modulus and direction of the neural current vector
identify distinct functional connectivity modes between human MT+ areas. J
Neurosci Methods 2010;192:34–48.
athewson KE, Gratton G, Fabiani M,  Beck DM, Ro T. To see or not to see:
prestimulus alpha phase predicts visual awareness. J Neurosci 2009;29:
2725–32.
cIntosh AR, Lobaugh NJ. Partial least squares analysis of neuroimaging data: appli-
cations and advances. Neuroimage 2004;23:260–3.
itra PP, Pesaran B. Analysis of dynamic brain imaging data. Biophys J
1999;76:691–708.
orillon B, Lehongre K, Frackowiak RS, Ducorps A, Kleinschmidt A, Poeppel D, et al.
Neurophysiological origin of human brain asymmetry for speech and language.
Proc Natl Acad Sci USA 2010;107:18688–93.
uthuswamy J, Thakor NV. Spectral analysis methods for neurological signals. J
Neurosci Methods 1998;83:1–14.
alatore H, Rangarajan G. Short-window spectral analysis using AMVAR and multi-
taper methods: a comparison. Biol Cybern 2009;101:71–80.
euper C, Wörtz M,  Pfurtscheller G. ERD/ERS patterns reﬂecting sensorimotor acti-
vation and deactivation. Prog Brain Res 2006;159:211–22.
g BSW, Logothetis NK, Kayser C. EEG phase patterns reﬂect the selectivity of neural
ﬁring. Cereb Cortex 2013;23(2):389–98.ethods 228 (2014) 57–66 65
Nolte G. The magnetic lead ﬁeld theorem in the quasi-static approximation and
its  use for magnetoencephalography forward calculation in realistic volume
conductors. Phys Med  Biol 2003;48:3637–52.
Onton J, Makeig S. Information-based modeling of event-related brain dynamics.
Prog Brain Res 2006;159:99–120.
Pantazis D, Nichols TE, Baillet S, Leahy RM.  A comparison of random ﬁeld theory
and permutation methods for the statistical analysis of MEG  data. Neuroimage
2005;25:383–94.
Parra LC, Spence CD, Gerson AD, Sajda P. Recipes for the linear analysis of EEG.
Neuroimage 2005;28:326–41.
Percival DB, Walden AT. Spectral analysis for physical applications. Cambridge Uni-
versity Press; 1993.
Pernet CR, Chauveau N, Gaspar C, Rousselet GA. LIMO EEG: a toolbox for hierarchi-
cal LInear MOdeling of ElectroEncephaloGraphic data. Comput Intell Neurosci
2011;2011, 831409.
Pfurtscheller G, Neuper C. Future prospects of ERD/ERS in the context of
brain–computer interface (BCI) developments. Prog Brain Res 2006;159:
433–7.
Picton TW,  Bentin S, Berg P, Donchin E, Hillyard SA, Johnson R, et al. Guidelines for
using human event-related potentials to study cognition: recording standards
and  publication criteria. Psychophysiology 2000;37:127–52.
Picton TW,  John MS,  Dimitrijevic A, Purcell D. Human auditory steady-state
responses. Int J Audiol 2003;42:177–219.
Pigorini A, Casali AG, Casarotto S, Ferrarelli F, Baselli G, Mariotti M, et al. Time-
frequency spectral analysis of TMS-evoked EEG oscillations by means of
Hilbert–Huang transform. J Neurosci Methods 2011;198:236–45.
Pikovsky A, Rosenblum M,  Kurths J. Synchronization: a universal concept in nonlin-
ear sciences. Cambridge University Press; 2003.
Pollok B, Makhlouﬁ H, Butz M,  Gross J, Timmermann L, Wojtecki L, et al. Levodopa
affects functional brain networks in Parkinsonian resting tremor. Mov  Disord
2009;24:91–8.
Quian Quiroga R, Panzeri S. Extracting information from neuronal populations:
information theory and decoding approaches. Nat Rev Neurosci 2009;10:
173–85.
Ray S, Maunsell JH. Different origins of gamma rhythm and high-gamma activity in
macaque visual cortex. PLoS Biol 2011;9:e1000610.
Ray S, Crone NE, Niebur E, Franaszczuk PJ, Hsiao SS. Neural correlates of high-gamma
oscillations (60–200 Hz) in macaque local ﬁeld potentials and their potential
implications in electrocorticography. J Neurosci 2008;28:11526–36.
Reinhart RM,  Mathalon DH, Roach BJ, Ford JM.  Relationships between pre-stimulus
 power and subsequent P300 and reaction time breakdown in schizophrenia.
Int J Psychophysiol 2011;79:16–24.
Renvall H, Salmela E, Vihla M,  Illman M,  Leinonen E, Kere J, et al. Genome-wide
linkage analysis of human auditory cortical activation suggests distinct loci on
chromosomes 2, 3, and 8. J Neurosci 2012;32:14511–8.
Roach BJ, Mathalon DH. Event-related EEG time-frequency analysis: an overview of
measures and an analysis of early gamma band phase locking in schizophrenia.
Schizophr Bull 2008;34:907–26.
Rohenkohl G, Nobre AC.  oscillations related to anticipatory attention follow tem-
poral expectations. J Neurosci 2011;31:14076–84.
Romei V, Rihs T, Brodbeck V, Thut G. Resting electroencephalogram alpha-power
over posterior sites indexes baseline visual cortex excitability. Neuroreport
2008;19:203–8.
Rong F, Contreras-Vidal JL. Magnetoencephalographic artifact identiﬁcation and
automatic removal based on independent component analysis and categoriza-
tion approaches. J Neurosci Methods 2006;157:337–54.
Rosanova M,  Casali A, Bellina V, Resta F, Mariotti M,  Massimini M. Natural frequen-
cies of human corticothalamic circuits. J Neurosci 2009;29:7679–85.
Rousselet GA, Pernet CR. Improving standards in brain–behavior correlation analy-
ses. Front Hum Neurosci 2012;6:119.
Schloegl A, Supp G, Neuper C, Klimesch W.  Analyzing event-related EEG data with
multivariate autoregressive parameters. In: Event-related dynamics of brain
oscillations. Elsevier; 2006. p. 135–47.
Schlögl A, Keinrath C, Zimmermann D, Scherer R, Leeb R, Pfurtscheller G. A fully auto-
mated correction method of EOG artifacts in EEG recordings. Clin Neurophysiol
2007;118:98–104.
Schnitzler A, Gross J. Normal and pathological oscillatory communication in the
brain. Nat Rev Neurosci 2005;6:285–96.
Schulz E, Tiemann L, Schuster T, Gross J, Ploner M.  Neurophysiological coding
of traits and states in the perception of pain. Cereb Cortex 2011;21(10):
2408–14.
Schulz E, Zherdin A, Tiemann L, Plant C, Ploner M.  Decoding an individual’s
sensitivity to pain from the multivariate analysis of EEG data. Cereb Cortex
2012;22:1118–23.
Schyns, Thut, Gross. Cracking the code of oscillatory activity. PLoS Biol
2011;9:e1001064.
Seth AK, Barrett AB, Barnett L. Causal density and integrated information as measures
of  conscious level. Philos Trans A Math Phys Eng Sci 2011;369:3748–67.
Siegel M, Donner TH, Engel AK. Spectral ﬁngerprints of large-scale neuronal inter-
actions. Nat Rev Neurosci 2012;13:121–34.
Singer W.  Cortical dynamics revisited. Trends Cogn Sci 2013;17:616–26.
Soto JL, Pantazis D, Jerbi K, Lachaux JP, Garnero L, Leahy RM.  Detection of event-
related modulations of oscillatory brain activity with multivariate statistical
analysis of MEG  data. Hum Brain Mapp 2009;30:1922–34.
Stam CJ. Use of magnetoencephalography (MEG) to study functional brain networks
in neurodegenerative disorders. J Neurol Sci 2010;289:128–34.
6 ience 
S
S
T
T
T
T
T
T
T
T
T
U
U
v
Zhang Y, Wang X, Bressler SL, Chen Y, Ding M.  Prestimulus cortical activity is corre-6 J. Gross / Journal of Neurosc
teriade M.  Corticothalamic resonance, states of vigilance and mentation. Neuro-
science 2000;101:243–76.
toica P, Moses RL. Introduction to spectral analysis. Upper Saddle River, NJ: Prentice
Hall; 1997.
an HR, Leuthold H, Gross J. Gearing up for action: attentive tracking dynamically
tunes sensory and motor oscillations in the alpha and beta band. Neuroimage
2013;82:634–44.
aulu S, Simola J. Spatiotemporal signal space separation method for rejecting
nearby interference in MEG  measurements. Phys Med  Biol 2006;51:1759–68.
aulu S, Kajola M,  Simola J. Suppression of interference and artifacts by the signal
space separation method. Brain Topogr 2004;16:269–75.
hut G, Nietzel A, Brandt SA, Pascual-Leone A. {alpha}-Band electroencephalo-
graphic activity over occipital cortex indexes visuospatial attention bias and
predicts visual target detection. J Neurosci 2006;26:9494–502.
hut G, Schyns PG, Gross J. Entrainment of perceptually relevant brain oscilla-
tions by non-invasive rhythmic stimulation of the human brain. Front Psychol
2011a;2:170.
hut G, Veniero D, Romei V, Miniussi C, Schyns P, Gross J. Rhythmic TMS  causes local
entrainment of natural oscillatory signatures. Curr Biol 2011b;21:1176–85.
hut G, Miniussi C, Gross J. The functional importance of rhythmic activity in the
brain. Curr Biol 2012;22:R658–63.
immermann L, Gross J, Dirks M,  Volkmann J, Freund H-J, Schnitzler A. The cerebral
oscillatory network of Parkinsonian resting tremor. Brain 2003;126:199–212.
suchiya N, Kawasaki H, Oya H, Howard MA,  Adolphs R. Decoding face information
in time, frequency and space from direct intracranial recordings of the human
brain. PLoS ONE 2008;3:e3892.
hlhaas PJ, Singer W.  Neuronal dynamics and neuropsychiatric disorders: toward
a  translational paradigm for dysfunctional large-scale networks. Neuron
2012;75:963–80.usitalo MA,  Ilmoniemi RJ. Signal-space projection method for separating MEG  or
EEG into components. Med  Biol Eng Comput 1997;35:135–40.
an Dijk H, Schoffelen J-M, Oostenveld R, Jensen O. Prestimulus oscillatory
activity in the alpha band predicts visual discrimination ability. J Neurosci
2008;28:1816–23.Methods 228 (2014) 57–66
Vanrullen R, Dubois J. The psychophysics of brain rhythms. Front Psychol
2011;2:203.
Vanrullen R, Busch NA, Drewes J, Dubois J. Ongoing EEG phase as a trial-by-trial
predictor of perceptual and attentional variability. Front Psychol 2011;2:60.
Vecchio F, Babiloni C, Lizio R, Fallani Fde V, Blinowska K, Verrienti G, et al. Res-
ting state cortical EEG rhythms in Alzheimer’s disease: toward EEG markers for
clinical applications: a review. Suppl Clin Neurophysiol 2013;62:223–36.
Wacker M,  Witte H. Adaptive phase extraction: incorporating the Gabor transform
in  the Matching Pursuit algorithm. IEEE Trans Biomed Eng 2011;58:2844–51.
Wacker M,  Witte H. Time-frequency techniques in biomedical signal analysis.
A tutorial review of similarities and differences. Methods Inf Med  2013;52:
279–96.
Wallstrom GL, Kass RE, Miller A, Cohn JF, Fox NA. Automatic correction of ocular
artifacts in the EEG: a comparison of regression-based and component-based
methods. Int J Psychophysiol 2004;53:105–19.
Wang XJ. Neurophysiological and computational principles of cortical rhythms in
cognition. Physiol Rev 2010;90:1195–268.
Weisz N, Wühle A, Monittola G, Demarchi G, Frey J, et al. Prestimulus oscillatory
power and connectivity patterns predispose conscious somatosensory percep-
tion. Proc Natl Acad Sci USA 2014;111:E417–25.
Widmann A, Schröger E. Filter effects and ﬁlter artifacts in the analysis of electro-
physiological data. Front Psychol 2012;3:233.
Worrell GA, Jerbi K, Kobayashi K, Lina JM,  Zelmann R, Le Van Quyen M.  Recor-
ding and analysis techniques for high-frequency oscillations. Prog Neurobiol
2012;98:265–78.
Wyart V, de Gardelle V, Scholl J, Summerﬁeld C. Rhythmic ﬂuctuations in evi-
dence accumulation during decision making in the human brain. Neuron
2012;76:847–58.lated with speed of visuomotor processing. J Cogn Neurosci 2008;20:1915–25.
Zion Golumbic EM, Ding N, Bickel S, Lakatos P, Schevon CA, McKhann GM, et al. Mech-
anisms underlying selective neuronal tracking of attended speech at a “cocktail
party”. Neuron 2013;77:980–91.
