In Layered Manufacturing (LM), a prototype of a virtual polyhedral object is built by slicing the object into polygonal layers, and then building the layers one after another. In StereoLithography, a specific LM-technology, a layer is built using a laser which follows paths along equally-spaced parallel lines and hatches all segments on these lines that are contained in the layer. We consider the problem of computing a direction of these lines for which the number of segments to be hatched is minimum, and present an algorithm that solves this problem exactly. The algorithm has been implemented and experimental results are reported for real-world polyhedral models obtained from industry.
INTRODUCTION
Layered Manufacturing (LM) makes it possible to rapidly build 3D prototypes from polyhedral CAD descriptions. This technology, which is heavily used in industry, includes techniques such as StereoLithography, fused deposition modeling, and laminated object manufacturing. (See e.g. the book by Jacobs [5] .) The input to these processes is a three-dimensional polyhedron, whose boundary is triangulated. This polyhedron is first sliced into horizontal polygonal layers. Then these slices are successively ''built'', where each one is attached to the one immediately below it. The way the slices are built depends on the specific LM-technology. For example, in StereoLithography, the prototype is built in a vat of liquid resin. A laser first traces out the polygonal contour of the slice and then hatches (i.e., fills) the interior, which hardens to a depth equal to the layer thickness. When hatching the interior of a slice, the laser follows paths along equally-spaced parallel lines and hatches all segments on these lines that are contained in the polygon defined by the contour. (See Fig. 1 .) Each segment that is hatched by the laser has a fixed width, which we denote by d. Hence, any two neighboring lines containing hatched segments have distance d. If we assume that these lines are horizontal, then we can think of this hatching process as covering the polygonal slice with axes-parallel rectangles of height d, whose horizontal central axes have distances to each other which are multiples of d. The time needed to hatch the entire slice heavily depends on the number of rectangles (i.e., the number of segments that are hatched by the laser) that cover the slice. (See e.g. Sarma [12] for a discussion about this.) Clearly, by choosing another direction for the parallel lines, i.e., the hatching direction, the number of hatched segments may be substantially smaller.
In this paper, we consider the problem of computing an optimal hatching direction. That is, given a simple polygon, which represents the contour of a slice, we want to compute a hatching direction for which the number of segments drawn by the laser is minimum. In the next subsection, we give a formal definition of this problem.
Problem Definition
Let P be a simple polygon, possibly with holes, and let n denote the number of vertices of P. This polygon is given as a sequence containing one or more lists. Each list contains the vertices of a closed polygonal part of the boundary of P. The order of the vertices in these lists is such that the interior of P is to the left of the (directed) edges.
Let d be any direction, i.e., a unit-vector in the two-dimensional plane. We will refer to d as the hatching direction. Let ' 0 (d) be the line through the origin having direction d. Let L(d) be the set of all lines that are parallel to ' 0 (d) and whose distances to ' 0 (d) are (integer) multiples of d. (See Fig. 1 
.)
For any line ' in L(d), consider the intersection of ' with the polygon P. This intersection consists of zero or more line segments, and zero or more single points. We denote by S ' the set of line segments (of positive length) in this intersection, and define
jS ' j:
Illustrating the hatching problem. 0 denotes the origin. The dashed lines are parallel, and two neighboring lines have distance d. For the given hatching direction d, the value of H(d), i.e., the number of segments hatched by the laser, is equal to twelve. Note that for each i, 1 i 4, the set S 'i consists of a single line segment.
Hence, H(d) is equal to the number of segments that the laser draws when hatching the polygon P in direction d. Using this terminology, the hatching problem can be stated as follows.
Problem 1 Given a simple polygon P, possibly with holes, having n vertices, compute a hatching direction d for which H(d) is minimum. We will call such a direction d an optimal hatching direction.
Our Results
In Sections 2 and 3, we give an exact algorithm that solves Problem 1 in OðCn logðCnÞÞ time, where C is proportional to the ratio of the maximum distance from any vertex of P to the origin, and d; specifically, C ¼ 1 þ max v2P kvk=d, where kvk is the distance of vertex v from the origin. This algorithm performs a rotational sweep, during which the value of H(d) is dynamically maintained. Although this algorithm is conceptually simple, a large number of case distinctions is necessary to implement it. Nevertheless, we have implemented this algorithm in software and have tested it on polygonal slices generated by slicing real-world polyhedral models obtained from industry. We discuss this in Section 4. We conclude in Section 5 with directions for further work.
Related Work
In a companion paper [4] , we give a simple heuristic for approximating the minimum value of H(d), and explore its applications to several other related problems in two and higher dimensions. In essence, this heuristic approximates the optimal hatching direction by finding a direction which minimizes the sum of the lengths of the edges when they are projected onto a line perpendicular to this direction. The quality of this heuristic depends on the value of d; the smaller this value, the better the approximation. This heuristic was discovered independently by Sarma [12] in the context of planning an optimal zig-zag path for milling machines. To keep the present paper to a reasonable length, we omit further discussion of this heuristic and its implementation and applications; we refer the reader to [4] for further details. As mentioned above, the polyhedral model to be built by Layered Manufacturing is first sliced into layers. McMains and S e equin [9] give an efficient space sweep algorithm for computing the slices. The prototype is built layer by layer, and the quality, costs, and time of this process depend on the orientation of the three-dimensional object. Recently, the problem of computing a good orientation has been considered in the computational geometry community. See [1, 2, 6, 7, 8, 13, 14, 15] .
SOLVING THE HATCHING PROBLEM
In this section, we give an outline of our algorithm that solves Problem 1. Details will be given in Section 3. We make the following assumptions about the polygon P.
ASSUMPTION 1
The following two conditions are satisfied.
1.
No vertex of P is at the origin. 2. No three successive vertices of P are collinear.
In Layered Manufacturing, the facets of a triangulated 3D-polyhedron are given in the socalled STL-format. In this format, each facet is specified by the coordinates of its three vertices, and the outer normal of the facet. The STL-format requires that all coordinates are positive. (See Jacobs [5, page 160] .) Therefore, when building a model, all sliceswhich are polygons-are in the first quadrant. Hence, the first assumption is satisfied in Layered Manufacturing.
If the second assumption does not hold, then we delete the middle vertex of each triple of successive collinear vertices of the polygon P. Note that this does not change the solution to Problem 1.
Let us see how we can solve Problem 1. First note that for any direction d, we have HðdÞ ¼ HðÀdÞ. Therefore, it suffices to compute an optimal hatching direction d ¼ ðd 1 ; d 2 Þ for which d 2 ! 0. The idea of our algorithm is as follows. We start with an initial direction d ¼ ðÀ1; 0Þ, and rotate it in clockwise order by an angle of p until d ¼ ð1; 0Þ. At certain directions d, the value of H(d) changes. We will call such directions critical. During the rotation, we update the value of H(d) at each such critical direction. Note that during the rotation, the collection L(d) of lines rotates, with the origin being the center of rotation.
We now give necessary conditions for a direction d to be critical. There are two types of directions d, for which the value of H(d) changes.
Type 1
The subset of lines in L(d) that intersect the polygon P changes.
We analyze when this can happen. Let CH(P) be the convex hull of the polygon P. First note that any line intersects P if and only if it intersects CH(P).
Let d be a direction at which the subset of L( d) that intersects P changes. Let d ? be a direction that is orthogonal to d. Then there must be a vertex v on the convex hull CH(P) such that the following two conditions hold.
v is extreme in one of the directions d ? and Àd ? . v lies on a line of L(d), i.e., the distance between v and the line ' 0 (d) through the origin having direction d, is a multiple of d. Type 2 For some line ' 2 LðdÞ, the set S ' of line segments (of positive length) in the intersection ' \ P changes.
If this happens, then there is a vertex v of the polygon P such that the following two conditions hold.
v lies on a line of L(d), i.e., the distance between v and the line ' 0 (d) is a multiple of d. Both vertices of P that are adjacent to vertex v are on the same side of the line ' v (d) through v that is parallel to ' 0 (d). (We have to be careful with degenerate cases, e.g., when a vertex that is adjacent to v lies on the line ' v (d). We will see later how such cases can be handled.)
Let D be the set of all directions d for which there is a vertex v of P such that the distance between v and the line ' 0 (d) is a multiple of d. Then the discussion above implies that this set D contains all critical directions.
Overview of the Algorithm
We now give a high-level description of the algorithm that solves Problem 1.
Step 1 For each vertex v of the polygon P, compute all directions d ¼ ðd 1 ; d 2 Þ for which d 2 ! 0, and for which the distance between v and the line ' 0 (d) is a multiple of d. Let D be the set of directions obtained in this way.
Step 2 Sort the directions of D in the order in which they are visited when we rotate the unit-vector ðÀ1; 0Þ by an angle of p in clockwise order. Note that this is equivalent to sorting the directions of D in increasing order of their first coordinates. We denote this ordering relation by 0 :
Let m be the number of distinct directions in the set D. We denote the sorted elements of D by
Note that for any index i and any two directions d and d 0 that are strictly between d i and d iþ1 , we have HðdÞ ¼ Hðd 0 Þ. (Here, indices are read modulo m.)
Step 3 Let d s be a direction that is not in D. Compute the value of H(d s ) for this direction.
Step 4 Let k be the index such that d kÀ1 0 d s 0 d k . Walk along the elements of D in the order
At each direction d i , check if it is a critical direction, and if so, first compute Hðd i Þ from
Step 5 Report the minimum value of H(d) found in Step 4, together with the corresponding optimal hatching direction(s) d.
DETAILS OF THE ALGORITHM
In the following subsections, we describe Steps 1, 3, and 4 of our algorithm in more detail.
Step 1
Let v be any vertex of P, and let d ¼ ðd 1 ; d 2 Þ be any direction such that d 2 ! 0. Note that
. We denote by d ? the direction that is orthogonal to d, and that is to the left of the vector d. Hence, d ? has coordinates ðÀd 2 ; d 1 Þ. (See the left part of Fig. 2 
.)
We write the coordinates of vertex v as ðv 1 ; v 2 Þ. Moreover, the vector from the origin to v is denoted by v. The length of this vector is denoted by kvk. Recall that, by Assumption 1, v is not equal to the origin.
The distance dðv; ' 0 ðdÞÞ between v and the line ' 0 (d) is equal to
q :
Hence, dðv; ' 0 ðdÞÞ is a multiple of d if and only if jv Á d ? j=d is an integer. If we denote this integer by j, then j ! 0, and
Therefore, we implement Step 1 as follows. For each vertex v of P, and each integer j, 0 j kvk=d, we solve the equation p . A straightforward calculation shows that we get the following solutions for d 1 .
Each of the two values
, and for which (1) holds. FIGURE 2 The left part illustrates the two orthogonal directions d and d ? , and the distance d(v, ' 0 (d)) between vertex v and the line ' 0 (d) through the origin having direction d. The right part illustrates how the distance d(v, ' 0 (d)) changes if we rotate the direction d as indicated by the circular arrow. ' 1 is the line through the origin and v; ' 2 contains the origin and is orthogonal to ' 1 . If d rotates in clockwise order from ' 1 to ' 2 , then the distance d(v, ' 0 (d)) increases (indicated by the þ). If d rotates in clockwise order from ' 2 to ' 1 , then this distance decreases (indicated by the À).
, and for which (1) holds. For each solution d 1 obtained, we compute the corresponding value
, and add the direction d ¼ ðd 1 ; d 2 Þ to the set D.
We have seen already that for each vertex v, and each integer j, at most two directions d are added to D. Therefore, we have
The overall time for Step 1 is Oðn þ jDjÞ, which is OðjDjÞ, because jDj ! n.
Step 3
Let d s be a direction that is not in the set D. In this section, we show how to compute the value of H(d s ).
Recall that ' 0 ðd s Þ denotes the line through the origin having direction d s . Consider the set Lðd s Þ of lines that are parallel to ' 0 ðd s Þ and whose distances to ' 0 ðd s Þ are multiples of d. The value of H(d s ) is equal to the number of line segments of positive length in the intersection of the polygon P with the set Lðd s Þ. The endpoints of any such line segment are on the boundary of P. Hence, if we count the total number of intersection points between P and the lines in Lðd s Þ, then we get twice the value of H(d s ). (Here we use the fact that no vertex of P is contained in any line of Lðd s ).)
Consider any edge e ¼ ðu; vÞ of the polygon P. Let I e be the number of lines in Lðd s Þ that intersect e. If e is parallel to d s , then no line of Lðd s Þ intersects e, i.e., I e ¼ 0. (Again, we use the fact that d s 6 2 D, i.e., edge e is not contained in any line of Lðd s Þ.) So assume that e is not parallel to d s . The signed distance between u and the line ' 0 ðd s Þ is equal to u Á ðd s Þ ? . Similarly, the signed distance between v and ' 0 ðd s Þ is equal to v Á ðd s Þ ? . From this it follows that
See Figure 3 for an illustration. Hence, in Step 3 of the algorithm, we compute the value of I e for all edges e of the polygon P. Then we compute the value of H(d s ) for direction d s as
The overall time for Step 3 is O(n).
Step 4
Let d 0 be any direction of D. We analyze how the value of the function H(d) changes, if the direction d rotates in clockwise order, and ''passes'' through d 0 . We denote by d ÀE the direction obtained by rotating d 0 by an infinitesimally small angle in counterclockwise direction. Hence, d ÀE is the direction d immediately before it reaches d 0 . Similarly, d E denotes the direction obtained by rotating d 0 by an infinitesimally small angle in clockwise direction. Hence, d E is the direction d immediately after it leaves d 0 .
Below, we will consider all possible cases that can occur. For each case, we will indicate how H(d 0 ) can be obtained from H(d ÀE ), and how H(d E ) can be obtained from H(d 0 ).
Let v be any vertex of P that corresponds to direction d 0 . That is, the distance d(v; ' 0 ðd 0 Þ) is a multiple of d. (There may be more than one vertex that corresponds to d 0 . At the end of this subsection, we will indicate how this is handled.) Let v p and v s be the predecessor and successor vertices of v, respectively. Note that the interior of the polygon P is to the left of the directed edges ðv p ; vÞ and ðv; v s Þ.
We distinguish two cases, depending on whether the points v, v þ d 0 , and v p are collinear or not, and/or the points v, v þ d 0 , and v s are collinear or not, i.e., whether or not v p and/or v s is on the line through v with direction d 0 .
Case 1 The three points v, v þ d 0 , and v p are not collinear, and the three points v, v þ d 0 , and v s are not collinear.
In this case, neither of the two points v p and v s is on the line through vertex v having direction d 0 .
When d passes through d 0 , there are sixteen cases, depending on (i) the position of the vertex v with respect to the line through the origin that contains the vector d ? 0 , and (ii) the positions of the vertices v p and v s with respect to the line through vertex v having direction d 0 . All these cases are given in Table I (See Fig. 4 .) The two rightmost columns indicate that Hðd 0 Þ ¼ Hðd ÀE Þ À 1, and H(d E Þ ¼ Hðd 0 Þ þ 1. Let us check if this is correct.
Let j be the integer such that dðv; ' 0 ðd 0 ÞÞ ¼ jd. For any direction d, let ' j ðdÞ be the line that has direction d and whose distance to ' 0 (d) is equal to jd. (See Fig. 4 . In this figure, FIGURE 3 The number I e of lines in Lðd s Þ that intersect edge e is equal to jbv Á ðd s Þ ? =dc À bu Á ðd s Þ ? =dcj ¼ j1 À ðÀ3Þj ¼ 4.
the interior of P is above the edges ðv p ; vÞ and ðv; v s Þ. The discussion below also applies if v p and v s are interchanged, in which case the interior of P is below these two edges.)
Consider what happens if the direction d rotates in clockwise order, and passes through d 0 . For direction d ÀE , and in a sufficiently small neighborhood of vertex v, the intersection of line ' j ðd ÀE Þ with the polygon P is a line segment of positive length. For direction d 0 , and in a sufficiently small neighborhood of v, the intersection of line ' j ðd 0 Þ with P is a single point, viz. the vertex v. Hence, we indeed have Hðd 0 Þ ¼ Hðd ÀE Þ À 1. For direction d E , and in a sufficiently small neighborhood of v, the intersection of line ' j ðd E Þ with P is again a line segment of positive length. Therefore, we have Hðd E Þ ¼ Hðd 0 Þ þ 1.
Case 2
The three points v, v þ d 0 , and v p are collinear, or the three points v, v þ d 0 , and v s are collinear.
First note that, by Assumption 1 (part 2), exactly one of these two possibilities occurs. Hence, we have two adjacent vertices, whose (signed) distances to the line ' 0 ðd 0 Þ are equal to the same multiple of d. We rename these vertices as u and v, and assume without 
Illustrating the tenth line of Table I. loss of generality that the triple of points (u, u þ d ? 0 , v) forms a right-turn. (Otherwise, we swap u and v.) Let u 0 be the vertex of P that is adjacent to u and for which u 0 6 ¼ v. Similarly, let v 0 be the vertex that is adjacent to v and for which v 0 6 ¼ u.
When d passes through d 0 , there are fifty six cases, depending on (i) the positions of the vertices u and v with respect to the line through the origin that contains the vector d ? 0 , (ii) the positions of the vertices u 0 and v 0 with respect to the line through vertex v having direction d 0 , and (iii) whether the interior of P is to the left or right of the directed edge (u, v). (Note that because of the possible renaming of u and v, the edge (u, v) may occur as (v, u) in the polygon P.) All cases are given in Table II . As in Table I , the two rightmost columns indicate how H(d 0 ) is obtained from H(d ÀE ), and how H(d E ) is obtained from H(d 0 ).
We illustrate Table II by verifying the third line. In this case, 1. the triple of points (0, d ? 0 , u) forms a right-turn, 2. the triple of points (0, d ? 0 , v) forms a right-turn, 3. the triple of points (u, u þ d 0 ; u 0 ) forms a left-turn, 4. the triple of points (v, v þ d 0 ; v 0 ) forms a left-turn, and 5. v is the successor of u. (Recall that we assume that the triple of points (u, u þ d ? 0 , v) forms a right-turn.) (See Fig. 5 .) According to the two rightmost columns, we have Hðd 0 Þ ¼ Hðd ÀE Þ, and Hðd E Þ ¼ Hðd 0 Þ À 1. Below, we argue why this is correct.
Let j be the integer such that dðu; ' 0 ðd 0 ÞÞ ¼ dðv; ' 0 ðd 0 ÞÞ ¼ jd:
For any direction d, let ' j (d) be the line having direction d and whose distance to ' 0 (d) is equal to jd. (See Fig. 5 . Note that the interior of P is to the left of the directed edges ðu 0 ; uÞ; ðu; vÞ, and ðv; v 0 Þ.) Consider what happens if the direction d rotates in clockwise order, and passes through d 0 . For direction d ÀE , the intersection of line ' j ðd ÀE Þ with the polygon P contains a line segment L, whose endpoints are in the interiors of the edges ðu 0 ; uÞ and ðv; v 0 Þ. For direction d 0 , the intersection of line ' j ðd 0 Þ with P contains the edge (u, v). If we rotate the direction from d ÀE to d 0 , then the segment L ''moves'' to the edge (u, v). Hence, we indeed have Hðd 0 Þ ¼ Hðd ÀE Þ. For direction d E , edge (u, v) does not contribute any line segment to the intersection of line ' j ðd E Þ with P. Therefore, we have Hðd E Þ ¼ Hðd 0 Þ À 1. Now we are ready to describe how Step 4 of the algorithm is implemented. Recall that
denotes the sorted sequence of distinct directions of the set D. Consider the direction d s 6 2 D that was chosen in Step 3. Let k be the index such that d kÀ1 0 d s 0 d k . We visit the directions of D in the order
Let d 0 be any such direction. We consider all vertices v of P for which the distance d(v, ' 0 ðd 0 Þ) is a multiple of d. For each such vertex v, we do the following.
1. If we are in Case 1, then we update H(d) according to Table I Means that u is the Successor of v.
For each direction d 0 2 D, and each vertex v, for which d(v; ' 0 ðd 0 Þ) is a multiple of d, we spend O(1) time to update H(d). Hence, the overall time for Step 4 is OðjDjÞ.
Complexity of the Algorithm
We summarize the running times of the five steps of our algorithm, as given in Section 2.1.
Step 1 takes OðjDjÞ time. In Step 2, we sort the elements of D, which takes OðjDj log jDjÞ time.
Step 3 takes O(n) time. Finally, Steps 4 and 5 take OðjDjÞ time. Since n jDj 2nð1 þ max v kvk=dÞ, we have proved the following result. THEOREM 1 Given a simple polygon P, possibly with holes, having n vertices, Problem 1 can be solved in OðCn logðCnÞÞ time, where
EXPERIMENTAL RESULTS
We have implemented the algorithm of Section 2 in C þþ using LEDA 4.1 [10, 11] . We now discuss the implementation and experiments in more detail. It is well-known that implementations of geometric algorithms using double-precision are extremely prone to roundoff errors. Such errors may occur, e.g., in orientation tests, in which we have to decide whether three given points form a left-turn, a right-turn, or are collinear. These orientation tests are heavily used in the algorithm. Clearly, if they are handled incorrectly, the output of the algorithm will be incorrect. Furthermore, recall that the algorithm works with unit-length vectors d ¼ ðd 1 
. Again, in order to get an exact result, we need an implementation that can handle the square root operation exactly. Therefore, we implemented the algorithm using the LEDA number type real, which implements exact arithmetic with algebraic numbers. (See Burnikel et al. [3] .) Hence, this program computes the exact minimum of the function H(d).
We ran our program on seven real-world polyhedral models obtained from Stratasys; Inc. For each model, we chose five z-coordinates, and used their program Quickslice to slice the model using horizontal planes corresponding to these z-coordinates. Table II. This resulted in a set of 35 polygons, whose coordinates are in the range [0, 12] . We ran the program on a SUN Ultra (400 MHz, 512 MByte RAM), using d ¼ 0:1.
The results of our experiments are given in Table III . Each line gives the result for one polygon. For example, the polygon 4501005-layer-z-1:009:ssl in the first line is obtained by slicing the model 4501005:stl using a horizontal plane at height z ¼ 1:009. The resulting polygon has n ¼ 257 vertices. For each polygon, we measured the following information. We also implemented the projection-based heuristic from [4] , using the number type double of C þþ and ran it on the above examples. We discovered that the number of hatching segments generated by the heuristic was always very close to the optimal number generated by the algorithm of Section 2 (in our experiments, the heuristic generated at most fourteen percent more hatching segments than the exact algorithm.) Thus, to the extent that we have tested it, the heuristic appears to work very well on practical inputs. Note that without our exact algorithm, it would not have been possible to support this claim.
Since the operations on LEDA reals are relatively slow, the exact program takes much longer than the heuristic. Another reason for this is the fact that the set D is quite large. The running time of the heuristic does not depend on d or the size of D; it only depends on n. On the above examples it ran in under one second.
CONCLUDING REMARKS
We have given an efficient algorithm that solves an important problem arising in Layered Manufacturing and path planning of zig-zag paths for milling machines.
The running time of our algorithm heavily depends on the ratio of the maximum distance of any vertex to the origin, and the width d of the laser path. We leave open the problem of deciding if Problem 1 can be solved exactly in a time that only depends on n.
Our algorithm, as presented in this paper, computes an optimal hatching direction for one single polygon. Recall from Section 1 that in Layered Manufacturing, a prototype of a threedimensional polyhedron is built by successively hatching the different layers. In practice, one global hatching direction d is chosen, and all odd-numbered layers are hatched in direction d, whereas all even-numbered layers are hatched in direction d ? . Our algorithm can easily be extended so that it computes the globally optimal hatching direction: For each i, let H i (d) be defined as the number of segments that the laser draws when hatching the ith layer in direction d. We compute for each layer the set of critical directions and take the union of these sets for all layers to get a global set of critical directions. We then do the previously-described rotational sweep simultaneously over all layers, using this global set of critical directions and compute a direction d for which X i H 2iþ1 ðdÞ þ X i H 2i ðd ? Þ is minimum.
In this paper we have assumed that the paths of the laser are on parallel lines whose distances are multiples of d to a line containing the origin. Hence, the output of our algorithm depends on the coordinate system. For any point x 2 R 2 , define
where L x (d) is defined as in Section 1.1, but with the coordinate axes translated such that the origin is at point x. We leave open the problem of designing an algorithm that computes a point x and a direction d for which H x ðdÞ is minimum.
