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Розглядаються питання застосування засобів дейтамайнінгу (ін-
телектуального аналізу даних) для отримання корисної інформації
з баз і сховищ даних, накопичених під час оброблення бізнесових
транзакцій. Представлений аналіз основних алгоритмів дейтамай-
нінгу. Визначені основні кроки, пов’язані з практичним застосуван-
ня програмних продуктів дейтамайнінгу. Наводяться деякі дані
щодо економічної ефективності рішень, прийнятих за допомогою
дейтамайнінгу. Проаналізовані основні бізнесові галузі, де доціль-
но застосовувати дейтамайнінг. Стисло охарактеризовані най-
більш популярні інструментальні засоби дейтамайнінгу.
КЛЮЧОВІ СЛОВА: інтелектуальний аналіз даних, дейтамайнінг, де-
рева рішень, нейронні мережі, кластерний аналіз, генетичні алгорит-
ми, асоціативні правила, міркування за аналогією, бізнесові транзак-
ції, бази даних, сховища даних, машинне навчання, візуалізація.
Бурхливий розвиток інформаційної технології, зокрема засобів
оброблення та зберігання даних про бізнесові транзакції, дозволяє
накопичувати і зберігати колосальні обсяги «сирих» даних, які без-
умовно містять корисну для прийняття рішень інформацію. Людина
не в змозі осилити відповідний обсяг обчислень. Тут потрібні ін-
струментальні засоби інтелектуального аналізу нагромаджених да-
них. До таких засобів відноситься нове покоління інтелектуальних
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інформаційних систем — дейтамайнінг. Незважаючи на бурхливий
розвиток таких систем у розвинутих країнах світу, в Україні має міс-
це недостатня інформованість широкого загалу працівників бізне-
сової сфери щодо переваг і перспектив розвитку систем дейтамай-
нінгу, не проведений серйозний аналіз сутності, напрямів вико-
ристання і програмних засобів інтелектуального аналізу даних. У
своїй статті автори мають намір частково виправити таку ситуацію.
Дейтамайнінг (інтелектуальний аналіз даних, Data Mining) —
це технологія виявлення прихованих взаємозв’язків усередині
великих баз даних. Багато компаній роками накопичують важли-
ву бізнесову інформацію, сподіваючись, що вона допоможе їм в
ухваленні рішень. Дейтамайнінг (ДM) і є процес виявлення подіб-
ного роду корисних знань про бізнес. Він може допомогти під-
приємству точніше оцінити свою роботу.
Для прикладу розглянемо одну із бізнесових проблем — ана-
ліз споживчої корзини. Цей аналіз застосовують, щоб виявити
переваги споживачів і, відповідно, краще задовольнити попит і
підвищити дохід з клієнтів. Проте, характер купівельної поведін-
ки присутній у даних неявно, і для його визначення необхідно
використовувати саме ДМ. І тепер можна з’ясувати, наприклад,
що клієнт, який збирається купити товар X, буде не проти при-
дбати також і товар Y. Ця інформація буде покладена в основу
подальших рішень: можливо, варто розташовувати ці товари на
вітрині магазина поряд або, наприклад, просувати один з них,
щоб підвищити продаж обох.
У основі більшості інструментів дейтамайнінгу покладено дві
технології: машинне навчання і візуалізація (візуальне представ-
лення інформації). Якість візуалізації визначається можливостя-
ми графічного відображення значень даних. Ефективність мето-
дів машинного навчання в основному визначається їх здатністю
досліджувати більшу кількість взаємозв’язків даних, чим може це
зробити людина.
Обидві технології доповнюють один одну в процесі здійснен-
ня ДМ-аналізу. Візуалізація використовується для пошуку ви-
ключень, загальних тенденцій, залежностей і допомагає у витя-
ганні даних на початковому етапі проекту. Машинне навчання
використовується пізніше для пошуку залежностей у вже відла-
годженому проекті.
Машинне навчання припускає використання різних методів,
наприклад: дерев рішень; асоціативних правил; генетичних алго-







Виявляють причинно-наслідкові зв’язки і визна-
чають ймовірності або коефіцієнти достовірності,
дозволяючи робити відповідні висновки. Правила
представлені в формі «якщо <умова>, то
<подія>». Їх можна використати для прогнозу-
вання або оцінки невідомих параметрів (значень)
Дерева рішень і алгорит-
ми класифікації
Визначають природні «розбивки» в даних, базо-
вані на використанні цільових змінних. Спочатку
здійснюється розбиття по найбільш важливішим
змінним. Гілки дерев можна представити як умов-
ну частину правила. Найрозповсюдженішими
прикладами є алгоритми класифікаційних та ре-
гресійних дерев (Classification and regression trees,
CART) або хі-квадрат індукція (Chi-squared Auto-
matic Induction, CHAID)
Штучні нейронні мережі
Тут для передбачення значення цільового показ-
ника використовуються набори вхідних змінних,
математичних функцій активації і вагових коефі-
цієнтів вхідних параметрів. Виконується ітера-
ційний навчальний цикл, нейронна мережа моди-
фікує вагові коефіцієнти до тих пір, поки
передбачуваний вихідний параметр відповідає
дійсному значенню. Після навчання нейронна ме-
режа стає моделлю, яку можна застосувати до но-
вих даних для прогнозування
Генетичні алгоритми
Цей метод використовує ітераційний процес ево-
люції послідовності поколінь моделей, включаю-
чи операції відбору, мутації та схрещування. Для
відбору відповідних особин і відхилення інших
використовується «функція пристосування»
(fitness function). Генетичні алгоритми, в першу
чергу, застосовуються для оптимізації топології
нейронних мереж. Проте їх можна застосовувати і




Ці алгоритми базуються на виявленні деяких анома-
лій у минулому, найбільш близьких до поточної си-
туації, для того, щоб оцінити невідоме значення або
передбачити можливі результати (наслідки)
Кластерний аналіз
Поділяє гетерогенні дані на гомогенні або напів-
гомогенні групи. Метод дозволяє класифікувати
спостереження по ряду загальних ознак. Класте-
ризація розширяє можливості прогнозування
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Кожний з методів має свої переваги і недоліки. Перевага де-
рев рішень і асоціативних правил полягає в їх читабельності —
вони схожі на пропозиції на природній мові. Проте при великій
кількості чинників даних буває дуже складно зрозуміти сенс та-
кого уявлення. Недолік: вони не призначені для широких число-
вих інтервалів. Це пов’язано з тим, що кожне правило або вузол
у дереві рішень представляє один зв’язок (залежність, відно-
шення). Щоб представити залежності для великого інтервалу
значень буде потрібно дуже багато правил або вузлів. Перевага
нейронних мереж — у компактному представленні числових
відношень для широкого діапазону значень. А недолік — у
складності інтерпретації.
Існує широкий спектр інструментів для підтримки проектів
дейтамайнінгу. До них відносяться як загальнодоступні алгорит-
ми візуалізації і машинного навчання, так і складні програмні па-
кети, де використовуються обидві стратегії, що працюють на па-
ралельних процесорах. Вартість останніх може досягати
декількох сотень тисяч доларів. Пошук якнайкращого інструмен-
ту для рішення дейтамайнінгу залежить від ряду умов, таких, як
мета проекту (наприклад, аналіз споживчої корзини) і розмір до-
сліджуваної бази даних. При виборі інструментів і алгоритмів
дуже важлива гнучкість, оскільки залежно від вибору стратегії
може бути отриманий різний результат.
Для застосування програмного продукту дейтамайнінгу необ-
хідно виконати ряд кроків:
1. Встановити масштаби проекту, що визначають, які дані не-
обхідно зібрати. Важливо, щоб проект був направлений на реалі-
зацію реальних бізнес-цілей.
2. Розробити базу даних. Необхідна інформація може бути
розподілена по декількох базах, іноді вона навіть зберігається не
в електронній формі. Дані з різних баз необхідно консолідувати і
усунути невідповідності. Насправді розвиток технології баз да-
них вже не вимагає застосування алгоритмів ДМ до окремої віт-
рини даних. Фактично, ефективний аналіз вимагає корпоративно-
го сховища даних, що з погляду вкладень обходиться дешевше,
ніж використання окремих вітрин.
Відзначимо, що у міру впровадження ДМ-проектів у масштабі
підприємства кількість користувачів зростає, тому все частіше
виникає необхідність у доступі до великомасштабних інфраструк-
тур даних. Сучасне сховище надає не тільки ефективний спосіб
зберігання всіх корпоративних даних і усуває необхідність у ви-
користанні інших вітрин і джерел, але й стає ідеальною основою
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для ДМ-проектів. Репозиторій даних підприємства забезпечує уз-
годжені і актуальні дані про клієнтів. Упроваджуючи ДМ-функції
в сховищі, компанії скорочують витрати в двох напрямах. В цьо-
му випадку, по-перше, вже не потрібно набувати і обслуговувати
додаткове устаткування для дейтамайнінгу. По-друге, компанії
не потрібно переносити дані зі сховища в спеціальні джерела для
ДМ-проектів, при цьому економляться час і матеріальні ресурси.
Ще один важливий момент — очищення даних. Тут розумі-
ється перевірка на цілісність і обробка відсутніх значень. Точ-
ність методів ДМ залежить від якості інформації, яка лежить в їх
основі. Відмітимо, що перші два етапи можуть зайняти половину
(а то і більше) часу, відведеного на весь проект.
3. Застосувати алгоритми ДМ для визначення відносин між
даними. І не виключено, що для виявлення потрібних залежно-
стей доведеться використовувати декілька різних алгоритмів.
Одні з них підійдуть на перших етапах процесу, інші на пізніших.
У певних випадках має сенс запустити декілька алгоритмів пара-
лельно, щоб проаналізувати дані з різних точок зору.
4. Досліджувати співвідношення, виявлені на попередніх ета-
пах, на застосування в масштабах проекту. На цьому етапі мож-
ливо потрібна допомога експерта в певній області. Він визначить,
чи є ті, або інші відносини дуже специфічними або дуже загаль-
ними, і вкаже, в яких областях слід продовжити аналіз.
5. Представити результати у вигляді звіту, в якому будуть пе-
рераховані всі відносини, що інтерпретуються. Такий звіт прине-
се тільки одномоментну вигоду, тоді таке як застосування, що
дозволяє експертові творчо підходити до виявлення відносин, на-
багато корисніше. Тому фірма-постачальник повинна не тільки
навчити клієнта методиці пошуку залежностей у даних, але й звер-
нути особливу увагу на навчальній роботі з самою програмою.
Також на розподіл часу для ДМ-проекту впливають і інші
чинники: тип кінцевого застосування, наявність і стан сховища
даних. Наприклад, якщо взяти застосування для прогнозування
продажів, то виявлені відношення між даними можна використо-
вувати до тих пір, поки не зміниться діяльність компанії. І навпа-
ки, при аналізі споживчої корзини компанія зазвичай шукає все
нові залежності в даних. Для проекту прогнозування збуту біль-
ше часу доведеться витратити на перших трьох етапах, а для ана-
лізу споживчої корзини — на останньому.
Озброївшись технологіями машинного навчання і візуалізації,
можна серед такої загалом безладної інформації виявити досить
цінні взаємозв’язки, що добре інтерпретуються.
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Сфера застосування дейтамайнінгу нічим не обмежена -- вона
скрізь, де є які-небудь дані. Але в першу чергу методи ДМ сьогодні,
м’яко кажучи, заінтригували комерційні підприємства, що розгор-
тають проекти на основі інформаційних сховищ даних (Data
Warehousing). Досвід багато таких підприємств показує, що віддача
від використання дейтамайнінгу може досягати 1000 %. Наприклад,
відомі повідомлення про економічний ефект, що в 10—70 разів пе-
ревищив первинні витрати від 350 до 750 тис. дол. [3]. Інше пові-
домлення про проект у 20 млн дол., який окупився всього за 4 міся-
ці. Інший приклад — річна економія 700 тис. дол. за рахунок упро-
вадження дейтамайнінгу в мережі універсамів у Великобританії.
Дейтамайнінг представляють велику цінність для керівників і
аналітиків в їх повсякденній діяльності. Ділові люди усвідомили,
що за допомогою методів ДМ вони можуть отримати відчутні
переваги в конкурентній боротьбі. Застосування дейтамайнінгу
досить широке: в роздрібній торгівлі, в банківській діяльності,
маркетингу, фінансах, охороні здоров’я, промисловому виробни-
цтві і інших областях. Стисло охарактеризуємо деякі можливі біз-
нес-застосування дейтамайнінгу [2].
Роздрібна торгівля. Ось типові завдання, які можна вирішу-
вати за допомогою дейтамайнінгу сфері роздрібної торгівлі:
— аналіз купівельної корзини (аналіз схожості) призначений
для виявлення товарів, яких покупці прагнуть придбати разом.
Знання купівельної корзини необхідне для поліпшення реклами,
вироблення стратегії створення запасів товарів і способів їх роз-
кладки в торгових залах;
— дослідження тимчасових шаблонів допомагає торговим під-
приємствам приймати рішення про створення товарних запасів;
— створення прогнозуючих моделей дає можливість торговим
підприємствам дізнаватися характер потреб різних категорій клі-
єнтів з певною поведінкою. Ці знання потрібні для розробки точ-
но направлених, економічних заходів щодо просування товарів.
Банківська справа. Досягнення технології ДМ використову-
ються в банківській справі для вирішення наступних поширених
завдань:
— виявлення шахрайства з кредитними картками. Шляхом
аналізу минулих транзакцій, які згодом виявилися шахрайськи-
ми, банк виявляє деякі стереотипи такого шахрайства;
— сегментація клієнтів. Розбиваючи клієнтів на різні катего-
рії, банки роблять свою маркетингову політику більш цілеспря-
мованою і результативною, пропонуючи різні види послуг різним
групам клієнтів;
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— прогнозування змін клієнтури. ДМ допомагає банкам буду-
вати прогнозні моделі цінності своїх клієнтів і відповідним чи-
ном обслуговувати кожну категорію.
Телекомунікації. В області телекомунікацій методи ДМ до-
помагають компаніям енергійніше просувати свої програми мар-
кетингу і ціноутворення, щоб утримувати існуючих клієнтів і
привертати нових. Серед типових заходів відзначимо наступні:
— аналіз записів про докладні характеристики викликів. При-
значення такого аналізу — виявлення категорій клієнтів зі схо-
жими стереотипами користування їх послугами і розробка при-
вабливих наборів цін і послуг;
— виявлення лояльності клієнтів. ДМ можна використовувати
для визначення характеристик клієнтів, які, один раз скористав-
шись послугами даної компанії, з великою часткою вірогідність
залишаться їй вірними. У результаті засоби, що виділяються на
маркетинг, можна витрачати там, де віддача більше всього.
Розглянемо кілька підходів до рішення задач методами дейта-
майнінгу.
Системи міркувань на основі аналогічних випадків (case
based reasoning — CBR). Ідея, покладена в основу такого підхо-
ду, на перший погляд вкрай проста. Для того, щоб зробити прог-
ноз на майбутнє або вибрати правильне рішення, ці системи зна-
ходять у минулому близькі аналоги наявної ситуації і вибирають
ту ж відповідь, яка була для них правильною. Тому цей метод ще
називають методом «найближчого сусіда» (nearest neighbour).
Останнім часом поширення набув також термін memory based
reasoning, який акцентує увагу, що рішення ухвалюється на під-
ставі всієї інформації, накопиченої в пам’яті. Приклади систем,
які використовують CBR: KATE tools (Acknosoft, Франція),
Pattern Recognition Workbench (Unica, США).
Дерева рішень (decision trees). Дерева рішення є одним з най-
популярніших підходів ДМ до рішення задач. Вони створюють
ієрархічну структуру класифікуючих правил типу «ЯКЩО... ТО»,
що має вид дерева. Для ухвалення рішення, до якого класу відне-
сти деякий об’єкт або ситуацію, потрібно відповісти на питання,
що стоять у вузлах цього дерева, починаючи з його кореня. Пи-
тання мають вигляд «значення параметра A більше x?». Якщо
відповідь позитивна, здійснюється перехід до правого вузла на-
ступного рівня, якщо негативна — йде до лівого вузла; потім
знову слідує питання, пов’язане з відповідним вузлом. Більшість
систем ДМ використовують саме цей метод. Найвідомішими є:
See5/С5.0 (RuleQuest, Австралія), Clementine (Integral Solutions,
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Великобританія), SIPINA (University of Lyon, Франція), IDIS
(Information Discovery, США), KnowledgeSeeker (ANGOSS, Кана-
да). Вартість цих систем коливається в межах від 1 до 10 тис. дол.
Генетичні алгоритми. Дейтамайнінг — не основна область за-
стосування генетичних алгоритмів. Їх потрібно розглядати скоріше
як могутній засіб рішення різноманітних комбінаторних задач і зав-
дань оптимізації. Проте генетичні алгоритми увійшли зараз до стан-
дартного інструментарію методів ДМ. Вони зручні тим, що їх легко
розпаралелювати, що дає позитивний ефект при розв’язуванні з
складними внутрішніми зв’язками і багатьма вимірами. Прикладом
програмного продукту може служити система GeneHunter фірми
Ward Systems Group. ЇЇ вартість — близько $1000.
Системи для візуалізації багатовимірних даних. В тій чи іншій
мірі засоби для графічного відображення даних підтримуються всі-
ма системами ДМ. Прикладом тут може служити програма
DataMiner 3D словацької фірми Dimension5 (5-е вимірювання).
Ринок систем ДМ розвивається. У цьому розвитку беруть
участь практично всі найбільші комп’ютерні корпорації світу
(див. наприклад <http://www.kdnuggets.com/>). Наприклад,
Microsoft безпосередньо керує великим сектором даного ринку
(видає спеціальний журнал, проводить конференції, розробляє
власні продукти).
Разом з тим, головною проблемою логічних методів виявлен-
ня закономірностей є проблема перебору варіантів за прийнятний
час. Відомі методи або штучно обмежують такий перебір (алго-
ритми КОРА, WizWhy), або будують дерева рішень (алгоритми
CART, CHAID, ID3, See5, Sipina і ін.), що мають принципові об-
меження ефективності пошуку правил «Якщо ... То». Інші проб-
леми пов’язані з тим, що відомі методи пошуку логічних правил
не підтримують функцію узагальнення знайдених правил і функ-
цію пошуку оптимальної композиції таких правил.
Вдале рішення вказаних проблем може стати перспективною
тематикою нових інтелектуальних досліджень в області застосу-
вання дейтамайнінгу.
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ФОРМУВАННЯ ТА РОЗВИТОК КЛЮЧОВИХ
КОМПЕТЕНЦІЙ ПІДПРИЄМСТВА
У статті розглянуто сучасні тенденції розвитку концепції ключових
компетенцій та основні аспекти практичного застосування її основ-
них положень у процесі функціонування й розвитку компанії за умов
мінливого зовнішнього середовища. Проведено аналіз методичних
принципів ідентифікації ключових компетенцій підприємства, визна-
чені їх ознаки та виявлені способи формування і розвитку.
КЛЮЧОВІ СЛОВА: ключові компетенції компанії, конкурентні пе-
реваги, конкурентоспроможність продукції.
Оскільки ідеологія аналізу навколишнього середовища, конку-
рентів, прогнозування зміни і динаміки кон’юнктури ринку посту-
пово втрачає свою колишню актуальність, то все частіше у пошуках
конкурентної переваги компанії спрямовують погляд всередину се-
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