Abstract. Let L n denote linear octagonal-quadrilateral networks. In this paper, we aim to firstly investigate the Laplacian spectrum on the basis of Laplacian polynomial of L n . Then, by applying the relationship between the coefficients and roots of the polynomials, the Kirchhoff index and the complexity are determined.
Introduction
In this article, we only consider simple, undirected and connected graphs. Suppose G = (V G , E G ) is a graph with vertex set V G = {v 1 , v 2 , · · · , v n } and edge set E G = {e 1 , e 2 , · · · , e m }. Let D(G) = diag{d 1 , d 2 , · · · , d n } be a degree diagonal matrix, where d i is the degree of v i in G. The adjacency matrix A(G) of G is an (0, 1)-matrix with order n. Then we can get the Laplacian matrix, which is defined as L(G) = D(G) − A(G). Let 0=µ 1 < µ 2 ≤ · · · ≤ µ n be the eigenvalues of L(G). According to the characteristic polynomial of the matrix L(G), we can get Laplacian spectrum of L n [5] . For more notations and terminologies, one can be referred to [6] .
At this point, some parameters are introduced. The distance, denoted by d ij , is the length of a shortest path between nodes i and j, which was named as Wiener index [3, 13] . This is well-known distance-based topological descriptor, that is
In the electrical network theory, the resistance distance was firstly proposed by Klein and Randić [10] . According to this concept, we obtain the interpretation of physical community: the resistance distance between the nodes i and j of the graph G is denoted by r ij . One well-known resistance distance-based parameter called the Kirchhoff index [8, 9] is given by
The Kirchhoff index has attracted extensive attentions due to its wide applications in the fields of physics, chemistry and others. Despite all that, it is hard to deal with the Kirchhoff index of complex graphs. Thus, some researchers try to find some new techniques to compute the Kirchhoff index and obtain its formula. Given an n-vertex graph G, Klein and Lovász [4, 16] proved independently that
The number of spanning trees of the graph G, also known as the complexity of G, is the number of subgraphs that contain all the vertices of G [2] . In addition, all those subgraphs must be trees.
According to the decomposition theorem of Laplacian polynomial, Y. Yang et al., 2008 [14] obtained the Laplacian spectrum of linear hexagonal networks. J. Huang et al. [7] got the normalized Laplacian spectrum of linear hexagonal networks by using the decomposition theorem. Then, the Laplacian spectrum of linear phenylenes were derived [12] . Besides, Z. Zhu and J. Liu [17] obtained the Laplacian spectrum of generalized phenylenes. Thus, the extended considerations for calculating the Laplacian spectrum of linear octagonal-quadrilateral networks are shown in the following sections.
In the following, we introduce some theorems and notations in Section 2. Then, we derive the Laplacian spectrum of L n by using the relationship between the coefficients and roots in Section 3. An example of the result is given in Section 4. The conclusion is summarized in Section 5.
Preliminary
First, we list some terminology, notations and some mature consequences in the following. Given an n × n matrix, use M [i 1 , · · · , i k ] to be a submatrix of M , which deletes the i 1 -th, · · · ,i k -th columns and rows. The characteristic polynomial of the matrix M is denoted by P M (x) = det(xI − M ). With a suitable labelling of linear octagonal-quadrilateral networks as shown in Figure 1 . Evidently,
Then L(L n ) can be expressed by the following block matrices.
where
where T is the transposition of T and
In the block matrix, we can easily get the decomposition theorem of Laplacian polynomial.
Theorem 2.1. [15] Assume that L A , L S are defined as above. Then we can get
If G is the path with n vertices, the eigenvalues of L(G) are ν i , i = 0, 1, · · · , n − 1.
If G is a connected graph with n vertices, where τ (G) is the complexity of G. Then
Theorem 2.4.
[11] (Matrix Tree Theorem) If G is a connected graph with n vertices and L be the Laplacian matrix of G. Then the complexity of G is
6)
where i = 1, 2, · · · , n.
In the following, a flowchart is given according to the steps we have processed, which helps to understand the proposed approach. The explanations of these notations that appear in the flowchart are describes in Section 3. 
Kirchhoff index and the complexity of L n
In this section, we get the general formula of the Kirchhoff index and the complexity. Using the decomposition theorem, we can get
Through Theorem 2.1, one gets the Laplacian spectrum, which are composed of the eigenvalues of L A and L S of L n as follows.
.
By calculation, we find that L A is obviously the Laplacian matrix of the path P 4n+1 .
By applying the famous formula Kf (P n ) = n 3 −n 6 , we can get
Thus, we only need to calculate the latter part
By the relationship between coefficients and roots of the characteristic polynomial P L S (x), we can get
Obviously, we obtain the P L S (0) = (−1) 4n+1 det(L S ) = b 4n+1 and the (−1) 4n b 4n to be equal to sum of the principal minors of all 4n columns and 4n rows of L S . Therefore, we make the k-th order principal submatrix to be C k , which is composed of the first k columns and rows of
In the following, one gets the further terms of the above recurrence formulae. 
. Now we make the k-th order principal submatrix to be E k , which is composed of the last k columns and rows of L S , k = 1, 2, · · · , 4n. Let e k = det(E k ). Then e 1 = 3, e 2 = 11, e 3 = 19, e 4 = 27, e 5 = 89, e 6 = 329, e 7 = 569, e 8 = 809 and for i ≥ 1,
4i − e 4i−1 ; e 4i+2 = 4e 4i+1 − e 4i ; e 4i+3 = 2e 4i+2 − e 4i+1 ; e 4i+4 = 2e 4i+3 − e 4i+2 .
Then, we can get
e 4i+1 = 30e 4i−3 − e 4i−7 ; e 4i+2 = 30e 4i−2 − e 4i−6 ; e 4i+3 = 30e 4i−1 − e 4i−5 ; e 4i+4 = 30e 4i − e 4i−4 .
Using the above method, we can solve the infinite sequences e 4i(i≥1) (resp.e 4i+1 (i≥0) , e 4i+2 (i≥0) , e 4i+3 (i≥0) ) and get the general terms. Lemma 3.2. Let e 4i+1 (i≥0) , e 4i+2 (i≥0) , e 4i+3 (i≥0) and e 4i+4 (i≥0) be the sequences defined as above, for 
Proof. Since numeric expression (−1) 4n b 4n is equal to sum of the principal minors of all 4n columns and 4n rows of L S , we can get For convenience, we set
c 4k e 4(n−k) ;
c 4k+1 e 4(n−k−1)+3 ;
c 4k+2 e 4(n−k−1)+2 ;
c 4k+3 e 4(n−k−1)+1 .
Then
Therefore, we can have (−1)
This completes the proof.
Proof. By expanding L s with regard to the last row, we have
This completes the proof. Together with formulas (3.7) -(3.9) and lemmas 3.3 -3.4, one can get the following theorem.
The Kirchhoff indices of L n are shown in Table 1 , in which n is from 1 to 15. The explicit formula for the complexity of L n is in the following. 
Proof. According to Theorem 2.2, we get the eigenvalues of L A , which are ν k = 4sin 2 (
Together with Lemma 3.4 and Theorem 2.3, we know that
This completes the proof. The complexity of L n is shown Table 2 , in which n is from 1 to 12. 
Example
For example, we calculate the Kirchhoff index and the complexity for L 1 . First, we use the decomposition theorem to obtain the block matrix. Then, the relationship between the coefficients and roots derives the explicit formulas for the Kirchhoff index and the complexity. Thus, we can obtain L V1V1 and L V2V2 , as follows.
According to the decomposition theorem, one gets the two special matrices, L A and L S with order 5, as follows
Obviously, L A is the Laplacian matrix of path P 5 . Let 0 = ν 1 < ν 2 ≤ ν 3 ≤ ν 4 ≤ ν 5 be the roots of characteristic polynomial P L A (x) = 0, and 0 < β 1 ≤ β 2 ≤ β 3 ≤ β 4 ≤ β 5 be the roots of characteristic polynomial P L S (x) = 0.
Thus, we can obtain Kf (G) = 2Kf (P 5 ) + 10 Remark. According to Theorem 2.4, we can calculate the complexity of L 1 . Meanwhile, it is found that the complexity is equal to that result which has been calculated by Laplacian spectrum.
Conclusion
We mainly use the decomposition theorem of Laplacian polynomial. The relationship between coefficients and roots of the polynomial is a necessary method for us to arrive the Kirchhoff index and the complexity of octagonal-quadrilateral networks. In addition, this method can be applied to other graphs. 
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