Abstract. Several image processing algorithms imitate the lateral interaction of neurons in the visual striate cortex V1 to account for the correlations along contours and lines. Here we focus on two methodologies: tensor voting by Guy and Medioni, and stochastic completion fields by Mumford, Williams and Jacobs. The objective of this article is to compare these two methods and to place them into a common mathematical framework. As a consequence we obtain a sound stochastic foundation of tensor voting, a new tensor voting field, and an analytic approximation of the stochastic completion kernel.
Introduction
Blurring an image has the benefit of reducing noise and smoothing the data. The major negative side effect is the loss of image features at lower scale. To maintain contours and lines, one can resort to anisotropic or directed diffusion [7, 8] . Here one applies an anisotropic or directed diffusion kernel on isotropic image features like luminosity. The methodologies tensor voting [1, 2] and stochastic completion fields [3, 12, 4] go one step further. They apply directed diffusion to directed image features.
Tensor voting and stochastic completion fields operate in different spaces, on different objects, with different diffusion kernels. Our objective is to find the relations between these mathematical constructs and to compare the open as well as the hidden assumptions of both methodologies in 2D. We begin with the mathematical description of directed features in the theory of stochastic completion fields. Here the directed features are points in an orientation bundle. We then explain how tensors of tensor voting relate to a subspace of the Fourier transformed orientation bundle. In the subsequent section we derive the Fokker-Planck equation of the stochastic completion kernel relying only on simple stochastic considerations and on symmetry requirements, and give an approximate analytic solution for the stochastic completion kernel. Utilizing the relation between tensor fields and orientation bundles, we convert the analytic solution of the stochastic completion kernel into the corresponding tensor voting field. A comparison of this new tensor voting field with the original voting field postulated by Guy and Medioni will demonstrate the differences between the two methodologies.
Orientation Bundles of Directed Receptive Fields
Image features like edges, lines, contours and patterns are usually extracted from a 2 dimensional image f (x) via linear filters ψ(x), which model the receptive fields in biological visual systems. To ensure invariance under Euclidean transformations (translations and rotations), these filters have to be applied at all locations in an image domain Ω and in all orientations. This leads to the following convolution that renders a response function W Ψ in a 3 dimensional space, the orientation bundle 1 of translations b and rotations α.
where R
−1
α denotes the rotation matrix in 2 dimensions. The difference between a regular convolution and equation (1) is the kernel rotation in addition to the kernel translation. We therefore address the transformation properties of Ψ (x) under rotation and turn to polar coordinates r and φ to facilitate the matter. Note, that a Fourier transformation in φ decomposes the linear kernel
withψ m (r) :
These m-modesψ m (r) are the components ofΨ (r, φ) in irreducible, rotationinvariant subspaces. Hence, a rotation ofΨ (r, φ) by α is achieved by multiplying each m-component with a complex phases e −i m α .
The decomposition (2) of the kernel Ψ helps to rewrite equation (1) as an ordinary convolution.
With an edge or line detecting kernel Ψ (x) we can now generate an orientation bundle from any image. The best known example is probably the convolution 1 The correct mathematical term should be the function space on the orientation bundle. Points, or rather δ-functions in the orientation bundle are positions with a direction in the original image. For invertible orientation bundles, see [9] . 2 We distinguish functions in polar coordinates and their counter parts in cartesian coordinates by a '˜'. Hence,Ψ (r, φ) := Ψ (r cos φ, r sin φ).
with the x and y-component of a Gaussian gradient filter. This example triggers two remarks. Equation (3) 
Tensors
The decomposition of kernels that rotate like vectors gives rise to two components: 
which again simplifies rotations tremendously.
Medioni and Guy consider only signals of directed receptive fields or filter kernels that rotate like symmetric, semi-positive definite 2 × 2-matrices A (or 2-rank tensors). These matrices can be interpreted as ellipses (or ellipsoids in 3D) as depicted in figure 1 . The eigenvectors of A constitute the major axes Fig. 1 . shows the ellipse that represents a symmetric, semi-positive definite 2×2-matrix (or tensor of rank 2). e1 and e2 denote the two eigenvectors of the matrix. λ1 and λ2 are the eigenvalues. b is the ballness measure and s = λ1 − λ2 is giving the stickness. Angle α is the orientation of the ellipse with respect to thex-axis.
of the ellipse and the positive eigenvalues λ 1,2 determine the length of these axes. In tensor voting the isotropic portion of the ellipse is called ballness and the anisotropic remainder stickness. The direction of the major axis α is the direction of the stickness.
The characteristics of matrix A are determined by
and the notions of tensor voting are given by
These tensor voting characteristics are easily expressed in m-modes.
Obviously, traditional tensor voting only considers modes with |m| = 2 and m = 0. These modes relate to the stickness and ballness measures and can be obtained from an orientation bundle W ΨA by performing a Fourier transformation in α.
Transformation of orientation bundle W ΨA into tensor A:
Vice versa, one can utilize equation (3) to generate an orientation bundle from tensor field A(b).
Transformation of tensor A into orientation bundle W ΨA :
Now, that we can convert tensors into orientation bundles and back, we are all set to proceed to the oriented diffusion process. We compare these two methods by first deriving the stochastic completion kernel and an analytic approximation thereof. Given the analytic approximation we will generate the corresponding tensor voting field and compare Medioni's ad hoc fundamental voting field with the stochastic version. We thereby gain a direct comparison between stochastic completion kernels and tensor voting fields.
Casting a Stochastic Vote
Both, tensor voting and stochastic completion fields are based on the assumption, that directed image features are due to edges, contours or lines in the underlying image. Starting point is therefore a model that generates the trajectories of edges, contours or lines.
The process of extending a line or contour is not a deterministic but a stochastic process in the state space of line-/edge-segments. Mandatory properties of line-/edge-segments are position and direction. Optional properties are scale or curvature. We limit our focus on the mandatory line-features that are already present in the orientation bundle: position vector b and direction α. Assuming that the process of drawing a line or contour is independent of the line-/contourhistory we end up with a Markov process in the orientation bundle. The general form of such a stochastic process is
The trajectory (b(t), α(t)) in position and direction is parameterized by drawing time t. The vector-valued function a(b(t), α(t)) is the drift term that describes the deterministic part of the line evolution. Matrix-valued function B(b(t), α(t))) binds the random vector-variable η(t) to the process, determining the coupling and correlation of the process to a source of uncorrelated noise of mean 0, which models the randomness in line propagation. Due to the randomness involved, it is appropriate to investigate the probabilistic measure p(b, α, t|b 0 , α 0 , t 0 ) of the trajectory, which denotes the probability of finding a line segment at time t in position b with orientation α given that at time t 0 the line was going through or started at position b 0 in direction α 0 . Stochastic calculus [10] enables us to transcribe the Markov process (11) into the corresponding Fokker-Planck equation (12) 
with the differential operator
The first sum of L(b(t), α(t)) moves the probability distribution according to the deterministic drift term a(b(t), α(t)). The second sum is the diffusion term with diffusion tensor D(b(t), α(t)), which is due to the random pertubations by η(t). Furthermore, we add a killing term
, to model the chance that a line terminates. Again, if the probability of termination is line history independent, the line decay needs to be exponential, which is ensured by decay constant λ. 
According to (13) we can substitute L(b(t), α(t))−λ I into the time-translation operator and obtain
We are not interested in the drawing process as such, but in the result, the drawn line or contour. Hence, we need to integrate over time t. The Green's operator G = ∞ 0 e τ (L(b(t),α(t))−λ I) dτ will consequently generate the marginal p(b, α) := ∞ t0 p(b, α, τ|b 0 , α 0 , t 0 )dτ , the drawn line, given the initial probability distribution at time t 0 .
Instead of applying G to the initial probability
as a constraint to solve for p(b, α)
Operator L is a function of drift and diffusion terms a(b(t), α(t)) and D(b(t), α(t)).
We can obtain specific drift and diffusion functions by demanding invariance under translation and shift-twist-transformation in the orientation bundle. These transformations are the analog of translation and rotation in the underlying image. We ensure the invariance under translation and shift-twisttransformation by requiring operator L to commute with the infinitesimal generators of translation T b = ∂ b and the shift-twist operation S α = −x ∂ y +y ∂ x +∂ α .
Setting the commutation relations 3 [L, T b ] and [L, S α ] to 0 results in a set of ordinary differential equations for a(b(t), α(t)) and D(b(t), α(t)).
The solutions depend on 9 constants a , a ⊥ , and a α , as well as
Not all constant values are admissible, meaningful, or of any consequence to the line model. The velocity with which the stochastic line or contour is drawn does not change its appearance. The norm of xy-projection of the drift term can therefor be set to unit speed. a 2 + a 2 ⊥ = a 2 x + a 2 y = 1 reduces the set of parameters by one. The ratio between a and a ⊥ determines the initial direction of the line with respect to α. Contours and edges progress orthogonally to their α-aligned gradient, so that a = 0 and a ⊥ = 1. Lines, however, with their major eigenvector of the Hessian aligned along α, comply with a = 1 and a ⊥ = 0. An angular drift a α makes the line turn. The resulting curvature of the line is κ = a α / a 2 x + a 2 y . Since we do not consider curvature in our model, we assume κ = 0. To ensure a smooth line, one may only introduce noise to the line direction α, not to the line-position, which would only blur it. Thus, only D αα =: σ 2 may be unequal 0, and we finally arrive, with these few assumptions, at the stochastic process considered by Jacobs, Thornber, Zweck, and Wang [4, 5, 6] in the theory of completion fields.
One can solve equation (17) with several numerical methods, which unfortunately are ill-suited for comparison with tensor voting, where we have an analytic formula for the voting field. To circumvent this difficulty we consider an approximation. First we rewrite (17) in cylindric coordinates r = |b|, φ = ∠(b), and α.
The initial line or contour propagation starts with φ = α and it is thus safe to assume, that |α−φ| is small within a certain vicinity, so that we can approximate cos (α − φ) by 1 and sin (α − φ) by (α − φ). For |α| ≪ π we can also relax the periodic boundary conditions and treat them as Dirichlet boundary conditions at infinity. Then, inspired by [3] we obtain an analytic solution for the Green's function, good enough for most practical purposes.
Stochastic voting field in an orientation bundle:
The versatility of this diffusion kernel in an orientation bundle has been shown in the applications of stochastic completion fields and the benefits of the above analytic solution will be the subject of a forthcoming article. Here we show the relation between (19) and the fundamental tensor voting field.
Voting with Tensors
With Green's function p(r, φ, α) we can cast scalar votes to the surrounding of a line response in an orientation bundle. Medioni et al circumvent the construct of an orientation bundle by casting not scalar but tensorial votes directly in an image. Inspired by Gestalt laws, they assume that contours or lines run along circular trajectories of constant curvature (see figure 2) , that the probability for a line decreases proportional to e Hence, in cylindric coordinates the resulting weight of a cocircular tensor vote casted by a tensor with stickness α aligned along φ = 0 is
For the normalization of p T V (r, φ) and for the comparison with the stochastic completion kernel we consider the same linear approximation as applied to equation (18). Thus, for small |φ| we can write s = r and κ = φ/r. In this approximation the normalized, fundamental tensor voting field is Fundamental tensor voting field approximation:
where we added e 4i φ to encode the direction α = 2φ of the tensorial vote in the complex phase according to (8) , so that equation (21) 
Not all Voting Systems Are Created Equal
To relate the tensor voting field p T V (r, φ) and the stochastic completion kernel p(r, φ, α), we have to bring the latter from the orientation bundle into the image plane. To do so, we take an initial stick-tensor response, convert it to an orientation bundle with (10), apply the stochastic completion kernel (19) and bring the result back via equation (9) . However, with this straight forward approach we overlook a hidden step in the tensor voting methodology. Even though stick-tensors exhibit an angular response of e ±2iα , the tensor voting field is only applied along a single α-direction, the direction of maximum response. This amounts to an angular thinning process in the orientation bundle of the initial stick-tensor, which will render just two delta spike at α and α + π. So we only have to apply the stochastic completion kernel (19) onto the initial response (δ(α) + δ(α − π))δ(b) and convert the result to a tensor field via (9) . The stochastic version of a tensor voting field in its (m = 2)-mode is Stochastic tensor voting field approximation: figure 3 . Fig. 3 . The left shows a density plot of the stochastic completion kernel pS(r, φ) for σ = 1/2 and λ = 2 in the range of r from 0 to 1. The tensor voting kernel pTV (r, φ) is depicted on the right withσ = 1/2 and c = 1/2. Note that the tensor voting kernel widens more than the stochastic counter part. Each kernel is superimposed by of set of trajectories along α = 2φ/3 on the left and α = 2φ on the right side.
As a last remark we like to point out that the stochastic completion kernel p(r, φ, α) and the tensor voting fields p T V (r, φ) and p S (r, φ) can be decomposed into m-modes to facilitate their rotation in φ [11] . In the case of the stochastic tensor voting field we obtain p S (r, φ) = 
A truncation of the sum of m-modes amounts to a relaxation of the angular thinning process in α. Having some control over the angular thinning process may even be considered beneficial and has the advantage of a steerable voting field.
Conclusion
We have shown the relation between stochastic completion fields and the tensor voting paradigm. Starting with an arbitrary Markov process for the evolution of lines and edges, we have show that only a limited number of constants determine a shift-twist invariant stochastic process in an orientation bundle. The stochastic completion field falls into this category. We have given an analytic approximation for the Green's function of the stochastic process. Projecting the (m = 2)-mode of the analytic Green's function into the image plane, we generated the stochastic version of a tensor voting field. A comparison between the conventional tensor voting field and the stochastic version has shown, that the cocircular line model may be inappropriate. It leads to less directed voting fields. This difference may only have a small practical impact, but we have given tensor voting a mathematical underpinning based on stochastic assumptions.
