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a b s t r a c t
We present the exact formula for multiplication by a polynomial of degree one. The
obtained results are applied in solving a second-order linear equation of Hermite’s type
on time scales.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Recently the theory of difference and differential equations has been unified and extended by using the formalism of time
scales [1–3]. Polynomials and series are of great importance in various applications. The idea of generalized polynomials
comes from a basic problem for delta derivation of classical monomials. For example let us consider a monomial f (t) = t2,
where t is an element of a time scale T. It is known that
(
t2
)1 = t+σ(t). Whether or not the second-order delta derivative
of t2 exists depends on a given time scale (the delta derivative of the forward jump operator σ cannot exist on T), while
the delta derivative of generalized polynomial is still also a generalized polynomial. There is, apparently, a problem with
multiplication of generalized polynomials. For classical monomials the following situation obtains: tntm = tn+m, while, for
Taylor’s monomials: t
n
n!
tm
m! =
( n+m
n
) tn+m
(n+m)! , t ∈ R.
In this work we present the formula for the multiplicity of the generalized polynomials of degree one and degree n ∈ N0.
As an application of the obtained results we consider solutions of the second-order linear dynamic equation of the form
y1
2
(t) − h1(t, t0)y1(t) + ny(t) = 0, n ∈ N, with the initial conditions y(t0) = 0, y1(t0) = 1 and t from a time scale
T. It is known that in the real case (i.e. when T = R) for t0 = 0 the particular solutions of such equations are Hermite’s
polynomials.
2. Second-order linear equations
Let T be an arbitrary time scale and t0 ∈ T be fixed. Let us define recursively the functions hk(·, t0) : T→ R, k ∈ N0, as
follows: h0(t, t0) ≡ 1, hk+1(t, t0) =
∫ t
t0
hk(τ , t0)1τ . The functions hk(·, t0) are called generalized polynomials on a time
scale T. By h1k (·, t0) we denote the delta derivative of hk(·, t0) with respect to t . For k ∈ N and t ∈ Tκ it holds that
h1k (t, t0) = hk−1(t, t0) and h10 (t, t0) = 0.
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Example 2.1. In [2] one can find exact formulas for generalized polynomials for basic cases like: T = R: hk(t, t0) = (t−t0)kk!
and T = Z: hk(t, t0) = (t−t0)(k)k! =
( t−t0
k
)
, where (t − t0)(0) = 1, (t − t0)(k) = (t − t0)(t − t0 − 1) · · · (t − t0 − k + 1) for
k ∈ N.
Let us consider a second-order linear dynamic equation
y1
2
(t)+ p(t)y1(t)+ q(t)y(t) = f (t), (2.1)
where t ∈ Tκ2 and functions p, q, f are rd-continuous on T. We say that Eq. (2.1) is regressive provided p, q, f are
rd-continuous and such that condition 1− µ(t)p(t)+ µ2(t)q(t) 6= 0 holds for all t ∈ Tκ .
Theorem 2.2. If t0 ∈ Tκ , then the initial value problem
y1
2
(t)+ p(t)y1(t)+ q(t)y(t) = f (t), y(t0) = y0, y1(t0) = y1,
where y0, y1 are given constants, has a local unique forward solution.
Proof. For the case where Eq. (2.1) is regressive, the theorem was proved in [2]. In the general case the proof is the same,
but we can claim only existence of a forward solution; see [4,2]. 
We consider a family of equations of type (2.1) for p(t) = −h1(t, t0) = t0 − t, q(t) ≡ n, n ∈ N, and f (t) ≡ 0. The initial
value problem
y1
2
(t)− h1(t, t0)y1(t)+ ny(t) = 0, y(t0) = y0, y1(t0) = y1, (2.2)
where t ∈ Tκ2 , t0 ∈ T κ , n ∈ N, is called the initial problem of Hermite’s type (originated at t0).
The expression wn(t, t0) = 1 + µ(t)h1(t, t0) + nµ2(t) we shall call the determinant of Eq. (2.2). If for all t ∈ T we
have wn(t, t0) 6= 0 then the equation y12(t) − h1(t, t0)y1(t) + ny(t) = 0 is regressive. This implies the existence and
the uniqueness of solution of the initial value problem (2.2). Whether regressivity occurs or not, we still have the unique
forward solution.
Proposition 2.3. Let T = qZ, where q > 1 and t0 ∈ Tκ . Then for n ∈ N and n > t
2
0
4 − 1q−1 the equation y1
2
(t)−h1(t, t0)y1(t)+
ny(t) = 0, t ∈ Tκ2 , is regressive.
Proof. Because we have that h1(t, t0) = t − t0 and µ(t) = (q− 1)t , then wn(t, t0) = 1+ (q− 1)t(t − t0)+ n(q− 1)2t2.
Hence, if n > t
2
0
4 − 1q−1 thenwn(t, t0) > 0 and therefore the equation is regressive. 
Remark 2.4. Let T = qZ, q > 1. Then equations:
(i) y1
2
(t)− ty1(t)+ ny(t) = 0;
(ii) y1
2
(t)− (t − 1)y1(t)+ ny(t) = 0
are regressive for all n ∈ N.
Proposition 2.5. Let T = Z. The equation y12(t)− h1(t, t0)y1(t)+ ny(t) = 0 is not regressive for all t0 ∈ Tκ and n ∈ N.
Proof. Let t0 ∈ T, n ∈ N. Then there is t ∈ Z, t = t0 − n− 1, such that the determinantw(t, t0) is equal 0. 
3. Multiplication by h1
Let us assume that time scale T consists of at least n points. Let t0 ∈ T and f : T→ R be an rd-continuous function. For
n ∈ N0 let us introduce an operator D−n : Crd(T,R)→ C(T,R) in the following way:
(D0f )(t, t0) = f (t),
(D−1f )(t, t0) =
∫ t
t0
f (τ )1τ ,
...
(D−nf )(t, t0) =
∫ t
t0
∫ τ1
t0
. . .
∫ τn−1
t0
f (τn)1τn . . .1τ1
for any t ∈ T. It can be noticed that functions (D−nf ) (·, t0) : T→ R are continuous for each n ∈ N and t0 ∈ T. For k, n ∈ N0
it holds that
(
D−nhk
)
(t, t0) = hk+n(t, t0). Additionally,
(
D−n−1f
)1
(t, t0) =
(
D−nf
)
(t, t0).
Let us define functions µ0(t) := µ(t) and µk(t) := µ(t)hk(t, t0). For each k ∈ N0 the function µk(·) is rd-continuous so
it has continuous antiderivatives. Thenµk(t) = µ(t)
(
D−kh0
)
(t, t0) and all functions
(
D−nµk
)
(·, t0) are well defined and at
least rd-continuous for n ∈ N0.
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Theorem 3.1. Let t0 ∈ T. Then for all n ∈ N and t ∈ T it holds that
(h1hn)(t, t0) = (n+ 1)hn+1(t, t0)+
n∑
m=1
(
D−mµn−m
)
(t, t0). (3.1)
Proof. Let n = 1; then (h1h1)1(t, t0) = hσ1 (t, t0) + h1(t, t0) = 2h1(t, t0) + µ(t)h0(t, t0). Hence (h1h1)(t, t0) =
2h2(t, t0)+
(
D−1µ
)
(t, t0).
Now, let n = k + 1. Then (h1hk+1)1(t, t0) = hσk+1(t, t0) + h1(t, t0)hk(t, t0) = hk+1(t, t0) + µ(t)hk(t, t0) + (k +
1)hk+1(t, t0) + ∑km=1 (D−mµk−m) (t, t0) = (k + 2)hk+1(t, t0) + µ(t)hk(t, t0) + ∑km=1 (D−mµk−m) (t, t0). Hence we
have that h1hk+1(t, t0) = (k + 2)hk+2(t, t0) +
(
D−1µk
)
(t, t0) + ∑k+1m=2 (D−mµk−m+1) (t, t0) = (k + 2)hk+2(t, t0) +∑k+1
m=1
(
D−mµk−m+1
)
(t, t0). Finally, by the principle of themathematical induction, the formula (3.1) is true for all n ∈ N. 
Proposition 3.2. (i) If T = qZ, q > 1, then (h1hk) (t, 0) =
(∑k
s=0 qs
)
hk+1(t, 0).
(ii) If T = Z then (h1hk) (t, t0) = (k+ 1)hk+1(t, t0)+ khk(t, t0).
Proof. The proof of part (i) follows from the formof generalized polynomials on the time scaleT = qZ. From [2]we have that
hk(t, 0) =∏k−1ν=0 t∑νs=0 qs . Then (h1hk) (t, 0) = tk+1∏k−1ν=0 1∑νs=0 qs = tk+1∏kν=0 1∑νs=0 qs (∑ks=0 qs) = (∑ks=0 qs) hk+1(t, 0).
For the proof of part (ii) let us use the induction principle. If k = 0 then (h1h0) (t, t0) = h1(t, t0). Using the
formula for the delta derivative of multiplication we have (h1hk+1)1 (t, t0) = h1(σ (t), t0)hk(t, t0) + hk+1(t, t0). Then, the
property hk(σ (t), t0) = hk(t, t0) + µ(t)hk−1(t, t0) implies that (h1hk+1)1 (t, t0) = ((h1 + h0)hk) (t, t0) + hk+1(t, t0) =
(k + 2)hk+1(t, t0) + (k + 1)hk(t, t0). Finally we obtain (h1hk+1) (t, t0) =
∫ t
t0
((k+ 2)hk+1(τ , t0)+ (k+ 1)hk(τ , t0))1τ =
(k+ 2)hk+2(t, t0)+ (k+ 1)hk+1(t, t0). 
Corollary 3.3. Let T = 2Z. Then (h1hk) (t, 0) =
(
2k+1 − 1) hk+1(t, 0).
Corollary 3.4. For T = Z it holds that t ( tk ) = (k+ 1) ( tk+1 )+ k ( tk ).
Proof. The proof follows from the fact that if T = Z, hk(t, 0) =
( t
k
) = t(k)k! . 
Let us consider the initial value problem (2.2) on T with y0 = 0 and y1 = 1. In particular, for n = 1 we have the
unique solution y(t) = t − t0 = h1(t, t0). In the following examples we investigate the solution in the form of generalized
polynomial series (originated at t0), i.e. y(t) =∑∞k=0 ckhk(t, t0) = h1(t, t0)+ c2h2(t, t0)+· · ·. More details about functional
and polynomial series on time scales can be found in [5].
Example 3.5. Let T = 2Z and t0 = 0. Let y(t) = ∑∞k=0 ckhk(t, 0). Then for the initial value problem (2.2) with
initial conditions y(t0) = 0, y1(t0) = 1 we obtain that c0 = 0, c1 = 1. Then y1(t) = ∑∞k=0 ck+1hk(t, 0) and
y1
2
(t) = ∑∞k=0 ck+2hk(t, 0). Also h1(t, 0)y1(t) = ∑∞k=0 ck+1(2k+1 − 1)hk+1(t, 0). Then substituting the last equation into
y1
2
(t)−ty1(t)+ny(t) = 0,we get c2h0+∑∞k=1 (ck+2 + (1− 2k + n)ck) hk(t, 0) = 0. Then c2 = 0 and ck+2 = (2k−1−n)ck.
Coefficients c2k = 0 while c2k+1 = Π ks=1
(
22s−1 − n− 1). This means that only for n = 22s−1 − 1 are the solutions
y(t) = ∑∞k=1 ckhk(t, 0) in the form of a finite sum. For example, for n = 1 all ck = 0, k > 1, and then y(t) = t . The
next such n is equal to 7. Then ck = 0 for k ≥ 5 and y(t) = t − 6h3(t, 0) = t − 2t37 .
Example 3.6. LetT = Z. For y(t) =∑∞k=1 ckhk(t, t0) and initial value problem (2.2)with y0 = 0, y1 = 1, like in the previous
example, we obtain c2 +∑∞k=1 (ck+2 − kck+1 + (n− k)ck) hk(t, t0) = 0. From that, c2 = 0 and ck+2 = kck+1 + (n − k)ck.
And, obviously, for n = 1: ck = 0, k ≥ 2 and y(t) = h1(t, t0). For n > 1 the solution of (2.2) can be expressed as a series but
for each t ≥ t0 the sum is finite.
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