































確率 P (e | f)を最大化する目的言語文eを求める確率最大化問題arg max
e
P (e | f)
を，別の最大化問題 arg max
e
P (e)P (f | e) に置き換えて解くことである．ここで，















































































































1. 全対訳文データの日本語文を形態素解析し，日中対訳文 〈SJ , SC〉中の日本語
文 SJ 中に含まれる専門用語を tJ とする．
2. 得られた日本語専門用語 tJ に対し，統計的機械翻訳モデルのフレーズテー
ブルを用いて，訳語推定を行い，中国訳語候補を得る．















次に，Support Vector Machines (SVMs)を分類器として適用した．素性として，
単言語素性と二言語素性の二種類の素性を用いた．単言語素性としては，全対訳




訳専門用語 〈tJ , tS〉の共起頻度の素性 (f5)を用いた．また，日本語専門用語の頻度
と日中対訳専門用語の共起頻度の差の素性 (f6)，同一日本語専門用語に対する中
国語訳語候補の数の素性 (f7)，文単位の句対応制約の違反のない対訳文の割合の




















































1. 入力の日本語用語 t′Jに対して，日中対訳特許文の中から t′Jが出現する対訳文
をすべて収集する．そして，収集した各対訳文に対して，フレーズ翻訳テー
ブルを参照して図 1の手法を適用することにより，t′Jの中国語訳語を推定す
る．そして，推定された中国語訳語を tiC(i = 1, . . . , n1，ただし，n1は推定
された中国語訳語の数)として，すべての対訳対 〈t′J , tiC〉を収集し，専門用語
対訳対の同義候補集合の初期集合CBP (t′J)を作成する．
2. 同様に，すべての中国語用語 tC ∈ CBP (t′J)に対して，対訳特許文の中か
ら tC を含む対訳文をすべて収集し，図 1の手法を中日方向に適用するこ
とにより，tC の日本語訳語を推定する．そして，推定された日本語訳語を
tjJ(j = 1, . . . , n2，ただし，n2は推定された日本語訳語の数)として，すべて
の対訳対 〈tjJ , tC〉をCBP (t′J)に追加する．
3. 同様に，すべての日本語用語 tJ ∈CBP (t′J)に対して，対訳特許文の中から
tJを含む対訳文をすべて収集し，tJの中国語訳語を推定する．そして，推定
された中国語訳語を tkC(k = 1, . . . , n3，ただし，n3は推定された中国訳語の













訳専門用語を同定するために，Support Vector Machines (SVMs)を分類器として
適用した．素性として，同義対訳専門用語の同定に用いた素性は，対訳対 〈tJ , tC〉































































次に，対訳特許文 〈sJ , sC〉から抽出されたフレーズ対訳対 〈t1J , s1C〉，〈t2J , s2C〉，. . .,
〈tkJ , skC〉に対して，原言語フレーズ tiJ(i = 1, 2, . . . , k)の文中の位置順に，それぞれ
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図 4: SMTによる大語彙フレーズ翻訳とNMTによる訳文生成の併用







いて，抽出された原言語フレーズをトークン「T ′si 」(i = 1, 2, . . .)に置換する．そし
て，フレーズトークンに置換済みの対訳文を用いて訓練された NMTモデルを用い
て原言語文の訳文を生成する．この訳文においては，トークン「T ′si 」(i = 1, 2, . . .)
はトークン「T ′ti 」(i = 1, 2, . . .)に翻訳され，各フレーズの訳語の位置情報を有し
ている．最後に，SMTによって得られた各フレーズの訳語を，それぞれ対応する
トークン「T ′ti 」(i = 1, 2, . . .)と置き換え，最終的に得られた訳文を出力する．
検証実験では，フレーズ抽出手法としては，(a1)branching entropyを用いたフ
レーズ抽出，(a2)言語知識に基づき選定した名詞句フレーズの抽出，(a3)C-value
を用いた名詞句部分集合のフレーズ抽出，の三通りの手法を評価する．なお，本
論文では，NMTモデルの訓練時およびNMTモデルを用いた翻訳時，置き換え対
象とするフレーズの選定基準として，(b1)「未知語を含むフレーズ対訳対」が置き
換え対象，(b2)「全フレーズ対訳対」が置き換え対象の二通りの評価を行う．日中，
中日，日英，英日の各方向の翻訳において評価を行い，提案手法の有効性を検証し
た．結果として，提案手法においては，「「branching entropyを用いたフレーズ抽
出」および「未知語を含むフレーズ対訳対」が置き換え対象」の組み合わせによっ
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て最も高い翻訳性能を達成し，ベースラインである SMTモデル，および，提案手
法が適用されていないNMTモデルとの比較において，0.7ポイント以上のBLEU
の向上を達成できた．さらに，NMTの弱点である訳抜けの改善においては，提案
手法が適用されていないNMTモデルによる訳抜けを約 30%減らすことができた．
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