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SUMMARY 
This thesis addresses the sparse assignment problem, a variation 
of the classical assignment model. In this formulation the number of 
applicants and jobs may differ and the assignment utility matrix is sparse. 
To conserve primary computer storage requirements and solve large 
sparse assignment problems in-core, a branch and bound approach was 
applied to the problem. Special coding features, such as matricial 
packing and implicit solution representation, held memory requirements to 
a minimum. 
The branch and bound procedure developed solved the sparse assign­
ment problem, but with less efficiency than required for implementation 
by government and industry. However, it was concluded that the branch 
and bound approach was appropriate for the sparse assignment problem and 
that continued research might yield the additional necessary efficiency 





IN THE CLASSICAL ASSIGNMENT PROBLEM N APPLICANTS ARE TO BE 
ASSIGNED TO N JOBS. A MEASURE OF UTILITY IS ASSOCIATED WITH EACH POSSIBLE 
APPLICANT-JOB COMBINATION AND THE OBJECTIVE IS TO DETERMINE THE ASSIGN­
MENTS WHICH YIELD THE BEST TOTAL UTILITY FOR THE N JOBS. THIS THESIS 
PRESENTS THE DEVELOPMENT OF A SOLUTION PROCEDURE FOR A VARIATION OF THE 
CLASSICAL MODEL REFERRED TO AS THE SPARSE ASSIGNMENT PROBLEM. IN THIS 
PROBLEM THE NUMBER OF APPLICANTS AND JOBS NEED NOT BE THE SAME AND EACH 
APPLICANT MAY ONLY BE ELIGIBLE FOR ASSIGNMENT TO A SUBSET OF THE 
AVAILABLE JOBS. 
THE SPARSE ASSIGNMENT MODEL AROSE FROM ASSIGNMENT PROBLEMS FACED 
BY THE UNITED STATES ARMY. MONTHLY, FOR EACH OF 500 MOS (MILITARY 
OCCUPATIONAL SPECIALTIES) GROUPINGS, THE U.S. ARMY MILITARY PERSONNEL 
CENTER SOLVES TWO ASSIGNMENT PROBLEMS, ONE FOR OVERSEAS PLACEMENTS AND 
ONE FOR U.S. PLACEMENTS. THESE MILITARY ASSIGNMENT PROBLEMS POSSESS ALL 
OF THE CHARACTERISTICS OF THE SPARSE ASSIGNMENT MODEL. 
IN ADDITION TO THE SPARSE ASSIGNMENT PROBLEM CHARACTERISTICS, AN 
ASSIGNMENT PROBLEM MAY HAVE MULTIPLE CRITERIA. THE MILITARY AND OTHER 
ORGANIZATIONS FACE A SUBSET OF THE FOLLOWING OBJECTIVES. 
A) MAX FIT - TO MAXIMIZE THE TOTAL UTILITY DERIVED FROM 
ASSIGNMENTS (CLASSICAL MODEL'S OBJECTIVE). 
B) MAX FILL - TO MAXIMIZE THE TOTAL NUMBER OF 
ASSIGNMENTS. 
c ) M I N C O S T - t o m i n i m i z e t h e t o t a l c o s t a s s o c i a t e d 
w i t h t h e a s s i g n m e n t s . 
d ) M A X P R I O R I T Y F I L L - t o m a x i m i z e t h e n u m b e r o f 
h i g h p r i o r i t y a s s i g n m e n t s . 
W h i l e t h e s p a r s e a s s i g n m e n t m o d e l h a s a s i n g l e o b j e c t i v e c r i t e r i a , M A X 
F I T , o t h e r o b j e c t i v e s c a n b e c o n s i d e r e d i m p l i c i t l y t h r o u g h t h e a s s i g n m e n t 
u t i l i t y m a t r i x . T h e s p a r s e a s s i g n m e n t p r o b l e m i n m a t h e m a t i c a l n o t a t i o n 
i s : 
P : M A X I . I , M * u * i y ( 1 ) 
i e l j e J ( i ) 1 J 1 J 
s . t . I x . . < 1 f o r a l l i e l ( 2 ) 
J e J ( i ) 1 J 
I x . , < 1 f o r a l l j e 0 ^ 3 ) 
UlU) 1 J 
x i j = 0 > T 
I = { l , 2 , . . . , n } I ( j ) = { i : u . . > 0 } 
J = { l , 2 , . . . , m } J ( i ) = { j : u . . > 0 } 
w h e r e s e t I c o n t a i n s t h e a p p l i c a n t i n d i c e s , s e t J c o n t a i n s t h e j o b 
i n d i c e s , u . . i s t h e u t i l i t y a s s o c i a t e d w i t h a s s i g n i n g a p p l i c a n t i t o 
j o b j , a n d 
x = i f a p p l i c a n t i i s a s s i g n e d t o j o b j . j-1 i j \ 0 o t h e r w i s e . 
T o i n c o r p o r a t e a d d i t i o n a l o b j e c t i v e s , s u c h a s M I N C O S T a n d M A X P R I O R I T Y 
F I L L , t h e a s s i g n m e n t u t i l i t i e s m a y b e d e f i n e d a s a d j u s t e d m e a s u r e s o f 
3 
benefit. For example the equation, 
u.. = v.. + c.. + p. (v..,c.. ,p. > 0) 
starts with a measure of an applicant's proficiency for a job (v..).adds 
a component (c..) which is inversely proportional to the cost of assign-
ment and then adds a job priority measure (p.) to arrive at a final 
utility value. Since cost is a disutility it could have been used in the 
above equation with a negative sign preceeding it, but then the utility 
(•U|j) would be unrestricted in sign. 
An assignment problem is completely defined by its utility matrix. 
In the sparse assignment problem each element must satisfy the inequality 
u... £ .0 where u. • = 0 if and only if applicant i is not eligible for 
assignment to job j. The existence of zero elements in the utility 
array is referred to as sparsity. A measure of sparsity for an nxm 
matrix is the ratio of the number of zero elements to the total number of 
matrix elements (n-m). Density, defined as the difference (1.0 - sparsity), 
is a measure of the non-zero elements. The solution procedure presented 
in this thesis exploits sparsity by acting only on the domain of viable 
assignments. To complement the procedure only the non-zero entries were 
stored in the computer as allowed bymatricia.l packing. The densities 
employed in the thesis are consistent with the range that the U.S. Army 
Personnel Center faces, i.e. 10 to 30 percent. 
1-2. Scope of Activities 
As indicated earlier, this thesis presents the development of a 
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branch and bound procedure for the sparse assignment problem. The 
construction of bounds based on the assignment constraint set is detailed 
as is the choice of a branching scheme. The assumptions and techniques 
employed to incorporate the branching and bounding rules into a consoli­
dated algorithm are provided as well. 
The examination of alternative starting procedures for the algorithm 
is presented along with resulting modifications to the procedure. Other 
enhancements investigated, such as different branching rules, are also 
specified. 
Finally, the development of a branch and bound algorithm with a 
different bounding mechanism is presented. Comparison with the original 
procedure is made and conclusions drawn. 
,1-3. Literature Review 
Currently there exists a number of procedures which solve the 
classical assignment problem effectively. Perhaps most prominent is 
Kuhn's Hungarian algorithm (19). Kuhn's procedure is a special purpose 
primal-dual method which operates on 100 percent dense matrices. Unfor­
tunately, when applied to the sparse assignment problem the procedure's 
efficiency is markedly reduced. One reason for the reduction in 
efficiency is that when the number of applicants differs from the number 
of jobs, "dummy" elements must be added to the smaller set to make the 
matrix square. Another reason is that, to obtain a 100 percent dense 
matrix, entries must be generated for the infeasible applicant-job 
combinations. Both of these factors inflate core storage requirements 
and require many useless computations. When the matrix attains a size 
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that will no longer fit into central memory, solution times increase 
dramatically. For the Hungarian algorithm to be effective on large 
sparse assignment problems, it would have to be modified to operate 
directly on a network representing only the viable assignment pairs. 
Recently, Glover et̂  aj_. (11,12), Bradley et al. (5) and Langley 
et al_. (20,21) have specialized primal and dual network algorithms for 
the transportation and assignment problems. From a primal network code, 
Glover et al_. (11,12) report times of less than 20.0 cp seconds for 
transportation problems with up to 1500 nodes and 5730 arcs. Even more 
encouraging are the results Karney and Klingman (18) have obtained with 
an in-core, out-of-core primal network code. They report times only 10 
percent slower than those of the in-core procedure of Glover et al_. 
(11,12). Continued research into network algorithms, in areas such as 
degenerate pivot theory, should produce a good solution procedure for 
the sparse assignment problem. 
Since the sparse assignment problem is an integer programming 
problem, a branch and bound technique could also be applied. However, 
most current procedures, such as the ones by Land and Doig (8) and Dakin 
(6), are general purpose and therefore not well tailored to assignment 
problems. Recently, however, Ross and Soland (26) have shown that bounds 
for the generalized assignment problem can be calculated by the solution 
of a series of binary knapsack problems in the place of linear programming 
problems. From their branch and bound code they report times of less 
than 2.78 seconds for generalized assignment problems with up to 20 
agents and 200 tasks. This successful adaptation of the branch and bound 
technique to the generalized assignment model suggests another technique 
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that could be modified to solve the sparse assignment problem. The 
branch and bound approach was selected and explored for this thesis 
research. 
1-4. Innovations 
Previously, only traditional branch and bound techniques have been 
applied to the classical assignment problem. Hillier and Lieberman (16) 
illustrate the solution of assignment problems by two such branch and 
bound algorithms. The first is a generalized framework allowing any 
bounded integer programming problem, while the second, a version of 
Balas' additive algorithm (1) allows only binary forms. In both algorithms 
branching is determined by one of the following two rules: 
1) Best Bound Rule - branch on the node with the most 
favorable bound. 
2) Newest Bound Rule - branch on the most recent 
unfathomed node using the most 
favorable bound to break ties. 
The bounds for the algorithms are computed by summing the assignment 
costs for fixed variables with the costs set by initial lower bound 
determination. Sparsity is not considered explicitly by either branch 
and bound procedure. 
In this thesis, branch and bound rules were developed which are 
more suitable and efficient for the solution of assignment problems. 
Branching rules developed take into consideration solution feasibility 
and secondary effects of variable fixing. Improved bounds were devised 
by including the effects of immediate reassignments and a chain of sub­
sequent reassignments resulting from branching. Advance starts as well 
as relaxation schemes were used to set the initial lower bound. The 
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STARTS, BRANCHING RULES AND BOUNDING SCHEMES WERE INCORPORATED INTO 
ENHANCED BRANCH AND BOUND PROCEDURES FOR THE ASSIGNMENT PROBLEM WHICH 
HANDLE SPARSITY DIRECTLY. 
1-5. OUTLINE OF LATER CHAPTERS 
CHAPTER 2 CONTAINS THE DEVELOPMENT OF A BRANCH AND BOUND ALGORITHM 
FOR THE SPARSE ASSIGNMENT PROBLEM. BOUNDS ARE BASED ON THE KNAPSACK 
BOUNDS DERIVED FOR THE GENERALIZED ASSIGNMENT PROBLEM BY ROSS AND SOLAND 
(24). 
CHAPTER 3 EXAMINES THE EFFECT OF USING ADVANCE STARTING PROCEDURES 
WITH THE ALGORITHM DEVELOPED IN CHAPTER 2. A MODIFIED NORTHWEST CORNER 
METHOD AND A MODIFIED COLUMN MINIMUM METHOD ARE SCRUTINIZED. SOME VARIA­
TIONS IN THE ALGORITHM'S BRANCHING RULES ARE INVESTIGATED ALSO. 
CHAPTER 4 PRESENTS A COMPUTATIONAL STUDY OF THE BRANCH AND BOUND 
PROCEDURE AND THE VARIOUS ALTERATIONS PROPOSED IN CHAPTER 3. INFERENCES 
AND CONCLUSIONS DRAWN FROM THE STUDY ARE DISCUSSED. 
CHAPTER 5 EXTENDS THE MATERIAL IN CHAPTER 2 TO PRODUCE A SECOND 
SPARSE ASSIGNMENT PROBLEM ALGORITHM. LAGRANGEAN RELAXATION IS USED TO 
PRODUCE BOUNDS IN THIS PROCEDURE. 
CHAPTER 6 SUMMARIZES THE ACCOMPLISHMENTS OF THIS THESIS AND 
FURNISHES SUGGESTIONS AS TO THE DIRECTION AND EMPHASIS OF ADDITIONAL 




2-1. Introduction This chapter presents the development of second minmum bounds 
based on the knapsack bounds of Ros and Soland (26). The bounds are 
incorporated into a branch and bound algorithm for solution of the sparse 
asignment problem. A numeric example is included to fuly demonstrate 
how the algorithm operates. Computational experience for the procedure 
is provided in Chapter 4. 
2-2. Knapsack Bounds for the Generalized Asignment Problem 
In the generalized asignment problem multiple tasks may be 
asigned to a single agent. The problem in mathematical form is: 
(4) 
s.t. I - b4 for all ieI jeJ.
 1J 1J 1 (5 ) 
for al  jeO (6) 
x.. =0,1 
In this minimization formulation c.. is the cost or disutility incurred 
if agent i is asigned task j. The set of agent indices is I = {1,2,... ,m 
and J = {l,2,...,n} is the set of task indices. The amount of resource 
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required by agent i to do task j is r.. with b. > 0 representing the 
amount of resource available to agent i. As is customary for assignment 
problems, the decision variable is defined as: 
1 if agent 1 is assigned task j 
1 J 1 0 otherwise 
An initial (probably infeasible) solution to the generaltzed 
assignment problem (P) can be found by solving a relaxation of the problem 
the relaxed problem, obtained by discarding the agent resource constraints 
(5) is: 
(PR) MIN I I c..x.. , (7) 
i e l j e J 1 J 1 J 
s.t. I' x.. = 1 for all j e J (8) 
x i a. =0,1 
An optimal solution to the relaxed problem (PR) can be found by assigning 
tasks to agents with the smallest costs. The solution can be written as, 
where i . e l such that 
xi .j = 1 f o r a ^ J' e J 
x. • = 0 otherwise 
c. . = MIN {c_. .} for all j e J 
j J i e l 1 J 
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The objective function value for this initial solution to the generalized 
asignment problem (P) is: 
and represents a lower bound on the optimal objective function value. 
Generaly, when the solution to the relaxed problem (PR) is 
substiuted into the generalized asignment problem (P), some of the 
agent resource constraints (5) wil be violated. If the solution happens 
to be feasible, then an optimal solution to the generalized asignment 
problem (P) has ben found. Asuming infeasibility, let I' be the set of 
agent indices where resource restrictions are violated, 
and let J. be the set of tasks to which each agent iel' is assigned. 
Using this notation, the initial lower bound (9) can be improved by 
solution of a binary knapsack problem for each infeasible resource 
constraint in (5). For each iel', solve 
(9 ) 
r 
J. = {jeJ: x.. 1} for al iel'. 
(10) 
> d. (11) 
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where dy is the excess resource consumed by agent i, 
and p. is the minimum increase in objective function value which will be j 
realized if task j is reassigned to another agent, 
p, > MIN {c., - c } 
J kel-{i,} K J j J 
The solution to each binary knapsack problem [PK.) indicates the 
task reassignments which would provide a minimal increase in objective 
functional value while attempting to remove some infeasibility. Thus, 
the sum of the optimal objective function values for the knapsack 
problems provides an improved lower bound for the generalized assignment 
problem (P), 
L. .B . = z + y z, 
i e l ' 1 
where Z is the initial lower bound ( 9 ) . 
While lower bound computations have been illustrated for an 
initial problem (prior to branching) only, equivalent calculations are 
in order following a branching operation. Branching simply restricts task 
assignment in the relaxed problem and task reassignment in the knapsack 
problems. 
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2 - 3 . Second Minimum Bounds for the Sparse Assignment Problem 
To derive comparable bounds to those of the generalized assignment 
problem, the sparse assignment problem (P) can be transformed into 
minimization form by using the substitution, 
u. . - -u.. 
in the objective function ( 1 ) . As with the agent resource constraints 
in the generalized assignment problem, the applicant constraints (2 ) may 
be disgarded to form a relaxed problem. The relaxed problem can be 
solved by assigning the applicant with the smallest non-zero disutility 
(u..) to each job. This provides an initial lower bound for (P) of, 
If the solution provided by the relaxation is feasible in the sparse 
assignment problem (P), it is optimal. Otherwise, the set of indices 
with infeasible applicant constraints ( 2 ) becomes, 
where 
i .el such that u. . = 
j J 
I 
and the set of jobs assigned to each applicant IEL' is 
J. = {JEJ: x.. = 1} for all IEL' 
The knapsack problems for improving the lower bounds are, 
(PK.) MIN I P/ij 
iiJ, 1J 
*1J= 0'1 
for IEL1 and where 
and 
P, - MIN ' {u. - u. _.} 
J KER-{I,} K J V 
Using this transformation, 
the sparse assignment knapsack problems in maximization form are 
13 
(PK.) MAX (14) 
s.t. 0 5 ) 
0,1 
In this form the knapsack problems can easily be solved by inspection 
yielding: 
Thus, for an applicant assigned to multiple jobs, j. indicates the job 
to which he should remain assigned in subsequent reassignments, if the 
objective function of (P) is to increase by the smallest amount while 
removing an infeasibility. The amount of increase is given by: 
and is equal to the optimal objective function value of the corresponding 
knapsack problem. Since this is also the value used to refine the lower 
bound, the necessity of a knapsack solution routine has been eliminated 
for the sparse assignment problem. These bounds are referred to as 
second minimum bounds, for once the relaxation is solved the bounds are 
computed entirely from the penalty values (p..) which are the difference 
between second minimum and minimum disutilities. 
z.. = 1 where j.eJ. 3 p. = MAX {p.} 
1 J i 1 1 Ji jeJ. J 
z . = 0 for j f j.. 
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2 - 4 . A Branch and Bound A l g o r i t h m f o r the Sparse Assignment Problem 
The branch and bound procedure presented i n t h i s s e c t i o n i n c o r ­
pora tes the second minimum bounds development from Sect ion 2 - 3 . A f l o w 
c h a r t o f the a l g o r i t h m i s p rov ided i n F igure 2-1 and an o u t l i n e o f the 
t h e procedure i s as f o l l o w s : 
A l g o r i t h m A 
(1) Solve the r e l a x a t i o n ob ta ined by d i s c a r d i n g the 
s e t o f a p p l i c a n t c o n s t r a i n t s ( 2 ) . 
(2 ) Determine a p a r t i a l lower bound f o r the problem 
by e v a l u a t i n g the o b j e c t i v e f u n c t i o n f o r the 
r e l a x e d problem. I f an i n c u m b e n t s o l u t i o n e x i s t s , 
check t o see i f the c u r r e n t problem can be 
fathomed. I f s o , check f o r a d d i t i o n a l cand idate 
problems. I f none, STOP; o therw ise s e l e c t a 
cand ida te problem and r e t u r n t o STEP 1 . I f no 
incumbent e x i s t s or the problem cannot be 
fa thomed, c o n t i n u e t o the next s t e p . 
(3 ) Check f o r f e a s i b i l i t y o f the re laxed s o l u t i o n . 
I f the s o l u t i o n i s f e a s i b l e , se t the complete 
lower bound equal t o the p a r t i a l lower bound and 
compare w i t h the incumbent s o l u t i o n va lue ( i f 
Incumbent e x i s t s ) . Save the b e t t e r s o l u t i o n and 
fathom the o t h e r . Check f o r a d d i t i o n a l candidate 
problems. I f none, STOP. O therw ise , determine 
next candidate problem and go t o STEP 1 . For 
i n f e a s i b l e s o l u t i o n s c o n t i n u e t o STEP 4. 
(4) Complete lower bound by second minimum method. 
Compare the lower bound w i t h the incumbent s o l u t i o n 
va lue ( i f incumbent e x i s t s ) . I f lower bound i s 
worse than the incumbent v a l u e , fathom the c u r r e n t 
i n f e a s i b l e s o l u t i o n and check f o r a d d i t i o n a l c a n d i ­
date problems. I f none, STOP; o t h e r w i s e , determine 
next candidate problem and go t o STEP 1 . I f 
c u r r e n t s o l u t i o n cannot be fathomed then cont inue 
t o next s t e p . 
(5 ) Branch t o remove an i n f e a s i b i l i t y , add a cand ida te 
problem t o l i s t , s e l e c t next candidate problem and 
go t o STEP 1 . 
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Only assignment variables, x.., which have not been given fixed 
values by branching, are considered in the relaxation (PR) of the 
problem (P) in Algorithm A (STEP 1). Branching temporarily fixes certain 
applicant-job combinations to construct feasible solutions. The candidate 
problem chosen after branching (STEP 5) is always selected from the 
group of candidate problems produced by remaining infeasibilities. This 
forces the problem toward feasible solutions in a straightforward manner. 
When feasible solutions are found or infeasible solutions fathomed, 
candidate problems are determined from the list of those produced by 
branching. If an incumbent solution does not exist when a feasible 
solution is found (STEP 3), that solution automatically becomes the incum­

















































Figure 2-1. Macro Flowchart of Algorithm A 
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2-5. Algorithm A 
An example of the branch and bound procedure for sparse assignment 
problems, Algorithm A, is presented in Section 2-5-1. The branch and 
bound tree for the example is provided as Figure 2-1. 
2-5-1. Example of Algorithm A 
The disutility matrix (IF...) for a four-applicant, six-job sparse 
assignment problem is given in Tableau 1. The problem is 46 percent 
dense and applicant-job combinations which are not permitted are indica­
ted by an asterisk (*). The zero applicant row is provided for jobs 
which fail to be assigned. It is left blank if unassigned and filled 
with a (D) for default if assigned. 
Tableau 1 
0 
1 2 3 4 5 6 
1 -9 * -5 * -2 * 
2 * -8 * -8 -3 * 
3 * -7 * -3 -1 * 
4 -3 * * * -9 * 
The solution to the relaxed problem, obtained by finding the 
minimum unassigned value in each column, is displayed in Tableau 2 and 
is denoted by circled elements. The partial lower bound for the problem 
is: 





2 3 4 5 6 r V 
i e ) * © * -2 * l 1,3 
2 * © * -3 * 2 2,4 
3 * -7 * -3 -1 * 






The solution is not feasible so the sets I' and J.. are constructed and 
are shown in the last two columns of the tableau. The penalties (p.) 
are computed for each set'J... for iel1 and can be found in the last two 
rows of the tableau. The penalties are equal to the second smallest value 
minus the smallest value in a column (i .e. p^ = (-3) - 1-9) = 6). The 
maximum penalties (p. ) are determined and inscribed by squares. The 
Ji 
complete lower bound is equal to the partial lower bound plus the sum: 
of the penalties, excluding the maximums. 
L.B. = (-39) + 5 + 1 = -33 
Branching to remove the infeasibility with the greatest applicant index 
MAX(i), sets applicant 2 to be assigned to job 4 ( x 2 4 = 1 ) . The resulting 
iel' 
relaxed problem is given in Tableau 3. The new partial lower bound is: 




1 0 * 
2 »- . -Q 
3- * © 
4 -3 * 
-2 1,3 
jeJ 
The crossed out row and column in Tableau 3 depicts the assignment of 
applicant 2 to job 4. The solution is still infeasible and the complete 
lower bound is: 
L.B.. = (-38) + 5 = -33 
Branching, as before, assigns applicant 1 to job 1 (x^ - 1). The new 
relaxed problem is given in Tableau 4. 
Tableau 4 
The partial lower bound is: 
Z s (-9) + (-7) + (-8) + (-9) = -33 
and the solution is now feasible. Therefore, the initial incumbent 
solution is: 
xll 1 ' x24 = 1 * x32 l j x45 = 1 
All other x.. = 0 
The objective function value of the incumbent is equal to the partial 
lower bound (-33). The next step is to solve the candidate problem 
created by the most recent branch (x^ - 1). The relaxation for this 
problem is given in Tableau 5. The cross (X) out of depicts the 







The partial lower bound is: 
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Z = ( - 3 ) + ( - 7 ) + ( - 5 ) + ( - 9 ) = - 2 4 
BUT, THIS VALUE IS HIGHER THAN THE INCUMBENT, SO THE PROBLEM MAY BE 
FATHOMED. THE MOST RECENT BRANCH IS NOT {*2$ ~ 1) S O THE NEXT CANDIDATE 





CXJ 3 4 5 6 
® 
r 
1 © * © * - 2 * L 1 , 3 
2 * © * -X - 3 * 
3 * - 7 * © - 1 * 
4 - 3 * * * © * 
JEJ. 
THE PARTIAL LOWER BOUND BECOMES: 
Z = ( - 9 ) + ( - 8 ) + ( - 5 ) + ( - 3 ) + ( - 9 ) = - 3 4 
AND THE COMPLETE 1OWER BOUND IS: 
L.B. = ( - 3 4 ) + 5 = - 2 9 
THIS PROBLEM CAN BE FATHOMED BASED ON THE COMPLETE TOWER BOUND WHICH 
IS GREATER THAN THE INCUMBENT VALUE. THERE ARE NO ADDITIONAL CANDIDATE 
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problems so the incumbent solution, 
xll = 1• x24 = 1 ' x32 = 1 ' x45 = 1 
all other x.. = 0 
is optimal. See Figure 2-2 for the branch and bound tree for this 
problem. 
© 
© PLB = -39 LB = -33 
PLB = -38 
LB = -33 
• 
PLB = -34 
LB = -29 





Figure 2-2. Branch and Bound Tree for Example of Algorithm A 
The circled numbers beside the nodes are the order the nodes were 
visited. The numbers in the nodes are partial and complete lower bounds 
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CHAPTER I I I 
STARTING PROCEDURES AND BRANCHING RULES 
3 - 1 . Advanced S t a r t Methods 
In the branch and bound procedure , A l g o r i t h m A, an i n i t i a l 
incumbent s o l u t i o n i s determined by a s e r i e s o f branching o p e r a t i o n s . 
Before t h e i n i t i a l incumbent has been determined fa thoming i s not 
p o s s i b l e . T h e r e f o r e , i f a l a r g e number o f branching o p e r a t i o n s , each 
c r e a t i n g an a d d i t i o n a l c a n d i d a t e p r o b l e m , i s r e q u i r e d t o d e t e r m i n e t h e 
I n i t i a l incumbent s o l u t i o n , then the t o t a l number o f branch and bound 
o p e r a t i o n s needed t o s o l v e t h e problem can be expected t o be l a r g e a l s o . 
An a l t e r n a t i v e t o branching t o the i n i t i a l incumbent i s t o employ an 
advanced s t a r t procedure . An advanced s t a r t would p rov ide an incumbent 
s o l u t i o n p r i o r t o the c o n s i d e r a t i o n o f any candidate problems and fa thom­
i n g would be p o s s i b l e from the f i r s t branching o p e r a t i o n . 
S t a r t procedures r e q u i r e t ime to determine an i n i t i a l s o l u t i o n . 
G e n e r a l l y , the q u a l i t y o f the s o l u t i o n generated i s p r o p o r t i o n a l t o t ime 
expended by the procedure . For a s t a r t procedure t o dominate , i n terms 
o f t o t a l s o l u t i o n t i m e f o r an a l g o r i t h m , i t must seek the best t r a d e o f f 
between q u a l i t y o f i n i t i a l s o l u t i o n and t ime r e q u i r e d t o determine i n i t i a l 
s o l u t i o n . T h e r e f o r e , an advanced s t a r t may or may not prove w o r t h w h i l e 
f o r the branch and bound procedure . 
The development o f advanced s t a r t methods f o r t h e sparse assignment 
problem are d e t a i l e d i n t h e next s e c t i o n o f t h i s c h a p t e r . Branching t o 
24 
an initial solution and the advanced start methods are compared, in terms 
of total solution time, in Chapter 4. 
3-2. Modified Northwest Corner and Modified Column Minimum Methods 
Since the assignment problem is a special case of the transporta­
tion problem, initialization methods developed for the transportation 
problem can be converted for use with assignment problems. Five start 
procedures appearing in the transportation problem literature and 
evaluated by Glover et al. (12), were initially considered for adaptation 
to the sparse assignment branch and bound procedure. The methods were: 
(1) V o g e l ' s A p p r o x i m a t i o n Method 
(2) Northwest Corner Rule 
(3) Row Minimum Method 
(4) Modified Row Minimum Method 
(5) Row-Column Minimum Method 
Taking advantage of sparsity in the assignment problems, the 
disutility matrix was stored as packed columns for Algorithm A (see 
Section 4-2). Row operations are cumbersome and time consuming for data 
stored in this manner. Both Vogel's Approximation Method and the Row-
Column Minimum Method require both row and column access of the assignment 
matrix. For the transportation problem Glover et̂  al_. (12) found that 
these two methods, while highly effective in reducing the number of 
pivots required once the initial solution is obtained, required an exces­
sive amount of time to produce the initial solution. It was concluded 
that this was primarily due to the packing of the cost matrix. Based on 
this experience, Vogel's method and the Row-Column Minimum Method were 
removed from further consideration. From the other three procedures, two 
methods were synthesized to complement the sparse assignment branch and 
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bound procedure. The first was a Modified Northwest Corner Rule and the 
second, a Modified Column Minimum procedure. 
The Northwest Corner Rule was derived for problems with 100 percent 
dense matrices. When applied to sparse problems, it may fail to produce 
a reasonable starting solution. For example in the first step, since 
supply and demand values are one for the sparse assignment problem, the 
first applicant should be assigned to the first job by the Northwest 
Corner Rule; but that assignment may not be permitted. So, scanning 
continues across the first row until a feasible job is found. Applicant 
one may only be eligible for the last job. If this assignment is made, 
the supply and demand are satisfied and the procedure terminates. While 
this example is an extreme case, it does illustrate the deficiency of the 
Northwest Corner Rule for sparse problems. The Northwest Corner Rule was 
modified to eliminate this deficiency and the resulting procedure is given 
as follows: 
Modified Northwest Corner Rule 
(1) Begin with the first column. ' 
C2) Scan the current job's column and locate the first 
eligible applicant. If an applicant is found go to 
STEP 3. Otherwise, repeat (2) with the next column. 
(3) Check and see if the applicant has been previously 
assigned. If so, go to the next step. If not, 
assign the applicant to the job and go to STEP 5. 
(4) ResuiTie the scan of the column to locate the next 
eligible applicant. If no other eligible applicant 




A f lowchart o f the Modif ied Northwest Corner Rule i s d isplayed in 


















o f Column 
Figure 3-1. Macro Flowchart o f the 
Modif ied Northwest Corner Rule 
3-2-1. Example o f Modif ied Northwest Corner Rule 
A d i s u t i l i t y mat r i x , s im i la r to the one used in the example o f 
Algorithm A (Sect ion 2-5-1) w i l l be employed in t h i s example. Tableau 1 
d isp lays the matrix as i t would appear at the end o f the f i r s t cyc le 
through the Modified Northwest Corner procedure. 
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Tableau 1 ( x , , = 1) 
0 
1 2 3 4 5 6 
1 - u - 2 
2 - 8 -6 -8 -3 * 
3 • t •• -7 -2 -3 -1 * 
4 i \ * -9 * -9 * 
The f i r s t column was scanned and the f i r s t e l i g i b l e and a v a i l a b l e row was 
found t o be row one. T h e r e f o r e , a p p l i c a n t one was assigned t o j o b one 
(x - i i = 1 ) . Tableau 2 presents the m a t r i x a f t e r a second c y c l e . 
Tableau 2 ( x 9 9 = 1 ) 
1 2 3 4 5 6 
0 
The f i r s t e l i g i b l e and a v a i l a b l e row f o r column two was row t w o , so 
a p p l i c a n t 2 was assigned t o j o b 2 ( X g g • - ' ! ) • . • Tableau 3 t h r o u g h Tableau 6 
show the remain ing c y c l e s i n the procedures . 
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TABLEAU 3 (X 3 3 = 1) 
I r 
1 ^ J 
{ r IV- , 
) * -2 * 
2 
r C 
» -8 -3 *"• 
4 -.: I ir'... „< 
\\ -3 X | »• 
) * -9 * 
TABLEAU 4 (NO ASSIGNMENT TO COLUMN 4) 
-8) -fi =6 -5 =T
-9 
TABLEAU 5 (X 4 5 = 1) 
4 
® 
-7 -£ -I 
-I -$ 
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Tableau 6 (No assignment to column 6) 
o ® 0 p 
T C • 1 t J > ' -c 
Z t • 1 i 
3 
t » 4 I \ 1 0 
So, the starting solution obtained by the Modified Northwest Corner Rule 
was: 
xll = 1 » x22 = 1 ' x33 l j x45 = 1 
al1 other x.. - 0 
with an objective function value of: 
(-9) + (-8) + (-2) + (-9) = -28 
The Row Minimum and Modified Row Minimum procedures, which are 
similar for the transportation problem, are identical for assignment 
problems. Supply and demand values of one restrict the Row Minimum 
ethod from allocating supply over more than one cell per row, which is 
exactly what the Modified Row Minimum method was designed to do. When 
the Modified Row Minimum Method is applied to the transportation problem, 
each row must be examined a number of times until the supply for that 
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row is exhausted. However, for the assignment problem, when a row js 
scanned for the minimum cost cell and the demand satisfied, the supply 
will be consumed also. Thus, examining each row only once will produce 
a starting solution for the assignment problem. 
Since the data for the sparse assignment problem is stored by 
column, a procedure equivalent to the Modified Row Minimum Method was 
developed. This procedure, entitled the Modified Column Minimum Method, 
scans columns instead of rows to locate minimum cost cells. When the 
minimum cost cell has been found for a column, the corresponding applicant 
job assignment is made and the next column examined. Once an applicant 
is assigned, he is removed from consideration for any other job. In 
addition, only cells with non-zero costs (disutilities) are considered. 
The Modified Column Minimum Method is as follows: 
Modified Column Minimum Method 
U ) Scan the first column, locate the minimum cost 
applicant and make the assignment. 
(2) Scan the next column and locate the minimum cost 
applicant. 
(3) Check to see if the applicant has been previously 
assigned. If not, make the assignment and go to 
STEP 5. Otherwise, continue to STEP 4. 
(4) Scan the column for the next lowest cost assign­
ment. If no other applicant is eligible go to 
STEP 5. Otherwise, return to STEP 3. 
(5) Check for additional columns. If more, go to 
STEP 2. Otherwise, STOP. 
A flowchart of the Modified Column Minimum Method is given in 


















FIGURE 3 -2 . MACRO FLOWCHART OF THE MODIFIED 
COLUMN MINIMUM METHOD 
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3 - 2 - 2 . Example o f M o d i f i e d Column Minimum Method 
The cos t m a t r i x f o r t h i s example i s the same one used p r e v i o u s l y 
t o i l l u s t r a t e t h e M o d i f i e d Northwest Corner Rule ( S e c t i o n 3 - 2 - 1 ) . The 
cos t a r r a y , as i t would appear a t the end o f the f i r s t c y c l e th rough the 
M o d i f i e d Column Minimum Method, i s g iven i n Tableau 1 . 
Tableau 1 (x^^ = 1) 
0 
1 2 3 4 5 6 
1 r V -5 -2 
CM 
• 
t - 3 -6 - 8 -3 * 
3 -7 -2 -3 -1 * 
4 ! * -9 * -9 * 
Tableau 2 ( x 2 2 = 1) 
-$) -6 ="8 =3-
-3 
The minimum cos t row was found t o be row one. The row was a v a i l a b l e , so 
a p p l i c a n t one was assigned to j o b one ( x ^ = 1 ) . Tableau 2 d i s p l a y s the 
cos t m a t r i x f o l l o w i n g a second c y c l e th rough the procedure . The minimum 
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cost row (row two) was again available, therefore applicant two was 
assigned to job two [x^ ~ 1)« Tableaus three through six display the 
cost matrix after each of the remaining cycles. 




Tableau 4 (x34 = 1) 
i r ( ; r ^ 1 t V 1 ̂  » j . 2 J r > > -3 * 3 ' M -1 * 
4 -! 1 ' - 9 * . 
34 
Tableau 5 (No assignment to column 5) 
0 \ i 3 5 ® 
6 
1 ft - ( 





4 r > f 






-$) -6 ^ 
-a; (-$ 
Therefore, the starting solution obtained by the Modified Column Minimum 
Method was: 
x.| .j — 1, — "I '̂ 43 ~" '̂ x34 ~ ^ 
all other x.. = 0 
with an objective function value of: 
(-9) + (-8) + (-9) + (-3) = -29 
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3 - 3 . Branching Rules 
The last infeasible row branching rule, used in Algorithm A, 
was developed to minimize computer storage requirements and processing 
time per branch. Since each infeasible row produces a variable which is 
a candidate to branch on and as infeasible rows are found sequentially, 
the last infeasible row was an opportune choice to set the branching 
variable. No additional storage was required by last infeasible row 
branching, for the information needed to accomplish branching, which is 
determined in the second-minimum bounds computations, is available for the 
last infeasible row at the time of branching. Thus, only the minimal 
calculations needed to accomplish branching are required by the last 
infeasible row branching scheme. 
Any other branching rule developed for use in Algorithm A would 
require additional storage and computations. But, as with the start 
procedures, a branching rule, which in itself requires more time and 
space, may prove superior with respect to total solution time for the 
Algorithm. Branching rules can improve the performance of branch and 
bound procedure by forcing a problem toward feasibility expeditiously. 
Schemes which tend to minimize the number of branches required to reach 
feasible solutions or fathoming nodes require fewer steps to solve a 
problem. If the reduction in steps outweighs the additional time spent 
per step, then the rule is successful. 
The next section presents the development of branching rules for 
use in the branch and bound procedure for sparse assignment problems. 
Each rule attempts to reduce the length of the branch and bound tree for 
problems. The rules developed and the last infeasible row branching rule 
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ARE COMPARED IN TERMS OF TOTAL SOLUTION TIME IN CHAPTER 4. 
3-4. PENALTY-BASED BRANCHING AND FEASIBILITY-BASED BRANCHING RUIES 
THE FIRST ALTERNATIVE BRANCHING RULE DEVELOPED WAS PENALTY-BASED 
BRANCHING. IN THIS METHOD THE CANDIDATE BRANCHING VARIABLES ARE EVALUATED 
IN TERMS OF THE SECOND MINIMUM PENALTIES. THE CANDIDATE BRANCHING VARIABLE 
FOR AN INFEASIBLE ROW (IEL1) IS GIVEN BY: 
X.., WHERE KEJ, 3 P. = MAX {P . } , V IEL1 
1 K 1 K JEJ. J 
IN PENALTY-BASED BRANCHING, THE VARIABLE CHOSEN TO BRANCH ON IS THE 
CANDIDATE VARIABLE WITH THE MAXIMUM PENALTY. IT IS GIVEN BY: 
XT., WHERE IEL' 3 P U = MAX {P.(I)} 
IEL' K 
THE EFFECT OF PENALTY-BASED BRANCHING AT ANY NODE OF THE BRANCH AND BOUND 
TREE IS TO INSURE THAT THE APPLICANT-JOB COMBINATION, WHICH IF EXCLUDED 
WOULD CAUSE THE GREATEST INCREASE IN OBJECTIVE FUNCTION VALUE, IS 
INCLUDED (X? K = 1). THE OTHER JOBS, TO WHICH THE APPLICANT (I) IS 
ASSIGNED BY RELAXATION, MUST BE REASSIGNED TO OTHER APPLICANTS. EACH OF 
THE REASSIGNMENTS CAUSES AN INCREASE IN THE OBJECTIVE FUNCTION VALUE, BUT 
BY A SMALLER AMOUNT THAN IF JOB (K) HAD BEEN REASSIGNED. 
THE STRATEGY BEHIND PENALTY-BASED BRANCHING IS TO FORCE ASSIGNMENTS, 
WHICH ARE LIKELY TO BE CONTAINED IN THE OPTIMAL SOLUTION, TO BE MADE CLOSE 
TO THE ROOT OF THE BRANCH AND BOUND TREE. THE SECOND-MINIMUM PENALTIES 
ARE USED TO INDICATE THOSE ASSIGNMENTS. WHILE PENALTY-BASED BRANCHING 
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selects the best branching variable, in terms of objective function 
value increase at any given node of the branch and bound tree, it fails 
to consider subsequent branching in a dynamic way. The procedure may be 
"gredy" in its choice of a branching variable causing increased 
subsequent branching. However, intuitively, penalty-based branching is 
appealing. An example of penalty-abased branching is given in Section 
3-4-1. 
3-4-1. Example of Penalty-Based Branching 
The cost matrix for this example problem is given in Tableau 1. 
Circles indicate asignments made by relaxation. Crosed out rows and 
columns represent asignments set by branching. 
Tableau 1 ~ ^  
0 1 2 3 4 5 r Ji 
1 © ) * © • © i 1,3,5 
2 * -6 © -7 2 2,4 
3 * -2 -4 * * 
4 -6 * * -5 * 
5 * * * * -6 
3 2 1 
PJeJ2 LU f 1 
The penalties are computed and shown in the last two rows of the Tableau. 
The maximum penalty for each row is inscribed in a square and the overal 
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MAXIMUM IS INDICATED BY AN ARROW. THUS, THE PENALTY-BASED BRANCHING 
VARIABLE IS X 9 ?. TABLEAU 2 SHOWS THE MATRIX AFTER REASSIGNMENT. 
TABLEAU 2 (XN = 1) 
1 
CO 
I 3 4 5 r J i 
1 © r -, © * © 
\ c -» 
) - B 
- 0 • 7 " 
3 * • > * * 
4 -6 * © * 4 1,4 
5 * r * * -6 
^ 3 a 2 
THIS TIME THERE IS ONLY ONE CANDIDATE BRANCHING VARIABLE X^. TABLEAU 3 
DISPLAYS THE COST MATRIX FOLLOWING BRANCHING AND RELAXATION. TABLEAU 4 
PRESENTS THE FEASIBLE SOLUTION WHICH RESULTS FROM PENALTY-BASED BRANCHING. 
TABLEAU 3 (X A 1 = 1 ) 
0 
1 1 3 4 5 r Ji 
1 «"» t - * -9 r \ V " • 
-8 
-» 2 ) - i > - 6 - 7 
CO
 * \ \ * * 
4 0 • t © * 4 1,4 
5 * f • * © 
J e d 4 A 
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Tableau 4 
1 2 3 4 "5 
0 © 
1 -9 * @ * -8 
2 * (2) -6 -6 -7 
3 * -2 -4 * * 
The solution is: 
X41 = 1 ' x22 = l j x13 = 1 ' x55 ~ 1 
all other x.. = 0 
• ' u 
with objective function of: 
1-6) + t-7) + (-8) + (-6) = -27 
The second alternative branching rule developed was feasibility-
based branching. As in the last infeasible row and penalty-based 
branching rules, a candidate branching variable is determined for each 
infeasible row from the second-minimum penalties. However, feasibility-
based branching uses the degree of infeasibility as a row-selection 
criterion. The degree of infeasibility is defined as the excess number 
of jobs an applicant is assigned to, and denoted: 
40 
H - I
 xij - 1 " lJiH Viel' 
The row. chosen to set the branching variable was the one with the highest 
degree of infeasibility. 
When a branching operation is performed, one infeasible row is 
cleared and reasignment takes place. Reasignment may either create 
new infeasible rows or increase the degree of infeasibility of existing 
infeasible rows. So, intuitively, a rule which makes as many reasignments 
as soon as possible wil have the best chance of clearing al infeasibili-
ties with the least number of branches. Therefore, feasibility-based 
branching selects the row with the highest degree of infeasibility. 
The key to the succes  of feasibility-based branching lies in the 
existence of reasignments which increase the degree of infeasibility of 
existing infeasible rows. When this occurs, branching on the row with 
the highest degree of infeasibility may replace multiple branching opera­
tions on rows with smaler degrees of infeasibility. 
An example of feasibiltyrbased branching is given in Section 3-4-2. 
The same problem which required three penalty-based branching operations 
to reach feasibility required only two feasibilty-based branches. The 
objective function value of the feasible solution created by feasibility-
based hranching was beter as wel. Of course, this is not necessarily 
the case in general. 
3-4-2. Example of Feasibilty-Based Branching 
The cost matrix for this example is the same one used to ilustrate 
penalty-based branching (Section 3-4-1). The initial solution and second-
minmum calculations are given in Tableau 1. 
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 3 4 5 I ' J i V 
1 -9 * -8 * - 8 1 1,3,5 
CM
 * -7 -6 -6 -7 2 2 ,4 1 
3 * -2 - 4 * * 
4 -6 * * - 5 * 
5 * * * * -6 
Jec»2 




The p e n a l t i e s are d i s p l a y e d i n the l a s t two rows, as b e f o r e . The l a s t 
column g ives the degree o f i n f e a s i b i l i t y f o r each i n f e a s i b l e row. The 
g r e a t e s t degree o f i n f e a s i b i l i t y , i n s c r i b e d i n a t r i a n g l e , occurs f o r row 
one. Thus, t h e branching v a r i a b l e i s determined by the row one p e n a l t i e s 
and i s x ^ . Tableau 2 d i s p l a y s the m a t r i x a f t e r branching a long w i t h the 
new second-minimum c o m p u t a t i o n s . 
Tableau 2 U 2 2 = 1) 
© © © ©© 
-2 -4 * * 
* * -5 * 




' j e J . t 1 1 
There is only one infeasible row at this node so it determines the 
branching variable ( x 2 2 ) . This branch yields a feasible solution which 
is presented in Tableau 3. 
Tableau 3 
0 
1 2 3 4 cn
 
1 © * -8 * 
2 * © -6 -6 -7 
3 * -2 © 
4 -6 * * © * 
5 * * * * G) 
The feasible solution obtained by feasibility-based branching is: 
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X l l = 1 ' X 22 = 1 ' X 33 ~ 1 ' X 4 4 = X 5 5 = 1 
a l l o t h e r x . . = 0 
U 
AND THE OBJECTIVE FUNCTION VALUE I S : 




4 - 1 . I n t r o d u c t i o n 
Th is chapter presents the r e s u l t s o b t a i n e d from a computat iona l 
s tudy o f the branch and bound procedures f o r sparse assignment problems. 
Inc luded i n t h e s tudy were f i v e v e r s i o n s o f A l g o r i t h m A w i t h the f o l l o w i n g 
combinat ions o f s t a r t i n g procedures and branching r u l e s : 
0 ) Branch t o s t a r t , l a s t i n f e a s i b l e row branching 
(2 ) Branch t o s t a r t , pena l ty -based branching 
(3) Branch t o s t a r t , f e a s i b i l i t y - b a s e d branching 
(4) M o d i f i e d Northwest Corner Rule S t a r t , l a s t 
i n f e a s i b l e row branch ing 
(5 ) M o d i f i e d Column Minimum Method S t a r t , l a s t 
i n f e a s i b l e row branching 
The branching r u l e s and s t a r t procedures were considered i n d e p e n d e n t l y ; 
t h e r e f o r e , a l l o f the s t a r t procedures are pa i red w i t h the same branch ing 
r u l e and a l l o f the b ranch ing r u l e s are pa i red w i t h the same s t a r t 
p rocedure . Each v e r s i o n o f A l g o r i t h m A was t e s t e d over the same set o f 
problems and was compared on t o t a l s o l u t i o n t i m e s . 
4-2. Coding Features 
The f i v e v e r s i o n s o f A l g o r i t h m A were coded i n s tandard FORTRAN IV. 
Two impor tan t f e a t u r e s were i n c l u d e d i n the codes t o e x p l o i t s p a r s i t y and 
t o minimize c e n t r a l process ing memory r e q u i r e m e n t s . The sparse assignment 
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utility matrix was stored in basic sequential columnar form and incumbent 
solutions were stored implicitly. 
THe basic sequential columnar form of matricial packing was used 
to shrink the utility matrix to a one-dimensional array of non-zero 
entries. An additional array of headers, which distinguish th.e columns 
of the original matrix, was required also, along with an array of row 
indices. An example of the basic sequential columnar form is given in 
Section 4-2-1. 
The incumbent solutions were stored implicitly by maintaining a 
vector of the branches which led to a particular solution. Upon termina­
tion of the procedure, the optimal solution assignments were reconstructed 
by performing the reassignments indicated by the vector of branches. 
4-2-1. Example of Basic Sequential Columnar Form 
The utility matrix used in this example is the one used to 
illustrate Algorithm A but with column 5 deleted to increase sparsity. 




 4 5 
1 -9 * -5 * * 
2 * -8 * -8 * 
3 * -7 * -3 * 
4 -3 * * * * 








Utility Header array 
array 
Figure 4-2. One-Dimensional Basic 
Sequential Columnar Representation 
4-3. Problem Set 
The set of problems used to test the five versions of Algorithm A 
was produced by a sparse assignment problem generator written for this 
thesis. There were two problem sizes [20 x 20, 30 x 30), three utility 
matrix densities (.15, .20, .25) and two replicates of each combination 
of problem size and density. The problems were randomly generated with 
costs uniformly distributed on the interval [-100,-1]. There was no 
additional inherent special structure to the problems. 
The problem set was run, using the five versions of Algorithm A, 
on a CDC Cyber 74 computer using a slow compile, fast execute option. 
The codes were written in standard FORTRAN IV and not tuned to the 




Table 4-1. Second Minimum Solution Data by Density 
Procedure 
* 
20 x 20 30 x 30 
.15 .20 .25 .15 .20 .25 
1 2.304 9.553 58 .119 110.209 627.147 862.822 
CM
 1.956 8.181 35 .857 21.416 456.108 168.157 
3 3.865 6.099 53 .099 40.427 589.771 307.675 
4 2.921 11.7625 75 .658 121.178 187.568 212.102 
5 2.706 11.975 75 .204 403.565 37.298 15.853 
*Th.e procedures are the five versions of Algorithm A as listed 
in Section 4-1. Solution times are in CPU seconds. 
Table 4-2. Second Minimum Solution Data by Problem Size 
Procedure 
* 
20 x 20 30 x 30 Total Ave. 
1 23.325 533.393 278.359 
2 15.331 215.227 115.279 
C
O
 21.021 312.624 166.823 
4 30.114 173.616 101.898 
5 29.962 152.239 91.100 
4-4. Start Procedures Comparison 
Solution times for branching to a start, the Modified Northwest 
Corner start and the Modified Column Minimum start are found in lines 
1, 4, and 5, respectively, of Tables 4-1 and 4-2. When compared on the 
measured by a real-time clock and do not include I/O or compilation times. 
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basis, of total average solution time only, the Modified Column Minimum 
procedure proved to be the best start with the Modified Northwest Corner 
Rule a close second. The Modified Column Minimum offered a 67 percent 
reduction in total average solution time and the Modified Northwest 
Corner Rule provided a 63 percent reduction over branching to start. 
The reductions in solution time, however, were not due to a 
uniform decrease in solution time per problem. From Table 4-2 it can be 
seen that the advance starts actually required more time to solve the 
smaller (20 x 20) problems and reduced the time to solve the larger 
problems more dramatically than for the entire problem set. These results 
were consistent with what was anticipated. Advance starts, while pro­
viding an initial feasible solution and thus an initial upper bound for 
the problem, also initialize the vector of candidate problems. For 
small problems, the length of the vector of candidate problems generated 
by advance starts does not differ greatly from the 1ength of the vector 
obtained by branching to a start. For larger problems, however, greater 
differences of the vector are likely. While counter-examples can be 
devised, generally the advance starts will generate a shorter initial 
vector of candidate problems for larger problems. The length of this 
vector appears to be directly related to the total number of nodes in the 
branch and bound tree and, therefore, total solution. 
One disconcerting note arises from a comparison of the start 
procedures with respect to density. Solution time can be expected to 
increase with an increase in density for a given problem size. While the 
solution data in Table 4-1 shows that this was true for all three starts 
for the 20 x 20 problems and true for branching to start and the 
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M o d i f i e d Northwest Corner Rule f o r t h e 30 x 30 problems, the M o d i f i e d 
Column Minimum s t a r t p rov ided decreases i n s o l u t i o n t i m e w i t h increases 
i n d e n s i t y f o r the 30 x 30 problems. This does not i m p l y , however, t h a t 
the M o d i f i e d Column Minimum s t a r t procedure was d i r e c t l y r e s p o n s i b l e 
f o r t h i s d e v i a t i o n f rom expected b e h a v i o r . Since o n l y two r e p l i c a t e s 
were run a t each d e n s i t y , a couple o f problems w e l l s u i t e d t o the 
procedure c o u l d upset the r e s u l t s . In f a c t , the v a r i a b i l i t y between 
r e p l i c a t e s was g e n e r a l l y very g r e a t f o r a l l problem s i z e - p r o b l e m d e n s i t y 
c o m b i n a t i o n s . Th is h i g h v a r i a b i l i t y tends t o s u b s t a n t i a t e the premise 
o f "easy" and "hard" problems f o r a p a r t i c u l a r procedure . 
A l though l a r g e s o l u t i o n t imes r e s t r i c t e d the computat iona l s tudy 
o f s t a r t p r o c e d u r e s , the i n c o r p o r a t i o n o f an advanced s t a r t appears t o be 
a d e f i n i t e enhancement t o the branch and bound procedure f o r sparse 
assignment problems. Of the two advance s t a r t s t e s t e d , the M o d i f i e d 
Column Minimum method can be considered the b e t t e r . * 
4 - 5 . Branching Rules Comparison 
S o l u t i o n t imes f o r l a s t i n f e a s i b l e row b r a n c h i n g , pena l ty -based 
branching and f e a s i b i l i t y - b a s e d branching are d i s p l a y e d i n rows 1 , 2 , and 
3 , r e s p e c t i v e l y , o f Tables 4-1 and 4 - 2 . Both o f the i n t u i t i v e branch ing 
r u l e s proved s u p e r i o r t o the l a s t i n f e a s i b l e - r o w procedure from the 
s t a n d p o i n t o f t o t a l average s o l u t i o n t i m e . Penal ty -based branching 
prov ided a 59 percent r e d u c t i o n i n average s o l u t i o n t i m e , w h i l e f e a s i b i l i t y 
based branching d e l i v e r e d a 40 percent improvement. Traces placed on the 
branching process conf i rmed the hypothes is t h a t the r e d u c t i o n s were 
a t t r i b u t a b l e t o c u r t a i l m e n t o f the branch and bound t r e e . 
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While the data in Table 4-1 does not show penalty-based branching 
to be uniformly the best branching rule, the one problem size-problem 
density combination for which infeasibility-based branching was better 
was probably due to the small number of highly variable replicates. In 
any event, of the rules examined, penalty-based branching can he considered 
the best for use with the branch and bound procedure for sparse assign­
ment problems. 
4-6. Conclusions 
The solution times reported in this chapter are two orders of 
magnitude higher than anticipated, based on times reported in the 
literature and experience with library codes. To ascertain why the 
times were so great, traces were initiated for the incumbent objective 
function value, the branching vector and the lower bounds. 
The incumbent objective function improved in small increments 
divulging numerous feasible solutions. Undoubtedly this was one factor 
which increased branching and thus escalated the solution times. But 
this was overshadowed by the disclosure from branching and bounding 
traces that little or no fathoming was occurring; therefore, the 
procedure was essentially enumerating all solutions. The second-minimum 
hounds that performed so wel1 for the generalized assignment problem, 





In the branch and bound procedure, Algorithm A, the sparse 
assignment problem was relaxed by discarding the constraint set (2). The 
applicant constraints \2) were then used for feasibility checks and to 
guide branching as the algorithm works toward feasibility. However, 
the set of applicant constraints were virtually ignored in the second 
minimum bounds, calculations. In this chapter a method is considered for 
improving the efficiency of the bounds by using the applicant constraints 
more effectively. 
5-2. Lagrangean Bounds 
Geoffrion (10) and Nauss (25) show how generalized upper bound 
(GUB) constraints, such as the applicant constraints, can be considered 
in a relaxation method known as Lagrangean Relaxation. In the Lagrangean 
Relaxation, multipliers are associated with the GUB constraints and they 
are incorporated into the objective function. For the sparse assignment 
problem the multipliers are denoted \. for iel and the Langrangean 
Relaxation is: 
LR.: MAX / MIN A X50 
s.t. I x. . < 1 v jeJ iel(j) 1J 
X1j ." °'l 
or in simplified form: 
MAX MIN J' I (U. . ASQ iel jeJ(i) 1J 
s.t. y x. . £ 1 V jeO 1eI(J) 1J 
Given the vector x, a solution to the Lagrangean can be found as folows 
Define u. .. = MIN (u. . - \. ) v JeJ V iel(j) 1 J 1 
and set x. . = 1 V jeO 
x..:-0 for i ?i. 
The objective function value and lower bound for the problem becomes 
V(LR-) = I u . + I I A jeJ V Iel 1 
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GEOFFRION (9) SHOWS THAT V(LR") PROVIDES A LOWER BOUND ON V(P) 
A 
FOR ANY x S 0 . IT HAS BEEN FOUND IN PRACTICE THAT LR^ REQUIRES A SEARCH 
OVER x-SPACE FOR THE OPTIMAL MULTIPLIERS. FOR A VALID LOWER BOUND, HOWEVER, 
IT IS NOT NECESSARY TO OPTIMIZE LR - FINDING A "GOOD" SET OF MULTIPLIERS 
A 
WILL BE SATISFACTORY. 
IT MAY ALSO BE NOTED THAT IF THE LAGRANGEAN RELAXATION HAD INCOR­
PORATED THE JOB CONSTRAINTS (3 ) INTO THE OBJECTIVE FUNCTION INSTEAD OF 
THE APPLICANT CONSTRAINTS (2), THEN SETTING THE MULTIP!IERS ( x . ) EQUAL 
TO THE SECOND SMALLEST UTILITY YIELDS A LOWER BOUND THAT IS IDENTICAL TO 
THE SECOND-MINIMUM BOUND. 
TO SELECT AN APPROPRIATE RULE FOR DETERMINING x FOR THE APPLICANT 
CONSTRAINT RELAXATION (LR ) , THE DUAL OF THE SPARSE ASSIGNMENT PROBLEM 
A 
(P) WAS EXAMINED. LETTING y. BE THE DUAL VARIABLES ASSOCIATED WITH THE 
JOB CONSTRAINTS AND x.. THE DUAL VARIABLES FOR THE APPLICANT CONSTRAINTS 
THE DUAL (D) IS: 
(16) 
S.T. YJ + XI UIJ J' E J» * E I» (17) 
FOR A FIXED x VECTOR, THE DUAL HECOMES: 
0 8 ) 
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S . t . Y j < u . . - X. (19) 
Y , < 0 
THE SOLUTION TO D;J IS: 
A 
Y. - MIN U.. - X. 
J IEL 1 J 1 
WITH OBJECTIVE FUNCTION OF: 
V(D;,Y) = I X. + I MIN(U.. - X.). 
A IEL 1 JEJ IEL J 
TO INCREASE THE VALUE OF THE DUAL, AN INDEX I' NEEDS TO BE FOUND SUCH THAT 
(u^JJ - X.J) IS THE MINIMUM OVER IEL FOR MORE THAN ONE J. THIS CAUSES 
NEGATIVE QUANTITY X^. TO APPEAR ONCE IN THE FIRST SUMMATION AND A 
POSITIVE QUANTITY -X^ TO APPEAR MORE THAN ONCE IN THE SECOND SUMMATION. 
HOWEVER, THERE IS A LIMIT TO HOW MUCH X̂  CAN BE CHANGED WITHOUT A NEW 
INDEX I CONSTITUTING THE MINIMUM. SO, TO MOVE A.ROW TOWARDS FEASIBILITY 
X/ CAN INCREASE AS LONG AS THE DEGREE OF INFEASIBILITY IS GREATER THAN 
ZERO. THEREFORE, THE RULE SELECTED TO DETERMINE X̂  WAS TO SET X̂  EQUAL 
TO THE NEGATIVE OF THE MAXIMUM PENALTY FOR A ROW AS FOLLOWS: 
*I = 




While this rule insures feasibility for any given row, when all of the 
rows are considered together, reassignment may negate feasibility for 
some of the rows. With a new set of infeasible rows following reassign-
ment, new multiplier (A) can be found and the Lagrangean Relaxation 
repeated, yielding an improved lower bound. 
5-3. Iterative Block Change Procedure 
The iterative block change procedure is the method devised to use 
Lagrangean bounds to replace second-minimum bounds in the branch and 
bound procedure. It provides for systematic bounds improvement by the 
solution of a series of relaxations. 
Before branching begins or after any branching operations, the 
lower hound at a node can be determined in the following iterative 
fashion: 
(1) The A vector is initialized to zero (AQ) and the 
relaxation (LR ) solved. 
A0 
(2) The change in the A vector (AAQ) is determined to 
set the next A vector (A-|), 
where A-, = A Q + A A Q . 
The A A vector is determined under a block change 
rule. This means that for every infeasible row a 
component of the A A vector is determined. The 
components are the maximum penalties, as discussed 
earlier, but for A A K for k >0 the penalties 
represent the difference between the second-
minimum and minimum modified utilities (xr̂ . - A^). 
(3) A new relaxation (LR ) is solved to refine the 
lower bound. 1 
(4) STEPS 2 and 3 are repeated a number of times. The 
A vector at any iteration k is given by: 
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\" xk-l + ixk-l 
(5) The iterative procedure terminates if a feasible solution is constructed or if bound improvement ends. Bound improvement can end before an optimal set of multipliers is found due to the block change rule. Multipliers can interact in such a maner that al of the jobs asigned to an applicant get reasigned to other rows. If the multiplier for the unasigned applicant is not compensated for in * the first summation of the Lagrangean objective function, then the value of the relaxation declines giving a worse lower bound. 
A flowchart of the iterative block change procedure is given in Figure 
5-1 and an example provided in Section 5-3-1. 
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(START) 
SET A = 0 
A r • 
SOLVE LR 
YES 












FIGURE 5 - 1 . FLOWCHART OF THE ITERATIVE 
BLOCK CHANGE PROCEDURE 
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5-3-1. Example of Iterative Block Change Procedure 
This example uses the same utility matrix as the example of 
Algorithm A (Section 2-5-1), the second-minimum bounds procedure. In 
this example an initial lower bound for the problem is calculated by the 
iterative block change procedure. 




2 3 4 5 r J i A0 AX 0 Al 
v © ) * © * -2 * l 1.3 0 -6 -6 
2 * * © -3 * 2 2,4 0 -5 -5 
3 * -7 * -3 -1 * 0 0 o 
4 -3 * * * © * 0 0 0 
5 J eu-j 
P- i 1 
Tableau 1 displays the utility matrix and solution to the Lagrangean 
Relaxation for x = 0 . It is the same solution as given by the non-
Lagrangean procedure. As before, the squares indicate maximum penalties. 
The change in multipliers (AAQ) given in the next to last column, are 
equal to the negative of the maximum penalties. The objective function 
and lower bound is: 
V(LR. ) = (-9) + (-8) + (-5) + (-8) + (-9) = -39 
A0 
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Tableau 2 gives the solution to the second Lagrangean (LR ). The 
1 
entries in the tableau are the modified utilities (u._. - X T ) . 
Tableau 2 (LR ) 
Al 
0 
1 CM 3 4 5 
X l 
1 © * i * 4 * -6 
2 * -3 * © 2 * -5 
3 * © * -3 -1 * 0 
4 -3 * * * © * 0 
The solution of (LR ) gives a feasible solution to the problem and thus 
Al 
is the last iteration. The Lagrangean lower bound is: 
V(LR. ) = (-3) + (-7) + (0) + (-3) + (-9) + (0) 
Al 
+ (-6) + (-5) + (0) + (0) = -33 
5-4. Computational Results for the Lagrangean-Based Procedure 
A branch and bound procedure using Lagrangean bounds was used to 
solve the set of twelve test problems. The procedure used branching to 
start and last infeasible row branching and gave the results shown in 
Table 5-1 and Table 5-2. The average solution time for the twelve 
problems was 59.48 seconds, down from 278.36 seconds for the original 
second-minimum procedure. But, even with this 79 percent reduction in 
time, solution times were still not competitive. 
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In a final attempt to bring the solution times down, the most 
effective method investigated in Chapter 3, penalty-based branching, was 
incorporated into the Lagrangean procedure. The results for this 
formulation are also displayed in Table 5-1 and Table 5-2 and reflect 
additional time savings. The average time for the test set was 38.66 
seconds marking an order of magnitude of improvement over the original 
procedure. Penalty-based branching, which produced savings on the average 
showed increased times for some problems. This problem bound performance 
characteristic makes it difficult to evaluate the rule's effectiveness. 
Table 5-1. Lagrangean Solution Times by Density 
Procedure 20 x 20 30 x 30 
.15 .20 .25 .15 .20 .25 




4.310 10.593 23.105 35.255 74.326 84.374 
Table 5-2. Lagrangean Solution Times by Problem Size 
Procedure 20 x 20 30 x 30 Total Average 




12.669 64.652 38 .660 
Table 5-3. Lagrangean Solution Statistics 
Total Total Total % Bound Total Solution Av. # Relax Av. tBound 
Problem Size Density # Nodes Relaxations Improvement Time per Node Improvements 
1 20x20 .15 13 18 23.08 .742 1.38 1.78 .057 
2 20x20 .15 97 306 486.96 7.878 3.15 5.02 .081 
3 20x20 .20 30 120 180.94 2.720 4.00 6.03 .091 
4 20x20 .20 178 675 854.24 18.466 3.80 4.80 .104 
5 20x20 .25 47 150 178.18 4.468 3.20 3.79 .095 
6 20x20 .25 324 1383 2112.60 41.742 4.27 5.52 .129 
7 30x30 .15 101 398 371.54 19.696 3.94 3.68 .195 
8 30x30 .15 255 1001 1341.13 50.815 3.93 5.26 .199 
30x30 .20 501 2223 1960.79 130.424 4.44 . 3.91 .260 
10 30x30 .20 178 675 854.24 18.228 3.79 4.80 .102 
11 30x30 .25 336 1272 616.99 84.634 3.79 1.84 .252 
12 30x30 .25 290 1179 799.59 84.114 4.07 2.76 .290 
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5-5. Properties Exhibited 
To gain additonal insight into the performance of the Lagrangean 
procedure with penalty-based bounds, additional statistics were colected. 
Table 5-3 presents a summary of the information colected for each test 
problem. The first two columns of the table are used to describe each 
problem. The next four columns give cumulative solution statistics. 
The first gives the size of the branch and bourid tree, in nodes; the 
second, the number of Lagrangean Relaxations performed; the third, the 
total percent bound improvement realized from the relaxations; and fourth, 
the total solution time in CPU seconds. The last three columns in the 
table give average statistics for the problems. The first is the average 
number of Lagrangean Relaxations solved per node, the second is the aver­
age percent bound improvement per node and the final column gives the 
average procesing time per node. 
The column which displays the number of nodes shows that as the 
problems increase in size and density the branch and bound tree expands 
quite rapidly. This indicates that the bounds remain too weak and that 
many feasible solutions exist. j 
The statistic that was most closely related to solution time was 
the average percent bound improvement per node. The problems with more 
efficient bounds computations invariably took less time to solve, for a 
given problem size and density. So it appears that the key to additonal 
reductions in solution time is more efficient bounds. 
The statistics in Table 5-3 are important from another stand point 
as they sem to confirm much of the current computational folklore. The 
folowing properties were observed: 
Solution times increased with increases in 
problem size. 
Solution times increased with increases 
in utility matrix density. 
As algorithmic changes brought decreases in 
solution times, generally the variability 
between solution times of problem replicates 
fell. 
The greater the effort expended to calculate 
lower bounds, the higher the solution times for 
smaller problems and the lower the solution 
times for larger problems. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
6 - 1 . Accomplishments 
The major t h r u s t o f t h i s t h e s i s was t o determine whether a branch 
and bound approach cou ld be used e f f e c t i v e l y t o so lve sparse assignment 
problems. To answer t h i s q u e s t i o n i t i s h e l p f u l to ' reve lw what was 
accomplished i n t h i s s t u d y . 
(1) The r e s u l t s o f Ross & Sol and were s p e c i a l i z e d t o 
produce a branch and bound procedure , e f f i c i e n t 
i n c e n t r a l memory r e q u i r e m e n t s , t h a t so lved t h e 
sparse assignment problem. However, t ime r e q u i r e ­
ments were judged e x c e s s i v e . 
(2) Var ious improvements and m o d i f i c a t i o n s were t r i e d 
which s u c c e s s f u l l y lowered the t ime requirements o f 
the procedure w h i l e assessing o n l y a small p e n a l t y 
i n p r imary computer s torage r e q u i r e m e n t s . Despi te 
the enhancements i t was concluded t h a t the second-
minimum bounds could not be used t o produce an 
e f f e c t i v e procedure . 
(3) A second branch and bound procedure w i t h bounds 
based on the Lagrangean R e l a x a t i o n , was deve loped. 
Centra l memory requi rements remained low and t imes 
decreased s u b s t a n t i a l l y . 
(4) The Lagrangean bounds model was improved us ing 
m o d i f i c a t i o n s examined f o r the second minimum 
procedure . The r e s u l t was an o v e r a l l improvement 
o f an order o f magnitude i n t ime requ i rements 
over the o r i g i n a l f o r m u l a t i o n . 
U n f o r t u n a t e l y , the f i n a l procedure s t i l l f e l l s h o r t o f being an e f f e c t i v e 
means o f s o l v i n g sparse assignment problems due t o t ime r e q u i r e m e n t s . 
Another order o f magnitude o f improvement would be necessary f o r the 
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PROCEDURE TO HE CONSIDERED EFFECTIVE. THEREFORE, THE ANSWER TO THE 
QUESTION POSED LIES, IN WHETHER THE ADDITIONAL NECESSARY IMPROVEMENT IS 
ATTAINABLE. BASED ON THE EXPERIENCE AND SUCCESS ACHIEVED IN THIS STUDY, 
IT IS FELT THAT MORE THAN 1IKELY THE NECESSARY IMPROVEMENT CAN BE MADE. 
THE NEXT SECTION PROVIDES SOME SUGGESTIONS TO HELP GUIDE ADDITIONAL 
RESEARCH ON THE USE OF THE BRANCH AND BOUND APPROACH FOR SPARSE ASSIGNMENT 
PROBLEMS. \ 
S -2 . SUGGESTIONS FOR CONTINUED RESEARCH 
THE FOLLOWING LIST OF RESEARCH TOPICS RELATED TO THE SPARSE 
ASSIGNMENT BRANCH AND BOUND PROCEDURE IS INCLUDED IN THIS THESIS AS A 
GUIDE AND STIMULUS FOR ADDITIONAL WORK. 
(1) PREPROCESSING PROCEDURES, SUCH AS COLUMN 
OR ROW REDUCTION, MIGHT BE USED TO REDUCE PROBLEM 
SIZE. 
(2) THE LAGRANGEAN MULTIPLIERS COULD BE DETERMINED 
SEQUENTIALLY (ONE COMPONENT AT A TIME) IN AN 
ATTEMPT TO PRODUCE TIGHTER LOWER BOUNDS. 
T3) NON-UNIFORM COST STRUCTURES COULD BE EXAMINED 
FOR IMPACT ON ALGORITHMIC EFFICIENCY. I 
(4) MULTIPLE CRITERIA FORMULATIONS COULD HE EXAMINED 
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C 
c 
1 F O R M A T < # T H I S I S AN A S S I G N M E N T B R A N C H A N D B O U N D P R O C E D U R E 
2 F O R M A T < # I N I T I A L S O L U T I O N I S O B T A I N E D BY B R A N C H I N G *> 
R E A D ( 5 » * ) M I N S E T > M A X S E T 
R E A D < 5 > * ) I T 0 T C E L 
D O . 1 0 0 0 6 I = 1 » I T 0 T C E L 
1 0 0 0 6 READ<5»*)IPACKV<I>'» I N D C T R ( I ) 
D O 1 0 0 0 7 I = 1 , M I N S E T 
1 0 0 0 7 R E A D ( 5 » * ) I H E A D ( I ) • 
I N V A L = 0 
•JEND=0 
N G D E = 1 
C U M - 0 
DO 1 0 0 0 9 1 = 1 > M A X S E T 
1 0 0 0 9 L A M D A ( I ) = 0 ' 
2 0 0 0 0 I Z I N ^ - 9 9 9 9 9 9 9 9 
NLAM=?0 
ISIGN= r • 
DO 1 0 0 0 8 1 = 1 > M A X S E T 
J.0008 L A M D A D (I > = 0 
C RELAXATION SECTION 
C 
2 0 0 1 0 IA==0 
DO 2 0 0 1 1 J^1,MINSET 
11H E A D -1H E A D ( J ) 
IFCIIHEAD.EQ.O) GO TO 2 0 0 1 1 
DO 2 0 0 1 2 I=1*IIHEAD 
2 0 0 1 2 IPACKV(IA+I)=1PACKV(IA+I)~(IS1GN*LAMDAD(INDCTR(IA+I)> > 
2 0 0 1 1 I A-LA-f 1 1 HEAD 
2 0 0 0 5 I A ^ O 
D O 2 0 0 0 2 L:=l yMINSET 
IIHEAD-IHEAD(L) 
IF(IIHEAD.EQ.O) GO TO 2 0 0 0 2 
M V A L - 9 9 9 9 9 9 9 9 
D O 2 0 0 0 1 K - 1 * IIHEAD 
I F < M V AL . LE. IPACKV ( IA+K)) GO TO 2 0 0 0 1 
IF(vJEND.EG.0) GO TO 2 0 0 4 0 
DO 2 0 0 0 4 M~l y JEND 
IFCL.EQ.JLISTCM) > GO TO 2 0 0 0 2 
I F ( L . N E . - J L I S T ( M ) ) GO TO 2 0 1 0 0 
I F ( I N D C T R < I A + K ) . N E . I X I N D ( - J L I S T(M))) GO TO 2 0 0 0 1 
MVAL^IPACKV(IA+K> 
IIXIND^INDCTR(IAfK) 
G O T O 2 0 1 1 0 
2 0 1 0 0 I F ( I N D C T R ( I A f K ) . E Q . I X I N D ( J L I S T(M))> GO TO 2 0 0 0 1 
2 0 0 0 4 CONTINUE 
2 0 0 4 0 MVAL<L'PACKVCIAfK> 
IIXIND=INDCTR(IA+K> 
2 0 0 0 1 CONTINUE 
2 0 1 1 0 IF(MVAL.GT.O) GO TO 2 0 0 0 6 
MINVAL(L)~MVAL 
IX1'ND(L) = IIXIND. 
GO TO 2 0 0 0 2 
2 0 0 0 6 MINVAL(I...) =0 
: I : X I N D ( D ^ O 
2 0 0 0 2 I A--" I A + I I H E A D -





HO 30002 M==1,MAXSET 
I"SUM=0 
DO 30001 N-1yMINSET 
IF(IHEAD(N). EQ. 0) GO TO 30001 IF(IXIND < N ) . NE. M) GO TO 30001 
NOIND-NOIND+1 ISUM=ISUM+1 
IN D S E T < N 0IN D) :;= N 




GO TO 30002 
30021 NOIND-NOIND - l 
30002 CONTINUE •, 
IF(isiGN.EQ.O) GO TO 30104 




DO 20003 M=l*MINSET/• 
IFCIHEAD(M).EQ.O) GO TO 20003 
ISUM«ISUM+MINVAL(M.) 
20003 CONTINUE 
DO 30011 I=1»MAXSET 
30011 LAMDA< I )S=LAM'DA( I) + (ISIGNfcLAMDAD( I ) ) 
JS.UM=0 
DO 30050 I^lrMAXSET 
'30050-JSUM=JSUM+LAMDA <I> • 
IZ=ISUM+JSUM 
IF'(JSUM.NE.O) GO TO 30700 
INOLAM^ISUM 
30700 ILB(JEND)=IZ 
IF(IZ.GE.IZIN) GO TO 30100 
ISIGN^-1 
NLAM-NLAM-l 
GO TO 20010 
30100 • IF(I'SIGN.NE.-l) GO TO 30110 
ISIGN=0 
30110 IF(NOKNAP.NE.O.) GO TO 30070 
IA--0 
ISUM=0 
DO 30200 I=1*MINSET 
tlHEAD=IHEAD'<I) 
IFdlHEAD.EQ.O) GO TO 30200 
MINVAL(I)=MINVAL(I)+LAMDA(IXINDC I ) ) 
ISUM==iSUM+MINVAL< I) 
DO 30201 J~-l911 HEAD 
30201 IPACKV (IA+J) = IPACKV (I"ff+J) + LAMDA <INDCTR (IA+J)) 
30200 I A~~ I A H I HEAD 
U P - ~ F L O A T < ( I N O L A M - I L B < J E N D ) ) ) 
D O W N = : F L O A T ( I N O L A M ) 
P B I - ^ U P / D O W N 
C U M ^ C U M + P B I 
W R I T E * ? N O D E * N L A M f G U M 
N L A M - 0 
I F < I L B ( J E N D ) . G E . I N V A L ) G O T O 5 0 0 1 0 
I L B ( J E N E O ^ I S U M 
G O T O 5 0 0 0 0 
3 0 0 7 0 D O 3 0 0 1 0 I ~ 1 > H A X S E T 
3 0 0 1 0 L A M D A D ( I ) = = - 0 
3 0 5 0 0 I F ( I S I G N . N E . O ) G O T O 3 0 1 0 4 
I A ^ O 
D O 3 0 3 0 0 I * 1 > M I N S E T 
I I H E A D - I H E A D ( I ) 
I F < I I H E A D . E « . 0 ) G O T O 3 0 3 0 0 
M I N M A L ( I ) ^ M I N V A L ( I ) + L A M D A ( I X I N D ( I ) ) 
D O 3 0 3 0 1 J ; = l > I I H E A D 
3 0 3 0 1 I P A C K V < 1 ' A f J ) •== I P A C K V ( I A + J ) - f L A M D A < I N D C T R ( I A f J ) ) 
3 0 3 0 0 I A » I A + I " I H E A D 
G O T O 2 0 0 0 5 
C SECOND-MINIMUM PENALTIES SECTION 
C 
C ' , • s. ' . 
30104 MMVAL=0 
DO 30005 I=lvNOKNAP 
NO=JHEAD(I) 
ISUM=0 
IFCI.EQ.l) GO TO 30020 
11=1-1 
DO 30006 M=1*II 
30006 ISUM=ISUM+JHEAD(M) 
30020 NOCHG=0 
DO 30004 J==1>N0 
JJ=INDSET(ISUM+J) 




JFCJJ.EQ.l) GO TO 30007 
JJJ=JJ-1 
DO 30008 L=lvJJJ 
30008 JSUM=JSUMfIHEAD(L) 
30007 DO 30003 K=1*NUM 
IF(INDCTR<JSUM.+K>.EQ.INDOVR<I>>' GO TO 30003 
IF(IPACKVCJSUM+K)•LT•MINVAL(JJ)) GO TO 30003 
IF<IPSEUD.LE.IPACKVMJSUM+K>> GO TO 30003 
IF(JEND.EQ.O) GO TO 30032 
DO 30031 L::::l 9 JEND 
IF(JLIST(L).LT.O) GO TO 30031 






' I F ( N E U R O W . E Q . O ) GO TO 30009 
I F ( I P S E U D . G T . O ) GO TO 30009 
IP<J)=NEWROW 
P < J ) = ~ < MINVAL < J J ) - I P S E U D ) 
GO TO 30004 
30009 P < J ) = - M I N V A L < J J ) 




DO 30041 J=1J>N0 
J P = P < J ) 
I F ( M V A L . G T . J P ) GO TO 30041 
MVAL=JP 
IA=0 
I F < I . E Q . l ) GO TO 30044 
11=1-1 
DO 30043 K = 1 * I I 
30043 I A = I A h J H E A D ( K ) 
30044 I N D P J < I ) = t N D S E T ( I A + J ) 
J A Y = J 
30041 CONTINUE 
I F ( M V A L . L T . O ) GO TO 30005 
LAMDADCINDGVRCI ) )= -MVAL 
IFCMMVAL .GE .MVAL) GO TO 3000 
MMVAL=MVAL : 
I N D X = I 
MNO-NO 
M J A Y - J A Y 
DO 30600 L=1*N0 
M I P ( L ) = I P C L > 
30600 MPCL)=PCL> 
30005 CONTINUE — 
•'•IF(ISIGN.EQ.O) GO TO 30060 
IF(CIZ-IZIN).EQ.O) GO TO 30400 
IZIN=IZ 
NLAM^NLAMf1 
GO TO 20010 
30400 ••ISIGN=-1 
NLAM : : : :NLAM~1 
DO 30401 I=lrMAXSET 
30401 LAMDAD <I)=0 
GO TO 20010 
30060 IF(XNVAL. GT•ILB(JEND)) GO TO 40000 
UP=--FLOAT< < IN0LAM-1'LB< JEND)) ) 
DOWN^'FLOAT < INOLAM'F 
PBI-UP/DOUN 
CUM-CUM+PBI 
WRITE #»NODE»NLAM tCUM 
NLAM--0' 
IF(JLIST(JEND)• GT. 0) GO TO 50003 
GO TO 50010 
C P O S I T I V E BRANCHING S E C T I O N 
C 
C 








• J L I S T < JEND) -= INDPJ< INDX) 
I INDX-~INDX~1 
ISUM=0 
I F C I I N D X . E Q . O ) GO TO 4 0 0 0 5 
DO 40004 I ^ l y l l N D X 
40004 I S U M - I S U M + J H E A D ( I ) 
40005 DO 40001 J= lyMNO 
I F ( J . E O . M J A Y ) GO TO 4 0 0 0 1 
.. I I = IND'SET<ISUM+J) 
I X I N D ( I I ) = M I P ( J ) 
M I N V A L ( I I ) ^ M I N V A L ( I I ) + M P ( J ) 
40001 CONTINUE 
DO 40002 I - l y M A X S E T . 
40002 L A M D A ( I ) = 0 
GO TO 20000 
C BRANCH AND BOUND TREE UPDATE S E C T I O N 
C 
c 
50000 I F ( J E N D . E Q . O ) GO TO 70000 
I F ( I N V A L . N E . O ) GO TO 50001 
I N V A L ^ I L B ( J E N D ) 
DO 50005 J ^ l y M I N S E T 
50005 I N I N D ( J ) = I X I N D < J ) : 
J L I S T ( J E N D ) = - J L 1 S T ( J E N D ) 
GO TO 60000 
50001 I F ( I N V A L . L E . I L B < J E N D ) ) GO TO 50003 
INVAL=ILB: ( JEND) 
DO 50004 J = 1 » M I N S E T 
50004 '• ININD,< J ) = IX IND< J ) . 
50003 I F ( . J L I S T ( J E N D ) . L T . O ) GO TO 50010 
J L I S T ( J E N D ) = - J L I S T ( J E N D ) 
GO TO 60000 
50010 JEND""JEND-1 
I F ( J E N D . E Q . O ) GO TO 70000 
GO TO 50003 
C B A C K T R A C K 
C 
C 
6 0 0 0 0 
B R A N C H I N G S E C T I O N 
l A ^ O 
N 0 D E = N 0 D E + 1 
D O 6 0 0 1 0 J = 1 > M I N S E T 
I I H E A D - I H E A D ( J ) 
J A Y - 0 
M V A L - 9 9 9 9 9 9 9 9 
I F ( I I H E A D . E Q . O ) G O T O 6 0 0 1 0 
D O 6 0 0 1 1 K - 1 9 1 1 H E A D 
I F ( M V A L . L E . I P A C K V ( I A + K > > G O T O 6 0 0 1 1 
M V A L ^ I P A C K V ( I A + K ) 
J A Y = : | \ 
6 0 0 1 1 C O N T I N U E 
I F C J A Y . E Q . O ) ' 6 0 T O 6 0 0 6 0 
M I N V A L ( J ) - M V A L 
I X I N D C J ) F I N D C T R ( I A + J A Y ) • 
G O T O 6 0 0 1 0 
6 0 0 6 0 M I N V A L < J ) = 0 
I X ' I N D C J ) = 0 
6 0 0 1 0 I A ^ I A M I H E A D 
><4 
C O 
DO 6 0 0 5 0 J = L F J E N D 
JJJ*=J 
I F < J L I S T < J ) . L T . 0 ) G O T O 6 0 0 7 0 
I A = 0 
DO 6 0 0 5 1 K = 1 > M I N S E T 
1 1 H E A D - 1 H E A D < K) 
I F ( I I H E A D . E Q . O ) G O TO 6 0 0 5 1 
I F ( K . E Q . J L I S T ( J ) ) G O T O 6 0 0 5 1 
IF'< I X I N D (K)- . N E . I X I N D ( J L I S T ( J ) ) ) G O T O 6 0 0 5 1 
J A Y = 0 
M V A L = 9 9 9 9 9 9 9 9 
D O 6 0 0 5 2 L - L R L L H E A D 
I F C M V A L . L E . I P A C K V ( I A + L ) ) G O T O 6 0 0 5 2 
I F ( I N D C T R ( I A + L ) . E Q . I X I N D ( K ) ) G O T O 6 0 0 5 2 
IF( I P A C K V C I A F L ) .LT.MINUAL(K')) G O TO 6 0 0 5 2 
DO 6 0 0 5 3 M = L 9 J J J 
I F < J L I S T ( M ) . L T . O ) G O T O 6 0 0 5 3 
I F < I N D C T R / I A F L ) . E Q . I X I N D ( J L 1 S T ( M ) ) ) G O TO 600 
6 0 0 5 3 C O N T I N U E 
MVAL™ :IPACKV ( I A F L ) 
JAY :"L 
6 0 0 5 2 C O N T I N U E 
IF'(JAY.EQ.O) G O T O 6 0 0 5 6 
M I N V A L ( K ) - M M A L 
I X I N D ( K ) : = I N D C T R ( I A + J A Y ) 
G O T O 6 0 0 5 1 
6 0 0 5 6 M I N V A L < K ) = 0 
IXIND(K)=0-
6 0 0 5 1 I A ~ I A + I I H E A D 
G O T O 6 0 0 5 0 
60070-iSUM=0 MVAL=9999  JAY-0 JJLIST=-JLIST<J) IF<JJLIST.EG.l) GO TO 60071 JJ=JJLIST-1 DO 60072 K=l r JJ 6072ISUM<[SUMfIHEAD(K) 60071 1HE A D ~ IH E A D < J J LIS T) DO 60073 K=l* 1HEAD IF(INDCTR<ISUMfK).EQ.IXIND<JLIST) GO TO 60073 IF(IPACKVflSUM+K).LT.HlNVA.L<JLIST) GO TO 60073 IF<MVAL.E.IPACKV<ISUM+K>  GO TO 60073 DO 60075 L=l>JJJ IF < JLIST < L). LT•0) GO TO 60075 I'F(INDCTR(ISUM+k).EQ.IXIND<JLIST<.L). GO TO 60073 60075 CONTINUE MVAL«IPACKV<ISUM+K>-JAY-K 60073 CONTINUE IF<JAY.EQ.O) GO TO 60074 MINVAL(JLIST)~MVAL IXIND(JLIST)~INDCTR<ISUMfJAY) GO TO 60050 60074 MINVAL<JLIST)~0 IXIND<JLIST)=0 60050 CONTINUE DO 60100 I=1,MAXSET 60100 LAMDA (I) -:0 GO TO 20000 




DO 70001 J = l f M I N S E T 
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