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この問題を解決するため非同期方式に基づく FPGAが提案されている [8, 9, 10,







8 第 1章 緒言
本論文では非同期 FPGAの高性能化手法として，3種類のハイブリッドアーキテ


































































2.2. LEDR/4相 2線ハイブリッドプロトコル 11
後に到着するという条件の下で動作する．
• Speed Independent (SI) 回路
ゲート遅延は任意の値をとると仮定し，配線遅延は無視できるほど小さいとす
る（dA, dB, dC ∈ (0,∞), d1 = d2 = d3 = 0）．入力信号は任意のタイミングで
遷移できる．非同期回路合成の議論において頻繁に対象とされる．
• Delay Insensitive (DI) 回路
最も悲観的な回路モデルであり，ゲート遅延，配線遅延共に任意の値をとると




• Quasi-Delay Insensitive (QDI) 回路
ゲート遅延，配線遅延は任意の値をとるが，分岐する配線は遅延時間が等しい
とする（dA, dB, dC , d1, d2, d3 ∈ (0,∞), d2 = d3）．入力信号は任意のタイミン
グで遷移できる．DI回路モデルと比較して現実的な規模で回路を実装するこ
とが可能である．また，ゲート遅延に配線遅延を含む（図 2.2においてゲート













































































































1-of-n方式は図 2.7に示すようにN ビットデータ及び応答信号の転送を 2N + 1本






















• Level encoded 2-phase dual-rail (LEDR)方式
4相 2線方式は二線式で最もよく使われるプロトコルであり，2本の信号 (t, f)に
よって 1ビットのデータが表現される．表 2.1に使用される符号を示す．データ”0”





トコルは全ての入力について t+ f = 1が満たされると演算が開始される単純な符号
化方式であるため，データ到着の検出及びデータパス制御のための回路は単純であ
る． また，4相 2線方式に基づく演算回路は設計が容易かつコンパクトであるとい
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* Codeword (1,1) is not defined
Data 1






図 2.8: 4相 2線プロトコルの例．





う特長を持つ．図 2.9と図 2.10にXORゲートの同期式回路における構成と 4相 2線








表 2.2に LEDR方式で使用される符号を示す．0と 1それぞれの値は，フェーズと
呼ばれる情報に応じて異なる 2種類の符号をもつ．例として，データ”0”はフェー

















A        A.F
A        A.T
B        B.F
B        B.T
A        A.T
A        A.F
B        B.T
B        B.F
Sync.     4-phase
Sync.     4-phase
Req(Pre-charge)
Req(Pre-charge)





ルでは 1回のデータ転送は V またはRの変化，応答信号の変化の 2相で構成される








4相 2線方式を用い，グローバルな通信では LEDR方式を採用した SoCアーキテク







































タのために 2本，応答信号のために 1本の合計 3本の配線が 1ビットあたり必要とな





SBは図 2.14の構造となっており，東西南北 4方向の配線の内任意の 2方向の配線
を接続できる．また 3方向の配線を接続し，一方向から来た入力を 2つの方向に分
岐することもできる．この時の注意として，ある LBが 2つ以上の LBにデータを























































































4相 2線方式に基づき実装され，CBや SBを経由するデータ転送では LEDR方式を
用いる．
演算部は 4相 2線方式に基づいた実装となっているため，演算を行う際スペーサが










































スループット改善の仕組みを図 2.16で説明する．図では 2つのLBが数個の SBを
経由してデータの送受信を行う状況を示している．この時 LB1の状態を考えると，




いる (図 2.18)．動作が完了すると LB1は応答信号を LB0に送信し (図 2.19(a))，そ







T0 T1 T0 T1
(0,1) (0,0)
T0 T1 T0 T1
Spacer SpacerData 0 Data 0
図 2.17: 4相 2線方式のタイムチャートの詳細．








実装された演算部のためのスペーサ生成に利用する (図 2.21)．応答信号が LB0に送



























図 2.19: データ転送の期間 (T1)
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2.3.2 ロジックブロックの構成







ぐため，4相 2線方式になっている．後述するように 4相 2線-LEDRコンバータは


























































































































LUT out = A⊕B ⊕ Carry in,











(Phase in)と出力先LBから要求されている出力データのフェーズ (Ack in)が一致す












































































使用されている．Phase interim信号は演算部の制御信号 (図 2.22のPhase4−phase
信号)の生成のためにデータ到着検出器に入力されている．スペーサ生成が完了す
ると Phase interimは Phase LEDRに更新され，それまでは値が SRAMセル (図
2.27の Slave)に保持される．
図 2.28にデータ到着検出器の回路を示す．図 2.28の Phase inはコンバータコン
トローラに出力されており，全ての入力データのフェーズが変わると値が変化する．
Phase 4− phase信号は 4相 2線方式におけるフェーズを表現しており，LEDR-4相
2線コンバータの制御信号として，また演算部のプリチャージ信号として用いられ
ている．
図 2.29に LEDR-4相 2線コンバータの回路を示す．オーバーヘッドが小さいため








図 2.29: LEDR-4相 2線コンバータ．
コンバータは一般的な論理ゲートを用いて構成されている．コンバータでは 1ビッ
トのデータを表現するために 2ビットが生成される．LEDRプロトコルの値ビット
(V )から Phase 4 − phaseに応じて 4相 2線プロトコルの真ビット (T )と偽ビット
(F )を生成する．Phase 4− phaseが”0”の時，全ての出力は”0”となり，これは 4相
2線方式におけるスペーサとなる．一方Phase 4− phaseが”1”の時，T は V，F は
V が出力され，4相 2線方式における有効データを表現する．






完了するとOut.T の値は SRAMセルに保存され，その後Phase LEDRが変化する
とOut.T の内容はOut.V に出力される．上部の SRAMセルは Phase LEDRが”0”














図 2.30: 4相 2線-LEDRコンバータ．
の時の Out.V の値を保存し，下部のセルは Phase LEDRが”1”の時の値を保持す
る．Phase LEDRが”0”の時Out.RはOut.V と同じ値になり，この時出力データの
フェーズは”0”となる．一方 Phase LEDRが”1”の時Out.RはOut.V が出力され，
出力データのフェーズは”1”となる．
2.4 LEDR/4相2線ハイブリッド非同期FPGAの性能評価
提案 FPGAは電源電圧 1.2Vの e-Shuttle 65nm CMOSプロセスで設計され，シ
ミュレーションはHSPICEシミュレータで行った．
まず，4相 2線方式と LEDR方式，提案方式の各 FPGAについて評価を行った．
演算部は 4相 2線方式と提案方式それぞれのFPGAで共通となっている．LEDR方
式のFPGAの実装は文献 [19]に基づいている．また 3方式とも二線式プロトコルで















































図 2.32: 3方式の 1セルあたりトランジスタ数の比較．
表 2.3: 3方式の 1セルあたりリーク電流の比較 (85̊ C)．
4相 2線方式 LEDR方式 提案方式
リーク電流 [µA] 5.37 15.74 6.11
ため，サブスレッショルドリーク電流もまたトランジスタ数に応じて増加する．よっ
てリーク電流はトランジスタ数が増えるに従い増加する．表 2.3は 85̊ Cでの 1セル
あたりのリーク電流を示している．LEDR方式との比較では，トランジスタ数が大
幅に少ないためリーク電流は 61%減となった．一方 4相 2線方式と比較すると，プ
ロトコル変換によるオーバーヘッドのため 14%増加した．
スループットと消費エネルギーの値は信号が経由する SBの数に依存するため，図













































































































































































15 + 10 + 5 + 10 = 40[cycles]
となり，よって稼働率は
40/100 ∗ 100[%] = 40[%]
となる．稼働率が高い状態では消費電力において動的消費電力が支配的である．一
方低稼働率では，リーク電流による静的消費電力の占める割合が大きい．
提案 FPGAは 4相 2線方式の FPGAと比較して，次の特徴を持つ．




で支配的である．表 2.3から，提案方式と 4相 2線方式のリーク電流は同等で
ある．よって低稼働率時の消費電力は 4相 2線方式 FPGAと同程度となる．
また一般に大規模な回路は次の特徴を持ち，4相 2線方式 FPGAと比べ提案 FPGA
が優位である．
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表 2.4: 同期式 FPGAとのトランジスタ数の比較
同期式 提案方式
トランジスタ数 862 1790
表 2.5: 同期式 FPGAとの 1セルあたりリーク電流の比較 (85̊ C).
同期式 提案方式




ても 4相 2線 FPGAと同程度の電力消費に抑えられる．
































図 2.37: 稼働率を変動させた場合の同期式 FPGAとの消費電力の比較．
案 FPGAは稼働率が 36%以下の時同期式 FPGAと比べ低消費電力である．これか
ら提案FPGAは低稼働率のアプリケーションで有用であると言える．その例として
は音楽再生が挙げられ，文献 [20]では 10%と言われている．稼働率 10%では，提案
FPGAの消費電力は同期式 FPGAと比較し 47%削減される．
2.5 結言








































































































































































































































本章で提案する FPGAの全体の構成と配線網を図 3.8と図 3.9に示す．第 2章と
同様に LBと SB，2個のCBからなるセルが縦横に並んだ構造をとっている．提案
FPGAは ComplexLBと SimpleLBの 2種類からなるハイブリッド LB構成である．
セル内の 2個の CBのうち 1個は LBの N1，N2，Sポートと配線網を，1個は E1，
E2，Wポートを配線網と接続する．提案 FPGAは 46種類の HCの内 39種類を実
装可能である．また，多数のPortやデータ幅の広いHCは複数個の LBを用いて構
成される．SBは前章と同様にダイヤモンドスイッチとReq/Ackモジュールから構






















































































図 3.11と図 3.12に SimpleLBと ComplexLBの構成を示す．SimpleLBは Bina-





























































































































































































































Variableモジュールで記憶され完了すると LUT ready信号が 1となり，LUTはプ
リチャージ状態となり演算が終了する．一つのBinaryFunctionモジュールは 2つの


















































1. V arInに有効データ到着しVariable elementに記憶される
2. V ar0 readyと V ar1 readyが “1”に変化
3. V arIn.ackから “1”が出力される
4. V arInにスペーサーが到着する
5. V ar0 readyと V ar1 readyが “0”に変化





























1. BinaryFunction moduleの LUTIn0から LUTIn3に有効データが到着する
2. Data spacerとData validが 1になる
3. LUTで演算が行われ，LUToutから有効データが出力される




7. Data spacerとData validが 0になる
8. LUT readyが 0になり，VarOut0 0からスペーサーが出力される



































































図 3.17: Variable elementの構成．





























































を制御する Sequenceコンポーネント（図 3.24）とConcurコンポーネント（図 3.25）
の実装に使用される．Sequenceモジュールは 2つの activateOutポートを実装でき
















7. Sequence1.reqに対する応答信号が Sequence compoenentの前段のコンポーネ
ントに直接出力される
8. SequenceActivate.reqに 0が入力される


















Sequence moduleはMUXを設定することでLoop component，While componentの
実装にも用いられる．










































































































































図 3.26: Sequenceコンポーネントと Concurコンポーネントの典型的な実装．































図 3.28: Concurコンポーネントとしての Sequenceモジュールの動作．



























































































Case moduleは図 3.32に示すCase componentの実装に用いられる．Case compo-
nentは受信したCaseIn.dataの値に応じてCaseOut0 N-1のいずれかとハンドシェー
クを行う．図 3.33に Case moduleの詳細を示す．Case moduleは 4つの CaseOut






























Case moduleはMUXの設定により CaseDEMUX component，CaseFetch compo-
nent，DecisionWait component，PassivatorPush component，SynchPush compo-
nentの実装にも用いられる．

































































































Encode moduleはEncode component（図3.35）の実装に用いられる．Encode com-
ponentは EncodeIn0から EncodeInN-1の入力ポートのどれかとハンドシェークを


































































N 個持つ (Width,N > 1)．提案アーキテクチャでは LBにVariable elementを 2つ
持ち，2bitの情報を記憶することができる．またVariable elementは 2bitの書き込
み用ポートを 1つ，2bitの読み出し用ポートを 2つサポートする．よってWidthビッ


















































































































図 3.39: 従来型非同期 FPGAの LBの構成．
3.4 評価
提案FPGAを e-Shuttle社 65nmCMOSプロセスにより実装し評価を行った．回路





ケーションは 7種類の構成要素の組み合わせで表現される [12]．表 3.4に従来型非同
期FPGAと提案FPGAのセルのトランジスタ数を示す．提案アーキテクチャはHC





Complex LB Simple LB
	
 2369 3987 2698
LB 621 1325 555
SBCB 1748 2662 2143
実装のために複数のモジュールをLB内に持つため，Complex LBの 1セルあたりの
































































(c) 同期式回路による 32ビット ALU．
図 3.40: 評価回路と等価な同期式回路．





































































































































さい．図 4.3に LBの周辺の配線網を示す．提案 FPGAは非同期データ転送プロト























































図 4.6: コア間通信用 FIFOバッファ
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Sync.   : Synchronous
Async. : Asynchronous
図 4.8: 同期/非同期ハイブリッド LBの素朴な実装例 1．
Input data Output data
Mode_sel = 0
(Synchronous mode)




Input data Output data
Sync. LB Async. LB
Synchronous mode Asynchronous mode
Mode_sel
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Input data Output dataSync. LB0
Sync. LB1
Input data Output data
Hybrid LB






Synchronous mode Asynchronous mode
Mode_sel
図 4.10: 提案同期/非同期ハイブリッド LB．
レメントとレジスタの対が 1つの同期式 LBとして動作し，それぞれ任意の 4入力
1出力論理演算と 1ビットの記憶を行う．よって 1つのハイブリッド LBで 2種類の
演算が実行される．図 4.13に非同期モード時に有効化される信号を示す．Mode sel
信号による選択により FU及びレジスタはハンドシェーク制御回路からの信号によ
り制御される．非同期モードではハイブリッド LBは 1個の非同期式 LBとして動








































































































図 4.12: 同期モード時の提案 LBの動作．
























































































図 4.14: FIFOモード時の提案 LBの動作．



































































図 4.18に FUの構成を示す．FUは LUTエレメントとCarryエレメントをそれぞ
れ 2個内蔵する．FUは非同期モードにおいては 1個の 4入力 1出力 LUTと 1ビッ





にそれぞれ FU上に実装された非同期モード LUTと同期モード LUTを示す．簡単
化のため，図では 2ビット入力の構成を示している．図 4.20の非同期モードの FU


























では上部の LUTエレメントは 4相 2線符号化方式における Truth信号を，下部の
LUTエレメントは False信号を生成する．一方図 4.21の同期モード時の FUでは各
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(a) 出力データのTruth信号を生成する LUTエレメント．
(b) 出力データの False信号を生成する LUTエレメント．
図 4.20: 2個の LUTエレメントによって実装される非同期式 LUT．
図 4.21: 1個の LUTエレメントによって実装される同期式 LUT．




















































クレベルシミュレーションを行った．但し，電源電圧は 1.2V，チップ温度は 85̊ Cであ
る．図 4.25に示すように，同期式FPGAのLBは 4入力 1出力LUTとレジスタから
構成される．同期式FPGAのLUTは提案FPGAのFUエレメントから構成される．
非同期式FPGAのLBは図 4.26に示すように 4入力 1出力LUTとレジスタ，ハンド















































作周波数を f，セルが 1回の処理で消費するエネルギーを Ecell，クロック信号の 1
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表 4.1: 従来の同期式 FPGAと同期モードの提案 FPGAの比較
同期式 FPGA 提案 FPGA
(1セル) (同期モード，0.5セル)
トランジスタ数 615 1011.5
遅延時間 [ps] 272 360
スループット [Mdataset/s] 3676 2779
1データセットあたりの 186 221
消費エネルギー [fJ/dataset]
リーク電流 [µA] 1.22 2.19
表 4.2: 従来の非同期式 FPGAと非同期モードの提案 FPGAの比較
同期式 FPGA 提案 FPGA
(1セル) (非同期モード，1セル)
トランジスタ数 1825 2023
遅延時間 [ps] 603 665
スループット [Mdataset/s] 1101 985
1データセットあたりの 405 444
消費エネルギー [fJ/dataset]
リーク電流 [µA] 3.53 4.03
周期あたりの消費エネルギーをEclock，セルのリーク電流を Ileak，電源電圧を Vddと
すると
Psync = αEcellf + Eclockf + VddIleak
Pasync = αEcellf + VddIleak
と計算される．図4.27ではf=500[MHz]とした．現在商品化されている同期式FPGA























とで Eclock を算出した．また Ecellと Ileak に関しては，寄生素子の影響を考慮し表
4.1，4.2に示した結果の 2倍とした．FPGAではクロックゲーティングが難しいた
め [29, 30, 31]，同期モード時には稼働率が 0%でもクロックが供給され電力消費が発
生する．よって提案FPGAは稼働率が 26.0%以下では非同期モードが，それ以上で
は同期モードがより低消費電力である事を確認した．続いて稼働率を横軸にとり提
案 FPGAと同期式 FPGA，非同期式 FPGAのセルの消費電力を比較した図を 4.28
に示す．稼働率が 26.0%の点を動作モード選択の閾値とすることで，提案 FPGAは
任意の稼働率において消費電力を最適化することが可能である．非同期モード時の




























図 4.28: 稼働率と消費電力の相関（従来の FPGAとの比較）．
一般にFPGA上に実装されるアプリケーションは，稼働率が様々な部分回路から








表 4.3 – 4.11に高稼働率セルの数（Nhigh）と低稼働率セルの数（Nlow）の割合を
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表 4.3: 消費電力の比較 (Nhigh：Nlow＝ 1：9)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 88.6 41.4 17.1 2.4 
40 83.4 39.4 16.3 2.0 
50 78.7 37.6 15.5 1.7 
60 74.5 35.9 14.7 1.3 
70 70.6 34.3 14.0 1.0 
80 67.0 32.8 13.3 0.6 
90 63.7 31.4 12.6 0.3 













5 10 15 20
30 -7.8 -8.1 -8.3 -8.4 
40 -3.2 -5.0 -5.9 -6.5 
50 0.9 -2.0 -3.6 -4.6 
60 4.6 0.7 -1.5 -2.8 
70 8.1 3.3 0.6 -1.1 
80 11.2 5.7 2.6 0.5 
90 14.1 8.0 4.4 2.1 












表 4.4: 消費電力の比較 (Nhigh：Nlow＝ 2：8)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 60.7 30.6 12.6 0.7 
40 54.8 27.8 11.3 0.1 
50 49.7 25.4 10.1 -0.5 
60 45.3 23.2 8.9 -1.1 
70 41.4 21.3 7.9 -1.6 
80 38.1 19.5 7.0 -2.1 
90 35.0 17.9 6.1 -2.5 













5 10 15 20
30 -6.4 -7.0 -7.4 -7.7 
40 0.6 -1.7 -3.1 -4.0 
50 6.6 3.1 0.9 -0.6 
60 11.7 7.3 4.5 2.5 
70 16.3 11.2 7.8 5.4 
80 20.2 14.6 10.8 8.1 
90 23.8 17.8 13.6 10.6 












表 4.5: 消費電力の比較 (Nhigh：Nlow＝ 3：7)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 41.9 22.0 8.7 -0.8 
40 36.4 19.0 7.1 -1.7 
50 31.9 16.5 5.7 -2.4 
60 28.0 14.4 4.4 -3.1 
70 24.8 12.5 3.3 -3.7 
80 22.0 10.8 2.3 -4.3 
90 19.6 9.3 1.4 -4.8 













5 10 15 20
30 -5.5 -6.2 -6.6 -7.0 
40 3.0 0.8 -0.7 -1.8 
50 10.0 6.8 4.5 2.8 
60 15.9 12.0 9.1 7.0 
70 21.0 16.5 13.2 10.7 
80 25.3 20.5 16.9 14.1 
90 29.1 24.0 20.2 17.2 













表 4.6: 消費電力の比較 (Nhigh：Nlow＝ 4：6)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 28.4 15.0 5.2 -2.3 
40 23.6 12.1 3.5 -3.3 
50 19.8 9.8 2.0 -4.1 
60 16.6 7.8 0.8 -4.8 
70 14.0 6.1 -0.3 -5.5 
80 11.8 4.6 -1.2 -6.1 
90 9.8 3.3 -2.1 -6.6 













5 10 15 20
30 -4.9 -5.5 -5.9 -6.3 
40 4.7 2.8 1.4 0.2 
50 12.4 9.7 7.5 5.9 
60 18.7 15.4 12.9 10.8 
70 24.0 20.4 17.5 15.1 
80 28.5 24.7 21.5 19.0 
90 32.4 28.4 25.1 22.4 












表 4.7: 消費電力の比較 (Nhigh：Nlow＝ 5：5)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 18.2 9.2 2.1 -3.7 
40 14.2 6.6 0.4 -4.7 
50 11.1 4.5 -1.0 -5.6 
60 8.5 2.7 -2.2 -6.3 
70 6.4 1.3 -3.2 -7.0 
80 4.7 0.0 -4.0 -7.5 
90 3.2 -1.1 -4.8 -8.0 













5 10 15 20
30 -4.4 -4.9 -5.3 -5.7 
40 6.0 4.4 3.1 2.1 
50 14.1 11.9 10.1 8.6 
60 20.7 18.1 15.9 14.1 
70 26.1 23.3 20.9 18.9 
80 30.7 27.8 25.2 23.0 
90 34.6 31.6 29.0 26.7 












表 4.8: 消費電力の比較 (Nhigh：Nlow＝ 6：4)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 10.2 4.3 -0.7 -5.0 
40 7.0 2.0 -2.3 -6.0 
50 4.5 0.2 -3.6 -6.9 
60 2.5 -1.3 -4.6 -7.6 
70 0.9 -2.5 -5.5 -8.2 
80 -0.5 -3.6 -6.3 -8.8 
90 -1.7 -4.4 -6.9 -9.2 













5 10 15 20
30 -4.0 -4.4 -4.8 -5.1 
40 6.9 5.7 4.6 3.7 
50 15.4 13.7 12.2 11.0 
60 22.2 20.2 18.5 17.0 
70 27.7 25.6 23.7 22.1 
80 32.3 30.2 28.2 26.4 
90 36.3 34.1 32.0 30.2 
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表 4.9: 消費電力の比較 (Nhigh：Nlow＝ 7：3)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 3.9 0.1 -3.2 -6.2 
40 1.3 -1.8 -4.7 -7.2 
50 -0.6 -3.3 -5.8 -8.1 
60 -2.2 -4.6 -6.8 -8.8 
70 -3.4 -5.6 -7.5 -9.3 
80 -4.5 -6.4 -8.2 -9.8 
90 -5.4 -7.1 -8.7 -10.2 













5 10 15 20
30 -3.7 -4.0 -4.3 -4.5 
40 7.7 6.8 6.0 5.3 
50 16.4 15.2 14.1 13.1 
60 23.3 21.9 20.7 19.5 
70 28.9 27.5 26.1 24.8 
80 33.6 32.1 30.7 29.4 
90 37.5 36.0 34.6 33.2 












表 4.10: 消費電力の比較 (Nhigh：Nlow＝ 8：2)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 -1.4 -3.5 -5.5 -7.3 
40 -3.3 -5.1 -6.8 -8.4 
50 -4.8 -6.3 -7.8 -9.1 
60 -5.9 -7.3 -8.6 -9.8 
70 -6.8 -8.1 -9.2 -10.3 
80 -7.6 -8.7 -9.7 -10.7 
90 -8.3 -9.3 -10.2 -11.1 













5 10 15 20
30 -3.4 -3.6 -3.8 -4.0 
40 8.3 7.7 7.2 6.7 
50 17.2 16.4 15.7 15.0 
60 24.2 23.4 22.5 21.8 
70 29.9 29.0 28.1 27.3 
80 34.6 33.6 32.7 31.9 
90 38.5 37.6 36.7 35.8 












表 4.11: 消費電力の比較 (Nhigh：Nlow＝ 9：1)．
(a) 同期式 FPGAとの比較結果．
5 10 15 20
30 -5.8 -6.7 -7.6 -8.4 
40 -7.1 -7.9 -8.7 -9.4 
50 -8.2 -8.8 -9.5 -10.1 
60 -9.0 -9.6 -10.1 -10.7 
70 -9.6 -10.1 -10.7 -11.2 
80 -10.2 -10.6 -11.1 -11.5 
90 -10.6 -11.0 -11.5 -11.9 













5 10 15 20
30 -3.2 -3.3 -3.4 -3.5 
40 8.8 8.5 8.2 8.0 
50 17.8 17.5 17.1 16.8 
60 25.0 24.5 24.2 23.8 
70 30.7 30.2 29.8 29.4 
80 35.4 34.9 34.5 34.1 
90 39.3 38.9 38.4 38.0 




























面積 1.4mm × 1.4mm (Core)
セルの大きさ 60µm × 72µm


































有効性を示すため従来の FPGAとの性能評価を行い，稼働率 5%と 100%の演算を


























れることに着目し，それらの実装に適した Simple LBとComplex LBによるハイブ
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