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Abstract
This paper deals with the construction of accurate analytic-numerical solutions of mixed problems related to the sep-
arated variable dependent wave equation utt =(b(t)=a(x))uxx; 0¡x¡L; t ¿ 0. Based on the study of the growth of
eigenfunctions of the underlying Sturm–Liouville problems, an exact theoretical series solution is 4rstly obtained. Ex-
plicit bounds allow truncation of the series solution so that the error of the truncated approximation is less than 1 in a
bounded domain (d)= {(x; t); 06 x6 L; 06 t6d }. Since the approximation involves only a 4nite number of exact
eigenvalues 2i ; 16 i6 n0, the admissible error for the approximated eigenvalues ˜
2
i ; 16 i6 n0, is determined in order
to construct an analytical numerical solution of the mixed problem, involving only approximated eigenvalues ˜
2
i , so that
the total error is less than  uniformly in (d). Uniqueness of solutions is also treated. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Hyperbolic equations with variable coe#cients are frequent in elasticity [5], thermodynamics [5],
tra#c >ow [5], microwave heating processes [17], electromagnetics [5,14], optics [14], etc. The
constant coe#cient model often leads to misleading results. Thus, in the evaluation of microwave
heating processes the complexitiy of the 4eld distribution within the oven and the variation in
dielectric properties of the material with temperature, moisture content, density and other parameters
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makes a variable coe#cient model necessary [17,19]. Wave propagation in ferrite materials [19] or
anisotropic media also requires variable coe#cient models [14].
In this type of problems discrete numerical methods such as 4nite diferences or 4nite elements
are often used [10]. Galerkin methods or integral methods are also very popular for dealing with
mixed problems for variable coe#cient hyperbolic equations, [18].
Exact solutions and analytic–numerical solutions expressed in terms of the data are more suitable
than others to understand the variation of the solution with data perturbation as well as to check
the correctness of the model used. Although partial diHerential problems with separated coe#cients
permit the use of the separation of variables technique, this method is usually disregarded. The
reason for this fact seems to be the lack of explicit solutions of the underlying variable coe#cient
diHerential equations. However, as has been shown in [13] for the case of the wave equation with
one-variable coe#cient, separation of variables is useful to construct accurate analytic numerical
solutions with a priori error bounds.
This paper deals with problems of the type:
utt =
b(t)
a(x)
uxx; 0¡x¡L; t ¿ 0; (1)
u(0; t)= u(L; t)= 0; t ¿ 0; (2)
u(x; 0)=f(x); 06 x6L; (3)
ut(x; 0)= g(x); 06 x6L; (4)
where a(x); b(t) are positive functions and f(x); g(x) are real-valued functions with properties
to be determined. The case where a(x)= 1 has been treated in [13] and may be regarded as the
starting point of this paper. Section 2 deals with the uniqueness of solutions of problem (1)–(4). In
Section 3 a speci4c study of the growth of Sturm–Liouville coe#cients of a function with respect
to eigenfunctions of the problem
X ′′ + 2a(x)X =0; 0¡x¡L; X (0)=X (L)= 0; (5)
is given. Using separation of variables, an exact series solution of problem (1)–(4) is given in
Section 4, in terms of the eigenvalues of problem (5). Section 4 also addresses the following
question: given d¿ 0; ¿ 0 and 0¡1¡, how to truncate the in4nite series solution so that the
truncation error is less than 1 uniformly in (d)= {(x; t); 06 x6L; 06 t6d}. This truncated
series is theoretical due to its expression in terms of the eigenfunctions of (5) and solutions of
equation
T ′′ + 2b(t)T =0; t ¿ 0; (6)
for a 4nite number of eigenvalues {2n}n0n= 1. Since there are diHerent methods to approximate eigen-
values of problem (5), see [1–3,6,15,16] and references therein, in Section 5 we will try to answer
the following question: how close must the approximated eigenvalues ˜
2
n be for 16 n6 n0, and
how can one obtain approximated eigenfunctions of (5) so that an analytic–numerical solution with
a pre4xed accuracy can be constructed? The construction is performed using initial value methods
for solving variable coe#cient diHerential equations involving a parameter that is an approximated
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eigenvalue of the Sturm–Liouville problem (5). A procedure for the construction of the analytic
numerical solution is included.
If A is a matrix in Rr×r , its 2-norm, denoted by ‖A‖ is de4ned by [9, p. 56]
‖A‖= sup
z =0
‖Az‖2
‖z‖2
;
where for a vector y in Rr ; ‖y‖2 = (yTy)1=2 is the usual Euclidean norm of y.
If A is a matrix in Rr×r , its logarithmic norm, denoted by (A), is de4ned by [7, p. 112]
(A)=max
{
; ∈ 
(
A+ AH
2
)}
; (7)
where (B) is the set of all eigenvalues of B. If h(x) is a bounded variation function in [a; b], its
total variation in this interval is denoted by Vh(a; b). Throughout this paper b(t) will be a function
satisfying
b(t) is positive; continuous; such that b′(t) is piecewise continuous
and has at most a discrete countable set of consecutive intervals
of increase and decrease in the positive real line: (8)
2. Uniqueness
This section deals with the uniqueness of solutions of problem (1)–(4).
Theorem 1. Let a(x); b(t) be continuous positive functions where b′(t) is piecewise continuous.
Then problem (1)–(4) has at most one solution u(x; t) such that u; ut; ux; utt ; uxx are continuous in
[0; L]× [0;+∞[.
Proof. It is su#cient to prove that the problem has at most one solution in the domain (T )=
{(x; t); 06 x6L; 06 t6T} for a 4xed positive number T . By linearity it su#ces also to prove
the result for the case f= g=0.
Let w(x; t) be the solution of (1)–(4) with f= g=0 and let us consider the function
E(t)=
1
2
∫ L
0
{b(t)(wx(x; t))2 + a(x)(wt(x; t))2} dx; 06 t6T: (9)
Taking derivatives in (9) one gets
E′(t)=
1
2
∫ L
0
b′(t)w2x dx + b(t)
∫ L
0
wxwxt dx +
∫ L
0
a(x)wtwtt dx: (10)
Integrating by parts in the integral
∫ L
0 wxwxt dx, and using that wxt =wtx, by (10) it follows that
E′(t)=
1
2
∫ L
0
b′(t)w2x dx + b(t)[wxwt]
x= L
x= 0 − b(t)
∫ L
0
wtwxx dx +
∫ L
0
a(x)wtwtt dx: (11)
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By (11) and the hypotheses one gets
E′(t) =
1
2
∫ L
0
b′(t)w2x dx + b(t)[wx(L; t)wt(L; t)− wx(0; t)wt(0; t)]
=
b′(t)
2
∫ L
0
w2x dx (12)
6
b′(t)
b(t)
E(t); 0¡t¡T: (13)
By the hypothesis it is clear that there must exist a real value k ¿ 0 such that
k =max
{
b′(t)
b(t)
; t ∈ [0; T ]
}
: (14)
From (13) and (14) one gets
E′(t)6 kE(t); t ∈ [0; T ]: (15)
Integrating (15), it follows that
E(t)6E(0) exp(kt)= 0; t ∈ [0; T ]: (16)
By (9) and (16), since wt(x; t) and wx(x; t) are continuous, one concludes that
wx(x; t)=wt(x; t)= 0 for 06 x6L; 06 t6T; (17)
and by the hypothesis and (17), it follows that w(x; t)=w(x; 0)=0 for all (x; t)∈ [0; L]× [0;+∞[.
Thus the result is established.
Note that a function b(t) satisfying (8) also satis4es the hypotheses of Theorem 1 for b(t).
3. On the growth of Sturm–Liouville coe"cients
In this section we are concerned with the growth of Sturm–Liouville coe#cients of a function
with respect to the eigenfunction sequence {wn(x)}n¿ 1 of the problem
X ′′ + 2a(x)X =0; 0¡x¡L; X (0)=X (L)= 0; (18)
where 2n is the nth eigenvalue of (18) and
wn(0)= 0; w′n(0)= 1; n¿ 1: (19)
Assume that
a(x) is a positive continuous function such that a′(x) is piecewise
continuous and has at most a 4nite number of intervals of increase
and decrease in [0; L]: (20)
For the sake of the clarity in the presentation we note some important consequences of Theorem 1
of [13] valid for equation X ′′ + 2na(x)X =0, under hypothesis (20). By the proof of Theorem 1 of
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[13], disregarding Corollary 1 of [13] and noting that the condition of continuity for a′(x) can be
substituted by piecewise continuity in [13] if (20) applies, it follows that
|wn(x)|6 Mxn
√
a(0)
; |w′n(x)|6
Mx
√
A(0; L)√
a(0)
; (21)
where
A(0; L)=max{a(x); 06 x6L}; (22)
and
Case 1:
Mx =1 if a(x) is increasing in [0; L]: (23)
Case 2:
Mx =
[
a(0)
a(L)
]1=2
if a(x) is decreasing in [0; L]: (24)
Case 3: If there exists a partition 0¡x0¡x1¡ · · · ¡xN =L such that
a(x) is increasing in [0; x0]; [x1; x2]; : : : ; [x2k+1; x2k+2];
a(x) is decreasing in [x0; x1]; [x2; x3]; : : : ; [x2k ; x2k+1];
with xN = x2k+1 or xN = x2k+2, one gets
Mx =
[
a(x0)a(x2) · · · a(x2k)
a(x1)a(x3) · · · a(x2k+1)
]1=2
: (25)
Case 4: If there exists a partition 0¡x0¡x1¡ · · · ¡xN =L such that
a(x) is decreasing in [0; x0]; [x1; x2]; : : : ; [x2k−1; x2k];
a(x) is increasing in [x0; x1]; [x2; x3]; : : : ; [x2k ; x2k+1];
with xN = x2k or xN = x2k+1, one gets
Mx =
[
a(0)a(x1) · · · a(x2k−1)
a(x0)a(x2) · · · a(x2k)
]1=2
: (26)
Assume that
g(x) is twice diHerentiable; g(2)(x) is piecewise continuous
and has a bounded variation in [0; L] with g(0)= g(L)= 0: (27)
By (18) and (27), integrating by parts twice and using that wn(0)=wn(L)= 0 it follows that∫ L
0
a(x)wn(x)g(x) dx = −(1=2n)
∫ L
0
w(2)n (x)g(x) dx
= (1=2n)
∫ L
0
w′n(x) g
′(x) dx
= −(1=2n)
∫ L
0
wn(x)g(2)(x) dx
= (1=4n)
∫ L
0
w(2)n (x)
[
g(2)(x)
a(x)
]
dx: (28)
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Since G0(x)= g(2)(x)=a(x) is piecewise continuous in [0; L], there exists a partition P= {0= xn0 ; xn1 ; : : : ;
xnm=L} containing the discontinuity points of g(2)(x), and a step function Gn(x), such that
Gn(x)=G0(xni−1+)= limx→ xni−1+
G0(x); xni−16 x¡x
n
i ;∣∣∣∣
∫ L
0
w(2)n (x){Gn(x)− G0(x)} dx
∣∣∣∣ ¡; n¿ 1: (29)
By (29) one gets∫ L
0
w(2)n (x)Gn(x) dx =
m−1∑
i= 0
G0(xni+) [w
′
n(x
n
i+1)− w′n(xni )]
= −G0(xn0+)w′n(xn0)
−
m−2∑
i= 0
[G0(xni+1+)− G0(xni+)]w′n(xni+1) + G0(xnm−1+)w′n(xnm):
Hence ∣∣∣∣
∫ L
0
w(2)n (x)Gn(x) dx
∣∣∣∣ ¡ {|G0(0)|+ |G0(L)|+ VG0 (0; L)}max{|w′n|; 06 x6L}: (30)
By (28)–(30), for every ¿ 0 it follows that∣∣∣∣
∫ L
0
a(x)wn(x)g(x) dx
∣∣∣∣ ¡ + {|G0(0)|+ |G0(L)|+ VG0 (0; L)}max {|w′n(x)|; 06 x6L}4n :
(31)
In accordance with [13], let us de4ne
G(wn; x)= 2na(x)(wn(x))
2 + (w′n(x))
2; 06 x6L; (32)
and note that∫ L
0
a(x)(wn(x))2 dx=
1
22n
[∫ L
0
{2na(x)w2n(x) + (w′n(x))2} dx
]
: (33)
Hence (33) can be written in the form∫ L
0
a(x)w2n(x) dx=
1
22n
∫ L
0
G(wn; x) dx: (34)
By Section 2 of [13] we know that G(wn; ·) is increasing where a(·) is increasing and G(wn; ·)
decreases where a(·) decreases. Thus according to the previous cases it follows that:
Case 1: a(·) is increasing in [0; L]. In this case Mx =1 and∫ L
0
G(wn; x) dx¿LG(wn; 0)=L=L=M 2x :
Case 2: a(·) is decreasing in [0; L]. Considering the function F(wn; x) such that G(wn; x)=
2na(x)F(wn; x) (see [13]) note that F(wn; ·) increases where a(·) decreases. Hence∫ L
0
G(wn; x) dx = 2n
∫ L
0
a(x)F(wn; x) dx¿ 2nF(wn; 0)
∫ L
0
a(x) dx
¿
∫ L
0 a(x) dx
a(0)
¿L
a(L)
a(0)
:
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Thus ∫ L
0
G(wn; x) dx=L=M 2x ;
where Mx is given by (24).
Case 3: With the notation of (25), taking into account Cases 1 and 2 it follows that
G(wn; x)¿
a(x1) · · · a(x2k+1)
a(x0) · · · a(x2k) ; 06 x6 xN :
Hence G(wn; x)¿ 1=M 2x and∫ L
0
G(wn; x) dx¿L=M 2x ;
where Mx is given by (25).
Case 4: With the notation of previous Case 4, see (26), by the study of Cases 1 and 2, one gets
G(wn; x)¿
a(x2) · · · a(x2k)
a(x1) · · · a(x2k−1) G(wn; x0); x06 x6 xN ; (35)
G(wn; x)¿G(wn; x0)= 2na(x0)F(wn; x0)¿ 
2
n
a(x0)
2na(0)
=
a(x0)
a(0)
; 06 x6 x0: (36)
By (26), (35), (36) one gets∫ L
0
G(wn; x) dx¿
a(x0) · · · a(x2k)
a(0)a(x1) · · · a(x2k−1)L=
L
M 2x
:
Summarizing, in any of the four cases one gets∫ L
0
G(wn; x) dx¿
L
M 2x
; (37)
and by (34)∫ L
0
a(x)(wn(x))2 dx¿
L
2M 2x 2n
: (38)
Note that if → 0 in (31), by (21) it follows that∣∣∣∣
∫ L
0
a(x)wn(x)g(x) dx
∣∣∣∣ 6 {|G0(0)|+ |G0(L)|+ VG0 (0; L)}Mx
√
A(0; L)√
a(0)4n
; (39)
for n¿ 1. By (38) and (39), the Sturm–Liouville coe#cient
dn=
∫ L
0 wn(x)a(x)g(x) dx∫ L
0 a(x)(wn(x))
2 dx
; (40)
satis4es
|dn|6 2M
3
x V (G0)
L
√
A(0; L)
a(0)
1
2n
; n¿ 1; (41)
where
V (G0)= |G0(0)|+ |G0(L)|+ VG0 (0; L): (42)
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Summarizing, the following result has been established:
Theorem 2. Let g(x) be a function verifying condition (27) and assume hypothesis (20). Let
G0(x)= g(2)(x)=a(x), let V (G0) be de:ned by (42). Then; the Sturm–Liouville coe;cients dn de:ned
by (40) satisfy (41).
Now assume that
f(x) is three times diHerentiable; f(3)(x) is piecewise continuous and has
a bounded variation in [0; L] with f(0)=f(L)=f(2)(0)=f(2)(L)= 0: (43)
Taking into account (18), (43) and that wn(0)=wn(L)= 0, and integrating by parts twice, it follows
that ∫ L
0
a(x)wn(x)f(x) dx = − 12n
∫ L
0
w(2)n (x)f(x) dx
=
1
2n
∫ L
0
w′n(x)f
′(x) dx
= − 1
2n
∫ L
0
wn(x)f(2)(x) dx;
∫ L
0
a(x)wn(x)f(x) dx=
1
4n
∫ L
0
w(2)n (x)
[
f(2)(x)
a(x)
]
dx: (44)
Let
F1(x)=
[
f(2)(x)
a(x)
]′
=
f(3)(x)a(x)− f(2)(x)a′(x)
(a(x))2
; 06 x6L: (45)
By (44), (45), integrating by parts and taking into account that, by (43), f(2)(0)=f(2)(L)= 0, it
follows that
∫ L
0
a(x)wn(x)f(x) dx = − 14n
∫ L
0
w′n(x)F1(x) dx +
1
4n
[
w′n(x)
f(2)(x)
a(x)
]x= L
x= 0
= − 1
4n
∫ L
0
w′n(x)F1(x) dx: (46)
Since F1(x) is piecewise continuous in [0; L], there exists a partition P= {0= xn0 ; xn1 ; : : : ; xnm=L}
containing the discontinuity points of F1(x), and a step function Hn(x), such that
Hn(x)=F1(xni−1+)= limx→ xni−1+
F1(x); xni−16 x¡x
n
i ;∣∣∣∣
∫ L
0
w′n(x){Hn(x)− F1(x)} dx
∣∣∣∣ ¡; n¿ 1: (47)
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By (47) and using that wn(0)=wn(L)= 0 one gets∫ L
0
w′n(x)Hn(x) dx=
m−1∑
i= 0
F1(xni+)[wn(x
n
i+1)− wn(xni )]
= − F1(xn0+)wn(xn0)−
m−2∑
i= 0
[F1(xni+1+)− F1(xni+)]wn(xni+1) + F1(xnm−1+)wn(xnm)
= −
m−2∑
i= 0
[F1(xni+1+)− F1(xni+)]wn(xni+1):
By (46), (47) and (21) it follows that∣∣∣∣
∫ L
0
a(x)wn(x)f(x) dx
∣∣∣∣ 6 14n (+ VF1 (0; L)max{|wn(x)|; 06 x6L})
6
1
4n
(
+
Mx
n
√
a(0)
VF1 (0; L)
)
; (48)
where VF1 (0; L) is the total variation of F1(x) in the interval [0; L].
Taking limits in (48) as → 0, it follows that∣∣∣∣
∫ L
0
a(x)wn(x)f(x) dx
∣∣∣∣ 6 VF1 (0; L)Mx√a(0)5n : (49)
Since by (38) one gets∫ L
0
a(x)(wn(x))2 dx¿
L
2M 2x 2n
; (50)
by (49), (50), the Sturm–Liouville coe#cient
cn=
∫ L
0 wn(x)a(x)f(x) dx∫ L
0 a(x)(wn(x))
2 dx
; (51)
satis4es
|cn|6 2M
3
x VF1 (0; L)
L
√
a(0)
1
3n
; n¿ 1: (52)
Hence the following result has been established:
Theorem 3. With the previous notation assume hypotheses (20) and let f(x) be a function satis-
fying (43). If cn is the Sturm–Liouville coe;cient de:ned by (51); then it satis:es (52).
From the proofs of Theorems 2 and 3, application the induction principle it is easy to prove the
following theorem:
Theorem 4. Let F0(x)=f(2)(x)=a(x) and let us de:ne the sequence
F2k+1(x)=F ′2k(x);
F2k+2(x)=
F ′2k+1(x)
a(x)
;
06 x6L; k¿ 0: (53)
310 P. Almenar, L. Jodar / Journal of Computational and Applied Mathematics 134 (2001) 301–323
Then; if we de:ne cn as in (51) and assume that
Fi(x) is continuous in [0; L] for i=1; : : : ; 2k − 1; F2i(0)=F2i(L)= 0
for i=1; : : : ; k − 1; and F2k(x) is piecewise continuous and has
a bounded variation in [0; L]; (54)
it follows that
|cn|6 12k+2n
2M 3x
L
√
A(0; L)
a(0)
V (F2k); (55)
where
V (F2k)= |F2k(0)|+ |F2k(L)|+ VF2k (0; L): (56)
Furthermore; if
Fi(x) is continuous in [0; L] for i=1; : : : ; 2k; F2i(0)=F2i(L)= 0
for i=1; : : : ; k; and F2k+1(x) is piecewise continuous and has
a bounded variation in [0; L]; (57)
it follows that
|cn|6 12k+3n
2M 3x
L
VF2k+1(0; L)√
a(0)
: (58)
4. Exact and truncated theoretical solutions
This section deals with the construction of a theoretical series solution of problem (1)–(4), and
then with the truncation of that series according to a pre4xed accuracy in a bounded subdomain.
The separation of variables technique suggests seeking 4rst solutions of the boundary value prob-
lem (1)–(4) of the form
u(x; t)=X (x)T (t); (59)
where
X ′′ + 2a(x)X =0; 0¡x¡L; X (0)=X (L)= 0; (60)
and
T ′′ + 2b(t)T =0; t ¿ 0: (61)
Assume that b(t) satis4es condition (8). Let 2n be the nth eigenvalue of the Sturm–Liouville problem
(60), and let {Tn;1(t); Tn;2(t)} be the fundamental set of solutions of problem
T ′′ + 2b(t)T =0; 06 t6d; (62)
satisfying
Tn;1(0)= 1; T ′n;1(0)= 0; Tn;2(0)= 0; T
′
n;2(0)= 1: (63)
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Under hypothesis (8), disregarding Corollary 1 of [13] and taking into account the proof of
Theorem 1 of [13] as well as expression (13) of [13], and the fact that in [0; d] the function b′(t)
has at most a 4nite number of intervals of increase and decrease, it follows that
|Tn;1(t)|6Mt; |Tn;2(t)|6 Mtn
√
b(0)
;
|T ′n;1(t)|6 nMt
√
B(0; d); |T ′n;2(t)|6
Mt
√
B(0; d)√
b(0)
;
06 t6d; n¿ 1; (64)
where
B(0; d)=max{b(t); 06 t6d} (65)
and Mt takes the following possible values:
Case 1:
If b(t) is increasing in [0; d]; then Mt =1: (66)
Case 2:
If b(t) is decreasing in [0; d]; then Mt = [b(0)=b(d)]
1=2: (67)
Case 3: If there exists a partition 0¡t0¡t1¡ · · · ¡tN =d such that
b(t) is increasing in [0; t0]; [t1; t2]; : : : ; [t2k+1; t2k+2];
b(t) is decreasing in [t0; t1]; [t2; t3]; : : : ; [t2k ; t2k+1];
where tN = t2k+1 or tN = t2k+2, then
Mt =
[
b(t0)b(t2) · · · b(t2k)
b(t1)b(t3) · · · b(t2k+1)
]1=2
: (68)
Case 4: If there exists a partition 0¡t0¡t1¡ · · · ¡tN =d such that
b(t) is decreasing in [0; t0]; [t1; t2]; : : : ; [t2k−1; t2k];
b(t) is increasing in [t0; t1]; [t2; t3]; : : : ; [t2k ; t2k+1];
where tN = t2k or tN = t2k+1, then
Mt =
[
b(0)b(t1) · · · b(t2k−1)
b(t0)b(t2) · · · b(t2k)
]1=2
: (69)
If (1) wn(x) is the eigenfunction corresponding to the nth eigenvalue 2n of problem (60), (2) dn
and cn are de4ned by (40) and (51), respectively, (3) g(x) satis4es (27) and (4) f(x) (43), the
candidate series solution of problem (1)–(4) is given by
u(x; t)=
∑
n¿ 1
{cnTn;1(t) + dnTn;2(t)}wn(x): (70)
By [20, pp. 264–265] it follows that
n2*2
L2A(0; L)
6 2n6
n2*2
L2a(0; L)
; n¿ 1; (71)
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where
a(0; L)=min{a(x); 06 x6L}: (72)
Let d¿ 0 and (d)= {(x; t); 06 x6L; 06 t6d}. By Theorems 2 and 3, under the hypotheses
of such theorems and taking into account (71), it is easy to show the uniform convergence in (d)
of the series∑
n¿ 1
{cnTn;1(t) + dnTn;2(t)}w′n(x);
∑
n¿ 1
{cnTn;1(t) + dnTn;2(t)}w′′n (x)= − a(x)
∑
n¿ 1
{cnTn;1(t) + dnTn;2(t)}2nwn(x)
and ∑
n¿ 1
{cnT ′′n;1(t) + dnT ′′n;2(t)}wn(x)= − b(t)
∑
n¿ 1
{cnTn;1(t) + dnTn;2(t)}2nwn(x):
By the derivation theorem of functional series [4, p. 403], the function u(x; t) de4ned by (70) is
twice partially termwise diHerentiable with respect to both variables x and t at every point (x; t) with
0¡x¡L, t ¿ 0. Hence
uxx − a(x)b(t) utt =
∑
n¿ 1
w′′n (x){cnTn;1(t) + dnTn;2(t)}
− a(x)
b(t)
∑
n¿ 1
wn(x){cnT ′′n;1(t) + dnT ′′n;2(t)}
= −a(x)
∑
n¿ 1
2nwn(x){cnTn;1(t) + dnTn;2(t)}
+
a(x)
b(t)
b(t)
∑
n¿ 1
2nwn(x){cnTn;1(t) + dnTn;2(t)}
= 0:
Furthermore, by the convergence theorem of Sturm–Liouville series expansions [8, p. 20; 20], it
follows that
u(x; 0)=
∑
n¿ 1
cnwn(x)=f(x); ut(x; 0)=
∑
n¿ 1
dnwn(x)= g(x); 06 x6L:
Note that series (70) satis4es the boundary conditions (2) because wn(0)=wn(L)= 0 and thus for
t ¿ 0 one gets
u(0; t)=
∑
n¿ 1
{cnTn;1(t) + dnTn;2(t)}wn(0)= 0;
u(L; t)=
∑
n¿ 1
{cnTn;1(t) + dnTn;2(t)}wn(L)= 0:
From a computational point of view the series solution (70) presents two drawbacks; 4rst, the
in4niteness of the series, and second, the fact that wn(x), Tn;1(t) and Tn;2(t) are theoretical solutions
of diHerential equations (60) and (61). We will try now to overcome the 4rst di#culty showing an
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appropriate truncation strategy, taking advantage of explicit bounds of wn(x) and Tn; i(t) for i=1; 2,
n¿ 1.
Let d¿ 0 and (x; t)∈(d) and assume hypotheses (8), (20), (27) and (43). By Theorems 2 and
3, inequalities (21), (41), (42), (52), (64) and (71), it follows that
|{cnTn;1(t) + dnTn;2(t)}wn(x)|
6
Mx
n
√
a(0)
{
2VF1 (0; L)
L
√
a(0)
+
2V (G0)
√
A(0; L)
L
√
a(0)b(0)
}
M 3x Mt
3n
6
2M 4x MtL
3(A(0; L))2
a(0)*4
{
VF1 (0; L) + V (G0)
[
A(0; L)
b(0)
]1=2} 1
n4
; n¿ 1: (73)
Since
∑
n¿ 1 n
−4 = *4=90, see [4, p. 479], by (73), taking the 4rst positive integer n0 so that
n0∑
n= 1
1
n4
¿
*4
90
− 1 *
4a(0)
2M 4x MtL3(A(0; L))2
(
VF1 (0; L) + V (G0)
[
A(0; L)
b(0)
]1=2)−1
; (74)
it follows that∣∣∣∣∣
∑
n¿ n0
wn(x){cnTn;1(t) + dnTn;2(t)}
∣∣∣∣∣ ¡1; (x; t)∈(d): (75)
Thus if we denote
u(n0; x; t)=
n0∑
n= 1
wn(x){cnTn;1(t) + dnTn;2(t)}; (76)
one gets
|u(x; t)− u(n0; x; t)|¡1; (x; t)∈(d): (77)
Summarizing the following result has been established:
Theorem 5. Assume hypotheses (8); (20); (27) and (43) and previous notation. Then u(x; t) de:ned
by (70) is an exact series solution of problem (1)–(4). Given 1¿ 0; d¿ 0 and taking n0 as the
:rst positive integer satisfying (74); it follows that u(n0; x; t) de:ned by (76) is an approximated
solution of problem (1)–(4) satisfying (77).
The following example includes a lot of situations where the hypotheses of Theorem 5 on the
coe#cients a(x), b(t) are satis4ed.
Example 6. Let P(z), Q(z) be polynomials and let ai; bi; i=1; 2, and ,; - be real numbers such that
a1¿ |a2|; b1¿ |b2|
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and let k¿ 1 be an integer. Then taking the following alternative choices make a(x), b(t) satisfy
hypotheses of Theorem 5,
a(x)= a1 + a2 sin(,x);
a(x)= a1 + a2 cos(-x);
a(x)= a1 + a2(P(x))2k ;
b(t)= b1 + b2 sin(-t);
b(t)= b1 + b2 cos(,t);
b(t)= b1 + b2(Q(t))2k :
The hypotheses of Theorem 5 are the minimum required for the function u(x; t) of (70) to be the
solution of problem (1)–(4). However, in some situations they may yield a number of terms n0 to
take in the approximation for u(n0; x; t) which is excessively high. The value of n0 can be reduced
by applying the results of Theorem 4, as the next theorem shows.
Theorem 7. Assume hypotheses (8); (20) and previous notation.
1. If there exists some k ¿ 0 for which the function g(x) satis:es the condition (54) and the
function f(x) satis:es condition (57); taking n0 as the :rst integer satisfying
n0¿L
[
2M 4x Mt[A(0; L)]
k+2
1(2k + 3)*2k+4a(0)
(
VF2k+1(0; L) + V (G2k)
[
A(0; L)
b(0)
]1=2)]1=(2k+3)
(78)
then the function u(n0; x; t) de:ned by (76) is an approximated solution of problem (1)–(4)
satisfying (77).
2. In the same way; if there exists some k ¿ 0 such that the function g(x) satis:es condition (57)
for k and the function f(x) satis:es condition (54) for k + 1; taking n0 as the :rst integer
satisfying
n0¿L
[
2M 4x Mt[A(0; L)]
(2k+5)=2
1(2k + 4)*2k+5a(0)
(
VG2k+1(0; L)√
b(0)
+ V (F2k+2)
√
A(0; L)
)]1=(2k+4)
(79)
then the function u(n0; x; t) de:ned by (76) is an approximated solution of problem (1)–(4)
satisfying (77).
Proof. From (53)–(58), arguing as in (73) and noting that
∑
n¿ n0 (1=n
p)¡
∫ +∞
n0
(1=sp) ds, Eqs. (78)
and (79) follow immediately.
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5. Analytic–numerical solutions
In this section we address the following question: Given 2¿ 0, d¿ 0 and u(n0; x; t) de4ned by
(76), how close must the approximated eigenvalues ˜
2
n be to 
2
n for 16 n6 n0, so that if
u˜(n0; x; t)=
n0∑
n= 1
w˜n(x){c˜nT˜ n;1(t) + d˜nT˜ n;2(t)}; (80)
where w˜n(x); c˜n; d˜n; T˜ n;1(t) and T˜ n;2(t) are approximations of wn(x); cn; dn; Tn;1(t) and Tn;2(t),
respectively, for 16 n6 n0, then
|u(n0; x; t)− u˜(n0; x; t)|¡2; (x; t)∈(d): (81)
We seek the admissible accuracy
max
16 n6 n0
|2n − ˜
2
n|= 0; (82)
so that (81) holds true. The construction of (80) is going to be performed by approximating wn(x),
Tn;1(t), Tn;2(t) which are the solutions of the initial value problems
w′′n (x) + 
2
na(x)wn(x)= 0; wn(0)= 0; w
′
n(0)= 1; (83)
T ′′n;1(t) + 
2
nb(t)Tn;1(t)= 0; Tn;1(0)= 1; T
′
n;1(0)= 0; (84)
T ′′n;2(t) + 
2
nb(t)Tn;2(t)= 0; Tn;2(0)= 0; T
′
n;2(0)= 1; (85)
by the solutions of the perturbed initial value problems
w˜′′n (x) + ˜
2
na(x)w˜n(x)= 0; w˜n(0)= 0; w˜
′
n(0)= 1; (86)
T˜
′′
n;1(t) + ˜
2
nb(t)T˜ n;1(t)= 0; T˜ n;1(0)= 1; T˜
′
n;1(0)= 0; (87)
T˜
′′
n;2(t) + ˜
2
nb(t)T˜ n;2(t)= 0; T˜ n;2(0)= 0; T˜
′
n;2(0)= 1: (88)
Let An(x), A˜n(x), Bn(t) and B˜n(t) be the matrices in R2×2 de4ned by
An(x)=
[
0 1
−2na(x) 0
]
; A˜n(x)=
[
0 1
−˜2na(x) 0
]
; (89)
Bn(t)=
[
0 1
−2nb(t) 0
]
; B˜n(t)=
[
0 1
−˜2nb(t) 0
]
: (90)
By property (7) we know that
(An(x))6
|1− 2na(x)|
2
; (Bn(t))6
|1− 2nb(t)|
2
: (91)
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Let Wn(x), Zn;1(t), Zn;2(t) be the solutions of the vector problems
W ′n(x)=An(x)Wn(x); Wn(0)=
[
0
1
]
; 06 x6L; (92)
Z ′n;1(t)=Bn(t)Zn;1(t); Zn;1(0)=
[
1
0
]
; 06 t6d; (93)
Z ′n;2(t)=Bn(t)Zn;2(t); Zn;2(0)=
[
0
1
]
; 06 t6d; (94)
and let W˜ n(x), Z˜n;1(t), Z˜n;2(t) be the solutions of the perturbed initial vector problems
W˜
′
n(x)= A˜n(x)W˜ n(x); W˜ n(0)=
[
0
1
]
; 06 x6L; (95)
Z˜
′
n;1(t)= B˜n(t)Z˜n;1(t); Z˜ n;1(0)=
[
1
0
]
; 06 t6d; (96)
Z˜
′
n;2(t)= B˜n(t)Z˜n;2(t); Z˜ n;2(0)=
[
0
1
]
; 06 t6d: (97)
It is clear from (92)–(97) that
Wn(x)=
[
wn(x)
w′n(x)
]
; Zn;1(t)=
[
Tn;1(t)
T ′n;1(t)
]
; Zn;2(t)=
[
Tn;2(t)
T ′n;2(t)
]
;
so by (21) and (64) it follows that
‖[Bn(t)− B˜n(t)]Zn;1(t)‖26MtB(0; d)|2n − ˜
2
n|; 06 t6d;
‖[Bn(t)− B˜n(t)]Zn;2(t)‖26
MtB(0; d)√
b(0)n
|2n − ˜
2
n|; 06 t6d;
‖[An(x)− A˜n(x)]Zn;2(t)‖26
MxA(0; L)√
a(0)n
|2n − ˜
2
n|; 06 x6L:
(98)
By Theorem 3:3:1 of [12] and (91)–(98) it follows that
‖Wn(x)− W˜ n(x)‖26A(0; L)|2n − ˜
2
n|
Mx√
a(0)˜n
L exp
(∫ L
0
|1− 2na(x)|
2
dx
)
: (99)
From (99) and (71), for 06 x6L and 16 n6 n0 one gets
‖Wn(x)− W˜ n(x)‖26 |2n − ˜
2
n|3n0 ; 06 x6L; (100)
where
3n0 =
MxL2[A(0; L)]
3=2
*
√
a(0)
exp
(∫ L
0
[
1
2
+
n20*
2
2L2a(0; L)
a(x)
]
dx
)
: (101)
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In an analogous way,
‖Zn;1(t)− Z˜n;1(t)‖26 |2n − ˜
2
n|41; n0 ; 06 t6d;
‖Zn;2(t)− Z˜n;2(t)‖26 |2n − ˜
2
n|42; n0 ; 06 t6d;
(102)
where
41; n0 =MtB(0; d)d exp
(∫ d
0
[
1
2
+
n20*
2
2L2a(0; L)
b(t)
]
dt
)
; (103)
and
42; n0 =
MtLd
√
A(0; L)B(0; d)
*
√
b(0)
exp
(∫ d
0
[
1
2
+
n20*
2
2L2a(0; L)
b(t)
]
dt
)
: (104)
Since wn(x)= [1; 0]Wn(x), w˜n(x)= [1; 0]W˜ n(x), Tn;1(t)= [1; 0]Zn;1(t), Tn;2(t)= [1; 0]Zn;2(t), T˜ n;1(t)=
[1; 0]Z˜n;1(t), T˜ n;2(t)= [1; 0]Z˜n;2(t), by (100) and (102) it follows that
‖Tn;1(t)− T˜ n;1(t)‖26 |2n − ˜
2
n|41; n0 ;
‖Tn;2(t)− T˜ n;2(t)‖26 |2n − ˜
2
n|42; n0 ;
‖wn(x)− w˜n(x)‖26 |2n − ˜
2
n|3n0 ;
06 x6L; 06 t6d; 16 n6 n0: (105)
Let c˜n and d˜n be de4ned by
c˜n=
∫ L
0 w˜n(x)a(x)f(x) dx∫ L
0 a(x)(w˜
2
n(x))2 dx
; d˜n=
∫ L
0 w˜n(x)a(x)g(x) dx∫ L
0 a(x)(w˜
2
n(x))2 dx
; (106)
and note that if an; bn; a˜n; b˜n are real numbers with bn = 0, b˜n = 0, then
an
bn
− a˜n
b˜n
=
an − a˜n
bn
+
a˜n
b˜n
b˜n − bn
bn
: (107)
By (51), (106) and (107) one gets
cn − c˜n=
∫ L
0 [wn(x)− w˜n(x)]f(x)a(x) dx∫ L
0 a(x)(wn(x))
2 dx
+ c˜n
∫ L
0 [(w˜n(x))
2 − (wn(x))2]a(x) dx∫ L
0 a(x)(wn(x))
2 dx
: (108)
Let ˜, 5˜ and C˜ be de4ned so that they satisfy
0¡˜6min{˜2n; 16 n6 n0};
5˜¿max{˜2n; 16 n6 n0};
C˜¿max{c˜2n; 16 n6 n0}:
(109)
By (21), (38), (71), (105), (107) and (109) it follows that
|cn − c˜n|671; n0 (f)|2n − ˜
2
n|; 16 n6 n0; (110)
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where
71; n0 (f) =
2M 2x n
2
0*
23n0
L3a(0; L)
{∫ L
0
|f(x)|a(x) dx +
(∫ L
0
a(x) dx
)
C˜
×
[
MxL
√
A(0; L)√
a(0)*
+
Mx√
a(0)(˜)1=2
]}
: (111)
Note that
cnTn;1(t)wn(x)− c˜nT˜ n;1(t)w˜n(x) = (cn − c˜n)Tn;1(t)wn(x) + c˜n(Tn;1(t)− T˜ n;1(t))wn(x)
+ c˜nT˜ n;1(t)(wn(x)− w˜n(x)): (112)
In an analogous way to the proof of (21) it is easy to show that
|w˜n(x)|6 Mx√
a(0)(˜)1=2
; 06 x6L;
|T˜ n;1(t)|6Mt; 06 t6d;
|T˜ n;2(t)|6 Mt√
a(0)(˜)1=2
; 06 t6d;
(113)
and by (105)–(113) it follows that
|cnTn;1(t)wn(x)− c˜nT˜ n;1(t)w˜n(x)|6 S1; n0 (f)|2n − ˜
2
n|; (x; t)∈(d); 16 n6 n0; (114)
where
S1; n0 (f)=71; n0 (f)
MxMtL
√
A(0; L)√
a(0)*
+ C˜41; n0
MxL
√
A(0; L)√
a(0)*
+ C˜Mt3n0 : (115)
Taking into account the expression
dnTn;2(t)wn(x)− d˜nT˜ n;2(t)w˜n(x)
= (dn − d˜n)Tn;2(t)wn(x) + d˜n(Tn;2(t)− T˜ n;2(t))wn(x) + d˜nT˜ n;2(t)(wn(x)− w˜n(x));
one gets
dnTn;2(t)wn(x)− d˜nT˜ n;2(t)w˜n(x)|6 S2; n0 (g)|2n − ˜
2
n|; (x; t)∈(d); 16 n6 n0; (116)
where S2; n0 (g) takes the value
S2; n0 (g)=72; n0 (g)
MxMtL2A(0; L)√
a(0)b(0)*2
+ D˜42; n0
MxL
√
A(0; L)√
a(0)*
+ D˜
Mt√
b(0)(˜)1=2
3n0 ; (117)
and 72; n0 (g) takes the value obtained replacing f(x) by g(x) and C˜ by D˜ in (111). Taking 0¿ 0
so that
|2n − ˜
2
n|6 0¡
2
n0[S1; n0 (f) + S2; n0 (g)]
; 16 n6 n0; (118)
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by (76), (80), (114) and (116) it follows that
|u(n0; x; t)− u˜(n0; x; t)|¡2; (x; t)∈(d): (119)
Note that u˜(n0; x; t) involves the theoretical solutions T˜ n;1(t), T˜ n;2(t) and w˜n(x) of the perturbed
initial value problems (86)–(88) with the approximated eigenvalues ˜
2
n. Such functions may be
approximated by means of discrete methods and then using linear B-spline functions to construct
analytic–numerical solutions.
For the sake of the clarity we adapt and summarize results analogous to those used in Section 4
of [13] using Stormer’s method.
Let us assume that a(x) and b(t) are functions continuously diHerentiable with a′′(x) and b′′(t)
piecewise continuous in the domains [0; L] and [0; d], respectively (although according to [13] the
conditions required for a(x) and b(t) are that both are twice continuously diHerentiable, following
the proof of Sections 6:1:3 and 6:2:2 of [11] it is easy to show that the conditions can be relaxed to
the ones used here if the integral form for the remainder of a Taylor expansion is used in Section
6:1:3).
Consider the Stormer scheme
zn; i(m+ 2)− 2zn; i(m+ 1) + zn; i(m)= − h2˜2nb(tm+1)zn; i(m+ 1)
06m6N − 2; 16 n6 n0; i=1; 2;
(120)
with two sets of starting values
zn;1(0)= 1; zn;1(1)= 1− ˜2nb(0)
h2
2
;
zn;2(0)= 0; zn;2(1)= h;
(121)
where h¿ 0, Nh=d, tm=mh, as a procedure to approximate numerically at the mesh {tm}Nm= 0 the
exact solutions T˜ n;1(t) and T˜ n;2(t). Let Sn; i(t) be the linear B-spline function interpolating the discrete
values {zn; i(m)}Nm= 0, i=1; 2, 16 n6 n0, de4ned by
Sn; i(t)=
1
h
{(tm+1 − t)zn; i(m) + (t − tm)zn; i(m+ 1)};
tm6 t6 tm+1; 06m6N − 1; i=1; 2:
(122)
Following the ideas developed in [13] but using a Taylor approximation of second order (instead of
one of 4rst order as in [13]) in the initial values zn; i(0); zn; i(1); i=0; 1, one gets
|Sn; i(t)− T˜ n; i(t)|6 h2Ei + h2Fi; 06 t6d; i=1; 2; 16 n6 n0; (123)
for h¡H , where H is a positive a priori upper bound for h and
E1 =
{
4(d+ H)Mt5˜[(B(0; d))3=25˜
1=2
+ B1(0; d)] +
(d+ H)2
24
5˜
× [[B2(0; d) + 5˜(B(0; d))2]Mt + 2B1(0; d)Mt5˜1=2
√
B(0; d)]
}
×exp((d+ H)2B(0; d)5˜); (124)
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E2 =
{
4(d+ H)Mt√
b(0)
5˜
1=2
[(B(0; d))3=25˜
1=2
+ B1(0; d)] +
(d+ H)2
24
5˜
×
[
[B2(0; d) + 5˜(B(0; d))2]
Mt
(˜b(0))1=2
+ 2B1(0; d)Mt
(
B(0; d)
b(0)
)1=2]}
×exp((d+ H)2B(0; d)5˜); (125)
F1 =
5˜
8
B(0; d)Mt; F2 =
(
5˜
b(0)
)1=2
MtB(0; d)
8
; (126)
Bi(0; d)=max{|b(i)(t)|; 06 t6d}; i=1; 2: (127)
In an analogous way, Stormer’s method to approximate numerically the solution w˜n(x) of (86) at
xm=mh, with 0¡h¡H , N1h=L, 06m6N1, gives
wn(m+ 2)− 2wn(m+ 1) + wn(m)= − h2˜2na(xm+1)wn(m+ 1)
wn(0)= 0; wn(1)= h; 06m6N1 − 2; 16 n6 n0:
(128)
If
Swn(x)=
1
h
{(xm+1 − x)wn(m) + (x − xm)wn(m+ 1)} ; xm6 x6 xm+1; 06m6N1 − 1;
(129)
then
|w˜n(x)− Swn(x)|6 h2(E3 + F3); 06 x6L; 16 n6 n0; (130)
where
E3 =

4(L+ H)Mx[(A(0; L))
3=25˜
1=2
+ A1(0; L)](5˜)1=2√
a(0)
+
(L+ H)2
24
5˜
×
[
[A2(0; L) + 5˜(A(0; L))2]
Mx
(˜a(0))1=2
+ 2A1(0; L)Mx
(
A(0; L)
a(0)
)1=2]

×exp((L+ H)2A(0; L)5˜); (131)
F3 =
(
5˜
a(0)
)1=2
MxA(0; L)
8
; (132)
Ai(0; L)=max{|a(i)(x)|; 06 x6L}: (133)
Let c∗n , d
∗
n be de4ned by
c∗n =
∫ L
0 Swn(x)a(x)f(x) dx∫ L
0 a(x)(Swn(x))
2 dx
; d∗n =
∫ L
0 Swn(x)a(x)g(x) dx∫ L
0 a(x)(Swn(x))
2 dx
; (134)
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and let C∗; D∗; S∗ be de4ned by
C∗¿max{c∗n ; 16 n6 n0}; D∗¿max{d∗n ; 16 n6 n0};
S∗¿max{Sn; i(t); 06 t6d; 16 n6 n0; 16 i6 2}:
(135)
Note that
c˜nT˜ n;1(t)w˜n(x)− c∗nSn;1(t)Swn(x)
= (c˜n − c∗n)T˜ n;1(t)w˜n(x) + c∗n(T˜ n;1(t)− Sn;1(t))w˜n(x) + c∗nSn;1(t)(w˜n(x)− Swn(x)); (136)
and
d˜nT˜ n;2(t)w˜n(x)− d∗nSn;2(t)Swn(x)
= (d˜n − d∗n)T˜ n;2(t)w˜n(x) + d∗n(T˜ n;2(t)− Sn;2(t))w˜n(x) + d∗nSn;2(t)(w˜n(x)− Swn(x)): (137)
In an analogous way to (108), we have
c˜n − c∗n =
∫ L
0 [w˜n(x)− Swn(x)]f(x)a(x) dx∫ L
0 a(x)(w˜n(x))
2 dx
+ c∗n
∫ L
0 [(Swn(x))
2 − (w˜n(x))2]a(x) dx∫ L
0 a(x)(w˜n(x))
2 dx
; (138)
and for h¡H , by the proof of (21) and (50), (109), (135) and (138), it follows that
|c˜n − c∗n |6 h27∗1; n0 (f); (139)
where
7∗1; n0 (f)=
2M 2x
L
(E3 + F3)5˜
[∫ L
0
|f(x)|a(x) dx + C∗
(∫ L
0
a(x) dx
)(
S∗ +
Mx√
a(0)(˜)1=2
)]
:
(140)
By (135)–(140) it follows that
|c˜nT˜ n;1(t)w˜n(x)− c∗nSn;1(t)Swn(x)|6 h2S∗1; n0 (f);
|d˜nT˜ n;2(t)w˜n(x)− d∗nSn;2(t)Swn(x)|6 h2S∗2; n0 (g);
(x; t)∈(d); 16 n6 n0; (141)
where S∗1; n0 (f) takes the value
S∗1; n0 (f)=7
∗
1; n0 (f)
MtMx√
a(0)(˜)1=2
+ C∗
(E1 + F1)Mx√
a(0)(˜)1=2
+ C∗S∗(E3 + F3): (142)
and S2; n0 (g), in turn, is given as
S∗2; n0 (g)=7
∗
2; n0 (g)
MtMx√
a(0)b(0)˜
+ D∗
(E2 + F2)Mx√
a(0)(˜)1=2
+ D∗S∗(E3 + F3); (143)
7∗2; n0 (g) is got from 7
∗
1; n0 (f) replacing f(x) by g(x) and C
∗ by D∗ in (140). By (141)–(143) note
that if we de4ne
u∗(n0; x; t)=
n0∑
n= 1
{c∗nSn;1(t) + d∗nSn;2(t)} Swn(x); (144)
it follows that
|u∗(n0; x; t)− u˜(n0; x; t)|6 n0(S∗1; n0 (f) + S∗2; n0 (g))h2; (x; t)∈(d): (145)
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Hence, taking 0¡h¡H small enough so that
h¡
√
3
n0(S∗1; n0 (f) + S
∗
2; n0 (g))
= h0; (146)
one gets
|u∗(n0; x; t)− u˜(n0; x; t)|¡3; (x; t)∈(d): (147)
By (77), (119) and (147), if
1 + 2 + 3 = ; (148)
it follows that
|u∗(n0; x; t)− u(x; t)|¡; (x; t)∈(d); h¡min(H; h0): (149)
Summarizing, the following procedure constructs the accurate analytic-numerical solution of problem
(1)–(4):
Step 1 (Truncation of the exact series solution)
Given ¿ 0, d¿ 0,
1. Select 1, 2 and 3 accomplishing (148).
2. Compute constants Mx and Mt given by (23)–(26) and (66)–(69) according to the concrete
cases.
3. Compute A(0; L), b(0), VF1 (0; L) and V (G0), where F1(x)= [f
(2)(x)=a(x)]′, G0 = (g(2)(x)=a(x)),
using (22) and (42).
4. Select n0 verifying (74). If the value obtained is excessively high, increase 1 in Step 1 and
repeat the process. Application of Theorem 7, if conditions required for it apply, can also be
useful for that purpose.
Assume that a(x), b(t) are continuously diHerentiable functions in [0; L] and [0; d] respectively,
with a′′(x) and b′′(t) piecewise continuous in the same domains.
Step 2 (Analytic numerical solution)
1. Let ˜, 5˜, C˜ and D˜ be admissible bounds for the 4rst n0 approximated eigenvalues and Sturm–
Liouville coe#cients cn and dn.
2. Select 3n0 , 41; n0 and 42; n0 according to (101), (103) and (104), respectively.
3. Compute 71; n0 (f) and 72; n0 (g) using (111), S1; n0 (f) and S2; n0 (g) using (115) and (117).
4. Select ˜
2
1; : : : ; ˜
2
n approximated eigenvalues satisfying (118).
5. Select an upper bound H for the stepsize h.
6. Compute E1; E2 using (124) and (125), respectively, and F1 and F2 using (126).
7. Compute E3 and F3 using (131) and (132), respectively.
8. Select C∗, D∗ and S∗ to satisfy (135).
9. Compute 7∗1; n0 (f), 7
∗
2; n0 (g) via (140).
10. Compute S∗1; n0 (f) and S
∗
2; n0 (g) using (142) and (143).
11. Compute h¡H using (146). If the value obtained for h is excessively low, select a new bound
H for h and go back to Step 5.
12. Compute the discrete numerical sequences {zn; i(m)}Nm= 0 and {wn(m)}N1m= 0 using Stormer’s schemes
(120)–(121) for i=1; 2, 16 n6 n0, and (128), where 0¡h¡h0, and h0 is given by (146).
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13. Compute the linear B-spline functions Sn; i(t), for i=1; 2 using (122) and Swn(x) by (129).
14. Compute approximated Sturm–Liouville coe#cients c∗n , d
∗
n given by (134) for 16 n6 n0.
15. The function u∗(n0; x; t) de4ned by (144) satis4es (149).
Remark 8. The previous algorithm may oHer very low values for the stepsize h and the approxima-
tion error |2n− ˜
2
n|, specially when the function a(x) varies a lot between consecutive critical points.
This fact is due to the extremely pessimistic a priori error bounds available for the current methods
of numerical resolution of diHerential equations. If more optimistic error bounds were available, they
could easily be used to reduce the precision needed here.
Other ways to approximate the eigenfunctions wn(x) requiring an error bound for the approximation
of the eigenvalues much higher than the one presented here can be also considered, also in order
to reduce the order of the required stepsize h. However, the general lack of explicit (including
numerical constants) error bounds for these methods makes their application to the kind of problems
presented here di#cult.
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