Abstract-An important application for modern large-scale networks is to spread the information efficiently to the largest audience. To better understand the theoretical underpinnings, a novel graph metric named mobile conductance was proposed in our previous work to evaluate the information spreading time of a connected mobile network. By capturing the details of both network structure and mobility pattern, this metric essentially determines the network bottleneck for conducting information flow under general network mobility. Despite major relaxation on node mobility, only slight relaxation on network connectivity was made in our previous work. In this paper, we make another major relaxation on the network connectivity by extending the mobileconductance based analytical model to the sparse setting, hence offering a unified view. Interestingly, a penalty factor is identified for information spreading in sparse networks as compared to the connected scenario, which is then intuitively interpreted and verified by simulations. By jointly considering mobility and connectivity, we derive the mobile conductance for various mobility models with general connectivity. Using these analytical results, the mobility-connectivity tradeoff is quantitatively analyzed to determine how much mobility may be exploited to compensate for network connectivity deficiency.
Mobile Conductance in Sparse Networks
and Mobility-Connectivity Tradeoff
I. INTRODUCTION

A. Motivation and Related Works
I
NFORMATION spreading is a fundamental network function. In many scenarios of interest, such as disaster warning broadcast through deployed sensor networks, disease infection in human society, and news/rumour spreading in social networks, the metric of information spreading time may be more relevant than other traditional ones such as network throughput [1] and power consumption. A common question in these scenarios is: how fast a message can be spread to the whole network? Motivated by this general question, research on information spreading in both technological networks and social networks has attracted increasing attention in recent years (see [2] - [5] and the references therein). Information spreading in static networks has been well studied in the seminal work of [6] , where the spreading time is found to be closely related to the geometry of a network. Specifically, a graph metric, conductance, is explored to facilitate the study of information spreading for networks with arbitrary topologies.
For mobile networks, some interesting results on information spreading have been obtained under various mobility models. For the constrained i.i.d. mobility and discrete-time Brownian motion models, the scaling properties of information propagation between a pair of nodes are explored in large mobile wireless networks [7] . For the random walk mobility model, an upper bound of the information propagation speed for the flooding mechanism is derived in [8] . For a connected Markovian evolving graph, an upper bound of the flooding time in terms of node-expansion properties is derived in [9] . However, it is observed that most existing analytical works (see [7] - [11] and the references therein) focus on specific mobility models, in particular random-walk like mobility models.
To address general mobility, our previous work [20] proposed a newly-defined metric, termed mobile conductance, which represents the capability of a mobile network to conduct information flows. Mobile conductance, serving as the mobile counterpart of the traditional conductance concept, encapsulates the details of network structure and mobility pattern and facilitates the study of information spreading in mobile networks. Owing to this general definition, a unified result on the mobile spreading time is derived for a class of mobile networks.
Despite major relaxation on node mobility, only slight relaxation on network connectivity was made in [20] . Generally speaking, we required the network remains connected under mobility 1 . This assumption may not always hold, as many realworld networks are disconnected (or intermittently connected) most of the time [2] , [12] - [14] , e.g., vehicular networks when the traffic is light, cognitive networks under intensive primary 1 A detailed discussion is given in Section III.
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user activity [15] , [16] , and many other sparsely populated networks. Therefore, in this work, we make another major relaxation on the network connectivity. Specifically, we endeavor to extend our analytical framework to a general choice of transmission range r , so long as the expected meeting time between any two nodes is finite. Our results conform with existing analysis in the sparse regime (e.g. [14] ), yet assume more generality and wider applicability.
B. Summary of Contributions
The main contributions of this paper are summarized below. 1) We extend the evaluation of mobile conductance to a general scenario for r , thus present a unified analytical framework for information spreading in mobile networks that can accommodate various choices of mobility patterns, moving speed, and transmission range. 2) Closed-form analytical results are obtained for mobile conductance of some popular mobility models in sparse networks (when nr 2 = o (1) for a network of size n), exhibiting an interesting (nr 2 ) penalty factor as compared to their counterpart in connected 2 networks. This performance gap is further justified with some intuitive explanation and network simulations. 3) A quantitative tradeoff analysis between mobility and connectivity in terms of information spreading effectiveness is given, which provides insights into how mobility may be exploited to compensate for network connectivity deficiency. The rest of the paper is organized as follows. The system model and problem formulation are given in Section II. With a more general definition of mobile conductance, several popular mobility models are theoretically analyzed in Section III, where an nr 2 gap in terms of information spreading time is discovered between sparse and connected networks. Subsequently, this gap is intuitively explained and verified through simulations in Section IV. To further understand the role of mobility in information spreading, we extract some quantitative tradeoff between network dynamism and connectivity in Section V. Finally, the paper is concluded in Section VI.
II. PROBLEM FORMULATION
The system model, including the mobile network model and the gossip-based information spreading algorithm, generally follows that of [20] . The main difference lies in the network connectivity. In particular, the relaxation of communication range transforms the network from being connected to disconnected, and results in non-trivial changes in terms of the information spreading performance. The important notations that are used in the paper are listed in Table I .
A. Network and Mobility Model
Consider an n-node mobile network on a unit square , modeled as a discrete-time Markovian evolving graph G t 2 More accurately r = ( √ 1/n).
TABLE I IMPORTANT NOTATIONS WITH DESCRIPTION
(V, E t ), where V [n] is the vertex set and E t , t ∈ N is the time-varying edge set. The position of node i at time t is denoted by X i (t). The speed of node i at time t is defined by v i (t) = |X i (t + 1) − X i (t)|, assumed upper bounded by v max for all i and t. A common transmission range r is assumed for all nodes, and two nodes are neighbors if they are within distance r at some time instant. For notation convenience, the unit square may be considered as tessellated into grids with sufficiently high resolution δ:
The moving processes of all nodes {X i (t), t ∈ N}, i ∈ [n], are assumed to be independent stationary Markov chains, each starting from its stationary distribution with the transition distribution q i with entries q i xy = q i (X i (t + 1) = y|X i (t) = x), x, y ∈ , ∀i, and collectively denoted by {X(t), t ∈ N} with the joint transition distribution Q = n i=1 q i . Our model allows general forms of {q i }; in this paper, however, we will focus on several popular mobility models further detailed below. In particular, we define "mobility intensity" for each mobility model, which essentially quantifies the degree of mobility. This definition will facilitate our mobility-connectivity tradeoff analysis in the following section.
1) Fully Random Mobility [1] : X i (t) is uniformly distributed on and i.i.d. over time. In this case v max = (1), q i xy = 1/| |, ∀i, ∀x, y ∈ . This idealistic model is adopted to explore the largest possible performance improvement brought about by mobility.
2) Partially Random Mobility: k randomly pre-selected nodes are mobile, following the fully random mobility model, while the rest n − k nodes stay static. This is one generalization of the fully random mobility model. The mobility intensity is defined by k n , coined as the "mobility ratio" to represent the proportion of mobile nodes in the network.
3) Velocity Constrained Mobility [9] , [11] : The node speed is bounded by an arbitrary v max = O (1) . In this case, q i xy = 1/|C(x)|, ∀i and ∀y ∈ C(x), where C(x) = {y ∈ ||y − x| ≤ v max }; and q i xy = 0, otherwise. The mobility intensity is defined by the maximum node velocity v max .
4) One-Dimensional Mobility [17] , [18] : The mobile nodes move either vertically (named V-nodes) or horizontally (named H-nodes). By "one-dimensional" we refer to the mobility pattern of a single node rather than all nodes. V-nodes can only move vertically and H-nodes can only move horizontally. There are n V V-nodes and n H H-nodes uniformly and randomly distributed on , and the the mobility pattern of each node is "fully random" on the corresponding one-dimensional path. Let x (x α , x β ) ∈ and y (y α , y β ) ∈ . For a V-node, q i xy = 1/( 1/δ + 1), ∀i and ∀y ∈ V(x), where V(x) = {y ∈ |y α = x α }; and q i xy = 0, otherwise. The transition probability for an H-node is similarly defined. The mobility intensity is defined by n V n H n 2 , coined as the "mobility balance" to represent the degree of polarization in the nodes' moving directions.
B. Gossip-Based Mobile Spreading
Without loss of generality, we consider the problem of singlepiece information dissemination through a natural randomized gossip algorithm [6] , and adopt the "Move-and-Gossip" paradigm shown in Fig. 1 to facilitate the analysis. Specifically, each time slot is divided into two phases: each node first moves and then gossips with one of its new neighboring nodes.
The message set S (t) is defined as the set of informed nodes (with S (0) = {s}), at the beginning of time slot t; in the following S (t) will be called the message set, and its complementary set S (t) (i.e., the set of uninformed nodes) will be called the non-message set. Note that the node position X i (t) changes in the middle of each time slot (after the move step), while S(t) is updated at the end (after the gossip step). P i j (t + 1) is used to denote the the probability that node i contacts one of its new neighbors j ∈ N i (t + 1) in the gossip step of slot t, set as 1/|N i (t + 1)| for j ∈ N i (t + 1), and 0 otherwise. The metric of interest is the ε-spreading time, defined as:
Mobile conductance is defined for a stationary Markovian evolving graph as
which essentially represents the minimal cut-volume ratio for an arbitrary node set S (t) under mobility. Given a set of nodes S (t), the cut
stands for the intensity of contact between S (t) and S (t). In other words, if S (t)
are informed nodes and S (t) are uninformed nodes, the cut indicates the number of newly informed nodes in S (t) after the gossip. Intuitively, the cut-volume ratio
quantifies how fast the message can be spread in one time slot. E Q denotes the expectation over all possible movement governed by the transition distribution Q, and its minimum corresponds to the bottleneck of network information flow. Therefore, a larger m (Q) indicates a shorter information spreading time.
To better understand the meaning of (2), some additional explanations are in order: (i) {P i j (t + 1)} depend on the network topology after the move, so should be considered as random variables; (ii) thanks to the stationary Markovian assumption, their expected values are well defined with respect to the transition distribution Q; (iii) minimization over the choice of S (t) essentially determines the bottleneck of information flow in the mobile setting.
A careful examination of our derivation of T spr in [20] reveals that no connectivity requirement is imposed. Thus,
should hold for mobile spreading time in a general setting.
In this work, we endeavor to evaluate (2) for a general r . For concreteness, we assume the celebrated random geometric graph (RGG) model [6] for the initial node distributions, i.e.,
C. From Connected to Disconnected Network
The connectivity measures have been extensively studied in literature. For wireless networks, r = log n n is widely accepted as the critical transmission radius [19] , below which the network is asymptotically disconnected. In our previous work [20] , we slightly relax this criterion by requiring v max + r = log n n . Still, this rules out many applications where networks are only intermittently connected, on which information spreading is a very interesting topic. In this work, we extend our study to the sparse network scenarios. Our previous work [20] assumes that |N i (t + 1)| ≈ nπr 2 such that P i j (t) is on the order of P(n, r ) = 1 nπr 2 . Thus, we made the following approximation to simplify analysis
By (4), we may alternatively calculate N S (t + 1), the number of connecting edges, to evaluate m (Q). Unfortunately, this approximation is accurate only when each node has a sufficient number of neighboring nodes, and no longer holds when nπr 2 < 1.
III. EVALUATION OF MOBILE CONDUCTANCE IN THE SPARSE SETTING
In our previous work [20] , it is assumed that the network remains connected under mobility, i.e., at each instant there exist some contact pairs between the message set S(t) and non-message set S(t) after the move. Mathematically, this means 3 . Under such an assumption, the contact probabilities P i j (t + 1)'s are on the order of P(n, r ) = 1 nπr 2 for many popular random-walk based mobility models (including what we discuss below) in RGG, and mobile conductance admits a simpler expression. In sparsely populated networks, this fundamental assumption no longer holds and the previous method fails. Hence, we develop a new method to directly evaluate mobile conductance in (2), which works for a general r ; the results we obtain with this method agree with those in [20] and reveals a penalty factor of (nr 2 ) when nr 2 = o (1). The key differences between the connected and general cases are highlighted in Table II and will be illustrated through the derivation for the fully random mobility model in III.A.
A. Fully Random Mobility
As shown in Table II , the main challenge lies in directly calculating the expected sum of contact probabilities. Consider an arbitrary node i ∈ S (t). For this mobility model, the probability that an arbitrary node j other than i belongs to N i (t + 1) is given by
The probability that i has m neighbors is
Among the m neighbors, the probability that b of them comes from S (t) is
where p
denotes the probability of meaningful-contact, in which a uniformly and randomly chosen edge connects i ∈ S (t) with another node from S (t) and thus offers an effective information transfer. Thanks to the uniform node distribution of S (t) and S (t) after the move, p
is identical for all i's and given by p
With the gossip constraint, the expected sum of contact probabilities related to node i ∈ S (t) is given by
By the uniformity of all nodes in S (t), the quantity of our interest may be evaluated as
Combining (5), (9) and (2), we have
Remark 1: The general mobile conductance expression of (10) applies to a universal r . As can be seen from (11), for sparse networks with r = o( √ 1/n), information spreading can still be achieved (thanks to the high node mobility), but with a penalty factor of (nr 2 ) when compared to the connected scenario.
B. Partially Random Mobility
We adopt a divide-and-conquer strategy, and separate the sum-probability in (2) into subsets according to information availability and mobility. The mobile (dynamic) node set is denoted by D (t), with |D (t)| = k.
where the first term is the number of contact pairs within static nodes, and the latter three terms involve mobile nodes.
Since the links within the static nodes remain unchanged after the move, we have P i j (t + 1)
whereˆ s D (t) captures the sum of contact probabilities within static nodes, and can be rewritten aŝ
By definition, the minimization term is identical to the static conductance of the static sub-graph D (t). However, in the case of a disconnected D (t), the minimum is zero, because there exist two disconnected node sets. Thus, we havê
where s D (t) denotes the conductance of the static subgraph D (t).
The second term in (12) may be derived following the lines from (5) to (9), however through a more complicated process. The key step is evaluating the sum of contact probabilities. Given that i ∈ S (t) has m neighbors, we need to know the probability that b of them comes from S (t) ∩ D (t) and S (t) ∩ D (t), respectively. The results are as follows:
S (t)∩D(t) i k|S (t)| n 2 and p S (t)∩D(t) i
(n−k)|S (t)| n 2 denote the probabilities of meaningful-contact similarly defined as in (7) .
With (12), (15), (16) , and according to (8) and the uniformity of all nodes in S(t) after the move, we havê
Combining (14), (17) and following the order analysis in (11), we can get the final results
It can be seen that the additional factor in the mobilitycontributed term of the first case as compared to the second one is still nr 2 .
C. One-Dimensional Mobility
The same divide-and-conquer strategy is adopted here. The sum-probability in (2) is separated into subsets according to moving directions: the subset of V-nodes S V and the subset of H-nodes S H :
In order to minimize the sums of contact probabilities, we consider the bottleneck segmentation as in [20] . Specifically, we have two subgraphs here, i.e., S V and S H , therefore two bisections are needed. For S V , we perform a bisection along the vertical middle line of the unit square, and take the Vnodes on the left half as S (t) and those on the right half as S (t). Similarly, S H is evenly partitioned horizontally. In this way, the first two terms, i.e., the sums of contact probabilities within V-nodes and H-nodes, will not change after the move. That is to say, the values of the first two terms are the same as the static conductance for sub-graphs with density n V and n H , respectively.
Following similar arguments as in Sect. III.B, the general mobile conductance for the one-dimensional mobility model may be written as
n H n s (S H ) , n H r 2 = (1) . We are left to derive i∈S (t)∩S V , j∈S (t)∩S H P i j (t + 1) and i∈S (t)∩S H , j∈S (t)∩S V P i j (t + 1). Similarly we need to know among the m neighbors of i ∈ S (t), the probability that b of them comes from S (t) ∩ S H and S (t) ∩ S V . The results are as follows:
denote the probabilities of meaningful-contact similarly defined as in (7).
With (19), (20), (21), and according to (8) and the uniformity of all nodes in S(t) after the move, we may have
Following the order analysis in (11), we can get the final results
Interestingly, the additional factor of nr 2 is still observed in the disconnected case.
D. Velocity Constrained Mobility
It can be shown that the cut that achieves the minimum in (2), namely the bottleneck segmentation, remains the same as in [20] : a bisection of the unit square with S (t) on the left halfplane serves this purpose. Given this setting, each node may move uniformly to any point within the circle of radius v max centered at its original position. The node distribution of S (t) and S (t) after the move has been well studied in [20] , and the overall diffusion process may be illustrated in Fig. 2 and Fig. 3 , in which the darkness level of the area represents the density of nodes belonging to S (t).
The key differences with the fully random mobility is that,
, the probability of meaningful contact (see description after Equation (7)), is different for different i's, since the distribution of nodes in S (t) and S (t) after the move is no Definition: the {l, r, v max } meaningful-contact probability,
, is the probability that, under transmission radius r and velocity constraint v max , a uniformly and randomly chosen edge of node i ∈ S (t) with X -coordinate l (as illustrated in Fig. 2 and Fig. 3 
) connects i with another node in S (t).
The technical challenges we face are two-fold. First, we need (l, r, v max ) may be calculated by integrating the density of nodes belonging to S (t) within the circle, and takes positive value only when −v max − r < l < v max . As seen in Fig. 2 and Fig. 3 , it will be a piecewise integral that involves three or two segments, depending on whether r < v max and r > v max , denoted by case 1 and case 2, respectively.
In case 1, i.e., r < v max , the calculation of p S (t) i (l, r, v max ) may be further divided into three sub-cases:
where ρ S (·) is the density of nodes without the message, defined in [20, Sect. IV.A-3] as follows,
and α l arccos
In case 2, i.e., r > v max , the calculation of p
where ρ S (·) and α l are defined as in (25). Given that i ∈ S (t) has m neighbors, the probability that b of them comes from S (t) is
(27) According to (8), we have
where (a) is due to the fact that 1
The simplification process of (28) is quite involved, and deferred to Appendix A. When nr 2 = o(1), i.e., the disconnected case, we may obtain the final results as follows:
Since we assume v max > r in case 1, the general mobile conductance may be further simplified as m (Q) = nv max r 2 . When v max < r , i.e., case 2, the conductance can be approximated as m (Q) = nr 3 . Including the connected case, we have
(30) unifies the results in [9] (for connected networks) and [14] (for disconnected networks), and extends the study to the general r scenario (c.f. r = ( √ 1/n) in [14] ). The (nr 2 ) penalty is again observed.
IV. VERIFICATION OF THE nr 2 GAP
A. An Intuitive Explanation
The (nr 2 ) gap between the sparse and connected networks is observed for all the above four mobility models, which is not evident from the theoretical analysis. Here we offer an intuitive explanation, relating it to the "edge use ratio", coined by us to indicate the proportion of available edges between a node and its neighbors actually used for message spreading.
On the bottommost level, the conductance is determined by the sum of contact probabilities, rather than the sum of contact pairs. Roughly speaking, given the same bottleneck segmentation, it is proportional to the product of the average number of neighbors per node and the average edge use ratio. A comparison of the two extreme cases is given in Fig. 4 .
As can be seen, in fully connected networks, a node usually has many neighbors, but can only contact one of them with the gossip constraint. In contrast, in extremely sparse networks, a node may have no neighbors with high probability; but in the rare case that it does have a neighbor, the edge use ratio is 100%. With this intuition in mind, the results obtained in our derivation may be better understood. 
B. Simulation Results
We further confirm this performance gap through simulations. Since mobile spreading time is inversely proportional to mobile conductance, the gap can be observed through the ratio of the spreading time in the fully connected and sparse networks. The results for the fully random mobility, velocity constrained mobility, partially random mobility and one dimensional mobility models are given in Fig. 5, Fig. 6, Fig. 7 and Fig. 8, respectively .
In all four figures, we can see that the gap grows roughly linearly with nr 2 in the disconnected zone and becomes saturated in the connected zone. The (nr 2 ) gap turns out to be quite Now that we have obtained the mobile conductance under a more general framework, we may extract some useful observations and insights. One striking observation from above study is that, even in a network with transmission range r far below the connectivity threshold, information can still be spread given sufficient mobility. A question naturally arises as to how much mobility is needed to facilitate information spreading given a certain degree of connectivity. Aided by our mobile conductance evaluations, some quantitative tradeoff between network dynamism and connectivity is revealed below, where we focus on a disconnected network with nr 2 
Here, the performance benchmark we consider is the information spreading time on a static ring graph. As indicated in [6] , the ring graph is essentially the most constrained graph in communications, and its gossip time, (n log n), can serve as an upper bound for distributed information spreading time 4 . It is easy to see that a static connected ring network has an information spreading speed of reaching (1) nodes per time slot in terms of message set growth. Below this threshold, information spreading is essentially stagnant. Asymptotically speaking, the effective mobility intensity corresponds to the necessary mobility required to achieve this baseline information spreading performance. Note that other meaningful performance benchmarks may also be used in our following discussion.
A. Partially Random Mobility
By comparing the result of (18) with the static conductance of a ring graph (1/n), a necessary condition for achieving the same information spreading performance as in a worst-case connected graph can be obtained as
Remarks: There exists a tradeoff between the mobility ratio k/n and r for effective message spreading. With the reasonable 4 In contrast, the gossip time on the complete graph, (log n), may serve as a lower bound.
assumption that k/n = o(1) 5 , the effective mobility ratio is given by
The above formula essentially says that the number of mobile nodes needs to at least increase with network size n in order to make a difference. In terms of information spreading performance, there will be no difference from a static connected ring network in the order sense if a disconnected RGG with partial random mobility has a mobility ratio of (32).
B. One-Dimensional Mobility
Following the same approach as above, a necessary condition for effective message spreading with this mobility model is
Remarks: There exists a tradeoff between the mobility balance n V n H n 2 and r for effective message spreading. Given r , the effective mobility balance is given by
Given that n V + n H = n, we may further infer that
To satisfy both equations, we see that both n V and n H should at least remain growing with n when r = o(1/ √ n). In other words, a constant number of V-nodes or H-nodes leads to inefficient information spreading. Intuitively, this is reasonable because if there is a constant number of V-nodes, the network will be dominated by H-nodes as the network size n scales up (and vice versa). As shown in Sect. III-C, the spreading time of such a network degrades to that of a static network. In fact, the information spreading performance of a RGG with mobility balance lower than (33) makes no difference from that of a static disconnected RGG. To avoid this, we can simply let min{n V , n H } = (n) to ensure an effective information spreading in practice.
C. Velocity Constrained Mobility
In this case, we are interested in determining how much velocity can make up for the deficiency in network connectivity due to small transmission range. We mainly consider the v max > r case 6 . By comparing the result of (30) with the static conductance of a ring graph (1/n), we can obtain the following velocity threshold for effective information spreading:
Remarks: Since v max = O(1) according to our model, a further analysis of (35) reveals the following interesting points.
1) When r = (1/n), the above velocity is what is needed to compensate for the connectivity deficiency so that the same information spreading performance is achieved as in a worst-case connected graph. In this case, there exists a tradeoff between v max and r , in which the effective velocity is inversely proportional to the square of transmission range r . This important tradeoff may guide the resource allocation in energy-constrained vehicular adhoc networks. For example, increasing velocity requires higher motor power supply and increasing transmission range requires higher antenna power supply. If we know the energy costs of both, according to this velocitytransmission range tradeoff, we can determine the optimal energy allocation scheme in order to achieve the fastest information spreading. 2) When r = O(1/n), even fully random mobility cannot recover the spreading time of (n log n). In this case, the information spreading performance is worse than that of a worst-case connected graph. Nonetheless, information can still be spread to the whole network given sufficiently high velocity, only at a slower speed (see discussion in Section III.A).
VI. CONCLUSION AND FUTURE WORK
In this paper, we extended our previously proposed mobileconductance based analytical framework to study the information spreading performance of mobile networks with general connectivity. Compared with existing methods, our method can accommodate various mobility models, different combinations of transmission range and moving speed under a unified framework. Through evaluation several popular mobility models, we found that there exists a (nr 2 ) gap in the mobile conductance between the connected and disconnected networks. Realizing the important role of mobility especially in networks with weak connectivity, we further discussed the mobility-connectivity tradeoff and determined the necessary mobility required to achieve effective information spreading.
Several directions are worth investigating in future work. First, we will continue to consider a multi-step move-andgossip model, and further extend our mobile-conductance based framework. We also plan to evaluate mobile conductance of other mobility models not covered in this work, including those with non-uniform stationary distribution. Our unified framework shall facilitate comparison and selection of suitable mobility patterns for information spreading in mobile networks. 
APPENDIX
