A linear response formalism is developed for evaluation of transport coefficients in quantum many-particle systems. The method is based on a systematic linearization of nonequilibrium Kadanoff-Baym transport equations in an integral form in ac electric fields. Simple and consistent approximations can be performed in the resulting set of transport equations, which replace vertex equations in the Kubo formalism. The method is illustrated by the example of an ac and dc conductivity and conductance for a quasi-one-dimensional electron system with an electron-phonon interaction for three-dimensional acoustical phonons. After approximations standard in metals, the solved transport equations coincide with the Holstein equation.
I. INTRODUCTION
Transport phenomena in quantum many-particle systems, in particular with a restricted geometry, cannot be fully understood without quantum transport theory, which would be simple and reliable, but at the same time powerful enough to avoid inappropriate approximations. The nonequilibrium Green's functions formalism ͑NGF͒ of Kadanoff and Baym 1 and Keldysh 2 can faithfully describe quantum systems in nonequilibrium. 3 Unfortunately, the complex structure of the theory involving double time structure was slowing down an application of NGF. Therefore, much effort has been devoted to reduce NGF in strongly nonequilibrium systems to a single time transport theory. 4 Very successful are applications of the NGF to a derivation of linear response formalisms of a general validity, where usually the double time structure can be avoided. In NGF the Dyson equation in complex times and in the presence of external fields is analytically continued to real times. 5 This gives a set of transport equations for nonequilibrium correlation functions in either a differential 1 or an integral form. 6 Linearization of these transport equations in terms of the external fields produces new equations, from which the linear response coefficients can be found.
In equilibrium systems these theories can be compared with the complementary approach of the Kubo formula, 7 which expresses the linear response in terms of a special type of a two-particle Green's function. One way of its actual determination is to linearize the one-particle Matsubara Green's functions 8 with respect to the external fields. This gives a Bethe-Salpeter equation 9 for the two-particle Green's function of complex times. Its solution can be, after an analytic continuation to real times, identified with the Kubo formula with minimal vertex corrections. 9 Several works followed the way of linearized NGF with the goal of developing a simple consistent scheme of incorporating approximations for carrier scattering. Linearized Kadanoff-Baym transport equations in a differential form for dc electric fields have been used by Prange and Kadanoff 10 for an electron-phonon interaction. Hansch and Mahan 11 have elaborated and applied this approach. Their results reproduced correctly the Holstein equation 12 for the electronphonon scattering in the Migdal approximation. Chen and Su 13 have tried to augment this method to achieve a proper bookkeeping of the many terms appearing as a result of the approximate linearization of the differential form. This extension is unavoidable for more complicated types of scattering. Another generalization of the method 11 is to the case of the ac electric fields, by Wu and Mahan. 14 The last method does not explicitly coincide with the work 11 in the dc limit →0, but the Holstein equation 12 ͑the Boltzmann limit͒ has been acquired too. A gauge invariant form of these differential equations has been recently presented by Levanda and Fleurov, 15 where the ac equations coincide in the limit →0 with the dc equations.
In this work we linearize quantum transport equations in the integral form. 16 This way is probably more flexible than the differential methods, 11, 15 because some intermediate steps can be avoided and the resulting system of equations appears simpler. The integral approach is also inherent to the Kubo formula, but in our method one and two-particle points of view are more clearly interconnected. This opens a possibility to easily perform consistent approximations. When testing equilibrium systems, the new method seems to agree with the Kubo formula for minimal vertex corrections. 9 The approach can be applied in stationary nonequilibrium conditions, and its possible extension to transient nonequilibrium situations is ensured by its NGF origin.
We apply the new method to evaluate ac and dc conductivity and conductance for a quasi-one-dimensional ͑1D͒ electron system, embedded in a three-dimensional ͑3D͒ semiconductor and interacting with bulk acoustical phonons. 17 After standard approximations for metals, the method gives the Holstein equation 12 for this model. Its numerical solutions show that below TϷ1 K scattering of electrons in a backward direction freezes out and the homogeneous dc conductivity, given solely by scattering in a forward direction, goes like T Ϫ3 . Similar phenomena appear also in the homogeneous or inhomogeneous ac conductivity. From the conductivity we evaluate an ac/dc conductance, defined by an absorbed power in a locally excited part of the wire. 18 The one-channel dc conductance acquires the stan-dard value 2e 2 /h as T→0 K. Above TϷ1 K this conductance sharply falls down, due to the presence of the backward scattering. Here the ac conductance grows as a function of a frequency until the backward scattering becomes disturbed.
The paper is organized as follows. In Sec. II we develop the new linear response method from the quantum transport equations in the integral form. We linearize these equations and explain how transport coefficients can be evaluated from the linearized transport equations in a frequency-momentum representation. In Sec. IV we apply the new method to evaluation of an ac/dc conductivity and conductance for a quasi-1D electron system with an electron-phonon interaction. In this section some numerical results are presented, which might be of importance for mesoscopics. In Appendix B we show how conservation laws result for the linearized functions in the new method. The equivalence of the new linearized transport equations with the Holstein equation is also presented there for our model. Finally relaxation times are evaluated from the solutions of the linearized transport equations.
II. LINEARIZED KADANOFF-BAYM EQUATIONS IN THE INTEGRAL FORM
Consider an interacting electron system excited by an electromagnetic field. This system can be described by the Hamiltonian where H s is the Hamiltonian for the free system and H ext represents coupling to the fields, described by the scalar (r,t) or the vector potential A(r,t). In the following we will assume that the fields are weak, so that without loss of generality the potentials can be used in the forms ͑r,t ͒ϭ 0 e Ϫi͑tϪk•r͒ϩ␦t , A͑r,t ͒ϭE 0 c e
͑2͒
The density (r) and the current density operators j(r) are
For our purposes it is appropriate to describe the system by Green's functions, time ordered along a curve in the complex plane 5 ͑generalization of the Matsubara GF͒. The electron Green's function follows a Dyson equation in the integral or differential form. Its inverted solution looks like
where the numbers jϭ1,2 represent a pair of coordinates (r j ,t j ). The fields ͑2͒ are characterized by the operator function U (1, 2) , which is implicitly present also in the selfenergy ⌺(1,2) ͑some GF relationships are summarized in Appendix A͒.
A. Formulation of the equations
Linear response coefficients can be precisely calculated from the Bethe-Salpeter equation 9 ͑Kubo formula͒ or the differential form of the Kadanoff-Baym equations.
1 Our starting point in the linearization scheme is the integral version of the Kadanoff-Baym transport equations ͑A10͒.
The NGF origin of these equations allows their application to strongly nonequilibrium systems. Here for simplicity we consider that the studied system is in stationary nonequilibrium conditions, maintained by the external fields and by a contact with reservoir. Then initial condition contained in the function G 0 Ͻ dies out and the nonequilibrium transport equations ͑A10͒ become simplified as follows:
The equation for G Ͼ results by the exchange of ⌺ Ͻ by ⌺ Ͼ in ͑5͒, so that only the equation for G Ͻ (␦G Ͻ /␦U) will be written as a representative of the pair of equations for G Ͻ , G Ͼ (␦G Ͻ /␦U ,␦G Ͼ /␦U). The nonequilibrium propagators G r,a (1,2) can be found from G Ͻ,Ͼ ͑1,2͒ by ͑A3͒. In this work we consider that the weak probe fields ͑2͒ test an equilibrium system. Term by term variation of ͑5͒ over these fields or A gives a new set of equations
In ͑6͒ the functional derivative of G r(a) was substituted by the identity
where the formulas
and ͑4͒ were used. The operator is p U ϭ1, (ប/2im) ϫ(ٌ 2 Ϫٌ 2 Ј ) for Uϭe, Ϫ(e/c)A, and the nonlinear term in A 2 is neglected due to weakness of the probe fields. The single particle functions G Ͻ,Ͼ,r,a in ͑6͒, ͑7͒ are taken in equilibrium.
The linearized propagators ␦G r,a /␦U could also be expressed from the linearized correlation functions ␦G Ͻ,Ͼ /␦U in an equivalency analogical to that between the propagators G r,a and the correlation functions
␦U͑2͒ ͪ .
͑9͒
If the expressions for the linearized correlation functions from ͑6͒ and its counterpart ␦G Ͼ /␦U are inserted into ͑9͒, then, after some algebra with theta functions, the right side of ͑7͒ results. Therefore ͑7͒ and ͑9͒ are equivalent to each other and are consistent with the transport equations ͑6͒.
From the identity ͑9͒ an important relation between the linearized functions results. If we take into account that
␦U͑2͒
.
In other words as 1Ј→1 the two linearized correlation functions degenerate into one. The linear response coefficients can be found from the function ␦G Ͻ (1,1)/␦U (2) . To obtain this function of one argument (1Ϫ2) ͑for a stationary and homogeneous system͒, the more general function ␦G Ͻ (1,3)/␦U(2) with two arguments (1Ϫ3),(1Ϫ2) must be found. Therefore the equivalency ͑10͒ usually does not reduce the number of solved equations, but in some systems it gives a hint to a possible simplification.
The coupled system of transport equations ͑6͒ and its Ͻ,Ͼ /␦U in the same way as relate ⌺ Ͻ,Ͼ and G Ͻ,Ͼ for a given many-body approximation. Let us see these relationships in more details. Generally the electron self-energy is a sum of the singular ͑Hartree-Fock or mean field͒ part ⌺ HF and the regular or collisional part 1 ⌺ c . Both parts contribute to the self-energy propagators, but only the regular part has nonzero contribution to the correlation function of the self-energy
The linearized self-energy function fulfills the same relationships
The Hartree-Fock self-energy, which is a mean field approximation local in time of the electron-electron interactions, has the retarded part equal to 
͑14͒
The collisional contributions fulfill the same relationships as the related self-energy parts, namely ͑A6͒ and ͑A7͒ ␦⌺ c r ͑ 1,3͒
͑15͒
Generation of linear response functions by a functional derivative is known to lead in a safe way to many-body conserving approximations 1 ͑conservation laws are fulfilled 9 ͒. To ensure this mandatory consistency of the transport equations in the presence of approximations, the same approximative steps must be performed in ⌺ Ͻ,Ͼ and ␦⌺ Ͻ,Ͼ /␦U. This holds not only for the approximations, which result by selecting an appropriate class of Feynman diagrams in the self-energy, 19 but also for auxiliary physically motivated approximations. This makes it possible to keep under control a self-consistent structure of the one-and two-particle levels of the solution. Some of these approximations are presented in the next section.
B. Frequency representation
Weak probe fields can be resolved into Fourier components ͑2͒, which can be considered to act on the studied system independently. A linear response to composite weak fields can be calculated from a linear superposition of responses to Fourier components of these fields. Since the weakly excited system remains space and time translationally invariant, it is enough to know any linearized function ␦F(1,3)/␦U(2), from the transport equations ͑6͒, for the differences of arguments (1Ϫ3), (1Ϫ2 
where the functional derivative of G r was substituted by
and the momentum is p U ϭ1, បk 1 /m for Uϭe,Ϫ(e/c)A.
Later we will also use the relationship ͑15͒ in a frequency representation
͑19͒
Here we have written only the frequency variables.
C. Transport coefficients
Transport coefficients can be easily calculated from the solution of the transport equations ͑17͒. For example the total current density induced by weak probe fields results by averaging of the velocity of electrons over the perturbed state of the system 20 J͑r,t ͒ϭe ͳ j͑r,t ͒Ϫ e mc
where the definitions ͑3͒ have been applied. Averaging of the current density operator j gives the correlation current J corr and averaging of the product of the vector potential A with the density operator gives the diamagnetic current J diam . The correlation current can be expressed in a frequencymomentum representation as follows:
Combination of the formulas ͑20͒ and ͑21͒ together with the relation between frequency components of the electric field and vector potential Eϭ(i/c)A gives the components of the tensor for ac conductivity 53 11 037 LINEARIZED QUANTUM TRANSPORT EQUATIONS: ac . . .
Here n 0 is the concentration of carriers and the multiplication by 2 results from the summation over spin components. In many situations only the diagonal elements of the conductivity tensor are nonzero.
Another physical property which is often required is the polarizability of a quantum many-body system. 20 It can be calculated from the transport equations ͑17͒ as the linear response to the scalar potential . The polarizability differs from the correlation part in ͑22͒ by deletion of the momen- 
III. ELECTRON-PHONON INTERACTION IN QUASI-1D
In order to see how the linearized transport equations ͑17͒ can be applied, we find an ac/dc conductivity and conductance for a quasi-1D electron system. The model has been introduced and studied in Ref. 17, where one-particle properties and the nonvertex conductivity and conductance have been investigated. Later a multiband extension of the model was also presented. 21 In our work we evaluate vertex corrections to the conductivity from Ref. 17 by the new linear response method.
The system is a single-quantum-well wire formed in a bulk semiconductor. The wire is extended in the z direction and confined by a rotationally symmetric parabolic potential in the x,y directions. The longitudinal motion along the wire can be described by plane waves with wave vectors from a 1D band with a parabolic dispersion relation. The transverse motion of electrons is quantized into harmonic oscillator states. The electrons in this quasi-1D system are coupled to longitudinal 3D acoustic phonons. 20 Here we discuss for simplicity only transport in the lowest state of the well. This one-band model can be described by the modified Frőhlich Hamiltonian 12, 16 Hϭ
where the ground state of the well is characterized by the wave function ͑x,y ͒ϭ 1
In ͑23͒ s is the velocity of sound, 0 is the diameter of the wire, cryst is the density of matter, and V 0 is the strength of the electron-phonon interaction. 20 The operator a k ϩ creates an electron with a 1D wave vector k in the transversal state ͑24͒ and the operator b q ϩ creates an acoustical phonon with a 3D
wave vector qϭ(q x ,q y ,q zϭl ), q t 2 ϭq x 2 ϩq y 2 . In this work the electron-phonon interaction in ͑23͒ as well as the probing longitudinal field from ͑2͒ are not screened.
A. One-particle properties
Electrons and phonons in this system can be described by 1D-electron and 3D-phonon Green's functions ͑see the Appendix A͒. The influence of the quasi-1D electrons on the 3D phonons is probably small, so that the renormalization of phonons is neglected. 22, 12 In experiments the Fermi level is usually high enough, which means that the electrons on this level are much faster than sound. Therefore the Migdal approximation of the electron self-energy should be valid ͑pos-sible breakdown is mentioned later͒ ⌺͑k;t,tЈ͒ϭϪi ͚ q l ,q t "F͑q t ͒M͑q͒… 2 G͑kϪq l ;t,tЈ͒D͑q;t,tЈ͒.
͑25͒
Its correlation function ⌺ Ͻ can be written as
where we have used the expressions ͑A5͒ and ͑A9͒. The function A(q l ,) can be found from the ␦-like spectral function for 3D free phonons
͑27͒
In the second expression of ͑27͒ the amplitude of the transversal momentum ͉q t ͉ has been chosen as a new variable.
Substituting the function A D (k,) from ͑27͒ into ͑26͒ and performing the integration over q t , the function A(q l ,) results as follows:
͑28͒
The correlations functions ⌺ Ͻ , ⌺ Ͼ differ only by statistical factors and the retarded self-energy ⌺ r can be calculated from them as in the Appendix A.
We have numerically tested the non-self-consistent form of the Migdal self-energy, called the first-order TammDankoff ͑TD1͒ approximation, which results from ͑26͒ by application of free Green's functions. These tests, with parameters in Table I , show that the magnitude of Im ⌺ r is about 10 Ϫ2 meV, but the structure in Im ⌺ r has the width of the order of meV. Therefore the self-consistent electron spectral function should be sharply localized around E F , so the renormalization constant is very close to one, Z 0 Ϸ0.99, and the Migdal self-energy could be apparently substituted by the TD1 self-energy. The tests also show that the TD1 selfenergy ͑26͒ depends very weakly on the wave vector k, because the momentum dependence for the effective phonon spectral function A is much weaker than that for the spectral function for electrons A due to the small s/v F ratio. Therefore the TD1 self-energy can be further approximated by keeping constant the integration variable q l in A during the q l integration. Since the electron dispersion law in 1D has two branches ͑around kϷϮk F ), the q l integration can be divided into two parts. They naturally separate the scattering in the forward and backward directions, for which the constants in A can be chosen as q l ϭ0 and q l ϭ2k F . By this approximation the k variable can be integrated out from the electron spectral function A(kϪq l ,Ϫ) in ͑26͒, so the correlation function ⌺ Ͻ becomes k independent
Here the functions F f () and F b () are effective scattering factors in the forward and backward directions. The above substitutions preserve inelastic character of the scattering in this model. They are analogous to the momentum-indepedent approximation of a self-energy, 10 called also the first quasiclassical approximation.
In Fig. 1 we demonstrate scattering of electrons in the forward and backward directions. Contributions from these two scattering channels to the self-energy in ͑29͒ are presented in the upper insets for parameters in Table I . In the forward scattering phonons of very low momenta q l Ϸ0 ͑and only these͒ can be excited. Therefore it is Im ⌺ forward r () 0 even very closely to the Fermi energy ͑see the right inset͒. In a strictly 1D system one-phonon scattering of electrons in the forward direction is completely forbidden by conservation conditions, so that the forward scattering can reappear only in higher orders of a perturbation theory. 23 In the studied quasi-1D model, momentum conservation rules are broken ͓see ͑28͔͒, so that a weakly inelastic one-phonon forward scattering is present. In the elastic approximation the forward scattering falls out completely. 24 In the backward part Im ⌺ backward r a gap is present around the Fermi level, where Im ⌺ backward r Ϸ0 at low temperatures. The gap has a half-width 2sk F ͑see the left inset͒, given by scattering on phonons with momenta q l Ϸ2k F . The distribution function dn F (ប)/d, from a conductivity formula, is localized around E F and has the half-width បϷk Bol T. Therefore at low temperatures this distribution practically does not overlap with the backward self-energy contribution 
B. Two-particle properties
We can find the linearized transport equations ͑17͒ for the present model, probed by the weak longitudinal electric field A(r,t)ϭE 0 c͓e Ϫi(tϪk•r)ϩ␦t /i͔ (k is parallel to A and to the wire͒. This vector potential A(r,t) can represent one Fourier component of the longitudinal electric field, which appears below a slit irradiated by a laser beam. 17 To keep the approach self-consistent, the Migdal approximation of the self-energy ͑26͒ must be applied also in linearized self-energy functions from Eqs. ͑17͒. In this many-body approximation the function ␦⌺ Ͻ /␦A looks like ͓we use a simplified notation Ϫ(e/c)A→A͔
We have to perform in ␦⌺ Ͻ /␦A all other approximations applied before to ⌺ Ͻ . In ͑29͒ the integration variable q l in the function A is substituted by two rigid values q l ϭ0 and q l ϭ2k F , for the forward and backward scattering, and the q l integration is performed around these values. If the same substitutions are performed in ͑30͒, then the k 1 
where the k 1 -independent ͑but the sign of k 1 ) linearized functions are defined by
Here the signs Ϯ mean integration in the neighborhood of the values k 1 ϭϮk F , which correspond to the two branches of the electron dispersion law in 1D. Note that these signs are reversed in the second term of ͑31͒. Let us see this directly. If the above derived k 1 -independent linearized self-energy functions in ͑31͒ are substituted in ͑17͒, then on the right side of this equation the variable k 1 appears only in the pairs of Green's functions. Therefore, when the k 1 integration from ͑32͒ is applied to ͑17͒, these pairs of Green's functions can be integrated separately from other terms. These integrals of bilinear combinations of propagators and correlation functions are performed below.
To simplify integrations of these functions, the dispersion law for electrons E k can be linearized in the neighborhood of the Fermi wave vectors as follows:
The same approximation has been done in the self-energy ͑29͒ from Fig. 1 . In fact at the Fermi level, where transport is important, this approximation changes the self-energy very little. The approximate propagator results
and the functions G Ϯ a (k,) and G Ϯ Ͻ,Ͼ (k,) can be expressed from ͑34͒.
The integrals from bilinear combinations of the approximate Green's functions can be easily evaluated
After the selection of one of the values k 1 ϷϮk F , the integrations in ͑35͒ can be directly performed. Extension of the integration interval from one of the branches of the electron dispersion law to the the whole real axis of k 1 makes probably only small errors. These integrals can be used to define the new set of coupled equations ͓analogously the equation for (␦G Ͼ /␦A Ϯ )( 1 ;k 2 , 2 ) results͔
In ͑36͒ the momentum prefactor is approximated by the Fermi momentum and taken out of the integrals. Application of the solution of ͑36͒ in the formula ͑22͒, little modified for the present case, gives the ac conductivity ͑k, ͒ϭ 2iបe
͑37͒
Note that the corellation part of the conductivity ͑37͒ does not cancel the diamagnetic term in ͑22͒, due to the approximations of the integrals ͑35͒ ͑see also Ref. 20͒ . Fortunately the diamagnetic term does not influence the experimentally accessible real part of the conductivity.
C. Reduction to one transport equation
In ͑10͒ we have shown that
␦U͑2͒
as 3→1. Fulfillment of ͑38͒ is a consequence of the quasi-local character of our interaction, which gives a very weak momentum dependent electron self-energy. This dependence can be neglected and the necessary 1 -energy integration, leading to ͑10͒, can be shifted to the k 1 -momentum integration, due to the unambiguous pole relationship in ͑34͒.
Relations ͑38͒ reduce the system of linearized transport equations to one equation, which is derived here for the electron-phonon interaction. By the relationships ͑38͒ and the equivalency ͑19͒ the linearized propagators for a selfenergy can be expressed from ͑31͒ and its counterpart for ␦⌺ Ͼ /␦A Ϯ as follows:
We can substitute the expressions ͑39͒ into the transport equation ͑36͒, multiply both its sides by the inverted function I 1 Ϯ ( 1 ;k 2 , 2 ), and reorder terms. Then this single transport equation has the form
͑40͒
Equation ͑40͒ is similar to the Holstein equation, 12 derived for the electron-phonon interaction with acoustical phonons, but in ͑40͒ no limitation to the strength of the interaction has been applied. The validity of these equations is probably the same as equations in Ref. 10 .
For not very strong interactions a pole approximation for a self-energy sometimes called the second quasiclassical approximation, can be applied. For weak interactions the quasiparticle spectrum can be substituted by a free particle spectrum. In ͑40͒ this can be performed as follows: 
͑41͒
The final formula for the conductivity ͑37͒ can be changed similarly. We should also perform in ͑41͒ the linearization of the electron dispersion law, to get an agreement with the approximation applied at ͑33͒. The performed approximations are summarized in Table II ͑the first/second row corresponds to the forward/backward scattering͒. In the Appendix C a direct comparison shows that the Holstein equation in the present system is identical to ͑41͒.
D. Numerical results for two-particle properties
We have applied the transport equations ͑40͒ and ͑41͒ and the Holstein equation ͑C3͒ to the present problem. The numerical results of these equations are practically the same, so we do not distinguish between them here. The results are first discussed in physical terms. To this goal relaxation times can be used ͑see their definition in the Appendix D͒. We discuss the average time between scattering events ͗ s ͘ and the average momentum relaxation time ͗ p ͘ separately for the forward and backward scattering processes. Additional indices forward, backward are used at these times, which characterize fictitious systems with only one type of a scattering. In most situations one of the processes dominates, so that discussion of separate processes is reasonable. After the introductory summary some numerical examples are presented.
In Fig. 1 On the other hand, the electron momentum is relaxed by the forward and backward scattering very differently. Forward scattering does not change the sign of the electron momentum and practically preserves its magnitude (kЈϷk), so the momentum is relaxed very slowly. Backward scattering gives an opposite sign to the momentum and changes its magnitude slightly, so the momentum is relaxed quite fast. The different character of these scattering processes becomes evident in the conductivity or equivalently in the magnitude of the momentum relaxation time ͗ p ͘. Already at high temperatures the two scattering channels have very different momentum relaxation times ͗ p ͘ forward ӷ͗ p ͘ backward . At low temperatures it holds that ͗ p ͘ backward Ϸexp(cT Ϫ1 ), similarly as before.
These facts can be arranged as follows ͓see also comment at Fig. 1 
scattering, grows and becomes much larger than ͗ s ͘. The times ͗ s ͘ and ͗ p ͘ are approximately in the same relationship like the nonvertex and vertex conductivity. If vertex corrections to the conductivity are included in our model, they are not very important at high temperatures, while they completely renormalize the conductivity at low temperatures.
Homogeneous conductivity
Let us first discuss the homogeneous conductivity (kϭ0,). At high temperatures the frequency width of the distribution function dn F (ប)/d is broader than the gap in Im ⌺ backward r (). Therefore the backward scattering contributes to the conductivity, where it dominates over the renormalized forward scattering. The nonvertex Kubo formula gives here approximately the same dc conductivity like the transport equations. At lower temperatures the distribution function dn F (ប)/d overlaps only little with the structures in Im ⌺ backward r () and the nonvertex Kubo formula fails. Below TϷ1 K the distribution function is fully localized inside the gap in Im ⌺ backward r (), so that the backward scattering completely freezes out and the forward scattering dominates in the conductivity. 16 In Fig. 2 we present the homogeneous dc conductivity (kϭ0,ϭ0) in the temperature interval Tϭ0.1Ϫ10 K, calculated from the transport equations ͑41͒ for the parameters from Table I . This figure clearly supports conclusions from the previous paragraphs. At higher temperatures vertex solution ͑full line͒ and nonvertex solution ͑dotted line͒ coincide. At lower temperatures backward scattering freezes out and below TϷ1 K, where the forward scattering dominates, the vertex solution is about two orders bigger than the nonvertex solution. Here both solutions for the dc conductivity give a low-temperature asymptotic behavior of the form T Ϫ3 . The presence of the forward scattering at low temperatures changes an exponential in T behavior of the conductivity exp(cT Ϫ1 ), from freezing out backward scattering, 23, 24 to a power law in T. The third power is probably a consequence of a confined geometry, which breaks down the conservation law of a momentum. Similar results can be found for the homogeneous ac conductivity (kϭ0, 0).
We can also briefly comment on the numerical solution of the transport equations, solved here by iterations. The iterations have started from the nonvertex solution and the vertex corrections have been switched on very slowly, because the convergence radius is closely approached during iterations. We have multiplied the vertex part in ͑40͒ by a number, which was varied in an interval c iter ϭ0.8Ϫ0.99 during the iterations. It is also suitable to start the next solution from the previous one and not from the new nonvertex solution.
Inhomogeneous conductivity
The inhomogeneous conductivity (k 0,) is more complex. The real part of the conductivity Re (k,) is a symmetric function of the excitation wave vector k, which, for a nonzero excitation frequency , is formed by two peaks located at Ϯk res . Their position is determined by the Fermi velocity v F as Ϸv F ͉k res ͉ and their width ⌬k can be approximately related with the dc transport time by ͗ p ͘Ϸ2/⌬kv F ͑the width of the nonvertex solution ⌬ non k fulfills the same relation for the time ͗ s ͘Ϸ2/⌬ non kv F ). As the frequency goes down →0, the two peaks join each other and the total weight below the curve Re (k,) can change in dependence on the type of a dominant scattering process. If only the forward scattering is present in the system, then the weight is preserved. If also the backward scattering is present, then the weight goes down ͑till 0 for elastically approximated backward scattering 16 ͒. Therefore at high temperatures ͑backward scattering dominates͒ the weight falls down greatly as →0 and deeply below the freezing temperature ͑forward scattering dominates͒ the weight is preserved.
In Fig. 3 we present the behavior of the k -dependent conductivity as →0, calculated from the transport equations ͑40͒. The weight below the curve Re (k,) is preserved for the low temperature Tϭ1 K, while it goes down for Tϭ2 K, where the backward scattering is present.
Conductance
These results are reflected in the ac conductance ⌫() ͓do not confuse ⌫() with usual symbols for an electronphoton or electron-phonon vertex͔. The conductance could be defined 18 by an absorbed power P() of a locally excited quantum wire in the electric field E(x,)
where () is the change of the electric potential in the iradiated region. In a k representation the absorbed power can be expressed by the conductivity and the acting field as
If the radiation falls only in a space interval of the wire with a finite length then the ac conductance can be expressed as
The source with the length L has a k spectrum localized around the origin kϭ0. Therefore the conductance ⌫() in ͑44͒ becomes sensitive to the area below the curve Re (k,). For usual lengths L ͑in range of microns͒, the momentum width of the function "sin(kL/2)/(kL/2 )… 2 is larger than that of Re (k,). Therefore the change of the surface below the curve Re (k,) as →0 ͑see Fig. 3͒ is reflected in the conductance ͑44͒.
In Fig. 4 the dc conductance ⌫͑͒ from ͑44͒ is evaluated for the solution of the transport equations ͑41͒ or equivalently the Holstein equation ͑C3͒. The excitation source of the length Lϭ2m is considered. We can see that the value 2e 2 /h, characteristic for a Fermi liquid, 25 is practically reached by both vertex and nonvertex solutions as T→0. Nevertheless, recent theories and experiments support the Luttinger liquid behavior, which cannot be described by the Migdal self-energy. The onset of a backward scattering above TϷ1 K is accompanied by a sharp falling down of the vertex solution. This can be understood as a blocking of the wire by consequent scattering of electrons in backward directions. The magnitude of the changed conductance is rather given by the degree of inelasticity of the backward scattering, than by the strength of this scattering. At TϷ5 K the nonvertex solution suddenly falls down, because 2/⌬ non k approaches the excitation length Lϭ2 m. In the vertex solutions this falling is characterized by the length 2/⌬k. Physically, this falling down corresponds to a transfer from the ballistic in the Ohmic regime of the conductance.
We have also evaluated the ac conductance, in order to see the influence of high-frequency electric fields on the blocking. The results are presented in Fig. 5 . Below TϷ1 K the backward scattering is frozen up and the conductance is a flat function of , starting from the asymptote ⌫(ϭ0)Ϸ2e 2 /h in Fig. 4 . Above TϷ1 K this asymptote falls down, since the backward scattering survives. This falling of ⌫() is disturbed by the excitation field, if its fre- FIG. 3 . The k-dependent ac conductivity for different excitation frequencies and the temperature Tϭ1,2 K, calculated from the solution of transport equations. As this frequency grows a resonant peak forms in Re (k,) and moves to higher resonant wave vectors k of the excitation field. As the frequency falls down →0, the surface below the curve Re (k,) can be reduced. In the upper drawing (Tϭ1 K͒ backward scattering is frozen up and the surface is preserved, while on the lower drawing (Tϭ2 K͒ the backward scattering is present and the surface is not conserved .   FIG. 4 . The dc conductance for the vertex ͑full line͒ and nonvertex solutions ͑dotted line͒ as a function of a temperature. As T→0 both solutions approach the value 2e 2 /h. Above Tϭ1 K the vertex solution sharply goes to a smaller value, determined by the inelasticity of the backward scattering, while the nonvertex solution relaxes very slowly. For a finite length Lϭ2 m a cut off is seen at some temperature in both solutions. It results from a competition of L with 2/⌬k(⌬ non k), and corresponds to a transfer in the Ohmic regime.
FIG. 5. The frequency-dependent ac conductance ⌫() for Tϭ1,2 K. In the limit →0 these curves approach the dc conductance ⌫(ϭ0) from the previous figure. At low frequencies both curves for the ac conductance ⌫() are flat. As the frequency grows, blocking at Tϭ2 K becomes disturbed, so that both curves saturate to the common plateau close to 2e 2 /h. The nonvertex solution would be concave at all temperatures as →0.
quency follows Ͼv F ⌬k/2. Therefore at Tϭ2 K the ac conductance ⌫() is a convex function of frequency as →0. The convexity of ⌫() has also been predicted in capacitance effects, characteristic for resonant tunneling devices. 26 The nonvertex solution, 17 which is a flat concave function of frequency as →0, is not presented here. At higher frequencies interference dips 17 from the finite length of excitation Lϭ2 m might appear in all solutions.
In experiments usually a short channel is connected to broad contacts. Then a conductance defined from a transmissivity of this short channel 27 probably does not fall down as much as in Fig. 4 . This is because, in experiments, backward scattering of electrons in the ballistic regime usually takes part outside of the short channel. The scattered electrons do not return back to this short channel, but spread out in the contacts. As a result the Fermi level in the constriction is not well stabilized against shift by the electric field, and blocking is not possible. In more realistic calculations screening should be also included. Our nonscreened results correspond only to the drifted part of the total conductivity.
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IV. CONCLUSION
We have developed 29 a linear response method for quantum many-body systems by linearization of the nonequilibrium Green's function equations 1 in the integral form. The linearized integral equations result in a simpler way than the linearized differential equations, 11 because some transforms can be avoided. In the new method also the one-and twoparticle points of view are very closely interconnected. Therefore the method is more direct than the Kubo formula, where vertex equations of different analytical structures must be solved in the first step.
As a demonstration example, we have calculated a linear response of a quantum wire with an electron-phonon interaction to longitudinal electric fields. 29 After application of standard approximations from metals to the linearized equations, we have obtained the Holstein These results have been applied to evaluation of the ac/dc conductance, calculated from a locally absorbed power by the system. 18 The one channel dc conductance approaches its ballistic value 2e 2 /h below TϷ1 K. Above this temperature the dc conductance sharply decreases, since the backward scattering becomes active. This blocking of the transport by the backward scattering is disturbed, if frequencies of the excitation field are bigger than the backward scattering rate.
We believe that the new method, introduced and tested here, can be applied in more complicated linear response problems. The method could be systematically generalized to probe stationary nonequilibrium 31 or nonstationary systems. 6 A nonlinear response of quantum systems could be defined by higher-order functional derivatives over external fields.
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where n F ,n B denote the Fermi-Dirac and Bose-Einstein distributions
and the spectral function is defined by
From Kramers-Kronig rules it follows that the retarded fermion or boson Green's function can be calculated from its spectral function ͑A6͒ by
Most of the above formulas hold not only for the Green's function but also for the self-energy. For example the spectral function for the self-energy can be represented by correlation functions for the self-energy as in ͑A5͒. Then the retarded self-energy can be found from its spectral function by ͑A7͒. The nonequilibrium Green's functions are derived by analytical continuation of the Matsubara Green's functions in complex times. 1 In NGF it is often necessary to find the retarded or small part of a combination of functions in complex times. An example is the product
A͑1,2͒ϭϪiB͑1,2͒C͑1,2͒, ͑A8͒
where A,B,C are one-particle causal Green's functions or self-energies and the numbers with bars mean that these pairs of coordinates are integrated out. The required functions can be found by analytical continuation along a complex curve 5 and reduction to the real axis
Other structures can be handled similarly. The integral version of the Dyson equation leads to the following equation for the nonequilibrium correlation function ͑equation for G Ͼ results by the exchange of signs Ͻ and Ͼ here͒:
The nonequilibrium propagators G r,a can be found from G Ͻ,Ͼ by ͑A3͒.
APPENDIX B: FULFILLMENT OF CONSERVATION LAWS
Here we present an analog of generalized Ward identities 9 for the linearized functions ␦G Ͻ /␦U, which can be applied to prove conservation laws 31 for these functions. The derivation is the same as for the linear response function L (1,2;3,4) , used in standard approaches. 9, 31 Consider that electric and magnetic fields acting on the studied quantum system are zero. The scalar and vector potentials, coupled by a gauge transform, can still be nonzero. This equilibrium system can be described by differential equations for G Ͻ,Ͼ in the presence of the potentials 11 A͑ r,t ͒ϭٌ⌳͑r,t͒, ͑r,t͒ϭϪ 1 c ‫ץ‬ ‫ץ‬t ⌳͑r,t͒, ͑B1͒
for any reasonable gauge function ⌳(r,t). The solution of these equations can be expressed as
which can be checked by the substitution of ͑B2͒ into the equations for G Ͻ,Ͼ . The same solution should result from the integral form of these equations ͑A10͒.
Variation of G Ͻ in ͑B2͒ over the gauge function ⌳ gives ͑analogical expression results for
͑B3͒
From the other side, for an infinitesimal change of the gauge, the change of G Ͻ in the potentials ͑B1͒ is equal to
͑B4͒
After the per-parts integration in ͑B4͒, the variation results as
͑B5͒
The two variations ͑B3͒, ͑B5͒ must be equal. Therefore we get the following analog of generalized Ward identities:
which can also be interpreted as a number ͑charge͒ conservation law, 31 obeyed by the linearized functions ␦G Ͻ /␦U. Similarly, other laws can be derived.
APPENDIX C: COMPARISON WITH THE HOLSTEIN EQUATION
In this appendix Eq. ͑41͒ is compared with the Holstein equation, 12 which results by application of the Kubo formula to the electron-phonon interaction in metals. Holstein applies the Migdal approximation of the electron self-energy, but does not exclude its momentum dependence. His equations result from pole approximations in a vertex equation, which can be then inverted to a transport-like form. This equation can be identified with a linearized Boltzmann equation in the limit of small external frequencies.
In the Holstein work 12 the momentum k is bound to the pole energy e k as ⌺(k,(e k Ϫ)/ប). Then the transport equation can be written as follows: In the second expression some algebra has been used, which together with summation of the transversal momentum q t in the product ͚ q t ͉V(q)͉ 2 ␦(•••) gives the effective spectral distribution ͑28͒. Therefore the integration over in ͑C2͒ should be performed at the end. As a result the above formulas and the following equation ͑C3͒ look rather differently than in Ref. 12 .
To explicitly compare the equations ͑C1͒ and ͑41͒, we must perform in ͑C1͒ approximations analogical those done in ͑41͒. When the pole substitution ប 1 Ϸe k 1 Ϫe k 1 Ϫq l is performed in the exponent of the function A from ͑28͒, then in this exponent the momentum q l appears in two places "(e k 1 Ϫe k 1 Ϫq l )/បs… 2 Ϫq l 2 . This function is approximated by giving the momentum q l at the end of this expression (q l 2 ) the value q l ϭ0 (q l ϭ2k F ) for the forward ͑backward͒ scattering. The same substitutions can be performed in the exponents of the expression ͑C2͒.
After these approximations of A, the expression ͑C2͒ can be substituted in the Holstein equation ͑C1͒. We can also neglect the small difference between our ⌺ r "(e k Ϫ)/ប… and ⌺ r "k,(e k Ϫ)/ប… in ͑C1͒. The linearization of the electron dispersion law from Table II must be also performed in ͑C3͒ and ͑C4͒.
In order to show that Eq. ͑C3͒ is identical to the linearized transport equation ͑41͒, it is necessary to compare all terms from these equations. The following identification can be found either from ͑41͒, ͑C3͒ or from the conductivity formulas ͑37͒, ͑C4͒: 
͑C6͒
The equivalency of these factors can be proven in several steps. The expressions in ͑C6͒ can be multiplied by all different denominators with exponentials from the distributions n F ,n B . Then all terms with different powers of exp"␤(e k 1 Ϫe k 1 Ϫq l )/ប… can be compared. After some algebra the equivalency of factors in ͑C6͒ results.
The last ͑renormalization͒ terms in Eqs. ͑41͒ and ͑C3͒ have to be compared in a different way, because the distribution functions have different arguments. After a detailed analysis, where the same integration variables are chosen, the two terms result as equivalent, too.
