Let A be a closed linear operator in a Banach space X. Weak conditions are found u. der which (I) the abstract Cauchy problem in X : u"(t) = Au(t). t e R; u(0) = u0, u'(0) = ux has a unique solution for each uq an d ux given in a dense subset Y of X , and (II) the set Y becomes a linear topological space where A\Y generates a continuous cosine family.
Introduction
Let A be a closed linear operator in a Banach space X with norm || • ||, and consider the Cauchy problem for the second-order evolution equation in X : (1) u"(t) = Au(t), teR;
(2) u(0) = uQ and u'(0) -w, ,
where ' = d/dt. Concerning the operator-theoretical treatment, we have the condition due to Sova [9] and Da Prato and Giusti [3] (see Fattorini [5] and also [10] ):
(A) The domain D(A) of A is dense in X. There are positive constants M and to such that the subset {z : Rez > co} of the complex plane C is included in the resolvent set p(A) of A , and (3) \\(l/n\)(d/dz)"z(z2 -A)~lx\\ < M(Rezco)~"~l\\x\\ holds for x e X , Re z > a> and « = 0,1. This means the existence of a strongly continuous cosine family {C(t): t e R} in X: For x e X t -► C(t)x is continuous; C(t + i') + C(r-t') = 2C(0C(/') for tj'eR, _ C(0) = 7;
and the generator A is defined by Au = (d/dt)2C(t)u\l=rj with D(A) -{u e X: t -► C(t)u is of class C }. But (3) seems to be rather difficult to verify directly for a given differential operator (see Sova [9] and also [10] ). This is very different from the case of the Hille-Yosida-Phillips theorem on semigroup generation. Yosida [12] solved (l)-(2) for a concrete wave equation by constructing a strongly continuous group in terms of the matrix operator ("J).
Kisyñski [8] pointed out that (A) is equivalent to the condition: (B) There exists a Banach space V including D(A) and included continuously in X such that the operator ( ° ¿) with domain D(A) x V generates a strongly continuous group in the Banach space V x X.
Suggested by
U17V/2 oj or U1/2 0 J ' Fattorini [4, 5] , Goldstein [6] , and recently Yagi [11] solved (l)-(2) through the group generated by A ' -i (-A) ' , i = (-1) (in the exact or a formal sense) for a class of operators. However it is still highly desirable to find out a convenient criterion for (3) or a condition weaker than (A) or (B).
The purpose of this paper is to deal with the problem (l)-(2) under the following condition on A :
(C) A is a closed linear operator with domain dense in X. There are constants M> 0, O<0<7t and k > -\ such that the sector |argz| < 6 in C is included in p(A) and
holds for x G X and | argz| < 6, where we assume, by replacement by A of A-rl for r > 0 if necessary, that a neighborhood of 0 is included in p(A). The condition (C) is weaker than (A). In fact, under (A) a holomorphic semigroup in X is generated by A ; under (C) even a strongly continuous semigroup in X is not necessarily generated by A . In other words, any operator which generates a strongly continuous or holomorphic semigroup in X satisfies (C). As is well known, if A satisfies (C) with k --1 , fractional powers of -A are defined by the Balakrishnan-Kato-Yosida approach. Guzman [7, Theorems 1.1 and 1.2] characterized the generator of a holomorphic semigroup in X having L among other things a slow growth like 0(t ), -1 < h < 0 as t [ 0 in terms of a fractional power of -A under (C), -1 < k < 0. It is therefore needless to look for examples of concrete differential operators illustrating (C).
The Cauchy problem (l)-(2) in X is to find a function u(t) of t e R with values in X such that u(t) belongs to D(A) for t e R, and t -* u(t) is of class C and satisfies (1) and (2) . The main results of this paper are as follows. Moreover, Y is identified as an abstract Gevrey space associated with A of order a with 2 -26¡n < a < 2.
A problem of similar nature was discussed by Beals [1] : He dealt with the equation of first order u (t) -Au(t), t > 0 in X under a condition on A somewhat stronger than ours, and consequently solved "weakly hyperbolic" partial differential equations (see [2] ). The idea of using nice linear topological spaces is also available to our problem (l)- (2) for the equation in X of "hyperbolic" type.
The operator valued function of / e R and 5 > 0 : with a sufficiently small p > 0 . Since cos(arg5 + 6arg(-z)) is not smaller than the constant c = cos(i/ + b(n -8)) with 0 < c < 1 for any s e S and z G Q with large |z|, we have the estimate (7) \e-s(-zf\<e-cWzl".
Thus using the estimate |C(i;z)| < e ' ' together with (5), we obtain that the integral (6) converges uniformly on every bounded /-subinterval of R for each fixed s e S. Hence t -► C(t ,s) is continuous from R to the bounded operators in X.
Next consider the associated function S(t ,s) defined by S(t,s)~ [ C(r,s)dr Jo for t e R and s eS . Clearly we have C(t + t', s + s') + C(t-t' ,s + s') = 2C(t, s)C(t', s). Proof. Let Q' be a path similar to Q, defined for 0 < p < p and ( 1 -l/2b)n + d/b < 6' < 8. Clearly an estimate similar to (7) also holds true for s G S and w G Q' with large |u;|, and Q may be replaced by Q' in (6). 
Using the resolvent equation (z -A)~ -(w-A)~ = (w -z)(z -A)~l(w -
A
2C(t ; z)C(t' ; z) = C(t + t';z) + C(t -t';z). Q.E.D. Lemma 2. (i) For each t G R, C(t ,s) and S(t ,s) are holomorphic functions of seS;
(ii) C(t ,s)X and S(t ,s)X are included in D(An), n-1,2,..., and, in particular, for t G R and s G S ( (dldt)C(t,s) = AS(t,s), (10) {a \(d/dt) C(t,s) = AC(t,s).
Proof. The first assertion (i) is evident from (6) and (8) together with (7) . Next differentiation in t of (6) is possible. In fact, the integral over Q of e S(t ; z)z(z -A) converges uniformly on every bounded f-subinterval of R for each s G S. Since A is closed and z(z -A)~ =/+ A(z -A)~ , the first equality of (10) is true. The remaining part of (ii) is clear.
Q.E.D.
We shall deal with the function U(s) = C(0,s) of seS. Taking t = /' = 0 in (9), we obtain (11) U(s + s')= U(s)U(s') for s.s'eS.
The following lemma was established by Beals [1, Lemmas 1 and 3] under a slightly stronger condition. But his method of proof is still available to our operator A satisfying satisfying (C). (ii) For each s eS, U(s) is one-one.
We can show here that our condition (C) on A guarantees uniqueness of the solution of (l)- (2) in X.
Proposition 4. Under the condition (C), the Cauchy problem (l)- (2) in X has at most one solution.
Proof. Let u(t) be a solution of (l)- (2) Noting that A and S(t ,s) commute and using (10), we obtain f'(r) = 0, which together with f(0) = 0 implies f(r) = 0 for 0 < r < t. In particular, U(s)u'(t) = f(t) = 0. Lemma 3(ii) implies u'(t) = 0, and hence u(t) = 0 for t > 0. Same reasoning for / < 0. Q.E.D.
Proof of Theorem 1. From (11) we obtain Thus D(AN+2) is dense in X and, by Lemma 3(i), Y is dense in X. Let u0 and ux belong to Y. Then, by (12) , uQ and «, belong to U(s)X for some 5 > 0. Setting -i -i u(t) = C(t,s)U(s) u0 + S(t,s)U(s) w,
for t e R and using (10) and Proposition 4, we see that u(t) is the desired solution of the problem (l)-(2) in X. Q.E.D.
The cosine family in Y
In this section we shall show under the condition (C) that the function C(t ,s)U(s)~ defines a cosine family in Y equipped with a suitable topology, and then give the proof of Theorem 2.
Since U(s)~ is closed for each s > 0, U(s)X is a Banach space with the graph norm. The inclusion (12) implies that Y becomes a linear topological space when equipped with the inductive limit topology.
Lemma 5. For each t e R and sx ,s2> 0 (13) U(s[)C(t,s2) = C(t,s2)U(si) = C(t,sl+s2).
If 0 < 5, <s2, then C(t, s2)X c U(sx )X and
Proof. Since C(-t ,s) = C(t,s), (9) Next we have, by (9) and (14), that {C(t + t') + C(t -t')}u = C(t + t' ,s)U(sflu-r C(t -t' ,s)U(s)~lu = 2C(t,s/2)C(t' ,s/2)U(sflu
Recalling S(t, s) = /0' C(r ,s)dr , we find that Lemma 6 also holds true with C(t,s)
replaced by S(t, s) and therefore that the the associated sine family {S(t) : t G R} can be defined similarly by 
