ABSTRACT. We prove that a bounded analytic function / on the unit disk is in the little Bloch space if and only if the uniformly closed algebra on the disk generated by H°° and / does not contain the complex conjugate of any interpolating Blaschke product. A version of this result is then used to prove that if / and g are bounded analytic functions on the unit disk such that the commutator TfT* -TgTf (here Tf denotes the operator of multiplication by / on the Bergman space of the disk) is compact, then (1 -|z|2) min{|/'(z)|, |g'(z)|} -* 0 as \z\ t 1.
as|z|Tl.
An interpolating sequence is a sequence {wn}%Ly in D such that for every bounded sequence {cn}%Ly of complex numbers, there is a function / E H°° such that f(wn) = cn for every positive integer n. In this paper, a finite sequence in D is not considered to be an interpolating sequence. An interpolating Blaschke product 6 is a function on D oi the form 11 wn l-wnz where {wn}^=1 is an interpolating sequence (and 0/0 is defined to equal 1). Carleson [6] proved that a sequence {wn}<^L1 hi D is interpolating if and only if oo inf FT WmZ^n > 0. Clearly every thin sequence is interpolating. The Blaschke product associated with a thin sequence is called a thin Blaschke product.
In this paper we prove that ii f E H°° and {wn}^=1 is a thin sequence such that liminf(l-K|2)|/'(wn)|>0, Our results were motivated by questions about multiplication operators on Bergman spaces. The Bergman space L\ is the set of analytic functions f on D such that / E L2(D, dA). The Bergman space is a closed subspace of L2(D,dA), and so L2 is a Hilbert space. For / € H°°, the multiplication operator Tf from L\ to L\ is defined by Tfh = fh.
We prove that if / and g are H°° functions such that TfT* -T*Tf is compact, then (l-\z]2)min{\f'(z)\,\g'(z)]}^0 as |*| T 1.
The next section presents the machinery we need. §3 contains a statement of the main results along with a discussion about what we have actually proved. §4 contains proofs of the results that deal only with algebras on the disk. §5 contains proofs of the results concerning multiplication operators. The paper concludes with a section of questions and comments.
2. The maximal ideal space of H°° and its parts. We will need to work on the maximal ideal space of H°°, which is denoted by M and is defined to be the set of multiplicative linear maps from H°° onto the field of complex numbers. Each multiplicative linear functional <p E M has norm 1 (as an element of the dual of H°°). If we think of M as a subset of the dual of H°° with the weak-star topology, then M becomes a compact Hausdorff space. Explicitly, a net {<pa} in M (we usually do not display the index set of a net) converges to tp in M if and only if Pa (/)"»¥>(/) for every/e//00.
If w is a point in the unit disk D, then point evaluation at w is a multiplicative linear functional on H°°, and so we can think of w as an element of M. Thus we will freely think of the disk D as a subset of the maximal ideal space M. The topology that D inherits as a subset of M coincides with the usual topology on D. Without further comment, we will often use Lennart Carleson's Corona Theorem [7] , which states that the disk D is a dense subset of the maximal ideal space M.
By using the Gelfand transform, we can think of H°° as a subset of C(M), the continuous, complex-valued functions on the maximal ideal space of H°°. Explicitly, for / E H°°, we extend / from D to M by defining f(ip) = ip(f) for every <p E M.
Note that this definition is consistent with our earlier identification of D with a subset of M. We will use the notations f(tp) and <p(f) interchangeably; f(tp) will be used when we need to think of / as a function on M, and <p(f) will be used when we want to think of <p as a function on H°°. Although p is a metric on M [11, p. 401], whenever we refer to any topological property on M (convergence, continuity, etc.), we mean the usual topology on M introduced earlier (the weak-star topology inherited from the dual of H°°). The usual topology on M is not the same as the topology induced by the metric p. In fact, M is not metrizable in its usual topology, which is why we often need to use nets rather than sequences.
For <p E M, the part of <p (sometimes called the Gleason part of tp) is denoted by P(p) and is defined by P(p) = {rEM:p(tp,r)<l}.
Any two parts are either disjoint or equal [11, pp. 401-402] . If w E D C M, then
For each <p E M, Kenneth Hoffman [13] constructed a canonical map Lv of the disk D onto the part P(p). This map is defined by taking a net {wa} in D such that wa -► <p, and defining for z E D and / E H°°. The above limit exists and is independent of the net {wa}, provided that wa -► tp. For each / E H°°, the composition / o Lv is in H°°. In addition to proving that Lv maps D onto the part P(<p), Hoffman [13] proved that Ltp has many remarkable properties. For example, either Lv is a constant map or Lv is injective; in the latter case P(<p) is called an analytic disk. We will need to use Hoffman's main result, which states that P(tp) is an analytic disk if and only if there is an interpolating sequence containing <p in its closure. In addition to Hoffman's paper, a nice exposition of these results can be found in [11, Chapter X]. 3 . Main results.
Theorems 1, 2, and 3 contain the main results in this paper. We emphasize that not all the equivalences in Theorems 2 and 3 are due to us. We have included results due to others in the statements of Theorems 2 and 3 so that the reader can view the overall context. Proper attribution of the various equivalences of Theorems 2 and 3 is contained in the discussion following the statements of the theorems. (3.g) TfT* -T*Tf is compact.
Of course Theorem 2 follows immediately from Theorem 3 by letting g equal / in Theorem 3. We discovered Theorem 1 while attempting to prove the implication (3.g)=^(3.a). The equivalence (3.g)o(3.a) does not easily follow from the equivalence (2.g)«>(2.a) (or its proof). However, the statement that (3.a) through (3.f) are all equivalent to each other is not harder to prove than the statement that (2.a) through (2.f) are all equivalent to each other.
The equivalence of (2.g) to (2.a) is due to Axler [1, Theorem 7] . Clearly (2.a) is simply the statement that / is in the little Bloch space. Many other conditions are known to be equivalent to (2.a); for example see [1, Theorem 2] and [19] . The equivalence of (2.a) to (2.b) has long been known.
The equivalence of (2.a) to (2.c)-(2.f) is new and will be proved later in this paper by showing that (3.a) is equivalent to (3.c)-(3.f).
We believe that the equivalence of conditions (2.a) through (2.f) suggests that closed subalgebras of L°°(D,dA) generated by H°° and conjugate analytic functions might have a rich structure comparable to the structure of the boundary-value algebras described by the ChangMarshall Theorem; these matters are discussed in more detail in the last section of the paper.
The equivalence of (3.g) to (3.a) was conjectured by Axler [1, §4] . Before dealing with (3.g), we will prove that (3.a) through (3.f) are all equivalent to each other. Then we will prove the implication (3.g)=>(3.a); this result was also obtained independently at the same time by Dechao Zheng [22] . Zheng's proof uses techniques very different from ours. Each proof provides a different insight into the problem. Zheng's techniques allow him to prove that (3.a)=>(3.g). Our techniques do not lead to a proof that (3.a)=>(3.g), but Zheng's techniques do not lead to a proof of the equivalence of (3. PROOF. Let p be a multiplicative linear functional on H°°[f]. As discussed above, we need only prove that tp is uniquely determined by p\H°°.
Using the usual description of the dual of C(M), we see that p (as a linear functional on H°°[f]) can be represented by integration against a positive Borel measure on M, and so p(f) = <p(f). Because / E H°°, this means that <p(f) is uniquely determined by p]H°°, completing the proof. □ For / € H°° and p E M, the order of the zero of / at tp, denoted ord(/; tp), is defined to be the supremum of the positive integers n such that / can be factored as / = fih ■'' fn, where tp(fk) = 0 for k = 1,...,n; if p(f) ^ 0, then we interpret the above definition to mean that ord(f;p) = 0. Hoffman's paper [13] , which we heavily use, works with a slightly different definition of the order of a zero (see [13, Lemma 2.3] , for Hoffman's definition). We have chosen a slightly simpler definition. The results in [13] , particularly Theorem 5.4 and the comment following its proof, show that the two definitions are equivalent.
We are now ready to prove Theorem 1, which we restate here for convenience. The following corollary of Theorem 1 asserts that the complex conjugate of every thin subproduct of an interpolating Blaschke product b is in the algebra generated by H°° and b. This result need not be true if the Blaschke product 6 is not interpolating.
For example, let b be a Blaschke product (with infinitely many zeroes) in the little Bloch space (such Blaschke products exist; see [18] ). The implication (2.a)=>(2.f) of Theorem 2 shows that the complex conjugate of no thin subproduct of b is in r7°° [6] . here B(L2) denotes the bounded operators on L2 and K(L2a) denotes the compact operators on L\. Before considering the question of when two multiplication operators on the Bergman space doubly commute in the Calkin algebra, one should ask when two multiplication operators doubly commute in B(L\). We will answer this question before proving that (3.g) implies (3.a)
To determine when two multiplication operators on the Bergman space are doubly commuting, we need to consider Toeplitz operators. Let Q denote the orthogonal projection of L2(D,dA) onto L2a. For / E L°°(D,dA), the Toeplitz operator with symbol /, denoted Tf, is the operator from L2 to I?a defined by Tfh = Q(fh).
Note that if / € H°°, then this definition agrees with our previous notation for multiplication operators.
It is easy to check that if /, g E L°° and h E H°°, then Tf+Tg= Tf+g; T* = Tg;
On the Hardy space of the circle, one can determine when two multiplication operators are doubly commuting by representing the operators as matrices with respect to the usual orthonormal basis and then using simple matrix manipulations (see [4, Theorem 9] ). We have been unable to make this approach work on the Bergman space, where the matrix representation (with respect to the usual orthonormal basis) of a multiplication operator does not have the nice form (constant on diagonals) associated with a Hardy space Toeplitz operator.
The proof that two multiplication operators on the Bergman space doubly commute only if one of them is a constant multiple of the identity will use the following theorem, which was proved by Sheldon Axler and Allen Shields [3, Theorem 1].
Actually, we only need the following result in the case when u is the complex conjugate of an analytic function; the proof given in [3] can be shortened in this case. However, we state the theorem in the more general form because in the final section of the paper we want to discuss some questions suggested by this theorem and Theorems 1, 2, and 3. PROOF. One direction is trivial; if either / or g is constant, then clearly TfT* = t;ts.
To prove the other direction, suppose that TfT* = T*Tf, which means that Tf commutes with T=. If n is a nonnegative integer, then Tg* = (Tg)n, and By the Stone-Weierstrass Theorem, the linear span of {2mi": m and n are nonnegative integers} is dense in C(D). Thus f = h, which implies that / is in H°°, which implies that / is constant, completing the proof. □ We are now ready to prove the main result in this section, which states that condition (3.g) of Theorem 3 implies (3.a). Note that the proof of this part of Theorem 3 uses a part of Theorem 3 that was proved earlier in the paper. Our hypothesis states that Tf+K(L2a) commutes with Tg + K(L2) in the Calkin algebra B(L2a)/K(L2a). Thus if n is a nonnegative integer, then Tf + K(L2) commutes with Tj« -(-K(L2a), and so TfTgn -T^Tf is compact. If q E H°°, then
and thus TfTgtq -Tg"qTf is compact. Because h E H°°[g], we can now conclude that TfTj--Tj-Tf is compact. Taking adjoints, we see that ThTJ -TJTh is compact.
Repeat the above argument, with / replacing g and h replacing /, to conclude that ThT£ -T^Th is compact. Because (2.g) implies (2.a), we now see that h is in the little Bloch space, completing the proof. □ 6. Questions and comments. The results in this paper raise many questions, which are discussed in this section.
Let d9 denote the usual arc length measure on the unit circle dD, and let H°°(dD) denote the subalgebra of L°°(dD,d9) consisting of those functions that are the radial limits almost everywhere (df?) of H°° functions. A rich theory describes the structure of the closed algebras between H°°(dD) and L°°(dD,d9).
As discussed below, our results seem to hint that a comparable structure may exist for algebras between H°° and L°°(D,dA). Let AOP (which stands for "analytic on parts") denote the closed algebra defined by AOP ={uE C(M) :uoLpEH°° for every p E M\D}.
Because AOP contains the complex conjugate of every Blaschke product in So, we see that AOP is strictly larger than H°° + UC(D), which does not contain the complex conjugate of any Blaschke product with infinitely many zeroes. Despite the comments in the preceding paragraph, we have seen that AOP, rather than H°° + UC(D), is often the appropriate algebra on the disk to replace H°°(dD) + C(dD). For example, on the Hardy space, H°°(dD)+C(dD) is the algebra that determines the compactness of certain commutators (and semicommutators) of Hardy space Toeplitz operators (see [2 and 21] ). Theorems 2 and 3 show that on the Bergman space, the algebra AOP plays this role.
Is AOP generated, as a closed algebra on D, by H°° and the complex conjugates of the Blaschke products (or inner functions) in the little Bloch space Bq7 Let COP (which stands for "constant on parts") be defined by COP = {u E C(M): u is constant on P(tp) for every p E M\ D}.
(Other authors have defined COP to be the set of functions in H°° that are constant on each part in M\D; to make the notation on the disk consistent with the notation for VMO and VMOA on the circle, the algebra denoted by others as COP should be denoted COP A.) Is AOP = H°° + COP? Is H°° + COP a closed subalgebra ofC(M)?
The Chang-Marshall Theorem (see [8 and 15] ) states that every closed algebra between H°°(dD) and L°°(dD,d9) is generated (as a closed algebra) by H°°(dD) and the complex conjugates of some set of interpolating Blaschke products. Theorem 1 suggests that an analogous theorem might be true on the disk. G. McDonald and C. Sundberg proved a remarkable theorem that describes the abelianization of the C*-algebra generated by all the multiplication operators on the Bergman space. This abelianization (see [16, Theorem 6] ) is described in terms of the parts of the maximal ideal space of H°°, as is the condition for two multiplication operators to be doubly commuting in the Calkin algebra [the equivalence of conditions (3.g) and (3.b) of Theorem 3] . What is the connection between these results?
