Spectra of K 0 S mesons and Λ hyperons were measured in p+C interactions at 31 GeV/c with the large acceptance NA61/SHINE spectrometer at the CERN SPS. The data were collected with an isotropic graphite target with a thickness of 4% of a nuclear interaction length. Interaction cross sections, charged pion spectra, and charged kaon spectra were previously measured using the same data set. Results on K 0 S and Λ production in p+C interactions serve as reference for the understanding of the enhancement of strangeness production in nucleus-nucleus collisions. Moreover, arXiv:1309.1997v1 [physics.acc-ph] 8 Sep 2013 1 they provide important input for the improvement of neutrino flux predictions for the T2K long baseline neutrino oscillation experiment in Japan.
I. INTRODUCTION
Experimental data on strange particle production in proton-proton and proton-carbon interactions in the region below few tens of GeV/c incident momentum are scarce [1] [2] [3] [4] . There are at least two reasons why the knowledge of yields of strange mesons and baryons are of considerable interest at the beam momentum of 31 GeV/c. One is the need to include the tuned production of these particles in the precise neutrino flux calculation for accelerator neutrino experiments as an additional source of neutrinos and secondary pions. Production of neutral kaons is important for accurate calculation of the ν e andν e flux from K 0 L → πeν e decays. The other is the understanding of the production of strangeness in nucleus-nucleus interactions in this energy region and its proposed interpretation as a signal of the onset of deconfinement. Hadron-nucleus interactions constitute an intermediate step between proton-proton and nucleus-nucleus interactions. Therefore their study permits to understand better the influence of nuclear matter on strangeness production and can help to understand the role of the nucleus and non-exotic mechanisms of strangeness production. In addition to the primary goal of providing reference data for the T2K neutrino experiment in Japan, precise results on particle production in p+C interactions furnish important input to improve hadronic event generators which are required for the interpretation of air showers initiated by ultra high energy cosmic particles. The NA61/SHINE collaboration already published results on charged pion [5] and K + production [6] . In this paper we present results on K 0 S and Λ yields. These were obtained from the analysis of the same sample of p+C collisions at 31 GeV/c beam momentum collected with the NA61/SHINE large acceptance spectrometer at the CERN SPS in 2007. The statistics of this data sample is insufficient to obtain results on Λ yields, which are about 100 times smaller than Λ yields [7] .
The paper is organized as follows. Section II provides information about the NA61/SHINE experimental apparatus. The main components of the detector and trigger system are presented. In addition, the target used is described and numbers of registered proton interactions are provided. The analysis technique is discussed in Section III. In this Section, the procedure of the extraction of the K 0 S mesons and Λ hyperons is described in detail.
The calculation of corrections and the normalization procedure are discussed. Subsection III A presents event and track selection criteria as well as the adopted phase space binning scheme. Information about extraction of the K 0 S mesons and Λ hyperons from the data and calculation of the correction factors used to correct raw yields for detector and other effects are described in Subsections III B and III C, respectively. The main sources of the systematic uncertainty are discussed in Subsection III D. The final results are shown in Section IV. They are compared to predictions of different hadron production models in Section V. Finally, Section VI summarizes the results of the paper.
II. THE NA61/SHINE EXPERIMENTAL SET-UP
The NA61/SHINE experiment [8] is situated in the North Area H2 beam-line of the CERN SPS. It is the successor of the NA49 experiment [9] . The NA61/SHINE detector is a large acceptance hadron spectrometer, which consists of a set of large volume Time Projection Chambers (TPCs) and Time-of-Flight (ToF) scintillator walls. The schematic layout of the detector is shown in Fig. 1 together with the overall dimensions. Two of the TPCs (VTPC-1 and VTPC-2) are placed in the magnetic field produced by two super-conducting dipole magnets with maximum combined bending power of 9 Tm. During the 2007 data taking period the magnetic field was set to a bending power of 1.14 Tm to optimize the detector acceptance for the measurements needed for the T2K experiment. The TPCs were filled with Ar:CO 2 gas mixtures in proportions 90:10 for the VTPCs and 95:5 for the MTPCs. A set of scintillation and Cherenkov counters as well as beam position detectors (BPDs) upstream of the main detection system provided timing reference, identification and position measurements of the incoming beam particles. The 31 GeV/c secondary hadron beam was produced from 400 GeV protons extracted from the SPS in slow extraction mode. The secondary beam was transported along the H2 beam-line towards the experiment. Collimators in the beam line were adjusted to get an average beam particle rate of 15 kHz. Protons in the beam were identified by two Cherenkov counters, a CEDAR and a threshold counter, labeled C1 and C2, respectively. Two scintillation counters, S1 and S2, together with two veto counters, V0 and V1, were used to select beam particles. The S1 counter also provided the timing (start time for all counters). Beam protons were selected by the coincidence S1 · S2 · V0 · V1 · C1 · C2. The trajectory of individual beam particles is measured in the BPDs along the beam line. These counters are small (3×3 cm 2 ) proportional chambers with cathode strip readout (BPD-1/2/3 in Fig. 1 ). A special run was taken to measure the beam momentum by bending the incoming beam particles into the TPCs with the full magnetic field. From this measurement the mean momentum value of 30.75 GeV/c was obtained. Interactions in the target were selected by an anti-coincidence of the incoming beam protons with a small, 2 cm diameter, scintillation counter (S4) placed on the beam trajectory between the two vertex magnets (see Fig. 1 ). This minimum bias trigger was based on the disappearance of the incident proton. The results presented here were obtained from 667×10 3 proton interactions recorded with an isotropic graphite target of dimensions 2.5(W)×2.5(H)×2(L) cm 3 and with a density of ρ = 1.84 g/cm 3 . For normalization purposes 46×10 3 proton interactions with the carbon target removed were also recorded. The carbon target was installed 80 cm in front of VTPC-1.
III. ANALYSIS TECHNIQUE
The most frequent decays of K 0 S mesons and Λ hyperons lead to the production of two oppositely charged particles. The measurement of particle tracks in the magnetic field allows to determine their charges and momenta. This section presents the method of K 0 S and Λ analysis using invariant mass distributions. When the K 0 S hypothesis is studied, positively (negatively) charged tracks are assumed to be π + (π − ) mesons. For the Λ hypothesis the positively (negatively) charged particles are assumed to be protons (π − mesons). The analysis was made in specific invariant mass windows. The selected window should cover the invariant mass peak of K 0 S (Λ) but also include regions below and above the peak for the background estimate. Fits of the background function depend somewhat on the selected side regions. This effect was checked and added to the systematic uncertainties (see Sec. III D). The number of K 0 S and Λ was determined from fitting a sum of Lorentzian function and polynomial function for the signal and the background, respectively. The Lorentzian function is described by
where parameter A controls the height of the peak, F is the full width at half maximum (FWHM), and x 0 is the mean value (in this case, the fitted K 0 S or Λ mass). The low statistics data forced to constrain the width of the signal function according to the Monte Carlo predictions. Namely, the width from Monte Carlo was set as initial value. Then, this parameter was allowed to vary (for K 0 S up to ± 5·∆F MC , where ∆F MC is an error of the fitted Monte Carlo width in a given {p, θ} bin; for Λ up to ±7·∆F MC ). The influence of this assumption on the final result was checked and added to the systematic uncertainties (see Sec. III D). In the standard approach a 4 th order polynomial was used as the background function. The sensitivity to different shapes of the background function was studied and is included in the systematic uncertainties (see Sec. III D). The raw number of K 0 S and Λ was calculated as the integral of the fitted signal function Eq. 1. Corrections were applied to the raw numbers of K 0 S and Λ in order to obtain their yields produced in the primary p+C interac-tions after strong and electromagnetic decays. Correction factors were derived from a Monte Carlo procedure in which events were generated from the hadron production model VENUS 4.12 [10] and then sent through a full simulation of the detector. The procedure takes into account the trigger bias, the vertex fit requirement and cuts, the branching ratio for the studied type of decay, the geometrical acceptance, the reconstruction efficiency and feed-down from interactions with the target material. The feed-down correction also takes into account Λ hyperons coming from secondary vertices. The inverse multiplicative Monte Carlo correction is calculated using the following formula
which compares the information on simulated particles at the primary hadron generator level (gen) with that on reconstructed identified particles (acc). The quantity n x is the number of the identified particle of type x (K 0 S or Λ) in a given bin of phase-space, N is the number of events. The correction can be split into two parts: the first one connected with correction of numbers of a given particle of type x in a given bin (n acc x /n gen x which will be denoted γ) and the second one connected with the correction of number of events (N acc /N gen which will be denoted η). Therefore, the correction can be rewritten as follows:
The subtraction of non-target interactions was performed using information from events recorded with target removed. The normalization was obtained far away from the target where all reconstructed vertices originate from interactions with the detector material (neglecting the beam attenuation in the target). The number of particles per event in a given phase space bin, corrected for non-target interactions, is calculated as:
where I and R superscripts indicate data with target inserted and removed, respectively. The factor B is calculated from the data:
where N
beam is the number of beam particles in data with target removed and inserted, respectively, and N R/I far z is the corresponding number of events with fitted vertex longitudinal coordinate, z, far away from the target. The differential spectrum is calculated as dn dp = n N 1 ∆p .
Then the differential cross section is calculated as: dσ dp = σ prod dn dp ,
where σ prod is equal to 229.3 ± 1.9 ± 9.0 mb. The uncertainties on σ prod were not included in the uncertainties of the final results presented in this paper. The measurements of the inelastic and production cross sections are presented in Ref. [11] .
A. Event and track selection, data binning
The analysis is based on 667×10 3 event triggers with the graphite target inserted and 46 ×10 3 triggers with the target removed. Only events with a properly reconstructed beam track were retained. First of all, the information from the Beam Position Detectors, placed upstream of the target (see Fig. 1 ), was used to ensure a well-defined beam track (see Ref. [8] for details). Then, events with reconstructed primary vertex, within the target (vertex z position within the range [−585.0, −575.0] cm), were selected in order to reject interactions that did not take place in the target but in the surrounding detector material. Any pair of tracks with opposite charges and distance of closest approach smaller than 1 cm was taken as a possible V 0 candidate. In order to purify the sample and select candidates which correspond to K 0 S or Λ with high probability additional cuts were applied:
(i) The distance along the beam direction between the primary vertex and the V 0 decay point had to be larger than 3 cm. This cut was used to reject cases in which primary vertex tracks were wrongly reconstructed as V 0 tracks. The same minimum distance cut was used for K 0 S and Λ. Although the decay lengths of the two particles are different, the signal to background ratio are very similar using the same cut.
(ii) The V 0 momentum vector had to point back to the primary vertex within a cut of d x and d y < 3 cm in the transverse {x, y} plane for K The K 0 S candidate momentum vs polar angle distribution after event, track and V 0 selection cuts is shown in Fig. 3 with superimposed binning. The bins colored in red were more sensitive to the model dependent corrections because for them the uncertainty of the shape of the event generator distributions could significantly affect the final results.
B. Raw Yields
The (π + π − ) invariant mass distributions in selected {p, θ} bins for K K 0 S and Λ extracted in the selected momentum and polar angle intervals is presented in Table I . 
C. Corrections
The simulation chain described in Ref. [5] was used to correct raw yields for detector effects (i.e. geometrical acceptance, reconstruction efficiency, resolution of p and θ measurements), contributions from non-primary V 0 decays, and decay branching ratios. The correction factor was calculated according to Eq. 2. For this calculation information from the simulation about reconstructed and simulated particles of each type is needed. The number of reconstructed particles is obtained in the same way as for the real data as the result of the integration of the fitted signal function after background subtraction. The momentum versus polar angle distribution of simulated K 0 S and Λ from the employed VENUS 4.12 model [10] is presented in Fig. 6 . Table II and Table III , respectively. The correction factor η is bin independent and was estimated to be equal to 0.8083 ± 0.0005. The correction procedure was checked by evaluating the lifetime of K 0 S and Λ from the corrected distribution of distances between the production and decay vertices. The contribution of non-target interactions has small impact on the final results. The ratio B was found to be equal to 2.198 ± 0.027. After all cuts there were no V 0 candidates found in the data recorded with target removed. Therefore, the subtraction procedure for out of target interactions changes only the number of events used for the normalization of spectra. The values of N I and N I -BN R were 276481 and 276421, respectively.
D. Systematic errors
The main sources of the systematic uncertainty are as follows. (ii) The uncertainty connected with the background function used in the fitting procedure. Apart from the standard 4 th order polynomial a set of different background functions was tried (3 rd order polynomial, 6
th order Chebyshev polynomial, Argus function).
(iii) The uncertainty connected with the fitting procedure. Due to the low statistics of the data, fit results depend on the fit strategy and the limits set for the parameters. The most prominent effect was observed when the width of the signal function was varied. The initial values of the position and the width of the signal were taken from the large statistic MC simulations and the variation within ±10·∆F M C was used for the systematic error studies.
(iv) The uncertainty connected with the inaccurate description of the reconstructed primary vertex distribution in the Monte Carlo.
(v) The uncertainty connected with the inaccuracy of the geometrical acceptance obtained from Monte Carlo simulation, reconstruction efficiency, and different algorithms used for track merging.
(vi) The uncertainty connected with the {p, θ} bin size due to imperfect modeling of K 0 S and Λ spectra in the Monte Carlo. This effect was only studied in the K 0 S case by looking at the distributions in different Monte Carlo generators.
The systematic errors connected with uncertainties discussed in points (i) and (iv) were found to be almost momentum independent. The uncertainties discussed in point (v) depend strongly on the selected {p, θ} bin. The systematic errors were estimated following the procedure presented in Refs. [5, 6] .
The final systematic errors, calculated as the sum in quadrature of errors connected with the uncertainties discussed above, were found to be about 13.5-20.0% for K 0 S and Λ depending on the emission angle interval. The largest contributions always come from the uncertainty connected with the fitting approach (iii) and the uncertainty connected with the fit of the background (ii). Typical systematic errors connected with these sources were about 8-12% (iii) and about 7-8% (ii). The second most important contribution is related to the track cuts (i) and it is typically 4-5%. In addition important contribution comes from an inaccurate agreement between the data and Monte Carlo distributions of the fitted z coordinate of the primary vertex (iv). The systematic error connected with this effect is about 5%. The contributions connected with geometrical acceptance, reconstruction efficiency, and different reconstruction algorithms (v) are 3-4%, 2% and 2%, respectively. The systematic error connected with bin size (vi) was found to be about 6% in highly populated bins and about 12% in low statistic bins.
IV. RESULTS
Differential inclusive cross sections were derived following the procedure described in Sec. III. They are tabulated in Tables IV and V The mean multiplicity in production processes and the inclusive cross section for K 0 S production were evaluated from the results obtained in momentum and polar angle intervals. Regions outside the geometrical acceptance were corrected according to the VENUS 4.12 model [10] which predicts 23.91% of simulated K 0 S to be outside of our {p, θ} bins. In the UrQMD [12] model this number is 20.27%.
The spread of model predictions was used to estimate the systematic error of the extrapolation to full phase space. The final results with systematic errors are as follows.
The K 0 S mean multiplicity in production processes is n K 0 S = 0.127 ± 0.005 (stat) ± 0.022 (sys) . Table V: The NA61/SHINE results for differential Λ production cross section in the laboratory system for p+C interactions at 31 GeV/c. θ low θup p low pup dσΛ / dp ∆stat ∆stat ∆sys The inclusive cross section for K 0 S production is
Due to different phase-space distributions of Λ and K 0 S a model-dependent correction for a unmeasured yield of Λ hyperons is about two times larger than the one for K 0 S mesons. Therefore a reliable extrapolation of the Λ hyperon yield to the full phase was not possible.
The K 0 S mean multiplicity in production processes from p+C interactions was compared with a compilation [13] of total integrated K 0 S yields from p+p interaction experiments. For this purpose the NA61/SHINE result was scaled according to the Wounded Nucleon Model (WNM) by a multiplicative scaling factor 2/(1+ n W ) and according to the Independent Collisions Model (ICM) by a multiplicative scaling factor 1/ n W , where n W is the average number of wounded nucleons inside the carbon nucleus. The value of n W was found to be 1.5240 ± 0.0011 using the GLauber Initial-State Simulation AND mOre (GLISSANDO) model calculation [14] . The comparison of our result with the compilation of existing p+p results is shown in Fig. 12 . Better agreement is observed between the scaled NA61/SHINE result and the measurement for p+p interactions when the ICM scaling is used. The larger value of the kaon multiplicity (0.127 ± 0.005) as compared to the WNM model (0.063 × 1.26 = 0.0793) can be regarded as an indication of enhanced strange particle production in p+C collisions at 31 GeV/c. However, a definitive conclusion is not possible due to the systematic uncertainties of our results.
[GeV] s [13] . Triangles: the ISR measurements of ((K + + K − )/2) and the UA5 results [13] . Grey circle: the result from this paper for p+C interactions. Green full star: the result from this paper after scaling according to the WNM model. Blue triangle: the result from this paper after scaling according to the ICM model. The dashed line is shown to guide the eye.
V. COMPARISON WITH MODEL PREDICTIONS
The K 0 S results in momentum and polar angle variables normalized to mean particle multiplicity in production processes are shown in Fig. 13 with predictions from the hadron production models VENUS and UrQMD superimposed. 
− ratio is plotted versus momentum for selected polar angle intervals in Fig. 14 . The π − spectra were taken from Ref. [5] . The ratio of K 0 S /π − is expected to be close to the ratio of thes toū quark production probabilities and it is therefore sensitive to the strangeness suppression factor, λ S . Furthermore, the ratio K 0 S /π − is used in the calculation of the feed-down corrections when extracting primary pion multiplicities from the data. In Ref. [5] VENUS model predictions, not yet confronted with the NA61/SHINE measurements, were used and therefore large systematic errors were assigned. It is seen from Fig. 14 that the agreement between data and the model is rather satisfactory for the emission angle interval 20-140 mrad whereas the disagreement is large at larger angles. The measured average multiplicity of K 0 S differs by about 20% from the one predicted by VENUS and used in the NA61/SHINE correction procedure. The K 0 S /K + ratio in the selected polar angle intervals is shown in Fig. 15 . The K + spectra were measured in the same experiment [6] therefore some of the systematic errors canceled out. The d/u quark ratio in p+C interactions is 5:7. The smaller yield of K 0 S compared to that of K + is thus expected because it is more probable to find a u current quark to form a positively charged kaon (us) than a d quark to form a K 0 (ds). TheK (ds) requires the production of two sea quarks and thus it is less frequent.
The Λ results in momentum and polar angle variables normalized to mean particle multiplicity in production processes are shown in Fig. 16 with the predictions from the hadron production models superimposed. None of the models provides a satisfactory description of our measurements. 
VI. SUMMARY
We present the first measurement of the total cross section for K 0 S production in p+C interactions at 31 GeV/c in the experimentally sparsely covered region of a few tens of GeV/c beam momentum. The increase of the mean K 0 S multiplicity with respect to p+p collisions can be explained within errors by a factor equal to the average number of primary proton interactions in the carbon nucleus. Differential cross sections for K 0 S and Λ production were obtained in bins of laboratory momentum and emission angle and are compared with predictions of several hadron production models. Significant discrepancies between our experimental results and predictions of the VENUS 4.12 and UrQMD models are observed. These new measurements will help to further refine the prediction of the neutrino beam flux in the T2K experiment. Finally, it is a pleasure to thank the European Organization for Nuclear Research for a strong support and hospitality and, in particular, the operating crews of the CERN SPS accelerator and beam lines who made the measurements possible.
