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Abstract
We consider nonnegative solutions of a parabolic equation in a cylinder D × (0, T ), where D is a non-
compact domain of a Riemannian manifold. Under the assumption [IU] (i.e., the associated heat kernel is
intrinsically ultracontractive), we establish an integral representation theorem: any nonnegative solution is
represented uniquely by an integral on (D ×{0})∪ (∂MD × [0, T )), where ∂MD is the Martin boundary of
D for the associated elliptic operator. We apply it in a unified way to several concrete examples to explic-
itly represent nonnegative solutions. We also show that [IU] implies the condition [SP] (i.e., the constant
function 1 is a small perturbation of the elliptic operator on D).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with integral representations of nonnegative solutions to parabolic
equations, and gives a representation theorem which is general and applicable to many concrete
examples for establishing explicit integral representations.
We consider nonnegative solutions of a parabolic equation
(∂t +L)u = 0 in D × (0, T ), (1.1)
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∂/∂t , and L is a second order elliptic operator on D. We study the following
Problem. Determine all nonnegative solutions of the parabolic equation (1.1).
This problem is closely related to the Widder type uniqueness theorem for a parabolic equa-
tion, which asserts that any nonnegative solution is determined uniquely by its initial value. (For
Widder type uniqueness theorems, see [6,8,22,29,31,40,41,44,45] and references therein.) We
say that [UP] (i.e., uniqueness for the positive Cauchy problem) holds for (1.1) when any non-
negative solution of (1.1) with zero initial value is identically zero. When [UP] holds for (1.1) the
answer to our problem is extremely simple: for any nonnegative solution u of (1.1) there exists a
unique Borel measure μ on D such that
u(x, t) =
∫
D
p(x, y, t) dμ(y), x ∈ D, 0 < t < T,
where p is the minimal fundamental solution for (1.1) (see [6,8]). While [UP] does not hold, how-
ever, only a few explicit integral representations of nonnegative solutions to parabolic equations
are given (see [20,26,35,48,54]). (For related representation theorems, see [31] and [50].) On
the other hand, for elliptic equations, there has been a significant progress in determining explic-
itly Martin boundaries in many important cases (see [1–4,7,16,23,37,38,43,45,47] and references
therein). Recall that any nonnegative solution of a subcritical elliptic equation is represented by
an integral of Martin kernels with respect to a Borel measure on the Martin boundary.
The aim of this paper is to give explicit integral representations of nonnegative solutions to
parabolic equations for which [UP] does not hold. We give a general and sharp condition under
which any nonnegative solution of (1.1) with zero initial value is represented by an integral on
the product of the Martin boundary of D for an elliptic operator associated with L and the time
interval [0, T ).
Now, in order to state our main results, we fix notations and recall several notions and facts.
Let M be a connected separable n-dimensional smooth manifold with Riemannian metric of
class C0. Denote by ν the Riemannian measure on M . TxM and TM denote the tangent space
to M at x ∈ M and the tangent bundle, respectively. We denote by End(TxM) and End(TM) the
set of endomorphisms in TxM and the corresponding bundle, respectively. The inner product on
TM is denoted by 〈X,Y 〉, where X,Y ∈ TM; and |X| = 〈X,X〉1/2. The divergence and gradient
with respect to the metric on M are denoted by div and ∇ , respectively. Let D be a noncompact
domain of M . Let L be an elliptic differential operator on D of the form
Lu = −m−1 div(mA∇u)+ V u, (1.2)
where m is a positive measurable function on D such that m and m−1 are bounded on any
compact subset of D, A is a symmetric measurable section on D of End(TM), and V is a real-
valued measurable function on D such that
V ∈ Lploc(D,mdν) for some p > max
(
n
,1
)
.2
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to mdν. We assume that L is locally uniformly elliptic on D, i.e., for any compact set K in D
there exists a positive constant λ such that
λ|ξ |2  〈Axξ, ξ 〉 λ−1|ξ |2, x ∈ K, (x, ξ) ∈ TM.
We assume that the quadratic form Q on C∞0 (D) defined by
Q[u] =
∫
D
(〈A∇u,∇u〉 + V u2)mdν
is bounded from below, and put
λ0 = inf
{
Q[u]; u ∈ C∞0 (D),
∫
D
u2mdν = 1
}
.
Then, for any a < λ0, (L − a,D) is subcritical, i.e., there exists the (minimal positive) Green
function of L − a on D. Denote by LD the selfadjoint operator in L2(D;mdν) associated with
the closure of Q. We assume that λ0 is an eigenvalue of LD . Let φ0 be the normalized positive
eigenfunction for λ0. Let p(x, y, t) be the minimal fundamental solution for (1.1), which is equal
to the integral kernel of the semigroup e−tLD on L2(D,mdν).
Our main assumption is the following condition [IU] (i.e., intrinsic ultracontractivity):
[IU] For any t > 0, there exists a constant Ct > 0 such that
p(x, y, t)Ctφ0(x)φ0(y), x, y ∈ D.
(For results related to [IU], see [9–12,15,18,19,27,36,39,40,42,43] and references therein.) This
condition [IU] implies that LD admits a complete orthonormal base of eigenfunctions {φj }∞j=0
with eigenvalues λ0 < λ1  λ2  · · · repeated according to multiplicity. Furthermore,
p(x, y, t)
φ0(x)φ0(y)
=
∞∑
j=0
e−λj t
φj (x)φj (y)
φ0(x)φ0(y)
, x, y ∈ D, t > 0, (1.3)
where the series converges uniformly on D ×D × [δ,∞) for any δ > 0 (see [18]). Recall that if
[IU] holds, then [UP] does not hold for (1.1) and the equation admits a positive solution with zero
initial value (see [39]); and for a class of parabolic equations, [IU] is equivalent to the existence
of such a solution (see [40]).
We show in this paper that [IU] also implies the following condition [SP] (i.e., small pertur-
bation) for any a < λ0:
[SP] The constant function 1 is a small perturbation of L − a on D, i.e., for any ε > 0 there
exists a compact subset K of D such that∫
D\K
G(x, z)G(z, y)m(z) dν(z) εG(x, y), x, y ∈ D \K,
where G is the Green function of L− a on D (see [51]).
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Theorem 1.1. Suppose that [IU] holds. Then, for any a < λ0, 1 is a small perturbation of L− a
on D.
This theorem is completely new when the dimension of M is higher than 1; while it is known
in the one-dimensional case (see [42, Proposition 3.5], [43, Theorems 6.1 and 6.3]). Note that the
converse to Theorem 1.1 does not hold (see Remark 3.2 in Section 3). Recall that [SP] implies
the following condition [SSP] (i.e., semismall perturbation) (see [42]):
[SSP] 1 is a semismall perturbation of L − a on D, i.e., for any ε > 0 there exists a compact
subset K of D such that∫
D\K
G
(
x0, z
)
G(z, y)m(z) dν(z) εG
(
x0, y
)
, y ∈ D \K,
where x0 is a fixed reference point in D.
Fix a < λ0, and suppose that [SSP] holds. Then, for any j = 1,2, . . . , the function φj/φ0 has
a continuous extension [φj/φ0] up to the Martin boundary ∂MD of D for L − a (see [53, The-
orem 6.3]). (For semismall perturbations, see also [43].) Let D∗ = D ∪ ∂MD be the Martin
compactification of D for L− a, which is a compact metric space. We denote by ∂mD the min-
imal Martin boundary of D for L − a. This is a Borel subset of ∂MD. Here, we note that ∂MD
and ∂mD are independent of a in the following sense: if [SSP] holds, then for any b < λ0 there is
a homeomorphism Φ from the Martin compactification of D for L− a onto that for L− b such
that Φ|D = identity, and Φ maps the Martin boundary and minimal Martin boundary of D for
L− a onto those for L− b, respectively (see [42, Theorem 1.4]).
Now, we are ready to state our main theorem.
Theorem 1.2. Assume [IU]. Then, for any nonnegative solution u of (1.1) there exists a unique
pair of Borel measures μ on D and λ on ∂MD × [0, T ) such that λ is supported by the set
∂mD × [0, T ), and
u(x, t) =
∫
D
p(x, y, t) dμ(y)+
∫
∂MD×[0,t)
q(x, ξ, t − s) dλ(ξ, s) (1.4)
for any (x, t) ∈ D × (0, T ). Here q(x, ξ, τ ) is a continuous function on D × ∂MD × (−∞,∞)
defined by
q(x, ξ, τ ) =
∞∑
j=0
e−λj τ φj (x)[φj/φ0](ξ), τ > 0,
q(x, ξ, τ ) = 0, τ  0, (1.5)
where the series in (1.5) converges uniformly on K × ∂MD × [δ,∞) for any compact subset K
of D and δ > 0. Furthermore,
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(∂t +L)q(· , ξ, ·) = 0 on D × (−∞,∞). (1.7)
Conversely, for any Borel measures μ on D and λ on ∂MD × [0, T ) such that λ is supported by
∂mD × [0, T ) and ∫
D
p
(
x0, y, t
)
dμ(y) < ∞, 0 < t < T, (1.8)
∫
∂MD×[0,t)
q
(
x0, ξ, t − s)dλ(ξ, s) < ∞, 0 < t < T, (1.9)
where x0 is a fixed point in D, the right-hand side of (1.4) is a nonnegative solution of (1.1).
A preliminary version of Theorem 1.2 was announced at the International Workshop on Po-
tential Theory 2004 in Matsue [46].
The proof of this theorem will be given in Section 4. It is based upon the abstract parabolic
Martin representation theorem and Choquet’s theorem (see [30,34,49]), and its key step is to
identify the parabolic Martin boundary.
Remark 1.3. We can also establish an integral representation theorem for nonnegative solutions
of
(∂t +L)u = 0 in D × (0,∞), (1.10)
which is completely analogous to Theorem 1.2: Assume [IU]. Then the conclusions of Theo-
rem 1.2 hold with T replaced by ∞.
Here, in order to illustrate a scope of Theorem 1.2, we give simple examples. Further examples
will be given in Section 5.
Example 1.4. Let α ∈ R and
L = −+ (1 + |x|2)α/2 on D = Rn.
Then [UP] holds for (1.1) if and only if α  2; while [IU] is satisfied if and only if α > 2
(see [40]). (Concerning [IU] for more general Schrödinger operators, see [9,18,19,40,43].)
(i) Suppose that α  2. Then for any nonnegative solution u of (1.1) there exists a unique
Borel measure μ on D such that
u(x, t) =
∫
D
p(x, y, t) dμ(y), x ∈ D, 0 < t < T . (1.11)
Conversely, for any Borel measure μ on D satisfying (1.8), the right-hand side of (1.11) is a
nonnegative solution of (1.1).
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∂MD = ∂mD = ∞Sn−1, (1.12)
where ∞Sn−1 is the sphere at infinity of Rn, and the Martin compactification D∗ of D = Rn
with respect to L is obtained by attaching a sphere Sn−1 at infinity: D∗ = Rn unionsq ∞Sn−1. (As for
(1.12), see [37].)
Note that the Martin boundary ∂MD in the case −2 < α  2 is also equal to that for α > 2.
Nevertheless, when [UP] holds, the elliptic Martin boundary disappears in the parabolic repre-
sentation theorem; while it enters when [UP] does not hold.
Example 1.5. Let A(x) = (aij (x))ni,j=1, n 2, be a symmetric matrix-valued measurable func-
tion on Rn satisfying λA(x) λ−1, x ∈ Rn, for some positive constant λ. Let
L = −
n∑
i,j=1
∂i
(
aij (x)∂j
)
, (1.13)
where ∂j = ∂/∂xj . Let D be a bounded John domain in Rn, i.e., D is a bounded domain, and
there exist a point z0 ∈ D and a positive constant cJ such that each z ∈ D can be joined to z0 by
a rectifiable curve γ (t), 0 t  1, with γ (0) = z, γ (1) = z0, γ ⊂ D, and
dist
(
γ (t), ∂D
)
 cJ 
(
γ [0, t]), 0 t  1,
where (γ [0, t]) is the length of the curve γ (s),0  s  t . Then the condition [IU] is satisfied
(see [9, Theorem 1 and Corollary 2.6]). Thus the conclusions of Theorem 1.2 hold.
Note that the Martin boundary ∂MD of D with respect to L may be different from the topolog-
ical boundary ∂D in Rn, although they coincide if ∂D is not bad, for example, if D is a Lipschitz
domain (see [2–4,16] and references therein).
This example is a generalization of the integral representation theorem for a Lipschitz cylinder
by Fabes, Garofalo, Salsa [20], although they use kernel functions instead of q(x, ξ, t − s). The
integral representation (1.4) via q(x, ξ, t − s) is more explicit, and seems to be new even for a
Lipschitz cylinder.
Example 1.6. Let L be the elliptic operator (1.13). For β ∈ R, put
D = {(x1, x′) ∈ Rn; x1 > 1, |x′| < xβ1 }.
Then [IU] is satisfied if and only if β < −1. Indeed, if β < −1, then D is a uniformly Hölder
domain of order 1 − 1/β < 2 (see [9] and [41, (5.28)]); thus [IU] is satisfied by Theorem 1(a)
of [9] (see also [19, Remark 1 after Theorem 9.6]). If β −1, then any nonnegative solution of
the initial and boundary value problem
(∂t +L)u = 0 in D × (0, T ),
u(x,0) = 0 on D,
u(x, t) = 0 on ∂D × (0, T )
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rem 3.1.D]. For a more direct proof, see [11, Theorem 6].
Now, suppose that β < −1. Then the conclusions of Theorem 1.2 hold with
∂MD = ∂mD = ∂D ∪ {∞}, (1.14)
where ∞ is the point at infinity outside of D. Here (1.14) can be shown by the boundary Harnack
principle and the scaling argument as in [38, Appendix].
As for the case β  −1, the structure of nonnegative solution of (1.1) will be determined
elsewhere.
The remainder of this paper is organized as follows. Sections 2, 3 and 4 are devoted to the
proofs of Theorems 1.1 and 1.2. In Section 2 we describe the abstract parabolic Martin boundary
∂
β
MQ of Q = D × (0, T ) with respect to ∂t + L and a measure β on Q, and establish without
assuming [IU] an abstract integral representation theorem for nonnegative solutions to the par-
abolic equation (1.1). It asserts that for any nonnegative solution u of (1.1) there exists a unique
Borel measure μ on D such that
v(x, t) ≡ u(x, t)−
∫
D
p(x, y, t) dμ(y)
is a nonnegative solution of (1.1) with zero initial value, and v is represented uniquely by an
integral on ∂βMQ \D × {0} (see Theorem 2.1 in Section 2). In Section 3 we prove Theorem 1.1.
In Section 4 we prove Theorem 1.2 on the basis of the abstract integral representation theorem
in Section 2. In Section 5 we give several concrete examples as applications of Theorem 1.2.
Finally, in Section 6 we give an integral representation theorem for nonnegative solutions of the
equation
(∂t +L)u = 0 in D × (−∞,0)
(see Theorem 6.1 in Section 6); since it is of independent interest and can be shown in the same
way as Theorem 1.2.
2. Parabolic Martin boundary
In this section we describe the parabolic Martin boundary, and give an abstract integral rep-
resentation theorem for nonnegative solutions to the parabolic equation (1.1). Throughout this
section we do not assume the condition [IU].
For x ∈ D and r > 0, we denote by B(x, r) the geodesic ball in the Riemannian man-
ifold M with center x and radius r . Let x0 be a reference point in D. Choose a nonneg-
ative continuous function a on D such that a(x) = 1 on B(x0, r0) and a(x) = 0 outside
B(x0,2r0) for some r0 > 0 with B(x0,3r0)D. Choose a nonnegative continuous function b
on R such that b(t) > 0 on (T /2, T ) and b(t) = 0 on R \ (T /2, T ). Denote by β the mea-
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on Q = D × (0, T ), we write
β(u) =
∫ ∫
Q
u(x, t) dβ(x, t).
Denote by P(Q) the set of all nonnegative solutions of (1.1), and put
Pβ(Q) =
{
u ∈ P(Q); β(u) < ∞}.
Note that for any u ∈ P(Q) there exists a function b as above such that β(u) < ∞; thus P(Q) =⋃
β Pβ(Q). Furthermore, the parabolic Harnack inequality shows that if β(u) = 0, then u = 0.
Throughout this section we fix a measure β . Let us define the β-Martin boundary ∂βMQ of Q
with respect to ∂t +L along the line given in [34] and [30]. Put
p(x, t;y, s) = p(x, y, t − s), t > s, x, y ∈ D,
p(x, t;y, s) = 0, t  s, x, y ∈ D.
Define the β-Martin kernel Kβ by
Kβ(x, t;y, s) = p(x, t;y, s)
β(p(· ;y, s)) , (x, t), (y, s) ∈ Q,
where β(p(· ;y, s)) = ∫∫
Q
p(z, r;y, s) dβ(z, r). Let {Dj }∞j=1 be an exhaustion of D such
that each Dj is a domain with smooth boundary, Dj  Dj+1  D,
⋃∞
j=1 Dj = D, and
B(x0,3r0)D1. Put Qj = Dj × (T /4j, T (1 − 1/4j)). For Y = (y, s), Z = (z, r) ∈ Q, let
δβ(Y,Z) =
∞∑
j=1
2−j sup
X∈Qj
|Kβ(X;Y)−Kβ(X;Z)|
1 + |Kβ(X;Y)−Kβ(X;Z)| .
Then we see that δβ is a metric on Q, and the topology on Q induced by δβ is equivalent to the
original topology of Q. Denote by Qβ∗ the completion of Q with respect to the metric δβ . Put
∂
β
MQ = Qβ∗ \ Q. A sequence {Y k}∞k=1 in Q is called a fundamental sequence if {Y k}∞k=1 has
no point of accumulation in Q and {Kβ(· ;Y k)}∞k=1 converges uniformly on any compact subset
of Q to a nonnegative solution of (1.1). By the local a priori estimates for solutions of (1.1), for
any Ξ ∈ ∂βMQ there exist a unique nonnegative solution Kβ(· ;Ξ) of (1.1) and a fundamental
sequence {Y k}∞k=1 in Q such that
lim
k→∞
∞∑
j=1
2−j sup
X∈Qj
|Kβ(X;Y k)−Kβ(X;Ξ)|
1 + |Kβ(X;Y k)−Kβ(X;Ξ)| = 0.
Thus the metric δβ is canonically extended to Qβ∗. Furthermore, Qβ∗ becomes a compact metric
space, since by the parabolic Harnack inequality, any sequence {Y k}∞k=1 with no point of accu-
mulation in Q has a fundamental subsequence. We call Kβ(· ;Ξ), ∂β Q and Qβ∗ the β-MartinM
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that β(Kβ(· ;Ξ))  1 by Fatou’s lemma; and so Kβ(· ;Ξ) ∈ Pβ(Q). A nonnegative solution
u ∈ Pβ(Q) is said to be minimal if for any nonnegative solution v  u there exists a nonnegative
constant C such that v = Cu. Put
∂βmQ =
{
Ξ ∈ ∂βMQ; Kβ(· ;Ξ) is minimal and β
(
Kβ(· ;Ξ)
)= 1},
which we call the minimal β-Martin boundary for (Q,∂t +L).
Observe that D × [0, T ) is embedded into Qβ∗, and D × {0} ⊂ ∂βMQ. Indeed, with y ∈ D
fixed, for any sequence {Y k}∞k=1 in Q with limk→∞ Y k = (y,0) we have limk→∞ Kβ(x, t;Y k) =
p(x, t;y,0)/β(p(· ;y,0)); furthermore, Kβ(· ;y,0) = Kβ(· ; z,0) if y = z. We also note that
any sequence {Y k = (yk, sk)}∞k=1 in Q with limk→∞ sk = T is a fundamental sequence, since
limk→∞ Kβ(· ;Y k) = 0. We denote by  the point in ∂βMQ corresponding to the Martin kernel
which is identically zero: Kβ(· ;) = 0. Put
LβmQ = ∂βmQ \
(
D × {0} ∪ { }).
We are now ready to state a main theorem of this section.
Theorem 2.1. For any u ∈ Pβ(Q), there exists a unique pair of finite Borel measures κ on D and
λ on ∂
β
MQ \ (D × {0}) such that λ is supported by the set LβmQ,
u(x, t) =
∫
D
p(x, t;y,0)
β(p(· ;y,0)) dκ(y)+
∫
LβmQ
Kβ(x, t;Ξ)dλ(Ξ), (2.1)
for any (x, t) ∈ Q, and
β(u) = κ(D)+ λ(LβmQ). (2.2)
Conversely, for any finite Borel measures κ on D and λ on ∂βMQ \ (D × {0}) such that λ is
supported by the set LβmQ, the right-hand side of (2.1) belongs to Pβ(Q).
This theorem may be shown via the theory of Martin boundaries of general harmonic spaces in
the axiomatic potential theory (see Remark 2.7 at the end of this section), but it cannot be found
in the literature. We rather show Theorem 2.1 directly by making use of Choquet’s theorem. We
show only the first half of it, since the second half can be shown easily. The proof is decomposed
into several steps. We denote by C00(D) the set of all continuous functions with compact support
in D, and put C0,+0 (D) = {u ∈ C00(D);u 0}. We start with the following decomposition lemma.
Lemma 2.2. For any u ∈ P(Q), there exists a unique Borel measure μ on D such that
u(x, t) =
∫
p(x, t;y,0) dμ(y)+ v(x, t), (x, t) ∈ Q, (2.3)
D
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on D × (−∞,0]. (Thus, if [UP] holds for (1.1), then (2.3) holds with v = 0.) Furthermore, for
any ϕ ∈ C00(D),
lim
t↓0
∫
D
u(x, t)ϕ(x)m(x)dν(x) =
∫
D
ϕ(y)dμ(y). (2.4)
In addition, if u ∈ Pβ(Q), then
∫
D
β(p(· ;y,0)) dμ(y) < ∞ and v ∈ Pβ(Q).
Proof. The first assertion of this lemma is a direct consequence of [6, Theorem 4.2], and the
third assertion follows from it by the Fubini theorem. We only show (2.4), which also implies
the uniqueness of the representing measure μ. It suffices to show (2.4) for any ϕ ∈ C0,+0 (D) with
Suppϕ ⊂ Dk for some k. Put
Φ(y, t) =
∫
D
p(x, t;y,0)ϕ(x)m(x)dν(x), (y, t) ∈ Q.
We claim that Φ is bounded on Dk × (0, T /2], and
lim
t↓0 Φ(y, t) = ϕ(y), y ∈ Dk.
Indeed, the extension principle and the local regularity of solutions show (see [8, Lemma 8] and
[28]) that
ψ(y, t) =
∫
Dk
p(x, t;y,0)m(x)dν(x)
is bounded on Dk × (0, T /2], and for any y ∈ Dk and δ > 0,
lim
t↓0 ψ(y, t) = 1,
lim
t↓0
∫
Dk\B(y,δ)
p(x, t;y,0)m(x)dν(x) = 0.
This implies the claim. Put
w(x, t) =
∫
D\Dk
p(x, t;y,0) dμ(y)+ v(x, t), (x, t) ∈ D × (0, T ),
w(x, t) = 0, (x, t) ∈ Dk × (−∞,0].
Then w is a continuous function on D × (0, T )∪Dk × (−∞,0]. We have∫
u(x, t)ϕ(x)m(x)dν(x) =
∫
Φ(y, t) dμ(y)+
∫
w(x, t)ϕ(x)m(x)dν(x).D Dk Dk
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shows (2.4). 
We put
P 0β (Q) =
{
v ∈ Pβ(Q); lim
t↓0 v(x, t) = 0 on D
}
.
By Lemma 2.2, for any u ∈ Pβ(Q) there exists a unique Borel measure κ on D such that dκ(y) =
β(p(· ;y,0)) dμ(y), κ(D) < ∞, and a function v defined by
v(x, t) = u(x, t)−
∫
D
p(x, t;y,0)
β(p(· ;y,0)) dκ(y)
belongs to P 0β (Q). Thus it suffices to show (2.1) for u ∈ P 0β (Q). Obviously, if [UP] holds for
(1.1), then P 0β (Q) = {0}; and so Lemma 2.2 already shows Theorem 2.1.
Lemma 2.3. Let u ∈ P 0β (Q). For any j < l, there exists a finite Borel measure λj,l on ∂Dj ×[0, T ) such that
u(x, t) =
∫
∂Dj×[0,T )
pl(x, t;y, s)
β(pl(· ;y, s)) dλj,l(y, s), (x, t) ∈ Dj × (0, T ), (2.5)
and λj,l(∂Dj × [0, T )) = β(u). Here pl is the Green function for ∂t +L on Dl × (0, T ).
Proof. For the time being, we make a temporary assumption that the coefficients of L and the
Riemannian metric are smooth. Then u is smooth on D × [0, T ). (For basic results on parabolic
equations, see [8,22,28,32,33].) Let v be the solution of the initial and boundary value problem:
(∂t +L)v = 0 in (Dl \Dj)× (0, T ),
v(x,0) = 0 on Dl \Dj,
v = u on ∂Dj × [0, T ),
v = 0 on ∂Dl × [0, T ).
By the maximum principle, 0 v  u on (Dl \Dj)× [0, T ). Define w by
w = u− v in (Dl \Dj)× [0, T ),
w = 0 on (Dj × (−∞, T ))∪ ((Dl \Dj)× (−∞,0)).
Let us show that
(∂t +L)w  0 in El ≡ Dl × (−∞, T ).
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w
wε
ψ ∈ C10
(
(−∞, T );L2(Dl \Dj)
)∩C00((−∞, T );H 10 (Dl \Dj))
and w satisfies (∂t +L)w = 0 in (Dl \Dj)× (−∞, T ), we have
0 =
∫ ∫
El
[
(∂t +L)w
]( w
wε
ψ
)
mdν dt
=
∫ ∫
El
{
−w∂t
(
w
wε
ψ
)
+
〈
A∇w,∇
(
w
wε
ψ
)〉
+ Vw
(
w
wε
ψ
)}
mdν dt

∫ ∫
El
{
−
[
ε2
w2 + ε2
w
wε
∂tw
]
ψ − w
wε
(w∂tψ)+ 〈A∇wε,∇ψ〉
+ Vw
(
w
wε
ψ
)}
mdν dt.
Here we have used the pointwise inequality〈
A∇w,∇
(
w
wε
ψ
)〉
 〈A∇wε,∇ψ〉.
We see that 0w/wε  1, 0 ε2/(w2 +ε2) 1, limε→0 w/wε = 1 and limε→0 ε2/(w2 +ε2) =
0 on {w > 0}. Thus, by the Lebesgue dominated convergence theorem
0
∫ ∫
El
{−w∂tψ + 〈A∇w,∇ψ〉 + Vwψ}mdν dt.
Hence (∂t + L)w  0 in the weak sense; and μ = (∂t + L)(u − w) is a Borel measure on Dl ×
(−∞, T ) supported by ∂Dj × [0, T ). Therefore,
(u−w)(x, t) =
∫
∂Dj×[0,T )
pl(x, t;y, s) dμ(y, s), (x, t) ∈ Dl × (0, T ).
Since u−w = u in Dj ×[0, T ), this yields (2.5) under the smoothness assumption. By the Fubini
theorem, (2.5) implies λj,l(∂Dj × [0, T )) = β(u) < ∞.
In order to treat the general case, we use the regularization argument as in [8] and [32]. Con-
sider a series of elliptic operators {Lk}∞k=1 whose coefficients are smooth in Dl+2 and converge
to those of L a.e. in Dl+2 as k → ∞. Let uk be a solution of the initial and boundary value
problem: (
∂t +Lk
)
uk = 0 in Dl+1 × (0, T ),
uk(x,0) = 0 on Dl+1,
uk = u on ∂Dl+1 × [0, T ).
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there exists a Borel measure λkj,l on ∂Dj × [0, T ) such that
uk(x, t) =
∫
∂Dj×[0,T )
pkl (x, t;y, s)
β(pkl (· ;y, s))
dλkj,l(y, s), (x, t) ∈ Dj × (0, T ), (2.6)
and λkj,l(∂Dj × [0, T )) = β(u). Choose a subsequence of {λkj,l}∞k=1 which converges weakly
on ∂Dj × [0, T − δ] for any δ > 0. For simplicity, we also denote the subsequence by {λkj,l}∞k=1.
Note that with (x, t) fixed, limk→∞ uk(x, t) = u(x, t), and {pkl (x, t; · , ·)}∞k=1 converges uni-
formly to pl(x, t; ·, ·) as k → ∞ on ∂Dj × [0, t]. Furthermore, {β(pkl (· ;y, s))}∞k=1 converges
uniformly to β(pl(· ;y, s)) as k → ∞ on ∂Dj × [0, T − δ] for any δ > 0. Thus, letting k → ∞
in (2.6), we get (2.5) in the general case. This completes the proof. 
Proposition 2.4. For any u ∈ P 0β (Q), there exists a finite Borel measure λ on ∂βMQ such that λ
is supported by ∂βMQ \ (D × {0} ∪ { }),
u(x, t) =
∫
∂
β
MQ
Kβ(x, t;Ξ)dλ(Ξ), (x, t) ∈ Q, (2.7)
and λ(∂βMQ) = β(u).
Proof. Letting l → ∞ in (2.5), we obtain that there exists a finite Borel measure λj on ∂Dj ×
[0, T ) such that
u(x, t) =
∫
∂Dj×[0,T )
Kβ(x, t;y, s) dλj (y, s), (x, t) ∈ Dj × (0, T ), (2.8)
and λj (∂Dj × [0, T )) = β(u). Then, by choosing a subsequence of {λj }∞j=1 if necessary, we get
(2.7) from (2.8). 
Put P 0β,1(Q) = {u ∈ P 0β (Q); β(u)  1}. Then we see that P 0β,1(Q) is compact and convex.
Let exP 0β,1(Q) be the set of extreme points of P
0
β,1(Q). It is known that exP
0
β,1(Q) is a Borel
subset of P 0β,1(Q). The following lemma says that exP
0
β,1(Q) is described in terms of β-Martin
kernels.
Lemma 2.5. exP 0β,1(Q) \ {0} = {Kβ(· ;Ξ); Ξ ∈ Lβm(Q)}.
Proof. For self-containedness we give a proof. We first claim that
exP 0β,1(Q) \ {0} =
{
u ∈ P 0β (Q); u is minimal, and β(u) = 1
}
. (2.9)
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(1 − α)0; which is a contradiction. Let us show that if v ∈ P 0β (Q) satisfies v  u in Q, then
v = γ u with γ = β(u). When γ = 0, v = 0 and v = γ u. When 0 < γ < 1,
u = (1 − γ )
(
u− v
1 − γ
)
+ γ
(
v
γ
)
.
Since u is extreme, v/γ = u. Thus v = γ u. When γ = 1, β(u − v) = 0; and v = u. Conversely,
suppose that u ∈ P 0β (Q) is minimal and β(u) = 1. Assume that there exist 0 < α < 1 and v,w ∈
P 0β,1(Q) such that u = αv+(1−α)w. Since αv  u, there exists a constant C such that αv = Cu.
But β(v) = 1, for 1 = β(u) = αβ(v) + (1 − α)β(w). Thus α = C, and v = u. Similarly, w = u.
Hence u ∈ exP 0β,1(Q). This completes the proof of the claim.
Let u ∈ P 0β (Q) be minimal and β(u) = 1. By Proposition 2.4, there exists a probability mea-
sure λ satisfying (2.7). We claim that Suppλ, the support of λ, consists of a single point. Let us
show the claim along the line given in the proof of [24, Lemma 12.12] (see also [49, Proposi-
tion 1.4]). Since λ(∂βMQ) = 1 and β(Kβ(· ;Ξ)) 1, λ is supported by
E = {Ξ ∈ ∂βMQ;β(Kβ(· ;Ξ))= 1} ∖ (D × {0} ∪ { }).
Let ξ ∈ Suppλ. For any natural number j , let Uj = {η ∈ Qβ∗; δβ(ξ, η) < j−1} and λj = λ|Uj .
Then λj (Uj ) > 0 and λj is supported by E ∩Uj . By the minimality of u,
u(x, t) = λj (Uj )−1
∫
Uj
Kβ(x, t;Ξ)dλj (Ξ).
Since {λj (Uj )−1λj }∞j=1 converges vaguely to the measure concentrated on one point ξ , u =
Kβ(· ; ξ). Now, suppose that there exists η ∈ Suppλ \ {ξ}. Then Kβ(· ;η) = u = Kβ(· ; ξ), which
is a contradiction. This proves the claim. Hence u = Kβ(· ;Ξ) for some Ξ ∈ LβmQ. This implies
the right-hand side of (2.9) is equal to the set {Kβ(· ;Ξ); Ξ ∈ LβmQ}. The proof of Lemma 2.5
is now complete. 
Lemma 2.6. The cone P 0β (Q) is a lattice, i.e., for any u,v ∈ P 0β (Q) there exist the greatest lower
bound u∧ v ∈ P 0β (Q) and the least upper bound u∨ v ∈ P 0β (Q) of u and v.
Proof. We only show the existence of u∧ v. For j = 1,2, . . . , let wj be a solution of the initial
and boundary value problem:
(∂t +L)wj = 0 in Dj × (0, T ),
wj = min(u, v) on ∂Dj × (0, T ),
wj = 0 on Dj × {0}.
By the maximum principle, wj  wj+1 in Dj × (0, T ). By the a priori estimates, the sequence
{wj }∞j=1 converges to a solution w ∈ P 0β (Q) uniformly on any compact subset of D×[0, T ). By
the maximum principle, w is the greatest lower bound in P 0β (Q) of u and v. 
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Proof of Theorem 2.1. It suffices to show (2.1) and (2.2) for u ∈ P 0β (Q) with β(u) = 1, since
any v ∈ P 0β (Q)\ {0} satisfies β(v/β(v)) = 1. Put X = {u ∈ P 0β (Q); β(u) 1} and F = C0(D×
[0, T )). Let X˜ be the cone generated by X×{1} in F ×R. Then, by the proof of Proposition 11.3
of [49], Lemma 2.6 implies that X˜ is a lattice. By virtue of Choquet’s theorem [49, p. 70], for
each u in X with β(u) = 1 there exists a unique probability measure λ on X which is supported
by exX \ {0}, and represents (u,1) ∈ X˜, i.e.,
f (u,1) =
∫
X
f (v,1) dλ(v)
for any continuous linear functional f on F × R. Note that for any (x, t) ∈ Q the functional
f (v, r) = v(x, t), (v, r) ∈ F × R,
is a continuous linear functional on F × R. Thus we have
u(x, t) =
∫
X
v(x, t) dλ(v).
By Lemma 2.5, λ is supported by {Kβ(· ;Ξ);Ξ ∈ LβmQ}. By identifying exX \ {0} with LβmQ,
we obtain that
u(x, t) =
∫
LβmQ
Kβ(x, t;Ξ)dλ(Ξ).
This proves (2.1) and (2.2) for u ∈ P 0β (Q) with β(u) = 1. 
We conclude this section with a remark on another proof of Theorem 2.1 via the axiomatic
potential theory.
Remark 2.7. J. Bliedner informed the author through K. Janssen that the space associated with
solutions of the parabolic equation (∂t + L)u = 0 can be shown to be a Bauer harmonic space
by combining results on the Brelot harmonic space for elliptic equations (cf. [17] and [25]) and
results on the product of the semigroup e−tL and the uniform motion on R (cf. [13]), and that
such a proof cannot be found in the literature. If the space for ∂t +L is the Bauer harmonic space,
then Theorem 2.1 can be derived from [34, Theorem 5.1] by the potential-theoretic method.
3. [IU] implies [SP]
In this section we prove Theorem 1.1.
Proof of Theorem 1.1. Let a < λ0. Let G be the Green function of L− a on D. For any δ > 0,
put
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∞∫
δ
eatp(x, y, t) dt,
Gδ(x, y) =
δ∫
0
eatp(x, y, t) dt.
Then G = Gδ +Gδ . Let us show that∫
D
G(x,y)Gδ(y, z) dμ(y) δG(x, z), x, z ∈ D, (3.1)
where dμ(y) = m(y)dν(y). We have
∫
D
G(x,y)Gδ(y, z) dμ(y) =
∫
D
dμ(y)
∞∫
0
eatp(x, y, t) dt
δ∫
0
earp(y, z, r) dr
=
δ∫
0
dr
∞∫
0
dt ea(t+r)
∫
D
p(x, y, t)p(y, z, r) dμ(y)
=
δ∫
0
dr
∞∫
0
dt ea(t+r)p(x, z, t + r)
 δG(x, z).
Here, note that we have not used the condition [IU] in proving (3.1), and (3.1) holds for any
subcritical operator. Similarly,∫
D
Gδ(x, y)G(y, z) dμ(y) δG(x, z), x, z ∈ D. (3.2)
Thus, for any compact subset K of D∫
D\K
G(x, y)G(y, z) dμ(y) =
∫
D\K
(
Gδ(x, y)+Gδ(x, y)
)(
Gδ(y, z)+Gδ(y, z)
)
dμ(y)
 2δG(x, z)+
∫
D\K
Gδ(x, y)Gδ(y, z) dμ(y).
By Theorem 3.2 of [19], for any δ > 0 there exists a positive constant Cδ such that
C−1δ φ0(z)φ0(y) p(z, y, δ)Cδφ0(z)φ0(y), z, y ∈ D.
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C−1δ e
−λ0(t−δ)φ0(x)φ0(y) p(x, y, t) Cδe−λ0(t−δ)φ0(x)φ0(y)
for any x, y ∈ D and t  δ. Thus,
C−1δ Iδ 
Gδ(x, y)
φ0(x)φ0(y)
 CδIδ, x, y ∈ D,
Iδ =
∞∫
δ
eat e−λ0(t−δ) dt. (3.3)
Hence ∫
D\K
Gδ(x, y)Gδ(y, z) dμ(y) (CδIδ)2φ0(x)φ0(z)
∫
D\K
φ0(y)
2 dμ(y)

[
(CδIδ)
2C1I
−1
1
]
G(x, z)
∫
D\K
φ0(y)
2 dμ(y).
Summing up, we have∫
D\K
G(x, y)G(y, z) dμ(y) 2δG(x, z)+AδG(x, z)
∫
D\K
φ0(y)
2 dμ(y),
where Aδ = (CδIδ)2C1I−11 . For any ε > 0, let δ = ε/3 and choose K such that
Aδ
∫
D\K
φ0(y)
2 dμ(y) < ε/3.
Then ∫
D\K
G(x, y)G(y, z) dμ(y) < εG(x, z), x, z ∈ D.
That is, 1 is a small perturbation of L− a on D. 
For b < λ0, denote by G(x,y;b) the Green function of L− b on D.
Proposition 3.1. Suppose that [IU] holds. Then, for any b < λ0, there exists a positive constant
C such that
C−1G(x,y;a)G(x,y;b) CG(x,y;a), x, y ∈ D. (3.4)
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with G(x,y;a). Thus this proposition follows from Theorem 1.1. But we give a short and direct
proof. By (3.3),
C−1 
∫∞
1 e
atp(x, y, t) dt∫∞
1 e
btp(x, y, t) dt
 C (3.5)
for some positive constant C. On the other hand,
e−|a−b| 
∫ 1
0 e
atp(x, y, t) dt∫ 1
0 e
btp(x, y, t) dt
 e|a−b|. (3.6)
The inequalities (3.4) follow from (3.5) and (3.6). 
Remark 3.2. The converse of Theorem 1.1 does not hold. By Theorem 6.1 of [45], for any
domain D in R2 with finite area 1 is a small perturbation of − on D. But there exists bounded
planar domains for which the heat semigroups are not intrinsically ultracontractive (see [19,
Example 1, p. 371] and [10, Section 4]). Thus, for such planar domains, [IU] does not hold but
[SP] holds.
4. Semi-concrete integral representations
Throughout this section we assume that the condition [IU] is satisfied, and prove Theorem 1.2.
Theorem 1.2 gives explicit integral representations of nonnegative solutions of (1.1) provided that
the Martin boundary ∂MD of D for L − a, a < λ0, is determined explicitly. For simplicity of
notations, we assume without loss of generality that λ0 > 0 and a = 0.
Let p(x, y, t) be the minimal fundamental solution for ∂t + L on D × (0,∞). Extend
p(x, y, t) to {t  0} by p(x, y, t) = 0 there. We see that
(∂t +Lx)p(x, y, t) = 0 in D × R \
{
(y,0)
}
.
Lemma 4.1. For any ξ ∈ ∂MD there exists the limit
lim
Dy→ξ
p(x, y, t)
φ0(y)
≡ q(x, ξ, t), x ∈ D, t ∈ R. (4.1)
Furthermore, as functions of (x, t), {p(x, y, t)/φ0(y)}y converges to q(x, ξ, t) as y → ξ uni-
formly on K × R for any compact subset K of D.
Proof. Obviously, for t  0, (4.1) holds with q(x, ξ, t) = 0. We have only to show (4.1) for
t > 0. We have
p(x, y, t)
φ0(y)
=
∞∑
j=0
e−λj tφj (x)
[
φj (y)/φ0(y)
]
.
By [IU], for any δ > 0 there exists a constant C such that p(x, y, δ/3)  Cφ0(x)φ0(y) for any
x, y ∈ D. With dμ(x) = m(x)dν(x), we have for any j = 1,2, . . . ,
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∣∣φj (y)∣∣= ∣∣∣∣∫
D
p(x, y, δ/3)φj (x) dμ(x)
∣∣∣∣ C ∫
D
φ0(x)φ0(y)
∣∣φj (x)∣∣dμ(x)Cφ0(y).
Thus, |φj (y)|/φ0(y) Ceλj δ/3, y ∈ D, j = 1,2, . . . . Furthermore,
∞∑
j=0
e−λj δ/3 < ∞.
Therefore, for any t  δ and x, y ∈ D
∞∑
j=0
e−λj t
∣∣φj (x)φj (y)∣∣/φ0(x)φ0(y) C2 ∞∑
j=0
e−λj t e2λj δ/3
= C2
∞∑
j=0
e−λj δ/3 < ∞. (4.2)
This implies that for any compact subset K of D
∞∑
j=0
e−λj t
∣∣φj (x)φj (y)∣∣/φ0(y) C2(sup
K
φ0
) ∞∑
j=0
e−λj δ/3,
x ∈ K, y ∈ D, t  δ. (4.3)
By Theorem 1.1 and Theorem 6.3 of [53], φj/φ0 has a continuous extension [φj/φ0] to the
Martin compactification D∗ of D with respect to L. Hence, by (4.3)
q(x, ξ, t) ≡ lim
Dy→ξ
p(x, y, t)
φ0(y)
=
∞∑
j=0
e−λj tφj (x)[φj/φ0](ξ),
x ∈ D, t > 0, (4.4)
where the series in (4.4) converges uniformly on K × ∂MD × [δ,∞) for any compact subset K
of D and δ > 0. Furthermore, as functions of (x, t), {p(x, y, t)/φ0(y)}y converges to q(x, ξ, t)
uniformly on K ×[δ,∞). Thus, it remains to show that {p(x, y, t)/φ0(y)}y converges uniformly
on K × [0,1/2]. Let U and W be domains such that K  U W D. Let us show that there
exist positive constants C and α such that
p(x, y, t)Ce−α/tφ0(x)φ0(y), x ∈ U, y ∈ D \W, 0 < t < 1. (4.5)
By Theorem 4.1 of [43], there exist positive constants C1 and α such that
p(x, y, t) C1e−α/t , x ∈ U, y ∈ ∂W, 0 < t < 1.
This implies that for some constant C
p(x, y, t) Ce−α/tφ0(x)φ0(y), x ∈ U, y ∈ ∂W, 0 < t < 1. (4.6)
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(∂t +Ly)p(x, y, t) = 0 in (D \W)× (0,1),
p(x, y,0) = 0 on D \W,
(∂t +Ly)
(
e−α/tφ0(y)
)
> 0 in (D \W)× (0,1),
lim
t↓0 e
−α/tφ0(y) = 0 on D \W.
Since p is the minimal fundamental solution, the maximum principle together with (4.6) yields
(4.5). Thus, the family {p(x, y, t)/φ0(y)}y∈D\W of solutions in the variable (x, t) ∈ U × (−1,1)
is uniformly bounded. Therefore, for any sequence {yj }∞j=1 in D \W converging to ξ there exists
a subsequence {yjk }k such that {p(x, yjk , t)/φ0(yjk )}k converges uniformly on K ×[0,1/2] to a
nonnegative solution. But this limit must be q(x, ξ, t), which is determined uniquely by ξ . Hence
{p(x, y, t)/φ0(y)}y converges to q(x, ξ, t) as y → ξ uniformly on K × [0,1/2]. This completes
the proof of Lemma 4.1. 
Lemma 4.2.
(i) The function q on D × ∂MD × R is continuous, q(x, ξ, t) = 0 for t  0, and q(x, ξ, t) > 0
for t > 0. Furthermore, q(x, ξ, t) for t > 0 has the series expansion (4.4) which converges
uniformly on K × ∂MD × [δ,∞) for any compact subset K of D and δ > 0.
(ii) For any ξ ∈ ∂MD fixed, the function q(x, ξ, t) satisfies the equation
(∂t +Lx)q(x, ξ, t) = 0 in D × R.
(iii) For any δ > 0 there exists a constant C such that
C−1  q(x, ξ, t)
e−λ0t φ0(x)
C, t  δ, x ∈ D, ξ ∈ ∂MD. (4.7)
(iv) For any compact subset K of D there exist positive constants C and α such that
q(x, ξ, t) Ce−α/tφ0(x), x ∈ K, ξ ∈ ∂MD, 0 < t < 1. (4.8)
Proof. By [IU], for any δ > 0 there exists a positive constant Cδ such that
C−1δ φ0(z)φ0(y) p(z, y, δ) Cδφ0(z)φ0(y), z, y ∈ D
(see [19]). From these inequalities we get, with another constant Cδ ,
C−1δ 
eλ0tp(x, y, t)
φ0(x)φ0(y)
Cδ, x, y ∈ D, t  δ. (4.9)
This shows (iii), which implies that q(x, ξ, t) > 0 for t > 0. The other assertions in (i) and (ii)
follow from Lemma 4.1 and its proof. Finally, (4.5) implies (iv). 
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sion (4.4) converges uniformly on D × ∂MD × [δ,∞) for any δ > 0.
A direct consequence of (4.5) and (4.9) is worth mentioning.
Lemma 4.4. For any domains U and W with U W D, there exist positive constants C and
α such that
p(x, y, t)Cf (t)φ0(x)φ0(y), x ∈ U, y ∈ D \W, t > 0, (4.10)
where f (t) = e−α/t for 0 < t < 1, and f (t) = e−λ0t for t  1. Furthermore,
G(x,y) Cφ0(x)φ0(y), x ∈ U, y ∈ D \W, (4.11)
where G is the Green function of L on D.
Proof. Obviously, (4.10) follows from (4.5) and (4.9). Since
G(x,y) =
∞∫
0
p(x, y, t) dt,
(4.11) follows from (4.10). 
Let K(x, ξ) be the Martin kernel for L on D with reference point x0 ∈ D, i.e., K(x0, ξ) = 1,
ξ ∈ ∂MD. The following lemma gives a relation between K and q .
Lemma 4.5. For any ξ ∈ ∂MD,
lim
Dy→ξ
G(x, y)
φ0(y)
=
∞∫
0
q(x, ξ, t) dt, x ∈ D, (4.12)
K(x, ξ) =
∫∞
0 q(x, ξ, t) dt∫∞
0 q(x
0, ξ, t) dt
, x ∈ D. (4.13)
Proof. By Lemma 4.1 and (4.10), we obtain (4.12); which implies (4.13), since K(x, ξ) =
limy→ξ G(x, y)/G(x0, y). 
Lemma 4.6. Let ξ, η ∈ ∂MD, 0 s, r < T and C > 0. If
q(x, ξ, t − s) = Cq(x,η, t − r), (x, t) ∈ Q,
then ξ = η, s = r and C = 1.
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j = 0,1, . . . ; which implies that C = 1 and
[φj/φ0](ξ) = [φj/φ0](η), j = 0,1, . . . . (4.14)
By (4.14), q(x, ξ, t) = q(x, η, t) for x ∈ D and t > 0. Thus, by (4.13), K(·, ξ) = K(·, η) on D.
Hence ξ = η. 
The following proposition is not used in proving Theorem 1.2. But it is of independent interest,
and worth mentioning.
Proposition 4.7. Let κ and μ be finite Borel measures on ∂MD supported by the minimal Martin
boundary ∂mD. Suppose that∫
∂MD
[φj/φ0]dκ =
∫
∂MD
[φj/φ0]dμ, j = 0,1,2, . . . . (4.15)
Then κ = μ.
Proof. We have ∫
∂MD
K(x, ξ)
( ∞∫
0
q
(
x0, ξ, t
)
dt
)
dκ(ξ)
=
∞∫
0
dt
∫
∂MD
q(x, ξ, t) dκ(ξ)
=
∞∫
0
dt
∞∑
j=0
e−λj tφj (x)
∫
∂MD
[φj/φ0](ξ) dκ(ξ)
=
∞∫
0
dt
∞∑
j=0
e−λj tφj (x)
∫
∂MD
[φj/φ0](ξ) dμ(ξ)
=
∞∫
0
dt
∫
∂MD
q(x, ξ, t) dμ(ξ)
=
∫
∂MD
K(x, ξ)
( ∞∫
0
q
(
x0, ξ, t
)
dt
)
dμ(ξ).
Recall that the Martin representation theorem for positive solutions of the elliptic equa-
tion Lu = 0 in D says that any positive solution is represented uniquely by the integral of
the Martin kernel K(x, ξ) with respect to a finite Borel measure on ∂MD supported by ∂mD.
Hence κ = μ. 
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(see Proposition 9.7, Theorem 9.9 and Lemma 9.10 therein).
Now, let β be the measure on Q = D × (0, T ) as in Section 2, i.e., dβ(x, t) =
a(x)b(t)m(x)dν(x) dt . The following proposition determines the β-Martin boundary ∂βMQ, β-
Martin compactification Qβ∗, and β-Martin kernel Kβ for (∂t +L,Q). Recall that p(x, t;y, s) =
p(x, y, t − s) and Kβ(· ;y, s) = p(· ;y, s)/β(p(· ;y, s)). We write
q(x, t; ξ, s) = q(x, ξ, t − s)
for ξ ∈ ∂MD and 0 s < T .
Proposition 4.8.
(i) The β-Martin boundary ∂βMQ of Q for ∂t + L is equal to the disjoint union of D × {0},
∂MD × [0, T ) and the one point set { }:
∂
β
MQ = D × {0} ∪ ∂MD × [0, T )∪ { }. (4.16)
In particular, ∂βMQ does not depend on β .
(ii) The β-Martin compactification Qβ∗ of Q for ∂t +L is homeomorphic to the disjoint union
of the topological product D∗ × [0, T ) and the one point set { }, where a fundamental
neighborhood system of  is given by the family { } ∪D∗ × (T − ε,T ), 0 < ε < T/2. In
particular, Qβ∗ does not depend on β .
(iii) The β-Martin kernel Kβ is given as follows. For (x, t) ∈ Q,
Kβ(x, t;y,0) = p(x, t;y,0)
β(p(· ;y,0)) , (y,0) ∈ D × {0}, (4.17)
Kβ(x, t; ξ, s) = q(x, t; ξ, s)
β(q(· ; ξ, s)) , (ξ, s) ∈ ∂MD × [0, T ), (4.18)
and Kβ(x, t;) = 0.
Proof. We see that any sequence {(yj , sj )}∞j=1 in Q with no accumulation points in Q has a
subsequence {(zk, rk)}∞k=1 satisfying at least one of the following three conditions:
(1) limk→∞ zk = y ∈ D and limk→∞ rk = 0;
(2) limk→∞ zk = ξ ∈ ∂MD and limk→∞ rk = s ∈ [0, T );
(3) limk→∞ rk = T .
We see that for a sequence {(zk, rk)}k satisfying (1)
lim
k→∞Kβ
(
x, t; zk, rk)= p(x, t;y,0)
β(p(· ;y,0)) ,
and for a sequence satisfying (3)
lim Kβ
(
x, t; zk, rk)= 0.k→∞
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lim
k→∞Kβ
(
x, t; zk, rk)= q(x, t; ξ, s)
β(q(· ; ξ, s)) .
Let X be the set on the right-hand side of (4.16). For Ξ ∈ X, denote by Jβ(· ;Ξ) the function
on the right-hand side of (4.17) or (4.18) or 0 depending on Ξ . Then, by Lemmas 4.2 and 4.6,
Jβ(· ;Ξ) = Jβ(· ;Ξ ′) if Ξ = Ξ ′. Hence any fundamental sequence {(zk, rk)}k satisfies only one
of the above three conditions, and the assertions (i)–(iii) of Proposition 4.8 hold. 
From Proposition 4.8 and Theorem 2.1 we obtain the following theorem which is a weak
version of Theorem 1.2 and does not claim the uniqueness of representing measures.
Theorem 4.9. For any nonnegative solution u of (1.1) there exists a pair of Borel measures μ
on D and λ on ∂MD × [0, T ) such that (1.4) holds.
Proof. Let u be a nonnegative solution of (1.1) which is not identically zero. Choose a measure
β such that β(u) = 1. By Theorem 2.1 and Proposition 4.8, there exists a pair of Borel measures
μ on D and λ on ∂MD × [0, T ) satisfying (1.4) and
1 =
∫
D
β
(
p(· ;y,0))dμ(y)+ ∫
∂MD×[0,T )
β
(
q(· ; ξ, s))dλ(ξ, s). 
In order to complete the proof of Theorem 1.2, we need to identify the set
LβmQ = ∂βmQ
∖ (
D × {0} ∪ { }),
where
∂βmQ =
{
Ξ ∈ ∂βMQ; Kβ(· ;Ξ) is minimal and β
(
Kβ(· ;Ξ)
)= 1}.
By Proposition 4.8,
∂
β
MQ
∖ (
D × {0} ∪ { })= ∂MD × [0, T )
and for Ξ ∈ ∂MD × [0, T )
Kβ(· ;Ξ) = q(· ;Ξ)
β(q(· ;Ξ)), β
(
Kβ(· ;Ξ)
)= 1.
Thus
LβmQ =
{
(ξ, s) ∈ ∂MD × [0, T ); q(· ; ξ, s) is minimal
}
. (4.19)
In the rest of this section we shall show that LβmQ = ∂mD × [0, T ).
Lemma 4.10. Let (ξ, s) ∈ (∂MD \ ∂mD)× [0, T ). Then q(· ; ξ, s) is not minimal.
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q(· ; ξ, s) =
∫
∂mD
q(· ;η, s) dγ (η). (4.20)
Before showing this claim, we show that if it holds, then q(· ; ξ, s) is not minimal. Indeed, sup-
pose that q(· ; ξ, s) is minimal. Then, as in the latter half of the proof of Lemma 2.5, the support
of γ consists of a single point. Thus, for some η ∈ ∂mD and constant C
q(· ; ξ, s) = Cq(· ;η, s).
Hence, by Lemma 4.6, ξ = η; which is a contradiction. Therefore, we have only to show the
claim. By the elliptic Martin representation theorem, there exists a unique finite Borel measure
μ on ∂MD supported by ∂mD such that
K(x, ξ) =
∫
∂mD
K(x,η) dμ(η).
Put
H(x,η) =
∞∫
0
q(x, η, t) dt.
By Lemma 4.5, K(x,η) = H(x,η)/H(x0, η). Thus
H(x, ξ) =
∫
∂mD
H(x,η) dγ (η), (4.21)
where dγ (η) = [H(x0, ξ)/H(x0, η)]dμ(η). For α > 0, denote by Gα the Green function of
L+ α on D. Since
Gα(x, y) =
∞∫
0
e−αtp(x, y, t) dt,
the same argument as in the proof of Lemma 4.5 shows that for any η ∈ ∂MD
lim
Dy→η
Gα(x, y)
φ0(y)
=
∞∫
0
e−αtq(x, η, t) dt. (4.22)
We denote by Hα(x,η) the right-hand side of (4.22). By the resolvent equation,
Gα(x, y) = G(x,y)− α
∫
Gα(x, z)G(z, y) dλ(z),D
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perturbation of L on D: for any ε > 0 there exists a compact subset K of D such that∫
D\K
Gα(x, z)G(z, y) dλ(z) εG(x, y), y ∈ D \K.
By Fatou’s lemma,∫
D\K
Gα(x, z)H(z, η) dλ(z) lim sup
y→η
∫
D\K
Gα(x, z)
G(z, y)
φ0(y)
dλ(z)
 ε lim
y→η
G(x, y)
φ0(y)
= εH(x,η).
Thus, with F(x, z, η) = Gα(x, z)H(z, η), we have∣∣∣∣Hα(x,η)−H(x,η)+ α ∫
D
F(x, z, η) dλ(z)
∣∣∣∣

∣∣∣∣Hα(x,η)−H(x,η)+ α ∫
K
F(x, z, η) dλ(z)
∣∣∣∣+ α ∫
D\K
F(x, z, η) dλ(z)
 2αεH(x,η).
Hence
Hα(x,η) = H(x,η)− α
∫
D
Gα(x, z)H(z, η) dλ(z).
By (4.21), ∫
∂mD
Hα(x, η) dγ (η) = H(x, ξ)− α
∫
D
Gα(x, z)H(z, ξ) dλ(z) = Hα(x, ξ).
This together with (4.22) implies
∞∫
0
e−αt
( ∫
∂mD
q(x, η, t) dγ (η)
)
dt =
∞∫
0
e−αtq(x, ξ, t) dt.
Thus the Laplace transforms of eαsq(x, t; ξ, s) and eαs ∫
∂mD
q(x, t;η, s) dγ (η) coincide; and so
(4.20) holds. 
Lemma 4.11. Let (ξ, s) ∈ ∂mD × [0, T ). Then q(· ; ξ, s) is minimal.
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of the equation
(∂t +L)w = 0 in D × (0,∞). (4.23)
Theorem 4.12. For any nonnegative solution w of (4.23) there exists a pair of Borel measures
μ on D and λ on ∂MD × [0,∞) such that
w(x, t) =
∫
D
p(x, y, t) dμ(y)+
∫
∂MD×[0,t)
q(x, ξ, t − s) dλ(ξ, s) (4.24)
for any (x, t) ∈ D × (0,∞).
This theorem is an analogue to Theorem 4.9, and can be shown in the same way as Theo-
rem 4.9.
Proof of Lemma 4.11. Let (ξ, s) ∈ ∂mD × [0, T ). Let u be a nonnegative solution of (1.1)
which is not identically zero. Suppose that u(·)  q(· ; ξ, s) on Q. Put v(x, t) = u(x, t + s).
Then v(x, t) q(x, t; ξ,0) for x ∈ D and 0 < t < T − s. Fix any 0 < S < T − s. Define w(x, t)
by
w(x, t) = v(x, t), (x, t) ∈ D × (0, S],
w(x, t) =
∫
D
p(x, y, t − S)v(y,S)m(y)dν(y), (x, t) ∈ D × (S,∞). (4.25)
The integral in (4.25) converges and w is well defined, since Lemmas 4.1 and 4.2 imply∫
D
p(x, y, t − S)q(y, ξ, S)m(y)dν(y) = q(x, ξ, t), x ∈ D, t > S. (4.26)
Furthermore, w is a nonnegative solution of (4.23) such that w(·)  q(· ; ξ,0) on D × (0,∞).
By Theorem 4.12, there exists a Borel measure λ on ∂MD × [0,∞) such that
w(·) =
∫
∂MD×[0,∞)
q(· ;η, s) dλ(η, s).
For any 0 < δ < 1, put
wδ(·) =
∫
∂MD×[δ,δ−1]
q(· ;η, s) dλ(η, s).
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(∂t +L)wδ = 0 in D × (0,∞),
wδ = 0 on D × [0, δ],
0wδ(x, t) q(x, ξ, t) Ce−λ0tφ0(x), x ∈ D, t  δ,
where C is a positive constant depending only on δ. Put
h(x) =
∞∫
0
wδ(x, t) dt.
Then, Lh = 0 in D and h  Cφ0 in D. By [IU], there exists a constant C such that φ0(x) 
CG(x,x0). Thus h(x) CG(x,x0), x ∈ D. Hence h = 0. This implies that wδ = 0, since wδ is
a nonnegative continuous function. Hence λ(∂MD×[δ, δ−1]) = 0 for any δ > 0; and so λ(∂MD×
(0,∞)) = 0. Define a measure μ on ∂MD by μ(B) = λ(B×{0}) for any Borel subset B of ∂MD.
Then
w(x, t) =
∫
∂MD
q(x, η, t) dμ(η). (4.27)
We have ( ∞∫
0
q
(
x0, ξ, t
)
dt
)
K(x, ξ) =
∞∫
0
q(x, ξ, t) dt 
∞∫
0
w(x, t) dt
=
∞∫
0
dt
∫
∂MD
q(x, η, t) dμ(η)
=
∫
∂MD
K(x,η)
( ∞∫
0
q
(
x0, η, t
)
dt
)
dμ(η)
≡
∫
∂MD
K(x,η) dγ (η).
Since ξ ∈ ∂mD, this implies that ∫
∂MD
K(x,η) dγ (η) = CK(x, ξ)
for a positive constant C. Then the same argument as in the proof of [24, Lemma 12.12] shows
that the support of γ consists of a single point ζ . Thus K(x, ζ ) = K(x, ξ), since C = γ (∂MD).
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Therefore
μ = C
( ∞∫
0
q
(
x0, ξ, t
)
dt
)
δξ .
This together with (4.27) implies that w(x, t) = Cq(x, ξ, t) for some constant C. Thus, for x ∈ D
and t ∈ (s, S + s]
u(x, t) = v(x, t − s) = w(x, t − s) = Cq(x, ξ, t − s).
Since S is any positive number less than T − s, it follows from this that
u(·) = Cq(· ; ξ, s) on Q.
Hence q(· ; ξ, s) is minimal. 
Completion of the proof of Theorem 1.2. By (4.19), Lemmas 4.10 and 4.11,
LβmQ = ∂mD × [0, T ). (4.28)
This together with Theorem 2.1 and Proposition 4.8 shows Theorem 1.2 in the same way as in
the proof of Theorem 4.9. 
We conclude this section with a remark on the assumption of Theorem 1.2.
Remark 4.13. It is an open problem whether the conclusions of Theorem 1.2 still hold true even
if the assumption [IU] is replaced by [SP].
5. Examples
In the Introduction we have given concrete examples as applications of Theorem 1.2. In this
section we give further examples.
Example 5.1. Let M be a Riemannian manifold of dimension n  2 such that it is complete,
simply connected, and its sectional curvatures are bounded between two negative constants. Let
L0 be a uniformly elliptic operator on M of the form
L0u = −div(A∇u),
where A is a symmetric measurable section of End(T (M)) satisfying
λ|ξ |2  〈Axξ, ξ 〉 λ−1|ξ |2, (x, ξ) ∈ TM,
for some positive constant λ. Denote by d(x) the Riemannian distance between x ∈ M and a
point x0 fixed in M . Let α > 1,
m(x) = (d(x)2 + 1)−α/2,
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Furthermore, the Martin boundary of M for L0 is homeomorphic to S∞(M), the sphere at infinity
of M , and every Martin boundary point is minimal (see [4,7]). This implies that the Martin
boundary and minimal Martin boundary of M for L coincide, and they are homeomorphic to
S∞(M). Hence the conclusions of Theorem 1.2 hold true with ∂MD = ∂mD = S∞(M).
Now, let us show that [IU] is satisfied. It is well known that for some positive constant δ the
inequality δ  L0 holds as quadratic forms on C∞0 (M) with respect to the Riemannian mea-
sure dν. Let G0 and G be the Green functions of L0 and L on M with respect to the reference
measure dν, respectively. Then we see that G(x,y) = G0(x, y)m(y). By Corollary 6.1 of [5],
m(x) is a small perturbation of L0 on M ; and so 1 is a small perturbation of L on M , i.e.,
the condition [SP] is satisfied with a = 0. Then the spectrum of the self-adjoint operator LM
on L2(M,m dν) associated with L consists of discrete eigenvalues with finite multiplicity (see
[53, Theorem 6.3] and [43, Theorem 5.12]). Let φ0 be the normalized positive eigenfunction for
the first eigenvalue λ0. By [SP], λ0 > 0 and there exists a positive constant C such that
C−1G0
(
x, x0
)
 φ0(x) CG0
(
x, x0
)
, x ∈ M, d(x) 1
(see [42, Theorem 1.5]). By Remark 2.1 of [4],
C−1 d(x)− logG0
(
x, x0
)
 C d(x), x ∈ M, d(x)R,
for some positive constants C and R. Thus, with 〈d(x)〉 = (d(x)2 + 1)1/2,
− logφ0(x) C0
〈
d(x)
〉
, x ∈ M, (5.1)
for some positive constant C0. Since L0  δ as quadratic forms with respect to the measure dν
and L = m(x)−1L0,
L δm(x)−1 = δ 〈d(x)〉α (5.2)
as quadratic forms with respect to the measure mdν. Since
C0
〈
d(x)
〉
 εδ
〈
d(x)
〉α +C0(C0
εδ
)1/(α−1)
, ε > 0,
we have by (5.1) and (5.2)
− logφ0  εL+C1ε−1/(α−1), ε > 0, (5.3)
for some positive constant C1. Now, by using a covering by balls as in the proof of [5, Proposi-
tion 2.1], we can show the following Sobolev inequality:( ∫
M
v2p dν
)1/p
 C2
∫
M
|∇v|2 dν, v ∈ C∞0 (M),
where p = n/(n − 2) for n  3 and 1 < p < ∞ for n = 2 (see also the proof of [29, Proposi-
tion 2.3, pp. 191–192]). Let q be the conjugate exponent of p. For any g ∈ Lq(M;mdν), we
have
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M
gv2mdν 
( ∫
M
|g|qmdν
)1/q( ∫
M
v2pmdν
)1/p
 ‖g‖q
( ∫
M
v2p dν
)1/p
C2‖g‖q
∫
M
|∇v|2 dν.
This implies the quadratic form inequality
g  C2‖g‖qL. (5.4)
Then, by the same argument as in the proof of Rosen’s lemma (see [18, Lemma 4.4.1 and Corol-
lary 4.4.2]), we get from (5.3) and (5.4) the logarithmic Sobolev inequality∫
M
(
u2 logu
)
φ20mdν  εQφ0(u)+ β(ε)‖u‖22 + ‖u‖22 log‖u‖2
for all ε > 0 and nonnegative u ∈ L1 ∩L∞ ∩ Dom(Qφ0), where
Qφ0(u) =
∫
M
〈A∇u,∇u〉φ20 dν +
∫
M
λ0u
2φ20mdν,
β(ε) = C3ε−1/(α−1) − (q/2) log ε +C4
for some positive constants C3 and C4. This implies [IU] (see [18, Corollary 2.2.8 and Exam-
ple 2.3.4]). More precisely,
p(x, y, t) C exp
[
Ct−1/(α−1)
]
φ0(x)φ0(y), 0 < t < 1, x, y ∈ M, (5.5)
for some positive constant C; which together with the semigroup property of the minimal funda-
mental solution p implies
p(x, y, t) C exp
[
C − λ0(t − 1)
]
φ0(x)φ0(y), t  1, x, y ∈ M. (5.6)
Example 5.2. Suppose that the manifold M , noncompact domain D, and operator L in Section 1
are of the form
M = M1 ×M2, D = D1 ×D2, L = L1 +L2,
where Di with i = 1 or 2 is a domain of a Riemannian manifold Mi , and Li is an elliptic operator
on Di of the form (1.2) with obvious modification of notations. Suppose that [IU] is satisfied for
(Li,Di), i = 1,2, i.e.,
pi(xi, yi, t)Cit φi0(xi)φi0(yi), xi, yi ∈ Di, t > 0.
Here φi0 is the normalized positive eigenfunction for the lowest eigenvalue λ
i
0 of L
i
Di
, pi is the
minimal fundamental solution for ∂t +Li on Di ×(0,∞), and Cit is a positive constant depending
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p(x1, x2, y1, y2, t) = p1(x1, y1, t)p2(x2, y2, t). Thus the conclusions of Theorem 1.2 hold.
In order to identify the Martin boundary ∂MD of D with respect to L−a (a < λ0), we further
assume that either D2 = M2 is a compact manifold or
lim
t→0 t logC
2
t = 0
and ∂MD2 = ∂mD2, i.e., every point in the Martin boundary ∂MD2 of D2 for L2 − a2 (a − λ10 <
a2 < λ
2
0) is minimal. (Recall that if D2 is compact, [IU] is satisfied with limt→0 t logC2t = 0.)
Then we obtain by Theorem 1.1 and Theorem 4.2 of [45] that the Martin compactification D∗
of D for L − a is homeomorphic to D∗1 × D∗2 , where D∗2 = D2 when D2 is compact, otherwise
D∗2 is the Martin compactification of D2 for L2 − a2, and D∗1 is the Martin compactification
of D1 for L1 − (a − a2). Furthermore,
∂MD =
(
∂MD1 ×D∗2
)∪ (D1 × ∂MD2),
∂mD =
(
∂mD1 ×D∗2
)∪ (D1 × ∂MD2),
where ∂MD2 = ∅ when D2 is compact.
The additional conditions imposed on (L2,D2) are satisfied, for example, in the case where
(L2,D2) is as in Example 5.1 with α > 2 or Example 1.5 with ∂MD2 = ∂mD2 or Example 5.3 to
be stated below. For further examples, see [43, Sections 9 and 10].
Let L0 = −∑ni,j=1 ∂i(aij (x)∂j ) be a uniformly elliptic operator on D = Rn as (1.13).
Example 5.3. Let L = 〈x〉αL0 on D = Rn, where 〈x〉 = (1 + |x|2)1/2, α > 2 and n  3. Then
[IU] is satisfied, and the conclusions of Theorem 1.2 hold true with
∂MD = ∂mD = {∞},
where ∞ is the point at infinity of the one point compactification of Rn.
The Martin compactification of Rn for L0 is known to be the one point compactification
of Rn; and so that for L is also equal to Rn ∪ {∞}. Let us show that [IU] is satisfied. By the
Hardy inequality, there exists a positive constant C0 such that
〈x〉−2  C0L0
as quadratic forms with respect to the Lebesgue measure dx. Thus
〈x〉α−2  C0〈x〉αL0 = C0L
as quadratic forms with respect to the measure 〈x〉−α dx. Since the Green function G0(x, y)
of L0 on Rn is comparable with |x − y|2−n, 〈x〉−α is a small perturbation of L0 on Rn. Thus the
positive eigenfunction φ0 of L satisfies
− logφ0(x) C1 log 2〈x〉, x ∈ Rn,
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satisfied with
p(x, y, t) Ct−γ φ0(x)φ0(y), 0 < t < 1, x, y ∈ Rn,
p(x, y, t) C exp
[−λ0(t − 1)]φ0(x)φ0(y), t  1, x, y ∈ Rn,
where C and γ are positive constants.
Example 5.4. Let β > 1 and L = 〈x〉β(L0 + V (x)) on D = Rn, where n  2, the coefficients
aij (x) and V (x) are Zn-periodic, i.e., aij (x + z) = aij (x) and V (x + z) = V (x) for any x ∈ Rn
and z ∈ Zn, and V is a function in Lploc(Rn), p > n/2, satisfying C−1  V (x) C for a positive
constant C. Then [IU] is satisfied; and the conclusions of Theorem 1.2 hold true with
∂MD = ∂mD = ∞Sn−1,
where ∞Sn−1 is the sphere at infinity of Rn (see [47]). As for [IU], we can show it by the same
argument as in Example 5.1, because Theorem 5.1 of [43] and Theorem 1.1 of [47] imply that
the positive eigenfunction φ0(x) of L decays exponentially as x → ∞.
6. The case D × (−∞,0)
In this section we give an integral representation theorem for nonnegative solution of the
equation
(∂t +L)u = 0 in D × (−∞,0). (6.1)
Theorem 6.1. Assume [IU]. Then, for any nonnegative solution u of (6.1) there exists a unique
pair of a nonnegative constant α and a Borel measure λ on ∂MD × (−∞,0) supported by the
set ∂mD × (−∞,0) such that
u(x, t) = αe−λ0tφ0(x)+
∫
∂MD×(−∞,t)
q(x, ξ, t − s) dλ(ξ, s) (6.2)
for any (x, t) ∈ D × (−∞,0).
Conversely, for any nonnegative constant α and a Borel measure λ on ∂MD × (−∞,0) such
that it is supported by ∂mD × (−∞,0) and∫
∂MD×(−∞,t)
q
(
x0, ξ, t − s)dλ(ξ, s) < ∞, −∞ < t < 0, (6.3)
the right-hand side of (6.2) is a nonnegative solutions of (6.1).
Proof. By Theorem 4.2.5 of [18],
lim eλ0(t−s)p(x, y, t − s)/φ0(y) = φ0(x)
s→−∞
210 M. Murata / Journal of Functional Analysis 245 (2007) 177–212with the convergence uniform in (x, y, t) ∈ D × D × (−T ,0) for any T > 0. Thus the same
argument as in the proof of Theorem 1.2 shows Theorem 6.1. 
For results related to Theorem 6.1, see [31] and [50]. We conclude this section with several
remarks.
Remark 6.2. It follows from Theorem 6.1 that e−λ0t φ0(x) is minimal in the set of all nonnegative
solutions of (6.1); which is related to [52, Conjecture 3.6] and [14, Problem 1.2].
Remark 6.3. By the same argument as in the proof of Proposition 4.8, we can show that the
β-Martin compactification of D × (−∞,0) for ∂t + L is homeomorphic to the disjoint union
of the topological product D∗ × (−∞,0) and two points, the “bottom” and the “top,” which
correspond to e−λ0tφ0(x) and 0, respectively.
Remark 6.4. We can also establish an integral representation theorem for nonnegative solution
of the equation
(∂t +L)u = 0 in D × (−∞,∞), (6.4)
which is completely analogous to Theorem 6.1.
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