Owing to the rapid global access to tremendous amounts of multimedia associated with speech information on the Internet, spoken document retrieval (SDR) has become an emerging application recently. Apart from much effort devoted to developing robust indexing and modeling techniques for spoken documents, a recent line of research targets at enriching and reformulating query representations in an attempt to enhance retrieval effectiveness. In practice, pseudo-relevance feedback is by far the most prevalent paradigm for query reformulation, which assumes that top-ranked feedback documents obtained from the initial round of retrieval are potentially relevant and can be exploited to reformulate the original query. Continuing this line of research, the paper presents a novel modeling framework, which aims at discovering significant words occurring in the feedback documents, to infer an enhanced query language model for SDR. Formally, the proposed framework targets at extracting the essential words representing a common notion of relevance (i.e., the significant words which occur in almost all of the feedback documents), so as to deduce a new query language model that captures these significant words and meanwhile modulates the influence of both highly frequent words and too specific words. Experiments conducted on a benchmark SDR task demonstrate the performance merits of our proposed framework.
Introduction
Along with the rapid proliferation of multimedia associated with spoken content, spoken document retrieval (SDR) has become a pivotal application with cross-fertilization of ideas between the speech and natural language communities [1] [2] [3] [4] . A great amount of research effort has been devoted to developing robust indexing techniques to extract probable spoken terms or phrases inherent in a spoken document that could match the query words or phrases literally [5] [6] [7] . In addition, several effective retrieval models originally put forward in a wide variety of information retrieval (IR) tasks, such as the vector space model (VSM) [8, 9] , the Okapi BM25 model [10] , the representation learning methods [11] and among others, have been applied with good success to SDR. Recently, an emerging stream of thought is to employ a statistical language model (LM) for IR and SDR, which has become an attractive choice due to its simplicity and clear probabilistic meaning, as well as stateof-the-art performance [12] [13] [14] . In practice, each text or spoken document is framed as a generative model composed of a mixture of multinomial (or n-gram) distributions for observing a query, while the query is regarded as observations, expressed by a sequence of words. Accordingly, documents can be ranked according to their likelihoods of generating the query, viz. the query-likelihood measure (QLM). Another popular formulation is the Kullback-Leibler divergence measure (KLM) [15] , where both the query and the documents are modeled by a unigram language model, respectively. The relevance degree between a pair of query and document is recast as the divergence distance between the two respective unigram models. It is easy to show that KLM can reduce to QLM when the query language model is simply estimated based on the empirical query word distribution and the maximum likelihood (ML) estimator.
One critical issue in IR and SDR is that the input text or spoken query is usually too short to address the information need of a user. In order to mitigate the problem, pseudorelevance feedback has become a promising strategy to enrich the query statistics so as to boost the retrieval performance [8, 16, 17] . Following the line of research, query reformation methods can be broadly grouped into two distinct classes. One is to leverage external resources, such as the Wikipedia or the WordNet, to expand and reorganize the original input query. The other is to reformulate the user query by referring to a small set of top-ranked feedback documents locally collected from an initial round of retrieval (i.e., the pseudo-relevance feedback process). Since the former requires more sophisticated natural language processing techniques such as semantic representation and understanding, much more effort has been put into launching query reformulation methods with automatic feedback documents [18] . The relevance model (RM) [16, 17] and the simple mixture model (SMM) [15, 17] are two wellpracticed representatives.
In addition to the existing query reformulation methods, a novel framework of significant words language modeling is explored in this paper. The core idea, which is inspired from the Luhn's theory [19, 20] , is that the top-ranked feedback documents is presumably composed of three components: the general background information, the specific information and the relevance information. Specifically, the proposed framework targets at extracting the significant words which occur in almost all of these feedback documents, meanwhile diminishing the influence of both generally common words and too specific words. By doing so, the inferred language model can convey only the relevance information and effectively supplement the original query. To recap, the main contribution of this paper is two-fold. On one hand, we explore to leverage a significant words language modeling framework to enhance the query language model involved in the LM-based SDR. On the other hand, the utilities of the proposed framework and several state-of-the-art methods are analyzed and compared extensively.
The remainder of this paper is structured as follows. We briefly review the mathematical formulations of the classic query language models in Section 2. In Section 3, we describe the proposed framework that seeks for an accurate query language model by excluding the generally common words and eliminating the words reoccurring concentratedly in only a few feedback documents. After that, the experimental settings and a series of retrieval experiments are presented in Sections 4, respectively. Finally, Section 5 concludes our presentation and discusses avenues for future work.
Classic Query Language Models
Due to the fact that a query usually consists of only a few words, the true query model | might not be accurately estimated by the simple ML estimator. With the alleviation of this deficiency as motivation, there are several studies devoted to achieve more accurate query modeling, saying that this can be approached with the pseudo-relevance feedback process. Such integration seems to hold promise for query reformulation. However, the success depends largely on the assumption that a set of top-ranked feedback documents, , ⋯ , | | , obtained from an initial round of retrieval, are relevant and can be used to estimate a more accurate query language model. Representative methods include the relevance model and the simple mixture model, just to name a few.
Relevance Model (RM)
Under the notion of relevance model (RM) [16] , each query Q is assumed to be associated with an unknown relevance class , and documents that are relevant to the semantic content expressed in the query are samples drawn from the same relevance class . However, in reality, since there is no prior knowledge about , we may use the top-ranked feedback documents to approximate . The corresponding relevance model, on the grounds of a multinomial view of , can be estimated using the following equation:
where , is the occurrence count of a word in . The prior probability of each document can be simply kept uniform, while the document models | are estimated with the ML estimator on the basis of the occurrence counts of in each document, respectively.
Simple Mixture Model (SMM)
Another perspective of estimating an accurate query model with the feedback documents is the simple mixture model (SMM) [15] , which assumes that words in are drawn from a twocomponent mixture model: 1) One component is the queryspecific topic model | , and 2) the other is a general background language model . By doing so, the SMM model | can be estimated by maximizing the likelihood over all the feedback documents:
where is a pre-defined weighting parameter used to control the degree of reliance between | and . This estimation will enable more specific words (i.e., words in that are not well-explained by the general background language model) to receive more probability mass, thereby leading to a more discriminative query model | . Simply put, the SMM model is anticipated to extract useful word usage cues from , which are not only probably relevant to the query , but also external to those already captured by the general background language model.
Significant Words Language Modeling
Inspired from the Luhn's theory [19] , we explore a significant words language modeling (SWLM) framework to estimate an accurate query language model by parsimonizing the estimation toward not only the general frequent words, but also the specific words [20] . More formally, we seek for a SWLM model that is "significant" enough to distinguish the feedback documents from others by removing frequent words in the background, and meanwhile "general" enough to union the shared characteristics of the feedback documents that underlie the notion of relevance by ruling out too specific words. To crystalize the idea, we assume words in the feedback documents are samples drawn from a three-component mixture model: the general background language model , the specific language model , and the desired SWLM model . Thus, the probability of a word occurring in a feedback document can be defined by:
where and are empirical parameters used to modulate the contributions between , and . In practice, the general background language model is employed to represent the frequent words in general, which can be estimated from a large collection of corpora beforehand. Consequently, in order to infer an accurate query language model (i.e., SWLM ), this study proposes three modeling mechanisms for estimating a reasonable and suitable specific language model .
Inverse Document Frequency-based Method
Since the specific language model is used to indicate the words that reoccur concentratedly in only a few feedback documents, a straightforward and intuitive mechanism is to leverage the inverse document frequency (IDF) calculated from the set of feedback documents [9] :
where | | denotes the number of feedback documents, | ∈ : ∈ | denotes the number of documents that contain the word , and is a constant used to avoid division-by-zero. By doing so, the higher the inverse document frequency of a word, the more probability mass should be given to. As such, the IDF statistics of words can be obtained from the feedback documents and in turn be used to infer a specific language model . Accordingly, the specific language model can be computed by:
where V denotes the vocabulary. This method is then denoted as the inverse document frequency-based (IDF-based) method.
Although the IDF-based method proposes a systematic and theoretical way to derive the specific language model, a weakness is that the method treats all of the feedback documents equally important. In order to remedy the possible shortcoming, a natural extension, the weighted inverse document frequency-based (wIDF-based) method, is proposed. Specifically, we integrate the normalized similarity degree between a query and a document into the estimation of the inverse document frequency:
where , denotes the normalized similarity degree between and , and is a constant used to avoid division-by-zero. After that, the specific language model can be obtained by normalizing the weighted inverse document frequency of words (i.e., ). By doing so, the relevance degree of the feedback document can be taken into account, thereby deemphasizing the burstiness of words in relatively small portion of feedback documents.
Inverse Entropy-based Method
Instead of the intuitive mechanisms proposed above (i.e., the IDF-based and wIDF-based methods), we manage to develop a more mathematical way to estimate the specific language model. Based on the original objective, i.e., a specific model is formulated to capture those words that reoccur concentratedly in only a few feedback documents, we first define a distribution over the top-ranked feedback documents for a given word :
where is the prior probability of document and we leverage the normalized similarity degree between and to approximate this measure in this study. Accordingly, an inverse entropy score can be calculated for word to quantify the occurrence behaviour of the word in all of the top-ranked feedback documents:
where is a constant used to avoid division-by-zero. Finally, the specific language model can be obtained by normalizing the inverse entropy score of an arbitrary word with respect to that of all distinct words in the vocabulary:
We term this mechanism as the inverse entropy-based (IEbased) method. Such a method leverages the entropy statistics to indicate the specific words occurring in only few documents and may not to be the relevant notion to the query. Furthermore, the IE-based method takes into account the document important degree naturally, and it thus can emphasize burstiness of words in relatively few feedback documents.
Mutual Exclusion-based Method
Inspired from the research on search result diversification in the context of information retrieval [20, 21] , we device a novel mechanism to estimate the specific language model. We first define the specific words as being supported by part of the feedback documents but not all, thus the specific language model can be derived by:
Obviously, the former (i.e., | ) is used to model the occurrence degree of a word with respect to a feedback document , while the latter (i.e.,
) provides a measure to determine the non-occurrence degree of the word in other feedback documents. By doing so, a word that occurs only in few feedback documents will get a higher probability and is considered to be a specific word. Actually, this is similar to the notion of the "mutual exclusion" [23] ; we thus refer to the mechanism as the mutual exclusion-based (ME-based) method hereafter.
The Significant Words Language Model
Based on the inferred specific language model and the assumption, i.e., words in a feedback document are samples drawn from three models, the SWLM model can be estimated by maximizing the likelihood over all the feedback documents:
where and are interpolation factors. Here both the general background language model (estimated on a large collection) and the specific language model (estimated with one of the proposed methods elucidated above) are kept fixed, while the interpolation factors are empirically set. The significant words language model thus can be inferred with the Expectation-Maximization (EM) algorithm: E-step:
M-step:
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The notion of leveraging Luhn's theory for estimating an enhanced query language model has been applied with some success to an IR-related task [20] . However, as far as we are aware, the notion of SWLM and the development of the associated component models have never been extensively explored for SDR.
The Retrieval Model
In the retrieval phase, each query Q will have its own enhanced query language model (i.e., SWLM) based on one of the estimators for the specific language model. As such, the KLM method is employed to distinguish relevant documents from irrelevant ones.
Experiments

Experimental Setup
We employed the Topic Detection and Tracking collection (TDT-2) for our experiments [24] . The Mandarin news stories from Voice of America news broadcasts were taken as the spoken documents. All news stories were exhaustively tagged with event-based topic labels, which served as the relevance judgments for performance evaluation. The average word error rate (WER) obtained for the spoken documents is about 35% [25] . The title of Chinese news stories from Xinhua News Agency were used as our test queries. The retrieval performance is evaluated with the commonly-used noninterpolated mean average precision (MAP) [26] metric.
Experimental Results
To begin with, we compare several well-practiced and/or stateof-the-art IR models for SDR, including the vector space-based methods and the language model-based methods. The results are summarized in Table 1 . The best result within each column (corresponding to a specific evaluation condition) is type-set boldface. For the vector space-based methods, including the vector space model (VSM) [9] , the distributed memory model (DM) [7] [8] [9] [10] [11] and the distributed bag-of-words model (DBOW) [7] [8] [9] [10] [11] , both query and document are represented by vectors, while the relevance degree is computed by the cosine similarity measure. In contrast to the vector space-based methods, KLM is a language model-based retrieval system, the query and document language models of which are derived by the maximum likelihood estimator. LDA denotes latent Dirichlet allocation, in which each document language model is estimated by leveraging a probabilistic topic modeling paradigm [27] . In addition, two well-practiced query language models, namely the relevance model (RM)] and the simple mixture model (SMM), are also compared here. Furthermore, the results of a recent extension of the RM model, i.e., the topicbased relevance model (TRM) [28] , are also listed for reference. It is worthy to note that RM, SMM and TRM are employed to reformulate the original query language model by pairing with the pseudo-relevance feedback, while the document language model is derived by the maximum likelihood estimator as in the KLM system. Several observations can be drawn from Table 1 . First, language model-based methods in general outperform vector space-based methods. The results evidence that the language model-based methods represent a school of efficient and effective mechanisms for SDR. Second, both of the two celebrated paragraph embedding methods (i.e., DM and DBOW) outperform VSM, and DBOW consistently outperforms DM by a large margin when applied to either text documents (i.e., the TD case) or spoken documents (i.e., the SD case). Third, LDA outperforms KLM, while RM, SMM, and TRM outperform LDA in both cases. The results indicate that deriving a more accurate query language model is more effective than building enhanced document models. The reason might be that a document usually contains relatively sufficient statistics to estimate a reliable language model, in contrast to a short query.
Next, we make a step forward to evaluate the proposed SWLM framework for SDR. The results are summarized in Table 2 . In order to compare the proposed framework with other models, the number of feedback documents is set to 15, unless stated otherwise. Inspection of the results reveals three noteworthy points. At first glance, the IDF-based, the wIDFbased and the IE-based methods have comparable performance and they all outperform the ME-based method by a considerable margin in both the TD and SD cases. The reason might be the criterion of the ME-based method is too rigorous to define the specific words; the derived specific language model thus can only capture a few specific words in the feedback documents. A detailed analysis of this phenomenon await further investigation. Second, when compared with the state-of-the-art retrieval models (cf. Table 1 ), all of the proposed methods outperform both the vector space-based methods and the previous language model-based methods substantially in both TD and SD cases, except that the ME-based method only outperforms the vector space-based methods. Third, Table 3 also signals that the wIDF-based method seems to be most robust against the recognition errors. To sum up, SWLM can offer effective query language models and further enhance the retrieval performance when pairing with the KLM measure.
In the last set of experiments, we look into the impact of the number of feedback documents on the various SWLM modeling mechanisms. As revealed by the results depicted in Figure 1 , leveraging 10 feedback documents seems to benefit the performance for both the TD and SD cases. Nevertheless, the way to systemically determine the optimum number of feedback documents for each query reformulation method remains an open issue and needs further exploration. The results also notice that the naïve IDF-based method seems to be the best choice for the TD case, while the wIDF-based method seems to be most robust to the recognition errors.
Conclusion and Future work
In this paper, we have presented a novel significant words language modeling framework that can be exploited to infer an enhanced query language model for a given query. All of the proposed variants have been thoroughly evaluated on a benchmark SDR corpus. Experimental results demonstrate the superiority of this framework in relation to other strong baselines compared in the paper, thereby indicating its good potential in query reformulation. For future work, we will explore the integration of extra cues, such as acoustic statistics and sub-word indexing strategy, into the proposed framework for the SDR task. We also plan to evaluate the framework on other large-scale IR corpora and NLP-related tasks like automatic summarization [29, 30] . 
