Conley index and tubular neighborhoods  by Carbinatto, M.C. & Rybakowski, K.P.
J. Differential Equations 254 (2013) 933–959Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Conley index and tubular neighborhoods
M.C. Carbinatto a,1, K.P. Rybakowski b,∗
a Departamento de Matemática, ICMC-USP, Caixa Postal 668, 13.560-970 São Carlos SP, Brazil
b Universität Rostock, Institut für Mathematik, Ulmenstraße 69, Haus 3, 18057 Rostock, Germany
a r t i c l e i n f o a b s t r a c t
Article history:
Received 22 July 2012
Revised 2 October 2012
Available online 17 October 2012
MSC:
primary 37B30, 35B25
secondary 34C40
Keywords:
Conley index continuation
Tubular neighborhoods
Differential equations on manifolds
We establish a new Conley index continuation principle, which
generalizes the singular Conley index continuation principle from
Carbinatto and Rybakowski (2002) [2] and is applicable to cases in
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We apply this result to singularly perturbed second-order differen-
tial equations on smooth manifolds.
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1. Introduction
Conley index [5,11,12] is a standard tool in the analysis of invariant sets of dynamical systems, both
in ﬁnite and inﬁnite dimensions. Its signiﬁcance is largely due to the fact that, like the ﬁxed point
index and unlike the Morse index, it is invariant under semiﬂow perturbation. In other words, if we
have a family of semiﬂows πλ depending in some way on parameters λ lying in some (metric) space,
then under appropriate conditions, isolated invariant sets of the (limit) semiﬂow π = πλ0 ‘continue’
to isolated invariant set of nearby semiﬂows πλ , with the same Conley index.
There are essentially two kinds of perturbations studied in the literature in connection with Conley
index theory. In the regular perturbation case the phase space of the semiﬂow is ﬁxed, the semiﬂows
πλ converge to π in the usual sense and some asymptotic compactness (admissibility) condition is
satisﬁed. In this case, a regular Conley index continuation principle can be proved, see [11,12], roughly
stating that if N is an isolating neighborhood of π , then N is also an isolating neighborhood of πλ ,
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only mention here the references contained in [12] and the recent works [9,10].
In some classes of singular perturbation problems the phase space changes with parameters and
phase spaces Zλ with λ = λ0 are product spaces of the form X × Yλ , where X is the phase space of
the limit semiﬂow π and Yλ has a distinguished ‘zero’ point θλ . Thus Zλ is the total space of a trivial
bundle with base space X , the ﬁber Yλ and the projection pλ : Zλ → X , w = (u, v) → u. We also have
a natural embedding Θλ : X → Zλ , u → w = (u, θλ). It follows that pλ ◦ Θλ = IdX .
Moreover, we assume that πλ converges to π in some ‘singular’ sense and a ‘singular’ admissibility
condition holds. In this case a ‘singular’ Conley index continuation principle can be proved, roughly
stating that if N is an isolating neighborhood of π and β > 0, then N × Bλ is an isolating neigh-
borhood of πλ , λ close to λ0, with the same Conley index, see [2] (cf. also [8] for a similar result
under stronger compactness assumptions). Here Bλ is the closure of the open ball in Yλ with radius
β centered at θλ . We assume that the latter set is contractible to a point.
The result from [2] was applied, for example, to evolution equations on thin spatial domains (cf. [1,
14]), singularly perturbed hyperbolic equations (cf. [13]), to strongly damped beam equation (cf. [6])
and to parabolic problems with locally or globally large diffusion (cf. [3,4]).
On the other hand, there are perturbation problems in which the phase space Zλ for λ = λ0 has
a natural structure of a nontrivial vector bundle over a space X . This is e.g. the case for singularly
perturbed second-order differential equations on a differentiable manifold M, cf. Section 4. In that
case, X = M and Zλ = T (M) = X for λ = λ0, so this is, indeed, a singular perturbation case. Now
if T (M) is trivializable, then we may use the singular Conley index continuation principle from
[2, Theorem 4.1]. However, if T (M) is not trivializable, then some of the hypotheses of [2, Theo-
rem 4.1] cannot be veriﬁed, see the discussion in Remark 4.10.
The purpose of this paper is to establish a Conley index continuation result easily capable of han-
dling such cases. In fact our metric spaces Zλ can now be arbitrary provided there are continuous
maps Θλ : X → Zλ and pλ : Zλ → X with pλ ◦ Θλ = IdX and satisfying some natural additional as-
sumptions, see Hypotheses (H1) and (H2) below. We do not need any additional ‘global ﬁber’ Yλ .
Given an isolating neighborhood N of π and a β > 0, we deﬁne the β-tube [N]λ,β to be the closure
in Zλ of the set of all w ∈ Zλ such that pλw ∈ N and Γλ(w,Θλpλw) < β . Here, Γλ is the metric
on Zλ . If the semiﬂows πλ converge, in some sense, to π as λ → λ0 (cf. Deﬁnition 3.6) and an ad-
missibility condition is satisﬁed (cf. Deﬁnition 3.7), then for all λ close to λ0, the β-tube [N]λ,β is an
isolating neighborhood of πλ , with the same Conley index, cf. Theorem 3.9. (We also need an abstract
‘ﬁberwise contractibility’ property of [N]λ,β onto N here.)
Our Theorem 3.9 contains, as a special case, the singular index continuation principle from [2].
We give an application of Theorem 3.9 to a speciﬁc class of singularly perturbed second-order
differential equations on smooth manifolds. More general applications will be considered in a subse-
quent publication.
This paper is organized as follows: In Section 2 we brieﬂy recall some background material on
Conley index. In Section 3 we state our main result, Theorem 3.9, preceded by some preliminary
deﬁnitions. In Section 4 we apply this result to singularly perturbed ordinary differential equations
on smooth manifolds. Finally, in Section 5, we give a proof of Theorem 3.9.
2. Preliminaries
We will review some basic deﬁnitions and results concerning Conley index theory for semiﬂows
deﬁned on a metric space. The reader is referred to [11] or [12] for the proofs of several of the results
stated below and for further details on the subject.
Given a topological space Z and an arbitrary set Y , we deﬁne the quotient space Z/Y as follows:
choose an arbitrary p /∈ Z . (To make a consistent choice we may invoke the set theoretic axiom of
regularity and set, e.g. p := Z .) Deﬁne the set Z/Y as
Z/Y := (Z \ Y ) ∪ {p}
and the map q = qZ ,Y : Z → Z/Y as
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{
z if z ∈ Z \ Y ,
p otherwise.
Call a subset V of Z/Y open in Z/Y if and only if q−1(V ) is open in Z . This deﬁnes a topology on Z/Y .
We also write [Y ] instead of p and regard p as the distinguished base point of Z/Y . Thus (Z/Y , [Y ])
is a pointed space.
Note that if Y ∩ Z = ∅, then q is a (surjective) quotient map. Whitehead lemma then implies that
the map q × IdI : Z × I → (Z/Y ) × I , where I = [0,1] is endowed with the natural topology, is a
quotient map. If Y ∩ Z = ∅, then Z/Y is the disjoint sum of the topological spaces Z and {p}. It
follows that, in this case, the product space (Z/Y ) × I is the disjoint sum of the topological product
spaces Z × I and {p} × I .
We have the following essentially known lemma:
Lemma 2.1.
(1) If Z1 and Z2 are topological spaces, f : Z1 → Z2 is continuous and Y1 , Y2 are sets such that f (Y1 ∩
Z1) ⊂ Y2 , then there is a unique base-point preserving map f : (Z1/Y1, [Y1]) → (Z2/Y2, [Y2]) such that
qZ2,Y2 ◦ f = f ◦ qZ1,Y1 . f is continuous. The assignment (Z , Y ) → (Z/Y , [Y ]), f → f is functorial,
i.e. (i) if Z3 is a topological space, g : Z2 → Z3 is continuous, Y3 is a set and g(Y2 ∩ Z2) ⊂ Y3 , then
g ◦ f = g ◦ f and (ii) if (Z1, Y1) = (Z2, Y2) = (Z , Y ) and f is the identity map on Z , then f is the
identity map on Z/Y .
(2) Let Z1 and Z2 be topological spaces, f : Z1 × [0,1] → Z2 be continuous and Y1 , Y2 be sets such that
f ((Y1 ∩ Z1) × [0,1]) ⊂ Y2 . For s ∈ [0,1] deﬁne the partial map fs : Z1 → Z2 by x → f (x, s). Deﬁne
the map f : Z1/Y1 × [0,1] → Z2/Y2 by (w, s) → f s(w). Then f ◦ (qZ1,Y1 × IdI ) = qZ2,Y2 ◦ f and f is
continuous.
Proof. The existence, uniqueness and the functorial properties of the maps deﬁned in part (1) are
obvious. To prove that the maps deﬁned in parts (1) and (2) are continuous use the remarks preceding
the statement of the lemma. 
As in [12] we denote by T ∗ the category of pointed spaces and by HT ∗ the corresponding ho-
motopy category. If α : (A,a0) → (B,b0) is a morphism in T ∗ then we denote by [α] the morphism
in HT ∗ induced by α, i.e. the set of all morphisms β : (A,a0) → (B,b0) in T ∗ which are homotopic
to α (with a base-point preserving homotopy).
Let us now recall the deﬁnition of a semiﬂow and a few related concepts.
Let X be a topological space, let D be an open subset of [0,∞[× X and π : D → X be a continuous
map. We write xπt := π(t, x) for (t, x) ∈ D . The map π is called a local semiﬂow on X if the following
properties are satisﬁed:
(1) For every x ∈ X there is a number ωx = ωπx ∈ ]0,∞] such that (t, x) ∈ D if and only if 0 t < ωx .
(2) xπ0 = x for all x ∈ X .
(3) If (t, x) ∈ D and (s, xπt) ∈ D then (t + s, x) ∈ D and xπ(t + s) = (xπt)π s.
Let N be an arbitrary subset of X . We say that the local semiﬂow π does not explode in N , if
whenever xπt ∈ N for all t ∈ [0,ωx[ then ωx = ∞.
Let J be an arbitrary interval in R. A map σ : J → X is called a solution of π if for all t ∈ J and
s ∈ [0,∞[ for which t + s ∈ J , it follows that σ(t)π s is deﬁned and σ(t)π s = σ(t + s). If 0 ∈ J and
σ(0) = x, we say that σ is a solution through x. If J = R (respectively J = ]−∞,0]), then σ is called
a full solution (respectively full left solution) relative to π .
Suppose that Y is a subset of X . We deﬁne the following subsets of X :
Inv+π (Y ) :=
{
x ∈ X ∣∣ xπ [0,ωx[ ⊂ Y },
Inv−π (Y ) :=
{
x ∈ X ∣∣ ∃ solution σ : ]−∞,0] → X through xwith σ (]−∞,0])⊂ Y },
Invπ (Y ) := Inv+π (Y ) ∩ Inv−π (Y ).
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relative to π if Y = Invπ (Y ) (respectively Y = Inv+π (Y ), respectively Y = Inv−π (Y )).
Let N be a closed subset of X such that K := Invπ (N) is closed and K ⊂ IntN . Then N is called an
isolating neighborhood of K relative to π and K is called an isolated invariant set relative to π .
Let B ⊂ X be a closed set and x ∈ ∂B . The point x is called a strict egress (respectively strict ingress,
respectively bounce-off) of B , if for every solution σ : [−δ1, δ2] → X through x, with δ1  0 and δ2 > 0,
the following properties hold:
(1) there exists a λ2 ∈ ]0, δ2[ such that σ(t) /∈ B (respectively σ(t) ∈ Int B , respectively σ(t) /∈ B), for
t ∈ ]0, λ2];
(2) if δ1 > 0, then there exists a λ1 ∈ ]0, δ1[ such that σ(t) ∈ Int B (respectively σ(t) /∈ B , respectively
σ(t) /∈ B), for t ∈ [−λ1,0[.
The set of all strict egress points (respectively strict ingress, respectively bounce-off) of the closed
set B will be denoted by Be (respectively Bi , respectively Bb). We also deﬁne B− := Be ∪ Bb and
B+ := Bi ∪ Bb . A closed set B ⊂ X is called an isolating block, if ∂B = Be ∪ Bi ∪ Bb and B− is closed.
Let N be a closed subset of X . Then N is called strongly π -admissible if the following properties
are satisﬁed:
(1) the local semiﬂow π does not explode in N;
(2) whenever (xn)n is a sequence in X and (tn)n is a sequence in [0,∞[ such that tn → ∞ as n → ∞,
xnπtn is deﬁned and xnπ [0, tn] ⊂ N for all n ∈ N, then the endpoint sequence (xnπtn)n has a
convergent subsequence.
Theorem 2.2. Let K be an isolated π -invariant set and N be a strongly π -admissible isolating neighborhood
of K . Then there exists an open set V such that B := cl V is an isolating block such that K ⊂ V ⊂ B ⊂ N and
∂V = ∂B.
Proof. By [12, Theorem I.5.1] there exists an isolating block B ′ such that K ⊂ Int B ′ ⊂ B ′ ⊂ N . Set V :=
Int B ′ and B := cl V . It is easily veriﬁed that B := cl V is an isolating block such that K ⊂ V ⊂ B ⊂ N
and ∂V = ∂B . 
Let N , Y be subsets of X such that Y ⊂ N . The set Y is called N-positively invariant relative to π ,
if whenever x ∈ X , t  0 are such that xπt is deﬁned and xπ [0, t] ⊂ N and x ∈ Y , then xπ [0, t] ⊂ Y .
Deﬁnition 2.3. Let N be a closed set in X and N1 and N2 be closed subsets of N . The pair (N1,N2) is
called a pseudo-index pair in N if:
(1) N1 and N2 are N-positively invariant;
(2) whenever x ∈ N1 and xπt0 is deﬁned and xπt0 /∈ N for some t0 ∈ [0,∞[, then there exists a
t′ ∈ [0, t0] such that xπ [0, t′] ⊂ N and xπt′ ∈ N2.
A pseudo-index pair (N1,N2) in N is called an index pair in N if Invπ (N) is closed and Invπ (N) ⊂
Int(N1 \ N2).
An isolating block B determines a special index pair in B , namely (B, B−).
Let K be an isolated invariant set, N be a strongly π -admissible isolating neighborhood of K and
(N1,N2) be an index pair in N . Then the homotopy type of the pointed space (N1/N2, [N2]) depends
only on the semiﬂow π and the isolated invariant set K (see [12, Theorem I.10.1]). The Conley index,
h(π, K ), of the isolated invariant set K with respect to π is deﬁned to be the homotopy type of
(N1/N2, [N2]).
Remark 2.4. If N is a strongly π -admissible isolating neighborhood relative to π , we will sometimes
write h(π,N) to denote h(π, Invπ (N)). This will not lead to confusion.
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In this section we state the main result of this paper.
We will assume the following hypotheses.
(H0) (X,d) is a metric space, (Λ,dΛ) is a metric (parameter) space, λ0 ∈ Λ and Λ0 is a neighborhood
of λ0 in (Λ,dΛ).
For each subset A of Λ we write A× := A \ {λ0}.
For each λ ∈ Λ×0 , (Zλ,Γλ) is a metric space, pλ : Zλ → X and Θλ : X → Zλ are continuous maps
such that
pλ ◦ Θλ = IdX .
We write cl Y , ∂Y and Int Y for the closure, boundary and interior of a set Y ⊂ X relative to the
topology of (X,d). For λ ∈ Λ×0 we also write clλ Y , ∂λY and Intλ Y for the closure, boundary and
interior of a set Y ⊂ Zλ relative to the topology of (Zλ,Γλ).
(H1) Whenever (λn)n is a sequence in Λ
×
0 converging in Λ to λ0 as n → ∞, (wn)n is a sequence such
that wn ∈ Zλn for every n ∈N and u0 ∈ X are such that
Γλn(wn,Θλnu0) → 0 as n → ∞,
then
d(pλn wn,u0) → 0 as n → ∞.
(H2) Whenever (λn)n is a sequence in Λ
×
0 converging in Λ to λ0 as n → ∞, (un)n is a sequence in X
converging to u0 ∈ X as n → ∞, then
Γλn(Θλnun,Θλnu0) → 0 as n → ∞.
(H3) π is a local semiﬂow on X and for every λ ∈ Λ×0 , πλ is a local semiﬂow on Zλ .
Deﬁnition 3.1. Given a subset V of X , β > 0 and λ ∈ Λ×0 deﬁne the open, respectively closed β-tube of
V in Zλ as follows:
]V [λ,β := {w ∈ Zλ ∣∣ pλw ∈ V and Γλ(w,Θλpλw) < β},
[V ]λ,β := clλ ]V [λ,β .
We will prove some basic properties of the sets just deﬁned. In what follows for λ ∈ Λ×0 , ϕλ : Zλ →
R denotes the continuous map given by ϕλ(w) := Γλ(w,Θλpλw), w ∈ Zλ .
The following two lemmas are obvious consequences of the above deﬁnitions and continuity of
the maps pλ , ϕλ and Θλ .
Lemma 3.2. Let V be an open subset of X . Then for every β > 0 and λ ∈ Λ×0 the open β-tube ]V [λ,β of V is
an open subset of Zλ .
Lemma 3.3. Let V be a subset of X . Then for every β > 0 and λ ∈ Λ×0 the following inclusions hold:
(1) [V ]λ,β ⊂ [cl V ]λ,β ,
(2) [V ]λ,β ⊂ {w ∈ Zλ | pλw ∈ cl V and Γλ(w,Θλpλw) β}.
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Γλ(w,Θλpλw) < β , then pλw ∈ ∂V .
Proof. Since [V ]λ,β is closed in Zλ , we have that w ∈ [V ]λ,β , so, by Lemma 3.3, pλw ∈ cl Y . Thus, sup-
posing pλw /∈ ∂V , we have pλw ∈ Int V so w ∈ W := ]Int V [λ,β . Now W is open in Zλ by Lemma 3.2,
so w ∈ W ⊂ [V ]λ,β \ ∂λ [V ]λ,β , a contradiction, proving the lemma. 
Now let us note that, given an arbitrary subset N of X , λ ∈ Λ×0 and β > 0, Θλ(N) ⊂
]N[λ,β ⊂ [N]λ,β . Let Θλ,β,N :N → [N]λ,β be the corresponding restricted map. If N is closed then
pλ([N]λ,β) ⊂ N . Let pλ,β,N : [N]λ,β → N be the corresponding restricted map.
Thus, whenever N1 and N2 are closed subsets of X , then, using Lemma 2.1 we obtain well-deﬁned
quotient maps
Θλ,β,N1,N2 :
(
N1/N2, [N2]
)→ ([N1]λ,β / [N2]λ,β , [[N2]λ,β])
and
pλ,β,N1,N2 :
([N1]λ,β / [N2]λ,β , [[N2]λ,β])→ (N1/N2, [N2]).
In view of Hypothesis (H0), Lemma 2.1 also implies that
pλ,β,N1,N2 ◦ Θλ,β,N1,N2 = IdN1/N2,[N2] . (1)
Lemma 3.5. If [Θλ,β,N1,N2 ] is an isomorphism in HT ∗ , then [pλ,β,N1,N2 ] is its inverse. In particular,[pλ,β,N1,N2 ] is an isomorphism inHT ∗ .
Proof. By (1) we have [pλ,β,N1,N2 ] ◦ [Θλ,β,N1,N2 ] = [IdN1/N2,[N2]], so
[pλ,β,N1,N2 ] = [pλ,β,N1,N2 ] ◦ [Θλ,β,N1,N2 ] ◦ [Θλ,β,N1,N2 ]−1
= [IdN1/N2,[N2]] ◦ [Θλ,β,N1,N2 ]−1 = [Θλ,β,N1,N2 ]−1. 
Deﬁnition 3.6. We say that the family (πλ)λ∈Λ×0 converges to π (as λ → λ0) if whenever (λn)n is a
sequence in Λ×0 , (tn)n is a sequence in [0,∞[ with
λn → λ0, tn → t0 as n → ∞, for some t0 ∈ [0,∞[
and whenever u0 ∈ X and (wn)n is a sequence with wn ∈ Zλn for each n ∈N and
Γλn(wn,Θλnu0) → 0 as n → ∞
and u0πt0 is deﬁned, then there exists an n0 ∈N such that for all n n0, wnπλn tn is deﬁned and
Γλn(wnπλntn,Θλnu0πt0) → 0 as n → ∞.
Deﬁnition 3.7. Let β be a positive number and N be a closed subset of X . We say that N is strongly
admissible with respect to β , π and (pλ,Θλ,πλ)λ∈Λ×0 if the following conditions are satisﬁed:
(1) N is strongly π -admissible;
(2) for each λ ∈ Λ×0 the set [N]λ,β is strongly πλ-admissible;
M.C. Carbinatto, K.P. Rybakowski / J. Differential Equations 254 (2013) 933–959 939(3) whenever (λn)n is a sequence in Λ
×
0 , (tn)n is a sequence in [0,∞[ with
λn → λ0, tn → ∞ as n → ∞
and whenever (wn)n is a sequence such that wn ∈ Zλn , wnπλn tn is deﬁned and wnπλn [0, tn] ⊂[N]λn,β for each n ∈N, then there exist a u0 ∈ N and a subsequence (λ1n, t1n,w1n)n of the sequence
(λn, tn,wn)n such that
Γλ1n
(
w1nπλ1n t
1
n,Θλ1n
u0
)→ 0 as n → ∞.
Remark 3.8. If N is an arbitrary compact subset of a metric space Y , then, clearly, N is strongly
admissible with respect to any local semiﬂow on Y .
On the other hand, the following simple example shows that condition (3) of Deﬁnition 3.7 may
not be satisﬁed in this case:
Let X = R, d be the standard metric on X , f :R→R be locally Lipschitzian with f (0) = 0 and π
be the (nonnegative time) local semiﬂow generated by the ordinary differential equation
x˙ = f (x).
Moreover, let Λ = [0,∞[, dΛ be the standard metric on Λ, λ0 = 0 and Λ0 = Λ. For λ ∈ Λ×0 let Zλ =
R×R, Γλ be the metric induced by the Euclidean norm on R2, pλ : Zλ → X be the map (x, y) → x,
Θλ : X → Zλ be the map x → (x,0) and πλ be the nonnegative time local semiﬂow on Zλ generated
by the ordinary differential equation
{
x˙ = f (x),
y˙ = λ−1 y.
Hypotheses (H0)–(H3) clearly hold. Let N = [−1,1] and β = 1. Then [N]λ,β = [−1,1] × [−1,1]. Con-
ditions (1) and (2) of Deﬁnition 3.7 hold.
For n ∈ N, let λn = 2−n , tn = n and (xn, yn) = (0, e−2nn). Then (xn, yn)πλn t = (0, e−2n(n−t)) for
t ∈ [0,∞[ so (xn, yn)πλn [0, tn] ⊂ [N]λn,β for all n ∈ N. As (xn, yn)πλn tn = (0,1) for all n ∈ N, con-
dition (3) of Deﬁnition 3.7 is not satisﬁed. Thus N is not strongly admissible with respect to β , π and
(pλ,Θλ,πλ)λ∈Λ×0 .
By a similar argument we can also show that the family (πλ)λ∈Λ×0 does not converge to π as
λ → λ0.
We can now state the following general Conley index continuation principle.
Theorem 3.9. Assume hypotheses (H0)–(H3). Let N ⊂ X be closed and β > 0 be arbitrary. Suppose that
(πλ)λ∈Λ×0 converges to π and N is strongly admissible with respect to β , π and (pλ,Θλ,πλ)λ∈Λ×0 . Assume
that N is an isolating neighborhood for π .
Finally, suppose that for all λ ∈ Λ×0 , all η ∈ ]0, β[ and all closed subsets N1 and N2 of N, the morphism
[Θλ,η,N1,N2 ] is an isomorphism inHT ∗ .
Then for every η ∈ ]0, β[ there exists a neighborhood Λc = Λc(η) of λ0 such that for every λ ∈ Λc \ {λ0}
the set [N]λ,η is a strongly admissible isolating neighborhood relative to πλ and
h
(
πλ, [N]λ,η
)= h(π,N). (2)
Theorem 3.9 yields the following corollary:
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Invπλ([N]λ,η), λ ∈ Λc \ {λ0}, and K (λ0, η) = K0 := Invπ (N), is upper semicontinuous at λ = λ0 with re-
spect to the family (Γλ)λ∈Λc\{λ0} of metrics in the following sense:
sup
w∈K (λ,η)
inf
u∈K0
Γλ(w,Θλu) → 0, as λ → λ0.
4. An application to second-order differential equations on manifolds
In this section we will give an application of Theorem 3.9 to second-order differential equations on
manifolds. Such equations naturally arise in theoretical mechanics, where they describe the motion of
a system of particles subject to holonomic constraints.
For a leisurely introduction to the subject see the lecture notes [7] by Furi/Spadini.
Let k and s be natural numbers with s < k. Furthermore, let 〈·,·〉 be a scalar product on Rk and ‖·‖
the corresponding Euclidean norm. Let M⊂ Rk be a (k − s)-dimensional differentiable submanifold
of Rk of class Cr , with r  3. This means that for each a ∈M there is an open set U = Ua in Rk with
a ∈ U and a Cr-map f = fa :U →Rs such that for each x ∈ U the Fréchet derivative Df (x) :Rk →Rs
is surjective and M ∩ U = f −1({0}). By deﬁnition, for x ∈ M, the point y ∈ Rk lies in the tangent
space Tx(M) to M at point x if and only if there is a C1-map γ : I →Rk from an open interval in R
containing 0 such that γ (I) ⊂M, γ (0) = x and γ ′(0) = y.
If a, U = Ua and f = fa are as above, then, for each x ∈ U and y ∈ Rk , we have that x ∈M and
y ∈ Tx(M) ⇔ f (x) = 0 and Df (x)y = 0.
The tangent bundle T (M) =⋃x∈M({x}× Tx(M)) is, in a canonical way, a submanifold of Rk ×Rk
of class Cr−1. In fact, if a, U = Ua and f = fa are as above, deﬁne F = Fa :U × Rk → Rs × Rs by
F (x, y) = ( f (x), Df (x)y). F is of class Cr−1, DF (x, y) :Rk ×Rk →Rs ×Rs is surjective for all (x, y) ∈
U ×Rk and T (M) ∩ (U ×Rk) = F−1({0}).
Let x ∈ U = Ua , y ∈Rk and (x1, y1) ∈Rk×Rk be arbitrary. Then the above deﬁnition of the tangent
space at a point, applied to T (M) instead of M, implies that x ∈ M, y ∈ Tx(M) and (x1, y1) ∈
T(x,y)(T (M)) if and only if F (x, y) = 0 and DF (x, y)(x1, y1) = 0.
By the deﬁnition of F the latter is equivalent to f (x) = 0, Df (x)y = 0, Df (x)x1 = 0 and
D2 f (x)x1 y + Df (x)y1 = 0.
Since ker Df (x) = Tx(M) and Df (x) :Rk → Rs is surjective, the map Df (x)|T⊥x (M) is bijective
from T⊥x (M) to Rs . Let A(x) :Rs → T⊥x (M) be its inverse. Moreover, let Q (x) :Rk → Rk be the〈·,·〉-orthogonal projection onto Tx(M) and P (x) :Rk → Rk be the 〈·,·〉-orthogonal projection onto
T⊥x (M). Then P (x) = IdRk −Q (x). It follows that, for a and b ∈ Rk , Df (x)a = b if and only if b =
Df (x)(Q (x)a+ P (x)a) = Df (x)P (x)a if and only if P (x)a = A(x)b. In particular, D2 f (x)x1 y+Df (x)y1 =
0 if and only if P (x)y1 = −A(x)(D2 f (x)x1 y).
Altogether we obtain that x ∈ M, y ∈ Tx(M) and (x1, y1) ∈ T(x,y)(T (M)) if and only if x ∈ M,
y ∈ Tx(M), x1 ∈ Tx(M) and P (x)y1 = N(x; x1, y) := −A(x)(D2 f (x)x1 y).
For x ∈ U and x1, y ∈ Tx(M) the value N(x; x1, y) is independent of the choice of U = Ua and
f = fa , being the common value of the orthogonal projection onto T⊥x (M) of y1, where (x1, y1) is
arbitrary with (x1, y1) ∈ T(x,y)(M). The map
N : T (M) ⊕ T (M) →Rk, (x; x1, y) → N(x; x1, y)
is bilinear in (x1, y). Moreover, there is an open set U N˜ ⊃M in Rk and a Cr−2-map N˜ from U N˜ to the
space L2(Rk ×Rk,Rk) of bilinear maps Rk ×Rk →Rk such that N(x; x1, y) = N˜(x)(x1, y) for x ∈M
and x1, y ∈ Tx(M).
Now let f : T (M) →Rk be a C1-map such that f (x, y) ∈ Tx(M) for all (x, y) ∈ T (M).
Consider the following second-order differential equation on M:
x¨ = N(x; x˙, x˙) + f (x, y). (3)
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manifold M. The term f (x, y) is the ‘active force’ and N(x; x˙, x˙) represents the ‘reactive force’ (the
particle masses being incorporated in the force terms). We may rewrite (3) as a system
{
x˙ = y,
y˙ = N(x; y, y) + f (x, y). (4)
It follows from the previous considerations that the right-hand side of (4) deﬁnes a C1 vector ﬁeld on
T (M), so (4) generates a local ﬂow on T (M). Let π f be the corresponding nonnegative time local
semiﬂow on T (M).
We make the following assumptions:
(A0) g :M → Rk is a C1 vector ﬁeld on M and α ∈ ]0,∞[. Λ = Λ0 = [0,∞[ with the standard
metric dΛ , λ0 = 0 and for λ ∈ Λ×0 , fλ : T (M) →Rk is the map deﬁned by
fλ(x, y) = λ−1
(−αy + g(x)) ∈ Tx(M), (x, y) ∈ T (M).
(A1) For λ ∈ Λ×0 , Zλ = T (M) and Γλ is the metric on Zλ induced by the norm∥∥(x, y)∥∥= ‖x‖ + ‖y‖
on Rk ×Rk . X =M and d is the metric on X induced by the norm ‖ · ‖ on Rk .
(A2) For λ ∈ Λ×0 , pλ : Zλ → X is the map deﬁned by (x, y) → x and Θλ : X → Zλ is the map deﬁned
by x → (x,α−1g(x)).
(A3) πλ = π fλ for λ ∈ Λ×0 and π is the nonnegative time local semiﬂow on X deﬁned by the ordinary
differential equation
x˙ = α−1g(x). (5)
Remark 4.1. In the physical interpretation of Eq. (3) the term g(x) represents the position depen-
dent active forces, while the term −αy represents a linear friction force. Finally, the coeﬃcient λ−1
represents the magnitude of the force fλ(x, y).
For the rest of this section, let (Λ,dΛ), Λ0, λ0, (X,d), π and (Zλ,Γλ, pλ,Θλ,πλ)λ∈Λ×0 , be as in
Assumptions (A0)–(A3). Note that, although in the present case Zλ , Γλ , pλ and Θλ are independent
of λ ∈ Λ×0 , we will keep the subscript λ for the sake of uniformity of notation.
Lemma 4.2. Hypotheses (H0)–(H3) are satisﬁed.
Proof. This obviously follows from Assumptions (A0)–(A3). 
Lemma 4.3. For all λ ∈ Λ×0 , all η ∈ ]0,∞[ and all closed subsets N1 and N2 of X , the morphism [Θλ,η,N1,N2 ]
is an isomorphism inHT ∗ .
Proof. In view of (1), we only have to prove that Θλ,η,N1,N2 ◦ pλ,η,N1,N2 is homotopic, via a base-
point preserving homotopy, to the identity map on [N1]λ,η / [N2]λ,η . Deﬁne the map Φ : (Rk ×Rk) ×
I → Rk × Rk by ((x, y), τ ) → (x, (1 − τ )y + τα−1g(x)). Φ is continuous and maps [Ni]λ,η × I
to [Ni]λ,η , i ∈ {1,2}. Moreover, Φ0(x, y) = (x, y) and Φ1(x, y) = (x,α−1g(x)) = (Θλ ◦ pλ)(x, y) for
(x, y) ∈ Zλ . It follows from Lemma 2.1 that Φ induces the desired homotopy Φ : [N1]λ,η / [N2]λ,η ×
I → [N1]λ,η / [N2]λ,η . 
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(1) For each a ∈ M there is a δ ∈ ]0,∞[ such that Bδ[a] ∩ M is compact, where Bδ[a] = {x ∈ Rk |
‖x− a‖ δ}.
(2) For each compact set K ⊂ M there is a δ ∈ ]0,∞[ such that Bδ[K ] ∩ M is compact, where Bδ[K ] =⋃
a∈K Bδ[a].
(3) If N ⊂M is compact, then, for each λ ∈ Λ×0 and β ∈ ]0,∞[, the set [N]λ,β ⊂ Zλ is compact.
Proof. The easy proof is left to the reader. 
Note that g can be extended to a C1-map g˜ :U g˜ →Rk on an open neighborhood U g˜ of M in Rk .
Such an extension is not unique. However, for (x, v) ∈ T (M), the value D g˜(x)v is independent of the
extension.
Lemma 4.5. Let C ∈ [0,∞[, t¯ ∈ [0,∞[, λ¯ ∈ ]0,∞[ be such that −αλ¯−1 + C + C2 < 0, λ ∈ ]0, λ¯] and [0, t¯] 
t → (x(t), y(t)) ∈ T (M) be a solution of πλ with
α−1
∥∥g(x(t))∥∥ C, α−1∥∥D g˜(x(t))∥∥ C, t ∈ [0, t¯] .
Set h(t) = y(t) − α−1g(x(t)) for t ∈ [0, t¯]. Then∥∥h(t)∥∥< ∥∥h(0)∥∥+ 1, t ∈ [0, t¯] . (6)
If, in addition, ‖N˜(x(t))‖L2(Rk×Rk,Rk)  C for t ∈ [0, t¯], then
∥∥h(t)∥∥ e−αλ−1t∥∥h(0)∥∥+ α−1λC((∥∥h(0)∥∥+ C + 1)2 + (∥∥h(0)∥∥+ C + 1)), t ∈ [0, t¯] . (7)
Now suppose, in addition, that C ′ ∈ [0,∞[ is a constant and [0, t¯]  t → x0(t) ∈M is a solution of π such
that
α−1
∥∥g(x(t))− g(x0(t))∥∥ C ′∥∥x(t) − x0(t)∥∥, t ∈ [0, t¯] .
Then
∥∥x(t) − x0(t)∥∥ eC ′t¯(∥∥x(0) − x0(0)∥∥+ t¯(∥∥h(0)∥∥
+ α−1λC((∥∥h(0)∥∥+ C + 1)2 + (∥∥h(0)∥∥+ C + 1)))), t ∈ [0, t¯] . (8)
Proof. Note that h is differentiable and
h′(t) = N(x(t); y(t), y(t))− αλ−1(y(t) − α−1g(x(t)))− α−1D g˜(x(t))y(t)
= −αλ−1h(t) +N(x(t); y(t), y(t))− α−1D g˜(x(t))y(t), t ∈ [0, t¯] . (9)
Deﬁne γ : [0, t¯] → R by γ (t) = (1/2)‖h(t)‖2. Then γ is differentiable and by (9) and the fact that
〈h(t),N(x(t); y(t), y(t))〉 ≡ 0 we obtain
γ ′(t) = 〈h(t),h′(t)〉= −αλ−1∥∥h(t)∥∥2 − α−1〈h(t), D g˜(x(t))y(t)〉, t ∈ [0, t¯] . (10)
If (6) is not true, then there is an s ∈ ]0, t¯], with ‖h(t)‖ < ‖h(0)‖ + 1 for t ∈ [0, s[ and ‖h(s)‖ =
‖h(0)‖ + 1. Thus γ (t) < γ (s) for t ∈ [0, s[, so γ ′(s)  0. However, as ‖h(s)‖  1, (10) implies that
γ ′(s) (−αλ−1 + C + C2)‖h(s)‖2 < 0, a contradiction which proves (6).
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h(t) = e−αλ−1th(0) +
t∫
0
e−αλ−1(t−s)ξ(s)ds, t ∈ [0, t¯],
where ξ(t) = N(x(t); y(t), y(t)) − α−1D g˜(x(t))y(t) for t ∈ [0, t¯]. Since
∥∥ξ(t)∥∥ ∥∥N˜(x(t))∥∥∥∥y(t)∥∥2 + α−1∥∥D g˜(x(t))∥∥∥∥y(t)∥∥ C∥∥y(t)∥∥2 + C∥∥y(t)∥∥
and, by (6),
∥∥y(t)∥∥ ∥∥h(t)∥∥+ α−1∥∥g(x(t))∥∥ ∥∥h(0)∥∥+ 1+ C
we immediately obtain (7).
Now
x(t) − x0(t) = x(0) − x0(0) +
t∫
0
(
h(s) + α−1g(x(s))− α−1g(x0(s)))ds, t ∈ [0, t¯],
so
∥∥x(t) − x0(t)∥∥ ∥∥x(0) − x0(0)∥∥+
t∫
0
(∥∥h(s)∥∥+ C ′∥∥x(s) − x0(s)∥∥)ds, t ∈ [0, t¯],
so (7) and Gronwall’s inequality clearly imply (8). 
Proposition 4.6. If N ⊂ X is compact and β ∈ ]0,∞[, then N is strongly admissible with respect to β , π and
(pλ,Θλ,πλ)λ∈Λ×0 .
Proof. We check conditions (1)–(3) of Deﬁnition 3.7. Due to the compactness of N and [N]λ,β , condi-
tions (1) and (2) are satisﬁed.
Let (λn)n be a sequence in Λ
×
0 converging to λ0 and (tn)n be a sequence in [0,∞[ with tn → ∞.
For each n ∈N let [0, tn]  t → (xn(t), yn(t)) ∈ [N]λn,β be a solution of πλn . Since N is compact, there
is a constant C ∈ [0,∞[ such that α−1‖g˜(x)‖  C , α−1‖D g˜(x)‖  C and ‖N˜(x)‖L2(Rk×Rk,Rk)  C for
all x ∈ N .
Set hn(t) = yn(t) − α−1g(xn(t)) for n ∈ N and t ∈ [0, tn]. Noting that ‖hn(0)‖  β we obtain
from (7), for each n ∈N,
∥∥hn(tn)∥∥ e−αλ−1n tnβ + α−1λnC((β + C + 1)2 + (β + C + 1)).
Thus
∥∥yn(tn) − α−1g(xn(tn))∥∥→ 0, as n → ∞. (11)
By compactness of N we thus obtain a subsequence (λ1n, t
1
n, (x
1
n, y
1
n))n of (λn, tn, (xn, yn))n and an
x0 ∈ N such that ‖x1n(t1n) − x0‖ → 0 as n → ∞. By (11) and continuity of g this implies that
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((
x1n(0), y
1
n(0)
)
πλ1n t
1
n,Θλ1n
x0
)
= ∥∥x1n(t1n)− x0∥∥+ ∥∥y1n(t1n)− α−1g(x0)∥∥

∥∥x1n(t1n)− x0∥∥+ ∥∥y1n(t1n)− α−1g(x1n(t1n))∥∥+ α−1∥∥g(x1n(t1n))− g(x0)∥∥→ 0
as n → ∞. Thus condition (3) of Deﬁnition 3.7 holds. 
Proposition 4.7. The family (πλ)λ∈Λ×0 converges to π , as λ → λ0 .
Proof. We verify the condition of Deﬁnition 3.6.
Let (λn)n be a sequence in Λ
×
0 , (tn)n be a sequence in [0,∞[ and t0 ∈ [0,∞[ be such that λn → λ0
and tn → t0 as n → ∞. Moreover, let [0,ω0[  t → x0(t) ∈ X be a maximally deﬁned solution of π
and, for each n ∈N, let [0,ωn[  t → (xn(t), yn(t)) ∈ Zλn be a maximally deﬁned solution of πλn such
that t0 ∈ [0,ω0[ and∥∥xn(0) − x0(0)∥∥+ ∥∥yn(0) − α−1g(x0(0))∥∥= Γλn((xn(0), yn(0)),Θλn x0(0))→ 0 as n → ∞.
Let t¯ ∈ ]t0,ω0[ be arbitrary. Let K be the set of all x0(t) with t ∈ [0, t¯]. Then K is compact and K ⊂ X .
By Lemma 4.4 there is a δ ∈ ]0,∞[ such that H = Bδ[K ] ∩ X is compact. Since g˜ is of class C1, it
follows that g˜ is locally Lipschitzian and consequently, Lipschitzian on compact subsets of its domain
of deﬁnition. Therefore there is a C ′ ∈ [0,∞[ such that α−1‖g˜(x)− g˜(x′)‖ C ′‖x− x′‖ for all x, x′ ∈ H .
Let β = 1.
Set hn(t) = yn(t) − α−1g(xn(t)) for n ∈ N and t ∈ [0,ωn[. By hypothesis, ‖hn(0)‖ → 0 as n → ∞.
Hence there is an n0 ∈N such that, for n n0
∥∥hn(0)∥∥+ α−1λnC((∥∥hn(0)∥∥+ C + 1)2 + (∥∥hn(0)∥∥+ C + 1))< β (12)
and
eC
′t¯(∥∥xn(0) − x0(0)∥∥+ t¯(∥∥hn(0)∥∥+ α−1λnC((∥∥hn(0)∥∥+ C + 1)2 + (∥∥hn(0)∥∥+ C + 1))))< δ.
(13)
For n n0 let
An =
{
t ∈ [0,ωn[ ∩ [0, t¯]
∣∣ (xn(s), yn(s)) ∈ [H]λn,β for s ∈ [0, t]}.
Note that, by (12) and (13),
(
xn(0), yn(0)
) ∈ Intλn([H]λn,β)
and set sn = sup An . It follows that sn ∈ ]0,ωn]. Now (7) and (8) imply that
∥∥hn(t)∥∥ ∥∥hn(0)∥∥+ α−1λnC((∥∥hn(0)∥∥+ C + 1)2 + (∥∥hn(0)∥∥+ C + 1)), t ∈ An, (14)
and
∥∥xn(t) − x0(t)∥∥ eC ′t¯(∥∥xn(0) − x0(0)∥∥+ t¯(∥∥hn(0)∥∥
+ α−1λnC
((∥∥hn(0)∥∥+ C + 1)2 + (∥∥hn(0)∥∥+ C + 1)))), t ∈ An, (15)
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(
xn(t), yn(t)
) ∈ Intλn([H]λn,β), t ∈ An. (16)
Since sn  t¯ < ∞, [0, sn[ ⊂ An and [H]λn,β is compact, so that πλn does not explode in [H]λn,β , it
follows from (16) that sn < ωn , so again by (16), sn ∈ An and (xn(sn), yn(sn)) ∈ Intλn ([H]λn,β ). If sn < t¯ ,
then this implies that there is a t ∈ ]sn, t¯[ with t ∈ An , a contradiction. It follows that sn = t¯ , so
t¯ < ωn . Consequently, choosing n0 larger if necessary, we may assume that tn ∈ An for all n  n0,
so (14) and (15) imply that ‖yn(tn) − α−1g(xn(tn))‖ = ‖hn(tn)‖ → 0 and ‖xn(tn) − x0(tn)‖ → 0 as
n → ∞. Since ‖x0(tn) − x0(t0)‖ → 0 as n → ∞, we obtain ‖xn(tn) − x0(t0)‖ → 0 and so ‖g(xn(tn)) −
g(x0(t0))‖ → 0 as n → ∞. Therefore,
Γλn
((
xn(0), yn(0)
)
πλntn,Θλn x0(0)πt0
)
= ∥∥xn(tn) − x0(t0)∥∥+ ∥∥yn(tn) − α−1g(x0(t0))∥∥

∥∥xn(tn) − x0(t0)∥∥+ ∥∥yn(tn) − α−1g(xn(tn))∥∥+ α−1∥∥g(xn(tn))− g(x0(t0))∥∥→ 0
as n → ∞. 
As a consequence of Lemmas 4.2, 4.3, Propositions 4.6, 4.7, Theorem 3.9 and Corollary 3.10 we
now obtain the following Conley index continuation result for the above singularly perturbed family
of second-order differential equations.
Theorem 4.8. Under Assumptions (A0)–(A3) let N ⊂ X be closed. Assume that N is an isolating neighborhood
for π .
Then for every η ∈ ]0,∞[ there exists a neighborhood Λc = Λc(η) of λ0 = 0 such that for every λ ∈
Λc \ {λ0} the set
[N]λ,η ≡ {(x, y) ∈ T (M) ∣∣ x ∈ N, ∥∥y − α−1g(x)∥∥ η}
is a strongly admissible isolating neighborhood relative to πλ and
h
(
πλ, [N]λ,η
)= h(π,N).
Moreover, for every η ∈ ]0,∞[, the family (K (λ,η))λ∈Λc of invariant sets, where K (λ,η) := Invπλ([N]λ,η),
λ ∈ Λc \ {λ0}, and K (λ0, η) = Invπ (N), is upper semicontinuous at λ = λ0 in the sense that
sup
(x,y)∈K (λ,η)
inf
u∈K0
(‖x− u‖ + ∥∥y − α−1g(u)∥∥)→ 0, as λ → λ0.
Remark 4.9. (Cf. Remark 4.1.) Theorem 4.8 shows that, for small positive λ, i.e. for large active force
fλ(x, y) = λ−1(−αy + g(x)), the dynamics of the second-order equation
x¨ = N(x; x˙, x˙) + λ−1(−αy + g(x))
‘contains’ the dynamics of the simpler ﬁrst-order equation
x˙ = α−1g(x).
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would have to ﬁnd a metric space X˜ , a family Yλ , λ > 0, of metric spaces, each with a distinguished
point θλ together with homeomorphisms φ :M→ X˜ and φλ : T (M) → X˜ × Yλ , λ > 0, such that all
assumptions of [2, Theorem 4.1] are satisﬁed with respect to N˜ , π˜ and π˜λ , λ > 0, where N˜ := φ(N)
and π˜ (resp. π˜λ) is the semiﬂow conjugated to π (resp. πλ) via the homeomorphism φ (resp. φλ). In
addition, for each λ > 0 and η > 0 small enough there would have to exist an η˜ such that φλ maps
the tube [N]λ,η onto N˜×clYλ Bλ(θλ, η˜), where Bλ(θλ, η˜) is the open ball in Yλ with radius η˜, centered
at θλ .
Now, all this is possible if T (M) is trivializable, since then we can ﬁnd a vector bundle isomor-
phism Φ : T (M) → M × Rk−s and we can set X˜ = M, Yλ = Rk−s , θλ = 0 ∈ Rk−s , φ = IdM and
φλ = Φ for λ > 0. Moreover, we can set η˜ := η. Then arguments analogous to those given above in
this section show that all of the above conditions are satisﬁed. Thus we may, indeed, use [2, Theo-
rem 4.1] in order to conclude the assertions of Theorem 4.8.
On the other hand, if T (M) is not trivializable, then there does not appear to be any natural
or simple way to meet the above requirements. We conjecture that, in general, these requirements
cannot be met.
It is at this point that the superiority of Theorem 3.9 over [2, Theorem 4.1] is clearly visible.
5. Proof of the main result
In this section we will prove Theorem 3.9. Although the proof is patterned after the proof of [2,
Theorem 4.1], there are some signiﬁcant differences and additional diﬃculties in the present case.
We ﬁrst establish some basic consequences of the deﬁnitions given in Section 3.
Lemma 5.1. Suppose that (πλ)λ∈Λ×0 converges to π and N is strongly admissible with respect to β , π and
(pλ,Θλ,πλ)λ∈Λ×0 .
(1) Let (λn)n be a sequence in Λ
×
0 , (tn)n be a sequence in [0,∞[ with
λn → λ0, tn → ∞ as n → ∞
and (wn)n be a sequence with wn ∈ Zλn , wnπλn tn deﬁned and wnπλn [0, tn] ⊂ [N]λn,β for each n ∈N. If
u0 ∈ N and (λ0n, t0n,w0n)n is a subsequence of (λn, tn,wn)n such that
Γλ0n
(
w0nπλ0n t
0
n,Θλ0n
u0
)→ 0 as n → ∞,
then u0 ∈ Inv−π (N).
(2) Let (λn)n be a sequence in Λ
×
0 , (tn)n be a sequence in [0,∞[ with
λn → λ0, tn → ∞ as n → ∞
and (wn)n be a sequence with wn ∈ Zλn , wnπλn tn deﬁned and wnπλn [0, tn] ⊂ [N]λn,β for each n ∈N. If
u0 ∈ X and
Γλn(wn,Θλnu0) → 0 as n → ∞,
then u0 ∈ Inv+π (N).
Proof. We ﬁrst prove part (1) of the lemma. Condition (3) of Deﬁnition 3.7 implies that there exist a
u−1 ∈ N and a subsequence (λ1n, t1n,w1n)n of (λ0n, t0n,w0n)n with t1n  1, n ∈N, and
Γλ1
(
w1nπλ1
(
t1n − 1
)
,Θλ1u−1
)→ 0 as n → ∞.
n n n
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(λk−1n , tk−1n ,wk−1n )n with tkn  k, n ∈N, and
Γ
λkn
(
wknπλkn
(
tkn − k
)
,Θ
λkn
u−k
)→ 0 as n → ∞. (17)
We claim that, for all t ∈ [0,k], u−kπt is deﬁned and u−kπt ∈ N . If the claim is not true, then there
is a t0 ∈ [0,k] with u−kπt0 deﬁned and u−kπt0 /∈ N . Since (πλ)λ∈Λ×0 converges to π , formula (17)
implies that, for n ∈N large enough, wknπλkn (tkn − k)πλkn t0 is deﬁned and
Γ
λkn
(
wknπλkn
(
tkn − k
)
π
λkn
t0,Θλknu−kπt0
)→ 0 as n → ∞.
Notice that wknπλkn (t
k
n − k)πλkn t0 = wknπλkn (tkn − k + t0). Thus hypothesis (H1) implies
d
(
p
λkn
wknπλkn
(
tkn − k + t0
)
,u−kπt0
)→ 0 as n → ∞.
This implies that p
λkn
wknπλkn (t
k
n −k+ t0) /∈ N for all n ∈N large enough. Now, by Lemma 3.3(2) we have
p
λkn
wknπλknτ ∈ N for all τ ∈ [0, tkn] and for all n ∈ N. Since tkn − k + t0  tkn we obtain a contradiction.
This proves our claim.
For t ∈ [−k,0] deﬁne
σk(t) := u−kπ(t + k).
It easily follows that σk is a solution of π lying in N . We claim that σk(0) = u0 for all k ∈ N. In fact,
since (πλ)λ∈Λ×0 converges to π , formula (17) implies that, for each t ∈ [−k,0] and all n ∈N suﬃciently
large, (wknπλkn (t
k
n − k))πλkn (t + k) is deﬁned and
Γ
λkn
((
wknπλkn
(
tkn − k
))
π
λkn
(t + k),Θ
λkn
u−kπ(t + k)
)→ 0 as n → ∞,
so
Γ
λkn
(
wknπλkn
(
tkn + t
)
,Θ
λkn
σk(t)
)→ 0 as n → ∞.
Therefore, it follows from hypothesis (H1) that
d
(
p
λkn
wknπλkn
(
tkn + t
)
,σk(t)
)→ 0 as n → ∞. (18)
We also have
d
(
pλ0n w
0
nπλ0n t
0
n,u0
)→ 0 as n → ∞. (19)
Since (p
λkn
wknπλkn t
k
n)n is a subsequence of (pλ0n w
0
nπλ0n t
0
n)n , we obtain from (19) and (18) with t = 0
that σk(0) = u0. This completes the proof of our claim.
Notice that if k < k′ , then (18) and the analogous formula for k′ imply that σk and σk′ coincide on
[−k,0]. Thus σ(t) := σk(t) for t ∈ [−k,0] deﬁnes a solution of π on ]−∞,0] with σ(]−∞,0]) ⊂ N
and σ(0) = u0. This completes the proof of assertion (1).
We turn to the proof of part (2) of the lemma. Let 0< ω∞ be such that u0πτ is deﬁned if and
only if τ ∈ [0,ω[. Let τ ∈ [0,ω[. It follows that wnπλnτ is deﬁned for all n ∈N large enough and
Γλn(wnπλnτ ,Θλnu0πτ) → 0 as n → ∞.
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d(pλn wnπλnτ ,u0πτ) → 0 as n → ∞. (20)
Let t ∈ [0,ω[. Since tn → ∞ as n → ∞, it follows that t < tn for all n ∈ N large enough and so, by
Lemma 3.3, part (2), pλn (wnπλn [0, t]) is included in N for all n ∈N large enough. Therefore, formula
(20) implies that u0π [0, t] ⊂ N . It follows that u0π [0,ω[ ⊂ N and so ω = ∞. This concludes the proof
of the lemma. 
The second technical result reads as follows.
Lemma 5.2. Suppose that (πλ)λ∈Λ×0 converges to π and N is strongly admissible with respect to β , π and
(pλ,Θλ,πλ)λ∈Λ×0 . Let (λn)n be a sequence in Λ
×
0 , (tn)n be a sequence in [0,∞[ with
λn → λ0, tn → ∞ as n → ∞
and (wn)n be a sequence with wn ∈ Zλn , wnπλn tn deﬁned and wnπλn [0, tn] ⊂ [N]λn,β for each n ∈N.
Then there exist a u0 ∈ Invπ (N) and a subsequence (λ1n, t1n,w1n)n of (λn, tn,wn)n such that
Γλ1n
(
w1nπλ1n
(
t1n/2
)
,Θλ1n
u0
)→ 0 as n → ∞.
Proof. For each n ∈N deﬁne sn := tn/2. It follows that sn → ∞ as n → ∞ and
wnπλn [0, sn] ⊂ wnπλn [0, tn] ⊂ [N]λn,β for every n ∈N.
Therefore condition (3) of Deﬁnition 3.7 implies that there exist a u0 ∈ N and a subsequence
(λ1n, s
1
n,w
1
n)n of (λn, sn,wn)n such that
Γλ1n
(
w1nπλ1n s
1
n,Θλ1n
u0
)→ 0 as n → ∞.
Set t1n = 2s1n for n ∈N.
The ﬁrst part of Lemma 5.1 implies that u0 ∈ Inv−π (N). Deﬁne
yn := w1nπλ1n s1n, n ∈N.
Then Γλ1n (yn,Θλ1n u0) → 0 as n → ∞. Moreover, for every n ∈ N, ynπλ1n [0, s1n] ⊂ w1nπλ1n [0, t1n] ⊂
[N]λ1n,β . Hence Lemma 5.1 part (2) implies that u0 ∈ Inv+π (N). This completes the proof. 
The rest of this section is devoted to the proof of Theorem 3.9. We need a number of preliminary
results.
Proposition 5.3. Fix η ∈ ]0, β] arbitrarily. For all λ ∈ Λ×0 suﬃciently close to λ0 the set [N]λ,η is a strongly
πλ-admissible isolating neighborhood for πλ .
Proof. Since η ∈ ]0, β] the strong admissibility is an immediate consequence of Deﬁnition 3.7. Sup-
pose that there is a sequence (λn)n in Λ
×
0 converging to λ0 in Λ such that for each n ∈ N the set
[N]λn,η is not an isolating neighborhood for πλn . Then, given an arbitrary ﬁxed sequence (sn)n in[0,∞[ with sn → ∞ as n → ∞, for each n ∈N there exists a solution σn :R→ Zλn of πλn such that
σn(R) ⊂ [N]λn,η and wnπλn sn ∈ ∂λn [N]λn,η ,
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essary, we may assume that there exists a u0 ∈ Invπ (N) such that
Γλn(wnπλn sn,Θλnu0) → 0 as n → ∞. (21)
Thus, hypothesis (H1) implies that
d(pλn wnπλn sn,u0) → 0 as n → ∞. (22)
Now, hypothesis (H2) implies that
Γλn
(
Θλn(pλn wnπλn sn),Θλnu0
)→ 0 as n → ∞.
Therefore Γλn (Θλn (pλn wnπλn sn),Θλn u0) < η/2 for all n ∈ N large enough. Moreover, formula (21)
implies that Γλn (wnπλn sn,Θλn u0) < η/2 for all n ∈ N large enough. It follows from the triangle in-
equality for the metric Γλn that Γλn (wnπλn sn,Θλn (pλn wnπλn sn)) < η for all n ∈N large enough. Now,
by Lemma 3.4 we have pλn wnπλn sn ∈ ∂N for all n ∈N large enough and so u0 ∈ ∂N by (22). However
this contradicts the fact that N is an isolating neighborhood for π . 
Proposition 5.4. Assume that K0 := Invπ (N) = ∅. Fix η ∈ ]0, β] arbitrarily. For all λ ∈ Λ×0 suﬃciently close
to λ0 the set K (λ,η) := Invπλ([N]λ,η) is empty.
Proof. Otherwise, we ﬁnd an η ∈ ]0, β] and a sequence (λn)n in Λ×0 converging to λ0 such that
K (λn, η) = ∅ for each n ∈ N. Therefore, for every n ∈ N there exists a full solution σn :R → [N]λn,η
of πλn . Let (sn)n be an arbitrary sequence in [0,∞[ with sn → ∞ as n → ∞. Then σn(0)πλn [0,2sn] ⊂[N]λn,η ⊂ [N]λn,β , so by an application of Lemma 5.2 we see that there exists a u0 ∈ Invπ (N). However
this is a contradiction. 
Thus Theorem 3.9 holds if K0 = ∅.
Assume from now on that K0 = ∅. Since N is a strongly admissible isolating neighborhood for π
and K0 = Invπ (N) = ∅ is an isolated invariant set of π , we can apply Theorem 2.2 and choose an
open set U0 in X such that N0 := clU0 is an isolating block for π and such that K0 ⊂ U0 ⊂ N0 ⊂ N
and ∂U0 = ∂N0.
Let α : [0,∞[ → [1,2[ be a monotone increasing C∞-diffeomorphism. Let s+N0 :N0 → R ∪ {∞} be
given by
s+N0(u) := sup
{
t  0
∣∣ uπt is deﬁned and uπ [0, t] ⊂ N0}, u ∈ N0,
and deﬁne the function t+U0 :U0 →R∪ {∞} by
t+U0(u) := sup
{
t  0
∣∣ uπt is deﬁned and uπ [0, t] ⊂ U0}, u ∈ U0.
Moreover, deﬁne the function F : X → [0,1] by
F (u) := min{1,d(u, Inv−π (N0))}, u ∈ X ,
where d(u, Inv−π (N0)) is the distance (in X ) of the point u from the set Inv−π (N0). Finally, we deﬁne
g−N :N0 →R as follows:0
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{
α(t)F (uπt)
∣∣ t ∈ [0, s+N0(u)] , if s+N0(u) < ∞
and t ∈ [0,∞[, if s+N0(u) = ∞
}
, u ∈ N0.
Whenever (un)n is a sequence in N0 with g
−
N0
(un) → 0 as n → ∞, then, by admissibility, there is a
subsequence of (un)n converging to an element of Inv−π (N0).
In this section will use t+ and g− to denote t+U0 and g
−
N0
, respectively.
Given a > 0, b > 0 deﬁne
V (a,b) := {u ∈ U0 ∣∣ g−(u) < a, t+(u) > b}.
Note that V (a,b) is open in X , K0 ⊂ V (a,b) and admissibility implies that we can choose a0 > 0 and
b0 > 0 such that cl V (a0,b0) ⊂ U0.
Lemma 5.5. Given δ˜, δ > 0 and M˜, M > 0 such that δ˜ < δ < a0 and M˜ > M > b0 , then
cl V (δ˜, M˜) ⊂ V (δ,M).
Proof. Let u ∈ cl V (δ˜, M˜). Then there exists a sequence (un)n in V (δ˜, M˜) such that d(un,u) → 0 as
n → ∞. Therefore,
g−(un) < δ˜ and t+(un) > M˜, for all n ∈N.
Since the functions t+ and g− are continuous on U0, we obtain g−(u)  δ˜ < δ and t+(u) 
M˜ > M . 
Given a > 0, b > 0, λ ∈ Λ×0 and α > 0 deﬁne
Vλ,α(a,b) :=
]
V (a,b)
[λ,α
.
Lemma 5.6. Fix positive numbers α, δ, η and M such that η β . Then
K (λ,η) := Invπλ
([N]λ,η)⊂ Vλ,α(δ,M)
for all λ ∈ Λ×0 suﬃciently close to λ0 .
Proof. If the lemma is not true then there are positive numbers α, δ, η and M such that η  β and
a sequence (λn)n in Λ
×
0 converging to λ0 such that
K (λn, η) ⊂ Vλn,α(δ,M), for all n ∈N.
Thus, given an arbitrary ﬁxed sequence (sn)n in [0,∞[ with sn → ∞ as n → ∞, for each n ∈N, there
is a solution σn :R→ [N]λn,η of πλn with
wnπλn sn /∈ Vλn,α(δ,M),
where wn = σn(0). Since wnπλn [0,2sn] ⊂ [N]λn,η ⊂ [N]λn,β and 2sn → ∞ as n → ∞, we may assume,
using Lemma 5.2 and passing to an appropriate subsequence if necessary, that there exists a u0 ∈
Invπ (N) such that
Γλn (wnπλn sn,Θλnu0) → 0 as n → ∞. (23)
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Γλn (Θλn (pλn wnπλn sn),Θλn u0) → 0 as n → ∞ and so
Γλn
(
Θλn (pλn wnπλn sn),Θλnu0
)
< α/2 for all n ∈N large enough.
Now, formula (23) implies that Γλn (wnπλn sn,Θλn u0) < α/2 for all n ∈ N large enough. It follows
that Γλn (wnπλn sn,Θλn (pλn wnπλn sn)) < α for all n ∈ N large enough. Moreover, g−(u0) = 0 and
t+(u0) = ∞, so u0 ∈ V (δ,M). Therefore pλn wnπλn sn ∈ V (δ,M) for all n ∈ N large enough. Thus
wnπλn sn ∈ Vλn,α(δ,M) for all n ∈N large enough which is a contradiction. 
Let λ ∈ Λ×0 and ν > 0 be arbitrary. Given w ∈ ]U0[λ,ν , deﬁne
t+U0,λ,ν(w) := sup
{
t  0
∣∣ wπλt is deﬁned and wπλ[0, t] ⊂ ]U0[λ,ν}.
In this section, t+U0,λ,ν will be denoted by t
+
λ,ν .
Lemma 5.7. Fix ν > 0. Let λn ∈ Λ×0 , wn ∈ ]U0[λn,ν , n ∈N, and u ∈ U0 be such that
λn → λ0 and Γλn (wn,Θλnu) → 0 as n → ∞.
Then
t+λn,ν(wn) → t+(u) as n → ∞.
Proof. Suppose ﬁrst that t+(u) < ∞ and let C ∈ ]0,∞] be arbitrary with t+(u) < C . It follows that
uπt+(u) is deﬁned and uπt+(u) ∈ ∂U0 = ∂N0. As N0 is an isolating block for π , there exists an s ∈R
with C > s > t+(u) such that uπ s is deﬁned and uπ s /∈ N0. Since (πλ)λ∈Λ×0 converges to π , we have,
for n ∈N suﬃciently large, wnπλn s is deﬁned and
Γλn (wnπλn s,Θλnuπ s) → 0 as n → ∞.
Therefore
d(pλn wnπλn s,uπ s) → 0 as n → ∞.
Since N0 is closed, we obtain, ﬁrst of all, that pλn wnπλn s /∈ N0 for all n ∈ N large enough and then,
using Lemma 3.3 part (2) that wnπλn s /∈ [N0]λn,ν and so t+λn,ν (wn) s < C for all n ∈N large enough.
Now let C be arbitrary with t+(u) > C > 0. Then uπ [0,C] ⊂ U0. Thus, for all n ∈ N large enough,
wnπλn C is deﬁned.
We claim wnπλn [0,C] ⊂ ]U0[λn,ν for all n ∈N large enough.
Suppose that this is not true. Then there is a subsequence (λ1n,w
1
n)n of (λn,wn)n such that
w1nπλ1n [0,C ] ⊂ ]U0[λ
1
n,ν for every n ∈N
and so there exists a tn ∈ [0,C] such that
w1nπλ1tn /∈ ]U0[λ
1
n,ν for every n ∈N.n
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1
n)n , if necessary, we can assume that there exists a
t ∈ [0,C] such that tn → t as n → ∞. The fact that (πλ)λ∈Λ×0 converges to π implies
Γλ1n
(
w1nπλ1n tn,Θλ1n uπt
)→ 0 as n → ∞.
Hypotheses (H1) and (H2) imply that
d
(
pλ1n w
1
nπλ1n tn,uπt
)→ 0 and Γλ1n (Θλ1n (pλ1n w1nπλ1n tn),Θλ1n uπt)→ 0 as n → ∞.
Therefore pλ1n w
1
nπλ1n tn ∈ U0 and Γλ1n (w1nπλ1n tn,Θλ1n (pλ1n w1nπλ1n tn)) < ν for all n ∈ N large enough. This
implies that w1nπλ1n tn ∈ ]U0[λ
1
n,ν for all n ∈ N large enough which is a contradiction. This proves
our claim, which, in turn, implies that t+λn,ν (wn) > C for all suﬃciently large n ∈ N. The lemma is
proved. 
Deﬁnition 5.8. Fix positive real numbers M ′ , ν , η, a and b. For λ ∈ Λ×0 and M , α, ρ and δ ∈ ]0,∞[
deﬁne the following subsets of Zλ:
N1(α, δ,λ,M) = N1(a,b, η,α, δ,λ,M)
= [cl V (a,b)]λ,η ∩ clλ{w ∣∣ there exist a w ∈ Vλ,α(δ,M) and a t  0 such that
wπλt is deﬁned, wπλ[0, t] ⊂ ]U0[λ,β and wπλt = w
}
,
N2(α, δ,λ,M) = N2
(
a,b, ν,η,α, δ,λ,M,M ′
)
= N1(α, δ,λ,M) ∩
{
w ∈ ]U0[λ,ν
∣∣ t+λ,ν(w) M ′},
Eˆ(λ,M) = [{u ∈ U0 ∣∣ t+(u) 5M}∩ cl V (a,b)]λ,η ,
Cˆ(λ,α, δ,M) = {w ∈ ]U0[λ,ν ∣∣ t+λ,ν(w) 4M}∩ N1(α, δ,λ,M),
E(λ,α, δ,M) = [{u ∈ U0 ∣∣ t+(u) 3M}∩ cl V (δ,M)]λ,α ,
C(λ,ρ,α, δ,M) := {w ∈ ]U0[λ,α ∣∣ t+λ,α(w) 2M}∩ clλ Vλ,ρ(δ,M).
Remark 5.9. If α  η, α  β , δ  a and M  b then clearly Vλ,α(δ,M) ⊂ N1(α, δ, λ,M). In fact,
we only need to show that Vλ,α(δ,M) ⊂ [cl V (a,b)]λ,η . Let z ∈ Vλ,α(δ,M). Hence, pλz ∈ V (δ,M) ⊂
V (a,b) ⊂ cl V (a,b) and Γλ(z,Θλpλz) < α  η. Therefore, z ∈ ]cl V (a,b)[λ,η ⊂ clλ ]cl V (a,b)[λ,η .
Moreover, if a  a0, b  b0, η  β and η < ν then [cl V (a,b)]λ,η ⊂ ]U0[λ,ν . In fact, let z ∈
[cl V (a,b)]λ,η . Lemma 3.3(2) implies that pλz ∈ cl V (a,b) ⊂ cl V (a0,b0) ⊂ U0 and Γ (z,Θλpλz) 
η < ν .
Finally, whenever w lies in K (λ,η,a,b), the largest πλ-invariant set in [cl V (a,b)]λ,η , then, by the
deﬁnition of t+λ,ν , we have t
+
λ,ν(w) = ∞. In particular, K (λ,η,a,b) ∩ N2(α, δ, λ,M) = ∅.
Proposition 5.10. Assume that M ′ > b, a a0 , b b0 and η < ν < β . Then the following statements hold:
(1) For every M > b, all suﬃciently small positive α and δ, and λ ∈ Λ×0 suﬃciently close to λ0
(a) (N1(α, δ, λ,M),N2(α, δ, λ,M)) is a pseudo-index pair in [cl V (a,b)]λ,η , relative to πλ;
(b) the following inclusion is satisﬁed:
Cˆ(λ,α, δ,M) ⊂ Eˆ(λ,M).
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all λ ∈ Λ×0 suﬃciently close to λ0
E(λ,α, δ˜, M˜) ⊂ Cˆ(λ,α, δ,M).
(3) For every M > b, every α > 0, all suﬃciently small positive ρ , δ and all λ ∈ Λ×0 suﬃciently close to λ0
C(λ,ρ,α, δ,M) ⊂ E(λ,α, δ,M).
Proof. It is clear that N1(α, δ, λ,M) is a closed subset of Zλ . We will prove that the set N2(α, δ, λ,M)
is closed in Zλ . Let w0 ∈ Zλ and (wn)n be a sequence in N2(α, δ, λ,M) such that
Γλ(wn,w0) → 0 as n → ∞.
Therefore w0 ∈ N1(α, δ, λ,M). We need to show that
w0 ∈ ]U0[λ,ν and t+λ,ν(w0) M ′.
Since w0 ∈ N1(α, δ, λ,M), it follows that w0 ∈ [cl V (a,b)]λ,η . Lemma 3.3(2) implies
pλw0 ∈ cl V (a,b) ⊂ U0 and Γ (w0,Θλpλw0) η < ν.
Therefore w0 ∈ ]U0[λ,ν . The lower-semicontinuity of the function t+λ,ν (cf. [12, Proposition I.5.2]) im-
plies t+λ,ν(w0) M ′ .
The next step is to show that N1(α, δ, λ,M) is [cl V (a,b)]λ,η-positively invariant relative to πλ .
Let w ∈ N1(α, δ, λ,M) and s 0 be such that wπλs is deﬁned and wπλ [0, s] ⊂ [cl V (a,b)]λ,η . Hence
there exist a sequence (wn)n in Vλ,α(δ,M) and a sequence (tn)n in [0,∞[ such that, for every n ∈N,
wnπλtn is deﬁned, wnπλ [0, tn] ⊂ ]U0[λ,β and Γλ(wn,w) → 0 as n → ∞, where wn := wnπλtn for
n ∈N.
Since wπλ [0, s] ⊂ [cl V (a,b)]λ,η , it follows from Lemma 3.3(2) that for all τ ∈ [0, s]
pλwπλτ ∈ cl V (a,b) ⊂ U0 and Γλ
(
wπλτ ,Θλpλ(wπλτ )
)
 η.
Since η < ν < β , it follows that Γλ(wπλτ ,Θλpλ(wπλτ )) < β . Thus wπλ [0, s] ⊂ ]U0[λ,β . Consequently
there exists an n0 ∈N such that wnπλs is deﬁned and wnπλ [0, s] ⊂ ]U0[λ,β for all n n0. Therefore
wnπλ [0, tn + s] ⊂ ]U0[λ,β for all n n0. (24)
Let τ ∈ [0, s] be arbitrary. Then
Γλ
(
wnπλ(tn + τ ),wπλτ
)= Γλ(wnπλτ ,wπλτ ) → 0 as n → ∞. (25)
It follows from (24) and (25) that wπλ [0, s] ⊂ N1(α, δ, λ,M).
To check that N2(α, δ, λ,M) is [cl V (a,b)]λ,η-positively invariant relative to πλ , let w ∈
N2(α, δ, λ,M) and s  0 be such that wπλ [0, s] ⊂ [cl V (a,b)]λ,η . It follows that wπλ [0, s] ⊂
N1(α, δ, λ,M). Let τ ∈ [0, s] be arbitrary. It follows from Lemma 3.3(2) that pλwπλτ ∈ cl V (a,b) ⊂
U0 and Γλ(wπλτ ,Θλpλ(wπλτ ))  η < ν . Thus wπλτ ∈ ]U0[λ,ν . Since t+λ,ν(w)  M ′ , we have
t+λ,ν(wπλτ ) M ′ . Hence wπλ [0, s] ⊂ N2(α, δ, λ,M).
To conclude the proof of the ﬁrst part of proposition, suppose that it does not hold. Then for some
M ′ > b, a a0, b b0 and η < ν < β and some M > b there are sequences (δn)n and (αn)n of positive
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×
0 converging to λ0 and a sequence (wn)n such
that
wn ∈ N1(αn, δn, λn,M) ∩ ∂λn
[
cl V (a,b)
]λn,η \ N2(αn, δn, λn,M) for all n ∈N (26)
or
wn ∈ Cˆ(λn,αn, δn,M) \ Eˆ(λn,M) for all n ∈N. (27)
In both cases for each n ∈N we have wn ∈ N1(αn, δn, λn,M), so there exist a wn ∈ Vλn,αn (δn,M) and
a tn  0 such that wnπλn tn is deﬁned, wnπλn [0, tn] ⊂ ]U0[λn,β and Γλn (wnπλn tn,wn) < 2−n , so
Γλn (wnπλntn,wn) → ∞ as n → ∞. (28)
Since pλn wn ∈ V (δn,M) for all n ∈ N it follows that g−(pλn wn) < δn → 0, we may assume, taking
a subsequence of (λn,wn)n if necessary, that d(pλn wn,u0) → 0 for some u0 ∈ Inv−π (N0). Hypothesis
(H2) implies that
Γλn(Θλn pλn wn,Θλnu0) → 0 as n → ∞. (29)
Since Γλn (wn,Θλn pλn wn) < αn for every n ∈N, αn → 0 as n → ∞ and (29) holds we have
Γλn(wn,Θλnu0) → 0 as n → ∞. (30)
We claim that there is a subsequence of (λn, tn,wn)n , denoted again by (λn, tn,wn)n and there is
a u˜0 ∈ Inv−π (N0) such that
Γλn(wnπλntn,Θλn u˜0) → 0 as n → ∞.
First assume that the sequence (tn)n is bounded. By taking a subsequence, if necessary, we may
assume that there exists a t ∈ [0,∞[ such that tn → t as n → ∞. Since (πλ)λ∈Λ×0 converges to π ,
formula (30) and the fact that π does not explode in N and pλn wnπλnτ ∈ U0 ⊂ N for each n ∈N and
each τ ∈ [0, tn], imply that u0πt is deﬁned and
Γλn(wnπλntn,Θλnu0πt) → 0 as n → ∞.
Since Inv−π (N0) is an N0-positively invariant set relative to π , it follows that
u˜0 := u0πt ∈ Inv−π (N0).
Suppose that (tn)n is an unbounded sequence. Then we may assume that tn → ∞ as n → ∞.
Recall that wnπλn [0, tn] ⊂ ]U0[λn,β ⊂ [N0]λn,β ⊂ [N]λn,β . Since N is strongly admissible with respect
to β , π and (pλ,Θλ,πλ)λ∈Λ×0 , condition (3) of Deﬁnition 3.7 implies that there is a subsequence of
(λn, tn,wn)n , denoted again by (λn, tn,wn)n and there is a u˜0 ∈ N such that
Γλn(wnπλntn,Θλn u˜0) → 0 as n → ∞.
Lemma 5.1(1) implies that u˜0 ∈ Inv−π (N0). This concludes the proof of our claim. It follows from (28)
and the claim just proved that there is a subsequence of (λn,wn)n , again denoted by (λn,wn)n with
Γλn(wn,Θλn u˜0) → 0 as n → ∞. (31)
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Γλn(Θλn pλn wn,Θλn u˜0) → 0 as n → ∞. (32)
It follows from formulas (31) and (32) that
Γλn(wn,Θλn pλn wn) → 0 as n → ∞. (33)
Since wn ∈ [cl V (a,b)]λn,η , Lemma 3.3(2) implies that pλn wn ∈ cl V (a,b) ⊂ U0. Thus wn ∈ ]U0[λn,ν for
all n ∈N large enough and so Lemma 5.7 and the continuity of t+ imply that t+λn,ν (wn) → t+(u˜0) and
t+(pλn wn) → t+(u˜0) as n → ∞.
Suppose that (26) holds. Then relations (26), (33) and Lemma 3.4 imply that pλn wn ∈
∂ cl V (a,b) ⊂ U0, for all n ∈ N large enough and so u˜0 ∈ ∂ cl V (a,b) ⊂ U0. Since t+λn,ν (wn) > M ′ for
all n ∈ N we also conclude that t+(u˜0)  M ′ > b. Since g−(u˜0) = 0 < a, we see that u˜0 ∈ V (a,b).
However, V (a,b) ∩ ∂ cl V (a,b) = ∅. This contradiction proves part (1)(a).
Suppose now that (27) holds. Then t+λn,ν (wn)  4M for all n and so t
+(u˜0)  4M < 5M . We
thus conclude that t+(pλn wn) < 5M for all n ∈ N large enough. Since pλn wn ∈ cl V (a,b) and
Γλn (wn,Θλn pλn wn) < η for all n ∈ N large enough, all this clearly implies that wn ∈ Eˆ(λn,M) for
all n ∈N large enough, a contradiction proving the inclusion in (1)(b).
Assume now, that part (2) does not hold. Then for some M ′ > b, a  a0, b  b0 and η < ν < β
and some M˜ and M with M˜ > M > b and M > (7/8)M˜ there are sequences (δ˜n)n , (δn)n and (αn)n of
positive numbers converging to zero, with δ˜n < δn for all n ∈ N, and there is a sequence (λn)n in Λ×0
converging to λ0 and a sequence (wn)n such that
wn ∈ E(λn,αn, δ˜n, M˜) \ Cˆ(λn,αn, δn,M) for all n ∈N. (34)
Lemma 3.3(2) implies that for all n ∈N
pλn wn ∈ cl
({
u ∈ U0
∣∣ t+(u) 3M˜}∩ cl V (δ˜n, M˜)) and Γλn(wn,Θλn pλn wn) αn. (35)
Hence there exists a un ∈ {u ∈ U0 | t+(u) 3M˜} ∩ cl V (δ˜n, M˜) such that d(pλn wn,un) < 2−(n+1) . More-
over, there exists a u˜n ∈ V (δ˜n, M˜) such that d(u˜n,un) < 2−(n+1) . Therefore,
d(pλn wn, u˜n) < 2
−n for all n ∈N. (36)
Since g−(u˜n) → 0, we may again assume that there is a u0 ∈ Inv−π (N0) such that d(u˜n,u0) → 0 as
n → ∞. Hence
d(pλn wn,u0) → 0 as n → ∞. (37)
Now, hypothesis (H2) implies that
Γλn(Θλn pλn wn,Θλnu0) → 0 as n → ∞. (38)
From (35) and (38) we obtain that Γλn (wn,Θλn u0) → 0 as n → ∞. For all n ∈N large enough we have
g−(u˜n) < δn < a and t+(u˜n) > M˜ > b, so u˜n ∈ V (a,b). This implies that u0 ∈ cl V (a,b) ⊂ U0. Since
t+(un) 3M˜ and d(un,u0) → 0, as n → ∞, the continuity of t+ implies that t+(u0) 3M˜ < (7/2)M˜ .
Since u0 ∈ U0, formula (37) implies that pλn wn ∈ U0 for all n ∈ N large enough. Moreover, it
follows from (35) that Γλn (wn,Θλn pλn wn) < ν for all n ∈N large enough. Therefore wn ∈ ]U0[λn,ν for
all n ∈N large enough. Lemma 5.7 now shows that t+λn,ν (wn) → t+(u0) as n → ∞. Hence t+λn,ν (wn) <
(7/2)M˜ < 4M for all n ∈N large enough.
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mark 5.9 and Lemma 5.5 that
wn ∈ clλn
]
cl V (δ˜n, M˜)
[λn,αn ⊂ clλn ]V (δn,M)[λn,αn
= clλn Vλn,αn(δn,M) ⊂ N1(αn, δn, λn,M) for all n ∈N large enough.
Hence wn ∈ Cˆ(λn,αn, δn,M) for all n ∈ N large enough. This contradiction completes the proof of
part (2) of the proposition.
Finally suppose that the third part of the proposition is not true. Thus for some M > b and α > 0
there are sequences (δn)n and (ρn)n of positive numbers converging to zero, there is a sequence (λn)n
in Λ×0 converging to λ0 and there is a sequence (wn)n such that
wn ∈ C(λn,ρn,α, δn) \ E(λn,α, δn,M) for all n ∈N.
Therefore for every n ∈ N we have wn ∈ ]U0[λn,α , t+λn,α(wn)  2M and there exists a wn ∈
Vλn,ρn (δn,M) such that Γλn (wn,wn) < 2
−n , so
Γλn(wn,wn) → 0 as n → ∞. (39)
For each n ∈ N, pλn wn ∈ V (δn,M), so g−(pλn wn) < δn and t+(pλn wn) > M > b. Therefore, by passing
to appropriate subsequences, if necessary, we may assume that there exists a u0 ∈ Inv−π (N0) such that
d(pλn wn,u0) → 0 as n → ∞. In particular, u0 ∈ cl V (a,b) ⊂ U0.
Now, hypothesis (H2) implies that
Γλn(Θλn pλn wn,Θλnu0) → 0 as n → ∞. (40)
Since Γλn (wn,Θλn pλn wn) < ρn for each n ∈ N and ρn → 0 as n → ∞ formula (40) implies that
Γλn (wn,Θλn u0) → 0 as n → ∞, so, by (39), Γλn (wn,Θλn u0) → 0 as n → ∞.
Since wn ∈ ]U0[λn,α for each n ∈ N, Lemma 5.7 implies that t+λn,α(wn) → t+(u0) as n → ∞.
Therefore t+(u0)  2M . Since, by Hypothesis (H1) we have d(pλn wn,u0) → 0 as n → ∞, the latter
inequality and the continuity of t+ imply that t+(pλn wn) 3M for all n ∈N large enough. Now,
wn ∈ clλn Vλn,ρn (δn,M) ⊂
[
cl V (δn,M)
]λn,ρn for all n ∈N.
Lemma 3.3(2) implies that
pλn wn ∈ cl V (δn,M) and Γλn(wn,Θλn pλn wn) ρn for all n ∈N.
Since ρn → 0 as n → ∞, it follows that for all n ∈N large enough,
pλn wn ∈ cl V (δn,M) and Γλn(wn,Θλn pλn wn) < α.
Therefore we have shown that wn ∈ E(λn,α, δn,M) for all n ∈ N large enough, a contradiction. The
proposition is proved. 
We can now complete the
Proof of Theorem 3.9. Let η ∈ ]0, β[ be arbitrary. Choose positive numbers a, b, ν , L, M˜ , M and
M ′ with a = a0, b = b0, η < ν < β , 2M˜ > L > M˜ > M > b0, M > (7/8)M˜ and M ′ = 4M . We use
Proposition 5.10 to obtain positive numbers α1 and δ1 with α1 < η, δ1 < a, and a neighborhood Λ1
M.C. Carbinatto, K.P. Rybakowski / J. Differential Equations 254 (2013) 933–959 957of λ0 in Λ with Λ1 ⊂ Λ0 such that for all positive numbers α, δ˜ and δ with α  α1, δ˜ < δ  δ1 and
all λ ∈ Λ×1 (
N1(a,b, η,α, δ,λ,M),N2
(
a,b, η, ν,α, δ,λ,M,M ′
))
is a pseudo-index pair in [cl V (a,b)]λ,η , relative to πλ ,
Cˆ(α, δ,λ,M) ⊂ Eˆ(λ,M) and E(λ,α, δ˜, M˜) ⊂ Cˆ(α, δ,λ,M).
Now we obtain positive numbers ρ1 and δ2 with ρ1 < α1, δ2 < δ1 and a neighborhood Λ2 of λ0 in Λ
with Λ2 ⊂ Λ1 such that for all positive numbers ρ , δ with ρ  ρ1 and δ  δ2, and all λ ∈ Λ×2
C(λ,ρ,α1, δ, M˜) ⊂ E(λ,α1, δ, M˜).
Now choose positive numbers a, b, η, ν , M and M ′ such that
a < δ2, b = L, η = ρ1, ν = α1, M = M ′ = 2M˜.
Then
a a0, b b0, η < ν < β, M > b, M ′ > b,
so by Proposition 5.10 we obtain positive numbers α2 and δ3 with α2 < η and δ3 < a, and a neigh-
borhood Λ3 of λ0 in Λ with Λ3 ⊂ Λ2 such that for all positive numbers α and δ with α  α2 and
δ  δ3, and all λ ∈ Λ×3 (
N1(a,b, η,α, δ,λ,M),N2
(
a,b, η, ν,α, δ,λ,M,M ′
))
is a pseudo-index pair in [cl V (a,b)]λ,η , relative to πλ .
It follows from Lemma 5.5, Remark 5.9 and our choice of constants that, for all λ ∈ Λ×3 ,
A1(λ) := N1(a,b, η,α2, δ3, λ,M) ⊂
[
cl V (a,b)
]λ,η ⊂ [cl V (a,b)]λ,α1 ⊂ A2(λ)
:= [cl V (δ2, M˜)]λ,α1 ⊂ [V (δ1,M)]λ,α1 ⊂ A3(λ) := N1(a,b, η,α1, δ1, λ,M) ⊂ A4(λ)
:= [cl V (a,b)]λ,η
and
B1(λ) := N2
(
a,b, η, ν,α2, δ3, λ,M,M
′)⊂ [cl V (a,b)]λ,η ∩ {w ∈ ]U0[λ,ν ∣∣ t+λ,ν(w) M ′}
⊂ [V (δ2, M˜)]λ,ρ1 ∩ {w ∈ ]U0[λ,α1 ∣∣ t+λ,α1(w) 2M˜}= C(λ,ρ1,α1, δ2, M˜) ⊂ B2(λ)
:= [{u ∈ U0 ∣∣ t+(u) 3M˜}∩ cl V (δ2, M˜)]λ,α1 = E(λ,α1, δ2, M˜) ⊂ B3(λ)
:= N2
(
a,b, η, ν,α1, δ1, λ,M,M
′)= Cˆ(α1, δ1, λ,M) ⊂ B4(λ)
:= [{u ∈ U0 ∣∣ t+(u) 5M}∩ cl V (a,b)]λ,η = Eˆ(λ,M).
The above inclusions show that we have inclusion maps
ik,λ : Ak(λ) → Ak+1(λ), k ∈ {1,2,3},
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ık,λ :
(
Ak(λ)/Bk(λ),
[
Bk(λ)
])→ (Ak+1(λ)/Bk+1(λ), [Bk+1(λ)]), k ∈ {1,2,3}.
Now an application of Lemma 5.6 shows that there is a neighborhood Λ4 of λ0 in Λ with Λ4 ⊂ Λ3
such that, for all λ ∈ Λ×4
K (λ,η) = Invπλ
([N]λ,η)⊂ Vλ,α2(δ3,M),
so by Remark 5.9 and our choice of constants we obtain that the pair (A1(λ), B1(λ)), respectively the
pair (A3(λ), B3(λ)), is an index pair in [cl V (a,b)]λ,η , respectively in [cl V (a,b)]λ,η , relative to πλ , and
K (λ,η) = Invπλ
([
cl V (a,b)
]λ,η)= Invπλ([cl V (a,b)]λ,η).
Thus an application of [12, Theorem I.9.4] shows that [ı2,λ ◦ ı1,λ] is an isomorphism in HT ∗ , so
[ı2,λ] ◦ [ı1,λ] is an isomorphism in HT ∗ .
Set C2 := cl V (δ2, M˜), D2 := {u ∈ U0 | t+(u)  3M˜} ∩ cl V (δ2, M˜), C4 := cl V (a,b) and D4 := {u ∈
U0 | t+(u)  5M} ∩ cl V (a,b). Note that [C2]λ,α1 = A2(λ), [D2]λ,α1 = B2(λ), [C4]λ,η = A4(λ) and
[D4]λ,η = B4(λ). For u ∈ C2 we have (pλ,η,C4 ◦ i3,λ ◦ i2,λ ◦ Θλ,α1,C2 )(u) = pλ(Θλ(u)) = u, so that iλ :=
pλ,η,C4 ◦ i3,λ ◦ i2,λ ◦ Θλ,α1,C2 :C2 → C4 is an inclusion map with iλ(D2) ⊂ D4. Let ıλ : (C2/D2, [D2]) →
(C4/D4, [D4]) be the corresponding quotient map. Since (C2, D2), respectively (C4, D4), is an index
pair in C2, respectively in D2, relative to π and
Invπ (N) = Invπ (C2) = Invπ (C4)
we obtain from [12, Theorem I.9.4] that [ıλ] is an isomorphism in HT ∗ . Now [ıλ] = [pλ,η,C4,D4 ] ◦
[ı3,λ] ◦ [ı2,λ] ◦ [Θλ,α1,C2,D2 ] and, by our assumptions and Lemma 3.5, [Θλ,α1,C2,D2 ] and [pλ,η,C4,D4 ]
are isomorphisms in HT ∗ so [ı3,λ] ◦ [ı2,λ] is an isomorphism in HT ∗ . Now it follows from [12,
Lemma I.12.4] that [ık,λ] is an isomorphism in HT ∗ for k ∈ {1,2,3}. Thus [pλ,η,C4,D4 ◦ ı3,λ] =[pλ,η,C4,D4 ] ◦ [ı3,λ] is an isomorphism in HT ∗ , so that the homotopy type of (A3(λ)/B3(λ), [B3(λ)])
(which equals the Conley index h(πλ, [N]λ,η)) is equal to homotopy type of (C4/D4, [D4]) (which
equals the Conley index h(π,N)). The choice Λc(η) = Λ4 completes the proof of Theorem 3.9. 
Proof of Corollary 3.10. If the corollary is not true, then there are numbers η ∈ ]0, β[ and  > 0,
a sequence (λn)n in Λ
×
0 converging to λ0 and a sequence wn ∈ K (λn, η), n ∈N, such that
inf
u∈K0
Γλn(wn,Θλnu) > .
Given an arbitrary ﬁxed sequence (sn)n in [0,∞[ with sn → ∞ as n → ∞, for each n ∈N, let σn :R→
[N]λn,η be a solution of πλn with σn(0)πλn sn = wn . For each n ∈ N deﬁne tn := 2sn . Then tn → ∞
as n → ∞ and σn(0)πλn [0, tn] ⊂ [N]λn,η ⊂ [N]λn,β , for n ∈ N. Using Lemma 5.2 and passing to an
appropriate subsequence if necessary, we may assume that there exists a u0 ∈ Invπ (N) such that
Γλn
(
σn(0)πλn sn,Θλnu0
)→ 0 as n → ∞.
This is a contradiction, which proves the corollary. 
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