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The dynamic solution of multiphase flow through porous media is of
special interest to several fields of science and engineering, such as petroleum,
geology and geophysics, bio-medical, civil and environmental, chemical engi-
neering and many other disciplines. A natural application is the modeling of
the flow of two immiscible fluids (phases) in a reservoir. Others, that are broadly
based and considered in this work include the hydrodynamic dispersion (as in
reactive transport) of a solute or tracer chemical through a fluid phase. Reser-
voir properties like permeability and porosity greatly influence the flow of these
phases. Often, these vary across several orders of magnitude and can be discon-
tinuous functions. Furthermore, they are generally not known to a desired level
of accuracy or detail and special inverse problems need to be solved in order
to obtain their estimates. Based on the physics dominating a given sub-region
of the porous medium, numerical solutions to such flow problems may require
different discretization schemes or different governing equations in adjacent re-
gions. The need to couple solutions to such schemes gives rise to challenging
domain decomposition problems. Finally, on an application level, present day
environment concerns have resulted in a widespread increase in CO2 capture and
storage experiments across the globe. This presents a huge modeling challenge
for the future.
vii
This research work is divided into sections that aim to study various
inter-connected problems that are of significance in sub-surface porous media
applications. The first section studies an application of mortar (as well as non-
mortar, i.e., enhanced velocity) mixed finite element methods (MMFEM and
EV-MFEM) to problems in porous media flow. The mortar spaces are first
used to develop a multiscale approach for parabolic problems in porous media
applications. The implementation of the mortar mixed method is presented for
two-phase immiscible flow and some a priori error estimates are then derived
for the case of slightly compressible single-phase Darcy flow. Following this,
the problem of modeling flow coupled to reactive transport is studied. Applica-
tions of such problems include modeling bio-remediation of oil spills and other
subsurface hazardous wastes, angiogenesis in the transition of tumors from a
dormant to a malignant state, contaminant transport in groundwater flow and
acid injection around well bores to increase the permeability of the surrounding
rock. Several numerical results are presented that demonstrate the efficiency
of the method when compared to traditional approaches. The section following
this examines (non-mortar) enhanced velocity finite element methods for solving
multiphase flow coupled to species transport on non-matching multiblock grids.
The results from this section indicate that this is the recommended method of
choice for such problems.
Next, a mortar finite element method is formulated and implemented
that extends the scope of the classical mortar mixed finite element method
developed by Arbogast et al [12] for elliptic problems and Girault et al [62] for
coupling different numerical discretization schemes. Some significant areas of
application include the coupling of pore-scale network models with the classical
continuum models for steady single-phase Darcy flow as well as the coupling
of different numerical methods such as discontinuous Galerkin and mixed finite
element methods in different sub-domains for the case of single phase flow [21,
109]. These hold promise for applications where a high level of detail and
accuracy is desired in one part of the domain (often associated with very small
length scales as in pore-scale network models) and a much lower level of detail
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at other parts of the domain (at much larger length scales). Examples include
modeling of the flow around well bores or through faulted reservoirs.
The next section presents a parallel stochastic approximation method
[68, 76] applied to inverse modeling and gives several promising results that
address the problem of uncertainty associated with the parameters governing
multiphase flow partial differential equations. For example, medium properties
such as absolute permeability and porosity greatly influence the flow behavior,
but are rarely known to even a reasonable level of accuracy and are very often
upscaled to large areas or volumes based on seismic measurements at discrete
points. The results in this section show that by using a few measurements of
the primary unknowns in multiphase flow such as fluid pressures and concen-
trations as well as well-log data, one can define an objective function of the
medium properties to be determined, which is then minimized to determine the
properties using (as in this case) a stochastic analog of Newton’s method. The
last section is devoted to a significant and current application area. It presents a
parallel and efficient iteratively coupled implicit pressure, explicit concentration
formulation (IMPEC) [52–54] for non-isothermal compositional flow problems.
The goal is to perform predictive modeling simulations for CO2 sequestration
experiments.
While the sections presented in this work cover a broad range of topics
they are actually tied to each other and serve to achieve the unifying, ultimate
goal of developing a complete and robust reservoir simulator. The major re-
sults of this work, particularly in the application of MMFEM and EV-MFEM
to multiphysics couplings of multiphase flow and transport as well as in the
modeling of EOS non-isothermal compositional flow applied to CO2 sequestra-
tion, suggest that multiblock/multimodel methods applied in a robust parallel
computational framework is invaluable when attempting to solve problems as
described in Chapter 7. As an example, one may consider a closed loop control
system for managing oil production or CO2 sequestration experiments in huge
formations (the “instrumented oil field”). Most of the computationally costly
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activity occurs around a few wells. Thus one has to be able to seamlessly con-
nect the above components while running many forward simulations on parallel
clusters in a multiblock and multimodel setting where most domains employ an
isothermal single-phase flow model except a few around well bores that employ,
say, a non-isothermal compositional model. Simultaneously, cheap and efficient
stochastic methods as in Chapter 8, may be used to generate history matches of
well and/or sensor-measured solution data, to arrive at better estimates of the
medium properties on the fly. This is obviously beyond the scope of the current
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Finite element methods (FEM) have been successfully applied to sev-
eral areas of science and engineering over the last 60 years - in particular to
modeling fluid flows through porous media, which is the subject of this work.
Mixed FEM [142] (MFEM) and variants thereof, emerged among these methods
as the more common methods of choice because of their local mass conserva-
tion property and better approximation of the flux variable. In most real-world
problems, however, the properties of the medium vary on two distinct scales: a
fine or microscopic scale and a coarse or macroscopic scale. In addition, these
properties can be discontinuous; for e.g., the permeability across stratified sub-
surface layers. The mortar MFEM (MMFEM) [12, 15] is proving to be an effi-
cient numerical scheme in the areas of multiscale flow modeling, since it offers
all the features that the mixed method enjoys such as local mass conservation
and accurate approximation of fluxes that are continuous across inter-element
faces and sub-domain interfaces while lending itself easy to implement in par-
allel. Similarly methods such as enhanced velocity MFEM (EVMFEM) [136],
that enjoy the useful features of MMFEM, offer very attractive alternatives in
multiblock modeling of couple flow and transport through porous media, as
presented in this work.
The MMFEM theory is now well established for the case of single phase
incompressible flow [15]. More recently, the extension to slightly compressible
single phase flow has been developed in [91] and is presented here for com-
pleteness. This research also extends the analysis and implementation of the
theory of MMFEM to transient flow problems, with the focus being on miscible
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displacement applications such as the solute transport problem. Moreover, in
many applications it is desirable to allow for different numerical approxima-
tion schemes and/or different physical models via different governing partial
differential equations (PDEs) based on the physics prevailing in adjacent sub-
domains. Examples of such problems include the coupling of porescale and
continuum-scale discretizations of single phase flow or the coupling of mixed
FEM and discontinuous Galerkin (DG) FEM in adjacent sub-domains. Con-
sequently, this research examines the theory and implementation of coupling
such physics/numerics using mortar finite element spaces. Results to potential
future applications in the oil/gas industry are also demonstrated.
The first problem is the application of mortar and non-mortar methods
(EV-MFEM) for solving coupled multiphase flow and transport problems. A
related problem is the study of MFEM for spatial discretization and an iter-
atively coupled implicit pressure, explicit concentration formulation (IMPEC)
for time discretization to model [52–54] highly complex compositional flow. A
natural application of this problem is in the modeling of CO2 sequestration ex-
periments [18], many of which are either planned or underway at various sites
across the globe. The last few decades have witnessed a widespread increase in
emissions of “greenhouse” gases by most of the major developing nations of the
world. The greenhouse gases comprise CO2, CH4, water vapor, N2O, O3 and
chlorofluorocarbons (CFCs) of which CO2 is the main human influenced con-
tributor [72] by effect (26%). The other major contributors are water vapor
(65%) and ozone (8%) and the rest from trace gases. The increase in emissions
of greenhouse gases has therefore put the Earth’s atmosphere at peril and has
contributed to global warming as well as several other environmental concerns.
The sequestration of CO2 in the subsurface is widely recognized today
as the most feasible and economical method to counter the threat of global
warming caused by the widespread consumption of fossil fuels by the major
developing nations of the world. But the impact and consequences of injecting
massive volumes of CO2 into the subsurface is poorly understood. For instance,
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injected CO2 can leak out of poorly sealed (leaky) abandoned wells in the prox-
imity of the injection well. This could render the whole experiment futile and
waste a lot of time and money. CO2 injection is usually carried out in the
supercritical state several thousand feet below the surface, typically beneath
impearmeable shale barriers. After the CO2 is injected it can flow horizontally
until it reaches faults in the subsurface from where it can rise to surface. As
it rises, the CO2 can undergo dramatic change in properties as it changes in
state due to pressure and temperature changes. Hence, an efficient equation of
state (EOS) non-isothermal compositional model is imperative in order to ac-
curately predict the flow of CO2 in the subsurface, whether it is for capture and
storage or for enhanced oil/gas recovery (EOR/EGR) operations. Examples of
such problems with computations performed on different parallel clusters are
presented in Chapter 7.
The second problem presented is one commonly encountered in porous
media flow modeling, i.e., the uncertainty associated with medium properties
such as permeability and porosity. While some crude understanding of the rock
properties can be obtained from lab studies on core samples or seismic imaging
experiments, these are often inadequate for the purpose of modeling multiphase
flow. To that end, this research also studies the problem of parameter esti-
mation and presents attractive results using a parallel algorithm implementing
a simultaneous perturbation, stochastic approximation (SPSA) method. The
main idea behind the method is to find a reduced system that characterizes a
number of prior realizations of the rock properties using methods such as princi-
ple component analysis (sometimes also called the “Karhunen-Loève” transform
or “proper orthogonal decomposition (POD)” depending on the applications).
Some details can be found in [71, 108]. Then any given realization can be ex-
pressed as a linear combination of the eigen basis resulting from the reduced
system. The coefficients are then determined by seeking a vector of unknowns
that minimizes an objective function that measures a weighted time and space
integrated error between observed measurements (such as pressures, concentra-
tions, well log data, etc.) and calculated solutions [68, 76]. This is achieved by
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using the parallel SPSA method in this work. Results from several challeng-
ing problems with computations performed on parallel clusters are presented in
Chapter 8.
The major results of this work, particularly in the areas of multiphysics
coupling of flow and reactive transport using MMFEM and EV-MFEM as well as
in the EOS compositional flow modeling applied to CO2 sequestration, together
serve to justify the importance of studing multiblock methods such as mortar
FEM and non-mortar FEM such as EV-MFEM for physical domain decompo-
sition. These methods when applied in a multimodel setting within a robust
parallel computational framework, may prove to be invaluable for solving such
real-world problems. In such problems fine grids are typically required in several
small parts of the domain (around wells, etc.) and coarser grids can be used
elsewhere, thus making these methods ideal candidates for the job. The nature
of the problem (size and data) allows a multiblock/multimodel approach to be
employed with non-matching grids across blocks and complex models (such as
EOS compositional flow) restricted to regions (blocks) where a majority of the
physical dynamics occurs while simpler (and cheaper) models (such as single
phase flow) are employed in a majority of the domain.
1.2 Literature review
Flows through porous media have been studied extensively during the
last century. Among the classical works in this area are those of Muskat [94, 95],
Bear [23] and DeWiest [55]. Numerical methods to solve equations governing
porous media flow fall broadly under the finite difference and finite element
categories. One of the earliest works in finite differences is that of Peaceman
and Rachford [107], which has significantly impacted the work of petroleum
engineers and has since spawned several books and papers. Variational methods
were studied extensively during the end of the 19th and early 20th centuries for
deformation problems on plates and shells by Rayleigh, Galerkin and others
like [42, 117]. After the formal introduction of the theory of finite elements
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[150], most research work in hydrology and civil engineering has shifted in that
direction because of its greater flexibility and ability to solve a much broader
class of problems. However, only in the last couple of decades has finite elements
become a major research topic in reservoir engineering, where the traditional
approach has been cell-centered finite differences.
Mixed finite element methods were introduced as a numerical method to
solve systems of elliptic partial differential equations in the late 70s. The mixed
method leads to the formulation of a saddle-point problem in the unknowns,
velocity and pressure. Their advantage over Galerkin methods lie in the better
approximation of the flux variable and the satisfaction of local mass conserva-
tion, both of which are of utmost importance in reservoir simulation. For the
analysis and implementation of the classical mixed finite element method ap-
plied to the class of linear elliptic problems such as in the case of incompressible
single phase flow, the reader is referred to [96, 116]. Non-linear elliptic prob-
lems using mixed methods have been successfully treated in [103, 105]. In [122],
Russell and Wheeler established that special quadrature rules reduce the low-
est order mixed methods on rectangles to cell-centered finite differences. The
convergence as well as super-convergence properties of mixed methods are now
well-understood for most problems [15, 142].
Expanded mixed finite element methods were introduced in [16] to han-
dle full-tensor coefficients on rectangles after generalizing the result of Russel
and Wheeler [122]. Mixed finite elements have also been applied to quadrilat-
eral grids using a generalization of the multi-point flux approximation [147].
Therein, all computations are performed on a regular grid after mapping the
problem to a reference domain. Under assumptions of smoothness of the map,
optimal convergence results can be obtained for pressure and flux [142]. But
in most applications, the medium is highly heterogeneous and the permeability
field is very discontinuous. Thus, a natural choice in describing such problems
is to use a multiblock structure. In such a formulation, extra unknowns called
“Lagrange multipliers” are introduced along sub-domain interfaces as boundary
conditions for the sub-domain problems. Often, non-matching grids are needed
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in adjacent sub-domains. This allows for greater flexibility in describing irreg-
ular geometries. This is closely related to the domain decomposition method
for mixed finite element methods introduced in [63]. One of the early “mortar
finite element methods” is analysed in [25], using the Galerkin finite element
method.
The mortar method in a mixed finite element setting was first introduced
by Kuznetsov and Wheeler [79] for the incompressible single phase problem.
Further analysis was carried out in [12, 142]. Existence of a weak solution to
an incompressible model for multiphase flow was investigated in [10, 11]. A
common approach taken to modeling multiphase flow is to re-write the system
as a pressure and saturation equation in primary unknowns. The latter is a
degenerate advection-diffusion equation since the diffusion term vanishes when
S = 0, 1. The mixed method was extended to the case of a non-linear degenerate
parabolic equation arising in two phase flow in a single block domain by Arbo-
gast et al [17] and to the case of non-matching multiblock grids by Yotov [143].
In both these works, the degeneracy in the diffusion term is handled using a
Kirchoff transform. Recently, the nonlinear compressible single phase problem
is studied in [91] and some error estimates are derived as well as presented in
this work.
Owing to the complexity of multiphase compositional flow equations cou-
pled to an equation of state and phase equilibrium thermodynamics, very little
theory of convergence of finite difference or finite element methods exist. Some
classical references in this area include those by Coats [40], Watts [135] and
Acs [5] and their collaborators. An analysis of some numerical methods for
the compositional model due to Chen, Ewing and collaborators can be found
in [34, 35, 37]. A defining reference in the field of equation of state compositional
modeling and its applications is the work of Yih-Bor Chang [33]. An extension
of this work to the case of non-isothermal compostional flow including treatment
of steamflooding can be found in [26, 27]. The latter two deal with fully-implicit
methods and can be quite expensive for the large problems that are commonly
encountered in CO2 sequestration experiments or multiphase flow problems.
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This work presents an efficient iteratively coupled pressure-concetration for-
mulation for flow that is sequentially coupled to thermal energy balance and
chemistry.
There are a variety of methods available for parameter estimation and
inverse modeling in reservoir simulation. A classical reference is due to Ewing
and George [58]. A review of the progress made and some “current” work under-
taken is given in [101]. The Ensemble Kalman Filter method has been proposed
in [100]. Adjoint or gradient based methods are applied in [123]. Representer
methods have been extensively researched by Dawson and Baird for single- and
two phase Darcy flow [19, 45, 46]. Multiscale methods for uncertainty quan-
tification have been explored using gradient based methods in [2] as well as
stochastic optimization based methods in [77]. In general, the computation of
adjoint or gradients for multiphase Darcy flow is a challenging task. Stochastic
methods [126] that take advantage of prior ensemble of realizations (or mea-
surements) appear to be more effective in this regard. In such methods an eigen
basis is constructed from the ensemble of realizations using the principle com-
ponent analysis [71, 108] or wavelet analysis [88]. The current research extends
the results presented in previous publications by the author [68, 76, 77] as well
as others [118] to the case of more challenging problems while introducing and
applying a parallel algorithm to increase the computational efficiency.
1.3 Thesis layout
The remainder of the thesis is organized in chapters as follows. Chapter
2 formulates transient multiphase flow problems in porous media. The equa-
tions governing immiscible and miscible fluid flow are presented. Some basic
definitions and constitutive laws are stated. Chapter 3 describes a domain de-
composition method using mortar spaces and presents a brief analysis on immis-
cible two phase flow using an expanded mixed finite element weak formulation.
Error estimates are derived for the case of slightly compressible single phase
flow. An analysis is presented for the miscible displacement problem (the so-
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lute transport problem) using mortar mixed methods for flow and a projection
based method for transport. Some numerical examples are presented for the
case of coupled flow and transport on non-matching multiblock grids showing
the advantage of using such an approach. Chapter 4 presentes an alternative to
MMFEM - the enhanced velocity mixed finite element method (EVMFEM) for
solving coupled multiphase flow-transport problem on non-matching multiblock
grids. Convergence analysis including error estimates for the unsteady flow as
well as the coupled flow and transport problem is presented. Several numerical
examples are presented for validation and to demonstrate its advantages over
the MMFEM.
Chapter 5 presents a formal analysis of the coupling of discontinuous
Galerkin FEM (DGFEM) and MFEM using mortars for the case of slightly
compressible single phase flow. Implementation methods and several numeri-
cal examples simulating real world problems are presented. Chapter 6 presents
a formal analysis of the coupling of porescale network models and continuum
scale models for steady single phase flow. Implementation details, error compu-
tation experiments and some numerical examples modeling practical problems
are also presented to justify the study. Chapter 7 presents an iterative coupled
IMPEC method discussed in Section 1.1 above. Many validation examples as
well as results from many challenging benchmark and field tests are also pre-
sented therein. Chapter 8 concludes by presenting analysis, implementation
and numerical results in reservoir parameter estimation from some challenging
examples using the SPSA method discussed in Section 1.1. Finally Chapter 9
presents some concluding remarks and future works.
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Chapter 2
Dynamics of multiphase flow through porous
media
This chapter presents the basic transient multiphase flow equations for
porous media applications. For simplicity, the focus is on the two-phase flow
problem. Some of the commonly used terms arising in the development of
the governing equations are defined in [57]. In essence, the equations form a
system of degenerate parabolic partial differential equations, comprising of a
mass conservation statement and a constitutive law; in this case, Darcy’s law
relating the phase flux to phase pressure gradients. For a classical treatise, the
reader is referred to the works of Bear and Muskat [23, 94, 95]. There are two
basic kinds of multiphase flow:
Immiscible displacement. In this type, there is a simultaneous flow of two or
more immiscible fluids (e.g., oil and water) in the porous medium. The surface
tension between the two fluids is non-zero and a distinct interface separates the
two phases within every pore. There is a capillary pressure difference across the
interface.
Miscible displacement. Here, the two fluids (phases) are completely soluble
in one another. The surface tension between the two fluids is zero. A distinct
interface does not exist between the two phases within any pore. It is sometimes
referred to as “hydrodynamic dispersion”.
2.1 Immiscible displacement
When two immiscible fluids are in contact in the interstices of a porous
medium, a discontinuity in pressure exists across the interface separating them.
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This difference is called “capillary pressure”, given by,
pc ≡ pc(Sw) = pnw − pw, (2.1)
where pnw is the pressure of the non-wetting phase and pw is the pressure of
the wetting phase. It is safely assumed to be a function of phase saturation,
although it actually depends on the direction of saturation change (drainage
or imbibition) as well. There are several empirical formulas that specify the
relationship between pc and Sw [23]. A typical curve is shown in Figure 2.1.
Figure 2.1: Example of typical capillary pressure (left) and relative permeability
curves (right)
From experiments, it is now understood that when two immiscible fluids
flow simulateneously through a porous medium, each follows its own “preferred”
channel. These channels vary at different levels of saturation of the individual
phases. Hence it makes sense to apply the concept of permeability established
for single phase flow [142], adjusting its value to accomodate the presence of the
second phase. After a steady flow is reached for both phases, it is assumed that
Darcy’s law holds for each phase. Thus for each phase α, the Darcy velocity,




[∇pα − ραg]; ûα = ραuα. (2.2)
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In (2.2), ρα, µα denote the density and viscosity, respectively, of phase α; g is the
acceleration due to gravity vector. Further, Kα is the “effective” permeability
of phase α. This clearly depends on the porous medium, i.e., the permeability
of the porous medium to a single-phase fluid that saturates it completely. This
is described by introducing the concept of relative permeability given for phase
α by
Kα = κrαK. (2.3)
The function κrα indicates the tendency of phase α to wet the porous
medium. Typically κrα is measured through idealized capillary tube models
by conducting experiments in which two fluids are pumped at a constant rate
through a horizontal porous medium column of given cross-section and finite
length. For more details on such experiments, the reader is referred to [23]. For
most practical purposes, the relative permeability is assumed to be a function
of phase saturation alone. However, it also depends on the direction of satura-
tion change, i.e., there is a hysteresis effect. An example of a typical relative
permeability curve is shown in Figure 2.1.
2.1.1 Continuity equations
The mass conservation equation for phase α, with density ρα, saturation
Sα, flowing through a porous medium with a porosity of φ, can be derived from
first principles and is given by
∂(φSαρα)
∂t
+ ∇ · ûα = q̂α, (2.4)
where q̂α is the source term. The porous medium is assumed non-deformable
in (2.4). In general, however, this may not be true, in which case, φ is a
function of pressure. The density ρα is in general a function of phase pressure
and temperature, and is given by the equation of state
ρα ≡ ρα(pα, Tα). (2.5)





















where βα is the phase compressibility. For liquids, this is small and assumed
approximately independent of pressure. Then from (2.6) one arrives at
ρα = ρα0 exp[βα(pα − pα0)]. (2.7)
In a similar manner the viscosity, µα in (2.2) of the phase α measures the
resistance to shear in flow. It is, in general, a function of phase pressure and
temperature and for isothermal flow it is given by the equation of state (for
specific constitutive laws, the reader is referred to [23])
µα ≡ µα(pα, Tα) = µα(pα). (2.8)
2.1.2 Problem statement
Following the discussion above and writing the phase velocity ûα in terms
of phase pressure pα using Darcy’s Law, the saturation constraint, the equations
of state for density and viscosity, the equations of continuity (or mass balance)
and the capillary pressure relation, the problem of the flow of two compressible












pnw − pw = pc(Sw), (2.9)
for the unknowns pα, Sα. Here Ω ⊂ Rd, d = 2, 3 is the computational domain
and J = [0, T ] denotes the time interval over which the solution is sought. In its
mixed form, solution is sought for pα, uα and Sα. A solution can be obtained
to the initial value problem (2.9) only if appropriate initial and boundary con-
ditions are provided. The phases are typically assumed to be in hydrostatic
equilibrium at initial time. Hence the initial conditions take the form
pα = pα,0 in Ω × {0}, α = w or nw,
Sα = Sα,0 in Ω × {0}, α = w or nw. (2.10)
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D × J, α = w or nw, (2.11)
and Neumann boundary conditions take the form
uα · n = uN on ∂ΩN × J, α = w, nw, (2.12)
where ∂ΩD, ∂ΩN represent the Dirichlet and Neumann portions, respectively,
of the boundary of the computational domain, ∂Ω. Different assumptions for
different flow scenarios lead to some well known continuity equations; for e.g.,
the Buckley-Leverett assumptions, the unsaturated flow assumption and many
others. For more details and solution methods, the reader is referred to the
classical treatises of Bear and Muskat [23, 94, 95].
2.2 Miscible displacement
In a saturated flow, where only one phase is flowing through a porous
medium, consider a certain mass of solute (tracer chemical, etc.) released from
a specified location in the flow domain. It is known from experiments that
the tracer gradually spreads (it is typically identified by its color, density or
some other distinctive property) over an increasing portion of the flow domain.
This phenomenon is called “hydrodynamic dispersion” and is an unsteady, ir-
reversible process. The sharp interface that separates the tracer from the rest
of the fluid at initial time gets smeared out gradually into a transition zone.
The tracer concentrations within the zone varies from that of the tracer at the
source to the unmarked liquid at the other end.
The location of the interface can be calculated using a mean velocity de-
rived from Darcy’s law. In what follows, the equations describing hydrodynamic
dispersion are presented. From experiments it is now understood that there are
two driving factors behind hydrodynamic dispersion: convection and molecular
diffusion. While the former enables the actual movement of the solute from one
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location to another, the latter enables the “spreading” of the solute into the
fluid.
2.2.1 Continuity equations
Ignoring the effect of radioactive decay, adsorption and other factors that
may contribute to the change in the concentration of the solute, the conservation
of mass of the solute in the fluid phase is given by [36]
∂(φc)
∂t











2 (t)δ(x − x(j))c(j)(x, t), in Ω × J (2.13)





2 are the phase production and injection (mass)
rates at locations x(i) and x(j), respectively, and c(j) is the given concentration
at the source j. If the effect of radioactive decay, adsorption and other factors
are not negligible, there is an extra term r(c) that appears on the right hand
side. For instance, in the case of radioactive decay, r(c) = −λc, where λ is the
coefficient of radioactive decay. Thus, this term may be absorbed into the right
hand side of (2.13) to give the general form
∂(φc)
∂t
+ ∇ · (cu −D∇c) = r(c) in Ω × J. (2.14)
The mass balance of the fluid phase is described by
∂(φρ)
∂t
+ ∇ · (ρu) = q̂ in Ω × J, (2.15)









2.2.2 Constitutive equations and problem statement





The diffusion-dispersion tensor D in (2.14) is a function of phase velocity
u, and takes the form
D(u) = φ
{






where dm is the molecular diffusion coefficient ; dl and dt are the longitudinal
and transverse dispersion coefficients. | u | is the Euclidean norm of u, E(u) is















and E⊥(u) = I−E(u). The density ρ and viscosity µ are assumed to be known
functions of p and c from equations of state of the form
ρ ≡ ρ(p, c), µ ≡ µ(p, c). (2.19)
Substituting (2.16) into (2.14) and (2.15), leads to a coupled system of partial
differential equations in p and c, which can be solved given suitable initial
conditions of the form
c = c0, p = p0 in Ω × {0}. (2.20)
Boundary conditions can occur in several types. Solving the coupled system
for flow and transport can be computationally challenging. Thus, it is common
to time-split the system (2.14)-(2.15) to one of solving the flow and transport
separately. The Dirchlet boundary condition for flow is similar to that discussed
in Section 2.1.2. Boundary conditions for transport are specified along Γ0 = {x :
u · n = 0}, Γin = {x ∈ ∂Ω : u · n < 0} and Γout = {x ∈ ∂Ω : u · n > 0}, i.e., the
no-flow, in-flow and out-flow regions respectively, of ∂Ω. This is because, while
traditionally in elliptic or parabolic theory, one distinguishes between Dirichlet,
Neumann or Robin boundary conditions, these names can be confusing and have
little meaning because the advection-diffusion problem (2.14) can be elliptic-
parabolic-hyperbolic in different parts of the domain, Ω or at different times
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t. For example, one can specify a boundary of the form (in general, when the
external medium is a liquid continuum with a specified solute concentration)
(cu− D∇c) · n = cBu · n, on Γin × J. (2.21)
For this condition to hold, it is necessary to satisfy c = cB on the exterior of
Γin. These values typically propogate along “characteristic curves” determined
by the advection component of (2.14). Thus, if there is no diffusive component,
i.e., if D ≡ 0, then one cannot arbitrarily set c on Γout, since it has to be
consistent with the value propagating from Γin and requires knowing the solution
in advance. But if D 6≡ 0, then this is accomodated by a boundary layer that
shows up in the solution depending on D. No-flow boundary conditions take
the form
(cu− D∇c) · n = 0, on Γ0 × J, (2.22)
which together with the fact that u ·n = 0 means the diffusive flux is zero, i.e.,
D∇c · n = 0.
If the external domain is also a porous medium, a common requirement
is that the mass flux of the solute, normal to a segment of the boundary, say
∂ΩN , must be equal on either side. Suppose the external domain has a porosity
φe and the interior has a porosity φi; then, such a boundary condition may take
the form
φi (cu −D∇c)i · n = φe (cu− D∇c)e · n on ∂ΩN × J. (2.23)
Further details and analytic solutions to some special problems can be found
in [23, 94, 95].
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Chapter 3
Mortar finite elements for coupled flow and
transport on non-matching multiblock grids
This chapter presents the mortar finite element method for approximate
(numerical) solutions to the equations presented in Chapter 2. For details on
the formulation for single phase flow, the reader is referred to [91, 142]. First, a
partitioning of the domain into a multiblock structure is described. A backward
Euler expanded mixed formulation [136] is then introduced to solve the immis-
cible displacement two phase flow problem (2.9). The function spaces in which
the solutions (true and approximate) lie are presented and a weak formulation
is developed. Quadrature rules that reduce the problem to a cell-centered finite
difference approximation are also discussed. Some a priori error estimates are
then derived for the problem for the special case of slightly compressible sin-
gle phase Darcy flow. Next, a mixed formulation for the miscible displacement
problem for reactive transport processes is presented. An upwinding scheme is
adopted to handle the convection term in the formulation. Methods of solution
are presented by exploring different discrete-time approximations to solve the
transient problem.
3.1 Domain decomposition and some preliminaries
Consider (2.9), on a computational reference domain, Ω, of a regu-
lar shape (assumed rectangular for simplicity) with Dirichlet boundary con-
ditions (2.11). The analysis presented can be extended to other types of bound-
ary conditions. For general geometry, an analysis using (piecewise) smooth
maps can be applied to the original irregular shaped physical domain, sim-
ilar to that in [142, 147]. Assume that Ω can be decomposed into a set of
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n non-overlapping sub-domains, such that the permeability restricted to each
sub-domain is smooth. This is achieved by aligning sub-domain interfaces along
the discontinuities in K. For small-scale variations in K, homegenization tech-
niques such as in [14] need to be applied within each sub-domain. K is assumed






Ωi, Γij = ∂Ωi
⋂





describe the decomposition of the computational domain into nb blocks or sub-
domains, the interfaces between any two sub-domains, the interior block in-
terface for a given block and the union of all such interfaces, respectively. A
schematic of such a decomposition is shown in Figure 3.1 with mappings shown













Figure 3.1: Example of a domain decomposition
Let W k,p(S) be the standard Sobolev space of k–differentiable functions
in Lp(S). Let ‖ · ‖k,S be the norm of Hk(S) = W k,2(S) or Hk(S)d, where S and
k are omitted if S = Ω and k = 0 respectively, unless otherwise specified. Let
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W k,p(J ;W j,q(Ω)) be the usual set of functions with the norm,






















where if p = ∞, the integral is replaced by the essential supremum.
The following assumptions are made on the data that will be used in the
analysis later. There is a positive constant γ, such that,
(A1) φ ∈ L∞(Ω) and 1
γ
≤ φ(x) ≤ γ,
(A2) ρα ∈W 2,∞(R) and 1γ ≤ ρα,ρ′α, ρ′′α ≤ γ,
(A3) K ∈ L∞(Ω)d×d and 1
γ
≤ ξTK(x)ξ ≤ γ for any ξ ∈ Rd.
3.2 The immiscible displacement problem
In order to handle the degenerate nature of the parabolic system (2.9)
(recall that the relative permeability, krα = 0, when Sα = 0), it becomes nec-
essary to introduce an intermediate flux variable into the formulation as will
be discussed in this section. First, some definitions are in order. A pressure
gradient term is introduced as an intermediate velocity term ũα, for α = w, nw,
given by
ũα = −K(∇pα − ραg). (3.1)





For simplicity we consider no-flow boundary conditions of the form
uw · n = 0 ,unw · n = 0 on ∂ΩN × J, (3.3)
where ∂ΩN = ∂Ω. Dirichlet and mixed boundary conditions can also be imple-
mented. For a transient problem, initial conditions are provided such that they
satisfy the no-flow boundary condition. These take the form,
pw = p
0
w , Sw = S
0
w in Ω × {0}. (3.4)
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Then the two phase problem (2.9) reduces to finding a solution for pα, Sα,
ũα, ûα that satisfies, for α = w, nw,
∂(φSαρα)
∂t
+ ∇ · ûα = q̂α in Ω × J, (3.5a)




ũα in Ω × J, (3.5c)
ûα · n = 0 , on ∂ΩN × J, (3.5d)
pα = p
0
α and Sα = S
0
α in Ω × {0}. (3.5e)
It is noted again that the system (3.5) reduces to a system of four equations
in four unknowns, say, pw, Sw, ûw, ũw, after pnw, Snw are eliminated using the
capillary pressure relation (2.1) and the saturation constraint
∑
α Sα = 1. Hence
even though the boundary and initial conditions are given only in terms of pw, Sw
in (3.3) and (3.4), one can readily infer the corresponding values of pnw, Snw.
3.3 A mortar mixed weak formulation
The following function spaces are required in the analysis:
Vi =
{




























Note that if non-zero flow boundary conditions were prescribed then the pre-
scribed function needs to appear in the definition of the space Vi. The weak
form of the system (3.5a)–(3.5d) is given by seeking a map,
{(ũα ûα)T , (pα Sα)T , (ψα σα)T} : J → (V × V̄) ×W 2 ×M2, such that, for
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, w)Ωi + (∇ · ûα, w)Ωi = (q̂α, w)Ωi w ∈Wi, (3.6a)









ũα,v)Ωi v ∈ V̄i, (3.6c)
〈
ζ, [ûα · n]ij
〉
Γij
= 0, ζ ∈Mij , (3.6d)
with the initial conditions (3.4), where ni is the unit outward normal to ∂Ω.
The unknowns ψα and σα represent the values of pressure and saturation, re-
spectively, on the sub-domain interfaces; i.e., ψα = pα|Γ , σα = Sα|Γ. Note that
σα appears in (3.6d) through the relative permeability term, κrα(σα) in (3.6c).
Finally, different choices (i.e., different subspaces) of the space V̄i give rise to
different methods. A common choice in many implementations is V̄i = Vi.
Let Th,i be a conforming, quasi-uniform finite element partition of Ωi , 1 ≤
i ≤ nb and let hi be its maximal element diameter. Define the mesh size
h = max1≤i≤nb hi. Note that the adjacent partitions Th,i and Th,j need not align
on Γij . Define Th = ∪nbi=1Th,i and let
Vh,i ×Wh,i ⊂ Vi ×Wi















Let TH,ij be a quasi-uniform finite element partition of Γij with a maximal
element diameterHij and letH = max1≤i<j≤nb Hij. Define TΓ,H = ∪1≤i<j≤nbTH,ij .
Let MH,ij ⊂ L2(Γij) be the “mortar” space on Γij , containing either continuous
or discontinuous piecewise polynomials of degree m on TH,ij , where m ≥ k + 1;






be the mortar finite element space on Γ. The following condition is required in
the analysis [91]. On each sub-domain, Ωi, define a projection Qh,i : L
2(Γi) →
vh,i · ni|Γi such that, for any φ ∈ L2(Γi),
〈
φ− Qh,iφ,v · ni
〉
= 0, v ∈ Vh,i. (3.7)
Assumption 3.3.1. Assume that there exists a constant C, independent of h





, ζ ∈MH , 1 ≤ i < j ≤ nb (3.8)
Assumption 3.3.1 states that the mortar space cannot be too rich com-
pared to the normal traces on the interface of the sub-domain velocity spaces.
Note that TH,ij need not be conforming if MH,ij is discontinuous.
Let 0 = t0 < t1 < t2 < ..., let ∆t
n = tn − tn−1, and let fn = f(tn),
∆fn = f(tn) − f(tn−1). Then, the backward Euler multiblock expanded mixed
finite element method for the system (3.5a)-(3.5d) seeks for 1 ≤ i < j ≤ nb
and n = 1, 2, 3..., ûnα|Ωi ∈ Vh,i, ũnα,h|Ωi ∈ V̄h,i, pnh|Ωi ∈ Wh,i, Snh |Ωi ∈ Wh,i,





















, w ∈Wh,i, (3.9a)
(K−1ũnα,h,v)Ωi = (p
n
α,h,∇ · v)Ωi + (ρnα,hg,v)Ωi −
〈
pnα,H ,v · ni
〉
Γi



















= 0, ζ ∈MH,ij (3.9d)
hold, together with the capillary pressure relation (2.1), the saturation con-
straint
∑
αSα = 1 and initial conditions of the form pα,h(0) = p̂α,0, Sα,h(0) =
Ŝα,0; i.e., the L
2 projections of pα,0 and Sα,0 onto Wh. In (3.9), ρα,h = ρα(pα,h),
µα,h = µα(pα,h) and krα,h = krα(Sα,h) are known functions of the primary un-
knowns. In practice however, viscosity is usually assumed to be a constant.
Note that (3.9) forms a non-linear parabolic system of partial differential equa-
tions because of the non-linear dependence of density and relative permeability
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on the primary unknowns. The unique solvability of system (3.9) for the case
of single phase flow follows from assumption 3.3.1 and an argument as in [104].
Remark 3.3.2. Introducing the pressure gradient as a variable, ũα,h in the ex-
panded method allows for proper handling of the degenerate relative perme-
ability krα,h(Sα,h). It also allows for handling a full permeability tensor K
arising in the treatment of irregular domains [136], for accurate approximation
of the mixed method on each sub-domain by cell-centered finite differences for
pα,h, Sα,h. This is achieved by approximating the vector integrals on the LHS
of equations (3.9b) and (3.9c) and that on the RHS of equation (3.9c) by the
trapezoidal-midpoint and trapezoidal quadrature rules respectively, thus elimi-
nating ũα,h and ûα,h (see Section 3.3.2).
3.3.1 Interface formulation
Let MH = MH ×MH be the space of mortar primary variables. Then
define a non-linear interface bivariate form bn : MH ×MH → R as follows. For
η = (pnw,H , S
n
w,H) ∈ MH and ς = (ςw, ςnw) ∈ MH (where the mortar primaries



















where ûnα,h is obtained from the solution to the sub-domain problems using
mixed finite elements, given in (3.9), with Dirichlet boundary data pnα,H(η).










is the L2 inner product in MH .







system (3.9) when η is the solution of
B
n(η) = 0. (3.12)
The system of non-linear interface equations (3.12) is solved by an inexact New-
ton method [144, 145]. Each Newton step s is computed by a forward difference
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GMRES iteration for solving (Bn)′(η)s = −Bn(η). On each GMRES iteration,
the action of the Jacobian (Bn)′(η) on a vector ς, is simply approximated by a
forward difference approximation. It requires only one additional evaluation of
the operator Bn. It is also noted that the evaluation of Bn involves the solu-
tion of the sub-domain problems given by (3.9) in parallel and requires just two
rather inexpensive projection steps from the mortar grid to the sub-domain grid
and vice-versa. Further each sub-domain solve itself can be distributed among
several processors. The sub-domain problems are also non-linear and are solved
by a pre-conditioned Newton-Krylov method as detailed in [47].
3.3.2 Reduction to a cell-centered finite difference method
In this section, a finite difference stencil is derived for the primary un-
knowns in the case of the lowest order RTN (Raviart-Thomas-Nedelec) spaces
on rectangles for the sub-domains [16]. The goal is to express ũα,h and ûα,h
in terms of pα,h, Sα,h, ψα,H and σα,H so that (3.9a) results in an equation for
the primary unknowns only. Toward this end, set V̄h,i = Vh,i and define the
following quadrature rules to evaluate the integrals in (3.9b) and (3.9c):
(K−1ũα,h,v)Ωi ≈ (K−1ũα,h,v)Ωi,TM , (3.13a)








where, as in [16], (·, ·)M and (·, ·)T represent an application of the mid-point
and trapezoidal rules of integration respectively (in each co-ordinate direction).
Then for v,q ∈ Rd,
(v,q)TM =
{
(v1, q1)T×M + (v2, q2)M×T if d = 2,
(v1, q1)T×M×M + (v2, q2)M×T×M + (v3, q3)M×M×T if d = 3.
In other words, the integral of the ith components of the vectors is eval-
uated by applying the trapezoidal rules in the ith direction and the mid-point
rule in the other directions. Then, the rule (3.13a) when applied to (3.9b), basi-
cally expresses the normal component of the ũα,h on the face of a given element,
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as the difference between the pressures at the mid- points of the two adjacent
elements to that face. If the face is on a boundary; i.e., either a mortar interface
or an external boundary, then the pressure considered on its exterior is ψα,H or
the prescribed value, pDα , of phase pressure on ∂Ω
D, the Dirchlet segment of ∂Ω.
This clearly corresponds to a finite difference approximation of ũα = −∇pα.
Similarly, the rules (3.13b) and (3.13c) when applied to (3.9c), express
the normal component of ûα,h on the face of any given element in terms of the
normal components of ũα,h on the faces of the adjacent elements and the values
of Kij , ρα,h and krα,h at the mid-points of the adjacent elements. Note that the
rule requires the value of Kij on the face. This can be obtained by a number
of averaging methods, the most popular of which is the harmonic averaging
method; e.g., the value of K11, K12 and K13 on a x-face is harmonically averaged
across the neighboring elements of that face; K21, K22 and K23 are harmonically
averaged across y-faces and similarly K31, K32 and K33 across the z-faces. This
definition preserves the definition of the flux. Again, for an element face on a
mortar or an external boundary, the primaries are obtained from ψα,H and σα,H
or pDα and S
D
α respectively. Owing to a choice of the basis functions for v ∈ vh,i,
ûα,h does not depend on the values of ũα,h on the far left and far right edges.
For an illustration, the reader is referred to the Figure 4.1, [16].
It can be shown for steady incompressible flow (i.e., linear elliptic PDEs,
see [16, 122]) that the finite difference approximation of (3.9a) reduces to 9-
point stencil in the primary unknowns, pα,h and Sα,h for d = 2 (and a 19-point
stencil for d = 3). If K is a diagonal tensor, then this further reduces to a
5-point stencil for d = 2 and a 7-point stencil for d = 3. Further it can be
shown that the resulting sparse matrix is positive semi-definite in the scalar
unknowns, pα,h, Sα,h. Optimal convergence at the rate of O(h) is retained for
the scalar unknowns as with existing finite element theory in suitable norms. A
superconvergence rate of O(h2) is obtained in the strict interior of the domain
for the scalars and O(h3/2) for the fluxes.
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3.4 Error analysis
In this section some a priori error estimates are derived for the case of
multiscale mortar mixed methods applied to the problem of slightly compress-
ible single phase Darcy flow with Dirichlet boundary conditions (assumed for
convenience), governed by the equations
∂
∂t
φρ(p) −∇ · Kρ(p)(∇p− ρ(p)g) = f in Ω × J, (3.14)
p = pb on ∂Ω × J, (3.15)
p = p0 in Ω × {0}. (3.16)
Thus it is assumed only one flowing phase exists, i.e., that, α = w, say,
and Sα ≡ 1; for convenience, the phase suffix α is dropped. Keeping the basic
notation of the preceding sections, the analysis presented below holds for the
case of modeling slightly compressible single phase Darcy flow. For simplicity,
the continuous in time solution is analysed here. Introducing the Darcy velocity
u = −ρK(∇p − ρg), the mixed weak form (3.14)–(3.16) is given by seeking a































= 0, µ ∈M, (3.19)
with the initial condition p = p0, where ni is the outer unit normal to ∂Ωi.
Note that λ is the pressure on the block interfaces Γ, i.e., λ = p|Γ. Next, some
projection operators are introduced that will be used later in the analysis.
3.4.1 Some projection operators
Let IcH be the nodal interpolant operator into the space M
c
H , which is the
subset of continuous functions in MH (where we may use the Scott-Zhang [124]
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operator to define the nodal values of ψ if ψ is not smooth enough to form IcHψ
directly). For any ϕ ∈ L2(Ω), let ϕ̂ ∈Wh be its L2(Ω) projection satisfying
(ϕ− ϕ̂, w) = 0, w ∈Wh.
Recall that (3.7) defines the projection Qh,i : L
2(Γi) → Vh,i · ni|Γi . Also recall
that, for any of the standard mixed spaces,
∇ · Vh,i = Wh,i,
and there exists a projection Πi of (H
ε(Ωi))
d ∩ Vi onto Vh,i (for any ε > 0),
satisfying amongst other properties that for any q ∈ (Hε(Ωi))d ∩ Vi,
∇ · Πiq = ∇̂ · q, (3.20)
(Πiq) · ni = Qh,i(q · ni). (3.21)
Moreover from [12, 93],
‖Πiq‖0,Ωi ≤ C(‖q‖ε,Ωi + ‖∇ · q‖0,Ωi). (3.22)
It is assumed that the order of approximation of Vh,i is k + 1 and Wh,i
is l+1 (and recall that MH approximates to order m+1). In all cases, l = k or
l = k−1, and for simplicity, it is assumed that the order of approximation is the
same on every sub-domain. Then the projection operators have the following
approximation properties:
‖ψ − IcHψ‖t,Γij ≤ C‖ψ‖s,ΓijHs−t, 0 ≤ s ≤ m+ 1, 0 ≤ t ≤ 1, (3.23)
‖ψ − PHψ‖−t,Γij ≤ C‖ψ‖s,ΓijHs+t, 0 ≤ s ≤ m+ 1, 0 ≤ t ≤ 1, (3.24)
‖ϕ− ϕ̂‖ ≤ C‖ϕ‖tht, 0 ≤ t ≤ l + 1, (3.25)
‖∇ · (q − Πiq)‖0,Ωi ≤ C‖∇ · q‖t,Ωiht, 0 ≤ t ≤ l + 1, (3.26)
‖q − Πiq‖0,Ωi ≤ C‖q‖r,Ωihr, 1 ≤ r ≤ k + 1, (3.27)
‖ψ − Qh,iψ‖−t,Γij ≤ C‖ψ‖r,Γijhr+t, 0 ≤ r ≤ k + 1, 0 ≤ t ≤ k + 1, (3.28)
‖(q − Πiq) · ni‖−t,Γij ≤ C‖q‖r,Γijhr+t, 0 ≤ r ≤ k + 1, 0 ≤ t ≤ k + 1, (3.29)
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where ‖ · ‖−t is the norm of H−t, the dual of H t (not H t0). The bounds
stated in (3.25) and (3.26)–(3.29) are standard L2-projection approximation
results [39]; bound (3.27) can be found in [28, 120]; and (3.23) is a standard
interpolation bound [39].








〈v|Ωi · ni, µ〉Γi = 0 ∀ µ ∈MH
}
.
The following lemma holds; see [12, 15].
Lemma 3.4.1. Under hypothesis (3.8), there exists a projection operator Π0 :
(H1/2+ε(Ω)) ∩ V → Vh,0 such that
(∇ · (Π0q − q), w)Ω = 0, w ∈Wh, (3.30)
and




‖q‖r+1/2,ΩihrH1/2, 0 ≤ r ≤ k + 1, (3.31)







, 1 ≤ r ≤ k + 1, (3.32)




‖q‖r,Ωihr−1/2H1/2, 1 ≤ r ≤ k + 1, (3.33)
wherein Πq|Ωi = Πiq.
The analysis also uses a nonstandard trace theorem (see [66, Theorem
1.5.2.1]).
‖q‖r,Γij ≤ C‖q‖r+1/2,Ωi (3.34)
Also, for any function v ∈ Vh,i (see [28, 116])
〈q,v · n〉∂Ωi ≤ C‖q‖1/2,∂Ωi‖v‖H(div;Ωi). (3.35)
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3.4.2 Elliptic projection
Let the solution {u, p, λ} be projected into the mixed finite element space

























µ, ũ · nj
〉
Γj
= 0, µ ∈MH . (3.38)
Subtracting (3.36)–(3.38) from (3.17)–(3.19), we see that the elliptic projection





= (p− p̃,∇ · v)Ωi (3.39)
−
〈
p− λ̃,v · ni
〉
Γi
, v ∈ Vh,i,





µ, (u− ũ) · nj
〉
Γj
= 0, µ ∈MH . (3.41)
It is noted that λ̃ can be eliminated from the mixed method (3.39)–(3.41)
by restricting Vh to Vh,0, the space of weakly continuous velocities; that is, the


















(∇ · (u− ũ), w)Ωi = 0, w ∈Wh. (3.43)
Then, the following estimates are derived in [15].
Lemma 3.4.2. For the velocity ũ and the pressure p̃ of the mixed elliptic pro-
jection (3.36)–(3.38), if (3.8) holds, then there exists a positive constant C in-
29
dependent of h and H such that




‖∇ · u‖r,Ωihr, 1 ≤ r ≤ l + 1, (3.44)





‖p‖s+1/2,ΩiHs−1/2 + ‖u‖r,Ωihr (3.45)
+ ‖u‖r+1/2,ΩihrH1/2
)
, 1 ≤ r ≤ k + 1, 1 ≤ s ≤ m+ 1,










+ ‖∇ · u‖t,ΩihtH + ‖u‖r,ΩihrH + ‖u‖r+1/2,ΩihrH3/2
)
,
where 1 ≤ r ≤ k + 1, 1/2 ≤ s ≤ m+ 1, and 0 ≤ t ≤ l + 1.
Note that it follows from the inverse inequality and Lemma 3.4.2 that
‖ũ‖L∞(J ;L∞(Ω)d) ≤ C, (3.47)
when H = O(h1/(s−1/2)), which at its limit is H = O(h1/(m+1/2)). This is not
a restriction since it is the asymptotic scaling which maintains the optimal
convergence rate for the lowest Raviart-Thomas-Nedelec space RTN0, k = 0.
In what follows, estimates for ∂
∂t
(u− ũ) and ∂
∂t
(p− p̃) will be needed.

































((p̂− p̃,∇ · v)Ωi −
〈
p− IcHp,v · ni
〉
Γi




(∇ · (Π0u − ũ), w)Ωi = 0, w ∈Wh. (3.49)
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In what follows, time derivatives may be denoted by a suffix t to conserve
space. Differentiating (3.48) and (3.49), substituting v = (Π0u − ũ)t and w =
(p̂− p̃)t and summing leads to the following equation.
(








































Therefore, it follows from assumptions (A2)–(A3) that
‖(Π0u − ũ)t‖ ≤ C
[







where upon noticing (Π0u)t = Π0ut and applying the triangle inequality com-
pletes the proof.

















Proof. A duality argument is applied. Let ϕ be the solution of
−∆ϕ = −(p̂− p̃)t in Ω,
ϕ = 0 on ∂Ω,
satisfying elliptic regularity,
‖ϕ‖2 ≤ C‖(p̂− p̃)t‖. (3.50)
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Differentiating (3.42) with respect to t, taking v = Π0∇ϕ and using the weak





























≤ C (‖(u − ũ)t‖ + ‖u− ũ‖) ‖ϕ‖2. (3.52)
For the second term on the right in (3.51), it can be shown that
〈













‖(Π0∇ϕ− Πi∇ϕ) · ni‖0,Γij





‖pt − IcHpt‖−1/2,Γij‖∇ϕ · ni‖1/2,Γij
≤ CHs+1/2‖pt‖s+1/2,Ωi‖ϕ‖2,Ωi, 0 ≤ s ≤ m+ 1, (3.53)
wherein the inequalities (3.23), (3.31), and (3.29) have been used.
Note that the inverse inequality and Lemma 3.4.4 imply that
‖p̃t‖L∞(J ;L∞(Ω)) ≤ C. (3.54)
3.4.3 Some a priori error estimates
In this section, a priori error estimates are derived for the pressure and
velocity unknowns using the results from the preceding sections. Recall that
the mixed finite element approximation of (3.17)–(3.18) is given by seeking a
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= (ph,∇ · v)Ωi −
〈





















= 0, µ ∈MH , (3.57)
with the initial condition ph(0) = p̂(ρ0), its L
2(Ω) projection onto Wh. Then,
the following result holds.
Theorem 3.4.5. There exists a positive constant C independent of h and H
such that
‖p− ph‖L∞(J ;L2(Ω)) + ‖u− uh‖L2(J ;L2(Ω)d)
≤ C
[
‖p− p̃‖W 1,∞(J ;L2(Ω)) + ‖u − ũ‖L2(J ;L2(Ω)d)
]
.
Proof. Subtracting (3.55)–(3.57) from (3.36)–(3.38) gives the following equa-





= (p̃− ph,∇ · v)Ωi −
〈








+ ((ρ(p) − ρ(ph))g,v)Ωi v ∈ Vh,i,
(φ(ρ(p̃) − ρ(ph))t, w)Ωi + (∇ · (ũ− uh), w)Ωi





µ, (ũ− uh) · nj
〉
Γj
= 0, µ ∈ Mh. (3.58)
Let v = ũ−uh, w = p̃− ph, and µ = λ̃−λH . Then adding the resulting
equations yields
(
K−1ρ−1(ph)(ũ − uh), ũ− uh
)
+ (φ(ρ(p̃) − ρ(ph))t, p̃− ph)Ωi
=
(
K−1(ρ−1(p) − ρ−1(ph))ũ, ũ− uh
)
Ωi
+ ((ρ(p) − ρ(ph))g,u− uh)Ωi
+ (φ(ρ(p̃) − ρ(p))t, p̃− ph)Ωi . (3.59)
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for ρ′ is bounded below positively due to assumptions (A1)–(A2). Also, note
that by assumptions (A2)–(A3),
(





Hence using the mean-value theorem, the chain rule, and assumptions (A1)–



















Next, using (3.47), (3.54), the triangle inequality, and Young’s inequality (i.e.,
















|p̃− ph‖2 + ‖p− p̃‖2 + ‖(p− p̃)t‖2 + ‖u− ũ‖2
]
.
Integrating in time, then using (3.61), and applying Gronwall’s inequality gives
‖p̃− ph‖L∞(J ;L2(Ω)) + ‖ũ− uh‖L2(J ;L2(Ω)d)
≤ C
[
‖p− p̃‖L2(J ;L2(Ω)) + ‖(p− p̃)t‖L2(J ;L2(Ω)) + ‖u − ũ‖L2(J ;L2(Ω)d)
]
.
A final application of the triangle inequality and the Lemmas 3.4.2–3.4.4 results
in the desired error estimates.
Numerical examples demonstrating the convergence results are presented
in Section 3.6.
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3.5 The reactive transport problem
Consider the reactive transport problem described by the equations for
miscible displacement in Chapter 2. In this section, an operator-splitting ap-
proach is presented for approximations to the solution of the system (2.14)-
(2.16), thus separating the flow and transport components [13, 113]. To speed
up the computation, the mortar method is currently applied only to solve the
flow problem. Further a time-split scheme is adopted for the transport compo-
nent. In what follows, the flow is assumed to be independent of the transport.
Thus the flow equations can be solved as detailed in (3.9) and Section 3.3.1 and
the solution is assumed known by this point. For clarity, the solute transport
equations are repeated here in a more general setting than the single-species in
a single phase set-up of Section 2.2.2.
In what follows, no-flow boundary conditions as in (2.22) are assumed to
hold with ∂ΩN = ∂Ω, although more general boundary conditions can also be
treated. For a multi-species in a multiphase flow field, the combined equations
for species i in phase α is written as,
∂(φciαSα)
∂t
+ ∇ · (ciαuα − φSαDiα∇ciα) = r(ciα) in Ω × J, (3.63a)
Diα∇ciα · n = 0 on ∂Ω × J, (3.63b)
ciα = c
0
iα in Ω × {0}. (3.63c)
It is noted that the diffusion-dispersion tensor for species i in phase α is ex-
pressed as a sum of molecular diffusion and hydrodynamic dispersion compo-





Ddiffiα = ταdmol,iαI (3.64a)
φSαD
hyd






Here τα is a constant that measures the “tortuousity” of the flow of phase
α while dm,iα, dl,α, and dt,α are the molecular diffusion, longitudinal, and trans-
verse dispersion coefficients, respectively. Note that the diffusion-dispersion
tensor D is positive definite and symmetric. Hence, the problem (3.63) is not
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degenerate parabolic like the two phase immiscible problem of Section 3.2. Fi-





iα + qiα (3.65)
where the terms rIiα and r
C
iα model the influx (or efflux) from other phases and
the chemical rate of decay (or formation) of species i in phase α, resp. The
term qiα models a source (or sink) for species i in phase α. Further, note that
the net interchange of species between phases is zero; i.e.,
∑
α
riα + riR = 0. (3.66)
In (3.66), the sum is on flowing phases and riR is the influx (efflux) of species i
into the stationary phases (for e.g., the rock matrix). If there is no adsorption,
riR ≡ 0.
3.5.1 A time-split scheme
In the time-split scheme for solving the reactive-transport equations
(3.63), advection, reaction and diffusion are solved successively and separately
from each other. The solution at each stage contributes to an increment (or
decrement) in the concentration. In order to develop this scheme, a “phase-
summed” formulation is first derived to simplify the problem. Further, an in-
stantaneous equilibrium partitioning of the species among the phases is assumed.
This is given by a constant θiα for species i in phase
ciα = θiαciαR , (3.67)
where αR is a reference phase, say, the water phase. This assumption is justified
by the fact that the rate of exchange of species between phases occurs much
more rapidly than the rate at which the concentration of individual species
changes with time. Then summing (3.63a)–(3.63b) over α, for a given species
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i, reduces it to
∂(φ∗i ciw)
∂t
+ ∇ · (ciwu∗i −D∗i∇ciw) = r∗(ciw) in Ω × J, (3.68a)
D∗i∇ciw · n = 0 on ∂Ω × J, (3.68b)
ciw = c
0
iw in Ω × {0}. (3.68c)




















Note that (3.68) is in fact a system for all the species i. While it is used
to solve for ciw, concetrations in the other phases can be calculated from the
equilibrium partitioning relationship (3.67). Assume that at time t = τm, the
concentrations of all species are known. Assume also that (τm, τm+1) ⊂ (tn, tn+1)
and that the values of u∗i and φ
∗
i are known at the old and new flow time-steps,
i.e., tn and tn+1. The concentration time step is in general smaller owing to the
explicit nature of the advection and reaction components. This is given by a
suitably defined CFL criterion. A direct discretization of (3.68a) then yields,
Tm+1i − Tmi
∆τm+1
+ ∇ · (cmiwu∗,m+1/2i −D∗,mi ∇cm+1iw ) = r∗(cm+1/2iw ). (3.70)
In (3.70) ∆τm+1 = τm+1 − τm and Ti = φ∗i ciw. Note also that the phase-
summed properties, φ∗i and u
∗
i are evaluated at time t ∈ (τm, τm+1) by lin-
ear interpolation between the known values at tn and tn+1. Direct solution of
(3.70) is impractical. Thus, a time-split algorithm is applied wherein the advec-
tion, chemical reaction and diffusion-dispersion components are solved “inde-
pendently” of each other. Each component delivers intermediate values for Ti,
labelled T̄i, T̂i and T
m+1




Let the true and approximate solution spaces for species concentration be
the same as those defined for pressure (or saturation) defined in in Section 3.3;
i.e., piecewise constants in each element of partitions Th,j. The equation solved
















Notice that only the last term of the right hand side given by (3.69d) is
included as the source term in (3.71). The advection problem (3.71) is solved
by applying a higher order Godunov scheme using upstream weighted concen-
trations in computing the “fluxes” in the resulting Riemann problem. This
eliminates any instability in the solution (see Appendix A) owing to the con-
vection term, ∇ · (ciwu∗i ) in (3.71) that is known (see [32]) to introduce spatial
oscillations into the numerical scheme that are undesirable. This is especially
true if |u∗i | is much larger than ‖D∗i ‖, specifically when the Peclet number is
greater than 2. The Peclet number is the “normal-to-face” velocity times the
inter-node distance divided by the diffusivity, i.e. for a constant scalar diffu-
sivity, in one dimension, this takes the form Pe = (u∗i · n)∆x/D. Hence, there
is a need to suitably treat this term to remove this spatial instability in the
numerical solution.
Consider then the following upwinding scheme. Let the finite element
approximation of the solution to (3.71) be ch,iw. It is first observed that the term
(∇·(ch,iwu∗,m+1/2h,i ), w)Ωj arising in the finite element approximation of(3.71) may
be expanded as
(∇ · (ch,iwu∗,m+1/2h,i ), w)Ωj = (∇ch,iw · u
∗,m+1/2
h,i , w)Ωj + (ch,iw∇ · u
∗,m+1/2
h,i , w)Ωj
upon applying the differentiation by parts identity ∇ · (cu) ≡ ∇c · u + c∇ · u.
Then, summing over all the elements in Th,j, integrating by parts and recalling
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that ch,iw ∈Wh (so that ∇ch,iw|E = 0) yields
(∇ · (ch,iwu∗,m+1/2h,i ), w)Ωj =
∑
E∈Th,j
















The latter term, (u
∗,m+1/2
h,i ,∇(ch,iww))E, vanishes on each element E, since
ch,iww ∈ Wh, the space of piecewise constants on each element of Th. Here,
note that nE is the unit outward normal to E. Thus the convection term re-
duces to










Let ∂Ejk be the interface between elements Ej and Ek and recall that
ch,iw is discontinuous along ∂Ejk, since it is piecewise constant over each element
E of Th. The upwinding scheme is then applied to the element Ej along the
























h,i · nEj < 0.
This basically states that ch,iw assumes the “upwind” value (denoted by c
upw
h,iw)
on the interface ∂Ejk; i.e., if the fluid is flowing out from element j into el-
ement k, then ch,iw assumes the value in Ej on the interface and if the fluid
enters element j from element k, then ch,iw assumes the value in Ek. It can be
shown that this simple method ensures that the resulting numerical scheme is
stable; (see [60, 81]). At the interfaces between sub-domains with non-matching
grids, the upwind value (in the case when fluid is entering the element under
consideration) is the L2 projection from the adjacent sub-domain.




h,iw, an explicit approximation of the time derivative



















qiα, w)Ωj , w ∈Wh,j
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for T̄i from which the intermediate value of concentration, c̄h,iw can be calculated
using c̄h,iw = T̄i/φ
∗,m+1
i . For higher-order Godunov methods, the implementa-
tion presented in [44, 59] can be followed. The basic idea is to construct a nu-
merical flux approximation from a piecewise linear re-construction of the scalar
variable, ch,iw using the element slopes from different slope calculation meth-
ods [24]. The numerical flux approximation on the boundary of each element
consists of calculating left and right states, and solving a Riemann problem in
one-dimension (normal to the boundary).
Given left and right states cL and cR, the Riemann solution is determined
by the Godunov flux [64]. For a given flux function ω(c), the Godunov flux
Hω(c




mincL≤c≤cR ω(c) if c
L ≤ cR
maxcR≤c≤cL ω(c) otherwise.
The calculation of left and right states follows from a Taylor expansion about
the element centers in each direction as presented in [44]. It can also be shown
that Hω is Lipschitz in its arguments if ω is Lipschitz in c, and Hω is consistent,
that is Hω(c, c) = ω(c). Finally, for monotone increasing positive coefficients
such as ciw in (3.71), the numerical flux is simply the upwinded flux evaluated
at either cL or cR depending on the direction of the flux as described for the
first-order upwinded scheme.
3.5.3 Chemical reaction
After the advection step is completed, the next step is to solve the chem-







which can be expressed as a system of non-linear ODEs in the vector of concen-
trations c ≡ {ciw}nci=1. Then, the right hand side is the vector of reaction rates
r (c) and the resulting system is given by
dc
dt
= r (c) . (3.74)
40
In (3.73), the adsorption term is assumed to be identically zero. Explicit ODE
integration can be used to solve (3.73), even exactly in some cases (depending on
the right hand side). Approximations can be obtained by numerical integration;







for the intermediate value of concentrations, T̂ which is then used as an initial
condition for the diffusion-dispersion step to be discussed in Section 3.5.4.
For more accurate approximations, higher-order Runge-Kutta integra-
tion schemes are used in the numerical implementation. For example, suppose
∆τl ≡ τl+1 − τl to be the time step at which the chemical reaction step is per-
formed, where τl, τl+1 ∈ [τm, τm+1]. Note that chemical reaction time steps are
nested within the transport step, which is in itself nested within the flow step.
This is required because the reaction rates can become large and thus smaller
time steps are needed in order to maintain stability of the solution of the ODE
system. An explicit second-order Runge-Kutta integration scheme is then given











ĉ = c + δc2.
The exact form of the right-hand side depends on the nature of the chemical
reaction. It is noted here that for all first order reactions governed by a ra-
dioactive decay law, as in (3.80), this term is treated in the diffusion-dispersion
component. This is because the negative exponent, −λd, which denotes the
rate at which the species decays with time, when moved to the left-hand side,
adds to the diagonal of the resulting matrix in the finite element approxima-
tion. This results in stronger diagonal dominance which makes the diffusion
step more stable.
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The right-hand side of (3.75) will be denoted by RCi , where, for simplicity
the phase subscript, α has been dropped. Assume there are NC components
that react to form NR products, of which N
Q
R have reached an equilibrium
concentration and NKR are kinetic. The rate at which the kinetic products are









j − kbi cNC+i. (3.76)
In (3.76), kfi and k
b
i are the forward and backward rate constants that model
the rates at which the product is formed and lost, respectively in a given
phase. Recall that most chemical reactions proceed in both directions. Fi-
nally, P = {pji} ∈ RNC×NKR is the matrix of powers on the concentrations of the
components in the rate law.
The “Monod” style rate law is often used instead of the classical rate
law to model the growth of microbes at a concentration X, on a substrate at a







where, the constant K is referred to as the half saturation constant. The Monod
rate equation (3.77) is widely used to model biologically mediated reactions. A
more general form of (3.77) is used in the numerical experiment presented in















− kbi cNC+i. (3.78)
Note that (3.78) is applied to each of the NMR products modeled using the
Monod style law. Typically these reactions are irreversible and so kbi is set to
zero.












where, Ki is the equilibrium constants of these reactions. Recall that the equi-
librium constant of a chemical reaction is equal to the ratio of the forward and
backward rate constants. This is referred to as the mass action law. The matrix
A = {aji} is called the stoichiometric matrix. For more details on the different
types of chemical reactions and rate laws, the reader is referred to [113]
Radioactive decay (and in general, any first-order reaction) is governed
by the equation,




where λd > 0, is a radioactive-decay constant and τ
half
i is called the half-life




where cis is the concentration of species i in the the rock (solid) phase and ciw is
the concentration in the reference (water) phase. The constant, KAis, represents
an adsorption factor.
3.5.4 Diffusion-Dispersion
After the advection and chemical reaction steps are solved, the next step
is to solve the diffusion-dispersion equation. This takes the form,
∂(φ∗i ciw)
∂t
−∇ · D∗i∇ciw = 0. (3.82)
This is solved fully implicitly using an expanded mixed finite element formula-
tion with the full-tensor D as discussed earlier in Section 3.2. The only difference
is that, mortars are not used. Instead the problem is solved on the whole domain
by applying L2 projections to account for the non-matching grids. Once again,
the quadrature rules defined in [16], reduces the problem to a cell-centered finite
difference method for the unknowns; i.e., concentrations of the species.
Consider the discretized form of (3.82) and introduce concentration gra-
dient terms, ẑ = −∇c and z = D∗ẑ. Then, the weak form of (3.82) in an
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expanded mixed finite element setting, seeks ẑm+1h,iw |Ωj ∈ V̄h,j, zm+1h,iw |Ωj ∈ Vh,j,











∇ · ẑm+1h,iw , w
)
Ωj
= 0, w ∈Wh,j, (3.83a)
(ẑm+1h,iw ,v)Ωj = (c
m+1





, v ∈ Vh,j, (3.83b)




h,iw , ṽ)Ωj , ṽ ∈ V̄h,i. (3.83c)
Here, Pj : L
2(Γj) → L2(Γk) is an L2-orthogonal projection satisfying
∀φ ∈ L2(Γj)
〈φ− Pjφ,v · nj〉Γkj = 0, ∀v ∈ Vh,i, ∀k such that Ωk ∩ Ωj 6= ∅.
It is noted that if this concentration is chosen at time tm+1, then the method
is implicit in nature. An alternative is to compute projections of concentrations
at time tm resulting in an explicit form of the system (3.83). These projections
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Figure 3.2: Accounting for non-matching grids by L2 projections.
Consider once again the lowest order RTN spaces for rectangular ele-
ments. A difficulty associated with solving the system (3.83) is the large num-
ber of unknowns. As in Section 3.3.2, suitable quadrature rules can be defined
to approximate the integrals appearing in (3.83), thereby eliminating z̃h,iw and
ẑh,iw in terms of ch,iw. Depending on the quadrature rules applied, (3.83) can
be reduced to a suitable finite difference formulation in ch,iw that is much easier
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to solve. The quadrature rules for the concentration gradient terms are given
as follows.
(ẑh,iw,v)Ωj ≈ (ẑh,iw,v)Ωj ,TM , (3.84a)
(zh,iw,v)Ωj ≈ (zh,iw,v)Ωj ,TM , (3.84b)
(D∗i ẑh,iw,v)Ωj ≈ (D∗i ẑh,iw,v)Ωj,T . (3.84c)
In (3.84), as in Section 3.3.2, the concentration gradient on a cell edge is ex-
pressed in terms of the adjacent cell concentrations. Thus, for elements on an
interface between two sub-domains, the projection P is used to project concen-
trations from the elements on the interface of the adjacent sub-domain into an
extra (ghost) layer, as illustrated by Figure 3.2. In this manner, the gradients
are completely eliminated from the system (3.83), resulting in a linear system
for concentrations with a 19-point stencil in three dimensions. Typically this
system is non-symmetric and is solved by a preconditioned GMRES solver.
tm−1 = tm









tn = tn−1 + ∆tn
Conc. step
Figure 3.3: Algorithm for time-split scheme
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3.6 Numerical results
In this section, some numerical examples are presented that demonstrate
the efficiency and effectiveness of the mortar finite element method for some
benchmark problems in transient multiscale flow in porous media applications.
The advantage of using higher order mortar spaces is also demonstrated. The
examples presented here cover four basic types of problems:
(1) Transient single phase applications,
(2) Transient two phase applications, and
(3) Reactive transport applications.
3.6.1 Transient single phase applications
Consider flow of a slightly compressible fluid through a porous medium.
The flow problem is governed by (2.15)–(2.16) of Section 2.2.1. This section
is divided into two parts. The first part demonstrates numerical convergence
results of the mortar multiscale finite element method for slightly compressible
single phase flow. To this end, two 3-d two-block test problems are presented
with known analytic solutions p = p(x, t). The errors in the pressure p and
velocity u are shown for varying mesh element and time step sizes. For ease of
computation and input, the gravity term is ignored in the calculation by assum-
ing g ≡ 0 but it does not in any way affect the calculation of errors or the final
result. Optimal order rates of convergence are observed for the pressure variable
in both cases, but sub-optimal rates are observed for the velocity variable. The
sub-optimal rates observed for velocity could be due to the post-processing for
velocity in the computation as well as the discrete-in-time approximation of the
time integrals.
The second part considers two slightly harder problems that have proved
challenging to multiscale methods [74]: the idealized diagonal channel problem
and the fluvial reservoir problem (the latter represents the 85th layer of the 10th
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SPE comparative project on upscaling methods). Solutions obtained for these
problems by applying the mortar mixed finite element method were found to
compare favorably to the results presented by Aarnes et al [74] for the incom-
pressible case. The results shown here are of ln |u| for slightly compressible flow.
A compressibility factor of 4.0 × 10−5 psi−1 was assumed for the fluid phase in
the calculations. The latter computations were performed on upto 16 processors
on the Bevo cluster at the Center for Subsurface Modeling at the University of
Texas at Austin.
3.6.1.1 Convergence tests
For the first example, an isotropic and homogeneous reservoir with an
identity permeability field, K = I (mD) is considered. An analytic true solution
for the pressure field given by
p(x, t) ≡ x21 + x22 + x23 + t2
is prescribed in the domain which is a cube of side 1 ft in R3 described by
the co-ordinates [0, 1]3. The solution is computed numerically using the mortar
multiscale mixed finite element method developed in Sections 3.3–3.3.1. In or-
der to reproduce an appoximation to the analytic solution, IPARS was suitably
modified to accept boundary conditions by means of arbitrary user-defined ana-
lytical functions. Further, to facilitate the computation of errors in pressure and
velocity, a provision was made to accept any analytic true solution, velocity and
source (right hand side) term. In this particular case, the velocity components
are clearly given by the Darcy law (2.16) to be
u1(x, t) ≡ −
2x1
µ
, u2(x, t) ≡ −
2x2
µ




A constant fluid viscosity µ ≡ 2 cp and porosity of 0.2 are assumed.
The fluid density is assumed to vary as ρ = ρ0 exp(cp) and the source term is
obtained by direct substitution of ρ, p and u into the continuity equation (2.15).
The simulation end time T = 8 days. Figure 3.4 shows snapshots of the pres-
sure solution at t = 2, 4, 6 and 8 days on the fourth level of refinement (see
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Figure 3.4: Convergence test 1: Snapshots of pressure at t = 2, 4, 6 and 8 days.
Table 3.2). Table 3.1 shows plots of errors in pressure, p and velocity, u i.e., the
quantities ‖p − ph‖L∞(J ;L2(Ω)) and ‖u − uh‖L2(J ;L2(Ω)d) for the case of continu-
ous linear mortar functions, over varying levels of sub-domain grid refinements
starting from coarsest grids of 1×1×1 upto finest grids of 32×32×32 on either
sub-domain. With each level, the time step has been decreased by the same
factor as the mesh element size (in this case a factor 2). Similar data for the
case of non-matching grids in the two sub-domains is presented in Table 3.2.
Level Sub-domain grids Mortar grid perr uerr
0 1×1×1 0×0 3.5060E-01 2.9224E-02
1 2×2×2 1×1 8.8036E-02 2.0668E-02
2 4×4×4 2×2 2.2101E-02 1.4614E-02
3 8×8×8 4×4 5.5260E-03 1.0334E-02
4 16×16×16 8×8 1.3602E-03 7.3083E-03
5 32×32×32 16×16 3.0681E-04 5.1685E-03
Table 3.1: Convergence test 1: Pressure and velocity error using continuous
linear mortars, matching grids
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Level Sub-domain grids Mortar grid perr uerr
1 1×1×1, 2×1×2 1×1 2.2728E-01 2.7379E-02
2 2×2×2, 4×2×4 1×1 5.9797E-02 1.9418E-02
3 4×4×4, 8×4×8 2×2 1.5492E-02 1.3693E-02
4 8×8×8, 16×8×16 4×4 3.9567E-03 9.6730E-03
5 16×16×16, 32×16×32 8×8 9.9162E-04 6.8370E-03
Table 3.2: Convergence test 1: Pressure and velocity error using continuous
linear mortars, non-matching grids
For the second example, an anisotropic, heterogenous and diagonal per-





and K33 = 1 − cos(x1x2). As in the case of the previous example, an analytic
true solution for the pressure field given by
p(x, t) ≡ x22 + x23 + x1x2 cos(t)
is prescribed in the domain which is once again the cube [0, 1]3. The velocity
components of flow for this pressure field are given by
u1(x, t) ≡ −
x2 sin(x2x3) cos t
µ
, u2(x, t) ≡ −
(x21 + x
2
3)(2x2 + x1 cos t)
µ
, and
u3(x, t) ≡ −
2 [1 − cos(x1x2)] x3
µ
.
Clearly the permeability field is spatially heterogenous and the true pressure
is oscillatory in time while the true velocity is oscillatory in both space and
time. Thus, this problem poses more challenges to the mortar method especially
during the interface Newton iterations. But once again, similar convergence
rates are observed as in the case of the previous example.
The fluid properties (viscosity), constitutive equations (for fluid density
in terms of pressure) and simulation end time (T = 8 days) are the same as
in the previous example. Figure 3.5 shows snapshots of the pressure solution
at t = 2, 4, 6 and 8 days on the fourth level of refinement (see Table 3.4).
Table 3.3 shows plots of errors in pressure, p and velocity, u i.e., the quantities
‖p− ph‖L∞(J ;L2(Ω)) and ‖u−uh‖L2(J ;L2(Ω)d) for the case of continuous quadratic
mortar functions, over varying levels of sub-domain grid refinements starting
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Figure 3.5: Convergence test 2: Snapshots of pressure at t = 2, 4, 6 and 8 days.
from coarsest grids of 1×1×1 upto upto finest grids of 32×32×32 on either
sub-domain. Once again, with each increasing level, the time step has been
decreased by the same factor as the mesh element size (in this case a factor
2). Similar data for the case of non-matching grids in the two sub-domains is
presented in Table 3.4.
It is observed from Tables 3.3 and 3.4 that the rate of convergence of the
pressure variable is slightly higher for the case of continuous quadratic moratrs
Level Sub-domain grids Mortar grid perr uerr
0 1×2×1 1×1 1.7221E-01 1.4775E-02
1 2×2×2, 1×1 4.3295E-02 1.0843E-02
2 4×4×4, 1×1 1.0372E-02 7.6064E-03
3 8×8×8, 2×2 2.5073E-03 5.3191E-03
4 16×16×16, 3×3 5.8309E-04 3.7196E-03
5 32×32×32, 4×4 1.3601E-04 2.5866E-03
Table 3.3: Convergence test 2: Pressure and velocity error using continuous
quadratic mortars, matching grids
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Level Sub-domain grids Mortar grid perr uerr
1 2×2×2, 1×2×1 1×1 2.6288E-01 1.0781E-02
2 4×4×4, 2×4×2 1×1 4.2737E-02 9.0668E-03
3 8×8×8, 4×8×4 2×2 8.2127E-03 6.8452E-03
4 16×16×16, 8×16×8 3×3 1.8084E-03 4.8870E-03
5 32×32×32, 16×32×16 4×4 4.0186E-04 3.4549E-03
Table 3.4: Convergence test 2: Pressure and velocity error using continuous
quadratic mortars, non-matching grids
than for linear mortars. It is also noted that the number of interface iterations
before convergence is achieved is smaller for quadratic mortars.
3.6.1.2 Diagonal channel flow
This problem has proved quite challenging to most multiscale methods.
Here, a single high-permeability channel goes diagonally across the (square)
domain, from source at the lower left corner to the sink at the upper right corner.
The domain measures 64 × 64 units. The permeability is 100 units along the
main diagonal (connecting the source and the sink) and unity elsewhere. A unit
source and sink are located at either end of the high permeable layer (which
is 3 elements thick away from the corners). The domain is partitioned into 64
sub- domains; i.e., an 8×8 coarse grid. Each sub-domain is further sub-divided
into an 8×8 fine grid. Thus on the fine scale, an element size is 1 unit, while on
the coarse scale it is 8 units. The solution profiles shown here are snapshots at
t = 20 days.
Figure 3.6 shows the reference solution on the left, on a single-domain
(64 x 64 fine mesh) and the mortar solution on the right on an 8×8 sub-domain
partition with 4×4 continuous linear mortars. Further, by applying a posteriori
error estimates based on the work of Wheeler and Yotov [146], the mortar
degrees of freedom can be chosen to be coarser away from the regions where the
error in the solution is high, while preserving the overall accuracy of the solution.
This is illustrated in Figure 3.7 on a 4×4 coarse mesh domain partitioning (sub-

































































Figure 3.6: Diagonal channel: Reference (left) and mortar (right) solutions.
Figure 3.7: Diagonal channel: Residual based errors (left) and coarse-mortar
solution (right).
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3.6.1.3 Fluvial reservoir flow
As a second example, a more realistic fluvial reservoir problem is consid-
ered, where the permeability field contains many narrow high flow “channels”.
The permeability data for this problem was taken from the 85th layer of the
10th SPE comparative project [38]. The fine grid consists of 60 × 220 elements.
Sources and sinks are placed in a five-spot pattern, with a unit source in the
center and sinks of equal strength (1
4
th
that of the source) at each of the four
corners of the domain. The permeability field varies across seven orders of mag-
nitude. The permeability and reference solution on a single domain (60×220
mesh) are shown in Figure 3.8 while the residual based a posteriori error esti-
mates for the velocity field and the mortar finite element solution on the 5×11
coarse mesh (55 sub-domains, each with a 12×20 mesh) are shown in 3.9. Again,
the mortar elements were chosen coarse where the errors were small. The error
was highest at the lower left and upper right corners of the domain because de-
spite extremely low permeabilities, the flow rates specified at the sinks in these
corners is equal to the sinks at the higher permeability corners.
Figure 3.8: Fluvial Reservoir: Permeability and reference solution.
Remark 3.6.1. It is noted here that a posteriori error estimates in [146] were
derived for elliptic problems (steady single phase flow through porous medium).
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Figure 3.9: Fluvial Reservoir: Residual-based errors and coarse mortar solution.
Hence, they are applied here to the elliptic projection of the mortar finite ele-
ment solution ph,uh, λH , where λH is the pressure on the sub-domain interfaces.
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3.6.2 Transient two phase applications
Consider now the immiscible flow of two phases through a porous medium
discussed in Chapters 2 and 3. The phases considered here are oil and water,
a very common model in the petroleum industry. The problem considered here
used permeability data from the 6th SPE comparative project. In this section,
in addition to solution profiles, some comparisons are presented between the
continuous piecewise linear and piecewise quadratic mortar space choices [15].
The domain is a 2x2 coarse mesh (i.e., 4 sub-domains) and the computations
are performed on different levels with successively finer sub-domain meshes.
Theoretical results for optimal convergence rates derived for the single phase
(elliptic) problem, provide a means to select the size of the corresponding mortar
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elements on each level.
3.6.2.1 SPE Case 6
Multiblock multiscale methodology has been implemented in IPARSv2
(Integrate Parallel and Accurate Reservoir Simulator) [70]. In this section, the
simulation result is presented for an oil-water immiscible displacement prob-
lem in a horizontal cross-section of a heterogeneous reservoir. The simulation
domain has dimensions of 6144 ft ×6144 ft. The permeability field and the sub-
domain grids on the coarsest level are shown in Figure 3.10. Initial oil pressure
is 500 psi and initial water saturation is 0.22, which is close to its residual value.
Then water is injected at the upper left corner at a pressure that increases from
505 psi to 5000 psi in the first 100 days (and remains constant thereafter).
The simulation was run on four different levels of refinement. The grids
for linear mortars are chosen proportional to the sub-domain grids; more pre-
cisely, the grid on a given mortar is taken to be a coarsening by a factor of 2 of
the coarser adjacent sub-domain grid. This choice ensures the error is uniform
in h everywhere in the domain [142]. The choice for the number of degrees of
freedom for quadratic mortars is motivated by a result for single phase flow
(see [148], Theorem 2.1 and Remark 2.1). Thus, for quadratic mortars, it is as-
sumed that NH =
√
Nh, where, Nh and NH are the number of mortar elements
for continuous linear and quadratic mortars respectively. This choice ensures
optimal convergence at the rate of O(h) in the pressure for single phase flow.
The simulations for piecewise continuous linear and quadratic mortars
produce almost identical results. Oil pressure and water saturation profiles are
shown at t = 851 days on the third level of refinement in Figure 3.11 only for
quadratics.
The comparison of oil recovery curves in Figure 3.12 also shows that the
solutions with linear and quadratic mortars agree almost identically. However


































































Figure 3.11: Computed solution at 851 days with piecewise quadratic mortars










































Figure 3.12: Comparison of oil recovery curves for linear and quadratic mortars
on the third refinement level.
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Level Sub-domain grids Linear mortars Quadratic mortars
grids itns. grids itns.
1 8×8, 12×12 4 51.2 2 42.3
2 16×16, 24×24 8 72.7 3 54.4
3 32×32, 48×48 16 92.6 4 63.9
4 64×64, 96×96 32 155.2 6 75.9
Table 3.5: Interface GMRES iterations for linear and quadratic mortars
indicates. There, the average number of interface GMRES iterations per time
step are displayed for linears and quadratics at every level of refinement. It
is noted that the number is smaller per time step, for the quadratic case and
increases at a smaller rate as the grids are refined. All of these computations
were performed in parallel on upto 36 processors at CSM’s bevo cluster.
3.6.3 Reactive transport applications
In this section, results are presented on numerical solutions to the mis-
cible displacement problem discussed in Section 3.5. Specifically a NAPL re-
mediation application is considered. Microbial bio-degradation (i.e., the de-
composition of contaminants by micro-organisms) plays an important role in
rendering certain kinds of contaminants harmless. It is a naturally occurring
process that can be accelerated to protect potable water supply. Unfortunately,
microbial bio-degradation is a physically and chemically complex process. It
involves flow and transport. The transport is often characterized by advection,
reaction and diffusion. The reaction stage involves chemical interaction be-
tween hydrocarbons, microbes, oxygen, nitrogen and various other compounds.
Thus, the numerical simulation of these processes is of critical importance in
understanding them and designing bio-restoration mechanisms.
In all the examples presented here, a square-shaped domain is consid-
ered for simplicity, with dimensions 20 ft×400 ft×400 ft. There are two wells
arranged in a quarter-five spot pattern that inject and produce the phase (in
this case, water) thus driving the flow of the species. The permeability field
and phase summed flux are as shown in Figure 3.13. It has two low permeabil-
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Figure 3.13: Permeability and flow fields for NAPL remediation problem.
ity barriers obstructing the flow, which makes it a hard problem for coupled
flow and transport. There are 10 species in this problem. The first and second
examples presented here model the species transport in single and two phase
flow respectively. The interacting species in both these problems are toluene
(C7H8; flowing and stationary denoted by the formulae C7H8(f) and C7H8(s),
respectively), oxygen (O2), nitrogen (N2), microbes (living and dead, denoted
by Ml and Md, respectively), complex organic bio-degraded products (denoted
by P1 and P2) and a non-radioactive tracer. The species undergo the following
chemical reactions:
C7H8(f) ⇋ C7H8(s)
10.87 C7H8(f) + 62.5 O2 ⇋ 0.5 Ml + P1
10.87 C7H8(f) + 92.8571 N2 ⇋ 0.5 Ml + P2
Ml ⇋ Md.
The pertinent data for the first two problems is presented in Table 3.6.
No-flow and zero diffusive flux boundary conditions are assumed in these prob-
lems. The last example of this section presents a comparison between first-
and second-order Godunov schemes applied to the advection component of the
transport problem for the case of single species in single phase flow.
3.6.3.1 Species transport in single phase flow
At initial time, the tracer, toluene and the microbes occupy a thin strip
on the left-end of the domain, i.e., 0 ≤ y ≤ y0 in Figure 3.13, at concentrations
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Property Value
Simulation end time 101.0 days
Physical dimensions 400.0 ft×400.0 ft×20.0 ft
Depth below surface 1120.0 ft
Vertical/Horizontal perm ratio 5.0
Min/max horizontal perm 10.0 mD, 10000.0 mD
Average porosity 0.2
Initial oil pressure 500.00 psi
Initial water saturation 0.2
Molecular diffusivity 1.0 sq-ft/day
Dispersivity (dl, dt) 1.0, 0.2 ft
Oil/water compressibility 4.0E-05, 3.3E-06
Maximum injection bhp 510.0 psi
Minimum producion bhp 350.0 psi






Ml, Md 1.0 1.E-03
P1, P2 1.0 1.E-03
Table 3.7: Equilibrium partitioning coefficents
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of 1.0 lbM/cu-ft, 3.0 lbM/cu-ft and 6.12 lbM/cu-ft, respectively. The oxygen
and nitrogen occupy the rest of the domain y0 ≤ y ≤ L at concentrations of
7.485×10−3 lbM/cu-ft and 1.459×10−2 lbM/cu-ft, respectively. Here y0 = 40 ft
and L = 400 ft. A specified hydrostatic phase pressure is used to initialize the
flow problem. The problem is first solved, assuming a single-domain with a fine
grid (10 × 40 × 40, with the x-axis pointing in direction of gravity depth).
Figure 3.14: Tracer and microbe concentration at t = 100 days.
Then the problem is repeated by partitioning the domain into three sub-
domains (one fine and two coarse) along the y− direction. This is done in
three different ways by positioning the sub-domain with the fine grid differently
in each case. The solutions to the single-domain “fine-everywhere” are then
compared to the multiblock case. Figure 3.14 shows the tracer and microbe
concentrations at time t = 100 days for the single-domain problem. Figure 3.15
shows similar profiles for NAPL and bio-degraded product.
Figure 3.15: NAPL and bio-degraded product concentration at t = 100 days.
Figure 3.16 shows the profile of the tracer concentration at times t = 5, 50
and 100 days. This demonstrates how the tracer flows with time. The last panel
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in the figure can be used to compare with the reference solution at the same
time in Figure 3.14.
Figure 3.16: Mortars - Tracer concentration at t = 5, 50 and 100 days.
Similarly, Figure 3.17 shows the profile of the microbe concentration at
similar times with the last panel being the one of interest for comparison. It is
also observed that the tracer and the microbe have almost similar profiles with
time.
Figure 3.17: Mortars - Microbe concentration at t = 5, 50 and 100 days.
Figure 3.18 shows the profile of the NAPL concentration at similar times.
From this figure it is observed that the flow and spread of NAPL has been
checked to some extent by the reaction with the microbes. Finally, Figure 3.19
shows the profile of concentrations of one of the bio-degraded products at similar
times.
In the numerical experiments described, it was observed that variably
refined sub-domains (one fine and two coarse with the fine sub-domain located
differently in each case) performed up to 50% faster than the single domain
fine-everywhere case. This justifies the use of mortars in such problems.
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Figure 3.18: Mortars - NAPL concentration at t = 5, 50 and 100 days.
Figure 3.19: Mortars - By-product concentration at t = 5, 50 and 100 days.
3.6.3.2 Species transport in two phase flow
In this section, the assumptions of Sections 3.6.3 and 3.6.3.1 still hold
but the species are assumed to be transported in two flowing phases (say, water
and oil) with initial conditions expressed in the aqueous phase. The equilibrium
partitioning coefficients of the species in the phases is given in Table 3.7. It is
also assumed that the phases do not enter into chemical reactions with the
species. Comparison of the microbe concentration at time t = 40 days for the
single-domain and a multiblock case is shown in Figure 3.20. It is noted that
the front has crossed y = 280 ft (Γ23).
Similar comparison at t = 40 days is shown in Figure 3.21 for the NAPL
concentration. Once again, it is observed that the spread of NAPL has been
checked to some extent by the reaction with the microbes. The microbes “feed”
on the NAPL in the presence of O2 and N2 (a form of aerobic respiration),
reducing them to relatively harmless by-products (CO2 and water). This illus-
trates the importance of using bio-remediation methods in treating hazardous
wastes.
In the numerical experiments described, it was observed that variably
62
Figure 3.20: Microbe conc. at t = 40 days: multiblock (left) and single block
(right).
Figure 3.21: NAPL conc. at t = 40 days: multiblock (left) and single block
(right).
refined sub-domains (one fine and two coarse with the fine sub-domain located
differently in each case) performed upto 50% faster than the single domain “fine-
everywhere” case. This justifies the use of mortars in such problems. However, it
is noted that coarser sub-domain grid results in increased grid dispersion effects
and hence, a dynamic meshing strategy is recommended. Further, appropriate
error estimators (for coupled flow and transport) are needed in order to decide
where to put the fine grid. This is especially hard in a multi-species example as
the one described in this section if the species are scattered in different parts of
the domain.
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3.6.3.3 Comparison of first- and higher-order Godunov methods
In this section, a comparison of first and higher-order Godunov methods
(abbreviated as F.O.G. and H.O.G. respectively) is presented for case of single
species transport in single phase flow. The problem is solved on a fine grid
of 4×80×80 (with the positive x- axis pointing in the direction of increasing
depth). The two wells described earlier in Section 3.6.3 drive the flow. The
initial concentration of the species is 1 lbM/cu-ft, located at the [1, 1, 1] element.
Figure 3.22: Comparison of F.O.G. and H.O.G. methods at 15 days.
Figure 3.23: Comparison of F.O.G. and H.O.G. methods at 90 days.
The Figures 3.22–3.24 show the concentration of the species at 15, 90
and 140 days using the first- (left) and second-order (right) Godunov methods
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respectively. Clearly, numerical dispersion is greatly reduced using the higher-
order Godunov method.
Figure 3.24: Comparison of F.O.G. and H.O.G. methods at 140 days.
65
Chapter 4
Enhanced velocity mixed FEM for coupling
multiphase flow and species transport on
non-matching multiblock grids
In the previous chapter, the mortar mixed finite element method was
presented to solve the problem of coupling flow and transport on non-matching
multiblock grids. In this chapter, a non-mortar method (the enhanced velocity
mixed FEM) is presented as an efficient alternative to solving the same prob-
lem. The method is locally mass conservative and H-div conforming unlike
the mortar method. In addition, the need to perform often expensive interface
iterations to solve the non-linear interface problem is completely eliminated.
Furthermore, unlike the case of the mortar method, in the case of identical
number of elements in problems using single- and multiblock grids, the cost
of the non-mortar approach is comparable to the single-block method and if
coarser blocks are used, the computational cost is greatly reduced which is a
great benefit to using this method.
The enhanced velocity mixed FEM was first introduced for flow prob-
lems in [136]. It derives its name from the enhanced velocity spaces along the
interfaces, introduced to maintain flux continuity by design. Thus no additional
matching conditions (such as pressure or flux matching conditions) are required
to be met. In [136], the authors prove convergence of the method in the pres-
sure and velocity variables for the case of steady (incompressible) single phase
flow (linear elliptic PDE). For the sake of completeness, the main ideas of these
proofs are reproduced here for a similar problem with more general boundary
conditions in the presence of gravity. The error analysis is also extended to
the case of slightly compressible single phase flow in the presence of gravity
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and a proof is presented here. Most importantly, this work extends the theory
and implementation in [136] to the coupled flow-transport problem which is of
significance in many real world applications as mentioned in Section 1.1. In ad-
dition, convergence of the method is proved for the species transport problem
on non-matching multiblock grids and some numerical examples are presented.
4.1 Enhanced velocity mixed FEM (EV-MFEM) for flow
The motivation for using mixed FEM on non-matching multiblock grids
was presented in Section 1.1. These methods are especially useful for modeling
flow through porous media because of their local mass conservation property as
well as their accurate approximation of the flux variable. The latter is a matter
of great significance in such applications as for example, the coupling of flow
with transport since the solution to the solute transport problem is dependent
on the flux from the flow problem. The theory, implementation and application
(via numerical examples) will be discussed later in this chapter. The flow equa-
tions hold with their usual meaning in every sub-domain (sometimes referred to
as “fault-block”) with some physically meaningful boundary conditions on the
fault-block interfaces. These boundary conditions are the continuity of phase
pressures and phase fluxes. The grids on each block can be non-matching along
the interfaces between fault-blocks lending to the flexibility of the method as
well as a ready extension to such applications as multimodel, multiphysics and
multinumerics couplings.
The mortar method has been detailed in Chapter 3. More complete ref-
erences include [12, 142]. It is now well understood that these methods lead to a
non-conforming discretization scheme with the flux matching condition imposed
weakly through Lagrange multipliers (or mortar function spaces). This section
aims to introduce an efficient alternative which by construction (of an enhanced
velocity space along fault-block interfaces), yields a flux-continuous velocity ap-
poximation space and is therefore also H-div conforming. Thus no interface
problem (with underlying sub-domain problems) is required to be solved. The
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enhanced velocity method was originally implemented in IPARS [136] for solv-
ing 3-d parallel, multiphase porous media flow problems and has since been
extended for the coupling of multiphase flow and transport in this work. It was
already shown that the method was about an order of magnitude faster than
the current implementation of the mortar mixed method in IPARS [136] while
providing similar accuracy. As expected, a similar trend is also observed in the
case of coupled flow and transport applications (see Section 4.8).
4.1.1 Formulation of EV-MFEM
For convenience of analysis, attention is restricted to the case of steady
(incompressible) single phase flow in the presence of gravity. Extensions to
the non-linear transient flow problem and implementation details will be briefly
discussed in subsequent subsections. Steady single phase flow written in a mixed
form is governed by the equations of the form
u = −K(∇p− ρ0g) in Ω (4.1a)
∇ · u = f in Ω (4.1b)
p = pb on Γ
D. (4.1c)
u · n = ub on ΓN . (4.1d)
General boundary conditions have been prescribed on ∂Ω = Γ̄D ∪ Γ̄N . As in
Chapter 3, Ω = ∪nbi=1Ωi ⊂ Rd with d = 2 or 3 represents a multiblock domain Ω
with nb sub-domains Ωi. The permeability tensor K is assumed to be symmetric
and positive definite (with the density divided by viscosity term, absorbed in
it). Further, all the definitions and assumptions of Section 3.1 are assumed to
hold. Functional spaces for the mixed weak formulation of (4.1a)–(4.1d) are
defined as usual to be
V = H(div; Ω) ≡
{
v ∈ (L2(Ω))d : ∇ · v ∈ L2(Ω)
}
,
V0 = V ∩
{
v : v · n = 0 on ΓN
}
,
VN = V ∩
{





The notations used here for Sobelev spaces, norms and inner products
and duality pairings are the same as in Section 3.1. With this notation, the
H-div norm of v may be defined as
‖v‖V ≡ ‖v‖H(div;Ω) ≡
(
‖v‖2 + ‖∇ · v‖2
)1/2
and the L2 norm of w ∈ W is defined as detailed before in Section 3.1. Then
a weak solution of the fluid flow problem (4.1a)–(4.1d) is the pair u ∈ VN and
w ∈W that satisfy the weak formulation





, v ∈ V0 (4.2)
(∇ · u, w) = (f, w), w ∈W. (4.3)
Existence and uniqueness for the system (4.3) has been shown for example
in [28, 120]. Consider next the finite element discretization of (4.3). Although
the weak formulation can be defined for all the usual mixed FEM spaces on
orthogonal (brick) as well as simplicial elements, attention is restricted here to
the most commonly used lowest order Raviart-Thomas space, RT0 [96, 116] on
rectangles (in 2-d) and bricks (in 3-d).
Further, let h,Th,i,Th have the same meanings of mesh size, fault-block
discretizations and union of fault-block discretizations respectively as in Sec-
tion 3.1. Note that Th,i and Th,j need not match on Γij. The RT0 space for any
element E ∈ Th is defined by
Vh(E) ≡ {v ∈ Rd : vk = αk + βkxk; αk, βk ∈ R, k = 1, 2 . . . d}
Wh(E) ≡ {w = constant}
It is well-known that a vector function v ∈ Vh(E) can be uniquely identified
by its normal components v · n at the mid-points of all the edges (in 2-d) or
faces (in 3-d) of E, where n is the unit outward normal to ∂E. These normal
components constitute the degrees of freedom of v ∈ Vh(E). Similarly, the
degree of freedom of the scalar function w ∈Wh(E) is its value at the center of
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E. The pressure finite element approximation space on Ω is then defined in the
usual manner (see Section 3.1) as
Wh ≡ {w ∈ L2(Ω) : w|E ∈Wh(E) ∀ E ∈ Th}
The next step is to construct a finite element approximation space for
velocity on Ω. This is where the formulation differs from the usual mortar
mixed FEM or mixed-hybrid FEM schemes. Recall the sub-domain velocity
approximation space Vh,i defined as
Vh,i ≡ {v ∈ H(div; Ωi) : v|E ∈ Vh(E), ∀ E ∈ Th,i}
from Section 3.1. The reader may recognize this as the usual RT0 space on Ωi.
It is also known that the space formed by the direct sum of all the sub-domain






is not a subspace ofH(div; Ω) since the normal components of the velocity vector
do not match up on the sub-domain interfaces Γ. This is what motivated the
introduction of the mortar finite element space (of Lagrange multipliers) which
allowed a weak continuity in the fluxes across the sub-domain interfaces. The
enhanced velocity mixed method modifies the degrees of freedom on Γ instead.
To this end, let Th,ij denote the intersection of the traces of Th,i and Th,j and let
TΓh ≡ ∪1≤i≤j≤nbTh,ij. Fluxes are then forced to match on each element e ∈ TΓh .
Consider then any element E ∈ Th,i sharing a face with the interface between
blocks i and j (where 1 ≤ i, j ≤ nb), i.e., where E ∩ Γij 6= ∅. Then the newly
defined interface grid, Th,ij introduces a partition of the face of E adjacent to
Γij, i.e., on ∂E ∩ Γij . This partition may be extended into the element E as
shown in Figure 4.1.
On each sub-element Ek induced by extending the partition formed by
∂E∩Γij , a basis function vEk is defined in the RT0 space Vh(Ek) whose normal







Figure 4.1: Degrees of freedom for the enhanced velocity space
VΓh be the span of all such basis functions defined on all sub-elements induced










VΓh ∩H(div; Ω), (4.4)
where V0h,i ≡ {v ∈ Vh,i : v · n = 0 on Γi} ⊂ Vh,i, is the subspace of Vh,i with
zero normal traces on Γi. The addition of extra interface degrees of freedom
allows for constructing a flux continuous velocity approximation on the interface
and thus rendering the velocity space H-div conforming. The drawback is that
this modifies the usual RT0 definition of the velocity space on all elements
adjacent to fault-block interfaces and therefore, this introduces difficulties in
the analysis and implementation of a robust linear solver. With the enhanced
velocity space V∗h defined in (4.4), and V
∗,0
h ≡ V∗h ∩
{
v : v · n = 0 on ΓN
}
and
V∗,Nh ≡ V∗h ∩
{
v : v · n = ub on ΓN
}
(where the fluxes are assigned weakly),
the mixed finite element approximation of the weak formulation (4.3) seeks
uh ∈ V∗,Nh and ph ∈Wh such that





, v ∈ V∗,0h (4.5)
(∇ · uh, w) = (f, w), w ∈Wh. (4.6)
4.2 Analysis of EV-MFEM for steady single phase flow
In this section, some mathematical theory is developed prior to proving
convergence of the method for steady single phase flow. Let Π∗ be a projection
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operator that maps (H1(Ω))
d
onto V∗h, defined locally for any element E ∈ Th
and q ∈ (H1(E))d by
∫
e
(Π∗q − q) · nds = 0,
where e is either any edge (in 2-d) or face (in 3-d) of E not lying on Γ or an
edge (in 2-d) or face (in 3-d) of a sub-element, Ek (as in Figure 4.1) induced by
the interface discretization TΓh (recall from Section 4.1.1). An application of the
divergence theorem yields
(∇ · (Π∗q − q), w) = 0, ∀ w ∈Wh. (4.7)
Further, since Vh(E) ⊂ V∗h(E), the enhanced velocity space can be expected
to have at least as good approximation properties as the original RT0 space.
Thus, it is assumed [28, 116] that





Note however that for arbitrary v ∈ V∗h, ∇·v may be a piecewise constant
function (not identically constant) on elements E that share an edge (in 2-d) or
face (in 3-d) with the interface Γ. This follows from the definition of V∗h (see
for example Figure 4.1). Therefore, it follows that
∇ ·V∗h ⊃ Wh;
but the two spaces may be different. This results in two consequences. First,
∇ ·Π∗q does not equal the L2 projection of ∇ · q onto Wh. Thus, no direct ap-
proximation properties exist for ∇·Π∗q, unlike the usual mixed FEM projector
Π defined on the RT0 space Vh,i that satisfies for any q ∈ (H1(Ωi))d,
‖q − Πq‖Ωi ≤ C‖q‖1,Ωih, and (4.9)
‖∇ · (q − Πq)‖Ωi ≤ C‖∇ · q‖r,Ωihr, 0 ≤ r ≤ 1. (4.10)
Secondly, if v ∈ V∗h is a discrete divergence free vector, i.e., v ∈ Zh
where
Zh ≡ {v ∈ V∗h : (∇ · v, w) = 0, ∀ w ∈Wh},
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then, it does not follow that ∇ · v = 0. In fact, this can be seen by taking
∇ · v = 1 on sub-element E1 and ∇ · v = −1 on sub-element E2 of Figure 4.1.





(∇ · v, w)
‖v‖V‖w‖W
≥ β (4.11)
holds for the pair (V∗h,Wh) for saddle-point problems (such as those given
by (4.5)–(4.6)), a second condition, needed in the general saddle-point the-
ory, i.e., the coercivity of (K−1v,v) in Zh, is not satisfied. Hence, the general
saddle-point theory is not applied here. Instead a more direct approach is used
to prove solvability and convergence.
Lemma 4.2.1. Assume that ΓD has non-zero measure so that compatibility
problems arising due to all Neumann conditions are avoided. Then there exists
a unique solution to the system (4.5)–(4.6).
Proof. Since (4.5)–(4.6) forms a square system, it suffices to show uniqueness
which in turn, implies existence. This is accomplished by showing that the
solution is given by ph ≡ 0,uh ≡ 0 when the right hand side vanishes. To this
end, let f = 0, pb = 0, ub = 0 and g = 0. Then taking v = uh and w = ph
leads to uh = 0. Thus, (ph,∇ · v) = 0 for any v ∈ V∗,0h . Starting from a
Dirichlet boundary element, i.e., any E : E ∩ ΓD 6= ∅ one can show easily (by
choosing a local basis function v ∈ V∗,0h satisfying v · n 6= 0 on ∂E ∩ ΓD and
zero elsewhere) that for any such element ph|E = 0. Then propagating out in
pairs of elements, using the divergence theorem, and the fact that v · n is a
constant on all (sub-)faces and continuous across inter-element (sub-)faces, it
follows that indeed ph = 0.
For the analysis that follows, another common L2 projection operator
will be required. For any ϕ ∈ L2(Ω), let ϕ̂ ∈ Wh be its L2(Ω) projection
satisfying
(ϕ− ϕ̂, w) = 0, ∀ w ∈Wh.
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This (“hat projection”) operator satisfies the standard L2 approximation prop-
erty
‖ϕ− ϕ̂‖ ≤ C‖ϕ‖rhr, 0 ≤ r ≤ 1. (4.12)
The following bound on ∇ · Π∗q is derived in [136] and is stated here without
proof.
Lemma 4.2.2. For any q ∈ H1(Ω), there exists a constant C independent of h
such that
‖∇ · Π∗q‖ ≤ C‖q‖1. (4.13)
4.3 Some a priori error estimates for EV-MFEM ap-
plied to steady single phase flow




= (p− ph,∇ · v), ∀ v ∈ V∗,0h , (4.14)
(∇ · (u − uh), w) = 0, ∀ w ∈Wh. (4.15)
From the property (4.7) of the projection operator Π∗, (4.15) can be re-written
as
(∇ · (Π∗u − uh), w) = 0, w ∈Wh. (4.16)
Let v = Π∗u−uh and w = p−ph. Then, (4.14) yields (after some manipulation
by adding and subtracting terms)
(




K−1(Π∗u− u),Π∗u − uh
)
+ (p− p̂,∇ · v). (4.17)
The second term on the right hand side of (4.17) can be bounded by noting
that from (4.17),
∇ · (Π∗u − uh)|E = 0, ∀ E ∈ Th : E ∩ Γ = ∅.
This can be seen by simply taking w = ∇ · (Π∗u − uh) in the interior and
observing that in the interior ∇· (Π∗u−uh) ∈Wh. Then, let all other elements
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E sharing an edge (in 2-d) or face (in 3-d) with Γ comprise a new triangulation,
Ω∗. In other words, let Ω∗ = ∪{E ∈ Th : E ∩ Γ 6= ∅}. Then, it follows that
(p− p̂,∇ · (Π∗u − uh)) = (p− p̂,∇ · (Π∗u − uh))Ω∗
≤ Ch‖p‖1,Ω∗h−1‖Π∗u− uh‖Ω∗
≤ Ch1/2‖p‖1,∞,Ω∗‖Π∗u − uh‖. (4.18)
The first inequality in (4.18) is derived from the Cauchy-Schwartz in-
equality, (4.12) and an inverse inequality to bound ∇ · (Π∗u− uh). The second
inequality uses the fact that there exists a constant C such that |Ω∗| ≤ Ch. Fi-
nally, the bounds (4.8), (4.17), (4.18) lead to the following estimate for velocity.
Theorem 4.3.1. For the velocity uh of the mixed method (4.6), there exists a
positive constant C dependent on Ω and ‖K‖0,∞, but independent of h such that





To derive a pressure error estimate in the L2 norm, a duality argument
is applied. To this end, let ϕ be a solution of
−∇ · K∇ϕ = −(p̂− ph) in Ω,
ϕ = 0 on ΓD
−K∇ϕ · n = ub on ΓN .
Assuming elliptic regularity (which holds for smooth convex domains Ω; for
other cases less strong estimates may be derived),
‖ϕ‖2 ≤ C‖p̂− ph‖. (4.20)
Next, take v = Π∗K∇ϕ in (4.14) to get





+ (p̂− p,∇ · Π∗K∇ϕ) (4.21)
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Using the bounds (4.12) and (4.13), the second term on the right hand side
of (4.21) (following the second equality) can be bounded as
(p̂− p,∇ · Π∗K∇ϕ) ≤ Ch‖p‖1‖ϕ‖2 (4.22)
where C is (here, and in the following) a constant that may depend on ‖K‖1,∞.
The first term on the right hand side following the second equality of (4.21) is






K−1(u − uh),Π∗K∇ϕ− K∇ϕ
)
+ (u − uh,∇ϕ)
≤ Ch‖u− uh‖‖ϕ‖2 + (u− uh,∇ϕ). (4.23)
The second term of estimate (4.23), (on the right hand side of the in-
equality) can be re-written using (4.13), (4.15), and (4.22) as
(u − uh,∇ϕ) = (∇ · (u− uh), ϕ− ϕ̂)
= (∇ · (u− Π∗u), ϕ− ϕ̂) + (∇ · (Π∗u − uh), ϕ− ϕ̂)
≤ Ch‖u‖1‖ϕ‖1 + (∇ · (Π∗u− uh), ϕ− ϕ̂)Ω∗ (4.24)
where the argument used to derive the bound (4.18) is used to arrive at the
last term on the right hand side of the bound (4.24). Finally, this term can be
further bounded by employing the Sobelev embedding inequality [6]
‖ϕ‖1,q ≤ C‖ϕ‖2,
2 ≤ q ≤ 2d
d−2
= 6, d = 3





= 1. The last term in (4.24) is then bounded using Hölder’s
inequality as follows:
(∇ · (Π∗u− uh), ϕ− ϕ̂)Ω∗ ≤ ‖∇ · (Π∗u − uh)‖Lp(Ω∗)‖ϕ− ϕ̂‖Lq(Ω∗)
≤ C‖∇ · (Π∗u − uh)‖Lp(Ω∗)h‖ϕ‖1,q,Ω∗
≤ C‖∇ · (Π∗u − uh)‖Lp(Ω∗)h‖ϕ‖2, (4.26)
wherein a Lq-version of the L2 projection error (4.12) and the Sobelev embedding
result (4.25) has been used. Finally, employing Hölder’s inequality again, yields
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wherein, substituting φ = ∇ · (Π∗u− uh), G = Ω∗, and s = p gives
‖∇ · (Π∗u − uh)‖Lp(G) ≤ C‖∇ · (Π∗u − uh)‖L2(Ω∗)h1/p−1/2. (4.28)
Finally, substituting this last bound in the error estimate (4.26) and
using the enhanced velocity error estimate (4.19) results in
(∇ · (Π∗u − uh), ϕ− ϕ̂)Ω∗ ≤ Ch−1‖Π∗u − uh‖h1/p−1/2h‖ϕ‖2
≤ Ch1/p(‖p‖1,∞,Ω∗ + ‖u‖1h1/2)‖ϕ‖2. (4.29)
Note that for d = 2, q can be arbitrarily large, so that we can take p = 1 + ε.
For d = 3, we can take q = 6 and p = 6
5
. The results (4.20)–(4.26), and (4.29)
combined with the L2 projection error estimate (4.12), then lead to the following
theorem.
Theorem 4.3.2. For the pressure ph of the mixed method (4.6), there exists
a positive constant C dependent on Ω ⊂ Rd and ‖K‖1,∞, but independent of h
such that





where r = 1 if d = 2 and r = 5/6 if d = 3.
For interior error bounds, the reader is referred to [136].
4.4 Analysis of EV-MFEM for transient, slightly (non-
linear) compressible single phase flow
In this section, the theory presented in [136] and repeated in Sections 4.2–
4.3 is extended to the case of transient, slightly non-linear (compressible) single
phase flow through porous media. It also holds for the case of linear parabolic
PDEs governing single phase flow. The equations governing non-linear slightly
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compressible flow was presented in Chapter 3, (3.14)–(3.16). They are repeated
here for the reader’s convenience:
∂
∂t
φρ(p) −∇ · Kρ(p)(∇p− ρ(p)g) = f in Ω × J, (4.31)
p = pb on Γ
D × J, (4.32)
−Kρ(p)(∇p− ρ(p)g) · n = ub on ΓN × J, (4.33)
p = p0 in Ω × {0}. (4.34)
As in Chapter 3, let J = [0, T ] be the simulation time period of interest. Intro-
ducing the mass velocity variable u = −Kρ(p)(∇p − ρg), the problem can be
stated in a mixed form to seek {u, p} that satisfies
K−1ρ−1(p)u = −∇p + ρ(p)g in Ω × J, (4.35)
∂
∂t
φρ(p) + ∇ · u = f in Ω × J, (4.36)
p = pb on ∂Ω × J, (4.37)
u · n = ub on ΓN × J, (4.38)
p = p0 on Ω × {0}. (4.39)
For the analysis that follows, suppose that φ is a constant, ρ ≈ ρ0(1+cp),
where c is the fluid compressibility and ρ0 is the reference density (measured at





. Also, let c0 = ρ0c. Then, following
the analysis of Sections 4.2–4.3, the weak formulation of the system (4.35)–(4.39)
is given by seeking {u, p} : J → H(div; Ω)×L2(Ω) that satisfies (weakly) (4.38)
and
(K−1ρ−1(p)u,v) = (p,∇ · v) − 〈pb,v · n〉ΓD




, w) + (∇ · u, w) = (f, w), w ∈ L2(Ω). (4.41)
Next, the enhanced velocity mixed finite element approximation of the weak
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solution {u, p} is given by seeking {uh, ph} : J → V∗,Nh ×Wh that satisfies
(K−1ρ−1(ph)uh,v) = (ph,∇ · v) − 〈pb,v · n〉ΓD




, w) + (∇ · uh, w) = (f, w), w ∈Wh. (4.43)
4.4.1 Error estimates for EV-MFEM applied to transient, non-linear
single phase flow















+ ((ρ(p) − ρ(ph))g,v) v ∈ V∗,0h . (4.44)
Taking v = Π∗u− uh in (4.44) gives
(
K−1ρ−1(ph)(Π
∗u − uh),Π∗u− uh
)








K−1(ρ−1(p) − ρ−1(ph))u,Π∗u − uh
)
+ ((ρ(p) − ρ(ph))g,Π∗u− uh) . (4.45)
Next, subtracting (4.43) from (4.41), adding and subtracting p̂, Π∗u







+ (∇ · (Π∗u − uh), w) = 0, w ∈Wh, (4.46)
Setting w = p̂− ph and adding (4.45) and (4.46) leads to
(
K−1ρ−1(ph)(Π









= −(p̂− p,∇ · (Π∗u− uh)) +
(
K−1ρ−1(ph)(Π




K−1(ρ−1(p) − ρ−1(ph))u,Π∗u− uh
)
+ ((ρ(p) − ρ(ph))g,Π∗u − uh) . (4.47)
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Then, applying the arguments used to arrive at (4.18), the Lipschitz con-
tinuity of ρ and ρ−1, Young’s inequality for products, the essential boundedness
of u, and assumptions (A1)–(A3) of Chapter 3 leads to













+ c2(Lρ−1 , ‖u‖∞, γ)‖p− ph‖‖Π∗u − uh‖ + c3(Lρ, ‖g‖)‖p− ph‖‖Π∗u− uh‖.
(4.48)
In (4.48) L is used to denote the Lipschitz constant; and c1, c2 and c3 are
all constants. Applying the triangle inquality, ‖p−ph‖ ≤ ‖p− p̂‖+‖p̂−ph‖ and
Young’s inequality to the first and the last two terms on the right hand side of
(4.48) yields















‖Π∗u − uh‖2 +
1
2ε1
‖Π∗u − u‖2 + c2
ε2
2







‖Π∗u− uh‖2 + c2
1
2ε3
‖p̂− ph‖2 + c3
ε4
2











Note that γ1 and the coefficients εi, i = 0, . . . , 5 are constants arising
from boundedness of K, ρ and ρ−1 and the Young’s inequality, respectively.
Finally, choosing εi small enough so that the ‖Π∗u − uh‖2 terms on the right
hand side of (4.49) can be absorbed into the corresponding term on the left
hand side, yields










h2 + c6‖p̂− ph‖2. (4.50)
Integrating (4.50), assuming for convenience that ph(0) = p̂(0) and ap-
plying Gronwall’s inequality in the integral form, leads to the following impor-
tant result.
80
Theorem 4.4.1. There exists constants C1, C2 depending on the final time T
and on other properties such as the Lipschitz constants L on ρ, the bounds on
φ, ρ, ρ−1,K, and K−1, but not depending on h, such that





‖u‖2L2(J ;H1(Ω)) + ‖p‖2L2(J ;H1(Ω))
)
h2. (4.51)
Finally, an application of the triangle inequality and the bounds derived
for ‖p − p̂‖ and ‖Π∗u − u‖ from (4.12) and (4.8) results in estimates of the
order of h1/2 for the pressure error, ‖p− ph‖L∞(J ;L2(Ω)) and velocity error, ‖u−
uh‖L2(J ;L2(Ω)). Hence, better steady state estimates (presently, order h1/2) are
required in order to get improved error estimates.
4.5 Extension of EV-MFEM to multiphase flow
The method introduced in the preceding sections has been extended to
model multiphase flow through porous media [136]. The basic idea is to use
an expanded-mixed finite element method in conjunction with the enhanced
velocity method discussed previously. The mass balance equations are given by
∂ (φSαρα)
∂t
+ ∇ · ûα = q̂α, α = w, nw in Ω × J, (4.52)
where the notation used is the same as in Section 2.1.2, Chapter 2. Recall




[∇pα − ραg] , α = w, nw in Ω × J. (4.53)
The system of equations is finally closed by the capillary pressure relation and
saturation constraint,
pn − pw = pc(Sw),
∑
α
Sα = 1. (4.54)
As in Section 3.2 of Chapter 3, a pressure gradient term is introduced as
an intermediate velocity variable, ũα for α = w, nw given by
ũα = −K(∇pα − ραg). (4.55)
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For a detailed motivation for the introduction of this new variable, the reader
is referred to [16]. For multiphase flow, this term allows proper treatment of
the degeneracies that arise in the diffusion term at Sα = 0 when κrα(Sα) = 0.
It also allows an easy treatment of full permeability tensors K in the context
of usual mixed finite element methods and by appropriate quadrature rules,
reduces the method to a simple and well-known cell-centered finite difference





Suppose further for convenience that Dirichlet boundary conditions in the form
of phase pressures are given by
pα = p
b
α, α = w, nw in ∂Ω × J. (4.57)
Then, let 0 = t0 < t1 < t2 < ..., ∆t
n = tn − tn−1, and let fn = f(tn),
∆fn = f(tn) − f(tn−1). The backward Euler multiblock expanded enhanced
mixed finite element method for the system (4.52)-(4.56) seeks for n = 1, 2, 3...,


















, w ∈Wh,i, (4.58a)
(K−1ũnα,h,v) = (p
n














, ṽ ∈ V∗h, (4.58c)
Owing to the non-linearities in the density, relative permeability and capillary
pressure terms, (4.58) is typically written out (after integration over a time-
step) in a residual form and the resulting non-linear residual equation solved
using Newton’s method.
Consider the implementation of the scheme for steady single phase flow
with a diagonal permeability field. Then, let the transimissibility across an edge






















Figure 4.2: Finite differences across the fault-block interface
Then, applying the special quadrature rules of [16] to the (4.5)–(4.6), it can be
seen that the flux qi on the edge (face) ei is given by
qi = −Ti (pb,i − pa) , i = 1, 2, ..., Na, (4.60)
where Na is the number of interfacial couplings associated with the element a






The element mass balance (4.6) serve to couple the pressure in the ele-
ment a of fault block A with the pressures in the elements bi of fault block B
that share a common face with it (see Figure 4.2). Thus, this increases the size
of the stencil for the cell-centered finite difference approximation for elements
E ∈ Ω∗. Hence, the resulting algebraic problem is more challenging to solve. To
overcome this difficulty, a ghost layer of unknown pressures can be introduced
adjacent to fault block interfaces (one associated with each fault block). The
pressures in the ghost layer can then be expressed in terms of the adjacent block
pressures across the interface. In other words, the flux q may be written as
q = −T (pea − pa), (4.62)
where T =
∑Na
i=1 Ti is the total transmissibility across the face e. Then from







In non-linear problems such as the case of transient, slightly compressible flow or
multiphase flow through porous media, a similar method is followed by consol-
idating the contributions (to the ghost layer coefficients of primary unknowns)
arising from each interfacial intersection ei. Within each Newton iteration the
ghost layers are then updated by solving a local system on the interface as
described by equation (4.63).
4.6 Modeling coupled flow and transport using EV-MFEM
As in Section 3.5 of Chapter 3, an operator-splitting method is used
to solve the problem of flow coupled to species transport. A phase-summed
time-split formulation is used as before to determine the concentrations in a
reference phase from which concentrations in all other phases can be determined
using the phase equilibrium partitioning coefficients. The equations governing
species transport as well as the phase-summed formulation are exactly the same
as in Section 3.5. In addition, the advection and chemical reaction equations
and implementation are exactly similar to those described in Sections 3.5.2–
3.5.3 and hence these will not be repeated here in great detail. The boundary
conditions considered are as specified by (2.22) in Section 2.2.1, Chapter 2; so
that ΓN = ∂Ω in the context of transport.
Advection is solved using a higher-order Godunov scheme as described
in Section 3.5.2 within the sub-domains. For advection across fault-block in-
terfaces, the EV-MFEM flux is taken advantage of, with the necessary modi-
fications for determining slopes of species concentrations for elements E ∈ Ω∗.
Chemical reactions are solved as usual using a higher-order Runge-Kutta inte-
gration scheme. Since chemical reactions are completely local phenomenon, i.e.,
they depend only on quantities such as rate constants, concentrations, tempera-
ture within the element under consideration, they are of little interest from the
point of view of the performance of EV-MFEM. Advection and diffusion on the
other hand are both transport phenomena and thus play an important role in
deciding the performance of the EV-MFEM.
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The diffusion-dispersion step is solved using a backward-Euler in time
and EV-MFEM in space discretizations. The problem is solved on the whole
domain by employing test functions in the normal trace-free enhanced velocity
approximation space V∗,0h that satisfies flux continuity and local mass balance
by construction. The phase-summed equations for diffusion-dispersion takes the
form (for each component i)
∂(φ∗i ciw)
∂t
−∇ · D∗i∇ciw = 0, 1 ≤ i ≤ nc. (4.64)
where the terms φ∗i , D
∗
i and ciw have the same meaning as in Section 3.5.4.
Consider the discretized form of (4.64) and let z = D∗∇c. Then, the











∇ · zm+1h,iw , w
)







cm+1h,iw ,∇ · v
)
, v ∈ V∗,0h . (4.65b)
For (4.65b) to make sense, the molecular diffusion is assumed to be non-singular
(for cases when phase velocity dependent physical dispersion vanishes). This
is often the case. In the current numerical implementation, only diagonal dif-
fusion tensors (arising due to molecular diffusion) are considered. Using the
quadrature rules (3.84) in Chapter 3, the concentration gradient on a cell edge
is expressed in terms of the adjacent cell concentrations. Thus, for elements on
an interface between two fault blocks the scheme described in Section 4.5 com-
pletely eliminates any gradients and velocity terms from (3.83), resulting in a
linear system for concentrations. In general this system can be non-symmetric
and is solved in IPARS by a BiCGS (stabilized bi-conjugate gradient) solver
using a geometric multigrid preconditioner.
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4.7 Some a priori error estimates for EV-MFEM ap-
plied to coupled single phase flow and transport prob-
lems
In this section a priori error estimates are derived for the species concen-
tration solution obtained using the time-split scheme of Section 3.5.1, Chapter 3
with the enhanced velocity method (EV-MFEM) employed for the diffusion step.
It is also recalled for the reader’s convenience, from the same section, that a
phase-summed formulation of species transport is given by
∂(φ∗i ciw)
∂t
+ ∇ · (ciwu∗i −D∗i∇ciw) = r∗(ciw) in Ω × J, (4.66a)
D∗i∇ciw · n = 0 on ∂Ω × J, (4.66b)
ciw = c
0
iw in Ω × {0}, (4.66c)
and that a direct discretization of (4.66a) over the time interval (τm, τm+1) ⊂
(tn, tn+1) results in the approximation scheme
Tm+1i − Tmi
∆τm+1
+ ∇ · (cmiwu∗,m+1/2i −D∗,mi ∇cm+1iw ) = r∗(cm+1/2iw ), (4.67)
where ∆τm+1 = τm+1 − τm, Ti = φ∗i ciw and φ∗i , u∗i are evaluated at time t ∈
(τm, τm+1) (the concentration step) by linear interpolation in (tn, tn+1) (the flow
step) using the known values at tn and tn+1.
For convenience of analysis as well as to ease the burden of notation,
the problem is re-formulated here assuming a single species flowing in a single
phase. Only advection and diffusion are considered. The extension that includes
reactions is based on ODE theory and error estimates can be derived for it
based on the arguments in [49]. Thus in this case r∗(ciw) = qiα. The case
of multiple species in single phase flow follows, since equations (4.67) for all
species i = 1, 2, . . . nc, are independent of each other. In what follows, let









respectively, since this is more appropriate for single phase flow. The proof of
the desired error estimates follows the arguments presented in [44]. Thus, let
0 = τ0 < τ1 < . . . τM = T , ∆τ
m = τm − τm−1, and for any function f = f(t), let
∂tf
m ≡ f(τm) − f(τm−1)
∆τm
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At each discrete time-level, the solution values and fluxes z are approximated
using the EV-MFEM spaces defined on Th. Further let c
n
h ∈ Wh, znh ∈ V∗,0h
denote the approximate solutions for the concentration and the “concentration
velocity” obtained using the EV-MFEM method on non-matching multiblock
grids. Also, let w ≡ cu denote the advective velocity in the analysis.
Then, given cm−1h ∈ Wh, the time-split scheme is applied to first solve
the advection equation
(φc̄)t + ∇ · w(x, t, c̄) = q in Ω × (τm−1, τm], (4.68)
with initial condition cm−1h . The solution obtained at the end of this step will
be denoted by c̄mh . Next, the diffusion equation given by
(φc)t + ∇ · z(x, t, c) = 0 in Ω × (τm−1, τm] (4.69)
is solved with an initial condition c̄mh . The solution at the conclusion of this
step will be denoted cmh and approximates c
m. For any element E ∈ Th, inte-















w(x, t, c̄) · nds, (4.70)
where n is the unit outer normal to ∂E.
It follows from (4.70), that accurate approximations of the advective flux
∫
∂E
w(x, t, c̄) · nds, yield accurate approximations, c̄mh of c̄m. It can be shown
that the explicit higher-order Godunov scheme satisfies some of the accuracy
requirements in the analysis [44]. Next, let wm−1h (x, c
m−1
h ) ∈ V∗,0h be an ap-
proximation to w. Then, the solution c̄mh is given by the explicit advective
update
(φc̄h)








wm−1h (x, t, c̄) · nds, (4.71)
where |E| denotes the measure of element E. Next, the EV-MFEM is applied
to the system
z = −D∇c in Ω × (τm−1, τm],
(φc)t + ∇ · z = 0 in Ω × (τm−1, τm],
87
with initial condition c̄mh ∈ Wh. A backward-Euler in time scheme using (4.71)
yields approximations cmh , z
m
h ∈ V∗,0h to cm and zm upon solving the system of





− (cmh ,∇ · v) = 0 v ∈ V∗,0h (4.72)
(∂t(φch)
m, w) + (∇ · zmh , w) = (q, w) − (∇ ·wm−1h , w), w ∈Wh. (4.73)





− (cm,∇ · v) = 0 v ∈ V∗,0h (4.74)
((φc)mt , w) + (∇ · zm, w) = (q, w) − (∇ · wm−1, w), w ∈Wh. (4.75)
Following [44], let c0h ≡ ĉ0 be the usual L2 projection of the true initial condition.
Hence, c0h satisfies
(c0h, w) = (c
0, w) ∀ w ∈Wh. (4.76)
It is also noted from Remark 1, [44] that the special quadrature rules of [16] (see
Section 3.5.4, Chapter 3) for rectangular elements, serve to eliminate zmh from
the system (4.72)–(4.78) and thus effectively reducing it to a cell centered finite
difference scheme. As in Section 3.4.3 (based on [137]), the standard technique
(for time dependent problems), of comparing the approximate solution to an
elliptic projection is employed. To this end, let c̃(·, t), z̃(·, t) denote the solution
to the EV-MFEM formulation of the elliptic projection of the solution of (4.66a).




− (c̃(·, t),∇ · v) = 0 v ∈ V∗,0h (4.77)
(∇ · z̃(·, t), w) = (∇ · z(·, t), w) w ∈Wh, (4.78)
where the right-hand side of (4.78) is given by
(∇ · z(·, t), w) = (q, w) − ((φc)t(·, t), w) − (∇ ·w(·, t), w) .
In Section 4.3, a priori error estimates were derived for the EV-MFEM
formulation described by the weak form given in (4.6). It is noted that the
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property of K, given by assumption (A3) of Section 3.1 in Chapter 3 is assumed
to hold even for D (namely that it is uniformly positive definite). Then, it
follows that there exists a constant C dependent on Ω ⊂ Rd and ‖D‖1,∞, but
independent of h such that










where r = 1 if d = 2 and r = 5/6 if d = 3. Similarly, for interior bounds, the
reader is referred to [136]. Having these results, it is possible to derive error
estimates for the method given by (4.72)–(4.76). To that end, let w̃ ∈ V∗,0h
satisfy the property that w̃ · n at the mid-point of every interior edge (in 2-d)
or face (in 3-d) is equal to the integral average of w · n on that edge or face.
For edges or faces formed by intersections of fault-block interfacial elements, w̃
satisfies the property that w̃ · n at the mid-point of each interfacial sub-face
equals the integral average of w · n on that sub-face. Thus, w̃ satisfies
(∇ · (w̃ −w)(·, t), w) = 0, w ∈Wh. (4.81)
Following [44], let ξ ≡ ch− c̃, η ≡ zh− z̃ and β ≡ ĉ− c̃. It is assumed that
the numerical advection velocity approximation resulting from the use of explicit
higher-order Godunov methods, wm−1h (x, c
m−1
h ) satisfies the error estimate
‖wm−1h (·, cm−1h ) − w̃m−1‖ ≤ C
[
‖ξm−1‖ + ‖βm−1‖ + hs + ∆t
]
, (4.82)
for c and the data sufficiently smooth and where s ≥ 1. For a motivation of the
proof of this result, the reader is referred to [44] (see also Appendix C). The
preceding results of this section lead to the following important theorem.
Theorem 4.7.1. For the given data and solution pair {c, z} sufficiently smooth,
an advective velocity approximation of w, satisfying inequality (4.82), and as-
suming the positve-definiteness property (A3) from Section 3.1, Chapter 3 holds
for D−1, i.e. ∃γ > 0 such that 0 < 1
γ
≤ yTD−1y ≤ γ for every y ∈ Rd, the
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where ∆τ = maxm ∆τ
m and C(γ) > 0 is a constant independent of h and ∆τ ,
but dependent only on γ.
Proof. An observation is first in order. From an analysis analogous to Section
3.4.2, Chapter 3, note that the error ‖βt‖ can be bounded using the triangle in-
equality and standard L2-projection error estimates. Then, subtracting (4.77)–





− (ξm,∇ · v) = 0, v ∈ V∗,0h (4.84)
(∂t(φξ)
m, w) + (∇ · ηm, w) = − (∂t(φc̃)m, w) + ((φc)mt , w) (4.85)
− (∇ · wmh − 1, w) + (∇ · w̃m, w)
= (∂t(φβ)
m, w) + ((φc)mt − ∂t(φc)m, w)
+
(
∇ · (w̃m − wm−1h ), w
)
, w ∈Wh.







m, ξm) + ((φc)mt − ∂t(φc)m, ξm)
+
(
∇ · (w̃m − wm−1h ), ξm
)
. (4.86)
From (4.84) and inequality (4.82), it follows that
(∇ · (w̃m − wh), ξm) =
(







‖(D−1/2)m(w̃m − wm−1h )‖2
≤ 1
2
‖(D−1/2η)m‖2 + C(γ)‖w̃m − w̃m−1‖2









Also, it can be readily verified that
(∂t(φβ)










Substituting bounds (4.87) and (4.88) into (4.86) and applying assumption (A1)






















‖ξm‖2 − ‖ξm−1‖2 + ‖ξm − ξm−1‖2
]
, (4.90)
multiplying both sides of the inequality (4.89) by 2∆τm, summing on m and
applying the discrete Gronwall lemma, completes the proof.
A final application of the triangle inequality yields desired error bounds
for c− ch, z − zh, and w − wh.
4.8 Computational results
In this section numerical results are presented that demonstrate the ap-
plication of EV-MFEM to challenging problems that couple flow and transport
on non-matching multiblock grids. Results are shown for species transport in
both single phase and two phase flow. First, a model verification problem is
presented that shows that the method works - in other words, that the flow and
transport solutions on a single fine-grid domain agrees with a multiblock equiv-
alent with matching grids. The choice of matching grids is made here because as
mass is transported across fault-block interfaces separating non-matching grids
(where the solution is expressed in different approximating spaces), the solution
of such intensive variables as those that are used in the calculation of extensive
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variables (for e.g., saturation for volumes and concentrations for mass) can dif-
fer greatly. Hence, comparison of solutions to matching grid and non-matching
grid problems for such variables does not serve any purpose. On the other hand,
it is entirely reasonable to compare intensive variables such as pressure across
the interfaces separating fault-blocks with non-matching grids. Following this,
computational results are presented for problems involving species transport in
single- and multiphase flow.
4.8.1 Verification of EV-MFEM
To verify the EV-MFEM scheme, a fairly general and challenging prob-
lem modeling transport (advection-diffusion) of a species in two phase flow
through a highly heterogeneous porous medium is considered. The problem is
first solved in a single-block fine-grid configuration. The resulting solution is
then compared to that obtained using a 4-block matching-grid configuration
with exactly the same number of elements as in the 1-block case. It is expected
that the solutions should match exactly in this case and this is indeed found
to be the case. The data for this problem is briefly summarized in Table 4.1
for the single-block case. There are two wells that drive the flow - an injection
well pumps water at a bottom-hole pressure (bhp) gradually increasing from
505.0 psi to 1000.0 psi during the time interval t ∈ [0, 50] days; a production
well produces oil at a bhp also gradually decreasing from 480 psi to 450 psi over
the the time interval t ∈ [0, 30] days. A standard Brooks-Corey type relative
permeability relationship is applied to model the flow. A higher-order God-
nov method is used to model the advection step of the species transport and a
backward Euler in time and EV-MFEM in space for the diffusion step.
The permeability profiles of the medium (specifically the y-direction per-
meability) is shown in a top-view in Figure 4.3. The z-direction permeabil-
ity is similar to it, while the x-direction permeability is 1
5
th
of the y- and z-
permeabilities. A physically meaningful projection algorithm is used to project
the single-block permeability onto (non-)matching multiblock grids. The multi-
block permeability field is also shown in Figure 4.3.
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Property Value
Simulation end time 101.0 days
Physical dimensions 400.0 ft×400.0 ft×24.0 ft
Depth below surface 1120.0 ft
Vertical/Horizontal perm ratio 5.0
Min/max horizontal perm 32.20 mD, 7970.95 mD
Average porosity 0.2
Grid dimensions 12×32×32
Initial oil pressure 500.00 psi
Initial water saturation 0.2
Initial species concentration 100.0 lbM/cu-ft
Molecular diffusivity 0.1 sq-ft/day
Equilibrium partitioning in oil/water 1.0, 1.0
Oil/water compressibility 4.0E-05, 3.3E-06
Maximum injection bhp 1000.0 psi
Minimum producion bhp 450.0 psi
Table 4.1: EV-MFEM verification: Summary of test data
The initial concentration of the species in the domain is 100 lbM/cu-ft
at the location specified by the [1, 1, 1] grid element. The EV-MFEM scheme
is the applied to solve both the two phase flow equations as well as the compo-
nent transport equations and the solution compared to the single-block fine-grid
solution. Figure 4.4 shows oil phase pressures at t =50 and 100 days for the
single-block case. Similarly, Figure 4.5 shows the pressures at the same time
instants for the multiblock case.
Figure 4.6 shows the water phase saturation profiles at t =50 and 100
days, while Figure 4.7 shows the water phase saturation profile for the multi-
block matching grid case at identical time instants. It is observed that the water
front has crossed all mortars at the time instants of these solutions. Also the
shape of the water front is indicative of the low and high permeability regions.
Finally, Figure 4.8 shows the species concentration profiles at t =50 and
100 days, while Figure 4.9 shows the species concentration profile for the multi-
block matching grid case at the same time instants. Once again the shape
and position of the concentration front is indicative of the flow of the water
phase. Further since there is no source or sink of the species, the species grad-
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Figure 4.3: EV-MFEM verification: SPE6 Permeability field - single-block (left),
4-block matching grids (right)
Figure 4.4: EV-MFEM verification: Oil phase pressure, single-block (left: 50
days, right: 100 days)
Figure 4.5: EV-MFEM verification: Oil phase pressure, 4-block matching grid
(left: 50 days, right: 100 days)
ually diffuses over the entire domain (as can be seen by a rapid decrease in the
concentration) while being transported by the phase velocity.
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Figure 4.6: EV-MFEM verification: Water phase saturation, single-block (left:
50 days, right: 100 days)
Figure 4.7: EV-MFEM verification: Water phase saturation, 4-block matching
grid (left: 50 days, right: 100 days)
Figure 4.8: EV-MFEM verification: Species concentration, single-block (left:
50 days, right: 100 days)
It can be seen from the results in this section that the solutions for
identical problems in single- and multiblock configurations agree completely
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Figure 4.9: EV-MFEM verification: Species concentration, 4-block matching
grid (left: 50 days, right: 100 days)
with each other and therefore verifies the implementation. It is also noted that
the actual computational time for the coupled problem using matching grid and
identical number of elements as the single-block configuration was observed to
be comparable (only about 10% higher) to the single-block computation time
on identical CPUs, for the simulation coupling flow and transport described
above upto an end time of 101 days. Comparisons of the computational time
for the mortar method described in Chapter 3 to single-block computational
times shows that the mortar method takes in excess of 100% more time than
the single-block method for identical and complex problems as the one described
in this section.
4.8.2 Transport in multiphase flow
In this section, solutions to two interesting problems using EV-MFEM
on non-matching multiblock grids, are presented. In the first problem, a species
is transported across a barrier permeability field as described in Section 3.6.3
of Chapter 3. In order to restrict attention to the performance of EV-MFEM
described earlier in this chapter, only transport (advection-diffusion) of a single
species is considered. Non-matching grids play no role in affecting the modeling
of phenomena such as chemical reactions which are completely local and hence,
they are disregarded here. Table 4.2 summarizes the data for this problem. A
2-block configuration is assumed for this problem. As in the previous section,
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Property Value
Simulation end time 101.0 days
Physical dimensions 200.0 ft×200.0 ft×20.0 ft
Depth below surface 1120.0 ft
Vertical/Horizontal perm ratio 5.0
Min/max horizontal perm 10.0 mD, 2000.0 mD
Average porosity 0.2
Grid dimensions in blocks 10×9×20, 5×11×10
Initial oil pressure 500.00 psi
Initial water saturation 0.22
Initial species concentration 100.0 lbM/cu-ft
Molecular diffusivity 0.1 sq-ft/day
Equilibrium partitioning in oil/water 1.0, 1.0
Oil/water compressibility 4.0E-05, 3.3E-06
Maximum injection bhp 510.0 psi
Minimum producion bhp 350.0 psi
Table 4.2: EV-MFEM Flow around a barrier: Summary of data
two wells drive the flow as given in the data. A standard Brooks-Corey type
relative permeability is used and advection and diffusion are modeled as before.
The y-direction permeability and the oil phase pressure at the end of
t =101 days is shown in Figure 4.10.
Figure 4.10: EV-MFEM Barrier case: Permeability field (left) and oil phase
pressure at 101.0 days (right)
Figure 4.11 shows the water saturation profile at time instants t =5, 46,
76 and 101 days.
Finally, Figure 4.12 shows the species concentration profile at the same
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Figure 4.11: EV-MFEM Barrier case: Water phase saturation profile at 5, 46,
76, and 101 days (clockwise from top left)
time instants t =5, 46, 76 and 101 days. The scale of display is the same at all
times in order to show the concentration as it diffused to very small amounts
rapidly.
Figure 4.12: EV-MFEM Barrier case: Species concentration profile at 5, 46, 76,
and 101 days (clockwise from top left)
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In this example, the 2-block example using EV-MFEM takes about 10
times less computational time than an identical problem set-up and computed
using the mortar MFEM method of Chapter 3. These results are not entirely
unexpected as they were reported for the flow problem in [136]. Hence similar
trends are to be expected (infact, even greater savings in time) for the cou-
pled flow and transport problem. As a final example in this section, a 4-block
non-matching grid version of the problem in Section 4.8.1 to demonstrate the
huge savings in computational time that can be achieved. The fault-blocks are
coarsened away from the injection well (where the species is initially resident).
The permeability for the single-block fine everywhere and the 4-block case are
shown in Figure 4.13 As indicated clearly by Figure 4.13, there are small but
Figure 4.13: EV-MFEM SPE6 Example 2: Permeability field - single-block
(left), 4-block non-matching grids (right)
potentially significant differences in the permeability due to the projection onto
different grids. Hence, this is another reason why a blind comparison of solu-
tion of a single-block problem to an arbitrary multiblock (equivalent) problem
is unwarranted.
Figure 4.14 shows the water phase saturation as well as the species con-
centration at time instants t =50, 100 days.
Finally, it is observed that the 4-block configuration, with non-matching




the computational time of the single-block fine-grid problem presented in Sec-
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Figure 4.14: EV-MFEM SPE6 Example 2: Water phase saturation and species
concentration profile at 50 and 100 days (clockwise from top left)
tion 4.8.1! This represents an extremely huge savings (81.5%) in computational
time that is worthwhile even at the cost of some accuracy for such applications
as in groundwater contaminant transport. Moreover, the multiblock implemen-
tation using the EV-MFEM applied to this problem took less than 0.1 of the
computational time for the identical problem using mortar MFEM.
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Chapter 5
Coupling of mixed FEM and discontinuous
Galerkin methods using mortar finite element
spaces
In modeling flow in porous media it is essential to employ physics pre-
serving algorithms; namely, discretizations should be locally mass conservative
and fluxes should be continuous. In addition, geological media exhibits a high
level of spatial variability at a multiplicity of scales, from the size of grains
or pores, to facies, stratigraphic and hydrologic units, up to sizes of forma-
tions. Hence numerical methods to solve sub-surface flow should be able to
treat highly heterogeneous permeabilities. Two methods that are well suited
to subsurface modeling are the mixed finite element (MFE) methods and dis-
continuous Galerkin (DG). The common features of these methods are local
conservation of mass and accurate treatment of rough coefficients and grids.
MFE can be considered as a family of methods that differ mainly in
the choice of numerical quadrature applied. They include the widely used cell-
centered finite differences on structured rectangular grids and more recent for-
mulations for general corner point or unstructured grids such as mimetic finite
differences and multipoint flux approximation methods (MPFA). The advantage
of the MFE methods is that they provide accurate approximation for both the
pressure and the velocity and flux continuity is preserved.
DG methods are finite element methods that use discontinuous approxi-
mations. Examples of these schemes include the Bassy and Rebay method [22],
the Local Discontinuous Galerkin (LDG) [8, 41] methods, the Oden-Babuška-
Baumann (OBB-DG) [99] method and interior penalty Galerkin methods [48,
119, 138]. DG methods are of particular interest for multiscale problems be-
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cause they have several appealing properties: local mass conservation, support
of higher order approximations and tensor permeabilities, implementability on
non-conforming grids, and capable of delivering exponential rates of conver-
gence with appropriate meshing. On the other hand, because of the number of
unknowns, DG solvers can be expensive.
It is well known that non-overlapping domain decomposition (DD) is a
useful approach for obtaining robust and efficient parallel solvers for finite ele-
ment/finite difference discretizations of elliptic equations [63]. A DD example
that allows for spatial coupling/decoupling is the mortar multiblock method
[114, 140]. Here the governing equations hold locally on the sub-domains and
physically driven matching conditions are imposed on block interfaces in a nu-
merically stable and accurate way using mortar finite element spaces. Major
advantages in applying a mortar multiblock approach include the ability to
treat multiphysics, multinumerics, multidomains, and multiscale resolution and
adaptivity. Domain decomposition solvers and preconditioners for mortar dis-
cretizations have been developed in [3, 4, 65, 79, 110].
In [15] the multiscale mortar mixed finite element discretizations for
second order elliptic equations was developed. The continuity of flux is imposed
via a mortar finite element space on a coarse grid scale, while the equations in
the coarse elements (or sub-domains) are discretized on a fine grid scale. The
polynomial degree of the mortar and sub-domain approximation spaces may
differ; in fact, the mortar space achieves approximation comparable to the fine
scale on its coarse grid by using higher order polynomials. This formulation
can be viewed as a variational multiscale method. In [62] this approach was
extended to include the coupling of DG and MFE using mortar finite elements.
In this chapter, the mortar couplings of DG with DG/MFE methods is
presented. The possibility of different scales in the mortar and sub-domain grids
is allowed. Such couplings allow for (1) the flexibility of applying DG to sub-
domains where general grids are required for treating pinchouts, discrete faults
and fractures, and highly heterogeneous non-diagonal permeability tensors; (2)
102
developing a mortar domain decomposition parallel DG solver via reduction to
an interface problem and employing conjugate gradient or GMRES for the solu-
tion of each Newton step; in this regard, efficient interface preconditioners such
as balancing could be developed [43, 92, 110]; (3) applying the MFE method,
which has substantially fewer unknowns than DG, in regions with relatively
smooth or structured grids; (4) achieving model reduction through multiscale
approximations.
This chapter is organized as follows. The slightly compressible single
phase model problem is first briefly described. A multiblock formulation allow-
ing for a general multidomain coupling of MFE and DG using coarse mortar
spaces is then defined. The solution of these multinumeric discretizations us-
ing a non-overlapping DD algorithm and corresponding interface problem are
introduced. Computational results illustrating the effectiveness of the mortar
coupling are presented. Conclusions are given in the last section.
5.1 Slightly compressible single phase flow in porous me-
dia
Consider the following nonlinear second order parabolic equation, which




−∇ · (ρ(p)K(∇p− ρ(p)g)) = f in Ω × [0, T ], (5.1)
ρ(p)K(∇p− ρ(p)g) · n = 0 on ∂Ω × [0, T ], (5.2)
p = p0 in Ω × {0}. (5.3)
The above system can also be written in a mixed form:
u = −ρ(p)K(∇p− ρ(p)g) in Ω × [0, T ], (5.4)
∂(ϕρ(p))
∂t
+ ∇ · u = f in Ω × [0, T ], (5.5)
u · n = 0 on ∂Ω × {0}, (5.6)
p = p0 in Ω × {0}. (5.7)
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Here, Ω ⊂ Rd, d = 2 or 3, is the flow domain with n being the unit outward
normal vector to ∂Ω; p, u, and ρ are the fluid pressure, Darcy velocity, and
density, respectively; ϕ is the rock porosity, K is a symmetric, uniformly positive
definite tensor representing the rock permeability divided by the fluid viscosity,
f is the source term, g is the gravitational constant, and D is the depth. The




where cf is the fluid compressibility constant.
The homogeneous Neumann boundary conditions are considered merely
for simplicity and the results have been generalized to more general boundary
conditions.
5.2 The multiblock method revisited
For convenience, the multiblock mortar method is revisited in this section
in the context of coupling mixed FEM and DG in adjacent sub-domains. Let
the domain Ω be decomposed into a finite number of non-overlapping sub-
domain blocks Ωi so that Ω = ∪nbi=1Ωi. The blocks may form a geometrically
nonconforming partition. Let Γi,j = ∂Ωi ∩ ∂Ωj , Γ = ∪1≤i<j≤nbΓi,j, and Γi =
∂Ωi ∩ Γ = ∂Ωi\∂Ω. The unit outer normal vector to ∂Ωi is denoted by ni. Let
the set of block indices be divided into two groups: one, denoted by IDG, uses
DG as discretization method; the other, which will be denoted by IMFE, uses
MFE. Next, assume that IDG 6= ∅ but note that IMFE might be empty. For the
case where only MFE is used, the reader is referred to [12, 15, 91, 142].
Let Th,i be a non-degenerate (quasi-uniform) finite element partition of
Ωi for i ∈ IDG(IMFE). Also, note that Th,i and Th,j to be non-matching on
Γi,j. The set of all interior edges/faces within Th,i is denoted by Eh,i. On each
e ∈ Eh,i, a unit normal vector ne is chosen once and for all. Consider a given
e ∈ Eh,i with e = ∂Em ∩ ∂En where Em, En ∈ Th,j and ne exterior to Em. The
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average and jump on e of an element-wise smooth function χ is given by
{χ} := 1
2
(χ|Em + χ|En) , [χ] := χ|Em − χ|En.
Let TH,i,j be a quasi-uniform finite element partition of Γi,j. Define T
Γ,H =
∪1≤i<j≤nbTH,i,j and TH,i = ∪{TH,i,j : 1 ≤ j ≤ nb,Γi,j 6= ∅}. The following func-
tional spaces were used in the weak formulation of the problem:
Xi :=
{





, i ∈ IDG,








qh ∈ L2(Ωi) : ∀E ∈ Th,i, qh|E ∈ Pr(E)
}
, r ≥ 1, i ∈ IDG.
For the MFE domains, let Vh,i ×Wh,i ⊂ Vi ×Wi be any of the usual mixed
finite element spaces defined on Th,i (see [28], Section III.3). The most commonly
used mixed spaces are the Raviart-Thomas spaces of order k, RTk [96, 116]. The
IPARS (Integrated Parallel and Accurate Reservoir Simulator) code base that
is used to implement the results in this work, uses RT0 space on rectangular
partitions.
On the interface a mortar finite element space is used to approximate
the pressure and impose weakly continuity of flux and pressure. Let MH,i,j ⊂
L2(Γi,j) be the mortar space on Γi,j, containing at least either the continuous
or discontinuous piecewise polynomials of degree m on TH,i,j. The numerical
experiments presented here use either m = 0 or m = 1 as choices for the






5.3 A weak formulation
Let 0 = t0 < t1 < t2 < ..., ∆t
n = tn − tn−1, and fn = f(tn). Define


































































Assume 0 < σ0γ ≤ σγ ≤ σ1γ , 0 < σ0τ ≤ στ ≤ σ1τ .
The discrete-in-time weak formulation of the problem (5.1)–(5.3) for i ∈
IDG and (5.4)–(5.7) for i ∈ IMFE is to find pnh|Ωi ∈ Xh,i for i ∈ IDG, (unh, pnh)|Ωi ∈
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Vh,i ×Wh,i for i ∈ IMFE, and λnH ∈MH , for n = 1, 2, 3..., such that
Bi(p
n
h, q) = Li(q;λ
n




−1unh · v dx =
∫
Ωi
pnh ∇ · v dx−
∫
Γi














∇ · unh w dx =
∫
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unh|Ωi · niµ ds = 0, ∀µ ∈MH . (5.11)
5.4 Domain decomposition
The discrete system (5.8)–(5.11) can be solved on each time step by
reducing it to an interface problem in the (coarse) mortar space. To this end,
let bn : MH ×MH → R define a non-linear interface bivariate form as follows.























unh|Ωi · niµ ds,






h(ψ) are obtained from the solution of (5.8)–(5.10)
with Dirichlet boundary data ψ.
Next, let Bn : MH →MH define a non-linear interface operator by
〈Bnψ, µ〉 = bn(ψ, µ), ∀µ ∈MH ,
where 〈·, ·〉 is the L2-inner product inMH . Then, it can be shown that (ψ, pnh(ψ),unh(ψ))
is the solution to (5.8)–(5.11), when ψ ∈MH solves
B
n(ψ) = 0. (5.12)
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The system of nonlinear equations (5.12) on the interface is solved by an inexact
Newton method. Each Newton step s is computed by a forward difference
GMRES iteration for solving (Bn)′(ψ)s = −Bn(ψ). On each GMRES iteration
the action of the Jacobian (Bn)′(ψ) on a vector µ is approximated by a forward
difference which requires only one evaluation of the nonlinear operator Bn. The
evaluation of Bn involves solving sub-domain problems (5.8)–(5.10) in parallel
and two inexpensive projection steps - from the mortar grid onto the local sub-
domain grids and from the local grids onto the mortar grid. Since each block
can be distributed among a number of processors, the sub-domain solvers are
parallel themselves. The sub-domain problems are also nonlinear and are solved
by a preconditioned Newton-Krylov solver [47, 80] for the MFE domains and an
iterative coupling approach [111] for the DG domains.
5.5 Computational results
Solutions of numerical experiments performed on simple test cases are
first presented to validate the method. Then, additional results of some chal-
lenging problems in reservoir simulation are shown to motivate the future ap-
plication of the theory. For all the tests presented, degrees of approximation
used were r = 2 (p.w. quadratics for DG domains) and k = 0 (RT0 spaces for
MFE domains). The mortar spaces are chosen to be either piecewise constants
or piecewise continuous linear functions for all tests.
5.5.1 DG-DG, Two-block problem
The first problem models single phase slightly compressible flow in a
domain with physical dimensions of 200 ft × 100 ft × 100 ft and a constant
porosity of 0.2. A two-block configuration with DG discretizations in either
block and using matching grids is applied as shown in Fig. 5.1. Both blocks
have an 8×8×8 grid with cuboidal elements of side 1 ft each, split into prisms
(for a total of 1024 elements in each block). A uniform permeability of 100 mD
is assumed in either block. Dirichlet boundary conditions (BC’s) of 300 and
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Figure 5.1: 2-block DG-DG problem with matching grids
550 psi are respectively specified on the surfaces x = 0ft and x = 200 ft at a
reference depth, z = 0ft. Hence, the effect of gravity is taken into consideration
here. Note that in this example the negative z-axis is aligned with the direction
of gravity. No-flow BC is assumed elsewhere. One of the main objectives of this
test was to validate the implementation in IPARS. The degrees of approximation
used for this test case were r = 2, k = 0 and m = 0. Figure 5.1 also shows the
pressure profile at a reasonably “steady state” corresponding to t = 40 days.
In the next test, the previous case is re-considered with non-matching
grids. This time, the blocks have cuboidal elements split into prisms (again) in
an 8×8×8 grid in one block and a 10×10 ×10 grid in the other as shown in
Fig. 5.1. Thus the blocks have 1024 and 2000 prismatic elements respectively.
The properties of the porous medium and the initial and boundary conditions
are assumed to be the same as in the previous test case. The degrees of approx-
imation used for this test case were r = 2, k = 0 and m = 1. Figure 5.2 shows
the pressure and velocity profiles at a “steady state”, t = 40 days. This test
validates the implementation for the case of non-matching grids. Tests were
performed for mortars in other directions as well, but are not shown here for
brevity.
109
Figure 5.2: 2-block DG-DG problem with non-matching grids (left: grid, pres-
sure right: grid, velocity profile)
5.5.2 DG-MFE, Quarter-five spot matching grid problem
The second problem models single phase slightly compressible flow in a
domain with physical dimensions of 200 ft × 200 ft × 100 ft and a constant
porosity of 0.2. A four-block configuration with DG and MFE discretizations us-
ing matching grids is applied in diagonally opposite blocks as shown in Fig. 5.3.
The MFE domains are assigned an 8×8×8 grid while the DG grid has twice the
number of elements. The permeability is uniform in each block but is discon-
tinuous across block 2 interfaces (1 mD in block 2 and 100 mD in the remaining
blocks). Two BHP specified wells with pressure of 550 and 300 psi are located at
the diagonally opposite corners in the DG domains. No-flow BC is assumed else-
where. The degrees of approximation used for this test case were r = 2, k = 0
and m = 1. Figure 5.3 also shows the pressure and velocity profile at a “steady
state” corresponding to t = 40 days.
5.5.3 DG-MFE, 7 blocks with 2 wells
The third problem models flow in a domain with physical dimensions
120 ft × 120 ft × 30 ft. A constant porosity of 0.2 and permeability of 100
mD are assumed. This problem motivates the idea of using DG around wells
and MFE elsewhere in modeling flow driven by wells. The DG domains that
contain the wells are assigned a finer grid than the MFE domains. A 7-block







Figure 5.3: 4-block DG-MFE quarter-five spot problem (left: grid, right: solu-
tion)
opposite corners as shown in Fig. 5.4. A bottom-hole pressure of 550 psi and 300
psi is specified at these wells. No-flow BC is assumed elsewhere. The degrees of
approximation used were r = 2, k = 0 and m = 1. The solution profile is also








Coupling of porescale network models and
continuum scale models of flow using mortar
finite element spaces
porescale models are becoming increasingly useful as predictive tools for
modeling flow and transport in porous media. These models can accurately
represent the 3-D pore-structure of real media. Currently first-principles mod-
eling methods are being employed for obtaining qualitative and quantitative
behavior. Generally, artificial and simple boundary conditions are imposed on
a model which is the used as a stand alone tool for extracting macroscopic pa-
rameters. However, realistic boundary conditions, reflecting flow and transport
in surrounding media, may be necessary for behavior that occurs over larger
length scales or including porescale models in a multiscale setting.
In this chapter, porescale network models are coupled to adjacent media
(additional porescale or continuum-scale models) using mortar finite element
spaces introduced in Chapter 3. While mortars have been used in the past to
couple sub-domains of different models, physics, and meshes, they are extended
here for the first time to porescale models. The approach is demonstrated by
modeling single phase flow in coupled porescale models, but the methodology
can be utilized to model dynamic processes and perform multiscale modeling in
3-D continuum simulators for flow and transport.
6.1 Overview of porescale network modeling
Flow and transport in porous media are typically modeled at the contin-
uum scale by solving the continuity equation together with momentum, energy,
and/or species balances. Constitutive equations, such as Darcy’s law, are sub-
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stituted into these equations for velocity. Quantitative values of empirical pa-
rameters, such as permeability, relative permeability, and capillary pressure are
needed as inputs for the model which are dependent on the media morphology
and/or the fluids in the pore space. Experimental measurements are commonly
used to estimate the parameters used for direct substitution into continuum
simulators, but recently, porescale models have become a popular and efficient
method for parameter estimation. Network modeling is a porescale technique
in which the porous medium is approximated as an interconnected network of
pores and pore throats.
Network models have long been used to study important behavior regard-
ing flow and transport in porous media, but were limited to qualitative studies
because simple 2-D or 3-D lattices were used. More recently, quantitative tech-
niques have been developed to model certain behavior in porous media including
single phase Newtonian flow [31], multiphase flow [20], and non-Newtonian flow
[87, 128]. Physically-representative network models [31] are often mapped di-
rectly from a rigorous description of some original well described porous medium
and therefore they retain important morphology and spatial correlations that
are necessary for obtaining quantitative and predictive results. In order to make
network modeling as predictive as possible, advancements continue to be made
in two specific areas: (1) characterization of the 3D pore structure and trans-
formation into a physically-representative network model, and (2) accurate flow
modeling in the resulting network using a first-principles approach.
The first step in characterizing the pore structure is to obtain an accu-
rate, numerical description of the porous medium. X-ray computed microto-
mography [82, 84, 141] is a technique used to extract the 3D pore structure of
real, naturally occurring porous media. The high-resolution images obtained
through XMT are digitally represented as voxels which (in a binary image)
define the pore and grain space. Computer-generated methods offer an alter-
native to high-resolution imaging of porous media. These methods can include
stochastic approaches [7, 82] in which the porous medium is reconstructed using
statistical properties and process based approaches that attempt to simulate the
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geological process in which the medium is formed. For example, in [20], Baake
and Oren created computer-generated sandstones by modeling sedimentation,
compaction, and diagenesis.
Regardless of the method used to digitally represent the medium, the
second step is conversion to a network model of pores and throats. Grain-based
methods are usually tied to approaches that represent grain positions in porous
media. In [31], Bryant et al used a Delaunay tessellation to determine the pores
and interconnected throats to create a physically-representative network model.
Al-Raoush et al [9] extended that work by using a modified Delaunay tessella-
tion, which allowed the pore interconnectivity to vary. For voxel data obtained
from imaging, the medial-axis [83, 125] can be used to thin the void space, from
which one can map out the pores and throats in the network. Recently, a grain
based reconstruction algorithm [131] was created to generate network models
from voxel data. Advantages of this method include its insensitivity to image
resolution and the mapping of the network from fundamental building blocks
in the material (i.e., the grains).
6.2 Recent trends in pore-continuum scale coupling
Once the network model is generated, it can be used to model a wide
range of flow and transport problems by forcing mass conservation at every pore
and solving fundamental equations of momentum, mass, and heat transfer in the
connecting throats. Early network modeling assumed throats were simple capil-
lary tubes or transformed the throats into equivalent capillaries [31, 87] so that
the Navier-Stokes equations, etc. could be solved in a straightforward manner.
Advancements continue to be made to account for the actual irregular geometry
of these throats. Balhoff and Thompson [128, 129] have developed closed-form
empirical flow equations for non-Newtonian fluids in converging/diverging ducts
(which are more representative of the true throat geometry) by solving the mo-
mentum equations numerically.
The recent improvements in these two areas (characterization of the pore
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structure and flow modeling) has allowed network modeling to become more of
a predictive tool for obtaining upscaled, macroscopic parameters. Despite these
advancements, simple boundary conditions (usually a pressure gradient in one-
dimension) are almost always imposed when flow modeling is performed. Since
the porescale model often represents a portion of a much larger medium, the true
boundary conditions should depend on flow behavior in the surrounding media.
Imposing artificial boundary conditions can lead to misleading upscaled values,
whereas choosing appropriate boundary conditions on the network require direct
coupling to adjacent media (additional porescale or continuum-scale models).
The latter procedure is not straightforward because the models are independent
and the boundary pores may not be naturally connected to the adjacent model.
Recently, Balhoff et al [130] developed a domain-decomposition method
for coupling a porescale model to an adjacent continuum model. In that ap-
proach, a pressure field is determined iteratively at the interface such that flow
in/out of every boundary pore of the network model matches the total flow
out/in of the continuum region (integrated over an area corresponding to each
specific pore). The resulting interface boundary conditions were very complex
due to the heterogeneity captured in the porescale models. It was shown that
the boundary conditions could be significantly different for two similar realiza-
tions (with identical macroscopic properties such as grain diameter, porosity,
and permeability) because the pore structure is different. Implementing a sim-
ple boundary condition (such as a constant pressure, linear pressure profile, or
one obtained by approximating the porescale region as a continuum) was also
shown to result in incorrect qualitative and quantitative results.
While this multiscale approach provides a motivation for determining re-
alistic boundary conditions by coupling to adjacent media, it has limited prac-
ticality. First, the continuum model in that work was simple and amenable
to an analytical solution, so fluxes could be evaluated easily at discrete points
corresponding to the boundary pore positions in the adjacent network model.
The method would not be applicable for coupling two discrete network mod-
els because the boundary pore positions would not match in general. Second,
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the approach can be very inefficient because it involves solving M simultaneous
equations (M being the number of boundary pores). Each sub-domain must be
solved M times to generate the Jacobian for the interface problem and it be-
comes obvious that this is not computationally efficient, especially for nonlinear
and transient problems.
In this chapter, a domain decomposition approach using mortars has
been developed following [12], to model flow and transport in porous media.
This has been implemented in the IPARS academic/research code base. The
decomposed sub-domains can model different physics, contain different mod-
els, [114, 139] or implement different finite difference or finite element meshes
[12, 15, 62, 91]. The sub-domains are solved independently and the interface
boundary conditions are determined using mortar spaces. The mortar space is
a 2-D, finite element space that is used to project primary variables (e.g. pres-
sure) onto the sub-domain faces. The projected pressure field must be chosen so
that the jump in secondary variables (e.g. fluxes) is zero, thus maintaining con-
tinuity. Accuracy can be improved by utilizing finer meshes on the mortar space
or using higher-order mortars such as linear or quadratic basis functions [15].
Since the sub-domains in the mortar method are solved independently, they can
be viewed as “black boxes” and thus could be models at different scales. How-
ever, the mortar coupling method has not yet been extended to include porescale
models. The method would have some advantages over the method used in [130]
for that application in that each element would contain several pores and there-
fore a significantly fewer number of interface equations would have to be solved.
Zhodi and Wriggers [149] did use a novel domain decomposition approach to
couple microscale models, but the interface boundary conditions were not cho-
sen rigorously. They modeled mechanics at a continuum scale and then used the
solution to impose boundary conditions at the sub-domain interfaces. In [130]
some of the limitations of utilizing boundary conditions in this manner is shown.
A number of other methods have been developed to perform multi-
scale modeling in solid mechanics by coupling atomistic and continuum ap-
proaches. Kohloff et al [78] modeled mechanics in an atomistic domain sur-
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rounded by a continuum finite-element mesh. Boundary conditions at the in-
terface were determined by ensuring consistency in strains in a small overlap
region. Broughton et al [30] extended the work of Kohloff et al using molecular-
atomistic-ab initio dynamics (MAAD) by refining the continuum, finite element
mesh to the atomic scale in the overlap region. Wagner and Liu [134] have de-
veloped a bridging scale technique in which the atomistic and continuum scales
completely overlap. More information on these multiscale methods can be found
in the review by Rudd and Broughton [121] as well as in an introduction by Klein
and Zimmerman [75].
The objective of the current work is to model flow in porous media by
coupling porescale network models to other porescale or continuum-scale models
using mortars at the interface. The mortars provide a method for determining
realistic boundary conditions on predictive porescale models, since they are
intended to represent a portion of a much larger porous medium. The outline
of the chapter is as follows. Section 6.3 presents the mathematical approach for
network modeling. The equations for mortar coupling these porescale models
to other porescale or continuum-scale models are derived. Next, Section 6.4
presents numerical results. There, the implementation is validated by coupling
two identical, periodic porescale models and comparing this unique case to the
actual interface pressure field. Next, different porescale models are coupled
together; both qualitative and quantitative results are discussed. Finally, a
porescale model is coupled to surrounding continuum-scale models and some
interesting results and applications are presented.
6.3 Mathematical model
The equations governing the coupling of porescale and continuum scale
are presented in detail in [21] and are repeated here for clarity. A mixed finite
element (MFE) formulation is assumed in the continuum sub-domains and a
“network” model in the porescale sub-domains. The network model is also
referred to as a “ball and stick” model where the balls represent pores and
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the sticks represent the throats connecting pores. Analogous to the description
in Chapter 3, let Ω = ∪nbi=1Ωsii be a domain decomposed into nb sub-domains
(blocks), Ωsii where si = p or c depending on whether the i
th sub-domain is
governed by a porescale or a continuum-scale model. Further, let Γi,Γij and
Γ denote the block interfaces as in Chapter 3. For the present case, their





j , Γ ≡
⋃
1≤i<j≤nb
Γij, and Γi ≡ ∂Ωsii
⋂
Γ = ∂Ωsii \∂Ω.
Further, let the finite element approximation spaces be as introduced
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for 1 ≤ i ≤ Nc, the following weak form is satisfied:
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qpij,k = 0 1 ≤ i ≤ NΩpk , (6.2a)
qpij,k = γij,k(p
p
i,k − ppj,k), (6.2b)
ppi,k =
{
gp(xi), xi ∈ ∂Ωpk,D
(ΠλH)(xi), xi ∈ ∂Ωpk ∩ Γ
(6.2c)











In (6.1)–(6.2), gc, gp are the (Dirichlet) boundary conditions on the con-
tinuum and porescale boundaries, respectively. More general boundary con-
ditions have been treated in the implementation as will be presented in the
subsequent section. The multiplicity of continuum and porescale sub-domains
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is represented by Nc, Np, respectively so that nb = Nc + Np. Next, NΩpk repre-
sents the number of pores in the porescale sub-domain Ωpk and ni is the number
of pores neighboring the ith pore in that sub-domain. Finally, qpij,k represents
the flow through the throat connecting pores i and j in the kth porescale sub-
domain while γij,k denotes the “conductivity” of the same throat (analogous
to the conductivity derived from absolute permeability in continuous porous
media). The source term for the continuum-scale domains is given by q̂. It is
assumed that γij,k is given from measurements or otherwise. In (6.3), sj can be
substituted by p or c (i.e., a porescale or a continuum sub-domain). The symbol
Π is the standard L2-projection operator that maps pressure from the mortar
space onto an adjacent sub-domain face (see for e.g., Equation (2.13) in [12]).
The vector nj is the unit outward normal to Γj and u
si
h,j is the sub-domain
flux on the interface(s) associated with the jth sub-domain. This coincides with
the usual notion of sub-domain face flux for the continuum sub-domains. For
the porescale sub-domains however, it is computed by first defining T(Γk), a
discretization of the face Γk and then defining the flux as
uph,k · nk|e ≡
∑
i,j
qpij,k : xi(j) ∈ e, ∀ e ∈ T(Γk).
Thus, uph,k · nk|e is approximated by summing the fluxes across all throats that



















u1 = q12 + q13
u2 = q34
u3 = q56 + q67
u4 = q78 + q89
u5 = q9,10
u7 = q13,14
Figure 6.1: Fluxes across porescale sub-domain faces.
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It can be shown (see for e.g., [12, 15] for a proof) that the system (6.1)–
(6.3) can be reduced to an interface formulation in λH just as in Section 3.3.1.
The resulting system is much simpler to solve than the scheme described in
Section 6.2 due to Balhoff et al, since the mesh on the mortar interface can be
made as coarse as desirable by using a higher order polynomial function space.
Further, this method does not suffer from limitations such as requiring pores
on adjacent porescale sub-domains to match up or known analytic solutions for
continuum sub-domains. Further it clearly becomes more amenable to solution
as the number of sub-domains increases. In the numerical results presented, a
Newton-GMRES (inexact Newton) scheme has been applied to solve the result-
ing interface equation. Proofs of convergence or existence and uniqueness are
beyond the scope of the current work and may form the subject of a future work.
Numerous computational results are presented to demonstrate the validity of
the model.
6.4 Numerical results
In this section, several numerical results are presented to validate the
coupling of porescale network models with other porescale network models as
well as with continuum models in adjacent sub-domains for the case of single
phase Darcy flow. First, a model verification experiment is designed for vali-
dating the coupling of different porescale network models to demonstrate the
effectiveness of the method. Next, the method is extended by integrating it
into the reservoir simulator, IPARS and testing the performance on a number
of problems. In this context, an example is presented with porescale network
models used to model the flow around a wells and single phase flow elsewhere.
In some examples, a variety of porescale network models are placed adjacent to
each other (representing different sand-types) to simulate heterogeneity in real
reservoirs. Additionally, the effect of boundary conditions on such problems is
also examined. Finally, experimental convergence results are presented in the
pressure and flux variables.
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6.4.1 Model verification experiment
As a first step, a model verification test is designed and solved that
compares the “averaged” pore pressure on the mid-section of a single porescale
network domain to the phase pressures on the interface when the porescale
network is split in two at the mid-section throats and coupled using the method
of Section 6.3. Each individual medium has 10, 000 uniform sized spheres with
a porosity of 38%, and particle diameter of 0.049 cm. The resulting network
has 41, 273 interior pores, 826 and 847 boundary pores on their left and right
faces, respectively (these two sets of boundary pores are adjacent at the interface
when the network is coupled to its replica) as shown in Figure 6.2 (right). The
network has a permeability of approximately 2.4×10−6 cm2. Constant pressure
boundary conditions were assigned to each side of the domain, viz., p = 0.3
Pa and p = 0.1 Pa) as indicated in Figure 6.2. All other faces were assigned
no-flow boundary conditions. First, the flow is simulated for the single-domain
porescale network model by solving the resulting system of equations from (6.2).
Next the problem is solved as two porescale network domains coupled
using (6.1)–(6.3). Since the two domains are identical and have the same macro-
scopic permeability, a constant interface pressure of 0.2 Pa would seem reason-
able. In fact, that boundary condition results in a total flowrate exiting the first
sub-domain that matches the flowrate entering the second sub-domain. How-
ever, a closer inspection of reveals that this interface boundary condition is not
correct and the phase fluxes match poorly at a smaller scale as shown in Fig-
ure 6.3. In fact, the pressure on the mid-section of the single-block (“true”) case
was found to vary from approximately p = 0.195 to p = 0.209 at the interface
(see Figure 6.2, left), which is significant given the total pressure difference spec-
ified across the boundary faces. It is apparent that the pressure is significantly
higher (on average) in the area of the lower left quadrant. Higher pressures are
required because of some relatively low-conducting throats in that region. It
is obvious that utilizing an average pressure of p = 0.2 would not be able to
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p = 0.3 Pa
p = 0.1 Pa
Figure 6.2: A single porescale network model split in two and solved using the
mortar method.
correctly capture this behavior and it is not surprising that the simple constant
pressure boundary condition results in a poor flux-match.
Next, computations are performed on increasing levels of refinement for
constant, continuous linear and continuous quadratic mortar spaces as described
in the preceding section. It is observed that the coupled solutions on successively
finer scale converge to the “true” solution on the mid-section of the single block.
Figure 6.4 shows a series of pressure contours for varying degree of refinements
and polynomial types on the mortars and Figure 6.5 shows the pressure contours
on the mid-section of the single porescale network model compared with the best
mortar-coupled pressure solution.
The flux match obtained after convergence using an 8×8 quadratic mor-
tar space and a 32× 32 sub-domain face grid is demonstrated in Figure 6.6. The
fluxes are averaged on an 8×8 grid on the sub-domain faces (as in Figure 6.3
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Figure 6.3: Mis-match of fluxes averaged on sub-domain faces using p = 0.2 Pa
on interface.
Mortar Grids Constants Linears Quadratics
1× 1 1.08×10−2 1.03×10−2 1.0 ×10−2
2× 2 1.03×10−2 1.0×10−2 9.69 ×10−3
4× 4 1.0×10−2 9.69×10−3 7.7 ×10−3
8× 8 9.12×10−3 7.72×10−3 3.29 ×10−3
Table 6.1: Comparison of flux error with mortar h- and p- refinements
for convenience.
Table 6.1 presents a suitable measure of the error in the flux across
the interface for various mortar degrees of freedom and polynomial orders as
described above. The flux error is determined by calculating the difference
between the “true” flux at the interface (which is obtained by projecting the
flux on a sufficiently fine discretization K, of the mid-section of the “naturally”
coupled single porescale network onto the finest mortar space in each case,
i.e., 8 ×8 constants, continuous linears and continuous quadratics) and the
corresponding flux obtained using the mortar finite element approach. The
resulting error is then normalized by the value of the “true” flux at the interface.
Thus, letting u represent the “true” flux and uh, the approximate flux obtained
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Next, a comparison of the normalized errors in the pore-pressure is pre-
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Figure 6.4: Pressure profile on mortar interface between two porescale networks
for varying refinement levels and polynomial types.
Figure 6.5: Comparison of true and mortar-coupled pressures.









i=1 |pacti − pmorti |
NΩpk∆p
,
where NΩpk is the total number of pores, ∆P represents the total pressure drop
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Figure 6.6: Flux match on sub-domain faces using an 8×8 grid quadratic mortar
space.
Mortar Grids Constants Linears Quadratics
2× 2 8.35×10−3 7.02×10−3 5.93 ×10−3
4× 4 7.38×10−3 5.81×10−3 5.51 ×10−3
8× 8 6.54×10−3 5.51×10−3 6.11 ×10−3
Table 6.2: Comparison of pressure error with mortar h- and p- refinements
across the faces where the boundary conditions are specified and pacti , p
mort
i
are the “true” and mortar pressure solutions respectively. A general trend of
decreasing error with mortar mesh size and polynomial degree is observed from
the table. But it is important to note that too fine mortar meshes imply very
fine sub-domain refinement (for porescale sub-domains this means fine partitions
T(Γk)). Also pore-pressure error may not be the quantity analogous to the
pressure variable in continuum models. When the mesh T(Γk) becomes so fine
that no throats cut across some of the elements, the accuracy of the solution
begins to suffer. A remedy to this problem is to use non-uniform sub-domain
and mortar meshes.
6.4.2 Coupling different porescale models
Figure 6.7 shows four different porescale models coupled in a 2×2 block
pattern. The statistics of the blocks are given in Table 6.3; block 1 is a computer-
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Block Type # Grains Pores Grain dia Permeability Dimensions
1 CG 1000 4094 0.053 cm 1.0E-05 cm2 1×1×1
2 CG 10000 41273 0.025 cm 2.4E-06 cm2 1×1×1
3 SS 2487 9463 0.020 cm 9.0E-08 cm2 1×1×1
4 CG 10000 32496 0.014 cm 3.0E-06 cm2 1×1×1
Table 6.3: Summary of network statistics used in coupling simulations
generated sphere packing with 1000 uniform spheres, block 2 is a computer-
generated sphere packing with 10000 uniform spheres, block 3 is a sandstone
with 2487 grains taken from the Wall Creek Member of the Cretaceous Frontier
Formation, Wyoming, USA [131], and block 4 is a sphere packing with 10000
spheres with a size distribution and a spatial correlation. A one-dimensional
pressure gradient is imposed on the porous media by imposing a constant pres-
sure on the lateral boundary faces (p = 0.3 and p = 0.1 Pa) and no-flow bound-
aries on the other four boundary faces. The exterior boundary conditions are
artificial; but in reality they would be determined from additional coupling to
other models. The porescale models are coupled at each interface using mortar
spaces with 4×4 grids and quadratic basis functions.
In Table 6.3, network type CG stands for networks built from “computer-
generated” porous medium, while SS denotes sandstones obtained from X-ray
microtomography (XMT) measurements. Figure 6.8 is a 2-d contour plot of
pressure for the 4-block porescale pattern (the 3D data is collapsed into 2D by an
averaging method for clarity). The points represent the location of pore centers
in the network model and the color scales the pressure in the pores. The white
background is the grain space (the figures do not in any way represent the actual
porosity and the denser blocks simply have more pores). A few observations can
be made from this figure. First, a continuity of pressure is observed along all
of the mortar boundaries, enforced in the interface formulation of the mortar
method. Second, the results show heterogeneity in the pressure field which
would not be observed if continuum models were used.
The total flow through the domain in Figure 6.8 can be calculated as
2.26×10−3 cm3/s. The results can be compared to a continuum simulation
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Figure 6.7: Schematic of coupling different porescale network models in a 2×2
block pattern.
by using the upscaled permeabilities for each model listed in Table 3. The
resulting flowrate is 1.35×10−3 cm3/s, which underestimates the actual flowrate
by approximately 40%. Further, Figure 6.9 shows the pressure field for the same
four porescale models arranged in a different pattern (from Table 6.3, network
#3 is placed in the lower-left block, network #2 placed in the lower-right block,
network #4 placed in the the upper-right block, and network #1 placed in the
upper-left block). In this second simulation, the flowrate using the porescale
models is 1.31×10−3 cm3/s. For this case, the continuum simulation resulted
in a 40% overestimation (1.88×10−3 cm3/s). The examples demonstrate the
limitations of upscaling macroscopic properties directly by using the porescale
models as stand-alone tools. Direct upscaling can severely under or overestimate
behavior when coupled to surrounding media.
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Figure 6.8: Contour plot of pressure when 4 different porescale networks are
coupled using mortar spaces.
6.4.3 Coupling porescale with continuum models
The mortar method presented here is not limited to coupling only porescale
models to each other. It can be easily extended to couple porescale models to
continuum-scale, Darcy models. This application of the mortars is very use-
ful for multiscale modeling, in which the domain is primarily modeled at the
continuum scale, but specific regions are modeled at the porescale to capture
important fundamental behavior. The porescale network model #3 of Table 6.3
is coupled to surrounding continuum models. The continuum models used here
employ a 4×4×4 grid in each block and utilizing Darcy’s law. All three blocks
are given a uniform permeability, equal to the upscaled values for network model
#3 shown in Table 6.3. A 1-d pressure gradient is imposed from right to left
for this “simple” problem. The four blocks are coupled using 1×1 quadratic
mortars at the interfaces to ensure continuity of pressures and fluxes. It is to
be noted that the axis is rotated in this simulation so that the flow is actually
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Figure 6.9: Contour plot of pressure when 4 different porescale networks are
coupled using mortar spaces - case 2.
in the y-direction.
Figure 6.10 is the contour plot of pressure in the domain for the con-
tinuum and porescale regions and it is clear that pressure is continuous at the
interfaces. If the entire domain had been modeled at the continuum scale (with
the permeability also being uniform in the current porescale region), then the
solution would have been trivial. The pressure would increase linearly from
left to right and the streamlines would be straight. In the simulation here, the
heterogeneity in the porescale region results in a more complicated solution,
not only in the porescale region, but the continuum region as well where the
permeability is uniform. In Figure 6.10, it can be seen that velocity has a ver-
tical component even in the continuum region as a result of the non-uniform
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boundary conditions resulting from the coupling to the porescale region.
p = 1 p = 3
Ω1 Ω2
Ω3 Ω4
Figure 6.10: Contour plot of pressure when one porescale network is coupled to
3 continuum-scale models using mortar spaces.
The total flow through the domain is 7.90×10−5 cm3 which is about 15%
higher than the flowrate (6.76×10−5 cm3/s) obtained from utilizing Darcy’s
law and the uniform permeability of Kyy = 1.015 × 10−7 cm2. Moreover, the
flow exiting the porescale region (block #3 of Figure 6.10) is 50% higher than
the continuum block (#1) directly above it. Although the average, upscaled
permeability in the porescale region is the same as the other blocks, the natural
heterogeneity allows for preferential pathways for flow and the model acts as
a “sink” for fluid to enter from the surrounding blocks. The pressure field in
Figure shows the contour lines bend to allow for flow to enter the porescale
region. This is another demonstration of the limitations of simple upscaling
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without imposing realistic boundary conditions on the network model.
6.4.4 Well modeling example
Finally, the solution to a harder problem is presented in Figure 6.11,
which simulates the flow around a well (assumed square in computations). The
figure shows a near well-bore steady state solution profile. The eight blocks im-
mediately surrounding the central well-bore (the square hole in the figure) are
porescale networks that were formed using three different kinds of sands with
varying degrees of heterogeneity and grain sizes (and consequently permeabil-
ity). These were arranged so that sands of a given grain size were placed next to
each other. It is noted that the voids in the porescale sub-domains denotes the
rock matrix and so clearly, the three porescale networks in the upper-right quad-
rant of the well-bore is less permeable, while that in the rest of the quadrants is
more permeable. Around the porescale “ring” are larger continuum blocks that
are modeled using mixed finite elements for single phase steady flow.
A total of 12 blocks are present in the domain decomposition for the
computation in Figure 6.11. The boundary conditions are Dirichlet (pressure
specified wells and a constant pressure on the external domain boundaries).
It is interesting to note that the flow is preferential as indicated by the non-
symmetric location of the light blue shade (the “halo”) around the porescale
sub-domains. This is because porescale networks with different grain sizes were
used and arranged so as to induce such a behavior, as a test that verifies that
the solution agrees with intuition. A similar example run with just one network
used for all eight porescale sub-domains exhibited almost perfect symmetry,
barring small heterogeneities. The solution for that problem is not presented
here. Finally, it is remarked that similar computations were performed with no-
flow boundary conditions specified on some of the external domain boundaries
and pressure on the others. The solutions to all such problems agreed completely
with those expected from intuition.
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Figure 6.11: Steady-state pressure profile immediately around a well-bore
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Chapter 7
An iteratively coupled non-isothermal pressure
concentration formulation (IMPEC) with
geochemistry
Most real-world applications in sub-surface flow are rarely confined to
single- or two-phase regimes. For example, the production of oil is a multicom-
ponent, multiphase flow problem where several hydro-carbon components can
exist in the non-aqueous liquid (“oleic”) or vapor (gas) phases. The non-aqueous
phase properties can then be regarded as a mole-fraction weighted function of
the component properties. The component properties themselves are typically
characterized by an equation of state (EOS) for the molar specific volumes as a
function of the pressure and temperature, while viscosities are given by a sep-
arate constitutive equation. In addition, components can enter into chemical
reactions with the aqueous phase or with the minerals in the surrounding rock-
matrix. Infact, such reactions with rock minerals can affect the geomechanical
properties of the rock matrix as well as properties such as porosity and perme-
ability which in turn alters the flow and transport behavior. Further the rates
of these reactions are a function of the local reservoir temperature. Thus, it
is clear that there is a complex interplay between multiphase flow, transport,
chemistry and thermal effects in such problems.
This chapter describes an efficient and parallel numerical scheme for
non-isothermal multiphase compositional flow coupled to geochemical reactions.
The underlying theory is first presented followed by a brief description of the
equation of state (EOS) and the two-phase flash implementation. An “implicit-
pressure, explicit-concentrations”(IMPEC) algorithm is then applied iteratively
to enforce a non-linear volume balance (saturation) constraint. The pressure
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system is solved using a mixed FEM discretization in space and a backward-
Euler discretization in time, while the concentrations are updated explicitly
in a manner that preserves local mass balance of every component. A major
application of this scheme is in the modeling of field scale CO2 sequestration,
as an enhanced oil recovery (EOR) process or for storage in deep saline aquifers
as mentioned in Section 1.2.
Thermal energy transfer also plays an important role in such problems
since it can effect the phase properties and component reaction rates signifi-
cantly. Hence, accurate and locally conservative methods are desirable to model
the thermal effects. To this end, a time-split scheme for modeling thermal en-
ergy transfer is presented, which is sequentially coupled to the flow model. As
with the transport model presented in Section 3.5, thermal advection is solved
using a higher-order Godunov method while thermal conduction is solved using
a backward-Euler in-time, mixed FEM scheme. Following this, a chemical reac-
tion model is also sequentially coupled to the flow-thermal steps to update the
molar concentrations of components entering into chemical reactions. Finally,
some numerical results are presented for challenging benchmark problems.
7.1 Compositional flow model
The notation employed in this section is mostly consistent with that used
in earlier chapters (for example Chapter 2). But for convenience, terms are rede-
fined here as they are used in a more general multiphase, multicomponent flow
formulation. Let i and α represent component and phase indices respectively.
In the IPARS simulator i = 1 refers to the water component. Component mass




+ ∇ · (
∑
α
Jαi ) = qi. (7.1)
In (7.1), φ denotes the medium porosity while Ni and qi represent the molar
concentration and injection (production) rates at sources (sinks) of component





i uα − φραSαDαi ∇ξαi . (7.2)
The definition of the diffusion-dispersion tensor, Dαi can be found in [36]. Since,
the current implementation assumes a diagonal tensor, only molecular diffusion
is considered in this context. This renders Dαi a diagonal tensor. In (7.2), ρα, Sα
and uα represent the density, saturation and velocity, respectively of phase α
and ξαi is the mole fraction of component i in phase α. The velocity uα is given




K(∇pα − ραg). (7.3)
The phase pressures pα may be eliminated in terms of a “reference” phase
pressure p (usually assumed to be the non-aqueous liquid, i.e., the oleic phase
pressure) by the capillary pressure relations which is assumed to be a known
function of phase saturations, given by equations
pα = p+ pcα(Sα). (7.4)
In (7.4), α runs through all phase indices except that of the reference
phase. Also, in the expression of Darcy velocity, (7.3), K is the absolute per-
meability of the medium and µα and κrα denote the α-phase viscosity and
relative permeability, respectively. It is assumed that κrα is a function of the
phase saturations, {Sα} given, for example, by Stone’s model of 3-phase rela-
tive peremeability curves derived from 2-phase relative permeability curves (see
for example, [89]). The reference phase pressure is used in the flash, well and
geomechanical calculations. After linearization, the porosity may be expressed
as
φ = φ0{1 + cr(p− p0)}, (7.5)
where cr is the (constant) rock compressibility factor and φ0 is the porosity at
the prescribed standard pressure, p0.
In what follows, pure component properties are expressed in terms of
state variables p and T and their mole-fractions ξαi determined using thermo-
dynamic equations for phase equilibrium (also termed the “fugacity or flash”
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equations) which in turn yield phase properties from appropriate mixing rules.
Phase saturations are expressed in terms of the state variables [p,N, {ξαi }, T ]T
(detailed in Section 7.1.1). Then it remains to decouple the system and solve for
the reference phase pressure p, the component molar concentrations Ni, phase
compositions {ξαi } and the reservoir temperature T . To this end, an Arrhenius






assumed to describe the water phase viscosities µw where µw,ref is the reference
viscosity of water prescribed at Tref and bw is a constant.
Similarly, the non-aqueous phase viscosities µα in (7.3) are calculated
using a Lohrenz-Bray-Clark correlation (see for example, [40]). In this method,
at low pressures, component viscosities are estimated using a Stiel and Thodos
correlation in the form, µlowi =
βi
λi
, where βi is a function of Ti,r and λi is a
function of Ti,cr and pi,cr. At higher pressures, a slightly different correlation is
used to obtain µhighi . Using the component values and an appropriate mixing
rule, phase viscosities are calculated. The terms Ti,cr, pi,cr and Ti,r are explained
in more detail in Section 7.1.1. Non-aqueous phase molar specific volumes, i.e.,





where R is the Universal gas constant and Zα is the “Z-factor” (also called
“compressibility factor”) of phase α, obtained by solving the equation of state.





1 + cw(pw − p0)
(7.7)
where cw is the water phase compressibility and p
0
w is the standard water phase
pressure (usually, one atmosphere) at which the values ν0w, B
0
w of the molar
specific volume and the “formation volume factor”, respectively, are prescribed.
The phase saturations are then expressed in terms of the state variables, viz.,
[p,N, {ξαi }, T ]T by the equations,










where v is the vapor fraction and the subscripts w, l and g stand for the aqueous,
oleic and gaseous phases, respectively. The saturations calculated in (7.8) will
not, in general, sum to unity due to the decoupling of the pressure-component





Sα = 1. (7.9)
ST denotes the total saturation in (7.9) (the volume balance criterion) which
forms the convergence condition for the iterative IMPEC method.
7.1.1 EOS and Flash implementation
The IPARS simulator uses the Peng-Robinson EOS [112] to determine
the non-aqueous molar specific volumes of (7.6) in terms of the “Z-factors”
which are functions of p and T . It can be shown [33] that this reduces to
solving a cubic equation for Z̄α, which includes a volumetric shift parameter Cα
so that, Zα = Z̄α − Cα. The cubic EOS for phase α then takes the form
Z̄3α + h1(Bα)Z̄
2
α + h2(Aα, Bα)Z̄α + h3(Aα, Bα) = 0. (7.10)
The parameters Aα, Bα appearing in the coefficients hj of the cubic
Eqquation of state (7.10), and the volumetric shift, Cα, in the definition of Z̄α
are functions of the component “reduced” pressures and temperatures, {pi,r}
and {Ti,r}, where pi,r = pi/pi,cr, Ti,r = T/Ti,cr. They are also functions of the
composition of that phase (via an appropriate mixing rule involving component
mole fractions {ξαi }). It is noted that pi is the partial pressure of the compo-
nent i in the phase α given by Dalton’s law of partial pressures and pi,cr, Ti,cr
represent the component critical pressures and temperatures which are ther-
modynamic properties unique to every chemical component. For a detailed
discussion on these and related thermodynamic concepts, the interested reader
is referred to [33]. The Newton-Raphson method for non-linear equations is
used to solve (7.10) until the change in Z̄α is less than a prescribled tolerance.
When multiple real roots exits, the root resulting in lowest Gibbs free energy is
taken.
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The component mole fractions, {ξαi } in non-aqueous phases are deter-
mined by solving the “flash” equations, which are a set of thermodynamic equi-
librium equations. To this end, some auxiliary variables are required in the
calculation. Vapor fractions, denoted v, (i.e., the fraction of total non-aqueous






1 + (Ki − 1)v
= 0. (7.11)
In (7.11), zi is the total non-aqueous mole fraction of component i and Ki is
defined in (7.12). The fluid is a single-phase liquid when v = 0 and is a single-
phase vapor when v = 1. Once v is determined using (7.11), the component
mole fractions in the liquid and vapor phases are calculated from
ξli =
zi
1 + (Ki − 1)v
, ξgi = Kiξ
l
i. (7.12)
For any given state, the equibrium phase composition {ξαi } is determined using
the “flash” algorithm. From thermodynamic principles, phase equilibrium at
constant pressure and temperature requires that component fugacities in each
of the non-aqueous phases be equal, i.e., for i = 2, . . . , nc,
f gi = f
l
i . (7.13)
Instead of solving (7.13) for component fugacities, the simulator solves






This modifies (7.13) to
Ri ≡ ln(Φli) − ln(Φgi ) − ln(Ki) = 0. (7.14)
The ln(Φαi ) term in (7.14) is a function of Zα, {ξαi } and pα for the case of the
Peng-Robinson EOS. The flash algorithm then applies the Newton-Raphson
method to find the root of (7.14). The basic steps of the flash algorithm are
summarized below. For additional details, the reader is referred to [33, 40, 50,
97].
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1. pα(p), T and zi are assumed known at the start of the time step and remain
constant during the flash calculation. A starting value of Ki is assumed
given. The Rachford-Rice equation (7.11) is then solved for vapor fraction,
v.
2. Next, component mole fractions, {ξαi }, in non-aqueous phases are deter-
mined using (7.12). Note that ξlw = ξ
g
w ≡ 0 and ξww ≡ 1 are not of interest
here, since water is treated as a separate phase and is not involved in the
flash calculations.
3. The cubic Peng-Robinson EOS (7.10) is then solved to obtain the phase
Z-factors, Zα. Then using the pα given and the Zα and {ξαi } just obtained,
the logarithm of the fugacity coefficients ln(Φαi ) are calculated from their
functional form ln Φαi ≡ f(Zα, {ξαi }, pα).
4. Equation (7.14) is checked for convergence and expanded in terms of
δ[ln(Ki)] to get an update for ln(Ki). The flash algorithm stops here
if converged (or in case the trivial solution is encountered, i.e., when for
all i, Ki ≡ 1 within a tolerance); otherwise it continues from step 1.
7.1.2 Iterative IMPEC method
As indicated by (7.8), phase saturations are functions of the state vari-
ables [p,N, T, {ξαi }]T . The volume balance condition at the (k + 1)th iteration





k+1 = 1. (7.15)
Expanding Sk+1T in a Taylor series about S
k
















δ(lnKi) = 1 − SkT . (7.16)
It can be shown that the fugacity equations (7.13) can be expanded in
terms of δp, δNi and δ(lnKi) and this expansion may be rearranged to express
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δ(lnKi) in terms of δp and δNi. This expression is then substituted in (7.16)
resulting in an equation in terms of δp and δNi. Finally, the component mass
balance (7.1) is then expanded to express δNi in terms of δp which results in a
single system in cell pressure changes of the form
Aδp = b (7.17)
which is the linear pressure system and can be solved using any standard linear
solver.
After the pressure is updated, the change in porosity is calculated us-
ing (7.5) and the component accumulation term (denoted Ai) in the mass bal-










In (7.18), δNi has been expressed in terms of δp using the mass balance (2.4).






Naturally, component material balance errors arise due to the product
of Nk+1i and φ
k+1. These are avoided by the correction in (7.19). The explicit-
in-time concentration update of (7.19) can cause the IMPEC calculations to
become unstable if time steps become too large. To limit time step sizes, the
simulator currently uses a saturation-type control to limit time step sizes for the






where ∆Ni is the change in concentration of the i
th component. The simulator
then requires that | (∆ST )i |≤ ∆Smax for all components i during a timestep
where ∆Smax is a user specified input.
After the (k+ 1)th level iteration solution for p and Ni are available, the
simulator returns to check if the volume balance (convergence) condition given
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in (7.15) is satisfied. If not, it repeats the process described between(7.16) and
(7.19) until (7.15) holds upto a tolerance or until a maximum number of itera-
tions is exceeded. At each iteration the solution from the most recently available
iteration (or previous time step in the case k = 1) is used. For additional details
on the compositional model, the interested reader is referred to Appendix B.
7.2 Thermal energy balance model
The IPARS compositional model implements a “weak” or “sequential”
coupling between the flow and thermal steps. For many real-world subsurface
applications, especially the CO2 sequestration processes mentioned in the in-
troduction, this is justifiable since the temperature changes encountered are
typically relatively small. In this section, the equations governing thermal en-
ergy transfer and the time-split solution scheme to solve them are presented.
Thermal energy balance is described by the PDE
∂UTT
∂t
+ ∇ · (
∑
α
ραCpαTuα − λ∇T ) = qH (7.21)
in the unknown reservoir temperature T . Note that an instantaneous thermal
equilibrium assumption is made so that the only unknown is T , the reservoir
temperature field. This is justifiable for many of the applications in sub-surface
flow where temperature changes are much slower than the rate of thermal en-
ergy transfer between fluids and the rock matrix. But it probably does not
hold locally for cases such as high rates of injection of super-heated steam in
the regions immediately surrounding the injection well-bores. Here UT is the
“effective isochoric specific heat capacity” (in thermodynamics, this is nothing
but ∂U/∂T ). It is given by




In (7.21)–(7.22), Cpα and Cvα are the isobaric and isochoric molar spe-
cific heat capacities of the phase α computed from their respective component
counterparts using an appropriate mixing rule. The effective reservoir thermal
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where qα is the injection or production flow rates of the phase α per unit volume,
once again calculated from their component counterparts, qi in (2.4)) and the
component mole fractions. It is noted that Tsrc is the temperature of the injected
fluid Tinj at source points and equals the resident temperature T at the sink
points. The subscript s in (7.22) represents the rock phase.
7.2.1 Time-Split Scheme
The time-split scheme used to solve for the reservoir temperature T is
completely analogous to the time-split scheme for component molar concentra-
tions presented in Section 3.5.1 but is presented here very briefly for complete-
ness. Let tm+1 ∈ [tn, tn+1] be the time at which the thermal step is solved. In
general, the simulator allows for multiple thermal steps nested within a flow
step. As in Section 3.5.1, the basic idea of the time-split scheme is to succes-
sively account for (by accumulation) the advection and diffusion (or thermal
conduction, in this case) in time. Hence, it can be regarded as an operator-
splitting method. For theoretical details of the method, the interested reader
is referred to [49, 113]. Accordingly, the thermal energy balance (7.21) is split
into a thermal advection and a thermal conduction step. The advection step is
given by the equation
∂(UTT )
∂t
+ ∇ · (
∑
α
ραCpαTuα) = qH . (7.24)
A higher order Godunov method has been implemented using element
slopes of the scalar variables in the advection term and carefully chosen slope
limiters [44, 59, 85]. The first order scheme is presented here. For an overview of
the higher-order method, see Section 3.5.2. Let E be any element of the finite




m dx be the local thermal energy content in E
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at time step m of the thermal algorithm. Integration over E of (7.24) against














In (7.25), ∆tm = tm+1 − tm, n is the unit outward normal to element E
and H̄ denotes the intermediate value of the local thermal energy content Hm+1E
(which is sought to obtain Tm+1E ) from the contribution due to advection only
and becomes the initial condition for the conduction step. Further, the quantity
ūα = (CpαT )
m,upw(ρupwα uα)
m+1/2, where (CpαT )
m,upw represents the upwinded
value of (CpαT )
m based on the sign of u
m+1/2
α · n. Similarly, ρm+1/2,upwα denotes
the upwinded value of ρ
m+1/2
α based on the sign of u
m+1/2
α ·n. It is noted that the
values of ρα and uα are known at flow time steps t
n and tn+1. Thus, (ραuα)
m+1/2
is the linear interpolant computed at tm+1/2.
Once H̄ is determined, the conduction step is solved, given by
∂(UTT )
∂t
−∇ · (λ∇T ) = 0. (7.26)







∇ · (λ∇Tm+1) = 0. (7.27)
Eq. (7.27) is solved using the backward-Euler and mixed finite element methods
for time and space discretizations respectively. The lowest order RT0 approxi-
mation space in conjunction with the trapezoidal quadrature rule for the flux
term λ∇Tm+1 reduces it to a cell-centered finite difference approximation [122].
The accumulation term Hm+1 is linearized about the current value of tempera-
ture.
7.3 Chemistry model
After the flow and thermal steps are completed, the chemical reactions
are performed. For this purpose the chemistry component from a separate trans-
port chemistry model (TRCHEM) [113] in IPARS was coupled to the thermal-
compositional model. At present the simulator can only treat chemical reactions
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occuring in the aqueous phase which are the most commonly occurring reactions
in sub-surface flow applications. First the ordinary differential equations gov-
erning chemical reactions are presented. Different types of chemical reactions
can be modelled and are briefly described in this section.
Let cαi represent the concentration of species i in phase α, where c
α
i =
ξαi ραSα. It is noted that c
α




i . For the chemistry part, α is assumed to be the index corresponding
to water phase since only aqueous chemical reactions are considered. Then let
c ≡ {ciw}nci=1 denote the vector of species concentrations in the aqueous phase.
Next suppose that the vector of reaction rates is denoted by r (c) then, the
system of non-linear ODEs governing chemical reaction is given by
dc
dt
= r (c) . (7.28)
Multiple chemical reaction time steps are allowed in the simulator and
are also assumed nested within the flow time step. The time step is adjusted
when rates of reactions become very large for stability of the solution. Let
∆τ l ≡ tl+1−tl be the time step of the chemical reaction where tl, tl+1 ∈ [tn, tn+1].
A higher order explicit Runge-Kutta (RK) method of numerical integration is
used to solve the system (7.28). The simulator has second and fourth order
explicit RK methods currently available. For example, using the second order
method (RK2) the formula to update the concentrations of species i = 1, . . . , nc











ĉ = c + k2. (7.29)
The types of chemical reactions that can be handled by the simulator have
already been discussed in Section 3.5.3 and will not be repeated here.
The coupled flow-thermal-chemistry algorithm is depicted in the flow
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Figure 7.1: Coupled flow-thermal-chemistry algorithm
7.4 Computational results
In this section some model verification tests for isothermal as well as non-
isothermal flow problems are presented. More details can be found in [52–54].
Further, the numerical model presented in the preceding sections is also tested
on some challenging problems. The first problem is designed to illustrate the
parallel performance of the flow model on extremely fine grids and heterogeneous
permeability fields. It also motivates the use of an iteratively coupled flow model
for multiphase, multicomponent EOR applications as opposed to a fully implicit
method. The second problem demonstrates the application of the coupled flow
and thermal model to solve the problem of CO2 flow and leakage when injected
close to an abandoned leaky well. The final example presents the coupling of
flow, thermal and chemistry applied to CO2 injection in a deep heterogeneous
aquifer.
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7.4.1 Model verification tests
The first example is based on the 5th SPE project [?]. In this test a
quarter of a five spot water-alternating-gas (or WAG) injection cycle is used
for oil production. Primary production is carried out during the first year
followed by water injection at 12000 stb/day alternated with gas injection at
12000 scf/day thereafter with a period of one year each. The non-aqueous phases
are assumed to consist of 6 components, viz., the n-alkanes C1, C3, C6, C15 and
C20. The composition of the injected gas is 77% methane, 20% propane and
3% hexane. A coarse 7×7×3 grid is assumed. The permeability is layered along
the depth as follows: Kxx = Kyy = {200, 50, 500} mD and Kzz = {25, 50, 50}
mD. The global dimension of the reservoir is 3500 m × 3500 m × 100 m. The
simulation time is 20 years. Some comparisons of solutions were made with
a commercial simulator, GEM developed by The Computer Modeling Group,
Canada [97]. Figure 7.2 shows the comparison of cumulative oil produced and














































Figure 7.2: SPE 5, WAG Injection example.
The second example is a 1-d, “hot water pulse” injection problem in
which water at 100 F is injected for 100 days into a reservoir saturated with
water initially at 60 F. Thereafter water is injected at 60 F for another 300 days.
Heat conduction is ignored in this example. This example clearly illustrates the
advantage of the higher order Godunov scheme. Figures 7.3a and 7.3b show the
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Property Value
Length of reservoir, ft 2500.0
Width of reservoir, ft 10.0
Height of reservoir, ft 10.0
Vertical/Horizontal permeability ratio 1.0
Average horizontal permeability, mD 400.0
Average porosity 0.2
Grid dimensions 1×100×1
Rock density, lb/cu-ft 165.0
Rock isochoric sp. heat, Btu/lb-F 0.2
Initial water pressure, psi 5000.0
Initial reservoir temperature, F 60.0
Maximum injection pressure, psi 5200.0
Minimum production pressure, psi 3000.0
Table 7.1: 1-d hot water pulse injection: Summary of data
reservoir temperature profiles at t = 3, 28, 100, 200, 300 and 400 days using the
first order Godunov scheme (upwind differences) and a higher order Godunov
scheme respectively. The pulse solution is preserved in the latter, while the
solution is highly smeared in the former as one may expect due to numerical
diffusion. A rock density of 165 lb/cu-ft and rock isochoric specific heat capacity
of 0.2 Btu/lb-F is assumed in all the thermal examples considered. A maximum
time step of 1 day was chosen for this simulation. Data for this example is
summarized in Table 7.1.
The third example considered is the case of cold water injection in a het-
erogeneous reservoir. This is a single phase (water) flow example solved within
the compositional model framework. It served as a means of verifying the ther-
mal implementation. The permeability and porosity are in general higher at
greater depths. A 2-d domain is first assumed with a coarse 26×8 grid with
global dimensions of 1318.2 ft × 26 ft. Standard values of rock density (165
lb/cu-ft) and effective thermal conductivity (44.0 Btu/ft-lb-d) were assumed.
There are two wells, one injecting water at a constant pressure of 4121 psi and
temperature of 60 F. The production well is held at 3771 psi. The reservoir is
initially at 3771 psi and 86 F. Figures 7.4a–7.4b show the comparison on the
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b. Higher order Godunov
Figure 7.3: “Hot water pulse” injection problem
60 F to 86 F) at a simulation time of 100 days obtained by IPARS (Figure 7.4b)
and another widely used and reliable simulator UTCHEM (Figure 7.4a) devel-
oped at the Center for Petroleum and Geosystems Engineering, UT Austin [51].
Figures 7.4c and 7.4d show the solutions (both from IPARS) to the same prob-
lem solved on a much finer grid of 16×100 using the first order Godunov scheme
and a higher order Godunov scheme respectively. It is noted that the first order
scheme described here exhibited much more numerical diffusion on the same
fine grid.
7.4.2 Parallel computations
The first example in this section simulates a multiphase flow scenario
in which a “five-spot” water-alternating-gas (WAG) injection cycle with the
injection well located at the center of the domain and the production wells at
the 4 corners is employed for oil production. Primary production is carried out
during the first year followed by water injection at 12000 stb/day alternated
with gas injection at 12000 scf/day thereafter with a period of one year each.
The non-aqueous phases are assumed to consist of 6 components, viz., the n-
alkanes C1, C3, C6, C15 and C20. Gas injection is proportioned among the first
3 components as 77% methane, 20% propane and 3% hexane. An extremely
heterogeneous reservoir with permeabilities varying by 6 orders of magnitude
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a b c d
Figure 7.4: Temperature profile comparisons: Cold water injection in a het-
erogenous reservoir.
and derived from the 10th SPE project is assumed [38] after projecting onto a
very fine grid of 100 × 100× 40. The global dimensions of the reservoir are 3500
m × 3500 m × 100 m. The simulation time is 3 years. A coarser version of this
problem using a more uniform permeability was verified against a commercial














Figure 7.5: Permeability field and parallel performance
For a fully implicit implementation, the number of unknowns for this
problem per element is 7; i.e., one for the reference phase pressure and one for
each of the 6 component molar concentrations and hence the Jacobian compu-
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tations are excessively expensive. On extremely fine grids as used in this sim-
ulation, this could potentially become very difficult to solve using codes that
implement a fully implicit compositional model. This problem was tested on
32, 64, 128, 256 and 512 cores on the parallel distributed memory architecture
of the Lonestar cluster at the TACC facility, UT Austin. A parallel efficiency of
about 80% was observed. Figures 7.5a and 7.5b show the Kyy permeability field
in mD and the parallel performance (plot of actual computational time versus
number of cores) respectively. The gas saturation and molar concentration of
a component (propane) at the completion of one complete WAG cycle (i.e., 3
years) are shown in Figures 7.6a and 7.6b respectively
a b
Figure 7.6: Gas saturation and C3 molar concentration
7.4.3 CO2 sequestration
The first example of this section simulates the leakage of CO2 when
injected near an abandoned leaky well. The physical reservoir is a domain of
dimensions 1000 m × 1000m × 160 m. There are two aquifers of permeability
approximately 20 mD each, separated by an impermeable aquitard. A leaky
well modeled as a porous medium with a permeability of about 1000 mD is
located at the center of the domain and an injection well is 100 m away. CO2 is
injected at a rate of 8.8 kg/s at 92.48 ◦F. The reservoir is initially saturated with
brine and is at a depth of 640 m. An initial geothermal gradient of 0.054 F ◦/m
is specified with a bottom temperature of 93.2 ◦ F. The outputs of interest were
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the CO2 leakage rate at the mid-section of the leaky well (as a percent of the
injection rate), the CO2 plume shape as it approached the leaky well as well
as the arrival time and the peak leakage value. The boundary conditions were
no-flow on the vertical surfaces and equal to the initial conditions on the lateral
surfaces. Figure 7.7 presents a schematic of this problem. For details as well as
problem data, the reader is referred to [1].




Figure 7.7: CO2 injected near and abandoned leaky well.
Due to the shallow depth of the reservoir, the critical pressure and tem-
perature of CO2 happen to lie along the mid-plane passing through the aquitard.
As a result of this, when CO2 rises, it experiences large change in properties
which combined with varying spatial and temporal reservoir temperature in
turn have a strong influence on the leakage rate. Brooks-Corey [29] relative
permeability and capillary pressure curves are assumed. Figure 7.8a and 7.8b
show the CO2 leakage rate and temperature in the leaky well respectively. The
sudden drop in temperature when CO2 initially reaches the leaky well is due to
the displacement of warmer brine and abrupt change in properties upon crossing
the critical point.
An arrival time of close to 50 days is observed which agreed reasonably
well with other comparable commercial and academic research codes. A simu-
lation on a similar problem with a greater reservoir depth of 2840 m, isothermal








































































Figure 7.9: CO2 saturation and reservoir temperature (F) across a section
through wells
earlier arrival time and higher leakage rates. Figure 7.9a and 7.9b shows the
CO2 gas saturation and reservoir temperature profile across a section passing
through the wells at t = 705 days. This problem was solved using a computa-
tional grid of 66×45×64 on upto 96 processors on the Ranger cluster at TACC
and Bevo2 cluster at ICES, UT Austin.
The second example studies the storage capacity of CO2 when injected in
a naturally faulted geological formation. The major challenge with this problem
was in accurately modeling the geometry of the domain with the faults. A stair-
stepped approximation was employed to treat the geometry in keeping with the
stencil resulting from mixed FEM that is implemented in the compositional
flow model. The domain in this problem models the Johansen formation off
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the coast of Norway. The lateral dimensions of the domain are 9600 m ×
8600 m and the thickness varies between 90 m and 140 m. A detailed problem
description including the geometry, porosity and permeability information can
be downloaded from the web [1]. CO2 was injected at a constant rate of 15 kg/s
for a period of 25 years into the lower 50 m of an injection well located at y =3300
m and z =5440 m. The geometry and permeability obtained from the actual
data is shown in Figure 7.10a while the stair stepped fine grid approximation of
the same is shown in Figure 7.10b. Similarly, Figures 7.11a and 7.11b show the
porosity for the actual and approximated geometries respectively (without the
grid superimposed). In Figure 7.11b, the well location indicated by an arrow.
a b
Figure 7.10: CO2 injection in faulted formation: Permeability in mD
a b
Figure 7.11: CO2 injection in faulted formation: Porosity
A fine grid of 45×80×80 was used for the outer bounding box and suit-
ably interpolated to get values of the properties at corners of the box that
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intersect with the actual domain. For all other points, negative values are as-
signed and these are used to keyout the elements that are actually inactive in
the bounding box (i.e., the corners that do not intersect the actual domain).
A finer grid for the outer bounding box therefore yields a better stair stepped
approximation to the real geometry. Temperature also played a role in this
problem. The formation was initially saturated with brine at 0.1 salinity. A
temperature of 100 ◦ C and a pressure based on the density of brine at these
conditions was specified at the reference depth of 3000 m. The highest point in
the formation was at a depth of about 2500 m. For this problem, a higher-order
















































































Figure 7.13: CO2 injection in faulted formation: Gas saturation
An initial temperature gradient of 0.03 K/m was assumed and CO2 in-
jected at 80 ◦ C. A Brooks-Corey [29] capillary pressure and relative perme-
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Figure 7.14: CO2 distribution in phases: Comparison with contemporary simu-
lators
ability relations are assumed with parameter λ = 2. The boundary conditions
were identical to the first example presented in this section (lateral boundary
conditions equal to initial conditions while the top and bottom surfaces are pre-
scribed no-flow conditions). Among the main output of interest was the amount
of CO2 sequestered at the end of 50 years simulation time and the CO2 distri-
bution in the formation with time. Figures 7.12a and 7.12b show the top view
of the reservoir temperature (F) after 25 and 50 years simulation time respec-
tively. Similarly, Figs. 7.13a and 7.13b show the CO2 gas saturation at the same
times. The apparent non-monotonicity in the solution is due to the fact that
the solution is shown on a stair-stepped grid and some elements are at a higher
elevation than surrounding elements. It was found that of the 592.407×106 lbM
of CO2 injected over the 25 year period, approximately 589.439×106 lbM was
sequestered after the 50 year simulation period and 2.968×106 lbM had leaked
out mainly from the lateral surfaces of the fault. Thus only 0.5011% CO2 leak-
age occurred during this period. A comparison with other well known academic
and commercial simulators, of the plots of the distribution of CO2 in the dif-
ferent phases (as well as total CO2 injected) with time is shown in Figure 7.14
(wherein the x-axis ranges from 0 to 50 years). This problem was run on 36
cores on the Bevo2 cluster at ICES, UT Austin.
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7.4.4 Frio: A field-scale CO2 sequestration simulation
The example in this section simulates an actual field-scale CO2 sequestra-
tion experiment conducted by the Bureau of Economic Geology (BEG) at The
University of Texas at Austin. Details of the experiment and its goals can be
obtained from [61, 69] as well as the BEG website, http://www.beg.utexas.edu/.
The bureau has conducted pilot tests for CO2 injection off the Gulf Coast of
Texas. The purpose of these pilot tests is to gather valuable data (during moni-
toring) and to demonstrate that large scale CO2 sequestration can be performed
with no concerns. The Frio formation is a brine-bearing sand in a well known
onshore oil field with 3-d seismic and well log data available for characteriza-
tion. This made it a suitable choice. Further, the existing infrastructure of
wells and roads could be used for the pilot test. An existing production well
was re-completed as a monitoring well and an injection well was drilled about
30 m away, down-dip [69].
The formation is composed of two rock types - shale and sand layers. The
injection took place in brine-bearing sandstone at about 1500 m (approx. 5000
ft) below the ground surface. The shale layers vary in thickness between 3 m to
15 m and separated various sandstone layers at the top of the formation. The
injection target was the deepest sandstone layer (which was also the thickest)
below a shale layer (in order to prevent upward drift of CO2 due to buoyancy).
The injection temperature was approximately constant and maintained at 60
F while the initial estimate of the reservoir temperature was constant at about
154.5 F. Many research groups have already conducted simulations of the pilot
test (including the Lawrence Berkeley National Lab among others) but not
many have included temperature in their simulation. The pilot plan injected
3000 tonnes of CO2 over a period of 12 days after which the injection well was
shut-in. The problem data is summarized in Table 7.2.
The monitoring well was kept open for a period of 22 days and there-
after opened only intermittently for monitoring. In this work, an accurate PVT
information for precise density calculations of CO2 was applied to set up the
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Property Value
Length of bounding box, m 2532.0
Width of bounding box, m 1875.0
Height of bounding box, m 495.6
Depth of formation 1157.0
Dip, degrees 5.0–35.0
Formation thickness, m 30.5–61.0
Vertical/Horizontal permeability ratio 0.1
Average horizontal permeability 3.74×10−5 m2
Average vertical permeability 3.74×10−6 m2
Average porosity 0.214
Grid dimensions 40x72x72
Initial brine pressure, MPa 15.14
Maximum injection pressure, MPa 24.82
Initial reservoir temperature, ◦C 57.0
Brine salinity, ppm 100000.0
Table 7.2: Frio: Summary of problem data
Property CO2 Brine
Critical pressure, MPa 7.38 22.09
Critical temperature, ◦C 31.05 374.2
Critical volume, m3/mol. 9.4×10−5 5.6×10−5
Molecular weight, kg/mol. 44.01 19.35
Accentric factor 0.224 0.344
Parachor 78.0 52
Volume shift parameters 0.0247 0.234
Binary interaction coefficient -0.06027 -0.06027
Table 7.3: Frio: Component PVT data
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simulation (see Table 7.3 for GEM input). Due to the extremely close proximity
of the injection and monitoring wells, a very fine grid was used in the region
between the wells. Figures 7.15 shows the true porosity (left) and approximated
porosity (right) of the formation. The approximated porosity was generated us-
ing a stair-stepped approximation method applied to the original grid-data and
suitably interpolating the properties to the stair-stepped grid as in the previous
example. An outer bounding box of 40×72×72 was used in this example. For
Figure 7.15: Frio: Geometry and property approximation - true (left), stair-
stepped (right)
the computation, wells were used to simulate boundary conditions which are not
exactly known. Thus, 23 “BC wells” were placed in a rectangle surrounding the
injection and monitoring wells to simulate the far-field effects. This is depicted
in Figure 7.16.
A first simulation assumed the problem is isothermal. Thus the injec-
tion temperature was assumed to be 134.5 F (for consistency with tests by
other groups). The brine pressure profile (perspective view) and gas satura-
tion (surface close-up, approximately top-view) is shown in Figure 7.17 for the
isothermal case. Since the duration of the injection is for a small period, a so-
lution at early times is also included. In the experiment, the CO2 was observed
to reach the monitoring well at approximately 2.2 days in dissolved form. At
early time, gas flows below the shale layer. This, saturation is also shown at a
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Figure 7.16: Frio: Injection, monitoring and BC wells.
cross section below the shale layers at times 3 and 30 days in the Figure 7.18
(in a close-up, approximately top-view). The simulation yielded a breakthrough
time of CO2 in dissolved form, of about 3.0 days which was in close agreement
with the experiment as well as with simulations conducted by other research
groups [61].
The next test was to simulate the full non-isothermal problem. In Figure
7.19, the CO2 gas saturation is shown at 3 and 12 days, while in Figure 7.20, the
reservoir temperature is shown in a close-up at a cross-section below the shale
layers at which the injection is performed at times 3 and 12 days. As can be
seen from Figure 7.20 a cold front develops in the vicinity of the injection well
below the shale barriers, where the temperature of CO2 injected is 60 F. But the
heat dissipates slowly into this region since the injection is stopped after just 12
days. This time period is very small for a formation of such length scales and
so the heat conduction from surrounding rock serves to heat the colder region
as soon as injection is stopped. However, the rock thermal conductivity is very
small. Thus, it takes very long for the reservoir to regain its initial temperature.
159
Figure 7.17: Frio: Pressure (left) and gas saturation (right) for isothermal prob-
lem
Figure 7.18: Frio: Gas saturation below shale layer at 3 days (left) and 30 days
(right) for isothermal simulation
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Figure 7.19: Frio: Gas saturation below shale layer at 3 days (left) and 12 days
(right) for non-isothermal simulation
Figure 7.20: Frio: Reservoir temperature (F) below shale layer at 3 days (left)
and 12 days (right) for non-isothermal simulation
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Figure 7.21: Frio: Reservoir temperature (F) below shale layer at 30 days (left)
and 360 days (right) for non-isothermal simulation
This is reflected in Figure 7.21 where the reservoir temperature is shown at 30
and 360 days.
7.4.5 Flow-thermal-chemistry simulation
The example in this section presents the coupling of non-isothermal flow
and chemistry as applied to problems in CO2 sequestration. In this problem
CO2 is injected to a deep aquifer at 5000 m depth via four wells located at
the corners of a small square located at the center of a domain with physical
dimensions of 325000 ft×325000 ft× 256 ft. The problem models flow of two
phases (CO2 and water) and 3 components (water, CO2 and H2CO3). The
CO2 is injected for 10 years at 75000 mscf/day at a temperature of 176 F.
The initial reservoir temperature is 200 F. The reservoir is assumed to have a
layered permeability field. A fine grid of 50×50×5 is used in the computation.
An equilibrium chemical reaction of the form H2O + CO2 ⇋ H2CO3 governs
the formation of H2CO3with an equilibrium constant of 1.7 × 10−3. The goal
was to study the distribution of CO2 and H2CO3 and the reservoir temperature
profile at the end of 10 years simulation time.
Figure 7.22a shows the computational domain with grid and well loca-
tions superimposed. A fine grid is used around the wells. Figure 7.22b shows



















Figure 7.22: CO2 injection in a deep aquifer & temperature (F) across section
through two wells
from 176 F to 200 F). Due to the aerial symmetry of the reservoir as well as
symmetry of well location, a similar solution is observed in all cross sections
passing through any two adjacent wells. It is observed that the temperature is
reduced from 200 F to 176 F around the injection wells. Figures 7.23a and 7.23b
show the CO2 and H2CO3 molar concentrations after the 10 year simulation pe-
riod in a close-up across a section passing through two of the wells. Due to
the layered permeability field, the transport and reaction plumes form fingers






































Reservoir parameter estimation and history
matching using stochastic methods
The parameters that characterize a reservoir are often not known to the
desired level of accuracy needed to solve the governing PDE’s of flow or transport
as mentioned in Chapter 1. The goal of this chapter is to present a numerically
cheap, yet efficient and parallel algorithm of determining reservoir parameters,
e.g., permeability using sensor information (i.e., measurements of the solution
variables such as phase pressures, concentrations, fluxes, seismic and well-log
data). Today, most oil drilling companies routinely have sensors installed at
strategic locations in a reservoir. Specialized sensors are capable of measuring
at a high local resolution, fluid and rock properties (see for e.g., [90, 133] and
references therein). These advances in conjunction with 4-d time-lapse seismic
studies are revealing enormous potential in reducing the uncertainty associated
with reservoir characterization. Meanwhile new stochastic optimization and
statistical learning methods are emerging as promising tools to determing non-
trivial correlations between data measurements and responses and to develop
optimal reservoir exploration plans [73]. In this work, the existence of a number
of prior realizations (say, from seismic studies) is assumed. The estimation and
sampling is then performed at a fixed resolution using a parallel version of the
SPSA (simultaneous perturbation, stochastic approximation) [126] algorithm.
A multi-level approach, coupled to neural-network engines that enhance the
solution by calculating sensitivities in the vicinity of the most promising solution
was presented in [76, 77].
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8.1 Introduction: Reservoir characterization
Suppose that a set of N realizations, xi, i = 1, . . . , N is given of a reser-
voir property (for e.g., permeability) where each xi ∈ RM , M being the number
of grid elements. Using methods such as wavelet analysis [88] or the principle
component analysis (PCA) method [71, 108], it is possible to determine a re-
duced set of basis functions that characterize a majority of the variability. In
this work, the PCA method is adopted. Then, let the set of realizations be
denoted by the matrix X, given by
X = {x1,x2, . . . ,xN}. (8.1)








Next, let Y denote the deviation of the data from the mean, given by
Y = X − {x̄, x̄, . . . , x̄}. (8.3)
In the PCA method, the covariance matrix C is required of the deviation
of the data from the mean. The covariance matrix is given by
C = E(YYT ). (8.4)
Since each of the N realizations are in generally equally likely, in (8.4), it is
possible to further reduce the expression for covariance as C = E(YYT ) =
1
N
YYT . Thus, the covariance matrix C is symmetric and positive definite.
Hence, it is possible to compute the eigen-decomposition of C and the associated
eigen values as follows





In (8.5), V = {vi}Mi=1, the matrix of eigen vectors of C and λi are the
corresponding eignen values. Let λi be arranged in descending order λ1 > λ2 >
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. . . > λM . Then each realization can be expressed to a desired level of accuracy
as a linear combination of the first P eigen value/vector pairs (P < M). Infact,
since C is symmetric in addition to being positive definite, the eigen vectors of
V are orthogonal and thus, (8.5) can be expressed in terms of orthormal eigen
vectors. In such a case, it is well known that the eigen values coincide with
the singular values. Then, a well known result can be drawn upon from linear
algebra, re-stated here for this special case without proof:
Theorem 8.1.1. Suppose C is an M×M matrix with singular values λ1 > λ2 >





the best “rank-P” approximation of C in the sense of the Frobenius norm, i.e.,
C̃ is the minimizer of ‖C − Z‖F where Z ∈ RM×M .
In Theorem 8.1.1, recall that the Frobenius norm (which is an operator





i . Also, note that viv
T
i
denotes the outer product (sometimes referred to as the “tensor product”) of the
vectors vi and v
T
i . Therefor, the theorem serves to guarantee that the reduced
basis corresponding to the subspace spanned by the first P eigen vectors is
the best possible “rank-P” choice. In other words, it suffices to determine
coefficients αj , such that the “true” property sought can be expressed as x ≈
x̄+
∑P
i=1 αjvj in the subspace, span{vj}Pj=1. Hence, the dimension of the system
is greatly reduced. The coefficients αj are actually determined by minimizing an
objective function, using the SPSA method, described in the following section.
8.2 Simultaneous perturbation, stochastic approximation
(SPSA)
Consider the problem of finding the root, θ∗, of the g(θ) ≡ ∇L(θ) = 0,
where L : RP → R is assumed to be a differentiable loss function that measures
the weighted, time- and space-integrated error between observed measurements
(of the phase pressures, concentrations, fluxes, seismic travel-times and well-
log data) and computed solutions in some suitable norm. In this work, the
166















Several terms in (8.6) which is written in concise terms, deserve mention.
The functions f ∈ P denote any property of interest in the calculations, f(θ)
which is a function of θ. The set of all such properties is denoted by P. In
this work, for the case of two-phase flow (and specifically the oil-water model)
P ≡ {p,N,u,q, τ} where p denotes the (oil-)phase pressures, N denotes the
(oil-)phase concentration, q denotes the well-data (includes well-rates, bottom
hole pressures, oil-water ratios, etc. depending on the kind of well), u denotes
the phase fluxes and τ denotes seismic travel-times. Thus it can be seen that
the right-hand side of 8.6 is a function of θ. The superscript d denotes measure
data, while terms without the superscript denote computed solution. The index
i denotes the time instant at which measurements are recorded and wf ,i is a
space- and time-dependent weight function on the property f . Finally, NT is
the number of time instants in [0, T ] when data measurements are recorded and
∆ti denotes the time interval between such measurements.
In this problem, θ ≡ {α1, α2, . . . , αP} with αi the coefficients in the
expansion of the unknown (permeability) vector x, as described in Section 8.1.
Let θk denote the estimate for θ at the k
th iterate. Then, the SPSA algorithm
has the form
θk+1 = θk − akgk(θk) (8.7)
where gk(θk) is a simultaneous perturbation, stochastic approximation of the
gradient g(θk) defined as follows. Let ∆k ∈ RP be a vector consisting of {±1}
values that are randomly generated using a Bernoulli distribution, i.e., satisfying
E(∆k,i) = 0, i = 1, 2, . . . , P . Then gk(θk) is defined by the central-differences
equation (component-wise)
gk,i(θk) =
L(θk,i + ck∆k,i) − L(θk,i − ck∆k,i)
2ck∆k,i
, i = 1, 2, . . . , P. (8.8)
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Here ak, ck are montonically, decreasing sequences of positive scalars cho-









where a, c, α, A and γ are positive real numbers satisfying
0 < α ≤ 1 , α = γ > 0.5 , and α > 2γ. (8.10)
This ensures that some technical conditions are satisfied [126] which are in turn
required for the convergence of the stochastic gradient to the steepest descent
gradient. The choice of a, c, α, A and γ is to some extent case dependent
and may require some experimentation. It is known that α = 1 and γ = 1
6
are
assymptotically optimum values but choosing smaller values, e.g., α = 0.602 and
γ = 0.101 are found to be effective in practise. A common recommendation [126]
is to set A equal to 5 to 10 percent of the maximum number of iterations allowed.
Spall [126] has shown that the method converges and can be regarded
as stochastic analogue of the steepest descent method with similar rates of
convergence. Therein, proofs of convergence of the method in a “stochastic
sense” (i.e., in the sense of expectations) are presented. Similar proofs can also
be found in [118]. For completeness, the basic steps of a proof are presented
here to show that the expectation of the stochastic gradient gk(θk) equals the
actual gradient g(θk). Thus, it can be expected that the method will converge
at a rate equal to the steepest descent method.
Theorem 8.2.1. The expectation of the stochastic gradient gk(θk) of the SPSA
method equals the true gradient g(θk).
Proof. A standard Taylor-series expansion yields that


















Subtracting (8.12) from (8.11), then rearranging the resulting terms and ne-
glecting the higher-order terms, O(c2k‖∆k‖2) yields









= ∆Tk ∇L(θk). (8.13)










Then, from ∆−1k,i = ∆k,i (recall that ∆k,i = ±1), it follows that
∆−1k = ∆k (8.15)
From (8.15), it follows that the stochastic gradient in (8.8) can be written as
gk(θk) =
L(θk + ck∆k) − L(θk − ck∆k)
2ck
∆k = ∆k
L(θk + ck∆k) − L(θk − ck∆k)
2ck
(8.16)




The expectation of the stochastic gradient is then given by







Observe that the form of the matrix ∆k∆
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Further, because ∆k,i and ∆k,j are independent random variables (when i 6= j),
it follows that
E [∆k,i∆k,j] = E [∆k,i]E [∆k,j] = 0 ∀ i 6= j. (8.21)
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where I denotes the P × P identity matrix. Applying (8.19)–(8.21) to (8.18)
yields
E [gk(θk)] = ∇L(θk) ≡ g(θk). (8.23)
which is the desired result.
8.3 A parallel SPSA algorithm
In this section, a parallel SPSA algorithm is described that runs sev-
eral instances of the basic SPSA algorithm, one on each processor. This helps
improve the convergence by widening the search space. Numerical tests were
performed on various challenging problems on upto 256 processors. Sometimes,
convergence is obtained in as few as 2 or 3 iterations. Each processor has its
own copy of the vector θk, (i.e., the permeability field), denoted say θ
id
k . The
random vectors ∆k are generated on each processor and are not the same as
those on other processors. This is easily achieved by using a different seed on
each processor for the Bernoulli random number generator program that can be
found in [115]. Thus each processor also has its copy of the stochastic gradient
and updates θk according to (8.8).
Figure 8.1 shows the flow-chart of the parallel SPSA algorithm for a
single SPSA iteration step. Most of the steps in the figure are self-explanatory.
The superscript id in θidk represents the processor ID and np is the total number
of processors. The main step that needs to be described is the box “AllGather
mean/min”. Two approaches are implemented to gather θidk from each processor
and step to θidk+1 - the “mean” and “min” approaches. In the “mean” method,
as the name indicates, the updated vector, θk+1 broadcast to all processors for











k = k + 1





















Is |L| ≤ tol?
Run IPARS. Evaluate L(θidk,left)






AllGather (mean/min) to θk+1. Broadcast.
Figure 8.1: A parallel SPSA algorithm
In the “min” method, again as the name indicates, first the processor with the
least objective is identified. In other words, the index of that processor, idmin




Then the value of the vector θid
min
k+1 on the processor id
min is broadcast to all
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The mean method was observed to be more stable and robust in general
while the min method, although faster, sometimes exhibited the tendency to get
trapped in local minima. Each box with text “Run IPARS..” in the flow-chart
of Figure 8.1 is a forward run of the simulator with the value of permeability
being calculated from the current perturbation of the value of vector, θidk (i.e.,
left or right perturbation). It is also noted that in practise, the implementation
takes the components of θk on each processor to be the coefficients of lnx in
place of x. (i.e., natural log of permeability instead of permeability), since
the permeabilities can vary by several orders of magnitude in most real-world
problems. The permeability x can then be easily calculated from the lnx using
an exponential transormation.
8.4 Numerical results
Two examples are presented in this section. In the first example, a 2-d
heterogeneous permeability field based on the 10th SPE project is used to test
the parallel parameter estimation and history matching implementation. The
second example likewise determines the heterogeneous permeability field and
performs history matching for an upscaled version of the “Brugge” synthetic
field test case [132]. For both tests, basis functions are first generated using
sample realizations as described in Section 8.1. A total of 8 basis functions are
used in the expansion of permeability for the first example where an isotropic
permeability field is assumed. A total of 10 basis functions for each direction
(i.e., Kxx, Kyy and Kzz) is assumed for the second example (a non-isotropic
case). Both examples use the hydrology (oil-water), two-phase model as the
base model in IPARS to perform history matching and parameter estimation.
Both problems were tested on various parallel platforms including the Bevo2




Simulation end-time, days 1000.0
Grid dimensions 100×1×20
Physical dimensions, m3 2500×25×50
Flowing phases modeled Gas, Oil
Reference gas density, lb/ft3 0.06
Gas viscosity, cp 0.01
Reference oil density, lb/ft3 43.68
Oil viscosity, cp 1.0
Gas compressibility 2.0×10−4
Oil compressibility 1.0×10−6
Initial (residual) gas pressure, psi 1000
Initial (residual) gas conc., lb/ft3 0.006
Medium porosity 0.2
Number of wells 2 (gas-inj. and oil-prod.)
Gas injection rate, lb/day 43.84
BHP of oil-prod. well, psi 995.0
Table 8.1: Parameter Estimation: Summary of problem data for Example 1
(based on 10th SPE permeability set)
8.4.1 Example 1: Sensor tests
In this example, the goal was to perform history matching and estimate
the permeability field (assuming a known “true” permeability field). Knowledge
of the “true” permeability field only serves to validate the final answer and is
not required (and is in fact not known) in practise. Without this assumption,
the parallel SPSA implementation can guarantee that the objective function is
minimized, but that does not necessarily mean that the minmizer is the (unique)
real permeability field. In practise, the objective functions can have several local
minima, hence it is important to ensure that the algorithm not only minimized
the objective function, but that it is also converging to the “true” permeability
field.
In this example, different objective function combinations based on dif-
ferent sensor combinations were tested (by activating or deactivating the weight
functions wf ,i in (8.6)). The problem simulates an oil-gas immiscible model us-
ing the hydrology model in IPARS. This is achieved by treating in the input,














Comparsion of pressure solution













Comparsion of pressure solution













Comparsion of pressure solution
Case: only production sensors active
Figure 8.2: Example 1: History matching of oil-phase pressures based on sensor
choices.
wise, the water-phase is treated in the input as the actual “oil-phase”. Then the
oil-phase (actually “gas”) is injected to produce water (actually “oil”). While
this may sound confusing, it is quite common in reservoir simulation to re-use
existing two- or three-phase codes to solve problems in contexts they may not

















Comparsion of concentration solution
















Comparsion of concentration solution













Comparsion of concentration solution
Case: only production sensors active
Figure 8.3: Example 1: History matching of oil-phase concentrations based on
sensor choices.
objective function but as mentioned, some maybe “turned-off” by setting the
weights to zero. It is also noted that only the production well was included in
the objective calculations. Table 8.1 summarizes the problem data describing
this example.
Since the “true” θ∗, i.e., the coefficients corresponding to the actual
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Comparison of oil phase flux
(CASE: only prodn. data active)




















Comparison of oil phase flux
(CASE: all sensors and prodn data active)




















Comparison of oil phase flux
(CASE: mid-section sensors & prodn. data active)
Figure 8.4: Example 1: History matching of oil-phase fluxes based on sensor
choices.
permeability field are known, the problem is first run using the true permeability
and the true solution (p∗, N∗, q∗, u∗ and τ ∗) are recorded at discrete time
instants and at all the grid elements (or faces in case of fluxes). Seismic travel
times are recorded as the set of times it takes for seismic waves to travel from












Comparison of oil production rates














Comparison of oil production rates














Comparison of oil production rates
Case: only production sensor active
Figure 8.5: Example 1: History matching of well-data based on sensor choices.
other end (each element face on the “target” end). These are then recorded as
data. The SPSA iterations are then performed starting with an initial guess θ0
that is obtained by randomly perturbing the “true” θ∗. A total of 1000 SPSA
iterations were computed for this test, although the permeability field converged

















Comparison of oil-gas ratio
















Comparison of oil-gas ratio
















Comparison of oil-gas ratio
Case: only production sensor active
Figure 8.6: Example 1: History matching of well-data based on sensor choices.
Figure 8.2 shows the history matching of the oil-phase pressures (actually,
“gas”) shown on a section passing through the mid-depth of the 2-d reservoir.
In the figure note that the top panel presents the match obtained when all
sensors were active (i.e., the weights wf ,i ≡ 1 at all element locations and time
instants). The mid-panel presents the match obtained when only the production
well-sensor and the solution sensors (i.e., wp,i, wu,i, and wN,i) at the mid-section
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Figure 8.7: Example 1: Permeability estimation using SPSA.
were active (i.e., at the location x = 1250 m and for all time instants). The
bottom panel presents the match obtained when only the production well-sensor
was active. The seismic sensor result was not included here because it was found
to influence the history match in very insignicant amounts.
From the Figure 8.2, it is clear that sensors are not required at every
grid element (and potentially not at every time instant as well) which is good
news since installing such costly equipment as sensors at high areal densities
can be very expensive and impractical. Figure 8.3 shows a similar match for
the oil-phase concentration (actually “gas”) at a section passing through the
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mid-depth of the reservoir. Once again a fairly good match is obtained with
fewer measurements. As a demonstration of the flux matches, Figure 8.4 shows
the history match obtained for oil-phase fluxes (actually “gas”) at the same
section as the previous cases.
It is observed that flux match is poorer when fewer sensors are used
(as opposed to the quality of the pressure and concentration history matches).
Finally, the production well-data history matches (gas-production and oil-gas
ratio) and the permeability estimation (for the case when only the mid-section
and production well sensors are active) is shown in the Figures 8.5, 8.6 and 8.7
respectively. From these graphs, the convergence of the SPSA method can be
seen to be very effective.
8.4.2 Example 2: Brugge field test
In this example, a synthetic reservoir referred to as the Brugge field is
used for the purpose of history matching and permeability estimation. This syn-
thetic field was constructed by the Norwegian research center, TNO in February
2008 for a comparative case study on history matching and reservoir character-
ization. It consisted of 104 upscaled realizations of a 3-D geological model with
well-log data from 30 wells with fixed spatial positions; first 10 years production
history; inverted time-lapse seismic data in terms of pressures and saturations
as well as economic parameters for oil, water and discount rates. A more de-
tailed description as well as the data from the field can be found at [132]. This
problem is very challenging for several reasons. The computational domain is
a full 3-d domain, it is irregular in geometry with a geologic fault as shown in
Figure 8.4.2. The permeability field is anisotropic and very heterogeneous and
hence, many more unknowns have to be estimated in this case. Finally, there are
30 wells driving the flow in this oil-water problem (actually oil-water!). There
are 10 water injection wells and 20 oil production wells that can be shut-in
based on rate or bottom-hole constraints. All these combine to make this a
challenging problem. Table 8.2 summarizes the data that describe the prob-
lem that was solved. It is noted that well # 19 (a production well) was the
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Property Value
Simulation end-time, years 20.0
Grid dimensions 21×57×35
Physical dimensions, ft3 21000×57000×1750
Flowing phases modeled Oil, Water
Reference oil density, lb/ft3 56.0
Oil viscosity, cp 1.29
Reference water density, lb/ft3 62.6
Water viscosity, cp 0.32
Oil compressibility 9.26×10−6
Water compressibility 3.0×10−6
Initial oil pressure, psi ≈2500
Initial oil conc., lb/ft3 Residual-water
Medium porosity ≈0.2
Number of wells 30 (10 water-inj. and 20 oil-prod.)
Water injection rate, lb/day 4000.0
Oil-prod rate, lb/day 2000.0
Table 8.2: Parameter Estimation: Summary of problem data for Example 2
(Brugge field test)
only bottom-hole pressure specified well without any constraint. All other wells
were rate specified with a bottom-hold pressure constraint for shut-in. It is also
noted that different injectors start injecting water at different times (earliest at
t = 600days) while the producers start producing as early as t = 0 days.
The first challenge with this problem was in accurately modeling the
geometry of the domain with the faults. A stair-stepped approximation was
once again employed to treat the geometry in keeping with the stencil resulting
from mixed FEM. A bounding box grid of 35×21×57 was used and suitably
interpolated to get values of the properties at corners of the box that intersect
with the actual domain. For all other points, negative values are assigned and
these are used to keyout the elements that are actually inactive in the bounding
box (i.e., for the corners that do not intersect the actual domain). Figure 8.4.2
shows the true and approximated geometries with the initial water saturation
and mesh superimposed. The well locations are indicated by colored spheres,
black for injectors and orange for producers.
A parallel SPSA history matching simulation was performed on the
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Figure 8.8: Example 2 (Brugge field): True(left), approximate(right) geometry
with initial water saturation and grid superimposed
Brugge field for P = 10 unknowns in each direction of anisotrop (i.e., a to-
tal of 30 unknowns) and a subset (M = 16) of the realizations. For proof of
concept, the mean permeability was assumed to be the true permeability and
data (measurements) derived from the solution corresponding to the mean at
prescribed intervals of time at all grid elements. Also, it is assumed that the
history matching is performed for 20 year simulation period. Figure 8.9 shows
the permeability estimate when the production data and solution (pressures and
concentrations) measured at intervals of 5 grid elements in either areal direction
are included in the loss function. Since the physical dimensions of the Brugge
formation was huge, this was a reasonable areal density (about 1 sensor every 4
square km) for sensor locations. It is observed that even though the initial guess
was very far from the “target” or “true” permeability, the algorithm coverges
in as few as 5-10 iterations.
Figure 8.4.2 shows the history match obtained with respect to bottom
hole pressures (shown for rate specified producing well #21) and cumulative
production rate (shown for bottom hole pressure specified producing well #19).
The matches obtained for all wells were equally good. These parallel runs were
performed on up to 64 processors on the Bevo2 cluster at ICES as well as on






























Figure 8.10: Example 2 (Brugge field test): Well 19 (left) production curves
and well 21 (right) BHP history match
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Chapter 9
Conclusions and future work
In this chapter, the major results of this work are summarized very briefly
and conclusions are drawn on the basis of these results. Some potential future
applications are addressed.
The analysis and convergence of multiscale MMFEM has been success-
fully established for single phase slightly compressible (non-linear) flow in Chap-
ter 3. Multiphysics coupling of flow and (reactive) transport has been analysed
for single phase flow coupled to transport and numerical results obtained for
the case of single and two phase flow coupled to reactive transport using mortar
and non-mortar FEM (EV-MFEM). Convergence of EV-MFEM has been estab-
lished for slightly compressible (non-linear) single phase flow and for the species
advection diffusion problem in Chapter 4. Further, mortar FEM has been ap-
plied to the multi-numerics coupling of different numerical discretizations (such
as DG and MFEM) as well as the multscale coupling of porescale network mod-
els with continuum scale models of single phase flow. Many numerical results
of these problems have been presented in Chapters 5 and 6, respectively.
The major application areas considered have been multiphysics problems
such as coupled flow and (reactive) transport as well as more general (EOS)
compositional flow problems applied to significant topics such as CO2 seques-
tration. The results of these problems strongly indicate that a multiblock (and
multimodel) approach to domain decomposition greatly reduces the associated
computational cost (in terms of the computation time) without much loss of
acccuracy. For example, approximately 50% reduction in computational time
has been observed in the modeling of multiphase flow coupled with biologically
mediated chemical reactions when non-matching sub-domain grids were used
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with fine grid located in a small part of the computational domain. Moreover
in the coupling of multiphase flow and reactive transport, the EV-MFEM was
observed to perform much faster (almost an order of magnitude) than MMFEM
for the same problem.
Finally, solving complex compositional flow problems with a large num-
ber of components using an EOS model and the associated flash equations
can be computationally very expensive. Hence high-fidelity algorithms such
as multiscale MMFEM (including multiscale basis implementations) as well as
EV-MFEM, that possess the properties of local mass conservation and accurate
approximation of the flux variable are of great importance in such problems.
This is additionally justified because in most of these problems excessively fine
grids are required in several small parts of the domain (around wells, etc.) but
coarser grids suffice elsewhere. Additionally, these methods are to be applied
in a multimodel setting with complex models such as non-isothermal composi-
tional flow coupled to chemistry being used in a small part of the whole domain
(for example around wells and where most of the complex physical dynamics
occurs), while computationally cheaper models such as single phase flow are
used in the majority of the domain. Further, parallel computations play an
important role in such problems due to the sheer size of the physical domains
being modeled and the excessively fine grids required in parts of the domain.
Several possibilities exist for future directions of this research work. Some
of the important future works are listed below.
1 Extensions of EV-MFEM and related methods to multimodel applications
wherein complex models such as compositional flow or multiphysics mod-
els (such as flow and reactive transport) are applied only in (several) small
parts of the domain while significantly cheaper models such as single phase
flow are applied elswhere.
2 Extensions of the coupling of DG and MMFEM to two-phase flow prob-
lems, coupled single and two phase flow problems in a multimodel setting
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or coupled multiphase flow and transport problems (wherein DG is specif-
ically applied to solve the transport equations).
3 Extensions of the coupling of porescale network models and continuum
scale models of single phase flow to the case of multiphase flow and time
dependent problems.





On stability and accuracy of upwinding
schemes
In this appendix, some derivations are presented for the stability and
accuracy of the upwind scheme for the reactive transport problem presented in
Section 3.5; in particular the advection equation in Section 3.5.2. For simplicity,
the analysis is presented for a steady 2-d problem, although it is possible to
extend the result to unsteady 2- and 3-d cases. Further for convenience of
analysis, it is assumed that the diffusion-dispersion tensor D is diagonal, which
is the case when the longitudinal and transverse dispersion coefficients are equal;
i.e., dl = dt in Equation (2.17).
A.1 On stability
Consider the simplified equations,
∇ · J = r(ch) (A.1)
J = chuh + ẑh, (A.2)
where it is assumed that uh is known from the solutions to the phase equa-
tions (3.9). The focus here is on a simplified continuity equation derived from
combined advection-diffusion. The weak form of Equation (A.1), for 1 ≤ i ≤ nb,
yields
(∇ · [chuh + ẑh], w)Ωi = (r(ch), w)Ωi, w ∈ Wh,i. (A.3)
Now, let w be the characteristic function on any given element E ∈ Th,i, 1 ≤
i ≤ nb. Then, applying the divergence theorem, Equation (A.3) leads to,
∫
∂E





Assume a uniform rectangular element partition Th,i. Then E is a rect-
angle and one can apply the quadrature rules (3.84) for ẑh, z̃h and the upwind
scheme (3.72) for the convection term chuh introduced in Section 3.5.2. Equa-
tion (A.4), written assuming E is the jth element in the x-direction and the kth




almch,lm + bjk, (A.5)
where (l,m) ∈ Njk ≡ {(j − 1, k), (j + 1, k), (j, k − 1), (j, k + 1)} and it can be
















































alm − rU |E|










bjk = rM |E|. (A.6)
In equations (A.6) n1,n2,n3 and n4 represent the unit outward normals
to the element E on its x+, x-, y+ and y- faces, respectively. Further, xj , yk
are the co-ordinates of the element center in a Cartesian frame and xj+ 1
2
=
0.5(xj + xj+1). The area of element E is represented by the measure |E|. For
boundary elements or elements on the interface between two sub-domains, the
value of the concentrations in Equation (A.5) are taken from the Dirichlet values
or the projected values from the adjacent sub-domain’s interface; see Section
3.5.4. For a boundary element on the x- face, D11,j−1,k = ∞ (this is motivated
by flow through a medium with ϕ = 1.0), so that the harmonic mean is simply
2D11,jk; the values for boundary faces in the y-direction follows analogously.
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Finally, assume that r ∈ C1, so that by Taylor’s expansion, the right






h − ch) +O(δc2h), (A.7)
where δch = c
∗
h − ch. Then, in the limit as ch = c∗h, r(ch) = r(c∗h) is re-
covered. Equation (A.7) constitutes a linearization of the right hand term of
Equation (A.4), r(ch) after the higher order term is dropped. One may chose
c∗h to be the current iterate in the numerical scheme. Then Equation (A.7) can
be re-written as
r = rM + rUch, (A.8)
where rM = r(c
∗
h)− r′(c∗h)c∗h, rU = r′(c∗h) denote the mean and the coefficient of
departure from the mean. This motivates their appearance in (A.6).
The linear system resulting from equations (A.6) is non-symmetric be-
cause of the upwinding. This system can be solved by a suitable iterative










It is known from linear algebra, that diagonal dominance is required for stability
of such an iterative scheme. In Equation (A.6), note that the coefficients alm
are all non-negative. Thus, if the term rU is negative (which is indeed the case
for radioactive decay) and if the velocity uh is divergence free (which is true for
incompressible fluids; i.e., when ρ ≡ ρ0), then clearly, the system described by
(A.6) is diagonally dominant. Thus an iterative scheme applied to this system
with the upwinded method is guaranteed to be stable.
Note that when a similar analysis is performed for a central difference
approximation (instead of an upwind scheme) for the concentration on the face
of an element that arises in the convection term), the resulting equations anal-
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bjk = rM |E|. (A.10)
From Equation (A.10), it is observed that the off-diagonal entries alm can be
negative for Peclet numbers (Pe) greater than 2; this accounts for the spatial
oscillations in the numerical solution. Further diagonal dominance is not satis-
fied; for e.g., when Dij ≡ 0 and the velocity uh is a constant, then ajk = 0 in
the absence of the reaction term r. It is to be noted however that even the first-
order upwind scheme introduced in Section 3.5.2 fares poorly for convection-
dominated problems (i.e., Pe → ∞), although the scheme is stable. In such
cases, higher-order Godunov schemes presented also in Section 3.5.2 become
necessary.
A.2 On accuracy
It can be shown that a central difference scheme for the concentrations
in the convection term yields a solution that is O(h2) correct within the interior,
while a first order upwinded scheme introduced in Section 3.5.2 yields a solution
that is only O(h) correct within the interior. For details, the reader is referred
to [106]. A simple proof of this is readily obtained by a Taylor’s expansion of
the concentration on the face about the adjacent cell-center values with either
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scheme. For the upwind scheme, assuming a 1-d uniform mesh,

























In either case, it is observed that ch(xj+ 1
2
) = ch(xj)+O(h) or ch(xj+ 1
2
) =
ch(xj+1) − O(h), depending on the upwind direction. Thus the first-order up-
wind scheme is O(h) accurate. Ofcourse it can be shown as for example in [44]
that second and higher-order upwinding schemes (as for example higher-order
Godunov schemes presented in Section 3.5.2) are higher-order accurate in space.
In a similar manner, for a central difference scheme that approximates the con-
















In this appendix, some auxiliary topics and terms are introduced in the
constitutive laws in relation to the compositional model theory briefly presented
in Section 7.1. These hold for the particular choice of equation of state and in
general, some of the expressions can vary for other equations of state.
B.1 Phase equilibrium: Z-factor and fugacity equations
As introduced in Section 7.1, IPARS uses a Peng-Robinson equation of
state (EOS) with a volumetric shift parameter to calculate a Z-factor for each
non-aqueous phase. Recall that the resulting cubic equation has the form
Re ≡ Z̄3α + h1(Bα)Z̄2α + h2(Aα, Bα)Z̄α + h3(Aα, Bα) = 0. (B.1)
where Z̄α = Zα + Cα. The parameters h1(Bα), h2(Aα, Bα) and h3(Aα, Bα) are
given by
h1(Bα) = 1 −Bα ,
h2(Aα, Bα) = Aα − 3B2α − 2Bα , and
h3(Aα, Bα) = −(AαBα −B2α − B3α). (B.2)
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In equations (B.3), δij is the binary interaction coefficient (between non-aqueous
components i and j), bi is a component parameter calculated from the input
values of critical pressure and critical temperature, ci is a component parameter
calculated from input values of volumetric shift, critical pressure, and critical
temperature and finally ai is a component parameter calculated from input
values of critical temperature, pressure and accentric factor. IPARS generates
EOS tables for different values of temperatures (in a granular manner) in order
to minimize the calculation of Aα, Bα and Cα.
Phase equilibrium at constant temperature and pressure requires that
the component fugacities be equal in each non-aqueous phase, i.e., f gi = f
l
i .
But this is only a necessary and not sufficient condition for phase equilibrium.
Strictly speaking, phase equilibrium requires also that the “Gibb’s” free energy
be a minimum. However, for most reservoir model simulations, it is sufficient
from experience to take the equality of fugacities to be the defining condition
for phase equilibrium. Rather than solving the equations above for fugacity,
IPARS solves for lnKi and works with the fugacity coefficients Φ
α
i instead of




i . The logarithm of the
fugacity coefficient for the special case of the Peng-Robinson EOS is given by
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With these modifications, phase equilibrium is governed by the equations
Ri ≡ ln Φli − ln Φgi − lnKi = 0 or Req(xeq) = 0 (B.5)
where xeq ≡
[
{ln Φli}, {lnΦgi }, {lnKi}
]T
. Note that the term Ci is not actually
required in the logarithmic flash calculations of Equation (B.5) because it is the
same for both phases. All two phase cells must undergo flash iterations to sat-
isfy the fugacity equations for phase equilibrium. The flash algorithm assumes
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that the phase pressure, temperature and overall compositions are constant,
starting values of Ki are available and then the steps described in Section 7.1.1.












2 < εtriv. (B.6)
where εflash is the flash tolerance and εtriv is the “trivial” tolerance for the case
when Ki ≡ 1.
IPARS must check single phase cells throughout the reservoir every time
step to see if each single phase cell will split into two phases. This is a computa-
tionally intensive process and the program has a few options to reduce the cost.
The program tests for phase splits for only selected cells within the reservoir
unless a keyword (TESTALL) is specified. When the keyword is false, the only
cells that are tested are single phase cells adjacent to two phase cells, single
phase cells that contain well completions, single phase vapor cells beside single
phase liquid cells (and vice-versa) and single phase cells on processor bound-
aries when the program is run in parallel mode. IPARS has several techniques
in order to determine when a single phase splits into two or more phases. The
first technique based on a stability test by Michelsen [86], uses a tangent plane
criterion that involves iterations for an incipient liquid phase and an incipient
vapor phase.
Another technique to determine phase splits borrows K-values from
neighboring two phase cells and performs the usual flash iterations on the fu-
gacity equations to find a solution. If the vapor fraction becomes one or zero
during the iterations, the program assumes the fluid remains a single phase and
terminates the iterations. A last technique borrows K-values from neighboring
cells the first time that a single phase cell is tested for phase-split and peforms
the usual flash iterations, allowing vapor fractions to converge to numbers less
than zero or greater than one (in which case the cell is deemed single phase for
that time step). However, on subsequent time steps, the calculations do not
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borrow K-values, instead using the K-values from the previous time step since
the solutions change negligibly between time steps and thus a smaller number
of iterations are needed.
B.2 The two phase flash implementation
This section presents in somewhat greater detail the flash algorithm to
solve the fugacity equations (B.5). Let us assume that the reference phase
pressure, p, phase Z-factors, Zα and current K-values, {Ki} are given. The
flash problem is to solve using Newton’s method the system (B.5). As described
in the previous section, fugacity coefficients may be expressed as a function of
Zα which can be simplified from Equation (B.4) as
ln Φαi = f(Zα, ξ
α
i , p). (B.7)
where the function form is identical for both phases α = l, g. From equa-
tions (7.11)–(7.12), it is easily seen that the mole numbers for each phase satisfy
N li =
(1 − v)Ni
1 + (Ki − 1)v
and Ngi =
vKiNi
1 + (Ki − 1)v
. (B.8)
Assume Ki is given. Then the two phase flash implementation proceeds
as follows:
1. The Rachford-Rice equation (7.11) is first solved for the vapor fraction v.
The same equation is also used to express δv in terms of δ(lnKi).
2. Equations (B.8) yield mole numbers Nαi which in turn yields ξ
α
i . Equiv-
alently, one could work directly with the mole fractions instead, as in
equations (7.11)–(7.12) (recall that the overall composition is fixed during
flash calculations).
3. Coefficients Aα, Bα, Cα are obtained using the just updated mole numbers
Nαi (or mole fractions ξ
α
i ), p and T . These are in turn used to solve the
cubic EOS (B.1) for Zα.
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4. Equation (B.7) then yields ln Φαi upon direct substitution of Zα, p and N
α
i
(or ξαi ) into the function form.
5. Equations (B.5) are checked for convergence against a pre-defined toler-
ance for every component i. For most cells (e.g., single phase cells sur-
rounded by similar single phase cells or far away from wells), convergence
is reached in one iteration.
6. If equations (B.5) have not converged, lnKi needs to be updated using
Newton’s method. To this end, the equations (B.5) are expanded to ex-
press δ(ln Φαi ) in terms of δ(lnKi).
Equation (B.7) yields for changes in δ(lnΦαi ) the expression (in differen-
tial form),







where the pressure term is not included because pressure does not vary during







δNαi = 0. (B.10)









δ(lnKi) = 0. (B.11)










Then, to form the Jacobian of Equation (B.5), the following steps are
implemented:
1. Equation (B.11) is substituted into Equation (B.12) to express δNαi in
terms of δ(lnKi).
2. The resulting change in mole numbers, δNαi is substituted into Equa-
tion (B.10) to express δZα in terms of δ(lnKi).
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3. The resulting expressions are substituted for δNαi and δZα in Equation (B.9)
to express δ(ln Φαi ) in terms of δ(lnKi).
Finally the Equation (B.5) is solved using Newton’s method for non-
linear systems where the Newton step is given by the equation
∇Reqδxeq = −Req. (B.13)
wherein the components of δxeq corresponding to the terms δ ln Φαi are expressed
in terms of δ(lnKi).
B.3 Some derivatives
This sections lists in analytical terms some derivatives that frequently
arise in the calculations of compositional flow equations, for example in Sec-
tions B.2 and 7.1.2. These can be derived from constitutive equations such as
the equation of state for non-aqueous phases or equations (7.7) for the aqueous
phase.
B.3.1 Saturation derivatives
The saturation derivatives are listed first. Here, it is assumed that Ni, v,
p and lnKi are independent variables. If one uses the fugacity equations (7.13)
and the Rachford-Rice equations (7.11) to express v and lnKi in terms of p and
Ni, then the chain rule applies to expand the partial derivatives in terms of Ni











1 + cw(p− pref)
. (B.14)































iNi, the total sum of non-aqueous lb-moles per unit volume (i.e.,
total non-aqueous molar concentration). Next, the gas (vapor) phase saturation




























B.3.2 Vapor fraction derivatives
The Rachford-Rice equation for determining vapor fractions v, is given
by Equation (7.11). It is assumed that v is a function of {Ni} and {lnKi}.





















where ξli and ξ
g









[1 + (Ki − 1)v]2
. (B.18)
B.3.3 Mole fraction derivatives
The liquid mole fraction is as given in Equation (7.12) and the term zi
is defined by zi =
Ni
NT






(δij − zi). (B.19)


















































B.3.4 Molar density derivatives









































Using the fact that Zα = Z̄α − Cα and Equation (B.3) to express the




















































In the equations (B.23), all derivatives except those of Z̄α have already been
introduced in the preceding subsections. The derivatives of Z̄α follow immedi-
ately from the solution to the Peng-Robinson EOS (B.1) after careful manipu-
lation. Consider for instance, the partial derivative ∂Z̄α
∂Ni
. Partial differentiation




































can be readily calculated. Note that the derivatives of Aα and
Bα can be easily derived from their definitions in Equation (B.3). In a similar
manner all other derivatives of Z̄α can be determined.
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Appendix C
An auxiliary approximation result
In this appendix, an auxiliary approximation result is derived based on
the result in [44] to prove the assertion (or assumption) of inequality (4.82) in
Section 4.7 of Chapter 4. Only the main ideas of the proof and areas where it
deserves special treatment compared to that in [44] are presented. For simplic-
ity, a 2-d unit square domain and Dirichlet boundary conditions are assumed,
although the result can be similarly extended to 3-d and more general boundary
conditions.
C.1 Construction
Assume Ω = (0, 1)2 and the elements of Th are rectangles. For conve-
nience, all fault-blocks are assumed to be rectangular sub-domains in Ω. Let
Pkx and P
k
y be quasi-uniform partitions of the subset of (0, 1)
2 occupied by fault-












0 = y1/2 < y3/2 < . . . < yJk+1/2 = y
k
1 .
Further let hki,x = x
k
i+1/2 −xki−1/2, hkj,y = ykj+1/2 − ykj−1/2 be the grid element sizes
of fault-block k and let h = maxi,j,k{hki,x, hkj,y} denote the maximal diameter











j+1/2)/2. The method developed in
this appendix is for pure advection problems and hence, a CFL-constraint on





is assumed to hold, where hmin = mini,j,k{hki,x, hkj,y} denotes the minimal element
diameter of all elements in Th. The face-averaged advective velocity function
w̃ = [w̃1, w̃2]
T ∈ V∗h given by the Equation (4.81) in Section 4.7 of Chapter 4 is

















where i = 0, 1, . . . , Ik (excluding fault-block interfaces) and j = 1, 2, . . . , Jk.
A similar expression holds for the component w̃2 away from the fault-block
interfaces. On fault-block interfaces, the equation (C.1) is suitably modified to
include the contributions on each sub-face from interfacial element intersections.
Thus, on an x-face for a given j, assuming Nkj,y interfacial intersections across

















where hl,kj,y is the y-measure of the l
th interfacial intersection associated with
jth element in the y-direction on fault-block k. Likewise, yl,kj,1 and y
l,k
j,2 are the
co-ordinates of the end points of this intersection.
In order to construct a numerical approximation to the advective veloc-
ity, wn−1h (x, c
m−1




h,2 ) using a higher-order
Godunov method, a piecewise linear function Rcm−1h (x) is first constructed on
each element Eij of fault block k by





h,ij are the x- and y- direction slopes of the approximation
ch in fault-block k. The slope calculation can be performed in many ways [44].
The following approximations hold for all such slope calculations.










m) + O(h) (C.4)
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It is noted that the approximations (C.4) hold even for elements adjacent fault-
block interfaces. Infact, for such elements, L > 1 or N > 1 lead to some terms
on the right hand side being evaluated across the fault-block interface. In [44],


















h,ij are forward and backward differences, respectively.
For elements adjacent to the fault-block interface, such as E in the Figure (C.1),
the approximation (C.5) is modified suitably. For example, for the element EA
in the figure (assuming the forward difference slope is lesser in absolute value),










Advection on the fault-block interfaces is computed by accounting for the contri-
butions from each interfacial intersection, where the sub-element slopes defined
in Equation (C.6) are required in the p.w. linear reconstructions. Since u ∈ V∗h,
these reconstructions are used for approximations to the advective velocity using
the higher-order Godunov method.






Figure C.1: Slope computation across fault-block interfaces
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C.2 Analysis
The numerical flux approximation on the boundary of each element (or
sub-element in the case of element adjacent to the fault-block interface) consists
of calculating left and right states and solving a 1-d Riemann problem in a
direction normal to the boundary as given in Section 3.5.2 of Chapter 3. The












2 + ∆τ 2)




















(∇ · z − q) + O(h2 + ∆τ 2) = O(∆τ + h2).
Thus, when diffusion and source terms are absent, then σ = O(h2+∆τ 2). Based
on Equation (C.7) and a similar expansion about (xki+1, y
k
j , τ
m−1), one can define








































































Given the left and right states cL,k,m−1h,(i+1/2)j and c
R,k,m−1









Elements adjacent to the external boundary can be treated as given in
[44]. The rest of the analysis follows identically as presented in [44]. The basic
idea is to construct left and right states c̄L,k,m−1h,(i+1/2)j ,c̄
R,k,m−1
h,(i+1/2)j from the solution to
the elliptic projection, c̃. Then assuming w1 is twice differentiable and Lipschitz,
the Lipschitz continuity and consistence of the Godunov flux and approxima-
tions (C.4), terms such as |cL,k,m−1h,(i+1/2)j−c̄
L,k,m−1












h,(i+1/2)j , using Π2c and c, respectively and building a telescopic
sum in the expression for
(
w̄k,m−11,h,(i+1/2)j − w̃k,m−1(xki+1/2, ykj )
)
and bounding each
term separately as in [44], the desired result is arrived at.
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