Abstract. A feature that has become desirable for low-power mobile devices with limited computing and energy resources is the ability to select a security configuration in order to create a trade-off between security and other important parameters such as performance and energy consumption. Selective encryption can be used to create this trade-off by only encrypting chosen units of the information. In this paper, we continue the investigation of the confidentiality implications of selective encryption by applying entropy on a generic selective encryption scheme. By using the concept of run-length vector from run-length encoding theory, an expression is derived for entropy of selectively encrypted strings when the number of encrypted substrings, containing one symbol, and the order of the language change.
Introduction
The ability to select a security configuration is a feature that has become desirable for low-power mobile devices acting in heterogeneous wireless network environments with limited computing and energy resources. A selective security service is a service that provides various security configuration at run-time to create a trade-off between security and other important parameters such as performance and energy consumption. Selective security is also a way to comply with the principle of adequate security, which states that resources should only be protected to a degree consistent with their value and only until they lose their value.
The concept of selective encryption was introduced in 1995 and 1996 for the purpose of reducing the amount of encrypted MPEG data in a video stream while still providing an acceptable level of confidentiality [9] . Selective encryption has also been used to save energy and processing time for H.264/AVC video streams [7] , JPEG images [6] , speech compressed with the G.729 speech encoding standard [10] , and a wireless video camera [3] . Previous work on selective encryption has mainly focused on performance and/or energy saving issues and on making selectively encrypted information perceptively secure to a certain protection level: that is, to determine which parts of the information to encrypt to distort its perception beyond a desired threshold. In this paper, we continue the investigation in [5] of the confidentiality implications of selective encryption by applying entropy on the generic selective encryption scheme presented in [4] . Using the concept of run-length vector from run-length encoding theory, an expression is derived for entropy of selectively encrypted strings when the number of encrypted substrings, containing one symbol, and the order of the language change.
The remainder of the paper is organized as follows. Sect. 2 introduces terminology and definitions of languages and entropy. Selective encryption is discussed in Sect. 3, and this section also presents the concept of run-length vector from run-length encoding. The expression for entropy of selectively encrypted strings is derived in Sect. 4. Finally, Sect. 5 concludes the paper.
Terminology and Definitions
Terminology and definitions of languages and entropy are introduced in this section.
Languages
In language theory an alphabet Σ is a finite non-empty set of symbols and a string s over Σ is a finite sequence of symbols drawn from that alphabet. The length of a string, |s|, is the number of symbols in the string. If no symbol is drawn from the alphabet, the empty string ǫ is created, having |ǫ| = 0. The concatenation operator | is used to join two strings together by appending. Hence, the string s 1 |s 2 is produced by appending s 2 to s 1 . This is often written as s 1 s 2 without the concatenation operator. Concatenation of a string with the empty string yields the string itself, sǫ = ǫs = s; thus ǫ is the identity string during concatenation.
The set of all strings over an alphabet Σ is called the transitive closure Σ * and every set L ⊂ Σ * is called a language. The size of a language, |L|, is the number of strings in the language. An n-language, L n , is a subset of a language L containing the strings of length n, hence
Note that the union of all n languages constitutes the whole language, hence L = k n=0 L n , where k is an arbitrarily large integer. Furthermore, L 0 = {ǫ} and L 1 = Σ. Thus, L 1 can both refer to a language with strings of length one and the constructing alphabet.
The symbols in a language will normally have different probabilities that depend on preceding symbols. Orders of languages, ω, to approximate the originally language were proposed in [8] . The idea is shown in the following list.
L 0 Zero-order language, symbols are independent and uniformly distributed. L 1 First-order language, symbols are independent and distributed as in L. L 2 Second-order language, symbols are dependent on one preceding symbol with probabilities as in L. L n n-order language, symbols are dependent on n − 1 preceding symbols with probabilities as in L.
Entropy
Entropy H(X) [8] is a measure that gives the average amount of information of a discrete random variable X. However, entropy can also be seen as a measure giving the average number of guesses in an optimal binary search attack. The discrete random variable X is a variable that attains values from finite sample space X = {x 1 , . . . , x n } with probability distribution p i = p(X = s i ) = p(X i ). From this, entropy is defined as follows.
Definition 1.
The entropy H(X) of a random variable X with probability distribution p i is defined as
Definition 1 can be extended to joint and conditional entropy [1] .
Definition 2. The joint entropy H(X 0 , X 1 ) of a pair of random variables (X 0 , X 1 ) with joint probability distribution p ij is defined as
Definition 3. The conditional entropy H(X 1 |X 0 ) of the random variable X 1 given the random variable X 0 with conditional probability distribution p j|i is defined as
Definition 2 can be generalized to n random variables that are related in the chain rule as follows.
Selective Encryption
As stated above, the main idea of selective encryption is to create a tradeoff between confidentiality and performance by encrypting chosen substrings of a string while leaving the remaining substrings unencrypted, compressed or encrypted with another encryption algorithm. In this paper, the substrings are assumed to be of equal size, containing one symbol, and the remaining substrings are assumed to be unencrypted and given in position.
The generic selective encryption scheme presented in [4] consists of three basic entities: the string s to be selectively encrypted, the bit vector b that controls which substrings of s to encrypt and the selectively encrypted message E(s). In the scheme, s is divided into n equally sized substrings s i , 0 ≤ i < n, hence
Furthermore, s i is encrypted if b i mod |b| = 1 and left unencrypted if b i mod |b| = 0. Without a loss of generality it can be assumed that n = |b|, hence the modulus operator can be removed. The selectively encrypted string E(s) is now constructed as follows.
From the number of encrypted substrings in E(s), controlled by b, the encryption level is defined as
The concept of run-length vector from run-length encoding theory [1] is used in this paper in order to capture the distribution of zeros and ones in the bit vector. In run-length encoding, information is stored as a run-length value and a single instance of the corresponding data entity, where a run is the longest substring from the current position containing identical data entities. Thus the description length of information containing long runs will decrease. However, if the information does not contain long runs, the description length of the information might instead increase. The sequence of run-length values of the information is called the run-length vector r. For instance, the bit vector (0, 0, 0, 1, 1, 0, 0) can be written as (302120), with the corresponding run-length vector r = (3, 2, 2). Note how r captures the distribution of runs of zeros and ones in the bit vector. By using the convention of letting the first element in the run-length vector express the run-length of zeros at the beginning of the bit vector, even if there are none, r 2j will then give the run-length of zeros and r 2j+1 will give the run-length of ones in the bit vector. The elements in r will thus alternate between giving the run-lengths of zeros and ones of the bit vector, starting with zeros.
From the notation of the 1-norm [2] , also called the taxicab geometry or Manhattan distance, the partial cumulative sum of a vector v will be denoted
where k is the starting position and l the ending position of the vector. Note that ||v [k,l] || = 0 if k > l, and if |v| = n then ||v [0,n−1] || = ||v|| 1 . From this notation the run-length vector can be calculated from the bit vector as
where ¬ i is the negation operator to the power of i. In a similar way, the bit vector can be calculated from the run-length vector as
The elements in the bit vector will be one when k is an odd integer. By setting α j = ||r [0,2(j−1)] || and β j = ||r [0,2j−1] ||, this will happen for the index sets
indexes all ones in the bit vector while still preserving the uniqueness of the indexing.
Confidentiality of Selective Encryption
To investigate how the entropy changes for selectively encrypted strings, let each of the n equally sized substrings of a selectively encrypted string be associated with a random variable as
Since the entropy is affected only when b i = 1, unencrypted substrings only affect the entropy indirectly; it is sufficient to use the index set I in (12) to describe how entropy changes. Hence, by using (5), (12) and (13), the entropy of selectively encrypted strings can be written as
Zero-and First-order Languages
The random variables are independent for L 1 languages. Hence, the conditional entropies in (14) becomes
By using (15) in (14)
where the last step comes from the fact that the random variables are identically distributed. In [5] it was shown for first-order languages that the entropy is given by the expression H(X 0 ) n−1 i=0 b i . However, since |I| = n−1 i=0 b i , the expressions are equal. The symbols are also uniformly distributed for L 0 languages, hence (16) transforms to
From the derived expression, no confidentiality can be achieved for L 1 or L 0 -languages if the number of encrypted units is zero, |I| = 0, or if the alphabet contains only one symbol, |L 1 | = 1. Furthermore, intuitively and obviously, encrypting more substrings or having a larger alphabet will increase the level of confidentiality. Note also that the entropy tends to infinity as the number of encrypted substrings or the number of symbols in the alphabet tends to infinity.
Second-order Languages
For L 2 languages the probability distribution of the symbols depends on one preceding symbol. Thus, when deriving an expression for H I 2 , the symbol preceding a run of ones must be taken into consideration. In [5] , two cases were shown to affect the expression of H I 2 . The first case deals with a run of ones starting at the beginning of the bit vector, i ∈ I 1 = [0, β 1 ), and the second case deals with runs of ones not starting at the beginning of the bit vector, i ∈ I j = [α j , β j ) with α j = 0 and X hj αj −1 . However, a single expression for H I 2 combining the two cases was not derived in the paper.
The conditional entropies in Definition 3 is defined as the average of the entropies of the conditional distributions, averaged over the conditioning distribution. Hence, in the first case, the conditional entropies in (14) can for L 2 languages be written as (18) in (14), the expression of the first case becomes
In the second case, the conditional entropies in (14) can for L 2 languages be written as
By using (20) in (14), the expression of the second case becomes
If α 1 = 0, then it is only necessary to sum over all I j in (21) to derive H I 2 . However, if α 1 = 0, then (19) needs to be included in the sum. To combine the two cases, the alphabet L 1 must be extended with a new special symbol δ to
Thus, all strings in L 2 start with the to L 2 independent substring δ and then continue as in L 2 . Now, by setting X h1 −1 = δ, it is possible to rewrite (19) as follows.
Note that (22) is a special case of (21) with j = 1, hence
For L 1 languages (23) transforms as
Furthermore, H I 2 can be larger or smaller than H I 1 . For instance, the probability distribution in Table 1 states becomes
Third-order Languages
For L 3 languages, the probability distribution of the symbols depends on the two preceding symbols. Thus, when deriving an expression for H I 3 , two symbols preceding a run of ones must be taken into consideration. Note that it is only the first preceding symbol of a run of ones that is known with certainty to be unencrypted. The second preceding symbol could either be encrypted or unencrypted; this will be denoted
Thus, all strings in L 3 start with the independent substring δ 2 and then continue as in L 3 . The conditional entropies in (14) can now be written for L 3 languages as
Hence,
By using (26), the entropy of the different states in Fig. 1 becomes   1 .
n-order Languages
For L n languages the probability distribution of the symbols depends on n − 1 preceding symbol. Thus, as before, from the alphabet
{δ}, language L n is constructed as an extension of language L n by setting p(δ n−1 ) = 1, p(δ|γ i ) = 0 and ∀γ i ∈ L 1 , p(γ i |δ n−1 ) = p(γ i ) Thus, all strings in L n start with the independent substring δ n−1 and then continue as in L n . To shorten the notation in the following expressions 
Concluding Remarks
We have in this paper continued the investigation of the confidentiality implications of selective encryption by applying entropy on a generic selective encryption scheme. By using the concept of run-length vector from run-length encoding theory, an expression was derived for entropy of selectively encrypted strings when the number of encrypted substrings, containing one symbol, and the order of the language change. To further understand the confidentiality implication of selective encryption we will investigate how entropy changes when the substrings are of different sizes larger than one. Moreover, the conditional probabilities in the paper are used left to right. That is, if b = (0, 1), then the first string gives information about the second string. However, if b = (1, 0), then the second string also gives information about the first string. In our future work we will also aim to investigate how the entropy changes for different sources of information and appearances of the bit vector.
