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［定義］確定節とは、P←P1,P2, . . . ,Pn;C1, . . . ,Cmとする。
ここで、P1,P2, . . . ,Pnをリテラル部、C1, . . . ,Cmを制約部とする。







Rn=〈L2 .L2. . .Lm;RC〉とする。
P内の確定節P←P1,P2, . . . ,Pn;C1,C2, . . . ,Clとし、PθとL1θが最汎単一化子（mgu）θをもつとき、θを
用いて、あらたな導出節Rn+1は導出節RnとPから次の条件で導かれる。
● Lkは計算規則により選択された原子式である（1＜＿k＜＿m）。
● RC '=（RC∪C1∪C2∪. . .C1）θが可解（solvable）ならば、Rn+1はPとRnから



















02 while リテラル導出節RLが空でない do
03 mguθにより、L 1とPが単一化できるようなリテラルゴールL 1をリテラル導出節から選
択する
04 確定節P←P1,P2, . . . ,Pn;C1,C2, . . . ,ClをPから選択する；
05 リテラル導出節からL1を取り除き、P1,P2, . . . ,Pnを加える；
























● 導出節〈L1.L2. . .Lm;C〉を探索木のある節点とし、L 1が計算規則により単一化可能な各入力節
P←P1,P2, . . . ,Pq;C1, . . . ,Crについて子孫をもつ。



























































るのではなく）、制約集合（C∪. . . ∪R C）を求める。例題1では、各ゴール f 1（x2 ,x5）,  
f2（x2,x5,x7）, f3（x3,x6,x7）, f4（x1,x7）, f5（x3,x5,x8）, f6（x1,x4,x7）, f7（x6,x8）, f8（x1,x4）のリダク
ションにより、制約および代入が順次集められ制約集合と代入集合｛θ1,θ2, . . . ,θ8｝が得られる（図1）。
最終的には、制約評価系による制約の評価はおこなわれずに、制約集合Cのθ1）=｛2*x2 + x5 = 2,






























?- f4(x1, x7), .., f7(x6, x8), f8(x1, x4) ; {2*x2 + x5=2, x2 + x5 + x7=1, x3 + x6 + 2*x8=4}
?- f1(x2, x5), f2(x2, x5, x7), f3(x3, x6, x7), ... , f7(x6, x8), f8(x1, x4).
?- f2(x2, x5, x7), f3(x3, x6, x7), ... , f7(x6, x8), f8(x1, x4) ; {2*x2 + x5=2}
?- f3(x3, x6, x7), ..... , f7(x6, x8), f8(x1, x4) ; {2*x2 + x5=2, 2 + x5 + x7=1}
; {2*x2 + x5=2, x2 + x5 + x7=1, x3 + x6 + 2*x8=4, ..., x1+ x4=4}
1= {X/x2, Y/x5}
1= {X1/x2, Y1/x5, Z1/x7}
1= {X2/x3, Y2/x6, Z2/x7}













































（c）は分解された各Gi（i=1, . . . ,n）が完全マッチングをもち、Gも完全マッチングをもつため、
構造的に可解であることを示している。
一方、構造解析により求められる制約間の依存関係情報は、後述する制約評価の処理効率の向上
























































































































































める。Eのなかから互いに等しくない2個の要素からなるペア｛ f 1, f 2｝をすべて求め、その集合をB
とする。
































● 生成されるクリティカルペア｛ f 1, f 2｝の数はアルゴリズムの処理時間に非常に影響を与える。
● 集合Bからクリティカルペア｛ f 1, f 2｝を選択する順序はアルゴリズムの性能に影響を与える。
● 求められる基底はクリティカルペアからS-多項式を生成する順序に依存する。
図11のBuchbergerアルゴリズムの5行目では、n個の要素の等式集合Eのなかから互いに等しくな





































ゴール←（A1, . . . ,Ak－1,D1, . . . ,Dn,Ak+1, . . . ,Am,Ci+1）θi+1を導出する。
［定義］Pをプログラム、Gをゴール、Rを計算規則とする。P∪｛G｝のRによるSLD-導出列とはゴ
ールの列G0=G, G1, . . . ,GnとPのプログラム節の変種の列D1,D2, . . . ,と最汎単一化子θ1,θ2, . . .の列から構
成されており、各G i+1はRよりθi+1を使ってG iとC i+1から導かれ、nをSLD-導出列の長さという。
SLD-導出列がsuccessfulであるとは、その最後の要素が原子式でないゴールをとり、successfulな導
出における最後の要素である制約を解制約という。
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［正規化］
正規化アルゴリズムは多項式 gおよび多項式集合F=｛ f 1, . . . , f n｝が与えられたとき、Fの要素であ
る多項式を用いてgを書き換え、これが既約になるまで簡約化を繰り返し、正規化表現を求める。
［S-多項式の定義］
正規化アルゴリズムでは、多項式集合F=｛ f 1, f 2｝の要素である多項式の全次数がgのそれより大
きい場合には書き換えおよび簡約化ができない。その解決策として、多項式集合の生成元を追加し、
正規化アルゴリズムを適用することが考えられた。この生成元を多項式 f 1と f 2のS-多項式と呼び、
定義は以下に与えられる。
図15：正規化アルゴリズム
図16：S-多項式の定義

