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Abstract
We address the formulation and analysis of energy and momentum conserving
time integration schemes in the context of particle dynamics, and in particu-
lar atomic systems. The article identifies three critical aspects of these models
that demand a careful analysis when discretized: first, the treatment of periodic
boundary conditions; second, the formulation of approximations of systems with
three-body interaction forces; third, their extension to atomic systems with func-
tional potentials. These issues, and in particular their interplay with Energy-
Momentum integrators, are studied in detail. Novel expressions for these time
integration schemes are proposed and numerical examples are given to illustrate
their performance.
Keywords: Conserving schemes, atomistic simulations, periodic boundary
conditions, interatomic potentials.
1. Introduction
Energy and momentum conserving algorithms are a frequently used class of
structure preserving integration schemes [1, 2]. Their remarkable robustness and
their good qualitative accuracy have made them popular choices for simulating
the governing equations of particle dynamics [3, 4], nonlinear solid mechanics [5,
6], nonlinear shells and rods [7, 8, 9, 10], multibody dynamics [11, 12], gradient
systems [13], and general PDEs [14].
Given the good properties of these methods, it is remarkable that they have
not received more attention in the field of molecular dynamics, or in general,
molecular thermodynamics. The governing equations of the latter are essen-
tially Hamiltonian and fit seamlessly in the framework developed since the 70s
∗Corresponding author
Email addresses: mark.schiebl@kit.edu (Mark Schiebl), ignacio.romero@upm.es
(Ignacio Romero)
Preprint submitted to Journal of Computational Physics May 13, 2020
ar
X
iv
:2
00
5.
05
86
9v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
12
 M
ay
 20
20
for integrating this type of problems, while preserving the energy and the mo-
menta. It would seem natural that integration schemes designed to preserve
the main invariants of the motion would give accurate predictions of the ther-
modynamic averages, of interest in many practical and theoretical situations
[15, 16, 17, 18], but have rarely been studied [19]. Instead, molecular dynamics
codes seem to favor the use of the explicit Verlet method or symplectic methods.
While the latter have good properties in terms of computational cost, accuracy,
and geometry preservation, they lack energy conservation, a key invariant most
important in the simulation of microcanonical ensembles. A thorough investiga-
tion of the accuracy of energy and momentum conserving schemes in capturing
the statistical behavior of atomistic systems for long periods of simulation is
lacking. Preliminary results [19] are promising, but much testing and validation
is still required.
The development and implementation of energy and momentum conserving
algorithms in the context of molecular dynamics has specific issues that affect
the discretization of the equations and their analysis, issues that do not appear in
their application to nonlinear solids, shells, rods, etc., or any of the other systems
for which the use of these methods is widespread. The first critical issue is the
treatment of periodic boundary conditions. These are almost invariably required
for the study of average properties in particle systems [18, 20], and demand
a careful analysis, especially to ascertain whether they spoil the conserving
properties of the method or not. Taking this into account requires to consider
the geometry and topology of the periodic configuration space, and might affect
also the accuracy of the integration scheme.
The second issue that needs to be carefully dealt with is the use of conserving
schemes in the context of three-body potentials. These functions are employed
in modeling angle interactions in atomic bonding [21, 22], and their impact on
the global behavior of some systems is so critical that needs to be accounted
for. In fact, atomic systems with potentials of this type allow for large relative
motions among the particles, and this is precisely the arena where conserving
schemes have shown their superiority with regard to other implicit integrators.
The third aspect that requires a detailed analysis is the application of con-
serving schemes to mechanical systems in which the potential is based on cluster
functionals [23, 24, 25, 26, 27]. These effective potentials are often required for
the correct modeling of complex binding among metallic atoms and need again
a careful study when used in combination with conserving schemes. While pair
potentials of the Lennard-Jones type [28] have been employed together with
Energy-Momentum conserving schemes [3], their formulation for cluster poten-
tials needs to be specifically addressed.
In this article we formulate energy and momentum conserving schemes for
the simulation of the dynamics of atomic systems. Some of the methods dis-
cussed have already been employed in the literature, and we identify new ones.
In all cases, we explain how the three critical issues identified before (periodic
boundary conditions, three-body potentials, functional potentials) affect their
formulation since none of the three have been studied, to our knowledge, before.
The rest of the article has the following structure. In Section 2 we review the
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basic topology of periodic systems so as to clearly define the distance function.
Section 3 introduces particle dynamics, with special attention to its Hamiltonian
structure. Next, in Section 4, conserving time integration schemes are presented
for particle systems in periodic domains, restricted to those with pair potentials.
These are extended to systems with angle potentials in Section 5 and to atomic
systems with functional potentials in Section 6. In the three cases of study,
numerical simulations are provided to confirm the conservation properties of
the fully discrete method. The article concludes in Section 7 with a summary
of the main findings.
2. The topology of periodic domains
In this article we study the dynamic motion of systems of particles. This
type of problems is of great importance for the simulation of matter at the
atomic scale and a very large body of references study details pertaining to
their numerical solution and the information that can be extracted from these
simulations.
Many particle systems of interest are formulated in periodic domains. These
allow to study large systems by only discretizing representative volumes, much
smaller in size, while hopefully not losing too much information. In this section
we gather some topological and geometrical facts of periodic domains that will
be necessary to analyze numerical methods.
We start by considering a periodic three-dimensional box B of side length L,
noting that all the results are applicable to systems in one and two dimensions,
with the corresponding modifications. This box is isomorphic to the torus T3
(see e.g. [18, 16]), which itself can be identified with the product manifold
S1 × S1 × S1. Hence, each point ξ ∈ T3 can be uniquely characterised by three
angles (α,β,γ) and the complete manifold is covered by a single chart.
Numerical methods defined on T3 pose difficulties that can be alleviated
by mapping this set into a more convenient one. For that, let us first define
the following equivalence relation on R3: two points x,y ∈ R3 are defined to be
equivalent, and indicated as x ∼ y, if there exists a triplet of integers z ∈ Z3 such
that x = y+Lz. Using this equivalence relation, we can define the quotient space
P ∶= R3/Z3 that is homeomorphic to the torus. In what follows the equivalent
class of a point x ∈ R3 will be denoted as [x] ∈ P.
When dealing with systems of particles in periodic domains one has to choose
one of the two homeomorphic descriptions described above, namely, the torus
and P. From the computational point of view, employing the latter has many
advantages. The first one is that given a distance on R3, this quotient space
naturally inherits a distance, and thus a topology. In terms of the standard
Euclidean distance d(⋅, ⋅) ∶ R3 × R3 → R+ ∪ {0} we can define dT (⋅, ⋅) ∶ P × P →
R+ ∪ {0} by the relation
dT ([x], [y]) = inf
x∈[x],y∈[y]d(x,y) . (1)
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Abusing slightly the notation, from this point we will write dT (x,y) instead of
dT ([x], [y]).
The second advantage of such a choice is that, for each equivalent class [x],
there exists a unique point x¯ ∈ [x] ∩ [−L/2,L/2)3 that serves as identifier of
the whole class which, in practical terms, implies that all operations need to be
performed as with standard points in a cubic box. This identifier can be found
using a projection operator
pi ∶ R3 → B (2)
defined as
x¯j = pi(x)j = xj − floor(xj +L/2
L
)L, (3)
where xj , j = 1, 2, 3 denote the Cartesian coordinates of the point x and floor ∶
R → Z is the function that gives the largest integer smaller than or equal to a
given real number. See Figure 1 for an illustration of the projection operator.
−3L/2 −L/2 L/2 3L/2−L/2
L/2
0
0
xj
pi
(x) j
Figure 1: Graph of the projection operator pi restricted to one of the three coordinates of
Euclidean space.
The projection map pi determines some of the properties and limitations of
the numerical methods employed on systems with periodic boundary conditions,
and it is helpful to summarize some of its properties:
i) pi is a nonlinear, surjective, projection, that is pi ○pi = pi.
ii) The point pi(x) is the closest one to the origin among all points in [x],
that is,
pi(x) = arg inf
x∈[x]d(x,0) (4)
iii) In general, for arbitrary x,y ∈ R3,
dT (x,y) = ∣pi(x − y)∣ ≠ ∣pi(x) −pi(y)∣ . (5)
iv) The map pi is C∞ except on the planes xi = L/2 + kiL, with ki ∈ Z and
i = 1, 2, 3, where it is discontinuous. Away from these planes, the gradient∇pi is the identity I ∶ R3 → R3. A one-dimensional illustration of the
gradient ∇pi is given in Figure 2.
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Figure 2: Graph of the gradient of the projection operator ∇pi restricted to one of the three
coordinates of Euclidean space.
v) For any x ∈ R3
pi(x) = −pi(−x) . (6)
vi) For any x,y ∈ R3 and a ∈ R3
dT (x + a,y + a) = dT (x,y) . (7)
However, in general, if Q ∈ SO(3),
dT (x,y) ≠ dT (Qx,Qy) . (8)
Hence, in contrast with the Euclidean distance, the function dT (⋅, ⋅) is not
invariant under the action of the special orthogonal group.
3. Particle dynamics: basic description
In this section we provide the basic ingredients that describe the dynamics of
particulate systems. This dynamical system is governed by Hamilton’s equations
of motion, and most of its complexity comes from the particle interactions, as
given by the potential energy. Here we present a fairly general class of potentials
that will be examined more carefully in Sections 4 to 6.
3.1. System description
Let us consider a system of N particles labeled a = 1, 2, . . . ,N moving inside
a periodic box B. Let the mass of the a-th particle be denoted as ma, its position
as xa, and its velocity as va = x˙a, where the dot indicates the derivative with
respect to time.
A system of particles such as the one introduced possesses a kinetic energy
defined by
T ∶= N∑
a=1
1
2
ma∣va∣2 , (9)
and a potential energy
V = Vˆ ({xa}Na=1) , (10)
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modeling the energetic interactions among all the particles. This potential en-
ergy is always a model of the true interatomic interaction and as such there
exists a large number of simple effective potentials that have proven their value
in different contexts (gases, fluids, organic molecules, metals, etc.).
3.2. Equations of motion
The dynamics of systems of particles are governed by Hamilton’s equations
of motion, namely,
x˙a = 1
ma
pa , p˙a = − ∂
∂xa
Vˆ ({xb}Nb=1) , (11)
where a = 1, . . . ,N , and pa =mava is the momentum of particle a. The gradient
of the potential energy is related to the forces acting on the particles, and we
define
fa ∶= − ∂
∂xa
Vˆ ({xb}Nb=1) (12)
to be the resultant of all forces applied on particle a.
These standard equations need to be carefully studied since the topology ofB is not identical to that of Euclidean space and the notion of derivative has
to be re-examined. For the moment being, let us assume that this object is
well-defined, deferring until Section 4 a more detailed inspection.
3.3. Conserved quantities
Eqs. (11) describe the motion of systems of particles that often possess first
integrals, that is, conserved quantities along their trajectories. These quantities
are of great relevance to understand the qualitative dynamics of the system, to
develop controls, etc. These momentum maps are related to the symmetries of
the equations, according to Noether’s theorem (see e.g. [29]). We review them
very briefly, since they have a direct impact in the formulation of conserving
schemes.
We consider only potential energies with translational invariant, that is,
functions Vˆ such that for every vector c ∈ R3 satisfy
Vˆ ({xa}Na=1) = Vˆ ({xa + c}Na=1) . (13)
Differentiating both sides of this equation with respect to c and setting later
c = 0 we obtain the relation
0 = N∑
a=1
∂Vˆ
∂xa
({xb}Nb=1) = − N∑
a=1f
a . (14)
This invariance condition is related to the conservation of the linear momentum
of the system, defined as
L = N∑
a=1pa . (15)
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The time derivative of this quantity follows from the definition of particle mo-
mentum and eq. (14):
L˙ = N∑
a=1 p˙a = N∑a=1fa = 0 . (16)
Systems of particles moving in the Euclidean space Rn, with n = 2 or 3, often
conserve angular momentum. This is a consequence of the rotational invariance
of the potential energy. However, systems defined on a periodic domain do
not preserve it, in general (see e.g. [30, 31]). One way to explain this loss of
symmetry is by noting that the projection (3) is not rotationally invariant (see
eq. (8)) and thus when used in the definition of the potential energy, it spoils
the invariance of the whole system.
The total energy of the system is given as the sum of kinetic energy T and
potential energy V . The time derivative of the energy can be evaluated using
the equations of motion (11), giving
E˙ = N∑
a=1mava ⋅ v˙a − N∑a=1fa ⋅ x˙a = N∑a=1fa ⋅ va − N∑a fa ⋅ x˙a = 0 , (17)
proving that the total energy must be a first integral of the motion.
Given the relevance of the aforementioned conservation laws, numerical
schemes have been proposed that attempt to preserve them. In particular,
Energy-Momentum (EM) schemes, the ones under study in the present work,
have been designed to integrate the equations of Hamiltonian systems while
preserving both linear and angular momentum, in addition to the total energy.
From the previous discussion, however, it follows that when dealing with peri-
odic systems, one might focus on the preservation of the linear momentum and
energy, only.
3.4. The hierarchical definition of the potential energy
The potential energy of a system of particles is a function with the general
form given in eq. (10) satisfying the invariance condition (13). A hierarchy of
functions of growing complexity can be defined considering interactions involv-
ing an increasing number of particles. This is abstractly expressed as
V = V0 + N∑
a,b=1
a≠b
V2(xa,xb) + N∑
a,b,c=1
a≠b≠c
V3(xa,xb,xc) + . . . , (18)
where Vk is a function involving k−tuples of atoms and satisfying eq. (13). The
formulation of accurate potentials is an active field of research and we limit
our exposition to the most common types. The reader may consult standard
references for a detailed motivation and derivation of other types (e.g. [27]).
A convenient way of formulating potential functions that are translationally
invariant is to include atomic interactions only via the distance between pairs
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of particles. In general, this would mean that the functions Vk employed in
eq. (18) must be of the form
V2(xa,xb) = V˜2(d(xa,xb)) ,
V3(xa,xb,xc) = V˜3(d(xa,xb),d(xb,xc),d(xc,xa)) , (19)
and similarly for higher order terms.
3.5. Dynamics in periodic domains
Eqs. (11) define the motion of particles in periodic domains, but special care
has to be taken with the definition of the potential energy and its derivative.
With respect to the potential, we note that when formulating the dynamics
of particles in periodic domains the distance function d(⋅, ⋅) in eq. (19) should
be replaced with the distance dT (⋅, ⋅) defined in eq. (1).
An aspect with important practical implications is that hierarchical potential
functions of the form (18) are invariably defined employing a cut-off radius that
effectively limits the number of particles that interact with those within that
distance, in the sense of dT (⋅, ⋅). Moreover, in order to avoid the singularities in
the definition of the gradient of this distance, the cut-off radius is always chosen
to be strictly smaller than L/2 (see Figure 2). Equivalently, the dimension L of
the periodic box must be selected larger than twice the cut-off radius. Under
this condition, we observe that a collection of N particles in a periodic box B
is a mathematical representation of an infinite domain consisting of boxes of
dimension L ×L ×L that repeat themselves in the three directions of space.
The formulation of energy and momentum conserving schemes in this kind of
domains must take these two remarks into consideration, and we explore them
in the following sections, starting from the simplest potential function possible.
4. Energy-Momentum methods for periodic systems with pairwise
interactions
In this section we study the formulation of energy and momentum conserv-
ing algorithms for systems of particles in periodic domains where the potential
energy includes only pairwise interactions. In terms of practical applications,
only the simplest potentials belong to this class (for example, Lennard-Jones’).
They are only accurate for modeling noble gases, but are very often employed
for benchmarking and the study of numerical methods.
4.1. Equations of motion
We consider again a system of N particles in a periodic box B of side L with
equations of motion (11) and an effective potential
V = 1
2
N∑
a,b=1
b≠a
V˜ (dT (xa,xb)) , (20)
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where V˜ ∶ R+ ∪ {0}→ R. Using the definitions
r¯ab ∶= pi(xb −xa) and r¯ab = dT (xa,xb) ∶= ∣r¯ab∣ , (21)
the forces (12) deriving from a pairwise potential can be written as
fa = N∑
b=1
a≠b
fab , with fab = V˜ ′(r¯ab) r¯ab
r¯ab
. (22)
For the following sections we further define
rab ∶= xb −xa and rab = d(xa,xb) = ∣rab∣ . (23)
4.2. Time discretization
We consider now the integration in time of the equations of motion (11) of
a system in the periodic box B and effective potential (20). To approximate
their solution we will employ implicit time stepping schemes that partition the
integration interval [0,T ] into disjoint subintervals [tn, tn+1] with tn = n∆t, and
∆t being the time step size, assumed to be constant to simplify the notation.
In the algorithms defined below, we will use the notation xn to denote the
approximation to x(tn), and similarly for the velocity. Moreover, the symbol
fn+α will denote the convex combination (1 − α)fn + αfn+1 for any variable f
and 0 ≤ α ≤ 1.
4.2.1. Midpoint scheme
The canonical midpoint rule approximates the equations of motion (11) by
the implicit formula
xan+1 −xan
∆t
= van+1/2, mavan+1 − van∆t = N∑b=1
a≠b
fabMP . (24)
Here we introduced fabMP , the midpoint approximation of the force acting on
particle a due to the presence of particle b, that is,
fabMP ∶= V˜ ′(r¯abn+1/2) r¯abn+1/2∣r¯ab
n+1/2∣ , (25)
with
r¯abn+1/2 = pi(xbn+1/2 −xan+1/2) , r¯abn+1/2 = dT (xan+1/2,xbn+1/2). (26)
As in the continuous case, the condition
fabMP = −f baMP (27)
holds due to eq. (6). The properties of the midpoint rule are well known. For
example, this method preserves the total liner momentum of the system, defined
at an instant tn as
Ln = N∑
a=1mavan . (28)
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To prove this property it suffices to verify
Ln+1 −Ln
∆t
= N∑
a=1ma
van+1 − van
∆t
= N∑
a,b=1
a≠b
fabMP = 0 , (29)
where we have employed eq. (27).
4.2.2. Energy and momentum conserving discretization
It is possible to construct a perturbation of the midpoint rule that, in addi-
tion to preserving the linear momentum of the system, preserves its total energy.
The key ingredient of such methods is the so called discrete gradient operator, an
approximation to the gradient that guarantees the strict conservation of energy
and momentum along the discrete trajectories generated by the integrator.
Conserving integrators for problems in molecular dynamics have been stud-
ied since the 1970’s [4, 3, 32], although never for systems with periodic bound-
ary conditions, with the exception of [19]. In all of these works, the conserving
schemes are variations of the midpoint rule (24) of the form
xan+1 −xan
∆t
= van+1/2, mavan+1 − van∆t = −DxaV , (30)
where Dxa is precisely the discrete gradient operator, an algorithmic approxima-
tion to the derivative ∂
∂xa
. In analogy to expression (25), the discrete gradient
defines a force contribution, to be specified later, such that
DxaV = − N∑
b=1
a≠b
fabalgo . (31)
If the following condition holds
fabalgo = fabMP +O(∆t2) , (32)
the second order accuracy of the midpoint rule will be preserved. If we want the
new method to preserve linear momentum we note from the previous section
that it suffices that the pairwise forces fabalgo mimic the symmetry condition (27),
that is,
fabalgo = −f baalgo . (33)
Any second order perturbation of fabMP with this property will result in a
second order accurate integrator that preserves linear momentum. The “classi-
cal” EM method is constructed in such a way, and preserves, in addition to the
total energy, the linear and angular momenta of the system, the latter being
important in domains without periodic boundary conditions [32].
For problems in molecular dynamics interacting through pair potentials and
posed on periodic domains, the “classical” EM method is based on the discrete
gradient (31) with
fabalgo = fabalgo(rabn ,rabn+1) ∶= V˜ abn+1 − V˜ abnr¯abn+1 − r¯abn r¯
ab
n+1 + r¯abn
r¯abn+1 + r¯abn , (34)
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where we have introduced the notation
V˜ abn = V˜ (r¯abn ) , (35)
and where the appropriate limit must be taken in eq. (34) when ∣r¯abn+1 − r¯abn ∣ →
0. This form of the discrete gradient is frequently cited in the literature of
integration algorithms (see e.g. [19]) and is responsible for the conservation
properties of the method, also in periodic domains. However, it is not the only
possible form and, in fact, it can be shown that there are an infinite number
of discrete gradients [33], some of which can be more easily extended to the
periodic case.
More precisely, a second class of EM schemes follows from a new definition
of the algorithmic approximation of the pairwise forces:
fabalgo(rabn ,rabn+1) ∶= fabMP + V˜ abn+1 − V˜ abn + fabMP ⋅ (rabn+1 − rabn )∣rabn+1 − rabn ∣ n, (36)
where n is the normalized direction given by
n = rabn+1 − rabn∣rabn+1 − rabn ∣ . (37)
This definition corrects the pairwise force between the particles a and b with
a “small” term in the direction n depending on unprojected relative positions.
This is the result of the fact that the first equation in (30) is not posed in
the quotient space but rather in the full R3. It might be argued that such a
correction is nonphysical because it is not defined on the quotient space, where
the problem is posed. While this is true, the velocity equation is not posed
on this space from the outset, and the proposed correction results from this
mismatch.
The EM force given in eq. (36) is symmetric in a and b. Hence, the method
defined by (30) and (36) preserves linear momentum. To show that the method
indeed preserves exactly the total energy exactly, it suffices to take the dot
product of the (30)1 with the left hand side of (30)2, and vice versa, and then
add the result over all particles, that is,
N∑
a=1ma
xan+1 −xan
∆t
⋅ van+1 − van
∆t
= N∑
a=1mavan+1/2 ⋅ van+1 − van∆t
N∑
a=1ma
van+1 − van
∆t
⋅ xan+1 −xan
∆t
= N∑
a,b=1
a≠b
fabalgo ⋅ xan+1 −xan∆t . (38)
Subtracting (38)2 from (38)1 gives
Tn+1 − Tn
∆t
− N∑
a,b=1
a≠b
fabalgo ⋅ xan+1 −xan∆t = 0 , (39)
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where the total discrete kinetic energy at time tn is given by
Tn = N∑
a=1
1
2
mavan ⋅ van . (40)
In the spirit of eq. (36), further rewriting results in
N∑
a,b=1
a≠b
fabalgo ⋅ xan+1 −xan∆t = 1∆t N∑a,b=1
a<b
fabalgo ⋅ (xan+1 −xan −xbn+1 +xbn)
= − 1
∆t
N∑
a,b=1
a<b
fabalgo ⋅ (rabn+1 − rabn ) . (41)
Therefore, a necessary and sufficient condition for energy conservation is that
the following directionality condition is satisfied
N∑
a,b=1
a<b
fabalgo ⋅ (rabn+1 − rabn ) = 12 N∑a,b=1
a≠b
(V˜ (r¯abn+1) − V˜ (r¯abn )) . (42)
It is important to emphasize that the proof is based on the inner product be-
tween the algorithmic EM force and the unprojected relative position vectors.
Finally, to show that the EM scheme (36) is indeed a second-order accurate
method it suffices to prove that the correction term in the definition (36) is of
size O(∆t2). Making use of the relation
fabMP = −∂V˜ (∣r¯abn+1/2∣)∂xa = ∂V˜ (∣r¯abn+1/2∣)∂rab , (43)
a Taylor series expansion around the point rabn+1/2 gives
V˜ abn+1 − V˜ abn = fabMP ⋅ (rabn+1 − rabn ) +O(∆t3) . (44)
Then, since the direction vector of the correction has size
rabn+1 − rabn∣rabn+1 − rabn ∣ = O(1) , (45)
and ∣rabn+1−rabn ∣ is O(∆t), we conclude that the correction term is indeed O(∆t2).
4.2.3. Time reversibility
Time-reversible (or symmetric) integration schemes are often favored for the
approximation of Hamiltonian systems for two main reasons. First, the Hamilto-
nian flow itself is symmetric, so it is desirable that its numerical approximation
also possesses this property. Second, symmetric numerical schemes are known
to have several favorable properties [1], especially in long-term simulations. The
class of EM integration schemes defined in this section have also this property.
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This is a direct consequence of the time-reversibility of the algorithmic approx-
imation of the pairwise forces, namely,
fabalgo(rabn ,rabn+1) = fabalgo(rabn+1,rabn ), (46)
that is trivially satisfied by both (34) and (36).
4.3. Interatomic potential
For the following numerical examples we consider the well-known Lennard-
Jones potential [28] with r = r¯ab, that is,
V˜ (r) = 4 [(σ
r
)12 − (σ
r
)6] , (47)
where  and σ are constants.
4.3.1. Cut-off distance considerations
In the Lennard-Jones potential, atomic interactions between distant particles
are negligible. For this reason, a cut-off distance rc is often introduced beyond
which the interaction is completely ignored (see e.g. [18, 16]). However, simply
trimming the Lennard-Jones potential beyond the cut-off distance leads to a
discontinuity in this function at r = rc that might affect the properties of the
integration scheme. Since the derivative of the potential enters the equations
of motion (11), this discontinuity precludes the computation of the interatomic
force at r = rc. The discontinuity can be avoided, first, by shifting the potential
function by the amount V (rc), leading to the shifted potential (SP)
V˜SP (r) = ⎧⎪⎪⎨⎪⎪⎩V (r) − V (rc) if r < rc ,0 if r ≥ rc . (48)
The derivative of this function at r = rc is still not defined and neither is the
force. To resolve this physical inconsistency one can introduce a shifted and
linearly truncated potential (SF), which is equivalent to a shift in the force (see
e.g. [18, 31]), and given by
V˜SF (r) = ⎧⎪⎪⎨⎪⎪⎩V (r) − V (rc) − (r − rc)V
′(rc) if r < rc ,
0 if r ≥ rc . (49)
One can further introduce a quadratic correction term that yields the shifted
and quadratically truncated potential (STF), which is equivalent to a shift and
a linear truncation in the force,
V˜STF (r) = ⎧⎪⎪⎨⎪⎪⎩V (r) − V (rc) − (r − rc)V
′(rc) − 12(r − rc)2V ′′(rc) if r < rc ,
0 if r ≥ rc . (50)
This potential is twice differentiable. Due to its higher smoothness, it is bet-
ter suited for structure-preserving schemes than the standard potential since it
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eliminates numerical oscillations in the energy evolution that sometimes appear
when employing non-smooth potentials. As mentioned in Section 3.5, it is im-
portant to stress out that the cut-off distance must not be greater than L/2 for
consistency with the minimum image convention. Due to the quadratic term in
the corrected potential, a cut-off radius of rc = 5σ is suggested.
4.4. Numerical evaluation
All numerical examples are based on a set of dimensionless units.
4.4.1. Accuracy study
In the first numerical example, we consider a two-dimensional box [−L/2,L/2]2
with two particles. The initial positions and velocities are given, respectively,
by
x1 = (0, 0)T , v1 = (0, 0)T ,
x2 = (1.9, 1)T , v2 = (5, 0)T ,
where the first particle is constrained to remain on the center of the box and
only the second particle is allowed to move freely. For this simulation we used
the Lennard-Jones potential with a simple spherical cut-off distance of rc = 2.5σ.
The numerical values of the remaining parameters of the simulation can be found
in Table 1.
Table 1: Accuracy study: Data used in the simulation
Material parameters  20 Final configuration
σ 1 and trajectory
Mass ma 0.06
Side length L 12
Newton tolerance - 10−6
Simulation duration T 0.8
Reference time step size ∆tref 0.0005
Time step size ∆t 0.004, 0.005,
0.00625, 0.008,
0.01, 0.125,
0.016, 0.02,
0.025
We first perform an accuracy analysis of the previously presented integrators
and we compare them to the midpoint rule. These simulations are performed
using ten different time step sizes for each integrator. Then we study the relative
errors in the position and linear momentum, using as reference the midpoint rule
solution, and defined respectively as
e(MP )x = ∣∣xa −xar ∣∣2∣∣xar ∣∣2 , e(MP )p = ∣∣p
a − par ∣∣2∣∣par ∣∣2 , (51)
14
where ◻ar , with ◻ ∈ {x,p}, is the solution at time T calculated with the midpoint,
using the reference time step size ∆tref, and where ◻a is the solution of the
considered scheme at time T for each time step size ∆t. Figures 3 and 4 confirm
that all the schemes under consideration are second order accurate.
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Figure 3: Accuracy study: Relative error in the position w.r.t midpoint rule
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Figure 4: Accuracy study: Relative error in the linear momentum w.r.t midpoint rule
4.4.2. Energy consistency study
The second numerical example investigates the energy conservation prop-
erties of the integrators described in Section 4. We consider 150 arbitrarily
positioned particles inside a three-dimensional periodic box [−L/2,L/2]3 such
that the initial distance between the particles is greater than 21/6σ. Starting
from rest, the kinetic energy of the system will rise until the system is in equilib-
rium due to the random order of the particles. For this simulation, we consider
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the shifted and quadratically truncated Lennard-Jones potential (STF) with a
spherical cut-off distance of rc = 5σ. Numerical values for the parameters of the
simulation can be found in Table 2.
Table 2: Energy consistency study: Data used in the simulation
Material parameters  2 Initial configuration
σ 1
Mass ma 1
Sidelength L 12
Newton tolerance - 10−9
Simulation duration T 40
Time steps ∆t 0.08
For this relatively large time step size, the midpoint rule introduces energy
into the system leading to an energy blow-up and eventually to a termination
of the simulation indicated with a vertical line in Figure 5.
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Figure 5: Energy consistency study: Total energy
Both EM methods described, on the other hand, preserve the total energy
up to machine precision for the whole duration of the simulation. See Figure 6.
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Figure 6: Energy consistency study: Total energy difference
Figure 7 shows the evolution of the kinetic energy throughout the simulation.
Since this energy is proportional to the temperature in the system, the figure
reveals that only the EM methods can compute the evolution of the system until
it reaches equilibrium, for the chosen time step size.
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Figure 7: Energy consistency study: Kinetic energy
We compare the newly proposed EM method with an explicit integrator,
namely, the velocity-Verlet scheme provided by the molecular dynamics code
LAMMPS1[34]. For this example we use the shifted and linearly truncated po-
tential (SF) instead of the shifted and quadratically truncated potential (STF),
since the former is available in the software package. Moreover, we extended
the simulation duration to T = 80.
Keeping the time step size of the EM method ∆tEM = 0.08 constant, the
time step size of the velocity-Verlet integrator ∆tvV is reduced until the energy
fluctuations become sufficiently small. As Figure 8 reveals, the time step size
employed for the explicit method is ∆tvV = 0.0008, 100 times smaller than the
time step size of the EM method. This is the time step size required to keep the
relative energy fluctuations in the explicit solution approximately below 0.1h.
1https://lammps.sandia.gov
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Figure 8: Energy consistency study: Relative energy drift for ∆tEM = 100∆tvV
Regarding the computational cost per step, the proposed implicit integrator
naturally much more expensive that the explicit scheme. In order to do a
fair comparison, however, the implementation of the EM method should be
optimized similarly to LAMMPS, but this is not the focus of the present work.
In addition to the previous investigation, we perform an accuracy comparison
between the EM and the velocity-Verlet methods. We use again the system
described in Table 2 and obtain a reference solution with the explicit method
and a small time step ∆tref = 0.000001. The displacement and momentum error
measures of eq. (51) will be used to compare the accuracy of the two integrators
for the time step sizes ∆t = {0.0001, 0.0002, 0.00025, 0.0004, 0.0005, 0.00625,
0.001, 0.0025, 0.004, 0.005, 0.01} and a final simulation time T = 4. As shown
in Figures 9 and 10, both schemes are second order accurate in the position and
the linear momentum.
10−4 10−3 10−210−4
10−3
10−2
10−1
100
1.9648
1
∆t
e(vV
)
x
EM
velocity-Verlet
(LAMMPS)
Figure 9: Energy consistency study: Relative error in the position w.r.t velocity-Verlet
scheme (LAMMPS)
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scheme (LAMMPS)
5. Energy-Momentum methods for periodic systems with three-body
interactions
In Section 4 we derived the equation of motion of a system of N particles
moving inside a period box B where the interactions were based on pair poten-
tials. For materials with strong covalent-bonding character, however, we further
need to incorporate a bond-angle dependency to the effective potential. This
can be archived by including three-body terms in the expression of the potential.
5.1. Equation of motion
We consider now a system of N particles in a periodic box B of side L with
equations of motion (11) and an effective potential that depends only on the
interactions among all triplets of particles. Such a potential must be of the form
V = 1
3!
N∑
a,b,c=1
a≠b≠c
V˜ (dT (xa,xb),dT (xa,xc),dT (xb,xc)) , (52)
where V˜ ∶ R+ ∪ {0} ×R+ ∪ {0} ×R+ ∪ {0}→ R is a three-body potential between
the a-th, b-th, and the c-th particle. The total kinetic energy of the system is
given by eq. (9). The forces acting on the particles defined by eq. (12) can be
written using the definitions in eq. (21) as
fa = N∑
b=1
a≠b
fab , with fab ∶= ϕab r¯ab
r¯ab
. (53)
The strength of the force is now obtained as
ϕab = N∑
c=1
a≠b≠c
∂
∂r¯ab
V˜ (r¯ab, r¯ac, r¯bc) . (54)
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5.2. Time discretization
Next, we consider the integration in time of the equations of motion (11) of
a system in the periodic box B and effective potential (52) and employ the time
integration strategy outlined in Section 4.2.
5.2.1. Midpoint scheme
The canonical midpoint rule approximates the equation of motion by the
implicit formula (24), where the midpoint approximation of the force acting on
the a-th particle in the direction of the b-th particle is given by
fabMP = ϕabMP r¯abn+1/2∣r¯ab
n+1/2∣
ϕabMP = N∑
c=1
a≠b≠c
∂
∂r¯ab
n+1/2 V˜ (r¯abn+1/2, r¯acn+1/2, r¯bcn+1/2) .
(55)
As in the continuous case, the weak law of action and reaction is satisfied and
therefore the approximation preserves the total linear momentum of the system.
See Section 4.2.1.
5.2.2. Energy and momentum conserving discretization
As in Section 4.2.2, it is possible to construct a perturbation of the midpoint
rule which, in addition to preserving the total linear momentum, preserves the
total energy. Instead of the discrete gradient operator the partitioned discrete
gradient operator [32] will be now employed, which is an approximation similar
to the discrete gradient but is applicable to functions with more than one inde-
pendent variable. To this end, let us rewrite the potential energy function (52)
in terms of N(N − 1)/2 independent variables, e.g.
V˜ = V˜ (r¯12, r¯13, . . . , r¯1N , r¯23, . . . , r¯N−1,N) = V˜ ({r¯ab}) , (56)
where the double indexed set is given by
{r¯ab} = {r¯ab ∣ a, b ∈ (1, . . . ,N), a < b} . (57)
To simplify the definition of the partitioned discrete gradient, it proves useful
to re-label the interatomic distances r¯ab using only their position in the array{r¯ab}. Therefore, a single indexed set is defined by
{r¯α} = {r¯α ∣ α ∈ (1, . . . ,N(N − 1)/2)} . (58)
Note that here an ordering of the (N
2
) pairs (a, b) has been established. For
example, the map (a, b) ↦ α could be chosen to be lexicographic (e.g., [35, pg.
43]). Then, the potential energy can be expressed, abusing slightly the notation,
as
V = V˜ ({r¯α}) . (59)
20
For a potential function like this one, the discrete gradient operator is defined
as
DxaV = − N∑
b=1
a≠b
fabalgo = − N∑
b=1
a≠b
1
2
(fabn,n+1 + fabn+1,n) , (60)
with the contributions
fabn,n+1 = fabMP + V˜ αn,n+1(r¯αn+1) − V˜ αn,n+1(r¯αn) − fabMP ⋅ (rabn+1 − rabn )∣rabn+1 − rabn ∣ n,
fabn+1,n = fabMP + V˜ αn+1,n(r¯αn+1) − V˜ αn+1,n(r¯αn) − fabMP ⋅ (rabn+1 − rabn )∣rabn+1 − rabn ∣ n ,
(61)
for which we introduced the compact notation
V˜ αn,n+1(r¯α) = V˜ (r¯1n, . . . , r¯α−1n , r¯α, r¯α+1n+1 , . . . , r¯N(N−1)/2n+1 ),
V˜ αn+1,n(r¯α) = V˜ (r¯1n+1, . . . , r¯α−1n+1 , r¯α, r¯α+1n , . . . , r¯N(N−1)/2n ) . (62)
To show that the proposed integrator exactly preserves the total linear mo-
mentum, it suffices to follow the proof outlined in Section 4.2.2 and details are
omitted. Similarly, to prove the energy conservation property, it is enough to
show that
N∑
a,b=1
a<b
fabalgo ⋅ (rabn+1 − rabn ) = 13! N∑a,b,c=1
a≠b≠c
(V˜ (r¯abn+1, r¯acn+1, r¯bcn+1) − V˜ (r¯abn , r¯acn , r¯bcn )) . (63)
A straightforward manipulation shows that the proposed method with algorith-
mic forces given by eq. (60) satisfies this condition.
Remark 1. Many three-body potentials are expressed in terms of the bond
angles θ¯bac at particle a, between the bonds ab and ac. Since the angle itself
can be written in terms of the distances, that is,
θ¯bac = g(r¯ab, r¯ac, r¯bc) = arccos((r¯ab)2 + (r¯ac)2 − (r¯bc)2
2(r¯ab)(r¯ac) ) (64)
the composition V˜ ○g has again the structure of the potential (56) and thus the
partitioned discrete gradient operator defined before can be employed without
modifications.
Remark 2. In problems without periodic boundary conditions, using eq. (23),
the EM method reads
DxaV = − N∑
b=1
a≠b
fabalgo = − N∑
b=1
a≠b
1
2
(fabn,n+1 + fabn+1,n) , (65)
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with the contributions
fabn,n+1 = V˜ αn,n+1(rαn+1) − V˜ αn,n+1(rαn)rαn+1 − rαn r
ab
n+1 + rabn
rabn+1 + rabn ,
fabn+1,n = V˜ αn+1,n(rαn+1) − V˜ αn+1,n(rαn)rαn+1 − rαn r
ab
n+1 + rabn
rabn+1 + rabn ,
(66)
where we used the compact notation
V˜ αn,n+1(rα) = V˜ (r1n, . . . , rα−1n , rα, rα+1n+1 , . . . , rN(N−1)/2n+1 ),
V˜ αn+1,n(rα) = V˜ (r1n+1, . . . , rα−1n+1 , rα, rα+1n , . . . , rN(N−1)/2n ) . (67)
This EM method preserves the total angular momentum in addition to the total
energy and the total linear momentum. It can be used, e.g., for the simulation
of bonded three-body interactions between macromolecules.
5.3. Interatomic potential
For our numerical simulation we consider the Stillinger-Weber potential [22],
which includes two- and three-body contributions
V˜ = 1
2!
N∑
a,b=1
a≠b
f˜2(r¯ab/σ) + 1
3!
N∑
a,b,c=1
a≠b≠c
f˜3(r¯ab/σ, r¯ac/σ, r¯bc/σ) . (68)
The pair contribution is given by
f˜2(rˆ) = ⎧⎪⎪⎨⎪⎪⎩A (Brˆ
−q − rˆ−p) g2(rˆ) if rˆ < a ,
0 if r ≥ a , (69)
where the hats indicate the normalization of the distances by σ. After composing
with the law of cosines (64), the three-body contribution takes the form
f˜3(rˆab, rˆac, rˆbc) = h(rˆab, rˆac, rˆbc) + h(rˆab, rˆbc, rˆac) + h(rˆac, rˆbc, rˆab) , (70)
with
h(rˆ1, rˆ2, rˆ3) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ( (rˆ1)2+(rˆ2)2−(rˆ3)2
2rˆ1rˆ2
+ 1
3
)2 g3(rˆ1, rˆ2) if rˆ1 < a and rˆ2 < a ,
0 otherwise .
(71)
Additionally, we introduce the functions
g2(rˆ) = exp ([rˆ − a]−1) ,
g3(rˆ1, rˆ2) = exp (γ[rˆ1 − a]−1 + γ[rˆ2 − a]−1) . (72)
Here θbac = g(r¯ab, r¯ac, r¯bc) = arccos(−1/3) ≈ 109.47○ minimizes the function h
given in eq. (71), that corresponds to the underlying diamond structure of sil-
icon. From this reasoning it follows that the function h penalizes bond-angles
which differ from the ones in this crystal structure. The parameters in the
potential are A, B, a, , σ, q, p, λ, and γ.
22
5.4. Numerical evaluation
We consider now the numerical solution of systems of particles with the
Stillinger-Weber effective potential. The pairwise contributions to the potential
are discretized according to Section 4; the remaining three-body interactions
are defined as in Section 5.2.2.
5.4.1. Accuracy study
We consider in this example a three-dimensional box [−L/2,L/2]3 filled
with 5 particles. The initial configuration of the system has a particle at the
center of the box and the rest of the particles form bonds with the first one
with angle arccos(−1/3). In addition, these four particles are at distance 1
from the center. Starting from rest, the motion of the system results from the
non-vanishing interacting forces among particles away from the center. Further
parameters of the simulation can be found in Table 3.
Table 3: Accuracy study: Data used in the simulation
Material parameters  1 Initial configuration
A 0
B 0
σ 1
λ 21
p 0
q 0
a 1.8
γ 1.2
Mass ma 1
Side length L 4
Newton tolerance - 10−8
Simulation duration T 0.8
Reference time step size ∆tref 0.001
Time step size ∆t 0.01, 0.0125,
0.016, 0.02,
0.025, 0.04,
0.05, 0.08,
0.1
As in Section 4.4.1, we perform first an accuracy analysis of the EM integra-
tor using the midpoint rule as a reference. This study is carried out using ten
different time step sizes for both integrators and employing the error measures
eq. (51). Figures 11 and 12 reveal that both schemes are second order accurate.
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Figure 11: Accuracy study: Relative error in the position w.r.t midpoint rule
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Figure 12: Accuracy study: Relative error in the linear momentum w.r.t midpoint rule
5.5. Energy consistency study
We consider now 64 atoms inside a three-dimensional box [−L/2,L/2]3, ini-
tially arranged in a perfect diamond cubic lattice structure. This lattice will be
disrupted during the simulation as we consider an initial velocity associated to
each atom such that the total initial kinetic energy is approximately 768.22.
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Table 4: Energy consistency study: Data used in the simulation
Material parameters  1 Initial configuration
A 7.049556277
B 0.6022245584
σ 1
λ 210
p 4
q 0
a 2
γ 1.2
Mass ma 1
Sidelength L 4
Newton tolerance - 10−9
Simulation duration T 16
Time step size ∆t 0.04
For the chosen time step size, the midpoint rule clearly violates the con-
servation of the total energy, see Figure 13, leading to an energy blow-up and
finally to a termination of the simulation, indicated by the black line on the
same figure.
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Figure 13: Energy consistency study: Total energy
The largest contribution to the algorithmic energy error is due to the mid-
point approximation of the forces generated from the three-body contribution of
the Stillinger-Weber potential. It can be observed in Figure 14 that the poten-
tial energy of the two-body terms remains bounded, while the potential energy
of the three-body terms increases unphysically causing the energy blow-up and,
ultimately, the termination of the simulation.
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Figure 14: Energy consistency study: Potential energies using the Midpoint rule
In contrast, using the EM method both contributions to the potential energy
of the system remain bounded. See Figure 15.
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Figure 15: Energy consistency study: Potential energies using the EM method
As expected, the EM method preserves the total energy up to round-off
errors. See Figure 16.
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Figure 16: Energy consistency study: Total energy difference
Eventually, as illustrated in Figure 17, the evolution of the kinetic energy
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reveals that the EM solution reaches thermodynamic equilibrium for the chosen
time step size, in contrast with the midpoint rule.
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Figure 17: Energy consistency study: Kinetic energy
6. Energy-Momentum methods for periodic systems described by the
embedded-atom method
In addition to three-body potentials of the type described in Section 5,
more elaborate and accurate potentials include multi-body effects through an
environment-dependent variable, resulting in effective potential that are ex-
tremely common, for example, in the simulation of metals. One of the most
popular interatomic potentials of this class is the one employed in the embedded-
atom method (EAM) [23, 25, 26], whose use in the context of conserving schemes
is analyzed in this section. The interatomic potential in this case is of the form
V = 1
2
N∑
a,b=1
b≠a
V˜ (dT (xa,xb)) + N∑
a=1 F˜ (ρ¯a) . (73)
The EAM potential consists of a pair potential contribution and electronic ener-
gies F˜ (ρ¯a). The latter is due to the embedding of a-th atom in a homogeneous
electron gas of density ρ¯a [27]. The background electron density function ρ¯a is
a linear superposition of contributions from each neighbor atom such that the
electronic energy F˜ (ρ¯a) of the a-th atom depends on the interatomic distance
dT (xa,xb) to each neighbor.
In the case of metals, the environment of each atom is a nearly uniform
electron gas and therefore the embedded-atom approximation is reasonable.
Since we already investigated pair potentials in Section 4, we now investigate
the discretization of the forces due to the electronic energy, noting that the
resultant forces in an EAM potential must include the forces due to the pair
potential, as well.
6.1. Equation of motion
We consider a system of N particles in a periodic box B of side L with
equations of motion (11) and an effective potential that depends only on the
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electronic energy of each particle, that is
V = N∑
a=1 F˜
⎛⎜⎜⎝
N∑
b=1
b≠a
gb (dT (xa,xb))⎞⎟⎟⎠ , (74)
where V˜ ∶ R+ ∪ {0} → R. Here, ga ∶ R+ ∪ {0} → R is a function of the relative
interatomic distance which represents a spherical electron density field around
the isolated a-th particle [27]. Using the definitions in eq. (21), the background
energy density is then given by
ρ¯a = N∑
b=1
b≠a
gb (r¯ab) . (75)
The forces acting on the particles are defined by eq. (12) and have the standard
form
fa = N∑
b=1
a≠b
fab , with fab ∶= ϕab r¯ab
r¯ab
, (76)
where the strength of the force has now the structure
ϕab = F˜ ′ (ρ¯a) g′b (r¯ab) + F˜ ′(ρ¯b)g′a (r¯ab) . (77)
We observe that, for this potential contribution, the direction of the interatomic
force depends only on the difference between the a-th and the b-th particle, while
its strength is further determined by the background electron density at the a-th
and b-th particle.
6.2. Time discretization
We consider now the integration in time of the equations of motion (11) of a
system in the periodic box B and effective potential (73) and employ the same
time integration strategy as outlined in Section 4.2.
6.2.1. Midpoint scheme
The canonical midpoint rule approximates the equation of motion by the
implicit formula (24), where the midpoint approximation of the force acting on
the a-th particle in the direction of the b-th particle is given by
fabMP = ϕabMP r¯abn+1/2∣r¯ab
n+1/2∣ ,
ϕabMP = F˜ ′ (ρ¯aMP ) g′b (r¯abn+1/2) + F˜ ′(ρ¯bMP )g′a (r¯abn+1/2) , (78)
and the midpoint approximation of the background energy density reads
ρ¯aMP = N∑
b=1
b≠a
gb (r¯abn+1/2) . (79)
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As in the continuous case, the weak law of action and reaction is satisfied and
responsible for the conservation of total linear momentum of the system, see
Section 4.2.1.
6.2.2. Energy and momentum conserving discretization
As illustrated in previous sections, it is possible to construct a perturbation
of the midpoint rule which, in addition to preserving the total linear momentum,
preserves the total energy. For that, we follow once more the steps presented
in Section 4.2.2. The partitioned discrete gradient will be again with a slightly
different structure due to the nature of the embedded function. The partitioned
discrete gradient assumes the form
DxaV = − N∑
a,b=1
a≠b
fabalgo = − N∑
a,b=1
a≠b
1
2
(fabn,n+1 + fabn+1,n) , (80)
with the contributions
fabn,n+1 = fabMP + ∆F˜ abn,n+1 − fabMP ⋅ (rabn+1 − rabn )∣rabn+1 − rabn ∣ n ,
fabn+1,n = fabMP + ∆F˜ abn+1,n − fabMP ⋅ (rabn+1 − rabn )∣rabn+1 − rabn ∣ n ,
(81)
for which we introduced the compact notation
∆F˜ abn,n+1 = F˜ (ρ¯an,n+1(r¯abn+1)) − F˜ (ρ¯an,n+1(r¯abn ))+ F˜ (ρ¯bn,n+1(r¯abn+1)) − F˜ (ρ¯bn,n+1(r¯abn )) ,
∆F˜ abn+1,n = F˜ (ρ¯an+1,n(r¯abn+1)) − F˜ (ρ¯an+1,n(r¯abn ))+ F˜ (ρ¯bn+1,n(r¯abn+1)) − F˜ (ρ¯bn+1,n(r¯abn )) ,
(82)
and
ρ¯an,n+1(r¯ab) = b−1∑
d=1 ga(r¯adn ) + ga(r¯ab) +
N∑
e=b+1 ga(r¯aen+1) ,
ρ¯an+1,n(r¯ab) = b−1∑
d=1 ga(r¯adn+1) + ga(r¯ab) +
N∑
e=b+1 ga(r¯aen ) .
(83)
The densities ρ¯bn,n+1(r¯ab) and ρ¯bn+1,n(r¯ab) are defined similarly.
To show that the integrator exactly preserves the total momentum, it suffices
to follow the proof in Section 4.2.2. The critical condition that a conserving
scheme must satisfy reads now:
N∑
b=1
a<b
fabalgo ⋅ (rabn+1 − rabn ) = N∑
a=1 (F˜ (ρ¯an+1) − F˜ (ρ¯an)) , (84)
which is indeed satisfied by the proposed method.
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6.3. Interatomic potential
We consider for our subsequent analysis the Lennard-Jones-Baskes (LJB)
EAM model [25, 36], which is the extension of the Lennard-Jones material model
into the many-body regime of the EAM formalism [37]. The total potential
energy of the LJB model is given by
V˜ = 1
2
N∑
a,b=1
a≠b
V (r¯ab) + N∑
a=1 F˜ (ρ¯a) . (85)
The two body part has been introduced in Section 4.3. For the EAM contribu-
tion we further define
F˜ (ρ¯a) = 1
2
AZ1ρ¯
a (ln (ρ¯a) − 1) ,
ρ¯a = 1
Z1
N∑
b=1
b≠a
gb (∣r¯ab∣) ,
gb (∣r¯ab∣) = ⎧⎪⎪⎨⎪⎪⎩exp (−β (σ
−1∣r¯ab∣ − 1)) if ∣r¯ab∣ < rc
0 otherwise ,
(86)
where , σ, β, A, rc and Z1 are material parameters.
6.4. Numerical evaluation
Since we already investigated pair potentials in Section 4, we focus on the
EAM part of the LJB material model for the following numerical evaluations.
6.4.1. Accuracy study
A three-dimensional box [−L/2,L/2]3 is now considered with 5 particles
inside it. The particles form a unit body-centered cubic (BCC) cell of side 2,
centered within the box. Starting from rest, the system builds up kinetic energy
due to the fact that the particles in the exterior of the BCC crystal are not in
equilibrium. Further parameters of the simulation can be found in Table 5.
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Table 5: Accuracy study: Data used in the simulation
Material parameters  2 Initial configuration
A 1
σ 1
β 4
Z1 12
rc 3
Mass ma 1
Side length L 6
Newton tolerance - 10−6
Simulation duration T 0.5
Reference time step size ∆tref 0.0001
Time step size ∆t 0.0005, 0.001,
0.002, 0.0025,
0.004, 0.005,
0.01, 0.02,
0.025
Proceeding as in Section 4.4.1, we perform an accuracy analysis of the EM
integrator using the midpoint rule as the reference solution. To study the con-
vergence of the numerical solutions, we employ ten time steps of decreasing
size and the error measures defined in (51). Figures 18 and 19 confirm again
that both the midpoint rule and the EM method are second order accurate
approximations.
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Figure 18: Accuracy study: Relative error in the position w.r.t midpoint rule
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Figure 19: Accuracy study: Relative error in the momentum w.r.t midpoint rule
6.5. Energy consistency study
We consider in this last example 108 atoms inside a three-dimensional box[−L/2,L/2]3, where the atoms are arranged in a perfect face-centered cubic
(FCC) lattice structure. This FCC lattice is perturbed by the initial velocities
of the atoms which are imparted in such a way that the total initial kinetic
energy is approximately 3.251. Further parameters of the simulation can be
found in Table 6.
Table 6: Energy consistency study: Data used in the simulation
Material parameters  2 Initial configuration
A 1
σ 1
β 4
Z1 12
rc 3
Mass ma 1
Side length L 6
Newton tolerance - 10−8
Simulation duration T 40
Time step size ∆t 0.1
For the time step selected, the midpoint rule clearly violates the conservation
of total energy (see Figure 20). As in previous examples, this leads to an energy
blow-up and finally to a termination of the simulation, indicated by the black
line on the same figure.
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Figure 20: Energy consistency study: Total energy
In contrast, the EM method preserves the total energy up to round off errors,
see Figure 21.
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Figure 21: Energy consistency study: Total energy difference
Finally, and as in the previous examples, Figure 22 shows that the EM, but
not the midpoint rule, is able to evolve the system of particles up to thermody-
namic equilibrium.
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Figure 22: Energy consistency study: Kinetic energy
7. Summary of main results
Conserving schemes have been employed during more than four decades for
the accurate and robust approximation of Hamiltonian problems in mechanics.
However, in the field of molecular dynamics, where time integrators are routinely
employed and are key to their usefulness, the use of conserving schemes has
barely been explored.
In this work we have analyzed energy and momentum conserving schemes in
the context of molecular dynamics. This second order, implicit methods are an
interesting alternative to other commonly used integrators and we have proven
than, in addition to exhibiting exact energy conservation, are more robust than
the midpoint rule, the canonical second order implicit method.
The article has focused on the design of Energy-Momentum schemes for
molecular dynamics in the view of three issues that are characteristic and unique
to these problems. First, the numerical treatment of dynamics in periodic do-
mains; second, the discretization of three-body potentials; last, the study of
interatomic functional potentials. Neither of these three topics had been previ-
ously studied in the context of conserving schemes, to the authors’ knowledge.
However, the three of them are key for their implementation and clearly have
an impact on their performance.
Some of the most practical results of this work are new expressions for
Energy-Momentum approximations in fairly general problems in molecular dy-
namics. These approximations account for the three key issues mentioned be-
fore, and can be shown to preserve linear momentum and energy, exactly, while
exhibiting a remarkable robustness.
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