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A B S T R A C T
A major goal in biological imaging is to visualize interactions of differ-
ent tissues, often fluorescently labeled, during dynamic processes. Only
a few of these labels fit into the available spectral range without overlap,
but can be separated computationally if the full spectrum of every sin-
gle pixel is known. In medical imaging, hyperspectral techniques show
promise to identify different tissue types without any staining. Yet, micro-
scopists still commonly acquire spectral information either with filters,
thus integrating over a few broad bands only, or point-wise, dispersing
the spectra onto a multichannel detector, which is inherently slow.
Light sheet fluorescence microscopy (LSFM) and optical projection to-
mography (OPT) are two techniques to acquire 3D microscopic data fast,
photon-efficiently and gently on the specimen. LSFM works in fluores-
cence mode and OPT in transmission. Both are based on a fast widefield
detection scheme where a 2D detector records the spatial information
but leaves no room to acquire dispersed spectra. Hyperspectral imaging
had not yet been demonstrated for either technique.
In this work, I developed a line-scanning hyperspectral LSFM and an
excitation scanning OPT to acquire 5D data (3D spatial, 1D temporal,
1D spectral) and optimized the performance of both setups to minimize
acquisition times without sacrificing image contrast, spatial or spectral
information. I implemented and assessed different evaluation pipelines
to classify and unmix relevant features.
I demonstrate the efficiency of my workflow by acquiring up to five flu-
orescent markers and the autofluorescence in zebrafish and fruit fly em-
bryos on my hyperspectral LSFM. I extracted both concentration maps
and spectra for each of these fluorophores from the multidimensional
data. The same methods were applied to investigate the transmission
data from my spectral OPT, where I found evidence that OPT image for-
mation is governed by refraction, whereas scattering and absorption only
play a minor role.
Furthermore, I have implemented a robust, educational LSFM on which
laymen have explored the working principles of modern microscopies.
This eduSPIM has been on display in the Technische Sammlungen Dres-
den for one year during the UNESCO international year of light.

Z U S A M M E N FA S S U N G
Ein wichtiges Ziel biologischer Bildgebung ist die Visualisierung des Zu-
sammenspiels von verschiedenen, meist fluoreszent markierten, Gewe-
ben bei dynamischen Prozessen. Nur wenige dieser Farbstoffe passen oh-
ne Überlapp in das zur Verfügung stehende Spektrum. Sie können jedoch
rechnerisch getrennt werden, wenn das gesamte Spektrum jedes Pixels
bekannt ist. In medizinischen Anwendungen versprechen hyperspektra-
le Techniken, verschiedene Gewebetypen markierungsfrei zu identifizie-
ren. Dennoch ist es in der Mikroskopie noch immer üblich, spektrale
Information entweder mit Filtern über breiten Bändern zu integrieren,
oder Punktspektren mithilfe von Dispersion zu trennen und auf einem
Multikanaldetektor aufzunehmen, was inhärent langsam ist.
Light Sheet Fluorescence Microscopy (LSFM) und Optical Projection To-
mography (OPT) nehmen 3D Mikroskopiedaten schnell, photoneneffizi-
ent und sanft für die Probe auf. LSFM arbeitet mit Fluoreszenz, OPT in
Transmission. Beide basieren auf schneller Weitfelddetektion, wobei die
räumliche Information mit einem 2D Detektor aufgenommen wird, der
keinen Raum lässt, um die getrennten Spektren zu messen. Hyperspek-
trale Bildgebung wurde bis jetzt für keine der zwei Techniken gezeigt.
Ich habe ein hyperspektrales LSFM mit Linienabtastung und ein OPT
mit Wellenlängenabtastung entwickelt, um 5D Daten (3D räumlich, 1D
zeitlich, 1D spektral) aufzunehmen. Beide Aufbauten wurden hinsicht-
lich minimaler Aufnahmezeit optimiert, ohne dabei Kontrast, räumliche
oder spektrale Auflösung zu opfern. Ich habe verschiedene Abläufe zum
Klassifizieren und Trennen der Hauptkomponenten implementiert.
Ich nehme bis zu fünf Fluorophore und Autofluoreszenz in Zebrafisch-
und Fruchtfliegenembryos mit dem hyperspektralen LSFM auf und zeige
die Effizienz des gesamten Ablaufes, indem ich Spektren und räumliche
Verteilung aller Marker extrahiere. Die Transmissionsdaten des spektra-
len OPT werden mit denselben Methoden untersucht. Ich konnte belegen,
dass die Bildformation im OPT massgeblich von Brechung bestimmt ist,
und Streuung und Absorption nur einen geringen Beitrag leisten.
Außerdem habe ich ein robustes, didaktisches LSFM gebaut, damit Lai-
en die Funktionsweise moderner Mikroskopie erkunden können. Dieses
eduSPIM war ein Jahr lang in den Technischen Sammlungen Dresden
ausgestellt.
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Part I
Introduction

13D I M A G I N G I N A B I O L O G I C A L C O N T E X T
Starting with the first observation of cellular structures by RobertHooke in the 17th century, imaging methods, and especially lightmicroscopy, have been instrumental for many discoveries in the
life sciences. The development of digital cameras eased analysis of the
acquired data and propelled light microscopy from a mostly descriptive
approach to being a quantitative technology. The discovery of green flu-
orescent protein (GFP, Tsien, 1998) and its spectral variants provided ge-
netically encoded, specific labels and a tool to track single molecules and
cells in vivo. Both, modern camera technology and synthesis of bright,
stable and specific markers led to a revival of light microscopic methods
over the last three decades.
Early microscope designs looked at light reflected from the sample, but
soon illuminated through the sample and acquired transmission data.
For fluorescence imaging, a filter is routinely used to block the blue-
shifted excitation light and the instrument is called epifluorescence mi-
croscope. This trans-illumination geometry faces two major, related chal-
lenges: Firstly, on a 2D detector, it cannot be inferred where along the op-
tical axis (z-direction) the signal originated from. Secondly only a small
z-section around the focal plane of the instrument is in focus, but its
acquired contrast is degraded by overlaid blurry signal from all other
planes.
The simple solution to this problem is to image only thin samples, mostly
sections, that are routinely mounted between microscope slide and cov-
erslip. However, sectioning of samples is labor intense and does not com-
ply with the requirements of imaging dynamic processes in intact living
specimen. Mounting may introduce artifacts, as humorously depicted
by Larson (Figure 1.1). Cell culture grown in a petri dish is also often
imaged in trans-illumination geometry, but Abott (2003) observed fun-
damentally different behavior for cells grown in petri dishes as opposed
to cells grown in a 3D support attempting to mimic tissue properties.
Clearly, mounting on microscope slides does not bear justice to the com-
plex requirements of biological samples.
4 3d imaging in a biological context
(c) Gary Larson, 1986
It is very easy to answer many of
these fundamental biological ques-
tions; you just look at the thing!
“There’s plenty of room at the bottom”,
Richard P. Feynman, 1959
sample health
spatial
resolution
temporal
resolution
image quality
photon
budget
F igure 1 .1 Light microscopy of living samples. Sandwiching a 3D sample between microscope slides may in-
troduce artifacts and hinder correct interpretation of the acquired data. Each biological specimen only supplies a
limited photon budget that can be spent on improving image contrast and resolution (both spatial and temporal),
before specimen health is negatively influenced.
Another important parameter to consider is the amount of energy that
can be deposited in a living specimen before its development is adversely
effected (Magidson & Khodjakov, 2013). Irradiation creates free radicals,
mostly reactive oxygen, damaging biomolecules. For fluorescence mi-
croscopy, the most apparent warning sign is photobleaching of the fluo-
rescent markers, at which point it may already be too late. Signs may be
more subtle such as altered morphology (Jemielita et al., 2013), reduced
cell cycle rate (Icha et al., 2016) or behavioral changes.
For the imaging of dynamic biological processes, Feynman’s famous
words still hold true, with an extra emphasis on “just look at the thing”:
The observation should interfere as little as possible with the developing
specimen. Three main requirements can be defined: Firstly, the mounting
technique should resemble the natural surrounding as closely as possible
and secondly, an imaging technique capable of resolving 3D information
is needed that thirdly, deposits as little energy as possible in the sam-
ple. Ideally, specimen would not be mounted at all but freely behaving
and, to keep light exposure minimal, data would only be acquired when
necessary (Scherf & Huisken, 2015).
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Today, the most widespread technology to image 3D biological samples
is confocal microscopy, which was first proposed by Minsky (1957). The
sample is illuminated pointwise and out-of-focus light is blocked by a
pinhole in the detection path (Boyde, 1990). Multiphoton microscopy also
illuminates the sample pointwise, but the non-linear excitation limits the
generation of the signal to the focus of the laser spot, and therefore the
focal plane of the detection objective (Denk et al., 1990). Both alterna-
tives achieve near diffraction limited resolution. The sample is scanned
in x,y,z to produce 3D data, but mechanical scanning is slow. In confocal
microscopy, illumination powers are high because a large portion of the
signal is rejected by the detection pinhole. In multiphoton microscopy,
the small cross-sections of multiphoton absorption require a large pho-
ton flux. Because of the slow scan speed and high illumination powers,
both techniques are limited when imaging living samples that are several
hundreds of µm in size.
Other imaging methods, both optical and non-optical, acquire 3D data
in different ways. Optical coherence tomography (OCT) is the optical
equivalent of ultrasound imaging: only photons reflected from a specific
depth in the sample interfere constructively and contribute to the image
(Huang et al., 1991). OCT provides good contrast and resolution in the
µm range (Norris et al., 2013), but lacks specific markers (Raghunathan
et al., 2016).
In opto-acoustic imaging, the pressure wave generated upon absorption
of nanosecond laser pulses is recorded with ultrasound receivers, achiev-
ing several cm of penetration depth, but only tens of µm resolution
(Ripoll et al., 2015). Opto-acoustic imaging is specific to many relevant
biological compounds, including haemoglobin, lipids and water and can
provide functional information, e. g. blood oxygenation (Beard, 2011).
µCT is the microscopic equivalent of X-ray computer tomography, but
embryonic tissue lacks bones and cartilage to provide strong image con-
trast. While different contrast enhancing agents are known (Metscher,
2009), most are incompatible with living specimen and prolonged expo-
sure to the high energy radiation will be fatal. Moosmann et al. (2013)
imaged Xenopus gastrulation using phase contrast µCT. The hard X-rays
are barely absorbed in the tissue, but embryonic development was still
impaired. In any case, very few groups have access to a synchrotron to
create the necessary radiation.
Magnetic resonance imaging (MRI), also commonly employed in med-
ical diagnostics, provides excellent soft tissue contrast. Many different
contrast agents are known, but all lack the specificity of antibodies and
fluorescent proteins (Norris et al., 2013). Smith et al. (1994) were the first
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to image mouse embryonic development with MRI. Resolution is a func-
tion of the magnetic field strength, thus putting economical limits on the
imaging of small animal embryos.
With light sheet fluorescence microscopy (LSFM) and optical projection
tomography (OPT) two other optical techniques highly suited for the
imaging of embryonic development have been established. Both acquire
3D data and keep light exposure to a minimum; they will be discussed
in more detail in the next two sections.
1 .1 light sheet fluorescence microscopy
The concept of light sheet microscopy was first introduced by Sieden-
topf & Zsigmondy (1902) as “ultramicroscopy”and briefly rediscovered
as orthogonal-plane fluorescence optical sectioning (OPFOS) to image
the inner structure of the cochlea by Voie et al. (1993). It took another
decade for LSFM to emerge in its modern implementation as selective
plane illumination microscopy (SPIM, Huisken et al., 2004).
In LSFM, one plane of the sample is illuminated with a thin sheet of
light. The detection axis is perpendicular and its focal plane coincident
with the illumination light sheet (Figure 1.2A). A standard epifluores-
cence detection consisting of an infinity corrected detection objective, a
filter, a tubelens and a fast camera, with either a CCD (charge coupled
device) or CMOS (complementary metal-oxide-semiconductor) chip, is
used routinely.
Unlike in confocal microscopy, no excitation light is wasted, because the
illumination is restricted to the thin volume that is also imaged onto
the camera. Furthermore, because the detection scheme is highly paral-
lelized with the whole illuminated plane captured simultaneously, ac-
quisition speeds are fast. When compared with point-scanning methods,
each voxel can be integrated for a longer time without increasing overall
acquisition times and instantaneous laser powers can be kept low (Weber
et al., 2014). Because of its low phototoxicity and fast acquisition speeds,
light sheet fluorescence microscopy is likewise amenable to the imaging
of light sensitive specimen, fast biological dynamics and cm-sized fixed
samples (reviewed in Huisken & Stainier, 2009; Reynaud et al., 2008).
1 .1 .1 gaussian beam optics
While light sheet illumination has also been implemented with Bessel
beams (B.-C. Chen et al., 2014; Fahrbach & Rohrbach, 2012; Planchon et
al., 2011; Zhao et al., 2014) and Airy beams (Vettenburg et al., 2014), only
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F igure 1 .2 The principle of LSFM. A: The sample is placed at the intersection of the focal planes of the orthogonal
illumination and detection objectives. A thin slice of the sample is illuminated with a sheet of laser light. The sample
can be rotated easily to acquire multiple views (ϑ). B: Top view of the light sheet geometry. The waist ω0 of the
Gaussian light sheet is centered to the FOV and aligned to overlap with the focal plane of the detection objective.
Light sheet thickness and FOV are related and governed by light sheet NA = n sin ϕ.
light sheets generated from Gaussian beams are considered in this thesis,
because they are easy to generate and deposit the least energy in the
sample for a given image contrast.
Following the description by Saleh & Teich (2007), the propagation of a
Gaussian beam is given as:
ω(x) = ω0
√
1+
(
x
x0
)2
. (1.1)
The depth of focus of the Gaussian beam is commonly assumed to be
twice the Rayleigh range, x0, that is defined by:
ω (±x0) = ω0
√
2 and x0 =
pinω20
λ0
. (1.2)
λ0 is the wavelength in vacuum and n the refractive index of the medium.
An illustration of the Gaussian beam and the relevant parameters can be
found in Figure 1.2B.
The link to ray optics is established by:
NA = n sin ϕ ≈ nϕ = λ0
piω0
. (1.3)
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Note that in light sheet microscopy, the back focal plane (BFP) of the
illumination objective is usually underfilled, and w0 is determined by
the NA of the illumination beam, not the NA of the objective.
1 .1 .2 creation of the light sheet
The Gaussian beam is rotationally symmetric around its propagation axis.
Two methods exist to create a light sheet: Cylindrical lenses and beam
scanning. Both methods are illustrated in Figure 1.3 and compared to
the point-wise scanning of confocal microscopes.
In the first case, a cylindrical lens is placed with its focal plane in the
BFP (or a conjugate plane) of the illumination objective (SPIM, Huisken
et al., 2004). The light sheet created by the cylindrical lens is then imaged
into the sample; the illumination objective rotates the original light sheet
by 90°. In this configuration, the ratio between light sheet thickness and
light sheet height is determined by the focal length of the cylindrical
lens. The whole plane is illuminated and imaged onto the camera chip si-
multaneously, thus reducing acquisition times and keeping illumination
intensities low (Figure 1.3A-C).
In the second case, a scan mirror is placed in the BFP (or conjugate
plane) of the illumination objective and the beam scanned rapidly (digi-
tal scanned laser light sheet fluorescence microscopy, DSLM, Keller et al.,
2008). The illumination objective transforms the angular scanning into a
parallelly scanned beam, thus creating a virtual light sheet where only
one line in the sample is illuminated at any time. The line-scanning il-
lumination is more flexible than static formation because the light sheet
height can be adjusted independently from other imaging parameters.
Both Bessel and Airy beam illumination schemes require a scanned light
sheet. To capture a whole plane, data are usually acquired by integrating
as the signal sweeps across the camera chip. Acquisition speeds can be
as fast as in SPIM, but because each line in the sample is illuminated for
a shorter time, a higher illumination intensity is needed to achieve the
same signal-to-noise ratio (Figure 1.3D-F).
In comparison, a single objective is used for illumination and detection
in confocal microscopy. Instead of illuminating only the in-focus plane
with a relatively low NA light sheet, a cone of light with high NA is used
to create a small spot with high intensity. In the detection path, the out-
of-focus signal is rejected either by a pinhole or by the point detector. The
signal is acquired point-wise, usually by scanning the beam (Figure 1.3G-
J). Beam scanning is inherently slow both because of mechanical reasons
as well as the minimal dwell times needed for sufficient signal.
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F igure 1 .3 Plane, line and point illumination microscopy. A: In a plane illumination microscope, such as SPIM,
a sheet of light is created to B: illuminate a whole plane in the sample. The illuminated plane is detected with a
perpendicular detection path and C: imaged onto a fast, 2D detector, e. g. an sCMOS chip. D: To create a line scanning
illumination (e. g. DSLM), a laser beam is pivoted in the BFP of the illumination objective thus E: sweeping a line
of light through the sample. F: Signal is acquired line-wise by integrating over the moving laser beam. G: In point
scanning microscopies, such as confocal, illumination and detection paths overlap. H: The sample is illuminated
point-wise by focusing a cone of light and out-of-focus signal is rejected by a pinhole. J: Signal is recorded point-
wise.
From the confocal illumination scheme, several disadvantages arise: Sig-
nal rejection in the detection path necessitates higher illumination inten-
sities, but since most of that signal is not recorded, it only bleaches the
sample, also in planes that have not yet been acquired. Because each
point is acquired sequentially, per-pixel integration times are kept short
to maintain tolerable overall acquisition times and the illumination in-
tensities are further increased to compensate for the signal loss. These
short exposure times and high laser powers can saturate fluorophores,
which renders intensity-based quantifications impossible. Spinning disk
confocal microscopy attempts to parallelize the data acquisition by illu-
minating and acquiring multiple points simultaneously, but the problem
of rejecting signal in the detection path remains.
Additionally to the considerations discussed here, a scanned illumina-
tion is ideally suited to be paired with a descanned detection (discussed
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in Section 4.1.1) and I therefore chose it as the basis of my light sheet
microscope.
1 .1 .3 overview of light sheet microscope designs
The perpendicular illumination and detection paths of LSFM require
some thought when designing a microscope: Steric hindrance of certain
combinations of illumination and detection objectives and the limited
space between the objectives call for customized sample mounting. This
challenge is also a chance, as many light sheet microscopes are built
around the specific physiological requirements of the living sample.
A decade after their development, light sheet microscopes come in all
shapes and sizes. Many setups still follow the original flat design with
the sample hanging from the top (Huisken et al., 2004) or inserted from
the bottom (Krzic et al., 2012), including the two open implementations
OpenSPIM (Pitrone et al., 2013) and OpenSPIN (Gualda et al., 2013) as
well as the commercial setups by Zeiss and Luxendo. In this design, the
sample is accessible from all sides and easily rotated for multiview acqui-
sition. Additional illumination arms to illuminate the scattering sample
from two sides (Huisken & Stainier, 2007) and detection arms to acceler-
ate multi-view acquisition (Krzic et al., 2012; Schmid et al., 2013) can be
added in this configuration. The latest implementation consists of four
identical objectives that are all used for both illumination and detection
(Chhetri et al., 2015).
Many other microscopes use an upright geometry that is compatible with
standard mounting protocols using microscopy slides or petri dishes.
In these designs, illumination and detection are oriented perpendicu-
lar to each other, but under 45° to the horizontally supported speci-
men, for example in the diSPIM (Kumar et al., 2014, commercially avail-
able from ASI) and the objective coupled planar illumination microscope
(Holekamp et al., 2008). The lattice light sheet microscope (B.-C. Chen
et al., 2014, available from 3i) uses the same underlaying geometry. In
the ultramicroscope, published by Dodt et al. (2007) and available from
LaVision, the large sample is immersed in a medium filled chamber, illu-
minated with a horizontal light sheet and imaged from the top.
Strnad et al. (2015) have designed an inverted light sheet microscope to
image mouse embryos floating in a v-shaped medium-filled groove. Il-
lumination and detection objectives are oriented downwards and at 45°
from the horizontal sample support. This inverted system is a perfect ex-
ample for a microscope designed around the specimen, since any form
of rigid mounting would interfere with the development of delicate early
mouse embryos.
1 .1 light sheet fluorescence microscopy 11
To bypass the problems created by the two or more bulky objectives, two
implementations with oblique illumination through the detection objec-
tive exist: Oblique plane microscopy (OPM, Dunsby, 2008) and swept
confocally-aligned planar excitation (SCAPE, Bouchard et al., 2015). To
create the oblique illumination, the light sheet is aligned off-axis in the
BFP of the illumination objective. Another pair of facing objective lenses
in the detection path is used to focus the image remotely (Botcherby et al.,
2008; Botcherby et al., 2007).
Other implementations also use only a single objective, but reflect the
light sheet into the sample using an extra mirror placed close to the
sample, thereby avoiding the awkward sheared geometry of the data in
OPM and SCAPE. In reflected light sheet microscopy, the light sheet is
launched from an objective opposite of the detection objective and re-
flected using an AFM-cantilever (RLSM, Gebhardt et al., 2013); Leica’s
commercial light sheet add-on uses a comparable geometry. Single objec-
tive SPIM uses sample supports with 45° micromirrors to steer the light
sheet launched from the illumination objective into the sample (soSPIM,
Galland et al., 2015).
Along these lines, several small and inexpensive add-ons to upgrade any
epifluorescence microscope with light sheet illumination have been pub-
lished. Guan et al. (2015) 3D-printed a plane illumination plugin (PIP)
and Plöschner et al. (2015) launched a holographically shaped Bessel light
sheet from a multimode fiber. Paiè et al. (2016) etched an aspheric cylin-
drical lens into a microfluidic chip using femtosecond laser micromachin-
ing.
I used light sheet microscopes build flat on the table with the sample
inserted from the top, because this configuration is suited best to im-
age developing zebrafish and drosophila embryos. However, the detection
scheme developed in Section 4.1.3 can be transferred to any other light
sheet microscope with a scanned illumination.
1 .1 .4 typical applications and samples
Through its unique scheme of perpendicular illumination and detection,
light sheet microscopy achieves unmatched low phototoxicity and acqui-
sitions speeds. Therefore, it is the method of choice when fluorescent
specimen are not suited for imaging with other techniques because they
are too light sensitive, their dynamics is too fast or they are too large to
be imaged in a manageable time.
LSFM was used initially to image the development of whole embryos
over extended periods of time (reviewed by Höckendorf et al., 2012). Still
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today, the most popular samples are the primary model organisms used
in developmental biology, for example: fruitfly (D. melanogaster, Huisken
et al., 2004), nematode worms (C. elegans, Fickentscher et al., 2013), ze-
brafish (D. rerio, Keller et al., 2008), medaka (O. latipes, Huisken et al.,
2004), clawed frog (Xenopus, Takagi et al., 2013), chick (Rozbicki et al.,
2015) and mouse (Strnad et al., 2015) embryos.
As LSFM became increasingly adopted, more exotic specimen have been
imaged: Maizel et al. (2011) were the first to image root development in
Thale cress (Arabidopsis thaliana). Höhn et al. (2015) compared gastrula-
tion in embryos of different Volvox species and Lyons et al. (2015) investi-
gated gastrulation in snails (Crepidula fornicata).
While the study of embryogenesis continues to be the main application of
LSFM, it has also been used in all areas where large amounts of data had
to be acquired quickly: Dodt et al. (2007) were the first to use it to image
large fixed samples. Wu et al. (2013) reported a flow cytometer with light
sheet illumination for the taxonomy of dinoflagellates. Welf et al. (2016)
imaged fluorescent cells in a labeled collagen matrix to investigate the
interactions between cell and support.
The third area of expertise for LSFM is the imaging of dynamic processes,
such as diffusing molecules (Ritter et al., 2010), calcium transients in ex-
cised neuronal tissue (Holekamp et al., 2008) and live zebrafish (Ahrens et
al., 2013) or beating hearts (Arrenberg et al., 2010; Mickoleit et al., 2014).
I imaged multiply labeled, living zebrafish and drosophila embryos as
exemplary organisms in my hyperspectral light sheet microscope, but the
results acquired in these can be transfered to any other specimen. Also,
my microscope design is not specific for these two samples, but any other
sample can be imaged with a suitably modified mounting technique.
1 .2 optical projection tomography
Optical projection tomography (OPT) was developed by Sharpe et al.
(2002) to close the “imaging gap” between magnetic resonance imaging
(MRI) with low resolution for cm-sized samples and confocal imaging
with diffraction limited resolution for samples up to 100 µm thick. Most
small vertebrate embryos used as model organisms fall precisely into
that gap (Sharpe, 2004). OPT works for transmission and fluorescence
imaging alike; unlike LSFM, it can also be used to image the absorbent
precipitates commonly used for in situ staining.
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F igure 1 .4 The principle of optical projection tomography. A: Schematic of an OPT setup, essentially consisting
of a widefield detection and a uniform brightfield illumination. The sample is rotated to acquire projections along
different angles. B: Each projection contains only the integrated attenuation along the illumination axis, but no
information about the crosssection of the sample. To infer 3D information, the data are backprojected, here calculated
for the five transmission images shown.
1 .2 .1 tomography with visible light
OPT is a tomographic technique just like CT, PET and SPECT, which are
all used in medical imaging. While the origin of the contrast varies in
these techniques, the nature of data acquisition follows the same prin-
ciples: Only projections are acquired and the precise 3D origin of the
bright and dark structures in the raw data is unknown. The sample is
imaged from many angles and an inverse problem is solved to predict
the 3D structure of the specimen (Figure 1.4). In contrast to light sheet
microscopy, 3D information cannot be directly acquired, but needs to be
reconstructed after the acquisition.
For the X-ray illumination used in a CT, scattering and diffraction are
negligible and sharp shadows form on the detector wherever the illumi-
nation light is absorbed in the sample. In contrast, scattering, refraction
and diffraction by the tissue cannot be neglected for visible light and
the resulting shadows are blurred. An optical system of lenses, usually
a standard widefield microscope, is used to create a sharp image on the
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detector. The measured beam attenuation is the combined result of ab-
sorption, scattering and refraction (Sharpe, 2009).
Another consequence of using lenses for OPT image formation is the
limited depth of focus usually not spanning the entire specimen. While
reducing the NA of the system increases depth of focus, it also decreases
resolution. Usually, a depth of focus encompassing the half of the speci-
men facing the detection objective is chosen. Consequently, a projection
acquired at angle J is not the exact mirrored image of the opposing pro-
jection at J+ p. To compensate, projections along a full rotation are ac-
quired and the low-contrast, out-of-focus data are luckily automatically
rejected when reconstructing the data. More advanced techniques for
depth of focus enhancement are reviewed in Section 1.2.3.
1 .2 .2 radon transform and filtered backprojection
The inverse problem is solved by a filtered backprojection, also known
as inverse Radon transform. The derivation here follows the major steps
presented by Kak & Slaney (1988). A schematic with all relevant variables
is shown in Figure 1.5.
A projection PJ (t) at angle J is equivalent to the line integral:
PJ (t) =
Z
(J,t) line
f (x, y) ds , (1.4)
also known as Radon transform. Here, f (x, y) denotes the cross section
of the specimen. t = x cos J+ y sin J is the tangential vector in the coor-
dinate system rotated around J and s the normal vector. A visual repre-
sentation of the Radon transforms for all angles is the so-called sinogram
P (J, t) shown in Figure 1.5B-C.
The 1D Fourier transform SJ (w) of the projection
SJ (w) =
¥Z
 ¥
PJ (t) e j2pwt dt (1.5)
is equivalent to the 2D Fourier transform F (wJ) of the cross section
F (wJ) =
¥Z
 ¥
¥Z
 ¥
f (x, y) e j2p(wx+Jy) dJ dw . (1.6)
Insertion of Equation (1.4) into (1.6) and comparison with (1.5) yields:
SJ (w) = F (wJ) , (1.7)
also known as “Projection slice theorem”.
1 .2 optical projection tomography 15
ϑ = 360˚
ϑ = 315˚
ϑ = 270˚
ϑ = 225˚
ϑ = 180˚
ϑ = 135˚
ϑ = 90˚
ϑ = 45˚
ϑ = 0˚
z
τ
ϑ
45˚
0˚
90˚
135˚
180˚
225˚
270˚
315˚
360˚
τ
ϑ
180˚0˚
45˚ 225˚
90˚ 270˚
135˚ 315˚
360˚
x
y
Pϑ(τ1)
Pϑ(τ)
f(x, y)
y
x
τ
(x,y) τ1
σ
ϑ
A
B
C D
projections
projection
cross section
sinogram
reconstruction
F igure 1 .5 Reconstruction of 3D data from projections. A: Schematic of the Radon transform. The projection
P (ϑ, τ) of the cross section f (x, y) in the coordinate system rotated around an angle ϑ is formed by integrating
the signal along the arrows (thick, dashed) perpendicular to τ. B: Projections were acquired in zebrafish embryos
(shown in 60° steps). Slicing the projection-angle stack at a given z-position is equivalent to a 2D plot of all Radon
transforms P (ϑ, τ). C: From this so-called sinogram, the original cross sections are obtained by D: back projecting
each Radon transform. Here, partial back projections for the angles indicated in C are shown to illustrate the image
formation process.
An inverse 2D Fourier transform is needed to retrieve the original cross
section from its 2D Fourier transform:
f (x, y) =
∞∫
−∞
∞∫
−∞
F (u, v) ej2pi(ux+vy) du dv
=
2pi∫
0
∞∫
0
F (ϑ,ω)ωej2piω(x cos ϑ+y sin ϑ) dω dϑ
=
pi∫
0
∞∫
−∞
F (ϑ,ω) |ω| ej2piωτ dω dϑ
=
pi∫
0
∞∫
−∞
Sϑ (ω) |ω| ej2piωτ dω dϑ
(1.8)
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The filtered projection QJ (t) is defined in both a continuous and discrete
form with bandlimits from  W    W:
QJ (t) =
WZ
 W
SJ (w) jwj ej2pwt dw
QJ

k
2W

=
2W
N
N
2
å
m=  N2
SJ

m
2W
N
 m2WN
 ej2p( mkN )
(1.9)
where k =  N2 ,    ,  1, 0, 1,    , N2 . Both the continuous and discrete
inverse Radon transform can now be written in the simple form:
f (x, y) =
pZ
0
QJ (t) dJ
=
p
K
K
å
i=1
QJi (ti)
(1.10)
where K is the number of acquired angles ti.
Figuratively spoken, the filtered backprojection “smears” the projection
across the whole depth of the imaging area. The reconstructed cross sec-
tion f (x, y) is obtained by overlaying these backprojections from all an-
gles (Figure 1.5C-D).
1 .2 .3 overview of recent developments
In contrast to light sheet microscopy with its many different implemen-
tations, OPT has experienced few major technical alterations. Most no-
tably, several attempts to extend the depth of focus exist. First, Miao et al.
(2010) moved the detection objective to scan its focal plane through the
sample while integrating the signal on the camera chip. Because objective
scanning was too slow, the same authors used a remote focusing system
consisting of a second objective and scanning mirror (Miao et al., 2014),
similar to the systems employed in OPM (Dunsby, 2008) and SCAPE
(Bouchard et al., 2015) and as previously published by (Botcherby et al.,
2008; Botcherby et al., 2007). In the same year, L. Chen et al. (2014) incor-
porated an ETL in the detection path (Fahrbach et al., 2013) to scan the
focal plane of the detection arm through the sample. While the three ap-
proaches differed in optical design, all averaged over the different focal
positions acquired. Chan & Liebling (2016) proposed an altered backpro-
jection algorithm for these averaged projections. In contrast, Bassi et al.
(2015) high pass filtered the focus stack to suppress out-of-focus contri-
butions; their approach is discussed in more detail in Section 1.3.
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In the scanning laser optical tomograph (SLOT, Lorbeer et al., 2011), a
laser beam was scanned through the sample and projections acquired
pointwise without the need for imaging optics. Transmission was mea-
sured with a photo diode placed behind the sample. Any fluorescence
signal was collected by a photomultiplier tube placed under 90°, with an
additional reflector to capture signal emitted away from the PMT. When
available laser power is limited, SLOT may be superior to OPT, but the
point scanning is slow. One advantage of this geometry is the possibility
to estimate a 3D scatter map of the specimen (Eickhoff et al., 2012).
In high-dynamic range OPT (hdr-OPT), multiple (usually 9) exposures
were taken for each angle and combined to yield HDR projections with
increased contrast. Depending on the transfer function used to create
the HDR, different morphological structures in zebrafish embryos were
highlighted (P. Fei et al., 2012). In accelerated OPT, less than 50 projections
were acquired and the data reconstructed using an iterative algorithm.
Since projections are usually acquired at a spacing of less than 1°, Correia
et al. (2015) considerably reduced the acquisition time at expense of the
time needed for reconstruction. Presumably, their approach only works
for sparsely labeled samples and OPT in fluorescence mode. Helical OPT
was suggested for long samples; instead of tiling, the sample was rotated
and advanced in y-direction at the same time (Arranz et al., 2013).
The filtered backprojection algorithm may suffer from a number of ar-
tifacts caused for example by the detector edge, noise and nonlinear re-
sponse or power fluctuations of the illumination source. Walls et al. (2005)
discussed how to correct for the most typical artifacts and Michálek
(2015) presented a reconstruction based on total variation to eliminate
streak, ring and noise artifacts.
1 .2 .4 typical applications and samples
The imaging of relatively large, cleared embryos that OPT was originally
developed for continues to be its most important application. OPT has
been instrumental in the creation of several developmental atlases, in-
cluding mouse (Wong et al., 2015), zebrafish (Bryson-Richardson et al.,
2007), quail Ruparelia et al. (2014) and human brain (Kerwin et al., 2004).
Tickle (2004) imaged in situ stains of chick limb bud and Felix et al. (2016)
cleared large toadfish (Halobatrachus didactylus) embryos and larvae. Fur-
thermore, OPT has been adopted to the imaging of adult differentiated
tissue such as whole organs from adult mouse (reviewed e. g. in Sharpe,
2009) and McGurk et al. (2007) imaged adult, cleared drosophila in toto.
In addition to fixed samples, OPT has been increasingly employed for
timeseries imaging of living specimen, e. g. for plants (K. Lee et al., 2006),
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cultured limb buds (Colas & Sharpe, 2009), C. elegans (Rieckher et al.,
2011) or the head inversion process of drosophila pupae (Arranz et al.,
2014).
When equipped with a polarizer in the illumination path and analyzer in
the detection path, OPT contrast in muscle fibers increased significantly
(Fang et al., 2016), which can potentially be used to differentiate other
anisotropic tissues. Liao et al. (2016) acquired both a standard OPT but
also 512 consecutive frames for each projection position and extracted
blood flow characteristics from the observed Doppler shift (optical pro-
jection angiography).
In multimodal imaging approaches, OPT provided the morphological
context for sparsely labeled fluorescent samples either as one of several
instruments used (Kellner et al., 2016; Singh et al., 2016) or incorporated
into a dedicated instrument capable to acquire several modalities (An-
drews et al., 2016; Bassi et al., 2015; Mayer et al., 2014).
1 .3 combination of opt and lsfm
Light sheet microscopy and OPT share many of their hardware com-
ponents: Both are equipped with a widefield detection arm with a fast
camera and both require a precise motorized sample positioning unit.
Sample embedding for OPT and LSFM are very similar, especially when
the microscope is mounted flat on the table and the sample inserted
from the top. At first sight, it seems that only homogeneous backlight-
ing is needed to turn a light sheet microscope into a transmission OPT
and take advantage of the additional contrast. However, both systems
demand different detection objective NAs: Remember that OPT requires
a large depth of focus and therefore smaller NA even at the price of re-
duced resolution. Consequently, OPT data cannot be acquired trivially
on a light sheet microscope.
OPTiSPIM Mayer et al. (2014) have built a dedicated setup, called OP-
TiSPIM (catalan for OPT & SPIM) with a fairly low detection NA of 0.17.
Comparing both modalities, they found that the fluorescence OPT res-
olution was intrinsically isotropic, but lower than SPIM resolution. The
transmission OPT data were used to calculate an attenuation map of the
imaged mouse embryo and recover lost fluorescence signal, for example
in the eye (unpublished data).
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F igure 1 .6 Spiral acquisition for extended depth of field at high NA. A: The specimen is translated and rotated
through the focal plane of the detection objective, thus forming a spiral. B: Top view of the acquisition system. The
detection objective’s depth of focus, δz, is highlighted. Adapted from Bassi et al. (2015).
Spiral acquisition Bassi et al. (2015) modified a four-lens SPIM with two
illumination and two detection objectives (Schmid et al., 2013) by placing
an LED backlight behind the second detection objective, thus providing
illumination at high NA. The OPT signal was captured through the fac-
ing, identical objective with NA 0.3. The depth of field of the acquired
data was extended by acquiring and high-pass filtering focus stacks for
each projection angle:
IE =
∑Zz=1 Iz ·
∣∣IHPz ∣∣
∑Zz=1 |IHPz |
(1.11)
with Iz being the data acquired for each focal position, IHPz the high-pass
filtered data and IE the extended depth of field data.
Because the discontinuous movements and acceleration times of rota-
tional and translational stages slowed down the acquisition of focus
stacks considerably, the authors moved the sample along a spiral tra-
jectory instead (Figure 1.6).

2S P E C T R O S C O P Y A N D I M A G I N G
Internal energy levels of atoms and molecules can be probed bytheir interaction with electromagnetic radiation. Fraunhofer (1817)was the first to describe dark lines in the sun’s spectrum that were
later connected to the presence of specific chemical elements by Kirch-
hoff & Bunsen (1860), thus laying the foundation for spectroscopy. Gen-
erally, spectroscopy is the dispersion of matter with respect to any of its
properties such as energy, mass or force. In accordance with the scope
of this thesis, only the narrower definition, where the energetic proper-
ties of matter are probed through its interaction with (visible) light, is
considered.
Historically, spectroscopy and imaging have been two independent dis-
ciplines: Spectroscopic measurements have been performed mostly on
bulk samples and in imaging only the spatial intensity distribution has
been acquired. Recording spectra and images simultaneously poses some
difficulty, as common detectors as well as our eyes are sensitive across
large spectral bands. To mimic our eyes’ color perception, broadband fil-
ters corresponding to the spectral sensitivity of cone cells are mounted
in front of the detector. This basic approach is also used frequently when
imaging multiple colors in microscopy: Instead of “red”, “green” and
“blue” filters, the used bandpass filters match the fluorophore’s spectral
properties.
To acquire continuous spectral information, the signal is commonly dis-
persed and the wavelength inferred from its spatial distribution – but
2D detectors can only acquire one of the two: image information in
two dimensions or spectra. Technical solutions to this challenge are dis-
cussed in Section 2.2. Several synonyms for techniques that acquire both,
spectral and spatial information are used: chemical imaging, imaging
spectroscopy and multi- or hyperspectral imaging. Multispectral usually
refers to the acquisition of few, sparsely sampled wavelengths, whereas
hyperspectral and imaging spectroscopy both refer to the acquisition of
many, contiguous spectral bands (Q. Li et al., 2013).
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F igure 2 .1 Fluorescent proteins have overlapping emission spectra. A: Photograph modified from Zimmer (2016)
and B: emission data. Reference spectra from the Tsien-lab webpage.
If the hyperspectral data includes spectra of several chemical compo-
nents, the single detector elements usually record average spectra of two
or more of these components. Still, pure spectra and relative concentra-
tions on each pixel can usually be extracted from pixel-to-pixel variations
in the datasets (Keshava, 2003). Thus, components with overlapping spec-
tra can be separated, which are indistinguishable using filter sets. Several
of these computational approaches are discussed in Section 2.3.
2 .1 spectral imaging applications
Spectrally resolved images were first recorded in earth remote sensing
(Goetz et al., 1985), but the technology was soon adopted by other fields
as diverse as defense and surveillance (Yuen & Richardson, 2010) as well
as archeology and art conservation (Liang, 2011). Drug traces, blood-
stains and different inks were detected in forensics (Edelman et al., 2012)
and autofluorescence was used as readout for the glyceride production
of algae (Davis et al., 2014). Furthermore, moving targets, e. g. cars, can be
tracked in cluttered environments such as cities (Demars et al., 2015).
In the biomedical sciences, fluorescent markers are used to label struc-
tures selectively. The number of available fluorescent proteins is con-
stantly growing, but since their emission spectra are fairly broad and
overlapping, only a limited number fits into the visible spectral range
routinely used for imaging (Figure 2.1). Consequently, Tsurui et al. (2000)
acquired a hyperspectral image stack to separate spectrally overlapping
fluorophores with the help of reference spectra. For some time, imaging
of multiple fluorescent markers was the most widespread application
for hyperspectral imaging in biology and medicine (Zimmermann et al.,
2003).
2 .2 acquiring spectroscopic images 23
Today, biomedical hyperspectral imaging serves versatile purposes: Mi-
crobiologists used spectral signatures to ensure food safety (Gowen et al.,
2015), monitor biofilm attachment on medical devices (Le et al., 2014),
to distinguish toxin-producing from non-toxic bacterial colonies (Yoon
et al., 2015) and to infer the age of bacterial colonies (Mehrubeoglu et al.,
2014). Spectral information aids in disease diagnostics and image guided
surgery (Q. Li et al., 2013; Lu & B. Fei, 2014). Partially excised breast tu-
mors were easily spotted by their spectral properties in the visible range
(Panasyuk et al., 2007) and prostate cancer cell lines with different risk
levels were identified by their autofluorescence characteristics (Pu et al.,
2013). In laparoscopic surgery, hyperspectral data in the near-infrared
range were acquired with a fiber bundle enclosed in an endoscope and
helped to identify liver and gallbladder (Zuzak et al., 2007). Kröger et al.
(2014) imaged mouse small intestine in the far infrared with wavelengths
around 10 µm and identified crypts in unstained tissue.
2 .2 acquiring spectroscopic images
Spectral imaging can be classified into scanning and non-scanning meth-
ods (Figure 2.2). Non-scanning techniques, more commonly termed snap-
shot hyperspectral imaging, sacrifice spatial resolution and share the 2D
detector to record the spatial and spectral data simultaneously (Hagen &
Kudenov, 2013). To do so, the spatial data are chopped and isolated using
for example lenslet arrays (Cao et al., 2011; Orth et al., 2015), fiber bun-
dles or image slicers (e. g. multifacet mirrors, Gao et al., 2010; Tamamitsu
et al., 2015), and the spectral data dispersed into the interjacent pixels
of the detector. Thus, the hyperspectral datacube is rearranged into mul-
tiple 2D elements. Wu et al. (2016) even captured spectral information
simultaneously with 3D spatial information in their snapshot volumet-
ric microscope, by equipping groups of microlenses in a lightfield setup
(capturing 3D spatial data) with filters to acquire the spectral informa-
tion.
Scanning hyperspectral imaging methods can be sub-classified, depend-
ing on the scanned dimensions. I follow the classification by Hagen &
Kudenov (2013), but the terms in brackets are also used (Gowen et al.,
2015):
Point-scanning (“whiskbroom”) methods acquire only spectral informa-
tion onto a line-detector and have become a common upgrade for con-
focal microscopes: The detection path is simply equipped with a prism
or grating and a multichannel detector to capture the spectra (Dickinson
et al., 2001). The spectral sampling is determined by the properties of the
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F igure 2 .2 Classification of hyperspectral imaging techniques. A: In non-scanning or snapshot types, the whole
spectral datacube is acquired simultaneously, usually by sacrificing spatial information for spectral. B: Scanning
techniques time-share one or more dimension. They can be classified further into point-scanning, line-scanning and
wavelength-scanning, depending on how many and which dimensions are shared. Modified from Hagen & Kudenov
(2013).
dispersive or diffractive element and spatial sampling by the parameters
of the scanning routine. As noted before, point-scanning is slow and spec-
tra from different points in the sample are not acquired simultaneously,
potentially introducing artifacts for dynamic samples.
Line-scanning (“pushbroom”) techniques only scan one spatial dimension
and acquire spectra for a whole line in the image on a 2D detector. They
are commonly used in reconnaissance applications and quality assurance
in assembly lines, where scanning is already inherently present by the
moving satellite, plane or conveyor belt. Because only one spatial dimen-
sion is time-shared, line-scanning hyperspectral imaging is faster than
point-scanning, but the relation of spectral sampling and the sampling
of the non-descanned spatial dimension is fixed by the grating or prism
used.
Wavelength-scanning (“staredown”) approaches image each wavelength
consecutively. Various concepts to discriminate wavelengths exist, the
easiest, but not strictly hyperspectral, being the use of filter sets. To mea-
sure a continuous spectrum, different tunable filters, such as liquid crys-
tal tunable filters (Lansford et al., 2001), acousto-optic tunable filters or
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Bragg tunable filters (Blais-Ouellette et al., 2006) are routinely used. In
Fourier transform spectroscopy, an interferometer is placed in the detec-
tion path to sample different wavelengths (H. Choi et al., 2014; Müller
et al., 2016). Finally, a substance’s spectral signature can be sampled indi-
rectly by scanning the excitation source and measuring overall transmis-
sion, reflectance or fluorescence intensities (Favreau et al., 2014).
2 .3 processing of spectral information
Regardless of the acquisition technique, the resulting hyperspectral dat-
acubes require lots of storage space and are often not immediately in-
sightful, because they are too awkward to navigate for manual extrac-
tion of relevant information. The goals of analyzing such data are the
classification of endmembers, either manually or unsupervised, and cal-
culation of abundance maps (Richards & Jia, 1999). In the terminology of
biochemical datasets, this refers to the determination of pure spectra and
calculation of the concentration distribution of the relevant molecules.
Such data can conveniently be visualized as multichannel images, with
the endmember spectrum for each channel. Importantly, such a classifica-
tion has the additional benefit of considerable data compression: Instead
of saving a full image for each acquired spectral band, only a handful
of images plus a small text file containing the spectra needs to be stored.
Many different algorithm exist to perform these tasks (e. g. reviews by
Heylen et al., 2014; Keshava, 2003). In the following, I will only discuss
the ones used in this thesis.
2 .3 .1 migrating means clustering
Migrating means clustering, also known as k-means clustering, is an it-
erative algorithm to determine endmembers. It can be initialized with a
guess for the centers of masses of clusters or just the number of expected
clusters (initial centers of masses are picked randomly). The algorithm
assigns each measured spectrum to the cluster with the closest center of
mass. In the iterations, the centers of mass are re-calculated and the spec-
tra re-assigned until the assignment converges. The determined centers
of mass correspond to the desired endmembers. The clusters are trans-
formed into channels and abundance maps are created by multiplying
the measured intensity with a binary map for each channel (Richards &
Jia, 1999).
The advantage of migrating means clustering is that it needs no prior
other knowledge than the number of expected clusters. The calculations
are easy to perform, but may be time-consuming when many iterations
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are needed or the number of recorded spectral channels L is large (since
distances are calculated in L-dimensional space). Furthermore, the arbi-
trary selection of initial cluster centers easily leads to wrong clustering
if the algorithm converges to a local minimum. Providing a good initial
guess mitigates this issue, but requires some prior knowledge on the
present endmembers.
2 .3 .2 linear unmixing
The mathematical description of linear unmixing reflects the processes
underlying hyperspectral imaging. When the signal of several molecules
is recorded on the same detector pixel, the sum of their spectra is mea-
sured (Lansford et al., 2001). Non-negative matrix factorization (NMF) ad-
ditionally constrains all endmembers and abundances to be non-negative
(D. D. Lee & Seung, 1999; D. D. Lee & Seung, 2000; Paatero & Tapper,
1994).
NMF attempts an approximate factorization of the observed matrix O
(i. e. the hyperspectral datacube) with the endmember and abundance
matrices E and A:
O = EA or
ocp =
F
å
f=1
ec f a f p (element-wise notation)
(2.1)
where c is the spectral channel, p the pixel and F the number of features
f , by minimizing a cost function
f (E ,A) = 1
2
kO   EAk2F + aJ1(E) + bJ2(A) . (2.2)
J1(E) and J2(A) are optional penalty terms to enforce further constraints
on E and A depending on the application. The factorization is computed
numerically and iterative update rules are designed to meet the specific
constraints (Berry et al., 2007).
Neher et al. (2009) developed a blind, non-negative matrix factorization
algorithm to unmix fluorescence microscopy data. Their multiplicative
update rules assumed a Poisson distribution of photon counts and at-
tempted to minimize the overlap between spectra. For initialization, the
number of expected features F was provided, and F equally spaced Gaus-
sian distributions were used as initial spectra.
The advantage of NMF is that it performs a true unmixing and not just
a classification of the data. For each pixel, the relative concentrations of
the fluorophores contributing to the measured intensity are determined.
In contrast, in migrating means clustering, each pixel is simply assigned
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1 See Fereidouni et al.
(2012):
to the class of the most abundant fluorophore. On the downside, NMF
is known to converge badly and a large number of iterations may be
needed for satisfactory unmixing (Berry et al., 2007).
2 .3 .3 spectral phasor
The spectral phasor in itself does not classify or unmix the hyperspec-
tral data, but reduces the dimensionality of the problem and displays the
data in an easy-to-read, 2D visualization. The concept of the phasor plot
was borrowed from electrical engineering where it is commonly used to
visualize the real and imaginary parts of alternating currents in the com-
plex plane (Zhang & D. Li, 2007). Multi-exponential decays in frequency
domain fluorescence lifetime measurements were identified using a pha-
sor representation (Clayton et al., 2004; Digman et al., 2008; Jameson et
al., 1984; Redford & Clegg, 2005). Later, the approach was transfered to
the analysis of hyperspectral fluorescence data (Cutrale et al., 2013; Ferei-
douni et al., 2012).
Because real and imaginary parts are not directly apparent from the
non-periodic fluorescence spectra, a practical approximation is used: The
Fourier transform of the spectra is computed with the real (am) and imag-
inary (bm) Fourier coefficients:
am =∑
λ
I (λ) cos (wmλ)
bm =∑
λ
I (λ) sin (wmλ)
w =
2pi
Λ
(2.3)
The first order coefficients are plotted as 2D histogram (one count for
each pixel) in the complex plane c1 = a1 + ib1, resulting in a polar plot.
Λ is the number of spectral channels, I (λ) the measured intensity and
m = 1.
For Gaussian spectra, the central wavelength increases in polar direction
and the relative amplitude (i. e. amplitude/width) in radial direction1.
Similar spectra thus tend to cluster in the phasor plot. The background
signal is located towards the center of the plot, because it is evenly spread
across all channels.
Because the spectral phasor analysis is non-iterative, it is fast and its cal-
culation does not need any prior knowledge of number of fluorophores
or their spectra. Although the spectral phasor itself does not classify or
unmix the data, it reduces the dimensionality of problem to two dimen-
sions that are easily visualized. If reference spectra are known, up to
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three fluorescent labels can be unmixed analytically from the phasor
plot (Fereidouni et al., 2012). The problem becomes under-determined
for more fluorophores, but manual classification can still be performed
by encircling the fluorophore clusters on the phasor plot.
3T H I S W O R K – A I M A N D S C O P E
Up until now, multi-color microscopy has been performed mainlywith filter sets and only few colors could be acquired. Here, Idemonstrate ways to acquire spectroscopic, volumetric datasets
of living specimen in both fluorescence and transmission mode. I have
built a light sheet microscope and an optical projection tomograph to
acquire hyperspectral fluorescence and transmission data.
I have developed and improved analysis routines to interpret the hyper-
spectral datacubes and to extract overlapping spectral information. In the
case of fluorescence data, I separated up to five fluorophore signatures
and autofluorescence in living zebrafish and drosophila embryos. I found
evidence that contrast formation in OPT data is governed by refraction,
whereas scattering and absorption play a minor role.
Furthermore, I have built and maintained an educational light sheet mi-
croscope to be used by laymen. eduSPIM was displayed for one year in
a technical exhibition, has traveled to workshops and conferences and is
currently on display at the new home of the lab in Madison, USA.
The results, Part II, are divided into three chapters, each dealing with one
instrument: Chapter 4 describes the process of building the hyperspectral
LSFM and discusses different procedures to analyze the hyperspectral
fluorescence data. I present the development of an excitation scanning
OPT in Chapter 5 and investigate how the acquired 3D transmission
maps can be interpreted. Chapter 6 portrays the specific challenges in
designing an instrument for laymen that is expected to run with minimal
supervision and maintenance for an extended period of time.
In the discussion, Part III, I first summarize the achievements of this the-
sis (Chapter 7) and sketch the vision for a multimodal microscope where
one contrast is used to correct the artifacts of the other in Chapter 8.
Part IV is divided into biological and technical methods (Chapter 9 and
Chapter 10). Technical information, such as parts lists and drawings are
included in Part V, the appendix for each chapter (Appendix A – C).

Part II
Results

4H Y P E R S P E C T R A L L I G H T S H E E T M I C R O S C O P Y
The zoo of genetically encoded fluorescent markers is a powerfultool to label many different structures in tissues. Acquiring manysuch labels requires a microscopy setup capable of discriminating
many colors. Alternatively, only a subset of labels is applied, imaged
and washed out again. In a subsequent staining and imaging step, dif-
ferent labels reusing the same fluorescent marker can be applied, but es-
pecially for living organisms, preservation of sample health forbids mul-
tiple staining and washing steps. Instead, the structures of interest can
be labeled in multiple specimen, but sample-to-sample variance impedes
the fusion of complementary data acquired in different individuals. It is
therefore desirable to acquire many colors during one recording within
a single sample.
In light sheet microscopy, several colors are commonly imaged sequen-
tially using multiple lasers and filters mounted in a motorized filter
wheel. Alternatively, dichroic mirrors are used to split the signal onto
two cameras (Huisken & Stainier, 2007) or onto neighboring regions on
the same camera chip (Mahou et al., 2014; Mickoleit et al., 2014). Invari-
antly, these approaches rely on the use of dedicated filters and are im-
paired by the spectral overlap of fluorescent markers. In practice, the
distinction of more than three or four different colors within the limited
visible spectrum is difficult to impossible.
For confocal (point scanning) microscopy, hyperspectral approaches have
been developed as an alternative: A prism or diffraction grating is used
to separate the wavelengths spatially before they are imaged onto a mul-
tichannel detector. Since only one point is scanned at a time, the spectral
axis can be accommodated easily by multiplexing the detector. From the
resulting spectrally resolved datasets, the spectra of all fluorophores can
be determined and their contributions to the signal in each pixel calcu-
lated, for example by linear unmixing (Lansford et al., 2001). In such a
way, spectrally overlapping dyes are separated. However, point-scanning
is inherently slow and not ideally suited to image large samples. The ac-
quisition speeds can be increased with a parallelized illumination scheme
34 hyperspectral light sheet microscopy
that scans several points along a line. A 2D detector is now needed: one
dimension resolves the spatial information and the other the spectra.
The combination of line-scanning confocal microscopy and spectral imag-
ing has been demonstrated, but the existing implementations face sev-
eral drawbacks: Cha et al. (2014) scanned only four points at a time and
Cutler et al. (2013) acquired only 64 32 px, thus compromising the spa-
tial information severely. Velten et al. (2013) recorded 15 spectral chan-
nels with an Amici prism in the detection path of a multipoint confocal
system, but acquired only two line spectra per second. S.-Y. Chen et al.
(2014) imaged a large FOV of 1040 1000 1392 px (spatial spatial
spectral) in their implementation. Strictly speaking, they illuminated the
sample pointwise by scanning the two-photon excitation beam quickly in
x-direction and slowly translating the sample in y-direction, but acquired
line-wise spectra with a total acquisition time of 100 s for a full size data
stack. With a fast detector, all of these setup could potentially be adapted
to acquire sufficient spatial information with adequate acquisition times,
but the wasteful light management of confocal microscopy both limits
the minimally achievable dwell times and remains detrimental to sample
health in any case.
4 .1 system design
In the widefield detection scheme of LSFM both dimensions of the 2D
detector are already used to record the spectral information. Since mul-
tiplexing into the third dimension is impractical, different strategies to
record the spectra are called for. Snapshot spectral imaging techniques
seem an obvious choice. An implementation of a snapshot hyperspectral
light sheet microscope was published during the writing of this thesis
(Lavagnino et al., 2016). The authors cut the image into stripes with a
multifacet mirror and mapped these stripes onto distinct spaces on the
camera chip. The spectral information was resolved into these spaces
with prisms, and masks prevented bleedthrough between the individ-
ual spaces. The spectral data cube was thus rearranged into multiple 2D
elements and all spectra within one plane of the sample were imaged
simultaneously, which was a considerable advantage for fast processes
such as the ion transients studied by the authors. However, since the
spectral information needed to fit into the limited space of the camera
chip, spatial information had to be sacrificed: the authors acquired only
322 210 px and 60 spectral bands.
When I started my thesis, no technique was available to record spectrally
resolved data with the spatial information necessary for large samples,
such as whole embryos. Here, I show that a light sheet microscope with
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F igure 4 .1 Computer rendering of the hyperspectral LSFM. The sample was inserted into the beampath from
the top and was positioned at the intersection of illumination and detection path using linear and rotational stages.
The illumination laser beam was scanned quickly through the sample to form the light sheet. In the detection path,
the signal was descanned and the resulting line image separated spectrally in an imaging spectrograph and imaged
onto a camera. A flip mirror and a second camera were used to record a widefield image of the sample.
a scanned light sheet provides the optimal basis for a system capable of
acquiring such data. The microscope was built with both commercially
available parts as well as parts that I designed and that were build in an
inhouse workshop. The hyperspectral SPIM setup is shown in Figure 4.1,
a technical drawing and the optical properties of the used components
are provided in Appendix A.1, Figure A.1 and Table A.1. I demonstrate
the performance of my system by imaging multiple fluorophores in liv-
ing zebrafish and drosophila embryos (Jahr et al., 2015).
4 .1 .1 scanned illumination, descanned detection
In LSFM with a scanned illumination (or digital scanned laser light sheet
fluorescence microscopy, DSLM, Keller et al., 2008), the light sheet is
formed by scanning a Gaussian beam rapidly through the sample (see
also Figure 1.3). An image is created by integrating the signal as it moves
across the camera chip; only the frame rate of the camera and the scan
speed of the beam need to be matched. If the scan range is larger than
the FOV, the signal is simply cropped by the camera chip (Figure 4.2A,B).
While integration on the camera chip is very easy to implement, it also
wastes detector space, as only one line of the camera chip is illuminated
at a time with all other lines awaiting illumination. This space could not
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be put to better use as long as the signal of the illuminated line traveled
across the whole chip.
To “freeze” the signal in space, I have developed a descanned detection,
where a descanning mirror in the detection path is used to project an
image of the moving illumination beam into the center of the camera
chip (Figure 4.2C). The data were collected line-by-line and an image re-
constructed. To confirm that scan parameters and camera exposure times
matched, I acquired two datasets of 500 nm fluorescent microspheres2
embedded in a column of LMA3. For one, I mimicked DSLM-like acquisi-
tion with a static descan mirror and integration of the signal on the cam-
era. For the other, I reconstructed the image line-wise from descanned
data. The beads in both images colocalized well (Figure 4.2D).
Reading out only the central part of the camera chip rejected scattered
signal (the camera shutter serves as line-shaped pinhole or slit). This so-
called “confocal line detection” has been investigated thoroughly (Baum-
gart & Kubitscheck, 2012; Fahrbach & Rohrbach, 2012; Silvestri et al.,
2012) and may result in a contrast enhancement, because scattered, out-
of-focus signal is rejected. On the downside, the confocal line detection
also rejected signal towards the edges of the FOV where the light sheet
was broader and less beads were seen overall (Figure 4.2). Despite its pop-
ularity (Medeiros et al., 2015), confocal line detection is a double edged
sword, and the advantages of contrast enhancement may easily be out-
weighed by the disadvantages of signal rejection: For large and scattering
samples, the decision may well be between acquiring bad data from the
center of the specimen, or no data at all. In the context of this work, some
sort of slit was unavoidable to prevent overlap between spectral and spa-
tial data on the detector once the diffractive element was incorporated
(see Section 4.1.3).
In the center of my light sheet microscope with descanned detection was
a custom made acrylic sample chamber. Two identical water-dipping ob-
jectives4 (one for illumination, one for detection) were inserted through
openings sealed with o-rings. The objectives and the sample chamber
were mounted in an aluminum cage and the specimen was inserted into
the medium-filled chamber from the top. Its position was controlled with
a manual rotation stage5 and a manual x,y,z translation stage6. A motor-
ized linear z-stage7 was used to move the sample through the light sheet
during stack acquisitions.
A white LED8 placed opposite of the detection objective was used for
transmission illumination and a multicolor laser engine with six laser
heads9 was used for light sheet illumination. The laser beam was ex-
panded with a 2.5 beam expander ( f = 80 and 200 mm achromatic
lenses) and an iris in the beampath was used to adjust the light sheet
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F igure 4 .2 Image formation and calibration of the descanned detection. A laser beam was scanned through the
water-filled chamber and the scattered signal recorded. A: With a scanned light sheet, an image was formed by
integrating the signal swept across the camera chip. B: To calibrate the scan range, a full frame was acquired for
each beam position. The resulting stack was resliced and integrated along x to display y,t-trajectories. The voltage
of the scan mirror was adjusted until the scanned beam swept across the whole camera chip. Also, the linearity of
the scanned trajectory was evaluated from these images. C: A descanning mirror in the detection path projected
the illuminated sample region onto the center of the camera chip and the total image was reconstructed line-wise.
D: Images of a bead-sample acquired by integrating with a static descan mirror (red) and by reconstructing an
image from descanned data (cyan). Integrated and reconstructed images agreed well in the center of the FOV. In the
reconstructed case, signal at the sides of the FOV was rejected because the broadened light sheet was rejected by the
confocal line detection.
10 dynAXIS M, Scanlab
AG, Germany
11 SYS65, OWIS GmbH,
Germany
12 dynAXIS M, Scanlab
AG, Germany
thickness by cropping the beam. Because all lenses further down the op-
tical path were aligned confocally with this first telescope, the BFP of the
80 mm lens was conjugate to the BFP of the illumination objective and
the BFP of the 200 mm lens was conjugate to the light sheet waist. A mir-
ror was placed in each of these planes and used to adjust the position
and tilt of the light sheet, respectively. The galvanometric scan mirror10
was placed in the focus of the 200 mm lens and imaged into the BFP of
the illumination objective using a 0.66× telescope ( f = 150 and 100 mm).
The illumination path was built using posts and clamps, only the scan
mirror was put onto a short rail11 for easier alignment.
In the detection path, a 1.5× telescope ( f = 100 and 150 mm) imaged the
BFP of the detection objective onto the descan mirror12. The descanned
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signal was imaged onto the camera13 using the Nikon tube lens14. The
overall magnification of the microscope was determined to be 13.75. Ex-
cept for the objectives and the tubelens, only achromatic doublets with
400 nm to 700 nm antireflective coating were used. The scan mirrors were
silver-coated, all other mirrors with a 400 nm to 700 nm antireflective coat-
ing.
I used only inexpensive achromatic doublets with 25 mm diameter in-
stead of F-Theta lenses as scan lenses. The lenses’ spherical aberrations
did not cause any non-linearities in the trajectory of the scanned beam
(Figure 4.2B). Great care had to be taken to align the scan mirrors. Not
positioning the illumination scan mirror in the conjugate BFP of the il-
lumination objective resulted in a pivoting illumination beam. Wrong
positioning of the detection scan mirror manifested itself in a scaling of
the reconstructed image. If the scan ranges of illumination and detection
scan mirrors were not matched, the descanned beam jittered around the
center position. All of these misalignments resulted in both inefficient
signal collection (signal not incident in the correct position was rejected)
and a faulty image reconstruction. A detailed description of the align-
ment procedure can be found in Section 10.1.2.
4 .1 .2 light sheet profile for different colors
The used achromatic doublets corrected chromatic aberrations only for
two wavelengths; the focal planes and light sheet waists of all other
wavelengths were inevitably shifted along the beam propagation axis.
Additionally, the light sheet thickness depends on the wavelength (Equa-
tion (1.3)). If multiple colors were acquired sequentially, this shift could
be corrected for by moving the illumination objective (Royer et al., 2016)
and the light sheet thickness could be adjusted by cropping the beam di-
ameter. Alternatively, a slight defocus could be introduced into each laser
beam before combining the lasers lines, but this would necessitate an in-
dividual beam expanding telescope for every single laser line, which is
very space consuming and in any case not practical for the used multi-
color laser engine.
I measured the beam profiles for all six illumination wavelengths to es-
timate the actual light sheet thickness and position to determine if any
correction was necessary. I reflected the illumination laser beam into the
detection path using a small mirror inserted into the chamber under 45°
and imaged cross sections from different positions by translating the mir-
ror along the z-axis (Figure 10.1). From these data, an x,y view of the light
sheet was plotted (Figure 4.3A), the beam diameters were extracted and
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F igure 4 .3 Characterization of the light sheet profile. A: Light sheet at 561 nm. A logarithmic heat map with an
additional bright band at low intensities was used to examine inhomogenities in the beam profile. The sidelobes were
several orders of magnitude lower than the peak intensities and were consequently neglected. B: The beam diameters
were extracted from A and fit with Equation (1.1) to determine light sheet thickness and position. C: Closeup of the
plot in B. D: Light sheet wavelength was plotted vs. waist position to determine how the waists shifted with color,
and E: plotted vs. light sheet thickness.
fit with Equation (1.1):
ω(x) = ω0
√
1+
(
(x− xω) λ0
pinω20
)2
to determine thickness ω0 and position xω of the beam waist (Figure 4.3B
and C). The light sheet waists for different wavelengths were less than
60 µm apart (Figure 4.3D). As expected from the specifications of the
used achromatic doublets, the correction was worst for 405 nm and best
around 500 nm. A 2 dpf zebrafish embryo is approximately 500 µm wide,
and the shifting light sheet position was consequently neglected. The
waist thickness changed linearly with wavelength (Figure 4.3E), as pre-
dicted by Equation (1.3). A detailed description of the whole procedure
can be found in Section 10.1.1 and a characterization of the beam profile
for different beam NAs is discussed in Appendix A.2.
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F igure 4 .4 Image formation in the hyperspectral LSFM. A: Schematic of the setup. The light sheet was created
by scanning the illumination beam through the sample, which was placed at the intersection of the focal planes of
detection and illumination objectives. The recorded fluorescence signal was descanned, i. e. projected onto a static
line. An imaging spectrograph diffracted the spectra along the second dimension of the camera chip, where B: a
stack of x,λ-datasets was recorded for each y-position in the sample. Summing over all wavelengths (Σ) of this 3D
data cube yielded the conventional, single color image. A drosophila embryo expressing histone-YFP in all cells was
imaged.
15 Imspector V8E, Specim,
Finland
4 .1 .3 spectral detection
In my light sheet microscope with descanned detection, the image of
the illuminated sample region remained static on the central line of the
detector; only one detector dimension was used to record spatial infor-
mation, and the second spatial dimension was time-shared. To resolve
the spectra along the second detector dimension, I added an imaging
spectrograph15 (Hirvonen et al., 2013) to the detection path. It consisted
of an entrance slit to determine the spectral resolution by limiting bleed-
through between the spectral and spatial domains, two lenses to image
once more and a diffraction grating at the common focus of the lenses
to separate the spectrum spatially. The imaging spectrograph was placed
with its entrance slit at the position of the descanned image, and the
camera was attached to the C-mount at the rear of the spectrograph.
With the imaging spectrograph in place, it was not possible anymore to
display a live view of the whole sample. To facilitate sample positioning,
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F igure 4 .5 Calibration of the wavelength response. A: Gaussian peaks were fit to the intensity profile of the
scattered signal of all six laser lines (underlaid gray image) B: as well as to the laser spectra measured with a spectro-
meter. C: The resulting maxima from both measurements were fit with a linear function to obtain the calibration
curve of the setup.
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a 45° flip mirror was placed in the first telescope behind the detection
objective. A CCD camera16 was used to observe a DSLM-like wide field
image. The whole detection path was build on rails17 to facilitate align-
ment.
With this hyperspectral light sheet microscope (Figure 4.4A), I acquired
not only a single line, but instead x,λ images for each y-position in the
sample (cf. “push-broom” hyperspectral imaging, Lu & B. Fei, 2014).
The obtained y-stack was transformed into a λ-stack in real-time (Fig-
ure 4.4B) using the same F i j i (Schindelin et al., 2012) plugin18 that also
controlled the camera settings and read the images from the camera. A
typical y-stack consisted of around 2000 x,λ-images of 2000× 660 px (spa-
tial × spectral). With a dynamic range of 16 bit, this amounted to 5 GB
of data per acquired z-plane. The camera was run at 285 fps, which was
the maximum possible frame rate for the chosen image size, amounting
to a total acquisition time of 7 s for the whole λ-stack. Time series and
z-stacks were acquired sequentially in the same way as the spectral data
cube, yielding up to 5D data (3D space, 1D time, 1D spectrum).
I wrote a LabVIEW19 program to control all other hardware (screenshot
in Figure 10.2). To ensure precise synchronization of the scanning and
descanning, the camera, motors, scan mirrors and lasers were triggered
using an analogue input output module20; see also Figure 10.3 for the
triggering scheme.
To calibrate the positions of the wavelengths on the camera chip, I imaged
the signal of all six laser lines (405, 488, 514, 561, 594 and 638 nm) scat-
tered in the water-filled chamber. The intensity peak positions were de-
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F igure 4 .6 Correction of spectral sensitivity. A: The transmission, reflection and quantum efficiency curves for
each element in the detection beam path were multiplied to obtain B: the overall spectral efficiency. Axes labels in
A and B are identical. C: GFP (cyan) and mCherry (red) spectra measured (meas, dotted) in transgenic zebrafish
were normalized with the curve from B (corr, continuous) and compared to spectra from earlier studies (lit, dashed).
Reference spectra from the Tsien-lab webpage.
21 USB4000, Miniature
Fibre Optic Spectrometer,
Ocean Optics, USA
22 MATLAB, The
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24
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termined from Gaussian fits and compared to the laser spectra measured
once with a spectrometer21 (Figure 4.5). I determined a spectral sampling
of 0.5 nm/px. The calibration was carried out in MATLAB22 and was fast
enough to be easily repeated on each day of measurements.
In the hyperspectral LSFM, scattered laser light could, in principle, be re-
moved computationally by discarding the illumination wavelengths from
the spectral data cube. However, since the bright signal would bleed into
neighboring pixels, it was blocked with a 488 nm long pass filter23 if only
the 488 nm laser was needed for illumination or a Quad-notch filter 24,
if several lasers were needed. Since multiple fluorophores can be excited
with a single wavelength (e. g. GFP and YFP can both be excited with
488 nm), the illumination wavelengths permitted by the Quad-notch fil-
ter were sufficient for most of the available fluorophores. Table 9.3 lists
the laser and filter combinations for all datasets shown in this chapter.
Each optical element in the beam path attenuated different wavelengths
in the spectrum of the recorded signal. I obtained the transmission, re-
flection and quantum efficiency curves for each of the elements from the
manufacturers and multiplied these to estimate the overall spectral sensi-
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tivity of the system to be between 7 and 23 % (Figure 4.6). The two com-
ponents attenuating the signal the most were the imaging spectrograph
and the camera. I acquired the spectra of GFP and mCherry expressed
in transgenic zebrafish and corrected them with the efficiency curve. Be-
cause the spectral efficiency curve was almost flat, the correction was not
necessary in most cases and I observed good agreement of my spectra
(both before and after correction) with values from earlier studies (taken
from the Tsien-lab webpage).
4 .2 evaluation of spectral data
Identifying suitable transgenic lines to demonstrate the capabilities of my
hyperspectral light sheet microscope was more difficult than expected.
When creating a transgenic line, “classical” fluorophores such as GFP,
dsRed and mCherry still seem to be the first choice for most researchers.
Still, I determined transgenic zebrafish and drosophila embryos express-
ing fluorescent proteins in different structures. I ensured that markers
were expressed at the same developmental stage and within the same
region of the sample (i. e. fit into the FOV), but still in distinct struc-
tures to render subsequent unmixing of overlapping spectra possible.
Many of the zebrafish samples used here originally existed as trans-
genic lines expressing one fluorescent protein only. To generate double
labeled zebrafish embryos, single transgenic lines were crossed. These
embryos were raised to adulthood and crossed again to obtain multiply-
labeled specimen. Additionally, I stained embryos with vital dyes, such
as Hoechst.
In the following sections, I discuss different application scenarios, de-
pending on the nature of the fluorophores encountered in the samples.
For the experiments shown here, laser powers were set between 2 and
10 mW in the back focal plane of the illumination objective, depending
on laser color and brightness of the fluorescent marker.
4 .2 .1 virtual filtering
Two fluorophores with little spectral overlap that could also be sepa-
rated with filters, such as GFP and mCherry, were the most basic test
scenario for my microscope. I acquired l-stacks of double fluorescently
labeled zebrafish embryos expressing GFP in the nuclei and mCherry in
the vasculature, Tg(h2afva:h2afva-GFP, kdrl:Hsa.HRAS-mCherry). To mimic
the behavior of emission filters, I integrated the signal measured in each
fluorophore band that could be assigned unambiguously to one or the
other color channel (Figure 4.7). These virtual filters were flexible and
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F igure 4 .7 Image formation and virtual filtering. A: Schematic drawing of a 2 dpf zebrafish embryo imaged
laterally. B: For each line in the sample, an x,λ-dataset was acquired. In these data, spatial information was displayed
along the horizontal and spectral information along the vertical axis. Dark horizontal stripes were caused by the
Quad-notch filter blocking scattered illumination light (arrowheads). Scale bar 100 nm (spectral) × 100 µm (spatial).
C: Integration along the x-axis of the x,λ data extracted spectra from which the fluorophore bands were determined.
D: Integration across both fluorophore bands in the λ-stack yielded a dual channel image with cyan (top): 475–
555 nm, red (bottom): 601–718 nm. Scale bar 100 µm.
could be chosen arbitrarily to reproduce the multicolor images normally
obtained by taking several acquisitions with real filters.
However, both my virtual and common hardware filters suffered the
same limitation: the spectral region containing the overlap between two
fluorophores was ambiguous and the signal, here the yellow spectral re-
gion in Figure 4.7C, had to be discarded. With larger overlap between
fluorophores, most of the signal could not be assigned to either fluoro-
phore anymore and was therefore lost.
4 .2 .2 separation of overlapping fluorophores
The acquired multidimensional datacube contained the composite spec-
tra of all fluorophores present in each pixel. These data were large, awk-
ward to navigate and not very insightful. However, because the full spec-
trum was known, more meaningful information could be extracted from
the data: (1) what were the important labels and (2) where in the sample
and (3) at which concentration were these distributed? Classifying the
data in such a way had the additional benefit of data compression: up to
600 spectral bands were acquired, but only a handful of channels (one
for each label) remained after analysis. I tested three different algorithms
to classify spectra in the data cube and evaluated their performance de-
pending on fluorescence signals present in the specimen (a more detailed
description can be found in Section 10.4):
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Linear unmixing Neher et al. (2009) developed a blind, nonnegative ma-
trix factorization (NMF) algorithm to linearly unmix fluorescence mi-
croscopy data. No reference spectra were needed and the overlap be-
tween spectra was minimized during iterations. I adapted the algorithm
to fit my data format with up to 600 spectral channels. The data analysis
was performed using a F i j i-plugin written in Java.
Migrating means clustering Migrating means clustering is an iterative al-
gorithm attempting to form clusters where each measured spectrum is
assigned to the cluster with the closest center of mass. I used the k-means
clustering algorithm provided in Python’s25 SciPy26 package, kmeans2.
Spectral phasor A spectral phasor plot is a 2D representation of the dis-
tribution of spectra in a hyperspectral dataset: The real and imaginary
first order Fourier coefficients are plotted as 2D histogram in the com-
plex plane, resulting in a polar plot. The peak wavelength of the spec-
tra increases along the polar axis and the relative amplitude (i. e. ampli-
tude/width) along the radial axis. The spectral phasor in itself was not
capable of assigning spectra to different groups, in fact it only reduced
the dimensionality of the problem. I implemented an algorithm to per-
form a spectral phasor analysis of 5D data in Python. On the spectral
phasor plot, I selected regions of interest (ROI) containing the clusters.
Classification of the data was then performed by mapping the selected
points in the phasor plot back onto the original data. During the last
weeks of writing this thesis, Cutrale et al. (2017) reported a hyperspectral
phasor (HySP) analysis similar to the workflow presented here.
separation of two known fluorophores
To demonstrate the separation of two fluorophores with overlapping
spectra, I imaged a 2 dpf zebrafish embryo expressing GFP in the vascu-
lature and YFP in the central nervous system, Tg(kdrl:EGFP, UAS:s1013t,
Gal4:ChR2-eYFP). Attempts to separate these two fluorophores using vir-
tual filters proved futile: choosing filters narrow enough to eliminate
bleedthrough discarded most of the signal, but when broader filters were
used, signal bled from one channel into the other (see also Section 4.3.1
and 4.3.2 ). I attempted to separate the fluorophores using all of the three
techniques discussed above, the results are shown in Figure 4.8–4.11.
For NMF of these data, it did not matter whether spectra were initialized
with Gaussian peaks or with actual spectra from the data. For the back-
ground subtraction, it worked best to select a ROI containing only back-
ground voxels, extract the spectrum and subtract it from the data instead
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F igure 4 .8 NMF unmixing of GFP and YFP. A: Schematic drawing of a 2 dpf zebrafish embryo imaged dorsally.
B: Fluorophore contributions were not distinguishable with a virtual GFP bandpass filter. C: GFP (cyan) and YFP
(red) were separated and D: their spectra determined: Overall measured spectrum (gray), GFP (cyan), YFP (red).
Reference spectra from the Tsien-lab webpage for comparison (dashed).
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F igure 4 .9 k-means-clustering of GFP and YFP. A: To initialize the k-means-clustering, spectra from the data
were used. B: The cluster containing the background was discarded (minimum projection of 9 planes). C: GFP (cyan)
and YFP (red) were separated with k-means-clustering. D: Mean spectra of each cluster normalized to the area under
the curve (solid line) and 2σ confidence interval (shaded area). Background (gray), GFP (cyan), YFP (red).
of using a constant threshold for all wavelengths. NMF was performed
planewise, because the data size was too large to analyze at once. The
spectra from individual planes agreed well, average spectra are shown
unless otherwise noted (Figure 4.8). Of course, the workflow discussed
here did work not only for GFP and YFP, but also for other fluorophores
with large spectral overlap. In Figure A.4, I demonstrate the separation
of mCherry and dsRed with NMF.
For the k-means-clustering to work, one additional cluster was reserved
for the background spectrum. If the k-means clustering was initialized
with random spectra, it tended to converge towards one cluster for both
fluorophores and two clusters containing background spectra. Initializ-
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F igure 4 .10 Spectral phasor analysis of GFP and YFP. A: On the spectral phasor plot, rectangular ROIs for
each fluorophore and the background were marked. Size of the surrounding square is one, the radius of the circle
is 0.8 and the center of the plot is marked with a small black circle. A’: Average spectra from the three selected
regions. B: From the ROIs in the phasor plot, voxels from the original data were assigned to one of the classes. As in
Figure 4.9, the cluster containing the background was discarded (min. projection of 9 planes) and C: GFP (cyan) and
YFP (red) were separated. D: Normalized mean spectra of each class (solid line) and 2σ confidence interval (shaded).
Background (gray), GFP (cyan), YFP (red).
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F igure 4 .11 Comparison of NMF, k-means and spectral phasor. Voxels containing signal of two or more fluoro-
phores can only be unmixed using NMF; k-means-clustering and spectral phasor assigned voxels to the most likely
class, which may result in artifacts (arrowheads).
All figures on this double page: 9 planes were acquired at a z-spacing of 10 µm, unmixed and then maximum-projected
for visualization. Scale bar 100 µm.
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ing with actual spectra from the data reliably found one cluster for
each fluorophore and one for the background signal (Figure 4.9). With
k-means-clustering, the retrieved spectra were noisier than for NMF un-
mixing and spectral phasor analysis.
The spectral phasor of the data containing GFP and YFP fluorescence
displayed three clusters. As expected, the background signal clustered
around the center of the plot, while the signal of the two fluorophores
was located at radial positions of about 0.6. Note that the absolute an-
gular position of the fluorophore clusters depended on the total spec-
tral range imaged. Voxels containing the spectra of several fluorophores
were mapped to the lines connecting the pure fluorophore signals in the
phasor plot. The prominent signal between fluorophore and background
cluster originated from low-intensity pure fluorophores. I retrieved the
spectra and voxels from each cluster to obtain background, GFP and
YFP signals (Figure 4.10). Background signal could in principle be elim-
inated by thresholding the data before performing the spectral phasor
analysis. While doing so resulted in smaller confidence intervals of the
determined spectra, it also discarded low-intensity fluorescence signal.
Both k-means-clustering and spectral phasor analysis were performed
on the whole z-stack, but the data were downsampled by a factor of two
in x,y,l-direction.
For the data analyzed here, all three algorithms returned almost the
same results and separated the spectrally overlapping GFP and YFP sig-
nals reliably from each other and the background. Only the NMF algo-
rithm performed true unmixing of mixed voxels, i. e. assigned a relative
concentration of each fluorophore. Both k-means-clustering and spectral
phasor analysis only assigned each voxel to its most likely class. This
all-or-nothing classification may result in artifacts for mixed voxels (Fig-
ure 4.11).
For the spectral phasor analysis, unmixing of the data could, in prin-
ciple be performed: The position of a voxel along the connecting line
between two fluorophores is proportional to the relative fluorophore con-
centrations. In fact, Fereidouni et al. (2012) demonstrated that data con-
taining not more than three fluorophores can be analytically unmixed.
To obtain well-confined fluorophore clusters, they suppressed both back-
ground and fluorescence signal with small intensities by thresholding
the data, thus potentially discarding a lot of signal.
unmixing of four fluorophores
If only two different fluorophores are needed to label the structures of
interest, one can select well-separable fluorophores with little spectral
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F igure 4 .12 NMF unmixing of four fluorophores in zebrafish. A: To obtain reference spectra, wildtype zebrafish
stained with Hoechst or Bodipy as well as fish expressing only GFP or YFP were imaged. Regions where the signal
is suppressed by the Quad-notch filter were masked. B: A zebrafish embryo expressing Tg(kdrl:EGFP, UAS:s1013t,
Gal4:ChR2-eYFP) was stained with Hoechst and Bodipy and imaged dorsally. Pseudocolor overlay after unmixing
the hyperspectral dataset with reference spectra and individual channels, from top left to bottom right: Hoechst
(blue), GFP (green), YFP (yellow), Bodipy (red). 7 planes were acquired at a z-spacing of 10 µm, unmixed and then
maximum-projected for visualization. Scale bar 100 µm.
overlap, such as GFP and mCherry. However, two labels are not suffi-
cient to explore the interplay between many tissues in a single sample.
The spectral overlap inevitably increases when more and more fluoro-
phores in the visible spectral range are used, and they become indistin-
guishable with conventional filters. In particular vital dyes exhibit very
broad spectra contaminating all channels at higher wavelengths.
To generate specimen with more fluorescent labels, I stained the nu-
clei and intracellular membranes of Tg(kdrl:EGFP, UAS:s1013t, Gal4:ChR2-
eYFP) zebrafish embryos with Hoechst and Bodipy, respectively and im-
aged the 2 dpf embryos dorsally. Because I used the Quad-notch filter
to suppress scattered illumination light, a Gaussian shape of the spectra
could not be assumed anymore. I acquired reference spectra in singly
labeled zebrafish embryos using the same illumination settings as for the
quadruple labeled embryos. Using these spectra to initialize the NMF
linear unmixing, I separated all four fluorophores reliably and repro-
ducibly.
unmixing of autofluorescence
Most biological samples exhibit intrinsic fluorescence, the so-called auto-
fluorescence. It usually locates nonspecifically and covers a broad spec-
tral range and therefore overlaps with the wanted, specific signal of
most fluorophores both spatially and spectrally. Autofluorescence can
only be attenuated to some degree with filters. I used my hyperspectral
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F igure 4 .13 NMF unmixing of drosophila autofluorescence. A: drosophila embryos expressing sens-GFP were
imaged 6 hours post laying. Strong autofluorescence in the green channel contaminated the GFP signal when a
virtual GFP bandpass filter (500–570 nm) was used. B: Spectra obtained from NMF unmixing for two colors: GFP
(cyan) and autofluorescence (red). Spectra from each plane (colored), average spectra (black) C: GFP signal was
completely separated and D: autofluorescence removed. E: Overlay of fluorescence and autofluorescence signals.
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F igure 4 .14 k-means-clustering of drosophila autofluorescence. A: Spectra used to initialize k-means-clustering
and B: mean spectra (solid) with 2σ confidence interval (shaded) after clustering. GFP (cyan), AF (red). C: Clustering
was not able to separate the GFP signal and D: removed only some autofluorescence. E: Overlay of fluorescence and
autofluorescence signals.
light sheet microscope to image 6 hours post laying drosophila embryos
expressing senseless (sens) tagged with superfolder GFP in sensory or-
gan precursors. I attempted to separate the autofluorescence signal from
the weak fluorescence using NMF factorization, k-means-clustering and
spectral phasor analysis (Figure 4.13–4.15). Again, NMF unmixing was
performed planewise, and both k-means-clustering and spectral phasor
analysis were performed on the whole, but downsampled hyperspectral
stack.
4 .2 evaluation of spectral data 51
500 540 580
λ (nm)
0
In
te
n
si
ty
 
(au
)
−0.5
0.0
0.5
−0.5 0.0 0.5
GFP 
AF
BG
GFP 
AFA A’
D
EB C
F igure 4 .15 Spectral phasor analysis of drosophila autofluorescence. A: Spectral phasor plot of GFP and drosophila
autofluorescence signals with rectangular ROIs for fluorophore selection. A’: Average spectra from the GFP and auto-
fluorescence regions and B: mean spectra (solid) with 2σ confidence interval (shaded) after clustering. GFP (cyan),
AF (red). C: GFP signal was separated from the D: autofluorescence. E: Overlay of fluorescence and autofluorescence
signals. The images displayed considerably more stripe-artifacts than after NMF unmixing.
All figures on this double page: γ was set to 0.1 in the AF channel in panel E for better contrast of the outline. 13 planes
were acquired at a z-spacing of 2 µm, unmixed and then maximum-intensity-projected for visualization. Scale bar
100 µm.
The noise levels of the drosophila data were much higher than for the ze-
brafish data discussed in the previous sections, and performance of the
three algorithms differed considerably. Most prominently, both the NMF
unmixing (Figure 4.13) and the spectral phasor analysis (Figure 4.15) cor-
rectly separated the cells expressing GFP from the autofluorescence sig-
nal in the yolk and surrounding tissue. The k-means-clustering failed to
classify the spectra properly (Figure 4.14): Most of the bright autofluores-
cence in the yolk was correctly determined, but the darker contributions
around the rim of the yolk and throughout the tissue were assigned to
the same cluster as GFP.
This observation can be explained with the working principle of the clus-
tering algorithm: It was not capable to recognize two spectra with dif-
ferent intensities as being identical. In fact, the very same fluorophore,
but at two different brightnesses, mapped to two different points in the
Λ-dimensional feature space. To some extend, this problem could be
avoided by normalizing the spectra to the same overall intensity, but
the kmeans2 documentation recommended to divide each feature by its
standard deviation to give it unit variance. Due to this normalization,
spectra with low intensities and therefore low SNR inevitably end up at
different positions in feature space than bright spectra.
The second striking observation were the large confidence intervals pro-
duced by both k-means-clustering and spectral phasor analysis when
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compared to the spectra returned for every single plane by NMF unmix-
ing. The NMF algorithm natively treats spectra of different brightnesses
as identical by attributing the intensities to varying fluorophore concen-
trations. The unmixed spectra returned for each plane were therefore
already normalized and averaged across many voxels. The low plane-to-
plane variance proved that unmixing every single plane was indeed a
valid approach.
While NMF unmixing and spectral phasor analysis returned almost iden-
tical results, the spectral phasor slightly enhanced the vertical stripy arti-
facts apparent in the autofluorescence channel. These artifacts result from
an uneven pixel sensitivity of the fast sCMOS sensor and became particu-
larly apparent because the data were reconstructed from always the same
lines on the camera chip. Subtraction of a dark reference frame reduced
the stripes, but did not remove them completely. With the spectral pha-
sor analysis, a sharp border was drawn between autofluorescence and
background signal. Stripes appearing only slightly darker in the NMF
unmixing might have mapped to the background channel in the spectral
phasor analysis, resulting in completely black visualization.
I successfully removed the unwanted autofluorescence from the dim sig-
nal of the marker. Interestingly, once separated, autofluorescence was not
the unwanted contamination any more, but could be used as an addi-
tional marker. Since it is usually emitted by large, continuous structures,
autofluorescence helped to place the specific, but sparsely distributed
fluorescence signal into the morphological context of the sample.
4 .3 optimization of the microscope
The high spectral sampling of the data acquired with my hyperspectral
light sheet microscope was comparable to the quality of common spec-
trometers. This high quality was paid for with long acquisition times of
7 s and data sizes of 5 GB for a single z-plane (accordingly more for a
z-stack), both prohibitive for the routine acquisition and analysis of liv-
ing samples. Even more so, high spectral sampling might have adverse
effects on image quality: As the limited photon budget was spread across
as much as 600 lines on the camera chip, the manifold pixel read noise
was expected to reduce the SNR. On the one hand, high resolution spec-
tra might not be needed for most applications, but on the other hand, dis-
crimination of different fluorophores necessitated a minimal sampling,
depending on the spectral overlap.
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4 .3 .1 unmixing efficiency for decreasing spectral
sampling
In my hyperspectral light sheet microscope, both acquisition time and
data size scaled linearly with the amount of spectral information ac-
quired. An optimal sampling had to be as low as possible to minimize
all three acquisition time, data size and read-out noise from additional
pixels, but at the same time had to contain sufficient information to allow
the separation of overlapping fluorophores.
To determine this “sweet spot” for my microscope, I demanded that
GFP and YFP contribution be successfully separated. Assuming that all
fluorophore pairs unmix equally well, the 20 nm peak-to-peak distance
of GFP and YFP resulted in five-fold increase of practical fluorophores
over the archetype GFP and mCherry combination (100 nm peak-to-peak
distance).
The hyperspectral stack of a 2 dpf Tg(kdrl:EGFP, UAS:s1013t, Gal4:ChR2-
eYFP) zebrafish embryo (see again Figure 4.8–4.11) was acquired with a
spectral sampling of 0.5 nm/px. I downsampled this dataset by integrat-
ing over color bands of varying widths to simulate data acquired with
smaller spectral sampling and unmixed all of these datasets to obtain
dual-color images using NMF. The results for 0.5, 20 and 40 nm spectral
sampling are shown in Figure 4.16. Visual inspection of the images for
Dl = 0.5 nm and Dl = 20 nm did not reveal any obvious differences.
For Dl = 40 nm, unmixing failed and the GFP channel displayed bright
contributions from the YFP labeled structures.
To quantify these differences better, I normalized both color channels
of the images by mapping the intensities to values between 0 and 1 us-
ing F i j i. I then calculated the standard deviation (StD) between pairs of
single channels obtained from l-stacks with different spectral sampling,
e. g. the StD between the GFP channels unmixed from Dl = 0.5 nm and
Dl = 20 nm. Doing so for each pixel in the images returned a StD map
which I visualized as gray-scale images (Figure 4.16).
The StD for the GFP channel unmixed from l-stacks with 0.5 and 20 nm
spectral sampling displayed bright structures where YFP fluorescence
bled into the GFP channel. GFP labelled tissue appeared as a negative im-
print in this bright background, implying that GFP was unmixed equally
well for both low and high spectral sampling. The bleedthrough of YFP
into the green channel was also apparent in the StD map for the YFP
channel, where again the YFP labeled structures left an imprint, showing
that YFP did not unmix equally from the raw data with different spectral
sampling. Additionally, some high StD spots were visible were GFP bled
into the YFP channel (arrowheads, Figure 4.16D). Since these deviations
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F igure 4 .16 Efficiency of NMF unmixing for different spectral sampling. A: l-stacks containing GFP and YFP
fluorescence signal were first downsampled and then unmixed to obtain dual channel images. Spectral sampling
of 0.5 nm, B: 20 nm and C: 40 nm. GFP (cyan), YFP (red). D: StD of unmixing results from a stack with spectral
sampling of 0.5 nm and 20 nm. E: StD of unmixing results from a stack with spectral sampling of 0.5 nm and 40 nm.
StD between GFP channels (left) and YFP (right). Arrowheads: bleedthrough from one channel into the other and
artifacts arising from incomplete unmixing.
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were less than 1 % overall, they were not observable when comparing the
dual-color images directly and were consequently ignored.
When comparing the unmixing results from 0.5 and 40 nm spectral sam-
pling, the StD maps were qualitatively very similar: Both the maps for
GFP and YFP feature strong contributions from the respective other chan-
nel (arrowheads, Figure 4.16E). Quantitatively, bleedthrough was much
larger: 2 % into the GFP channel and up to 14 % into the YFP channel.
Bleedthrough of this extent was very apparent in the dual-color images
and consequently was not ignored.
4 .3 .2 optimal regime for spectral imaging
To investigate the relationship between spectral sampling, unmixing ef-
ficiency and image quality in more detail, I created a 200 200 px syn-
thetic dataset in MATLAB27 consisting of three circular spots with a 2D
Gaussian intensity contribution in x,y-direction. To create the spectral
axis, I multiplied the intensities of one spot with a GFP spectrum from
measurements, one spot with a YFP spectrum and the third with the
mean of both spectra (Figure 4.17). I downsampled these data by inte-
grating across l-bands and unmixed all resulting datasets using NMF.
I also simulated data acquired with filters of different bandwidths from
the synthethic dataset, to better understand how the performance of my
microscope compared to standard, filter based approaches. To simulate
a short-pass filter transmitting the GFP signal but blocking YFP, I inte-
grated the raw data starting from short wavelengths (492 nm), towards
longer wavelengths in 5 nm increments (the first interval covered 10 nm).
The long-pass filter (transmitting YFP, blocking GFP) was calculated in
the same way, only starting at long wavelengths (647 nm) and integrat-
ing towards shorter wavelengths in 10 nm intervals (first interval 50 nm).
I chose the integration intervals to focus my analysis on relevant features
of the spectra: For example, above 600 nm, the GFP and YFP curves were
parallel and not much change was expected when changing the filter
bands.
To quantify the two parameters of interest, image quality and unmixing
efficiency, I defined measures for both. For image quality, I calculated the
SNR of the whole image area in each channel:
SNRxFP =
mean(signalxFP)
std(backgroundxFP)
. (4.1)
The background was selected from an image area not containing any
signal (e. g. upper right corner in the synthetic dataset) and the pixels
containing signal were selected by mean-thresholding.
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F igure 4 .17 Optimal spectral sampling for hyperspectral acquisition. A: Synthetic dataset consisting of spots
exhibiting either GFP (cyan) or YFP (red) or the mean of both spectra (white). White rectangles mark the regions used
to determine background (BG) and bleedthrough (BT) from the two channels. B: Spectra obtained after unmixing
the downsampled λ-stacks. GFP (blue), YFP (red). C: Illustration of the band widths used to simulate data acquired
with different bandpass filters. Start of the integration intervals (darker hues) from short wavelengths for GFP
(blue) and long wavelengths for YFP (red). D: SNR (blue) and BT (red) were determined for the synthetic dataset.
Hyperspectral, unmixed data shown on the left, dual channel, filtered data on the right. E: The analysis was repeated
for an experimental dataset. For both synthetic and experimental data, SNR and BT increased for increasing filter
widths. For decreasing spectral sampling, SNR improved and BT remained constant, increasing steeply only below
32 color bands (spectral sampling 5 nm) and marking the optimal spectral sampling for hyperspectral imaging
(highlighted).
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Unmixing efficiency can also be expressed as absence of bleedthrough
(BT) from one channel into the other. I calculated the SNRs in regions
with only one fluorophore in each channel. Here, SNRxFP denotes the
“correct” fluorophore, e. g. GFP in the GFP channel and the GFP region
(upper left corner) and SNRyFP the “wrong” fluorophore, e. g. YFP in the
YFP region, but the GFP channel. I defined the ratios of these SNRs as a
measure of bleedthrough of the fluorophore yFP into channel xFP:
BTxFP =
SNRyFP
SNRxFP
. (4.2)
Overall SNR and BT for the dual-channel images were determined as
root mean square of the values from each channel:
SNR =
q
SNRxFP2 + SNRyFP2 (4.3)
BT =
q
BTxFP2 + BTyFP2 . (4.4)
I calculated SNR and BT for all filter widths and spectral samplings of
the synthetic datasets. I repeated the whole analysis for the experimental
dataset discussed in Section 4.3.1. The results for synthetic and experi-
mental data were highly consistent.
For filtered data, both image quality and bleedthrough increased for
broader filter bands. This behavior was expected: A broader filter blocks
less signal, but also fails to discriminate two overlapping fluorophores.
For unmixed data, bleedthrough was consistently lower and image qual-
ity was higher than for filtered data. Surprisingly, bleedthrough stayed
constant and image quality increased even slightly as the number of spec-
tral channels was decreased, suggesting my data were considerably over-
sampled. Even more surprisingly, spectra were not reproduced faithfully
anymore for a spectral sampling of less than 5 nm, but the unmixing per-
formance collapsed only at a width of 40 nm per channel (corresponding
to only four spectral channels): The bleedthrough increased steeply and
the two fluorophores could not be distinguished anymore. Apparently,
successful unmixing of different fluorophores even worked when the
peaks of spectra were determined wrongly from undersampled data.
Both the results shown in this section, and the results from the previous
section show consistently that a spectral sampling of 20 nm is sufficient
to unmix GFP and YFP fluorescence signals successfully. In the previ-
ous section, an error of less than 1 % was found for NMF unmixing of
datasets with Dl = 20 nm. However, the information contained in the
shape of the spectra, e. g. the peak positions or side-shoulders, was not
resolved anymore, but might be interesting for environmental sensing ap-
plications, such as the imaging of pH or oxygen-sensitive dyes. Therefore,
I aimed for a spectral sampling that still reproduced spectra reliably.
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I integrated another imaging spectrograph28 that provided a spectral
sampling of 5 nm/px. Since only 70 channels had to be acquired to
cover the visible range, a typical l-stack consisted of 2000 x,l-images of
2000 70 px. The data size was reduced to one tenth (500 MB per z-plane)
and the acquisition time was reduced from 7 s per plane to less than 1.5 s.
The non-linear offset in acquisition time reduction was caused by the
imaging spectrograph’s design wavelengths of up to 1000 nm. Since only
up to 800 nm were used, the imaged ROI was not centered on the cam-
era chip, the camera shutter had to travel across a larger range, and the
camera could be run at almost 1500 fps.
4 .4 unmixing of five fluorophores with low spectral
sampling
To demonstrate that reduced spectral sampling did not hinder the sep-
aration of multiple overlapping fluorophores, I imaged zebrafish em-
bryos labeled with five different colors and acquired reference spectra
in singly labeled embryos. I stained zebrafish embryos expressing GFP
in the vasculature, YFP in the central nervous system and dsRed in the
hindbrain, Tg(kdrl:EGFP, Gal4:s1013t, UAS:ChR2-eYFP, ptf1a:dsRed), with
Hoechst and Bodipy and imaged the embryos dorsally. I split the x,y,z,l
hyperstack containing 1000 2000 65 70 px into substacks of ten z-
planes. Using NMF and the reference spectra, I separated all five labels
even from the data with reduced spectral sampling (Figure 4.18).
For spectral phasor analysis, the whole stack was analyzed, but again
downsampled by a factor of two, now in x,y,z-direction. In the spectral
phasor (Figure 4.19), the lines connecting fluorophore clusters were most
prominent between the larger Bodipy cluster and all other fluorophores.
Since Bodipy stained all intracellular membranes, it appeared to be an
almost ubiquitous label at the magnifications needed to image whole
embryos. Therefore, Bodipy was present in almost any non-background
voxel and contaminated all other signals. Since all other fluorophores
were reasonably well separated along at least one spatial direction (x,y,z),
cross-contamination between these was much lower than contamination
with Bodipy.
Also because of the Bodipy contribution, the fluorophore clusters were
too densely packed to select rectangular ROIs. I changed the source code
to accept irregular polygonal ROIs and selected the six apparent clusters
for further analysis. I paid attention to cut the connecting lines between
clusters roughly in half. Extracting the mean spectra from the ROIs sug-
gested that the first four clusters (starting at 3 o0clock, clockwise direc-
tion) corresponded to Hoechst, GFP, YFP and dsRed and the last two
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clusters to Bodipy. Mapping the voxels into different color channels con-
firmed that the Bodipy spectra had been split into signal labeling the
rhombencephalic vesicle (or hindbrain ventricle, smaller cluster in the
spectral phasor) and Bodipy labeling the intracellular membranes. Since
Hoechst labels the nuclei, and Bodipy “everything but the nuclei”, the
larger Bodipy cluster was potentially contaminated with dim Hoechst
signal, resulting in a broadening of the Bodipy spectrum. The smaller
cluster was not contaminated, because there are no nuclei in the vesicle.
I merged the two Bodipy channels to create the pseudocolor overlay in
Figure 4.19D.
Classification with the spectral phasor analysis created the same type
of artifacts as highlighted in Figure 4.11, now especially apparent in
the Bodipy channel. Again, unmixing with NMF did not suffer from
these artifacts. On the other hand, separation of the fluorophores with
the spectral phasor analysis did not necessitate any reference spectra or
prior knowledge of the number of labels present in the sample, but NMF
did.
4 .5 summary
I designed and build a hyperspectral light sheet fluorescence microscope
with scanned illumination and descanned detection. The spectral data
were acquired line-wise from the sample and written into the spectral
datacube on-the-fly. This line-wise acquisition was especially suited be-
cause a large FOV had to be acquired when imaging whole tissues or
embryos. I optimized the spectral detection to minimize data size and
acquisition time, while still acquiring sufficient spectral information to
separate overlapping fluorophores. I used my hyperspectral light sheet
microscope to acquire up to five overlapping fluorophores in living ze-
brafish embryos and GFP fluorescence contaminated with autofluores-
cence in drosophila embryos.
I analyzed the resulting hyperspectral datacubes and separated the ac-
quired fluorescence signal using different methods: Migrating means
clustering needed reference spectra and, being an iterative method, was
slow. For noisy, strongly overlapping spectra, it did not perform satis-
factory. NMF linear unmixing was also a computationally slow, itera-
tive method. For many spectrally overlapping labels, it needed reference
spectra for optimal performance. On the other hand, NMF was the only
method able to unmix the signal in mixed voxels. Spectral phasor anal-
ysis did not need any prior knowledge of spectra or even number of
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F igure 4 .18 NMF unmixing of five fluorophores, low spectral sampling. A: Reference spectra were obtained from
singly labeled fish: Either wildtype fish stained with Hoechst or Bodipy or transgenic fish expressing only one of GFP,
YFP or dsRed. Black arrowheads mark signal suppressed by the Quad-notch filter. B: A zebrafish embryo expressing
all three fluorescent proteins, Tg(kdrl:EGFP, Gal4:s1013t, UAS:ChR2-eYFP, ptf1a:dsRed), was stained with Hoechst and
Bodipy and imaged dorsally. Pseudocolor overlay after unmixing the hyperspectral dataset with reference spectra.
C: Individual channels, from l.t.r.: Hoechst (blue), GFP (green), YFP (yellow), dsRed (magenta), Bodipy (red).
labels. On the spectral phasor plot, fluorophore clusters were clearly ap-
parent, easily selected manually and separated reliably. This method was
non-iterative and performed much faster than the other two.
To gain the most from the tested methods, the spectra obtained from spec-
tral phasor analysis could be used as initialization for the NMF unmixing,
thus rendering the time-consuming acquisition of reference spectra un-
necessary. Furthermore, it seems feasible to unmix fluorophore contribu-
tions directly from the 2D phasor plot for more than three fluorophores.
Instead of unmixing purely analytically as Fereidouni et al. (2012) did,
the distance of each point in the phasor to the center of the fluorophore
clusters could be used to weigh the contribution of each fluorophore in
each voxel: Phasor points far from a cluster center would be attributed
less weight than points closer to the cluster. Because the dimensionality
of the unmixing problem is greatly reduced and unmixing does not need
any iterations, it is expected to be much faster than when using NMF.
The suggested evaluation may be less precise than NMF, but the gain in
evaluation speed may be worthwhile.
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F igure 4 .19 Spectral phasor of five fluorophores, low spectral sampling. A: Spectral phasor plot of quintuple
labeled zebrafish embryos with polygonal ROIs to select clusters. One unexpected, tightly confined cluster was
evident from the phasor and selected for evaluation (white arrowhead). A’: Mean spectra from the six selected ROIs.
The ROIs in the phasor were used to map B: mean spectra (normalized to area under the curve, solid) with 2σ
confidence interval (shaded). Black arrowheads mark signal suppressed by the Quad-notch filter. C: and voxels into
individual channels. From t.l. to b.r.: Hoechst, GFP, YFP, dsRed, Bodipy from the small cluster in A and Bodipy
from the large cluster. Artifacts resulting from the classification (white arrowheads). D: Pseudocolor overlay of the
individual channels. The two Bodipy channels were merged into one. Hoechst (blue), GFP (green), YFP (yellow),
dsRed (magenta), Bodipy (red).
Both figures on this double page: For better visualization, Bodipy intensity is scaled to 75 % in the false color overlay.
65 planes were acquired at a z-spacing of 2 µm, unmixed and then maximum-projected for visualization. Scale bar
100 µm.
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With the combination of genetically encoded fluorescent pro-teins and fluorescence microscopy, small groups of cells canbe labeled specifically and imaged at high resolution and
contrast. Many discoveries in the life sciences have been made on the
premise of these high-content data, but the advantages of fluorescence
microscopy are at the same time its largest disadvantages: Because only
labeled cells are visible, specificity and high contrast are paid for with
loosing the context of the surrounding, non-labeled tissues. Adverse ef-
fects of imaging, such as photodamage or phototoxicity, may go unno-
ticed. Both the creation of transgenic lines and the staining of tissue are
labor-intensive and time-consuming and may be detrimental to specimen
health. Moreover, for some species, transgenics are not available or diffi-
cult to create.
Optical projection tomography (OPT) was originally developed to image
the specimen in both fluorescence and transmission modes (Sharpe et al.,
2002). Transmission OPT is capable of acquiring high contrast, high reso-
lution 3D datasets of unlabeled specimens, but has only been used with
single color illumination. Sharpe (2004) noted that shifting illumination
to the red is beneficial especially for larger, more opaque samples – not
surprisingly, since scattering scales with l 4 (e. g. Jacques, 2013).
The information contained in the transmission, absorption and reflec-
tance spectra, such as the specimen’s chemical composition, is routinely
only acquired in spectroscopic measurements of bulk samples (Veen et al.,
2005). Over the last years, hyperspectral imaging has received wide atten-
tion in medical research (Lu & B. Fei, 2014) and various setups to acquire
both, spatial and spectral data have been published: Hyperspectral reflec-
tance imaging has been used to image apoptosis (Bertani et al., 2013) and
to distinguish different microbes (Gowen et al., 2015). Isailovic et al. (2011)
inserted a grating in the detection path of an epifluorescence microscope
to image 0th and 1st order of fluorescence, scattering and transmission
data onto the same camera chip. Spectral data were acquired for tissue
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F igure 5 .1 OPT data with segmented organs of a zebrafish embryo. A: Transverse (top) and coronal (bottom)
sections of a 2 dpf zebrafish embryo’s head. Retina (pink), eye lens (orange), brain ventricles (green) and brain (cyan)
were segmented semi-manually. B: Two sagittal slices (top) and inverted maximum intensity projection (bottom) of a
5 dpf zebrafish embryo with segmented organs. Panel A and B adapted from Bassi et al. (2015), scale bar 100 µm. C:
Potentially, organs could be segmented automatically from their transmission spectral signatures (top) and changes
in spectra could be used to evaluate sample health.
sections (Kröger et al., 2014) and 2D snapshots of a single view in preclin-
ical imaging (Leavesley et al., 2008).
All of these systems acquired spectral information only in 2D, either
in slices, on surfaces or in projection. Only Chaudhari et al. (2005) de-
signed an elegant arrangement of four mirrors to image top, side and
bottom views of the sample onto the same camera chip and extracted
some depth information from the data. To date, none of the published
systems recorded spectral information for a full 3D sample.
With OPT’s excellent contrast and good resolution, it was possible to
semi-manually segment the organs of developing zebrafish embryos in
3D (Figure 5.1A-B and Bassi et al., 2015). If OPT data were acquired not
only for a single color, but with spectral information, the chemical com-
position of different organs may become visible in their spectral signa-
ture and fully automated segmentation of organs seems feasible. Fur-
thermore, the information contained in the spectra may permit to infer
the specimen’s viability to terminate experiments when sample health
deteriorates (Figure 5.1C). To use the advantages of both, OPT and spec-
troscopy, I developed an OPT system with a swept illumination source
to acquire high resolution spectral information for each voxel in a 3D
transmission dataset of living zebrafish embryos.
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5 .1 system design
In contrast to light sheet microscopy, OPT does not provide any optical
sectioning, but instead projections along the whole depth of the sam-
ple are recorded. A uniform backlight is used to illuminate the whole
FOV evenly (Sharpe, 2009). Because of this diffuse illumination scheme,
the illumination is not easily confined to only part of the sample and
time-sharing one spatial dimension to free detector space for the spectral
domain is impractical. As for light sheet fluorescence microscopy, snap-
shot hyperspectral imaging offers the advantage of recording all spectra
in a 2D plane simultaneously. Yet again, detector space needs to be sacri-
ficed to acquire the spectra and the remaining spatial information is not
sufficient for whole embryo imaging anymore.
In scanning laser optical tomography (SLOT, Lorbeer et al., 2011), the
sample is illuminated point-wise, i. e. both spatial dimensions are time-
shared. Spectral information could be acquired with a diffractive element
and multichannel detector, as is done for point-scanning, confocal hyper-
spectral microscopy in fluorescence mode. Again, the point-scanning is
inherently slow, with a single acquisition taking up to 22 min (Eickhoff
et al., 2012), and therefore not suited to image living samples.
I decided to build a standard OPT setup with wavelength-sweeping illu-
mination to acquire spectra. With this approach, no spatial information
need to be sacrificed. On the down-side, even if the acquisition of a single
color, 3D dataset took only 15 s, the temporal lag between wavelengths ac-
quired at the beginning and end of an acquisition could not be neglected
for high-resolution spectral data. I expected that only a few wavelengths
would be needed to extract the wanted information. Once these were
determined, high resolution spectra would not be needed anymore, and
temporal lag would be negligible for the acquisition of a few specific
wavelengths.
The spectral OPT system (Figure 5.2) was built on a rail system29 to fa-
cilitate alignment along the optical axis. As for the hyperspectral light
sheet microscope, the sample was inserted into the medium-filled sam-
ple chamber30 from the top and its position was controlled with a manual
x,y,z translation stage31. A motorized linear stage32 and a motorized rota-
tional stage33 were used to acquire projections from different angles and
z-positions. An x,y lens mount34 was modified to fit into Zeiss’s sam-
ple holder bottom plate and used to align the sample with the axis of
the rotational stage (see Section 10.2.1 for the alignment procedure). A
technical drawing and the optical properties of the used components are
listed in Appendix B.1, Figure B.1 and Table B.1.
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F igure 5 .2 Computer rendering of the spectrally resolved OPT setup. The sample was inserted into the beam
path from the top and was positioned using linear and rotational stages. The infrared component of the illumination
super continuum source was discarded onto a beam dump. Illumination wavelengths were swept by focusing the
first diffraction order of an AOTF into a multimode fiber. A rotating diffuser was used to reduce laser speckle and
the illumination spectra were recorded on a spectrometer. The transmission signal was collected with a 4 detection
objective and imaged onto a fast camera.
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5 .1 .1 widefield detection
I used a standard widefield detection arm with a 4 objective designed
to image through glass into water35 and the Olympus tube lens assem-
bly36. A fast sCMOS camera37 with 13.3 mm square chip streamed im-
ages to the computer via a F i j i-plugin38. The camera chip was usually
cropped and binned (i. e. 2 2 px were combined for readout) to acquire
1024 300 px spatial information at a frame rate of maximally 300 fps.
I determined the microscope’s magnification to be 4.15. The resulting
FOV of 3.2 0.93 mm fit a whole zebrafish embryo up to 3 dpf. All other
instrument hardware, supercontinuum laser, AOTF, motors and spectro-
meter, was controlled via a LabVIEW39 code; a screen shot of the soft-
ware is shown in Figure 10.4. To ensure synchrony of motor movement
and acquisition, both the motors and camera were triggered from a USB-
coupled data acquisition (DAQ) device40.
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5 .1 .2 swept illumination
Classically, a swept illumination has been built from an arc lamp as white
light source and a grating monochromator to select colors. This approach
is comparably inexpensive and easy to built and still employed today
(Kim et al., 2015). Alternatively, a supercontinuum light source (“white
light laser”) and acousto-optical tunable filter (AOTF) can be used. This
approach is more pricey, but does not necessitate any moving parts. Dur-
ing the work on this project, Hosseini et al. (2015) published a scanning
color optical tomography setup using the second approach. Due to avail-
ability of parts, I used a supercontinuum light source41 with AOTF42.
The supercontinuum source had a total power of 8 W in the spectral
range of 420 nm to 2000 nm, but only 1.5 W in the visible range. Its power
density spectrum is shown in Figure B.2. I used a hot mirror43 to reflect
all signal above 950 nm onto a beam dump. Hot mirror, beamdump and
two silver-coated alignment mirrors were enclosed in a black plastic box
to absorb stray infrared light. The remaining light was sent into the AOTF
to pick the wavelengths for imaging. The signal remaining in the 0th and
 1st order was blocked. The beam profile of the wanted 1st order suffered
from sidelobes and overlapping higher orders. Also, the AOTF did not
create a static, homogeneous single color spot, but instead a spot with a
spatial wavelength-spread that was traveling as the AOTF frequency was
changed (Figure B.3).
To obtain a cleaner signal, I focused the AOTF 1st order into a long multi-
mode fiber44. The fiber entrance blocked side lobes and higher orders and
the long fiber acted as light homogenizer by mixing signal through man-
ifold total internal reflection. I maximized the power at the fiber output
by aligning fiber entrance and lens focal spot with a 5-axis mount45.
5 .1 .3 speckle-free backlight from a coherent point
source
Compared to the FOV that needed to be illuminated, the output of the
multimode fiber was a coherent point source that would appear as out-of-
focus bright disc behind the sample. Simply expanding and collimating
the beam was expected to reduce resolution, because both illumination
and detection NA contribute to resolution in transmission microscopy:
r =
1.22l
NAdet + NAill
. (5.1)
In addition, interference of the multiple, coherent modes transmitted
through the fiber created a distinct, large scale speckle pattern in the
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F igure 5 .3 Uniform backlight illumination with minimal speckle. A 1.5 dpf zebrafish embryo was imaged. A:
Without any speckle-reducing measures. Note also the interference pattern in the yolk and tail of the embryo. Dashed
line indicates the ROI for the intensity plots in panel F. B: With reduced temporal coherence (vibrating the fiber), the
speckle pattern in the background was reduced, but interference patterns within the embryo remained. C: With re-
duced spatial coherence (diffuser), the speckle pattern in the background became smaller, but the contrast remained
almost constant. Interference patterns in the embryo were reduced. D: Reducing both temporal and spatial coher-
ence (diffuser and vibrating fiber) decreased the size and contrast of speckle structures in the background as well
as interference in the embryo. E: Reducing both temporal and spatial coherence with a rotating diffuser achieved
negligible speckle contrast in the background and interference patterns in the specimen. F: Intensity plotted along
the line drawn in panel A. Scale bar 500 µm.
46 1528-1177-ND, Digi-Key
Corp., USA
47 DG10-1500-MD,
Thorlabs GmbH, Germany
background and smaller scale interference patterns in the transmission
image of a zebrafish embryo (Figure 5.3A). The speckle pattern depended
heavily on the illumination wavelength and would be deleterious for any
subsequent evaluation. The pattern changed every time the mulitmode
fiber was moved or the optical table touched. Therefore, acquisition and
subtraction of a “dark” image without sample seemed impractical, espe-
cially since it was only expected to remove the background speckle and
not the interference patterns within the sample.
I glued an 11 kHz vibrational motor46 to the multimode fiber to reduce
the temporal coherence of the signal. Indeed, vibrating reduced the dy-
namic range of the background speckle, but not of the interference within
the sample (Figure 5.3B). To reduce spatial coherence, I collimated the
fiber output with a 20 mm lens through a diffuser47 and then expanded
the beam with a 1.3× telescope (35 and 45 mm focal lengths). While the
contrast of the background speckle was not reduced, their size as well
as the interference patterns within the specimen decreased (Figure 5.3C).
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Because the diffuser introduced random divergence angles into the col-
limated beam, it had the additional benefit of increasing illumination
NA.
Combining diffuser and vibrational motor to decrease spatial and tem-
poral coherence achieved even better results: both the contrast and size
of background speckles were considerably decreased and the interfer-
ence patterns within the sample reduced (Figure 5.3D). Unfortunately,
routine usage of the vibrational motor proved impractical because it
was operating in the audible range and heated so much that the fiber
might get damaged. I replaced the motor with a 40 kHz ultrasound trans-
ducer48, but the generated travel was not sufficient. In another attempt
to reduce both temporal and spatial coherence, I mounted two diffusers
into ball-bearings, one slightly below and one above the optical axis,
and counterrotated them. This solution effectively eliminated speckles
and interference patterns, but strong vibrations interfered with imag-
ing. A commercial speckle reducer49 also based on rotating a diffuser
at 300 Hz produced the same satisfactory results and was therefore used
(Figure 5.3E).
5 .1 .4 aotf frequency calibration
In an AOTF, the periodicity of the crystal lattice is changed by an ul-
trasound wave so that the constructively interfering wavelengths of the
transmitted signal can be changed. The relation between ultrasound fre-
quency and optical wavelength is non-linear and needs to be calibrated.
Since none of the calibration curves provided by the company fit my
measurements, I inserted a 50:50 non-polarizing beamsplitter cube50 into
the illumination path and focused the reflected signal into a multimode
fiber connected to a miniature USB-spectrometer51.
I acquired the spectra transmitted by the AOTF for different ultrasound
frequencies at 20 % laser power and both 60 and 20 % AOTF driving
power. Since fitting all acquired spectra to detect their intensity peaks
was expected to be time-consuming, I instead thresholded the acquired
intensity and fit a 4th order polynomial to the resulting point cloud (Fig-
ure 5.4). The obtained calibration curves did not depend on AOTF power.
Increasing the AOTF power increased overall signal levels, but also un-
wanted sidelobes. Therefore, the AOTF power was set to 20 % for all
measurements shown. The analysis was carried out using MATLAB52
and the calibration parameters were transfered into the LabVIEW53 code
used to control the OPT setup.
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F igure 5 .4 Calibration of the AOTF frequency. A: AOTF output spectra as a function of ultrasound frequencies
at 20 % laser power and 60 % AOTF driving power. B: 4th order polynomial fit of the thresholded intensities. The
point cloud was plotted with 2 % opacity to visualize density. C: AOTF output spectra as a function of ultrasound
frequencies at 20 % laser power and 20 % AOTF driving power. D: 4th order polynomial fit of the thresholded
intensities. The calibration curve did not depend on AOTF power.
5 .1 .5 calibration of illumination intensity
I acquired spectrally resolved 2D projections in zebrafish embryos; the
transmission spectra from different ROIs in the sample are shown in
Figure B.4. Because the spectral power density of the supercontinuum
source dropped considerably for shorter wavelengths, sample dependent
variations in the spectra were not discernible. For the data shown in
the following section, I normalized each wavelength with the average
intensity of a ROI only containing background. The resulting spectra
were purged of any signal not originating from the sample, such as il-
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F igure 5 .5 Calibration of the illumination intensity. A: Surface plot and heat map of the mean intensities on the
camera chip as a function of laser power and wavelength transmitted by the AOTF. B: Intensity isolines of the data
in A, laser power as a function of wavelength. C: The 30 000 intensity isoline was selected and fit with a 4th order
polynomial. D: The laser power was adjusted according to this calibration to ensure comparable signal levels for all
illumination colors. Mean intensity on the camera chip (dark) and spectra measured with the spectrometer (light).
lumination spectral power density, varying AOTF efficiency and camera
quantum efficiency. The advantage was that this normalization returned
relative transmission values, i. e. which fraction of the illumination light
was transmitted by the sample, thus facilitating sample-to-sample com-
parison. On the downside, the post-acquisition normalization introduced
wavelength-dependent noise to the data: Some portion of the noise, such
as camera shot noise, was not proportional to the signal level and was
therefore amplified by this normalization. As a result, SNR was lower for
shorter wavelengths (where the illumination intensity was lower) than
for longer wavelengths.
It turned out to be better to correct the illumination intensity during
acquisition to ensure comparable signal levels for all wavelengths. Using
the spectrometer in the illumination path, realtime measurement and cor-
rection of laser intensities seemed feasible, but would not correct for cam-
era quantum efficiency. Additionally, realtime correction was expected to
slow down the acquisition. In the end, I decided to calibrate the necessary
illumination intensities before acquisition.
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For calibration, I acquired images of the medium-filled chamber, without
sample inserted, for different illumination wavelengths and laser powers.
I calculated the mean signal in each image and plotted it as a function
of both parameters. While the resulting surface could in principle be
fit with a 2D polynomial function, the number of necessary parameters
would complicate integration into the instrument control. Instead, I plot-
ted intensity isolines of the surface. I picked an isoline that covered most
of the spectrum (the AOTF efficiency at the edge of its spectral range
specification was not sufficient to provide high signal levels), but still of-
fered a satisfactory intensity count, in this case 30 000, and fit it with a
4th order polynomial (Figure 5.5; a 2nd order polynomial did not approx-
imate the curve shape sufficiently). The calibration curve was acquired
semi-manually, but could be fully automated easily. Since acquisition is
expected to take less than 10 min, calibration can easily be performed on
each day of experiments.
I acquired mean intensity signals of the medium-filled chamber for differ-
ent illumination wavelengths, but adjusted the power of the white light
laser according to the measured calibration curve (Figure 5.5D). The sig-
nal measured on the camera was fairly constant, except for the peak
around 550 nm and the fluctuations above 850 nm, both of which would
require a higher order polynomial to be properly fit. I acquired data only
between 520–820 nm where the intensity curve was flat. Figure 5.5D also
shows the spectra acquired with the spectrometer, differences between
mean intensities on the camera and peak intensities on the spectrometer
reflect the camera quantum efficiency and detection objective transmis-
sion.
Instead of the laser power, the AOTF drive power could also be ad-
justed to ensure constant illumination intensities. The AOTF response
times were expected to be much faster, but the AOTF spectral efficiency
curve had multiple local maxima and minima. Therefore, the mostly
monotonous laser curve was much easier to fit. In addition, increasing
sidelobes at higher AOTF power were undesirable (see also Figure 5.4).
Note that for all data shown here, a neutral density filter54 was placed
behind the first lens of the beam expander to attenuate the laser and
prevent overexposure of the camera. From a laser-safety point-of-view,
using a lower laser power was preferable, but the laser’s output spectrum
depended on power: As the power was decreased, shorter wavelength
were attenuated more; for a laser power below 15 %, no visible light was
generated anymore.
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F igure 5 .6 Spectroscopy in projections of zebrafish embryos. A: I acquired spectrally resolved, lateral projections
in 4 dpf zebrafish embryos of the casper and GloFish strains and selected ROIs in different organs manually. B: Adult
fish of the used strains: Wildtype AB (top), casper (center) lack pigmentation except in the eye and GloFish (bottom)
express a red fluorescent protein in muscle cells. Treatment with PTU suppressed pigmentation in GloFish and in the
eyes of casper. C: Spectra from the ROIs in A after normalizing with the background spectrum. Spectra from different
organs appeared to cluster into groups. D: Muscle and notochord spectra in casper and GloFish differed considerably
in the yellow and red spectral region. Scale bar 500 µm.
5 .2 spectroscopy in projections of zebrafish embryos
To estimate how promising spectrally resolved transmission imaging in
the visible range was and what insights were to be expected from the
data, I used my setup to acquire lateral projections of zebrafish embryos
(Figure 5.6). Wildtype zebrafish express three kinds of pigments: dark
melanocytes, yellowish xanthophores and reflective iridophores. These
pigments are located in the skin of the fish and hinder imaging of internal
organs. I therefore imaged mutant fish (casper, White et al., 2008) lacking
all three pigment types. Additionally, I treated the casper embryos with
PTU to suppress pigmentation of the iris. For better comparison, I also
imaged transgenic fish heavily expressing a red fluorescent protein in all
muscle cells (GloFish).
First, I evaluated the data manually: I marked ROIs containing different
tissue types and plotted their mean spectra using F i j i. Because these
data were acquired before I calibrated the illumination intensity, the
recorded spectra reflected mostly the spectral power density of the illu-
mination laser (Figure B.4). I selected a ROI containing only background
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and normalized the signal acquired for each wavelength with the mean
background intensity at that wavelength.
After normalization, the spectra seemed to cluster into several groups
of more or less transmitting tissues: fins and notochord (the supportive
structure along the midline of the embryo, Kimmel et al., 1995) trans-
mitted more than 80 % of the illumination signal, the brain region and
muscles transmitted roughly half, the eye and yolk around 40 % in the
blue part of the spectrum and as little as 10 % for longer wavelengths (Fig-
ure 5.6C). Apparently, treatment with PTU did not render the zebrafish
eyes significantly more transparent, potentially absorption in the retina
and lensing effects in this highly organized organ contributed as much
to low transmission as absorbing pigments in the iris.
The distribution of tissue transmission raised the suspicion that not only
composition but much more tissue thickness along to projection axis con-
tributed to the differences seen in transmission. As stated by the Beer-
Lambert law, the intensity of transmitted light is attenuated as a function
of tissue thickness:
El = lg

Iinc
Itrans

= #l  c  d
Itrans = Iinc #lcd
(5.2)
where Iinc and Itrans are the incident and transmitted signals, El is the
absorbance, #l the molar attenuation coefficient, c the concentration and
d the thickness of the specimen.
At this developmental stage, the zebrafish fins are only a couple of cell-
layers thick, whereas the zebrafish embryo is thickest at the yolk, eye
and head, supporting this notion. Contrary to this model, the notochord
relative transmission was around 1.0 across the whole spectral range,
even though the measured spectra contained also contributions of the
surrounding muscle tissue. At this developmental stage, the notochord is
formed by large vacuolated epithelial cells (Kimmel et al., 1995) expected
to have a different refractive index than the surrounding cytoplasm, thus
likely creating a lensing effect.
Closer inspection of GloFish spectra revealed a marked shift of transmis-
sion from the yellow spectral region around 570 nm towards longer wave-
lengths when compared to casper transmission spectra (Figure 5.6D). Po-
tentially, the expression levels of the red fluorescent protein in GloFish
were sufficiently high for their absorption to be discernible from the
transmission spectra.
This manual evaluation only gave a first impression if different tissue
types could be distinguished in the VIS spectral range, but the precise
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F igure 5 .7 Unmixing of spectral transmission stacks with NMF. The data shown in Figure 5.6 were inverted for
unmixing, i. e. white pixels corresponded to low transmission and high scattering/absorption. Three components
were assumed. A: Spectra and B: separated channels of GloFish. For the overlay, the same color code as for the spectra
plots was chosen: S1 (blue), S2 (green), S3 (red). C: Spectra and D: separated channels of casper fish. Both datasets
unmixed into three evenly spaced spectra. The spectra for GloFish and casper were comparable, but for GloFish, the
second component had a more pronounced peak (i. e. less transmission) around 550 nm. From the unmixed spectra,
the different noise characteristics for shorter and longer wavelengths, caused by normalizing the data, were very
apparent. Scale bar 500 µm.
spectra extracted may depend critically on the manually chosen ROIs. To
evaluate general tendencies in the spectral data, I attempted blind linear
unmixing using the same NMF algorithm as for the fluorescence spec-
tra discussed in Chapter 4 (Neher et al., 2009). The assumptions made
by NMF did not fit the nature of the data perfectly, for example a Gaus-
sian shape of the absorption spectra could not be assumed. I nevertheless
chose NMF as a first analysis method because it did not need any refer-
ence spectra. Before unmixing, I inverted my datasets, because the NMF
assumed fluorescence data with bright signal and dark background.
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I attempted unmixing for two, three and four components. Only the re-
sults for three components are shown in Figure 5.7, because two and four
components were clearly under- or oversampled, respectively. I imaged
the fish not only ventrally, but also dorsally. The unmixing results were
comparable to the ones discussed here and are shown in Figure B.5, how-
ever, the different tissue structures overlapped even more in the dorsal
view and interpretation was more difficult. Be reminded that the algo-
rithm initialized with three equispectrally spaced Gaussians when no
reference spectra were provided and attempted to minimize the spec-
tral overlap. Since unmixing determined three roughly Gaussian shaped
spectra with their maxima spread across the whole spectral range ac-
quired, it seemed like only artifacts originating from the design of the
NMF update rules were returned.
Inspection of the separated channels, however, indicated that linear un-
mixing indeed identified several distinct structures. In the second chan-
nel (little transmission between 500 nm to 600 nm), the myotome (trunk
musculature) was clearly highlighted, whereas the intersegmental struc-
tures showed more prominently in the first and third channel. In fact, the
separated channels suggested that the first and third channel should be
merged, resulting in a total of two distinct channels in the data: one with
low transmission at the center of the investigated spectral range (green in
the overlay) and one with low transmission at the edges (magenta from
the overlay of blue and red). For the GloFish, this finding was easily ex-
plained by the red fluorescent protein expressed in the muscle cells, and
indeed the transmission of GloFish was much lower than for casper. Nev-
ertheless, the same tendencies were, to a smaller extent, also observed in
casper zebrafish: the first and third channel marked the intersegmental
structures, whereas the second highlighted the musculature.
While it was possible to extract some morphogenetic information from
spectrally resolved transmission images, the varying tissue thicknesses
and integration of signal from different tissues along the imaging axis
complicated analysis. The data presented here suggest that different or-
gans can potentially be separated, but that 3D information was needed
to do so. I have therefore modified my acquisition routine, instead of
recording projections only along one axis, I rotated the sample during
acquisitions. From the projections along different angles, a 3D dataset
was reconstructed using a filtered backprojection for every wavelength
imaged.
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2 0.02 607.4 2214.6 607.5 629.3
4 0.04 151.8 955.5 151.9 162.8
8 0.09 37.9 439.8 38.0 43.4
14 0.16 12.3 242.0 12.4 15.5
26 0.28 3.5 127.2 3.6 5.3
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F igure 5 .8 Depth of field for different BFP diameters and detection NAs.
55 note that this approach
requires an objective for
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5 .3 accelerated spiral acquisition
When acquiring OPT data with a high NA detection, some measures
have to be taken to ensure that the data are in focus for the whole speci-
men. Bassi et al. (2015) acquired projections spirally (Figure 1.6), created
a focus stack for every single angle and high-pass filtered these stacks to
obtain extended depth-of-field data. Because their NA was comparable
to mine, the spiral acquisition parameters were expected to fit for my
setup as well, but the acquisition of 21 600 images (30 focal positions per
angle for 720 angles) took 72 s, even when running the camera at the
maximum possible 300 fps. For multi-color imaging, an acquisition time
of more than 1 min per color was not acceptable.
I placed an iris in the detection objective’s BFP to stop down the detection
NA and increase the DOF55. Attempting to calculate the NA needed for a
given DOF proved futile, because the formulas reported in the literature
were too controversial:
Born & Wolf (1970): DOF =
l
2
 
NAobj
2 (5.3)
Piller (2011): DOF =
l
2
 
NAobj
2 + 1000 µm7 NAobj M (5.4)
Spring & Davidson (2016): DOF =
l
2
 
NAobj
2 + l  spx2 NAobj M (5.5)
Young et al. (1993): DOF =
l
4n

1 
q
1  NAobjn
2 (5.6)
Note that the effective usable DOF was double the DOF listed here, be-
cause the specimen was in focus in either direction from the focal plane.
Equation (5.3) assumed that 20 % signal loss in the detection PSF were
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F igure 5 .9 Comparison of extended DOF data, different detection NAs. A: A 4 dpf zebrafish embryo was imaged
using a focus-plane distance of 21.6 µm and acquiring 21 600 planes total. B: Magnification of the head and C: of the
tail region for all three NAs shown in A. For a NA of 0.04, the resolution of the data decreased considerably and fine
structures in the head and tail were not resolved anymore (white arrowheads). Scale bar 500 µm.
acceptable to calculate DOF. Equation (5.4) introduced a magnification-
dependent (M) geometrical optics offset, whereas Equation (5.5) acknowl-
edged the effect of the camera’s pixel size spx = 6.45 µm on DOF. Young
et al. (1993) noted the controversy in the literature and derived Equa-
tion (5.6), which they also verified experimentally. Figure 5.8 lists the
DOF for different NAs according to each of the equations. Except for
Equation (5.4), the calculated values agreed well for the magnifications,
pixel size and relatively low NAs used here.
Because projections acquired at opposing angles would be redundant, it
is possible to align the OPT setup with the focal plane one quarter into
the sample and to use a DOF covering only half of the sample. During the
filtered back projection, the unfocused data will be rejected, thus merg-
ing the two opposing half-focused projections automatically (Sharpe et
al., 2002). To cover the whole specimen depth of 500 µm, a DOF of at
least 125 µm was needed, corresponding to NA 0.04 or BFP = 4 mm. In-
terestingly, for an NA of 0.3, I calculated a DOF of only 5 µm. Since Bassi
et al. (2015) used a spiral with 21.6 µm focus-distance, they would have
needed a DOF of at least 10 µm.
I decided to determine the parameters needed for the spiral acquisition
experimentally and acquired extended DOF projections for different de-
tection NAs (Figure 5.8), but constant z-plane distance of 21.6 µm. For
NA = 0.04, the resolution of the acquired images reduced considerably,
and fine structures in the zebrafish head and trunk were not resolved
well anymore – not surprisingly, because also the lateral resolution de-
pends on NA (Equation (5.1)).
Next, I used an NA of 0.09 (BFP = 8 mm) but varied the z-spacing of the
spiral (Figure 5.10). Because differences in image quality were not read-
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F igure 5 .10 Comparison of extended DOF data, varying z-spacing. A: Raw data of the 4 dpf zebrafish embryo
imaged with NA 0.09 and the z-spacing of the spiral varied. B: Reconstructed section along the upper C: and the lower
line drawn in A. The focus-spacing of 648 µm corresponded to normal OPT-acquisition, i. e. only one focus-plane was
acquired for each angle. Artifacts in the reconstructed section became more apparent for increasing focus-distance
(black arrowheads). Scale bar 500 µm.
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ily visible from the extended DOF projections, I reconstructed a 3D data-
set using the filtered backprojection implemented using MATLAB’s56 in-
verse radon transformation function, iradon. Artifacts were strongly vis-
ible for a focus-spacing of 650 µm, corresponding to standard OPT ac-
quisition with only a single focus-plane acquired per angle. For all data
shown from now on, I used BFP = 8 mm and a focus-spacing of 216 µm,
corresponding to a focus stack with 3 planes. 2160 images were acquired
in less than 15 s for a single color.
For the acquisition speeds used here, the motorized rotational stage was
run close to its maximum velocity. If the motor acceleration was too low,
the sample was not rotated to the expected position for the first angles
and a phantom was visible in the extended DOF projections. Projections
were calculated during acquisition on-the-fly in the F i j i-plugin57 also
used to control the camera. Also note that the binning of the camera was
set to 2× 2 to reduce the datasize and hold one image for each angle in
RAM as the high-pass filtered projections were calculated.
From now on, the duration of experiments was fairly long: (1) Either,
timelapse data with low spectral sampling or (2) a single timepoint with
spectral sampling of as much as 1 nm was acquired. To ensure a constant
temperature and maximize oxygen exchange through the perforated FEP
tubes supporting the zebrafish embryo (see Section 9.1.8), I installed a
homebuilt perfusion system. The system consisted of a Peltier element
and two aquarium pumps to flow pre-heated medium through the cham-
ber.
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5 .4 timelapse transmission imaging of zebrafish
embryos
To demonstrate the capability of my spectrally resolved OPT system for
long-term imaging, I acquired 5D (x,y,z,l,t) data of a 2 dpf zebrafish. Ze-
brafish embryos were injected with a-bungarotoxin RNA at the one cell
stage to immobilize them while ensuring normal development (Swin-
burne et al., 2015) and embedded as described in Section 9.1.8. For each
timepoint, 30 colors were acquired at a spacing of 10 nm, covering the
range from 520–820 nm. Acquisition of each timepoint took 7.5 min and
a total of 51 timepoints were acquired, one every 20 min.
In the transmission OPT, necessary illumination intensities were much
lower than for fluorescence acquisitions, but the sample was translated
and rotated much more. Nevertheless, the zebrafish embryo developed
normally, as can be seen from its head retraction, tail elongation and over-
all straightening of the body axis (Figure 5.11). Towards the end of the
timelapse, as the effect of the injected a-bungarotoxin RNA weakened,
the embryo started moving and rotated around its axis. Apparently, nei-
ther illumination nor the accelerations between acquisitions had any ad-
verse effects on development. Therefore, the spectral OPT setup is suited
to image developing zebrafish embryos over time.
5 .5 evaluation of 3d spectral transmission data
To obtain hyperspectral 3D transmission data with high spectral sam-
pling, I acquired 300 projections with a 1 nm spacing in the spectral range
between 520–820 nm and backprojected the data for each wavelength to
obtain a 4D (x,y,z,l) dataset. I inverted the resulting data cube, loaded it
into the spectral phasor analysis suite and downsampled by a factor of
two in each direction because the data were too large to be analyzed in
one piece (17 GB).
Inspection of the spectral phasor plot revealed a continuous distribution
of spectra within the unit circle enclosing the phasor space (Figure 5.12A).
This finding is in contrast to the spectral phasor of fluorescence data,
F igure 5 .11 Opposing page: Transmission timelapse imaging of zebrafish. Two perpendicular views of a 2 dpf
zebrafish embryo are shown. A hyperspectral stack with 30 colors (520–820 nm, dl = 10 nm) was acquired every
20 min. Here, only data acquired at 670 nm and every fifth timepoint is shown, amounting to one image very 100 min
and a total duration of the timelapse of 10 h. Arrowheads highlight elongation of the tail and retraction of the head
during embryo development. Note that the embryo started moving towards the end of the timelapse. Mean projection
of 281 planes. Scale bar 500 µm.
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F igure 5 .12 Spectral phasor of transmission data with six classes. A: Spectral phasor plot with six ROIs marked
for analysis and the central cluster assigned to one class (S4). B: Average spectra extracted from the regions marked
in A and C: the same spectra normalized to the area under the curve. D: Multichannel image extracted from the
ROIs in A. Inset: Zoom-in on the two regions marked in the yolk. Arrowheads: Chromatic-aberration-like halos.
where several clusters were easily evident from the plot. Instead, the
transmission spectra agglomerated just to the left of the phasor cen-
ter, corresponding to fairly flat spectra with a dip for the central wave-
lengths. Because analysis was carried out on inverted data, this means
that more signal was transmitted and attenuation was lower between
600 and 700 nm.
The most striking finding from these data was the lack of a distinct scat-
tering signature: For example in tissue phantoms, Flock et al. (1992) re-
ported typical scattering coefficients µs = 50–92 cm−1, whereas absorp-
tion coefficients were several orders of magnitude lower (µa = 0.001–
0.015 cm−1). Since scattering is described by a power law as a function
of wavelength, µs ∝ λ−4, (e. g. Jacques, 2013), it was expected to feature
strongly in the acquired spectra and attenuation should have decreased
for longer wavelengths.
Manual inspection of individual voxel spectra did not help to identify
significant trends or groups from the data. To get a better idea of the
distribution of spectra, I defined six regions on the phasor plot (Fig-
ure 5.12): five where roughly equally spaced around the outside, but
a sixth, smaller one contained the central collection of points and there-
fore most of the voxels from the raw data (S4). The average spectrum
5 .5 evaluation of 3d spectral transmission data 83
550 600 650 700 750 800
λ (nm)
550 600 650 700 750 800
λ (nm)
1 
- t
ra
ns
m
is
si
on
 (a
.u
.) S1 S4S2 S3
A
D
B C
S1
S3
S2
S4
F igure 5 .13 Spectral phasor of transmission data with four classes. A: The same spectral phasor plot as in
Figure 5.12 was marked with four ROIs for analysis and the central cluster was split into two classes (S2 and S3). B:
Average spectra extracted from the regions marked in A and C: the same spectra normalized to the area under the
curve. D: Multichannel image extracted from the ROIs in A.
Both figures on this double page: Note that the data were inverted prior to analysis and 1 – transmission is plotted in
panels B and C. Panel D shows a mean projection of 80 planes, the pseudo-color for each channel corresponds to the
line color in the spectra and relative intensities between channels were maintained. The bright red edge at the top
and bottom of the image was caused by the scattering FEP tube and the limits of the reconstruction volume. Scale
bar 500 µm.
of this class had a higher intensity than the other spectra (Figure 5.12B).
Normalizing the spectra to the area under the curve confirmed that the
maximum of the spectra shifted depending on their polar position in the
spectral phasor (Figure 5.12C).
As before, a multichannel image was calculated by masking the voxels
enclosed by each ROI into one channel of the image. Instead of the max-
imum intensity projections calculated for fluorescence data, I chose aver-
age intensity projections to visualize the z-stack: The OPT transmission
data were much denser than fluorescence data, and any information from
the inside of the specimen may be covered in a maximum intensity pro-
jection. Average intensity projections were intrinsically more blurry than
maximum intensity projections.
The specimen was colored mostly yellow (corresponding to class S4) in
the pseudocolor overlay, confirming that the overall transmission spec-
trum of the zebrafish embryo was fairly flat in the acquired spectral
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range (Figure 5.12D). Some red and green halos, reminiscent of color
fringing, were seen around the specimen, e. g. above and below the yolk
(Figure 5.12D, inset and arrowheads). From these data, I was unable to
determine whether the halos were just an artifact caused by chromatic
aberration of the Fluorite detection objective and the achromatic tele-
scope in the illumination beampath or by specimen movement or growth
during the acquisition.
Obviously, the flat spectra in the central cluster of the phasor plot were
responsible for most of the contrast in the final image. Since I was inter-
ested in inter-specimen variations, I investigated a different classification
of the spectra: Instead of six classes, I defined only four, but split the
central concentration along the spectral median (i. e. center of the phasor
plot, Figure 5.13A). As before, the signal intensity in the central cluster
was higher than in the other two classes (Figure 5.13B) and the spectra
featured a shifting maximum depending on their polar position in the
phasor (Figure 5.13C).
In the channels extracted from clusters S2 and S3, surprisingly large and
connected areas formed in the multichannel image (Figure 5.13D): For ex-
ample at the top of the yolk, attenuation was much larger in the red part
of the spectrum, but at the bottom of the yolk, the blue part was more
attenuated. In the zebrafish tail, spectra from cluster S3 (red) seemed
predominant in the intersegments, whereas spectra from S2 (cyan) in
the muscle tissue. If the distribution of spectra recorded in the zebrafish
embryo was caused by noise, a more random distribution of the signal
would have been expected.
To better understand the distribution of spectra throughout the zebrafish
embryo, I looked at cross-sections of the multichannel z-stack; some typ-
ical examples are shown in Figure 5.14. Obviously, the large connected
structures observed here originated neither from chromatic aberrations
nor from embryo growth or movement during the acquisitions. Appar-
ently, refraction and dispersion caused most of the sample contrast, as
was evident from the cyan/red rings observed most strongly in panels A
and H of Figure 5.14 (arrowheads).
Refraction occurs when the refractive index changes at material bound-
aries and is especially apparent for curved surfaces. Bolin et al. (1989)
reported refractive indices between 1.38 and 1.41 for most tissues, with
the exception of adipose tissues that have a higher refractive index of
1.45. Wilson & Jacques (1990) quote a refractive index depending on total
water content of the tissue
n  ndry   0.2W , (5.7)
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F igure 5 .14 Cross sections of classified transmission OPT data. A: Coronal section of the zebrafish embryo. B:
Average intensity projection along lateral direction. C-E: Sagittal sections taken at different lateral positions and
F-J: transverse sections. Dashed lines indicate the positions of the respective perpendicular sections. Arrowheads:
Structures formed by refraction. Scale bar 500 µm.
where ndry ≈ 1.53 is the refractive index of the dry contents and W the
relative water content of the tissue.
Tissue optical properties are usually determined from fairly homoge-
neous tissues with flat surfaces (Wilson & Jacques, 1990) or by introduc-
ing fiber-probes into the tissue (Jacques & Pogue, 2008). In either case,
refraction can be neglected. In contrast, the zebrafish embryos imaged
here exhibit strongly curved surfaces. In combination with the reported
refractive indices, refraction can be expected to play a major role, es-
pecially in the strongly curved and lipid-rich yolk of the embryos. The
slightly negative attenuation observed in the zebrafish notochord (Sec-
tion 5.2, Figure 5.6) can be attributed to a lensing effect and, therefore,
refraction. The strong contribution of refraction also explains why the
characteristic scattering signature was not observed in the data.
5 .6 characterizing scattering and refraction
The optical principles underlying OPT imaging in biological specimen
are poorly understood. Diffraction, scattering and absorption all affect
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the image contrast, but their individual contributions remain unclear and
are not easily separable in the acquired transmission data. In order to
characterize absorption of different tissues, the effects of refraction and
scattering need to be either eliminated optically or characterized and
subtracted computationally.
Even if the finally obtained absorption maps would not show any tissue-
specific signatures, dismantling the contributions of refraction, scatter-
ing and absorption is expected to provide important insights into OPT
image formation and the interaction of complex biological tissues with
light. Since the absorption spectra reported in the literature for the most
important biological chromophores – water, blood (both oxygenated and
desoxygenated), lipids and pigments – were sufficiently distinct (e. g.
Jacques, 2013; Sandell & Zhu, 2011), this outcome is expected to be highly
unlikely. Here, I will briefly highlight strategies to eliminate both refrac-
tion and scattering from the data.
When light is refracted, it exits the sample at a different angle than it
entered. However, in the imaging process and during the inverse Radon
transform to reconstruct 3D data from the acquired projections, straight
propagation of the signal is assumed. Consequently, artifacts like nega-
tive attenuation can be seen in a specimen affected by refraction. If the
specimen was illuminated at many different angles, i. e. with high illu-
mination NA, the bright and dark refraction patterns are expected to be
averaged. Similar illumination and detection NA are needed to capture
all the illumination beams reliably. Currently, the illumination NA of the
spectral OPT equals 0.08 and detection NA 0.09. The first could be in-
creased by replacing the lenses in the illumination telescope, and the
latter by opening the iris in the BFP of the detection objective further.
Alternatively, the refractive index of the embedding medium could be
increased to match it more closely to the zebrafish’s average refractive in-
dex, e. g. by using a gelling agent with higher refractive index. However,
the specimen’s physiological requirements set very narrow limits to this
strategy.
In contrast to refraction, scattering is governed mainly by the size of
scattering particles and a characteristic curve is expected to be observed.
Therefore, correction with values from the literature or measurements
in a phantom seem feasible. Intralipid, an emulsion of phospholipid mi-
celles in water, is a well established phantom to characterize optical prop-
erties of tissues (Flock et al., 1992; Jacques, 2013; Wilson & Jacques, 1990).
Phantoms could be created easily by filling FEP-tubes with intralipid so-
lution at different concentrations.
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Eickhoff et al. (2012) have measured spatially resolved scattered signal in
their SLOT setup: A collecting lens and photomultiplier tube was placed
next to the sample under 90° to the transmission imaging axis. Equipped
with a filter it was used to acquire fluorescence OPT data, and without a
filter to acquire scattering data. Since the sample was illuminated point-
wise, it was possible to determine a scatter map.
A similar approach could be used to estimate scattering in my spectral
OPT: In the illumination path, I used a 50:50 beamsplitter cube to reflect
part of the signal onto the spectrometer. The forth side of that beamsplit-
ter cube is unused. If a collecting lens and sensitive photodiode were
placed behind it58, the backscattered signal of the specimen could poten-
tially be acquired during measurements. Obviously, such an approach
cannot quantify absolute numbers of scattered photons, since only a
small amount of photons from a narrow angle is captured and scatter-
ing is not expected to be isotropic. It also lacks the spatial information
of the scattering data acquired by SLOT. Nevertheless, such a measure-
ment may serve as a good estimate for the scattering characteristics of a
tissue and provide the basis to subtract scattering contribution from the
acquired data.
After eliminating the contributions of refraction and scattering from the
transmission data with the methods sketched here, only the absorption
spectra of the specimen remain. From these, the relative concentrations of
the relevant biological chromophores can most likely be extracted using
either linear unmixing, spectral phasor analysis or another evaluation
method.

59
http://www.light2015.org,
Accessed on 2015-08-05
60 http://www.tsd.de/,
Accessed on 2015-09-08
6B E Y O N D T H E L A B – P U B L I C O U T R E A C H
Science outreach programs are more important than ever to com-municate the benefits of scientific research to the public, espe-cially since lobby groups sometimes try to influence public opin-
ion to force researchers to abandon their projects. A successful outreach
program instills an understanding for the need of basic research in the
public or sparks an interest in the sciences in students. Ideally, laymen
explore the subject matter on their own terms in an interactive setting.
To capture and hold their attention, surprising findings or attractive data
visualization is needed.
The UNESCO International Year of Light was declared in 2015 to “raise
awareness of how optical technologies [...] provide solutions to world-
wide challenges”59. The Technische Sammlungen Dresden (TSD)60, a mu-
seum dedicated to science education and technological history, opened
the special exhibition “Hi Lights!”. Local institutes and companies con-
tributed exhibits demonstrating the various applications of light.
The Huisken lab’s research is focused on the development of cutting
edge microscopes to answer questions in developmental biology. From
this context, we wanted to bring a fully functional, cutting-edge scien-
tific instrument into the museum to demonstrate how advances in tech-
nology entail discoveries in the life sciences. The design statutes for a
museum exhibit differ strongly from the requirements in the lab. The
system should be intuitive, even fun, to operate and data visualization
should be attractive and immediate. The exhibit should be affordable and
fit into the limited available space, while access for service and debug-
ging may be restricted. Imaging techniques promise to be good museum
exhibits, because they produce by nature visual, “eye-catching” data.
Among cutting edge imaging techniques, LSFM is especially well suited
to meet this goal. Its optical principles can be understood with basic
knowledge in optics or photography: Consider these two simplified state-
ments: Out-of-focus signal appears blurred, but can only be seen if it is
illuminated. Because only the in-focus plane is excited, no blurry out-of-
focus contributes to image formation. Additionally, since no unneeded
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F igure 6 .1 eduSPIM setup. A: In the museum: Visitors used the control panel with push buttons to operate the
microscope, the data were displayed on a monitor. The optical components were visible beneath a glass cover while
the distracting electronic components were hidden. B: Optics design: The single illumination and single detection
arm of eduSPIM were assembled in a cage system for better stability and to mark the beampath. The sample was
embedded in a closed chamber and positioned using motorized and manual stages. C: Modular transport box: After
the exhibition, the whole setup was transfered into a transport and display box. As before, the optics was visible.
The monitor was now integrated into the lid of the box and the electronic components hidden beneath the optics.
signal is excited, the photon budget is spent economically and light
doses are low, which aids to preserve signal in living specimen and
fixed tissue alike. Additionally, LSFM produces attractive pictures with-
out the need for time consuming image reconstruction or postprocessing.
This combination of attractive images and easy-to-understand technol-
ogy make LSFM an ideal candidate for an interactive, unsupervised out-
reach project.
I have built an educational SPIM (eduSPIM, Jahr et al., 2016) that was
on display for a whole year in the TSD. After the exhibition, I have de-
signed a modular transport and display box. In 2016, I showed eduSPIM
at the EMBO practical course on Light Sheet Fluorescence Microscopy
in Dresden, Germany and the 3rd Light Sheet Fluorescence Microscopy
International Conference in Sheffield, UK.
6 .1 design strategy for an education microscope
To ensure that eduSPIM was intuitively operated and understood, but
at the same time robust to keep maintenance low, I stripped the typical
LSFM design down to the most essential parts and created a simplified
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Thorlabs GmbH, Germany
66 MT1/M, Thorlabs
GmbH, Germany
67 M112.1DG, Physik
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68 M111.1DG, Physik
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69 LD Epiplan 20/0,40,
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Germany
70 M111.1DG, Physik
Instrumente, Germany
user interface (Figure 6.1A). Users interacted with the system via a con-
trol panel with pictogram-labeled pushbuttons61 that were used to move
the sample through the light sheet, start a stack-acquisition, turn on the
laser or to display background information.
The acquired data were displayed on a monitor, along with a schematic
to indicate the current position of the sample in the light sheet. The sig-
nals from the pushbuttons were evaluated on an open-source microcon-
troller62 and the whole microscope was controlled from an inexpensive
mini PC63. The distracting electronic components, including the mini PC,
were hidden beneath a wooden cover, whereas the optical components
were displayed beneath a glass cover secured with a laser safety interlock.
If the cover was opened, the laser shut down until the cover was closed
and the control software rebooted.
eduSPIM’s optics consisted of a single illumination and a single detection
arm assembled in a cage system64 to ensure stability and to guide the eye
along the beampath (Figure 6.1B). A technical drawing and list of parts
can be found in Appendix C.1, Figure C.1 and Table C.1.
6 .1 .1 closed sample chamber
Sample chambers for LSFM are commonly open at the top to insert the
sample into the immersion medium. Because evaporation of the medium
would require regular service checks and refills, a closed chamber was
needed. I adapted a fluorescence cuvette65 with tight stopper. A small
hole drilled into the stopper held the FEP-tube containing the specimen.
For imaging, the cuvette-chamber was inserted at the intersection of il-
lumination and detection arms and positioned using a manual x-stage66
and motorized y-67 and z-stages68.
In most scientific LSFM’s, the sample is moved through the light sheet to
acquire a stack, while the chamber filled with refractive index matched
medium remains static, but this approach was unfeasible with a closed
chamber. Instead of water-dipping objectives inserted through o-rings, I
used long working distance (WD) air objectives. During stack acquisi-
tions, the entire chamber, not only the sample, was translated. Due to
the refractive index mismatch between air and medium, the position of
the imaged plane shifted during stack acquisition and was corrected for
by moving the detection objective69 placed on a motorized stage70 (Fig-
ure 6.2). Comparison of the optical path lengths yields a correction factor
of:
dobjective
dchamber
= 1  nair
nwater
 0.248, (6.1)
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F igure 6 .2 Correcting for refractive index mismatch. A: During alignment, the imaging plane and light sheet
were superposed in the center of the sample. B: A 3D image stack was acquired by moving the medium-filled
chamber containing the sample through the light sheet, but imaging plane and light sheet did not overlap anymore
due to the changing optical path length. C: The detection objective was moved to compensate for the mismatch.
D: Color-coded projection of 500 nm fluorescent beads acquired without moving the detection objective. Beads
towards both ends of the stack were out-of-focus. E: The stack was resliced and the 50 planes highlighted in D
were maximum intensity projected. Beads were clearly out-of-focus towards either end of the stack. F: Same stack
acquired with refocusing of the detection objective. G: All illuminated beads were in-focus. Scale bar 100 µm.
71 Estapor, Merck,
Darmstadt, Germany
72 DCC3240M, CMOS with
1280× 1024 px,
6.8× 5.4 mm (8.7 mm
diagonal) chip size,
Thorlabs GmbH, Germany
where dchamber and dobjective are the distances that chamber and objective
were moved and nair and nwater the refractive indices of air and water.
I acquired a z-stack of agarose-embedded 500 nm fluorescent micro-
spheres71 and adjusted the detection objective’s positions manually for
different z-positions. I measured a correction factor of 0.246± 0.04, well
in agreement with the theoretical value. It has to be noted that some
spherical aberrations were introduced by the refractive index changes.
Since these were not visible in the zebrafish samples, they were neglected.
6 .1 .2 large na detection objective
The selected detection objective provided a field number of 20 mm, thus
overfilling the fairly small camera chips72. In order to fit the image onto
the camera chip, I used a tubelens of 75 mm focal length (instead of
165 mm common for Zeiss), shrinking the overall magnification to 9.1
and the field number to 9.1 mm. At this magnification, an image of a
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3 dpf zebrafish embryo filled the whole width of the camera chip com-
fortably.
The NA of the 20 detection objective was twice the NA of a comparable
10 lens, thus transmitting four times as much signal. As a consequence,
lower illumination intensities were required to achieve identical image
contrast and the sample was expected to bleach less.
6 .1 .3 simultaneous fluorescence and transmission
imaging
Most fluorescent markers were designed to label a subset of cells or cellu-
lar components selectively. If the fluorescent signal becomes too sparse,
data interpretation will be difficult, especially for inexperienced users.
Fluorescent counterstains are routinely used to place the signal into con-
text, but require a second laser line for excitation, thus increasing pho-
tobleaching. At the whole embryo-level, transmission data provide the
same information as counterstains, but an inexpensive LED backlight
can be used instead of a laser. Necessary illumination powers and there-
fore photobleaching are negligible when compared to fluorescence imag-
ing. According to these considerations, eduSPIM was designed to acquire
both fluorescence and transmission data.
For fluorescence excitation, a laser73 was fiber-coupled into the illumina-
tion arm using a dedicated collimator74 and two alignment mirrors. A
Keplerian 1:1 telescope ( f = 30 mm) was used to adjust the collimation
more precisely. The beam was cropped with an iris75 to adjust the light
sheet thickness.
I decided to use a static light sheet formed by a cylindrical lens ( f =
50 mm) instead of a scanned light sheet to avoid the moving and poten-
tially error-prone scan mirror. A second telescope ( f = 50 and 30 mm)
projected the light sheet into the BFP of the air illumination objective76.
A mirror located in a conjugate plane of the BFP was used to focus the
light sheet image onto the camera chip.
For transmission imaging, a red LED77 was placed behind the imaging
chamber. Both, fluorescence and transmission signals were acquired si-
multaneously, split by a dichroic mirror78, a GFP bandpass filter79 and a
long pass filter80, all mounted in a filter cube81, and imaged simultane-
ously onto the two CMOS cameras. In the transmission detection path,
NA was reduced with an iris to extend the DOF of the images to encom-
pass the whole depth of the sample.
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6 .2 robust control software
In principle, any of our microscope control software could be adapted
to run eduSPIM, but a robust software framework that can recover af-
ter errors greatly helped to minimize downtime and maintenance of the
equipment. Therefore, eduSPIM was run by a version of the software
proposed in Schmid et al. (2016). I will discuss the crucial points for
eduSPIM’s operation briefly.
6 .2 .1 several levels of control
Depending on the operator of eduSPIM, different levels of control were
accessible. The outer, and most basic layer was intended for lay usage.
The sample could be navigated with the pushbuttons and the acquired
data were rendered on screen. The fluorescence signal of the currently
illuminated plane was overlaid onto the transmission image in gray as
long as the sample was moved (“snapshot”). For z-stack acquisitions,
data were acquired planewise and a 2D projection was calculated on
the fly using a pseudocolor look-up table for depth and a transparency
value proportional to squared signal intensity. Creation of these projec-
tions needed only 2D drawing tools and no high-end graphics cards. To
prolong the lifetime of the sample, the laser was only turned on when
a button was pressed and the last acquired image was displayed on the
monitor in between.
For routine maintenance work, such as sample exchange or realignment
of the system, a graphical administrative panel offered a live-view of the
sample. Basic parameters, such as bounding box, calibration of stack ac-
quisition, laser power and exposure time, were adjusted in this panel.
To acquire more complex or quantitative data, such as 3D raw data or
time-lapse recordings, a BeanShell panel82 was incorporated into the soft-
ware. BeanShell is a scripting language that can be embedded into Java
applications to execute code dynamically at run-time and provides a flex-
ible way for adding new functionality without programming a GUI.
6 .2 .2 fail-proof software framework
The control software featured a multilayer error handling design. The
mini PC was setup to shut down every night at 10 pm using Windows
Task Scheduler and to reboot in the morning from BIOS, thus resetting
the operating system to a clean state. A Windows batch script was called
from autostart and executed the main microscope operation in a loop.
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If any hardware malfunctioning occurred, communication with the pe-
ripherals was closed and the main application restarted. If the error still
persisted, the software simulated normal operation using a pre-acquired
dataset. To coordinate maintenance in such cases, the system send an
email notification. I would then either access the acquisition PC remotely
or resolve the error on-site.
6 .3 sample choice and sample mounting
Usually, LSFM is used to image dynamic processes in living samples or
to scan the structure of a fixed sample once. In the first case, mounting
protocols are optimized to interfere with development as little as possible,
and in the second case to minimize distortion and maximize penetration
depths. For the eduSPIM, sample longevity was the most important pa-
rameter. Imaging of living samples was not an option for legal, ethical
and practical reasons.
I chose fixed zebrafish embryos with fluorescently stained vasculature
as sample. There are three main reasons for this choice: Firstly, the la-
beled structure is meaningful also for laymen and secondly, the vascu-
lar network provides a powerful visualization of the principles underly-
ing LSFM, as ever changing cross sections of the vessels are illuminated
when the sample is moved through the light sheet. Thirdly, the sparse
vascular network contrasts nicely with the transmission data to produce
aesthetic images to attract the attention of visitors (Figure 6.3B,C).
The zebrafish embryos were fixed and the lost fluorescence recovered us-
ing a commercially available single-step antibody stain (see Section 9.1.8
for a detailed protocol). Ideally, such samples should last for the dura-
tion of the exhibition, but in reality, they were affected severely by pho-
tobleaching: Even a non-illuminated sample was unusable within a day
when mounted in agarose. Apparently, fluorescent molecules decayed
also when the fixed sample was stored at ambient temperature (exceed-
ing 30 C in summer) and not in the fridge.
In order to estimate and optimize the lifetime of the sample, I acquired z-
stacks repeatedly and measured the average fluorescence signal for sam-
ples mounted in agarose and in an antifade agent83 (Figure 6.3D). In
agarose, signal decayed quickly, but in vectashield, more than 85 % of
fluorescence intensity remained after the acquisition of 300 stacks. Signal
decay was negligible while the sample was not illuminated. On average,
50 stacks were acquired per day, but from different parts of the sample.
Therefore, exchanging the sample every two to three weeks was suffi-
cient.
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F igure 6 .3 Sample embedding and photobleaching for eduSPIM. A: Zebrafish embryos were embedded in
vectashield-filled FEP tubes sealed with nailpolish. The tube was inserted into a PBS-filled cuvette with tight stopper
and placed between the illumination and detection objectives for imaging. B: Snapshot while the embryo was moved
through the stack. Fluorescence (green) and transmission (gray). C: Stack acquisitions were visualized as 2D projec-
tions. A pseudo-color lookup table denoted z-position in the stack. D: Fluorescence signal of the sample embedded
in vectashield (blue) and agarose (red). The sample was illuminated every 30 s for 15 min, followed by a 15 min dark
period (inset). For mounting in vectashield, overall photobleaching was greatly reduced and even negligible during
dark periods.
6 .4 educational and outreach activities
Several tools were launched along eduSPIM for interested visitors, to es-
timate usage and to determine sample quality. Each button press was
counted and overall numbers written to a log file. Interestingly, key
events during the exhibition can be identified from the usage statistics
(Figure 6.4A).
Interested visitors find more information about eduSPIM, LSFM and ze-
brafish on eduspim.org. During the exhibition, the website also included
a “eduSPIM live” view displaying the latest acquired dataset and statis-
tics for each button press. The life view was also used to determine when
the sample had to be exchanged.
6 .5 plans for eduspim 97
400
2000Stack
Move
Ju
n Oc
t
Au
g
De
c
Fe
b Ap
r
Ju
n
# 
bu
tto
n 
pr
es
se
s
A B
F igure 6 .4 Documenting outreach events. A: Usage statistics: stacks (blue) and sample moves (red). Peaks in
number of acquired stacks correspond to the official opening day of the exhibition (champagne glass), the long night
of open museum (moon), a stretch of extremely rainy days in Dresden (cloud), the photobleaching experiments we
conducted (laser, see Figure 6.3) and a media festival (camera) B: Demonstration of the eduSPIM setup at the 2016
EMBO practical course on Light Sheet Fluorescence Microscopy in Dresden.
6 .5 plans for eduspim
eduSPIM has been continuously running during the year-long special ex-
hibition where its buttons have been pressed almost 200 000 times, but
from the quantitative statistics, it is difficult to estimate if and to what
extent visitors understood the concepts presented to them. After the end
of the “Hi Lights!” exhibition, I have shown eduSPIM at the 2016 EMBO
practical course on LSFM in Dresden, Germany and the 2016 LSFM meet-
ing in Sheffield, UK (Figure 6.4B) where I received tremendous feedback.
eduSPIM has been shipped to the lab’s new home in Madison, USA,
where it will be shown during a multitude of outreach events.
The concepts presented here had originally been developed for a specific
outreach project, but have turned out to be much more universal. On
the one hand, attractive data visualization and intuitive usage are imper-
ative to capture and preserve laymen’s interest in any outreach project.
On the other hand, high error-tolerance is needed in any system running
unsupervised. For example, a high throughput microscope ideally oper-
ating over several days without user interaction may also benefit from
the software recovery processes presented here. Despite eduSPIM being
designed for a museum exhibition, it is still a fully functional light sheet
fluorescence microscope capable of acquiring scientific data. Because of
its ease-of-use and affordability, eduSPIM may be a good choice for re-
search labs in need of a simple, robust light sheet microscope, and a full
list of parts (Appendix C.1) as well as step-by-step instructions to rebuild
and align the system have been published (Jahr et al., 2016).

Part III
D iscussion

7S U M M A RY A N D D I S C U S S I O N
Throughout this work, I have demonstrated new approaches toacquire volumetric hyperspectral data in living specimen in bothfluorescence and transmission mode. At the core of the concepts
presented here was the incorporation of spectral detection into widefield
microscopy techniques since only these offer the low light doses and fast
acquisition speeds crucial to image living specimen as gently as possi-
ble. In a widefield acquisition scheme, both dimensions of the detector
are routinely used to acquire the spatial information of one plane at a
time; for 3D data acquisition, the specimen is scanned along the third
dimension.
7 .1 spectral information and widefield detection
If spectral imaging is to be incorporated into such a system, either spa-
tial or temporal resolution has to be sacrificed. I decided to time-share
one spatial axis on the LSFM for the acquisition of hyperspectral fluores-
cence data. The imaged plane in the sample was illuminated by scanning
a laser beam quickly across it. In the detection, the signal was descanned
and thus frozen onto a single line on the detector. The spectra along this
line were dispersed along the second direction of the camera chip with a
diffractive element placed in the detection path. For the OPT and acqui-
sition of hyperspectral transmission data, the illumination wavelength
was scanned. I used an AOTF to sweep through wavelengths from the
continuous spectrum of a supercontinuum source.
In hyperspectral imaging techniques, orders of magnitude more data
than in single color techniques need to be recorded and, for the same
amount of spatial information acquired, the spectral acquisition will in-
variably be slower. I have optimized the acquisition parameters of both
systems to maximize their speed. For fluorescence imaging, I determined
the spectral sampling suited best to separate the overlapping spectra of
commonly used fluorophores and substituted the spectral detection unit
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on the hyperspectral LSFM accordingly. For transmission imaging, stop-
ping down the detection objective’s NA reduced the number of planes
needed to create the extended DOF projections on the spiral OPT setup.
A further speedup can in principle be achieved if relevant wavelengths
are known. The excitation scanning OPT is the perfect platform to ac-
quire only few discrete wavelengths as these can be selected quickly with
the AOTF. Consider the hyperspectral LSFM in comparison: of course,
also here, only a few wavelength bands could be read from the detector.
However, unless the diffractive element was exchanged in every experi-
ment, the spacing of these spectral bands does not change and the shutter,
currently limiting acquisition speeds, still has to travel the same distance.
Therefore, acquisition of discrete wavelengths on the hyperspectral LSFM
would lead to a reduction of the data size, but not to a speed-up of the
acquisition.
7 .2 evaluation of multi-dimensional spectral data
Displaying hyperspectral data on 2D monitors requires scrolling through
one dimension, most commonly the spectral, where trends in the data are
easy to miss and mixed spectra difficult to classify. Evaluation routines
to extract relevant features help both in interpreting and compressing
the data. Instead of storing an intensity map for each wavelength, only
a few maps and spectra, one for each feature, are saved. These data are
conveniently visualized as pseudo-color images.
7 .2 .1 fluorescence data
Depending on the nature of the recorded specimen, I established dif-
ferent evaluation pipelines: Data of fluorophores with non-overlapping
spectra were virtually filtered. Two fluorophores with overlapping spec-
tra and good SNR were classified using migrating means clustering. For
more labels or noisy data, linear unmixing using NMF was needed to
separate all markers and determine the spectra and relative intensities
in each voxel. Additionally, I used the spectral phasor analysis to reduce
the dimensionality of the data. Similar spectra clustered in the 2D polar
plot and were classified manually. I separated up to five overlapping flu-
orescent markers and autofluorescence in living zebrafish and drosophila
embryos.
In principle, many more colors could be used: The bottleneck in this work
was to find living specimen that stably expressed different fluorescent
markers at the same developmental stage but in structures still distinct at
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magnifications relevant for in toto imaging. Generating multi-transgenic
lines is time consuming, e. g. the generation time for zebrafish is three to
four months per line. I used live stains to introduce more markers within
the physiological limits of the developing embryos.
There is evidence that the number of fluorophores that can be separated
by linear unmixing may ultimately be limited by the noise characteristics
of the data, which spectral phasor may be able to circumvent (Cutrale et
al., 2017). Since LSFM data generally tend to exhibit better noise charac-
teristics than the confocal data acquired by Cutrale et al., the unmixing of
five fluorophores presented in this thesis may still be far from the limits
for linear unmixing.
7 .2 .2 transmission data
Manual evaluation of spectrally resolved projections acquired with the
transmission OPT suggested that zebrafish tissues could be grouped ac-
cording to the relative amount of transmitted light. Because spatial infor-
mation along the imaging axis was missing, it remained unclear to which
extent this observation originated from different tissue thicknesses in the
projections. With linear unmixing of the same data, I identified two dis-
tinct structures: Relative transmission of the skeletal musculature was
lower between 500 and 600 nm, whereas the yolk, brain and intersegmen-
tal structures transmitted more light in this spectral range.
When inspecting 4D transmission data of zebrafish embryos using the
spectral phasor plot, I found evidence that the image formation process
was mainly governed by refraction, in contrast to the literature on tis-
sue spectroscopy accounting only for scattering and absorption. Usually,
excised tissue samples or fairly homogeneous tissue regions are investi-
gated and refraction can be neglected. However, developing embryos are
neither flat nor homogeneous, but consist of highly organized and het-
erogeneous structures. Refraction at curved surfaces between tissues of
different refractive index cannot be ignored for in toto embryonic imag-
ing.
7 .3 acceleration of the workflow
Currently, the evaluation of hyperspectral data presented the largest bot-
tleneck in the acquisition and processing pipeline: In the case of the light
sheet microscope, the whole hyperspectral datacube was saved during ac-
quisition, only to be reloaded again for analysis. Linear unmixing and mi-
grating means clustering are iterative processes performed on the whole
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dataset and therefore expected to be too slow to be evaluated in real-time.
In contrast, the spectral phasor is calculated in a single step on a voxel-
by-voxel basis. It could be determined easily as the line-spectra are ac-
quired. Depending on the acquisition routine and experimental require-
ments, the operator could either classify fluorophore species directly on
the phasor map to extract the multichannel image and fluorophore spec-
tra immediately and save only these. Alternatively, the spectral phasor
could be saved along with the full hyperspectral datacube to accelerate
later analysis.
For OPT, voxel-by-voxel spectra were not immediately available due to
the wavelength scanning and additional backprojection, and real-time
evaluation of the spectral phasor seems unfeasible. Nevertheless, the first
analysis step could be performed in real-time by calculating the filtered
backprojection of the last color or time point during the acquisition of
the next, and the reconstructed dataset could be saved instead of projec-
tions.
In order to evaluate and store the large hyperspectral datasets, a fast
network infrastructure with large available storage space is needed. Of-
ten, the memory available on the local workstations limited the data-
evaluation process and data had to be downsampled or processed step-
wise. For the routine acquisition of such data, especially when timelapse
experiments are performed, it will be necessary to develop an automated
evaluation pipeline running on a centralized, high-performance comput-
ing system.
7 .4 3d spatial data facilitates spectral imaging
If spatial resolution is decreased, more pixels with mixed spectra are
expected to be observed in a recording of the same specimen, simply
because larger sample regions are mapped onto each voxel. Such mixed
voxels complicate evaluation of spectral data, since classification intro-
duces artifacts (e. g. Figure 4.11) and computationally-expensive linear
unmixing, such as NMF, is needed for correct data interpretation. For
the in toto imaging shown here, the labeled structures were usually rea-
sonably separated in 3D space, with the exception of the “ubiquitous”
Bodipy stain. Yet labels overlapped considerably in the maximum inten-
sity projections created after unmixing. In these projections, the voxel
size in z-direction is essentially increased and more spectral mixing is
expected due to the poorer spatial sampling.
The same considerations also hold true for imaging techniques that lack
optical sectioning, such as epifluorescence microscopy: Since the z-size
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of each recorded pixel is very large, the signal of distinct markers or
structures along the imaging axis is recorded on the same camera pixel.
Therefore, 3D spatial information is not only needed to localize the sig-
nal precisely, but also aids in the evaluation of the hyperspectral data,
because fewer mixed spectra are recorded.
7 .5 further applications for the hyperspectral lsfm
The applications demonstrated in Chapter 4 of this thesis proof the fea-
sibility of the concepts developed to acquire and evaluate hyperspectral
fluorescence data in living organisms, but many more applications are
expected to benefit from spectral information. I discuss a few in the fol-
lowing sections.
7 .5 .1 multiplexed fluorescence in-situ hybridization
Fluorescence in situ hybridization (FISH, Langer-Safer et al., 1982) is a
powerful technique to label expression patterns by binding fluorescent
probes to a specific sequence on nucleic acids. Muliplexed variants to
label several sequences with different fluorescent probes have been de-
veloped (mFISH, Speicher et al., 1996). H. M. T. Choi et al. (2010) demon-
strated programmable and orthogonal, i. e. specific, labeling of up to five
different RNA constructs. Further progress is expected in the near fu-
ture.
If these data are to be acquired on standard, filter-based microscopes,
only few distinct colors can be used. The standard workflow consists
of multiple rounds of staining, acquisition and washing, which is labor-
intensive and potentially disrupts sample integrity. With hyperspectral
data acquisition, many more fluorophores can be acquired in a single
step.
Two important consequences arise from the fact that FISH-labeled speci-
men are dead: First, acquisition speed is not as crucial, but second, pho-
tobleaching is much more critical because the specimen does not syn-
thesize any new fluorophores. Imaging in a light sheet geometry greatly
mitigates bleaching of not-yet-imaged planes. For such samples, the hy-
perspectral light sheet microscope could be used with low peak laser
powers to avoid saturation of the fluorophores and with low scan speed
to recover SNR.
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7 .5 .2 lineage tracing
Tracing single cells in dense tissues is computationally expensive and
error-prone, but can be simplified greatly by adding a unique identi-
fier to each cell. In brainbow systems, a cassette encoding three or four
fluorophores surrounded by lox recombination sides is inserted into the
genome. Only the code for the first fluorophore is transcribed until re-
combination at the lox sites is initialized by addition of Cre-recombinase
and a random number of fluorophore genes is excised, causing the first,
second or third fluorophore to be transcribed. If multiple repeats of the
cassette are inserted, the number of possible fluorophore combinations
increases (Lichtman et al., 2008). Different cells are now labeled by unique
colors and, e. g. individual neurons can be identified (Livet et al., 2007).
After recombination, all offspring of a mother cell will express the same
fluorophore and cell lineages are easily visualized by their color (Pan et
al., 2013). The authors measured the hue in pseudocolor overlays created
from multichannel data acquired with filters to identify cells unequivo-
cally. Hyperspectral acquisition and determination of the emission spec-
trum of each cell is expected to provide a more reliable classification.
To test if my microscope was suited to image these brainbow systems,
I injected DNA encoding Cre-recombinase into transgenic zebrafish em-
bryos expressing a brainbow variant (Tg(ubi:zebrabow), Pan et al., 2011) to
induce mosaic recombination. Images acquired in the head and tail at
3 dpf are shown in Appendix A.4, Figure A.5. I separated the spectra of
all three fluorophores and identified recombined cells expressing YFP in-
stead of the native tdTomato. The difficulties in detecting cells expressing
Cerulean will presumably be overcome with an optimized illumination
scheme for the cyan fluorophore. Hyperspectral fluorescence microscopy
is expected to aid in imaging of brainbow variants, especially when more
than the now-common three or four fluorophores are used.
7 .5 .3 quantum dots
Quantum dots are nano-particles whose excitation characteristics are
determined by the material properties and whose emission maximum
varies with size. A single laser source is sufficient to excite quantum
dots of multiple colors, and their narrow emission spectra promise to fa-
cilitate classification and unmixing. Quantum dots lack the specificity of
genetically encoded markers, but can be functionalized, do not leak from
cells and are passed from mother to daughter cells. Furthermore, and in
contrast to fluorescent markers, quantum dots do not bleach. Rieger et
al. (2005) have demonstrated the use of quantum dots for lineage trac-
ing in zebrafish by injecting into a single cell at the 64-cell stage and
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for microangiography by injecting into the vasculature. Labrecque et al.
(2016) have functionalized quantum dots emitting at four different wave-
lengths to bind specifically to receptor subtypes in live neurons and ac-
quired hyperspectral data on a wavelength scanning epi-fluorescence mi-
croscope. Imaging these samples on my hyperspectral LSFM is expected
to improve temporal and spatial resolution due to the parallel acquisition
scheme and optical sectioning.
7 .5 .4 photo-convertible fluorophores
Photo-convertible dyes alter their chemical conformation and change
their excitation and emission spectra upon illumination with light of a
certain wavelength. For example Kaede’s emission spectrum shifts from
green to red after illumination with UV or blue light (Ando et al., 2002). I
photo-converted Kaede in Tg(Gal4:s1013t, UAS:Kaede) zebrafish embryos
(Arrenberg et al., 2009; Hatta et al., 2006) selectively by scanning a blue
laser through a small part of the FOV and unmixed the two Kaede popu-
lations from the acquired data (Appendix A.5, Figure A.6). The spectral
overlap of the two states is in principle small enough to be separated
with filters, but some signal is lost. Extracting quantitative data, such as
conversion efficiency, may be more straightforward when the full spectra
are known and no calibration with the filter’s transmission spectrum is
required.
7 .5 .5 environmentally sensitive dyes
Most fluorophores’ emission spectra undergo subtle changes depending
on environmental conditions, but some are particularly suited as specific
probes. Proteins from the pHluorin family shift their excitation spectrum
from 390 nm to 480 nm upon acidification (Mahon, 2011) and have, for
example, been used to study pH-driven dormancy in yeast (Munder et
al., 2016). Polarity sensitive probes sense the lipid phase they are incorpo-
rated into: The emission spectrum of Laurdan shifts from violet to blue
between ordered and disordered lipid phase (Gaus et al., 2006) and the
emission spectrum of di-4-ANEPPDHQ from green to blue (L. Jin et al.,
2005). Both can be used to probe lipid phase in living vertebrates, espe-
cially in zebrafish (Owen et al., 2010; Owen et al., 2011).
Acridine orange is both pH sensitive and nucleic acid-selective, i. e. its
emission spectrum shifts from green to red when bound to either DNA
or RNA. At neutral pH, emission is also green, but red at acidic pH.
Acridine orange can be used as apoptosis marker. I stained 2 dpf ze-
brafish with Acridine orange according to the protocol by Tucker &
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Lardelli (2007). From the recorded hyperspectral data, the two fluores-
cent states of Acridine orange were unmixed using NMF (Appendix A.6,
Figure A.7). Imaging of other environmentally sensitive probes is ex-
pected to work in the same way on my hyperspectral LSFM.
7 .5 .6 raman scattering
Raman scattering probes the vibrational energy levels of molecules by
measuring the wavelength-shift of the two symmetric, inelastic scatter
peaks. Since Raman scattering is an intrinsic contrast, no labeling of the
specimen is needed. On the downside, its low cross sections require high
laser powers and long integration times, making Raman imaging a per-
fect candidate for parallelized acquisition schemes. Consequently, Bar-
man et al. (2010) measured Raman peak wavelengths in a geometry with
perpendicular light sheet illumination and Müller et al. (2016) demon-
strate wavelength-scanning Raman microscopy with high spectral and
spatial resolution in fixed zebrafish.
Despite the high laser powers, Oshima et al. (2012) demonstrated Raman
microscopy in living zebrafish embryos using an excitation scanning ap-
proach and Rocha-Mendoza et al. (2015) acquired cumulative emission
spectra in living C. elegans. My line-scanning hyperspectral microscope
could be altered to be suitable for the acquisition of Raman spectroscopic
images.
7 .6 advancing spectral optical projection
tomography
I found evidence that refraction in zebrafish embryos impedes the quan-
tification of scattering and absorption data. In order to acquire quantita-
tive absorption maps on the spectrally resolving OPT, it will be necessary
to eliminate or characterize refraction and to determine scattering either
by using values from the literature, calibration with a phantom or di-
rect measurements; these approaches were discussed in more detail in
Section 5.6.
Once the contributions of refraction, scattering and absorption have been
classified, data from several specimen are needed to estimate natural
sample-to-sample variation, to delimit “healthy” from pathological spec-
tra and to create a database of reference spectra. While tissue absorption
spectra are available from the literature, they were usually acquired in
human or mouse tissues (Jacques, 2013; Sandell & Zhu, 2011) and may
differ in zebrafish.
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Instead of acquiring the full transmission spectrum of the specimen in
every experiment, key wavelengths to perform specific imaging tasks
should be determined from the reference spectra. Acquiring transmission
OPT data only for these few, distinct wavelengths will greatly reduce
acquisition time, light exposure of the sample and data size. The work
shown in Chapter 5 provides the basis for the acquisition of volumetric
hyperspectral transmission data in unlabeled specimens.

84 I suggest an alternative
implementation: A high NA
detection objective is
desirable for fluorescence
imaging, but a motorized
iris in its BFP could be
closed to increase DOF
when acquiring
transmission data.
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Complex biological processes, such as embryonic development,are highly orchestrated on many levels, from molecular signal-ing, through cell-to-cell interactions towards the specification
and shaping of whole tissues. In order to understand such systems, we
need content-rich information, of a high quality, that is statistically rele-
vant.
When working with living specimen, there is a moral obligation to sac-
rifice as few animals as possible. Because biological sample-to-sample
variation is high, data acquired in different specimen may be difficult
to register and it is desirable to acquire as much information as possi-
ble from a single specimen. Further practical incentives to sacrifice less
animals are given by stricter animal protection laws and the associated
paperwork.
If different contrasts are acquired on several distinct instruments, their
registration is labor-intensive and fiducial markers that are visible in ei-
ther contrast are needed (e. g. collodial gold or quantum dots for correla-
tive light and electron microscopy, Sosinsky et al., 2007). The registration
step can be avoided if multiple modalities are acquired in the same sam-
ple and on a single instrument. In this chapter, I want to sketch the vision
of a hyperspectral and multi-modal fluorescence and transmission micro-
scope.
LSFM and OPT provide two complementary contrasts and can be com-
bined into a single instrument using either a low NA detection objective
(Mayer et al., 2014) or spiral acquisition (Bassi et al., 2015)84. Owing to
the specificity of the fluorescent labels imaged with LSFM, single cells
can be observed. However, especially in dense environments, selective
labeling comes at the price of sparse signal. While transmission OPT can
also be combined with absorbing stains to increase specificity, its greater
strength is that it does not require any labeling at all. OPT is especially
useful when no markers are available, for example when transgenic lines
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do not exist or staining is labor-intensive, time-consuming, expensive or
detrimental to specimen health. Instead, the contrast is created by refrac-
tion, absorption and scattering in the sample. Such transmission data
can in principle be acquired on any sample transparent enough for flu-
orescence imaging. The most basic design to acquire fluorescence and
transmission data simultaneously was used in the eduSPIM, where a
single transmission projection created the context around the sparse flu-
orescence data.
In experiments with living samples, transmission information can be
used to monitor specimen health. E. g. zebrafish embryos tend to develop
edema, especially in the cardiac cavity, when exposed to environmental
stress. Being liquid-filled compartments, edema are not easily labeled
with genetically-encoded fluorescent markers, but are very apparent in
transmission images. If detected, data acquired in zebrafish exhibiting
edema could be excluded from evaluation.
Since transmission data is influenced by refraction, scattering and absorp-
tion, fluorescence data certainly is as well, with consequences for image
quality and any quantitative evaluation. The measured signal may be
attenuated unevenly or may not even originate from the assumed posi-
tion, causing length and volume measurements to be faulty. Ideally, these
effects could be characterized using the OPT data and the recorded flu-
orescence data corrected computationally. Attenuation correction of flu-
orescence data via OPT measurements has already been performed (Jim
Swoger, personal communication). The same considerations apply for the
illumination path in LSFM; if the sample induced aberrations on the illu-
mination light sheet were better understood, they could be corrected for,
e. g. by shaping the light sheet with a spatial light modulator.
When spectral data is acquired on both instruments, correction values
can be determined from each of the OPT-colors and applied for the differ-
ent combinations of illumination and detection wavelengths in the LSFM.
Direct wavefront sensing has been applied to correct the detected signal
(Wang et al., 2015). Royer et al. (2016) built an adaptive microscope with
impressive ten degrees of freedom to correct both illumination and detec-
tion by optimizing an image quality metrics. However, both implemen-
tations correct empirically without characterizing the underlaying tissue
properties.
Incorporation of additional contrasts into such a combined LSFM/OPT
setup seems feasible, especially when image formation requires visible
light, as is the case for scattering. There is evidence that light scatter-
ing changes upon apoptosis, at least in cell culture (Bertani et al., 2013;
Richter et al., 2014).
perspective : sample specific , opt guided lsfm 113
A further development that has not been discussed so far, is the extension
of the practically available spectral range into the NIR. More spectrally
distinct fluorescent markers can be fit into this extended range. More
importantly, penetration depth increases with longer wavelength in scat-
tering samples (Ntziachristos, 2010), red light deposits less energy in the
sample (Pastrana, 2013) and autofluorescence decreases for longer wave-
lengths (Eriksson et al., 2013). The achievable resolution will decrease for
imaging with longer wavelengths, but the resolution in typical OPT and
LSFM setups for developmental biology is limited by magnification and
detector pixel size in any case.
Since OPT image acquisition does not depend on any fluorescent labels,
equipping the setup for NIR detection is merely a question of selecting
the correct optical components. For fluorescence imaging, suitable probes
are required, but novel NIR fluorescent proteins are reported frequently
(Shcherbakova & Verkhusha, 2013; Shcherbo et al., 2010, to name only
two) and have been fused to relevant biomolecules (e. g. histones, Yu et
al., 2015). Available probes encompass not only NIR fluorophores, but
also quantum dots and nano-particles (Achilefu, 2010).
Two windows where water absorption is low exist for imaging in the
NIR, NIR-I (700–900 nm) and NIR-II (1000–1700 nm) (Hong et al., 2017).
For the combination with visible light imaging, the first one is currently
more interesting, because the sensitivity of camera technology available
for VIS can be pushed at least partially into that range, whereas different
instrumentation would be needed for the NIR-II window.
As it is, the design of a VIS-NIR hyperspectral, multi-modal transmission
and fluorescence microscope seems feasible. In the most basic case, speci-
men health can be assessed from the OPT data while multiple fluorescent
markers are imaged in the LSFM. Ideally however, in multimodal imag-
ing, one technique helps to eliminate another technique’s artifacts and
the OPT information can be used to estimate tissue optical properties
and to improve the image quality of the fluorescence data.

Part IV
Methods
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9 .1 handling of zebrafish
Zebrafish (Danio rerio) adults and embryos were kept at 28.5 C and were
handled according to established protocols (Nüsslein-Volhard & Dahm,
2002) and in accordance with EU directive 2010/63/EU as well as the
German Animal Welfare Act.
9 .1 .1 transgenic lines
All transgenic zebrafish lines and mutants used are listed in Table 9.1.
Table 9 .1 Transgenic lines and their optical properties. Exc: Excitation maximum in nm, Em: Emission maximum
in nm. CNS: central nervous system
transgenic line or mutant Fluorophore Exc Em structure Reference
Tg(h2afva:h2afva-GFP) GFP 490 510 nuclei Pauls et al. (2001)
Tg(kdrl:EGFP) GFP 490 510 vasculature S.-W. Jin et al. (2005)
Tg(UAS:Kaede) Kaede 500 518 by Gal4 driver Hatta et al. (2006)
582
Tg(UAS:ChR2-eYFP) YFP 515 530 by Gal4 driver Douglass et al. (2008)
Tg(ptf1a:dsRed) dsRed 560 585 hindbrain Kaslin et al. (2013)
GloFish RFP 560 585 muscle cells
Tg(kdrl:Hsa.HRAS-mCherry) mCherry 590 610 vasculature Chi et al. (2008)
Tg(prox1a:mCherry) mCherry 590 610 hypothalamus
Tg(ubi:zebrabow) Cerulean 435 475 ubiquitous Pan et al. (2013)
YFP 515 530
tdTomato 555 580
Tg(Gal4:s1013t) Gal4 driver for CNS Arrenberg et al. (2009)
casper lacking pigmentation White et al. (2008)
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85 PTU, Sigma-Aldrich,
USA
86 kindly provided by the
Brand lab at CRTD
87 Hoechst 34580, Thermo
Fisher Scientific, USA
88 Bodipy TR
Glibenclamide, Thermo
Fisher Scientific, USA
9 .1 .2 collection of embryos
Male and female adult zebrafish were transferred pairwise into mating
boxes in the evening. The adults usually mated in the morning and fertil-
ized eggs fell through a mesh to the bottom of the mating box, prevent-
ing the eggs to be eaten by the adults. Eggs were collected and transfered
into plastic petri-dishes with E3.
9 .1 .3 e3 fish medium
E3 stock solution was prepared at 60 concentration from:
salt: NaCl KCl CaCl2 2H2O MgSO4 7H2O
amount: 17.5 g 0.75 g 2.9 g 4.9 g
dissolved in 1 l of double-distilled water (ddH2O). 2 ml methylene blue
were added to the E3 used for raising zebrafish, but not to the E3 used
for imaging. Before use, the 60 stock solution was diluted to 1 con-
centration with ddH2O.
9 .1 .4 blocking pigmentation
The tyrosinase inhibitor 1-phenyl 2-thiourea (PTU)85 was used to block
pigmentation. A stock solution with a concentration of 10 mM was pre-
pared and heated to 60 C for several hours while stirring. The 50 stock
solution was stored at 4 C and diluted with E3 as needed.
9 .1 .5 recombination of zebrabow fish
To induce mosaic recombination, Tg(ubi:zebrabow) zebrafish embryos at
the one-cell stage were injected with 1 nl containing 10 pg of a DNA plas-
mid encoding Cre-recombinase86.
9 .1 .6 staining of living zebrafish embryos
For imaging multiple fluorophores, embryos were dechorionated manu-
ally at the one-cell stage and incubated in 30 µM Hoechst87 in E3 until
they reached the stage for imaging. Bodipy88 was added to the solution
to a final concentration of 1 µM and incubated for 1 h. Prior to imaging,
the samples were washed three times for 5 min with E3.
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Table 9 .2 Fluorescent stains and their optical properties. Exc: Excitation maximum in
nm, Em: Emission maximum in nm
Dye Exc Em labeled structure
Hoechst 392 440 DNA, all nuclei
Bodipy 587 615 intracellular membranes
Acridine orange 502 525 bound to DNA, neutral pH
Acridine orange 460 650 bound to RNA, acidic pH
89 Sigma-Aldrich, USA
90 paraformaldehyde,
Sigma-Aldrich, USA
91 Serva Electrophoresis
GmbH, Germany
92 normal goat serum,
Jackson Immuno Research
Laboratories, Inc., UK
93 ChromoTek GmbH,
Planegg-Martinsried,
Germany
94 S1815-04, Bola, Germany
For the apoptosis assay, 2 dpf zebrafish embryos were incubated with
2 µg/ml Acridine orange89 for 30 min as described by Tucker & Lardelli
(2007). Embryos were washed three times for 5 min with E3 prior to imag-
ing. The spectral properties of Hoechst, Bodipy and Acridine orange are
listed in Table 9.2.
9 .1 .7 fixation and staining of zebrafish embryos
Zebrafish of the casper-strain (White et al., 2008) expressing GFP in the
vasculature (Tg(kdrl:EGFP), S.-W. Jin et al., 2005) were crossed. At 24
hours post fertilization (hpf), the embryos were treated with 0.2 mM PTU
to inhibit the melanogenesis in the eyes.
After hatching, usually between 48 and 72 hpf, the embryos were anes-
thetized with 130 mg/l Tricaine and fixed for 4 h at room temperature
(RT) using 4 % PFA90 in PBS. To permeabilize fixed embryos, I washed
2 with 0.3 % Triton-X91 in PBS, rinsed with water, incubated in icecold
acetone for 8 min, rinsed with water and washed with 0.3 % PBS-Triton-X
again.
In order to recover fluorescence signal lost during fixation, embryos were
blocked for 2 h at RT using 10 % NGS92 in PBS-Triton-X. Afterwards, they
were incubated overnight at 4 C using 1:400 GFP-Booster93 in PBS-Triton-
X-NGS and washed 2 with 0.3 % PBS-Triton-X. Then, embryos were
transferred into PBS and stored at 4 C. Fresh samples were prepared
every two months.
9 .1 .8 mounting of zebrafish embryos
Depending on the duration of the experiment, living samples were em-
bedded in glass capillaries, fluorinated ethylene propylene tubes (FEP
tubes)94 or perforated FEP tubes. FEP is almost transparent and has a
refractive index of 1.338 matching the refractive index of water. We used
it as an almost invisible mechanical support for the specimen.
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F igure 9 .1 Mounting of zebrafish embryos for long-term imaging. A: Grooves were cut into the FEP tube with a
razor blade to allow for oxygen exchange. B: Close-up of the zebrafish embryo in the FEP tube with grooves. C: The
FEP tube was inserted into the sample holder. D: For OPT-imaging, the sample could be positioned on the rotational
axis with two micro-manipulators. E: Close-up of the mounted FEP tube.
95 low melting agarose,
Sigma-Aldrich, USA
96 Transferpettor caps
black, Brand, Germany
97 piston rod for
Transferpettor, Brand,
Germany
98 MS-222, Sigma-Aldrich,
USA
99 methyl cellulose,
Sigma-Aldrich, Germany
100 Sterican 100, blunt, B.
Braun, Germany
101 Omnifix F Solo 1 ml
Syringe, B. Braun, Germany
In glass capillaries For short term imaging below 2 h, zebrafish embryos
were embedded in 1.5 % LMA95. The specimen was transfered to liquid,
38 C agarose and sucked into a glass capillary96 with a Teflon-coated
plunger97. After solidification, the agarose embedded specimens were ex-
truded from the glass capillary for imaging. The imaging chamber was
filled with E3 with 130 mg/l Tricaine98 to suppress skeletal muscle con-
tractions.
In FEP tubes For longer imaging duration, zebrafish embryos were em-
bedded in FEP tubes according to the protocol described in Kaufmann
et al. (2012). In short, FEP tubes with inner diameter 0.8 mm and outer di-
ameter 1.6 mm were coated with 3 % methyl cellulose99, and rinsed with
E3 using a needle100 and syringe101. Zebrafish embryos were placed in
0.1 % agarose and drawn into the tube. A plug of solid 1.5 % agarose
prevented the specimen from falling out of the tube. Again, zebrafish
embryos were anesthetized with 130 mg/l Tricaine. Because the mount-
ing medium was flexible enough, specimen growth was not impeded.
However, prolonged tricaine treatment and low oxygen supply still had
a detrimental effect on development.
In FEP tubes for long-term imaging Zebrafish embryos were injected at
the one cell stage with 17 pg of a-bungarotoxin RNA. a-bungarotoxin is
a protein from snake venom that causes paralysis. Upon RNA injection,
the zebrafish embryos synthesized the protein themselves, causing them
to be immobilized up to 3 dpf but to develop normally (Swinburne et
al., 2015). Embryos were dechorionated because they could not hatch au-
tonomously. Only immobile embryos were selected for imaging. For the
embedding of a-bungarotoxin-injected embryos, FEP tubes were coated
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102 BIOZOL Diagnostica
Vertrieb GmbH, Germany
103 Bemis NA, USA
104 Millipore Millex-HV,
Merck, Germany
with methyl cellulose and rinsed with E3. The zebrafish embryos were
placed in E3 and pulled into the tube using a needle and syringe. An
agarose plug closed the tube at the bottom. Small grooves were cut into
the FEP tube to allow for better oxygen exchange. (Figure 9.1).
In a cuvette for eduSPIM Just like live embryos, the fixed zebrafish for
imaging in eduSPIM were embedded in straightened FEP tubes coated
with methyl cellulose, but vectashield102 was used instead of LMA to
mitigate photobleaching. The FEP tubes were closed at both ends with
nail polish and inserted into a small hole drilled into the cuvette stopper.
The cuvette was filled with PBS, closed and the stopper wrapped with
parafilm103 to prevent evaporation of the the medium. To avoid scattering
at the dense yolk sac, the embryo was always illuminated from the side
and imaged dorsally.
9 .1 .9 fep tube preparation
Straightening FEP tubes were inserted into steel tubes of 50 cm length.
The outer diameter of the FEP tube matched the inner diameter of the
steel tube. The tubes were heated to 180 C for 2 h in an autoclave and
cooled at room temperature for at least 5 h. FEP tubes are delivered
furled and always slightly bend. Heating and cooling in the stiff steel
rod straightened the tubes.
Cleaning Straightened FEP tubes were flushed 2 with 1 M NaOH us-
ing a syringe, filter104 and needle, transfered into a Falcon tube filled
with 0.5 M NaOH and sonicated at 30 C for 10 min. The tubes were then
flushed with ddH2O and 70 % devolatilized EtOH. The tubes were trans-
fered again into a Falcon tube, this time containing 70 % EtOH and son-
icated at 30 C for 10 min. The cleaned tubes were flushed once with
ddH2O and stored in ddH2O until they were needed.
9 .2 handling of drosophila
9 .2 .1 transgenic line
The transgenic drosophila line was made by Christopher Schmied from the
Tomancak lab. A fosmid (Ejsmont et al., 2009) clone containing senseless
(sens Nolo et al., 2000) was used to tag sens C-terminally with superfolder
GFP (Pédelacq et al., 2006). The fosmid clone was inserted into the land-
ingsite VK33 on the third chromosome (Venken et al., 2006) using C31
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105 Estapor, Merck,
Germany
integrase (Groth et al., 2004) and a homozygous fly line was established
(CD15.1.VK33).
9 .2 .2 specimen collection and mounting
Embryos were collected at room temperature and bleached for 60 s using
1.4 % chlorine for dechorionation and then washed with desalinated wa-
ter. The embryos were left at room temperature for 6 h post-laying until
the GFP signal was visible. For imaging, drosophila embryos were em-
bedded in 1.5 % low melting point agarose inside glass capillaries. The
imaging chamber was filled with PBS.
9 .3 bead samples
Bead samples were prepared by diluting 500 nm fluorescent micro-
spheres105 in 1.5 % LMA to a final concentration of 1:200. The agarose-
bead mix was pulled into a glass capillary and pushed from the capillary
after solidification for imaging. Beads samples were used routinely to
check the correct alignment of the system, but also to calibrate the des-
canned detection and to check colocalization of the FOVs of the widefield
and the l-camera in the spectral light sheet microscope.
9 .4 acquisition parameters
Depending on the fluorophores present in the sample, different combi-
nations of excitation lasers and filters were used. For samples expressing
only one fluorophore, or GFP and YFP, the 488 nm laser line was suffi-
cient to excite all labels. A 488 LP Edge filter was used in the detection
path. For samples expressing other or more fluorophores, several laser
lines were used to excite all labels simultaneously and the scattered laser
light was blocked with the Quad-notch filter. Table 9.3 lists the excitation
laser and filters used for each dataset shown in Chapter 4 and Figure 9.2
shows the optical properties of the Quad-notch filter.
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Table 9 .3 Excitation wavelengths, fluorophores and filters used.
Figure excitaton lasers fluorophores filter
4.4 488 nm YFP 488 LP Edge
4.7 488 and 561 nm GFP, mCherry Quad-Notch
4.8 to 4.11 488 nm GFP, YFP 488 LP Edge
4.12 405, 488 and 561 nm Hoechst, GFP, YFP, Bodipy Quad-Notch
4.13 to 4.15 488 nm GFP 488 LP Edge
4.18 and 4.19 405, 488 and 561 nm Hoechst, GFP, YFP, Quad-Notch
dsRed, Bodipy
A.4 561 nm dsRed, mCherry 561 LP Edge
A.5 405, 488 and 561 nm Cerulean YFP, tdTomato Quad-Notch
A.6 488 nm Kaede 488 LP Edge
A.7 488 nm Acridine Orange 488 LP Edge
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F igure 9 .2 Transmission curve of the Quad-notch filter. The positions of the four laser
lines that can be used in combination with the filter are highlighted.
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10 .1 hyperspectral lsfm : design and alignment
The hyperspectral LSFM setup was built from commercially available
parts, mainly from the companies Newport106 and Thorlabs107. Custom-
made parts and adapters were designed using a 3D-CAD software108
and manufactured in the MPI-CBG mechanical workshop, mostly from
aluminum. To ensure everything fit, the whole microscope setup was as-
sembled in Solidworks using 3D models provided by the manufacturers
and my own parts.
10 .1 .1 light sheet alignment
For alignment of the microscopes, a small mirror target was inserted into
the water-filled sample chamber. Figure 10.1 shows a home-built and a
commercial version. The mirror was translated through the sample cham-
ber to reflect light sheet cross sections along the beam propagation axis
onto the camera. From these cross sections, the light sheet thickness and
waist position, but also potential misalignments, such as tilt out of the
A B C
F igure 10 .1 Tools for precise light sheet alignment. A: Homemade. Syringe with a mirror shard broken from a
test target. B: Advanced version from Zeiss, containing not only the mirror but also grid test targets. The grids were
used to determine the microscope’s magnification. C: Inverted (black = high intensity) maximum projection of the
light sheet reflected off different positions on the mirror. Note the decreasing thickness and increasing brightness
towards the center of the light sheet. Also, the light sheet was not reflected perfectly vertically, because the mirror
target was slightly tilted.
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109 MATLAB 2016b, The
MathWorks, Inc., USA
110
detection objective focal plane, were determined. Note that a neutral den-
sity filter with OD 3 was inserted into the illumination path to attenuate
the signal and protect the camera during these measurements.
I wrote a MATLAB109 script to evaluate the stacks of the light sheet’s
cross sections. The recorded images were intensity-thresholded and the
resulting point cloud fit linearly to correct for the mirror’s tilt. A 100 px
wide strip to the left and right of the linear fit was cut from the images
and integrated along y-direction (the information along this direction
was redundant because the light sheet’s properties were not expected
to change along its height). The resulting intensity curves were plotted
as x,z-heatmaps to visualize the light sheet profile. The intensity curves
were fit with Gaussians, to extract the light sheet thickness as a function
of x-position. This curve, in turn, was fit according to Equation (1.1):
ω(x) = ω0
√
1+
(
(x− xω) λ0
pinω20
)2
to extract thickness ω0 and position xω of the beam waist, both of which
were then plotted as a function of λ or the beam’s NA.
10 .1 .2 alignment of the scan and descan mirrors
The illumination laser beam was only scanned correctly when the scan
mirror was placed exactly in a conjugate plane of the illumination ob-
jective’s BFP. The scan mirror and a static mirror were mounted under
90° in a backreflector-like configuration110. Because incoming and out-
going beam were parallel to each other, moving the assembly along the
beam propagation axis did not steer the beam. To place the scan mirror
in the correct plane, the whole assembly was simply moved backwards
and forwards until the beam scanning was not overlaid with a pivoting
movement anymore. The scan mirror’s voltage was adjusted until the
scan range covered the whole camera chip (Figure 4.2).
The same considerations applied to the position of the descan mirror
in the detection path, but because an image was descanned perpendicu-
lar to the beam propagation axis, the pivoting was not imaged onto the
camera chip. Both a wrong placement of the mirror as well as a wrong
driving voltage resulted in a jittering of the descanned beam around
the center position of the camera; I aligned both parameters at the same
time using an iterative method. First, the position of the descanned beam
was imaged onto the camera while both scan- and descan mirrors were
running. The descan mirror position was adjusted to remove the jitter
until the beam was static in the center of the camera chip. Then, I in-
serted a bead sample into the chamber, and acquired two images: One
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F igure 10 .2 Control software for the hyperspectral LSFM. The camera control (left) was written using F i j i. In
the GUI, acquisition parameters were set and a live preview of the sample was displayed in an additional window
(center). The laser power was set using the commercial software provided by the manufacturer (bottom center). All
other microscope parts were controlled using LabVIEW (right).
111 Software Development
Kit, Andor, Northern
Ireland
with static descan mirror (DSLM-style) and one reconstructed from des-
canned data. I determined the relative difference of vertical magnifica-
tion and adjusted the descan mirror voltage accordingly. The descanned
beam would now jitter again around the camera’s central position, so the
whole process was repeated until the magnification difference was less
than 0.5 %.
10 .1 .3 light sheet control software
The l-camera was controlled from a F i j i plugin using the Java Native
Interface for function calls into the Andor SDK111. In the GUI provided
by this plugin, camera settings such as acquisition ROI, framerate and
trigger mode were set. The plugin also streamed images from the camera
either into a live preview or onto the computer. In spectral imaging mode,
the acquired y-stacks were transformed into l-stacks in real time before
being saved as 16 bit .tiff -stacks. The camera control also subtracted a
dark frame to reduce striping artifacts in the spectral data. A screenshot
of the control software is shown in Figure 10.2
128 microscopy
camera ready
camera trigger
image acquiring
laser enable
scan mirror voltage
descan mirror voltage
stage position
F igure 10 .3 Triggering scheme of the hyperspectral LSFM. For the acquisition of a y-stack, a camera-start trigger
was sent to the camera, which then acquired all x,l-images in free run mode with the set framerate and sent a camera-
ready signal to the software once it finished acquisition and writing. At the same time, the scan mirror voltages were
changed linearly to scan the beam through the sample and descan the acquired line. During the whole y-stack, the
laser sources were enabled. For z-stacks, the motorized stage moved stepwise between the acquisitions of each plane.
Arrowheads pointing left indicate signals sent from the control PC, arrowheads pointing right signals sent to the PC.
112 NI PCI-6733, National
Instruments Corporation,
USA
113 LabVIEW 2014,
National Instruments
Corporation, USA
114 NI-IMAQ, National
Instruments Corporation,
USA
The scanned illumination and descanned detection necessitated precise
synchronization of all hardware components to ensure correct reconstruc-
tion of the l-stack. Two channels of an analogue input output module112
were programmed in LabVIEW113 to provide the driving voltage for the
galvanometric scan and descan mirrors. The other channels of the input
output module were used to enable the laser and trigger the camera via
their 5 V DC inputs. The position of the linear z-stage was set in the Lab-
VIEW GUI via macros written in the manufacturer’s SDK. The widefield
camera was also controlled from LabVIEW using the Image Acquisition
Toolbox114. The triggering scheme is shown in Figure 10.3.
10 .2 opt design and calibration
Like the light sheet microscope, the OPT setup was also built from com-
mercially available parts and custom-made parts. The custom-made parts
were designed and the whole microscope setup assembled in in Solid-
Works.
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10 .2 .1 alignment of rotational axis
The commercially available sample holder used for light sheet acquisi-
tions was not suitable for OPT measurements: Inherent in the embedding
process and manufacturing tolerances, the specimen was never centered
on the axis of the rotational stage. It helped to use straightened FEP tubes
(Section 9.1.9), but to align specimen and rotational axis better, the OPT
sample holder (Figure 9.1D) was constructed from a manual x,y transla-
tion mount115. I followed the procedure described by Bassi et al. (2015):
The sample mount was inserted with one of its actuators parallel to the
optical axis and one parallel to the focal plane of the OPT setup. The
sample was focused in the center of the FOV using the (outer) x,y,z-
translation stage. Then, the sample was rotated by 180° using the rota-
tional stage (note that the sample may be out of view) and then posi-
tioned halfway between its current position and the center of the FOV
using the (inner) x,y-translational stage. The sample was rotated by 180°
again, and the whole procedure repeated until the specimen was in the
center of the FOV before and after the rotation.
To align the second axis, the sample was then rotated by 90° and the same
procedure as for the first axis was followed. Once properly aligned, the
sample stayed in the center of the FOV during an entire 360° rotation. The
camera sensor was cropped tightly around the sample, usually 300 px, to
avoid acquisition of unnecessary data.
10 .2 .2 opt control software
Again, the camera control was implemented in the Java Native Interface
for function calls into the Andor SDK and incorporated into F i j i. All
other hardware was controlled from LabVIEW: Laser power and AOTF
frequency and power were communicated via serial port. The motorized
stages were controlled using the same LabVIEW macros as for the hy-
perspectral SPIM. A screenshot of the control software is shown in Fig-
ure 10.4.
A USB-coupled DAQ device116 was used to enable the AOTF during
acquisition. A different channel on the same device sent a start trigger to
both motors and the camera. Again, the camera acquired all images for
a full extended DOF angle stack in free run mode. The highpass filtering
was performed on the fly, keeping only the latest filtered image for each
angle in memory (Bassi et al., 2015). The data were saved as 16 bit .tiff -
stacks with one image for each angle. The motors were programmed
to execute a macro upon triggering. The macro essentially moved the
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F igure 10 .4 Control software for the spectral OPT. The camera control (left) was written using F i j i and used to
set acquisition parameters. A live preview of the sample was displayed in an additional window (center). All other
microscope parts were controlled using LabVIEW (right).
motors to the stack-end position at a defined velocity. The triggering
scheme is shown in Figure 10.5.
10 .2 .3 opt reconstruction
I reconstructed 3D transmission data from the projection stacks with the
MATLAB code used by Bassi et al. (2015). Since the rotational axis of
the specimen was never aligned perfectly vertically to the camera chip,
it was determined empirically by calculating a series of inverse Radon
transforms with shifting center (x-position) for two different y-positions
in the sample. For each position, the two transforms with the largest
variance were selected and the rotational axis was determined to be the
line through the centers of these points (Walls et al., 2005). The data
were cropped and rotated and the inverse Radon transform for every
y-position in the sample was calculated using MATLAB’s iradon package.
The reconstructed data were normalized and downsampled to a dynamic
range of 8 bit.
I modified the code to reconstruct not only a single OPT transmission
stack, but the whole 5D dataset (3D spatial, 1D spectral, 1D temporal)
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F igure 10 .5 Triggering scheme of the spectral OPT setup. For each rotated transmission stack, a camera-start
trigger was sent to the camera, which then acquired all projections in free run mode with the set framerate (usally
300 fps). The linear and rotational stage received the same trigger signal, upon which they executed a pre-defined
macro: The linear stage traveled at a constant speed to the end-position of the stack and the rotational stage executed
a number of rotations (three shown). Once done with the acquisition, the camera sent a “ready” signal to the PC,
the motors were re-initialized and the AOTF frequency changed to acquire the next wavelength. The AOTF was
only enabled during acquisitions. Arrowheads pointing left indicate signals sent from the control PC, arrowheads
pointing right signals sent to the PC.
117 Windows 7 Enterprise,
64 bit, CPU: Intel Xeon with
E5-2630 v3.0 2.4 GHz CPU
and 64 GB RAM installed,
GPU: NVIDIA Quadro
K620
118 SanDisk Extreme Pro
520/550, 240 GB
and optimized its performance. Execution in a single thread took 240 s to
reconstruct a stack. On our architecture117, execution on GPU was con-
siderably slower (200 s per stack) than parallel execution on CPU using
up to 12 parallel threads and MATLABs parfor routine (100 s per stack).
The reconstruction of the datasets discussed in Section 5.4 took around
21 h, but could in principle be further accelerated by highly parallelized
execution on a high performance computer.
10 .3 data management
Both acquisition PCs were equipped with a RAID of four fast solid state
drives (SSD)118 to stream the camera data onto. Each SSD had a write
speed of 500 MB s 1, but the write speed of the CMOS camera was more
than 1 GB s 1:
100 fps  5.5 Mpx  16 bit = 1.05 GB s 1 (10.1)
At least three SSDs were needed to utilize the full camera write speed,
but the RAID-controller was best operated with an even number of drives.
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The four SSDs had a combined capacity of less than 960 GB that was in
principle filled in 15 min:
1 GB s 1  60 s/ min  15 min = 944 GB (10.2)
I installed a second RAID of four slower hard disk drives (HDD)119 with a
total capacity of 12 TB to serve as interim-storage and for data evaluation.
Later, the data were moved to the network storage or onto magnetic tape
for archiving.
10 .4 image data processing and visualization
Basic image processing and visualization, such as cropping, stitching,
contrast adjustments and intensity projections along a stack (maximum,
minimum, average, standard deviation) were performed in F i j i (Schin-
delin et al., 2012). Basic matrix calculations and plotting tasks, e. g. when
normalizing and plotting the fluorescence and transmission spectra, were
carried out using an open-source spreadsheet120.
10 .4 .1 virtual filtering
The virtual filtering of spectrally resolved fluorescence data was per-
formed using the image stack operations provided by F i j i.
10 .4 .2 linear unmixing
I adapted the F i j i plugin published by Neher et al. (2009) to separate the
acquired spectra according to the contributions of the individual fluoro-
phores. The plugin was written in Java. The authors demonstrated blind
unmixing of up to four fluorophores from images with 16 spectral chan-
nels, whereas my data had been acquired at 70 or 600 wavelengths and
contained up to five different fluorophores. Unmixing was either per-
formed blind (i. e. without reference spectra), by determining reference
spectra from a ROI in the dataset or by loading spectra from text files.
When no reference spectra were provided, the algorithm initialized with
equispectral Gaussian distributions and adjusted both the spectra and rel-
ative intensities of each fluorophore in each pixel iteratively. The update
rules assumed a Poisson distribution of photon counts and attempted to
minimize the overlap between spectra. When unmixing was completed
after a given number of iterations, a multichannel image and the spec-
tra of each contributing dye were obtained. F i j i was used to visualize
the acquired l-stacks and unmixed images and LibreOffice was used to
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F igure 10 .6 Screenshot of the spectral analysis software written in Python. A: The hyperspectral data were
displayed in the main window. The image stack (left) was navigated with sliders. Clicking on the image displayed
the spectrum of that selected voxel (right). From the main window, data analysis operations, such as k-means-
clustering and phasor analysis, were called. B: k-means-clustered data were also displayed as an image stack (left)
and the mean spectra (solid line) as well as the 2σ confidence interval (semi-transparent area) were plotted (right).
Note that the c slider did not navigate through wavelengths, but through channels of the data. C: Phasor analysis of
the data. The spectral phasor was plotted as a 2D histogram, with the  coefficient on the x-axis and the  coefficient
on the y-axis (left). On the phasor, ROIs were selected. The mean spectrum (top right) and a binary image of the
voxels selected in the ROIs, maximum projected over z and t-direction was plotted (bottom right). D: From these
ROIs, multi-channel images were calculated by masking all voxels outside of the selection. Data were displayed in
the same way as for k-means-clustering in panel B.
121 PyQt4,
http://pyqt.sourceforge.
net/Docs/PyQt4/, Accessed
on 2016-10-10
122 Python v2.7,
http://www.python.org,
Accessed on 2016-09-18
123 Tifffile.py, by Christoph
Gohlke, http://www.lfd.
uci.edu/~gohlke/code/
tifffile.py.html,
Accessed on 2016-11-12
124
http://www.scipy.org/,
Accessed on 2016-11-25
normalize and plot the spectra. Literature values for the spectra were
obtained from the collection on the Tsien-lab homepage.
10 .4 .3 image analysis in python
I wrote a modular GUI using the Qt4121 framework for Python122 to nav-
igate the multidimensional image data, visualize the spectra of selected
ROIs and analyze the data. The .tiff image stacks were loaded using the
tifffile library123 provided for Python. Image calculations, such as nor-
malization, downsampling, reslicing and extraction of spectra were per-
formed using the array operations defined in the SciPy124 and NumPy125
packages. A screenshot of the software is shown in Figure 10.6.
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10 .4 .4 migrating means clustering
I used the kmeans2 algorithm provided in Python’s SciPy package to clus-
ter the spectra. I performed clustering on a list of spectra extracted from
the 5D datasets; the spatial and temporal correlation between voxels was
discarded. The centers of masses for each cluster were either initialized
randomly (providing only the number of clusters) or with actual spectra
sampled from the dataset. The k-means-clustering iteratively assigned
each voxel spectrum to the cluster with the closest center of mass, recom-
puted the centers of mass and reassigned the spectra. It has to be noted
that distances were calculated in L-dimensional space, where L was the
number of spectral channels in the data.
To visualize the clustered data, I created a multichannel image with one
channel for each cluster. All voxels from one cluster where then masked
into the corresponding channel and multiplied with the measured inten-
sity.
10 .4 .5 spectral phasor analysis
I implemented the spectral phasor analysis described by Fereidouni et al.
(2012) in Python. Because their algorithm only worked for 3D datasets,
I adapted the method for my 4D and 5D data. The complex and real
Fourier coefficients of the spectra in each voxel were calculated according
to Equation (2.3):
am =å
m
I (l) cos (wml)
bm =å
m
I (l) sin (wml)
w =
2p
L
where L was the number of spectral channels, I (l) the intensity mea-
sured for each l and m = 1 because only the first order real and imagi-
nary coefficients were computed. b1 (or =) was plotted over a1 (or <) in
a scatter plot or 2D histogram; position along the polar direction corre-
sponded to the maximum wavelength and the position along the radial
direction to the relative amplitude (amplitude/width) of the spectrum.
In this phasor plot, spectra with similar maximum intensity and shape
tended to form point clusters with the background signal located close
the center of the plot. I implemented an event listener to draw polygonal
ROIs onto the phasor representation and to plot the mean spectrum of
each ROI. I extracted the multichannel image by masking all the voxels
selected by this ROI in the original data and by multiplying the masks
with the measured intensities integrated along l.
Part V
Appendix

AA P P E N D I X : H Y P E R S P E C T R A L L S F M
A.1 parts list and technical drawing
A list of the used parts and their optical properties is shown in Table A.1
and a technical drawing of the hyperspectral light sheet microscope in
Figure A.1.
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Table A.1 Optical components of the hyperspectral LSFM.
Component f (mm)  (mm) AR Coat (nm) Manufacturer
Excitation
laser SOLE-6 with 405, 488, 515, 561, 594 and 638 nm Omicron
shift mirror 25 400 to 700 Thorlabs
telescope 1 80 25 400 to 700 Thorlabs
tilt mirror 25 400 to 700 Thorlabs
telescope 2 200 25 400 to 700 Thorlabs
45° mirror 25 400 to 700 Thorlabs
scan mirror 12.7 400 to 700 Thorlabs
24  14.7 Silver Scanlab
scan lens 150 25 400 to 700 Thorlabs
tube lens 100 25 400 to 700 Thorlabs
objective 12.5 CFI LWD 16x W,NA 0.8, W.D. 3.0 mm Nikon
Detection
objective 12.5 CFI LWD 16x W,NA 0.8, W.D. 3.0 mm Nikon
Quad-notch filter 25 405, 488, 561, 638 Semrock
488 LP Edge filter 25 488 Chroma
relay lens 150 50 400 to 700 Thorlabs
scan lens 100 50 400 to 700 Thorlabs
scan mirror 24  14.7 Silver Scanlab
25, elliptic 400 to 700 Thorlabs
45° mirror 25 400 to 700 Thorlabs
tube lens 160 Nikon
imaging spectrograph Imspector V8E or Imspector Fast10 Specim
l-camera Zyla 5.5 Andor
widefield camera Stingray F145 B/C AVT
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Illumination Detection
λ-camera
scan lens tube lens
scan mirror
scan lens tube lens
descan mirror
imaging
spectrograph
widefield
camera
relay lens
filter
chamber w/
 objectives
shift mirror
tilt mirror
laser fiber
45 mirror
45 mirror
flip mirror
iris
translation
stages
telescope 1
telescope 2
sample
holder
λ-camerascan lens tube lensscan mirror
tube lensdescan mirror
imaging
spectrograph
widefield
camera
laser fiber
translation
stages rotation stage,
sample holder
100 mm
F igure A.1 Technical drawing of the hyperspectral LSFM, top view (top) and side view (bottom).
The beam of the laser engine was fiber-coupled into the system. Two mirrors in the respective conjugated planes
were used to shift or tilt the light sheet position in the sample. A 45° mirror was used to reflect the incident light onto
the excitation scan mirror assembly, before imaging the scanned light sheet through a 4 f -system of excitation scan
lens and tube lens into the sample chamber with objectives. The sample holder with the agarose-embedded sample
was inserted from top. The emission filter was placed behind the detection objective. A 4 f -system of a detection relay
lens and scan lens projected the signal onto the detection scan mirror assembly. Another 45° mirror coupled the light
into the detection tube lens, which imaged the descanned line onto the entrance slit of the imaging spectrograph.
The x,λ-image was recorded on the spectral detection camera (λ-camera). Behind the relay lens, a 45° flip mirror
could be used to alternatively image the widefield signal onto a second camera for easier sample positioning.
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F igure A.2 Light sheet profiles for different illumination wavelengths. The light sheet waist thickness and posi-
tion changed as a function of the illumination laser wavelength.
A.2 measuring light sheet thickness and position
All light sheet profiles for the data evaluated in Figure 4.3 are shown in
Figure A.2. The same analysis was also performed for a changing NA of
the illumination beam; the results are shown in Figure A.3. An iris was
introduced into the illumination arm before the scan mirror. The illumi-
nation beam was cropped by closing the iris to change its NA and the
light sheet’s properties. For very small beam diameters, the transmitted
intensity was too low for precise analysis and fitting of the light sheet
waist position was unreliable. For larger diameters, the light sheet waist
did not move with beam NA. The light sheet thickness changed antipro-
portionally with the beam’s NA, as predicted by Equation (1.3).
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F igure A.3 Light sheet profiles for different beam NAs. An iris was introduced into the illumination arm before
the scan mirror. The illumination beam was cropped by closing the iris to change its NA and the light sheet’s
thickness.
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F igure A.4 NMF unmixing of dsRed and mCherry. A: Unmixed maximum projection and B: individual planes
acquired at a spacing of 10 µm of zebrafish embryos expressing dsRed and mCherry in the hindbrain. C: Spectra
after unmixing.
A.3 unmixing of two red fluorophores
I crossed transgenic zebrafish males and females, Tg(prox1a:mCherry) and
Tg(ptf1a:dsRed). Double transgenic offspring were selected at 3 dpf and
imaged dorsally. Both fluorophores were excited with 561 nm and the
scattered laser light blocked with a 561 LP filter. I acquired a spectrally
resolved z-stack with a spacing of 10 µm and unmixed the resulting data
planewise using NMF (Figure A.4). As expected, unmixing for two over-
lapping red fluorophores worked just like unmixing for two green fluoro-
phores.
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F igure A.5 Imaging of zebrabow zebrafish. A: Tail imaged ventrally and B: head imaged dorsally of a 3 dpf
zebrafish embryo expressing Tg(ubi:zebrabow). C: Cerulean, YFP and tdTomato spectra after unmixing with NMF
(solid). Reference spectra from the Tsien-lab webpage (dashed).
A.4 imaging of zebrabow zebrafish
I injected Tg(ubi:zebrabow) zebrafish embryos at the one-cell stage with
Cre-Recombinase DNA to get mosaic recombination (Pan et al., 2013).
Non-recombinated cells express tdTomato and recombinated cells ran-
domly either YFP or Cerulean. When unmixing the hyperspectral images
with NMF, I obtained the spectra of all three fluorophores. Inspection of
the unmixed images shows that most cells remained red, whereas some
cells expressed YFP. Surprisingly, Cerulean expression was localized to
the surface of the embryo Figure A.5. The excitation maximum of Ceru-
lean is around 435 nm, the emission spectrum features a double peak
at 470 and 505 nm. I used a suboptimal 405 nm laser for excitation and
blocked the emission maximum with the Quad-notch filter needed to
block the scattered signal of the 488 nm laser used to excite the YFP. Ceru-
lean is known for its low intensity (Pan et al., 2011). If it was additionally
not excited efficiently, detection of signal would be difficult, especially
from deeper within the embryo. Optimized excitation lasers and filters
are expected to improve detection of Cerulean greatly.
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F igure A.6 Photo-convertible fluorophores – Kaede. A: A 3 dpf zebrafish embryo expressing Kaede was imaged
ventrally in the anterior and B: posterior tail. Kaede was photo-converted locally by excitation with a 405 nm laser
and a hyperspectral image of the same region acquired. C: Converted and non-converted Kaede spectrum after
unmixing (solid) and values from the literature (dashed). Note that pseudocolor in the images was swapped when
compared with normal color perception for better visibility.
A.5 photo-convertible fluorophores
Kaede is a photo-convertible fluorophore emitting green fluorescence in
its native state, but shifting towards red fluorescence after illumination
with ultraviolet or blue light. To demonstrate efficient imaging and un-
mixing of photo-convertible fluorophores, I illuminated transgenic ze-
brafish embryos expressing Tg(Gal4:s1013t, UAS:Kaede) (Arrenberg et al.,
2009; Hatta et al., 2006) locally: I scanned the 405 nm laser only through
one half of the image (Figure A.6A) or through short stripes of the im-
age with a different laser power for each stripe (Figure A.6B). The spec-
tra returned by NMF unmixing agree well with the non-converted and
converted Kaede spectra reported in the literature (Ando et al., 2002).
The pseudocolor overlays of the unmixed data verify that conversion ef-
ficiency depended on the illumination laser power.
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F igure A.7 Environmentally sensitive probes – Acridine orange. A: Pseudocolor overlay and B: unmixed spectra
of a zebrafish embryo stained with Acridine orange. Lower brain/upper tail region imaged ventrally. Pseudocolors
are swapped when compared with normal color perception.
A.6 environmentally sensitive probes
Acridine orange is a nucleic acid-selective and pH sensitive fluorescent
dye. When bound to DNA or at neutral pH, Acridine orange emits green
fluorescence, but red fluorescence when bound to RNA or at acidic pH. It
has been established as an apoptosis marker in living zebrafish embryos
by Tucker & Lardelli (2007). I stained 2 dpf with Acridine orange and
imaged them using 488 nm illumination. Figure A.7 displays the lower
brain/upper tail region of an embryo that featured many apoptotic cells
at the time of imaging. The two different spectral variants were unmixed
using NMF.

BA P P E N D I X : S P E C T R A L LY R E S O LV E D O P T
B.1 parts list and technical drawing
A list of the used parts and their optical properties is shown in Table B.1
and a technical drawing of the excitation scanning OPT in Figure B.1.
Table B.1 Optical components for the spectral OPT. BE: beam expander, BS Cube: beam splitter cube.
Component f (mm)  (mm) AR Coat (nm) Manufacturer
Excitation
laser SC450-8-80 Fianium
AOTF PCAOM VIS Crystaltechnology
fiber M69L05 Thorlabs
speckle reducer LSR 3005 Optotune
BE 1 35 25 400 to 700 Thorlabs
BS Cube 25 400 to 700 Thorlabs
BE 2 45 25 400 to 700 Thorlabs
Spectrometer
focusing lens 25 25 400 to 700 Thorlabs
fiber M96L01 Thorlabs
spectrometer FLAME-S Ocean Optics
Detection
objective 45 XLFluor4x 340, NA 0.28 Olympus
tube lens 180 U-CMAD3 Olympus
camera Zyla 4.2 Andor
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F igure B.1 Opposing page: Technical drawing of the spectrally resolved OPT setup, top view (top) and side view
(bottom).
The sample was inserted into the sample chamber from the top; its position was controlled with a manual x,y,z-stage,
a motorized z-stage and a motorized translational stage. The IR part of the spectrum was filtered with a hot-mirror
and blocked with a beam dump. The first order signal of the wavelength-selecting AOTF was focused into a fiber
to homogenize the signal. A rotating diffuser plate in the beampath reduced laser speckle. The signal was split in a
50:50 beam splitter cube, and half of the signal focused into a fiber to be analyzed on a spectrometer. For detection,
a standard detection path, consisting of detection objective, tube lens and a fast camera, was used.
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F igure B.2 Power density spectrum of the super continuum source.
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F igure B.3 The beam profile behind the AOTF needed clean-up. Four snapshots taken from a video as the AOTF
was swept through its frequencies are shown. As the AOTF frequency n was swept, the central wavelength of the
1st order changed and the maximum position of the beam traveled. Higher order signals were diffracted irregularly
(arrowhead) and traveled through the maximum of the 1st order beam.
B.2 aotf beam profile
The diffracted angle a of the beam transmitted by the AOTF depended
on both the AOTF frequency n and the wavelength of the transmitted
light l:
sin a = f

l
n

, (2.1)
where f was fit by a 4th order polynomial. Since l did not depend lin-
early on n, sin J was not constant and the 1st order beam was expected to
steer as different wavelengths were selected. Additionally, the 1st order
beam did not feature a homogeneous, but a diffracted spectrum. Con-
sequently, wavelengths were shorter (blue) towards a smaller diffraction
angle and longer (red) towards a larger angle (Figure B.3). Additionally,
higher diffraction orders crossed the path of the 1st order beam.
b .3 intensity calibration 151
0 100 200 300 400 500 600
νAOTF ~ f(1/λ)
30000
20000
10000
0
In
te
ns
ity
 (a
u)
Camera QE
Laser spectrum
F igure B.4 Black curves: Schematic for the laser power density and the camera quan-
tum efficiency. Colored curves: spectra measured in zebrafish embryos as a function of
AOTF frequency n.
B.3 intensity calibration
The spectral power density curve of the supercontinuum source was
highly dependent on wavelengths. Most of its power was output in the
infrared part of the spectrum. Towards shorter wavelength, the power
per nm dropped considerably. Consequently, the recorded spectra were
dominated by the properties of the illumination source (Figure B.4). The
small shoulder most likely originated from the camera’s quantum effi-
ciency curve. Specimen-specific features in the spectra were hidden be-
neath the laser’s and camera’s curves.
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F igure B.5 Unmixing of spectral transmission stacks with NMF. A 4 dpf zebrafish embryo was imaged dorsally.
For unmixing, three components were assumed. A: Spectra and B: separated channels of GloFish. For the overlay,
the same color code as for the spectra plots was chosen: S1 (blue), S2 (green), S3 (red). C: Spectra and D: separated
channels of casper fish. Both datasets unmixed into three evenly spaced spectra. The spectra for GloFish and casper
were comparable, but for GloFish, the second component had a more pronounced peak (i. e. less transmission) around
550 nm. From the unmixed spectra, the different noise characteristics for shorter and longer wavelengths, caused by
normalizing the data, were very apparent. Scale bar 500 µm.
B.4 spectroscopy in projections – dorsal view
I unmixed spectrally resolved 2D projections of GloFish and casper ze-
brafish embryos with NMF. Figure B.5 shows the dorsal view, whereas
the ventral views are shown in Section 5.2, Figure 5.7. Unmixing the dor-
sal projections returned similar results as for ventral projections. Again,
spectra are roughly Gaussian-shaped and equally spaced. The muscu-
lature was especially apparent in the central channel (S2), whereas the
intersegmental structures were marked in Channel S1 and S3.
CA P P E N D I X : E D U S P I M
C.1 parts list and technical drawing
A detailed list of all used parts, both optical and non-optical, along with
their properties is shown in Table C.1 and a technical drawing of the
eduSPIM in Figure C.1. From this detailed list, an exact copy of eduSPIM
can be built.
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F igure C.1 Opposing page: Technical drawing of the eduSPIM, top view (top) and side view (bottom).
The illumination laser was coupled into the cage system using a dedicated beam expander and two mirrors. A 1:1
telescope was used to fine-tune collimation and an iris in the beampath to crop the beam and adjust light sheet
thickness. The light sheet was created with a cylindrical lens and imaged into the BFP of the illumination objective
with a second telescope. The light sheet height was cropped using the iris at the central focus of this telescope. An
alignment mirror in a conjugate plane of the illumination objective’s BFP helped to align the light sheet position.
The sample was mounted in a cuvette and positioned using manual and motorized stages. An LED opposite of the
sample chamber was used for transmission illumination. Both, fluorescence and transmission, signals were split in
a filter cube and imaged simultaneously onto two cameras. An iris in the transmission detection path was closed to
increase the DOF and an elliptical mirror in the fluorescence detection path was used to adjust the image position
on the camera chip until both signals were overlaid. The detection objective was mounted on a motorized stage and
translated to correct for the changing optical path length as the cuvette was scanned through the light sheet.
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