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The Internet of Things (IoT) is having a profound impact on 
the way we understand the world and its inhabitants. One of 
the biggest challenges that IoT network providers face is 
providing global coverage for these IoT devices. Space-based 
IoT solve this by connecting long-range, low-power, low-
bandwidth devices with a constellation of Low Earth Orbit 
(LEO) microsatellites. These satellite networks typically use 
store-and-forward communications, where a device uplinks 
cached data to a passing satellite which is stored on-board 
until the satellite comes in range of a Ground Station (GS). This 
data is then downlinked and sent to a cloud platform where it 
can be accessed by a customer. 
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Based on the analysed data, the TPMs can be optimised by 
following the following design considerations:
Maximising the Number of Passes a satellite makes over a 
device is achieved by using the minimum inclination which 
still covers the target area, combined with low orbit altitude 
and a high number of satellites per plane is required.
Maximising Pass Duration is achieved by selecting a high orbit 
altitude, combined with the minimum inclination which 
covers the target area.
Minimising Uplink Latency is achieved by increase the 
satellites per plane and increasing the total number of 
satellites, however picking the minimum inclination which 
covers the target area will also help.
Minimising Downlink Latency is achieved by co-locating 
ground stations with devices (enabling data relay), or placing 
ground stations immediately after devices, based on the 
satellite orbital trajectory.
IoT microsatellite network providers try to maximise the 
capacity of their network while simultaneously minimising the 
total network latency. Based on the learnings of this research, 
an IoT microsatellite network should be designed in the 
following way:
1. Use a mid-inclination orbit with the lowest inclination 
which still covers target regions 
2. Orbit altitude should be balanced:
• Too low and pass times are short
• Too high and frequency of revisit is low
3. Select the number of planes such that coverage swarth 
(based on device minimum look angle) overlaps at the 
equator for sequential passes and adjacent planes (note 
that coverage is more consistent at higher latitudes)
4. With the equator covered, additional satellites should be 
added to the existing orbit planes
5. Where possible, ground stations should be co-located with 
devices (enabling data relay), or immediately after devices, 
based on the satellite orbital trajectory
6. If there are devices which need coverage in the polar 
regions, an additional plane of satellites in a polar orbit is 
required (and a ground station near the poles is 
recommended)
This presentation aims to answer the question:
“How should a microsatellite constellation be 
configured to best serve a network of IoT devices.”
To answer this question, 5 key Technical Performance 
Measures (TPMs) will be analysed across multiple network 
configurations.
Capacity is an incredibly useful metric which describes the 
total amount of data which can be pushed through the 
satellite network in a fixed amount of time. As this metric is 
incredibly dependent on the bandwidth and Radio Frequency 
(RF) spectrum available (which changes between different 
service providers), instead, the Number of Passes and Pass 
Duration will instead be evaluated.
Total Latency defines the time it takes for data generated on 
an IoT device to reach the end user. This can be broken up 
into two sub-metrics: Uplink Latency which describes the time 
it takes for data generated on an IoT device to reach a satellite, 
and Downlink Latency which represents the time between the 
end of a satellite’s device pass and the start of the next ground 
station pass.
As the satellite network design space is virtually unlimited, 
several key assumptions shall be made:
- The satellite constellation will be based on the Walker-Delta 
pattern
- IoT devices continuously generate data
- Minimum look angle to close the comms links is estimated 
at 30˚ for IoT devices and 10˚ for ground stations
- The IoT network is unidirectional (device → satellite →
ground station)
A software simulation capability has been developed to test 
how the metrics are impacted by changes to the network 
configuration. 
The baseline scenario has a single satellite in a 90° polar orbit 
at an altitude of 500km. This orbit has period of 94.5 minutes 
and performs between 15 and 16 passes over each pole per 
day. The scenario also includes a ground station at the South 
Pole and an IoT device at the North Pole. In this configuration, 
it takes the satellite roughly 45 minutes to travel between the 
device and ground station. For a device with a look angle of 
30°, the duration of each device pass will be roughly 5.4 
minutes. From this baseline scenario, 16 alternate 
configurations have been developed and simulated, with 
results presented in the table below.
The system architecture of a store-and-forward, direct device-to-satellite IoT 
network. 
A baseline scenario has been developed as a reference, which 
consists of 1 microsatellite in a 5ookm polar orbit, 1 polar 
ground station and an opposing polar IoT device. This baseline 
scenario will be modified in the following ways:
- Altering Orbit Altitude: increasing and decreasing the 
satellites orbit altitude.
- Increasing Satellites Per Plane: incrementally adding more 
satellites to the orbital plane of the first satellite
- Co-Locating Ground Stations with Devices: moving the 
ground station from the North Pole to the South Pole, which 
enables direct data relay from the device to the ground 
station.
- Increasing the Number of Satellite Planes: moving the device 
to an equatorial location and comparing the same number of 
satellites, in a varying number of planes.
- Decreasing Satellite Inclination: moving the device & ground 
stations to equatorial locations and gradually reducing the 
inclination from a polar orbit to an equatorial orbit.
The simulation tool developed to calculate the network metrics, demonstrating the 
baseline scenario.
The metrics for the baseline scenario. The top plot shows Latency data (Uplink 
Latency is orange, Downlink Latency is green and Total Latency is blue) and bottom 











↑ ↑↑ ↑ ↑ ↑
↑↑ ≈ ↓↓ ≈ ↓
≈ ≈ ≈ ↓↓
≈ ≈ ↓↓ ≈ ↓↓
↑ ↑ ↓ ↓ ↓
TPM results for each scenario variation.
A summary of how changing the IoT network configuration impacts the TPMs.
he TPM results were collected by running each scenario in the 
simulation engine and analysing the device & ground station 
passes. It’s important to note that the first 7 scenario variations 
have the IoT device located at the poles. While this produces 
good results in terms of capacity and latency, it’s not very 
representative of the real world. Equatorial devices (used in 
the last 9 scenarios) are far more realistic in terms of actual 
regions which require IoT connectivity. The challenge with 
devices in these locations is that they aren’t guaranteed a 
satellite pass on every orbit. This becomes evident where the 
maximum uplink latency is 2291 minutes (1.59 days). The data 
shows that this impact is reduced by either increasing swarth 
width or adding additional satellite planes, which allows 
redundancy during this blackout period. Another major 
realisation from the analysis, is the massive improvement of 
downlink latency by using data relay by co-locating devices 
with ground stations. A qualitive summary of these learnings 
has been presented in the table below.
