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A b str a c t
The work presented in this thesis was undertaken between October 1983 and 
September 1987. It describes an experiment designed to study the 12C(7 ,pn) re­
action at photon energies between 80 and 130 MeV. In this region the (7 ,pn) 
exit channel is known to be an im portant contributor to the total photon absorp­
tion cross section. It provides a testing ground for the predictions of medium- to 
short-range correlation effects in nuclear m atter.
The experimental system is able to determine completely the kinematics of 
the reaction. The 180 MeV microtron at Mainz University provides a 1 0 0 % duty 
cycle prim ary electron beam which is then used to create bremsstrahlung photons 
at a 25 /xm aluminium radiator. The photons are tagged by the recoil electrons 
which are momentum analysed by the tagging spectrometer. At 90° to the beam 
is centred a large solid angle E-A E1-A E 2 scintillation telescope detector for the 
detection of protons. Neutrons are detected by an array of plastic scintillator time- 
of-flight detectors placed at angles between 52.5° and 127.5° inclusive. Enough 
kinematic variables are measured to enable the reconstruction of the recoil nu­
cleus momentum and the excitation energy of the residual nucleus. A deuterated 
polythene target allows simultaneous evaluation of the cross sections for carbon 
and deuterium so tha t the quasideuteron models can be tested.
The precision of the system is sufficient to determine the shells from which the 
nucleons emerge through spectra of missing energy. The data have been separated 
into those with low missing energy, where both nucleons come from the lp-shell 
(( lp lp )) , and those with high missing energy, where it would be expected tha t one 
comes from each of the lp- and ls-shells ((lp ls)). The recoil nucleus momentum
distribution of both the ( lp lp ) and (lp ls) data show good agreement with the 
quasideuteron calculation of Gottfried using harmonic oscillator wavefunctions. A 
phase space calculation does not reproduce either dataset very well.
The 12C(7 ,pn) cross section from (lp lp ) data is found to be 60-70% of tha t 
expected by the simple Levinger model. The effect could easily be explained be 
final state interactions. Indeed, there is a suggestion that some events undergo 
interactions sufficiently strong to place them in the (lp ls) missing energy region.
Some microscopic calculations which associate the absorption with meson ex­
change currents fail to provide cross sections of sufficient magnitude. Microscopic 
approaches are much in need of revision as the data require more detailed predic­
tions.
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1.1 In tr o d u c to r y  R em ark s
The work of this thesis comprises an investigation of the 12C(7 ,pn) reaction 
in the intermediate photon energy range 80-130 MeV. The range is referred to as 
interm ediate since the region lies between the two large resonances observed in the 
to tal photon absorption cross section. Figure 1 .1  shows the results of a total cross 
section measurement carried out on ^ e  at Mainz [1 ] at energies from threshold up 
to ~  350 MeV. The general features apparent in the figure are common to most 
nuclei. At low energies the excitation mode known as the giant dipole resonance 
occurs. In this region the absorption mechanism is a collective phenomenon in 
which the whole nucleus is excited to a collective oscillatory mode. The compound 
nucleus decays statistically mainly by the emission of neutrons. At energies above 
150 MeV a second resonance occurs in which the main absorption mechanism 
is through pion photoproduction on single nucleons. In the intermediate region, 
between the resonances, the absorption mechanism is still controversial. The main 
competing reactions appear to be (7 ,p), (7 ,n) and (7 ,pn).
An im portant feature possessed by real photons is the combination of high 
energy with relatively little momentum. In the intermediate energy region, this 
means th a t the energy must be shared between more than one particle in the final 
state. The existence of (7 ,N) reactions demonstrates this fact where a nucleon and 
a residual nucleus part company. A direct knockout interpretation of a process 
such as (7 ,N), which accounts for the anisotropic nucleon angular distributions 
and the high nucleon energies observed, runs, however, into difficulties as higher 
photon energies are used. For example, a nucleon ejected from 12C at 90° by a 
100 MeV photon has a momentum of ~  390 MeV/c. In the direct knockout picture 
the proton would need ~  400 MeV/c within the nucleus to balance momentum. 
The necessary momentum increases with both photon energy and emission an­
gle. These momenta are far higher than the Fermi momentum of the 12C nucleus
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Figure 1.1: Total photonuclear absorption cross section in 9Be[l|.
which is ~  250 MeV/c. A nuclear independent particle model predicts tha t the 
probability of finding a nucleon with such a high momentum in the initial state 
is very small. The number of particles with enough momentum are enhanced if, 
in the model, nucleons are allowed to interact strongly with another nucleon at 
the time of photon absorption. The energy of the photon would then be shared 
mainly between the nucleon pair. The process results in the emission of a pair of 
correlated nucleons if there are no final state interactions.
The electromagnetic interaction (real or virtual photons) has several advan­
tages as a probe of nuclear structure. The electromagnetic interaction is weak 
compared with the strong interaction between nucleons found within the nucleus 
so th a t it only weakly perturbs the system. Its weakness allows the photon to 
probe the entire nuclear volume, in contrast to hadronic probes which interact 
strongly and thus probe the nuclear surface only. In addition, the electromagnetic 
interaction with charge and current densities is well understood, and is governed 
by well established laws.
The photon is thus a good tool for investigating initial state short range corre­
lations. These ideas have led to the development of two-nucleon models to describe 
them. The intuitive notion of quasideuterons inside the nucleus was first proposed 
by Levinger [2 ] in a model which related the two nucleon absorption cross section 
to the deuteron photodisintegration cross section in a simple way. Other authors 
developed the model and achieved considerable success in fitting the data. The 
comparable magnitudes of the (-y,p) and (7 ,n) cross sections at intermediate ener­
gies have encouraged some authors [3] to apply Levinger’s model to these reactions 
by assuming tha t the primary absorption mechanism is on two correlated nucle­
ons. In this picture, one of the nucleons remains in a bound state while the other 
escapes. The model has met with success in explaining the general features of the 
data.
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The technical difficulties involved in producing monochromatic photon beams 
have hindered the progress of experimenters. As a result much of the theory 
developed in the last 30 years remains to be examined in detail. Only recently, with 
the advent of 1 0 0 % duty cycle machines and good photon tagging systems have 
multiple coincidence experiments been made practical. The ability to measure the 
photon energy enables the experimenter to completely determine the kinematics 
of the reaction. Such a possibility was sadly lacking in previous experiments but 
is crucial to an understanding of the (7 ,pn) mechanism.
The rest of this chapter reviews in more detail the ideas outlined in this section. 
Chapter 2 describes the development of the present experimental system and its 
setup, while Chapter 3 outlines the techniques employed in analysing the data. 
The experimental results obtained and interpretations of them are presented in 
Chapters 4 and 5 respectively. Conclusions are drawn in Chapter 6 .
1.2 E arly  P h o to n u c lea r  E x p er im en ts
The earliest photonuclear experiments found the compound nucleus model suc­
cessful in describing low-energy nuclear excitation processes. In this model the 
absorption of a photon is pictured as a two step process. In the first place the 
target nucleus forms an excited intermediate “compound” state which possesses a 
nuclear “tem perature” . In the second step the nucleus cools down, “boiling off” 
nucleons. Emission of protons is severely inhibited by the Coulomb barrier so tha t 
em itted particles are predominantly neutrons. In fact for ~18 MeV photons and 
a medium weight nucleus (A  100) the ratio of the number of emitted protons 
to  emitted neutrons is expected to be between 10- 3  to 10~5. The decay of the 
compound nucleus is a statistical process in which the angular distribution of the 
emitted particles is isotropic and their average energy is small. An early exper­
iment [4] at this energy indicated that the ratio was between 20 and 1000 times
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greater than expected by this model. Further evidence of such discrepancies was 
obtained from experiments performed at higher energies.
A photonuclear experiment was carried out by Walker [5] on carbon using 
195 MeV endpoint bremsstrahlung photon radiation. Spectra of photoprotons of 
energy up to 124 MeV were measured at various angles. It was found tha t angular 
distributions of both 70 MeV and 90 MeV protons were strongly forward peaked. 
Spectra of Tp, the proton energy, showed a cross section proportional to ~  Tp “ 5 
which decreased up to an energy approximately half tha t of the peak bremsstrahl- 
ung energy. Thereafter the spectrum decreased more rapidly. (An example is 
shown in Figure 1 .2 .) A similar experiment by Levinthal and Silverman [6 ] using 
a higher energy beam showed the same forward asymmetry for 40 MeV protons 
(see Figure 1.3). However, they found that 10 MeV protons were almost isotropic. 
In addition, they made measurements with several targets of various atomic num­
ber and showed that the cross section was closely proportional to Z. Keck’s 
measurements [7] verified those of [6 ] in a similar experiment which extended the 
measureable proton energy range to higher energies. The data revealed the “break” 
observed in Walker’s data at approximately half the peak photon energy.
All three reports concluded tha t the compound nucleus model was inadequate 
on two grounds. Firstly, the number of high energy protons detected was larger 
than  th a t predicted by the model and tha t, secondly, the marked anisotropy of 
the angular distributions of protons pointed to a direct interaction with a subunit 
rather than the whole of the nucleus. Levinthal and Silverman chose to compare 
the data with a “one nucleon” model in which the cross section was shown to 
be related to the momentum space wavefunction of the proton in the nucleus. 
They used the Chew-Goldberger momentum distribution [8 ] and, after folding in 
a bremastrahlung distribution, obtained a shape for the proton energy spectrum 
which fitted the higher energy region quite well. Such a fit underestim ated the
_J____1____ I_____ I____1____I_
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Figure 1 .2 : Proton energy distributions from carbon at 0p — 60s ±  15® with a 
310 MeV endpoint bremsstrahlung beam [9], (a) Using monoenergetie photons; 
(b) using raw bremsstrahlung photons.
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ffOffl earbon and compared with the calculation of Levinger [2] . Crosses ref. [6 ]; 
eirele§=fef* [7]} boxes-ref. |l3 j.
cross section at lower energies since, as they concluded, the evaporation process 
is im portant in this region. The absolute values of the data and the calculation 
differed by a factor greater than two. The model, however, failed to explain the 
sharp breaks in the proton spectra observed. The fact tha t these occurred at half 
the bremsstrahlung endpoint energy suggested tha t the energy is shared by two 
nucleons.
The proton spectra observed thus far were dominated by the shape of the 
brem sstrahlung spectrum  in such a way tha t nuclear effects were difficult to un­
ravel. A new technique, which is described later, was devised by Weil and McDaniel 
[9] to select photons of particular energies from the bremsstrahlung spectrum  by 
detecting the bremsstrahlung scattered electrons in coincidence with photopro­
tons. Both “monoenergetic” and raw beams were compared. Both spectra showed 
the characteristic break in the slope although the monoenergetic data showed a 
less steeply falling function below the break energy and a steeper function above. 
The angular distribution for 70 MeV protons obtained from the raw bremsstrahl­
ung source was in agreement with those of other authors; that for monoenergetic 
data  was found to be slightly less forward peaked. They analysed their data using 
a two nucleon model and, after correcting the calculated proton spectrum approx­
imately for final state scattering and including an arbitrary normalisation factor, 
found reasonable agreement.
In conclusion they commented that the fit at lower energies was largely fortu­
itous due to the very approximate nature of the final state correction but tha t the 
fit at high proton energies showed the approximate correctness of the two-nucleon 
model.
1.3  T h e  D ev e lo p m en t o f T w o -N u c leo n  M o d e ls .
Levinthal and Silverman were able to fit their data using a proton momentum
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distribution which reaches 1/e of the peak value at ~  500 MeV/c. The width of 
the distribution is unrealistically large since the Fermi momentum for most light 
nuclei is much less than this. However, the approach did illustrate the need for 
high momentum components in the nuclear wave function. In 1951 Levinger [2 ] 
proposed a two nucleon model. He argued that since emitted protons have a high 
momentum in the final state as a result of relatively little input photon momen­
tum , the “momentum mismatch” must be made up by a high momentum in the 
initial state. This occurs when the proton is being acted on by strong forces arising 
from the close proximity of another nucleon. If the distance between the nucleons 
is less than their average spacing in the nucleus then it is very likely tha t no other 
nucleons are involved. Configuration space relative nucleon-nucleon wavefunctions 
which have large short range components have correspondingly large high momen­
tum  components in momentum space. It follows tha t the two nucleon model is 
expected to become more important as high momentum components of the par­
ticle wavefunctions are probed. Levinger further argued tha t since the dipole 
term  in the photonuclear interaction is dominant only neutron-proton pairs need 
be considered thus transforming the two-nucleon model into the quasi-deuteron 
model.
Factorising the nuclear wavefunction as
# ( 1 , . . . ,  A) = etk' r'ipk (r)cp(3,
where eik' r> is the wavefunction of the motion of the centre of mass of the quasi- 
deuteron, ^ k(r ) is the wavefunction describing the relative motion of the neutron- 
proton pair of separation r and relative wavenumber k , and <p(3, . . . ,  A) is the 
wavefunction of the residual A  -  2 nucleons, Levinger showed that for h « l  
the deuteron wavefunction was proportional to tha t of the quasi-deuteron used by 
Heidemann [10]. After averaging over k using Fermi distributions for the nucleon 
momenta, normalising for the nuclear volume, and adding up all possible neutron-
proton pairs, the cross section was shown to  be
NM= 6.4—^ -0*) (Li)
where is the deuterium cross section given by Schiff [11], and Marshall and 
G uth [1 2 ].
Levinger further calculated the expected proton energy spectra from a brems­
strahlung source and the angular distributions of monoenergetic protons. The 
results agreed qualitatively with the data of [5,6,7], showing the familiar break in 
the proton energy spectrum and the forward asymmetry of the angular distribu­
tion, although not quite so marked as in the data. Quantitative comparisons were 
difficult due to the wide difference in the experimental results. The error in the 
calculation was estimated to be a factor 3. Levinger’s treatm ent omitted the effect 
of final state interactions, meson exchange effects and photomagnetic transitions. 
The first two would tend to make the angular distributions more isotropic and the 
th ird would slightly enhance the cross section at forward angles.
Further detailed measurements by Rosengren and Dudley [13], using 322 MeV 
bremsstrahlung, and by Feld ft al. [14], using 325 MeV bremsstrahlung showed 
a cross section much more forward peaked than tha t predicted by Levinger’s the­
ory. It was pointed out by Rosengren and Dudley tha t the angular distributions 
for deuterium used by Levinger were not consistent with later experiments (see 
[15]) which showed an appreciable isotropic component underneath a distribution 
peaked at forward angles, Assuming an isotropic deuterium angular distribution 
and using it in Levingert calculation provided a distribution which was in better 
agreement with their measurements.
[ 113]
Dedrick, taking Up the twmmicleon cause, assumed that photon absorption 
took place ©ft ft pair ©I nucleons which were scattering off each other inside the nu­
cleus. Alih@U|h ft deuteron wave function was not initially assumed for the initial 
state relfttivf WftWfuftCtiftft ©f the pair, it was found tha t if all other relative states
were ignored except the triplet S  state then the calculation simplified considerably 
and the relative wavefunction reduced to that of the deuteron. After accounting 
for the motion of the centre of mass of the pair, Dedrick found good agreement 
with the low energy photoproton data of Johansson [16].
In a more sophisticated treatm ent of two nucleon correlations, Gottfried [17] 
showed tha t the cross section for the emission of correlated neutron proton pairs 
could be factorised as
da =  7^ - F (P )S fi6(e -  f)</3k id 3k 2 
(2*r
where k i and k 2 are the momenta of the two nucleons, F (P ) is the probability den­
sity of finding two nucleons of zero separation and net momentum P  =  |kj +  k 2 — u>| 
(a; is the photon momentum) in the Slater determinant of independent particle 
shell model wavefunctions. S/i is the sum of the squares of the m atrix elements for 
transitions evaluated in the frame where k i + k 2 =  0 . In arriving at this expression 
four assumptions were made:
1 . The photonuclear interaction is the sum of two-body operators. Justification 
for this was obtained from deuteron photodisintegration measurements which 
showed a maximum of the cross section at the same energy as tha t of the 
resonance of photomeson production. It was suggested tha t the dominant 
disintegration mechanism was by virtual pion production and reabsorption. 
Three-body effects are ignored since the probability of finding three nucleons 
close enough together can be neglected.
2 . The excitation of the residual nucleus is small compared to the initial photon 
energy. At the time there was no experimental confirmation of the validity of 
this assumption. However, its inclusion enables a summation over the final 
states to be carried out.
3 . During the absorption act the influence of the other nucleons can be ignored.
9
4. The form of the ground state was assumed to give a two-body density 
m atrix of the form,
p ( r i , r 2) =  p s (r i , r 2) |flr(|ri -  r2|) |2
where /9s ( r i , r 2) is the shell model two-body density m atrix given by
Ps(r i , r2) =  J  $ s ® s d 3r 3 . . . d 3r A
and $ 5  is the ground state shell model nuclear wavefunction. g is the modi­
fication of ps which accounts for the residual interactions not included in the 
shell model potential. This form of p follows from the wavefunctions given 
by Jastrow  [18] which are of the form
¥ o ( l , . . . , A ) =  n
*>J=1
where C y  is of the form
Cij = X>sT(|ri -  r,|)A£ A^ .
ST
where the sum is over the spin and isospin quantum numbers and the A’s are 
the projection operators on to singlet and triplet states. Gottfried pointed 
out th a t there are other forms of 'E'o which justify this assumption.
The form factor F( P ) contains information about the centre of mass of the 
nucleon pair and since it is derived from the “long range” shell model wavefunctions 
information about the short range interactions cannot be deduced from it. The 
effects of short range correlations are contained in Sfi Which is a function of the 
relative momentum K  of the nucleons, the photon momentum u>0 in the frame 
where k i +  k 2 =  0, and the angle between them. A slight dependence of S'/, on 
P  comes through the Doppler shift u  — ► oj0 which is dependent on P. However, 
Sfi is a much less rapidly varying function of P than F.  Gottfried thus concluded 
th a t angular correlations would lead to more information about ps than about g.
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Following Levinger and Dedrick, Gottfried assumed tha t only the 3S1 contri­
bution was im portant and further assumed that gi0 took the form,
| 0 i o ( z ) | 2 =  l3\Mx)f
for x  =  | r»— ry | <  1 fm, where 7  is a constant and <^0 is the deuteron wavefunction. 
The factor S /t- can then be w ritten as
daD3 7 s
5 /i =
so tha t
d£lp j
da 3 7
=  7 h n p )dUp 47T3
daD
dUp j
knE ,
s- sr -6 (s -E )d T l>dakn (1.2)
0 F p^PJo
where [.. .]0 denotes evaluation in the frame where ki +  k 2 =  0 . A certain amount 
of slack exists in the calculation since, for a given direction Op, ojo and kpo are 
dependent, whereas in the complex nucleus case they are independent because of 
the additional recoil nucleus energy. Thus [^n&] 0 could be evaluated at ojq or kp0. 
Gottfried himself evaluated it at uo since a£>(uj0) changes rapidly with wo.
Equation 1 .2  illustrates the resemblance of the kinematics of the (7 ,pn) pro­
cess to those of deuteron photodisintegration. The factor F(P)  determines the 
shape of the angular distribution of the correlated neutrons when Qp and uj are 
fixed. It essentially smears out the fixed correlation obtained from a stationary 
deuteron. The angular distribution of protons (or, alternatively, neutrons) is also 
smeared out somewhat by F(P)  but is essentially governed by the deuteron angu­
lar distribution. When comparing Equations 1.1 and 1.2 it can be seen tha t the 
Levinger param eter, evaluated as 6.4 by Levinger himself, is intimately related to 
7 . This reflects the fact that the Levinger parameter is a measure of the probabil­
ity tha t the nucleon is close to another nucleon in the nucleus compared to such a 
probability in the deuteron.
In conclusion angular correlations are expected but are dominated by F(P).  
To see the effect of g on the cross section an experiment would have to be set up
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which could detect correlated nucleons over a wide range of energies and angles 
to determine the momenta ki and k2. With the photon energy known, it would 
then be possible to select events with a fixed P and Tp +  Tn and measure the 
angular distribution of protons. Such a distribution would, if the assumptions 
were correct, follow the shape of the deuterium cross section, modified by final 
state interactions.
The form of wavefunction with correlations suggested by Jastrow [18] and al­
luded to by Gottfried has been taken up by several authors to provide a microscopic 
description of the (7 ,pn) and (7 ,N) reactions. Weise and Huber [19] investigated 
the effects of short range nucleon-nucleon correlations, ignored by the shell model, 
by writing the wavefunction as
* ( i , . . . , a ) =  * 5 ( i , . . . , a ) n  /(*•«)
y>»=i
where ^ 5 (1 , . . . ,  A) is a Slater determinant of independent particle wavefunctions, 
/  is the two-nucleon correlation function, and rty is the distance between the &th 
and yth nucleons. The function /  has the property of tending to 0 as rty — > 0 
and tending to 1 as r,-y — ► oo, as shown, for example, in Figure 1.4. A reasonable 
choice of /  would ensure tha t the function would approach 1 at a value of r,*y which 
is less than the nuclear radius. Weise and Huber write the correlation function as 
f ( r )  =  1 — g(r) where g represents the the deviations from shell model behaviour. 
The m atrix element for the interaction expands into a sum consisting of a single 
particle (shell) model transition amplitude and a two particle transition amplitude. 
The latter takes the form
Tfi = - A ( A -  l){{4>/\g{l,2)Hint(l) + Jei„,(lM l,2)|*»
where A  is the mass number of the nucleus, and are the total initial and 
final state wavefunctions, Hint is the one body electromagnetic interaction operator 
and 1 — g is the final state correlation function.
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Figure 1.4: The correlation factor 1 — g(r) with gr(r) =  jo(qr) and q =  250 M eV/c 
used by Weise, Huber and Danos [19].
The initial state wave functions are calculated from a Woods-Saxon potential 
well which has the form
V(r)  =  -------—-------
1 +  e(r_-R°)/a"
with param eters V0 =  —50 MeV, R 0 =  3.2 fm and a0 =  0.65 fm. Optical model 
wavefunctions are used in the final state which account for the final state interac­
tions. It is assumed in the calculation tha t g = g and tha t Hint and g commute. 
The correlation function f ( r ) is simply the Fourier-Bessel transform
f ( r )  =  J  w ( q ) j 0 (qr)dq
of the spectrum  of momenta w{q)  exchanged between the nucleons, jo  is the zeroth 
order spherical Bessel function and is identically equal to 4* f  elC{ rdVlq.
ieO('7 ,pn) cross sections were calculated for nucleons in the various combina­
tions of lp - and ls-shells using the form w(q')  =  6 (q1) —  6 (q —  q') which corresponds 
to the exchange of a definite momentum q.  The most interesting results were pre­
sented as plots of <7j / ot0t versus q over the range from 0 to 600 MeV/ c for various 
photon energies, where ot0t is the total cross section for proton-neutron emission, 
Oi is the cross section for proton neutron emission from a particular combination 
of initial shells of the nucleus, indicated by the subscript t. The contributions to 
the total cross section from (lp ls)- and (lslp)-shells slowly increase with q but the 
shapes remain relatively unchanged as the photon energy increases. The (lp lp ) 
contribution decreases sharply with q  with slope becoming greater at higher ener­
gies. In contrast, the (ls ls) contribution increases with q and more so at higher 
energies. Such dependencies can be summarised in the form of missing energy 
spectra (Figure 1.5), where missing energy is defined as the difference between 
the total initial kinetic energy and the total final kinetic energy of the final state 
particles. For example, for 140 MeV photons and low exchange momenta emission 
of (lp lp )-pairs is dominant but at q  ~  400 MeV/c all possibilities ((ls ls ), ( lp ls) , 
( ls lp )  and ( lp lp )) are equally likely.
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Figure 1.5: Missing energy (Em) spectra, plotted as E f  = w — E m, with
uj — 140 MeV and where E f  is the total final kinetic energy, shown for vari­
ous values of q. The contributions from each lp - and ls-shell combination are 
shown separately.
The predictions of Gottfried and Weise and Huber could be tested by an ex­
periment in which enough parameters were measured to completely determine the 
kinematics of the process. An experiment in which the sum of the final kinetic 
energies of the neutron-proton pair and P  could be fixed, as suggested by Got­
tfried, is equivalent to fixing the missing energy region considered and fixing the 
rest frame of the quasi-deuteron. Such an experiment could compare in detail the 
deuteron cross section with that of a light nucleus to test the form of Equation 1 .2  
and would reveal the details of the nucleon correlations. The ability select a range 
of missing energy regions would also allow the predictions of Weise and Huber to 
be tested. The next section highlights the experimental developments towards this 
goal.
1 .4  C o rre la ted  N u c le o n  P a irs from  
B r e m sstr a h lu n g
In order to clarify the relative importance of two-nucleon absorption relative to 
single particle absorption, programs of research into correlated nucleon emission 
were carried out initially by groups at M.I.T. [20,21,22,23] and Illinois [24,25]. 
Experiments were devised to look for neutron-proton coincidences.
The M.I.T. group, using 340 MeV bremsstrahlung, measured neutron-proton 
coincidences from oxygen, carbon and deuterium and showed that the angular 
distribution of neutrons correlated with protons of a fixed angle was narrow and 
centred around the neutron angle expected from deuterium photodisintegration. 
The widths of the distributions obtained are shown in Table 1 .1 . In a separate 
run, the ratio (Jnucieus/^D was measured using a large solid angle neutron detector 
to detect all neutrons coincident with protons at various given proton angles. 
Restricting the measured proton energy range and assuming zero Q-value for the 
reaction, they estimated the photon energy sampled by the apparatus. The results
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Nucleus
Neutron 
Distribution 
W idth (°)
Deuterium 11
Lithium 30
Carbon 41
Oxygen 36
Aluminium 50
Copper 49
Table 1.1: The widths of the distributions of neutrons observed in coincidence 
with a proton a t a fixed angle in the laboratory from ref. [2 2 ], Bremsstrahlung 
from a 340 MeV electron beam was used.
were expressed as a ratio of the cross section per nucleon for oxygen and lithium 
compared to deuterium. According to Equation 1 .1  this should give a value (with 
the approximation N Z  ^  ~ A 2) for | L. The measured ratio for Li/D did not vary 
appreciably with angle, although the O /D  ratio rose slightly at backward angles. 
Values of less than 1 were obtained with a lower value for oxygen than for lithium. 
These low values were explained by appealing to the different strengths of the final 
state  interactions due to different nuclear volumes in each case.
Final state interactions were shown to have a marked effect on heavy nuclei. 
Extending the range of nuclei up to 207Pb the ^-dependence of the cross section 
was measured. When normalised by the factor the ratio Onucieus/oD was found 
to decrease monotonically with Z. On the assumption tha t the two nucleons left 
the nucleus back-to-back it was calculated [23] tha t the probability of escape of 
both nucleons from a given nucleus is given by
P(x)  =  4  [2 -  e " ( z 2 + 2x + 2 )]
where x  =  2 R /X , R  =  r0A* and A = the mean free path  for absorption of the 
nucleons in the nucleus. Using r0 =  1.3 fm and A =  3.6 fm it was found tha t 
the corrected ratios were almost constant with Z  with the Levinger param eter 
averaging out at a value of ~  3.0.
Barton and Smith at Illinois carried out similar measurements on 7Li and 4He in 
which angular correlations were also observed. Values of the Levinger param eter 
for 7Li and 4He were found to be 4.1 ±  1 .0  and 6.3 ±  1 .0  respectively. The value 
for lithium was in agreement with tha t obtained by the M.I.T. group. Barton 
and Smith concluded that nearly all high energy photodisintegrations leading to 
the emission of a proton proceeded via a correlated neutron-proton pair. Final 
state interactions were estimated assuming all protons are produced as a result of 
photon absorption on a neutron-proton pair. In this framework the probability 
th a t one nucleon escapes is (1  — a), where a  is the probability that a nucleon
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strongly interacts on the way out of the nucleus. The probability tha t both escape 
is (1  — a )2. Thus the ratio of (y,pn) events to (y,p) events gives (1  — a). Values 
for a  of 0.15 and 0.28 were obtained for helium and lithium respectively.
A few years later, the Glasgow group [26,27] measured angular correlations 
between protons and neutrons from photons in the 150-250 MeV range. Their data 
was analysed within Gottfried’s framework. After folding in the bremsstrahlung 
spectrum  they expressed their cross section as
^  =  F (P ) L ^  ( J j f J  J B ( E J ( l - 0 D c o S eD ) d 3kpde„  (1.3)
where B ( E 1) is the photon spectrum, (1  — (3d  cos $ d )  is the relativistic flux change 
due to the motion of the quasideuteron, and J  is the Jacobian which transforms the 
deuterium  cross section from the rest frame of the quasideuteron to the laboratory 
frame. F(P)  is the momentum distribution of the pair evaluated from harmonic 
oscillator shell model wavefunctions which are of the form
ls-shell nucleons: exp ^~ 2 V27o)
lp-shell nucleons: 7 ir  exp - r 27 ^
where 7 ,• (t =  0 , 1 ) is defined as (Mo/,/ h ) », where is the oscillator frequency. The 
resulting distribution for a lp-shell proton and a lp-shell neutron was calculated 
to be
f  P 2 P 4 \  =££■
F ' p ) =  ( 3 - ^  +  i (1-4)
The corresponding expression for a (ls lp ) combination is
F (p ) =  T s r p2e^  (L5)
^01
where k h  =  \  (7q +  7 i)- On integrating Equation 1.3 over the appropriate ranges 
of the experimental apparatus an angular distribution was obtained for comparison 
with the data. The Levinger param eter L  was treated as a variable param eter and
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used to normalise the theory with the data. The theoretical shape agreed with the 
data. After accounting for final state absorption as the nucleons leave the nucleus 
in the same manner as the M.I.T. group, an average value of 10.3 was obtained 
for L. The difference between this value and those obtained by the Illinois group 
was a ttributed  to the different ways in which each group estimated the final state 
absorption. The wide discrepancy between M.I.T. and Glasgow values of L  was 
explained by showing tha t the M.I.T. measurement was kinematically inefficient. 
Because M .I.T. assumed that both the separation energy of a neutron-proton 
pair and the excitation energy of the residual nucleus were zero, the estimated 
photon energy could have been as much as 70 MeV lower than in reality. When 
these effects were taken into account, Glasgow argued, the actual average photon 
energy required to satisfy the M.I.T. assumptions was greater than the peak energy 
provided by the beam. As a result, due to the bremsstrahlung spectrum shape the 
photon flux was actually smaller for a complex nucleus than for deuterium.
Cloud chamber experiments with photon energies up to the pion photoproduc­
tion threshold have been performed on 12C by Taran [28] and Khodyachik et al. 
[29,30,31,32]. The tracks produced by charged particles enabled the experimenters 
to distinguish the various types of events. Khodyachik et al assumed tha t if a nu­
cleon is removed from the ls-shell the residual nucleus decays by the emission of 
an alpha particle or a proton. Such decays were separated out because of the 
identifiable tracks. Assuming tha t the 10B nucleus was in its ground state, it was 
estim ated tha t the energy of the initial photon could be reconstructed to within 
5%.
The experiments of Taran [28] and Khodyachik et al [29] showed that in a 
large proportion of events, the neutron-proton pair carried away most of the initial 
energy. They compared the distribution of of the parameter defined as
(P.- +  P i)2tij — Ti +  T< -3 2  (rrii +  m,j)
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Figure 1.6: The distribution of relative energy. The data points, from ref. [29), 
were calculated event by event from Equation 1.6. The curve is the expected phase 
space distribution of Equation 1.7.
where Ti and p t are the kinetic energy and momenta respectively of the emitted 
particle labelled i, m, is its mass and E 0 is the sum of the kinetic energies of all 
the em itted particles. The distribution expected from the phase space is given by
^  OC yjtij(1 — Uj) (1-7)
for three particles. The comparison is shown in Figure 1 .6 . The param eter 
represents the fraction of the total energy available which is carried off by the 
two particles in question. The t-distribution obtained for neutron-proton pairs 
was heavily weighted to high values of t, in contrast to the smooth phase space 
distribution, indicating a two-nucleon correlation in the initial state. Taran had 
illustrated this effect in a previous paper but with poorer statistics and showed 
in addition tha t at energies well above the Giant Dipole Resonance there was no 
correlation of each nucleon with the residual nucleus and tha t the relative energy 
distribution agreed with the phase space prediction.
D ata obtained by Khodyachik et al showed that, in the centre of mass frame 
of the photon-nucleus system, the angular distributions of both nucleons became 
progressively more forward peaked with increasing photon energy, while the recoil 
10B became backward peaked showing an increasingly direct interaction with a 
correlated neutron proton pair. The quasideuteron momentum was deduced from 
the recoil nucleus momentum by assuming a direct interaction such tha t P  =  
—Yrecoil- In the laboratory frame the distribution of P  was shown to be isotropic. 
In the photon-quasideuteron system at higher energies the angular distribution of 
protons followed the shape of the deuteron calculations of Partovi [33].
The absolute values of the cross sections presented, however, should be ques­
tioned since it was assumed by Khodyachik et al that the events excluded on the 
grounds of the decay characteristics of the residual 10B arose from emission of ls- 
nucleons. It is known [34] tha t excited states from ~  4.8 MeV upwards decay by 
the emission of an alpha particle so tha t many (lp lp ) events would be excluded.
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All the experiments discussed in this section verified tha t correlated neutron- 
proton pairs are emitted from nuclei when photons interact with them. The kine­
matics have been shown to be similar to those of deuterium but smeared out by 
the motion of the centre of mass of the pair in the nucleus. The reaction has been 
shown to become more direct with increasing photon energy and there is evidence 
th a t the cross sections are roughly proportional to tha t for deuterium. However, 
all experiments have relied on some assumption about the excitation of the resid­
ual nucleus and the separation energy of a neutron-proton pair since not enough 
experimental parameters were measured. The uncertainty in energy amounts to 
several tens of MeV. An uncertainty of this magnitude precludes the possibility of 
a detailed investigation of the quasideuteron effect. For example, correlations be­
tween nucleons within particular shells are impossible to quantify since the energy 
spacings of the shells are far less than the uncertainty. Determination of the photon 
energy would significantly improve m atters since, if the kinematical variables of 
both nucleons are measured, the kinematics would be completely determined.
1.5 (7 ,pn ) E x p er im en ts  w ith  T agged  P h o to n s
It is relatively straightforward to make a charged particle beam, such as an elec­
tron beam, monoenergetic. However, a monoenergetic source of photons, unlike 
other electromagnetic probes, is difficult to produce. There are three techniques 
which have been developed to produce “quasi”-monoenergetic photon beams:
1 . Positron annihilation-in-flight. An electron beam is passed through a high 
Z  converter creating a beam of positrons. These are momentum analysed 
and passed through a low Z  material in which they annihilate with atomic 
electrons, producing two photons of equal energy in the centre of mass frame. 
In the laboratory frame one is observed as a high energy “hard” photon which 
goes on to interact with the target, and the other, low energy “soft” photon
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is detected in coincidence with the reaction products to improve the energy 
resolution.
2 . Laser backscattering. In this technique photons from a laser are collided 
with a high energy electron beam. The photons are Compton scattered into 
the direction of the electron beam due its centre of mass motion. Energy 
determination is improved by detecting the scattered electron in coincidence 
with the reaction products.
3. Bremsstrahlung radiation. A primary electron beam is passed through a ma­
terial to produce bremsstrahlung photons. The photon energy is determined 
by measuring the scattered electron energy in coincidence with the reaction 
products.
All three methods are examples of the use of “tagged” photons in which some 
other particle involved in the photon production process is measured and which 
characterises the photon energy. The photon flux which can be used depends on 
the efficiency of the tagging detector used. The photon energy resolution depends 
on the energy resolution of the tagging detector. The last method is relatively 
easy and cheap, and is becoming the most widely employed method.
The method of tagging photons with the bremsstrahlung scattered electrons 
has been known for nearly thirty five years. The attem pt of Weil and McDaniel [9] 
to measure single arm (7 ,p) cross sections was hampered by the poor coincidence 
electronics available at the time. The fact that the accelerator had a very low duty 
cycle meant tha t to get a reasonable average photon intensity the instantaneous 
intensity of each beam pulse had to be very much higher. Such high intensities 
produced an unacceptably high random coincidence rate. As a result the photon 
intensity actually used was very low. They achieved a photon energy resolution 
of 60 MeV at 190 MeV . Cence and Moyer [35], in a similar experiment at higher
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photon energies, achieved a resolution of 30 MeV at 245 MeV and a photon rate 
of 3 x 105s 1. However their proton production rate of two protons per hour was 
very poor.
Recent (7 ,pn) experiments with tagged bremsstrahlung photons are scarce al­
though new tagging systems are becoming available. Above the pion threshold the 
Bonn group [36] have investigated the 12C nucleus with tagged photons in the 2 0 0 -  
385 MeV energy range with 1 0  MeV resolution. They achieved a tagged photon 
rate of ~  3 x 105 s-1 . Protons were measured using a magnetic spectrometer which 
accepts protons with momenta between 1 0 0  and 800 MeV/c. Neutral and charged 
particles were detected on the opposite side in a system of E and AE scintillation 
counters. Single arm proton spectra measured over angles from 44°-130° showed 
a slowly decreasing cross section from threshold to the maximum proton energy 
with no outstanding features. (Endpoint peaks disappear above E 7 «  1 0 0  MeV 
[37].) However, spectra of protons which were coincident with pions showed that 
they contribute to the low energy part of the spectrum. Protons coincident with 
neutrons or protons in the scintillator arm are seen to contribute to the higher 
energy end of the spectrum.
Similar data were obtained by Homma et al. [38,39,40,41] for a range of nuclei 
from *H to 160 . They measured proton spectra at 25° and 30° only, and over the 
photon energy range 180-420 MeV, extending to 580 MeV for 12C. A magnetic 
spectrometer measured the proton momenta. An array of E-AE scintillators on 
the opposite side measured charged particles and neutrons as in the Bonn mea­
surement. Unlike the Bonn group, they observed that the proton spectra had two 
broad but clear peaks (see Figure 1.7). The proton data in coincidence with a 
charged particle in the scintillator array drastically reduced the number of counts 
in the higher energy peak while only halving the lower energy one. After per­
forming experiments on *H (to investigate the low peak) and on 2H (to include
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Figure 1.7: M omentum spectrum of protons at a laboratory angle of 25° ±  5° in 
the reaction 7  +  12C —> p +  anything. The data are from ref. [39]. The curves are 
fits to  the data using two Gaussian distributions.
the higher peak) the peaks were interpreted as arising from pion production on 
quasi-free nucleons (low peak) and two nucleon emission from a quasi-free nucleon- 
nucleon pair (high peak).
Missing energy spectra for the (7 ,pn) process, shown in Figure 1 .8 , have been 
produced by both the Bonn and Tokyo groups. The Bonn data for 12C over the 
range E 1 =353-397 MeV shows a broad distribution from 0  MeV to 300 MeV 
missing energy with no structure. W ith better statistics on ^ e ,  Homma et al. 
show tha t for =  247 ±  60 MeV the distribution peaks at 35 ±  5 MeV missing 
energy with a tail in the distribution up to 150 MeV. Their overall energy reso­
lution was ~  34 MeV. Selecting events in the missing energy region 0 - 1 0 0  MeV, 
they show th a t the neutron angular distribution for events in which Bp — 30° is 
centred around the angle expected from deuterium kinematics with width of ~  50° 
FWHM . However, for events with missing energy greater than 100 MeV no such 
correlation is found. Such a loss in the correlation was attributed to final state 
interactions. The momentum distribution of the initial p-n pair for events with 
missing energy less than 1 0 0  MeV is fitted with a Monte Carlo calculation. The 
m omentum of the pair is calculated from the sum of the momentum vectors of each 
nucleon. The choice of these vectors is weighted by the individual nucleon mo­
m entum  distributions obtained from harmonic oscillator shell model momentum 
wavefunctions. A good fit is obtained using an oscillator param eter of 80 MeV/c.
Intermediate energy (7 ,pn) data with tagged photons is just becoming avail­
able. The Sendai group [42] have irradiated 10B with 63-103 MeV photons from 
their tagging system [43], detecting protons in four E-AE-AE scintillation coun­
ters and neutrons in liquid scintillator time-of-flight detectors. Charged particle 
veto counters were placed in front of the neutron detectors. Only a distribution 
of the opening angle between the p-n pairs for all the events in the 63-103 MeV 
photon energy range is presented. The spectrum shows a peak of width 70° ±  1 0 °
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Figure 1 .8 : Missing energy spectra for the (7 ,pn) reaction, (a) D ata from ref. [40] 
taken at u> = 247 ±  60; (b) data from ref. [36] at u j  = 353-391 MeV.
FWHM centred around 180°. Integrating over the distribution and dividing the 
result by a neutron transparency factor of 0.5 to account for neutron absorption, 
a cross section for the (j,pn)  was obtained. When compared with the 10B(7 ,p) 
cross section data collected simultaneously for protons in the missing energy range 
20-50 MeV (where missing energy is defined as E m = — Tp —  T r  and T r  is the
recoil nucleus energy) the (7 ,pn) cross section is shown to contribute nearly all of 
the (7 ,p) cross section.
Although the Bonn and Tokyo data are taken at considerably higher energies 
than those relevant to this thesis, the experiments show the advantages of a system 
which fully determines the kinematics. Missing energy spectra have been shown 
but their use is limited in determining the original shells from which the nucleons 
came because of the poor overall energy resolution. Tokyo have illustrated the 
possibility of determining the momentum distribution of the initial proton neutron 
pair. A distribution for deuterium data would have been useful in assessing the 
pair momentum resolution. The data of the Sendai group, although determining 
the photon energy per event, are not greatly improved on previous measurements 
since they did not measure the neutron energy.
1.6  O th er R e la ted  E x p er im en ts
In this section some attention is given to the related photon induced reactions 
(7 ,p) and (7 ,n). Often the (7 ,p) reaction has been furnished with a theoretical 
treatm ent which “explains” the data. However, in some treatm ents, the success is 
not repeated when they are applied to other photonuclear reactions. As pointed 
out by Gari and Hebach [44], it is relatively easy to provide an explanation of one 
kind of photonuclear reaction on its own. It is more difficult to find a simultaneous 
understanding of several types of reaction. It would be expected tha t (7 ,p) and 
(7 ,n) reactions would require similar theoretical treatm ents to that of (7 ,pn) and
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th a t similar questions would arise. Attention is also given in this section to the 
pion induced reactions (7r± ,NN) for which there is ample evidence of interactions 
with two nucleons, and which are similar in some respects to (7 ,pn) reactions.
1.6 .1  T he (7 ,N ) R eaction s
Due to experimental difficulties in working with photon sources and in creating 
the required fast electronic coincidence circuits, emphasis in the 1970’s was placed 
on single arm (7 ,p) and (7 ,n) experiments. In (7 ,p) particular attention was paid 
to the top end of proton spectra obtained from fixed E n data, where a simple in­
terpretation suggests itself. D ata from Matthews et al. [45] for various light nuclei 
reveal peaks in the proton spectra from 60 MeV photons which are interpreted as 
direct knockout of protons from particular shells, leaving the residual nucleus in 
its ground state or an excited state. Work by the Turin group [46,47,48] showed 
similar effects. When a simple shell model calculation is carried out assuming 
a plane wave for the outgoing nucleon wavefunction it turns out tha t the cross 
section may be w ritten as
^  = ° \ m 2 (i-8 )
where C is dependent solely on the reaction kinematics and <f>(q) is the momen­
tum  space wavefunction of the bound proton. Consequently, cross section mea­
surements should reveal valuable information regarding proton momentum dis­
tributions, and in particular, regarding the high momentum components of the 
wavefunction which were found necessary to explain the results of earlier experi­
ments.
Considerable confusion has arisen since the (7 ,po) calculation (where the sub­
script o indicates tha t the residual nucleus is left in its ground state) is sensitive to 
the initial and final state potentials used (viz. the results of [49,50,51,52,53,54]). 
In addition, Fink et al. [55] cast doubt on many final state wavefunction approxi­
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mations concluding tha t violation of the orthogonality of the initial and final states 
could affect the resulting cross section by up to two orders of magnitude. Findlay 
et al. [56,57] using a consistent set of initial and final state wavefunctions from 
an Elton-Swift [58] potential show that the momentum distributions can be ex­
plained up to ~450 MeV/c. Extending the 160  data [59,60] to 930 MeV/c missing 
momenta, the Glasgow-MIT group showed that the calculated distribution falls 
off faster than the data such that at 700 MeV/c the calculation is two orders of 
magnitude too low.
Shell model calculations fail, however, to explain (7 ,no) reactions in any kine­
matic region since, in this picture, the photon can only couple to the magnetic 
moment of the neutron, thus predicting a very small cross section compared with 
(7 >Po)- The Mainz group [61,62,63,64] have made extensive measurements of the 
(7 ,no) reaction in the 60-160 MeV photon energy range. The data show tha t the 
cross sections are comparable in magnitude with those for (7 ,po) (Figure 1.9). Sene 
et al. [65,66] made a direct comparison of both reactions on 7Li by measuring the 
recoil 6He and 6Li nuclei. They found their cross section ratio <7 (7 ,no+n2)/<7 (7 ,po) 
(where the subscript 2 indicates tha t the residual nucleus is left in its second excited 
state) to be between 1.5 and 2.0, or ~  1 per (7 ,n) channel.
The failure of the shell model in explaining the (7 ,n) reaction can be traced 
back to the shell model assumption tha t the particles move independently in an 
average potential. Levinger and Gottfried found it necessary to introduce the 
idea of strongly-interacting, non-independent nucleons in the nucleus since it was 
recognised tha t such effects exist and tha t the photon field would probe them. 
Weise and Huber [67,68] extended their treatm ent of (7 ,pn) reactions to (7 ,N) 
reactions, in which correlations are accounted for using the Jastrow formalism. 
The introduction of correlations automatically ensures the enhancement of the 
(7 ,n) cross section since neutrons are then involved in the absorption process.
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Figure 1.9: The ratio cr(7,p0)/<7(7,n0) for 12C [63] with a photon energy
oj =  60 MeV. The dashed curve is the MQD calculation of Schoch [3].
Weise and Huber found good agreement with both (7 ,Po) and (7 ,no) measured 
cross sections with q =  250 MeV/c, although experimental data was scarce at the 
time, concluding tha t the contribution to the cross section from correlations was 
dominant.
The calculation was severely criticised by Fink et al. [55], pointing out that 
for q =  250 MeV/c, the function 1 — jo{qr) had a healing distance (the distance 
at which the function becomes close to 1 ) much greater than the nuclear size and 
as such had little to do with short range effects. Even with q =  500 M eV/c the 
healing distance is comparable with the nuclear size. Fink obtained a more real­
istic correlation function by solving the Bethe-Goldstone equation. It contained 
momentum components between 400 and 1 2 0 0  M eV/c but gave cross sections for 
(7 ,n) which were at least an order of magnitude too small.
Schoch [3], in an attem pt to explain leO(7 ,po) and ieO(7 ,no) reactions, resur­
rected and modified the quasideuteron model. In his picture the reaction proceeds 
via a prim ary absorption on a neutron-proton pair followed by the emission of one 
particle. The other particle is reabsorbed into the same initial state. The cross 
section for (7 ,p) (with a similar expresion for (7 ,n)) is w ritten as
do . . _ Z SN 2
- ( 7 ) P  ) =  £ — P , 11  dskp<j>(kp)FA~1(q)
d
where L  is the Levinger parameter, Zs is the number of protons in the active 
sub-shell, N  is the number of neutrons in the nucleus, A  is the atomic number 
of the nucleus and Ps is a phase space factor. [^ (^ ? ^ p ) ]d is the centre of mass 
deuterium cross section , 0 (kp) is the momentum space wavefunction of the bound 
state proton calculated from an harmonic oscillator potential, and F A~1(q) is the 
elastic form factor of the residual nucleus taken from elastic electron scattering 
data  [69]. After multiplying the result by a factor 0.4 to account for final state 
absorption, good qualitative agreement was found with the available data.
Sene, applying the calculation to the 7Li nucleus found the correct angular and
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photon energy dependence to within a factor two. The angular and photon energy 
dependence of the cross section ratios were also reproduced. It was concluded tha t 
photon absorption on two nucleons is probably dominant, considering the success 
of the MQD model in roughly fitting the (7 ,p) and (7 ,11) data.
Gari and Hebach [44] provide an explanation of the success of the quasideuteron 
models by including electromagnetic interactions with the charge currents arising 
from the exchange of mesons between the nucleons. The nuclear current density 
is determined through the charge conservation equation
V J ( r ) +  ~ [ff,p(r)j = 0
where J ( r )  is the nuclear current operator, p(r) is the nuclear charge density 
operator and I f  is the nuclear Hamiltonian. J ( r )  can be split into one-, two-, . . .  
body operators. Thus the charge conservation equation can be separated into one 
and two body parts (neglecting higher order parts)
V-J|x](r) +  [T,/>(r)J = 0
and
V.J,2)(r) +  £  [ ^ ( r ) ]  =  0
with H  = T  + V  where V  is the nucleon-nucleon interaction and T  is the nucleon 
kinetic energy operator. It is clear tha t the choice of the interaction V  determines 
what the exchange currents are. Gari and Hebach found the electromagnetic 
interaction with these currents to dominate the cross section when a Yukawa type 
nucleon-nucleon interaction is used. The MQD model “works” essentially because 
all such contributions to the cross section, including the A degrees of freedom 
found at higher photon energies, are gathered together under the umbrella of the 
deuteron cross section.
The MQD model assumes tha t all primary absorption takes place on correlated 
neutron-proton pairs. The extent to which this is true is uncertain. Boffi et al.
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[71J have suggested tha t measurements with polarised photons would go some way 
towards resolving the problem since quite different behaviour is expected for the 
direct knockout and quasideuteron mechanisms.
Consideration of the endpoint (qspo) and (^,n0) reactions together have led 
to the conclusion tha t a nuclear model which ignores interactions between the 
nucleons in the initial nuclear state fails to explain all of the magnitude of the 
cross sections obtained. The ('y,n0) cross section is particularly difficult to obtain 
theoretically. Only with the inclusion of some form of correlation, perhaps of the 
Jastrow  type, or which involves the effect of interactions with exchanged mesons, 
can a more satisfactory agreement with the data be found.
1.6 .2  T he ( 71^ ,N N ) R eaction s
D ata from the absorption of charged pions in nuclei [72,73,74,75,76,77] provide 
further evidence of nucleon-nucleon correlations. As in the case of a photon, the 
pion provides a large amount of available energy, through its mass, in comparison 
to a small momentum, such that it shares its energy with two nucleons. D ata on 
absorption on 6Li [74] show that ~70% of the absorption cross section proceeds by 
emission of two neutrons. The remaining 30% involves either absorption on clusters 
of nucleons or absorption via multistep processes (final state interactions). Both 
the (7r~,nn) and the (?r+,pp) reactions show fairly tight angular correlations about 
an opening angle of 180° between the emitted nucleons indicating correlations in 
the initial state. Experiments which completely determine the reaction kinematics 
have been able to examine the final states of the residual nucleus. The results 
from lp-shell nuclei show that absorption on (lp lp ) pairs is dominant with a little 
evidence of higher excitations.
A theoretical description of the data suffers from the fact tha t three strongly 
interacting particles are involved in the initial state. Such interactions of pion 
fields are poorly understood, in contrast to the electromagnetic interaction. Con­
28
sequently, it is difficult to disentangle the interaction of the pion with the nucleon 
pair from the interactions of the nucleons among themselves. Pion absorption 
measurements have, as a result, emphasised the interaction of pions with nuclear 
m atter rather than the details of short range correlations in nuclei.
1 .7  T h is  In v e stig a tio n
The present experiment is one of the first (7 ,pn) experiments carried out using 
the tagged photon system developed at Mainz. This measurement, along with a 
similar experiment on 6Li [78], marks the first of a series of investigations into short 
range nucleon-nucleon correlations. The objectives of the present experiment are 
twofold. Firstly, to establish a system which makes significant improvements upon 
previous attem pts to measure photonuclear reactions and, in particular which 
exposes the photonuclear region between the Giant Dipole Resonance and the A- 
resonance to detailed investigation. The second aim is to make some preliminary 
investigations into the dynamics of the reaction.
Many of the problems which hindered or obstructed previous authors have been 
overcome or improved upon. The prohibitively low duty cycles encountered by 
others are eliminated in using the Mainzer Microtron (MAMI). The large number 
of passes through the MAMI end-magnets ensures excellent primary beam energy 
resolution. A purpose-built tagged photon spectrometer and detector measures the 
photon energy to within ±0.3 MeV, with a large number of elements in the detector 
ensuring a high tagged photon rate. The detection apparatus allows complete 
determination of the kinematics of the (7 ,pn) reaction, including the reconstruction 
of the recoil nucleus momentum as well as its excitation energy. The resolution 
of the nucleon detectors is sufficient, unlike previous measurements, to determine 
the shells (although not the subshells) from which the nucleons are ejected and to 
determine the recoil nucleus momentum to within 30 MeV/c. Detailed descriptions
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of the apparatus are given in the next chapter.
From the data it will be possible to check the experimental results of previous 
authors. It will also be possible to specifically compare the momentum distribution 
of ( lp lp )  neutron-proton pairs with the calculations of Gottfried, and to make 
some qualitative deductions from the (lp ls) data obtained. The shape of the 
missing energy spectrum  may make it possible to test the theory of Weise and 
Huber. Evaluations of the Levinger param eter L, which contains the effects of 
short range correlations, and its variation with nucleon angles and photon energies, 
will be presented.
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2 .1  O v erv iew
The present experiment was carried out using the racetrack electron microtron 
situated at the Institu t fur Kernphysik, Universitat Mainz, West Germany. The 
Mainzer Mikrotron (MAMI) [88,89] is a continuous beam facility which provided a 
183.47 MeV energy beam for the current experiment. The complete system shown 
in Figures 2 .1  and 2.2 was designed with a view to completely determining the 
kinematics of the (7 ,pn) reaction under study.
The beam is transported from the accelerator hall through a thick concrete 
wall into the switchyard where the experiment is set up. A bremsstrahlung radia­
tor intercepts the beam a few centimetres before the tagged photon spectrometer 
producing bremsstrahlung radiation which is collimated before reaching the ta r­
get. The recoil electrons are momentum analysed by a magnetic spectrometer 
and detected by a scintillator array in its focal plane which yields photon energy 
information. The spectrometer system also serves to remove both electrons which 
do not radiate and the large number of electrons corresponding to the low energy 
region of the bremsstrahlung spectrum. These are transported to a Faraday cup 
~  2 0  m downstream from the spectrometer. The collimated photon beam im­
pinges on the target producing neutron-proton pairs through the (7 ,pn) reaction. 
Protons are detected using a large solid-angle E-A E 1-A E 2 scintillator telescope 
[87] which covers an angular range from 50° to 130°. Neutrons are detected by an 
array of plastic scintillator blocks which cover an angular range of 52.5° to 127.5°. 
Each array produces analogue charge signals and digital timing signals which af­
ter processing by electronics are stored temporarily in CAMAC analogue-to-digital 
converters (ADCs) and time-to-digital converters (TDCs). A data aquisition com­
puter reads the data and stores them on magnetic tape for later off-line analysis. 
The signals yield energy, position and particle identification information for each 
event. In total, up to 8 6  pieces of information in up to 176 bytes are stored per
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2 .2  T h e  A cce lera to r
The use of continuous beam accelerators has proved to be essential in coin­
cidence experiments using tagged photons. Previously, as discussed in Chapter 
1, tagged photon experiments have been attem pted with low duty cycle machines 
[9,35,36] which in normal operation produce a pulsed beam. Problems of pile-up 
in the detectors and a high random to real coincidence ratio proved to be a hinder- 
ance. However, a microtron avoids these problems as the instantaneous current is 
always low and the random to real coincidence ratio becomes manageable.
The principle of operation of a microtron is to recirculate electrons through a 
linac section many times, giving them a small increase in energy each time and 
extracting the beam at the required energy. The recirculation is achieved using 
two large end magnets each of which takes the beam through a 180° bend. In 
giving only a small amount of energy to the beam in this way the linac section can 
be operated continuously at low power, resulting in a 100% duty cycle.
A Van de Graaff preaccelerator injects a 2.1 MeV electron beam into the first 
stage of MAMI. The first stage is a small injector microtron in which the beam 
passes through the linac 20 times gaining 0.6 MeV per turn  and finally emerging 
with 14 MeV. Between the Van de Graaff and the first stage is a buncher which 
adjusts the electrons’ phase in line with the linac section of the microtron. The 
beam is transported ~  4 m by means of steering magnets through a further buncher 
to a second microtron which has up to 51 turns before extraction. The final beam 
is extracted using a moveable extraction magnet. It is housed in an evacuated 
extraction chamber into which the beam pipes on the “back straight” enter 2 m 
before entering the bending magnet. The extraction magnet can be placed over 
the pipe from which the beam is to be extracted and deflects the beam inwards
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slightly such tha t it exits from the bending magnet at a slight angle. The beam 
does not reenter the linac but is transported by steering magnets away from the 
microtron. Quadrupoles focus the beam before it reaches the experimental area.
The design of MAMI is such tha t each loop of the beam in both microtron 
stages can be individually guided. The separation between each loop in both 
stages is sufficient for horizontal and vertical steering coils to be placed at both the 
beginning and the end of each “back straight” . RF resonant cavities are situated 
before and after the linac in the “home straight” to monitor beam position and 
the phase of the beam microstructure when setting up the system. During the 
setting up procedure, the beam from the Van de Graaff is pulsed at a frequency 
of 10 kHz with a pulse length of 12 ns. This is sufficient for each beam pulse to 
pass through the entire accelerator before the next one is produced and for the 
RF cavities in both stages to resolve the signal from all the orbits between each 
pulse. The system is interfaced to an HP 1000 microcomputer which optimises the 
RF power and phase and the steering coils automatically.
Although MAMI can produce up to 100 /iA of current, limitations on the 
counting rate of the focal plane detector (FPD) restricts the beam to ~50 nA for 
tagged photon experiments. Because the beam passes many times through steering 
magnets the beam is extremely well momentum analysed. In this experiment the 
final beam was extracted from the 51st orbit giving an energy of 183.47 MeV 
±18 keV.
2 .3  T h e  B rem sstra h lu n g  R a d ia to r
The prim ary electron beam impinges on a bremsstrahlung radiator mounted 
in a radiator changer [81] 45 cm before the spectrometer dipole magnets. This 
consists of a wheel which rotates about an axis parallel to the electron beam 
line and vertically above it. There are sixteen positions in total of which nine
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house radiators of various thicknesses and materials. An aluminium oxide screen 
is also mounted for beam position monitoring as well as a pair of crosswires for 
alignment purposes. A blank position is available to allow beam transport to other 
experiments when the tagged photon system is not in use. The wheel is driven by a 
stepping motor which provides 8000 angular positions. The required position can 
be selected remotely from the control room by entering the appropriate number 
of steps into the controller module. The wheel position is displayed by means of 
a counter, and an encoder checks tha t the number of steps requested has been 
executed correctly. If the wheel is rotated consistently in only one direction the 
position is reproducible to within one step. This corresponds to ±0.15 mm at the 
beam line. The wheel can also be reset to a zero position by means of a 1mm pin 
hole in the wheel in conjunction with a red LED and photodiode detection system 
mounted in the wheel housing. This too is accurate to within one step.
An aluminium radiator was used and was available in thicknesses from 3 /xm 
up to 100 jttm. In a thin radiator there is less likelihood of multiple scattering of 
the electrons thus keeping the half-angle of the bremsstrahlung cone close to its 
intrinsic value. This is valuable in keeping the tagging efficiency high (see Section 
2.9) but is at the expense of a low photon flux per unit primary beam flux. The 
effect can be compensated for by increasing the primary beam current. However, 
considerable background radiation is emitted from the Faraday cup which is only 
partially shielded by concrete. A reasonable compromise seemed to be to choose 
a 25 fim radiator which corresponds to 2.8xlO -4 radiation lengths.
2 .4  T h e  T agged  P h o to n  S p ec tro m eter
After passing through the radiator the beam enters the tagged photon spec­
trom eter system. The details of its design and performance are reported in [90). 
However, a brief description is given here.
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The necessary requirements of the magnet system are twofold. Firstly, as 
a spectrometer, it is required to momentum analyse recoil electrons which have 
produced bremsstrahlung radiation and hence to measure their energy. The energy 
of the corresponding photon can be simply determined through the expression 
E1 = Eo — Erecoii where E0 is the primary electron energy and Erecou is the recoil 
electron energy. In this way the photon is said to be “tagged” by the electron. Its 
secondary requirement is to handle the non-radiative part of the beam, removing 
it from the experimental area to the beam dump. The spectrometer is installed as 
an integral part of the beam line, forming part of the beam handling system used 
by other accelerator users and so easily fulfils this latter requirement.
The magnet system designed to achieve the above requirements is shown in 
Figure 2.2. The spectrometer is arranged in a QDD configuration and has the 
following properties:
1. A momentum acceptance of p max ‘ Pmin =  2 :1 .
2. An angular acceptance of 55 mrad for those electrons within this range.
3. Energy resolution of ~10-3 .
4. Compactness allowing the target to be reasonably near the bremsstrahlung 
radiator.
Focussing the quadrupole QS1 in the non-bend plane has the im portant effect of in­
creasing the acceptance solid angle. The field strengths of DS1 and DS2 are always 
set in the same ratio and together analyse the bremsstrahlung scattered electrons. 
Different parts of the bremsstrahlung spectrum can be tagged by changing these 
field settings. For an electron beam of 183.47 MeV the 83.47-177.22 MeV photon 
energy range can be tagged in four spectrometer settings as shown in Table 2.1. 
Altering the energy range of detected electrons, however, alters the exit angle of 
the main beam from DS1 making removal of the main beam more complicated.
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Trajectory Tj'max•'-'recoil Emin.,recoil E™n graax
1 100 50 83.47 133.47
2 50 25 133.47 158.47
3 25 12.5 158.47 170.97
4 12.5 6.25 170.97 177.22
Table 2.1: Tagging spectrometer energy ranges for an incident electron beam 
energy of 183.47 MeV. All energies are in MeV.
The problem is solved by introducing DS3 and DS4. If the spectrometer is set for 
trajectories 2-4 (shown in Figure 2.2) the field in DS3 is adjusted in such a way 
th a t the main beam from DSl is bent towards the centre of DS4 which has circular 
poles. In the setting for trajectory 1, the main beam does not pass through DS3 
at all but travels directly from DSl to DS4. On emerging from DS4 the beam is 
normal to the pole edge. Consequently a single output trajectory is allowed which 
simplifies beam dumping arrangements.
For the present experiment, trajectory 1 was used, tagging photons in the 
energy range 83.47-133.47 MeV.
2.5  T h e  F ocal P la n e  D e te c to r
A focal plane detector (FPD) [90] has been designed to cover the full length of 
the spectrom eter’s 1.33 m long focal plane. The path of a recoil electron is bent 
by the spectrometer through an angle which depends on its momentum. Hence by 
measuring its position along the focal plane its energy can be measured. In order 
to achieve this 92 elements of 2 mm th ickx l7  mm widex60 mm high NE Pilot-U 
plastic scintillator each coupled to a Hamamatsu R1450 photomultiplier have been 
arranged at ~14 mm intervals along the focal plane (see Figure 2.3). The angle 
of incidence of the electrons to the focal plane varies along its length as does the 
momentum bite per unit length. Ideally, it would be desirable to have elements 
which sampled the same momentum bite. However, for ease of manufacture the 
scintillator elements were made to a standard size. Although the angle and spacing 
of the scintillators varies along the focal plane, there is still a slight variation in 
momentum byte per element. The mean angle has been set at 37.35° so tha t as 
viewed by an incident electron each element overlaps the next by approximately 
0.5 mm more than half its width. In this arrangement the path of every bona fide 
recoil electron must pass through two adjacent elements.
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Figure 2.4: Count rate per ladder channel as explained in text. (The statistical 
error per channel is ~  0.0025%.)
Inaccuracies in the final positioning of the scintillators due to variations in the 
thickness of the wrapping materials produces random variations in the overlap. 
The effect is illustrated in Figure 2.4. The histogram shows the distribution of 
electrons as a function of channel detected from a 90Sr source. The source was 
mounted in a motor driven carriage on the detector which scans the focal plane at 
a constant speed. The progressive variation with increasing channel number is the 
effect of the variation of spacing and angle. The marked variation from channel to 
channel over and above the general trend is an effect of the precision with which 
each scintillator element can be located in the focal plane.
2 .6  T h e  P h o to n u c lea r  T argets
The targets were mounted in a target stand 3.79 m from the bremsstrahlung 
radiator. A collimator at the exit from DS3 ensured tha t the beam was ~4 cm 
in diameter at the target position. A frame consisting of two vertical aluminium 
struts fixed to a solid base held the targets in position. The frame could be 
manoeuvered vertically by a driver motor controlled from the control room. An 
automatic microswitch system ensured tha t the motor stopped at preset target po­
sitions. During the experiment the target was viewed by a closed-circuit television 
camera so tha t its position could be checked visually .
Deuterated polythene (CD2) and pure carbon targets sufficiently large to in­
tercept all of the photon beam (8.1 x 9.9 cm2 and 10.0 x 16.1 cm2 respectively) 
were mounted in the frame, one above the other. The deuterium in the CD2 ta r­
get provided a convenient online energy calibration of the proton detector. Most 
of the deuterium events are easily separated in later data analysis. The carbon 
target was included to show up any possible unexpected effects caused by the 
presence of deuterium. The CD2 and carbon targets were 164.1T0.6 mgcm-2 and 
152.5±0.8 mgcm-2 thick respectively. Below these a space was left for target-out
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measurements.
2 .7  T h e  P r o to n  D e te c to r  A rray
A proton detector was designed with (ospn) measurements in mind. In order 
to maximise the count rate from such an experiment a large solid angle detector 
with large efficiency was required. However, in order to improve on previous 
measurements it was also necessary to design a detector with 2-3MeV energy 
resolution and less than 5° angular resolution. With these criteria in mind a E- 
A E i-A E 2 plastic scintillator telescope detector was constructed. The configuration 
of three ranks of scintillator as illustrated in Figures 2.5 and 2.6 provides charged 
particle identification (through the Bethe-Bloch mass identification function [85]) 
and makes use of a time difference method to determine particle direction.
The rearmost rank consists of three blocks of NE110 plastic scintillator each of 
dimension 100 c m x ll  cm xl3 .5  cm. These blocks are arranged in such a way tha t 
this rank has a detecting area of 100 cmx 40.5 cm and a thickness of 11 cm. Directly 
on to each end of each block is coupled an EMI 9823B 130 mm photomultiplier 
tube. The gains of the photomultipliers are monitored online by use of a light 
emitting diode fitted to the scintillator, which is stabilised using feedback from a 
pin junction photodiode.
4.5 cm in front of this E detector is a rank of five 3 m m x20 cm x50 cm AE 
detectors also constructed using NE110. These are arranged vertically to form a 
detecting area of 50 cmxlOO cm. A 52 mm EMI 9907B photomultiplier tube is 
coupled to each end of each strip by a twisted strip light guide which transports 
the light through a 90° bend to the tubes which sit horizontally above and below 
the E blocks. Finally, at 8 cm from the target is a thin AE detector of dimension 
1 m m x25 cm x l5  cm constructed from NE102A plastic scintillator. This is viewed 
by two EMI 9907B photomultipliers from the top and bottom. The light guides
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Figure 2.5: Expanded schematic diagram of proton detector.
transport the light from a 1 mm x 250 mm area to a 1 m m x 50 mm area and hence 
to a small area on the photocathode.
NE110 was chosen for the rear and middle ranks as it has reasonably high 
light output (nominally 60% of tha t of anthracine), which results in good intrin­
sic energy loss resolution, and a long nominal attenuation length of 400 cm [91]. 
This indicates good light transmission properties which are essential for detectors 
of large dimension rendering the light collection less sensitive to the position of 
the detected particle in the scintillator. The thickness chosen is sufficient to stop 
protons of ~120 MeV incident perpendicular to the surface. Since the thresh­
old for the (j,pn ) reaction in 12C is 27.4 MeV this thickness is adequate for the 
80-130MeV photon energy range. The small front detector was constructed from 
NE102A which has similar light output to NE110 and a shorter attenuation length 
of 250 cm. Each element of scintillator and its light guide were wrapped in alu- 
minised mylar foil over the whole of the exposed surface area to improve light 
collection and further wrapped in three layers of thin black PVC for light proof­
ing.
Owing to a restriction of space in the experimental area, the tubes on the rear 
rank have had to be coupled directly on to the scintillator resulting in the tube 
mating with only 64% of the scintillator area, assuming the photocathode is fully 
effective out to a radius of 55 cm. This results in the degradation of light collection 
especially for events close to the ends. Dow Corning Silastic 734 RTV adhesive, a 
silicone based compound, was used to give a firm but non-permanent join between 
tube and scintillator or tube and light-guide in all parts of the detector. The com­
pound is slightly cloudy to look at but bench tests have shown that when compared 
with Dow Corning Optical Coupling Compound, a grease specially manufactured 
for this application, there is no observable difference in pulse height resolution.
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Figure 2.6: Photograph of the proton detector in position in front of the beamline. 
The ten AE photomultipliers are shown horizontally. The bases of three E photo­
multipliers are shown vertically. The photon tagging spectrometer can be seen in 
the background.
2 .8  T h e  N e u tr o n  D e te c to r  A rray
An array of large plastic scintillator detectors was constructed for the detection 
of neutrons from the reaction. As well as energy determination from time of 
flight, the large size of the counters combined with the use of more than one 
photomultiplier tube (PMT) provides the additional feature of position sensitivity. 
Long detectors (Figure 2.7) viewed by two PMTs have been used and provide 
1-dimensional position information. A square detector was also tested for the 
first time. Viewed from the corners by four PMTs, it provides 2-dimensional 
information.
The eight 1-dimensional detectors each of dimension 20 cm x 20 cm x 100 cm 
constructed from NE102 scintillator have been used. Each end is viewed by a 
M ullard 58AVP photomultiplier attached to the scintillator by means of a 20 cm 
long perspex lightguide which has constant 20 cm square cross section. The scin­
tillator is wrapped in a layer of aluminised mylar foil to reduce light loss and a 
layer of black PVC for light proofing. Each detector is mounted vertically on a 
trolley which can be moved to the required position easily. Six of the detectors 
were placed on an arc centred on the target of radius 4.0 m and at scattering angles 
of 82.5°, 90.0°, 97.5°, 105.0°, 112.5°, and 127.5°. Due to a restriction of space the 
remaining two were placed on an arc of radius 3.8 m at angles of 67.5° and 75.0°. 
This configuration gives a total solid angle for these detectors of 101.9 msr. When 
mounted and in position the centres of the scintillators were within ±2 cm of the 
height of the beam from the ground.
The square detector has been constructed for this and other similar experiments 
and is fully reported in [79]. It consists of two one metre square slabs of NE110 
scintillator each 5 cm thick placed one behind the other. Each is wrapped in a 
layer of mylar and optically separated to improve light collection. 1 mm spacers 
are inserted between the slabs to prevent the foil being pressed too closely to the
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Figure 2.7: Schematic diagram of the square neutron detector and a long 1-dimen­
sional detector.
scintillator and altering its total internal reflection characteristics. The corners 
of the detector are truncated to increase the light collection efficiency and each 
is viewed by an EMI 9823B PMT connected by a shaped acrylic lightguide. The 
optical joint is made by the same material as for the proton detector. The whole 
assembly is wrapped in 1.5 mm thick black neoprene sheet for lightproofing which 
also provides a degree of protection against mechanical shock. Its thickness has 
negligible effect on neutron detection.
2 .9  T h e  P h o to n  B ea m
After the photon beam passes though the exit window of the vacuum box in the 
spectrometer, it is collimated before reaching the target. The collimator consists 
of three parts: firstly, a lead precollimator with a tapered aperture which matches 
the bremsstrahlung cone originating at the radiator of half angle 4.46 mrad. This 
is followed by a small scrubbing magnet which removes any undesirable electron 
background. Such background is mopped up by a second lead collimator with an 
aperture large enough to allow the unhindered passage of the bremsstrahlung cone. 
In order to determine an absolute cross section in tagged photon experiments it 
is essential to know accurately the tagging efficiency of the system i.e. the per­
centage of the photons tagged by the spectrometer system which pass through the 
collimator and hit the target. To get maximum efficiency, the photon beam must 
pass through the centre of the collimator before hitting the target. To monitor 
the photon beam position, a black and white Polaroid Polaplan 4” x5” Land Film, 
Type 52, used in conjunction with a lead converter was regularly placed in front of 
the collimator throughout the experiment and exposed to a low intensity beam for 
a few seconds. The photograph thus indicated whether or not the electron beam 
incident on the radiator was correctly aligned and adjustments could be made if 
necessary. An example of a photograph is shown in Figure 2.8.
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Figure 2.8: Photograph of the photon beam taken with a Polaroid lilm, as fit 
scribed in the text.
Having established that the beam direction was correct the tagging efficiency 
was measured. A cerium loaded barium glass scintillator detector was placed in a 
reduced intensity beam to provide the required X-triggers for the electronics (see 
Section 2.10.1 for a definition of “X-trigger” ). At this low beam intensity the 
number of random coincidences between the detector and the ladder is negligible. 
The 15 x 15 x 50 cm3 block is large enough to absorb photons in the 80-130 MeV 
energy range with 100% efficiency. Both the number of X-triggers and the number 
of counts in the FPD were monitored by free running scalers. Runs were also made 
without a radiator to account for room background. A pulse generator provided 
output to a scaler to measure real time and so to provide a normalisation between 
the radiator-in and radiator-out runs. The tagging efficiency was then calculated 
from the expression
d/X / (2.DL, -  U 'i
where d / is a divide factor on the X-trigger scaler, X / is the number of X-triggers 
recorded during the radiator-in run, L/  and Lb are the number of counts in the 
FPD during the radiator-in and radiator-out runs respectively, and t /  and t*, are 
the live times for the same runs.
2 .1 0  E lec tro n ics
The electronics for the system are situated in a concrete bunker in the experi­
mental area ~5  m from the experiment. The close proximity of the bunker to the 
experiment allows fairly short cables to be used, minimising the dispersion of the 
analogue signals as they travel from the detectors. The CAMAC interface in the 
bunker is connected by a serial link to a data aquisition computer in the control 
room several metres away. Each detector has a set of processing electronics and 
can be treated as an independent unit. The outputs from every unit are then 
processed together as a complete system.
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2.10 .1  P ro ton  D etecto r
A simplified diagram of the electronics used for the proton detector is shown 
in Figure 2.9. A particle which loses energy in any part of the detector produces 
scintillations which are detected and converted into analogue charge signals by 
photomultipliers. Each raw signal is linearly fanned out, one output going to a 
constant fraction discriminator (CFD), another via a 250 ns delay to an ADC. Two 
signals are taken from the CFD one of which passes through a 250ns delay before 
stopping a TDC. These are known as the p-TDCs. The 250ns delays are necessary 
to allow the electronics to process, firstly, the proton detector ADC gates and, 
secondly, the s tart signal for the p-TDCs as explained later in Section 2.10.4. The 
other signal from the CFD, along with the corresponding signal from the other 
end of the detector element, is fed into a mean timer unit (MT). The output of 
the MT is produced at a time which corresponds to the average time of arrival of 
the input pulses plus a constant delay and hence independent of the interaction 
position of the particle in the detector. If there is only one input pulse there is no 
output.
In the case of the rear or middle rank of detectors, the MT outputs from that 
rank (up to three for the rear and up to five for the middle) are logically fanned 
together thus giving a signal indicating an acceptable event in tha t rank. A three­
fold coincidence is then required of the output from all three ranks. A resultant 
signal here indicates an event which came from the target and fired all three parts.
In order not to submerge real proton signals in a sea of background atomic 
interactions, it is vital that an “electron reject” system is included in the circuitry. 
The raw analogue signals from the rear rank are linearly fanned together and sim­
ilarly for the middle rank. The two signals are each fed through an attenuator 
and then fanned together before entering a leading edge discriminator. The input 
signal h0 to the discriminator can be written in as h0 = ahE +  bhAE where hE
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Figure 2.9: Block diagram of proton detector electronics. A double box signi­
fies several identical units, as indicated. FIFO -  fan-in fan-out; coinc -  coinci­
dence unit; atten -  attenuator; LE disc -  leading edge discriminator; CFD -  con­
stan t fraction discriminator; M T -  mean timer; PM T -  photomultiplier; p-ADCs 
(p-TDCs) -  ADCs (TDCs) associated with the proton detector.
is the summed input signal from the rear rank, h&E is the summed input signal 
from the middle rank, and a and 6 are positive coefficients which indicate the 
level of attenuation on each signal. The effect of the attenuators can be seen from 
an Iie  versus h&E scatter plot (see, for example, Figure 3.12). For a preset ho 
(corresponding to a discrimination threshold) the above equation is a straight line 
with a negative gradient which depends on the level of attenuation. Consequently, 
electrons can be easily accepted or rejected by setting the electron reject discrimi­
nation threshold accordingly and the making an anti-coincidence with the overall 
detector output signal.
An event which successfully provides a signal from the final coincidence is said 
to have produced an “X-trigger” . The X-trigger is used to enable the pattern  
recognition units (PUs) which receive signals from the FPD and is the first re­
quirement in initiating a CAMAC read.
2.10.2  Focal P lan e D etec to r
The FPD electronic system is required to produce only timing signals for recoil 
electrons. The analogue signals from the FPD photomultipliers are fed to six 16- 
channel circuit boards located beneath the scintillator array. The close proximity 
of the circuits to the array (<20cm of cables) preserves the rise time of the pulses 
which offsets the effect of the leading edge discrimination techniques employed. 
The discriminators use fast ECL circuitry which is carried through to the overlap 
coincidence logic for neighbouring detector elements. Thus 92 scintillator elements 
give rise to 91 output channels. The ECL pulses are converted to NIM pulses for 
compatability with the CAMAC data collection system. The channels are divided 
into six groups, one of 12 channels, four of 16, and one of 15. The output channels 
of each group are fed into a pattern recognition unit (PU) in the CAMAC crate. A 
strobe signal then holds the bit pattern for the CAMAC read. Each PU contains 
a fast coincidence circuit which makes an overlap between the OR of the input
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channels and the X-trigger signal. The timing of the overlap signal is made to 
depend on the leading edge of the FPD signal and is then used to stop an e-TDC. 
This TDC has previously been started by the X-trigger itself, as mentioned later, 
and is used to identify real coincidences between the FPD and the proton detector.
2.10 .3  N eu tron  D etecto rs
Figure 2.10 shows a block diagram of the neutron detector electronics. Both 
an ADC and a TDC (the n-TDCs) record information from each PM T on all of 
the neutron detectors. The processing of analogue signals is straightforward. A 
pulse from a PM T on one end of a 1-dimensional detector is linearly fanned out to 
provide two signals. One is sent via a 250 ns delay to an ADC and the other to a 
CFD. An output from the CFD provides a stop signal for the associated n-TDC. 
Another output is also taken from the CFD and a coincidence is made with the 
corresponding pulse from the other end. The output pulse or “neutron trigger” is 
first delayed and a coincidence is made with the X-trigger-FPD coincidence signal 
to provide a gating signal for the n-ADCs.
The square detector signals are processed similarly with a four-fold coincidence 
requirement instead of a two-fold requirement.
2.10.4  S ignal P rocessing  and C om puter Interface
The ADCs, TDCs, PUs and scalers are housed in a CAMAC crate. The CAMAC 
controller is interfaced to a dedicated HP 1000 microcomputer used in the first stage 
of data collection and data is transfered between them along a serial line. The 
HP 1000 stores the data in a swinging buffer before sending them  to an H P3000 
mainframe which writes them on high density magnetic tape.
In order to generate an interrupt which initiates a read of the CAMAC modules 
the following two steps must occur :
• an X-trigger signal must be accepted from the proton detector
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Figure 2.10: Block diagram of neutron detector electronics. A double box indi­
cates several identical units. PM T -  photomultiplier tube; coinc -  coincidence 
unit; const frac disc -  constant fraction discriminator; n-ADCs (n-TDCs) -  ADCs 
(TDCs) associated with the neutron detectors.
• the FPD electronics, enabled by the X-trigger, must provide a signal indi­
cating a recoil electron in the FPD
This coincidence signal is used to set a bit in the input register thereby informing 
the CAMAC controller tha t a read can take place. The controller then generates 
an interrupt for the HP 1000
In order to prevent further X-triggers being accepted while the computer is 
receiving data, X-trigger input is controlled by a flip-flop (see Figure 2.11). When 
the computer is busy the flip-flop is set to 1 and when it is ready it is reset to 
0. Its output is logically fanned in with the level from an enabling switch in the 
control room. The inverted signal is fed to a cable coincidence box along with the 
X-trigger. Hence the flip-flop and the control room switch both act as a gate for 
the X-trigger signal.
When an X-trigger signal is allowed through the gate it is then used to enable 
the ladder PUs. An OR output from each PU is fed to a seventh PU giving a 
pattern  showing which group of ladder channels fired. The OR outputs are also 
fanned together. This signal (whose time is determined by the FPD) has several 
purposes:
• it sets the flip-flop disabling further x-triggers
• it starts the n-TDCs
• it makes a coincidence with the “neutron trigger” to provide a gate pulse for 
the neutron ADCs whose timing is determined by the “neutron trigger”
• it makes a further coincidence with the X-trigger to provide a pulse with 
timing determined by the X-trigger. This signal starts the e-TDCs and the 
p-TDCs as well as providing a gate pulse for the proton ADCs
• it stops the e-TDCs
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Figure 2.11: Block diagram of the processing electronics from the detectors to 
the HF1000 computer. Double boxes indicate six identical units. FIFO -  fan-in 
fan-out unit; PU -  bit pattern  recognition unit; cable coinc -  coincidence unit 
in which a length of cable is used to set the output pulse width; e-TDC -  TDC 
started  by the proton detector x-trigger and stopped by the FPD.
• it sets the input register generating an interrupt for the HP 1000
After the interrupt has been received the controller is instructed to read the 
PUs, TDCs and ADCs sequentially. The HP 1000 sorts the data, ignoring all 
datawords which are zero, and stores them in one half of a swinging buffer. When 
the computer is ready the controller is instructed to reset the output register 
which then resets the flip-flop. The system then awaitsthe next X-trigger. When 
the computer has filled up one side of the buffer the computer starts to fill the 
other half. Meanwhile, data in the first half are sent to the HP3000 to be w ritten 
to magnetic tape.
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3 .1  In tro d u ctio n
The data obtained from the experiment were analysed using the VAX 11/780 
computer at the Kelvin Laboratory with programs developed at both the Institut 
fur Kernphysik, Mainz and the Kelvin Laboratory. The steps involved in analysing 
the data can be categorised loosely under two headings:
Data reduction: tha t is, the process of reducing the size of the data set obtained 
from the experiment, removing all events which do not satisfy essential 
conditions such as background atomic electrons. The selections do not 
remove all random coincidences and so the process includes selection of 
corresponding data sets of randoms which must be subtracted in the final 
stages of the analysis.
Data evaluation: tha t is, evaluation of physical quantities, including the routine 
task of obtaining position and energy calibrations of the detectors and the 
evaluation of cross sections for comparisons with existing theories.
The following sections describe these processes in detail.
3 .2  D a ta  an d  S oftw are
The data  was written on to a magnetic tape at a rate of ~  80 events 1 per 
second. Up to 30 files each of ~  45 minutes duration and containing ~  200,000 
events were stored per tape so that each file was small enough to transfer to disk 
if required. The total number of interrupts processed and the total number of 
X-triggers is shown in Table 3.1.
D a ta  Form at
Each file consists of a sequence of one kilobyte data records which are preceded
xAn “event” is defined as all the information read from the CAMAC crate after an interrupt has 
been received by the HP 1000.
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CD2
Target
Target
Out
#  of X-triggers 5465857 351481
#  of accepted X-triggers 5126421 350053
#  of Interrupts 4988779 325068
Table 3.1: Some X-trigger statistics for the CD2 target and the target out runs 
recorded over the whole experimental period.
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by an identifier record and succeded by an end record. Information from an integer 
number of events are stored per data record in a sequence of two byte words. 
Each event can consist of up to 86 words with non-zero ADC contents w ritten 
first, then non-zero TDC contents and finally non-zero PU contents. Every event 
is followed by a separation code since they are not necessarily of uniform length. 
A separation code also distinguishes PU words from ADC and TDC words. An 
ADC is distinguished from other ADCs and from TDCs by its CAMAC address 
contained in the five most significant bits of the dataword.
P rogram  Package
The package of routines now in use derives from a simpler package written in 
Mainz. That basic package has been extended and improved at Kelvin Laboratory 
to accommodate the needs of increasingly complex experimental systems.
Its essential function is to translate the datawords for each event, extracting the 
charge and timing signals and storing them in arrays. From this raw information 
all kinematical quantities (such as neutron energy or proton direction) can be 
calculated for each event. The user can request that a particular quantity be 
evaluated for every event and a spectrum of values of tha t quantity accumulated, 
which can then be displayed for visual inspection or stored for later use. Two 
dimensional spectra can also be accumulated, where two quantities per event are 
evaluated and then displayed as a bi-dimensional scatter plot.
Any quantity (raw or processed) pertaining to a given event can be subjected 
to conditions. In the case of a single variable, a condition is defined by specifying 
a lower and an upper limit of that variable. A condition can be defined on a 
bi-dimensional plot by first accumulating the spectrum and then specifying the 
limiting points of a region using a cursor mechanism, which are then read in by the 
program when making the selection. Such conditions can be strung together using
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the logical operators .AND., .OR. and .NOT.. If an event meets the conditions 
the relevant channels in the requested spectra are incremented. This feature is 
extremely valuable for examining a particular aspect of the experiment. The user 
can also request tha t all events which meet the specified conditions be w ritten to 
an output file. If the raw data files are “edited” in this way, then much processing 
time is saved and less space is required on the storage medium.
3 .3  D e te c to r  C a lib ra tion s  
3.3 .1  T he P ro ton  D etec to r  
P osition  C alibration
The proton arm of the experiment provides x- and y-position information which 
is derived from the difference between the arrival times of the signals at the ends of 
the detector elements. Position calibration data were obtained straightforwardly 
using a 5 mm thick steel plate with 30 holes (6 x 5) of 2 cm diameter cut at regular 
intervals over its surface. During one experimental run the plate was placed in 
front of the proton detector. All except the highest energy protons were stopped 
by the plate except at angles where there was a hole. Electrons penetrated it 
more easily but were easily distinguishable from protons by their E-AE energy 
loss characteristics and were removed from the data set. The spectrum of time 
differences (Figure 3.1) shows the effect clearly where the peaks correspond to holes 
in the plate. The relationship between position and time difference is found to be 
linear over the whole length of the AE detectors. The E detectors are linear only in 
the central 80 cm with slight deviations towards the ends (see Figure 3.2). Allowing 
for the finite size of the holes in the steel mask, the measured position resolutions 
were ±1.2 cm for the x-direction and ±2.1 cm for the y-direction corresponding 
in the configuration of this experiment to angular resolutions of ±1.35° and ±2.6° 
in the polar and azimuthal angles respectively.
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Figure 3.2: Hole position versus TDC time difference from calibration data.
E nergy C alibration
D ata from which the energy calibration of the rearmost detector elements could 
be established were obtained using protons from the D(7 ,p)n reaction in the CD2 
target. The energies of these protons can be calculated from the tagged photon 
energy and either the measured proton angle or that of the associated neutron 
using two body kinematics. In order to establish and parameterise the calibration, 
the effect of light attenuation along the length of the scintillator blocks had to be 
separated from the expected non-linear relation between the emitted light and the 
proton energy. The output signal Qi from the photomultiplier at one end of a 
scintillator block is proportional to the light output of the scintillator, but the 
constant of proportionality is position dependent. So Q, can be w ritten as
Qi(x ,Tp) =  fi{x)L(Tp) (» =  1,2)
where L is the light emitted as a function of proton energy Tp, and fi is the light 
attenuation as a function of position in the element. Following Cierjacks et al. [84] 
it was assumed tha t the functions /, are approximately exponential in character 
and so the output signals may be written
Qi{x,Tp) =  CiL(Tf,)e~l'x (3.1)
and
Q2(x,Tp) = C2L(Tp)e-*'-*l (3.2)
where x  is the distance of the particle from end 1 ,1 is the length of the scintillator
and 1 is the effective attenuation length. From Equations 3.1 and 3.2 the ratio of
Qi  and Q2 is given by
k(x) =  ^  =  g e - 'V '* *
and so
\nk(x) = 2/j.x — In 
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Figure 3.3: The logarithm of the ratio of pulse heights from each end of the middle 
element of the rear rank of the proton detector versus distance from end 1.
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Figure 3.4: The ratio of pulse heights versus position as above for the middle 
element of the middle rank of AE strips.
In Figure 3.3 In A; is shown as a function of x for the central E-block of scintillator. 
This is found to be linear over the central 80% of the length and ^ was determined 
to be 231.0±3.9 cm. The difference between this and the nominal value given 
above can be attributed to the finite geometry of the scintillator which gives rise 
to light loss and an increase in the average pathlength of a photon because of 
multiple reflections.
A convenient result of the exponential assumption is tha t the simple expression 
V Q 1Q2 'ls independent of x  and is proportional to L(TP). Energy losses in the 
target, air and AE strips have been accounted for using parameterisations obtained 
from energy loss tables as described in Appendix C. Calculated proton energy 
assuming deuterium kinematics, corrected for energy losses, were thus plotted 
against \ /Q \Q 2 as shown in Figure 3.5 giving a very clear deuterium ridge from 
which straight line calibrations have been obtained. The gradient of the ridge 
varied by less than 3% over the whole data set obtained during the experimental 
period. The observed energy resolution of the E detectors in this experiment was 
2.6 MeV FWHM at 60 MeV .
Nonuniform light collection near the ends of the E-blocks arises due to the lack 
of lightguides. To investigate this, a Monte Carlo code PHOTON has been written 
at Kelvin Laboratory [80] which tracks a scintillation photon through the volume 
of scintillator, calculating its probability of reaching one of the photomultipliers. 
Input parameters include the dimensions of the scintillator, the dimensions of 
the light guides, the starting coordinates of the photon, the m aterial’s attenuation 
length, its refractive index and the reflectivity of the surfaces. The probability tha t 
a photon will reach each photomultiplier for a given initial coordinate is calculated. 
This has been carried out for successive points along the central axis normal to the 
end faces and is compared in Figure 3.6 with the calculations for points along a line 
parallel to this but displaced by 5 cm in each of the other orthogonal axes. This
54
PR
OT
ON
 
EN
ER
GY
 
AT 
E-
BL
O
CK
 
( 
M
eV
)
7 0 - A 
6A.0  
5 7 .6  
51 .2  
AA.8 
3 8 -A 
32 .0  
2 5 .6  
0
0 128 256 38A 512 6A0 768
/Q&l ( ADC CHANNELS)
__i__
8 9 6
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Figure 3.6: Monte Carlo calculation of the scintillator response as explained in the 
text. The full line (1) is the response function for photons originating from points 
on the central axis of the scintillator; the dashed line (2) is the result for an axis 
which is displaced from the central one.
line does not intersect the photomultiplier photocathode. The marked difference 
at the end nearest the photomultiplier is evidence of poor light collection in this 
region. Including the effect at both ends, the central 80 cm gives a reasonably 
reproducible signal regardless of where in the scintillator a particle should arrive.
Although sufficient for separating protons from electrons, the light collection 
and resolution of the AE detectors in the middle rank were less good. Figure 3.4 
shows In k as a function of y for the central A E-strip from which the effective 
attenuation length was determined to be 71.9±3.6 cm. The fact that it is a third 
of th a t calculated for the E elements indicates higher losses due to multiple reflec­
tions. Consequently, energy losses in these elements were accounted for using well 
established tabulations instead of the analogue signals, as described in Appendix 
C.
3.3 .2  T he N eu tron  D etectors  
P o sition  C alibrations
Position data from the detectors can be obtained in a similar way to tha t of the 
proton detector elements from time difference methods. Since the proton vertical 
position resolution is 4.2 cm FWHM at a distance of ~55 cm, the 1-dimensional 
(2-dimensional) neutron detectors need only have a position resolution of 30 cm 
FWHM (22 cm FWHM ) to match that of the proton detector. The calibration, 
then, need not be so accurately defined. To match the proton detector in the 
horizontal direction, the resolution of a 1-dimensional (2-dimensional) detector 
needs to be 17 cm FWHM (12 cm FWHM ). Since the physical dimension of a 
1-dimensional detector is greater than this, its resolution is slightly poorer.
In the case of the 1-dimensional detectors, the time difference to position rela­
tionship was assumed to be linear throughout the whole length of each one. Time 
difference spectra were accumulated for each detector, one of which is shown in
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Figure 3.7: Neutron time difference spectrum for one detector. The arrows indicate 
assumed physical ends of the detector. 13.2 ns is the time taken by the photons 
to travel through 2 m of scintillator. This gives an effective speed 0.51c of light.
Figure 3.7. In tha t figure the arrows indicated at each end of the spectrum  are 
assumed to correspond to the physical ends of the detector. The two points allow 
the linear position calibration to be established.
The square detector position calibration was determined during bench tests of 
the detector using cosmic rays. A small trigger detector was set up in coincidence 
with it and placed at points on a 10 cmxlO cm grid marked out on the surface 
of the detector wrapping. Accumulating timing spectra for different points and 
measuring the peak positions, a contour plot was built up as shown in Figure 3.8. 
The contours are approximately concentric about the photomultiplier with no 
significant variation in separation between them, except at very far distances from 
the photomultiplier. The average effective speed of light through the scintillator 
was deduced to be 0.43c. This differs from the expected value of 0.63c because of 
multiple reflections of the light on the way to the photomultiplier.
A simple algorithm to determine position was tried. Time difference from 
signals at opposite ends of the two diagonals were first established and then the
frame of reference was rotated 45° to a frame where the axes were parallel to the
edges of the detector. Hence, position was obtained from the expressions
x =  f y n  +  r2 -  r3 -  r4)
y =  ^ ( r i  -  r2 -  r3 +  r4) (3.3)
ri = vri( T i - T9 )  (t =  1,2,3,4)
where v is the effective velocity of light mentioned above, is the TDC channel to 
time conversion factor, Ti is the TDC channel, and T® is the time zero channel. The 
T? were accounted for empirically by accumulating the diagonal time difference 
spectra and calculating the shifts required to centre the spectra about zero.
Figure 3.9 shows the comparison between the real positions and those obtained 
from the algorithm during bench tests. The algorithm is seen to be very successful 
everywhere except at points near the edges of the scintillator and not too near
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any one photomultiplier. For the point shown at the left hand edge, the algorithm 
places it 11 cm too far towards the centre. It was found that at positions > 
13 cm in from the edge the effect was negligible. Despite ambiguities in position 
determ ination in this region the algorithm was sufficiently good to match the 
position resolution of the proton detector.
E nergy C alibration
TDCs were used to measure the time of flight of neutrons from the target, 
from which the neutron energy was calculated. These were set to a full range of 
200 ns with each TDC channel nominally spanning 100 ps. A check using cables of 
known length showed that the gradient was in fact 98 ps per channel. As shown in 
Figures 2.10 and 2.11, each neutron TDC was started by the first signal arriving 
from the FPD and stopped by the signal from the corresponding neutron detector 
photomultiplier.
Owing to a low efficiency-solid angle product compared with that of the proton 
detector, insufficient statistics prohibited the use of the D(7 ,n)p reaction as a 
means of calibrating the energy response of the neutron detectors. Therefore, to 
determine t0 i.e. the TDC channel corresponding to the time when the neutron 
was ejected from the nucleus, each detector was wheeled directly into the photon 
beam at a known distance upstream of the target and used itself as an active 
target. A low flux beam was chosen to reduce random coincidences between the 
proton detector and the FPD. In this way the neutron detector start times were 
unambiguously defined. Discrimination thresholds on the proton detector were 
set to a minimum in order that atomic electrons from the neutron detector would 
produce X-triggers enabling events to be recorded. The times measured were made 
by a tagging electron in the FPD and the photon in the neutron detector. Since 
the cables from the FPD to the CAMAC crate are approximately time-matched
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and both particles travel at the speed of light, there ought to be a constant time 
difference between them which is independent of where the recoil electron hits the 
FPD. As expected, a clear peak was obtained (see Figure 3.10).
The shape of the spectrum in Figure 3.10 however, is seen to be slightly asym­
metrical. This arises because each TDC can be started by any one of the channels 
on the FPD and no account has yet been taken of slight variations in their cable 
lengths. Consequently, Figure 3.10 is a superposition of contributions from the 91 
FPD  elements, each of which must be time-shifted to reveal the true peak. The 
m ethod of evaluating these shifts is described later in Section 3.4. These were ap­
plied event by event to the data. A further correction was necessary arising from 
a logical FIFO unit which fanned the pattern unit OR signals together. The unit 
provided the stop signal for the electron-proton TDCs and also the start signal 
for the neutron TDCs. The relative times that the two signals emerged from the 
FIFO depended on which part of the FPD the input signal originated from. The 
necessary corrections were evaluated and applied event by event to the data. An 
example of a resulting spectrum after all the corrections were made is shown in 
Figure 3.11 showing clearly the t0.
Each corrected neutron TDC time signal is a sum of essentially three terms:
• t f ,  the neutron flight time,
• t\ (i =  1,2), the time for the signals to pass along the cables to the TDCs, 
which is constant, and
• fj, the time taken by the scintillation light to travel from the interaction 
position to the photomultiplier.
To eliminate Pa, in the case of the 1-dimensional detectors, the two time signals 
were added. Thus tJ +  t] is constant since it is the time for the photons to travel 
through the whole length of the scintillator. The t0 measurement included this as
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Figure 3.11: t0 measurement: A corrected neutron TDC spectrum.
well as the effect of the cables and so subtraction of the sum of the two to values 
from the measured sum yields the flight time of the neutron.
In the case of the square, the terms t\ (t = 1 ,2,3,4) could be calculated 
explicity from the expression
t f  = (A* -  t[) -  (Aq -  t%)
where A 1 is the contents of TDC i, tls is as above, calculated from the interaction 
position in the detector and the effective speed of light in the scintillator, Ag is 
the measured time zero of the TDC, and t \ fi is the time for the photons to get 
to photomultiplier i from the the position of interaction of the beam during the 
time zero measurement. In fact, the average value of those obtained from the 
four photomultipliers was used to reduce the effect of variations in the accuracy 
of position determination in the detector.
3 .4  S e le c tio n s  on R aw  D a ta
S electing  <<('7 ,pn)-like” Events
Since only a coincidence between the proton detector and the FPD is required 
to generate an interrupt, a large number of events recorded were such th a t no 
neutron detector fired2 at all. These events are clearly useless for present purposes 
and consequently must be selected out and discarded. To do this, the TDCs for 
each neutron detector (either two in the case of the 1-dimensional detectors or four 
in the case of the square) were examined to test whether it fired or not. If exactly 
one detector of the array met this requirement the event was kept. Exactly one 
fired” was chosen rather than “one or more fired” as an acceptable criterion since 
ambiguity as to which detector fired would remain if the latter had been chosen.
2 A neutron detector is said to have “fired” if all of its corresponding TDCs record a signal within 
their full ranges.
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Fraction of events which do =  
not fire a neutron detector
86.88 ±  0.07%
Fraction which fire at least _  
one detector 13.12 ±  0.02%
Of those which fire at least 
one, fraction which fire ex- =  
actly one
94.73 ±  0.20%
Of those which fire at least 
one, fraction which fire more =  
than one
5.265 ±  0.035%
Table 3.2: Population of event categories after a coincidence with the neutron 
detector array is required.
, „ , » ' * < i %'"%
'A
The distribution of event types is shown in Table 3.2. Corrections for the numbers 
of “multiples” were made to the final yields at a later stage.
Sep aratin g  P roton s from  Other Particles
The electron reject circuit described in Chapter 2 was successful in excluding 
nearly all atomic electrons which entered the proton detector. Figure 3.12 shows 
an E-AE scatter plot of the hardware-summed signals seen by the electron reject 
circuit. The electron-reject discrimination threshold is indicated. Further software 
techniques were used to remove a ridge of deuterons which lie on a locus above 
the protons, as becomes clearer on further analysis.
The configuration of the detector elements allows the array to be considered 
as 15 distinct pixels (five AE strips x three E blocks) where each is treated as a 
distinct detector. Instead of considering the hardware-summed analogue signals, 
the E signal is taken from the two ADCs on the E-block which fired and the 
AE signals from the corresponding AE ADCs. As described in Section 3.3.1, the 
geometric mean of the two signals gives a better measure of energy deposited in the 
scintillator than the arithmetic mean. Figure 3.13 shows the resulting E-AE plot 
for the central pixel where protons are easily distinguished. A region is defined 
within which protons lie for each pixel. If the event lies within at least one of the 
15 regions then the event is accepted, thereby separating proton events from other 
events.
It is recognised that there are some cases where an event may pass, say, from 
one E block into the neighbouring block and deposit a reduced amount of energy 
in both elements. If a good signal is left in a AE element then the event will have 
a high probability of being outside all selected regions and will thus be lost. The 
percentage of such events is estimated to be 5 i  2%. The final yield is corrected 
for this effect at a later stage.
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R eal and R andom  Coincidences
Figure 3.14 shows a spectrum from the TDC measuring the time between the 
X-trigger pulse and the first signal received from the FPD. The spectrum has been 
accumulated after the above selections have been made. The finite width of the 
spectrum  indicates the width of the enabling gate pulse sent to the PUs. The 
leftmost peak is a spurious effect caused by a pulse from the ladder straddling the 
leading edge of the gate pulse. In this case the TDC is both started and stopped 
by the X-trigger, giving rise to a peak. The central peak is the coincidence peak 
of “prom pt” protons which sits on a background of random coincidences.
The spectrum  is in fact a superposition of 91 similar spectra, one for each FPD 
element. Owing to slight differences in the cable lengths from each element of the 
FPD to the electronics, the coincidence peaks from each element do not appear in 
the same TDC channel, as illustrated in Figure 3.15. The peak in Figure 3.14 can 
be sharpened if all the contributory peaks are lined up.
The technique employed to measure the tagging efficiency (see Section 2.9) is 
ideal for measuring the shifts required for each element. Here, the X-trigger is 
produced by a photon, and the FPD pulse is produced by a highly relativistic 
electron (ve > 0.99995c). Thus the relative positions of peaks free of spreading 
due to variable flight times can be measured. The resultant shifted TDC spectrum 
is shown in Figure 3.16.
Further improvements are possible before the data selection is made. It will 
be noticed tha t the coincidence peak in Figure 3.14 sits on a sloping random 
background. It can be shown (see Appendix B) that the random region to the left 
of the peak consists of two contributions:
1. Protons produced by untagged photons, that is, where the recoil electron is 
not detected in the FPD at all but the timing is determined by a random 
coincident electron, and
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Figure 3.16: Time-Shifted TDC spectrum for whole FPD after proton selection, 
showing examples of prompt and random regions.
2. Events produced by tagged photons but where a random electron hits the 
FPD first and makes the timing.
In the latter case bona fide events are taken out of the coincidence peak by random 
electrons. The number of events left in the peak decreases exponentially with the 
average number of random electrons which accompany a prompt electron to the 
ladder within the time gate, which in turn is directly proportional to the beam 
intensity. To reduce this effect, sections of the FPD, each of which was had an 
associated TDC, were considered as independent detectors. Since the sections were
each ~  | t h  of the whole, the random count rate in each section was ~  ^th of the
u 6
total. Consequently, a greater number of good events were saved by considering 
the TDC of each section separately.
In order to apply the correct cable corrections to a section TDC, it is necessary 
to know which channel of the FPD fired. Hence, in accumulating the corrected 
spectrum , only events where one channel in the section fired were accepted. Limits 
were set above and below the peaks of each corrected TDC and an event was 
accepted if exactly one of its TDC signals arrived within these limits. Again, 
“exactly one” was chosen as an acceptable criterion to avoid ambiguity.
Random coincidences included in the above selections needed to be corrected 
for. Since all randoms have on average the same properties, it is acceptable to 
account for these by selecting randoms from a similar region outside the peak. 
Limits were set for five such “random” regions to improve statistical accuracy 
(two from the left of the peak and three from the right) and data were selected in 
exactly the same way as for “prompts” . If at a later stage a particular spectrum 
was required, it was accumulated from the prompt data set and then from the 
random  data set and the latter was subtracted from the former.
After the subtraction is performed, only true coincidences remain. However, 
these constitute only a fraction of the original number, since some must be dis-
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carded to avoid ambiguity. This fraction of events is photon energy dependent
and is calculated in Appendix B. On average approximately 75% of events are 
accepted.
3 .5  S e le c tio n s  on C alib rated  D ata
Selecting  E vents w ith  Prom pt and Random  N eutrons
As with the electron-proton TDCs, the neutron TDCs also record signals which 
are random  in time arising from, for example, room background, or atomic elec­
trons from the target, or neutrons correlated with protons where the pair is pro­
duced by an untagged photon. If a prompt coincidence region can be identified 
then selections can be made.
Having applied the corrections event by event to the data as described in 
the determination of to for the neutron detectors, one further correction, which 
applies only to the data-taking runs with high count rates, can also be applied 
to those events where a random coincidence in the FPD starts the neutron TDC. 
Such events can be corrected if the electron-proton TDC on each FPD section is 
compared with the overall electron-proton TDC.
Figure 3.17 illustrates such a comparison. The dark line at 45° to the axes 
is due events where the same electron stops both TDCs. The region above the 
line corresponds to events where an electron stops the section TDC but another 
electron elsewhere in the FPD arrives first and stops the overall TDC. Clearly, 
if the electron in the section TDC is prompt (in other words, it is the “true” 
electron), the resulting neutron time can be corrected by the amount by which the 
FPD  section TDC signal is shifted vertically from the 45° line in Figure 3.17.
Figure 3.18 shows an example of a summed neutron TDC spectrum for one 
detector after the corrections described above and in Section 3.3.2 were applied. 
The peak is interpreted as “prompt” neutrons from the target sitting on a random
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Figure 3.18: Sum of the TDCs (with all corrections included) for a 1-dimensional 
neutron detector.
background. For the same reasons as for the electron-proton TDCs, the shape 
of the background is exponential. However, after the selections which have been 
described up to now have been made, the number of random counts is low enough 
to assume tha t the background is flat. Such spectra were examined for each 
detector to determine the prompt region and a random region of the same time 
width.
Exactly the same procedure was carried out for the electron-proton random 
data  sets previously selected as described in Section 3.4 i.e. selections were made 
from the neutron time of flight spectra over the same time bins as for the electron- 
proton prom pt data sets.
S ettin g  th e  N eutron  D etector A D C  Thresholds
It was found advantageous to make a further selection from the data by setting 
a software threshold on the geometric mean of the analogue output signals from 
the neutron detectors. Figure 3.19 is a scatter plot of y/QiQi  versus the summed 
TDC signal (with corrections included) for one of the 1-dimensional detectors. 
It shows clearly a band of events of low pulse height randomly distributed in 
time. These are the random events in Figure 3.18. The locus of events of higher 
pulse height near the centre are interpreted as prompt neutrons. Clearly, putting 
a higher software threshold on y/QiQi will reduce the randoms quite markedly, 
while retaining most of the neutrons. The reduction in the latter events can be 
accounted for in the neutron detector efficiency if the software threshold is well 
known.
Figure 3.19 is replotted in Figure 3.20 with the z-axis converted to energy. 
The solid line corresponds to neutrons which transfer all their energy to a proton 
in the scintillator which then loses that energy in the usual way. Since V Q 1Q2 
is approximately proportional to light output, the limit is fitted by the light out-
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Figure 3.20: yJQ\Qi vs. kinetic energy for one 1-dimensional neutron detector. 
The line is explained in the text.
put function obtained from Gooding and Pugh [86]. The line provides a way of 
quantifying for each detector the level of threshold set. A level of 10 MeV neutron 
energy was chosen as a suitable value for the threshold which was then applied to 
the data.
3 .6  M o n te  C arlo S im u lation  P rogram s
The kinematics of deuteron photodisintegration are such that for a given pho­
ton energy E7 and neutron angle 6n (or any other pair of variables) all other 
variables are fixed. In particular the angle 6P of the proton is fixed. In the case of 
a quasideuteron moving inside a complex nucleus and a known E7 and 9n, 6P would 
be expected to lie within a cone of possible angles, the precise angle determined 
by the initial momentum P  of the quasideuteron. The half angle of the cone is 
determined by the Fermi momentum of the quasideuteron. In evaluating the cross 
section for proton-neutron coincidences, an integration over all proton angles 
and nucleon energies should be performed. This would be experimentally possible 
if the proton detector was large enough to intercept all of the cone and both de­
tector arrays had zero thresholds. A position sensitive detector which intercepted 
only a fraction of the cone would be equivalent to performing the integration over 
a limited range of the variables. Two Monte Carlo programs have been written 
to examine the way in which the experimental system selects the data. In both 
programs two assumptions are made:
1. The tagging efficiency is assumed constant over the photon energy range 
considered.
2. The neutron detector efficiency as a function of energy is approximated by 
a step function with the step occurring at the detector threshold.
The second assumption is the poorer of the two but the errors introduced are much
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smaller than the errors incurred in correcting the real data for neutron detector 
efficiencies. The assumptions are considered acceptable for present purposes.
The first program has been written on the basis of Gottfried’s quasideuteron 
model. The program has exactly the same structure as the data analysis program 
described in Section 3.2. However, the pseudo-data are randomly generated in the 
first instance. The generated data can be subjected to conditions and the resulting 
events can be stored for later analysis, in exactly the same way as real data.
Weighted choices of six variables are made:
1. The laboratory photon energy.
2. The quasideuteron momentum (P) and direction (0p,<^p).
3. Both neutron direction in the centre of mass of the quasideuteron and the 
photon (0n,<f>n)-
The probability distributions of the four variables in 1. and 2. are independent 
and these are chosen first. The distributions of the variables in 3. are, however, 
dependent on those in 1. and 2. and are chosen last. The photon energy is 
chosen, weighted by the bremsstrahlung spectrum, the shape of which is estimated 
from the count rate in the scalers of the FPD, folded in with the 2H(7 ,pn) total 
cross section in the laboratory, obtained from the parameterisations in [112]. The 
quasideuteron momentum vector is isotropic while its magnitude is chosen from 
the harmonic oscillator calculations of Gottfried [17] and Smith et al. [27] using a 
root mean square radius of 2.455 fm [111] to fix the oscillator parameters.
The next step is to transform the vectors to the centre of mass of the photon- 
quasideuteron system, where the total quasideuteron energy is given by
Eqd —r Mp + Mn ~~ E s — Ex — Trecoil (3-4)
where M p and M n are the proton and neutron masses respectively, E s is the 
separation energy for a neutron and proton (27.4 MeV for 12C), TrtcM is the residual
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nucleus kinetic energy (evaluated through the approximation tha t P recoil = - P )  
and E x is the residual nucleus excitation energy. To match the data selection 
procedure, E x has been chosen to be 0 MeV for two lp-shell nucleons and 25 MeV 
for Is- and lp-shell nucleons. The neutron direction is chosen according to the 
differential cross sections parameterised in [112]. Enough information is 
now known to determine all other variables.
The second program is based on a phase space decay of the 12C nucleus into a 
proton, a neutron and a recoil particle in the centre of mass of the whole system. 
The kinematics of the process are described in Appendix D. When the kinetic
energy available to the particles is known the distribution of recoil energy is fixed
from which a value is chosen. The angular distribution of the recoil particle is 
isotropic in the centre of mass frame. The choice of Precou (and hence Trecou) 
determines the limits of the variable Tp =  Tp — Tn, which is uniformly distributed 
between these limits. The final variable chosen is the azimuthal angle of the 
neutron about the recoil particle vector in the centre of mass frame.
To simulate the experimental system, four conditions are applied to the pseudo­
events generated in both programs:
1. The neutron must be intercepted by the neutron detector array.
2. The neutron must have more than 10 MeV kinetic energy
3. The proton must be intercepted by the proton detector.
4. The proton must have more than 28 MeV kinetic energy
If required, further conditions can be applied to match more detailed selections 
applied to the real data. The flexibility available for applying conditions has 
the advantage of allowing the user to apply the program to any experimental 
system. The cost is, however, reduced efficiency in generating events which the 
user wishes to examine. For the present system, 0.17 % of all events generated
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Figure 3.22: Proton and neutron energy spectra predicted by the Monte Carlo 
program . The c a l c u l a t i o n  includes the effects of the s o h d  angle o the proton 
detector and the detector thresholds. The lines are as defined m F.gure ..21.
by the quasideuteron program satisfied the above conditions. 0.062 % of events 
generated by the phase space calculation satisfied the same conditions.
Figure 3.21 shows how the Fermi cone of proton angles is intercepted by the 
proton detector set at the 90° position. For neutrons at 67.5° the horizontal extent 
of the proton detector is sufficient to intercept most of the cone in that direction. 
As the neutron angle increases, the more forward angle protons miss the detector. 
In the azimuthal direction it is clear that the wings of the angular distribution are 
cut off. The effect of the detector thresholds on the nucleon energy distributions 
is illustrated in Figure 3.22. The distributions of other kinematical variables are 
shown as the experimental data are presented.
3 .7  C ross S ectio n  C alcu la tions
When the yield of events has been determined from the data reduction process, 
and the correction factors evaluated, the differential cross section with respect to 
neutron angle can be calculated from
the selected kinematic region, 
n t =  the number of target nuclei per unit area,
=  the number of tagged photons which hit the target over 
the run period, 
en =  neutron detector efficiency,
ep =  proton detector efficiency,
AOn =  solid angle of the neutron detector,
do vA np (3.5)
d£h n
where Y„p =  the measured yield of n-p events over run period, within
and =  the corrections to account for effects such as dead time, 
losses in the data reduction process and integration over 
part of the proton angular range and part of the nucleon
energy ranges.
Since en and ep are dependent on the respective nucleon energies, the product enep 
was evaluated for each event and 1 /enep was used as a weighting factor for that 
event. Accumulating a spectrum of weighted events thus gives Although it 
is possible in principle to measure neutron detection efficiency from the 2H(7 ,pn) 
reaction in the CD2 target, insufficient statistics were obtained, after a necessary 
12C subtraction, to provide useful results. Instead it was necessary to resort to the 
Monte Carlo calculations of Cecil et al. [83]. In that paper, comparisons of the 
results of the Monte Carlo code with data from various kinds of plastic scintillator, 
including NE102, have been made. Agreement to within 10% has been found, with 
better agreement for data with high thresholds (>4 MeVee) and at neutron energies 
away from the detection thresholds.
4>7 is the product of etN e, where N e is the number of recoil electrons recorded 
in the FPD and et is the tagging efficiency. N e is the sum of the contents of twelve 
scalers, each of which counts signals from a group of eight neighbouring channels. 
This arrangement allows the calculation of fluxes of photons over several photon 
energy ranges.
The correction factor /  is a product of the three quantities mentioned above. 
The dead time correction fd was evaluated from the ratio of the total number of 
X-triggers supplied by the proton detector to the number of X-triggers accepted by 
the computer and found to be 1.0662 ±0.0007. The correction for estimated losses 
due to ambiguous events during the data reduction process fi consists of three 
contributions: losses due to the neutron selection (correction factor 1.056 ±0.003), 
those due to the proton selection (correction factor 1.05 ±  0.02), and those due to 
the selection of prompt events (for which the details are described in Appendix B). 
The corrections for the integration over the proton angles and nucleon energies / n 
are shown in Tables 3.3 and 3.4. Thus /  is expressed as /  — fdfifct•
When evaluating the ratio of the carbon and deuterium differential cross sec-
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Photon
Energy
(lp lp )
Correction
Factor
(lp ls)
Correction
Factor
86.1 7.2±1.9 —
94.8 5.4±1.0 86 ±50
103.6 4.5±0.6 24.8±7.8
112.4 3.9±0.4 15.0±2.7
121.3 3.5±0.4 10.3±1.4
129.4 3.2±0.3 7.5±0.9
Table 3.3: Photon energy dependence of the integration correction /n .
Neutron
Angle
(ip ip )
Correction
Factor
(lp ls)
Correction
Factor
67.5 3.40 9.15
75.0 3.45 9.30
82.5 3.00 9.05
90.0 3.35 8.60
97.5 3.35 9.20
105.0 3.55 8.15
112.5 4.00 7.75
127.5 5.50 8.25
Table 3.4: Neutron angle dependence of /n ,the integration correction factor. ±10% 
and ±13% are estimated for the (lp lp ) and (lp ls) correction factors respectively.
tions, e*, iVe, A 0 n, and fi are the same for both nuclei. There are twice as many 
deuterium  nuclei as there are of carbon, while the correction factor /n  applies only 
to complex nuclei since deuterium neither produces a Fermi cone of protons nor a 
range of nucleon energies. Thus the ratio is given by
The total cross section is related to the differential cross section by the integral 
equation,
e = l  ^ r rfn»- (3 -7)J  4ir & * L n
Defining the average differential cross section as
da tfhdXl
dtin f4ir dn  
the total cross section can be written as
4ir J r dU” 1 f  da .f d"» =  T - /  -l?rdnn (3.8)
J j — i l f i ’ 4t7T J4ir di l f i
da .
" =  ( 3 ’ 9 )
From the data can be estimated from the expressiondlln
da f  ly >
, A-/
. P n
f np
€p€n
(£ ,)  (3.10)
where $i represents the nominal detector polar angles, and k is the number of
detectors, and Y%=\ [^ '(^*)] ls wr^^en as 7 ^ ^ ^ '
The ratio of the carbon cross section to that of deuterium is then obtained by
the expression
ac
<*D
It should be noted that the cross sections are evaluated in the laboratory frame 
of reference.
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C hapter
R esu lts
4 .1  In tro d u ctio n
The results presented in this chapter are the fruit of -2 7  hours run time with 
a CD2 target and -1 2  hours target out. The data shown in some of the figures 
are tabulated  in Appendix E. The parameters of the experiment mentioned in 
Chapter 2 are summarised in Table 4.1. Table 4.2 summarises the number of 
useful events obtained over the running period under four classifications: prompt 
protons with prom pt neutrons, prompt protons with random neutrons, random 
protons with prom pt neutrons, and random protons with random neutrons.
4 .2  E rrors
The largest systematic error arises from the determination of the neutron de­
tection efficiency. As mentioned in the previous chapter, the Monte Carlo code of 
Cecil [83] agrees with data obtained from scintillators of various shapes to within 
10% over a wide range of neutron energies. In this experiment, the electron- 
equivalent threshold energy has been determined as 5.0±0.7 MeVefi. This in turn 
gives rise to an average error in the detection efficiency of — ±13%. Combining 
these two sources of error, the total error is taken as ±16%.
Two measurements of the tagging efficiency were made during the run. The 
first was carried out half way through the run, the second at the end. Although 
they were consistent to within ±1.5%, slight drifts of the beam may have occurred 
between the measurements giving rise to changes in the efficiency. An ion chamber, 
employed as a photon beam flux monitor in the photon beam dump, indicated that 
only very m inor changes occurred during the course of the run. If, in the worst 
case, the fluctuations are attributed entirely to slight changes in beam position at 
the bremsstrahlung radiator, rather than to fluctuations in primary beam current, 
it is estim ated tha t the tagging efficiency will deviate by at worst by ±2%.
Errors in N k arise from the determination of the area and weight of the target
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Spectrometer: photon energy range 
average photon energy bite
83-133 MeV
per FPD element 0.5 MeV
tagged photon rate -  3.8 x 107 s_1
tagging efficiency 0.68 ±  0.02
Proton detector: solid angle 0.8 sr
scattering angle range 45° to 135°
azimuthal angle range 250° to 290°
energy range > 28 MeV
energy resolution 2.6 MeV at 60 MeV
Neutron detector: solid angle 8 x (0.0124 ±  0.0004) sr
scattering angles 52.5°,67.5°,75°,82.5°,90°, 
97.5°,105°,112.5°,127.5°
azimuthal angular range 83° to 97°
energy range > 10 MeV
energy resolution ~  6 MeV at 60 MeV
Target: material Deuterated polythene
carbon:hydrogen ratio 1:2
fraction of 2H in hydrogen 100%
thickness in beam direction 0.315 ±  0.009 mgcm-2
Table 4.1: Summary of the experimental parameters.
#  of events prompt in proton detector 
and prom pt in neutron detector =  2U80±146
#  of events prompt in proton detector 
and random  in neutron detector =  11636±108
#  of events random in proton detector 
and prom pt in neutron detector 
(average over five regions) =  6003±  35
#  of events random in proton detector 
and random  in neutron detector 
(average over five regions) =  3369± 26
Net #  of useful events =  6910±187
Table 4.2: Population of event categories after complete data reduction process.
as well as its angle to the beam. N k was determined to within ±2.9%. Imprecision 
in the solid angle of each neutron detector amounted to ±3.2%. ep introduces an 
error only for protons which possess energy near the proton detector threshold. 
The num ber of events involved is < 1%. The error is estimated to be of this order 
of m agnitude. The error arising from the factors /* and fd amounts to ±5.4%
The above errors are of a general systematic nature and apply to all the data 
regardless of how it is binned. Summed in quadrature they represent a total error 
of ±17.6%. Not included is the error in /n which, in contrast, depends quite 
sensitively on the binning of the data. This has been estimated by varying the 
input param eters of the Monte Carlo program within the tolerance of each and 
observing the changes in the resulting correction factors. The results for correction 
factors which are evaluated
1. by dividing the data into photon energy bins and integrating the yield over 
the six most forward neutron detectors, and
2. by choosing the neutron angle and integrating over the 113-133 MeV photon 
energy range
are shown in Tables 3.3 and 3.4 with their estimated errors.
Ypn and N e introduce statistical errors. That due to N e is ±0.025% and is 
ignored. The error in the yields are displayed in the remaining diagrams in this 
chapter.
4 .3  M iss in g  E nergy
As has already been stated, one of the objectives of the experiment was to 
measure enough parameters to completely determine the kinematics of the (xpn) 
reaction and to do so with sufficient energy resolution to determine the shells from 
which the nucleons were ejected. The resolution of the Glasgow-Edmburgh-Mainz
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system is displayed in Figure 4.1 which shows spectra of missing energy. The
missing energy is defined as the difference between the total final and total initial
masses of the particles involved,
E m —  +  TTln -(- M r  — JV fy
where mp, m n, M r and M? are the rest masses of the proton, neutron, recoil 
nucleus, and target nucleus respectively. By conservation of mass-energy this may 
be rew ritten as,
E m —  w ~  Tp — Tn — T r
where uj,TPiTn and Tr  are the kinetic energies of the photon, proton, neutron and 
recoil nucleus respectively. Since the momentum vectors of the photon, neutron 
and proton are measured, Tr  is easily computed.
Figure 4.1(a) is the sum of all data obtained from the six most forward angle 1- 
dimensional detectors (67.5° to 105° inclusive) over all measured nucleon energies 
and photon energies. Figure 4.1(b) is the spectrum of all events obtained from the 
2-dimensional square detector. Both figures illustrate separation of the 2H data 
from the 12C data although the square detector displays considerable smearing 
out of the distributions. The peak centred at ~3 MeV arises from the break up of 
deuterium  nuclei which has a Q-value of 2.2 MeV . The energy resolution of the 
system, excluding the contribution from the square detector, is demonstrated by 
the w idth of the peak in Figure 4.1(a). This is measured to be ~  7 MeV FWHM and 
derives mainly from the poorer neutron energy resolution. The second peak at 
~  29 MeV arises from from the photoemission of two nucleons from the lp-shell 
of 12C leaving the residual 10B nucleus in or near its ground state. This process is 
known to have a Q-value of 27.4 MeV . At higher energies it would be expected th a t 
events in which one nucleon is ejected from the ls-shell and the other from the lp- 
shell would become visible. However, the effect of the nucleon detector thresholds
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becomes more im portant with increasing E m such tha t only a decreasing tail is 
observed.
4*4 C o r r e la tio n s an d  M o m en tu m  D is tr ib u tio n s
The data  presented in Figures 4.2, 4.3, and 4.5 to 4.9 are from events in the 
83—133 MeV photon energy range integrated over all measured nucleon energies 
and the six most forward detector angles.
Since there are only two bodies in the final state of the deuteron photodisin­
tegration reaction, the nucleons emerge from target at 180° to each other in the 
centre of mass frame of the photon-deuteron system. Figure 4.2(a) illustrates a 
spectrum  of cos 9pn, where 0pn is the opening angle between nucleons in the centre 
of mass for all events in the missing energy range —10 to +15 MeV . The width 
of the peak indicates the the angular resolution of the system. A region, centred 
at E m = 27.5 MeV, of width 25 MeV has been chosen to select data from the 
ground state  peak of the 12C data. Similarly, a region of the same width, centred 
at 52.5 MeV, has been used to select events ejected from deeper shells. For these 
regions distributions of the opening angles are shown in Figures 4.2(b) and 4.2(c). 
In these cases the calculation of 9pn for each event assumes tha t the A -  2 nucleons 
are spectators, tha t the total energy of the neutron-proton pair may be w ritten as 
in Equation 3.4, and tha t the net momentum of the neutron-proton pair is zero in 
the 12C nucleus. The last assumption allows a direct comparison of the effect of 
the non-zero momentum of the pair in the 12 C nucleus with that of the stationary 
deuteron. The histograms in Figure 4.2 are the results of the two Monte Carlo cal­
culations described in Section 3.6 where excitation energies of 0 MeV and 25 MeV 
are assumed in Figures 4.2(b) and 4.2(c) respectively. A correlation is clear in 
both these figures. In both cases the phase space calculation predicts no events 
at 9pn = tr, which contradicts both the data and the quasideuteron calculation,
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Figure 4.2: D istribution of events in the opening angle between the neutron and 
the proton evaluated in the frame of reference described in the text, (a) Deuterium 
data, (b) carbon (lp lp ) data, and (c) carbon (lp ls) data. The solid histogram 
shows the expected distribution from a Monte Carlo calculation, based on the a 
quasideuteron model, which corrects for biasing owing to the detector sizes and 
thresholds. The dashed histogram is a similar calculation based on a 3-particle 
phase space decay (see Appendix E). The data and calculations are normalised to 
the same integral.
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Figure 4.4: Dalitz plot of the 12C(7 ,pn) data for 80 MeV < < 133 MeV,
15 MeV < E m <  40 MeV and TpiTn > 30 MeV. Tp, Tn and T r  are t e pro 
ton, neutron and residual 10B kinetic energies in the centre of mass frame and
C  =  Tp +  Tn +  Tr .
although both calculations show qualitatively similar results elsewhere. Also at 
Qpn — 7r> the peak observed in the (lp lp ) data appears to be tighter than tha t 
predicted by the quasideuteron model.
The momentum of the recoil nucleus can be reconstructed easily from the 
m om enta of the detected nucleons and the photon momentum. If the recoil nucleus 
is purely a spectator then the magnitude of the recoil nucleus momentum is the 
same as th a t of the initial neutron-proton pair but in the opposite direction. The 
distributions for events in the same missing energy regions as those in Figure 4 .2  
are plotted in Figure 4.3. The width of the data in the top figure indicates the 
recoil momentum resolution of the system which is found to be ~32 MeV/c. The 
solid histograms shown in the middle and bottom figures are derived from the 
angle integrated momentum distribution which is proportional to P 2F ( P ) (where 
P  is the pair momentum) obtained from Gottfried’s formalism [17] using harmonic 
oscillator wavefunctions. lp-wavefunctions are used to fit the data from the lower 
missing energy region while a lp- and a ls-wavefunction are used to fit the data 
from the higher missing energy region. The solid curves have been corrected for 
the detector biasing using the quasideuteron Monte Carlo calculation. The dashed 
histograms show the biased momentum distributions which would be obtained if 
the energy was shared according to the available phase space.
A Dalitz plot of the (lp lp ) data in the variables Tr  (recoil nucleus kinetic 
energy in the centre of mass frame) and Td (= Tp — Tn, the difference between 
the nucleon centre of mass kinetic energies) is shown in Figure 4.4. As described 
in Appendix D, if the particles share the initial energy according to the available 
phase space the distribution of events within the allowed kinematic region would 
be expected to show a uniform density. This is not observed. Instead, the data 
are clustered a t low values of TR showing that the neutron-proton pair carries off 
most of the available kinetic energy.
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Figure 4 .6 : Distribution of events in the y-component of the laboratory recoil 
nucleus momentum. (The direction is defined in the text.) (a) Deuterium data, 
(b) carbon (lp lp )  data, and (c) carbon (Ip ls) data. The histograms are as those 
in Figure 4.2.
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Figure 4 .7 : D istribution of events in the ^-component of the laboratory recoil 
nucleus mom entum . (The direction is defined in the text.) (a) Deuterium data, 
(b) carbon ( lp lp )  data, and (c) carbon (lp ls) data. The histograms are as those 
in Figure 4 .2 .
The distributions in the components of the momentum vector P  are also shown. 
Figures 4.5, 4.6 and 4.7 show the distributions of the cartesian components while 
Figures 4.8 and 4.9 show the angular polar components. The #-, y- and ^-directions 
are defined as:
x: Vertically upwards,
y: Horizontally from the target to the 90° neutron detector, 
z: The direction of the photon beam.
From the deuterium  data the momentum resolution in the three directions are 
found to be 38 MeV/c, 25 MeV/c, and 30 MeV/c the x-, y- and ^-directions re­
spectively. The poor value in the ^-direction is attributable to the vertical position 
resolution of the of both the proton and neutron detectors. The y-component is 
best since it depends almost entirely on the energy resolution of the two detector 
arrays. The middle and bottom  distributions in each of Figures 4.5 to 4.7 show 
the results for the data in the two missing energy regions already mentioned. The 
^-component data are centred about zero as expected while distributions in the y- 
and ^-directions indicate peaks which are off centre. The Monte Carlo calculations 
aid the interpretation of the data as they show that the limited solid angle of the 
proton detector and the detector thresholds bias the data.
Biasing of the data is more evident when the angular polar components (Figures 
4.8 and 4 .9 ) are examined. The dependence of the function F (P ) on only the 
m agnitude of the vector P  shows that the angular distributions are expected to be 
isotropic. The data, however, are clearly anisotropic. Recoil nuclei which finally 
end up travelling in the direction of the neutron detectors (from the broad peak 
in Figure 4 .9 ) but which are predominantly in the downstream direction (from 
Figure 4.8) are preferred. Although the quasideuteron Monte Carlo calculation 
provides good fits to other spectra it fails to explain the results of Figure 4.9(b).
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Figure 4 .9 : Distribution of events in the polar angle of the laboratory recoil nucleus 
m om entum . (The z-direction is defined in the text.) (a) carbon (lp lp )  data, and 
(b) carbon (lp ls )  data. The lines are as in Figure 4.2.
4 .5  C ross S ec tio n s
4 .5 .1  P h o to n  E nergy D ep en dence
The data  have been divided into six approximately equal photon energy bins 
over the 83-133 MeV photon energy range since there are twelve scalars each of 
which counts the number of electrons which hit one group of eight FPD channels. 
Yields from the six most forward 1-dimensional neutron detectors were calculated 
by integrating over the appropriate regions of the missing energy spectra. Deu­
terium  data  were chosen over the —1 0  MeV to 15 MeV range, ( lp lp ) pairs from 
12C were taken from the 15 MeV to 40 MeV range. D ata from the 40 MeV to 
65 MeV range were also integrated and interpreted tentatively as (ls lp ) pairs.
The energy dependence of the cross section, without the integration correction 
/n , is shown in Figure 4.10. As expected the deuterium data show a steady 
decrease with photon energy. In contrast the (lp lp ) data appear to slowly increase 
with energy. The same effect is present for the (ls lp ) data but is more pronounced. 
Consequently, the ratio of the carbon cross section to that of deuterium (Figure 
4.11 (a) and (b)) has a pronounced energy dependence. Further investigation using 
the quasideuteron Monte Carlo code shows that events predominantly from the low 
energy photons are lost because of the nucleon detector thresholds. The number of 
losses due to to this effect have been estimated from the code and used to correct 
the data. Figures 4 .1 2 ((a) and (b)) and 4.13 ((a) and (b)) show the corrected 
carbon cross sections and their ratios with those of deuterium. The correction 
almost removes the energy dependence of the cross section ratios although both 
data  sets would suggest a peak in the cross section in the 1 0 0 - 1 2 0  MeV photon 
energy region. The ratio averages out at 4.97±0.30 in the (lp lp ) case and 8.9±1.0
in the ( ls lp )  case.
Also of interest is the ratio of the cross section from the (lp lp ) region to tha t 
from the ( ls lp )  region. The uncorrected data (Figure 4.11(c)) are largely flat
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Figure 4.10: The ('y,pn) cross section as a function of photon energy, integrated 
over neutron angles from 67.5° to 105.0°. (a) Deuterium data (b) carbon (lp lp ) 
da ta , and (c) carbon (lp ls) data. The curves in (a) are fits to three sets of recent 
d a ta  which are parameterised in ref. [112]. The carbon data do not include the 
integration correction /n-
Cl
CL
0 .4
CL
120 14010080
PHOTON ENERGY ( MeV )
Figure 4 .1 1 : Ratios of the ('y,pn) cross section as a function of photon energy, (a) 
The carbon (lp lp).‘deuterium ratio, (b) carbon (lpls):deuterium  ratio, and (c) 
carbon (lp ls):carbon  (lp lp ) ratio. The carbon data do not include the integration
correction /n-
300
200
100
j Q
b
800
600
4 0 0
200
80 100 120 140
PHOTON ENERGY ( MeV )
Figure 4 .1 2 : The (7 ,pn) cross section as a function of photon energy, integrated 
over neutron angles from 67.5° to 105.0°, with the integration correction f n in­
cluded. (a) Carbon (lp lp ) data, and (b) carbon (lp ls) data.
10
8
6
A
2
0
16
12
8
A
0
A
3
2
1
0
j
( a )
l  i
O
( b )
( c )
t >
J  i
_ i__________  i______________ i______________ i_______
8 0  1 0 0  1 2 0  140
PHOTON ENERGY ( MeV)
:: Ratios of the (-T,pn) cross section as a function o f photon energy, with  
tion correction fa  included, (a) The carbon (lp lp )^ eatenm n ratio , (b) 
ls):deuterium ratio, and (c) carbon (lp lsjaarb on  (lp lp ) ra*»-
above 1 0 0  MeV. Introducing loss corrections introduces a negative slope to the 
da ta  above 1 0 0  MeV (Figure 4.13(c)).
4 .5 .2  N eu tro n  A ngle D ep en dence
The data  used to examine the angular dependence were selected from the 
top 2 0  MeV of the photon energy range i.e. 113-133 MeV. The measured values, 
w ithout the integration correction, are shown in Figure 4.14 and the corresponding 
carbon to deuterium ratios are shown in Figure 4.15((a) and (b)). The latter 
shows a slight decrease in ratio with increasing angle. The corrections for detector 
biasing, the results of which are shown in Figure 4.16, increase with angle in 
the ( lp lp )  case but remain constant in the (lp ls) case. Thus, in the 67.5°- 
105.0° region both ratios with the deuterium cross section are seen to be isotropic 
(Figure 4.17). Figure 4.17(c) shows the cross section ratio for the two missing 
energy regions in the carbon data. The trend suggests that the relative frequency 
of emission of (lp lp )  and (lp ls) pairs does not vary with angle. The average ratio 
would suggest th a t ( lp ls) pairs are emitted more often. This surprising feature 
will be discussed further in Chapter 5.
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integrated over all measured proton angles, and averaged over the 113 to 133 MeV 
photon energy range, (a) Deuterium data (b) carbon (lp lp ) data, and (c) carbon 
( lp ls )  data. The carbon data do not include the integration correction / n .
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Figure 4.15: Ratios of the (7 ,pn) differential cross section as a function of neu­
tron  angle, and averaged over the 113 to 133 MeV photon energy range, (a) The 
carbon (lp lp ):deu terium  ratio, (b) carbon (lpls):deuterium  ratio, and (c) car­
bon (lp ls):carbon  (lp lp )  ratio. The carbon data do not include the integration
correction /ft.
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Figure 4.16: The (7 ,pn) differential cross section as a function of neutron angle, 
integrated over all measured proton angles, and averaged over the 113 to 133 MeV 
photon energy range, with the integration correction /n  included, (a) Carbon 
( lp lp )  data, and (b) carbon (lp ls) data.
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Figure 4.17: Ratios of the (7 ,pn) differential cross section as a  function of neutron 
angle, and averaged over the 113 to 133 MeV photon energy range, with the 
integration correction fn  included, (a) The carbon (lp lp):deuterium  ratio, (b) 
carbon (lp ls):deu terium  ratio, and (c) carbon (lpls):carbon (lp lp )  ratio.
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5 .1  T h e  Low  M issin g  E n ergy  R eg io n
5 .1 .1  T h e R eaction  M echanism
The data  in this region show clear angular correlations, in agreement with the 
observations of previous authors. Such correlations are shown in Figure 4 .2 (b). 
The half w idth at half maximum corresponds to 2 0 °. However, this in itself should 
not be taken as conclusive evidence of a quasideuteron mechanism since both the 
phase space and the quasideuteron calculations show similar correlations even 
though different mechanisms are assumed.
The Dalitz plot illustrated in Figure 4.4 shows that the recoil nucleus does 
not participate in the sharing of the available kinetic energy and acts more like a 
spectator in the absorption process. Again, however, caution is required since the 
effect may arise from the way the data are selected by the experimental system. 
Clear effects are observed in the comparison of the calculations with the recoil 
m om entum  distribution of Figure 4.3. The pure phase space prediction peaks at a 
higher momentum than does the distribution of experimental data points and so 
does not describe the data well. The agreement of the quasideuteron calculation 
is remarkable since no account has been taken of final state refraction or detector 
resolution effects.
The quasideuteron model also reproduces the distribution of the x- and z- 
components of the recoil momentum vector (Figures 4.5 and 4.7 respectively) 
and the distribution of its polar angle. Distributions in the t/-component and the 
azim uthal angle of the vector do not agree in detail but show the correct qualitative 
features. In contrast, the phase space calculation fails everywhere except in the 
description of the rc-component distribution and perhaps the azimuthal angular
distribution.
The difference in the efficiency of the detection system for the two mechanisms 
has an im portant effect on the measured cross sections. The values, corrected
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using the quasideuteron calculation, as a function of photon energy in Figure 4.13 
reveal an average cross section of ~250 ^b. Since the phase space calculation is 
a factor three less efficient, the resulting cross sections would be of the order of 
700—800 fih. This would account for 70—80% of the total photon absorption cross 
section of Ahrens et al. [98], which show an average total cross section of ~ 1  mb 
in this range, and is considered unreasonable . This, and the preceding evidence, 
leads to the conclusion that, in this region, the reaction proceeds via a direct 
interaction of the photon with a correlated neutron-proton pair.
5 .1 .2  T he L evinger P aram eter
In the Levinger model the ratio of the nuclear cross section to tha t of deu­
terium  is equated to the quantity L N Z /A  (see Equation 1 .1 ). The param eter L  
is dependent on the radius parameter r0 and in his original calculation Levinger 
obtained L  =  6.4 using ro =  1.4 fm. He later revised this to L  =  8  [93] with 
ro =  1.2 fm. In fact r0 is A-dependent and, from electron scattering data, has 
been param eterised by Elton [94] into the form
r0 =  1.12 +  2 . 3 5 -  2.07A“ s fm.
Such variation (for example r0(A — 1 2 ) =  1.49 fm, ro(A =  1 0 0 ) =  1.22 fm) has led 
Tavares et al. [95], to parameterise L as a function of A. They arrived at
so th a t for the 12C nucleus a value of 5.4 is expected.
The product N Z  represents the number of possible neutron-proton pairs, and 
in an experiment such as the present one, where cross sections from different shells 
can be m easured, the contribution from these shells to the product N Z  should 
be used in the model. In the Xp-shell N lp =  =  4 so that for ( lp lp ) pairs the
relevant num ber is N lpZ lp = 16. The same figure applies to (lp ls) pairs. However,
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Nucleus Group Year E7 (MeV)
Final 
Value 
of L
Escape
Factor
Used
L
without
Escape
Factor
4He Illinois 1958 150-280 6.3 ±  1.0 0.72 4.5 ± 0 .7
Tokyo 1985 190-430 4.2 1 .0 0 4.2
6Li Illinois 1984 30 0.54 ±  0.03 1 .0 0 0.54 ±  0.03
40 1.02 ±0.05 1 .0 0 1.02 ± 0 .05
50 1 .8 6  ± 0 .1 2 1 .0 0 1 .8 6  ± 0 .1 2
60 2.61 ±0.27 1 .0 0 2.61 ± 0 .27
G.E.M. 1987 82-108 3.42 ±  0.30 1 .0 0 3.42 ± 0 .30
108-133 4.14 ±0.42 1 .0 0 4.14 ± 0 .42
133-158 5.16 ±0.36 1 .0 0 5.16 ± 0 .36
Illinois 1958 150-280 4.1 ± 0 .6 0.52 2.1 ± 0 .3
Glasgow 1967 -250 9.6 ± 2 .3 0.37 3.6 ±  0.9
Tokyo 1985 190-430 4.9 1 .0 0 4.9
12c Sendai 1987 85 — 0.25 —
G.E.M 1987 90.5 3.76± 0.44 1 .0 0 3.76± 0.44
1987 108.0 3.98± 0.38 1 .0 0 3.98± 0.38
1987 125.4 3.87± 0.38 1 .0 0 3.87± 0.38
Illinois 1958 150-280 — 0.42 —
Glasgow 1967 -250 12.4 ±  3.0 0.31 3.8 ± 0 .9
M.I.T. 1960 -260 3.0 0.31 0.9
Tokyo 1985 190-430 4.5 1 .0 0 4.5
160 Glasgow 1965 -250 10.3 ±  2.6 0.30 3.1 ± 0 .8
Tokyo 1985 190-430 4.1 1 .0 0 4.1
40Ca Glasgow 1967 -250 8.7 ±2 .1 0.18 1.57 ±0 .38
Table 5.1: I-values and probability-of-escape factors from (i,pn) experiments. 
D ata are found in refs. [23,24,25,26,27,42,78,100,102] and this thesis.
before the result of this experiment is presented the results of other authors are 
examined.
P h o to n  A b sorp tion  M easurem ents
The to tal photon absorption cross section measurements of Lepretre et al. [96] 
and Ahrens et al. [98] have proved useful in evaluating L. Levinger’s theory fits the 
d a ta  well in the region above the A-resonance. However, in measurements of some 
heavy nuclei it overestimates the cross section at low energies near =  40 MeV. 
Levinger [99] explained this as arising from damping of the cross section due to 
Pauli blocking and introduced a factor e~D!Et into his equation to account for it. 
Tavares further analysed the data of refs.[96,98] and found tha t for those nuclei 
considered, for which A < 40, D  was approximately zero. In the case of lead he 
found a value of D  «  60 MeV. From the data he parameterised L  as
A2147
L  =  -------  (5.2)
N Z  y '
which agrees reasonably well with Equation 5.1 in the A = 1 0  to A  =  40 region. 
It yields a value of 5.8 for 12C.
C om parison  w ith  O ther (7 ,pn) D ata
The (7 ,pn) reaction was recognised early on as a valuable tool for investigating 
short range correlations via the parameter L. The analysis of the data has been 
hindered by confusion as to the importance of final state interactions, in partic­
ular absorption in the final state. Table 5.1 shows a list of the various L -values 
measured over the years for these experiments. It is evident that there are wide 
discrepancies between the measurements. Some of the discrepancies may be re­
moved when the corrections to the data made by the various authors are removed 
as shown in the final column of that table. Figure 5.1 shows these results in 
graphical form. The 12C data of the M.I.T. group is only displayed for interest and
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Figure 5 .1 : Values of 7^ — measured by various authors for various light nu­
clei. Correction factors to account for final state absorption have been removed. 
Solid squares—refs. [24,25]; open squares-ref. [23]; solid circles—refs. [26,27]; open 
circles-ref. [100]; stars-ref. [102]; triangles-ref. [78] and this thesis.
should not be treated equally with the other data (see the discussion of the M .I.T. 
da ta  and the Glasgow data in Chapter 1 ). With this exception there is reasonably 
good agreement among other authors.
The most extensive measurements have been carried out on 6Li by Vogt et 
al.. [78] and Wade et al. [1 0 2 ]. When comparing this data with the older data 
of B arton and Smith, taken at higher photon energies, a steadily increasing ratio 
~n z ^ T  ^  *s observed. It is, perhaps, not surprising tha t the early results of 
Barton and Smith do not meet the data of Vogt since their experiment measured 
the cross section to all possible final states whereas the data of Wade and of Vogt 
m easured the cross section to the state where there is an a-particle in its ground 
state. The data from the Barton and Smith experiment are more likely to be 
affected by final state absorption of the outgoing correlated neutron-proton pair 
since a nucleon from the deeper s-shell will have less kinetic energy and so be less 
able to escape.
The steep rise of Vogt’s 6Li data is not reproduced in the present 12C data in 
Figure 5 .1 , which are separated into three photon energy bins for clarity. They 
yield an average Levinger parameter of 3.78 ±  0.23. The data show a constant 
cross section which agrees with the results of Tokyo and of Glasgow.
P au li B lock ing
The effect of Pauli blocking, as proposed by Levinger, would deplete the cross 
section at lower energies. The findings of Tavares, however, suggest tha t the effect 
is very small for light nuclei. Wade et al. fit their data, taken in the 30—60 MeV 
photon enery range, by appeal to a damping factor. However, to ascribe a Pauli 
blocking effect to the data of Wade would seem unreasonable since only pairs of 
lp-shell nucleons are analysed which have a separation energy of 3.7 MeV, and are 
on the surface of the Fermi sea of nucleons. It would seem unlikely, considering the
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photon energies used, that these nucleons are “blocked” . Those authors themselves 
do not take their fit too seriously. Similarly, the present ( lp lp ) data from 12C is 
unlikely to be affected by Pauli blocking although the (lp ls) data may be more 
susceptible to the effect. In the light of the findings of Tavares et a l  and in the 
absence of a detailed theoretical treatm ent of Pauli blocking, the effect will be 
ignored.
F in a l S ta te  Interactions (FSI)
The variety of factors employed in the past to account for the probability of 
escape reveals considerable uncertainty as to their importance. Some authors 
[100,101] have ignored FSI altogether. A mean free path (mfp) approach to FSI 
has been followed by both M.I.T. and Glasgow to account for their high energy 
data. It is clear tha t the mfp of a nucleon in nuclear m atter is dependent on 
the photon energy and nucleon emission angle. The effect will depend on exactly 
how the experiment is carried out. For lower nucleon energies the mfp is shorter 
since the reaction cross section of nucleons with residual nuclei is larger. (See the 
param eterisation of the absorption cross section in [97].) Figure 5.2 shows the 
effect of the mfp on the probability of escape factor as calculated by Stein et al. 
[23]. The FSI corrections are expected to decrease with increasing photon energy.
In the light of the good agreement of the total photon absorption cross section 
data  in the high energy region with Levinger *s model it is reasonable to assume 
th a t it will describe the (q^pn) reaction. The discrepancy, however, between the 
present da ta  and the expected value of L =  5.8 (in so far as this number can be 
applied to particular shells) from Equation 5.2 would require the inclusion of an 
escape probability factor of 0.65 to “make the data fit the model in the (lp lp ) 
case.
The importance of the contributory reaction channels to the photodisintegra-
85
ES
C
A
PE
 
PR
O
B
A
B
IL
IT
Y
A =  12
0.2
320 1
MEAN FREE PATH ( fm  )
Figure 5.2: The probability that a proton-neutron pair will escape from a nucleus 
of mass A  =  1 2  as a function of the mean free path.
tion of O gives clues to the importance of FSI. An experiment performed by 
Carlos et al.[106] measured total photoneutron cross sections from ieO from 30 to 
140 MeV. It was shown that 0 (7 , I n . . . ) 1 contributes -85%  to ( E J 2. From 
the d a ta  of Gorbunov et al. [107,108] Carlos concluded that in the 30 to 170 MeV 
region only the ("y,pn), exclusive (7 ,n), (7 ,an), (7 ,o:pn) and (7 ,ppn) reactions con­
tribu te  significantly to 0 (7 ,I n . ..). Gorbunov’s data shows that, in this photon 
energy range, the integrated cross sections of the (7 ,pn) reaction is 50% of tha t of 
(7 ,I n . ..). Now Carlos also observed that contributes nearly all of the to­
ta l cross section in the 70 to 110 MeV range. Thus the (7 ,pn) channel contributes 
a t least 40% (— 0.85 x 0.5 x 1 0 0 %) to the total cross section in this region. The 
fraction will be similar over the 83 to 133 MeV range of this experiment. The 
radius of the 12C nucleus is — 1 0 % less than that of 10O and so the fraction of 
nucleon pairs which escape from 12C will be greater. So in this energy region 0.40 
m arks a lower bound for the probability of escape of neutron-proton pairs. A value 
of 0.5 would yield a Levinger parameter of 7.5 ±  0.5 for the present data.
A n gu lar  D istr ib u tion
It should be borne in mind that the angular distributions (Figure 4.14) are sen­
sitive to the accuracy of the neutron detection efficiency calculation obtained from 
the program  STANTON which is estimated as ±16%. Variation within this tol­
erance is not surprising, and the resulting distributions may show unusual effects. 
The cross section ratios, however, should be independent of this effect.
Except for a slight increase at the ends of the range, the efficiency correction /n 
from the quasideuteron calculation shows little variation over the range of angles 
considered. Thus the shape of the distribution in Figures 4.14(b) remains largely 
the same as in 4.16(a). The cross section is forward peaked, presumably due to
M 7 , i n . . . )  is defined as a [(7, in) +  (7, »np) + *na) +  tn2p) +  ‘ ' *1 where 1 =  *’ 2 ,3 , .. ..
2* M ( E y) is defined as afr, »n • • •) where j  = 1,2,3, . . . .
86
the centre of mass motion.
The cross section ratio of Figures 4.15(b) and 4.17(b) show no evidence of 
significant variation with angle, in agreement with the findings of Dogyust et a l  
[31], and with the more recent findings of Vogt et al. [78]. This is in accord with 
the quasideuteron model predictions.
5 .2  T h e  H ig h  M issin g  E n ergy  R eg ion
As in the case of the data at low missing energy, the quasideuteron model 
reproduces the shapes of the distributions shown in Figures 4.2, 4.3, and 4.5 to 4.9 
for the high missing energy data quite well, within the statistical accuracy of the 
d a ta  points. The data would appear then to support the idea of absorption on a 
proton-neutron pair. It will be observed, however, that the phase space model also 
gives a reasonably good fit to the data thus rendering the results less conclusive.
Again, the efficiency of detection for the two processes helps clarify the sit­
uation, although not completely. As before the efficiency for the quasideuteron 
process is a factor 2-3 better than that for a phase space decay. Evaluating a 
correction factor for the former process yields an average total cross section of 
~500 /ib whereas a phase space correction factor would yield a value of ~1.0—
1.5 mb. As before, this exceeds the total absorption measurement of Ahrens, and 
is therefore unrealistic.
There are still difficulties, however, since the quasideuteron efficiency correction 
renders cross sections for the (lp ls) data which are almost a factor two greater than 
those for the ( lp lp )  data(Figure 4.13(c)). The number of possible neutron-proton 
pairs available is 16 in each combination of shells and, to first order, it would 
be expected th a t each would yield a similar cross section. Further, the single 
particle wavefunctions for the two shells are completely different in character (the 
radial part of the Is wavefunction is non-zero at zero radius, in contrast to the
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Ip  wavefunction) so tha t the probability of finding two nucleons “close together” 
is less in the (lp ls )  case than for the (lp lp ) case thus reducing the ( lp ls )  cross 
section. The effect of FSI on an outgoing s-shell nucleon would be greater than 
the effect on a p-shell nucleon since it will have a shorter mean free path  in the 
nucleus, thus further reducing the cross section.
The problem may lie in the fact that it is assumed in the Monte Carlo cal­
culation th a t all the correlated pairs which absorb a photon will escape without 
experiencing any inelastic FSI. Suppose the cross section for absorption on a ( lp lp )  
and a ( lp ls )  pair is crlplp and a lpls respectively. Because of FSI, the cross section 
for the emission of correlated neutrons and protons is depleted, written as f\<rlplp 
and / 2crlpla where f i  and / 2 are depletion factors. Further, because of the limited 
solid angles and non-zero thresholds of the detectors only a fraction of the cor­
related pairs will be detected, written as j^TfCrlplp and - J ^ j ^ lpl9y where the /n*s
hi ht
are defined in Section 3.6. It is assumed that the contribution to the absorption 
cross section (1 — / i ) o lplp, lost from the low missing energy region because of FSI, 
will still result in the emission of a neutron-proton pair. Such events will have 
a higher missing energy and will enhance the measured number of events there. 
These events behave in a manner more appropriate to phase space decay of the 
12C nucleus because of the liberal sharing of the available energy. Consequently 
the enhancement of the (lp ls) cross section is ^ ^ 7 (1  — fi)&lplp. In the d a ta  
analysis procedure the results are corrected for the detector limitations so th a t 
the corrected results give the dependence of
£i»t, =  f i ° lFlp
and rlpl*
£ 1, 1. =  f W U +
Figure 4.13(c) shows tha t
Slpl* =  uEiplp 
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where n =  1.7 ±  0.2. Defining m =  and assuming / ,  =  / ,  =  /  it can
be shown tha t
/m  =  — ----------------
fn  -  C(  1 -  / )
where C =  f np / /£  . The two Monte Carlo codes described in Section 3.6
indicate that C has a value of 0.3 to 0.5 over the photon energy range. From 
previous measurements /  ^  0.5 ±  0 .1. These figures give a value of
m = 0.8 ± 0 .3 . (5.3)
The average value of C ~  0.4 is taken in the extreme case where the initial corre­
lation is completely lost. The other extreme is where there is no loss of correlation 
and C = 1. A more realistic picture would be somewhere between the two. Since 
m  increases with C  the value quoted in Equation 5.3 may be taken as a lower limit 
of m.
The result suggests that between 10% to 40% of the events measured in the 
high missing energy region may arise from the absorption of a photon on a (lp lp )  
pair. The final state interaction will result in an excited 10B nucleus which will 
decay through a variety of channels usually involving an a-particle. Measurement 
of these other channels is beyond the scope of this experiment since the heavier ions 
have a relatively short range in air compared with protons and are not detectable 
w ith the present system. Further detailed analysis of this region is thus difficult 
to carry out.
5 .3  M e so n  E xch an ge C urrents and  C o rrela tio n s
The success of the quasideuteron model at high energies points to a signifi­
cant contribution from the interaction with meson exchange currents (MEC) in 
the nucleus since they contribute a substantial fraction to the deuteron photo­
disintegration cross section [105], A phenomenological model such as Levinger’s
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Figure 5.3: Laget’s calculation of aD(E^). The hatched area shows the  contri­
bution m ade by meson exchange currents over and above the simple direct pins 
rescattering contributions. The data points are described hi [105].
contributes much to a general picture but provides little detail. O ther authors 
have attem pted to provide a detailed microscopic description.
L a g et’s M odified  M odel
It has been proposed by Laget [105] that the absorption of a 40-140 MeV 
photon ought to be associated with only the MEC contribution to the deuteron 
photodisintegration cross section,
N Z
°QD = L '— o™h. (5.4)
The fraction of <jd which is attributed to (jjfch is shown in Figure 5.3. The cross 
section contribution removed is that arising from the direct knockout and rescat­
tering amplitudes. The rationale behind removing the former would be th a t the 
deuteron photodisintegration cross section already contains a contribution due to 
a direct interaction of a photon with the charge on the proton. This part of the 
cross section contributes mainly at low photon energies and depends on the mo­
m entum  wavefunction of the proton in much the same way as the nuclear direct 
knockout cross section in Equation 1.8 does. It decreases rapidly with increasing 
photon energy as higher momentum parts of the wavefunction are probed. Reten­
tion of this part of the deuteron cross section in that of the quasideuteron, while 
treating the nuclear direct knockout process separately, introduces an element of 
“double counting” of parts of the cross section and should therefore be excluded. 
Meanwhile the excess cross section above the direct part arising from exchange 
current contributions becomes more important with increasing photon energy.
The function is shown in Figure 5.4 with V  — 11 and is, in line with
<?D
Equation 5.4, to be equated to Laget chose V  = 11 to fit the total photon
absorption data  of Lepretre et al. taken from nuclei from Sn up to Pb. A value 
of V  =  10 provided a better fit to the photoneutron cross section data of Carlos 
et at. [106] from 160 . Figure 5.4 also shows Levinger’s modified model (which
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Figure 5.4: Dashed line : Laget’s calculation of V o e^ chl<jD with V  — 11. Solid 
line: Levinger’s calculation of Le~D^E'1 with L  =  8 and D — 60 MeV.
includes the effect of Pauli Blocking) with parameters L = 8 and D = 60 MeV, 
the param eters appropriate for a heavy nucleus. Both models display the same 
qualitative effect of a gradually increasing function with photon energy.
The present data can be fitted with L' =  10 as shown in Figure 5.5. The 
theory reproduces the energy dependence better than the basic quasideuteron 
model. However, no account has been taken of FSI in either the data or the 
theory so th a t Laget’s model may underestimate the cross section by up to 50%. 
It may be argued tha t the efficiency correction factor used to acquire the final data 
points is dependent on Gottfried’s model. In particular it would be dependent 
on the 2H(7 ,n) reaction cross section. Since Laget’s model is one for the total 
absorption cross section only, one can do no more than assume that his exchange 
contribution has the same angular dependence as the full differential cross section. 
The kinematics for deuteron breakup are fixed for a given photon energy and 
neutron angle so tha t the assumption will give the same correction factor. Until 
a more detailed model is available no further conclusions can be drawn.
A  M icroscop ic D escription  w ith  M EC
Gari and Hebach [44] have calculated the total (^p n ) cross section for 160  when 
the photon interacts with the MEC only. The contribution which arises from the 
interaction of the photon with the charge on the nucleon is ignored since in their 
calculation it contributes little. The calculation does not include the effect of final
state  interactions.
Considering the success of the quasideuteron model, it is assumed that,
Ac<?c _  A qQq 
(N Z ) C ~  (N Z )o
in order to estimate the cross section for 12C. The contribution to the total cross
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Figure 5.5: Comparison of the present 12C(7 ,pn) low missing energy data  with the 
calculations of Laget (solid lines) and of Gari and Hebach (dashed lines).
section from each shell combination is estim ated by further assuming
( N Z %On = -oc  (5.6)( N Z ) C
where the superscript i indicates the particular shell combination (( lp lp ), (lp ls)  
or ( is Is )) . To compare the data with the cross section ratios as for the Laget 
trea tm en t above, the contributions need to be divided by the deuterium photo- 
disintegration cross section and multiplied by Acj{^NZ)\j.  Thus the measured 
quantity  A qoxc / ( N Z ) lc oD should be compared with oojo$ for each shell, where 
Oo is the cross section of Gari and Hebach and a is some theoretical calculation. 
For consistency, the calculation of the total two body photodisintegration cross 
section by Laget [104] has been used.
The results for 12C are shown in Figure 5.5. The calculation is, at best, a factor 
two lower a t 60 MeV, and a factor five lower at 140 MeV. Unlike the Laget curve, 
th a t of Gari and Hebach has a maximum at ~80 MeV and falls off with increasing 
energy. Again FSI will be an im portant effect unaccounted for here. Qualitatively, 
the d a ta  appear to reach a maximum at higher photon energy. Strictly speaking 
the calculation is an average over all possible shell combinations and so the details 
of the cross section may differ slightly from those represented in the figure.
J a stro w -ty p e  Correlations
Weise, Huber and Danos (WHD) have presented evaluations of the cross sec­
tions for photoemission of (lp lp ) and (ls ls) pairs, and the total cross section, for 
lsO [19]. From these the author has synthesised the (lp ls) cross section (which 
comprises of th a t for a ls-shell neutron and a lp-shell proton and vice versa). 
WHD did not evaluate the corresponding cross sections for 12C. However, ssum- 
ing Equations 5.5 and 5.6, the cross section for (lp lp ) pairs from 12C is
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Figure 5.6: Comparison of the ratio a/oj) of the present ( lp lp )  data  with the 
calculations of WHD for various values of q, the exchanged momentum.
The dependence of a^c p p^/(jD (with op given by Laget) is shown in Figure
5.6 for various values of the parameter q, the momentum exchanged between the 
nucleons during the absorption process. The results are qualitatively different 
from the calculations of Laget which predict a steadily increasing function Z/-haD
in this region. All the curves of WHD are either decreasing between = 80 MeV 
and =  130 MeV or reach a maximum in the region. It appears tha t for higher 
<7, the rate  of decrease with photon energy is less.
It will be observed tha t for the ratios shown in Figure 5.6 the data lie near 
the q = 300 MeV/ c curve. This agrees with the results obtained by WHD in their 
analysis of (7,p) data. Qualitatively, the (lp lp ) data rises over its range while the 
q — 300 MeV curve is turning over.
Su m m ary  and C om m ents
It would appear tha t the attem pt by Laget to parameterise the energy depen­
dence of the the total photon absorption cross section by one param eter has been, 
according to other papers, succesful. Applied to the present (7 ,pn) data the result 
is not so succesful. The energy dependence is reproduced but the magnitude is 
wrong. It may be tha t the assumption implicit in the data points, tha t each shell 
combination contributes exactly according to the number of pairs it contains, may 
be at fault. The treatm ent of Gari and Hebach is of a more fundamental nature 
and has a more correct form. Its failure to reproduce the correct magnitude of 
cross section may be due to inaccurate input parameters such as the unrealisti- 
cally deep shell model potential used and the long range Yukawa-type form of the
residual interaction. •
It should be stressed that the WHD approach should only be considered as 
a rough outline of a calculation which needs much improvement. The principle 
of the WHD calculation should not contradict the work of Gari and Hebach and
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others since the modifications to the wavefunctions introduced by the Jastrow 
formalism necessarily modify the two-body current (MEC) distribution, through 
the continuity equation. The problem is to find the modifications which give rise to 
the correct two-body current required to preserve guage invariance. Some possible 
directions are mentioned in the concluding section.
C hapter 6 
C onclusions
■ . - . 4 ;.. ; . 'v f .  .. o ;i- , - t i  ' - v  ^
V;V :^ /- a rH?.h
■ * :  *. » ,
■ ■ • r. . •■ ^--"4 f e w  t-i-i: ■ :  /■ 4  ; <h^  : 4 ,;';
; ■ Tf
t?-‘ » - n*?}’ -J-
•• ' ". '  ■■' ■' ■ ■' ■■■■: ■ '  . •. v ; . ; : 44k;*.- V - : .  S . v i  ; r :
4 :  i .,,4.:;S  ^ 44V4' '  ’)■■>•. IX:. I 4?t" ,4 '4 -r^V: :* ,
■ 4; '-4 -• 4 , - ;• 4., life'
-■ ; , -4;-:., : . 4  4 4 :  4 < ' ^
4"'.' 4 .■ ■•- ' 4 ‘ . *
; . „. ■ . . .  :; : p.:,' ■ ■ ■' V .  tfeh V  . 4 - ;  44 • : Tv;,n^'4Vj.4 c ;i4 ,
, ~ '• ‘ 4 ' 4 .  , * ,'4
■ . -4 4 4 4 , I ’h  <:oiTip-HT^ i h v  4 . 4 4
■ ■ 4 \ . ' .  ! - 4  4 ^ 4 r , :r :; H r 4 1'i  « ;  A i i g - ' f c "  : : ' 4 ' X 4 ; 4 !:
:' - V .  - c \ q 4^ : r ;M  ; 7 'v ~  : T £ & r ' ^  4 X 4 * '  r % k - n h : . n 4 :  r
' -f - 4
. . - ... . 5.,. . Pr'^ nktfirzih. ■ Vv:k*; >7 V. 1£ 4^.44 \y
, i.- % , 4 ' <' - ' ■ r> ’ > - *
?vt .^44vi 4
v 4  'VKvpJm k -:m  (H W f
At the experimental level, it has been shown that a working system has been 
developed which can accurately measure all the kinematic variables required to 
establish unambiguously the kinematics of the 12C(7 ,pn)10B reaction. The impor­
tance of this cannot be understated in view of the consequences of some erroneous 
assum ptions (made for example by Stein et a/.) about the excitation energy of the 
residual nucleus.
The present data are more detailed than those taken in previous (7 ,pn) mea­
surem ents and, indeed, are the first kinematically complete measurements on 12C 
a ttem pted  in this energy region. It has been possible, in principle, to distinguish 
the shells from which the nucleons have emerged, although in practice there is 
insufficient structure in the high missing energy region to substantiate this. For 
the present experiment it has been possible to reconstruct the recoil momentum 
of the residual nucleus and thus to establish that, in the low missing energy re­
gion, the reaction mechanism is a direct one with a correlated neutron proton pair. 
The high missing energy data suggest that there is some comtamination from the 
inelastically scattered (lp lp ) pairs, although the uncertainties are considerable.
The basic quasideuteron theory of Levinger has survived long, owing, in the 
main, to inadequate experimental facilities and techniques. With a reasonable 
factor included for FSI it is still able to account for the present data. Models which 
try  to associate the photoabsorption process with MEC give valuable insights into 
the details but, in tha t they can only account for fraction of the measured cross 
section, meet with only limited success. To compare the measured data with the 
contributions from MEC between nucleons in different angular momentum shells, 
more detailed calculations are required. The more exact calculations of Gari and 
Hebach need to be improved with more realistic parameters and assumptions.
Further work is required along the lines of Weise et al. before the worth of their 
calculations can be completely assessed. The present data best fit cross sections
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calculated with q — 300 MeV/c, in broad agreement with earlier (7,p) measure­
ments. Shapes more realistic than a simple ^-function need to be tried for the 
exchanged momentum packet. Even the use of a Gaussian function is too restric­
tive. An additional modification would be to introduce momentum packets which 
have more than one parameter. For example, the function 6{c[ — q$), in which the 
param eter qo is varied, says nothing about the likelihood tha t such a momentum 
is exchanged. Additional parameters, such as a “strength” param eter could be 
included. Such questions are being examined by Owens [110] in an attem pt to 
explain (7,po) reactions, and will also be applied to (7 ,pn) reactions. Realistic 
wavefunctions and potential parameters are required and correct normalisations 
have to be evaluated. Detailed calculations of the expected angular distributions 
would be of value.
On the experimental side there is much work to be done. The present data 
need to be extended over wider ranges and new data taken with improved statistics 
to observe trends more clearly. In particular, lower photon energy data could be 
acquired. In this region the cross section from a complex nucleus is expected have 
a markedly different photon energy dependence compared to tha t of deuterium 
because of the Pauli blocking effect. The suggestion by some tha t Levinger’s 
blocking param eter D  is small for light nuclei would imply that the effect varies 
rapidly at lower photon energies. Such experiments should stimulate further the­
oretical efforts to investigate it. Data taken at higher photon energies would be 
less susceptible to detector threshold effects and final state interactions and would 
allow clearer observation of (lpls)-pairs and also (lsls)-pairs. If contamination 
from other secondary processes can be accounted for, the interactions of nucleons 
in different shells could be investigated.
Experim ents on other nuclei are required. The most important of these are the 
lightest nuclei, especially 2H and 3He for which the wavefunctions can be calculated.
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The 2H(7 ,p)n reaction needs to be accurately studied since the details of meson 
exchange currents can then be extracted. Previous measurements have lacked the 
precision required to do this. 4He is likely to produce valuable information since 
it is the most dense of all nuclei and should reveal data on correlations at a very 
short range. W ith such prospects it is hoped that such experiments will greatly 
enhance our understanding of nucleon-nucleon interations within nuclear m atter.
A p p en d ix  A  
P hotom ultip lier Tubes
To determine which photomultiplier tube to use for the rear rank of the proton 
detector two kinds—Thorn EMI 9823B and Mullard XP2041 photomultipliers— 
were compared, testing each for
• the uniformity of response over the photocathode area, and
• the pulse height resolution.
The uniformity was considered important since any nonuniformity may introduce 
a degradation of resolution for events near the ends of the scintillator. There are 
two main factors which affect the uniformity of response,
• the variation in thickness of the photocathode coating, and
• how well the photoelectrons can be collected at the first dynode d\ (see 
Figures A.2 and A.3).
The photom ultiplier manufacturing process determines the thickness of the pho­
tocathode layer and the results vary from tube to tube. This, in turn, determines 
the probability tha t an incident photon will produce a photoelectron. This physi­
cal variation can be compensated for to some extent by the use of a focusing grid 
between the photocathode and d\. The potential of the grid (V^) is variable and is 
used to  optimise the flight path of the photoelectrons so that as many as possible
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are collected at d\. The variation of Y  g improves the collection of electrons from 
the thinly coated areas and reduces collection from thickly coated parts. The po­
tential at <^2 ? second dynode, also has a small, second order effect on electron 
collection at d\.
Uniformity tests of the photocathode response showed that, after optimisation 
of the base chain, the output signal from a typical EMI tube dropped as much 
as 41% from the maximum along the worst diameter compared with a drop of 
more than  75% for tha t of a typical Mullard tube. Figure A .l shows the deviation 
from uniformity of the whole cathode plotted against Y g. Vd2, in its optimum 
setting, improves uniformity by ~10% on that of its worst setting. Comparisons of 
resolution of the two types of tube showed that EMI tube also gives slightly better 
resolution. One further factor which favoured the choice of the EMI tube over the 
M ullard tube was tha t the Mullard tube had a dome shaped photocathode and was 
supplied with an attaching plano-concave light guide. This would have necessitated 
a further optical join in the final detector assembly which was undesirable.
The base chain used for the test is shown in Figure A.2. A large potential 
between the photocathode and dx sweeps photoelectrons away towards the first 
dynode and through the focusing grid. From d2 to d7 the inter-dynode potential 
is constant, but from d7 to d14 it increases steadily to reduce space charge effects 
caused by the large numbers of electrons being produced in the latter dynode 
stages. The effect would result m tube saturation for large scintillations, but this 
is further avoided by reducing the multiplication factor at dg. Consequently, 
is variable, the multiplication factor being dependent on this. Large amounts of 
charge incident on the later dynodes also cause fluctuations in the base chain 
current, causing instability in the inter-dynode potentials. This effect is greatly 
reduced by the use of decoupling capacitors. The optimum settings for the grid 
voltage and <k voltage were determined for each of the six photomultipliers used.
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Figure A.2: Circuit diagram of base chain used in photomultiplier tests.
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Figure A.3: Circuit diagram of final design of base chain used in the experiment.
The final design of the voltage divider was based on these results and is shown in 
Figure A.3.
When measuring the resolution of both tubes it was found th a t the voltage 
param eters obtained for best uniformity coincided very closely with those for op­
tim um  resolution. When optimised a typical EMI tube had slightly better resolu­
tion.
As for the 52 mm photomultiplier tubes used on the rest of the detector, uni­
formity of the photocathode layer thickness is less im portant owing to the smaller 
dimensions of the tubes and as light guides are used they have the effect of spread­
ing the light more evenly over the photocathode surface. The resolution obtained 
from the middle rank of AE detectors is dominated by the light transmission of 
the twisted-strip light guides which are unusually shaped. Hence the grid voltages 
and d$ voltages were adjusted to give maximum output with the cathode voltage 
set low enough to avoid saturation. Detailed setting up of the small front AE was 
less im portant as it was only used to indicate that a particle had come from the 
target.
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A p p en d ix  B
" T h e  F P D - X - b r i ^ g e r 3 E T > C  
S p ectru m  Shape
In order to calculate the corrections necessary to allow for losses in the se­
lection of prom pt events it is necessary to, know the shape of the electron-proton 
TDC spectrum. The shape can be calculated on the assumption tha t the random  
electrons are truly random in time.
B . l  T h e  W h ole  F P D
In this section the the whole focal plane detector is considered. In the next 
-section the principles are applied to the more complicated consideration of a part 
of the detector.
B .1 .1  T he M ultip lic ity  D istribution  of R andom  E lectron s
In this appendix the detection of random electrons which come within the logic 
gate produced by an X-trigger is assumed to be a Poisson process. That is, the 
probability of detecting k random, uncorrelated electrons within the X-Trigger 
gate is c~act  ^jkl* ot depends on the flux of electrons and on the gate width and it 
can be shown that a  is the mean value of the parameter k.
The FPD  is made up of six sections each of which can be treated as an in­
d e p e n d e n t detector. Let k{ be the number of random electrons which hit section
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® (l* and — 0 ,1 ,2 ,. . .) .  An event is characterised by the 6-tuple
(k i , . . . ,  kQ). The events recorded by the experiment in which all the electrons are 
random  are denoted by the set J2 ,* 6) : k{ > o}. The condition
^ =  > 0 is necessary since events are recorded only when an electron hits
the FPD . Thus the probability of an event in the set R  is
00 e~aa k
p (R ) = £  —^T" =  1 -  (B.l)
where cx is the Poisson parameter for the whole detector. In the situation where / 
electrons hit the whole detector the set of events of interest is
R l = |  (k i , . . . ,  kQ) : ^ k i  = I with I > 0 J .
The probability of R l occurring given that R  also occurs is written P (P * |P ) and 
is given by
m ‘\ R ) = (b . 2 )
Now, R ° f \ R  = 0 so P(R°C\R) = P{R°\R ) =  0. If I > 0 then P ( P ‘ n ^ )  =  
e~aa l/l\.  So, combining these with Equations B .l and B.2, the probability distri­
bution of interest is
^ i * ) = { ^ 5 j > ;  (*-3)
B . l . 2 T he T im e D istribution  o f Signals from  R andom s
Now the distribution of timing pulses obtained from random electrons within 
the gate is calculated. To start with, a problem involving boxes and objects is 
examined.
Consider n boxes arranged in a line and numbered 1 ,2 , . . . ,  n. The total number 
of ways of putting I objects (/ > 1) in n different boxes is , disregarding the 
order in which they were inserted. Suppose one object goes into box m (1 < m < n) 
an the remaining / -  1 go into boxes m +  1 , . . . ,  n. (Assume for the moment tha t 
n  _  m  _j_ 1 > /. This assumption becomes unnecessary later.) The number of ways
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of putting I 1 objects in n  — m  boxes is  ^J . Thus the probability of this
happening for a given m  is
( t r ) / Q -  <*••»
Now suppose tha t the boxes are time bins in a TDC measuring the time between 
signals from the proton detector (which start the TDC) and signals from the FPD 
(which stop the TDC). Let the bin width be At  and let a time gate open at time 
T  and close at time T  +  tg. Let the first electron within the gate come at time 
T  +  t e. Then the number of channels in the gate is t gj A t  and the electron arrives 
in channel t e/ A t .  So in Equation B.4 n is replaced by t g/ A t  and m  is replaced by 
t e/ A t .  If the first electron stops the TDC then the time probability distribution 
for I electrons incident on the detector within the time gate is
p i  __ ~  ^e)/A£j I ^tg/Ab^
This expands to
pi  _  . A . {tg ~ te) {tg ~ te — Afl) . . . (tg — t e — (/ — 2) At )  
t e ~  tg (tg - A t ) . . . ( t g - ( l - l ) A t )
Now, dividing by At ,  the probability density can be written as
(^ — t e) (tg — t e — A£). . .  [tg — t e — (I — 2) At)
P‘ [ e )  ~  if (tf - At ) . . . ( * f - ( i - l ) A * )
Now suppose the TDC has infinite resolution or, equivalently, At  - ► 0. Then the
probability density becomes
P‘ M  =  r ( 1 - tf ) ‘ * ( , > °)
To obtain the time distribution for random electrons detected in the whole 
detector, Equation B.5 is summed over all nonzero values of I where each term  is 
weighted by the distribution of Equation B.3. This gives
B . l . 3 M u ltip lic ity  D istrib u tion  for E vents w ith  a C orre­
la ted  E lectron
Since all events considered here have one correlated or “prom pt” electron, only 
events with I > 0 should be considered. The prompt electron comes at a known 
fixed time and the I — 1 remaining electrons are random. Thus for such events 
P (R)  = 1. The probability of obtaining I electrons is the same as the probability 
of obtaining I — 1 randoms, so that the probability distribution for the FPD is 
given by
e~aa l~l
Pi = j z I ] ! (/ > 0) {B‘7)
B . l . 4 T he T im e D istrib u tion  of Signals from  E vents w ith  
a P rom p t E lectron
Again, consider n boxes in a line numbered sequentially and I objects, one of 
which always goes into the box labelled p (1 < p < n). The problem splits into 
two cases: (a) The remaining I -  1 objects can go into boxes p +  1 , . . .  , n  only 
(assuming for the moment that n -  p is sufficiently large), or (b) at least one of 
the / -  1 objects goes into one of boxes 1, . . .  ,p  -  1. By similar arguments already 
given the respective probabilities of (a) and (b)  occurring are
r r W n 1'
(n — m — 1\ , In — 11 
1 \ l -  1
and
(” - . . .
As before m, n and p are replaced by t . / Af, t„/At  and tp/ A t  respectively, where 
t„ is the time of arrival of the prompt electron, and the limit At >Ois taken. 
The probability densities derived from the above expressions are respectively
P,  ( Q  =  ( l  -  V  -  *p )
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and
Pi {te) = ~ ( l  -  -
1 — 2
t< (o < t e < tp,l > 2). (B. 9)
Hence the time distribution for I electrons can be w ritten as
Pi {te) =
'  6 { t e - t p)
(*■ ~ c ) ~
for I = 1 and 0 < te < tg
0
f_2 for I ^  X 9*11(1 0  ^  tg fp
for / > 1 and tp < t e < tg.
(B.  10)
A sum over all values of /, making use of Equation B.7, yields the net time distri­
bution for the FPD:
*< .) =  { ;" " • " ■  { « < * • - « . ) + { )  . (b . , i ,
B .2  O ne sec tio n  o f  th e  F P D
B .2 .1  T he M u ltip lic ity  D istrib u tion  of R andom  E vents
Let R lj be the set of events where exactly / electrons (/ >  0)) hit section j  of  
the FPD , written as R\  =  {{ki, . . . , k 6) : k j  = I}. To find the probability over /, 
P ( R lj\R)  should be evaluated. Now,
Rl  D £ = { (* !, • • •, *e) : E iU  > 0 and ki =  l }
If I =  0 then
so th a t
={ (ku . . . ,  h )  : E?=i,w  fc. > and *, = ' } •
R° n  R={(ku. • • ,*e) : E?=i,*i k< > 0 and fcy =  o}
°o p-Pjftk
p ( R ° m = ' - a>' £ u = e ~a, {1- e )k=l
(B.  12)
where a j  is the Poisson parameter for section j ,  (3j is the Poisson param eter for 
all sections except j ,  and k = ^  a similar way, for / > 0, it can be
shown th a t .
e~a*cr-
p ^ n * )  = — j r J '
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Thus the probability distribution is given by
P ( R ‘\R) =  j (B.13)
It can be shown that =  1 if and only if a = aj  +  (3j.
B .2 .2  T he T im e D istrib u tion  o f R andom  E vents
The arguments of Section B .l.4 apply here also, so tha t the time distribution
using Equation B.13, is
Again the random background in a TDC spectrum is exponential with time.
B .2 .3  T he M u ltip lic ity  D istrib u tion  of P rom p t E vents
In dealing with a section of the FPD for events which include a prom pt electron 
somewhere in the FPD there are two classes of event:
1. Those in which the prompt electron hits the section in question
2. Those in which the prompt electron hits the FPD somewhere other than in 
the section in question.
R lj f ) R  is as defined in Equation B.12.
In the first case I =  0 is impossible since the prompt electron hits this section.
For / > 0 the probability tha t kj = I is e - ' a j  7 ( ( ~ The probability tha t
for I electrons hitting the section in question is given by Equation B.5. Thus by 
summing over all possible values of /, the time distribution for random  electrons,
• - k i >  - I  is simply 1. Thus the probability distribution is
(B.15)
107
In the second case, the probability that —^ is again 1 and the
probability distribution is
the same equation as that in B .ll  but with a.j substituted for a.  Lastly, the 
distribution for events in which the prompt electron goes elsewhere in the detector
are random , using Equation B.16. A distribution identical to Equation B.14 is 
obtained but without the factor (1 —
B .3  S u m m a ry
To summarise, the important results for a section of the FPD are quoted for 
reference:
• The multiplicity distribution of randoms (Equation B.13) is
(B.16)
B .2 .4  T he T im e D istrib u tion  of P rom p t E vents
The time distribution of Equation B.10 is appropriate here. Equation B.10 is 
subjected to a similar sum along with the distribution of Equation B.15 to obtain
is obtained by summing Equation B.5, since all electrons which hit this section
The time distribution of randoms (Equation B.5) is
The multiplicity distribution of prompts is
if the prompt hits the section in question (Equation B.15), and
if the prompt does not hit the section in question (Equation B.16)
• The time distribution of prompts is
6(te -  tp) for / =  1 and 0  < te < tg
for / > 1 and 0  < te < tp
0 for / > 1 and tp < te < tg.
if the prom pt hits the section in question (Equation B .1 0 ), and is, Equa­
tion B.5 if the prompt does not hit the section in question.
A complete, idealised distribution which would be expected for the section TDC 
can now be calculated. Let a be the probability that the event has a correlated 
electron or, in other words, that the event is from a tagged photon. The probability 
th a t the event is from an untagged photon is thus (1  — a). The section must 
be treated carefully since of those events which have a prompt, there is a finite 
probability of the prompt hitting the detector section, written as bj. The total 
probability for tha t type of event is abj, and a (l — bj) is tha t for tagged events in 
which the prom pt electron goes elsewhere. The net time distribution, summing 
over all possible values of I turns out to be
B .4  “S in g le s” in a S ectio n  T D C
The motivation for looking at singles (i.e. exactly one electron hitting the sec­
tion in question per event) arises because of the difficulty in assigning a particular 
FPD  channel to the timing signal from the FPD if more than one channel fires in 
an event. This is important in determining the photon energy. Only singles can 
be interpreted unambiguously. The probability density for singles events with a 
prom pt in the section ( from Equations B.15 and B.8 ) is
P o ( t e )  = oftye a ] b ( t e -  tp) (B .17)
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Figure B.l: Multiplicity distribution for TDC #3 . Triangles: measured distribu­
tion which has an average multiplicity of 0.2774. Circles: theoretical distribution 
evaluated from Equation B.16 with the same average multiplicity.
On integrating over t e the fraction of all the events which are in this category 
is abje >. e ai then is simply the fraction of all events, in which a prom pt hits the 
section, which are singles. This fraction is used to correct for the number of good 
events which must be thrown away because they are ambiguous. As described in 
C hapter 3, only spectra of singles are used in the selection process.
B .5  A p p lica tio n
To calculate the values of ay (j  =  1 , . . .  , 6 ) it would be desirable to limit the 
type of events accumulated (i.e. real, random, etc.) so that a and bj can be ignored. 
Such data  are supplied by the stabilised light pulser used on the proton detector 
to  m onitor the photomultiplier gains. The pulser produces light pulses at regular 
intervals and the resulting detector signals are passed through an OR gate with the 
norm al X-Trigger signal. A timing signal is also sent to one of the pattern  units on 
the FPD  (in this case, number 6 ). Hence section 6  gets pseudo-prompt signals. As 
photons are being tagged simultaneously, there are also random electrons hitting 
each of the six sections. The multiplicity distribution of electrons in sections 1 to 
5 are given by Equation B.16 while that of section 6  is given by Equation B.15. 
The average multiplicity in each case is ay (j =  1 , . . .  ,5) and olq +  1 respectively. 
The multiplicity distributions (see Figure B .l for an example) from the data have 
been evaluated and values of ay are shown in Table B .l along with the correction 
factors eai . These factors have been applied to the photon energy dependent cross 
sections in Chapter 4. The correction to the angle dependent data has been found 
by averaging over values for the top three FPD sections with the fifth and sixth 
sections being given a weight twice that of the fourth section. The factor was 
found to be 1.27 ±  0.08.
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Photon
Energy
TDC 
Number j OLj
Correction
Factor
e,ai
8 6 .1 6 0.311 1.37
94.8 5 0.343 1.41
103.6 4 0.311 1.36
112.4 3 0.277 1.32
121.3 2 0.263 1.30
129.4 1 0.194 1 .2 1
Table B .l: Photon energy dependence of the correction for losses during the se­
lection of prom pt data. An error of ±5% is estimated for the final correction
factors.
A p p en d ix  C 
Energy Loss Corrections to  
P roton  Energy C alibrations
If a proton enters a material with initial energy E u  then the proton has a finite 
range in tha t material and is denoted by R\. Similarly, a proton with energy E 2 
(<  Ei)  has a range R 2 (< Ri). Let
x = Ri -  R 2. (C'-l)
Then the energy lost by a proton of initial energy Ei while travelling through a 
thickness x  of material is Ei — E 2. Hence if the initial energy of the proton and 
the thickness of material are known the energy loss can be easily calculated from 
range tables.
In the present experiment, protons must travel through three types of material 
before entering an E block: target material (CD2 ,12C), air, and AE scintillator. 
Proton ranges as a function of energy are tabulated in [82]. Ranges for C10H14 
( C H 0 .7 1 4 3 ) ,  C12H14 (CHo.ssh), and CH2 are also tabulated so that data for NE1 1 0  
and N E 1 0 2 A ( C H 1 .1 0 4 )  have been obtained by interpolation. The data sets for 
target, air and AE are shown in Figure C.2 together parameters for fits.
From the parameterisations, R  is expressed in the form R  = cE  where c and 
k are parameters. On substitution into Equation C .l the energy with which the
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Figure C .l: The stopping power of CD2 as a function of the incident proton energy. 
The param eterisation is m C D 2 = 273.8E-0 8023 where E  is in MeV.cm2g_1.
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Figure C.2: The range of a proton in air and in the scintillator NE1 1 0  as a function 
of its incident energy. For air the parameterisation is R  = (2.3503 x 1 0 -3) # 1-7844; 
for NE110, R  =  (1.8917 x 10- 3 ) # 1-8054 where E  is in MeV and R  is in gem-2.
proton emerges from the material can be expressed as
. rcl1/*
E 2 = c E
c.
from which the energy loss can be easily obtained.
To find the energy loss in a composite material such as CD2 , for which range 
tables are not tabulated, the stopping powers of the m aterial’s constituents must 
be considered. ^  for CD2 is the sum of ( f f ) 12c and ( j f ) 3 • Writing the stopping 
power as m  = - ~  then
mcD2 has been evaluated and shown in Figure C .l. Having established these 
param eterisations of the stopping power, the range in CD2 is obtained from
Pd . Pcm cd2 =   mD H-------- m c .
P cd 2 Pct>2
Now -£n-  =  7 and =  7 , and since m a  f  for any medium [85] =  \m ^ .
P o d 2 4 POD 2 4 A  1 3  1
So
1 3
m CD2 =  ~ m  H +  7 ^ c -
8  4
^  has been parameterised in the form a E b from which the range is
w ith B  = 1 — b and A  — a lB  1.
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A p p en d ix  D  
P h ase Space
In this appendix the kinematic boundary of allowed energies of the final state 
particles is calculated from the equations of motion in the centre of mass frame. 
From this boundary it is then possible to calculate the expected recoil momentum 
distribution when the sharing of energies in the final state is determined purely 
by the available phase space.
T h e K in em atic  B oundary
For a proton, neutron and a recoil nucleus in a final state, the equations of 
m otion in the centre of mass frame are
r p +  r n +  r *  =  c  ( v . i )
for energy, where C denotes the total kinetic energy available to  the final state 
particles, and
Pp  +  Pn +  P R  =  0 (£>*2)
for momentum. The subscripts p , n and R  indicate proton neutron and recoil 
nucleus respectively. From Equation D.2
p 2R =  p 2n +  p \ +  2 PnPp cos 9pn. (D,3)
where 6pn is the opening angle between the proton and neutron momentum vectors.
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In the non-relativistic limit, writing m p = m n =  m  for the nucleon rest masses,
> / —
Tr =  Tp -f- Tn +  2 yjTpTn cos 6pn. (D .4 )
m Ri
m
The substitutions
and
C - T R = TP + Tn (D. 5)
Td = Tp ~  Tn (D.6)
into D.4 are made. Squaring both Equations D .5  and D ,6  and subtracting D .6  
from D.5 gives
2 ^ T n =  [(C -  TRf  - T l \ h . (D.7)
Substituting D.5 and D.7 into D .4  gives
T l  = ( C - T r Y -  sec2 0;pn
m R
m Tr - ( C -  Tr )
2
(D. 8 )
d(T2 \
W hen 0pn =  0  or 7r, = 0  and To is a maximum. So the equation
Tq = (C — Tr )2 -
m R
m Tr ( c - r * ) ] ' (D. 9)
m arks the boundary of the allowed values of To and Tr . Expressed more simply,
T l  (Tr  -  bY  ,
- f  +  u  ' =  1 P .1 0aL b£
which is the equation of an ellipse with semi-major axes a =  C {mR/ ( m R +  2m) ]» 
and b =  C [m/{mR +  2 m)].
P h a se  Space R ecoil M om entum  D istrib u tion
It can be shown [109] that the density of final states is
p — (const .)dTpdTn-
Thus phase space by itself, for which the matrix element of the interaction is
constant, predicts tha t a 2 -dimensional density plot of Tn against Tp would be of
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Figure D .li Expected boundary shape of a plot of Tr  versus Tjy — Tp Tn. The 
phase space distribution of Tr  is obtained by integrating a uniform distribution
over T&.
uniform density within the allowed kinematical region. Since Tr  and Td  are linear 
combinations of Tp and Tn with unit coefficients, a density plot of Tr  against 
Tp would also result in a uniform distribution within the boundary defined by 
Equation D .1 0 .
Integrating the constant distribution between the limits of the variable Td (see 
Figure D .l) gives the density of states in Tr . So the number of states in the 
interval Tr  to Tr  + (ITr  is
(const.) ( j T^  dToj dTR = (const.) ( l  -  ~ —  j  dTR
It is desirable to change from the variable Tr to the momentum pr. The resulting 
distribution is then proportional to
2 (, 2 mR + 2mV
p* V - p« i [ c ^ )  dpR‘
A p p en d ix  E 
Tables o f R esults
This appendix contains tabulations of some of the more im portant data ac­
quired for this thesis and displayed graphically in Chapter 4. Included are tabu­
lations of the recoil nucleus momentum distributions for the two missing energy 
regions considered. The angular and energy dependent cross sections for deuterium 
and carbon are also tabulated for data before and after the integration corrections 
/n  from the quasideuteron Monte Carlo code (see Section 3.6) are applied.
:,p;- uijinlmUvo .-ftiicffcvv for
■*, nzt-
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Momentum
(MeV/c)
#  of events
1 0 141±50
30 231±86
50 399±80
70 994±94
90 902±112
1 1 0 1064±122
130 782±124
150 718±131
170 471±124
190 317±111
2 1 0 287±99
230 71±77
250 151±71
270 244±59
290 106±44
310 35±41
330 80±39
350 —10±26
370 27±22
390 20±17
410 5±9
Table E .l: M omentum distribution recoil 10B nucleus for (Ip lp ) data. The num­
bers have been corrected for neutron detection efficiencies only.
Momentum
(MeV/c)
#  of events
2 0 34±50
60 338±108
1 0 0 784dtl33
140 613±146
180 784±130
2 2 0 371±111
260 —17±80
300 164-55
340 —31—28
380 - 8 ± 1 2
420 7±5
Table E.2: Momentum distribution recoil l0B nucleus for (Ip ls) data. The numbers 
have been corrected for neutron detection efficiencies only.
Photon
Energy
(MeV)
2H 12C
((lp lp ) data)
12c
(( lp ls) data)
86.1±4.0
94.8±4.0
103.6±4.0
112.4±4.0
121.3±4.0
129.4±4.0
74.0±3.7
57.0±3.6
56.2±3.3
48.4±3.4
43.5±3.2
46.4±3.5
29.4±7.6
75.1±8.1
61.0±7.6
70.6±8.2
70.8±8.1
69.0±8.3
7.6±3.1
6.1±5.0
27.3±6.5
47.6±8.2
35.5±8.1
37.8±8.5
Table E.3: The (,7 ,pn) cross section as a function of photon energy (in microbarns), 
integrated over neutron angles from 67.5° to 105.0° and all measured proton angles. 
The carbon data do not include the integration correction factor /n .
Photon
Energy
(MeV)
0 { l p l p ) / ° D 0 { l p l B) / 0 D V( lp l s ) /&{ lp lp)
86.1±4.0
94.8±4.0
103.6±4.0
112.4±4.0
121.3±4.0
129.4±4.0
0.40±0.10
1.32±0.16
1.09±0.15
1.46±0.20
1.64±0.22
1.49±0.21
0.10±0.04
0.11±0.09
0.49±0.12
0.98±0.18
0.82±0.19
0.81±0.19
0.26±0.13
0.08±0.07
0.45±0.12
0.67±0.14
0.50±0.13
0.55±0.14
Table E.4: Ratios of the ("y,pn) cross section as a function of photon energy. The
carbon data do not include the integration correction factor / n.
Photon
Energy
(MeV)
(lp lp )
data
(lp ls)
data
86.1±4.0
94.8±4.0
103.6±4.0
112.4±4.0
121.3±4.0
129.4±4.0
211±55
409±44
275±34
276±32
247±28
215±26
—  ± — 
520±430 
660±160 
740±130 
382±87 
290±65
Table E,5: The 12C(7 ,pn) cross section as a function of photon energy (in micro­
barns), integrated over neutron angles from 67.5° to 105.0°. All of the data include 
fn ,  the integration correction. The Monte Carlo code predicted no events for the 
8 6 .1  MeV, ( lp ls )  data point and so a correction factor was not computed.
Photon
Energy
(MeV)
0(lplp)/0D 0{lpls)l°D °{lpl3) / °(lplp)
86 .H 4.0
94.8±4.0
103.6±4.0
112.4±4.0
121.3±4.0
129.4±4.0
2.86±0.75
7.17±0.90
4.90±0.67
5.70±0.77
5.68±0.77
4.64±0.66
----j----
9.2±7.5
11.8±2.9
15.3±2.8
8 .8 ± 2 .1
6.3±1.5
— ± — 
1.3±1.1 
2.41±0.65 
2.68±0.56 
1.55±0.39 
1.35±0.34
Tabie E.6 : Ratios of the (7 ,pn) cross section as a function of photon energy. The
chrbon data include the integration correction factor fn-
Neutron 
Angle (°) 2H
12C
((lp lp ) data)
12C
((lp ls) data)
67.5 3.89±0.41 5.12±1.02 3.78±0.99
75.0 4.12±0.44 8.35±1.12 2.55±1.14
82.5 4.22±0.45 6.45±1.05 2.88±1.06
90.0 3.34±0.41 4.20±1.05 2.07±0.99
97.5 2.93±0.39 4.28±0.90 2.51±0.94
105.0 3.07±0.39 5.68±0.99 2.19±1.04
112.5 3.61±0.41 2.59±0.93 0.18±1.01
127.5 — ± — 2.88±0.82 3.70±0.96
Table E.7: The (7 ,pn) differential cross section (in jib /sr) as a function of neutron 
angle, integrated over all measured proton angles, and averaged over the 113 to 
133 MeV photon energy range. The carbon data do not include the integration 
correction factor fa.
Neutron 
Angle (°) & ( l p l p ) l  & D (7 ( l p l s ) / & D O  { l p l s )  1 °  { l p l p )
67.5 1.32±0.30 0.97±0.27 0.74±0.24
75.0 2.03±0.35 0.62±0.28 0.31±0.14
82.5 1.53±0.30 0.68±0.26 0.45±0.18
90.0 1.26±0.35 0.62±0.31 0.49±0.27
97.5 1.46±0.36 0.86±0.34 0.59±0.25
105.0 1.85±0.40 0.71±0.35 0.39±0.20
112.5 0.72±0.27 0.05±0.28 0.07±0.39
127.5 — ± — — ± — 1.28±0.49
Table E.8 : Ratios of the (7 ,pn) differential cross section as a function of neutron
angle, and averaged over the 113 to 133 MeV photon energy range. The carbon
data do not include the integration correction fa .
Neutron 
Angle (°)
(Ip lp )
data
(lp ls)
data
67.5 17.3±3.5 34.6±9.1
75.0 28.8±3.9 23.7±10.6
82.5 19.3±3.1 26.1±9.6
90.0 14.0±3.5 17.8±8.5
97.5 14.4±3.0 23.1±8.6
105.0 20.2±3.5 17.9±8.5
112.5 10.4±3.7 1.4±7.8
127.5 15.8±4.5 30.6±7.9
Table E.9: The 12C(7 ,pn) differential cross section as a function of neutron angle 
(in /zb/sr), integrated over all measured proton angles, and averaged over the 113 
to  133 MeV photon energy range, with the integration correction fn  included.
Neutron 
Angle (°) &(lplp) /&D °( lpU) l<rD a {\p\9)l<f(\p\p)
67.5 4.45±1.02 8.9±2.5 2 .0 0 ± 0 .6 6
75.0 6.99±1.21 5.8±2.6 0.82±0.38
82.5 4.57±0.88 6.2±2.4 1.35±0.54
90.0 4.19±1.17 5.3±2.6 1.27±0.68
97.5 4.91dhl.21 7.9±3.1 1.60±0.68
105.0 6.58±1.42 5.8±2.9 0.89±0.45
112.5 2.88±1.08 0.4±2.2 0.13±0.73
127.5 — ± — — i — 1.94±0.75
Table E.10: Ratios of the (7 ,pn) differential cross section as a function of neutron
angle, and averaged over the 113 to 133 MeV photon energy range, with the
integration correction f n  included.
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