Abstract-Continuous body temperature measurement (CBTM) is of great significance for human health state monitoring. To avoid interfering with users' daily activities, CBTM is usually achieved using wearable noninvasive thermometers. Current wearable noninvasive thermometers employ steady-state models used in nonwearable thermometers; as a result, the reaction time is long and the measurement can be disturbed by users' activities. However, there is no work to solve these issues. In this paper, first, differences between wearable and nonwearable temperature measurement are analyzed. Second, the relationship among the human body temperature, the skin temperature, and the device temperature is modeled based on artificial neural networks (ANNs). Third, this paper proposes a novel multiple ANNsbased wearable CBTM method. Experiments show that the reaction time of the proposed method is about one-tenth of that of other popular wearable noninvasive CBTM methods, while the accuracy and the robustness are improved.
I. INTRODUCTION

B
ODY temperature is an important sign of health and disease. The core body temperature of vital organs is kept in a certain range by the autonomous regulation mechanisms of human body, and a significant change of the body temperature usually means the occurrence of diseases. Body temperature measurement may be the most common method of medical diagnosis; however, defining the normal body temperature is not easy. There is no uniform body temperature throughout the body, which varies with the temperature monitoring sites. The hypothalamus is with the highest body temperature; how-ever, it is inaccessible, and the core body temperature is usually defined as the body temperature of the pulmonary artery, which is considered as the gold standard [1] .
In traditional body temperature monitoring, discrete measurement is carried out using thermometers such as mercury thermometers, electronic thermometers, infrared (IR) thermometers, etc., and the body temperature measurement methods can be invasive, minimally invasive, or noninvasive. Invasive methods insert the temperature probe into esophagus, bladder, and nasopharynx, or even the tissue and the blood vessels of the patient. Minimally invasive methods insert the temperature probe into mouth, ear, or rectum of the patient. Noninvasive methods mainly make measurements on the skin. In recent years, many technologies have been developed for wearable computing, such as fall detector [2] , motion of fingers measurement [3] , gesture recognition [4] , etc. Meanwhile, more attentions have been paid to wearable continuous body temperature measurement (CBTM) [5] - [15] . It comes from the fact that the pattern of the body temperature can indicate underlying diseases. For example, typhoid fever may result in a Wunderlich curve temperature profile [16] , and remittent fever may come from infective endocarditis or brucellosis [17] . In these CBTM methods, the body temperature is estimated based on steady-state models using either the skin temperature [14] , [15] , or the skin temperature and the device temperature simultaneously [8] - [13] . However, as steady-state models usually estimate the human body temperature using the skin temperature and the ambient temperature based on the assumption of thermodynamic equilibrium among the human body, the skin, and the environment, such models are not suitable for wearable CBTM. For a wearable device, the device temperature rather than the ambient temperature can be obtained. Meanwhile, the skin temperature and the device temperature affect each other, which are determined by the human body temperature and the ambient temperature, as well as the thermodynamic process among the human body, the skin, the device, and the environment. As a result, first, when using steady-state models in wearable devices, it would take a long time to achieve thermal equilibrium among the human body, the skin, the wearable device, and the environment (usually in the range of 5-30 min). Second, the body temperature measurement would be sensitive to the change of the ambient temperature. Third, due to the user's activities, the wearable device may deviate from the original position, which is very common during practice. In such situation, the sensed skin temperature would change, which would destroy the heat balance among the human body, the device, and the environment, leading to a deviation of the body temperature measurement. However, until now there is no previous work on these issues. This paper proposes a novel method to achieve accurate and robust CBTM with a much shorter reaction time. First, differences between wearable noninvasive CBTM and nonwearable body temperature measurement are analyzed. Second, the relationship among the human body temperature, the skin temperature, and the device temperature is modeled based on artificial neural networks (ANNs) using data obtained by 15 volunteers during three months with head-worn noninvasive thermometers. Meanwhile, nonwearable thermometers are used as references. Third, a novel wearable noninvasive CBTM method based on multiple ANNs is proposed, in which the suitable ANN with certain hidden neurons is adaptively selected according to recent device temperatures and skin temperatures, to balance the estimation accuracy, the computational load, as well as the delay time. Meanwhile, the influence of the delay time and structures of ANNs on the CBTM accuracy is discussed.
II. RELATED WORKS
Thermometers have a very long history. The first thermometer is a glass vessel with a water column, which may be invented by Heron of Alexandria in the first century B.C. The famous mercury thermometer is invented by Gabriel Fahrenheit in 1714 [18] .
During a very long time, the standard device for body temperature measurement is the mercury thermometer. However, there are some disadvantages of using the mercury thermometer, such as the very low measurement speed, the difficulty to read, and the risk of mercury leakage from a broken thermometer. As a result, although the mercury thermometer is still widely being used, it is gradually being replaced by electronic thermometers. Currently, there are some types of electronic thermometers, such as thermistors, thermocouples, and IR thermometers. Using these thermometers, body temperature measurement can be invasive, minimally invasive, or noninvasive [19] .
In recent years, more and more attentions have been paid to wearable noninvasive body temperature measurement, to achieve continuous and comfortable body temperature monitoring. The skin is the naturally optimum site to achieve wearable noninvasive body temperature measurement, and many wearable noninvasive thermometers estimate the body temperature based on the skin temperature at forehead, the axilla, the wrist, etc. [14] , [15] . However, the skin temperature is determined by the body temperature and the ambient temperature. Therefore, to obtain accurate body temperature estimation, the ambient temperature should be considered. A general prototype of wearable noninvasive thermometers is given in Fig. 1 , and at present there are mainly three typical structures of wearable noninvasive thermometers: zero heat flux (ZHF) [5] - [7] , single heat flux (SHF) [8] - [10] , and dual heat flux (DHF) [11] - [13] , which can be considered as double SHF. As shown in Fig. 1 , a ZHF thermometer estimates the body temperature T c using the skin temperature T s and the device temperature T d . Meanwhile, a heater is attached to the outside of the device temperature sensor. Being heated by the heater, when T s is equal to T d , there is ZHF among the body, the skin, and the device, and then T c is equal to T s and T d . As a wearable thermometer is usually powered by the battery, the use of the heater will reduce the battery lifetime and increase the number of charging. SHF and DHF thermometers estimate the body temperature without heaters, making them more and more popular. The main difference of the two structures is that SHF thermometers use T s and T d to estimate T c , whereas DHF thermometers use T s , T d , T s1 , and T d1 to estimate T c . Finvers et al. [8] design head-worn SHF thermometers to measure the forehead temporal artery temperature based on the one-order regression of T s and T d . Gunga et al. [9] analyze an SHF thermometer, and find that the accuracy of the measurement is comparable with that of the rectal temperature. Similarly, Kimberger et al. [10] analyze the accuracy of an SHF thermometer, and find that the accuracy of the SHF thermometer is sufficient for an alternative to distal oesophageal temperature measurement. The DHF thermometer is first developed by [11] , and thereafter analyzed and verified in [12] , [13] , and [20] . For a DHF thermometer, T s and T s1 are skin temperatures of two locations close to each other, and T d and T d1 are device temperatures of two locations with different distances to the skin. Then, T c is obtained by integrating two SHF-based estimations using T s and T d , as well as T s1 and T d1 , respectively.
III. ANALYSIS ON NONINVASIVE BODY TEMPERATURE MEASUREMENT
Bioheat transfer involves blood perfusion and metabolic processes, which can be modeled by the Pennes equation [21] 
where T , ρ, c p , and k are the local temperature, the density, the specific heat, and the thermal conductivity of the local tissue, respectively. T b , ω b , ρ b , and c b are the blood temperature, the blood perfusion rate, the blood density, and the specific heat of blood, respectively.
Assuming that the thermometer and skin are covered by suitable clothing, the heat convection can be neglected. However, radiation is inevitable, and the boundary conditions of the thermometer and its surrounding skin could be described by the Stefan-Boltzmann law [22] 
where T boundary is the temperature at the boundary, σ is the Stefan-Boltzmann constant, and ε is the emissivity of the boundary. For nonwearable noninvasive body temperature measurement, a basic model of nonwearable thermometers (e.g., the IR thermometer) is given as follows [23] :
where T a , T s , and T c are the ambient temperature, the skin temperature, and the estimated body temperature. h is the heat transfer coefficient between the device and the environment, p is the perfusion rate, and c is the blood specific heat.
(1 + hpc) can be estimated from known T c , T s , and T a . Equation (3) is based on the assumption that, first, the heat loss of the skin to the environment can be calculated by
where q is the heat flow, and A is the surface area. Second, the thermal transport by the heat flow circulation from the core arterial source to the skin can be calculated by
where w = pA is the blood mass flow rate and c is the blood specific heat. Therefore, during the steady state (thermal equilibrium)
Then, (3) can be obtained. Equation ( 3) means that T c can be estimated using T a plus the weighted difference between T s and T a . As (3) is available only under the condition of thermal equilibrium, before measuring the body temperature, generally the user and the thermometer need to stay in a stable environment with the nearly constant ambient temperature for a certain time (e.g., 20 min). Meanwhile, long time holding the thermometer by the hand is not recommended, as it may affect the ambient temperature measured by the thermometer.
For wearable noninvasive thermometers, the thermal transport by the heat flow circulation from the core arterial source to the skin can by calculated by (5) . However, the heat loss of the skin to the environment is more complex, which can be modeled as [8] 
where q d is the conductive heat loss to objects in contact with the skin, q v is the convective heat loss due to air flowing across the skin, q r is the radiative heat loss, and q e is the evaporative heat loss due to sweating. By properly designing the shape of the wearable device, and by using some elastic heat insulation material, it can form a nearly enclosed space between the skin and wearable devices (e.g., the device in this paper). In such situation, q conv and q e can be ignored, and then (7) can be rewritten as
where
where h d is the coefficient of thermal conductivity of the object
Using (5) and (11), the relationship among T c , T s , and T a can be obtained
Rewriting (12), we obtain
Suppose
, f can be a simple linear function under the condition of thermal equilibrium, then (13) can be written as [8] , [9] 
where K is a constant hyperparameter. Note that (10) is approximate, therefore K may not be a constant. Then, (14) can be slightly extended as [10] T c = (
where e 0 and e 1 are constants. For a DHF thermometer, suppose R s , R 1 , and R 2 are the heat resistances of the skin and the two heat paths inside the thermometer; then
where T s1 , T s2 , T d1 , and T d2 are the skin temperatures and device outer temperatures obtained by two cutaneous temperature sensors. Then, T c can be obtained by the following equation [11] - [13] :
Although with different structures, they are using steady-state models and share similar issues. First, when using a wearable device, the skin temperature and the device temperature are determined by the human body temperature and the ambient temperature when the thermodynamic equilibrium is achieved. Meanwhile, the skin temperature and the device temperature affect each other. Such thermodynamic equilibrium process would take a long time from starting wearing this device. Note that in many cases, the final skin temperature would be higher than its original value, due to heat preservation of the wearable device to the skin. Second, thermodynamic equilibrium is easily destroyed when the ambient temperature changes (e.g., the user moves to a new position with a different ambient temperature). Another practical issue is that, due to the user's activities, the wearable device may deviate from the original position, then the skin temperature will change, and thermodynamic equilibrium is destroyed. For these cases, it would also take a long time to achieve thermodynamic equilibrium again.
IV. SYSTEM DESCRIPTION
The wearable system used in this paper includes two parts: a forehead-worn wearable device and an application running on a mobile phone. The block diagram of the wearable noninvasive thermometer is shown in Fig. 2 . The size is of the wearable device is 4 cm × 4 cm. In this wearable device, an MCU STM32F410CBU with 128-kB flash memory and 32-kB SRAM is used, which is based on ARM Cortex M4 32-b RISC core operating at a frequency of up to 100 MHz. A battery charger IC KF5056 and an LDO MIC5366-3.3YC5 are used for power management. An optical sensor SFH7050 is used for heart rate and pulse oximetry measurement, a three-axis accelerometer LIS3DH is used for motion tracking, and a temperature sensor MLX90615 (medical version) is used for body temperature measurement. Meanwhile, a flash memory MX25L3206E is used for temporary storage of data when communication between the wearable devices and the mobile phone is unavailable. The obtained signals from these sensors can be used to obtain the body temperature, the heart rate, the blood oxygen saturation, calorie, the sleep quality, and the information of the body posture and the motion state, etc. In the current stage, based on the data characteristics, the heart rate, blood oxygen saturation, and body motion statues are calculated in the wearable device. These results as well as the temperatures (the skin temperature and the device temperature) are encoded and sent to the mobile phone via Bluetooth every 3 s. After receiving the information, the application on the mobile phone completes the calculation and analysis of the human body temperature, the sleep quality, the heart rate variability, and other data analysis tasks. These tasks are carried out on the mobile phone because these tasks are postprocessing using long time data, or require high energy consumption for the complex computation. For example, the analysis of the risk of acute myocardial infarction based on the heart rate variability may require heart rate data during 24 h. The sleep quality analysis may be based on heart rate and motion data during several hours, although the sleep quality index only requires recent several minutes of heart rate and motion data.
For temperature measurement, an IR thermometer MLX90615 (medical version) is used to obtain the skin temperature T s (in the range of 32
• C-42 • C), where both the IR sensitive thermopile detector chip and the signal condition chip are integrated in the same can package. Meanwhile, the package temperature is measured with a proportional to absolute temperature element (in the range of 10
• C-40 • C), which can be considered as the device temperature T s . When being worn on the forehead, the IR temperature sensor measures the forehead skin temperature. The skin temperature at this location has been used to estimate the core brain temperature [24] . A three-tuple {T s , T d , t d } is sampled and sent to an intelligent mobile phone via Bluetooth every 3 s, where t d is the time stamp.
V. DATA ACQUISITION AND PREPROCESSING
A. Reference Thermometer
The reference temperature T r is very important to model the relationship between T c and {T s , T d }. T r must be accurate with a good correlation with T c , and the measurement process of T r should be with high reproducibility, i.e., it should be easy and fast to avoid the uncertainty introduced by users' behaviors. General thermometers such as mercury thermometers and electronic thermometers are not suitable for T r measurement. First, the measurement durations are long, e.g., 3-5 min for mercury thermometers and 1-3 min for electronic thermometers. Second, the measurement processes are with a poor reproducibility, and the results highly depend on users' behaviors. For example, when measuring the axillary temperature using a mercury thermometer or an electronic thermometer, the measurement position, the clamping force, and the measurement duration would influence the accuracy of the result. In this study, the ear temperature is used as T r , and the ThermoScan PRO ear 4000 thermometer is used to measure the ear temperature, as its proved accuracy [25] . Such thermometer can measure the ear temperature in 1 s with an error of ±0.2
• C. Another reason of using ear thermometers is that the ear temperature has a good correlation with the forehead skin temperature, as they are both mainly determined by the brain core temperature. In this paper, a two-tuple {T r , t r } is recorded every 10 min, where t r is the time stamp of the reference temperature. Meanwhile, the calibration process of the reference thermometers is carried out by the manufacturer before the tests.
B. Temperature Measurement
Data acquisition is carried out in a four-floor building. The temperature of each room can be controlled independently by the air conditioner, which is in the range of 10
• C-40
• C. During three months, 15 volunteers (ten men and five women, ages between 23 and 45) wear the devices every morning and afternoon for about 1.5 h each time. In each 1.5-h data acquisition period, volunteers can move freely in rooms in the building. However, affairs that may influence the body temperature and the device temperature (e.g., intensive activities, drinking hot or ice water, or exposing devices to direct sunlight) are forbidden. Meanwhile, rooms may be with different ambient temperatures, but the ambient temperature in a room keeps the same during a single test. To measure T r , each room has an independent ear thermometer, which stays at least 20 min before being used. The reference temperature T r is recorded every 10 min. Finally, 1812 tests are carried out, and totally 3 127 511 {T s , T d , t d }, as well as 17 493 {T r , t r }, which range from 36.1
• C to 38.9
• C, are collected.
C. Tests Resampling
The distribution of raw reference temperatures is not uniform. If directly using the raw data to estimate the mapping function from {T s , T d } to T r , large errors would occur when T r is at the valleys of its distribution. In this paper, data resampling is carried out to overcome this issue. In total, 20 random samples are drawn from each bin of T r in the range of 36.1-38.9 with an interval 0.1. If one drawn T r belongs to the ith test, then all {T s , T d , t d } and {T r , t r } of ith test are selected. Finally, data of 580 tests are selected, and distributions of T r before and after resampling are shown in Fig. 3 , from which it can be seen that the distribution of T r after resampling is more uniform and suitable for body temperature modeling.
D. Data Matching
Sampling periods of {T s , T d , t d } and {T r , t r } are 3 s and 10 min, respectively. Therefore, interpolation should be carried out to achieve one-to-one match between {T s , T d } and T r . In this paper, suppose in a test, there are totally N T 
E. Steady-State Data and Non-Steady-State Data
As discussed in Section III, the main issue of wearable noninvasive CBTM is that, in the early stage and some periods (e.g., the ambient changes, or the measured skin temperature changes when the wearable device deviates from the original position due to the user's activities), the thermal equilibrium is not achieved among the human body, the skin, the wearable device, and the environment. As a result, the corresponding sampled data are unsteady, and large errors will occur when using non-steady-state data to estimate T c based on steady-state models. Therefore, it needs to distinguish between steady-state data and non-steady-state data, and establish models for them respectively.
In detail, for a continuous sequence T , their labels F are set to 1. Using this method, the whole continuous sequence is divided into a series of continuous steady-state and non-steady-state subsequences according to their labels F .
In this paper, non-steady-state data refer to the data collected during periods when the system does not reach the thermal equilibrium, such as the initial stage of the user's wear of the device, ambient temperature mutation (e.g., the user moves to a new room with different temperature), and measured skin temperature mutation (e.g., the wearable device deviates from the original position due to the user's activities, which is a common and practical issue for wearable devices). It is worth noting that, after the thermal equilibrium is achieved among the human body, the skin, the wearable device, and the environment, when the body temperature changes due to the user's fever or intensive activities, the measured data are still considered to be steady. The body temperature affects the rate of chemical reactions, and the homeostatic mechanism of the human body controls the body temperature to keep the organism operating at the optimum temperature [19] . Normal human body temperature cycles regularly up and down through the day, which is controlled by the circadian rhythm. Generally, the lowest temperature occurs about 2 h before the person normally wakes up, the highest temperature occurs between 4:00 and 6:00 P.M., and the difference may be 2
• C in one day [26] . Meanwhile, the user's status (physical and mental) can affect the body temperature, and an increase/decrease in metabolism can also affect the body temperature. Furthermore, many other factors such as medicines, diseases, and seasons would also affect the body temperature. However, compared with the heat conduction velocity among the skin, the device, and the environment, the change of the body temperature resulted from the homeostatic mechanism is much slower. Therefore, after the thermal equilibrium is achieved, it can be considered that, as soon as the body temperature changes due to the homeostatic mechanism, a new thermal equilibrium can be achieved among the human body, the skin, the wearable device, and the environment, and data collected during such periods are considered to be steady.
Although it is easy to identify non-steady-state periods after collecting all samples of T s and T d , it is difficult to achieve it by a real-time manner. As aforementioned, the change rate of the human body temperature is slow, and if the current sample changes greatly with respect to the previous consecutive sample in a short time (e.g., 3 s in this paper), then it can be considered that the system enters into a non-steady-state period. However, it is impossible to determine a fixed threshold for all samples. As shown in the experiment section, during a non-steady-state period (e.g., the initial period of wearing the device), the change rates of T s and T d vary with the time, which would be small when approaching to the end of a non-steady-state period. To overcome this issue, this paper only determines the entrance of a non-steady-state period based on the difference method with a relatively large threshold (0.2
• C for T s and 0.3 • C for T d ), and labels samples during the next 300 s to be nonsteady. It is from the observations that, first, the change of the human body temperature resulted from the homeostatic mechanism cannot exceed 0.2
• C in a sampling period (3 s), whereas at the beginning of non-steady-state periods, the changes of the measured skin temperature and the device temperature usually exceed 0.2
• C and 0.3 • C, respectively. The reason of the threshold of T d being larger than that of T s is that the range of the ambient temperature is far greater than that of the skin temperature, and during the initial wear period and the non-steady-state periods resulting from the ambient temperature changes, the change rate of the device temperature is usually greater than that of the measured skin temperature. Therefore, a larger threshold of T d can make the system more robust. Meanwhile, for the wearable device used in this paper, when the system enters into a nonsteady-state period, it usually takes 5 min or more to recover to the steady state. Therefore, if a sample is considered as the entrance of a non-steady-state period, the next 99 samples will be labeled to be unsteady.
Equations (19) and (20) determine states of samples based on differences of two successive samples. For a non-steadystate subsequence, it may consist of multiple non-steady-state periods, and (21) and (22) 
Equations (21) and (22) (21) and (22) , respectively. Similar with (19) and (20), the reason of the threshold for T d is greater than that of T s is that, as shown in the experiment section, normally the change rate of T d is greater than that of T s . Using (21) and (22), a non-steady-state sequence is further divided into several non-steady-state subsequences.
VI. ANN FOR BODY TEMPERATURE ESTIMATION
In this paper, ANN is used to model the relationship between T r and {T s , T d }. Currently, there are many types of NN, such as perceptron neural networks, radial basis neural networks, probabilistic neural networks, linear neural networks, Hopfield neural networks, extreme learning machine (ELM), self-organizing map, etc. This paper tries to estimate T c from a set of T s and T d , which can be consider as a nonlinear regression issue, and the feedforward network with backward propagation (BP), the radial basis function (RBF), and ELM are widely used for this type of issue. However, under the similar performance, RBF and ELM would employ more hidden neurons than the feedforward ANN [27] . Therefore, this paper considers to use BP ANN to estimate T c .
The structure of the BP ANN used in this paper is shown in Fig. 4 . It is a feedforward propagation network, which has three layers. Suppose the length of both T s and T d is n (n = 1 for steady-state data and n > 1 for non-steady-state data), then there are 2n, h, and 1 neurons in the input layer, the hidden layer, and the output layer, respectively. Meanwhile, the output of the ANN is
where f and g are the transfer functions, X = {x 1 , x 2 , . . . , x 2n }, x i is the input of the ith neuron in the input layer, and {x 1 , x 2 , . . . , x n } = {T ith neuron in the input layer and the jth neuron in the hidden layer, and β j is the weight between the jth neuron in the hidden layer and the neuron in the output layer. A j and B are biases.
This paper uses the MATLAB neural network toolbox (Version: 8.5.0.197613 R2015a) to train the ANN. When using this toolbox, the performance function, the transfer function, the training method, and the number of neurons in the hidden layer need to be set. In this paper, mean-squared error (MSE) is used as the performance function, hyperbolic tangent sigmoid and purelin are used as the transfer functions f and g, LevenbergMarquardt backpropagation is used as the training method, and the training automatically stops when generalization stops improving (MSE increases on the test set). To improve generalization of the ANN, the Nguyen-Widrow method is used to initialize the weights and biases of the ANN [28] . As there is a random item in the Nguyen-Widrow method, it will generate different weight and bias values each time, which will result in different results. In this paper, for each ANN with a certain topology, it is trained 50 times, and the results with the best performance on the test set are selected. Meanwhile, in all tests in the rest of this paper, 80% data are selected randomly as the training set, and the rest 20% are used as the test set. Other parameters are set to the default values in the toolbox.
Before being input into the ANN, samples are scaled into [−1, 1]. Suppose all samples form a matrix
where each column represents a sample (R-dimension), and C is the total number of samples. For the ith row in X, suppose x i min = min{x i1 , . . . , x iC } and x i max = max{x i1 , . . . , x iC }. First, if x i min = x i max , then {x i1 , x i2 , . . . , x iC } are ignored. Second, for x ij , before being input into the ANN, it is scaled by
Meanwhile, using purelin as the transfer function in the output layer, T r can be used as the target of the ANN directly.
The remaining issue is the setting of the number of neurons in the hidden layer. Generally speaking, more hidden neurons in the hidden layer will enhance the computational capacity of the ANN, but may cause overfitting, whereas less hidden neurons would cause underfitting. Currently, there are many criterions for setting hidden neurons, mainly based on the numbers of neurons in the input layer and the output layer [29] . However, such criterions are for general purposes and may be not suitable for this paper. In this paper, as the final body temperature estimation algorithm runs on a mobile phone where resources including the power, the computational capacity, and the memory are constrained, therefore, under the condition of satisfying a certain accuracy criterion, it is preferred to use less hidden neurons and shorter sequences. In the rest of this paper, a series of tests will be carried out to find the optimum number of hidden neurons for different situations, and the body temperature estimation algorithm will adaptively select the ANN with the optimum number of hidden neurons based on specific criterions.
VII. BODY TEMPERATURE ESTIMATION USING STEADY-STATE DATA
When using steady-state data to estimate body temperature, the current body temperature T c c is estimated using the current skin temperature and device temperature pair {T (25) where neus is the number of hidden neurons of the ANN. Equation (25) uses the formula similar to (14) and (18), which consists of a difference item and T s . It is based on the consideration that, for wearable devices, T s is stable and close to the body temperature. Therefore, the difference item should be small, and exceptions can be easily detected when the difference item is greater than a threshold.
For (25) , the number of input neurons of the ANN is 2 and the number of output neurons is 1. Fig. 5 shows the performance of body temperature estimation using steady-state data, where Fig. 5(a) shows the relationship between the performance and the hidden neurons, Fig. 5(b) shows the performances of 50 tests with ten neurons, and Fig. 5(c) shows the performance evolution curve with ten hidden neurons.
As shown in Fig. 5(a) , first, with the increase of hidden neurons, the estimation accuracy improves. Second, when hidden neurons are greater than ten, with the increase of hidden neurons, there is nearly no improvement of the estimation accuracy, which means that the relationship between T c and steady state {T s , T d } can be modeled by a simple ANN. From Fig. 5(b) , it can be seen that, using the Nguyen-Widrow method, it will generate different initial weight and bias values each time, which will result in different results. In this paper, the ANN with the best performance on the test set is selected. , where c = β, β + 1, . . . , α, and the corresponding reference temperatures are set to T c r . Note that during the length-β conversion, all sequences with lengths less than β are ignored. As the sampling period is 3 s, in this paper, the maximum conversion length is set to 100, which means using at most recent 5 min samples to estimate the current body temperature. It is due to the fact that a too long delay time (e.g., 10 or more min) is meaningless for real-time body temperature estimation. Finally, the total numbers of length-1, length-20, length-40, length-60, length-80, and length-100 sequences are 673 621, 648 307, 620 218, 565 562, 514 033, 465 410, and 421 786, respectively.
B. Body Temperature Estimation Using Non-Steady-State Data
To reflect the influence of the number of hidden neurons and the lengths of sequences on the accuracy of the body temperature estimation, a series of ANNs are trained
When using the length-β sequences, the number of input neurons of the ANN is 2β, the number of output neurons is 1, and the number of hidden neurons is preset. Other setting is the same as Section VII. Fig. 6 gives comparisons of errors distributions using sequences with different β based on the test set, where CDF is the ratio of the number of samples with the absolute estimation errors |e| less than x to the total number of samples in the specific test set
N is the total number of samples in the specific test set and |e i | is the absolute estimation error of the ith sample. CDF is used to reflect the distribution of the estimation errors.
As shown in Fig. 6(a) , using the length-1 sequences (i.e., the current {T s , T d }) to estimate T d , the estimation accuracy based on the ANN with ten hidden neurons is much worse than ANNs with more hidden neurons. However, when neus ≥ 20, with the increase of neus, there is nearly no improvement of the estimation accuracy. From Fig. 6(b) , the ANN with 40 hidden neurons has the best accuracy, whereas the ANN with 80 hidden neurons has the worst accuracy. It means that when using the recent 20 samples (1 min) to estimate the body temperature, overfitting occurs when using an ANN with 80 hidden neurons. Such situation does not occur in Fig. 6(c) , where the estimation accuracy improves with the increase of neus when using the recent 100 samples to estimate the body temperature. However, using the length-100 sequences, the estimation accuracy based on the ANN with 80 hidden neurons is close to that based on the ANN with 40 hidden neurons. Furthermore, from Fig. 6(b) and (c), it can be seen that, compared with the estimation accuracy based on the ANN with 40 hidden neurons using the length-20 sequences, the improvement of the estimation accuracy based on the ANN with 80 hidden neurons using the length-100 sequences is limited. Fig. 7 gives lower bounds of neus and β to satisfy certain accuracy criterion. As shown in Fig. 7(b) , to make absolute errors of more than 92% estimations less than 0.28, at least 40 hidden neurons and length-20 sequences are needed. Following with the increase of β, the required hidden neurons decrease. For example, when the length of sequences increases to 80, only 15 hidden neurons are needed. 
IX. NONINVASIVE CBTM BASED ON ANNS
The whole flowchart of the proposed body temperature estimation method is shown in Fig. 8 , where Q is a queue to store recent samples, and its maximum length |Q| is 20. The algorithm consists of two stages: the initial stage (flag = true) and the normal stage (flag = false), and the algorithm is available starting from the third sample due to using (21) and (22) . Meanwhile, stable is used to indicate the state in the normal state is steady (stable = true) or not (stable = false).
In the proposed body temperature estimation method, three different ANNs are used: ANN0 is used during the steady-state period, which is trained using steady-state data, and according to the discussion in Section VII, the number of hidden neurons of ANN0 is set to 10. ANN1 is used during the non-steadystate period, which is trained using length-20 non-steady-state data. According to Figs. 6 and 7, to reduce the computational complexity, the number of hidden neurons of ANN1 is set to 40, as more hidden neurons can only bring in extra computational load, rather than the improvement of estimation accuracy. ANN2 is used during the initial stage, which is trained using length-1 non-steady-state data. According to Fig. 7 (19) and (20) are not satisfied, then the state is set to unstable: stable = false and the current as well as next 99 samples will be labeled as unstable: n = 99. If (19) and (20) are satisfied, meanwhile stable = true, then ANN0 is used to estimate T c using {T s , T d }, and Q will be cleared; if (19) and (20) are satisfied, but stable = false, then the counter is reduced by 1: n = n − 1. At this time, if n ≤ 0, then the non-steady-state period is over, and stable is set to true. If stable = false and (21) or (22) is satisfied, it is a new non-steady-state period, then Q will be cleared, and {T s , T d } is written into Q; otherwise, {T s , T d } is directly written into Q. When |Q| is less than 20, the output of the algorithm will be kept as the last iteration, otherwise ANN1 is used to estimate T c c using all data in Q.
X. EXPERIMENTS
In this section, the proposed ANNs-based body temperature estimation method is tested. As comparisons, the popular SHF wearable noninvasive body temperature estimation method based on (14) and its extension method based on (15) are tested, where coefficients in (14) and (15) are obtained using the least squares method based on specific training sets. Some results are shown in Fig. 9 , where figures in the first row give T s , T d , T r , and estimation results of three methods, and figures in the second row give estimation errors of the corresponding figures in the first row. In all figures, results of the proposed method, the method based on (14) , and the method based on (15) are labeled as CBTM, M1, and M2, respectively.
From Fig. 9 , it can be seen that being warmed up by the human body, T s and T d first rise slowly, and then fluctuate in some parts of the rest time. As (14) and (15) are steady-state models, M1 and M2 have large deviations, specially during the warm up period. For example, as shown in Fig. 9(a) and (d) , in the range of 3000-4000 s, T s and T d first decline rapidly, and then rise slowly. As the change speed of T d is greater than that of T s , meanwhile T d after 4000 s is less than those between 3000 and 4000 s, but T r nearly keeps the same; therefore, during this period, the person may move to a room with a lower ambient temperature. In this situation, M1 and M2 have large errors, whereas the proposed method can obtain much more accurate and robust results. Table I gives quantitative comparisons of the proposed method, M1, and M2. The reaction time is defined as the shortest duration that, from the beginning of the use of the thermometer, the maximum estimation error in the next 2 min is less than 0.3
• C. The reaction time is an important factor reflecting the thermometer reaction speed, and an ideal thermometer should have a reaction time as short as possible.
As shown in Table I , according to means and standard deviations, during both non-steady-state and steady state, the proposed method has better accuracy and robustness than that of M1 and M2. Meanwhile, the reaction time of the proposed method is about one-tenth of that of M1 and M2.
XI. CONCLUSION AND FUTURE WORK
Due to employing steady-state models, current wearable noninvasive thermometers have long reaction time, and measurements are sensitive to the changes of the ambient temperature. Meanwhile, large estimation errors may occur when the wearable device may deviate from the original position due to the user's activities. This paper proposed a novel ANNs-based CBTM method. Experiments show that the proposed method can effectively shorten the reaction time and improve the accuracy and the robustness of CBTM.
Due to the limitation of the temperature sensor and the training dataset, at present the wearable device in this paper is only available when the body temperature is in the range of 36.1
• C-38.9
• C, and the ambient temperature is in the range of 10 • C-40
• C. In the next step, to expand the measurement range of the wearable device, some more powerful temperature sensors will be used, and a wider range of body temperature data will be collected. Meanwhile, data interpolation is carried out because the sampling rate of reference thermometers is low due to the manual manipulation. In the future, we will try to use some reference thermometers that can obtain body temperature automatically with a high sampling rate, to achieve one-to-one match between the data from the wearable devices and the reference thermometers. Furthermore, we will explore pruning and growing techniques for ANNs to further reduce the computational load of the CBTM method.
