Various trade-off problems in the real world, such as communication bandwidth vs. data quality in data streaming, privacy vs. utility in real-time usage of sensitive data, and sensing cost vs. sensing quality in sensor scheduling can be discussed in the framework of the sequential rate-distortion (SRD) theory. In this paper, we consider multi-dimensional Gaussian SRD problems and their solution algorithms. For a given Gauss-Markov process xt, we first show that a Gaussian SRD problem is equivalent to the problem of designing the best linear sensing equation of the form of yt = Ctxt + vt and building the Kalman filter on it. Introducing a novel variable elimination technique, we show that the optimal sensing matrix Ct and the covariance matrix Vt of the additive white Gaussian noise vt attaining the best trade-off can be very efficiently found by semidefinite programming (SDP).
I. INTRODUCTION
The sequential rate-distortion (SRD) problem, formulated and studied in [1] [2] , can be viewed as a multistage generalization of the Shannon's rate-distortion problem (e.g., Chapter 10 of [3] ). In this paper, we revisit the SRD problem for multidimensional Gauss-Markov sources (Gaussian SRD problem), and show that it can be formulated as a semidefinite programming (SDP) problem. As a by-product, we also show that the so-called SRD function for a multidimensional Gauss-Markov source is semidefinite representable 1 , even though its analytical expression is not known [4] .
Our result provides an efficient numerical algorithm to solve the Gaussian SRD problems. However, a more important implication is that many fundamental quantities in the SRD theory such as the Gaussian SRD function admit "modern closed-form expressions" using semidefinite representations. This indicates a great potential of SDP as a powerful language in the SRD theory, in the same way as it became a powerful language in control theory in 1990s. (In [5] [6] , many control theoretic problems without closed-form solutions are formulated as SDPs, and the lack of analytic expressions are compensated by efficient numerical software packages.) To the best of our knowledge, this is the first time that SDP is used in the SRD theory.
In order to formulate the Gaussian SRD problem as an SDP, we first reduce the Gaussian SRD problem to what we call the linear-Gaussian sensor design problem, and then show that the T. Tanaka, P. A. Parrilo, and S. K. Mitter are with the Laboratory for Information and Decision Systems, Massachusetts Institute of Technology, Cambridge, MA, 02139 USA.
K.-K. K. Kim is with the School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA, 30332 USA. 1 To be precise, we show that the exponentiated SRD function for multidimensional Gauss-Markov source is semidefinite representable by (20) . latter problem is solvable via SDP. For the purpose of lucid introduction, we start with an informal description of these optimization problems.
Gauss-Markov process: Throughout the paper, we consider the following discrete-time linear stochastic system.
x t+1 = A t x t + w t , t = 0, 1, · · · , T − 1 (1) w t ∼ N (0, W t ), w t is independent of x 0 and w t−1 .
Here, we write w t−1 (w 0 , · · · , w t−1 ) and similar convention will be used in the sequel. We assume x t is an R ntvalued random variable (hence the dimension can be time variant) with x 0 ∼ N (0, P 0 ). We also assume P 0 0, W t 0, t = 0, · · · , T −1. Occasionally, we will also consider a time invariant system
x t+1 = Ax t + w t , t = 0, 1, · · · (2) w t ∼ N (0, W ), w t is independent of x 0 and w t−1 where x t is an R n -valued random variable with x 0 ∼ N (0, P 0 ). Again, we assume P 0 0, W 0.
Gaussian SRD problem: Let {x t } T t=1 be a given Gauss-Markov process (1) . The Gaussian SRD problem is the minimization problem of the quantity T t=1 I(x t ; z t |z t−1 )
Here, the first term is the conditional mutual information, and α 1 , · · · , α T are positive constants. For every t = 1, · · · , T , we seek for an optimal (possibly nonlinear and random) scheme to produce a random variable z t in the zero-delay manner observing the realizations of x t and z t−1 . As we will formally discuss in Section II, this is an optimization problem over the Borel measurable causal stochastic kernels q(dz t |x t , z t−1 ). The Gaussian SRD problem will be referred to as (P-SRD) for short, and is visualized in Fig. 1 .
Notice that minimizing the mutual information and minimizing the mean square error are two conflicting requirements and thus (P-SRD) must trade-off these two under given tradeoff parameters α 1 , · · · , α T . (P-SRD) finds its important application in the real-time communication.
• Data quality vs. transmission rate trade-off : Suppose that a high dimensional time-varying signal x t (e.g. video streams) must be transmitted to a remote user via a bandlimited communication channel in a real-time manner. Let z t be the zero-delay noisy reconstruction of x t on the receiver's side. Suppose that the stage-wise data quality requirements E x t − z t 2 ≤ D t , t = 1, · · · , T must be met. What is the minimum bits of information, measured by T t=1 I(x t ; z t |z t−1 ), that must be sent in total to achieve the requirement? In this case, how many bits of information must be transmitted at each time step?
It would be also possible to give the following alternative interpretation to (P-SRD):
• Data utility vs. privacy trade-off : Suppose that a mobile user wants to download a real-time traffic information near her current geographical location x t from a data provider. Suppose that she knows her own location x t , but she discloses only a randomly distorted copy z t of x t to the data provider at every time step. If the randomization level is too high, the quality of service she receives is low, i.e., E x t − z t 2 is large. However, if the randomization is too low, her loss of privacy at time t measured by I(x t ; z t |z t−1 ) is large. What is the optimal randomization strategy?
Since solving (P-SRD) analytically or numerically is difficult, we first reduce it to the linear-Gaussian sensor design problem.
Linear-Gaussian sensor design problem: Consider the standard Kalman filter that recursively compute the least mean square error estimate z t of the underlying Gauss-Markov process x t given observations y t . In the standard Kalman filtering theory, a linear sensor equation y t = C t x t + v t together with the covariance matrix V t of the additive white Gaussian noise v t is typically given. In our formulation of the linear-Gaussian sensor design problem, in contrast, the sensor equation can be freely designed. More precisely, the sequence of sensing matrices {C t } T t=1 and covariance matrices {V t } T t=1 , including their dimensions, are considered as design variables. The purpose of the design is to minimize
Here, z t is the least mean square error estimate of x t obtained by the standard Kalman filter built on the designed linear sensor equations. Notice that the perfect observation (C t = I, V t = 0 for every t = 1, · · · , T ) makes the mutual information +∞ and hence is not optimal. We will refer to the linear-Gaussian sensor design problem as (P-LGS) for short, and its visualization is shown in Fig. 2 .
To the best of our knowledge, (P-LGS) is our original problem formulation, and is a meaningful problem in its own right; we will see it as a sensor scheduling problem with observation costs in Section VII-B. As a core technical contribution of this paper, we show in Section V that the problem of finding the optimal sequence of matrices {C t , V t } T t=1 for (P-LGS) can be converted to an SDP using a novel variable elimination technique. Since (P-SRD) is reducible to (P-LGS), our results overall prove that (P-SRD) can be formulated as an SDP.
Organization of this paper: In Section II, problems (P-SRD) and (P-LGS) are formally introduced. These problems are shown to be equivalent in Section III, which gives us a justification to focus only on (P-LGS) later on without loss of generality. We consider a dynamic programming approach to (P-LGS) in Section IV, before we present our main result in Section V where (P-LGS) is formulated as an SDP. Section VI considers several interesting special cases of our main results. Applications of (P-SRD) and (P-LGS) and related works are briefly mentioned in Section VII. Simple simulation results will be presented in Section VIII. We conclude in Section IX.
Basic notations: Let X be an Euclidean space, and B X be the Borel σ-algebra on X . Let (Ω, F, P) be a probability space, and x : (Ω, F) → (X , B X ) be a random variable. Throughout the paper, we use lower case boldface symbols such as x to denote random variables, while x ∈ X is used to indicate an element of X . We denote by q x the probability measure of x defined by q x (A) = P({ω : x(ω) ∈ A}) for every A ∈ B X . When no confusion occurs, this measure will be also denoted by q x (dx) or q(dx). For a Borel measurable function f : X → R, we write Ef (x)
f (x)q x (dx). For a random process, we write x t (x 0 , · · · , x t ) or x t (x 1 , · · · , x t ) depending on the initial index, and x t s (x s , · · · , x t ). Let Θ be a real symmetric matrix of size n × n. Notations Θ 0 or Θ ∈ S n ++ (resp. Θ 0 or Θ ∈ S n + ) mean that Θ is a positive definite (resp. positive semidefinite) matrix. For a positive semidefinite matrix Θ, we write x Θ √
x Θx.
II. PROBLEM FORMULATION
In this section, the Gaussian SRD problem and the linear-Gaussian sensor design problem are formulated. To this end, the notion of stochastic kernels needs to be formally introduced. Also, information theoretic quantities must be defined without using probability density functions, since probability measures considered in the SRD problems may not admit densities.
A. Stochastic kernels
Let X , Y be Euclidean spaces. A (Borel-measurable) stochastic kernel on Y given X is a map q y|x : B Y ×X → [0, 1] such that q y|x (·|x) is a probability measure on (Y, B Y ) for every x ∈ X , and q y|x (A|·) is a Borel measurable function for every A ∈ B Y . For simplicity, a stochastic kernel on Y given X will be often denoted by q(dy|x). The following results can be found in Propositions 7.27 and 7.28 in [7] .
Lemma 1: Let X , Y be Euclidean spaces.
(a) Let r be a probability measure on (X , B X ), and q(dy|x) be a Borel measurable stochastic kernel on Y given X . Then, there exists a unique probability measure p on (X × Y, B X ×Y ) such that
Then there exists a Borel-measurable stochastic kernel q(dy|x) on Y given X such that (3) holds, where r is the marginal of p on X . Lemma 1 (a) guarantees the function p defined on the algebra of measurable rectangles by (3) has a unique extension to the σ-algebra B X ×Y . For simplicity, the joint probability measure defined this way is denoted by
Conversely, if the left hand side of (4) is given, Lemma 1 (b) guarantees the existence of the decomposition on the right hand side.
B. Information theoretic quantities
Let µ and ν be probability measures on X = R n . Whenever µ is absolutely continuous with respect to ν (denoted by µ ν), dµ dν denotes the Radon-Nikodym derivative. The relative entropy, also known as the Kullback-Leibler divergence, from µ to ν is defined by
In particular, we define D KL (µ||ν) = +∞ if µ ν is not satisfied. Relative entropy is always nonnegative. Suppose X = R n , Y = R m , and q x,y is a joint probability measure on X × Y. Let q x , q y be its marginals, and q x × q y be the product measure. The mutual information between x and y is defined by I(x; y) = D KL (q x,y ||q x × q y ). The mutual information between x and (y, z) is denoted by I(x; y, z). The conditional mutual information between x and y given z is defined by I(x; y|z) = I(x; y, z) − I(x; z).
Suppose X = R n , and x is a (X , B X )-valued random variable with probability measure q x . Let λ be the Lebesgue measure on X restricted to B X . The differential entropy of x is defined by
The differential entropy of (x, y) is denoted by h(x, y). The conditional differential entropy of x given y is defined by h(x|y) = h(x, y) − h(y). It can be shown that an identity I(x; y|z) = h(x|z) − h(x|y, z) holds.
C. Sequential rate-distortion problem
For every t = 1, · · · , T , suppose Z t = R nt and let z t be (Z t , B Zt )-valued random variable. Distribution of z t must be determined in the Gaussian SRD problem which we formulate now. A random variable z t can be thought of as a nondeterministic "sanitized copy" of x t produced based on the observation x t and z t−1 in a zero-delay manner.
We will often write q(dz t |z t−1 , x t ) in place of q(dz t |z t−1 , x T ) that does not depend on x T t+1 . Introducing positive constants α 1 , · · · , α T , the optimization problem of our main interest in this paper is formally described as
Here, the probability measure q(dx T ) of x T is given by (1) . Notice that (P-SRD) is an optimization problem over the space of sequences of causal stochastic kernels. To confirm that there is no ambiguity in this formulation, let us verify that the joint distribution q(dx T , dz T ) is uniquely determined if a sequence of causal stochastic kernels is given. Recall that q(dz t |z t−1 , x t ) is a stochastic kernel q(dz t |z t−1 , x T ) that does not depend on x T t+1 (Definition 1). Hence, a successive applications of Lemma 1 (a) uniquely determines q(dx T , dz T ) by
The mutual information and the expectation in (P-SRD) is understood with respect to this joint probability measure.
The summation of the mutual information terms in (P-SRD) is also known as the directed information, denoted by I(x T → z T ), whose concept was introduced in [8] . Since there is no feedback from z T to x T in our setting (i.e., z t -
Problem (P-SRD) can be seen as a soft-constrained version of an optimization problem:
where D t > 0 for t = 1, · · · , T . It is convenient to consider the coefficients α t /2 in (P-SRD) as Lagrange multipliers corresponding to the constraints (6b). Similarly to the Lagrange multiplier theorem (e.g., Proposition 3.1.1 in [9] ), it is possible to show that there exist these coefficients such that an optimal solution to (6) is also an optimal solution to (P-SRD). We will prove this fact in Section V after we establish that both (P-SRD) and (6) can be transformed as finite dimensional convex optimization problems. For this reason, we refer to both (P-SRD) and (6) as Gaussian SRD problems.
Sometimes it is also of our interest to consider stationary and infinite horizon cases:
where the Gauss-Markov process x t is defined by (2) . This is an optimization over the sequence of stochastic kernels {q(dz t |z t−1 , x t )} ∞ t=1 such that the above limit expressions exist. The infimum value of (7) as a function of the average distortion D is referred to as the sequential rate-distortion function, and is denoted by R SRD (D).
D. Linear-Gaussian sensor design problem
Formally, the linear-Gaussian sensor design problem (P-LGS) is introduced as follows:
Here, the probability measure q(dx T ) of x T is given by (1) . For every t = 1, · · · , T , (8a) defines a causal stochastic kernel q(dy t |y t−1 , x t ). Hence, a successive application of Lemma 1 (a) uniquely determines a joint probability measure q(dx T , dy T ). Hence I(x t ; y t |y t−1 ) is well-defined. The expression in (8c) denotes a conditional expectation of x t given y t . Since equations (1) and (8a) are known, z t can be recursively computed by the standard Kalman filter. In particular, for every t = 1, · · · , T , there exists a linear function
Importantly, we are not specifying the dimensions r t of y t a priori, and determining them is left as a part of the optimization problem. In particular, if no observation at time step t is the optimal sensing strategy, we should be able to recover r t = 0.
We also consider a hard constrained version of (P-LGS)
and a stationary version
where a Gauss-Markov process {x t } is defined by (2) . (10) is an optimization problem over C and V such that the above limit expressions exist.
III. EQUIVALENCE BETWEEN (P-SRD) AND (P-LGS)
Let f * SRD and f * LGS be the infimum values of (P-SRD) and (P-LGS) respectively. In this section, we show that f * SRD = f * LGS and an optimal solution of (P-SRD) exists if and only if an optimal solution of (P-LGS) exists. We also show that constructing an optimal solution of (P-SRD) from an optimal solution of (P-LGS) is immediate. This gives us a justification to focus only on (P-LGS) later on instead of the original (P-SRD) without loss of generality. For ease of presentation, we introduce another optimization problem (P-1) that serve as an intermediate step to establish this fact.
Here, q lin (dz t |x t , z t−1 ) is a linear-Gaussian stochastic kernel of the form
where E t , F t,t−1 , · · · , F t,1 are some matrices with appropriate dimensions, and g t is a zero-mean, possibly degenerate Gaussian random variable that is independent of x 0 , w t , g t−1 . The underlying Gauss-Markov process {x t } is defined by (1). Let f * 1 be the infimum value of (P-1). The next lemma claims the equivalence between (P-SRD) and (P-1).
Lemma 2: If there exists a sequence of causal stochastic kernels {q(dz t |z t−1 , x t )} T t=1 that attains f SRD < +∞ in (P-SRD), then there exists a sequence of linear-Gaussian stochas-
, which itself is an admissible sequence of causal stochastic kernels for (P-SRD), attains f SRD = f 1 in (P-SRD). In particular, f * SRD = f * 1 and the optimal value of (P-SRD) is attained if and only if the optimal value of (P-1) is attained.
Lemma 2 is the most significant result in this section, which essentially guarantees the linearity of an optimal solution to the Gaussian SRD problems. This proposition appears as Lemma 4.3 in [2] , although the proof there is not fully general in that the argument relies on the existence of probability density functions. This difficulty can be avoided by using the measure theoretic definitions of information theoretic quantities. We provide a complete proof of Lemma 2 in Appendix A. The next lemma establishes the equivalence between (P-1) and (P-LGS).
Lemma 3: If there exists a sequence of linear-Gaussian stochastic kernels {q lin (dz t |x t , z t−1 )} T t=1 that attains f 1 < +∞ in (P-1), then there exists a sequence of sensor equations (8a) that attains f LGS ≤ f 1 in (P-LGS). Conversely, if there exists a sequence of sensor equations (8a) that attains f LGS < +∞ in (P-LGS), then the sequence of linear-Gaussian stochastic kernels {q lin (dz t |x t , z t−1 )} T t=1 defined by (8a) and (8c) attains f 1 ≤ f LGS in (P-1). In particular, we have f * 1 = f * LGS , and the optimal value of (P-1) is attained is attained if and only if the optimal value of (P-LGS) is attained.
Proof of Lemma 3 is in Appendix B. Combining the above two lemmas, we obtain the following consequence, which is the main proposition in this section.
Proposition 1:
is an optimal solution of (P-LGS), then the linear sensor
that is an optimal solution of (P-SRD).
IV. DYNAMIC PROGRAMMING APPROACH
From this section on, we aim at developing an efficient numerical algorithm for (P-SRD). Due to the preceding discussion, it is sufficient to focus on (P-LGS). For fixed (1) and (8a), let us start with writing down the Kalman filtering formula recursively computing z t = E(x t |y t ):
for t = 1, · · · , T and P 0|0 = P 0 . Using these quantities, the mutual information terms can be explicitly written as
We have used the fact that the differential entropy of an ndimensional Gaussian random vector is 1 2 log((2πe) n det P ). Hence, (P-LGS) is equivalent to the following optimization problem in terms of variables
(13c) Equality (13b) is obtained by eliminating P t|t−1 from (12). The objective function of (13) can be written as the summation of the initial cost 1 2 
In the dynamic programming approach, we view (13) as an optimal control problem. More precisely, we consider U t := C t+1 V −1 t+1 C t+1 0 as control inputs, and P t|t as the state variable governed by the dynamics
Hence, in principle, a solution may be obtained by solving the corresponding Bellman's equation
backward in time, with the boundary condition
To support this intuition, we consider in Fig. 3 
a simple scalar system with
to the Bellman's equation and the optimal control policy are numerically computed by the value iteration. (Here, we modified the stage-wise cost toJ t (P t|t ) = J t (P t|t ) − c with some constant c so that under the optimal policy,J t (P t|t ) incurs zero cost, and the solution V (·) is bounded.) The optimal level of covariance P t|t = 0.2725 and the optimal control U t = 0.9458 read compatible with the answer obtained by the SDP-based method, which will be developed in the next section.
Although the dynamic programming approach to (P-LGS) may be durable if the problem is simple enough, it is unclear how the algorithm generalized to more complicated situations. For instance, there is no clear guideline for discretizing the state space. Also, it is not immediately clear how to tradeoff time complexity and the quality of an approximated solution 2 . Dynamic programming approach is a subject to be further investigated, but in the next section we alternatively consider a semidefinite programming approach. In there, we do not consider (P-LGS) as a sequential problem to be solved backward in time, but instead we try to find the optimal sequence of actions all at once by solving a single, possibly large scale SDP. Thanks to the maturity of the SDP theory and reliable software, complicated tuning processes that may arise in dynamic programming approaches will be encapsulated. Moreover, SDP approach leads to a polynomial (in T ) time algorithm to obtain an -optimal solution.
V. SEMIDEFINITE PROGRAMMING APPROACH A. SRD optimization as max-det problem
In this section, we show that (P-LGS) can be converted to a determinant maximization problem subject to linear matrix inequality constraints. The first step is to transform (13) into an optimization problem in {P t|t } T t=1 only. This is possible by simply replacing the constraint
Notice that if the latter condition is met, a positive semidefinite matrix C t V −1 t C t satisfying the first condition is easily constructed by
In particular, the rank of the above matrix determines the optimal dimension r t of the observation vector y t . It can be also seen from the "thin" singular value decomposition that, without loss of generality, we can assume that C t is a wide matrix (r t ≤ n) with orthonormal rows, and V t is a diagonal positive definite matrix.
This observation allows us to eliminate C t and V t from (13), and transform (13) into an optimization problem in terms of {P t|t } T t=1 only:
Now, the log-determinant part of the objective function in (16) can be written as the summation of 1 2 log det(A 0 P 0|0 A 0 + W 0 ), − 1 2 log det P T |T and the stage-wise costs over t = 1, · · · , T − 1:
Due to the monotonicity of the determinant function, this quantity is the same as the optimal value of
Applying the matrix inversion lemma, the constraint is equiv-
Note that (17) is a linear matrix inequality (LMI) condition. The above discussion leads to the following conclusion. Proposition 2: The optimization problem (P-LGS) can be written as the following determinant maximization problem with respect to {P t|t , Π t } T t=1 subject to LMI constraints:
Moreover, the optimal sequence of matrices {C t , V t } can be reconstructed from (15) .
If one starts from the hard-constrained version of the sensor scheduling problem (9), the following determinant maximization problem is obtained:
The next proposition claims that (18) and (19) admit the same optimal solution provided Lagrange multipliers α t , t = 1, · · · , T , are chosen correctly. This further implies that, with the same choice of α t , two versions of the Gaussian SRD problems (P-SRD) and (6) are equivalent.
Proposition 3: Suppose W t 0, D t > 0 for t = 1, · · · , T . Then, there exist α t , t = 1, · · · , T such that an optimal solution to (19) is also an optimal solution (18) .
Proof: Both (18) and (19) are strictly feasible. The result follows using the fact that the Slater's constraint qualification guarantees that strong duality holds and the dual optimum is attained [11] .
The result of Proposition 2 implies that (P-LGS) is essentially solvable via SDP, which is much stronger than merely 
B. Max-det problem as SDP
Strictly speaking, the optimization problem (18) is in the class of determinant maximization problems [12] , but not in the standard form of the SDP 3 . However, it can be considered as SDP in a broader sense for the following reasons. First, its hard constrained version (19) can be indeed transformed into a standard SDP problem. This conversion is perhaps not trivial, but possible by following the discussion in Chapter 4 of [13] . Second, sophisticated and efficient algorithms based on the interior-point method for SDP can be almost directly applicable to the determinant maximization problems as well.
(We will consider one variation of the interior-point methods for determinant maximization in the next subsection.) In fact, off-the-shelf SDP solvers such as SDPT3 have built-in functions to handle log-determinant terms directly.
C. Complexity analysis
A natural question arises regarding the arithmetic complexity (i.e., the worst case number of arithmetic operations needed to obtain an -optimal solution) of problem (18) , and how it grows as the horizon length T grows while the dimensions of the Gauss-Markov process (1) is fixed to n 1 = · · · = n T = n. To perform a preliminary analysis, it would be natural for us to resort to the existing interior-point method literature (e.g., [13] [14] ). Interior-point methods for the determinant maximization problem are already considered in [12] [15] [16] . Assuming the path-following algorithm of [16] is used, it can be shown that the number of Newton iterations throughout the algorithm (including both initialization and path-following phases) to obtain an -optimal solution is reasonably upper bounded by O(T log(1/ )). Moreover, utilizing the structure of (18), it can be shown that each Newton iteration can be performed within O(T ) arithmetic operations. Hence, we obtain an expression O(T 2 log(1/ )) as a reasonable arithmetic complexity of (18).
However, it is a common observation in the interior-point method literature that the number of Newton iterations required in practice is much less than the theoretical upper bound. For instance, some class of long-step path-following algorithms often terminates after some fixed number of iterations (say 20) regardless of the problem size [12] . If this is still the case for (18) , the arithmetic complexity of (18) will grow linearly in T instead of quadratically. However, more careful analysis and computational experiments are needed to verify this.
VI. SPECIAL CASES

A. Single stage problem
When T = 1, the result of Proposition 2 recovers the well-known "reverse water-filling" solution for the standard Gaussian rate-distortion problem [3] . To see this, notice that T = 1 reduces problem (18) to
Here, we have already assumed Θ = I and AP 0 A + W = diag(σ 2 1 , · · · , σ 2 n ) 0. This does not lose generality, since otherwise a change of variables P ← U Θ
U diagonal, converts the problem into the above form. Notice that Hadamard's inequality implies that the optimal solution to the above problem is diagonal. (If P is feasible, setting all off-diagonal entries zero will not violate constraints, but will decrease the objective.) Writing P = diag(p 1 , · · · , p n ), the problem decomposes into n independent optimization problems, each of which minimizes p i − 1 α log p i subject to 0 ≤ p i ≤ σ 2 i . It is easy to see that the optimal solution is p i = min(α, σ 2 i ). This is the closed-form solution to (P-LGS) with T = 1, and its pictorial interpretation is shown in Fig. 4 . This solution also indicates the optimal sensing formula is given by y = Cx+v, v ∼ N (0, V ), where C and V satisfy
In particular, we have dim(y) = rank(C V −1 C) = card{i : σ 2 i > 1 α }, indicating that the optimal dimension of y monotonically decreases as the "price of information" 1/α increases.
B. Stationary problems
We are often interested in stationary (A t , W t , Θ t are time invariant) and infinite horizon (T = ∞) problems (7), (10).
1) Sequential rate-distortion function: In stationary problems, it is expected that P t|t and Π t are also time invariant. In this case, it is enough to minimize the average cost per stage, which leads to the following significantly simplified problem. Numerical experiments on rank monotonicity. 20 dimensional Gaussian process is randomly generated and matrix C V −1 C is constructed for various D. Observe that rank(C V −1 C) tends to decrease as D increase.
To confirm that this result makes sense, consider a scalar system with A = a, W = w, P = p and Θ = 1. In this case, a closed form expression of the SRD function is known in the literature [1] [4], which appears
Let us verify that (20) leads to a compatible result. For a scalar system, (20) further simplifies to
It is elementary to verify that the optimal value of (22) is
Hence, it can be compactly written as min{0, 1 2 log(a 2 + w D )}, and the result recovers (21) . When the source is multidimensional, in contrast, no analytical expression of the SRD function is known [4] . Nevertheless, the expression (20) is as beneficial as having an explicit formula in practice, since (20) can be evaluated extremely efficiently.
2) Rank monotonicity: Using an optimal solution to (20) the optimal sensing matrices C and V are recovered from C V −1 C = P −1 − (AP A + W ) −1 . In particular, dim(y) = rank(C V −1 C) determines the optimal dimension of the measurement vector. Similarly to the case of single stage problems, this rank has a tendency to decrease as D increases. A typical numerical behavior is shown in Figure 5 . We do not attempt to prove the rank monotonicity here.
3) Fundamental limitation of estimators: Leth(x) lim T →∞ 1 T h(x T ) be the entropy rate of the Gauss-Markov process (2) . For every fixed sensor y t = Cx t + v t , v t ∼ N (0, V ), a fundamental limitation of the estimators' ability can be expressed in terms ofh(x) andĪ(x; y) lim T →∞ 1 T I(x T ; y T ). Consider an arbitrary estimator (not necessarily Kalman filter) producingx t based on y t (that is, x t is an arbitrary σ(y t )-measurable function). Let e t x t −x t be the estimation error. Then the entropy rate of {e t } must satisfyh (e) ≥h(e|y) =h(x|y) =h(x) −Ī(x; y).
Equality holds when the Kalman filter is used. The inequality (23) guarantees that no estimator built on a given sensor can make the entropy rate of {e t } smaller thanh(x) −Ī(x; y).
Notice that minimizingĪ(x; y) in (10) is equivalent to maximizing the lower bound (23) subject to the average distortion constraint lim T →∞
Since the optimal value of (10) is R SRD (D), the lower bound (23) can be made as large ash(x) − R SRD (D). The optimal sensor equation solving (10) hence allows an estimator to make the average distortion small while making the estimation error "maximally uncertain". (This is possible since minimizing mean square distortion and maximizing entropy are not completely opposite.) In this sense, (10) guarantees the utility of the observation signal y t while maximizing privacy.
As in [17] , the limitation can be also understood in a frequency domain condition similar to the Bode's integral formula. Let S e (ω) be the spectral density matrix of the process {e t }. It can be shown (e.g. [18] ) thath(e) = 1 2 π −π log((2πe) n det S e (ω)) dω 2π . Hence, by solving (10), it is possible to design a sensing equation y t = Cx t + v t such that Kalman filter built on {y t } achieves the average distortion D, while at the same time, no estimator mechanisms built on {y t } (including malicious eavesdroppers) can violate the condition
This inequality show the well-known "waterbed effect", indicating impossibility to make signal {e t } small in all frequencies simultaneously.
VII. APPLICATIONS AND RELATED WORKS
A. Zero-delay source coding
A natural application of (P-SRD) is the analysis of the zero-delay source coding of Gauss-Markov sources. Let A t = {0, 1} lt be the space of binary sequences with length l t . A zero-delay binary coder is a pair of an encoder
An encoder-decoder pair defines a zero-delay reconstruction function f t such that
Let R op SRD (D) be the operational SRD function defined by
where a Gauss-Markov process x t is defined by (2) . Then, the SRD function R SRD (D) defined as the optimal value of (7) is clearly a lower bound of R op SRD (D). However, in general this lower bound is not attained by zero-delay binary coders. This is a sharp contrast to the achievability of the ratedistortion function when there is no causality requirement; e.g., Theorem 10.2.1 of [3] . In this paper, we do not discuss the conservativeness of this lower bound. For related discussions, we point out [4] , where several bounds on the rates achievable by causal and zero-delay source coding schemes for stationary Gaussian sources with mean square distortion are derived.
Zero-delay data transmission over noisy communication channels is crucially important in feedback control systems. There, the source x t observed at one end of a band-limited communication channel must be reconstructed as z t at the other end of the channel in a zero-delay manner. In [19] , the notion of anytime capacity is introduced as an adequate characterization of channels for stabilizing dynamical systems. In [20] , the optimal encoder-decoder structures for zero-delay transmissions of Markov sources are studied.
Various problem set-ups and basic results for feedback control over noisy channels can be found in [21] [22] [23] . There are differences between typical problem settings in these literatures (sensor equation y t = C t x t + v t is usually given in these literatures), and the SRD problems considered in this paper (we design a sensor equation, but we do not consider feedback control of the process (1)), but in the future these problems should be discussed in a unified way. We note that simultaneous design of measurement and control strategies is considered in [24] [25] , although the performance criteria considered there are more control theoretic rather than information theoretic. To the best of our knowledge, simultaneous SRD optimization and control design has not been considered yet.
B. Experiment design/Sensor scheduling
Suppose x ∼ N (0, P 0 ) is a random vector, and there are N different sensors to observe x. Each sensor produces a scalar observation y i = c i x + v i , where c i is a row vector and v i is a Gaussian random variable with covariance σ 2 i . In the experiment design problem, one needs to select m (≤ N ) sensors to construct an m dimensional observation vector y = Cx + v, where each row of C corresponds to a selected sensor's c i . The goal is to find the optimal set of sensors such that, when jointly used, the mean square error of the estimation E x − E(x|y) 2 is minimized. Although this problem itself involves a combinatorial optimization, various types of convex relaxations can be considered [12] .
The sensor scheduling problem is a dynamic extension of the experiment design problem in which the random process such as (1) needs to be estimated. Again, we assume that there are N sensors, but now only one sensor can be used at every time step (i.e., at every time step, we observe a scalar y t = c i(t) x t + v i(t) ). Our task is to come up with the optimal sequence of the sensors i(1), · · · , i(T ) to be used in the next T time steps, in order to minimize the running total of the estimation error T t=1 E x t − E(x t |y t ) 2 . A naive strategy is to explore all branches of the scheduling tree (there are N T of them), but various ideas of simplification can be considered. For instance, [26] suggests an efficient algorithm to prune nonoptimal branches of the search tree. While in [27] , a stochastic sensor selection strategy that minimizes the expected error covariance is considered.
In order to relate (P-LGS) to the experiment design/sensor scheduling problems, modify the sensor scheduling problem so that we can now freely choose matrices {C t , V t } T t=1 , and the observation vector at each time step is
To make the problem meaningful, assume that collecting every bit of innovative information at time t incurs a unit cost. Since the amount of innovative information obtained at each time step is precisely given by I(x t , y t |y t−1 ), the problem to be solved becomes (P-LGS).
C. Relation to information bottleneck
Given a distribution q x , the rate-distortion optimization finds a random variable z that minimizes I(x; z) + βd(x, z), where d(x, z) is a distortion function and β is a trade-off parameter. A generalized version of this problem considered in the information bottleneck method [28] aims at finding a random variable z that compresses the information in x about another random variable r in such a way that I(x; z)+βd(r, z) is minimized. (Joint probability measure q x,r is assumed to be known.) If d(r, z) is replaced by −I(r; z), then the optimization problem becomes 
This identifies a "bottleneck" random variable z through which the information that x tells about r is passed [28] . Information bottleneck method has many applications in statistics, signal processing and data mining. The authors of [28] also provide an attractive iterative numerical method to solve (24) based on the Blahut-Arimoto algorithm. The structure of (24) is apparently different from the SRD problem considered in this paper. Also, the SDP-based algorithm in this paper is very different from the algorithm considered in [28] . However, it will be an interesting future work to explore theoretic and algorithmic similarities between these problems.
D. Privacy-utility trade-off
Mutual information between private variables and disclosed variables has been widely used as a measure of privacy loss. In [29] , an encoder-decoder design for a given main channel and a "wire-tap" channel is studied in which the transmission rate over the main channel is maximized while maintaining the secrecy of the source r when the output z of the wiretap channel is observable by a wire-tapper. In this work, the secrecy of the communication is measured by the conditional entropy of r given z. In a different setting, [30] studies a trade-off between the utility of disclosing a distorted copy z of x and the loss of secrecy of a private variable r which is correlated to x. There, the data secrecy (equivocation) is evaluated by the conditional entropy of r given z, and the ratedistortion-equivocation trade-off problem is formulated. This idea is extended in [31] , where a database query mechanism is proposed that respects information theoretic privacy. In [32] , the same trade-off problem is alternatively formulated as the privacy funnel optimization problem
Notice that this is an opposite optimization to the information bottleneck case (24). In the same paper, an explicit solution to the privacy funnel optimization problem is derived for Gaussian cases. Our utility-privacy trade-off problem (P-SRD) is simpler than those of [29] [30] [31] in that (P-SRD) itself does not consider source quantizations. Also (P-SRD) is simpler than [30] [31] [32] in that we do not make a distinction between public and private variables. However, (P-SRD) considers a multi-stage information theoretic privacy mechanism, which has never appeared in these papers. Alternatively, the notion of differential privacy, proposed and studied in [33] [34] , is widely accepted in the database literature. This notion of privacy has been used in other contexts as well, such as machine learning [35] , data mining [36] , dynamic estimator design [37] and consensus algorithms [38] . Although differential privacy is not equivalent to the information theoretic privacy, there are intriguing similarities as well; in [39] and references therein, connections between differential privacy and information theoretic quantities (Rényi min-entropy and Shannon entropy) are studied.
VIII. NUMERICAL SIMULATIONS A. Optimal sensor design for double pendulum
A linearized equation of motion of a double pendulum with friction and disturbance is given by where b is a Brownian motion. In this example, we are interested in designing a sensing model y t = Cx t + v t , v t ∼ N (0, V ) that optimally trades-off information cost and distortion level. First, the Tustin transformation is applied to obtain a discrete time model. Then, the stationary problem (20) is solved with various values of D. The result is the sequential rate-distortion function shown in Figure 6 . Finally, for every point on the trade-off curve, the optimal sensing matrices C and V are reconstructed, and the Kalman filter is designed base on them. Figure 7 shows the trade-off between the distortion level and the tracking performance of the Kalman filter. When the distortion constraint is strict (D = 0.002), the optimally designed sensor generates high rate information (0.3829 bits/sample) and the Kalman filter built on it tracks true state very well. When D is large (D = 0.3), the optimal sensing strategy chooses "not to observe much", and the resulting Kalman filter shows poor tracking performance.
B. Minimum down-link bandwidth for satellite attitude determination
The angular velocity vector of a spin-stabilized satellite follows the dynamics:
where (ω 0 , 0, 0) is the nominal angular velocity vector, and b is a disturbance. Suppose that the satellite has on-board sensors that can accurately measure angular velocities, and the ground station needs to estimate them with some required accuracy (distortion) based on the transmitted data from the satellite. Our interest is to determine the minimum down-link bit-rate that makes it possible, and identify what information needs to be transmitted to achieve this. Assume that the distortion constraints D t is time varying, but given a priori.
(For instance, it must be kept small only when the satellite is in a mission.) The discussion so far indicates that the data to be transmitted is in the form of y t = C t x t + v t in order to minimize communication cost measured by T t=1 I(x t , y t |y t−1 ). In Figure 8 , a result of the SDP (18) is plotted, when the scheduling horizon is T = 120 and a particular distortion constraints profile D t is given (a sinusoidal wave shown in red in (a) is given here). It is intuitive to find that the optimal down-link schedule shown in (b) requires no communication at all when the distortion constraint is met. As by-products of the SDP (18), the optimal scheduling of sensing matrices C t and noise covariances V t of v t can be also explicitly obtained.
IX. CONCLUSION
In this paper, we considered several potential applications of the multidimensional Gaussian SRD problem and its solution algorithms. We have shown that an optimal solution to the Gaussian SRD problem can be found by considering a related linear-Gaussian sensor design problem, which can be formulated as a determinant maximization problem with LMI constraints. The implication is that Gaussian SRD problems are numerically very efficiently solvable using the standard SDP solvers. This simple observation provides closed-form solutions to various multi-stage trade-off problems from many different real-world contexts.
APPENDIX A PROOF OF LEMMA 2
Let us prove the second statement in Lemma 2 first, since it is simpler. Let {q lin (dz t |x t , z t−1 )} T t=1 be a sequence of linear-Gaussian stochastic kernels attaining f 1 < +∞ in (P-1), and q(dx T , dz T ) be the resulting joint probability measure. Since
Hence the mutual information terms in (P-1) can be replaced with the ones in (P-SRD) without increasing cost. Now let us turn to the first statement in Lemma 2. Given a sequence of stochastic kernels {q(dz t |x t , z t−1 )} T t=1 attaining cost f SRD < +∞ in (P-SRD), we are going to construct a sequence of linear-Gaussian stochastic kernels of the form (11) that incurs no greater cost than f SRD in (P-1). Let q(dx T , dz T ) be the joint probability measure constructed by {q(dz t |x t , z t−1 )} T t=1 and the underlying Gauss-Markov process (1) . We assume that the joint measure q(dx T , dz T ) has a positive definite covariance matrix. This assumption can be made without loss of generality, since this requirement only excludes the case where the mutual information I(x T ; z T ) is infinity.
Let r(dx T , dz T ) be a zero-mean, jointly Gaussian probability measure with the same covariance as q(dx T , dz T ). Let E t x t +F t,t−1 z t−1 +· · ·+F t,1 z 1 be the least mean square error estimate of z t given x t , z t−1 in r(dx T , dz T ), and let Γ t be the covariance matrix of the corresponding estimation error. Let {g t } be a sequence of Gaussian random vectors such that g t is independent of x 0 , w t , g t−1 and g t ∼ N (0, Γ t ). For every t = 1, · · · , T , define a stochastic kernel s(dz t |x t , z t−1 ) by
We set {s(dz t |x t , z t−1 )} T t=1 as a candidate solution to (P-1). If r(dx t , dz t ) and r(dx t , dz t−1 ) are marginals of r(dx T , dz T ), then the following relation holds for every t = 1, · · · , T :
Let s(dx T , dz T ) be a jointly Gaussian measure defined by {s(dz t |x t , z t−1 )} T t=1 and the process (1) . That is, it is a joint measure recursively defined by
where q(dx t |x t−1 ) is a stochastic kernel defined by (1) . Notice the following fact about r(dx T , dz T ). Claim 1: For t = 2, · · · , T , let r(dx t−1 , dz t−1 ) and r(dx t−1 , dx t , dz t−1 ) be marginals of r(dx T , dz T ). Then r(dx t−1 , dx t , dz t−1 ) = q(dx t |x t−1 )r(dx t−1 , dz t−1 ).
Proof: Since z t−1 -x t−1 -x t forms a Markov chain in the measure q(dx T , dz T ), by Lemma 3.2 of [40] , z t−1 -x t−1 -x t forms a Markov chain in r(dx T , dz T ) as well. Hence in r, x t is independent of z t−1 given x t−1 . Moreover, since q(dx t , dx t−1 ) is a Gaussian distribution, and since r is defined to be a Gaussian distribution with the same covariance as q, r(dx t , dx t−1 ) and q(dx t , dx t−1 ) have the same joint distribution. Hence, the conditional distribution of x t given x t−1 in r and q are the same. In general, r(dx T , dz T ) and s(dx T , dz T ) are different joint probability measures. However, we have the following result.
Claim 2: For every t = 1, · · · , T , let r(dx t , dz t ) and s(dx t , dz t ) be marginals of r(dx T , dz T ) and s(dx T , dz T ) respectively. Then r(dx t , dz t ) = s(dx t , dz t ).
Proof: By definitions, r(dx 1 , dz 1 ) = s(dz 1 |x 1 )r(dx 1 ) s(dx 1 , dz 1 ) = s(dz 1 |x 1 )q(dx 1 ).
Since r(dx 1 ) = q(dx 1 ), r(dx 1 , dz 1 ) = s(dx 1 , dz 1 ) holds. So assume that the claim holds for t = k − 1. Then
The first step (28a) follows from the definition (27b).
Step (28b) also follows from the definition (27a). In (28c), the induction assumption s(dx k−1 , dz k−1 ) = r(dx k−1 , dz k−1 ) was used. The result of Claim 1 was used in (28d). The final step (28e) is due to (26) .
To prove that {s(dz t |x t , z t−1 )} T t=1 incurs no greater cost than f SRD in (P-1), notice that replacing q(dz t |x t , z t−1 ) with s(dz t |x t , z t−1 ) will not change the distortion:
Θt . Equality (29) holds since q and r have the same second order properties. The result of Claim 2 was used in step (30) .
Next, we show that the mutual information term will never be increased by this replacement. Observe that the following basic properties of the Radon-Nikodym derivatives. 
Proof: For (a), see Proposition 3.9 in [41] . To prove (b), let f (x, y) = dµx,y d(µx×µy) . By definition,
Since clearly f ∈ L 1 (µ x × µ y ), the Fubini's theorem [41] is applicable in the second line. Substituting this expression into (31), we have B X f (x, y)µ x (dx) = µ x|y (B X |y) µ y − a.e..
Thus f (x, y) = dµ x|y dµx µ y − a.e.. Observe that under the assumption that the probability measure q(dx T , dz T ) has a positive definite covariance matrix, so does r(dx T , dz T ), and there exists a Gaussian probability density function R(x T , z T ) such that r(dx T , dz T ) = R(x T , z T )dx T dz T with respect to the Lebesgue measure. Moreover, it follows from Claim 2 that the probability measure s(dx t , dz t ) also admits a Gaussian probability density function S(x t , z t ) for every t = 1, · · · , T . Claim 3:
Proof: This can be directly verified as
Lemma 4 (b) was used in step (33) . Replacing r with q in (34) is possible since they have the same second order moments and log
is a quadratic form. In (35) , Lemma 31 (a) is applicable since r
The identity (5) was used in step (36) . The result of Claim 3 was used in (37) . Equality (38) follows from Claim 2. Thus, using {q(dz t |x t , z t−1 )} T t=1 attaining cost f SRD in (P-SRD), we have constructed {s(dz t |x t , z t−1 )} T t=1 incurring smaller cost in (P-1) than f SRD .
APPENDIX B PROOF OF LEMMA 3
To prove the first statement, suppose
is a linear-Gaussian stochastic kernel that attains f 1 < +∞ in (P-1). It is sufficient for us to show that there exist nonnegative integers r 1 , · · · , r T and matrices C t ∈ R rt×nt , V t ∈ S rt ++ , t = 1, · · · , T such that {C t , V t } T t=1 attains a smaller cost than f 1 in (P-LGS). Let
with an orthonormal matrix U = U 1 U 2 be a singular value decomposition of the covariance matrix of g t . If g t is nondegenerate, we understand that U = U 1 , while if g t is a point mass at zero, then U = U 2 . Clearlyg t = U 1 g t is a zeromean, nondegenerate Gaussian random vector and U 2 g t = 0.
for s = 1, · · · , t − 1. Then multiplying (39) by U from the left yields
Claim 4:Ê t = 0 ∀t = 1, · · · , T is necessary for f 1 < +∞.
Proof: Focus on the mutual information terms in (P-1).
I(x t ; z t |z t−1 ) = I(x t ;z t ,ẑ t |z t−1 )
≥ I(x t ;ẑ t |z t−1 ) = I(x t ;Ê t x t +F t,t−1 z t−1 + · · · +F t,1 z 1 |z t−1 ) = I(x t ;Ê t x t |z t−1 )
Recall that x t is defined by (1) and is a nondegenerate Gaussian random vector. IfÊ t x t is a non-zero linear function of x t , then I(x t ;Ê t x t ) = +∞, while I(x t ; z t−1 ) is bounded. Therefore,Ê t = 0 is necessary for I(x t ; z t |z t−1 ) to be bounded. Claim 4, together with (40), implies thatẑ t is a linear function of z t−1 . Hence, there exist some matrices H t,1 , · · · , H t,t−1 such that the first row of (40) can be rewritten as z t =Ẽ t x t + H t,t−1zt−1 + · · · + H t,1z1 +g t .
It is also easy to see that z t can be fully reconstructed ifz t is given. In particular, this implies that the σ-algebras generated by z t andz t are the same.
σ(z t ) = σ(z t ).
(42)
Claim 5: I(x t ; z t |z t−1 ) = I(x t ;z t |z t−1 ) ∀t = 1, · · · , T . Proof: This can be directly verified as follows.
I(x t ; z t |z t−1 ) = I(x t ;z t ,ẑ t |z t−1 ) = I(x t ;z t |z t−1 ) (43) = I(x t ;z t |z t−1 ,ẑ t−1 , z t−2 ) = I(x t ;z t |z t−1 , z t−2 ) (44) = I(x t ;z t |z t−1 ,z t−2 , z t−3 )
. . .
= I(x t ;z t |z t−1 )
Equality (43) holds sinceẑ t is a linear function of z t−1 . Similarly, (44) holds becauseẑ t−1 is a linear function of z t−2 . The remaining equalities can be shown by repeating the same argument. Now, for every t = 1, · · · , T , set C t =Ẽ t and v t =g t . Then, by construction, v t is a zero-mean, nondegenerate Gaussian random vector that is independent of x 0 , w t , v t−1 . Hence y t = C t x t + v t is an admissible sensor equation for (P-LGS).
Claim 6: I(x t ; y t |y t−1 ) = I(x t ;z t |z t−1 ) ∀t = 1, · · · , T . Proof: By concatenating (41), it can be easily seen that an identity H tz t = y t holds for every t = 1, · · · , T , where H t is an invertible matrix defined by = I(x t ; y t |z t−1 ) = I(x t ;z t − H t,t−1zt−1 − · · · − H t,1z1 |z t−1 ) = I(x t ;z t |z t−1 ).
Thus, starting from a sequence of linear-Gaussian stochastic kernels (39), we have constructed a sequence of sensor equations of the form y t = C t x t + v t such that I(x t ; y t |y t−1 ) = I(x t ; z t |z t−1 ). The last equality is a consequence of Claim 5 and 6. To complete the proof of the first statement of Lemma 3, it is left to show that
where z t = E(x t |y t ). (Here, we refer to the variable "z t " in (P-LGS) as z t in order to distinguish it from the variable z t in (P-1).) The inequality (45) can be verified by the following observation. Since H tz t = y t , we have σ(y t ) = σ(z t ). Moreover, it follows from (42) that σ(y t ) = σ(z t ). Thus, z t is σ(y t )-measurable. However, since z t = E(x t |y t ), z t minimizes the mean square estimation error among all σ(y t )measurable functions. Thus (45) must hold. Now, let us turn to the proof of the second statement of Lemma 3. Let {C t , V t } T t=1 be a sequence of matrices that attains f LGS < +∞ in (P-LGS). Let y t be defined by (8a), and z t = E(x t |y t ) be the least mean square error estimate of x t given y t obtained by the Kalman filter. From the Kalman filtering formula, we have z t = A t−1 z t−1 +P t|t−1 C t (C t P t|t−1 C t +V t ) −1 (y t −C t A t−1 z t−1 ) = E t x t + F t,t−1 z t−1 + · · · + F t,1 z 1 + g t where E t , F t,t−1 , · · · , F t,1 are some matrices (in fact, all F t,t−2 , · · · , F t,1 are zero matrices) and g t is a zero-mean Gaussian random vector that is independent of x 0 , w t and g t−1 . Hence, by constructing a linear-Gaussian stochastic kernel for (P-1) by z t = E t x t + F t,t−1 z t−1 + · · · + F t,1 z 1 + g t using the same E t , F t,t−1 , · · · , F t,1 and g t , (x T , z T ) and (x T , z T ) have the same joint distribution. Thus E x t − z t 2 Θt = E x t − z t 2 Θt ∀t = 1, · · · , T . Hence, it remains to prove that I(x t ; y t |y t−1 ) ≥ I(x t ; z t |z t−1 ) ∀t = 1, · · · , T.
We are going to show that I(x t ; y t |y t−1 ) = I(x t ; y t |z t−1 ) ≥ I(x t ; z t |z t−1 ), where the inequality is immediate from the data-processing inequality. The first equality follows from the fact that z t−1 is a sufficient statistic for the conditional distribution of x t given y t−1 . More precisely, since E(x t |y t−1 ) = A t−1 z t−1 , by the orthogonality principle for the optimal estimator, x t − A t−1 z t−1 and y t−1 are uncorrelated. Since all variables are Gaussian and {v t } are independent, this means that s t := C t (x t − A t−1 z t−1 ) + v t and y t−1 are independent, or I(s t ; y t−1 ) = 0. Since s t -y t−1 -z t−1 forms a Markov chain, by the data processing inequality, I(s t ; z t−1 ) ≤ I(s t ; y t−1 ) = 0. This leads to h(s t ) − h(s t |z t−1 ) = h(s t ) − h(s t |y t−1 ) = 0.
Now, I(x t ; y t |y t−1 ) = I(x t ; s t |y t−1 ) = h(s t |y t−1 ) − h(s t |x t , y t−1 ) = h(s t ) − h(v t ).
In the last step, the result of (46) was used. Similarly, I(x t ; y t |z t−1 ) = I(x t ; s t |z t−1 ) = h(s t |z t−1 ) − h(s t |x t , z t−1 ) = h(s t ) − h(v t ).
Therefore, I(x t ; y t |y t−1 ) = I(x t ; y t |z t−1 ).
