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Abstract—Masses of sensors and actuators are being de-
ployed in our daily environments to provide innovative services
for such spaces as parking lots, buildings, and railway net-
works. Yet, to realize the full potentials of these sensor network
infrastructures, services need to be developed. Service develop-
ment raises a number of challenges due to existing approaches
that are often low level and network/hardware-centric. This
paper proposes a high-level approach to the development of
large-scale orchestrating applications. It revolves around a
declaration language that allows to express the sensor-network
dimensions of an application (sensor discovery, delivery models,
actuation process). These declarations define the behavior of an
application with respect to the sensor network infrastructure.
We demonstrate the key relevance of these declarations at
every stage of an application lifecycle, from design to runtime.
In doing so, declarations allow to match the sensor-network
behavior of an application to the target infrastructure. Our
approach summarizes and puts in perspective our development
of industrial case studies and our experience in using a
commercially-operated sensor infrastructure.
I. INTRODUCTION
Infrastructures of masses of sensors are increasingly
emerging in our environment and being deployed over large-
scale spaces, including parking lots in cities and agricultural
fields in rural areas. These large-scale infrastructures are
now being operated worldwide by companies, enabling
economically viable services to be offered. For instance, the
Smart City project in Santander provides an infrastructure
composed of sensors, actuators, cameras and screens to
monitor available parking spaces, offering valuable infor-
mation to car drivers [1]. Similarly, Sigfox [2] deployed a
large-scale infrastructure in Moscow, providing the city with
the world’s largest intelligent parking system, comprising
fifteen thousand sensors; this system has been operated since
2014 [3].
Even though, these deployments demonstrate the maturity
and practicality of such infrastructures, there are still chal-
lenges that need to be addressed to harness the potentials
of this technology. In particular, the process of developing
services for masses of sensors is still ad hoc. Current prac-
tices are driven by the network operator (e.g., Sigfox) and
centered around the concerns of the specific stakeholders:
sensor manufacturers. Moreover, research in the domain
often ignores realistic application-specific requirements as
discussed by Raman et al. [4]. This network/hardware-
centered approach makes software development low level
and feature specific, resulting in a steep learning curve for
programmers. This situation can be a major impediment for
the success of the domain.
Just like mobile application development, large-scale
sensor infrastructures need to provide programmers with
methodologies and tools to support the development of
services. This work is essential to allow innovative services
to be developed, leading to the adoption of such infras-
tructures. For example, the Android platform comes with
a software framework that manages the lifecycle of applica-
tions, provides access to device resources, and allows data
sharing between applications. In addition, developers need
to make explicit, via a manifest file, a number of application
properties (i.e., application components, permissions, etc.).
This manifest provides a high-level view of an application,
which is leveraged by the Android device owner, as well as
the operator of the Android infrastructure (i.e., Google), to
reduce the risk of abusing resources (e.g., privacy, battery,
network) when running this application.
Similarly, for large-scale sensor infrastructures, an appli-
cation would need to expose, prior to runtime, how it may
use resources. Specifically,
• What are the required sensors/actuators?
• How does it gather/receive data from sensors?
• When are sensor readings delivered?
Such issues need to be examined at various stages of an
application lifecycle, from design to runtime, and may raise
such infrastructure concerns as determining whether the
sensor infrastructure can provide the application with the
required resources (i.e., admission control), whether the
infrastructure needs to be configured to factorize sensor read-
ings (i.e., caching mechanism). Domain expertise is needed
to examine infrastructure concerns along the lifecycle of the
application. Currently, this expertise is implicit, making the
few existing experts a bottleneck for producing new services
that take into account the infrastructure concerns. As a result,
not only are sensor-network characteristics of an application
missing to support its development, but they are also missing
to match the infrastructure to the application needs.
This paper
We propose an approach that makes explicit the domain
expertise required to guide the development and deployment
of a large-scale orchestrating application. To do so, based
on the literature and practical insights, we introduce the
notion of application behavior, which characterizes how an
application behaves to orchestrate sensors at a large scale
along three dimensions: service discovery – what sensors are
required, data delivery – how and when data are delivered to
the application, and actuating process – what actuators are
issued orders by the application. These behavior dimensions
are then instantiated across the stages of the application
lifecycle and examined with respect to sensor infrastructure
concerns. This process ranges from checking that the sensing
capabilities required by an application at design time are
compatible with the target infrastructure, to submitting an
application to an admission control procedure at deployment
time. Our contributions can be summarized as follows.
1) Application behavior. We identify the sensor-network
characteristics of a large-scale orchestrating applica-
tion. As such, the characteristics of an application
can be expressed at a high level and early in the
development process, providing support throughout
the application lifecycle.
2) Declaration language. We present a simple declara-
tion language that allows to express the key sensor-
network behavior of an orchestrating application. We
show how declarations make explicit essential infor-
mation about the application.
3) Application lifecycle. We introduce stages, along the
application lifecycle, where the behavior declarations
of an application can be used to adapt both the
application and the infrastructure concerns.
4) Validation. We validate our approach with a real-sized
case study, namely, a citywide parking management
system. This case study illustrates all the aspects of our
proposed approach and demonstrates how it addresses
the sensor-network behavior of an application.
We build on practical experience gained from (1) working
with operators of sensor-network infrastructures [5] and (2)
previous implementations of case studies leveraging these
infrastructures [6], [7]. As such, our approach provides a
design framework that paves the way for researchers work-
ing on methodologies and tools supporting the development
of applications for large-scale sensor infrastructures.
Outline
The next section presents our case study, used throughout
the paper. Then, Section III decomposes our notion of appli-
cation behavior into a set of key sensor-network dimensions,
drawn from the literature on sensor networks. These dimen-
sions give a design framework for a declaration language
dedicated to the sensor-network behavior of applications.
This language is introduced in Section IV, as well as the
main stages of an application lifecycle. Section V discusses
how our approach can leverage existing approaches address-
ing infrastructure concerns. Related works are covered in
Section VI and concluding remarks are given in Section VII.
II. CASE STUDY
In this section, we present a case study used throughout
the paper to introduce the salient aspects of our work.
This case study examines the development of a parking
management application, inspired by existing smart city
projects mentioned earlier. The purpose of the application
is to monitor the occupancy of parking spaces and regulate
the flow of traffic by directing cars to available parking
spaces. Presence sensors are buried under the ground and
determine the occupancy of parking spaces by measuring
magnetic field variations. The application also requires Car-
bon Monoxide (CO) sensors to detect an unsafe level of
pollution in parking lots, and alert drivers if this situation
occurs. Parking availability and pollution alerts are displayed
on display panels at the entrance and inside the parking lots.
The goal of this application imposes a number of require-
ments on the process of orchestrating masses of sensors and
actuators.
Req 1. Both presence and CO sensors need to be grouped by
parking lots and levels. Indeed, space availability and pollu-
tion levels are naturally delivered at both these granularities
by a parking management system.
Req 2. Presence at a parking space is published by the
associated sensor when its status changes; an event-based
delivery model is well-suited for a boolean type of sensor.
Req 3. CO sensors deliver their measurements in two ways
depending on the needs of the data consumer. For the
ventilation of the parking lot, the information is produced
every 15 minutes; this time may vary depending on the time
it takes to renew the air for a ventilation system and the
size of the parking lot. For the purpose of pollution alert,
we require the pollution level to be delivered when it reaches
a given threshold.
In the remainder of the paper, we address these require-
ments at different stages of the development lifecycle of
the application. From a general perspective, requirements
on orchestrating sensors and actuators are identified along
three main dimensions, presented in the next section.
III. APPLICATION BEHAVIOR DIMENSIONS
A sensor network is an environment constrained in many
ways (bandwidth, energy, computational power, etc.). When
this environment serves a resource-intensive application or
resource-competing applications, their usage profile needs
to be determined to ensure quality of service. Towards
addressing this issue, we introduce the notion of application
behavior dedicated to sensor-network dimensions. In this
section, we leverage the literature on sensor networks and
decompose the notion of application behavior into three key
dimensions.
A. Service Discovery
Service discovery for large-scale orchestrating appli-
cations poses unique challenges due to the resource-
constrained nature of sensor networks. Service discovery
defines the sensor nodes of interest, the sources, and the
applications consuming sensor data, the sinks. The more
accurately sources are selected by applications, the less com-
munication occurs between sources and sinks. This strategy
is of utmost importance in the context of a bandwidth-poor
environment, comprising masses of sensors.
Meshkova et al. [8] notice that sensor nodes with limited
computational resources are not suited for computational and
memory hungry service discovery protocols. Furthermore,
most well-known protocols, such as UPnP or SLP, are too
large to be processed by a sensor network. A promising
approach to service discovery, proposed by Heidemann [9],
is to organize sensor-network communications with respect
to the application attributes, rather than with respect to the
network topology.
Estrin et al. [10] notice that this application-specific
approach is aligned with common application scenarios in
the domain. That is, it relies on data generated from the
sensor network infrastructure, rather than from individual
sensors. Concretely, applications are more likely to ask:
"Where are the nodes whose temperature recently exceeded
30 degrees?" than "What is the temperature at sensor #27?".
Heidemann et al. [9] also demonstrate the benefits
of an attribute-based naming approach, when driven by
application-specific requirements. In particular, they show
that this approach significantly reduces network traffic.
Based on these works, we conclude that the service dis-
covery dimension should be made explicit and contribute to
the requirements of an application, early in the development
process. This service discovery dimension should consist
of attributes (e.g., sensor types and locations), exposing
information to optimize the target sensor network (e.g.,
network traffic).
B. Data Delivery
Beyond the service discovery dimension, an application
behavior is also characterized with respect to how sensor
data are delivered. Tilak et al. [11] propose a classification
that introduces fundamental delivery models: continuous,
event-driven, observer-initiated and hybrid. Importantly, this
classification is defined with respect to the observer’s in-
terest (e.g., the application). The data delivery model of
an application needs to be explicit to avoid mismatches
between application requirements and the target sensor
network infrastructure. For example, an application may
require data to be delivered at a certain frequency. However,
this requirement may not be fulfilled because the target
infrastructure does not provide enough bandwidth to transmit
the data. Similarly, an application may need to access sensors
in a query-driven fashion, which may not be supported by
the target infrastructure.
It is important to notice that the data delivery models
required by applications also suggest a network structure and
specific algorithms that best match the applications’ needs,
especially in the context of a resource-poor environment.
For instance, in her Ph.D. thesis, Heinzelman showed that
clustering is most efficient for static networks, where data
is continuously transmitted [12].
The number of sources and sinks used by an application
is also valuable information for choosing an appropriate
communication strategy [13]. Liu et al. [14] introduce a
communication pattern for large-scale sensor networks that
adapts the communication strategy with respect to the rel-
ative frequency between application queries and detected
events from sensors. Furthermore, because dissemination
protocols for large-scale sensor networks are data-centric,
they can exploit application semantics to improve perfor-
mance [15]. Communication costs can be reduced by intro-
ducing some computation inside the network; this is referred
to as in-network data aggregation and processing [9]. For
example, information on how data is to be presented to
an application (e.g., parking spaces via parking lots) can
be used by the sensor network infrastructure to perform
in-network data aggregation per node cluster (i.e., parking
lots). Estrin et al. carry out this idea by using intermediate
nodes to perform application-specific data aggregation and
caching [10]. Localized algorithms are introduced in the
context of distributed computations to allow sensors to only
communicate with neighbor sensor nodes. As the number of
nodes increases, localized clustering can contribute to more
scalable behavior, since communication between nodes is
kept within a neighborhood.
To summarize, researchers have shown that application-
specific information is critical to optimize sensor networks at
various levels. This application-specific information mainly
consists of knowing what sensors are used by an application
and how sensor data are to be delivered. That is, service
discovery and data delivery.
C. Actuating
When orchestrating devices in the large, the nature of
actuators introduces some differences in the way an appli-
cation uses them, compared to sensors. In our experience,
we identify two approaches to issuing orders to actuators.
The first approach is symmetrical to sensors: it consists
of multicasting an order to a group of actuators. In our
case study, such operation is used to inform car drivers of
parking availability at the periphery of the city. The second
approach to issuing orders to actuators corresponds to what
is done when orchestrating devices in the small; it consists of
invoking a specific actuator (e.g., an information display at
a given parking level) to perform a context-specific action
(e.g., display the number of available parking spaces of a
given level).
Exposing how an application invokes actuators provides
the sensor network infrastructure with valuable information.
For example, individually invoking actuators is likely to be
a key outcome of an application. Therefore, the application
should probably not be launched, if individual actuators
are not reachable, or at least, human intervention should
be required to resolve the problem. In contrast, when an
application invokes actuators using multicast, it should have
some impact, even though some actuators may not be
reachable when launching it.
IV. STAGES OF APPLICATION LIFECYCLE
To support orchestration in the large, we introduce dec-
larations expressing the sensor-network dimensions of an
application. To address these dimensions systematically, they
are matched against each stage of the application lifecycle,
from design to runtime. This approach has the following
methodological and programming benefits.
• Sensor-network dimensions of an application are ex-
pressed early, and gradually matched against the stages
of the application lifecycle.
• This gradual mapping raises a need for adaptation
layers, when the sensor-network dimensions of an ap-
plication cannot be reconciled with the target sensor
network infrastructure (e.g., missing sensors, unavail-
able delivery model).
As can be noticed, our staged approach keeps the appli-
cation development independent from infrastructure details
(e.g., network protocol, bandwidth, data link features). In
doing so, we strive to be as agnostic to the network as
possible. We present the different stages of the application
lifecycle and instantiate each stage with our case study.
In this paper, we do not provide a formal definition of
our declaration language dedicated to sensor-network dimen-
sions of an application. Because it is simple, this language
is presented informally, throughout the next section, with
fragments from our case study. The information denoted by
these fragments, declared at design time, is leveraged across
the remaining sections devoted to the later stages.
A. Design stage
The declared sensor-network dimensions provide the
blueprint for later stages in the application lifecycle. In
particular, they are valuable documentation to be used by
the stakeholders of the sensor network infrastructure. Let
us illustrate our approach with our case study of parking
management, following the behavior dimensions introduced
previously.
Discovery of sensors and actuators. Orchestration in the
large requires to categorize the sensors and actuators of
interest. To do so, the designer needs to leverage a physical-
space partitioning that is well-suited for their target appli-
cation. This partitioning is likely to have been introduced
by the infrastructure owner and used to register sensors
and actuators as they get installed. A partitioning expressed
in terms of declarations is given in Fig. 1; it fulfills Re-
quirement 1 of our case study (see Section II). In these
declarations, parking spaces are members of parking levels,
which are members of parking lots. This partitioning of
spaces can then be used by an application to discover
sensors grouped by parking lots, matching the granularity
most common to car drivers. Last, devices are registered as
being in a city entrance, if they are so located. Fig. 2 uses
these partitioning declarations to define application-specific
discovery for sensors and actuators. For each parking lot,
the application discovers presence sensors (Lines 4 to 7) and
CO sensors (Lines 9 to 12) that are populating each parking
level. Information displays are discovered within the parking
lot for user information (Lines 14 to 17) and at the periphery
of the city to guide car drivers (Lines 19 to 22).
Data delivery. The designer needs to define how data are
delivered to the application. Fig. 3 presents delivery model
declarations for sensors, which build upon service discovery
rules introduced previously. Event-driven delivery model is
chosen for presence sensors because it allows to react only
when the status of parking spaces changes (Line 1). Given
that this status is a boolean value, events are the most natural
1 parking_level INCLUDES parking_space
2 parking_lot INCLUDES parking_level
3 city INCLUDES city_entrance
Figure 1. Extracts from the city partitioning of spaces.
1 APPLICATION parking_management
2 IMPORT city_partitioning
4 DISCOVER presence_sensors = {
5 service = sensor
6 source = presence :: boolean
7 group = parking_lot }
8
9 DISCOVER co_sensors = {
10 service = sensor
11 source = co_level :: float
12 group = parking_lot }
13
14 DISCOVER plot_info_displays = {
15 service = actuator
16 action = display
17 group = parking_lot }
18
19 DISCOVER city_info_displays = {
20 service = actuator
21 action = display
22 group = city_entrance }
Figure 2. Application-specific service discovery for the parking manage-
ment application.
1 DELIVERY presence_sensors AS event_driven
2 DELIVERY co_sensors AS periodic::15::min AND event_driven
Figure 3. Application-specific data delivery for the parking management
application.
delivery model. This fulfills Requirement 2 of our case
study. To fulfill Requirement 3, CO sensors are assigned
the periodic data delivery model and the event-based model
(Line 2). The periodic model is used by the ventilating
system to renew the parking air, whereas the event-based
model is used to warn users of an air pollution event when
the CO level has reached a given threshold.
Actuating. Fig. 4 presents declarations for actuating infor-
mation displays using service discovery rules introduced
earlier. Information displays are actuated with respect to
their level within the parking lot since the application tailors
the information to this granularity (Lines 1 to 2). However,
at the city periphery, information displays are actuated more
globally because they receive recommendations for drivers
entering the city and looking for an available parking space
at their destination (Lines 4 to 5). In our case study, we envi-
sion information displays performing some local processing
to select relevant information (e.g., parking lots nearby a city
entrance). For this purpose, we use the MULTICAST directive
that triggers a partition of information displays (e.g., at city
entrances) to disseminate information on parking lots. A
FOREACH directive is also available to allow for fine-grained
actuation of ventilation systems based on the CO level
measured at each parking level (not shown in this paper).
Despite being high-level, our declarations provide a precise
conceptual framework for the programming stage.
B. Programming stage
This stage consists of developing the application, ad-
dressing all of its sensor-network dimensions that involves
programming. In doing so, data structures accommodating
sensor readings are implemented. Furthermore, the process-
ing of sensor readings is programmed with respect to data
delivery models, chosen at design time (Fig. 3). Finally, note
that the approach to processing data and producing results
typically follows what has been defined at the design stage.
For example, the reporting on parking space availability
follows the granularity of the service discovery (i.e., parking
levels) (Fig. 2). Furthermore, the processing of presence
sensor readings follows an event-based model. Also, design
declarations result in software architectural patterns. For
example, a callback mechanism is typically implemented
to serve an event-driven delivery model such as the one
declared for presence sensors (Fig. 3, Line 1).
C. Deployment stage
At deployment time, the key features of the target sensor
network infrastructure are revealed. These features should
thus be matched against the sensor-network requirements of
1 TRIGGER display ON plot_info_displays
2 MULTICAST parking_level
3
4 TRIGGER display ON city_info_displays
5 MULTICAST city_entrance
Figure 4. Application-specific device actuation for the parking manage-
ment application.
the application to identify whether adaptations are needed.
Let us illustrate this stage in the context of our parking
management application. For service discovery, we need to
verify that the target sensor network infrastructure provides
the required sensors and actuators declared in Fig. 2. Assume
that CO sensors are not present, the deployment process
should fail. Alternatively, if regulation does not require CO
sensors, an adaptation layer could be invoked to produce
fake values. Such a situation would likely demand human
intervention.
Similarly, if bandwidth limitations in the sensor infras-
tructure or energy constraints on a sensor type prevents the
periodic delivery requirement to be fulfilled (e.g., Fig. 3,
Line 2), a human intervention may be needed to make
a decision. Such a situation would occur, for example, if
the periodicity of CO measurements needed to be adapted
because it likely needs to adhere to strict regulations.
The partitioning of sensors is another key feature of
the target infrastructure. Adaptation code may be required
to map the infrastructure partitioning into the application
partitioning; this can be done when the application partition-
ing is more coarse than the infrastructure partitioning. For
example, if the application required presence sensors to be
grouped per parking lot (Fig. 2, Line 7) and the infrastructure
only grouped them per level, a layer could gather the
sensors for all levels to deliver the appropriate information
to the application. For data delivery, the models of the
target infrastructure are matched against the ones required
by the application. Some adaptation strategies can be used
to account for mismatches. For example, an event delivery
model can be simulated with periodic delivery, combined
with an event condition. In our case study, if an application
alerts parking users when the air pollution has reached
a given threshold, it might select an event-based delivery
model to achieve this goal. An adaptation layer consists
of monitoring the CO periodic measurements and trigger
an event when a given threshold is reached. In practice,
depending on the physical architecture of the sensor network
infrastructure, adaptation code may be placed close to the
sensors (e.g., at a base station) or run as an additional layer
of the application if the infrastructure cannot be extended.
D. Launch stage
When launched, the application may not have access to
its required resources, if they are already serving other
applications, or if the infrastructure has been temporarily
or permanently reconfigured. This stage is distinct from
the next stage, namely runtime because it does not address
changes that may impact the application, while it is running.
The aim of this stage is to adapt for changes that occurred
between the time the application was deployed and its
launching. For example, the sensor network infrastructure
may have reserved some bandwidth to serve a given period-
icity for CO sensors and be unable to fulfill this requirement
because of a temporary failure of network nodes.
E. Runtime stage
At run time, the operating conditions of the application
can change arbitrarily. For example, resources may be put
offline for some technical reasons. In our case study, a
base station failure may disconnect a number of sensors
and actuators, sensors may fail, bandwidth may degrade,
etc. These changing conditions can violate the quality of
service requirements of the application and compromise its
purpose. In our case study, if the failure of CO sensors
does not offer the expected coverage of the parking lot
levels, the threshold for a pollution level may not be reached
because of the resulting inaccurate measurements. A crude
approach could consist of terminating an application when
its sensor-network requirements are violated. Human inter-
vention could then be required to analyze the situation and
resume operation, if possible. A more advanced solution
would consist of introducing a runtime mechanism that
monitors the cardinality of the sensor partitions defined by
the application. This mechanism should allow the application
to adapt at runtime when operating conditions degrade.
Similarly, the application needs a mechanism to react to
data delivery models that are violated at runtime. Interfacing
these events with a programming language can be done
via the exception mechanism by introducing exceptional
events dedicated to runtime errors, as described by Mercadal
et al [16], or violation of quality of service contracts, as
presented by Gatti et al. [17].
Summary. Table I summarizes how declarations of sensor-
network dimensions are leveraged throughout the application
lifecycle. As can be noticed, the range of actions based
on declarations is very large: from guiding programming
to admission control at deployment time, to coordinating
concurrent activations of actuators at runtime. The table
illustrates the framework laid out by our approach, providing
a spectrum of opportunities that goes beyond our case study.
V. DISCUSSION
We first explain how our work can leverage existing
approaches on sensor networks. We then discuss a related
development approach and discuss how it could be extended
with the present work.
A. Leveraging other approaches
This section shows how our sensor-network declarations
could be further exploited for adapting the infrastructure to
the application needs. This could be done by leveraging vari-
ous existing approaches to application-specific optimizations
in sensors/actuators networks. The discussion is organized
around a set of the key infrastructure concerns drawn from
the literature on sensor networks.
1) Admission control: Madria et al. [18] propose the
Sensor Cloud paradigm as a computing environment spread
in a wide geographical area, unifying multiple WSNs, and
available to one or multiple applications. This can be viewed
as an extension to the notion of Cloud computing, adding
virtualized sensing and actuating abstractions. The Missouri
S&T Sensor Cloud is a concrete realization of this paradigm.
It provides applications with sensing as a service, taking
such parameters as the region of interest, the frequency and
latency of sensed data. An admission control module (called
provision management) examines the service requests to
decide whether they can be fulfilled. When physical sensors
are virtualized to several applications, this module computes
the sampling durations and frequencies for satisfying all
the requests. This configuration is recomputed when new
applications join, or existing applications leave the system.
Because our approach exposes application needs, such
as the required sampling frequencies of sensors, it could
directly benefit to this paradigm, automating the service
(re)negotiation between the application and the sensor
Cloud, at different stages.
2) Network configuration: Heideman et al. [13] show
how WSN application performance can be improved by up
to 60% and network traffic cut by half, by matching data
dissemination algorithms to the application requirements. To
this purpose, they offer a network API, allowing the appli-
cation developer to choose between several data diffusion
algorithms, such as push-based or pull-based. Additionally,
they provide experimental data to determine which algorithm
is best for which application communication patterns. For
instance, a pull-based algorithm (namely two-phase pull
diffusion) performs poorly when there are many sensors
potentially sending data to many sinks but the sensor data
are actually sent rarely. In this situation, some push-based
diffusion algorithms can significantly improve performance.
Clearly, by making network-sensor dimensions of applica-
tions explicit, our approach allows to automatically select the
appropriate dissemination algorithm. The stage at which this
selection should occur depends on when relevant information
is known. In a single-application setting, where both sensor
discovery and periodicity are known statically, the network
can be configured at design time. For another example, if
sensor periodicity is static but the number of actual sensors
is known later, the choice can be done at deployment time
or at launch time. In multi-application settings, the selection
of a dissemination algorithm must at least be examined at
each application launching.
Liu et al. [14] introduce a family of data dissemination/-
gathering algorithms in n × n grid WSNs, spanning the
Table I
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whole space between pure push – when sensors send data to
applications, to pure pull — when applications send queries
to sensors. Their algorithm family is based on a variable
diffusion structure, similar to a comb. They show how the
optimal balance can be expressed as a function of the grid
size n and the relative frequencies of application queries
and sensor events. As both frequencies are made explicit in
our approach, the right push vs pull configuration in such
a network could be computed automatically, as soon as the
grid size n is known. For static networks, the configuration
can be done at design time. When sensors are discovered at
a later stage, such as deployment or launch time, the choice
has to be performed at the corresponding stage.
Delicato et al. [19] propose an architecture based on web
services, in which sensors and applications declare the ser-
vices they provide, respectively need, using standard SOAP
configuration messages. These service descriptions include
the sensor and data type, the geographical location, the
acquisition interval (data rate), and the acquisition duration.
A threshold may also be specified for non-periodic sensing.
These sensors and application characteristics are used during
network configuration for setting up the data dissemination
protocol to minimize the energy consumption of the sensors
used for delivering their data to client applications. When
using our approach, the application needs are made explicit
at design time, and can be thus used to configure the network
at deployment time or to reconfigure it at launch time, to
accommodate an incoming application.
3) Event filtering and processing: TiNA [20] is a scheme
for minimizing sensor power consumption by exploiting the
temporal coherency tolerance of applications. This approach
goes beyond in-network data aggregation in that it does not
send sensor readings at all, if this fits the QoD (quality of
data) needs of applications. Thus, applications express their
sensing needs using annotated SQL-style queries. These
queries mention the type of data, its possible aggregation,
and periodicity, and are annotated with temporal coherency
tolerance. TiNA uses these annotations to suppress sensor
readings (hence to save power) while still providing high
quality approximated answers to application queries. This
approach is complementary to ours in that applications are
able to declare their sensing needs as early as possible. These
declarations can be directly used to leverage sophisticated
underlying optimizations such as those provided by TiNA.
B. A domain-specific language approach
Kabáč and Consel propose a domain-specific language
dedicated to the design of applications orchestrating sen-
sors [6]. Design declarations are processed to support and
guide the programmer using generative programming. This
strategy allows to abstract over the characteristics of the
sensor network. To cope with issues specific to orchestrating
masses of sensors, they introduce a design language that is
dedicated to this domain, allowing the developer to declare
what an application does, prior to programming it. This de-
sign language, named DiaSwarm, consists of constructs ded-
icated to manipulating objects at a large scale. For example,
it provides constructs to declare delivery models of sensors
as well as aspects related to parallel data processing at design
time [7]. They have developed a compiler for DiaSwarm
that produces a programming framework customized with
respect to a given DiaSwarm design. This present work
was inspired by DiaSwarm but it is more general in that
it is not dedicated to supporting the programming stage
and covers more aspects with its declaration language (e.g.,
actuators). Furthermore, we go beyond DiaSwarm in that we
examine how sensor-network dimensions can be leveraged
throughout the lifecycle of an application. In doing so,
we bridge the gap between the application needs and the
sensor-network concerns: we describe the details of their
interactions and leverage the literature in sensor networks.
Using these results, DiaSwarm could be further developed
by extending its compiler to generate code that would
address the stages and infrastructure concerns presented in
our work. For example, adaptation layers could be generated
automatically, either added to the application code or loaded
in the sensor-network infrastructure.
VI. RELATED WORK
To identify the key sensor-network dimensions of an
application, we already mentioned a range of works (Sec-
tion III). In this section, we review works pertaining to other
aspects related to sensor networks, not discussed earlier.
From WSN to SSN: Historically, Wireless Sensor Net-
works (WSNs) have been designed for a single applica-
tion. As a result, they could be highly optimized in an
application-specific manner at design time. This approach
is well suited for small-scale networks but does not scale
for networks of thousands of nodes. Indeed, at this scale,
the cost of network deployment and maintenance becomes
more important and return on investment is a key issue.
Consequently, in recent years, research has been focusing
on building Shared Sensor Networks (SSN), allowing several
applications to run concurrently on the same sensor network
infrastructure. Despite their benefits, SSNs are still in an
early stage, compared to WSNs. A very recent survey of
SSNs [21] identifies several specificities of SSNs, raising
new challenges that must be addressed. Such challenges
include dealing with the heterogeneity of the infrastructure,
dealing with resource contentions, and optimizing sensor
data flows for several applications at the same time. Hetero-
geneity imposes a looser coupling between the applications
and the infrastructure. Dealing with resource contention
requires exposing application needs early to ensure that a
new application does not interrupt currently running ones.
Optimizing sensor data flows also requires exposing early
the sensor-network behaviors of the application to enable
cross-application optimizations. While SSNs bring concrete
solutions to these challenges, they do not (yet) offer tools
for streamlining the development of SSN applications.
Our work proposes an approach towards resolving this
development problem by exposing the sensor-network di-
mensions of an application early, at design time. These
dimensions can then be exploited at different stages. For
example, at deployment time, our declarations address such
challenges as resource contention.
Middleware: Several works propose middleware solu-
tions for supporting large-scale sensing and actuating appli-
cations. A general approach to this problem domain is the
SwarmOS vision. In a white paper [22], the authors promote
a middleware platform for developing applications at the
frontier between a large-scale WSN and the Cloud. The goal
of SwarmOS is to offer high-level services, intermediating
between the WSN/Cloud resources and applications (called
“swarmlets”). Such services include access control and vir-
tualization, data summarization and aggregation, discovery,
etc. While such middleware services could greatly simplify
the development of sensing/actuating applications, they do
not offer a systematic method for developing such applica-
tions. Additionally, SmarmOS specifically targets applica-
tions with dynamic component graphs, allowing continuous
graph reconfiguration. Our approach favors applications with
a static internal structure, exposing as many of their charac-
teristics at early stages. Extending application behavior with
dynamic aspects will be studied in future work.
Other middleware solutions simplify the development of
applications on SSNs by increasing the abstraction level.
However, they do not address infrastructure optimizations.
For example, the LooCI middleware [23] implements an
easy-to-use component composition model, based on event
publishing and subscription. This middleware allows for run-
time re-configuration and introspection. Such middleware
solutions mostly match application needs against sensors
capabilities at runtime; they do not attempt to anticipate
(mis)matches at earlier phases in application lifecycle to
improve their reliability.
Adaptive algorithms: Another body of work concerns
adaptive algorithms for sensor networks. This is a highly
dynamic approach based on observing application needs
and the associated communication patterns, and adapting
the network infrastructure to optimize performance. The
Adaptive Multi-Criteria Routing (AMCR) algorithm [24] is
a key instance of this approach. Its authors argue that most
of the WSN routing protocols are designed for a specific
application class. AMCR is a generic routing protocol able to
adapt to traffic patterns recognized by observing running ap-
plications. More specialized routing algorithms, such as the
comb-needle routing structure [14], also integrate adaptive
behavior based on monitoring an application at runtime and
estimating the frequencies of sensor events and application
queries. The above-mentioned adaptive approaches are more
ambitious than ours, in that their aim is to automatically opti-
mize the sensor infrastructure, without imposing applications
to make their needs explicit. However, networks supplying
such an advanced self-tuning would need to be extensively
tested to ensure the robustness of the adaptive optimizations.
Our approach is more predictable in that it exposes sensor-
network dimensions of applications such that their execution
follows statically defined parameters. Nevertheless, we could
re-use the work on adaptive algorithms by leveraging our
sensor-network application declarations to perform their
optimizations statically, instead of dynamically. As a result,
our static approach would incur no runtime overhead.
VII. CONCLUSION
This paper has introduced an approach to developing
large-scale orchestrating applications that revolves around
a declaration language covering the key sensor-network
dimensions. This declaration language is described through
a case study of a parking management system. We have
shown that our sensor-network declarations can be leveraged
across the main stages of an application lifecycle to match
the application requirements to a target infrastructure. We
have discussed a set of key infrastructure concerns identified
in the literature on sensor networks and we have shown how
our approach could take these works further by leveraging
information from our declarations.
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