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CSID — Capture, Storage, Integration, Dissemination. 
Java EE 7 — Java Platform, Enterprise Edition 7. 
JDBC — Java Database Connectivity. 
JMS — Java Message Service. 
ODBC — Open Database Connectivity API. 
RDP — Remote Desktop Protocol. 
REST — Representational State Transfer. 
БД — база даних. 
ВП — вейвлет-перетворення. 
ГА — генетичний алгоритм. 
ГІК — графічний інтерфейс користувача. 
ДЦПМ — допоміжне цільове подання мікрофайлу. 
ЗЗГА — задача забезпечення групової анонімності. 
ІСОСД — Інтегрована система обробки статистичних даних Державної 
служби статистики України. 
ІТ ЗА — інформаційна технологія забезпечення анонімності даних про групи, 
відносно яких існує ризик її порушення у випадку вилучення з мікрофайлу сутнісних 
атрибутів. 
МА — міметичний алгоритм. 
ММТТ — модифікований метод   Томпсона. 
ОМВК — область мікроданих відкритого користування. 
СКБД — система керування базами даних. 
СНВ — система нечіткого виведення. 
ССА — сингулярно-спектральний аналіз. 
УЦПМ — узагальнене цільове подання мікрофайлу. 
ЦПМ — цільове подання мікрофайлу. 
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ВСТУП 
 
 
Актуальність теми. З розвитком інформаційних технологій, що дають змогу 
аналізувати великі обсяги первинних (неагрегованих) статистичних даних, 
поширеною практикою стало надання до цих даних публічного доступу. Однак, 
оприлюднення первинних даних підвищує ризик порушення їх приватності та 
анонімності, тобто ризик розкриття особи респондента та подальшого зловживання 
нею з боку зловмисників. Тому широкого застосування на практиці набули методи 
забезпечення анонімності даних про окремих осіб (методи забезпечення 
індивідуальної анонімності). Не менш важливими є задачі забезпечення анонімності 
даних про групи осіб (групової анонімності), зокрема, задачі маскування 
територіального розподілу вчених чи військовослужбовців із метою приховування 
місць розташування секретних дослідницьких центрів чи військових баз, задачі 
маскування в соціальних мережах інформації про місця роботи членів 
спеціалізованих груп із метою приховування територій їх суттєвого скупчення тощо. 
Як правило, первинні статистичні дані розповсюджують у вигляді мікрофайлів, 
тобто таблиць даних, де рядки (записи) відповідають респондентам, а стовпці — їхнім 
атрибутам. Групу в мікрофайлі визначають як множину респондентів, які 
характеризуються певними значеннями сутнісних атрибутів — атрибутів, що дають 
змогу однозначно ідентифікувати респондента як належного відповідній групі. 
Атрибути, які не є сутнісними, але значення яких можна використати для оцінювання 
ступеня належності респондента групі, називають базовими. 
Групі можна зіставити цільове подання мікрофайлу (ЦПМ) відносно неї — 
набір даних довільної структури (наприклад, графік територіального розподілу), 
аналіз якого дає змогу віднайти чутливі особливості розподілу даних про групу. 
У літературі сформульовано задачу забезпечення групової анонімності (ЗЗГА) 
як задачу виконання такої модифікації мікрофайлу, яка одночасно маскує чутливі 
особливості ЦПМ відносно групи та передбачає внесення в дані спотворень 
мінімального обсягу. Існуючі підходи до забезпечення групової анонімності не 
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враховують ситуацій, коли її можна порушити, використовуючи додаткову 
інформацію: у низці практичних випадків, навіть якщо з мікрофайлу вилучено 
сутнісні атрибути, доступ до сторонніх даних або експертних знань дає змогу 
збудувати модель групи, яка кожному респонденту зіставляє ступінь його 
належності групі. За допомогою такої моделі можна віднайти чутливі особливості 
розподілу даних про групу, і таким чином порушити її анонімність. У силу 
природної нечіткості статистичних даних, така модель повинна бути нечіткою. 
Якщо попередня модифікація ЦПМ відома, ЗЗГА можна звести до задачі 
пошуку максимального потоку мінімальної вартості в мережі, архітектуру якої 
визначає вигляд модифікованого ЦПМ. У загальному випадку вигляд такого ЦПМ 
невідомий заздалегідь, і на нього можна накласти тільки деякі нечіткі обмеження. 
Це вимагає розроблення евристичних методів розв’язання задачі, зокрема, на основі 
еволюційних обчислень як таких, що дають змогу природним чином враховувати 
нечіткі обмеження на ЦПМ та досягати спотворень незначного обсягу. 
Таким чином, актуальною є науково-прикладна задача розроблення 
інформаційної технології забезпечення анонімності даних про групи, відносно яких 
існує ризик її порушення у випадку вилучення з мікрофайлу сутнісних атрибутів (ІТ 
ЗА). Розв’язанню цієї задачі присвячено дану дисертаційну роботу. 
Зв’язок роботи з науковими програмами, планами, темами. Дисертаційна 
робота виконувалась у межах пріоритетного напряму розвитку науки і техніки 
«Інформаційні та комунікаційні технології» та стратегічного пріоритетного напряму 
інноваційної діяльності «Розвиток сучасних інформаційних, комунікаційних 
технологій, робототехніки», визначених відповідно Законами України «Про 
пріоритетні напрями розвитку науки і техніки» (№ 2623-III від 11.07.2001 р. в 
редакції від 16.01.2016 р.) та «Про пріоритетні напрями інноваційної діяльності в 
Україні» (№ 3715-VI від 08.09.2011 р. в редакції від 05.12.2012 р.), а також згідно з 
планом науково-дослідних робіт кафедри прикладної математики Національного 
технічного університету України «Київський політехнічний інститут». 
Дисертація включає результати досліджень і розробок, здійснених автором під 
час виконання таких робіт та проектів: 
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а) проект «Забезпечення групової анонімності даних», здійснюваний у 2015–
2016 рр. в Університеті Карнегі-Меллона (м. Пітсбург, США) в рамках Програми 
академічних обмінів ім. Фулбрайта G-1-00001; 
б) робота в рамках проекту UKR2U706 «Підвищення доступності 
неагрегованих даних статистики населення для формування політики національного 
і галузевого розвитку та публічного доступу», здійснюваного у 2013 р. в Державній 
службі статистики України за підтримки Фонду ООН з питань народонаселення; 
в) підготовка 10% мікроданих за результатами Всеукраїнського перепису 
населення 2001 р. згідно з Договором № 639719 від 24.09.2012 р. (на замовлення 
Університету Міннесоти, США); 
г) робота в рамках Договору № 654/29-0313 від 01.04.2013 р. «Визначення 
портрету користувача та умов генерації автоматичних рекомендацій для контекстно 
залежних сервісів» (на замовлення ТОВ «Самсунг Електронікс Україна Компані»). 
Мета і задачі дослідження. Метою дисертаційної роботи є підвищення 
ефективності переробки мікрофайлів за рахунок розроблення інформаційної 
технології для забезпечення анонімності даних про групи, відносно яких існує ризик 
її порушення у випадку вилучення з мікрофайлу сутнісних атрибутів. 
Для досягнення вказаної мети було поставлено й виконано такі задачі: 
1. Проаналізувати методи забезпечення групової анонімності даних. 
2. Розробити моделі груп респондентів мікрофайлу, які враховують тільки 
базові атрибути, та запропонувати критерії їхньої адекватності. 
3. Розробити методи побудови моделей груп респондентів мікрофайлу за 
наявності та за відсутності доступу до сторонніх даних. 
4. Розробити метод розв’язання кількісної та концентраційної ЗЗГА, який 
гарантує приховання особливостей розподілу інформації про задані групи та 
забезпечує збереження корисності даних, і при цьому не передбачає участі експерта 
в оцінюванні якості одержуваних розв’язків. 
5. Розробити інформаційну технологію забезпечення анонімності даних про 
групи, відносно яких існує загроза її порушення у випадку вилучення з мікрофайлу 
сутнісних атрибутів. 
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6. Провести експериментальні дослідження та впровадити розроблену 
інформаційну технологію для оцінки її ефективності. 
Об’єктом дослідження є процеси збору, зберігання, інтеграції та 
розповсюдження даних для забезпечення їх групової анонімності. 
Предметом дослідження є моделі та методи забезпечення групової 
анонімності даних у процесі їх розповсюдження. 
Методи дослідження. Для розв’язання поставленої задачі використовувалися 
такі методи: теорія нечітких множин, методи нечіткої логіки, еволюційних обчислень 
(для розроблення моделей груп респондентів); методи міметичних обчислень (для 
розроблення методів розв’язання ЗЗГА); методи системного аналізу, проектування 
інформаційних систем, теорія алгоритмів, методи об’єктно-орієнтованого проектування 
та програмування, теорія баз даних (для розроблення інформаційної технології); методи 
теорії імовірності та математичної статистики (для проведення експериментів). 
Наукова новизна одержаних результатів: 
1. Уперше ЗЗГА сформульовано як задачу пошуку максимального потоку 
мінімальної вартості, у якій на архітектуру мережі накладено нечіткі обмеження, і 
запропоновано оригінальний метод її розв’язання на основі міметичних обчислень, 
який полягає у формуванні відповідних нечітких обмежень та дальшому застосуванні 
гібридного еволюційного алгоритму, де вони враховуються у функції пристосованості, 
що дає можливість одержувати розв’язки ЗЗГА допустимої вартості, які з прийнятним 
ступенем сумісні з накладеними обмеженнями. 
2. Удосконалено метод виявлення підгруп (subgroup discovery), який 
відрізняється від існуючих новою мірою якістю нечітких правил для опису підгруп, 
яка враховує непропорційно велику відносну перевагу кількостей елементів 
підгрупи над кількостями елементів поза нею в окремих областях простору ознак, 
що дає змогу виділяти підгрупи малого обсягу та високої локальної концентрації. 
3. Удосконалено моделі груп респондентів, що використовуються для 
порушення анонімності даних про ці групи, які відрізняються від існуючих 
врахуванням базових атрибутів мікрофайлу, що дає змогу адаптувати ЗЗГА до груп 
11 
 
респондентів, анонімність яких можна порушити у випадку вилучення з мікрофайлу 
сутнісних атрибутів. 
4. Удосконалено інформаційну технологію забезпечення групової анонімності 
даних, яка відрізняється від існуючих засобів забезпечення анонімності тим, що 
враховує комбінації значень базових атрибутів мікрофайлу, що дає можливість 
приховувати особливості розподілу інформації про групи записів, відносно яких існує 
ризик порушення анонімності у випадку вилучення з мікрофайлу сутнісних атрибутів, 
забезпечуючи при цьому прийнятний рівень спотворення даних. 
Обґрунтованість і достовірність наукових положень і висновків базуються на 
результатах проведених експериментів. 
Практичне значення одержаних результатів. Запропоновано методику 
забезпечення анонімності даних про групи, відносно яких існує загроза її порушення 
у випадку вилучення з мікрофайлу сутнісних атрибутів. Створено нечіткі моделі таких 
груп та методи їх побудови. Розроблено та реалізовано метод на основі міметичних 
обчислень для розв’язання кількісної та концентраційної ЗЗГА. 
Розроблені моделі та методи доведено до рівня алгоритмів, які використано 
під час розроблення інформаційної технології забезпечення анонімності даних про 
групи, відносно яких існує загроза її порушення у випадку вилучення з мікрофайлу 
сутнісних атрибутів. Застосування технології дає можливість: 
 забезпечувати анонімність даних про групи, відносно яких існує ризик її 
порушення у випадку вилучення з мікрофайлу сутнісних атрибутів; 
 забезпечувати групову анонімність даних за рахунок внесення незначних 
спотворень у дані мікрофайлу; 
 підвищити ефективність переробки мікрофайлів для забезпечення групової 
анонімності даних із метою розповсюдження результатів статистичних досліджень. 
Теоретичні та практичні результати дисертаційної роботи використано (вих. 
№ 16/2-15/230 від 10.09.2014 р., вих. № 16/2-15/231 від 10.09.2014р.): 
 у Державній службі статистики України під час підготовки 10% 
мікроданих за результатами Всеукраїнського перепису населення, проведеного в 
2001 р.; відповідний мікрофайл із 1 липня 2014 р. доступний у рамках міжнародного 
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проекту IPUMS-International (https://international.ipums.org/); 
 у Державній службі статистики України під час створення програмної 
системи для підготовки мікрофайлів у рамках проекту UKR2U706 «Підвищення 
доступності неагрегованих даних статистики населення для формування політики 
національного і галузевого розвитку та публічного доступу», здійснюваного за 
підтримки Фонду ООН з питань народонаселення. 
Теоретичні результати дисертації впроваджено у навчальному процесі на 
кафедрі прикладної математики Національного технічного університету України 
«Київський політехнічний інститут» під час підготовки курсу лекцій та циклу 
лабораторних робіт із дисципліни «Нежорсткі методи обчислень» навчального 
плану підготовки спеціалістів та магістрів за спеціальністю 7(8).04030101 
«Прикладна математика» (акт впровадження від 13.04.2015 р.). 
Особистий внесок здобувача. Усі наукові результати дисертації одержано 
автором самостійно й опубліковано, зокрема, в одноосібно підготовлених працях 
[119, 149, 158]. У друкованих працях, підготовлених за участю автора під час 
навчання та роботи в Національному технічному університеті України «Київський 
політехнічний інститут» та опублікованих у співавторстві, йому належить таке. 
У працях [16–17, 50–52, 54, 68] — аналіз та систематизація методів забезпечення 
групової анонімності даних, класифікація задач забезпечення групової анонімності. 
У працях [80, 90] — модель групи респондентів на основі сторонніх даних, 
удосконалений метод виявлення підгруп для формування бази правил такої моделі, 
окремі приклади для демонстрації методу. 
У працях [115–118] — модель групи респондентів на основі експертних знань, 
метод її побудови, окремі приклади для демонстрації методу. 
У працях [124, 126, 131, 145–147, 154] — метод на основі міметичних 
обчислень для розв’язання ЗЗГА, спосіб формування функції пристосованості для 
методу з урахуванням нечітких обмежень, які накладають на ЦПМ відносно групи, 
окремі приклади для демонстрації методу. 
Апробація результатів дисертації. Основні ідеї, положення та результати 
наукових досліджень доповідалися на міжнародних та всеукраїнських наукових та 
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науково-технічних конференціях: International Conference on Information Processing and 
Management of Uncertainty (IPMU 2010) (Dortmund, Germany, 2010); 27th International 
Conference on Information Systems (BNCOD 2010) (Dundee, Great Britain, 2010); Х–XІ і 
XІІІ–XV міжнародних наукових конференціях ім. Т. А. Таран «Інтелектуальний аналіз 
інформації» (ІАІ) (м. Київ, 2010–2011, 2013–2015); I, III–IV World Conference on Soft 
Computing (San Francisco, USA, 2011; San Antonio, USA, 2013; Berkeley, USA, 2014); 13-
ій, 15-ій та 17-ій Міжнародних науково-технічних конференціях «Системний аналіз та 
інформаційні технології» (САІТ) (м. Київ, 2011, 2013, 2015); Восьмій міжнародній 
науково-технічній конференції студентства та молоді «Світ інформації та 
телекомунікацій — 2011» (м. Київ, 2011); Третій науковій конференції магістрантів та 
аспірантів «Прикладна математика та комп’ютинг ПМК-2011» (м. Київ, 2011); 
Міжнародній науково-технічній конференції «Штучний інтелект. Інтелектуальні 
системи» (ШІ–2012 і ШІ–2013) (смт Кацівелі, АР Крим, 2012–2013); 34th Annual 
Conference of the North American Fuzzy Information Processing Society NAFIPS’2015 and 
5th World Conference on Soft Computing (WConSC’15) (Redmond, USA, 2015) (доповідь 
автора «Memetic Approach to Anonymizing Groups That Can Be Approximated By a Fuzzy 
Inference System» відзначено нагородою «Outstanding Student Paper Award»). 
Матеріали, покладені в основу дисертації, було розглянуто на наукових 
семінарах в Університеті Карнегі-Меллона (м. Пітсбург, США, 2015 р.) та 
Університеті штату Техас в Ель-Пасо (м. Ель-Пасо, США, 2016 р.). 
Публікації. Результати дисертації викладено у 23 наукових працях, у тому числі: 
 у 6 колективних монографіях; 
 у 10 статтях у наукових фахових виданнях (із них 2 — в іноземних фахових 
виданнях, 6 — у фахових виданнях України, які включено до міжнародних 
наукометричних баз); 
 у 7 публікаціях у працях і тезах доповідей міжнародних наукових 
конференцій (із них 3 одноосібні). 
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РОЗДІЛ 1  
АНАЛІЗ ТА СИСТЕМАТИЗАЦІЯ СУЧАСНИХ МЕТОДІВ 
ЗАБЕЗПЕЧЕННЯ ГРУПОВОЇ АНОНІМНОСТІ 
1.1 Основні процеси обробки даних перед їх оприлюдненням 
 
 
В останні роки у світі спостерігається експоненційне зростання обсягу даних. 
Згідно з дослідженням Міжнародної корпорації даних (International Data Corporation, 
IDC) [1], близько 30% цифрової інформації у світі потребують захисту. Частка такої 
інформації до 2020 року зросте орієнтовно до 40%. 
Існує два основні підходи до виконання захисту інформації. Класичний підхід 
полягає в застосуванні методів шифрування або обмеженні доступу до даних [2–3]. 
У даній роботі не розглядатимуться підходи такого роду, оскільки з розвитком 
інформаційних технологій зростає роль відкритих джерел інформації, а публічно 
доступні результати різноманітних статистичних досліджень мають особливе 
значення для дослідників у різних сферах, таких як політика, соціологія, 
епідеміологія, психіатрія та економіка [4, с. 7]. 
Ступінь важливості публічно доступних даних для виявлення прихованої 
інформації не варто недооцінювати. Відомо [5, с. 353–354], що всесвітньо визнаному 
хіміку та одному з творців періодичної таблиці елементів Д. Менделєєву вдалося 
розгадати секретний склад французького пороху [6] шляхом аналізу річного звіту 
залізничної компанії, яка постачала завод із виробництва пороху. Результати 
Менделєєва базувалися на аналізі публічних статистичних даних річного звіту 
залізничної компанії про рух вантажів: оскільки французький пороховий завод було 
розташовано на окремій залізничній гілці, річні статистичні дані містили 
інформацію, за допомогою якої можна було відновити співвідношення речовин, що 
входили у виробництво пороху. 
Організації, в обов’язки яких входить як надання статистичних даних у 
користування для дослідників, так і одночасний захист від порушення приватності, 
у літературі прийнято називати організаціями-розпорядниками даних (data 
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stewardship organizations) [4, с. 1]. За визначенням Бюро перепису США [7], 
розпорядження даними (data stewardship) — це формальний процес обробки даних, 
який передбачає як захист інформації, яку про себе надають респонденти, так і 
підготовку даних до оприлюднення з метою проведення статистичних досліджень. У 
своїй діяльності організації-розпорядники даних повинні враховувати інтереси 
різних зацікавлених сторін — дослідників (кінцевих користувачів даних, які 
зацікавлені в одержанні якомога повніших даних), надавачів даних (які зацікавлені в 
захисті персональної інформації про себе) та статистиків (які повинні організувати 
процес збирання даних та їх обробки для досягнення двох попередніх цілей). 
Прикладами організацій-розпорядників даних є: 
 національні статистичні агентства та офіси (наприклад, Державна служба 
статистики України, на яку поширюються вимоги Закону України «Про державну 
статистику» [8] щодо забезпечення конфіденційності первинної статистичної 
інформації в Україні); 
 медичні заклади (наприклад, у США на медичні заклади поширюються 
вимоги «Акту 1996 р. про портовність та підзвітність медичного страхування», “The 
Health Insurance Portability and Accountability Act of 1996” [9] та «Акт 2005 р. про 
безпеку та підвищення якості життя пацієнтів», “The Patient Safety and Quality 
Improvement Act of 2005” [10]); 
 торгові асоціації та об’єднання (наприклад, у ЄС діяльність з електронної 
торгівлі підпадає під дію «Директиви щодо приватності та електронних 
комунікацій», “Directive on Privacy and Electronic Communications” [11]); 
 архіви даних, бібліотеки та інші організації. 
Процес обробки даних, який здійснюють організації-розпорядники, можна 
розділити на чотири підпроцеси — збір, зберігання, інтеграція, розповсюдження 
(capture, storage, integration, dissemination). Такий процес називають CSID-процесом. У 
контексті статистичних даних ці підпроцеси мають такі особливості [4, с. 4–5]: 
 дані збирають шляхом спостережень, переписів населення чи опитувань; 
 дані зберігають, як правило, у великих обсягах у доступному електронному 
форматі (наприклад, базі даних); 
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 інтеграцію даних виконують між різними базами даних; 
 розповсюдження даних передбачає створення інформаційного продукту, 
наприклад, у вигляді вихідних таблиць чи файлів мікроданих. 
У роботі розглядатимемо CSID-процеси, які ведуть до інформаційного продукту 
у вигляді файлів мікроданих (мікрофайлів) — наборів первинних даних, у яких кожний 
запис відповідає певному респонденту (особі, домогосподарству, підприємству тощо) з 
деякої вибірки. Такий вибір продиктовано тим, що користь для досліджень становлять 
статистичні дані високої точності, доступності, повноти, індивідуалізовані, ієрархічно 
структуровані, із географічною прив’язкою та розтягнуті в часі [4, с. 18–21]. 
Мікрофайли можна створювати на основі даних переписів населення, соціологічних 
досліджень (наприклад, Спостережень за американським суспільством, American 
Community Surveys, ACS), маркетингових досліджень, аналізу соціальних мереж тощо. 
Виділяють дві моделі розповсюдження даних [12]: 
 модель із недовірою, за якої організація-розпорядник не має довіри 
респондентів та може порушити приватність зібраних даних; у цьому випадку 
розробляють спеціальні методи накопичення, які передбачають унеможливлення 
порушення приватності респондентів, і в даній роботі ми їх не розглядатимемо; 
 модель із довірою, за якої організація-розпорядник має довіру респондентів, і 
накопичення даних відбувається без застосування додаткових методів захисту; довіра 
за транзитивністю не розповсюджується до кінцевого користувача інформаційного 
продукту, і тому розповсюдження даних повинно передбачати додатковий їх захист. 
Для реалізації CSID-процесу потрібно розв’язати, серед інших, такі задачі 
[13]: уведення та контролю даних, верифікації даних, знеособлення даних, агрегації 
даних, контролю над відкриттям даних. Остання задача має особливе значення та 
фактично передбачає забезпечення анонімності даних. Розробленню інформаційної 
технології для розв’язання цієї задачі присвячено дане дисертаційне дослідження. 
У даній роботі розглядатимемо підпроцеси зберігання, інтеграції та 
розповсюдження даних в контексті довіреної організації-розпорядника даних. 
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1.2 Анонімність даних та її різновиди 
 
 
Під приватністю даних розуміють захист користувача від розкриття його 
особи та подальшого зловживання нею з боку інших користувачів [14, с. 69]. 
Приватність складається з чотирьох споріднених функціональних вимог, серед яких 
анонімність є основною та є предметом дослідження в даній роботі. Під 
анонімністю об’єкта розуміють його властивість бути неідентифіковним (його 
неможливо однозначно характеризувати) у множині певних об’єктів [15]. 
Підпроцес розповсюдження даних, зокрема, забезпечення їх анонімності, 
передбачає виконання таких етапів [4, с. 47]: 
 оцінити ризик порушення анонімності; 
 вибрати та застосувати методи забезпечення анонімності, які зменшують 
ризик її порушення; 
 оцінити вплив застосованих методів на корисність даних. 
Розрізняють два види анонімності — індивідуальну та групову. Індивідуальна 
анонімність даних — це властивість інформації про окремого респондента бути 
неідентифіковною в рамках набору даних [16, с. 1]. Під груповою анонімністю даних 
розумітимемо стан, за якого [17, с. 11] масковано властивості даних про групу 
респондентів, які неможливо виявити шляхом аналізу тільки індивідуальних записів. 
 
 
1.2.1 Індивідуальна анонімність даних 
 
 
Оскільки людина — істота соціальна [18], більшість її повсякденних учинків 
залежить від сприйняття тих осіб, чия думка становить для неї найбільшу вагу. 
Часто людина не готова розкривати інформацію про таких осіб, що може 
пояснюватися суб’єктивними факторами чи природою кола її оточення (релігійна 
громада, професійна спільнота, ЛГБТ-спільнота, радикальне угрупування тощо). 
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Постає задача приховання належності особи певній групі, яку можна сформулювати 
як задачу маскування певних характеристик респондента [19–21]. Цю задачу, як 
правило, називають задачею забезпечення індивідуальної анонімності. Методи 
забезпечення індивідуальної анонімності розглядають у рамках галузі схоронення 
приватності публічних даних (privacy-preserving data publishing) [20, 22]. 
Важливість задачі полягає в тому, що анонімність можна порушити, навіть 
якщо вилучено атрибути, що однозначно ідентифікують респондентів мікрофайлу. 
Латанья Суїні (Latanya Sweeney) у 2001 році експериментально показала, що 97% 
виборців штату Массачусетс (США) мають унікальну комбінацію дати народження 
(день, місяць, рік) та дев’ятизнакового поштового індексу [23]. 
У літературі запропоновано низку підходів та методів для виконання кожного 
з трьох етапів забезпечення індивідуальної анонімності даних: 
 для оцінки ризику порушення анонімності: підходи на основі аналізу 
можливих сценаріїв її порушення [24], метрики, які оцінюють середній ризик по 
всьому мікрофайлу шляхом оцінювання кількостей унікальних записів (наприклад, 
[25]), та метрики, які оцінюють ризик для окремого запису (метрика на основі 
пуассонівської моделі [26], метрика на основі аргусівської моделі [27] та інші); 
 для зменшення ризику: метод рандомізації [28], мікроагрегацію [29], у тому 
числі методи k-анонімності [30], обмін даними [31], факторизацію [32] та сингулярне 
розкладення [33] матриці даних, методи на основі перетворень Фур’є [34] та вейвлет-
перетворень (ВП) [35], методи диференційної приватності [36], перекодування та 
огрублення даних [37] та ін. В останні роки розроблено низку нових методів, зокрема, 
у [38] запропоновано алгоритм, який передбачає переробку даних у спосіб, що 
забезпечує неможливість віднаходження класифікаційних правил, які можуть 
призводити до витоку чутливої інформації; у [39] запропоновано метод на основі 
кластеризації для забезпечення приватності у випадку наявності декількох чутливих 
атрибутів даних; у [40–41] наведено огляд нових методів забезпечення анонімності 
даних статистичних та демографічних досліджень, у [42] — даних соціальних мереж; 
 для оцінювання впливу наведених методів на корисність даних: метрики 
інформаційних втрат (information loss measures) [43–44], які можна розділити на 
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метрики для порядкових (неперервних) даних та метрики для категорійних 
(номінальних) даних [45, с. 101]. Для порядкових даних зазвичай використовують 
середньоквадратичне відхилення (1.1), середнє відхилення за модулем (1.2) або 
середню дисперсію (1.3) [43, с. 107], [44, с. 184]: 
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де ijz , ijz
  — значення j -го порядкового атрибута i -го запису початкового та 
модифікованого мікрофайлів, відповідно; 
     порn  — кількість порядкових атрибутів; 
     ρ — кількість записів мікрофайлу. 
Серед наведених метрик тільки (1.3) враховує ситуацію, коли значення різних 
атрибутів суттєво відрізняються за своєю величиною. Проте, у ній не враховано 
ситуацію, за якої значення даних початкового мікрофайлу, на відміну від 
модифікованого, прямуватимуть до нуля. У цьому випадку середня дисперсія різко 
зростатиме. Для врахування цих обмежень у [46] запропоновано метрику 
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де jS  — середньоквадратичне відхилення значень j -го атрибута в мікрофайлі. 
Для категорійних даних запропоновано спеціальні метрики [43, с. 107–110]. 
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1.2.2 Групова анонімність даних 
 
 
Аналогічно індивідуальній анонімності можна поставити задачу забезпечення 
групової анонімності, у рамках якої потрібно приховати інформацію не про 
респондента, а про групу респондентів (наприклад, замаскувати територіальний або 
інші види розподілів про деяку групу). 
Групову анонімність можна порушити шляхом аналізу розподілів даних 
мікрофайлу за значеннями деяких атрибутів. Наприклад, на рисунку 1.1 представлено 
територіальний розподіл фахівців із електроенергетики, одержаний на основі 
мікрофайлу з результатами перепису населення у Франції за 1999 р. [47]. Що вищий 
циліндр, то більше фахівців проживає в регіоні. Оскільки у Франції переважає атомна 
енергетика (78% усієї енергії, виробленої в 2011 р., має атомне походження [48]), 
найвищі кількості відповідають регіонам, у яких розташовано атомні електростанції 
(чорні циліндри на рисунку 1.1). Для того, щоб приховати місце розташування, 
наприклад, секретного центра ядерних досліджень, потрібно спотворити реальний 
територіальний розподіл французьких фахівців із електроенергетики. 
 
 
Рисунок 1.1 – Територіальний розподіл фахівців із електроенергетики відповідно до 
мікрофайлу з результатами перепису населення Франції 1999 р. 
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Позначмо через M  мікрофайл (таблиця 1.1). У даній роботі вважатимемо, що 
мікрофайл деперсоніфіковано, тобто з нього вилучено всі атрибути, які однозначно 
ідентифікують респондентів. Мікрофайл складається з записів  
i
r , 1,i   , які 
містять значення 
ijz  атрибутів jw , 1,ηj  . Множину значень атрибута jw  
позначатимемо через 
jw . 
 
Таблиця 1.1 – Дані мікрофайлу в матричній формі 
  
Атрибути 
1w  2w  … w  
Р
ес
п
о
н
д
ен
ти
 
 1
r  11z  12z  … 1z   
 2
r  21z  22z  … 2z   
… … … … … 
 
r  1z  2z  … z  
 
Для того, щоб задати групу записів, потрібно визначити атрибути двох 
типів — сутнісні та параметризуючі. 
Позначмо через 
jv
w , 1,j l , сутнісні атрибути мікрофайлу. Сутнісні 
атрибути відображають характеристики записів, за допомогою яких можна 
однозначно класифікувати запис як належний або не належний групі. Під сутнісною 
комбінацією значень V  розумітимемо елемент декартового добутку 
1 lv v
w w . 
Позначмо через  1 2, , , vlV V V V  множину сутнісних комбінацій значень. Позначмо 
через 
 i
vr , 1, vi   , сутнісні записи — записи мікрофайлу, значення сутнісних 
атрибутів яких належать V . Множину сутнісних записів позначатимемо через 
vM . 
Позначмо через pw , jp v  j , параметризуючий атрибут мікрофайлу. 
Параметризуючий атрибут визначає значення, за якими потрібно здійснювати 
розподіл даних про групу, визначену за допомогою сутнісних атрибутів. Під 
параметризуючим значенням P  розумітимемо значення параметризуючого 
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атрибута: 
pPw . Позначмо через  1 2, , , plP P P P  множину параметризуючих 
значень. За допомогою параметризуючих значень мікрофайл M  можна розбити на 
параметричні підмікрофайли 1, , plM M . Кожний параметричний підмікрофайл kM  
містить 
k  записів, 1, pk l , k
k
   . Усі записи параметричного підмікрофайлу 
kM  мають однакове параметризуюче значення kP . 
Покладемо, що у випадку, коли мікрофайл M  містить декілька окремих 
атрибутів, які в поєднанні можна розглядати як параметризуючий атрибут, їх можна 
об’єднати в один атрибут перед виконанням дальших досліджень. 
Сутнісні атрибути дають змогу розбити кожний параметричний підмікрофайл 
kM  на сутнісні підмікрофайли 
 G
kM , 1, pk l , які містять сутнісні записи 
мікрофайлу з параметризуючим значенням kP , та несутнісні підмікрофайли 
 G
kM , 
1, pk l , які містять несутнісні записи мікрофайлу з параметризуючим значенням kP . 
Позначатимемо групу записів, розподіл даних про яку потрібно захистити під 
час забезпечення групової анонімності, через  ,G V P . Таким чином, моделлю групи 
є множина записів мікрофайлу, членство в якій визначається значеннями сутнісних 
та параметризуючого атрибутів мікрофайлу. 
Набір агрегованих даних про групу, чутливі властивості якого потрібно 
замаскувати, називатимемо цільовим поданням мікрофайлу M  відносно групи G  і 
позначатимемо через  ,G M . Практичне значення має ЦПМ у вигляді цільового 
сигналу  1 2, ,..., pl   θ , який відображає такі потенційно чутливі властивості 
розподілу даних про групу, як [17, с. 77] екстремальні викиди, статистичні 
характеристики, трендові, циклічні та періодичні складові тощо. Для простоти 
покладемо, що кожне значення цільового сигналу відповідає одному 
параметричному підмікрофайлу kM , 1, pk l . 
Оскільки на практиці найбільше значення має можливість віднаходження 
викидів (див. вище приклад із територіальним розподілом енергетиків), то в роботі 
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під чутливими особливостями сигналу розумітимемо його викиди. При цьому 
розглядатимемо задачі, у яких загрозу порушенню групової анонімності становлять 
викиди тільки в один бік. Для визначеності покладемо, що викиди в цільовому 
сигналі завжди перевищують решту значень по сигналу. У випадку задачі 
маскування територіального розподілу енергетиків чутливими особливостями є суттєві 
викиди вгору на графіку цільового сигналу — розподілу за параметричним атрибутом 
«Місце роботи» чисельності респондентів, у яких сутнісний атрибут «Професія» 
набуває сутнісного значення (наприклад, «1»), яке відповідає електроенергетиці. 
 
 
1.3 Задача забезпечення групової анонімності та методи її розв’язання 
 
 
Задача забезпечення групової анонімності (ЗЗГА) для деякої групи  ,G V P  в 
мікрофайлі M  полягає [16] в його модифікації в такий спосіб, щоб замаскувати 
чутливі (у рамках даної задачі) властивості ЦПМ. Будь-який метод модифікації 
даних при цьому повинен задовольняти три умови [49, с. 339]: 
а) ризик розкриття інформації після модифікації низький чи адекватний 
важливості захищуваної інформації; 
б) аналіз початкових та захищених даних мікрофайлу повинен вести до 
одержання близьких чи навіть ідентичних результатів; 
в) вартість модифікації даних прийнятна. 
Загальна схема забезпечення групової анонімності містить такі кроки [16]: 
а) підготувати (деперсоніфікований) мікрофайл M  статистичних даних, які 
потрібно опрацювати; 
б) визначити одну або декілька груп  ,i i iG V P , 1,i k , що включають записи, 
дані про яких потрібно захистити; 
в) для кожного i  від 1 до k : 
1) вибрати ЦПМ  ,i iG M ; 
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2) визначити цільове відображення  , :i i iG M M  та одержати з 
його допомогою ЦПМ; 
3) визначити перетворення    : , , i i i i iG G
  M M  — модифікуючий 
функціонал — та одержати з його допомогою модифіковане ЦПМ; 
4) визначити обернене цільове відображення  1 :  ,i i iG
    M M  та 
одержати з його допомогою модифікований мікрофайл; 
г) підготувати модифікований мікрофайл M  до оприлюднення. 
Перші три операції на кроці в) становлять перший етап розв’язання ЗЗГА. 
Одержання модифікованого мікрофайлу за допомогою оберненого цільового 
відображення на кроці в) становить другий етап розв’язання ЗЗГА. Під час 
застосування цієї схеми вважатимемо, що розв’язок ЗЗГА для деякої групи не 
впливає на розв’язок ЗЗГА для іншої групи. 
Операції на кроці в) є реалізаціями етапів анонімізації, описаних вище: 
 операції в.1) та в.2) передбачають оцінювання ризику порушення групової 
анонімності шляхом аналізу викидів ЦПМ; 
 операція в.3) передбачає вибір та застосування методу забезпечення 
групової анонімності з метою зменшення ризику її порушення; 
 операція в.4) передбачає мінімізацію впливу застосованого методу на 
корисність даних. 
Оцінити ризик порушення групової анонімності можна тільки шляхом аналізу 
викидів цільового сигналу: якщо їх можна виявити візуально чи з допомогою 
спеціальних методів, вважається, що ризик порушення анонімності існує, і потрібно 
застосовувати методи її забезпечення. Як правило, процедура встановлення факту 
наявності ризику порушення групової анонімності потребує залучення експерта. 
Приховати чутливі властивості цільового сигналу — його викиди — під час 
забезпечення анонімності можна за допомогою одного з двох підходів [17]: 
 підхід із перенесенням екстремумів: сигнал модифікують у такий спосіб, 
щоб у модифікованому сигналі з’явилися нові викиди, відмінні від початкових; 
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 підхід Моргіани (дружини Алі-Баби): у модифікованому сигналі повинні 
з’явитися недостовірні викиди, які мають суттєво утруднити задачу розрізнення 
справжніх і новостворених викидів. 
У наявній літературі ЗЗГА визначають на якісному рівні, тобто окрім 
встановлення факту наявності ризику порушення анонімності участь експерта 
передбачається також і на етапі оцінювання якості розв’язку задачі (порівняння 
викидів початкового та модифікованого ЦПМ). Потреба в залученні експерта для 
оцінювання розв’язків є суттєвою вадою, оскільки вимагає тривалого візуального 
аналізу модифікованих ЦПМ. При цьому такий аналіз не дає можливості оцінити 
обсяг спотворень, які може бути внесено в мікрофайл. 
У наступних пунктах розглянемо описані в літературі підходи до забезпечення 
групової анонімності та мінімізації впливу такого забезпечення на корисність даних. 
 
 
1.3.1 Класи задач із забезпечення групової анонімності 
 
 
У літературі виділяють три класи задач [50], пов’язаних із забезпеченням 
групової анонімності, які відрізняються використовуваним у них ЦПМ — кількісну, 
концентраційну та концентраційно-різницеву. 
Кількісна задача [51] передбачає забезпечення анонімності кількісного розподілу 
даних про групу записів за деяким набором значень (наприклад, територіального 
розподілу військовослужбовців). Ризик порушення анонімності визначається викидами 
в розподілі кількостей записів з однаковими параметризуючими значеннями. 
Розв’язання задачі передбачає модифікацію кількісного сигналу  1 2, , , plq q q q , де 
kq  — кількість сутнісних записів у параметричному підмікрофайлі kM  (записів, що 
мають параметризуюче значення kP ), 1, pk l . 
У низці практичних випадків кількості не є показовими, і їх перерозподіл може 
вести до втрати корисності даних. Такі задачі мають назву концентраційних задач [50] 
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та виникають, коли ризик порушення анонімності визначається викидами в розподілі 
концентрацій (відносних кількостей) записів з однаковими параметризуючими 
значеннями (наприклад, викиди в територіальному розподілі відносних кількостей 
науковців можуть свідчити про присутність на відповідній території секретного 
науково-дослідного центру). Розв’язання задачі передбачає модифікацію 
концентраційного сигналу  1 2, , , plc c c c  [52], де kc , 1, pk l , одержують так: 
 
 , 1, .k k k pc q k l    (1.5) 
 
В окремих випадках постає задача маскування різниці двох розподілів даних 
про групу. Наприклад, якщо на деякій території молодих чоловіків проживає значно 
більше (у відносному вираженні), ніж молодих жінок, це може свідчити про 
наявність на відповідній території військової бази. Відповідні задачі мають назву 
концентраційно-різницевих задач [53]. Їх розв’язання передбачає модифікацію 
концентраційно-різницевого сигналу, для чого потрібно визначити два набори 
атрибутів: основні та другорядні сутнісні атрибути. Тоді, можна збудувати основні 
та другорядні кількісні та концентраційні сигнали. Позначмо через  1 1 1 11 2, , , plc c c c  
основний концентраційний сигнал, а через  2 2 2 21 2, , , plc c c c  — другорядний. 
Концентраційно-різницевий сигнал можна збудувати як їх різницю: 
 
    1 2 1 2 1 21 2 1 1 2 2, ,..., , , , .p p pl l lc c c c c c        δ  (1.6) 
 
Наведені класи задач ЗЗГА передбачають захист групи в розумінні множини 
записів, належність якій можна визначити шляхом аналізу значень одного або 
декількох спеціальних сутнісних атрибутів (наприклад, «Рід занять» або «Військова 
служба»). Забезпечити анонімність у таких випадках можна також шляхом 
вилучення відповідних атрибутів із мікрофайлу. Такий підхід до розв’язання ЗЗГА є 
найпростішим, проте він повністю задовольняє тільки третю умову з наведених на 
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початку 1.3. Другу умову цей підхід задовольняє в меншій мірі, оскільки аналіз 
даних з урахуванням значень вилученого атрибута стає неможливо провести в 
принципі. Більше того, як буде показано в наступних розділах, зазначений підхід у 
певних випадках не задовольняє першої умови, оскільки існує можливість 
сформувати модель групи, за допомогою якої можна оцінити ступінь належності 
деякого запису групі шляхом аналізу загальних атрибутів, наприклад, «Вік», 
«Стать» та ін., вилучення яких не є прийнятним. Аналіз такої моделі та відповідного 
їй ЦПМ може призвести до порушення групової анонімності. 
У даній роботі розглядатимемо тільки кількісні та концентраційні задачі як 
такі, що мають найбільше практичне значення. 
 
 
1.3.2 Модифікуючий функціонал на основі методу нормалізації 
 
 
Модифікуючий функціонал на основі методу нормалізації [35] дає змогу 
замаскувати викиди цільового сигналу й одночасно зберегти його базові статистичні 
характеристики — математичне сподівання та середньоквадратичне відхилення. 
Метод нормалізації передбачає виконання двох кроків: 
 модифікація θ  з метою одержання видозміненого сигналу θˆ , у якому 
масковано початкові викиди. Модифікацію можна виконувати довільним чином; 
 нормалізація видозміненого сигналу θˆ  згідно з формулою 
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


  
    
  
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1
ˆˆ p
l
i pi
l

   , 1
pl
i pi
l 

   ,    
2
1
ˆˆ ˆ 1
pl
i pi
l

    ,    
2
1
1
pl
i pi
l  

     . 
Збереження корисності сигналу тільки на рівні статистичних характеристик 
часто є недостатнім, тому в літературі запропоновано інші модифікуючі функціонали. 
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1.3.3 Модифікуючий функціонал на основі вейвлет-перетворень 
 
 
Розглянемо особливості методу на основі вейвлет-перетворень [17, 52, 54], 
який застосовують, якщо потрібно зберегти високочастотні особливості розподілу. 
Даний метод базується на використанні дискретного діадного ВП [55–58]. 
Позначмо через  1 2, , , nh h h h  та  1 2, , , nl l l l  високочастотний та 
низькочастотний вейвлет-фільтри, відповідно. Для здійснення вейвлет-
розкладення цільового сигналу на один рівень потрібно виконати наступні операції: 
 
 1 12 2, ,    a l d θ hθ  (1.8) 
 
де 
2
  позначає операцію згортки з наступним діадичним прорідженням результату; 
     1a  ( 1d ) — вектор коефіцієнтів апроксимації (деталізації) першого рівня. 
Для спрощення викладок уведемо наступні позначення: 
 
     2 2
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2 2
1
1 ів
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k
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
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   


     f f f fθ θ  (1.10) 
 
де 
2
  — операція діадичної інтерполяції першого вектору та його згортки з другим. 
Для одержання коефіцієнтів апроксимації та деталізації рівня k  потрібно 
виконати (1.8), підставивши замість сигналу коефіцієнти апроксимації рівня 1k  : 
 
    
1
2 2 2
1 1
, .
k k
k k
i i

  
 
 
     
 
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Для одержання апроксимуючої та деталізуючої складової цільового сигналу 
рівня k  потрібно виконати такі операції: 
 
     
1
2 2 2
1 1
, .
k k
k k k k
i i

  
 
     A a l D d h l  (1.12) 
 
Сигнал можна розкласти в суму 
1
k
k ii
 θ A D : апроксимуюча складова kA  
є його згладженою версією, деталізуючі складові iD  — високочастотними 
коливаннями в сигналі. Щоб замаскувати викиди сигналу, потрібно модифікувати 
kA , а щоб зберегти його важливі властивості — залишити незмінними iD  чи 
принаймні змінити їх пропорційно. 
Щоб модифікувати апроксимуючу складову, потрібно модифікувати коефіцієнти 
апроксимації, для чого потрібно знати залежність значень складової від значень 
апроксимації. Її можна визначити за допомогою матриці вейвлет-реконструкції рекM  
[51]: рек .k k A M a  Тобто кожний елемент складової можна подати як лінійну 
комбінацію коефіцієнтів та елементів рекM . Елементи рекM  залежать від елементів 
вейвлет-фільтра та розмірності сигналу. Використовуючи рекM , можна сформувати 
задачу лінійного програмування, розв’язок якої дасть модифіковані коефіцієнти ka , за 
допомогою яких згідно з (1.12) можна одержати модифіковану складову kA . Тоді, 
можна одержати 
1
k
k ii
 θ A D . Якщо деякі з елементів θ  будуть від’ємними, 
потрібно додати число γ , таке, щоб усі значення стали невід’ємними. Щоб зберегти 
середнє по сигналу, результат потрібно помножити на відповідний коефіцієнт: 
 
    * 1 1
p pl l
k kk k 
        θ θ . (1.13) 
 
У випадку концентраційного сигналу, (1.13) потрібно застосовувати не тільки 
до самого сигналу, а й до відповідного йому кількісного сигналу. 
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Описаний підхід має низку вад, у тому числі: 
а) корисність даних, схоронення якої забезпечує метод, відіграє важливу роль 
в обмеженому колі практичних випадків; 
б) вибір різних вейвлет-фільтрів веде до одержання різних результатів, при 
цьому не існує чіткого способу підбору фільтру в кожному окремому випадку; 
в) дослідник має недостатню свободу під час модифікації даних. 
 
 
1.3.4 Модифікуючий функціонал на основі сингулярно-спектрального аналізу 
 
 
У літературі описано [59] підхід до побудови модифікуючого функціоналу, 
який не має перелічених вище вад, — підхід на основі сингулярно-спектрального 
аналізу (ССА). ССА (метод «гусені») — це підхід до аналізу часових рядів, який 
застосовують у таких галузях, як обробка часових рядів із пропущеними даними 
[60], визначення просторових шаблонів [61], дослідження клімату [62], геофізика 
[63] тощо. Основна ідея ССА полягає [60] в розбитті початкового ряду на суму його 
трендової, періодичної та шумової складових. Суттєвою перевагою підходу є 
відсутність вимог щодо стаціонарності ряду, знання про модель його трендової та 
періодичних складових. Приклади застосування ССА наведено в [64–65]. 
Нехай маємо [66] початковий ненульовий часовий ряд  0 1,..., NF f f  . Щоб 
розкласти його в суму відповідних складових, потрібно виконати такі кроки: 
а) трансформувати ряд у траєкторну матрицю: 
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де L  — довжина вікна, 1 L N  ; 
     K  — кількість векторів вкладення, 1K N L   ; 
б) подати (1.14) у вигляді суми однорангових біортогональних елементарних 
матриць. Нехай TS = XX . Позначмо через 1,..., L   власні числа S , узяті в 
незростаючому порядку ( 1 ... 0L     ), а через 1,..., LU U  — ортонормовану 
систему власних векторів матриці S , що відповідають цим власним числам. Нехай 
max{ : 0}id i   . Позначивши 
T
i i iV U X , 1,i d , матрицю (1.14) можна 
подати у вигляді сингулярного розкладення 1 ... d  X X X , де 
T
i i i iUV X ; 
в) розбити множину індексів  1,...,d  на m множин 1,..., mI I , що не 
перетинаються. Визначмо результуючу матрицю IX , що відповідає  1,..., pI i i , як 
1
...
pI i i
  X X X . Тоді, матрицю (1.14) можна подати у вигляді суми 
 
 
1
...
mI I
  X X X ; (1.15) 
 
г) перевести кожну матрицю з (1.15) у часовий ряд. Нехай маємо деяку 
матрицю Y  розмірності L K . Нехай  * min ,L L K ,  * max ,K L K , *ij ijy y , 
L K , і *ij jiy y , K L . Матрицю Y  можна перевести в часовий ряд 
 0 1,..., NG g g   за допомогою діагонального всереднення: 
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Застосовуючи (1.16) до кожної матриці з (1.15), одержимо подання 
початкового набору даних у вигляді часового ряду  
1
m k
k
F F

 , де  
k
F  — часовий 
ряд, одержаний за допомогою діагонального всереднення результуючої матриці 
kI
X . 
Застосування ССА в якості модифікуючого функціоналу передбачає [67], що 
цільовий сигнал спочатку розкладають на складові, а потім модифікують шляхом заміни 
трендової складової такою, яка гарантує, що початкові викиди сигналу замасковано. 
Зберегти корисність сигналу під час його модифікації можна, не змінюючи періодичних 
складових, оскільки вони можуть бути важливими для дальших досліджень. 
 
 
1.3.5 Способи визначення оберненого цільового відображення 
 
 
Модифікація мікрофайлу з допомогою оберненого цільового відображення 
потрібна для приведення його у відповідність до модифікованого ЦПМ і передбачає 
внесення в мікрофайл певних спотворень, обсяг яких повинен бути якомога менший. 
Обернене цільове відображення застосовують до модифікованого кількісного 
сигналу незалежно від класу задачі, оскільки інші сигнали можна однозначно 
одержати з відповідного сигналу. У роботі всі модифікації будуватимуться з 
урахуванням модифікованого кількісного сигналу, якщо не вказано інше. 
Процес приведення мікрофайлу у відповідність до модифікованого кількісного 
сигналу q  можна звести до зміни значень параметризуючого атрибута pw  для певних 
сутнісних записів. Для збереження загальної кількості записів у кожному 
параметричному підмікрофайлі їх потрібно модифікувати попарно. Схоронення 
найбільшої корисності даних можна досягти, якщо виконувати якнайменшу кількість 
модифікацій записів. Один із записів у парі має бути сутнісним, інший — ні. Таку 
процедуру можна інтерпретувати як взаємний обмін записів між підмікрофайлами, 
який потрібно продовжувати, доки не буде одержано шуканого кількісного сигналу. 
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Під час обміну шуканий кількісний сигнал одержується за рахунок 
спотворення розподілу значень атрибутів, які не є сутнісними, але важливі для 
статистичних досліджень мікрофайлу. Називатимемо їх визначальними атрибутами 
[16]. Для мінімізації спотворення мікрофайлу потрібно обмінювати пари записів, 
близьких у розумінні певної метрики. У даній роботі як міру близькості двох записів 
розглядатимемо визначальну метрику [16, 68], яку можна подати в термінах 
визначальних атрибутів так: 
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де kI  — k -ий порядковий визначальний атрибут, загальна кількість яких — порn ; 
    
lJ  — l -ий категорійний визначальний атрибут, загальна кількість яких — катn ; 
      1 2χ ,v v  — оператор, що дорівнює деякому числу 1 , якщо його аргументи 1v  та 
2v  належать одній категорії, та 2  — у протилежному випадку; 
     k  та l  — невід’ємні вагові коефіцієнти, які вибирають, виходячи з важливості 
атрибутів (що більший коефіцієнт, то важливіший атрибут для досліджень). 
Визначальна метрика (1.17) дає змогу одержати кількісну оцінку як для 
порядкових, так і для категорійних атрибутів, і при цьому враховує відносну 
важливість кожного визначального атрибута. 
У роботі [69] запропоновано побудову оберненого цільового відображення, 
використовуючи так звані евристичні стратегії з підбору пар записів мікрофайлу 
для обміну між параметричними підмікрофайлами. 
Під валентністю k  підмікрофайлу kM  розумітимемо число, модуль якого 
визначає, на скільки записів повинен змінитися обсяг kM , а знак показує, записи 
потрібно додавати (від’ємна валентність) чи вилучати (додатна валентність). Початкові 
валентності дорівнюють значенням початкового різницевого сигналу δ  q q . 
Загальну схему стратегій можна подати як послідовність виконання таких кроків: 
34 
 
а) прирівняти поточний різницевий сигнал початковому; 
б) вибрати підмікрофайл із додатною валентністю для вилучення запису; 
в) вибрати запис, який потрібно вилучити з підмікрофайлу, вибраного на кроці б); 
г) вибрати мікрофайл із від’ємною валентністю для додавання запису; 
д) вибрати запис із підмікрофайлу з кроку г), найближчий до запису з кроку 
в), у розумінні (1.17); 
е) обміняти параметризуючі значення записів із кроків в) та д). Зменшити на 
1 за абсолютним значенням поточні валентності підмікрофайлів із кроків б) та г); 
ж) якщо всі елементи поточного різницевого сигналу нульові, завершити; у 
протилежному випадку перейти на крок б). 
Запропоновані в літературі стратегії можна розділити на дві групи: 
 на кроці в) запис вибирають випадковим чином серед усіх можливих; 
 на кроці в) перебирають усі можливі записи та вибирають той, що на кроці 
д) дає мінімальне значення (1.17). 
Усередині груп стратегії відрізняються реалізацією кроків б) та г) (таблиця 1.2). 
 
Таблиця 1.2 – Реалізації кроків б) та г) в евристичних стратегіях 
Номер 
стратегії 
Реалізація кроку б) Реалізація кроку г) 
1 
Із додатною валентністю з 
найменшим індексом 
Із від’ємною валентністю з 
найменшим індексом 
2 Із найбільшою додатною валентністю 
Із найменшою від’ємною 
валентністю 
3 Із найменшою додатною валентністю 
Із найбільшою від’ємною 
валентністю 
4 
Із додатною валентністю з 
найменшим індексом Найбільший підмікрофайл із 
від’ємною валентністю 5 Із найбільшою додатною валентністю 
6 Із найменшою додатною валентністю 
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Продовження таблиці 1.2 
Номер 
стратегії 
Реалізація кроку б) Реалізація кроку г) 
7 
Із додатною валентністю з 
найменшим індексом 
Підмікрофайл із від’ємною 
валентністю, який гарантує 
мінімум (1.17) на кроці д) 
8 Із найбільшою додатною валентністю 
9 Із найменшою додатною валентністю 
 
Результат застосування евристичних стратегій на другому етапі розв’язання 
ЗЗГА залежить від результату виконання першого етапу: різні модифіковані ЦПМ 
відповідають різним різницевим сигналам. Таким чином, основною вадою такого 
підходу є неможливість визначити заздалегідь, яким повинно бути модифіковане 
ЦПМ, щоб гарантувати мінімальний обсяг спотворень, унесених на другому етапі. 
 
 
1.3.6 Програмні засоби та технології забезпечення анонімності даних 
 
 
Історично першими системами, які реалізовували окремі алгоритми анонімізації 
даних, були системи Scrub [70] та Datafly [71], розроблені Л. Суїні. Ці системи 
реалізовували алгоритми забезпечення k-анонімності для даних медичного походження. 
На сьогоднішній день найпотужнішим є пакет прикладних програм  -ARGUS 
[72], розроблений у рамках проектів SDC (Statistical Disclosure Control) Четвертої 
рамкової програми Європейського Союзу та CASC (Computational Aspects of 
Statistical Confidentiality) П’ятої рамкової програми Європейського Союзу. Наразі 
проект розвивається за підтримки Євростату. Пакет розроблено мовою Java. 
Пакет  -ARGUS дає можливість виконувати індивідуальну анонімізацію 
мікрофайлів, зокрема, із використанням алгоритмів перекодування та огрублення 
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даних, k-анонімності, обміну даними, зашумлення. Також пакет підтримує низку 
моделей ризиків порушення анонімності. Пакет поширюється у вільному доступі. 
Діяльність користувача передбачає виконання таких операцій [45, с. 112]: 
 завантаження мікрофайлу для анонімізації; 
 визначення формату анонімізованого мікрофайлу за допомогою метаданих 
спеціального формату, визначеного в  -ARGUS; 
 вибір та обчислення частотних таблиць, до яких застосовують моделі 
ризиків порушення анонімності; 
 виконання глобального перекодування, що передбачає вибір методів 
перекодування та аналіз результатів; 
 вибір та застосування інших методів із числа зазначених вище; 
 вибір допустимого рівня ризику; 
 фізична модифікація мікрофайлу відповідно до вибраних методів. 
Основними вадами пакету є відсутність підтримки методів забезпечення 
групової анонімності та потреба в поданні мікроданих у вигляді окремого файлу 
замість інтеграції з відповідними базами даних. 
Іншим популярним пакетом прикладних програм, спрямованим на забезпечення 
індивідуальної анонімності, є пакет sdcMicro [73], написаний мовою програмування R 
та який розповсюджується у вільному доступі. На відміну від  -ARGUS, sdcMicro 
реалізує більшу кількість методів. При цьому користувачу непотрібно виконувати етап 
опису мікрофайлу за допомогою метаданих, оскільки методи анонімізації можна 
застосовувати безпосередньо до набору даних. Для підтримки обчислення даних 
великого обсягу окремі етапи обчислень реалізовано мовою програмування C++ та 
інтегровано в середовище R за допомогою інтерфесу R/C++. 
Пакет sdcMicro підтримує такі методи: мікроагрегація, зашумлення, обмін 
даними, генерація синтетичних даних, перекодування та огрублення. Основними 
вадами пакету є потреба у володінні базовими навичками роботи в середовищі R, 
відсутність підтримки методів забезпечення групової анонімності та потреба в поданні 
мікроданих у вигляді окремого файлу. 
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Уперше рішення для забезпечення групової анонімності даних було 
запропоновано в [13] у вигляді інформаційної технології, на одному з етапів якої 
передбачається застосування методів забезпечення групової анонімності, при цьому 
як модифікуючий функціонал використано метод ВП (див. 1.3.3), а як обернене 
цільове відображення — евристичні стратегії (див. 1.3.5). У відповідній технології 
мікродані зберігаються в базі даних. Користувач повинен виконати такі операції: 
 задати сутнісні та параметризуючі атрибути; 
 збудувати цільовий (кількісний або концентраційний) сигнал; 
 візуально встановити факт наявності ризику порушення анонімності; 
 вибрати метод модифікації сигналу, застосувати його та візуально оцінити 
якість одержаного розв’язку; цю операцію потрібно повторювати доти, доки не буде 
одержано розв’язок задовільної якості; 
 задати параметри визначальної метрики та вибрати евристичну стратегію; 
 застосувати вибрані методи до мікроданих та одержати анонімізовані 
мікродані, збережені у базі даних. 
Запропонована інформаційна технологія має такі вади: 
 не враховується вплив на можливість порушення анонімність групи 
значень атрибутів, які не є сутнісними; 
 операція модифікації цільового сигналу вимагає від користувача 
ітеративного застосування методів анонімізації з метою одержання задовільного 
розв’язку, при цьому неможливо заздалегідь визначити обсяг спотворень, які 
вноситимуться в мікродані у випадку застосування того чи іншого розв’язку; 
 на етапі оцінювання якості розв’язку ЗЗГА обов’язковою є участь 
експерта, що передбачає візуальний аналіз великої кількості розв’язків; 
 користувач технології повинен як мати підготовку в галузі статистики 
(щоб підібрати параметризуючі та сутнісні атрибути, задати параметри визначальної 
метрики, установити факт наявності ризику порушення анонімності), так і володіти 
методами ВП та ССА, що вимагає проведення додаткового інструктажу персоналу. 
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1.4 Вимоги до інформаційної технології забезпечення групової анонімності 
1.4.1 Функціональні вимоги 
 
 
Розглянуті в розділі математичні методи та програмні засоби забезпечення 
анонімності даних розв’язують ЗЗГА частково або неефективно. Актуальною є задача 
розроблення інформаційної технології забезпечення анонімності даних про групи, 
відносно яких існує ризик її порушення шляхом аналізу комбінацій значень атрибутів 
мікрофайлу, що не є сутнісними. Технологія повинна мати можливість виконувати 
функції, наведені в таблиці 1.3 на рівні етапів та операцій. Роз’яснення окремих 
операцій наведено в наступних розділах, деталізацію всіх операцій наведено в 4.1.2. 
 
Таблиця 1.3 — Функціональні вимоги до інформаційної технології 
Етапи Операції 
Побудова моделі групи Визначення групи 
Побудова ЦПМ та визначення викидів 
Побудова нечіткої моделі 
групи на основі сторонніх 
даних 
Визначення допоміжного мікрофайлу 
Ідентифікація вхідних змінних моделі 
Побудова бази правил нечіткої моделі 
Побудова ЦПМ відносно нечіткої моделі та 
оцінювання її адекватності 
Побудова нечіткої моделі 
групи на основі 
експертних знань 
Ідентифікація нечіткої моделі 
Побудова ЦПМ відносно нечіткої моделі та 
оцінювання її адекватності 
Розв’язання ЗЗГА Ідентифікація ЗЗГА 
Перша фаза методу на основі міметичних обчислень 
Друга фаза методу на основі міметичних обчислень 
Підготовка даних до оприлюднення 
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Нечіткі моделі, які використовуються під час виконання відповідних етапів, 
повинні враховувати вплив значень атрибутів мікрофайлу, які не є сутнісними для 
даної групи, на можливість порушення анонімності. 
На етапі розв’язання ЗЗГА інформаційна технологія фактично повинна 
уможливлювати одночасні модифікацію ЦПМ із метою маскування його викидів та 
модифікацію мікрофайлу з метою мінімізації обсягу спотворень. При цьому процес 
оцінювання якості розв’язку ЗЗГА повинно бути автоматизовано, щоб мінімізувати 
участь експерта та підвищити таким чином ефективність розповсюдження даних. 
Оскільки для виконання функцій, наведених вище, користувачі повинні мати 
різні кваліфікації, в інформаційній технології повинно бути передбачено розподіл 
операцій між ролями користувачів. Технологія повинна підтримувати декілька 
користувачів, за кожним із яких у відповідності з його роллю закріплено виконання 
певних функцій. Розподіл функціональних обов’язків за ролями повинен бути гнучким, 
із можливістю створення нових ролей, модифікації та вилучення існуючих. 
Конкретний набір ролей у загальному випадку залежить від конкретної 
організації-розпорядника даних, у якій розгорнуто інформаційну технологію. Як 
приклад у дисертації розглядатимемо наступний типовий набір ролей: 
 «статистик», відповідальний за підпроцес збору даних (проведення 
спостережень, уведення даних, їх занесення до бази даних (БД)). Відповідний 
користувач повинен досконало знати структуру даних та їх інтерпретацію; 
 «методолог», відповідальний за підготовку метаданих для кожного 
мікрофайлу (описів структури мікрофайлів, що зберігаються в БД) та модифікацію 
таких метаданих під час забезпечення анонімності; 
 «аналітик», відповідальний за виконання анонімізації даних (вибір 
моделей та методів забезпечення групової анонімності, визначення параметрів 
відповідних методів, аналіз результатів їх роботи); 
 «керівник», відповідальний за встановлення факту наявності ризику 
порушення групової анонімності (за результатами аналізу викидів ЦПМ) та за 
прийняття остаточного рішення про завершення анонімізації даних; 
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 «адміністратор», відповідальний за підтримку функціювання БД, а також 
підготовку мікрофайлів до оприлюднення. 
Для кожного користувача для надання йому засобів виконання потрібних 
функцій повинно бути розроблено окремий графічний інтерфейс користувача (ГІК). 
 
 
1.4.2 Вимоги щодо інтеграції з іншими системами 
 
 
Розроблювана інформаційна технологія повинна передбачати можливість 
інтеграції з існуючими інформаційними системами обробки статистичних даних, 
зокрема, Інтегрованою системою обробки статистичних даних Державної служби 
статистики України (ІСОСД). 
Інформаційна система ІСОСД [74–75] є розподіленою системою, 
організованою на трьох рівнях — центральному, регіональному та місцевому. На 
кожному рівні користувачі ІСОСД виконують відповідні функції зі збору, уведення 
та обробки даних статистичних спостережень. 
Для збору даних на центральному, регіональному та місцевому рівнях 
використовуються головний, регіональні сервери БД та сервери місцевого рівня, 
відповідно. На центральному рівні додатково використовується сховище даних, яке 
містить у собі інформацію про всі дані. Для підвищення надійності системи в ній 
міститься сервер БД гарячого резерву. Для синхронізації стану БД центрального та 
регіонального рівня використовуються сервери реплікацій. 
Для підвищення безпеки ІСОСД користувачі системи кожного рівня не мають 
прямого доступу до серверів БД відповідного рівня, а працюють через відповідні 
сервери застосувань. Сервери застосувань регіонального рівня визначають, на якому 
рівні потрібно виконувати запити користувачів та звертаються або до сервера БД 
регіонального рівня, або до сервера застосувань центрального рівня відповідно. 
Сервери застосувань місцевого рівня в силу використання низькошвидкісних каналів 
зв’язку з ненадійним режимом функціювання між місцевим та вищими рівнями 
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виконують функції сервера застосувань і сервера БД одночасно, та працюють як мости 
між серверами застосувань регіонального рівня і користувачами місцевого рівня. 
Розроблювана інформаційна технологія повинна інтегруватися з ІСОСД 
шляхом розроблення застосувань, специфічних для розв’язання ЗЗГА, та 
розгортання їх на сервері застосувань центрального рівня ІСОСД. Для зберігання 
даних про задачу потрібно розробити концептуальну модель даних та реалізувати її 
на головному сервері БД ІСОСД. 
Крім інтеграції з ІСОСД, інформаційна технологія також повинна інтегруватися з 
іншими системами, для чого потрібно розробити окремий варіант її реалізації, який: 
 є портовним, не залежить від платформи та операційного середовища; 
 використовує тільки програмні засоби, які поширюються у вільному доступі. 
 
 
1.4.3 Вимоги щодо точності, часу, надійності та безпеки 
 
 
Крім вищенаведених функціональних вимог та вимог щодо інтеграції, 
інформаційна технологія повинна задовольняти такі вимоги: 
 анонімність даних повинна забезпечуватися за рахунок модифікації не 
більше за 0,1% значень атрибутів мікрофайлу; 
 час модифікації початкового мікрофайлу порівняно з існуючими ІТ 
повинен зменшуватися не менше, ніж у 2 рази; 
 дані початкового мікрофайлу повинно бути неможливо відновити шляхом 
аналізу даних модифікованого мікрофайлу; 
 впровадження інформаційної технології, у тому числі навчання 
користувачів, не повинно займати більше за 80 людино-годин часу; 
 повинна забезпечуватися висока надійність даних; 
 повинен забезпечуватися високий рівень безпеки з метою унеможливлення 
несанкційованого доступу до первинних даних. 
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Для розв’язання задачі розроблення інформаційної технології потрібно 
розробити додаткові моделі та методи, які враховуватимуть перелічені вище вимоги. 
 
 
1.5 Висновки до розділу 
 
 
У розділі розглянуто CSID-процес обробки даних під час їх оприлюднення, який 
передбачає виконання підпроцесів збору, зберігання, інтеграції та розповсюдження. 
Усі підпроцеси повинна виконувати організація-розпорядник даних, в обов’язки якої 
входить оприлюднення мікроданих і забезпечення при цьому їх анонімності. 
Виконано аналіз методів забезпечення групової анонімності як складових 
підпроцесу розповсюдження даних. Встановлено, що існуючі на сьогодні методи 
розв’язують ЗЗГА у два етапи: на першому етапі виконують модифікацію ЦПМ (для 
чого використовують методи нормалізації, ВП та ССА), а на другому — модифікують 
дані мікрофайлу для приведення їх у відповідність до модифікованого ЦПМ (для чого 
використовують евристичні стратегії з підбору пар записів мікрофайлу для обміну між 
параметричними підмікрофайлами). У рамках існуючих на сьогодні підходів оцінити 
якість модифікації ЦПМ може тільки експерт, що суттєво знижує ефективність 
процесу розповсюдження даних, і не дає змогу при цьому оцінити обсяг спотворень, 
які може бути внесено в дані у випадку використання того чи іншого модифікованого 
ЦПМ. Тому актуальною є розробка методів розв’язання ЗЗГА, які дають змогу 
одночасно одержувати розв’язки ЗЗГА в розумінні маскування викидів та оцінювати 
їхню ефективність у розумінні мінімізації внесених у дані спотворень, не 
передбачаючи при цьому участі експерта. 
На основі виконаного аналізу можна стверджувати, що існуючі методи 
забезпечення групової анонімності не враховують значень атрибутів, що не є 
сутнісними, але за допомогою яких можна порушити анонімність групи навіть у 
випадку вилучення з мікрофайлу сутнісних атрибутів. Тому актуальним є 
розроблення моделей груп, які враховують значення таких атрибутів. 
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Наведені висновки підтверджує огляд існуючих програмних засобів та 
інформаційних технологій забезпечення анонімності даних. 
Ураховуючи зазначене, дане дисертаційне дослідження спрямовано на 
розв’язання науково-прикладної задачі розроблення інформаційної технології 
забезпечення анонімності даних про групи, відносно яких існує ризик її порушення 
шляхом аналізу комбінацій значень атрибутів мікрофайлу, що не є сутнісними. 
Аналіз, здійснений у цьому розділі, ґрунтовано на результатах, які автор 
опублікував у працях [16–17, 50–52, 54, 68]. 
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РОЗДІЛ 2  
НЕЧІТКІ МОДЕЛІ ГРУП, ЩО ВРАХОВУЮТЬ 
ЗНАЧЕННЯ ТІЛЬКИ БАЗОВИХ АТРИБУТІВ 
2.1 Концепція нечіткої моделі групи 
2.1.1 Застосування нечіткої моделі групи для порушення групової анонімності 
 
 
В 1.2.2 було введено поняття параметризуючого та сутнісного атрибутів 
мікрофайлу. Називатимемо атрибути мікрофайлу 
jb
w , 1,j t , 1t l   , які не є 
сутнісними чи параметризуючими (
jb p , j ib v  ,i j ), базовими атрибутами. 
У низці практичних випадків існує можливість побудови моделі групи G , яка 
враховує значення тільки базових атрибутів та зіставляє кожному запису  
i
r  
мікрофайлу M  ступінь його належності групі G . Для побудови такої моделі можна 
використати методи теорії ймовірностей, інтервальної математики, теорії 
інтервальних ймовірностей чи теорії гіпервипадкових явищ [76–78]. У даній роботі в 
силу природної нечіткості статистичних даних вирішено будувати таку модель на 
основі методів нечіткої логіки, тобто така модель є нечіткою. 
Вхідними змінними нечіткої моделі групи повинні бути лінгвістичні змінні 
[79], які відповідають базовим атрибутам мікрофайлу. У загальному випадку, 
кожному атрибуту 
jw  можна зіставити лінгвістичну змінну jL , значеннями базової 
змінної для якої є значення атрибута 
jw . Застосовуючи як вхідні змінні нечіткої 
моделі групи лінгвістичні змінні kL , що відповідають базовим атрибутам 
мікрофайлу 
kb
w , 1,k t , можна визначити ступінь належності 
  iG r  кожного 
запису  
i
r M  групі G . Множину всіх ступенів належності, зіставлених записам 
мікрофайлу, позначатимемо через  1 2, , ,G G G Gq    M . 
У цьому розділі розглянемо два види нечітких моделей групи. Нечітку модель 
на основі сторонніх даних можна сформувати, використовуючи додатковий 
мікрофайл, структура якого близька до M . Нечіткі правила для такої моделі можна 
збудувати автоматизовано на основі генетичного алгоритму (ГА). Алгоритм 
побудови бази правил самостійно визначає множину базових атрибутів, які потрібно 
враховувати під час визначення ступеня належності групі записів мікрофайлу. 
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У випадку відсутності доступу до такого додаткового мікрофайлу залишається 
можливість побудови нечіткої моделі групи на основі експертних знань, базу 
нечітких правил для якої будують на основі експертних міркувань. 
 
 
2.1.2 Спосіб визначення викидів у цільовому сигналі 
 
 
ЦПМ відносно нечітких моделей груп повинні містити викиди, які 
відповідають тим же параметризуючим значенням, що й викиди в ЦПМ відносно 
групи. Розглянемо спосіб визначення викидів у ЦПМ, уперше використаний у 
контексті розв’язання ЗЗГА в [80], згідно з яким можна визначати викиди в ЦПМ 
відносно групи у вигляді цільового сигналу, мінімізуючи при цьому вплив 
користувачів інформаційної технології. 
Згідно з класичним інтуїтивним визначенням [81], викид — це спостереження, 
яке відрізняється від інших спостережень настільки, що його походження можна 
пояснити за допомогою деякого іншого механізму. Для пошуку викидів на практиці 
будують [82, с. 6] деяку модель «нормальних» даних, відхилення від якої свідчить 
про наявність викидів у наборі даних. Методи виявлення викидів різняться в 
підходах до побудови такої моделі. 
Одним із різновидів виявлення викидів є аналіз екстремальних значень 
(extreme value analysis) [83]. Під екстремальними значеннями розуміють викиди, які 
значно перевищують за величиною решту значень із набору даних. Таке визначення 
найліпше відповідає ситуації, пов’язаній із забезпеченням групової анонімності, за 
якої загрозу порушенню анонімності становлять саме елементи сигналу, які значно 
перевищують решту елементів. 
Найпростіші статистичні методі аналізу екстремальних значень виходять із 
того, що дані з набору розподілено за нормальним законом. На цьому припущенні, 
зокрема, побудовано широко застосовуваний на практиці [84, с. 78] метод Ґраббса 
[85] Проте, на практиці набори даних часто мають невеликий обсяг, і тому 
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здійснити точну оцінку математичного сподівання та середньоквадратичного 
відхилення неможливо. У таких випадках доцільно [82, с. 51] використовувати 
методи, що базуються на розподілі Ст’юдента [86], зокрема, метод   Томпсона [87]. 
Оскільки в контексті забезпечення групової анонімності цільові сигнали, як 
правило, містять декілька десятків значень, у даній роботі використовуватимемо 
модифікований метод   Томпсона (ММТТ), який Національним стандартом 
Американської асоціації інженерів механіки ASME PTC 19.1 рекомендується [84, 
с. 79] застосовувати на практиці для визначення викидів. 
Покладемо, що значення цільового сигналу θ  впорядковано за зростанням. 
Для визначення викидів у цільовому сигналі потрібно виконати такі кроки: 
а) обчислити вибіркові середнє та середньоквадратичне відхилення: 
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де mθ  — кількість елементів у сигналі θ ; 
б) обчислити для кожного i -го значення сигналу θ , 1,i m θ , його абсолютне 
відхилення від θ : 
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в) обчислити значення   за формулою 
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де /2t  — критичне значення t  розподілу Ст’юдента, обчислене для рівня 
значущості   та кількості ступенів свободи 2m θ ; 
г) якщо ii d  θ , то i -е значення сигналу є викидом. У такому випадку це 
значення потрібно вилучити з сигналу та повернутися на крок а). Якщо ii d  θ , 
алгоритм припиняє свою роботу. 
Статистичні характеристики (2.1) не є стійкими до наявності викидів у 
сигналі, тому в літературі запропоновано [88] використовувати інші оцінки, 
зокрема, медіану та псевдо-середньоквадратичне відхилення: 
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де 0,75q  ( 0,25q ) — верхня (нижня) квартиль сигналу θ . Якщо mθ  парне, то верхня 
(нижня) квартиль дорівнює медіані найбільших (найменших) / 2mθ  значень сигналу 
θ . Якщо mθ  непарне, верхня (нижня) квартиль дорівнює медіані найбільших 
(найменших)  1 / 2m θ  значень сигналу θ . 
У даній роботі для визначення викидів використовуватимемо описаний вище 
ММТТ, у якому на кроці а) замість оцінок (2.1) застосовують оцінки (2.4). 
Викиди в будь-якому наборі даних повинні мати спільну ключову властивість 
[89, с. 2] — становити інтерес для аналітика. Часто задача виявлення викидів не 
позбавлена суб’єктивності [82, с. 3], адже визначити, наскільки сильним повинно 
бути відхилення деякого значення від моделі, щоб уважати його викидом, а не 
результатом дії деякого шуму, можна тільки суб’єктивно. У контексті забезпечення 
групової анонімності, не завжди викиди, які одержують шляхом застосування 
ММТТ, є викидами, що становлять інтерес для аналітика. Множина одержаних 
викидів може містити значення сигналу, що викидами не є. В окремих випадках 
деякі викиди сигналу маскувати взагалі недоцільно. Наприклад, якщо 
загальновідомо, що на деякій території знаходиться військова база, то маскування 
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викиду цільового сигналу для групи військовослужбовців, що відповідає такій 
території, призведе до суттєвого викривлення мікрофайлу та явно свідчитиме про 
спотворення первинних даних. 
У даній роботі під час виявлення викидів цільового сигналу передбачається 
можливість перегляду з боку експерта множини викидів, одержаної з допомогою 
ММТТ. Позначмо через  OUT θ  множину індексів елементів цільового сигналу θ , 
які відповідають викидам, визначеним за допомогою ММТТ. Позначмо через 
   eOUT OUTθ θ  множину індексів елементів θ , утворену шляхом вилучення з 
 OUT θ  індексів, які, на думку експерта, не відповідають викидам, які потрібно 
маскувати в рамках забезпечення анонімності. Позначмо через  eOUT  θ  доповнення 
 eOUT θ  до множини  1,2,..., pl . 
 
 
2.2 Нечітка модель групи на основі сторонніх даних та метод її побудови 
2.2.1 Сторонні дані у вигляді допоміжного мікрофайлу 
 
 
Позначмо через HM  гармонізований мікрофайл [90], який можна одержати, 
застосовуючи до початкового мікрофайлу M  операції гармонізації двох типів: 
 заміна декількох атрибутів 
1
, ,
nj j
w w  на гармонізований атрибут 
k
H
jw  (при 
цьому одне значення атрибута 
k
H
jw  повинно відповідати одній або декільком 
комбінаціям значень атрибутів 
1
, ,
nj j
w w ); 
 заміна значень j -го атрибута 1
( )( ) , , n
ii
j j jw w w ,    1, 1,k kk l k tj v b   , на 
значення  k
H i
jw  j -го гармонізованого атрибута, яке може як дорівнювати будь-
якому значенню з jw , так і не дорівнювати. 
Позначмо через M  допоміжний мікрофайл [80, 90], який містить   записів 
(позначаються через r ) та має такі властивості: 
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 записи в M  та M  розподілено, на думку експерта, за близькими законами; 
 допоміжний мікрофайл M  містить допоміжні сутнісні атрибути, які 
мають значення та їх інтерпретацію, аналогічні сутнісним атрибутам в M . Значення 
допоміжних сутнісних атрибутів дають змогу визначити допоміжні сутнісні записи, 
множину яких позначатимемо через vM . Мікрофайл vM  містить v  допоміжних 
сутнісних записів. Записи в 
vM  та vM  ( \ vM M  та \ vM M ) повинно бути 
розподілено, на думку експерта, за близькими законами; 
 мікрофайли M  та M  можна гармонізувати, одержавши гармонізовані 
мікрофайли HM  та HM , при цьому базові атрибути в гармонізованих мікрофайлах 
матимуть однакові значення та їх трактування. Покладемо, що гармонізовані 
мікрофайли HM  та HM  містять гармонізовані базові атрибути 
j
H
bw , 1,
Hj t ; 
 комбінації значень атрибутів 
j
H
bw , 1,
Hj t , дають змогу визначити ступені 
належності   H iG r , 1,i   , кожного запису  H i Hr M  певній групі G , 
анонімність якої потрібно порушити. 
Нехай зловмисник має доступ до допоміжного мікрофайлу M . 
Під час гармонізації мікрофайлу параметризуючі атрибути pw  початкового та 
pw  допоміжного мікрофайлів можна вилучити, оскільки їх значення не впливають 
на формування нечіткої моделі. 
У випадку виконання викладених умов стає можливою побудова нечіткої 
моделі групи у вигляді набору нечітких правил R  для визначення для кожного 
запису ступеня його належності групі   H iG r , 1,i   . Тоді, можна збудувати 
допоміжне цільове подання мікрофайлу (ДЦПМ) відносно нечіткої моделі групи. У 
даній роботі розглядатимемо допоміжний кількісний сигнал  1 , ,q paux aux auxlqq  [80]: 
 
  
 |H H Hj G
aux H
j Gq
  
 
r M r
r , (2.5) 
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де   — поріг належності групі, який дає змогу відсікти записи, що не належать 
групі G  із достатньо високим ступенем; у даній роботі покладемо 0,5  ; 
     
H
jM  — параметричний підмікрофайл гармонізованого мікрофайлу 
H
M , записи 
якого мають параметризуюче значення 
jP . 
Допоміжний кількісний сигнал auxq  не повинен обов’язково бути чисельно 
близьким до початкового кількісного сигналу q . Для порушення групової 
анонімності достатньо, щоб викиди auxq  відповідали тим самим параметризуючим 
значенням, що й викиди q . 
 
 
2.2.2 Нечіткі правила як складові нечіткої моделі на основі сторонніх даних 
 
 
У загальному випадку визначити ступінь належності запису певному класу 
(групі) можна за допомогою нечітких правил (умовних нечітких висловлювань), які 
в канонічному вигляді мають таку форму [91]: 
 
 Якщо x  є A , то y  є B , (2.6) 
 
де x  та y  — лінгвістичні змінні, базові змінні яких набувають значень на множинах 
X  та Y , відповідно; 
     A  та B  — нечіткі підмножини множин X  та Y , відповідно. 
Антецеденти (ліві частини) нечітких правил можуть містити декілька 
лінгвістичних змінних одночасно [92]: 
 
 Якщо 1x  є 1A , і …, і nx  є nA , то y  є B , (2.7) 
 
де 1, , nx x  та y  — лінгвістичні змінні; 
51 
 
     
1, , nA A  та B  — значення лінгвістичних змінних (нечіткі множини); 
     логічну зв’язку і можна інтерпретувати як нечіткий перетин. 
Нечіткі правила в нечіткій моделі групи на основі сторонніх даних мають такі 
особливості: 
 вхідні лінгвістичні змінні 
jL  відповідають атрибутам j
H
bw , 1,
Hj t , будь-
якого з гармонізованих мікрофайлів HM  чи HM ; 
 кожна змінна 
jL , 1,
Hj t , має декілька значень kjLL , 1, jLk l , функції 
належності яких позначатимемо через k
jLL
 ; 
 за замовчуванням, кожна змінна має значення 0jLL , при цьому 0 1
jLL
  . 
Для кожної змінної 
jL  можна визначити проміжок допустимих значень її 
базової змінної    ,j jl L u L   . Усі записи з 
H
M  та HM , значення атрибутів 
j
H
bw , 
1, Hj t , яких лежать поза межами зазначених проміжків, потрібно вилучити перед 
побудовою нечіткої моделі. Для спрощення дальших викладок покладемо, що 
символи HM  та HM  позначають мікрофайли, які містять тільки записи, значення 
атрибутів яких лежать у межах зазначених проміжків, якщо не вказано зворотне. 
Покладемо, що   та   позначають число записів у HM  та HM , відповідно, де HM  
та HM  позначають або початкові мікрофайли, або зменшені, залежно від контексту. 
З урахуванням уведених вище позначень, правила з множини R  для 
визначення ступеня належності групі G  можна подати як 
 
 1 1 2 2: Якщо  є , і  є , , , і  є  то ,H Hi i i t itR L A L A L A G  (2.8) 
 
де 
iR , 1,i m  — i -е нечітке правило; 
     ijA  — значення змінної jL , використане в i -ому нечіткому правилі; 
     G  — клас записів, що належать групі. 
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Якщо в нечіткому правилі фігурує значення 0ij jA LL , то це фактично означає, 
що значення атрибута 
j
H
bw  не впливає на виведення з цього правила. Використання 
такого підходу дає змогу [93] одержувати правила різного ступеня узагальнення. 
Задачу побудови нечіткої моделі групи записів мікрофайлу як множини 
нечітких правил можна розглядати як задачу з класу, відомого в літературі під 
назвою виявлення підгруп (subgroup discovery), тобто задачу [94] виявлення цікавих 
підгруп у наборі респондентів, де «цікавість» підгрупи визначається як незвичність 
її розподілу відносно деякої властивості. Виявлення підгруп являє собою різновид 
індуктивного навчання з учителем [95], у якому на вхід подається набір даних та 
властивість, що становить інтерес для користувача, а на виході очікується опис 
підгруп, статистично найцікавіших для користувача. Оскільки підгрупи, віднайдені 
в наборі даних, мають дескриптивний характер (зрозумілість для користувача є 
ключовою характеристикою опису підгрупи), доцільним є [95] використання 
нечітких правил як правил, що описують підгрупи. 
Варто розрізняти задачу виявлення підгруп та задачу класифікації, оскільки 
[96] виявлення підгруп має на меті опис знань про дані, у той час як класифікатор 
має на меті прогнозування значення незалежної змінної для нового набору даних. У 
контексті порушення групової анонімності нас більше цікавить класифікаційний бік 
нечітких правил, проте основні ідеї з галузі виявлення підгруп може бути 
використано під час побудови нечіткої моделі групи респондентів. Огляд основних 
результатів у галузі виявлення підгруп наведено в [97]. 
Правила, які використовуються для опису підгруп, різняться між собою у 
здатності описати цікаві підгрупи. Мірою ефективності правила є деяка міра якості 
(quality measure). У загальному випадку міри якості можна розділити [98] на 
об’єктивні та суб’єктивні. У даній роботі розглядаються тільки об’єктивні міри, 
обчислити які можна без участі експерта. Огляд мір якості наведено в [99]. 
Для задачі побудови нечіткої моделі групи респондентів із метою порушення її 
анонімності міри якості, описані в літературі, не підходять, оскільки точний опис 
кожного запису як належного чи не належного групі не є головною метою. У 
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контексті групової анонімності важливі кумулятивні класифікаційні властивості 
правил. Іншими словами, допускається певний відсоток неправильно класифікованих 
записів, якщо при цьому викиди допоміжного кількісного сигналу, одержаного за 
допомогою нечіткої моделі, відповідають викидам початкового цільового сигналу. 
У даній роботі пропонується нова міра якості нечітких правил, для опису якої 
потрібно увести додаткові позначення, загальноприйняті в галузі виявлення підгруп. 
Визначмо сумісність з антецедентом [95] як ступінь сумісності запису r  з 
антецедентом правила 
iR : 
 
    , ,
ij ji A b
j
APC R r r  (2.9) 
 
де 
ijA
  — функція належності нечіткої множини ijA ; 
       — нечіткий перетин. 
У даній роботі як нечіткий перетин у (2.9) використовуватимемо 
арифметичний добуток як простий в обчисленні неперервний нечіткий перетин. 
Для того, щоб урахувати поріг належності групі з (2.5), у дальшому 
викладенні матеріалу використовуватимемо таку модифікацію (2.9): 
 
  
   , , ,
, .
0, інакше
i i
i
APC R APC R
APC R
  
 

r r
r  (2.10) 
 
Тоді можна стверджувати, що 
 
    
1
, ,
m
G i
i
APC R

 r r   
 
де — нечітке об’єднання. У даній роботі використовуватимемо функцію 
максимуму як нечітке об’єднання. 
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Кажуть, що запис r  верифікує антецедент правила iR , якщо  , 0iAPC R
 r . 
Кажуть, що правило iR  покриває запис r , якщо додатково Gr . 
З урахуванням цих позначень міра якості нечітких правил із нечіткої моделі 
групи респондентів визначається за допомогою двох властивостей [80] 
 правило повинно володіти прийнятною дискримінуючою властивістю: 
 
 
   ,,
,
H
ii
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v
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тобто правило 
iR  класифікує як належних групі непропорційно більше число 
допоміжних сутнісних записів, ніж записів із допоміжного мікрофайлу в цілому. 
Визначмо фактор дискримінації як 
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 правило повинно мати прийнятну відносну достовірність: 
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тобто правило 
iR  неправильно класифікує як належних групі не більше за 
 , i
G
APC R



r
r
 записів, де   — поріг відносної достовірності. Визначмо фактор 
відносної достовірності як 
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Зменшуване з (2.12) є нечітким аналогом міри якості, відомої як носій, а 
від’ємник є нечітким аналогом міри якості, відомої як покриття [100]. Носій 
відображає число записів, які задовольняють як антецедент, так і консеквент (праву 
частину) правила, а покриття відображає відсоток записів, які в середньому 
покриває одне правило. Позначатимемо носій правила через  . 
Фактор відносної достовірності (2.14) на перший погляд нагадує міру якості, 
відому як достовірність [95], проте версія, запропонована в даній роботі, 
відрізняється знаменником. У класичній достовірності ділення виконують по сумі 
ступенів належності всіх записів, які верифікують антецедент правила. У (2.14) 
враховують тільки записи, які верифікують антецедент правила, і при цьому не 
належать групі. Такий підхід веде до простішої інтерпретації відповідної міри 
якості, оскільки число респондентів, які правило класифікує неправильно, можна 
легко оцінити у відносних величинах. 
Із метою зменшення неправильно виконаних класифікацій у нечіткій моделі 
групи кожне правило iR  повинно задовольняти дві умови:   0iDF R  ,  iRCF R   . 
 
 
2.2.3 Генетичний алгоритм побудови нечіткої моделі групи на основі 
сторонніх даних 
 
 
На практиці для задач автоматизованої побудови баз правил, у тому числі 
нечіткої моделі групи на основі сторонніх даних, як задач високої складності, доцільно 
використовувати генетичні алгоритми [101]. Генетичні алгоритми — це евристичні 
алгоритми цілеспрямованого випадкового пошуку, що наслідують механізми 
біологічної еволюції за допомогою природного відбору [102, с. 5]. 
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Уперше застосування генетичних алгоритмів до побудови систем правил було 
запропоновано в [103] у контексті систем класифікаторів, що навчаються (learning 
classifier systems). Такі системи описувалися як [102, с. 108] модель для дослідження 
процесу навчання в системах правил вигляду «умова:дія», де генетичні алгоритми 
використовуються як метод створення нових правил. 
У літературі запропоновано низку застосувань генетичних алгоритмів до 
побудови бази нечітких правил. Так, у [93, 104–105] запропоновано генетичний 
алгоритм для побудови нечітких класифікаторів, у яких консеквенти правил є 
мітками класів, а не лінгвістичними змінними. 
У загальному випадку, можна виділити два підходи до побудови систем 
правил: мічиганський підхід [106] та піттсбурзький підхід [107]. За першого підходу 
кожна особина в генетичному алгоритмі відповідає окремому правилу, за другого — 
кожна особина являє особою повну базу правил. Для побудови правил нечіткої 
моделі групи респондентів доцільніше застосовувати мічиганський підхід, оскільки 
[95] задача полягає в побудові набору правил, у якому якість одного правила не 
залежить від інших. Окрім того, піттсбурзький підхід, як правило, обчислювально 
більш трудомісткий [93, с. 616]. 
Використовуватимемо ГА, загальна структура якого відповідає структурі 
алгоритму, запропонованого в [105], і передбачає виконання таких кроків: 
а) випадково згенерувати початкову популяцію  iRR  з   особин, 1,i   ; 
б) обчислити значення функції пристосованості  if R  1,i   ; 
в) перевірити умову завершення: якщо вона виконується, зупинити 
виконання алгоритму; якщо не виконується, перейти на крок г); 
г) вибрати   пар батьківських особин та помістити їх у множину R ; 
д) схрестити пари особин із R  за допомогою оператора рекомбінації 
 , jiREC R R , 1,i   , 1,2j     ; помістити одержаних нащадків у множину R ; 
е) модифікувати особини з R  оператором мутації  jMUT R , 1,j   ; 
ж) замінити   особин із R  із найменшою пристосованістю на нащадків із R ; 
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з) перейти на крок в). 
Інтерпретуватимемо кожну особину 
iR R , 1,i   , як одне правило в базі. 
Оскільки величина   фіксована впродовж усього еволюційного процесу, евольовані 
бази нечітких правил містять однакову кількість нечітких правил. 
 
У вищенаведеному алгоритмі еволюційний процес відбувається тільки на рівні 
нечітких правил. Іншими словами, алгоритм не передбачає виконання налаштування 
параметрів функцій належності вхідних змінних. Такий підхід гарантує простоту 
інтерпретації людиною нечітких правил. 
Кожну хромосому iR , 1,i   , подаватимемо як цілочисельний вектор: 
 
  1 2, , , ,Hi i i itR R R R   (2.15) 
 
де 
ijR  — деякий індекс нечіткого значення змінної jL . 
Пристосованість особини 
iR  в даній роботі оцінюватимемо в термінах мір 
якості (2.12) та (2.14) [80]: 
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Оператором рекомбінації  
1 2
,i iREC R R  має бути оператор рекомбінації для 
цілочисельного вектору, який із високою ймовірністю 
cp  застосовують до особин 
1i
R  та 
2i
R , та який повертає нащадків 
1j
R  та 
2j
R . У даній роботі 
використовуватимемо рівномірну рекомбінацію (uniform crossover) [108], оскільки 
зазвичай його використовують для задач класифікації [93]. 
Оператором мутації  MUT R  має бути оператор мутації для цілочисельного 
вектору, який із низькою ймовірністю 
mp  застосовують до особини R , та який 
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повертає мутованого нащадка R . У даній роботі використовуватимемо мутацію 
випадкової заміни [102] як мутацію, загальноприйняту для цілочисельних подань. 
Як оператор відбору в даній роботі використовуватимемо турнірний відбір 
[109] як ефективний і простий у реалізації. Початкову популяцію в даній роботі 
формуватимемо шляхом випадкової генерації значень кожного елемента нечіткого 
правила 
ijR , 1,i   , 1,
Hj t , як випадкових чисел, розподілених за рівномірним 
законом на проміжку 0,
jL
l 
 
. Як критерій завершення роботи ГА в даній роботі 
використовуватимемо кількість N  виконаних поколінь. 
Вибір параметрів ГА, таких як розмір популяції, імовірність мутації тощо, 
залежить від особливостей розв’язуваної задачі. 
 
 
2.2.4 Цільове подання мікрофайлу відносно нечіткої моделі групи на основі 
сторонніх даних 
 
 
У 2.2.1 було зазначено, що в даній роботі як ЦПМ відносно нечіткої моделі 
групи на основі сторонніх даних розглядається допоміжний кількісний сигнал auxq . 
Цей сигнал необов’язково повинен бути близьким у числовому вираженні до 
цільового сигналу θ , одержаного для мікрофайлу HM . Для порушення групової 
анонімності достатньо, щоб викиди auxq  відповідали викидам θ . 
Допоміжний кількісний сигнал auxq  відрізняється від сигналу θ  у двох аспектах: 
 деякі викиди з θ  можуть не мати відповідників у auxq , тобто для них 
неможливо порушити анонімність, використовуючи нечітку модель. Такі викиди 
можна розглядати як похибки II роду. Називатимемо їх нерозкритими викидами; 
 деякі викиди з auxq  можуть не мати відповідників у θ , тобто нечітка 
модель вносить додаткові викиди, не підтверджені реальними даними. Такі викиди 
можна розглядати як похибки I роду. Називатимемо їх хибними викидами. 
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Допоміжний кількісний сигнал містить інформацію, достатню для порушення 
групової анонімності. З іншого боку, для забезпечення групової анонімності 
потрібно використовувати сигнал, який замість нечітких ступенів містить чіткі 
значення кількостей респондентів. Уведемо для цього поняття чіткого допоміжного 
кількісного сигналу auxcrispq  [80]: 
 
   |
j
aux H H H
crisp j Gq    r M r . (2.17) 
 
Значення (2.17) відповідають кількостям записів відповідного підмікрофайлу, 
яким нечітка модель приписує ступінь належності групі, більший за  . Сигнал, 
визначений таким чином, буде використано для забезпечення групової анонімності 
відповідно до підходу, описаного в розділі 3. 
 
 
2.2.5 Загальний підхід із застосування нечіткої моделі до порушення групових 
розподілів у розумінні розкриття викидів цільового сигналу 
 
 
Щоб порушити розподіл групи G  у мікрофайлі M  у розумінні розкриття 
викидів відповідного цільового сигналу, потрібно виконати такі кроки [80]: 
а) гармонізація: вибрати мікрофайл M  та визначити в ньому групу G  
записів, анонімність даних про яку потрібно порушити. Вибрати допоміжний 
мікрофайл M , який задовольняє всі вимоги, зазначені у 2.2.1. Виконати 
гармонізацію M  та M , одержати гармонізовані HM  та HM , які мають ідентичні 
атрибути за двома винятками: параметризуючі атрибути можуть не сходитися, HM  
містить допоміжні сутнісні атрибути, а з HM  сутнісні атрибути вилучено; 
б) ідентифікація вхідних змінних: для кожної лінгвістичної змінної jL , що 
відповідає базовому гармонізованому атрибуту 
j
H
bw , 1,
Hj t , визначити проміжок 
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допустимих значень її базової змінної    ,j jl L u L   . Вилучити з 
H
M  та HM  записи, 
значення атрибутів 
j
H
bw , 1,
Hj t , яких лежать поза проміжками. Визначити значення 
k
jLL  кожної jL , 1,
Hj t , 1,
jL
k l , які характеризуються функціями належності k
jLL
 ; 
в) еволюційний процес: запускаючи ГА, описаний у 2.2.3, GN  разів, збудувати 
нечіткі правила, описані в 2.2.2. Для зменшення кількості нерозкритих та хибних 
викидів відібрати правила R , для яких виконуються умови   0DF R   та 
 RCF R   , а також чий носій   більший за деяке значення lim . 
Важливим етапом у побудові бази нечітких правил є її спрощення за рахунок 
зменшення кількості правил, які суттєво не впливають на якість роботи нечіткої 
системи [110]. Для цього можна використати методи, описані в [111–112]. У даній 
роботі для спрощення бази нечітких правил використовується простіший підхід у 
вигляді вилучення правил, які є частинними випадками загальніших правил: для 
кожної пари правил iR  та jR , якщо    0ik jk ik kk A A A LL    , вилучити jR . 
Використовуючи одержану модель, обчислити для кожного запису 
мікрофайлу ступінь його належності групі; 
г) виявлення викидів: збудувати допоміжний кількісний сигнал (2.5) та 
визначити його викиди згідно зі способом, описаним у 2.1.2. 
 
 
2.3 Нечітка модель групи на основі експертних знань та метод її побудови 
2.3.1 Структура системи нечіткого виведення як складової нечіткої моделі на 
основі експертних знань 
 
 
У випадку відсутності доступу до сторонніх даних у вигляді допоміжного 
мікрофайлу, залишається можливість побудови нечіткої моделі групи на основі 
знань експерта у вигляді системи нечіткого виведення (СНВ), оскільки теорія 
нечітких множин є основним математичним апаратом формалізації подання та 
обробки експертних оцінок [113]. Вхідні та вихідні змінні такої СНВ, а також її 
нечіткі правила повністю визначає експерт. 
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Розглядатимемо СНВ типу Мамдані [114]. У таких системах кожне правило в 
базі можна подати у вигляді (2.7), а модуль нечіткого виведення базується на 
композиційному правилі виведення (compositional rule of inference) [91]. 
У загальному випадку, для побудови СНВ типу Мамдані потрібно [91]: 
а) вибрати вхідні й вихідні змінні, задати функції належності їхніх значень; 
б) збудувати базу нечітких правил; 
в) вибрати методи нечіткого об’єднання, перетину, імплікації та агрегації; 
г) вибрати алгоритм дефазифікації. 
 
 
2.3.2 Метод побудови нечіткої моделі групи на основі експертних знань 
 
 
Щоб побудувати СНВ для визначення ступеня належності записів мікрофайлу 
деякій групі G  як основу нечіткої моделі цієї групи на основі експертних знань, як 
вхідні змінні потрібно взяти деякі з лінгвістичних змінних 
jL , а вихідна змінна 
повинна відображати ступінь належності групі G  [115]. Підбір вхідних змінних та 
нечітких правил потрібно виконувати згідно з процедурою [116]: 
а) відповідно до зовнішніх статистичних даних чи експертних оцінок, 
визначити множину базових атрибутів, значення яких можна використати для 
класифікації записів як належних G  з високим ступенем належності; 
б) розбити за потреби значення атрибутів на інтервали; одержати розподіли 
даних про записи, що належать G  з високим ступенем належності, за значеннями 
кожного атрибута; 
в) визначити проміжки значень цих атрибутів, за межами яких записи можна 
вважати такими, що не належать G ; 
г) виключити з множини атрибутів, визначених на кроці а), такі атрибути, 
розподіл значень яких достатньо близький до рівномірного; 
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д) виключити з множини атрибутів, визначених на кроці г), такі атрибути, 
розподіл значень яких для даних про записи, що належать G  з високим ступенем 
належності, достатньо близький до аналогічного розподілу для даних про всі записи; 
е) відповідно до зовнішніх статистичних даних чи експертних оцінок, 
визначити множину базових атрибутів, значення яких можна використати для 
класифікації записів як належних G  з низьким ступенем належності, та додати їх до 
множини, визначеної на кроці д); 
ж) розбити за потреби значення доданих атрибутів на інтервали; одержати 
розподіли даних про записи, що належать G  з низьким ступенем належності, за 
значеннями кожного атрибута; 
з) визначити проміжки значень доданих атрибутів, у межах яких записи 
можна вважати такими, що не належать G ; 
и) визначити значення всіх вхідних змінних СНВ. Змінні відповідають усім 
або декільком атрибутам із множини, визначеної на кроці е); 
к) на основі аналізу зовнішніх статистичних даних чи виходячи з експертних 
оцінок, визначити значення вихідної змінної та сформувати множину правил; 
л) вибрати методи нечіткого об’єднання, перетину, імплікації, агрегації та 
дефазифікації. 
Більшість кроків процедури вимагають участі експерта. 
В окремих випадках із постановки задачі можуть випливати додаткові чіткі 
обмеження, які варто враховувати окремо від нечітких правил [117]. 
 
 
2.3.3 Цільове подання мікрофайлу відносно нечіткої моделі групи на основі 
експертних знань 
 
 
Називатимемо ЦПМ відносно нечіткої моделі групи на основі експертних 
знань узагальненим цільовим поданням мікрофайлу (УЦПМ). 
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Розглянемо узагальнення цільового сигналу — цільову поверхню Θ  [118]. 
Можна виділити два види поверхонь — кількісну поверхню Q  та концентраційну 
поверхню C . Щоб побудувати кількісну поверхню, потрібно обчислити ступені 
належності   iG r  групі G  кожного запису мікрофайлу  ir , 1,i   , 
використовуючи СНВ, побудовану відповідно до описаної вище процедури. Після 
обчислення ступенів належності потрібно підрахувати кількість записів із певними 
параметризуючими значеннями та ступенями належності: 
 
      , .pi ijk iw k G GjQ z P   r r   (2.18) 
 
На практиці, як правило, точні значення ступенів належності не є показовими 
з погляду розподілу даних про групу. Набагато інформативнішими є кількості 
записів, ступені належності групі яких належать певному інтервалу значень. 
Доцільно розбити ступені належності на інтервали s , 1, ints l , та підрахувати 
кількість записів зі ступенями належності, що їм належать: 
 
      , .pi isk iw k G sQ z P   r r   (2.19) 
 
На практиці (2.19) варто будувати тільки для інтервалів, що відповідають 
високим ступеням належності. 
Використовуючи (2.19), кожний параметричний підмікрофайл kM  можна 
розбити на сутнісні підмікрофайли ступеня s  
s
k

M , 1, ints l , та несутнісні 
підмікрофайли 0k

M , 1, pk l . Сутнісні підмікрофайли містять записи мікрофайлу 
 i
r  
з параметризуючим значенням kP  та ступенем належності 
  iG s r . Несутнісні 
підмікрофайли містять записи мікрофайлу  
i
r  з параметризуючим значенням kP  та 
ступенем належності   iG r , що не належить жодному інтервалу. Кожний 
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сутнісний підмікрофайл деякого ступеня s
k

M  містить skQ  записів, а кожен 
несутнісний підмікрофайл 0k

M  —  1intk sks
l
Q

   записів. 
У випадках, коли абсолютні кількості записів не є показовими, доцільно 
використовувати концентраційну поверхню C , елементи якої визначають як 
 
 , 1, .sksk p
k
Q
C k l 

  (2.20) 
 
Існує два основні способи порушення групової анонімності з використанням 
цільової поверхні: 
 викиди векторів, що відповідають окремим рядкам поверхні, відповідають 
тим же параметризуючим значенням, що й викиди цільового сигналу; 
 викиди вектору, одержаного як сума рядків поверхні, відповідають тим же 
параметризуючим значенням, що й викиди цільового сигналу. 
Як було зазначено в 1.3.5, щоб модифікувати ЦПМ, потрібно обмінювати між 
підмікрофайлами записи, близькі в розумінні (1.17). Оскільки обмін записів можна 
виконувати не тільки між сутнісними підмікрофайлами, а й між сутнісними та 
несутнісними, уведемо поняття розширеної кількісної поверхні EQ  [119]: 
 
      , ,pi iEsk iw k G sQ z P   r r  1, pk l , 0, ints l . (2.21) 
 
Розширену концентраційну поверхню EC  можна одержати шляхом очевидного 
узагальнення (2.20) через заміну входження skQ  на 
E
skQ . 
Під час виконання обміну записів значення на розширеній кількісній поверхні 
змінюються. Якщо обміняти запис  1 1
1
si
k

r M  із записом  2 2
2
si
k

r M , значення 
1 1
E
s kQ  та 
2 2
E
s kQ  зменшуються на 1, а значення 1 2
E
s kQ  та 2 1
E
s kQ  — збільшуються на 1. 
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2.4 Перевірка адекватності нечіткої моделі групи 
 
 
Адекватність нечіткої моделі групи для порушення анонімності розподілу 
даних про групу доцільно оцінювати за допомогою метрик, розроблених для 
перевірки ефективності класифікаторів. Розглянемо підхід до перевірки 
адекватності нечіткої моделі групи, уперше описаний у [80] для ЦПМ у вигляді 
цільового сигналу. У випадку ЦПМ у вигляді поверхні відповідні міркування 
потрібно застосовувати до кожного рядка поверхні та суми рядків. 
Розгляньмо постановку задачі класифікації. Нехай nX   — багатовимірний 
простір шаблонів, кожний елемент якого Xx  належить одному з двох класів із 
множини  1 2,Y C C . Нехай сумісний розподіл XYP  над X Y  невідомий. Маємо 
класифікатор :f X Y , який кожному шаблону Xx  зіставляє його клас. Нехай 
 XYE f y    x  — похибка класифікатора [120], де E  — математичне сподівання. 
Оскільки на практиці X , як правило, — скінченна множина,   можна тільки оцінити. 
Нехай     1 1, ,..., ,m mS y y x x  — множина пар, розподілена за XYP . Називатимемо 
матрицею невідповідностей (confusion matrix) таку матрицю [120]: 
 
 ,
TP FP
FN TN
 
  
 
Z  (2.22) 
 
де TP  — кількість шаблонів x  із S , що належать класу 1C , та для яких   1f Cx ; 
    FP  — кількість шаблонів x  із S , що належать класу 1C , та для яких   2f Cx ; 
    FN  — кількість шаблонів x  із S , що належать класу 2C , та для яких   1f Cx ; 
    TN  — кількість шаблонів x  із S , що належать класу 2C , та для яких   2f Cx ; 
Сума значень (2.22) дорівнює m . Позначмо через e  кількість неправильно 
класифікованих шаблонів. Тоді, TP TN m e   . 
Точність класифікації (prediction accuracy) PA  визначають так: 
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 .
m e
PA
m

  (2.23) 
 
Що вище значення (2.23), то точнішим можна вважати класифікатор. 
У випадку, коли кожному класу відповідає неоднакова кількість шаблонів, 
набір даних називають незбалансованим. Як показано в [120], метрику (2.23) 
недоцільно застосовувати до незбалансованих даних, оскільки в цьому випадку вона 
не дає змоги оцінити якість класифікатора. 
Однією з метрик, які можна застосовувати до незбалансованих даних та яка явно 
враховує похибки І та ІІ роду, є статистика J Йовдена (Youden’s J statistic) [121]: 
 
 1 .
TP TN
J
TP FN FP TN
  
 
 (2.24) 
 
Що вище значення (2.24), то точнішим можна вважати класифікатор. 
У [122] запропоновано метрику на основі Баєсівського тестування гіпотези 
про статистичну залежність результатів роботи класифікатора від справжнього 
розподілу XYP , яка враховує незбалансованість та розмір набору даних. Позначмо 
через 0H  гіпотезу, що результати роботи класифікатора статистично незалежні від 
XYP , через 1H  — гіпотезу, що залежні. Позначмо через B  Баєсівський фактор: що 
більше його значення, то правдоподібніша 1H . Обчислити B  можна за формулою 
 
 
 
  
  
1 2
1 2
1 2
1 2
1 2
2 2
1 2
1 2 1 20 0
1
,
1 1
1 1
1
,
t t
i j
TP FP FN TN
B t t
TP FP t FN TN t
TP FP FN TNt t
TP FNt t
t t
i j
t t TP FP t FN TN t
i j TP i FN j
 
    
  
      
      
         
   
   
   
        
    
      

 (2.25) 
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де 
 
!
! !
i i
j j i j
 
 
 
; 
     1t , 2t  — невід’ємні цілочисельні параметри. 
Метрика для оцінювання ефективності класифікатора на основі Баєсівського 
фактору обчислюється за такою формулою [122]: 
 
  
1
2
1 2
0
0
min ln , .
t m
t m
MB B t t
 
 
  (2.26) 
 
Інтерпретацію значень метрики здійснюють за таблицею 2.1. 
 
Таблиця 2.1 – Інтерпретація значень метрики MB  у термінах сили гіпотези 1H  [123] 
MB  <0 від 0 до 1 від 1 до 3 від 3 до 5 >5 
Гіпотеза 1H  дуже слабка слабка помірна сильна дуже сильна 
 
У рамках перевірки адекватності нечіткої моделі деякої групи як простір 
шаблонів варто розглядати множину параметризуючих значень: X  P . Класу 1C  
належать ті параметризуючі значення, які відповідають викидам цільового сигналу, 
класу 2C  — значення, які не відповідають викидам цільового сигналу. 
З урахуванням позначень, уведених у 2.1.2, елементи матриці 
невідповідностей (2.22) можна визначити наступним чином [80]: 
    auxe eTP OUT OUT θ q ; 
    auxe eFP OUT OUT  θ q ; 
    auxe eFN OUT OUT θ q ; 
    auxe eTN OUT OUT  θ q . 
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2.5 Висновки до розділу 
 
 
У розділі введено поняття нечіткої моделі групи та розглянуто два види таких 
моделей: на основі сторонніх даних та на основі експертних знань. Нечітку модель на 
основі сторонніх даних можна збудувати у випадку наявності доступу до 
допоміжного мікрофайлу, близького, на думку експерта, у статистичному розумінні 
до початкового мікрофайлу. Для побудови такої моделі запропоновано 
удосконалений метод виявлення підгруп, який відрізняється від існуючих тим, що 
міра якості нечітких правил моделі враховує непропорційно велику відносну перевагу 
кількостей елементів підгрупи над кількостями елементів поза нею в окремих 
областях простору ознак, що дає змогу виділяти підгрупи малого обсягу та високої 
локальної концентрації. У випадку відсутності доступу до допоміжного мікрофайлу 
нечітку модель групи можна збудувати на основі експертних знань. 
Запропоновано спосіб визначення викидів у ЦПМ відносно групи на основі 
модифікованого методу   Томпсона, який передбачає автоматизоване виділення 
викидів за допомогою цього методу та наступний перегляд одержаної множини 
викидів з боку експерта (у бік зменшення числа викидів). Застосування такого 
підходу дає можливість суттєво знизити вплив користувачів інформаційної 
технології на прийняття рішення щодо ризику порушення групової анонімності в 
конкретному випадку. 
Вибрано метрики для перевірки адекватності нечітких моделей групи як 
класифікаторів, що відносять елементи цільового та модифікованого ЦПМ до 
одного з двох класів — «викид» або «не викид». Метрики враховують 
незбалансованість даних, що є типовою ситуацією в контексті забезпечення 
групової анонімності, оскільки в ЦПМ викиди, як правило, становлять меншість. 
Результати, подані в розділі, автор опублікував у працях [80, 90, 115–119]. 
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РОЗДІЛ 3  
МЕТОД РОЗВ’ЯЗАННЯ 
ЗАДАЧІ ЗАБЕЗПЕЧЕННЯ ГРУПОВОЇ АНОНІМНОСТІ 
3.1 Одноетапний підхід до розв’язання задачі забезпечення групової 
анонімності 
3.1.1 Обернене цільове відображення як розв’язок задачі пошуку 
максимального потоку в мережі мінімальної вартості 
 
 
На практиці часто мають місце задачі, коли збереження корисності на другому 
етапі розв’язання ЗЗГА (унесення в мікрофайл спотворень мінімального обсягу) 
важливіше за збереження корисності на першому етапі (маскування таких властивостей 
ЦПМ, як високочастотні особливості чи періодичні складові). У таких випадках на 
модифіковане ЦПМ не накладають жодних додаткових обмежень, окрім вимоги 
забезпечувати маскування його викидів. Тоді виникає можливість одержати 
модифіковані ЦПМ, еквівалентні з погляду маскування викидів початкового ЦПМ. 
Наприклад, розв’язуючи ЗЗГА згідно з підходом Моргіани, можна створити нові 
викиди ЦПМ, гарантуючи при цьому, що початкові викиди неможливо визначити за 
модифікованим ЦПМ. Вибір відліків ЦПМ, які відповідатимуть новоствореним 
викидам, може бути довільним. У силу особливостей визначення якості розв’язку ЗЗГА, 
можна створити низку ЦПМ, нові викиди в яких відповідатимуть одним і тим самим 
відлікам, але абсолютні їх величини різнитимуться. 
Оскільки обсяг унесених у мікрофайл спотворень залежить від вибору пар 
записів для обміну між різними підмікрофайлами, на загальний їхній обсяг впливає 
вибір не тільки оберненого цільового відображення, а й модифікованого ЦПМ. Як 
альтернативу класичному підходу до розв’язання ЗЗГА можна розглядати 
одноетапний підхід [124]. Згідно з ним, потрібно сформулювати модифікуюче 
перетворення, застосування якого дасть змогу одночасно одержати модифіковане 
ЦПМ, що задовольняє вимогу маскування його викидів, і модифікований 
мікрофайл, у який унесено спотворення мінімального обсягу. 
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У класичному випадку, задачу визначення оберненого цільового відображення, 
яке повинно гарантувати внесення спотворень мінімального обсягу, можна розглядати 
як задачу пошуку максимального потоку в мережі мінімальної вартості, відому в 
теорії оптимізації потоків у мережі [125], і для розв’язання якої в літературі 
запропоновано алгоритми поліноміальної та псевдополіноміальної складності. 
У випадку одноетапного підходу до розв’язання ЗЗГА, відповідну задачу 
можна розглядати як у певному сенсі узагальнену задачу пошуку максимального 
потоку в мережі мінімальної вартості, у якій на архітектуру мережі накладено 
додаткові обмеження, що враховують вимогу щодо якості розв’язку ЗЗГА з погляду 
маскування викидів ЦПМ. З урахуванням суб’єктивної та неточної природи таких 
обмежень, пропонується формалізувати їх у вигляді нечітких обмежень (fuzzy 
restrictions), накладених на значення шуканого модифікованого ЦПМ. 
Розгляньмо постановку задачі пошуку максимального потоку в мережі 
мінімальної вартості для двоетапного підходу до розв’язання ЗЗГА. Позначмо через 
 ,G N A  орієнтовану мережу, визначену множиною N  із n  вузлів та множиною A  
з m  орієнтованих дуг. Кожна дуга  ,i j A  характеризується вартістю ijc  та 
пропускною здатністю iju . Кожний вузол i N  асоційовано з деяким числом  b i , яке 
можна інтерпретувати як його пропозицію (якщо   0b i  ) або попит (якщо   0b i  ). 
Задачу пошуку максимального потоку мінімальної вартості x  можна сформулювати як 
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 (3.1) 
 
Розглядатимемо ЗЗГА, у якій обернене цільове відображення застосовують до 
модифікованого кількісного сигналу q . Випадок із цільовою поверхнею 
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відрізняється несуттєво, тому окремо розглядати його не будемо, а тільки зазначимо 
істотні відмінності. Уперше відповідний матеріал було викладено в [126]. 
У контексті ЗЗГА архітектуру мережі можна визначити так: 
 N  складається з підмножин 1N , 2N , 3N  та 4N , що не перетинаються; 
 вузли 1 1
kN N  та 4 4
kN N  відповідають параметричним підмікрофайлам 
kM , 1, pk l , тобто 1 4 pN N l  ; 
 2N  можна розділити на pl  підмножин 
   1
2 2, ,
plN N , що не перетинаються. 
Вузли    
,
2 2
k i k
N N  відповідають сутнісним записам підмікрофайлу kM , 1, pk l , 
1, ki q , тобто 
 
2
k
kN q , 1, pk l ; 
 3N  можна аналогічним чином розділити на pl  підмножин 
   
3
1
3 , ,
plN N , що 
не перетинаються. Вузли    
,
3 3
k i k
N N  відповідають несутнісним записам 
підмікрофайлу kM , 1, pk l , 1, k ki q   , тобто 
 
3
k
k kN q  , 1, pk l ; 
 A  складається з підмножин 
1 2N N
A , 
2 3N N
A  та 
3 4N N
A , що не перетинаються; 
 дуги в 
1 2N N
A  з’єднують вузли 1 1
kN N  з вузлами    
,
2 2
k i k
N N , 1, pk l , 
1, ki q . Жодних інших дуг в 1 2N NA  немає; 
 дуги в 
3 4N N
A  з’єднують вузли    3
,
3
k i k
N N  з вузлами 4 4
kN N , 1, pk l , 
1, k ki q   . Жодних інших дуг в 3 4N NA  немає; 
 дуги в 
2 3N N
A  з’єднують кожний вузол у    
,
2 2
k i k
N N , 1, pk l , 1, ki q , із 
кожним вузлом    
,
3 3
l j l
N N , 1, pl l , k l , 1, l lj q   ; 
 пропозиції вузлів 1 1
kN N , 1, pk l , дорівнюють  1
, 0
0 , 0
k ik
i
b N
  
 
 
, де 
k  — валентність підмікрофайлу kM ; 
 попити вузлів 4 4
kN N , 1, pk l , дорівнюють  4
, 0
0 , 0
k ik
i
b N
  
 
 
; 
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 пропозиції/попити вузлів у 
2N  та 3N  дорівнюють 0; 
 пропускні здатності всіх дуг в A  дорівнюють 1; 
 вартості дуг в 
1 2N N
A  та 
3 4N N
A  дорівнюють 0; 
 вартість кожної дуги     
2 3
, ,
2 3,
k i l j
N NN N A , 1, pk l , 1, pl l , k l , 1, ki q , 
1, l lj q   , дорівнює значенню метрики (1.17), обчисленої для відповідної пари 
записів мікрофайлу. 
Мережу, описану вище, представлено на рисунку 3.1. 
 
 
3.1.2 Нечіткі обмеження на значення модифікованого цільового подання 
 
 
Нечітке обмеження [127] — це нечітке відношення  R X , яке можна 
розглядати як еластичну умову, накладену на значення деякої змінної X . Нечітке 
обмеження можна подати в канонічній формі [128] 
 
   CF :   isr ,R X X R  (3.2) 
 
де X  — обмежувана змінна; 
     R  — обмежуюче відношення; 
     r  — індексна змінна, яка визначає спосіб, у який R  обмежує X . 
У найпростішому випадку обмеження може бути виродженим, тобто R  може 
бути дійсним числом. 
Один із основних типів нечітких обмежень — можливісне обмеження, яке 
можна представити у вигляді 
 
   :  is ,R X X A  (3.3) 
 
73 
 
 
Рисунок 3.1 – Архітектура мережі для ЗЗГА 
 
де A  — нечітка підмножина [129] простору U  зі своєю функцією належності 
 A u , uU , а змінну r  опущено навмисно. 
Нечітка множина A  визначає розподіл можливостей змінної X , тобто 
множину можливих значень змінної та відповідних ступенів належності. Функція 
належності  A u  визначає ступінь сумісності конкретного значення u  змінної X  
із нечітким обмеженням  R X . 
Якщо змінна X  n-арна, тобто  1, , nX X X  , а змінні 1, , nX X  — 
незалежні, відношення  1, , nR X X  можна подати [130, с. 310] як декартів добуток 
 
      1 1, , ,n nR X X R X R X    (3.4) 
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де 
1, , nX X  — незалежні змінні, визначені в підпросторах 1, , nU U , відповідно; 
       1 , , nR X R X  — нечіткі обмеження, накладені на 1, , nX X , відповідно. 
У цьому випадку, можна переписати (3.3) як 
 
 
 
 
1 1 1:  is ,
:  is ,n n n
R X X A
R X X A
  (3.5) 
 
де 
iA  — нечітка підмножина iU  з функцією належності  iA iu , i iu U , 1,i n . 
Відповідно до правила максимального обмеження (rule of maximal restriction, 
[127, с. 9]), ступінь сумісності значення  1, , nu u u   змінної X  із нечітким 
обмеженням  R X  дорівнює 
 
      
11 1
, , ,
nn A A n
u u u u     (3.6) 
 
де   — нечіткий перетин. 
Якщо змінні 
1, , nX X  є залежними, наприклад, якщо значення цих змінних 
повинні задовольняти умову 
 
 
1 0 ,nu u u    
 
де 
0u  — деяке дійсне число, то відношення  1, , nR X X  неможливо подати у 
вигляді (3.4), і тому (3.5) набуває такого вигляду [130, с. 311]: 
 
 
 
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1 1 1
2 1 2 2
1 1
:  is ,
| :  is ,
| , , :  is ,n n n n
R X X A
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

 (3.7) 
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де  1 1| , ,i iR X u u   — нечітке обмеження, обумовлене значеннями 1 1, , iu u  ; 
     
iA  — нечітка підмножина iU  з функцією належності  1 1| , ,i iA u u iu , 1,i n , що 
залежить від значень 1 1, , iu u  . 
Ступінь сумісності значення  1, , nu u u   змінної X  із нечітким обмеженням 
 R X  у цьому випадку дорівнює 
 
      
1 1 11 1 | , ,
, , ,
n nn A A u u n
u u u u

     (3.8) 
 
де   — нечіткий перетин. 
Розглянемо ЗЗГА, у якій ЦПМ є кількісний сигнал. Модифікований сигнал 
 1 , , plq q
   q  можна інтерпретувати як значення 
pl -арної змінної  1, , plX X X  , 
у якій атомарні змінні 
1, , plX X  залежні, оскільки їхні значення повинні 
задовольняти умову 1 pl vq q
   . 
У загальному випадку для маскування чутливих властивостей сигналу q  на 
значення змінної X  потрібно накласти такі нечіткі обмеження [131]: 
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  (3.9) 
 
На практиці з метою маскування чутливих властивостей сигналу q  за умови 
незначного звуження пошукового простору для модифікуючого перетворення, 
достатньо накласти обмеження тільки на деяку власну підмножину атомарних 
змінних 1, , plX X . Покладемо, що змінні в цій підмножині є взаємно незалежними. 
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Позначмо через  1, , kJ i i   послідовність індексів, яка є власною 
підпослідовністю послідовності  1, , pI l  , через J  — доповнення J  до I , а 
через JX  — k -арну змінну  1 , , kJ i iX X X  . Тоді, (3.9) набуває вигляду: 
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У контексті розв’язання ЗЗГА, ЦПМ у якій є кількісна поверхня, 
модифіковану розширену кількісну поверхню EQ  можна інтерпретувати [119] як 
значення змінної  01 0, , , ,p int pl l lX X X X   , у якій атомарні змінні ijX , 0, inti l , 
залежні, оскільки їхні значення повинні задовольняти умову 
0
intl E
ij ji
Q 

 , 1, pj l . 
Позначмо через  1 1, , , ,k kJ i j i j       послідовність пар індексів, де  0,l inti l , 
1,l pj l   , 1,l k , 1 1 2 2, ,l l l li j i j      1 2,l l , через J  — доповнення J  до  0, 1,int pl l    , 
і нехай  
1 1
, ,
k kJ i j i j
X X X  . Тоді, (3.10) можна переписати так [119]: 
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 (3.11) 
 
Для ЗЗГА, ЦПМ у яких є концентраційний сигнал або поверхня, можна 
застосовувати обмеження (3.10) і (3.11), відповідно, оскільки між значеннями 
кількісних і концентраційних сигналів і поверхонь є взаємно однозначна відповідність. 
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3.1.3 Узагальнена задача пошуку максимального потоку в мережі мінімальної 
вартості 
 
 
За одноетапного підходу до розв’язання ЗЗГА вигляд *q  невідомий, і на його 
значення можна тільки накласти нечіткі обмеження (3.10) або (3.11). Тоді ЗЗГА можна 
розглядати як узагальнену задачу пошуку максимального потоку мінімальної вартості: 
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 (3.12) 
 
де  1 , , plq q    — ступінь сумісності *q  із обмеженням  R X  у вигляді (3.10); 
     comp  — деяка константа, яку називатимемо порогом сумісності; ступінь 
сумісності *q  з  R X  вважають прийнятним, якщо він вищий за comp ; як правило, 
значення цієї константи потрібно обирати більшим за 0,5; 
     outK  — деяка константа, яку називатимемо порогом чутливості; якщо 0outK  , то 
розв’язком ЗЗГА вважатиметься тільки таке модифікуюче перетворення, 
застосування якого дає змогу одержати модифікований кількісний сигнал, викиди 
якого не відповідають викидам початкового сигналу:     0eOUT OUT  q q . 
Якщо на модифікований сигнал потрібно накласти додаткові обмеження для 
забезпечення схоронності таких його особливостей, як статистичні характеристики, 
високочастотні, періодичні складові тощо, їх можна явно додати в (3.12). 
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На практиці в силу природної неточності статистичних даних знаходити 
оптимальний розв’язок ЗЗГА в постановці (3.12) недоцільно. Уведемо поняття 
допустимого розв’язку ЗЗГА як такої впорядкованої послідовності пар записів 
          1 1, ,..., ,Q Qi ji jS r r r r , де ,k ki j , 1,k Q  — індекси записів, що потрібно 
обміняти між різними підмікрофайлами, яка задовольняє такі умови: 
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де  q S  — модифікований сигнал, який можна одержати шляхом виконання 
послідовних обмінів записів із послідовності S ; 
     distK  — деяка константа з проміжку  0,1 , яку називатимемо порогом спотворень; 
      maxC  — найбільше можливе сумарне значення визначальної метрики (1.17), яку 
можна обчислити для розв’язуваної ЗЗГА. 
Обсяг спотворень вважають прийнятним, якщо сумарне значення 
    1 ,InfM k k
i jQ
k r r  для даного розв’язку S  не перевищує maxdistK C . 
Узагальнена задача пошуку максимального потоку мінімальної вартості 
значно складніша за класичну, оскільки: 
 у більшості практичних випадків нечіткі обмеження мають нелінійну природу; 
 анонімізовані дані, як правило, належать до даних великого обсягу. 
Для розв’язання такої задачі потрібно розробляти евристичні підходи, які 
дають змогу одержати розв’язки прийнятної якості за досяжний час. Одним із таких 
підходів є застосування міметичних обчислень, які розглянемо нижче. 
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Для маскування викидів сигналу потрібно, щоб кожне його значення j , j J , де 
J  — множина індексів сигналу, на які накладено обмеження (3.10), зменшилося до 
рівня, нижчого за деяке j , яке називатимемо пороговим значенням для обмеження. 
Обмеження повинно характеризуватися функцією належності  
jA
x , яка дорівнює 1 
для jx   , та прямує до 0 за x , що прямує до j  (зокрема,   0jA x   jx   ). 
Розгляньмо спосіб визначення нечітких обмежень для сигналу, уперше 
запропонований у [119]. У цьому випадку  eJ OUT θ . Позначмо через 
maxKθ  K -е 
найбільше значення в  ˆ j θ ,  ej OUT  θ . У загальному випадку як   можна 
вибрати значення maxKj  θ . Такий вибір свідчитиме, що за високої сумісності 
модифікованого сигналу з обмеженнями його значення з індексами, відповідними 
викидам початкового сигналу, не будуть більшими за K -е найбільше значення у 
модифікованому сигналі. Указаний спосіб можна узагальнити для цільових поверхонь. 
Оскільки, як відомо, еволюційні алгоритми зазвичай не знаходять оптимальні 
розв’язки задач оптимізації, у нечіткі обмеження доцільно замість j  уводити ще 
нижчі порогові значення, наприклад,   0,2j jj i       . 
 
 
3.2 Метод розв’язання задачі забезпечення групової анонімності на основі 
міметичних обчислень 
3.2.1 Загальна схема забезпечення групової анонімності відповідно до 
одноетапного підходу 
 
 
Загальна схема забезпечення групової анонімності відповідно до одноетапного 
підходу до розв’язання ЗЗГА передбачає виконання таких кроків [80]: 
а) підготувати (деперсоніфікований) мікрофайл M  статистичних даних, які 
потрібно опрацювати; 
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б) визначити одну або декілька груп  ,i i iG V P , 1,i k , що включають записи, 
дані про яких потрібно захистити; 
в) для кожного i  від 1 до k : 
1) вибрати ЦПМ  ,i iG M  відносно групи iG ; 
2) одержати нечітку модель групи F
iG  для групи iG ; 
3) збудувати ЦПМ  , iFi FG M  відносно нечіткої моделі FiG ; 
4) визначити, чи існує ризик порушення групової анонімності як розкриття 
викидів  ,i iG M  на основі  , iFi FG M  у розумінні перевищення значення outK ; 
5) якщо такий ризик існує, і вирішено вилучити принаймні один сутнісний 
атрибут із M , визначити модифікуюче перетворення    : , ,F F FiFi i iA G G  M M  
та одержати модифіковане ЦПМ Fi
  і модифікований мікрофайл M ; 
якщо додатково вирішено не вилучати сутнісних атрибутів із M , 
визначити модифікуюче перетворення    : , ,i i i iA G G   M M  та одержати 
модифіковане ЦПМ i
  і модифікований мікрофайл M ; 
г) підготувати модифікований мікрофайл M  ( M ) до оприлюднення. 
Будь-яке модифікуюче перетворення A  має забезпечувати дві модифікації: 
а) ЦПМ повинно бути модифіковано таким чином, щоб замаскувати його 
викиди з урахуванням нечітких обмежень, накладених на всі або частину з його 
значень, у розумінні не перевищення значення outK ; 
б) мікрофайл повинно бути модифіковано для приведення у відповідність із 
модифікованим ЦПМ, що можна виконати шляхом попарного обміну сутнісних та 
несутнісних записів між різними параметричними підмікрофайлами; при цьому 
загальний обсяг спотворень має не перевищувати значення maxdistK C . 
Якщо нечіткою моделлю групи є модель на основі сторонніх даних, для 
оцінки її адекватності доцільно використовувати допоміжний кількісний сигнал 
(2.5) з метою врахування максимально точної класифікації записів, а на етапі 
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модифікації ЦПМ варто використовувати чіткий допоміжний кількісний сигнал 
(2.17), оскільки він містить кількості записів, а не скалярні потужності. 
 
 
3.2.2 Застосування міметичних обчислень для визначення модифікуючого 
перетворення 
 
 
У даній роботі для визначення модифікуючого перетворення, яке повинно 
виконувати модифікації даних, описані в 3.2.1, пропонується використовувати 
міметичні алгоритми (memetic algorithms), уперше запропоновані в [132], які є одним із 
різновидів еволюційних алгоритмів. Як правило, МА реалізують у вигляді [133, с. 49] 
еволюційних алгоритмів із поєднанням процедур локального пошуку. При цьому в 
літературі існують різні способи реалізації МА. У даній роботі розглядатимемо такі 
МА, у яких застосування операторів рекомбінації, мутації та локального пошуку 
відбувається послідовно [134, с. 154], при цьому оператор мутації застосовується до 
особин, утворених за результатами застосування оператора рекомбінації, а оператор 
локального пошуку — до особин, утворених за допомогою оператора мутації. 
Застосування локального пошуку [102] дає змогу підвищити продуктивність 
МА шляхом урахування знань про розв’язувану задачу, а також поліпшити його 
збіжність. Процедури локального пошуку в МА інколи називають мімами (memes) 
через їхню подібність до мімів, описаних у [135, с. 192]. Огляд МА для розв’язання 
задач умовної оптимізації, наведений у [136], свідчить про переваги використання 
МА замість традиційних еволюційних алгоритмів. Новітні застосування МА до 
розв’язання оптимізаційних задач наведено в [137–141]. 
Метод розв’язання ЗЗГА на основі міметичних обчислень передбачає 
виконання двох кроків: 
а) формування нечітких обмежень, описаних у 3.1.2, на окремі елементи 
модифікованого ЦПМ (іншими словами, на архітектуру мережі у відповідній задачі 
пошуку максимального потоку мінімальної вартості) за допомогою експерта; 
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б) застосування МА як модифікуючого перетворення для модифікації ЦПМ 
та мікрофайлу з урахуванням накладених нечітких обмежень. 
Відповідно до (3.12), ЗЗГА можна розглядати як задачу умовної оптимізації, 
де на її розв’язок накладають додаткові умови у вигляді нечітких обмежень. Можна 
виділити чотири [102] способи врахування в будь-якому еволюційному алгоритмі 
умов, які накладають на розв’язок оптимізаційної задачі: 
а) використання штрафних функцій (penalty functions), які зменшують 
пристосованість недопустимих розв’язків [142]; 
б) використання коригуючих функцій (repair functions), які трансформують 
недопустимі розв’язки в допустимі [143]; 
в) звуження пошуку до підпростору допустимих розв’язків за допомогою 
спеціальної схеми кодування для подання особин у популяції [102]; 
г) використання декодувальних функцій (decoder functions), які відображають 
недопустимі розв’язки на допустимі, трансформуючи пошуковий простір [144]. 
У деяких випадках нечіткі обмеження на модифіковане ЦПМ можна 
сформувати, виходячи з додаткових міркувань. Наприклад, допустимі розв’язки 
ЗЗГА можна обмежити такими, що забезпечують схоронність окремих властивостей 
ЦПМ, зокрема, високочастотних або періодичних його складових. Тоді, пошуковий 
простір МА можна обмежити, використовуючи спеціальний спосіб подання особин 
[145]. У даній роботі розглядатимемо загальний випадок, коли на розв’язок ЗЗГА 
обмежень щодо схоронності властивостей ЦПМ не накладають. Використання 
штрафних функцій у цьому випадку є найприйнятнішим способом побудови МА. 
 
 
3.2.3 Опис міметичного алгоритму 
 
 
Розглянемо МА як складову методу розв’язання ЗЗГА, ЦПМ у якій є 
кількісний або концентраційний сигнал. Особливості МА для ЗЗГА, ЦПМ у якій є 
кількісна або концентраційна поверхня, буде розглянуто в наступному пункті. 
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МА передбачає виконання таких кроків [124]: 
а) випадковим чином згенерувати початкову популяцію  iP U  з   особин, 
1,i   ; застосувати оператор локального пошуку  iS U  1,i   ; 
б) обчислити значення функції пристосованості  if U  1,i   ; 
в) якщо виконується умова завершення, зупинити виконання алгоритму; 
продовжити в протилежному випадку; 
г) вибрати   пар батьківських особин; помістити їх у множину P ; 
д) застосувати оператор рекомбінації  
1 2
,i iR U U  до кожної пари особин 
1 2
,i iU U  з P , 1 1,i   , 2 1,i   , 1 2i i ; помістити нащадків у множину P ; 
е) застосувати оператор мутації  jM U  jU P  , 1,j   ; 
ж) застосувати оператор  jS U  до кожної особини з P , 1,j   ; 
з) обчислити значення функції пристосованості  jf U  1,j   ; 
и) вибрати   найпристосованіших особин із множини P P  та помістити їх 
у множину P  замість поточних особин; 
к) перейти на крок в). 
Розгляньмо структуру подання особин. Кожна особина є матрицею [146] 
4Q
U u

 , що містить Q  рядків та чотири стовпці з такими елементами: 
а) елементи першого (третього) стовпця матриці 1iu  ( 3iu ) 1,i Q   
відповідають індексам параметричних підмікрофайлів, із яких потрібно вилучити (у 
які потрібно додати) сутнісні записи. Множини відповідних підмікрофайлів повинен 
задати користувач перед початком роботи алгоритму; 
б) елементи другого стовпця матриці 2iu  визначають індекси записів із 
підмікрофайлів 
1iu
M , які потрібно вилучити. Елементи четвертого стовпця матриці 
4iu  визначають індекси записів із підмікрофайлів 3iuM , які потрібно обміняти з 
записами, визначеними 2iu . 
Кількість рядків у різних особинах популяції може бути різною. 
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Кожний рядок матриці U  визначає пару записів із різних підмікрофайлів, які 
потрібно обміняти місцями. Кожна особина U  однозначно визначає як 
модифікований кількісний сигнал q  (через загальне число входжень індексів 
конкретних підмікрофайлів у перший та третій стовпці матриці), так і безпосередній 
спосіб одержання сигналу (через послідовність попарних обмінів, які потрібно 
здійснити, щоб привести мікрофайл у відповідність до q ). Таким чином, кожна 
особина U  визначає розв’язок ЗЗГА. Позначмо через  * Uq  модифікований 
кількісний сигнал, який можна одержати шляхом обміну всіх записів, визначених 
матрицею U . 
На кожну особину U  накладають такі обмеження: 
 індекс 1iu  1,i Q   може входити в U  не більше за 1iuq  разів; 
 індекс 3iu  1,i Q   може входити в U  не більше за 3 3i iu uq   разів; 
 кожна пара 1 2,i iu u   ( 3 4,i iu u  ) 1,i Q   має входити в U  тільки один раз. 
Ці вимоги не може бути порушено під час роботи МА. 
Функція пристосованості в кожному еволюційному алгоритмі має відображати 
[102] оцінку якості розв’язку, яку у випадку ЗЗГА визначають два фактори: 
 обсяг спотворень, унесений у мікрофайл за результатами модифікації для 
приведення у відповідність до модифікованого кількісного сигналу q , визначеного 
через особину U , повинен бути мінімальним у розумінні (1.17); цю умову можна 
безпосередньо вбудувати в структуру функції пристосованості; 
 у модифікованому кількісному сигналі повинно бути замасковано викиди 
початкового сигналу q ; цю умову можна розглядати як обмеження, накладене на 
розв’язок ЗЗГА, тому його доцільно врахувати у вигляді штрафної функції [142]. 
З урахуванням висловлених міркувань функцію пристосованості для 
розглядуваного МА потрібно визначати [119] як добуток трьох незалежних термів: 
 
         ,f U U U U     (3.14) 
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де  U  — оцінка якості розв’язку ЗЗГА з погляду мінімізації обсягу внесених у 
мікрофайл спотворень; 
      U  — штрафна функція, яка виражає оцінку якості розв’язку ЗЗГА з погляду 
сумісності з накладеними на нього нечіткими обмеженнями (3.10); 
      U  — штрафний терм, пов’язаний із упередженням необмеженого збільшення 
кількості рядків в особинах. 
Оскільки всі три терми мають однаковий вплив на якість розв’язку ЗЗГА, 
значення кожного з них повинні лежати в проміжку  0,1 . 
Перший терм (3.14) можна сформулювати в термінах метрики (1.17): 
 
  
    
1 3max 2 4
1
max
InfM ,
,
i i
Q
u i u i
i
C u u
U
C


 
 M M
 (3.15) 
 
де maxC  — найбільше можливе сумарне значення визначальної метрики (1.17), 
обчисленої для всіх пар записів в особині U ; 
       i jM  — оператор, що повертає j -ий запис iM , 1, pi l . 
Штрафна функція повинна враховувати вплив нечітких обмежень, накладених 
на розв’язок ЗЗГА, тому її можна визначити як [147] 
 
     
1
* ,
k
j j
i
A
j i
qU U

     (3.16) 
 
де 1, , ki i  — індекси, що визначають власну підмножину індексів елементів 
кількісного сигналу, на які накладено нечіткі обмеження (3.10). 
Оскільки в силу природи попарних обмінів сума елементів модифікованого 
кількісного сигналу *q  завжди дорівнюватиме сумі елементів початкового 
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кількісного сигналу q , у штрафну функцію непотрібно явно включати останнє 
обмеження з наведених у (3.10). 
Для упередження необмеженого збільшення кількості рядків в особинах у 
даній роботі пропонується використовувати штрафний терм вигляду 
 
 
 
1
2
1
1
UQ L
U
e

 

, 
 
де L  — бажане граничне значення кількості рядків в U . 
Розглянемо решту параметрів алгоритму. 
Оператор рекомбінації  1 2,p pR U U  можна визначати як оператор, який 
застосовують до двох батьківських особин 1pU  та 2pU , що містять 1pQ  та 2pQ  рядків, 
відповідно. Оператор повертає дві особини 1oU  та 2oU , що містять 1oQ  та 2oQ  рядків, 
відповідно. Оператор потрібно застосовувати з високою ймовірністю cp . 
У даній дисертації використовуватимемо оператор рекомбінації, подібний до 
операторів розрізання, описаних у [148]. Цей оператор спочатку випадковим чином 
генерує дві точки кросоверу 
11 0, pk Q    та 22 0, pk Q   , потім розрізає батьків за 
відповідними точками та створює нащадків, обмінюючи відповідні ділянки особин. 
Нащадки мають 1 1 2 2o p p pQ k Q k    та 2 2 1 1o p p pQ k Q k    рядків, відповідно. 
Оператор мутації  M U  можна визначати як оператор, який застосовують до 
особини U , що містить Q  рядків, та який повертає мутовану особину U  , що 
містить таку саму кількість рядків. Доцільно використовувати оператор M , який є 
суперпозицією 4 3 2 1M M M M M  таких операторів [149]: 
 оператор 1M  ( 2M ) застосовують із невисокою ймовірністю 1mp  ( 2mp ) до 
першого (третього) стовпця U  як до перестановки; при цьому кожну пару 1 2,i iu u  
( 3 4,i iu u ) повинно бути схоронено 1,i Q  ; 
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 оператор 3M  ( 4M ) застосовують із невисокою ймовірністю 3mp  ( 4mp ) до 
другого (четвертого) стовпця U  як до вектору категорійних цілочисельних значень. 
У даній роботі як оператори мутації 1M  та 2M  використовуватимемо мутацію 
обміну [150], що характеризується простотою реалізації та ефективністю, як 
оператори мутації 3M  та 4M  — мутацію випадкової заміни [102] як мутацію, 
загальноприйняту для цілочисельних подань. 
Оператор локального пошуку  S U  пропонується визначати як оператор, який 
застосовують до особини U , що містить Q  рядків, та який повертає особину U  , що 
містить таку саму кількість рядків, одержану згідно з такою процедурою [124]: 
а) виконати кроки б)–в) 1,i Q  ; 
б) згенерувати рівномірно розподілене випадкове число  0,1r ; 
в) якщо 
memr p , присвоїти елементу 4iu  індекс запису з 3iuM , найближчого 
до запису 2iu  з 1iuM  у розумінні (1.17); 
якщо memr p , присвоїти елементу 2iu  індекс запису з 1iuM , найближчого 
до запису 4iu  з 3iuM  в розумінні (1.17). 
Параметр memp  повинен бути достатньо великим, щоб забезпечити ефективний 
локальний пошук, і в той же час не повинен бути близьким до одиниці, щоб 
упередити передчасну збіжність алгоритму. 
Як метод відбору особин можна застосовувати будь-який із відомих методів, 
наприклад, метод відбору, пропорційний пристосованості [103], метод рангового 
відбору [151] або метод турнірного відбору [109]. У даній роботі використовуватимемо 
оператор турнірного відбору як ефективний та простий у реалізації. 
Популяцію в МА потрібно ініціалізувати шляхом випадкового генерування 
матриць із різною кількістю рядків. Елементи першого стовпця потрібно генерувати 
з імовірностями, пропорційними значенням відповідних елементів кількісного 
сигналу q . Елементи третього стовпця потрібно генерувати з імовірностями, 
пропорційними кількостям записів у відповідних параметричних підмікрофайлах. 
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Із метою упередження передчасної збіжності алгоритму ймовірність мутації 
доцільно [124] збільшувати щоразу, коли середньоквадратичне відхилення 
пристосованостей особин у популяції стає меншим за деяке значення (наприклад, 
0,03). У випадку використання методу відбору, пропорційного пристосованості, 
доречно застосовувати лінійне масштабування пристосованостей [152, с. 79]. Якщо 
особини в популяції стають однаковими (відбувається виродження популяції), варто 
здійснювати [153] заміну певної частини популяції на особини, згенеровані 
випадковим чином у спосіб, аналогічний способу ініціалізації першого покоління. У 
даній роботі замінюватимемо 90% популяції. 
Як критерій завершення роботи МА в даній роботі використовуватимемо 
кількість N  виконаних поколінь. 
Задля збільшення ймовірності одержання добрих розв’язків МА потрібно 
запускати MN  разів з однаковими параметрами. 
Вибір параметрів МА, таких як розмір популяції, імовірність мутації тощо, 
залежить від особливостей розв’язуваної задачі. 
У силу стохастичної природи МА наведений у цьому розділі метод на основі 
міметичних обчислень задовольняє вимогу з 1.4.3 щодо неможливості відновлення 
даних початкового мікрофайлу шляхом аналізу даних модифікованого мікрофайлу. 
 
 
3.2.4 Особливості міметичного алгоритму для цільового подання мікрофайлу 
у вигляді поверхні 
 
 
Розглянемо особливості МА для ЦПМ у вигляді поверхні, які відрізняють його 
від описаного в 3.2.3. Уперше ці особливості було описано в [119]. 
Кожна особина в популяції P  МА являє собою матрицю 
6Q
U u

 , що 
містить Q  рядків та шість стовпців із такими елементами: 
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а) елементи першого та другого (четвертого та п’ятого) стовпців матриці 1iu  
та 2iu  ( 4iu  та 5iu ) 1,i Q   визначають підмікрофайл 
1
2
ui
iu

M  ( 4
5
ui
iu

M ), із якого потрібно 
вилучити (у який потрібно додати) записи. Множини відповідних підмікрофайлів 
повинен задати користувач перед початком роботи алгоритму; 
б) елементи третього стовпця матриці 3iu  визначають індекси записів із 
1
2
ui
iu

M , 
які потрібно вилучити. Елементи шостого стовпця матриці 6iu  визначають індекси 
записів із 4
5
ui
iu

M , які потрібно обміняти з записами, визначеними 3iu . 
Кількість рядків у різних особин у популяції може бути різною. 
Як і у випадку МА для ЦПМ у вигляді сигналу, кожна особина U  визначає 
розв’язок ЗЗГА: вона однозначно визначає модифіковану розширену кількісну 
поверхню EQ  (або модифіковану розширену концентраційну поверхню EC  через 
застосування (2.20)), оскільки кожний її рядок визначає пару записів, які потрібно 
обміняти. Позначмо через  E UQ  модифіковану кількісну поверхню, яку можна 
одержати шляхом обміну всіх записів, визначених матрицею U . 
На кожну особину U  накладають такі обмеження: 
 пара індексів 1 2,i iu u   ( 4 5,i iu u  ) 1,i Q   може входити в U  не більше за 
1 2i i
E
u uQ  ( 4 5i i
E
u uQ ) разів; 
 кожна конкретна трійка 1 2 3, ,i i iu u u   ( 4 5 6, ,i i iu u u  ) 1,i Q   має входити в 
U  тільки один раз; 
 у кожному рядку U  1,i Q  , 1 4i iu u , 2 5i iu u . 
Зазначені вимоги не може бути порушено під час роботи МА. 
Функція пристосованості для МА має вигляд (3.14), при цьому перший і 
другий терми з урахуванням структури особини набувають вигляду 
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де maxC  — найбільше можливе сумарне значення визначальної метрики (1.17), 
обчисленої для всіх пар записів в особині U ; 
      ji k

M  — оператор, що повертає k -ий запис ji

M , 1, pi l , 0, intj l ; 
 
     * ,
jA
j J
E
j UU Q

     (3.18) 
 
де J  — власна підмножина індексів елементів розширеної кількісної поверхні, на 
які накладено нечіткі обмеження (3.11). 
Як і в 3.2.3, у штрафну функцію непотрібно явно включати останнє обмеження 
з наведених у (3.11) у силу особливостей побудови матриці U . 
 
 
3.2.5 Двофазовий метод на основі міметичних обчислень 
 
 
Як правило, під час розв’язання ЗЗГА важко визначити, які саме нечіткі 
обмеження варто накласти на розв’язок, оскільки різні обмеження можуть вести 
еволюційний процес у різних напрямах. Якщо обмеження жорсткі (вимагають 
виконання великої кількості обмінів), обсяг унесених у дані спотворень може бути 
дуже великий. Якщо обмеження слабкі, одержане модифіковане ЦПМ може взагалі не 
маскувати чутливих властивостей початкового ЦПМ, оскільки викиди залишаться 
більшими за всі інші значення, навіть якщо їхні абсолютні величини зменшаться. 
У випадках, коли заздалегідь визначити нечіткі обмеження неможливо, можна 
використовувати двофазовий метод на основі міметичних обчислень для розв’язання 
ЗЗГА, уперше запропонований у [154], який має такі особливості: 
а) у першій фазі визначають початкові нечіткі обмеження та одержують 
наближені розв’язки задачі за допомогою МА (модифіковані ЦПМ); 
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б) у другій фазі аналізують одержані в першій фазі розв’язки, уточнюють 
нечіткі обмеження та одержують остаточні розв’язки за допомогою МА. 
Для елемента ЦПМ можна визначити нечітке обмеження одного з двох типів: 
а) спадне нечітке обмеження, функція належності для якого є монотонною 
незростаючою функцією, що прямує до одиниці зі спадом відповідного значення 
ЦПМ до заданого порогового значення  ; 
б) зростаюче нечітке обмеження, функція належності для якого є 
монотонною неспадною функцією, що прямує до одиниці зі зростанням 
відповідного значення ЦПМ до заданого порогового значення  . 
У більшості практичних випадків, на початку розв’язання ЗЗГА можна 
визначити тільки спадні нечіткі обмеження для параметричних підмікрофайлів, із 
яких потрібно вилучити сутнісні записи. Визначити параметричні підмікрофайли, у 
які потрібно додавати сутнісні записи, а відтак і відповідні зростаючі нечіткі 
обмеження, можна в різні способи. Вибір кожного способу веде до одержання 
різних ЗЗГА у постановці (3.12), а відповідно, до різних обсягів унесених у 
мікрофайл спотворень. В окремих випадках інформація з зовнішніх джерел може 
допомогти вибрати параметричні підмікрофайли для додавання сутнісних записів та 
сформувати відповідні зростаючі нечіткі обмеження, але в загальному випадку вибір 
параметричних підмікрофайлів та нечітких обмежень є неоднозначним. 
Задачу вибору параметричних підмікрофайлів для додавання сутнісних 
записів можна перенести на еволюційний процес відповідно до процедури [154]: 
а) на підставі аналізу ЦПМ сформувати спадні нечіткі обмеження для його 
елементів, які порушують вимогу щодо маскування викидів; 
б) виконати МА; 
в) розділити одержані особини на допустимих особин, які сумісні зі 
спадними нечіткими обмеженнями з високим ступенем та маскують викиди; майже 
допустимих особин, які сумісні зі спадними нечіткими обмеженнями з високим 
ступенем, але не маскують викидів; недопустимих особин, які не сумісні зі 
спадними нечіткими обмеженнями з високим ступенем; 
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г) згрупувати в кластери всі майже допустимі особини, для яких можна 
визначити однакові зростаючі нечіткі обмеження (одна особина може належати 
декільком кластерам одночасно); 
д) вибрати кластер із найменшим середнім значенням сумарної визначальної 
метрики (1.17); якщо кластер містить менше за   особин, де   — розмір популяції в 
МА, збільшити його розмір до   шляхом випадкового копіювання особин; якщо 
кластер містить більше за   особин, зменшити його розмір до   шляхом 
випадкового видалення особин; 
е) застосувати МА, використаний на кроці б), до множини особин, одержаної 
на кроці д) як до початкової популяції. 
Перші два кроки процедури становлять першу фазу методу, решта чотири — 
другу фазу. На першій фазі спадні обмеження можна підбирати довільно, 
необов’язково в спосіб, передбачений 3.1.3, оскільки на другій фазі завжди можна 
визначити зростаючі обмеження, які забезпечуватимуть маскування викидів ЦПМ. 
 
 
3.3 Застосування міметичного алгоритму до розв’язання задачі забезпечення 
групової анонімності 
 
 
Для ілюстрації застосування методу на основі міметичних обчислень до 
базованої на реальних даних ЗЗГА розглянемо задачу маскування територіального 
розподілу військовослужбовців, що працюють у штаті Массачусетс, США, уперше 
поставлену в [146] та розв’язану в [154]. Розглянемо одноетапний підхід до 
розв’язання цієї задачі [124]. Як первинні дані було використано файл мікроданих 
публічного використання п’ятивідсоткової вибірки перепису населення США 
2000 р. [155]. Цей файл містить 141 838 записів. 
Для визначення групи військовослужбовців, розподілених за місцем їхньої 
роботи, як сутнісний атрибут було взято атрибут «Військова служба», як сутнісне 
значення — значення «1» цього атрибута (відповідає «Поточній службі»), як 
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параметризуючий атрибут — «Місце роботи», значеннями якого є коди ОМВК — 
областей мікроданих відкритого користування (public use microdata areas, PUMAs) — 
штату Массачусетс, як параметризуючі значення — кожне десяте значення з проміжку 
від 25010 до 25120 (ці значення відповідають кодам ОМВК штату Массачусетс). 
Кількісний сигнал, що відповідає групі, представлено на рисунку 3.5. Кожний 
елемент сигналу від 1 до 12 відповідає ОМВК від 25010 до 25120, відповідно. 
 
 
3.3.1 Перша фаза методу 
 
 
Застосувавши ММТТ із 2.1.2 з параметром 0,01  , можна одержати 
наступну множину індексів викидів:    2,7,9,12OUT q . Анонімність групи 
військовослужбовців можна забезпечити шляхом зменшення значень відповідних 
елементів сигналу. Іншими словами, на модифікований кількісний сигнал q  як на 
12-арну змінну потрібно накласти такі спадні нечіткі обмеження у формі (3.10): 
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де  2,7,9,12J  ,  1,3,4,5,6,8,10,11J  . 
Для кожного з нечітких обмежень було вибрано такі функції належності 
нечітких множин iA , i J  (рисунок 3.2): 
 
   2 ,20, ,67x ZMF x      7 ,25, ,30x ZMF x   
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Рисунок 3.2 – Функції належності для спадних нечітких обмежень для елементів 
кількісного сигналу з прикладу: другого (суцільна лінія), сьомого (штрих-пунктирна 
лінія), дев’ятого (пунктирна лінія), дванадцятого (штрихова лінія) 
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Порогові значення було підібрано з міркувань зменшення значень відповідних 
елементів сигналу до рівня, зіставного з величиною найменшого викиду. 
Індекси з J  було вибрано як індекси, що можуть входити в перший стовпець 
особин у популяції, індекси з J  — як індекси, що можуть входити в третій стовпець. 
Для мінімізації обсягу внесених у мікрофайл спотворень як визначальні атрибути 
було взято «Стать», «Вік», «Іспанське чи латиноамериканське походження», «Сімейний 
стан», «Рівень освіти», «Громадянство», «Сукупний дохід» як такі, що, на думку 
експерта, можуть становити найбільше практичне значення для досліджень даних 
мікрофайлу. Для простоти кожний атрибут вважався категорійним. Для спрощення 
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інтерпретації визначальної метрики було вибрано такі параметри (1.17): 1k   
1,7k  , 1 1  , 2 0  . Метрика (1.17), яку визначено таким чином, показує кількість 
значень атрибутів, що потрібно модифікувати за один обмін записів між 
параметричними підмікрофайлами. 
Для упередження необмеженого збільшення кількості рядків в особинах було 
вибрано такий штрафний терм (рисунок 3.3): 
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Рисунок 3.3 – Штрафний терм, який суттєво дискримінує особин із 
кількістю рядків, більшою за 100 
 
Функція пристосованості (3.14) МА першої фази набуває вигляду 
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де kW  — k -ий визначальний атрибут, 1,7k  ; 
      ,j ki WM  — оператор, який повертає значення атрибута kW  i -го запису 
підмікрофайлу 
jM . 
Інші параметри алгоритму було обрано такими: 100  , 40  , 1cp  , 
1 2 3 4
0,001m m m mp p p p    , 0,75memp  , розмір турніру 5. Вибір цих параметрів є 
типовим для задач відповідного класу. Для упередження передчасної збіжності 
алгоритму ймовірність мутації збільшувалася вдесятеро щоразу, коли 
середньоквадратичне відхилення пристосованостей у популяції ставало меншим за 0,03. 
Параметри ЗЗГА для оцінювання якості розв’язку було визначено так: 
 значення порогу сумісності — 0,5comp  ; 
 значення порогу чутливості — 0outK  ; 
 значення порогу спотворень — 0,05distK  . 
На першій фазі було виконано 30 окремих запусків МА. Кожного запуску 
алгоритм припиняв свою роботу після генерації 1000 популяцій. 
 
 
3.3.2 Друга фаза методу 
 
 
Серед 3000 особин, одержаних за результатами застосування МА у першій фазі, 
тільки 754 особини є допустимими. Два розв’язки, що відповідають допустимим 
особинам із найменшою сумарною метрикою (1.17), представлено на рисунку 3.5a. Ці 
розв’язки належать множині допустимих, оскільки застосування ММТТ до них дає 
порожню множину, тобто у відповідних модифікованих кількісних сигналах немає 
викидів, що відповідають викидам початкового сигналу. Середнє значення сумарної 
метрики (1.17) по всіх допустимих особинах дорівнює 57,901. 
Більшість особин є майже допустимими (1837, або 61,233%). Їх було розбито 
за допомогою експерта на кластери, найбільші з яких наведено в таблиці 3.1. 
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Таблиця 3.1 – Кластери, одержані після першої фази МА 
Елементи кількісного сигналу 
для збільшення 
Розмір 
кластера 
Середня сумарна 
метрика 
1 та 6 78 45,436 
3 та 6 84 46,048 
3 та 10 26 46,269 
4 та 6 43 48,488 
6 та 8 183 46,519 
8 та 10 101 44,238 
 
Для другої фази доцільно вибрати особини, для яких потрібно збільшити 
значення елементів 8 та 10 сигналу, оскільки відповідний кластер характеризується 
найменшим середнім значенням сумарної метрики (1.17). Можна сформувати 
зростаючі нечіткі обмеження з такими функціями належності (рисунок 3.4): 
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Порогові значення відповідних функцій належності вибрано з таких 
міркувань. У модифікованих кількісних сигналах, які будуть сумісні з наведеними 
нечіткими обмеженнями із високим ступенем, початкові викиди з індексами з 
множини  OUT q  буде масковано, оскільки 8-е та 10-е значення сигналу стануть 
співмірними зі значеннями з індексами з множини  OUT q . 
Функція пристосованості (3.14) МА другої фази набуває вигляду 
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Рисунок 3.4 — Функції належності для зростаючого нечіткого обмеження для 
восьмого та десятого елементів кількісного сигналу з прикладу 
 
Серед 3000 особин, одержаних за результатами застосування МА у другій фазі, 
2 693 особини є допустимими. Два розв’язки з найменшою сумарною метрикою (1.17) 
представлено на рисунку 3.5б. Ці розв’язки належать множині допустимих, оскільки 
застосування ММТТ до них дає порожню множину, тобто у відповідних модифікованих 
сигналах немає викидів, що відповідають викидам початкового сигналу. Аналогічні 
міркування справедливі для решти допустимих розв’язків. Середнє значення сумарної 
метрики (1.17) по всіх допустимих особинах дорівнює 47,873. Іншими словами, 
забезпечення анонімності досягається за рахунок зміни не більше за 
 47,783 7 141 838 0,005%   значень атрибутів мікрофайлу. 
У силу стохастичної природи алгоритму, можна стверджувати, що МА 
задовольняє вимогу з 1.4.3 щодо неможливості відновлення даних початкового 
мікрофайлу шляхом аналізу даних модифікованого мікрофайлу. 
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(а) 
 
 
(б) 
Рисунок 3.5 – Початковий (суцільна лінія) та  
модифіковані кількісні сигнали: 
(а) після першої фази МА: сигнал зі значенням метрики 40 (штрих-пунктирна лінія), 
сигнал зі значенням метрики 43 (пунктирна лінія), 
сигнал, що відповідає майже допустимій особині (штрихова лінія); 
(б) після другої фази МА: сигнал зі значенням метрики 37 (штрих-пунктирна лінія), 
сигнал зі значенням метрики 38 (пунктирна лінія) 
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3.4 Висновки до розділу 
 
 
У розділі виконано формалізацію ЗЗГА як узагальненої задачі пошуку 
максимального потоку мінімальної вартості в мережі, на архітектуру якої 
накладають нечіткі обмеження спеціального вигляду, що визначають якість 
розв’язку ЗЗГА з погляду маскування викидів ЦПМ мікрофайлу відносно групи. 
Формалізовано критерії оцінки якості розв’язків ЗЗГА як із погляду маскування 
викидів ЦПМ, так і з погляду забезпечення прийнятного рівня спотворення даних. 
Розроблено метод на основі міметичних обчислень розв’язання ЗЗГА як 
узагальненої задачі пошуку максимального потоку в мережі мінімальної вартості, 
який полягає у формуванні нечітких обмежень на архітектуру мережі та дальшому 
застосуванні міметичного (гібридного еволюційного) алгоритму, функція 
пристосованості в якому враховує ці обмеження. Це дає змогу розв’язувати ЗЗГА в 
один етап, одночасно маскуючи викиди ЦПМ та забезпечуючи схоронність 
корисності даних. Застосування формальних критеріїв оцінки якості розв’язків ЗЗГА 
дає змогу оцінювати якість розв’язків без залучення експерта. 
Запропоновано двофазовий метод розв’язання ЗЗГА, у якому на першій фазі 
одержують допустимі розв’язки та визначають можливі способи їх поліпшення, а на 
другій — формулюють точніші обмеження, що дає змогу в загальному випадку 
одержувати розв’язки вищої якості. 
Особливості застосування методу проілюстровано за допомогою прикладу на 
основі реальних даних. Результати застосування методу свідчать про його 
ефективність, оскільки він дає змогу одержати розв’язки ЗЗГА, які повністю 
маскують викиди ЦПМ, уносячи при цьому в дані спотворення на рівні, не 
більшому за 0,005% значень атрибутів мікрофайлу. 
Результати, подані в розділі, автор опублікував у працях [119, 124, 126, 131, 
145–147, 149, 154]. 
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РОЗДІЛ 4  
ІНФОРМАЦІЙНА ТЕХНОЛОГІЯ ЗАБЕЗПЕЧЕННЯ АНОНІМНОСТІ ДАНИХ 
ПРО ГРУПИ, ВІДНОСНО ЯКИХ ІСНУЄ РИЗИК ЇЇ ПОРУШЕННЯ У 
ВИПАДКУ ВИЛУЧЕННЯ З МІКРОФАЙЛУ СУТНІСНИХ АТРИБУТІВ 
4.1 Архітектура та принципи функціювання інформаційної технології 
 
 
Інформаційна технологія забезпечення анонімності даних про групи, відносно 
яких існує ризик її порушення у випадку вилучення з мікрофайлу сутнісних атрибутів 
(ІТ ЗА) складається з інструментального комплексу, методик, моделей та методів. 
Вона дає змогу ставити задачу забезпечення анонімності даних про групи 
респондентів, ступінь належності яким можна визначити шляхом аналізу значень 
базових атрибутів мікрофайлу; розв’язувати її, уносячи при цьому незначні 
спотворення в дані мікрофайлу; підвищувати ефективність підготовки мікрофайлів, 
у яких забезпечено анонімність даних про групи респондентів. 
 
 
4.1.1 Архітектура інформаційної технології 
 
 
Для реалізації ІТ ЗА з урахуванням потреби в підтримці декількох 
користувачів можна використовувати різні архітектури: дворівневу клієнт-серверну, 
трирівневу клієнт-серверу або веб-орієнтовану. У даній роботі було вибрано 
трирівневу клієнт-серверну архітектуру для реалізації ІТ ЗА, у якій окремо 
виділяють клієнтів, сервер застосувань та сервер бази даних (БД), об’єднані в 
локальну мережу. Така архітектура дає змогу виконати всі вимоги, поставлені в 1.4: 
 дає можливість підтримувати декілька користувачів (клієнтів); 
 забезпечує високий рівень безпеки та надійності, оскільки дані мікрофайлів 
та дані, що описують ЗЗГА, зберігаються в БД, розташованій на окремому сервері, 
доступ до якого можна обмежити для користувачів; 
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 забезпечує високу масштабовність системи, гнучкість та продуктивність, 
оскільки задачі розподілено між сервером застосувань та сервером БД; 
 об’єднання пристроїв у локальну мережу без прямого доступу до Інтернет 
дає змогу підвищити безпеку даних та швидкість їх передачі між компонентами ІТ ЗА; 
 вибір цієї архітектури є типовим для інформаційних систем такого класу, 
зокрема, вона використовується в ІСОСД. 
Архітектуру ІТ ЗА представлено на рисунку 4.1, де відображено типовий набір 
ролей користувачів ІТ ЗА, наведений в 1.4.1. 
 
 
Рисунок 4.1 – Архітектура ІТ ЗА 
 
До функцій сервера застосувань належать управління підключеннями клієнтів та 
їхніми транзакціями, паралельне виконання потоків із застосуваннями, авторизація 
користувачів та управління безпекою (перевірка прав користувачів ІТ ЗА, аудит їхніх 
дій), балансування мережевого трафіку, звернення до БД для читання та запису даних 
до неї тощо. 
До функцій сервера бази даних належать обслуговування та керування БД, 
контроль цілісності даних, обробка запитів клієнтів, підтримка системи обліку 
користувачів, перевірка прав доступу тощо. 
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Для підвищення безпеки та надійності ІТ ЗА клієнти не мають прямого доступу 
до БД: взаємодія клієнтів із БД здійснюється виключно через сервер застосувань. 
«Адміністратор», крім використання відповідного клієнта, може напряму 
працювати з БД для створення резервних копій БД (щодня як регулярне завдання та 
після створення нових мікрофайлів у БД, у тому числі гармонізованих), створення 
облікових записів нових користувачів БД, створення та модифікації ролей користувачів, 
усунення помилок БД та здійснення інших дій щодо підтримки її функціювання. 
Застосування ІТ ЗА реалізують моделі та методи, описані в роботі: 
 застосування побудови ЦПМ обчислює значення ЦПМ; 
 застосування гармонізації мікрофайлів здійснює гармонізацію основного 
та допоміжного мікрофайлів; 
 застосування побудови правил нечіткої моделі будує правила моделі за 
допомогою ГА; 
 застосування побудови ДЦПМ обчислює значення ДЦПМ; 
 застосування побудови УЦПМ обчислює значення УЦПМ; 
 застосування визначення викидів виявляє викиди в ЦПМ за ММТТ; 
 застосування перевірки адекватності моделі групи обчислює значення 
метрик адекватності, описаних у 2.4, для відповідної моделі; 
 застосування розв’язання ЗЗГА обчислює розв’язки ЗЗГА за допомогою МА; 
 застосування модифікації мікрофайлу здійснює модифікацію мікрофайлу. 
Ролі користувачів ІТ ЗА мають такі права доступу до БД: 
 «статистик» має право читання та редагування параметрів групи, викидів 
ЦПМ, параметрів нечіткої моделі на основі експертних знань, а також читання 
метаданих мікрофайлів без права редагування; 
 «методолог» має право читання та редагування метаданих мікрофайлів; 
 «аналітик» має право читання та редагування значень ЦПМ, параметрів 
нечітких моделей груп, параметрів ММТТ, ГА, МА, нечітких обмежень, розв’язків 
ЗЗГА, а також читання метаданих мікрофайлів, параметрів групи та параметрів ЗЗГА 
без права редагування; 
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 «керівник» має право читання будь-якої інформації з БД, а також право 
редагування параметрів ЗЗГА; 
 «адміністратор» має право читання будь-якої інформації з БД, а також 
редагування даних мікрофайлів. 
 
 
4.1.2 Принципи функціювання інформаційної технології 
 
 
В 1.4.1 наведено функціональні вимоги до створення ІТ ЗА, які з урахуванням 
моделей та методів, описаних у попередніх розділах, можна деталізувати у вигляді 
ієрархічної структури [156] етапів, операцій та дій (таблиця 4.1). У скороченому 
вигляді їх уперше було описано в [126]. 
 
Таблиця 4.1 — Етапи, операції та дії ІТ ЗА 
Операції Дії 
Етап Е1. Побудова моделі групи 
О1.1. Визначення групи Д1.1.1. Завантаження метаданих мікрофайлу 
Д1.1.2. Ідентифікація атрибутів 
Д1.1.3. Визначення типу ЗЗГА 
О1.2. Побудова ЦПМ та 
визначення викидів 
Д1.2.1. Обчислення значень ЦПМ 
Д1.2.2. Застосування ММТТ 
Д1.2.3. Перегляд викидів 
Етап Е2. Побудова нечіткої моделі групи на основі сторонніх даних 
О2.1. Визначення 
допоміжного 
мікрофайлу 
Д2.1.1. Вибір допоміжного мікрофайлу 
Д2.1.2. Завантаження метаданих ДМ 
Д2.1.3. Гармонізація метаданих 
Д2.1.4. Створення гармонізованих мікрофайлів 
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Продовження таблиці 4.1 
Операції Дії 
О2.2. Ідентифікація 
вхідних змінних моделі 
Д2.2.1. Ідентифікація базових атрибутів мікрофайлу 
Д2.2.2. Задання нечітких значень для змінних 
О2.3. Побудова бази 
правил нечіткої моделі 
Д2.3.1. Визначення параметрів ГА 
Д2.3.2. Виконання ГА 
О2.4. Побудова ДЦПМ 
та оцінювання 
адекватності нечіткої 
моделі 
Д2.4.1. Обчислення значень ДЦПМ 
Д2.4.2. Застосування ММТТ 
Д2.4.3. Перегляд викидів 
Д2.4.4. Оцінювання адекватності 
Етап Е3. Побудова нечіткої моделі групи на основі експертних знань 
О3.1. Ідентифікація 
нечіткої моделі 
Д3.1.1. Визначення множини атрибутів мікрофайлу 
та формування лінгвістичних термів 
Д3.1.2. Побудова множини нечітких правил 
Д3.1.3. Задання параметрів СНВ 
Д3.1.4. Вибір типу УЦПМ 
Д3.1.5. Задання інтервалів розбиття 
О3.2. Побудова УЦПМ 
та оцінювання 
адекватності нечіткої 
моделі 
Д3.2.1. Обчислення значень УЦПМ 
Д3.2.2. Застосування ММТТ 
Д3.2.3. Перегляд викидів 
Д3.2.4. Оцінювання адекватності 
Етап Е4. Розв’язання ЗЗГА 
О4.1. Ідентифікація 
ЗЗГА 
Д4.1.1. Задання порогу сумісності 
Д4.1.2. Задання порогу чутливості 
Д4.1.3. Задання порогу спотворень 
Д4.1.4. Вибір K -го найбільшого значення подання 
О4.2. Перша фаза 
методу на основі 
міметичних обчислень 
Д4.2.1. Задання функцій належності спадних обмежень 
Д4.2.2. Визначення параметрів МА 
Д4.2.3. Виконання МА в першій фазі 
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Продовження таблиці 4.1 
Операції Дії 
О4.3. Друга фаза методу 
на основі міметичних 
обчислень 
Д4.3.1. Розбиття розв’язків на кластери 
Д4.3.2. Задання функцій належності зростаючих обмежень 
Д4.3.3. Виконання МА у другій фазі 
О4.4. Підготовка даних 
до оприлюднення 
Д4.4.1. Вибір розв’язку ЗЗГА 
Д4.4.2. Модифікація мікрофайлу 
Д4.4.3. Експорт мікрофайлу 
 
Згідно з 1.4.1, в ІТ ЗА передбачено можливість утворення ролей користувачів, 
кожна з яких передбачає виконання окремих дій із таблиці 4.1. З урахуванням типового 
набору ролей розподіл дій із таблиці 4.1 за ролями має такий вигляд: 
 «статистик»: Д1.1.1, Д1.1.2, Д1.1.3, Д1.2.3, Д2.1.1, Д2.2.1, Д2.4.3, Д3.1.1, 
Д3.1.2, Д3.2.3; 
 «методолог»: Д2.1.2, Д2.1.3, Д2.1.4; 
 «аналітик»: Д1.2.1, Д1.2.2, Д2.2.2, Д2.3.1, Д2.3.2, Д2.4.1, Д2.4.2, Д2.4.3, Д2.4.4, 
Д3.1.3, Д3.1.4, Д3.1.5, Д3.2.1, Д3.2.2, Д3.2.4, Д4.2.1, Д4.2.2, Д4.2.3, Д4.3.1, Д4.3.2, Д4.3.3; 
 «керівник»: Д4.1.1, Д4.1.2, Д4.1.3, Д4.1.4, Д4.4.1; 
 «адміністратор»: Д4.4.2, Д4.4.3. 
Окремі з наведених дій користувачі ІТ ЗА виконують не самостійно, а з 
використанням застосувань, наведених на рисунку 4.1. Це такі дії: 
 Д1.2.1 — застосування побудови ЦПМ; 
 Д1.2.2, Д2.4.2, Д3.2.2 — застосування визначення викидів; 
 Д2.1.4 — застосування гармонізації мікрофайлів; 
 Д2.3.2 — застосування побудови правил нечіткої моделі; 
 Д2.4.1 — застосування побудови ДЦПМ; 
 Д2.4.4, Д3.2.4 — застосування перевірки адекватності моделі групи; 
 Д3.2.1 — застосування побудови УЦПМ; 
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 Д4.2.3, Д4.3.3 — застосування розв’язання ЗЗГА; 
 Д4.4.2 — застосування модифікації мікрофайлу. 
У роботі вважається, що всі мікрофайли та відповідні їм метадані на момент 
початку роботи ІТ ЗА записано до БД. 
Роботу користувачів із ІТ ЗА з метою виконання вищенаведених дій можна 
описати набором відповідних сценаріїв використання (use cases). Наведемо сценарії 
використання ІТ ЗА на рівні операцій. 
На етапі Е1 потрібно визначити групу, анонімність якої потрібно забезпечити, 
та збудувати відповідне їй ЦПМ. Сценарії використання для операцій О1.1 та О1.2 
наведено в таблицях 4.2 та 4.3, відповідно. 
 
Таблиця 4.2 – Сценарій використання для операції О1.1 
О1.1 — Визначення групи 
Передумови: у БД міститься мікрофайл, для якого потрібно забезпечити анонімність 
Основний сценарій: 
1. «Статистик» переглядає наявні в БД метадані та зчитує з БД метадані 
мікрофайлу, для якого потрібно забезпечити анонімність (Д1.1.1). 
2. «Статистик» задає в таблиці метаданих сутнісні атрибути. 
3. «Статистик» задає в таблиці метаданих параметризуючий атрибут. 
4. «Статистик» задає в таблиці метаданих визначальні атрибути. 
5. «Статистик» задає для визначальних атрибутів тип та параметри метрики (1.17). 
6. «Статистик» задає для таблиці метаданих властивість, чи потрібно вилучати 
сутнісний атрибут у процесі анонімізації (кроки 2–6 становлять дію Д1.1.2). 
7. «Статистик» вибирає тип ЗЗГА (кількісна або концентраційна) (Д1.1.3). 
Коментарі: після підтвердження уведення даних на кожній дії вони записуються в БД, 
послідовність кроків 2–6 і крок 7 можна виконувати в довільному порядку 
Результат: у БД записано параметри групи та тип ЗЗГА, в ІТ ЗА створено нову ЗЗГА 
 
Таблиця 4.3 – Сценарій використання для операції О1.2 
О1.2 — Побудова ЦПМ та визначення викидів 
Передумови: у БД записано параметри групи та тип ЗЗГА, в ІТ ЗА створено нову ЗЗГА 
Основний сценарій: 
1. «Аналітик» викликає застосування побудови ЦПМ. 
2. Застосування побудови ЦПМ обчислює значення ЦПМ (Д1.2.1). 
3. «Аналітик» задає параметр   ММТТ. 
4. «Аналітик» викликає застосування визначення викидів. 
5. Заст. визначення викидів виявляє викиди в ЦПМ за допомогою ММТТ (Д1.2.2). 
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Продовження таблиці 4.3 
6. «Статистик» зчитує з БД дані ЦПМ і викидів у ньому. 
7. «Статистик» вилучає з множини викидів ті, які на його думку непотрібно 
маскувати в рамках поточної ЗЗГА (Д1.2.3). 
Коментарі: на кроці 2 значення ЦПМ обчислюють за формулами з 1.3.1, на кроці 3 
«аналітик» слідує методиці, наведеній у додатку А, на кроці 7 вилучаються викиди або 
через їхнє невелике значення, або в силу їх загальновідомості, після підтвердження 
уведення даних на кожній дії вони записуються в БД, результати роботи застосувань ІТ 
ЗА записуються в БД та надсилаються користувачам, які їх викликали 
Результат: у БД записано ЦПМ, усі його викиди та викиди, які потрібно маскувати 
 
На етапі Е2 потрібно за допомогою нечіткої моделі групи на основі сторонніх 
даних перевірити, чи має місце загроза порушення анонімності у випадку вилучення з 
мікрофайлу сутнісних атрибутів. Сценарії використання для операцій О2.1, О2.2, 
О2.3 та О2.4 наведено в таблицях 4.4, 4.5, 4.6 та 4.7, відповідно. 
 
Таблиця 4.4 – Сценарій використання для операції О2.1 
О2.1 — Визначення допоміжного мікрофайлу 
Передумови: у БД записано ЦПМ, усі його викиди та викиди, які потрібно маскувати 
Основний сценарій: 
1. «Статистик» зчитує з БД метадані наявних мікрофайлів. 
2. «Статистик» із метаданих вибирає метадані допоміжного мікрофайлу (Д2.1.1). 
3. «Методолог» зчитує з БД метадані основного, допоміжного мікрофайлів (Д2.1.2). 
4. «Методолог» модифікує завантажені метадані, гармонізуючи мікрофайли (Д2.1.3). 
5. «Методолог» викликає застосування гармонізації мікрофайлів. 
6. Заст. гармонізації мікрофайлів здійснює гармонізацію мікрофайлів (Д2.1.4). 
Коментарі: на кроці 2 мікрофайл повинен бути допоміжним у розумінні 2.2.1, після 
підтвердження уведення даних на кожній дії вони записуються в БД, на кроці 6 
утворені мікрофайли та метадані записуються до БД, а метадані надсилаються 
«аналітику» та «статистику» 
Результат: у БД утворено гармонізовані мікрофайли 
 
Таблиця 4.5 – Сценарій використання для операції О2.2 
О2.2 — Ідентифікація вхідних змінних моделі 
Передумови: у БД утворено гармонізовані мікрофайли 
Основний сценарій: 
1. «Статистик» задає в таблиці гармонізованих метаданих допустимі проміжки 
значень для кожного базового атрибута (Д2.2.1). 
2. «Аналітик» зчитує з БД уточнені метадані. 
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Продовження таблиці 4.5 
3. «Аналітик» задає в таблиці метаданих для базових атрибутів параметри значень 
лінгвістичних змінних (типи та параметри функцій належності) (Д2.2.2). 
Коментарі: на кроці 3 для порядкових атрибутів можна вибирати значення, функції 
належності яких рівномірно «покривають» проміжок допустимих значень [93] 
(кількість — від 3 до 7), для категорійних — кожне значення відповідає категорії, 
після підтвердження уведення даних на кожній дії вони записуються в БД 
Результат: у БД записано параметри вхідних змінних моделі  
 
Таблиця 4.6 – Сценарій використання для операції О2.3 
О2.3 — Побудова бази правил нечіткої моделі 
Передумови: у БД утворено гармонізовані мікрофайли та записано параметри вхідних 
змінних моделі 
Основний сценарій: 
1. «Аналітик» задає параметри ГА для побудови правил нечіткої моделі (Д2.3.1). 
2. «Аналітик» викликає застосування побудови правил нечіткої моделі. 
3. Заст. побудови правил нечіткої моделі будує правила за допомогою ГА (Д2.3.2). 
Додаткові сценарії: 
3а.   Якщо правил не згенеровано, «керівник» ухвалює одне з трьох рішень: 
запустити ГА з іншими параметрами, вибрати інший допоміжний мікрофайл, 
установити факт відсутності ризику порушення анонімності. 
3б.   Якщо ухвалено рішення запустити ГА з іншими параметрами, «аналітик» задає 
нові параметри ГА, і продовжує виконання основного сценарію з кроку 2. 
3в.   Якщо ухвалено рішення вибрати інший мікрофайл, потрібно виконати спочатку 
сценарій використання О2.1. 
3г.   Якщо встановлено факт відсутності ризику порушення анонімності, потрібно 
почати виконувати сценарій використання О4.1. 
Коментарі: на кроках 1 і 3б «аналітик» слідує методикам, наведеним у додатку А, 
після підтвердження уведення даних на кожній дії вони записуються в БД, на кроці 3 
правила, які задовольняють умови з 2.2, зберігаються в БД, надсилаються «аналітику» 
та «керівнику» 
Результат: у БД записано правила нечіткої моделі 
 
Таблиця 4.7 – Сценарій використання для операції О2.4 
О2.4 — Побудова ДЦПМ та оцінювання адекватності нечіткої моделі 
Передумови: у БД записано правила нечіткої моделі 
Основний сценарій: 
1. «Аналітик» викликає застосування побудови ДЦПМ. 
2. Застосування побудови ДЦПМ обчислює значення ДЦПМ (Д2.4.1). 
3. «Аналітик» задає параметр   ММТТ. 
4. «Аналітик» викликає застосування визначення викидів. 
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Продовження таблиці 4.7 
5. Застосування визначення викидів здійснює виявлення викидів у ДЦПМ за 
допомогою ММТТ (Д2.4.2). 
6. «Статистик» зчитує з БД дані ДЦПМ і викидів у ньому. 
7. «Статистик» вилучає з множини викидів хибні (Д2.4.3). 
8. «Аналітик» викликає застосування перевірки адекватності моделі групи. 
9. Застосування перевірки адекватності моделі групи обчислює значення метрик 
адекватності моделі. 
10. «Аналітик» визначає, що модель адекватна (Д2.4.4). 
Додаткові сценарії: 
10а. Якщо модель неадекватна, «аналітик» надсилає повідомлення «керівнику». 
10б. «Керівник» ухвалює одне з трьох рішень: запустити ГА з іншими 
параметрами, вибрати інший допоміжний мікрофайл, установити факт відсутності 
ризику порушення анонімності. 
10в. Якщо ухвалено рішення запустити ГА з іншими параметрами, потрібно 
виконати спочатку сценарій використання О2.3. 
10г. Якщо ухвалено рішення вибрати інший мікрофайл, потрібно виконати 
спочатку сценарій використання О2.1. 
10д. Якщо встановлено факт відсутності ризику порушення анонімності, потрібно 
почати виконувати сценарій використання О4.1. 
Коментарі: на кроці 2 значення ДЦПМ обчислюють за формулами з 2.2, на кроках 3, 
10, 10б і 10в користувачі слідують методикам, наведеним у додатку А, на кроці 7 
вилучаються викиди або через їхнє невелике значення, або в силу їх 
загальновідомості, після підтвердження уведення даних на кожній дії вони 
записуються в БД, результати роботи застосувань ІТ ЗА записуються в БД та 
надсилаються користувачам, які їх викликали 
Результат: у БД зафіксовано адекватність моделі 
 
На етапі Е3 потрібно за допомогою нечіткої моделі групи на основі експертних 
знань перевірити, чи має місце загроза порушення анонімності у випадку вилучення з 
мікрофайлу сутнісних атрибутів. Сценарії використання для операцій О3.1 та О3.2 
наведено в таблицях 4.8 та 4.9, відповідно. 
 
Таблиця 4.8 – Сценарій використання для операції О3.1 
О3.1 — Ідентифікація нечіткої моделі 
Передумови: у БД записано ЦПМ, усі його викиди та викиди, які потрібно маскувати 
Основний сценарій: 
1. «Статистик» зчитує з БД метадані мікрофайлу. 
2. «Статистик» задає лінгвістичні терми для окремих атрибутів (Д3.1.1). 
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Продовження таблиці 4.8 
3. «Статистик» задає нечіткі правила СНВ як нечіткої моделі (Д3.1.2). 
4. «Аналітик» зчитує з БД метадані мікрофайлу та параметри СНВ. 
5. «Аналітик» задає параметри лінгвістичних термів та СНВ (Д3.1.3). 
6. «Аналітик» вибирає тип УЦПМ (кількісна або концентраційна поверхня) (Д3.1.4). 
7. «Аналітик» визначає множину інтервалів розбиття ступенів належності (Д3.1.5). 
Коментарі: на кроці 1 «статистик» виконує кроки а)–з) з 2.3.2, на кроці 5 за 
замовчуванням використовуються: об’єднання та агрегація — максимум, перетин та 
імплікація —мінімум, дефазифікація — метод центроїдів [157, с. 111], на кроці 7 ліва 
границя першого інтервалу повинна бути не меншою за 0,5, а самі інтервали 
повинні бути рівної довжини, дії Д3.1.3, Д3.1.4 та Д3.1.5 можна виконувати в 
довільному порядку, після підтвердження уведення даних на кожній дії вони 
записуються в БД 
Результат: у БД записано параметри моделі 
 
Таблиця 4.9 – Сценарій використання для операції О3.2 
О3.2 — Побудова УЦПМ та оцінювання адекватності нечіткої моделі 
Передумови: у БД записано параметри нечіткої моделі на основі експертних знань 
Основний сценарій: 
1. «Аналітик» викликає застосування побудови УЦПМ. 
2. Застосування побудови УЦПМ обчислює значення УЦПМ (Д3.2.1). 
3. «Аналітик» задає параметр   ММТТ. 
4. «Аналітик» викликає застосування визначення викидів. 
5. Застосування визначення викидів здійснює виявлення викидів у УЦПМ за 
допомогою ММТТ (Д3.2.2). 
6. «Статистик» зчитує з БД дані 3ЦПМ і викидів у ньому. 
7. «Статистик» вилучає з множини викидів хибні (Д3.2.3). 
8. «Аналітик» викликає застосування перевірки адекватності моделі групи. 
9. Застосування перевірки адекватності моделі групи обчислює значення метрик 
адекватності моделі. 
10. «Аналітик» визначає, що модель адекватна (Д3.2.4). 
Додаткові сценарії: 
10а. Якщо модель неадекватна, «аналітик» надсилає повідомлення «керівнику». 
10б. «Керівник» ухвалює одне з двох рішень: збудувати модель з іншими 
параметрами СНВ, установити факт відсутності ризику порушення анонімності. 
10в. Якщо ухвалено рішення збудувати модель з іншими параметрами СНВ, потрібно 
виконати сценарій використання О3.1, починаючи з кроку 5. 
10г. Якщо встановлено факт відсутності ризику порушення анонімності, потрібно 
почати виконувати сценарій використання О4.1. 
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Продовження таблиці 4.9 
Коментарі: на кроці 2 значення УЦПМ обчислюють за формулами з 2.3.3, на кроках 3 
і 10 «аналітик» слідує методикам, наведеним у додатку А, на кроці 7 вилучаються 
викиди або через їхнє невелике значення, або в силу їх загальновідомості, після 
підтвердження уведення даних на кожній дії вони записуються в БД, результати 
роботи застосувань ІТ ЗА записуються в БД та надсилаються користувачам, які їх 
викликали 
Результат: у БД зафіксовано адекватність моделі 
 
На етапі Е4 відбувається розв’язання ЗЗГА відносно деякого подання (ЦПМ, 
ДЦПМ, УЦПМ або будь-якої їх комбінації [158], залежно від результату виконання 
етапів Е2 та Е3, а також рішення, вилучати чи не вилучати сутнісні атрибути з 
мікрофайлу). Далі для спрощення викладення матеріалу розглядатимемо випадок, 
коли Е4 виконують для ЦПМ. Сценарії використання для операцій О4.1, О4.2, О4.3 
та О4.4 наведено в таблицях 4.10, 4.11, 4.12 та 4.13, відповідно. 
 
Таблиця 4.10 – Сценарій використання для операції О4.1 
О4.1 — Ідентифікація ЗЗГА 
Основний сценарій: 
1. «Керівник» задає поріг сумісності (Д4.1.1). 
2. «Керівник» задає поріг чутливості (Д4.1.2). 
3. «Керівник» задає поріг спотворень (Д4.1.3). 
4. «Керівник» зчитує з БД дані ЦПМ і викидів у ньому. 
5. «Керівник» задає індекс K -ого найбільшого значення в ЦПМ (див. 3.1.3) (Д4.1.4). 
Коментарі: виконуючи сценарій, «керівник» слідує методикам, наведеним у додатку А, 
дії Д4.1.1, Д4.1.2 та Д4.1.3 можна виконувати в довільному порядку, після 
підтвердження уведення даних на кожній дії вони записуються в БД 
Результат: у БД записано параметри ЗЗГА 
 
Таблиця 4.11 – Сценарій використання для операції О4.2 
О4.2 — Перша фаза методу на основі міметичних обчислень 
Передумови: у БД записано параметри ЗЗГА 
Основний сценарій: 
1. «Аналітик» зчитує з БД дані ЦПМ, викидів у ньому та параметри ЗЗГА. 
2. «Аналітик» задає параметри спадних обмежень для елементів ЦПМ (Д4.2.1). 
3. «Аналітик» задає параметри МА (Д4.2.2). 
4. «Аналітик» викликає застосування розв’язання ЗЗГА. 
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Продовження таблиці 4.11 
5. Заст. розв’язання ЗЗГА обчислює розв’язки ЗЗГА за допомогою МА (Д4.2.3). 
Додаткові сценарії: 
5а.  Якщо розв’язків не одержано, потрібно почати виконувати сценарій 
використання О4.3. 
Коментарі: на кроці 3 «аналітик» слідує методиці, наведеній у додатку А, дії Д4.2.1 та 
Д4.2.2 можна виконувати в довільному порядку, у випадку успішного завершення 
основного сценарію потрібно почати виконувати сценарій використання О4.4, після 
підтвердження уведення даних на кожній дії вони записуються в БД, на кроці 5 
розв’язки, які задовольняють умови (3.13), зберігаються в БД, надсилаються 
«аналітику» та «керівнику» 
Результат: у БД записано розв’язки ЗЗГА 
 
Таблиця 4.12 – Сценарій використання для операції О4.3 
О4.3 — Друга фаза методу на основі міметичних обчислень 
Передумови: у БД записано розв’язки ЗЗГА після першої фази 
Основний сценарій: 
1. «Аналітик» розбиває розв’язки ЗЗГА на кластери (Д4.3.1). 
2. «Аналітик» задає параметри зростаючих обмежень для елементів ЦПМ (Д4.3.2). 
3. «Аналітик» викликає застосування розв’язання ЗЗГА. 
4. Заст. розв’язання ЗЗГА обчислює розв’язки ЗЗГА за допомогою МА (Д4.3.3). 
Додаткові сценарії: 
4а.  Якщо розв’язків не одержано, «аналітик» надсилає повідомлення «керівнику». 
4б.  «Керівник» ухвалює одне з двох рішень: запустити МА з іншими параметрами, 
змінити параметри ЗЗГА. 
4в.  Якщо ухвалено рішення запустити МА з іншими параметрами, потрібно виконати 
спочатку сценарій використання О4.2. 
4г.  Якщо ухвалено рішення змінити параметри ЗЗГА, потрібно виконати спочатку 
сценарій використання О4.1. 
Коментарі: на кроці 2 порогові значення функцій належності вибираються такими, що 
перевищують найбільші значення, відповідні викидам сигналів, які визначаються 
розв’язками з кластеру, на кроках 4б та 4в користувачі слідують методикам, наведеним 
у додатку А, після підтвердження уведення даних на кожній дії вони записуються в 
БД, на кроці 4 розв’язки, які задовольняють умови (3.13), зберігаються в БД, 
надсилаються «аналітику» та «керівнику» 
Результат: у БД записано допустимі розв’язки ЗЗГА 
 
Таблиця 4.13 – Сценарій використання для операції О4.4 
О4.4 — Підготовка даних до оприлюднення 
Передумови: у БД записано розв’язки ЗЗГА 
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Продовження таблиці 4.13 
Основний сценарій: 
1. «Керівник» вибирає розв’язок ЗЗГА для застосування (Д4.4.1). 
2. «Адміністратор» викликає застосування модифікації мікрофайлу. 
3. Заст. модифікації мікрофайлу здійснює модифікацію мікрофайлу (Д4.4.2). 
4. «Адміністратор» видаляє дані початкового мікрофайлу з БД. 
5. «Адміністратор» експортує дані модифікованого мікрофайлу (Д4.4.3). 
Коментарі: після підтвердження уведення даних на кожній дії вони записуються в БД, 
на кроці 3 модифікований мікрофайл зберігається в БД 
Результат: дані модифікованого мікрофайлу експортовано в текстовий файл 
 
Усі користувачі перед початком роботи з ІТ ЗА повинні авторизуватися та 
відкрити одну з активних задач. Ці процеси в сценаріях використання в цьому 
підрозділі не наведено для спрощення подання матеріалу. Загальну послідовність 
виконання всіх дій користувачами з різними ролями представлено в додатку А. 
Крім дій, наведених у таблиці 4.1, користувачі ІТ ЗА залежно від своїх ролей 
також мають можливість: 
 переглядати історію зміни метаданих мікрофайлів; 
 переглядати історію зміни параметрів гармонізації мікрофайлів; 
 переглядати історію визначення викидів ЦПМ, ДЦПМ та УЦПМ; 
 переглядати історію створення та зміни параметрів СНВ; 
 переглядати історію зміни параметрів ГА та МА; 
 переглядати історію розв’язків ЗЗГА; 
 переглядати історію діяльності всіх користувачів ІТ ЗА. 
 
 
4.2 Інтегрована система обробки статистичних даних 
 
 
Відповідно до 1.4.2, ІТ ЗА повинна передбачати можливість інтеграції з 
існуючими інформаційними системами обробки статистичних даних, зокрема, 
Інтегрованою системою обробки статистичних даних (ІСОСД) Державної служби 
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статистики України, створеною для інтегрованої обробки даних статистичних 
спостережень в України. У цьому підрозділі розглянемо архітектуру цієї системи та 
її основі особливості, спосіб інтеграції ІТ ЗА в систему. 
 
 
4.2.1 Опис архітектури інформаційної системи 
 
 
Інформаційна система ІСОСД є розподіленою системою, організованою на 
трьох рівнях — центральному, регіональному та місцевому: 
 на центральному рівні адміністратори управляють роботою всієї системи, а 
користувачі управляють метаданими, наповнюють довідкову інформацію, 
опрацьовують кінцеві результати розрахунків, агреговані дані та показники, 
проводять розширений контроль даних, здійснюють керівництво розповсюдженням 
результатів спостережень, виконують збір адміністративних даних (залежно від 
налагоджень адміністрування системи); 
 на регіональному рівні користувачі здійснюють збір даних та уводять їх у 
систему, корегують первинні дані (які пройшли первинний контроль), працюють із 
кінцевими результатами розрахунків, агрегованими даними та показниками, 
проводять розширений контроль даних, ініціюють розрахунок агрегованих даних за 
регіоном, виконують збір первинних даних (залежно від налагоджень 
адміністрування системи); 
 на місцевому рівні користувачі здійснюють збір даних та уводять їх у 
систему, корегують первинні дані (які пройшли первинний контроль). 
Архітектуру ІСОСД представлено на рисунку 4.2. На рисунку наведено один 
із регіональних рівнів системи (загальна їх кількість — 27) та один із місцевих 
рівнів системи (для кожного регіону загальна їх кількість різниться). 
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Рисунок 4.2 – Архітектура ІСОСД 
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Для збору інформації i уведення даних на центральному, регіональному та 
місцевому рівнях використовуються головний, регіональні сервери БД та сервери 
місцевого рівня, відповідно. Окрім цього, у системі на центральному рівні також 
використовується сховище даних, яке містить у собі інформацію про всі дані. 
У системі розрізняють три типи даних: 
 метадані — змінюються виключно користувачами центрального рівня, на 
регіональні рівні передаються у вигляді копії без права зміни; 
 первинні дані — змінюються користувачами регіонального та районного 
рівнів, на центральний рівень передаються у вигляді копії для синхронізації змін у 
базі даних; 
 агреговані дані — заповнюються під час проведення розрахунків 
агрегованих даних і показників зі сховища даних центрального рівня, на регіональні 
рівні передаються у вигляді копії для роботи з ними регіональних користувачів. 
На центральному рівні на сервері БД зберігається база метаданих, а також для 
кожного регіону — окремі БД для збору первинних даних та зберігання агрегованих 
даних у рамках цих регіонів. На регіональному рівні сервер БД також містить БД 
первинних даних і агрегованих даних, які відповідають цьому регіону. Таким чином, 
на центральному рівні зберігається сума копій усіх БД, а кожний регіон володіє 
тільки частиною даних, яка стосується цього регіону. На головному сервері БД 
загалом розміщено: 
 2 бази метаданих (для середовища підготовки та середовища проведення 
обстеження, відповідно); 
 28 баз первинних даних (одна база даних для тестування, 27 баз даних — 
для кожного регіону); 
 28 баз агрегованих даних (одна база даних для тестування, 27 баз даних — 
для кожного регіону). 
Сховище даних містить інформацію про метадані, первинні дані, агреговані 
дані та показники всіх регіонів. 
Для підвищення надійності системи в ній додатково міститься сервер БД 
гарячого резерву. 
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Користувачі системи центрального рівня з метою забезпечення безпеки не 
мають прямого доступу до головного сервера БД, а працюють через сервер 
застосувань центрального рівня. До функцій сервера застосувань належать обробка 
запитів користувачів, розподіл навантаження, авторизація користувачів, аудит їхніх 
дій, звернення по інформацію до бази метаданих і сховища даних та для збереження 
інформації в них. 
Користувачі системи регіонального рівня з метою забезпечення безпеки не 
мають прямого доступу до регіонального сервера БД, а працюють через сервер 
застосувань регіонального рівня. До функцій сервера застосувань належить 
визначення, на якому рівні ― центральному чи регіональному, потрібно проводити 
обробку запиту користувача. Так, у випадку звернення до метаданих, первинних даних, 
результатів контролю та розрахунків сервер застосувань регіонального рівня 
звертається до сервера БД регіонального рівня, а для виконання запиту на розрахунок 
агрегованих даних регіонального рівня — до сервера застосувань центрального рівня. 
У випадку ж відмови виконання дій на центральному рівні сервер застосувань 
регіонального рівня в автоматичному режимі ухвалює рішення виконати їх на власних 
потужностях, використовуючи БД регіонального рівня. Таким чином сервер 
застосувань регіонального рівня може або працювати самостійно, або виконувати 
функцію проксі-сервера — моста між робочими станціями регіонального рівня та 
сервером застосувань центрального рівня. 
Користувачі системи місцевого рівня для роботи повинні підключатися до 
сервера місцевого рівня, який одночасно виконує функції сервера застосувань і 
сервера БД. Метадані, потрібні для роботи користувачів, та уведена первинна 
інформація зберігаються в БД місцевого рівня. Це дає змогу продовжувати роботи 
по внесенню в систему первинної інформації, навіть якщо зв’язок із регіональним 
рівнем обірвано. Після відновлення такого зв’язку зміни в БД місцевого рівня 
автоматично передаються на сервер застосувань регіонального рівня у фоновому 
режимі. Аналогічно, у випадку уведення нових спостережень чи зміни метаданих 
відповідні зміни передаються з сервера застосувань регіонального рівня в БД на 
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сервері місцевого рівня. Таким чином, сервер місцевого рівня працює як міст між 
сервером застосувань регіонального рівня і користувачами місцевого рівня. 
Після виконання обчислювального процесу його результати передаються у 
заданий час через сервер реплікацій відповідного рівня (центрального чи регіонального) 
з сервера БД одного рівня на сервер БД іншого рівня, синхронізуючи їхній стан. 
Архітектуру місцевого рівня оптимізовано для збору первинної інформації в 
умовах використання низькошвидкісних каналів зв’язку з ненадійним режимом 
функціювання. Уся потрібна інформація перед уведенням нових чи корегуванням 
існуючих даних кешується на сервері місцевого рівня до моменту її пакетної 
передачі на регіональний рівень для подальшого опрацювання (після відновлення 
зв’язку між регіональним та місцевим рівнями). 
 
 
4.2.2 Опис технічної інфраструктури 
 
 
Як сервери БД для збору та уведення даних на центральному й регіональному 
рівнях використовуються сервери БД Sybase Adaptive Server Enterprise (ASE), які 
дають змогу організувати ефективну багатопотокову роботу зі збору та зберігання 
даних за різними базами, забезпечуючи високу продуктивність та керованість. 
Як сховище даних для зберігання первинної інформації, що пройшла первинний 
контроль, агрегованих даних і показників використовується сервер Sybase IQ, який дає 
змогу виконувати ефективні обчислення та аналізувати дані великого обсягу. 
Як сервери застосувань на центральному та регіональному рівнях для 
синхронізації стану сховища даних використовується сервер застосувань Sybase 
Enterprise Application Server (EAS), відповідальний за такі роботи: 
 передача змін метаданих і первинних даних у сховище; 
 розрахунок агрегованих даних і показників; 
 заповнення баз агрегованих даних регіонів після проведення розрахунків. 
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Як сервер місцевого рівня для роботи в умовах каналів зв’язку низької 
швидкості використовується сервер Sybase Adaptive Server Anywhere (ASA), який 
дає змогу організувати кешування даних регіонального рівня на місцевий рівень. 
Як сервери реплікації для стабільної та гарантованої передачі даних між 
центральним і регіональним рівнями використовуються сервери Sybase Replication 
Server, які дають змогу синхронізувати зміни БД в автоматизованому режимі. Sybase 
Replication Server центрального рівня фіксує зміни в базі метаданих та агрегованих 
даних і передає їх на регіональний рівень. Sybase Replication Server регіонального 
рівня фіксує зміни бази первинних даних і передає їх на центральний рівень. 
В архітектурі ІСОСД передбачено використання каналів зв’язку на 
регіональному рівні від 2 Мб/с, на місцевому рівні — від 256 Кб/с. При цьому 
наявність постійного зв’язку між регіональним, місцевим та центральним рівнями 
не вимагається. Швидкість каналу зв’язку між центральним рівнем та регіональними 
рівнями першої категорії регіонів (Автономна Республіка Крим, Дніпропетровська, 
Донецька, Запорізька, Львівська, Одеська, Харківська області, м. Київ) — 4 Мбіт/с. 
Швидкість каналу зв’язку між центральним рівнем та регіональними рівнями інших 
категорій (Вінницька, Волинська, Житомирська, Закарпатська, Івано-Франківська, 
Київська, Кіровоградська, Луганська, Миколаївська, Полтавська, Рівненська, 
Сумська, Тернопільська, Херсонська, Хмельницька, Черкаська, Чернівецька, 
Чернігівська області, м. Севастополь) — 2 Мбіт/с. 
Параметри технічних засобів ІСОСД наведено в таблиці 4.14. 
 
Таблиця 4.14 – Параметри технічних засобів ІСОСД 
Обладнання Параметри 
Головний сервер БД, 
сервер БД гарячого 
резерву 
Не менше за 2 чотириядерні процесори, розмір кеш 
L2 не менший за 2МБ, частота не менша за 2,1 ГГц, 
не менше за 64 ГБ оперативної пам’яті, не менше за 
4 диски ємністю не менше за 143 ГБ кожний 
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Продовження таблиці 4.14 
Обладнання Параметри 
Сервер сховища даних 
центрального рівня 
Не менше за 2 чотириядерні процесори, розмір кеш 
L2 не менший за 2МБ, частота не менша за 2,1 ГГц, 
не менше за 64 ГБ оперативної пам’яті, не менше за 
6 дисків ємністю не менше за 143 ГБ кожний 
Сервер реплікації, 
сервер застосувань 
центрального рівня, 
сервер застосувань 
регіонального рівня 
Не менше за 1 чотириядерний процесор, розмір кеш 
L2 не менший за 2МБ, частота не менша за 2,1 ГГц, 
не менше за 8 ГБ оперативної пам’яті, не менше за 
3 диски ємністю не менше за 143 ГБ кожний 
Сервер БД 
регіонального рівня 
Не менше за 1 чотириядерний процесор, розмір кеш 
L2 не менший за 2МБ, частота не менша за 2,1 ГГц, 
не менше за 26 ГБ оперативної пам’яті, не менше за 
2 диски ємністю не менше за 143 ГБ кожний 
 
4.2.3 Інтеграція інформаційної технології в інформаційну систему 
 
 
З урахуванням архітектури ІСОСД, можна зробити висновок, що інтеграцію ІТ 
ЗА з системою потрібно здійснювати шляхом розроблення застосувань, специфічних 
для розв’язання задачі групової анонімності (рисунок 4.1), та розгортання їх на 
відповідному сервері застосувань ІСОСД. Також для зберігання даних про 
розв’язувану задачу та даних, анонімність яких забезпечується, потрібно розробити 
концептуальну модель даних та реалізувати її на відповідному сервері БД ІСОСД. 
Обробку первинних даних з метою забезпечення їх анонімності доцільно 
виконувати на центральному рівні, оскільки на регіональному рівні важко 
забезпечити наявність фахівців, здатних користуватися ІТ ЗА згідно з усіма ролями, 
наведеними в 1.4.1. Таким чином, для розгортання застосувань доцільно 
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використати сервер застосувань центрального рівня, а для реалізації концептуальної 
моделі даних — головний сервер БД. 
Технічні засоби з вищенаведеними параметрами дають змогу досягти 
виконання часових вимог до ІТ ЗА, наведених у 1.4.3, що підтверджено 
експериментами та впровадженнями, наведеними в 4.4. 
 
 
4.3 Розроблення інформаційної технології 
4.3.1 Концептуальна модель даних 
 
 
У рамках ІТ ЗА розроблено концептуальну модель даних, яку реалізовано у 
вигляді реляційної бази даних, розміщеної на сервері БД. Розроблена модель 
наводиться у вигляді набору фрагментів для спрощення сприйняття матеріалу. На 
рисунку 4.3 представлено фрагмент моделі, який відповідає даним мікрофайлу та 
ЦПМ групи. Решту фрагментів наведено в додатку Б. 
Розгляньмо сутності моделі, представлені на рисунку 4.3: 
 сутність Task відповідає задачам забезпечення групової анонімності, у 
рамках якої потрібно забезпечити анонімність у мікрофайлі; 
 сутність Microfile відповідає мікрофайлам, групову анонімність у яких 
потрібно забезпечити в рамках задачі; 
 сутність User відповідає користувачам ІТ ЗА; 
 сутності Attribute, AttributeCharacteristic, AttributeIntervals та AttributeValue 
сукупно відповідають атрибутам мікрофайлів; 
 сутність Signal відповідає ЦПМ у рамках задачі; 
 сутність ExpertOutlier відповідає викидам ЦПМ, які, на думку «статистика», 
потрібно враховувати під час розв’язання задачі; 
 сутність MMTT відповідає параметрам методу ММТТ, описаного в 2.1.2; 
 сутність MMTT_Signal відповідає викидам сигналу; 
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 сутність Action відповідає діям ІТ ЗА (таблиця 4.1); 
 сутність Role відповідає ролям користувачів ІТ ЗА; 
 сутності ActionRole та UserRole слугують для організації зв’язку «багато-
до-багатьох» між користувачами ІТ ЗА, ролями та діями. 
Детальний опис усіх сутностей наведено в додатку Б. 
 
 
Рисунок 4.3 – Фрагмент концептуальної моделі даних ІТ ЗА, 
який відповідає даним мікрофайлу та ЦПМ групи 
 
4.3.2 Реалізація застосувань інформаційної технології 
 
 
Застосування побудови ЦПМ зчитує з БД дані мікрофайлу, інформацію про 
тип поточної задачі та про актуальні для поточної задачі сутнісні й параметризуючі 
атрибути й значення, після чого викликає функцію обчислення ЦПМ calculateSignal. 
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Вхідними параметрами функції calculateSignal є дані мікрофайлу у вигляді 
двовимірного цілочисельного масиву, тип задачі у вигляді булівської змінної, 
індекси сутнісних та параметризуючого атрибутів та цілочисельні масиви їхніх 
значень. На виході функція повертає цілочисельний масив — ЦПМ. Значення ЦПМ 
обчислюються за формулами, наведеними в 1.3.1, залежно від типу задачі (кількісна 
або концентраційна). Обчислені значення ЦПМ записуються в БД та повертаються 
«аналітику» у відповідному повідомленні. 
Застосування гармонізації мікрофайлів зчитує з БД дані основного та 
допоміжного мікрофайлів та актуальні для поточної задачі параметри гармонізації, 
після чого викликає функцію гармонізації мікрофайлів harmonizeMicrofiles. У пам’яті 
ГІК методолога та відповідного застосування параметри гармонізації представляються у 
вигляді об’єкта класу HarmonizationPlan, взаємозв’язок якого з іншими класами, що 
описують структуру та дані мікрофайлів, наведено на UML-діаграмі класів на 
рисунку 4.4. Для спрощення діаграми методів не наведено. 
 
 
Рисунок 4.4 — Діаграма класів, що описують дані мікрофайлу та параметри 
гармонізації 
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Вхідними параметрами функції harmonizeMicrofiles є дані обох мікрофайлів у 
вигляді двовимірних цілочисельних масивів та списки індексів атрибутів і їхніх 
значень для виконання гармонізації. На виході функція повертає два цілочисельні 
двовимірні масиви, які відповідають гармонізованому та допоміжному 
гармонізованому мікрофайлам. Дані мікрофайлів записуються в БД. «Методологу» 
та «статистику» у випадку успішного завершення роботи застосування надсилаються 
метадані гармонізованих мікрофайлів. 
Застосування побудови правил нечіткої моделі зчитує з БД дані допоміжного 
гармонізованого мікрофайлу, інформацію про актуальні для поточної задачі параметри 
ГА, допустимі інтервали значень базових атрибутів, значення лінгвістичних змінних, 
після чого викликає функцію виконання ГА geneticAlgorithm, яка реалізує ГА, 
описаний у 2.2.3. 
Вхідними параметрами функції geneticAlgorithm є дані допоміжного 
гармонізованого мікрофайлу у вигляді двовимірного цілочисельного масиву, 
параметри ГА у вигляді дійснозначного масиву, допустимі інтервали значень 
базових атрибутів у вигляді двовимірного цілочисельного масиву та нечіткі 
значення лінгвістичних змінних у вигляді списку. На виході функція повертає 
двовимірний цілочисельний масив, кожний рядок якого є нечітким правилом, що 
задовольняє параметри ГА, та його характеристики — фактор дискримінації DF , 
фактор відносної достовірності RCF  та носій  . Обчислені правила записуються в 
БД. «Аналітику» та «керівнику» у відповідному повідомленні повертаються тільки 
нечіткі правила, які задовольняють вимоги, зазначені в 2.2.5. 
Правила повертаються у вигляді об’єкта класу FuzzySystem, взаємозв’язок 
якого з іншими класами, що описують структуру моделей груп, наведено на UML-
діаграмі класів на рисунку 4.5. Для спрощення діаграми не наведено більшості 
методів класів, а також внутрішньої структури класів Attribute та Interval, 
представлених на рисунку 4.4. 
Застосування побудови ДЦПМ зчитує з БД дані гармонізованого мікрофайлу, 
інформацію про актуальні для поточної задачі допустимі інтервали значень базових 
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атрибутів, нечіткі значення лінгвістичних змінних, нечіткі правила, після чого викликає 
функцію обчислення ДЦПМ calculateAuxiliarySignal. 
 
 
Рисунок 4.5 — UML-діаграма класів, що описують нечіткі моделі груп 
 
Вхідними параметрами функції calculateAuxiliarySignal є дані гармонізованого 
мікрофайлу у вигляді двовимірного цілочисельного масиву, допустимі інтервали 
значень базових атрибутів у вигляді двовимірного цілочисельного масиву, нечіткі 
значення лінгвістичних змінних у вигляді списку, нечіткі правила у вигляді 
двовимірного цілочисельного масиву. На виході функція повертає два масиви — 
дійснозначний, що відповідає допоміжному кількісному сигналу, та цілочисельний, 
що відповідає чіткому допоміжному кількісному сигналу. Значення обох сигналів 
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обчислюються за формулами (2.5) та (2.17), відповідно. Обчислені значення ДЦПМ 
записуються в БД та повертаються «аналітику» у відповідному повідомленні. 
Застосування побудови УЦПМ зчитує з БД дані мікрофайлу та інформацію про 
актуальні для поточної задачі параметри нечіткої моделі групи, після чого викликає 
функцію обчислення УЦПМ calculateSurface. 
Вхідними параметрами функції calculateSurface є дані мікрофайлу у вигляді 
двовимірного цілочисельного масиву, нечіткі значення лінгвістичних змінних у 
вигляді списку, нечіткі правила у вигляді двовимірного цілочисельного масиву, 
цілочисельні параметри, які визначають нечіткі операції СНВ, тип УЦПМ (кількісна 
або концентраційна поверхня) у вигляді булівської змінної та інтервали розбиття 
значень ступенів належності у вигляді двовимірного цілочисельного масиву. На 
виході функція повертає двовимірний цілочисельний масив — розширену кількісну 
(або концентраційну) поверхню, обчислену за формулою (2.21) (або її 
узагальненням). Обчислені значення УЦПМ записуються в БД та повертаються 
«аналітику» у відповідному повідомленні. 
Застосування визначення викидів зчитує з БД параметр   ММТТ та актуальні 
для поточної задачі дані потрібного ЦПМ, після чого викликає функцію визначення 
викидів calculateOutliers. 
Вхідними параметрами функції calculateOutliers є значення ЦПМ у вигляді 
дійснозначного масиву (можливо, двовимірного) та параметр ММТТ у вигляді 
дійсного значення. На виході функція повертає цілочисельний масив (можливо, 
двовимірний), який містить індекси значень ЦПМ, які відповідають викидам. 
Індекси визначаються за методом, описаним у 2.1.2. Обчислені індекси записуються 
в БД та повертаються «аналітику» у відповідному повідомленні. 
Застосування перевірки адекватності моделі групи зчитує з БД актуальні для 
поточної задачі дані про викиди ЦПМ та викиди потрібного подання відносно 
нечіткої моделі, після чого викликає функцію перевірки адекватності моделі 
calculateModelAdequacy. 
Вхідними параметрами функції calculateModelAdequacy є індекси викидів у 
ЦПМ у вигляді цілочисельного масиву та індекси викидів у відповідному поданні 
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відносно нечіткої моделі у вигляді цілочисельного масиву (можливо, двовимірного). 
На виході функція повертає три дійсні значення — точність класифікації PA , 
статистику J  Йовдена та метрику MB  — обчислені за (2.23), (2.24) та (2.26), 
відповідно. Обчислені індекси записуються в БД та повертаються «аналітику» у 
відповідному повідомленні. 
Застосування розв’язання ЗЗГА зчитує з БД дані мікрофайлу, актуальні для 
поточної задачі дані потрібного ЦПМ, параметри ЗЗГА, параметри МА, нечіткі 
обмеження на значення відповідного подання, після чого викликає функцію виконання 
МА memeticAlgorithm. 
Вхідними параметрами функції memeticAlgorithm є дані мікрофайлу у вигляді 
двовимірного цілочисельного масиву, дані потрібного ЦПМ у вигляді 
дійснозначного масиву (можливо, двовимірного), параметри ЗЗГА у вигляді 
дійснозначного масиву, параметри МА у вигляді дійснозначного масиву, нечіткі 
обмеження у вигляді списку. На виході функція повертає три списки — список 
двовимірних цілочисельних масивів, які відповідають розв’язкам ЗЗГА, список 
дійснозначних масивів, які відповідають характеристикам розв’язків (сумісність, 
точність та чутливість), та список дійснозначних масивів (можливо, двовимірних), 
які відповідають модифікованим поданням. Обчислені розв’язки ЗЗГА разом із 
їхніми характеристиками записуються в БД. «Аналітику» та, залежно від фази, 
«керівнику» у відповідному повідомленні повертаються модифіковані подання, які 
відповідають розв’язкам, що задовольняють вимоги (3.13). 
Застосування модифікації мікрофайлу зчитує з БД дані мікрофайлу, актуальний 
для поточної задачі розв’язок ЗЗГА, після чого викликає функцію модифікації 
мікрофайлу modifyMicrofile. 
Вхідними параметрами функції modifyMicrofile є дані мікрофайлу у вигляді 
двовимірного цілочисельного масиву, дані про розв’язок ЗЗГА у вигляді 
двовимірного цілочисельного масиву. На виході функція повертає двовимірний 
цілочисельний масив, який відповідає модифікованому мікрофайлу. Дані 
модифікованого мікрофайлу записуються в БД. «Адміністратору» надсилається 
повідомлення про успішне завершення роботи. 
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На рисунку 4.6 представлено UML-діаграму послідовностей (sequence diagram) 
[159], яка відображає послідовність виклику описаних вище застосувань на етапі Е1. 
На діаграмі прийнято такі позначення: М — мікрофайл, Мд — метадані мікрофайлу. 
Діаграми послідовностей для решти етапів наведено в додатку А. 
 
 
Рисунок 4.6 – Діаграма послідовностей для процесів на етапі Е1 
 
4.3.3 Вибір інструментальних засобів для розробки інформаційної технології 
 
 
Для реалізації застосувань у рамках ІТ ЗА вибрано платформу Java Platform, 
Enterprise Edition 7 (Java EE 7) [160]. Вибір цієї платформи продиктовано тим, що 
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вона розповсюджується у вільному доступі, забезпечує портовність ІТ ЗА та дає 
змогу інтегрувати її з різними інформаційними системами. На відміну від інших мов 
програмування, які задовольняють ці вимоги (наприклад, Python, Ruby, Perl та інші), 
мова програмування Java має такі переваги: 
 значна кількість бібліотек, що розповсюджуються у вільному доступі; 
 простота мови зі статичною типізацією, що дає змогу зменшити кількість 
помилок та поліпшує підтримуваність коду; 
 стабільність віртуальної машини. 
Як середовище розробки було вибрано IDE Eclipse — поширене, безкоштовне 
та просте у використанні середовище розробки для Java. 
У зв’язку з наявністю вимоги про інтеграцію ІТ ЗА як з ІСОСД, так і з іншими 
інформаційними системами, розглядаються два варіанти її розробки: ІСОСД-
орієнтований та універсальний. 
Для ІСОСД-орієнтованого варіанту реалізації ІТ ЗА як сервер застосувань 
потрібно використати сервер застосувань центрального рівня, а як сервер БД — 
головний сервер БД ІСОСД. 
Для універсального варіанту реалізації ІТ ЗА як сервер застосувань можна 
вибрати один із існуючих на ринку серверів, орієнтований на застосування Java. 
Поширеними є сервери Oracle GlassFish, IBM WebSphere, RedHat JBoss Application 
Server та Oracle Weblogic Server. Вимогам до ІТ ЗА якнайбільше відповідає Oracle 
GlassFish Server [161]: він розповсюджується у вільному доступі, надає інструментарій 
для роботи з БД (автоматична підтримка транзакцій, управління підключеннями до БД) 
та моніторингу виконуваних застосувань, його використання дає змогу забезпечити 
взаємодію клієнтів та сервера з залученням мінімальної кількості програмних засобів. 
Для реалізації взаємодії клієнтів із сервером застосувань варто 
використовувати інтерфейс обміну повідомленнями між застосуваннями. У роботі 
вибрано інтерфейс Java Message Service (JMS) [162] як стандартний для застосувань 
такого класу. Використання JMS зумовлено потребою в забезпеченні асинхронності 
обміну повідомленням між клієнтом та сервером із метою підвищення гнучкості ГІК 
та підвищення швидкодії взаємодії складових ІТ ЗА. Реалізувати JMS в ІТ ЗА можна 
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за допомогою Apache ActiveMQ, Apache Kafka та RabbitMQ. У роботі вибрано 
систему Apache ActiveMQ [163], оскільки порівняно з іншими варіантами вона 
легша в адмініструванні та є оптимальною з погляду навантаження на мережу, 
характерного для ІТ ЗА. 
Для універсального варіанту реалізації ІТ ЗА як сервер БД можна використати 
будь-яку з відомих на ринку систем керування базами даних (СКБД), наприклад, Oracle 
Database, Microsoft SQL, MySQL, PostgreSQL. При цьому вимоги щодо портовності та 
використання безкоштовного ПЗ задовольняють тільки СКБД MySQL та PostgreSQL. У 
роботі вибрано СКБД MySQL [164] як простішу в адмініструванні. 
Для реалізації взаємодії клієнтів із БД використано інтерфейс відкритого доступу 
до БД (Open Database Connectivity, ODBC) [165] як загальноприйнятий. З урахуванням 
вибору платформи Java доцільним є використання інтерфейсу Java Database 
Connectivity (JDBC) [166] для реалізації доступу до БД, оскільки він відповідає як 
ODBC, так і Java EE 7. Із метою спрощення процесу розроблення ІТ ЗА крім JDBC 
використовується бібліотека Hibernate Orbject-Relational Mapping (Hibernate ORM) 
[167], за допомогою якої можна відображати сутності БД на об’єкти Java. 
Як було зазначено в 4.1.2, користувачі ІТ ЗА можуть у будь-який момент часу 
переглядати інформацію, яка міститься в БД. Для реалізації такого виду доступу до БД 
в роботі використовуються засоби реалізації передачі стану представлення 
(representational state transfer, REST) [168]. Користувачі шлють запити на видачу 
інформації з БД у вигляді запиту HTTP (hypertext transfer protocol) типу GET. На сервері 
застосувань ці запити оброблюють REST-служби, які здійснюють доступ до БД та 
надсилають відповідь у форматі JSON (JavaScript Object Notation). Такий підхід дає 
змогу підвищити продуктивність ІТ ЗА, оскільки дані у форматі JSON займають 
відносно небагато місця [169], що зменшує навантаження на локальну мережу. 
Застосування, представлені на рисунку 4.1, розроблено автором самостійно. 
Для їх реалізації потрібно використовувати інструментальні засоби, які дають змогу 
швидко програмувати ефективні реалізації моделей та методів, описаних у роботі. 
Таким вимогам задовольняють як мови програмування Java, Python, так і спеціальні 
системи інженерних обчислень, наприклад, Mathworks MATLAB, GNU Octave тощо. 
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У роботі вибрано систему чисельних розрахунків Scilab [170], яка є функціональним 
аналогом системи MATLAB, але при цьому розповсюджується у вільному доступі. 
Перевагами системи Scilab є: 
 вбудована підтримка алгоритмів для роботи з матрицями, що дає змогу 
розробляти та модифікувати ефективні алгоритми для обробки даних мікрофайлів; 
 підтримка паралельних обчислень, що дає змогу пришвидшити обчислення 
функцій пристосованості в ГА побудови моделі групи та МА розв’язання ЗЗГА. 
Виклик функцій Scilab, розроблених для виконання окремих дій ІТ ЗА, із 
середовища Java здійснюється за допомогою бібліотеки Javasci [171]. 
Незалежно від вибору сервера застосувань, застосування в обох варіантах 
реалізації ІТ ЗА (ІСОСД-орієнтований та універсальний) реалізуються однаково. 
Для реалізації ГІК клієнтів у роботі вибрано платформу Java Platform, Standard 
Edition 7 (Java SE 7) [172] та бібліотеку Swing [173]. 
Прямий доступ «адміністратора» до БД реалізовано з використанням віддаленого 
доступу до робочого стола сервера БД на основі Remote Desktop Protocol (RDP) [174]. 
 
 
4.4 Практичне застосування інформаційної технології 
4.4.1 Експеримент із забезпечення анонімності групи, для якої можна 
збудувати нечітку модель на основі сторонніх даних 
 
 
Для перевірки виконання вимог до ІТ ЗА щодо забезпечення анонімності 
шляхом модифікації не більше за 0,1% значень атрибутів мікрофайлу, підвищення 
ефективності створення модифікованих мікрофайлів порівняно з існуючими ІТ не 
менше, ніж у 2 рази, та неможливості відновити дані початкового мікрофайлу 
шляхом аналізу даних модифікованого мікрофайлу проведемо експерименти з 
застосуванням ІТ ЗА шляхом розв’язання ЗЗГА на основі реальних даних. 
Розглянемо спочатку ЗЗГА, яка передбачає побудову нечіткої моделі групи на 
основі сторонніх даних — задачу порушення анонімності територіального розподілу 
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військовослужбовців США за умови доступу до допоміжного мікрофайлу. Уперше 
можливість порушення групової анонімності у відповідному контексті було 
продемонстровано в [80]. 
Як мікрофайл M  «статистик» узяв мікрофайл одновідсоткової вибірки 
Спостереження за американським суспільством (ACS), проведеного у США у 
2013 р. та доступного на сайті проекту IPUMS-USA [175]. Вибраний мікрофайл 
включає 1380 924   записи. Мікрофайл містить атрибути «Місце роботи: штат» і 
«Місце роботи: ОМВК». Конкатенація значень цих двох атрибутів дає унікальний 
код ОМВК, у якій працює респондент. У рамках експерименту на етапі внесення 
даних мікрофайлу в БД було вирішено замінити ці атрибути на єдиний атрибут 
«Місце роботи», значення якого для кожного запису мікрофайлу дорівнює 
конкатенації значень вищевказаних атрибутів. Утворений таким чином атрибут є 
параметризуючим для поставленої задачі. 
Мікрофайл містить 1l   сутнісний атрибут «Професія», значеннями якого є 
коди професій за Стандартною класифікацією професій (Standard Occupational 
Classification, SOC), ухваленої в США в 2010 р. Значення атрибута однозначно 
ідентифікують множину військовослужбовців 
vM  у кількості 5519v   осіб. 
Як допоміжний мікрофайл M  «статистик» узяв мікрофайл п’ятивідсоткової 
вибірки перепису населення США, проведеного у 2000 р. і також доступного на 
сайті проекту IPUMS-USA [175]. Вибраний мікрофайл включає 6 309 848   
записів. Оскільки мікрофайл також містить атрибути «Місце роботи: штат» і «Місце 
роботи: ОМВК» (щоправда, значення останнього відрізняються від значень 
відповідного атрибута з мікрофайлу M , оскільки для проведення перепису та ACS 
використовували різні ОМВК), під час внесення його даних у БД також було 
вирішено замінити їх на єдиний атрибут «Місце роботи» у спосіб, описаний вище. 
Допоміжний мікрофайл M  задовольняє всі вимоги, наведені у 2.2.1: 
 за припущення, що демографічні характеристики респондентів в обох 
мікрофайлах несуттєво змінилися за 13 років, записи в мікрофайлах M  та M  
розподілено за достатньо близькими законами; 
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 допоміжний мікрофайл M  містить допоміжний сутнісний атрибут 
«Професія», значення якого відрізняються від значень сутнісного атрибута в M , але 
в частині військових професій повністю ідентичні. За припущення, що демографічні 
характеристики військовослужбовців несуттєво змінилися за 13 років, сутнісні 
записи в M  та допоміжні сутнісні записи в M  розподілено за близькими законами. 
Допоміжний мікрофайл містить 19149v   допоміжних сутнісних записів; 
 мікрофайли M  і M  містять ідентичні атрибути, крім декількох технічних. 
«Методолог» провів гармонізацію мікрофайлів у спосіб, описаний у додатку В. 
Лінгвістичні змінні 
jL , що відповідають базовим гармонізованим атрибутам j
H
bw , 
1,13j  , мають назви, ідентичні назвам відповідних атрибутів. Проміжки допустимих 
значень    ,j jl L u L    базових змінних для кожної jL , 1,13j  , наведено в додатку В. 
Після вилучення з HM  та HM  записів, значення базових гармонізованих атрибутів 
яких не належать цим проміжкам, 
H
M  містить 565 243   записи та 3 992v   
сутнісні записи, 
H
M  містить 3205 478   записів та 14 263v   сутнісні записи. 
Параметри лінгвістичних змінних наведено в додатку В. 
Для побудови правил нечіткої моделі було застосовано описаний у 2.2.3 ГА з 
параметрами, наведеними в додатку В. У результаті було одержано 18 правил, 
наведених у додатку В. У цих правил є особливість: змінна «Спосіб добирання на 
роботу» має значення «Пішки», тобто всі респонденти, які правила відносять до класу 
військовослужбовців, добираються на роботу пішки, а не використовують автомобіль 
чи інший засіб. Аналізуючи значення інших змінних, можна зробити висновок, що такі 
респонденти, як правило, — молоді чоловіки з середнім річним доходом. 
Одержані правила дають змогу розкрити викиди допоміжного кількісного 
сигналу. Оскільки аналіз допоміжного кількісного сигналу, побудованого відразу для 
всіх ОМВК, із практичного погляду є важким (під час 2000 р. використовували 1 237 
різних ОМВК), наводитимемо відповідні результати окремо для різних штатів США. 
Розгляньмо для ілюстрації штат Нью-Йорк. На рисунку 4.7 представлено знімок 
діалогового вікна в ГІК аналітика, у якому зображено кількісний та допоміжний 
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кількісний сигнали для цього штату. Значення i  на вісі абсцис, 1,38i  , відповідають i -
ій ОМВК. Повний їх перелік наведено в [176]. Значення на вісі ординат відповідають: 
 для кількісного сигналу — кількостям військовослужбовців, які працюють 
у відповідних ОМВК; 
 для допоміжного кількісного сигналу — сумам ступенів належності, 
присвоєних респондентам у відповідних ОМВК з допомогою нечітких правил. 
Застосувавши ММТТ із 2.1.2 з параметром 0,01   до кількісного сигналу, 
«аналітик» одержав таку множину індексів: 
   НЙ 2013 5, 7, 9, 11, 12, 17, 18, 20, 29, 31, 35, 36, 37OUT q . 
Аналізуючи Звіт Міністерства оборони США за 2001 рік [177], «статистик» 
зробив висновок, що більшість із індексів, одержаних за допомогою формального 
застосування ММТТ, не відповідають місцям розташування військових баз, і визначив 
як справжні два викиди —    НЙ 2013 5, 29eOUT q , тому що: 
 викид у 5-ій ОМВК відповідає Форту Драм (Fort Drum) [177, с. ARMY-9]; 
 викид у 29-ій ОМВК відповідає Військовій академії Вест-Поїнт (West 
Point) [177, с. ARMY-10]. 
Застосувавши ММТТ з 0,01   до допоміжного сигналу, «аналітик» одержав 
множину    НЙ 2013 4, 5, 9,12,14,15, 20, 22, 25, 27, 29, 35, 37, 38auxOUT q . Очевидно, що 
тільки індекси 5 та 42 відповідають викидам, які становлять загрозу порушенню 
групової анонімності, тобто    НЙ2013 5,29auxeOUT q . Жоден індекс із множини 
   НЙ2013 НЙ2013\aux auxeOUT OUTq q  не можна вважати відповідним хибному викиду в силу 
невеликих абсолютних значень відповідних елементів сигналу. 
Рівність    НЙ2013 НЙ2013auxe eOUT OUTq q  свідчить про можливість розкриття місць 
розташування військових баз у випадку вилучення з мікрофайлу сутнісних атрибутів. 
Подібні результати для інших штатів США наведено в додатку В. 
Матриця невідповідностей (2.22) для даного прикладу дорівнює 
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Рисунок 4.7 – Знімок діалогового вікна в ГІК аналітика, у якому зображено кількісний сигнал (суцільна лінія) та 
допоміжний кількісний сигнал (штрихова лінія), одержані для штату Нью-Йорк шляхом застосування нечітких правил з 
експерименту до мікрофайлу Спостереження за американським суспільством 2013 р. 
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На основі матриці «аналітик» підрахував значення метрик (2.23), (2.24) та 
(2.26), уведених у 2.4: 0,930PA , 0,775J  , 55,067MB  . Одержані значення 
свідчать про високу ефективність правил у розкритті чутливих властивостей даних. 
Для ілюстрації застосування МА до розв’язання поточної задачі обмежимося 
даними за штатом Нью-Йорк, у якому працюють 91 398 респондентів. Чіткий 
допоміжний кількісний сигнал представлено на рисунку 4.8 (суцільна лінія). 
Для маскування викидів сигналу потрібно зменшити значення 5-го та 29-го 
елементів, для чого потрібно задати max
НЙ2013
auxK
crisp
q  як значення K -го найбільшого 
викиду  НЙ2013 НЙ2013ˆ aux auxcrisp crispqq ,    1,2,...,38 \ 5,29j . «Керівник» визначив 1K  , 
оскільки 5 значень є найбільшими в 
НЙ2013
ˆ aux
crisp
q , тобто 
9
1max
НЙ2013 НЙ2013
3aux aux
crisp crisp
q  q . З 
урахуванням міркувань, викладених у 3.1.3, «аналітик» поклав 
 НЙ2013 0,1 2jauxcrispq        ,  5,29j , замість  . 
Застосувавши МА, описаний у додатку В, «аналітик» одержав 1000 розв’язків 
ЗЗГА, із яких 983 відповідають допустимим. Розв’язок із найменшою сумарною 
метрикою (1.17) — 53 — представлено на рисунку 4.8. Застосування ММТТ дає 
   * НЙ2013 12, 35auxcrispOUT q . Оскільки    *НЙ2013 НЙ2013aux auxcrisp crispOUT OUT q q , МА 
дав змогу модифікувати чіткий допоміжний кількісний сигнал: створено нові викиди, а 
початкові — масковано. Середнє значення сумарної (1.17) по всіх допустимих 
розв’язках — 62,518. Забезпечення анонімності досягається за рахунок зміни не більше 
за  62,518 13 1380 924 0,0003%   значень атрибутів мікрофайлу. 
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Рисунок 4.8 – Знімок діалогового вікна в ГІК аналітика, у якому зображено початковий (суцільна лінія) та модифікований 
(штрихова лінія) допоміжні кількісні сигнали для штату Нью-Йорк (мікрофайл Спостереження за американським 
суспільством за 2013 р.) 
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Розв’язання поставленої задачі силами колективу з п’яти фахівців зайняло 
8 год 20 хв., за допомогою інформаційної технології, описаної в [13], — 20 год 5 хв., 
тобто в 2,4 разу більше часу. При цьому якість розв’язків у другому випадку гірша, 
оскільки середня метрика по 1000 розв’язках становить 92,361. Пришвидшення 
роботи ІТ ЗА пояснюється відсутністю потреби вручну підбирати коефіцієнти ВП 
для одержання розв’язку та автоматичною процедурою відбору якісних розв’язків 
замість візуального перебору з боку «керівника» всіх одержуваних розв’язків. 
У силу стохастичної природи алгоритму, можна стверджувати, що МА 
задовольняє вимогу з 1.4.3 щодо неможливості відновлення даних початкового 
мікрофайлу шляхом аналізу даних модифікованого мікрофайлу. 
Таким чином, наведений експеримент підтверджує виконання вимог до ІТ ЗА, 
наведених в 1.4. 
 
 
4.4.2 Експеримент із забезпечення анонімності групи, для якої можна 
збудувати нечітку модель на основі експертних знань 
 
 
Як другий експеримент розглянемо ЗЗГА, яка передбачає побудову нечіткої 
моделі групи на основі експертних знань — задачу порушення анонімності 
територіального розподілу військовослужбовців США, що працюють у штаті 
Флорида. Уперше таку задачу було поставлено в [50], а можливість порушення 
групової анонімності за допомогою нечіткої моделі групи на основі експертних 
знань описано в [116]. Розв’язання цієї задачі за допомогою міметичного алгоритму 
було вперше описано в [119]. 
Як мікрофайл «статистик» узяв дані файлу мікроданих 5-відсоткової вибірки 
перепису населення США 2000 р. [155] по штату Флорида, що містить 334 364 записи. 
Як параметризуючий атрибут «статистик» вибрав «Місце роботи». Значеннями 
атрибута є коди ОМВК штату Флорида. Як параметризуючі значення «статистик» 
вибрав кожне 10-е значення від 12010 до 12180, при цьому iP , 1,18i  , відповідає 
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ОМВК, код якої належить  , 10i i  . Мікрофайл можна розбити на підмікрофайли 
1 18, ,M M , кількості записів у яких:  1 18, ,     (8375, 10759, 9683, 10860, 25753, 
10153, 6916, 50680, 39892, 10453, 9392, 9016, 8784, 11523, 11158, 24124, 30666, 46177). 
Як сутнісний атрибут «статистик» вибрав «Військову службу». Значення «1», що 
відповідає «Поточній службі», «статистик» узяв за сутнісне значення. Таким чином 
було визначено групу G  військовослужбовців, розподілених за ОМВК штату Флорида. 
Кількісний сигнал q  для групи, визначеної в такий спосіб, представлено на рисунку 4.9, 
на якому наведено відповідний знімок діалогового вікна в ГІК аналітика. 
Застосувавши ММТТ із 2.1.2 з параметром 0,01   до кількісного сигналу, 
«аналітик» одержав множину індексів    1, 2, 5, 8, 9,10,14,18OUT q . Аналізуючи 
Звіт Міністерства оборони США за 2001 рік [177], «статистик» зробив висновок, що 
три індекси відповідають місцям розташування найчисленніших військових баз:  
 викид у 5-ій ОМВК відповідає базам Джексонвіл (Jacksonville) та Мейпорт 
(Mayport) [177, NAVY-3]; 
 викид у 2-ій ОМВК відповідає базам Еґлін (Eglin) [177, с. AIR FORCE-4]; 
 викид у 1-ій ОМВК відповідає базі Пенсакола (Pensacola) [177, NAVY-3]. 
Оскільки в цих ОМВК зосереджено понад 75% від загального числа 
військовослужбовців, «статистик» визначив, що    1,2,5eOUT q . Один із 
найгрубіших способів упередити порушення анонімності передбачає вилучення з 
мікрофайлу атрибута «Військова служба». Проте, як було показано в [116], у такому 
разі можна порушити анонімність групи з застосуванням її нечіткої моделі (див. 2.3). 
Із метою спрощення викладу матеріалу покладемо, що допоміжного 
мікрофайлу для даної задачі підібрати не вдалося, і користувачі ІТ ЗА перейшли на 
етап Е3. Для побудови СНВ як складової нечіткої моделі на основі експертних знань 
як джерело статистичних даних «статистик» використав демографічний аналіз 
військовослужбовців, виконаний Офісом помічника заступника Міністра оборони 
США [178] у 2011 р. та оновлений у листопаді 2012 р. «Статистик» як експертне 
міркування використав той факт, що військовослужбовці рядового та сержантсько-
старшинського складу переважно працюють понад 40 годин на тиждень. 
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Визначивши відповідні джерела додаткової інформації, «статистик» як 
атрибути для вхідних змінних вибрав атрибути «Вік», «Стать», «Раса», «Сімейний 
стан», «Рівень освіти» та «Кількість робочих годин на тиждень». Далі він виконав 
кроки, описані в 2.3.2, у спосіб, наведений у додатку В. 
Використовуючи побудовану таким чином СНВ, «аналітик» обчислив ступені 
належності записів мікрофайлу, які належать групі. При цьому було вибрано такі 
інтервали для побудови поверхні Q  (2.19):  1 0,5;0,6 ,  2 0,6;0,7 , 
 3 0,7;0,8 ,  4 0,8;0,9  (ступенів, більших за 0,9, виявлено не було). 
Для визначення потенційних місць розташування військових баз «аналітик» 
вирішив за доцільне використовувати [116] концентраційну поверхню C , одержану 
за допомогою (2.20). Поверхні Q  та C  наведено в додатку В. 
На рисунку 4.9 представлено знімок діалогового вікна в ГІК аналітика, у якому 
зображено рядки та суму рядків поверхні C  разом із накладеним кількісним 
сигналом q , одержаним раніше (для приведення масштабів вектори в ГІК аналітика 
нормовано шляхом ділення всіх значень кожного вектору на максимальне значення 
у відповідному векторі). 
Застосувавши ММТТ з 2.1.2 з параметром 0,01   до кожного рядка 
поверхні, а також до їх суми, та взявши об’єднання одержаних множин, «аналітик» 
одержав множину    1,2OUT C . Оскільки за допомогою поверхні можна 
визначити два з трьох викидів, це свідчить про можливість порушення групової 
анонімності, навіть якщо атрибут «Військова служба» вилучено з мікрофайлу. 
Таким чином, навіть якщо забезпечити групову анонімність для групи 
військовослужбовців одним із класичних методів (див. 1.3), залишається можливість 
віднайти чутливу інформацію в мікрофайлі, використовуючи нечітку модель групи. 
Матриця невідповідностей (2.22) для експерименту дорівнює 
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Рисунок 4.9 – Знімок діалогового вікна в ГІК аналітика, у якому зображено кількісний сигнал (суцільна лінія), сума рядків 
концентраційної поверхні (штрихова лінія), а також окремі рядки поверхні: перший рядок (пунктирна лінія), другий 
рядок (штрих-пунктирна лінія), третій рядок (штрих-пунктирна лінія з двома точками), четвертий рядок (штрих-
пунктирна лінія з трьома точками) 
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На основі матриці «аналітик» підрахував значення метрик (2.23), (2.24) та 
(2.26), уведених у 2.4: 0,944PA , 0,938J  , 2,254MB  . Ці значення свідчать про 
високу ефективність СНВ у розкритті чутливих властивостей даних. 
Щоб замаскувати викиди q , потрібно модифікувати EC  так, щоб значення 
суми рядків C  не вказували на них. Для цього потрібно забезпечити, щоб кожне 
значення 
4
1 iji
C
 , {1,2,5}j , зменшилося до рівня, нижчого за 
maxK C , де 
maxK
C  — значення K -го найбільшого викиду 
4
1 iji
C
 , {3,4} {6,7, ,18}j   . Такий 
вибір свідчитиме, що значення 1-го, 2-го та 5-го елементів суми рядків 
модифікованої поверхні не будуть більшими за K -е найбільше значення у цій сумі. 
«Керівник» вирішив узяти 4K  , таким чином 
44max
71
0,050ii C C . 
Окрім цього, потрібно забезпечити, щоб кожне значення 
ijC , 1,4i  , {1,2,5}j , 
зменшилося до рівня, нижчого за певне значення i , 
4
1 ii
   , maxKi i C , де 
maxK
iC  — значення K -го найбільшого значення в ijC , {3,4} {6,7, ,18}j   , 1,4i  . 
Такий вибір свідчитиме, що значення 1-го, 2-го та 5-го елементів i -го рядка 
модифікованої концентраційної поверхні не будуть більшими за K -е найбільше 
значення у відповідному рядку. «Аналітик» вирішив покласти 1 17 0,017  C , 
2 29 0,004  C , 3 3,13 0,005  C , 4 49 0,023  C . 
З урахуванням міркувань, викладених у 3.1.3, «аналітик» вирішив використати 
  0,2i i ij i    C , 1,4i  , {1,2,5}j , замість i . Варто зазначити, що значення 
21C  нижче за 2 , тому замість його зменшення під час еволюційного процесу 
потрібно вимагати, щоб воно не зростало. 
Застосувавши МА, описаний у додатку В, «аналітик» одержав 600 розв’язків 
ЗЗГА, із яких 295 відповідають допустимим. На рисунку 4.10 представлено знімок 
вікна в ГІК аналітика, у якому зображено суму рядків C , що відповідає розв’язку з 
найменшою сукупною метрикою (1.17), рівною 1 102, а також суму рядків C . 
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Рисунок 4.10 – Знімок діалогового вікна в ГІК аналітика, у якому зображено суму рядків початкової концентраційної 
поверхні (суцільна лінія) та сума рядків модифікованої концентраційної поверхні (штрихова лінія) 
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Представлений розв’язок належить множині допустимих, оскільки застосування 
ММТТ до нього дає    3,4,7,9,10,11,16,17,18OUT  C , тобто в модифікованому 
УЦПМ немає викидів, що відповідають викидам початкового ЦПМ. Аналогічні 
міркування справедливі для всіх 295 одержаних допустимих розв’язків ЗЗГА. 
Середня сукупна метрика (1.17) по цих розв’язках ЗЗГА дорівнює 1180,966. 
Іншими словами, потрібно модифікувати  1180,966 8 334 364 0,044%   значень 
атрибутів мікрофайлу для того, щоб забезпечити групову анонімність. 
Розв’язання поставленої задачі силами колективу з п’яти фахівців зайняло 
10 год 25 хв. Розв’язання цієї ж задачі за допомогою інформаційної технології, 
описаної в [13], зайняло 26 год 15 хв., тобто в 2,5 разу більше часу. При цьому якість 
розв’язків, одержаних за допомогою технології з [13], гірша, оскільки середня 
метрика по 1000 розв’язках становить 2052,725. Пришвидшення роботи ІТ ЗА 
пояснюється відсутністю в потребі вручну підбирати коефіцієнти ВП для одержання 
розв’язку, а також автоматичною процедурою відбору якісних розв’язків замість 
візуального перебору з боку «керівника» всіх одержуваних розв’язків. 
У силу стохастичної природи алгоритму, можна стверджувати, що МА 
задовольняє вимогу з 1.4.3 щодо неможливості відновлення даних початкового 
мікрофайлу шляхом аналізу даних модифікованого мікрофайлу. 
Таким чином, наведений експеримент підтверджує виконання вимог до ІТ ЗА, 
наведених у 1.4. 
 
 
4.4.3 Впровадження інформаційної технології 
 
 
Ефективність ІТ ЗА та її відповідність поставленим у 1.4 вимогам 
підтверджено її використанням у Державній службі статистики України під час 
підготовки мікрофайлу з 10% даних Всеукраїнського перепису населення, 
проведеного у 2001 р. Завдяки використанню розроблених у дисертації нечітких 
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моделей груп та методу на основі міметичних обчислень силами колективу з п’яти 
фахівців удалося забезпечити анонімність групи військовослужбовців за рахунок 
зміни менше за 0,003% значень атрибутів мікрофайлу. 
Розроблену інформаційну технологію також було використано в Державній 
службі статистики України в рамках проекту UKR2U706 «Підвищення доступності 
неагрегованих даних статистики населення для формування політики національного 
і галузевого розвитку та публічного доступу», здійснюваного за підтримки Фонду 
ООН з питань народонаселення. Випробування технології силами колективу з п’яти 
фахівців під час підготовки низки мікрофайлів за даними Всеукраїнського перепису 
населення засвідчило, що впровадження ІТ ЗА дає змогу пришвидшити в 
середньому в 2,5 разу підготовку мікрофайлів, у яких забезпечено анонімність даних 
про групи респондентів. 
Впровадження ІТ ЗА в Державній службі статистики України зайняло 56 
людино-годин часу. Таким чином, ІТ ЗА задовольняє вимогу, висунуту в 1.4.3. 
 
 
4.5 Висновки до розділу 
 
 
У розділі розглянуто ІТ ЗА. Із числа можливих варіантів для побудови ІТ ЗА 
вибрано трирівневу клієнт-серверну архітектуру як таку, що задовольняє вимоги до 
інформаційної технології (підтримка декількох користувачів, високий рівень 
безпеки, надійності, гнучкості та продуктивності). Вибрана архітектура забезпечує 
високу надійність даних за рахунок використання окремого сервера БД та уведення 
окремого «адміністратора», в обов’язки якого входить регулярне резервне 
копіювання БД. Також ця архітектура забезпечує високий рівень безпеки, оскільки 
доступ до сервера БД здійснюється виключно через сервер застосувань, а дані 
мікрофайлу видаляються з БД після завершення розв’язання ЗЗГА. 
Описано етапи, операції та дії ІТ ЗА, наведено принципи функціювання ІТ ЗА 
на кожному етапі у вигляді відповідних сценаріїв використання. 
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Описано два варіанти розробки ІТ ЗА. У першому варіанті ІТ ЗА інтегрується з 
Інтегрованою системою обробки статистичних даних Державної служби статистики 
України шляхом розроблення застосувань, специфічних для розв’язання задачі групової 
анонімності, та розгортання їх на сервері застосувань центрального рівня ІСОСД. Як 
сервер БД у цьому випадку використовується головний сервер БД ІСОСД. У другому 
варіанті ІТ ЗА може інтегруватися з іншими інформаційними системами, для чого 
обґрунтовано вибір сервера застосувань Oracle Glassfish та сервера БД MySQL. 
Описано розроблену концептуальну модель даних, реалізацію застосувань ІТ ЗА. 
Проведено експериментальні дослідження ІТ ЗА на основі розв’язання реальних задач 
забезпечення групової анонімності, виконано впровадження ІТ ЗА. На основі 
проведених експериментів установлено, що за результатами анонімізації обсяг 
спотворення даних не перевищує 0,05% від загального числа значень атрибутів, 
швидкість формування модифікованого мікрофайлу збільшується щонайменше у 2,4 
разу порівняно з використанням описаних у літературі інформаційних технологій 
забезпечення групової анонімності, а дані початкового мікрофайлу неможливо 
відновити на основі даних модифікованого мікрофайлу. Використання ІТ ЗА в 
Державній службі статистики засвідчило, що вона дає змогу пришвидшити в 
середньому в 2,5 разу підготовку мікрофайлів, у яких забезпечено анонімність даних 
про групи респондентів. 
Таким чином ІТ ЗА задовольняє вимоги, висунуті в 1.4. Виконання вимог до ІТ 
ЗА дало змогу забезпечити ефективність запропонованої технології, що 
продемонстровано на наведених прикладах. 
Результати, подані в розділі, автор опублікував у працях [80, 90, 116, 119, 126, 
154, 158]. 
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ВИСНОВКИ 
 
 
У дисертаційній роботі розв’язано актуальну науково-прикладну задачу 
розроблення інформаційної технології забезпечення анонімності даних про групи, 
відносно яких існує ризик її порушення у випадку вилучення з мікрофайлу сутнісних 
атрибутів. Одержано такі нові теоретичні та практичні результати: 
1. На основі аналізу існуючих методів розв’язання ЗЗГА обґрунтовано підхід до 
забезпечення анонімності за допомогою методів, які не передбачають участі експерта 
на етапі оцінювання розв’язків ЗЗГА та враховують ситуації, коли анонімність даних 
про групу можна порушити у випадку вилучення з мікрофайлу сутнісних атрибутів. 
2. За результатами аналізу моделей груп респондентів мікрофайлів, що 
використовуються для порушення анонімності даних про ці групи, запропоновано 
вдосконалені моделі груп, які відрізняються від існуючих врахуванням базових 
атрибутів мікрофайлу під час визначення ступеня належності респондента групі, що 
дає можливість адаптувати ЗЗГА до груп респондентів, анонімність яких можна 
порушити у випадку вилучення з мікрофайлу сутнісних атрибутів як за наявності, так і 
за відсутності доступу до сторонніх даних. 
3. Виходячи з аналізу методів виявлення підгруп, запропоновано 
вдосконалений метод, який відрізняється від існуючих новою мірою якості нечітких 
правил для опису підгруп, яка враховує непропорційно велику відносну перевагу 
кількостей елементів підгрупи над кількостями елементів поза нею в окремих 
областях простору ознак, що дає змогу виділяти підгрупи малого обсягу та високої 
локальної концентрації. Застосування методу на практиці для побудови нечіткої 
моделі групи на основі сторонніх даних показало, що точність застосування 
побудованої моделі для визначення викидів ЦПМ перевищує 0,9, а гіпотеза про 
залежність результатів застосування від істинного розподілу викидів правдоподібна. 
4. На основі аналізу постановки ЗЗГА як задачі пошуку максимального потоку 
мінімальної вартості, у якій на архітектуру мережі накладено нечіткі обмеження, 
вперше розроблено оригінальний метод її розв’язання на основі міметичних обчислень, 
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який полягає у формуванні відповідних нечітких обмежень та дальшому застосуванні 
гібридного еволюційного алгоритму, де вони враховуються у функції пристосованості. 
Застосування методу на практиці дало змогу одержати розв’язки, які забезпечують 
анонімність шляхом зміни не більше за 0,005% значень атрибутів мікрофайлу. 
5. За результатами аналізу існуючих засобів забезпечення групової анонімності 
даних удосконалено відповідну інформаційну технологію, яка відрізняється тим, що 
враховує комбінації значень базових атрибутів мікрофайлу. Застосування технології 
дало змогу забезпечити маскування викидів ЦПМ відносно груп, щодо яких існує ризик 
порушення анонімності у випадку вилучення з мікрофайлу сутнісних атрибутів. 
Проведені експериментальні дослідження технології шляхом розв’язання ЗЗГА на 
прикладі реальних даних дали змогу встановити, що обсяг спотворень даних не 
перевищує 0,05% від загальної кількості значень атрибутів мікрофайлу, а швидкість 
формування модифікованого мікрофайлу збільшується щонайменше у 2,4 разу 
порівняно з використанням існуючих технологій забезпечення групової анонімності. 
6. Розроблені моделі, методи та інформаційну технологію використано та 
впроваджено, що дало змогу підвищити ефективність переробки мікрофайлів для 
забезпечення анонімності даних про групи, відносно яких існує ризик її порушення 
у випадку вилучення з мікрофайлу сутнісних атрибутів. Результати використання: 
 під час підготовки мікрофайлу з 10% даних Всеукраїнського перепису 
населення, проведеного в 2001 р., у Держстаті України було досягнуто забезпечення 
анонімності групи військовослужбовців за рахунок зміни менше за 0,003% значень 
атрибутів мікрофайлу; 
 у рамках проекту UKR2U706 «Підвищення доступності неагрегованих даних 
статистики населення для формування політики національного і галузевого розвитку та 
публічного доступу», здійснюваного за підтримки Фонду ООН з питань 
народонаселення в Держстаті України, було досягнуто пришвидшення переробки 
мікрофайлів, у яких забезпечено анонімність заданих груп, у середньому в 2,5 разу. 
Тим самим доведено, що поставлені завдання виконано, а мету роботи досягнуто. 
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Додаток А 
Особливості виконання дій інформаційної технології 
А.1 Методика виконання окремих дій інформаційної технології 
 
 
У цьому додатку розглянемо методику виконання окремих дій ІТ ЗА. 
Для виконання дії Д1.2.2 «аналітик» повинен слідувати такій методиці 
застосування ММТТ до ЦПМ θ : 
 задати параметр значущості 0,01  ; 
 якщо, на думку «аналітика», одержана множина  OUT θ  містить забагато 
викидів, зменшити параметр   удвічі та повторити виконання алгоритму ММТТ; 
інакше, перейти до виконання Д1.2.3. 
Виконуючи дію Д2.3.1, «аналітик» повинен слідувати такій методиці 
налагодження параметрів ГА: 
 розмір популяції   не повинен бути дуже великим, оскільки що більша 
кількість правил, то довше, за інших рівних параметрів, відбуватиметься 
еволюційний процес. Якщо значення параметра буде дуже мале, еволюційний 
процес не відбуватиметься взагалі. За замовчуванням можна покласти 100  ; 
 кількість особин  , які в кожному поколінні замінюють на нащадків 
повинна бути / 2  , інакше на кожній ітерації змінюватиметься більша частина 
популяції, що негативно впливатиме на збіжність алгоритму. За замовчуванням 
можна покласти 40  ; 
 імовірність 
cp  застосування рекомбінації повинна бути високою, як 
правило, 1cp  ; 
 імовірність 
mp  застосування мутації повинна бути невеликою, 0,10mp  . 
За замовчуванням можна покласти 0,05mp   як значення, яке зазвичай 
використовують для задач класифікації [93]; 
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 розмір турніру для турнірного відбору повинен бути достатньо великим, 
але не наближатися до  , оскільки відбір набуватиме ознак детермінованого. За 
замовчуванням можна покласти розмір турніру, рівний 10; 
 кількість поколінь за замовчуванням можна покласти 100N  ; 
 кількість запусків ГА за замовчуванням можна покласти 10GN  ; 
 поріг відносної достовірності   не повинен бути меншим за 0,75, при 
цьому вибір занадто великого значення  , наприклад, 1  , може призвести до того, 
що жодне правило не буде згенеровано. За замовчуванням можна покласти 0,75  ; 
 мінімально допустимий носій lim  правила повинен давати змогу відсікти 
правила, які описують дуже малі групи. За замовчуванням можна покласти 
0,001lim  . 
Якщо у випадку генерації порожньої множини нечітких правил «керівник» 
ухвалив рішення запустити ГА з іншими параметрами, «аналітик» повинен під час 
зміни параметрів слідувати такій методиці: 
а) збільшити N  на 100 та перезапустити ГА; 
б) якщо це не допоможе, змінити (у порядку зменшення пріоритету) 
параметри 
mp , cp ,  ,   та перезапустити ГА; 
в) якщо це не допоможе, зменшити   на 10% та перезапустити ГА. 
Для виконання дії Д2.4.2 «аналітик» повинен слідувати методиці застосування 
ММТТ до ДЦПМ auxq , описаній вище в контексті θ . 
Виконуючи дію Д2.4.4, «аналітик» повинен керуватися такими міркуваннями: 
 якщо точність класифікації (2.23) висока (як правило, 0,8PA ), 
статистика J Йовдена (2.24) прямує до 1, а метрика MB  (2.26) свідчить про сильну 
гіпотезу (див. таблицю 2.1), то модель адекватна; 
 якщо метрики суперечать одна одній, перевагу потрібно надавати MB , 
потім — J, потім — PA  [122]. 
Якщо за результатами виконання дії Д2.4.4 встановлено, що збудована модель 
неадекватна, «керівник» може зробити висновок про відсутність ризику порушення 
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анонімності, якщо за результатами роботи ГА генерується не менше 20 правил, а 
модель при цьому неадекватна, або якщо не вдається згенерувати достатню 
кількість правил за щонайменше 20 запусків ГА з різними параметрами. Це рішення 
повинно також залежати від наявних людських та часових ресурсів. 
Для виконання дії Д3.2.2 «аналітик» повинен слідувати методиці застосування 
ММТТ до УЦПМ Θ , описаній вище в контексті θ , при цьому визначати викиди 
потрібно як на рівні окремих рядків Θ , так і на рівні суми рядків (див. 2.3.3). 
Виконуючи дію Д3.2.4, «аналітик» повинен керуватися міркуваннями, 
наведеними вище в контексті дії Д2.4.4. 
Якщо за результатами виконання дії Д3.2.4 встановлено, що збудована модель 
неадекватна, «керівник» може зробити висновок про відсутність ризику порушення 
анонімності залежно від наявних людських та часових ресурсів: якщо ресурсів 
достатньо, можна виконати етап Е3 з іншими параметрами СНВ, інакше — 
встановити факт відсутності ризику. 
Виконуючи операцію О4.1, «керівник» повинен керуватися такими 
міркуваннями: 
 що більше значення порогу сумісності  0,1comp  , то більше 
модифікований сигнал θ  відповідатиме накладеним на нього нечітким 
обмеженням. Як правило, 0,5comp  . За замовчуванням можна покласти 0,5comp  ; 
 значення порогу чутливості  0,1outK   можна інтерпретувати як відносну 
частку викидів θ , які не буде масковано в θ , тобто які належатимуть множині 
 OUT θ . Зокрема, якщо 0outK  , то допустимим розв’язком ЗЗГА буде тільки 
розв’язок, за якого всі викиди θ  масковано; 
 значення порогу спотворень  0,1distK   можна інтерпретувати як відносну 
частку допустимого обсягу спотворень, тобто maxdistK C  визначатиме гранично 
допустимий обсяг спотворень, де maxC  — найбільше можливе сумарне значення 
визначальної метрики (1.17), яку можна обчислити для розв’язуваної ЗЗГА за 
відповідної метрики. 
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Виконуючи дію Д4.2.1, «керівник» повинен здійснювати вибір індекс K -ого 
найбільшого значення з урахуванням наступного міркування: у випадку високої 
сумісності модифікованого ЦПМ θ  з накладеними нечіткими обмеженнями 
значення j
 ,  ej OUT θ , не будуть більшими за K -е найбільше значення в 
θ . 
Виконуючи дію Д4.2.3, «аналітик» повинен слідувати такій методиці 
налагодження параметрів МА: 
 розмір популяції   не повинен бути ні занадто великим, ні занадто малим, 
але повинен бути достатнім для уможливлення вибору остаточного розв’язку ЗЗГА 
з-поміж низки допустимих. За замовчуванням можна покласти 100  ; 
 кількість особин  , які в кожному поколінні замінюють на нащадків 
повинна бути / 2  , інакше на кожній ітерації змінюватиметься більша частина 
популяції, що негативно впливатиме на збіжність алгоритму. За замовчуванням 
можна покласти 40  ; 
 імовірність 
cp  застосування оператора рекомбінації повинна бути 
достатньо високою, як правило, 1cp  ; 
 імовірності 
1m
p , 
2m
p , 
3m
p  та 
4m
p  застосування складових 1M , 2M , 3M  та 
4M  оператора мутації M  повинні бути невеликими. За замовчуванням можна 
покласти 
1 2 3 4
0,001m m m mp p p p    ; 
 розмір турніру для турнірного відбору повинен бути достатньо великим, 
але не наближатися до  , оскільки відбір набуватиме ознак детермінованого. За 
замовчуванням можна покласти розмір турніру, рівний 5; 
 кількість поколінь за замовчуванням можна покласти 1000N  ; 
 кількість запусків МА за замовчуванням можна покласти 10MN  ; 
 параметр значущості   для ММТТ (для визначення викидів в одержуваних 
за допомогою МА модифікованих сигналах). За замовчуванням можна покласти 
0,01  . 
Якщо за результатами виконання дії Д4.3.3 розв’язків не буде одержано, 
«керівник» може зробити висновок про відсутність ризику порушення анонімності 
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залежно від наявних людських та часових ресурсів: якщо ресурсів достатньо, то 
можна запускати МА з різними параметрами, якщо ресурси обмежені, можна 
змінити параметри ЗЗГА. 
Якщо ухвалено рішення запустити МА з іншими параметрами, «аналітик» 
повинен під час зміни параметрів слідувати такій методиці: 
а) збільшити N  на 50% та перезапустити МА; 
б) якщо це не допоможе, зменшити порогові значення 
j  спадних нечітких 
обмежень на 10% та перезапустити МА; 
в) якщо це не допоможе, змінити (у порядку зменшення пріоритету) 
параметри 
mp , cp ,  ,   та перезапустити МА. 
 
 
А.2 Діаграми діяльності та послідовностей 
 
 
Загальну послідовність виконання всіх дій користувачами з різними ролями 
представлено на UML-діаграмах діяльності (activity diagram) на рисунках А.1–А.3. 
На діаграмі прийнято такі позначення: М — мікрофайл, ДМ — допоміжний 
мікрофайл, ГМ — гармонізований мікрофайл, ДГМ — допоміжний гармонізований 
мікрофайл, ММ — модифікований мікрофайл, Мд — метадані мікрофайлу, ДМд — 
метадані допоміжного мікрофайлу, ГМд — метадані гармонізованого мікрофайлу, 
ДГМд — метадані допоміжного гармонізованого мікрофайлу Операцію О4.5 на 
рисунку А.3 не відображено, оскільки її повинен виконувати «адміністратор». 
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Рисунок А.1 — Діаграма діяльності користувачів ІТ ЗА відповідно до типових ролей (частина 1) 
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Рисунок А.2 — Діаграма діяльності користувачів ІТ ЗА відповідно до типових ролей (частина 2) 
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Рисунок А.3 — Діаграма діяльності користувачів ІТ ЗА відповідно до типових ролей 
на етапі Е4 
 
На рисунках А.4–А.5 представлено діаграму послідовностей для процесів на 
етапі Е2. 
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Рисунок А.4 — Діаграма послідовностей для процесів на етапі Е2 (частина 1) 
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Рисунок А.5 — Діаграма послідовностей для процесів на етапі Е2 (частина 2) 
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На рисунку А.6 представлено діаграму послідовностей для процесів на етапі Е3. 
 
 
Рисунок А.6 — Діаграма послідовностей для процесів на етапі Е3 
 
На рисунку А.7 представлено діаграму послідовностей для процесів на етапі Е4. 
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Рисунок А.7 — Діаграма послідовностей для процесів на етапі Е4 
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Додаток Б 
Концептуальна модель даних 
Б.1 Графічне подання моделі даних 
 
 
На рисунках Б.1–Б.3 наведено фрагменти концептуальної моделі даних ІТ ЗА, 
кожний із яких приблизно відповідає тому чи іншому етапу ІТ ЗА. 
 
 
Рисунок Б.1 – Фрагмент концептуальної моделі даних ІТ ЗА, 
який відповідає етапу Е2 
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Рисунок Б.2 – Фрагмент концептуальної моделі даних ІТ ЗА, 
який відповідає етапу Е3 
  1
8
2
 
 
Рисунок Б.3 – Фрагмент концептуальної моделі даних ІТ ЗА, 
який відповідає етапу Е4 
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Б.2 Опис сутностей моделі даних 
 
 
Розглянемо сутності моделі даних, які подаватимемо в алфавітному порядку. 
Сутність Action відповідає діям ІТ ЗА. Атрибутами сутності є: 
 ACT_Index — індекс дії (тип VACHAR(10)), первинний ключ; 
 ACT_Description — опис дії (тип VARCHAR(100)). 
Сутність ActionRole слугує для організації зв’язку «багато-до-багатьох» між 
ролями та діями. Власних атрибутів не має. 
Сутності Attribute, AttributeCharacteristic, AttributeIntervals та AttributeValue 
сукупно відповідають атрибутам мікрофайлів. Атрибутами сутності Attribute є: 
 AT_Name — назва атрибута (тип VARCHAR(256)), первинний ключ; 
 AT_Description — опис атрибута в довільній формі, зрозумілій для людини 
(тип VARCHAR(2000)); 
 AT_Type — тип атрибута (може набувати значень із домену AttributeType 
зі значеннями CATEGORICAL та ORDINAL, які відповідають категорійним та 
порядковим атрибутам мікрофайлу, відповідно). 
Атрибутами сутності AttributeCharacteristic є: 
 AC_Date — дата внесення в БД відповідного набору характеристик (тип 
DATETIME), первинний ключ; 
 AC_Weight — вага атрибута для метрики (1.17) (тип FLOAT); 
 AC_Xi — значення 2  для метрики (1.17) (тип FLOAT). Для спрощення 
реалізації ІТ ЗА вважається, що значення 1  завжди дорівнює 0. 
Атрибутами сутності AttributeIntervals є: 
 AI_Date — дата внесення в БД інтервалів (тип DATETIME), первинний ключ; 
 AI_Intervals — список інтервалів допустимих значень відповідного 
атрибута мікрофайлу для побудови нечіткої моделі групи (тип VARCHAR(1000)). 
Кожне значення даного атрибута має формат 1 1 2 2, , , k kl r l r l r   , наприклад, рядок 
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«18-60,70-75» означає, що допустимими значеннями атрибута мікрофайлу є 
значення від 18 до 60 включно, а також від 70 до 75 включно. 
Атрибутами сутності AttributeValue є: 
 AV_Date — дата внесення в БД відповідного значення (тип DATETIME); 
 AV_Value — значення атрибута мікрофайлу (тип INTEGER); 
 AV_Description — опис значення в довільній формі, зрозумілій для 
людини (тип VARCHAR(1000)); 
 AV_Importance — чи є значення параметризуючим або сутнісним (може 
набувати значень із домену AttributeImportance зі значеннями PARAMETER та VITAL, 
які відповідають параметризуючим та сутнісним значенням, відповідно). 
Сутність AuxExpertOultier відповідає викидам ДЦПМ, які, на думку 
«статистика», потрібно враховувати під час розв’язання задачі. Атрибутами сутності є: 
 AEO_Date — дата внесення в БД відповідних викидів (тип DATETIME), 
первинний ключ; 
 AEO_Outlier — індекси значень допоміжного кількісного сигналу, що 
відповідають викидам, які визначив «статистик», у вигляді рядку, у якому значення 
розділено комами (тип VARCHAR(1000)). 
Сутність AuxSignal відповідає ДЦПМ у рамках задачі. Атрибутами сутності є: 
 AS_Date — дата внесення в БД значень відповідного допоміжного 
кількісного сигналу (тип DATETIME), первинний ключ; 
 AS_Values — значення сигналу у вигляді рядку, у якому значення 
розділено комами (тип VARCHAR(1000)); 
 AS_Crisp_Values — значення чіткого сигналу у вигляді рядку, у якому 
значення розділено комами (тип VARCHAR(1000)). 
Сутність ExpertOutlier відповідає викидам ЦПМ, які, на думку «статистика», 
потрібно враховувати під час розв’язання задачі. Атрибутами сутності є: 
 EO_Date — дата внесення в БД відповідних викидів (тип DATETIME), 
первинний ключ; 
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 EO_Outlier — індекси значень цільового сигналу, що відповідають 
викидам, які визначив «статистик», у вигляді рядку, у якому значення розділено 
комами (тип VARCHAR(1000)). 
Сутність FISParameter відповідає загальним параметрам СНВ як складової 
нечіткої моделі групи на основі експертних знань (див. 2.3). Атрибутами сутності є: 
 FIS_Date — дата внесення в БД параметрів відповідної СНВ (тип 
DATETIME), первинний ключ; 
 FIS_Type — тип УЦПМ (може набувати значень із домену FISType зі 
значеннями QUANTITY та CONCENTRATION, які відповідають кількісній та 
концентраційній поверхні, відповідно); 
 FIS_Intervals — значення інтервалів розбиття ступенів належності (тип 
VARCHAR(1000)). Кожне значення даного атрибута має формат 
1 1 2 2, , , k kl r l r l r   , наприклад, рядок «0.5-0.6,0.6-0.7» означає, що для побудови 
УЦПМ буде використано інтервали  1 0,5;0,6   та  2 0,6;0,7  ; 
 FIS_Union — тип нечіткого об’єднання в СНВ (може набувати значень із 
домену FuzzyUnion зі значеннями MAXIMUM та SUM, які відповідають максимуму 
та обмеженій сумі, відповідно); 
 FIS_Intersection — тип нечіткого перетину в СНВ (може набувати значень 
із домену FuzzyIntersection зі значеннями MINIMUM та PRODUCT, які відповідають 
мінімуму та добутку, відповідно); 
 FIS_Aggregation — тип нечіткої агрегації в СНВ (може набувати значень із 
домену FuzzyAggregation зі значеннями MAXIMUM та SUM, які відповідають 
максимуму та обмеженій сумі, відповідно); 
 FIS_Implication — тип нечіткої імплікації в СНВ (може набувати значень із 
домену FuzzyImplication зі значеннями MINIMUM та LUKASIEWICZ, які 
відповідають мінімуму та імплікації Лукашевича, відповідно); 
 FIS_Defuzzification — тип дефазицікації в СНВ (може набувати значень із 
домену Defuzzification зі значеннями CENTROID, MOM та COM, які відповідають 
методу центроїдів, мінімуму по максимумах та середньому по максимумах, відповідно). 
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Сутність FISRule відповідає нечітким правилам СНВ як складової нечіткої 
моделі групи на основі експертних знань (див. 2.3). Атрибутами сутності є: 
 FRUL_Date — дата внесення в БД відповідного правила СНВ (тип 
DATETIME), первинний ключ; 
 FRUL_Rule — індекси нечітких значень відповідних лінгвістичних 
змінних, які фігурують у відповідному правилі, у вигляді рядку, у якому значення 
розділено комами (тип VARCHAR(1000)). 
Сутність FuzzyModelParameter відповідає нечітким значенням лінгвістичних 
змінних, які є складовими нечітких моделей груп. Атрибутами сутності є: 
 FMP_Date — дата внесення в БД відповідного значення (тип DATETIME), 
первинний ключ; 
 FMP_Name — кодова назва значення (тип VARCHAR(256)); 
 FMP_Params — параметри функції належності, яка відповідає даному 
значенню, у вигляді рядку, у якому значення розділено комами (тип VARCHAR(256)). 
Сутність FuzzyRestriction відповідає нечітким обмеженням, які накладають на 
значення відповідних ЦПМ, ДЦПМ чи УЦПМ. Атрибутами сутності є: 
 FR_Date — дата внесення в БД відповідного нечіткого обмеження (тип 
DATETIME), первинний ключ; 
 FR_Index — індекс відповідного ЦПМ, ДЦПМ чи УЦПМ, на яке 
накладають обмеження (тип INTEGER); 
 FR_Epsilon — порогове значення   для нечіткого обмеження (тип INTEGER); 
 FR_Type — тип нечіткого обмеження (може набувати значень із домену 
RestrictionType зі значеннями DESC та ASC, які відповідають спадним та 
зростаючим обмеженням, відповідно). 
Сутність FuzzyRule відповідає правилам нечіткої моделі групи на основі 
сторонніх даних (див. 2.2.2). Атрибутами сутності є: 
 FRU_Date — дата внесення в БД відповідного правила (тип DATETIME), 
первинний ключ; 
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 FRU_Rule — індекси нечітких значень відповідних лінгвістичних змінних, 
які фігурують у відповідному правилу, у вигляді рядку, у якому значення розділено 
комами (тип VARCHAR(1000)); 
 FRU_DF — фактор дискримінації DF  правила (тип FLOAT); 
 FRU_RCF — фактор відносної достовірності RCF  правила (тип FLOAT); 
 FRU_Kappa — носій   правила (тип FLOAT). 
Сутність GAParameters відповідає параметрам ГА побудови нечіткої моделі 
групи на основі сторонніх даних (див. 2.2.3). Атрибутами сутності є: 
 GA_Date — дата внесення в БД відповідних параметрів ГА (тип 
DATETIME), первинний ключ; 
 GA_Mu — розмір популяції   (тип INTEGER); 
 GA_Lambda — кількість   особин, які в кожному поколінні замінюють на 
новоутворених (тип INTEGER); 
 GA_ProbC — імовірність cp  рекомбінації (тип FLOAT); 
 GA_ProbM — імовірність mp  мутації (тип FLOAT); 
 GA_TournSize — розмір турніру в турнірному відбору (тип INTEGER); 
 GA_N — кількість N  поколінь (тип INTEGER); 
 GA_NG — кількість GN  запусків ГА (тип INTEGER); 
 GA_Gamma — поріг відносної достовірності   (тип FLOAT); 
 GA_Kappa — поріг носія lim  (тип FLOAT). 
Сутність GenExpertOutlier відповідає викидам УЦПМ, які, на думку 
«статистика», потрібно враховувати під час розв’язання задачі. Атрибутами сутності є: 
 GEO_Date — дата внесення в БД відповідних викидів (тип DATETIME), 
первинний ключ; 
 GEO_Outlier — індекси значень цільової поверхні, що відповідають 
викидам, які визначив «статистик», у вигляді рядку, у якому значення розділено 
комами (тип VARCHAR(2000)). 
Сутність GenSignal відповідає УЦПМ у рамках задачі. Атрибутами сутності є: 
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 GS_Date — дата внесення в БД значень відповідної цільової поверхні (тип 
DATETIME), первинний ключ; 
 GS_Values — значення поверхні у вигляді рядку, у якому значення в 
рамках рядків поверхні розділено комами, а самі рядки розділено крапками з комами 
(тип VARCHAR(1000)). 
Сутність LinguisticVariable відповідає лінгвістичним змінним у нечітких 
моделях груп. Атрибутами сутності є: 
 LV_Date — дата внесення в БД відповідної змінної (тип DATETIME), 
первинний ключ; 
 LV_Name — кодова назва змінної (тип VARCHAR(256)); 
 LV_Description — опис змінної у довільній формі, зрозумілій для людини 
(тип VARCHAR(1000)). 
Сутність MAParameters відповідає параметрам МА розв’язання ЗЗГА 
(див.3.2.3). Атрибутами сутності є: 
 MA_Date — дата внесення в БД відповідних параметрів МА (тип 
DATETIME), первинний ключ; 
 MA_Mu — розмір популяції   (тип INTEGER); 
 MA_Lambda — кількість   особин, які в кожному поколінні замінюють на 
новоутворених (тип INTEGER); 
 MA_ProbC — імовірність cp  рекомбінації (тип FLOAT); 
 MA_ProbM — імовірності 
1 2 3 4
, , ,m m m mp p p p  мутації у вигляді рядку, у 
якому значення розділено комами (тип VARCHAR(50)); 
 MA_TournSize — розмір турніру в турнірному відбору (тип INTEGER); 
 MA_N — кількість N  поколінь (тип INTEGER); 
 MA_NM — кількість MN  запусків МА (тип INTEGER); 
 MA_Alpha — ступінь значущості   для ММТТ (тип FLOAT); 
 MA_L — бажане граничне значення L  кількості рядків в особині (тип 
INTEGER). 
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Сутність MembershipFunction відповідає функціям належності, які 
використовуються на різних етапах розв’язання задачі. Атрибутами сутності є: 
 ID_MF — унікальний ідентифікатор функції належності (тип INTEGER), 
первинний ключ; 
 MF_Name — внутрішня назва функції в системі Scilab, яка реалізує 
відповідну функцію належності (тип VARCHAR(256)); 
 MF_Title — назва функції належності (тип VARCHAR(256)); 
Сутність Microfile відповідає мікрофайлу, групову анонімність у якому 
потрібно забезпечити в рамках задачі. Атрибутами сутності є: 
 ID_Microfile — унікальний ідентифікатор мікрофайлу (тип INTEGER), 
первинний ключ; 
 MI_Name — назва мікрофайлу (тип VARCHAR(256)); 
 MI_Description — опис мікрофайлу у довільній формі, зрозумілій для 
людини (тип VARCHAR(2000)); 
 MI_Data — дані мікрофайлу (тип BLOB). 
Сутність MicrofileTask слугує для зв’язку мікрофайлів (сутність Microfile), які 
вважаються допоміжними, гармонізованими, допоміжними гармонізованими, із 
задачею (сутність Task). Єдиним атрибутом сутності є MCT_Type — тип 
мікрофайлу (тип INTEGER). 
Сутність MMTT відповідає параметрам методу ММТТ, описаного в 2.1.2. 
Атрибутами сутності є: 
 MMTT_Date — дата внесення в БД відповідного параметру (тип 
DATETIME), первинний ключ; 
 MMTT_Alpha — рівень значущості   для методу (тип FLOAT). 
Сутність MMTT_AuxSignal відповідає викидам допоміжного сигналу. Єдиним 
атрибутом сутності є AS_Outliers — індекси значень сигналу, що відповідають 
викидам, визначеним за допомогою ММТТ, у вигляді рядку, у якому значення 
розділено комами (тип VARCHAR(1000)). 
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Сутність MMTT_GenSignal відповідає викидам поверхні. Єдиним атрибутом 
сутності є GS_Outliers — індекси значень поверхні, що відповідають викидам, 
визначеним за допомогою ММТТ, у вигляді рядку, у якому значення розділено 
комами (тип VARCHAR(1000)). 
Сутність MMTT_Signal відповідає викидам сигналу. Єдиним атрибутом 
сутності є SI_Outliers — індекси значень сигналу, що відповідають викидам, 
визначеним за допомогою ММТТ, у вигляді рядку, у якому значення розділено 
комами (тип VARCHAR(1000)). 
Сутність ModelAdequacy відповідає характеристикам адекватності нечіткої 
моделі групи. Атрибутами сутності є: 
 MAD_Date — дата внесення в БД відповідних характеристик (тип 
DATETIME), первинний ключ; 
 MAD_PA — значення точності класифікації (2.23) моделі (тип FLOAT); 
 MAD_J — значення статистики J  Йовдена (2.24) моделі (тип FLOAT); 
 MAD_MB — значення метрики MB  (2.26) моделі (тип FLOAT). 
Сутність Role відповідає ролям користувачів ІТ ЗА. Атрибутами сутності є: 
 RO_Date — дата створення ролі (тип DATETIME), первинний ключ; 
 RO_Name — назва ролі (тип VARCHAR(100)); 
 RO_Active — активність ролі (тип SMALLINT): атрибут дорівнює 0, якщо 
роль неактивна, 1 — активна. 
Сутність Signal відповідає ЦПМ у рамках задачі. Атрибутами сутності є: 
 SI_Date — дата внесення в БД значень ЦПМ (тип DATETIME), первинний ключ; 
 SI_Values — значення сигналу у вигляді рядку, у якому значення розділено 
комами (тип VARCHAR(1000)). 
Сутність Solution відповідає розв’язкам задачі. Атрибутами сутності є: 
 SO_Date — дата внесення в БД відповідного розв’язку (тип DATETIME), 
первинний ключ; 
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 SO_Matrix — значення розв’язку (див. формат особин МА у 3.2.3) у 
вигляді рядку, у якому значення в рамках рядків розв’язку розділено комами, а самі 
рядки розділено крапками з комами (тип VARCHAR(5000)); 
 SO_Acomp — сумісність розв’язку з накладеними на нього нечіткими 
обмеженнями (тип FLOAT); 
 SO_Kout — чутливість розв’язку (тип FLOAT); 
 SO_Kdist — спотворення, які вносить розв’язок у мікрофайл (тип FLOAT); 
 SS_SelectionDate — дата визначення відповідного розв’язку як остаточного 
(тип DATETIME). 
Сутність Task відповідає задачі забезпечення групової анонімності, у рамках 
якої потрібно забезпечити анонімність у мікрофайлі. Атрибутами сутності є: 
 ID_Task — унікальний ідентифікатор задачі (тип INTEGER), первинний ключ; 
 TA_Type — тип задачі (може набувати значень із домену TaskType зі 
значеннями QUANTITY та CONCENTRATION, які відповідають кількісній та 
концентраційній ЗЗГА, відповідно); 
 TA_DateStart — дата початку розв’язання задачі (тип DATETIME); 
 TA_DateChange — дата останньої дії в рамках задачі (тип DATETIME); 
 TA_DateEnd — дата завершення розв’язання задачі (тип DATETIME); 
 TA_CurrentStage — поточний етап розв’язання задачі (тип VARCHAR(10)); 
 TA_RemoveVital — значення, яке вказує, чи потрібно в рамках розв’язання 
задачі вилучати з мікрофайлу сутнісний атрибут (тип SMALLINT). 
Сутність TaskParameters відповідає параметрам ЗЗГА. Атрибутами сутності є: 
 TP_Date — дата внесення в БД відповідних параметрів (тип DATETIME), 
первинний ключ; 
 TP_Acomp — поріг сумісності розв’язку з накладеними на нього нечіткими 
обмеженнями (тип FLOAT); 
 TP_Kout — поріг чутливості розв’язку (тип FLOAT); 
 TP_Kdist — поріг спотворень розв’язку (тип FLOAT); 
 TP_K — значення K  для формування нечітких обмежень. 
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Сутність User відповідає користувачам ІТ ЗА. Атрибутами сутності є: 
 ID_User — ідентифікатор користувача (тип INTEGER), первинний ключ; 
 US_Login — логін користувача для автентифікації (тип VARCHAR(36)); 
 US_Password — пароль користувача для автентифікації (тип VARCHAR(36)); 
 US_Role — тип користувача (може набувати значень із домену UserRule зі 
значеннями STAT, METHOD, ANALYST, SUPERVISOR та ADMIN, які відповідають 
статистику, методологу, аналітику, керівнику та адміністратору, відповідно); 
 US_Name — ім’я користувача (тип VARCHAR(256)); 
 US_Active — значення, яке вказує, чи активний користувач (тип SMALLINT); 
 US_Date — дата створення користувача в системі (тип DATETIME). 
Сутність UserRole слугує для організації зв’язку «багато-до-багатьох» між 
користувачами ІТ ЗА та ролями. Власних атрибутів не має. 
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Додаток В 
Параметри нечітких моделей груп в експериментах 
із інформаційною технологією та результати їх застосування 
В.1 Параметри нечіткої моделі групи на основі сторонніх даних 
В.1.1 Характеристики атрибутів мікрофайлів 
 
 
В експерименті з ІТ ЗА, описаному в 4.4.1, було проведено таку гармонізацію 
мікрофайлів: 
а) атрибути «Професія» в обох мікрофайлах було замінено на новий атрибут 
«Військовослужбовець», який має значення «0» та «1». Значення «1» мають тільки 
записи, які мають значення атрибута «Професія», наведені в таблиці В.1; 
б) з обох мікрофайлів було вилучено всі атрибути, окрім атрибутів «Місце 
роботи», «Військовослужбовець» та 13 базових гармонізованих атрибутів «Вік», 
«Рівень освіти [узагальнений]», «Стать», «Раса [узагальнена]», «Кількість робочих 
годин на тиждень», «Іспанське походження [узагальнене]», «Сімейний стан», 
«Спосіб добирання на роботу», «Час виходу на роботу», «Час на дорогу на роботу», 
«Кількість робочих тижнів на рік (інтервал)», «Сукупний дохід» та «Володіння 
англійською». Інформацію про атрибути наведено в таблиці В.2, у якій прийнято 
такі позначення: C — категорійний атрибут, O — порядковий атрибут. 
 
Таблиця В.1 – Значення атрибута «Професія», які відповідають значенню «1» 
гармонізованого атрибута «Військовослужбовець» 
Значення 
атрибута 
Інтерпретація 
551010 Військовослужбовці офіцерського складу 
552010 Військовослужбовці сержантсько-старшинського складу 
553010 Військовослужбовці рядового складу 
559830 Військовослужбовці без зазначення звання 
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Таблиця В.2 – Базові гармонізовані атрибути з експерименту 
Індекс Назва Тип Значення 
1b  Вік O 000 — до 1 року, від 1 до 130 — вік від 1 до 130 років, 
135 — 135 років 
2b  Рівень 
освіти 
[узагаль-
нений] 
C 00 — незастосовно або без освіти, 01 — початкова 
школа до 4 класу, 02 — 5–8-ий класи, 03 — 9-ий клас, 
04 — 10-ий клас, 05 — 11-ий клас, 06 — 12-ий клас, 
07 — 1-ий курс ВНЗ, 08 — 2-ий курс ВНЗ, 09 — 3-ій 
курс ВНЗ, 10 — 4-ий курс ВНЗ, 11 — 5-ий курс ВНЗ і 
вище 
3b  Стать C 1 — чоловік, 2 — жінка 
4b  Раса 
[узагаль-
нена] 
C 1 — європеоїд, 2 — негроїд, 3 — індіанець, 4 — 
китаєць, 5 — японець, 6 — інший монголоїд, 7 — інша 
раса, 8 — дві основні раси, 9 — три і більше основних 
рас 
5b  Кількість 
робочих 
годин на 
тиждень 
O 00 — незастосовно, від 01 до 98 — від 1 до 98 годин на 
тиждень, 99 — 99 годин і більше 
6b  Іспанське 
поход-
ження 
[узагаль-
нене] 
C 0 — не іспанського походження, 1 — мексиканець, 
2 — пуерторіканець, 3 — кубинець, 4 — інше, 9 — не 
вказано 
7b  Сімейний 
стан 
C 1 — одружений, проживає з подружжям, 2 — 
одружений, подружжя проживає окремо, 3 — 
розлучений, 4 — розірваний шлюб, 5 — удівець, 6 — 
ніколи не був одружений 
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Продовження таблиці В.2 
Індекс Назва Тип Значення 
8b  Спосіб 
добирання 
на роботу 
C 00 — незастосовно, 10 — автомобільний транспорт, 
11 — автомобіль, 12 — водій, 13 — пасажир, 14 — 
грузовик, 15 — фургон, 20 — мотоцикл, 30 — 
громадський транспорт, 31 — автобус чи тролейбус, 
32 — трамвай, 33 — метро, 34 — залізниця, 35 — таксі, 
36 — пором, 40 — велосипед, 50 — пішки, 60 — інше, 
70 — працює вдома 
9b  Час 
виходу на 
роботу 
O 0000 — незастосовно, інші значення відповідають часу 
виходу на роботу минулого тижня (значення від 0001 
до 2359 кодують моменти часи від 00:01 до 23:59, 
відповідно) 
10b  Час на 
дорогу на 
роботу 
O 000 — незастосовно, інші значення відповідають 
тривалості часу, у хв., який займає дорога на роботу 
11b  Кількість 
робочих 
тижнів на 
рік 
(інтервал) 
C 0 — незастосовно, 1 — 1–13 тижнів, 2 — 14–26 тижнів, 
3 — 27–39 тижнів, 4 — 40–47 тижнів, 5 — 48–49 
тижнів, 6 — 50–52 тижнів 
12b  Сукупний 
дохід 
O Семизначне число, яке відповідає доходу респондента 
за попередній рік у доларах США 
13b  Володіння 
англій-
ською 
C 0 — незастосовно, 1 — не володіє, 2 — володіє, 3 — 
володіє тільки англійською, 4 — володіє дуже добре, 
5 — володіє добре, 6 — володіє не дуже добре, 7 — 
невідомо, 8 — неможливо визначити 
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В.1.2 Параметри лінгвістичних змінних нечіткої моделі 
 
 
Проміжки допустимих значень    ,j jl L u L    базових змінних для кожної 
лінгвістичної змінної 
jL , 1,13j  , що відповідає базовому гармонізованому 
атрибуту 
j
H
bw , 1,13j  , наведено в таблиці В.3. 
 
Таблиця В.3 – Проміжки допустимих значень базових змінних кожної лінгвістичної 
змінної з експерименту 
Назва лінгвістичної змінної 
jL   jl L   ju L  
Вік 18 45 
Рівень освіти [узагальнений] 1 11 
Стать 1 2 
Раса [узагальнена] 1 2 
Кількість робочих годин на тиждень 0 100 
Іспанське походження [узагальнене] 0 9 
Сімейний стан 1 6 
Спосіб добирання на роботу 0 70 
Час виходу на роботу 1 2359 
Час на дорогу на роботу 1 119 
Кількість робочих тижнів на рік (інтервал) 1 6 
Сукупний дохід 0 200 000 
Володіння англійською 2 5 
 
Уведемо декілька узагальнених параметризованих функцій належності: 
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Для визначених лінгвістичних змінних було задано такі нечіткі значення: 
а) змінна 
1L  має 5 нечітких значень із функціями належності: 
1) «Молодий»,    
1,1
;7,05;15,40;22,50;27,20 ;A x PIMF x   
2) «Середнього віку 1»,    
1,2
;2,0;27,5 ;A x GAUSSMF x   
3) «Середнього віку 2»,    
1,3
;2,0;32,5 ;A x GAUSSMF x   
4) «Середнього віку 3»,    
1,4
;2,0;37,5 ;A x GAUSSMF x   
5) «Старий»,    
1,5
;37,85;42,50;47,5 5 ;0; 4,85A x PIMF x   
б) змінна 
2L  має 2 нечіткі значення з функціями належності: 
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1) «Низький»,    
2,1
;1;1;8;10 ;A x TRAPMF x   
2) «Високий»,    
2,2
;8;10;11 ;;11A x TRAPMF x   
в) змінна 
3L  має 2 нечіткі значення з функціями належності: 
1) «Чоловік»,  
3,1
1, 1
інакше0,
A
x
x

  

; 
2) «Жінка»,  
3,2
1, 2
0, інакше
A
x
x

  

; 
г) змінна 
4L  має 2 нечіткі значення з функціями належності: 
1) «Європеоїд»,  
4,1
1, 1
0, інакше
A
x
x

  

; 
2) «Негроїд»,  
4,2
1, 2
0, інакше
A
x
x

  

; 
д) змінна 
5L  має 3 нечіткі значення з функціями належності: 
1) «Низька»,    
5,1
;0,0;0,0;29,9;40,3 ;A x PIMF x   
2) «Середня»,    
5,2
;2,5;40,0 ;A x GAUSSMF x   
3) «Висока»,    
5,3
;40,2;50,1;100,0;100, ;0A x PIMF x   
е) змінна 
6L  має 2 нечіткі значення з функціями належності: 
1) «Ні»,  
6,1
1, 0
0, інакше
A
x
x

  

; 
2) «Так»,  
6,2
1, 1 9
0, інакше
A
x
x
 
  

; 
ж) змінна 
7L  має 2 нечіткі значення з функціями належності: 
1) «У шлюбі»,  
7,1
1, 1 2
0, інакше
A
x
x
 
  

; 
2) «Поза шлюбом»,  
7,2
1, 3 6
0, інакше
A
x
x
 
  

; 
з) змінна 
8L  має 3 нечіткі значення з функціями належності: 
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1) «Власний транспорт»,  
8,1
1, 0 20
0, інакше
A
x
x
 
  

; 
2) «Громадський транспорт»,  
8,2
1, 30 36
0, інакше
A
x
x
 
  

; 
3) «Пішки»,  
8,3
1, 40 50
0, інакше
A
x
x
 
  

; 
и) змінна 
9L  має 3 нечіткі значення з функціями належності: 
1) «Уночі»,    
9,1
;1;1;530;630 ;A x PIMF x   
2) «Уранці»,    
9,2
;530;630;800;900 ;A x PIMF x   
3) «Удень»,    
9,3
;800;900;2 359;2 359 ;A x PIMF x   
к) змінна 
10L  має 3 нечіткі значення з функціями належності: 
1) «Нетривалий»,    
10,1
;1;1;10;15 ;A x PIMF x   
2) «Середній»,    
10,2
;10;15;30;45 ;A x PIMF x   
3) «Тривалий»,    
10,3
;35;45;120;120 ;A x PIMF x   
л) змінна 
11L  має 2 нечіткі значення з функціями належності: 
1) «Нестандартна»,    
11,1
;1;1;5;6 ;A x TRAMPF x   
2) «Стандартна»,    
11,2
;;5;6;6;6A x TRAMPF x   
м) змінна 
12L  має 3 нечіткі значення з функціями належності: 
1) «Низький»,    
12,1
;0;0;9 000;12 000 ;A x PIMF x   
2) «Середній»,    
12,2
;9 000;12 000;70 000;90 000 ;A x PIMF x   
3) «Високий»,    
12,3
;70 000;90 000;200 000 0 .;2 0 000A x PIMF x   
Для змінної 
13L  не було визначено жодного додаткового значення, окрім 
значення за замовченням. Проміжок допустимих значень її базової змінної було 
використано для вилучення з мікрофайлів недопустимих записів, але атрибут не 
брав участі в побудові нечітких правил за допомогою ГА. 
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В.1.3 Параметри та результати застосування генетичного алгоритму 
 
 
Для побудови правил нечіткої моделі було застосовано ГА (див. 3.2.3) з 
такими параметрами: 
 розмір популяції — 100  ; 
 на кожній ітерації 40   найменш пристосованих особин замінювали на 
нащадків, одержаних після застосування операторів рекомбінації та мутації; 
 імовірність рекомбінації — 1,00cp  , мутації — 0,05mp  ; 
 розмір турніру в операторі відбору — 10; 
 ГА запускався 10GN   разів, під час кожного запуску виконання 
алгоритму завершувалося після генерації 100N   поколінь. 
Серед усіх правил, одержаних у кожному поколінні алгоритму, було вибрано 
правила, чий фактор відносної достовірності (2.14) перевищував значення 0,750  , 
а носій перевищував значення 0,001lim  . Після цього з набору правил було 
вилучено правила, які є частинними випадками загальніших правил із цього ж 
набору. У таблиці В.4 наведено всі правила побудованої таким чином нечіткої 
моделі. Для кожного правила наведено його фактор дискримінації (2.12), фактор 
відносної достовірності (2.14) та носій. 
 
Таблиця В.4 – Нечіткі правила з нечіткої моделі групи для прикладу 
R  DF  RCF  Носій 
 1,0,0,0,0,0,2,3,1,1,0,2  0,032 0,755 0,032 
 1,0,0,0,3,0,0,3,1,0,0,0  0,031 0,787 0,031 
 1,0,0,0,3,1,0,3,0,0,2,1  0,012 0,801 0,012 
 1,0,0,1,0,1,0,3,1,1,1,2  0,010 0,781 0,010 
 1,0,0,1,3,0,0,3,0,0,2,1  0,012 0,851 0,012 
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Продовження таблиці В.4 
R  DF  RCF  Носій 
 1,0,1,0,0,0,0,3,1,1,0,2  0,034 0,840 0,034 
 1,0,1,0,0,0,2,3,1,1,2,0  0,025 0,765 0,025 
 1,0,1,0,3,0,2,3,2,0,0,1  0,018 0,931 0,018 
 1,0,1,0,3,1,0,3,2,0,0,1  0,017 0,915 0,018 
 1,0,1,1,0,0,0,3,1,1,2,0  0,025 0,754 0,026 
 1,0,1,1,0,0,2,3,1,0,0,2  0,032 0,751 0,032 
 1,1,0,0,3,0,2,3,2,1,0,1  0,018 0,951 0,018 
 1,1,0,0,3,1,0,3,2,0,0,1  0,019 0,767 0,019 
 1,1,1,0,3,0,0,3,2,0,2,1  0,009 1,876 0,009 
 1,1,1,0,3,0,0,3,2,1,1,1  0,008 0,761 0,009 
 1,1,1,0,3,0,2,3,0,1,2,1  0,010 1,325 0,010 
 1,1,1,0,3,0,2,3,2,1,2,0  0,026 0,767 0,026 
 1,2,1,0,0,0,0,3,1,0,0,2  0,002 0,914 0,002 
 
В.1.4 Результати аналізу викидів, одержаних за допомогою нечіткої моделі 
 
 
У таблиці В.5 наведено результати аналізу викидів кількісного та допоміжного 
кількісного сигналів, побудованих для штатів США за допомогою нечіткої моделі 
для даних ACS 2013 р. У таблицю включено тільки штати, число працюючих 
військовослужбовців у яких перевищує 0,5% загальної кількості 
військовослужбовців у початковому HM , тобто 0,005 5519 . 
 
  2
0
2
 
Таблиця В.5 – Результати застосування нечіткої моделі до мікрофайлу Спостереження за американським суспільством 2013 р. 
Штат 
Кількість викидів у 
кількісному сигналу 
Кількість нерозкритих 
викидів 
Кількість викидів у 
допоміжному 
кількісному сигналу 
Кількість хибних 
викидів 
Алабама 2 2 1 1 
Аляска 2 0 2 0 
Аризона 4 1 4 1 
Вашингтон 4 1 3 0 
Вірджинія 7 4 4 1 
Гаваї 1 0 1 0 
Джорджія 7 3 4 0 
Іллінойс 2 1 2 1 
Каліфорнія 3 1 2 0 
Канзас 2 2 0 0 
Кентуккі 2 1 1 0 
Колорадо 2 0 2 0 
Коннектикут 1 0 2 1 
Луїзіана 4 4 0 0 
Мериленд 3 2 1 0 
  2
0
3
 
Продовження таблиці В.5 
Штат 
Кількість викидів у 
кількісному сигналу 
Кількість нерозкритих 
викидів 
Кількість викидів у 
допоміжному 
кількісному сигналу 
Кількість хибних 
викидів 
Міссісіпі 1 0 1 0 
Міссурі 2 2 0 0 
Невада 1 0 1 0 
Нью-Джерсі 2 2 0 0 
Нью-Мехіко 2 2 0 0 
Нью-Йорк 2 0 2 0 
Огайо 2 1 3 2 
Оклагома 3 2 1 0 
Південна Кароліна 4 1 3 0 
Північна Кароліна 3 1 2 0 
Техас 6 1 5 0 
Флорида 7 5 3 1 
Загалом 81 39 50 8 
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В.1.5 Параметри міметичного алгоритму 
 
 
У рамках експерименту було використано МА з такою функцією належності: 
 
 
 
   
     
 
1 3
5 29
* *
НЙ 2013 НЙ 2013
13
2 4
1 1
1
25
2
299 sign , ,
299
,2,12 ,2,11
1
,
1
i i
aux aux
crisp cr
Q
u i k u i k
s
i k
Q
i p
u W u W
f
q U
U
ZMF Z qF UM
e
 

 
 
  


  M M
 (В.1) 
 
де 
max 299C  ; 
     
kW  — k -ий базовий атрибут, 1,13k  ; 
      ,j ki WM  — оператор, який повертає значення атрибута kW  i -го запису jM . 
Кожний рядок у (В.1) відповідає окремому терму функції пристосованості 
(3.14). 
Для спрощення інтерпретації результатів усі базові атрибути було покладено 
категорійними з такими параметрами (1.17): 1k   1,13k  , 2 1  . Визначена в 
такий спосіб метрика показує кількість значень атрибутів, які потрібно 
модифікувати за один обмін записів між параметричними підмікрофайлами. 
Параметри МА було обрано так: 100  , 40  , 1cp  , 
1 2 3 4
0,001m m m mp p p p    , 0,75memp  , розмір турніру в операторі відбору було 
вибрано рівним 5. Вибір цих параметрів є типовим для задач відповідного класу. 
Алгоритм припиняв свою роботу після генерації 1000N   популяцій. 
Для упередження передчасної збіжності алгоритму під час роботи МА 
ймовірність мутації збільшувалася вдесятеро щоразу, коли середньоквадратичне 
відхилення пристосованостей особин у популяції ставало меншим за 0,03. 
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Параметри ЗЗГА для оцінювання якості розв’язку було визначено так: 
а) значення порогу сумісності — 0,5comp  ; 
б) значення порогу чутливості — 0outK  ; 
в) значення порогу спотворень — 0,25distK  . 
Було виконано 10MN   запусків МА. 
 
 
В.2 Параметри нечіткої моделі групи на основі експертних знань 
В.2.1 Параметри нечітких значень змінних нечіткої моделі 
 
 
У рамках експерименту, описаного в 0, як атрибути для вхідних змінних було 
вибрано атрибути «Вік», «Стать», «Раса», «Сімейний стан», «Рівень освіти» та 
«Кількість робочих годин на тиждень». Далі «статистик» виконав кроки процедури з 
2.3.2, у такий спосіб: 
а) відповідно до [178], розподіли військовослужбовців рядового та 
сержантсько-старшинського складу значеннями цих атрибутів мають вигляд: 
1) 43,3% — віком 25 років і молодші, 22,8% — віком 26–30 років, 13,1% — 
віком 31–35 років, 9,2% — віком 36–40 років, 5,5% — віком 41 рік і старші; 
2) 85,8% — чоловіки, 14,2% — жінки; 
3) 16,9% — негроїдної раси, 83,1% — ні; 
4) 54,0% — одружені, 41,3% — не одружувалися, 4,6% — розлучені; 
5) 93,4% мають освітній ступінь, нижчий за бакалавра, 5,3% мають ступінь 
бакалавра (решта 1,3% не завершували школи або їхній освітній рівень невідомий); 
б) за результатами аналізу інформації з [178] було вирішено розглядати 
респондентів, молодших за 18 років та старших за 45 років як таких, що не належать 
групі військовослужбовців; 
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в) із множини атрибутів було виключено «Сімейний стан», оскільки розподіл 
за цим атрибутом близький до рівномірного; 
г) крок було опущено, оскільки всі атрибути надають важливу інформацію; 
д) з урахуванням експертного міркування, що всі військовослужбовці 
повинні володіти англійською мовою на достатньому рівні, до множини атрибутів 
було додано атрибут «Володіння англійською мовою»; 
е) крок було опущено як непотрібний для даної задачі; 
ж) було вибрано значення «3» та «4» атрибута «Володіння англійською 
мовою» («Низький рівень» та «Зовсім не володіє», відповідно) як такі, що 
відповідають респондентам, які не належать групі військовослужбовців; 
з) було вибрано п’ять вхідних змінних для СНВ: «Вік», «Стать», «Раса», 
«Рівень освіти» та «Кількість робочих годин на тиждень». «Вік» має 5 нечітких 
значень — «Молодий», «Середнього віку 1», «Середнього віку 2», «Середнього віку 
3», «Старий», «Стать» має 2 значення — «Чоловік», «Жінка», «Раса» має 2 
значення — «Не негроїд», «Негроїд», «Рівень освіти» має 2 значення — «Низький» 
та «Високий», «Кількість робочих годин на тиждень» має 3 значення — «Мала», 
«Середня», «Велика». Інформацію про параметри значень наведено нижче; 
и) вихідна змінна «Ступінь належності нечіткій групі» має 4 нечіткі 
значення — «Дуже низький», «Низький», «Середній», «Високий». Інформацію про 
параметри цих значень, а також набір нечітких правил СНВ наведено нижче; 
к) було вирішено взяти функцію максимуму як нечіткі об’єднання та 
агрегацію, функцію мінімуму — як нечіткі перетин та імплікацію, а метод 
центроїдів — як метод дефазифікації. 
Параметри вхідних змінних СНВ мають такий вигляд: 
а) змінна «Вік» має 5 нечітких значень із функціями належності: 
1) «Молодий»,    Молодий ;7,05;15,40;22,50;27,20 ;x PIMF x   
2) «Середнього віку 1»,    Середнього віку1 ;2,0;27,5 ;x GAUSSMF x   
3) «Середнього віку 2»,    Середнього віку 2 ;2,0;32,5 ;x GAUSSMF x   
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4) «Середнього віку 3»,    Середнього віку 3 ;2,0;37,5 ;x GAUSSMF x   
5) «Старий»,    Старий ;37,85;42,50;47,50 , ;;54 85x PIMF x   
б) змінна «Стать» має 2 нечіткі значення з функціями належності: 
1) «Чоловік»,  Чоловік
1, 1
0 інак е, ш
x
x

  

; 
2) «Жінка»,  Жінка
1, 2
0, інакше
x
x

  

; 
в) змінна «Раса» має 2 нечіткі значення з функціями належності: 
1) «Не негроїд»,  Не негроїд
інакше
1, 0
0,
x
x

  

; 
2) «Негроїд»,  Негроїд
1, 1
0 інак е, ш
x
x

  

; 
г) змінна «Рівень освіти» має 2 нечіткі значення з функціями належності 
(коди наведено в таблиці В.6): 
1) «Низький»,    Низький ;;1;1;12;14x TRAPMF x   
2) «Високий»,    Високий ;12;14;16;16 ;x TRAPMF x   
д) змінна «Кількість робочих годин на тиждень» має 3 нечіткі значення з 
функціями належності: 
1) «Мала»,    Мала ;0,0;0,0;29,9;40,3 ;x PIMF x   
2) «Середня»,    Середня ;2,5;40,0 ;x GAUSSMF x   
3) «Велика»,    Велика ;40,2;50,1;100,0;100,0 .x PIMF x   
 
Таблиця В.6 – Коди значень атрибута «Рівень освіти» 
Код Опис Код Опис 
1 Жодної освіти 9 Випускник школи 
2 Початкова школа до 4 класу 10 Коледж, до 1 року 
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Продовження таблиці В.6 
Код Опис Код Опис 
3 5–6 класи 11 1 або більше років коледжу, без диплому 
4 7–8 класи 12 Асоційований ступінь 
5 9 клас 13 Ступінь бакалавра 
6 10 клас 14 Ступінь магістра 
7 11 клас 15 Професійний ступінь 
8 12 клас, без диплому 16 Докторський ступінь 
 
Для вихідної змінної «Ступінь належності нечіткій групі» було вибрано такі 
значення з відповідними функціями належності: 
а) «Дуже низький»,    Дуже низький ; 59,00;0,14 ;x SIGMF x    
б) «Низький»,    Низький ;0,07;0,25 ;x GAUSSMF x   
в) «Середній»,    Середній ;0,07;0,50 ;x GAUSSMF x   
г) «Високий»,    Високий .;0,16;1,00x GAUSSMF x   
 
 
В.2.2 База правил нечіткої моделі та побудовані поверхні 
 
 
Для СНВ було сформовано базу нечітких правил, наведену в таблиці В.7. Ці 
правила було одержано шляхом аналізу [178]. Наприклад, якщо майже половина 
всіх військовослужбовців молоді, багато з них працює понад 40 годин на тиждень, і 
абсолютна більшість серед них — чоловіки-європеоїди з низьким рівнем освіти, то 
респондентів із таким набором характеристик можна вважати належними нечіткій 
групі військовослужбовців із «Високим» ступенем. 
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Таблиця В.7 – База нечітких правил для СНВ з експерименту (ДН позначає значення 
«Дуже низький», Н — «Низький», С — «Середній», В — «Високий») 
Кількість 
робочих 
годин на 
тиждень 
Освіта Стать Раса Вік 
Моло-
дий 
Сер. 
віку 
1 
Сер. 
віку 
2 
Сер. 
віку 
3 
Ста-
рий 
Мала Низький Чоловік Негроїд ДН ДН ДН ДН ДН 
Не негроїд Н ДН ДН ДН ДН 
Жінка Негроїд ДН ДН ДН ДН ДН 
Не негроїд ДН ДН ДН ДН ДН 
Високий Чоловік Негроїд ДН ДН ДН ДН ДН 
Не негроїд ДН ДН ДН ДН ДН 
Жінка Негроїд ДН ДН ДН ДН ДН 
Не негроїд ДН ДН ДН ДН ДН 
Середня Низький Чоловік Негроїд Н ДН ДН ДН ДН 
Не негроїд В Н Н Н Н 
Жінка Негроїд ДН ДН ДН ДН ДН 
Не негроїд Н ДН ДН ДН ДН 
Високий Чоловік Негроїд ДН ДН ДН ДН ДН 
Не негроїд ДН ДН ДН ДН ДН 
Жінка Негроїд ДН ДН ДН ДН ДН 
Не негроїд ДН ДН ДН ДН ДН 
Велика Низький Чоловік Негроїд Н ДН ДН ДН ДН 
Не негроїд В С С С Н 
Жінка Негроїд ДН ДН ДН ДН ДН 
Не негроїд Н ДН ДН ДН ДН 
Високий Чоловік Негроїд ДН ДН ДН ДН ДН 
Не негроїд ДН Н Н Н Н 
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Продовження таблиці В.7 
Кількість 
робочих 
годин на 
тиждень 
Освіта Стать Раса Вік 
Моло-
дий 
Сер. 
віку 
1 
Сер. 
віку 
2 
Сер. 
віку 
3 
Ста-
рий 
Велика Високий Жінка Негроїд ДН ДН ДН ДН ДН 
Не негроїд ДН ДН ДН ДН ДН 
 
Застосувавши збудовану таким чином СНВ, було одержано такі кількісну та 
концентраційну поверхні (результати наведено з трьома десятковими знаками, хоча 
всі обчислення виконувалися з вищою точністю): 
 
 
204 23 56 328
218 54 94 377
159 12 46 183
179 29 53 284
438 97 151 730
160 28 41 211
116 25 34 170
834 159 238 1099
745 142 226 900
144 23 45 192
155 35 49 276
144 31 48 191
150 33 46 183
194 30 53 245
176 31 60 238
330 57 95 374
433 62 122 439
619 86 192 738
T










Q
0,024 0,003 0,007 0,039
0,020 0,005 0,009 0,035
0,016 0,001 0,005 0,019
0,016 0,003 0,005 0,026
0,017 0,004 0,006 0,028
0,016 0,003 0,004 0,021
0,017 0,004 0,005 0,025
0,016 0,00
, T








 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C
3 0,005 0,022
0,019 0,004 0,006 0,023
0,014 0,002 0,004 0,018
0,017 0,004 0,005 0,029
0,016 0,003 0,005 0,021
0,017 0,004 0,005 0,021
0,017 0,003 0,005 0,021
0,016 0,003 0,005 0,021
0,014 0,002 0,004 0,016
0,014 0,002 0,004 0,014
0,013 0,00
.
2 0,004 0,016
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
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В.2.3 Параметри міметичного алгоритму 
 
 
У рамках експерименту було використано МА з такою функцією належності: 
 
   
  
     
     
     
     
1 4
2 5
8
3 6
1 1
11
31 41
12 22
32 42
15 25
21 976 sign , ,
21 976
,127,204
,40,56 ,160,328
,172,218 ,34,54
,48,94 ,215,377
,429,438 ,89,97
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де max 21 976C  ; 
     kW  — k -ий визначальний атрибут, 1,8k   (як визначальні атрибути було вибрано 
атрибути «Стать», «Вік», «Раса», «Сімейний стан», «Рівень освіти», 
«Громадянство», «Рівень доходу», «Кількість робочих тижнів»); 
      ,ij kl W

M  — оператор, який повертає значення атрибута kW  l -го запису 
i
j

M . 
Для спрощення інтерпретації результатів усі визначальні атрибути було 
покладено категорійними з такими параметрами метрики (1.17): 1k   1,13k  , 
2 1  . Визначена в такий спосіб метрика (1.17) показує кількість значень атрибутів, 
які потрібно модифікувати за один обмін записів між параметричними 
підмікрофайлами. 
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Параметри алгоритму було вибрано так: 60  , 20  , 1cp  , 
1 2 3 4
0,005m m m mp p p p    , 0,75memp  , розмір турніру в операторі відбору було 
вибрано рівним 5. Вибір цих параметрів є типовим для задач відповідного класу. 
Алгоритм завершував свою роботу по одержанню 750N   послідовних поколінь. 
Популяцію було ініціалізовано шляхом випадкового генерування матриць 
особин із різною кількістю рядків. Елементи перших двох стовпців кожної особини 
було згенеровано за рівномірним законом із імовірностями, пропорційними 
різницям відповідних елементів Q  та бажаних значень модифікованої поверхні 
(параметри a  функцій ZMF ). Елементи стовпців 4 та 5 кожної особини було 
згенеровано за рівномірним законом із імовірностями, пропорційними загальним 
кількостям записів у відповідних підмікрофайлах. Для упередження передчасної 
збіжності ймовірності мутації множилися на 10 щоразу, коли середньоквадратичне 
відхилення пристосованостей особин у популяції ставало меншим за 0,03. 
Параметри ЗЗГА для оцінювання якості розв’язку було визначено так: 
а) значення порогу сумісності — 0,5comp  ; 
б) значення порогу чутливості — 0outK  ; 
в) значення порогу спотворень — 0,1distK  . 
Було виконано 10MN   запусків МА. 
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Додаток Г 
Довідки про впровадження результатів дисертації 
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