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ABSTRACT 
It is proved that the unperturbed matrix pencil is a normal pencil if there exists a 
small perturbation such that the equality sign holds in the Bauer-Fike type in equality 
using p norms. 
1. INTRODUCTION 
During the past few years significant advances have been made in the 
perturbation theory for the generalized eigenvalue problems of matrix pencils 
(refer to Sun [5], Stewart [7], and Sun [6] for details). In Elsner and Sun [2], a 
theorem called the Bauer-Fike type theorem was developed; it is a generaliza- 
tion of the well-known Bauer-Fike theorem (Bauer and Fike [l]). Recently, Li 
[4] has generalized and slightly improved the Bauer-Fike type theorem 
(which he calls the Elsner-Sun theorem). In this paper, we will give a 
generalization of the theorems proved in Hald [3]. 
We use the following notation: capital letters for matrices, lowercase 
Latin letters for column vectors, and lowercase Greek letters for scalars; also 
we use Cmx” for the set of m by n complex matrices, C n = CnX1, C = C’. 
The symbol I(“) stands for the n by n unit matrix (also we just write Z for 
convenience when no confusion arises). AT, AH, and A’ denote the trans- 
pose, conjugate transpose, and Moore-Penrose inverse of A, respectively. A 
peculiarity is the use of a pair of positive numbers (p, q) for a dual number 
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. . 
Parr, i.e., 
1 1 
- +-=l for q>l; p=l forq=+w and p=+co forq=l. 
P 9 
(1) 
The symbol = denotes a definition or identical equality. For p > 1, r E C “, 
and A E CmXn, we use 
Il4l, = I? I&l” 
i 1 
l/P 
) 
i=l 
l141p = ,,~~~llA4l, 
XD 
to denote the p norms of the vector x and matrix A, respectively, where 
r = (51, * * * 2 .$,)T. It is well known that ]]x]]~ = maxi G i G n &I, so in this paper 
we define 
i i 
i 15ilm 
l/m 
i-l 
= mFl5il 
for convenience. Another symbol used frequently is PA (A E C mx”) which is 
the orthogonal projection onto the subspace spanned by the column vectors 
of A. It can be proved that (e.g. see Sun [6, pp. 41-421) 
p*=AA+ and PA” = A+A. 
2. PRELIMINARIES 
DFSINITION 1. A matrix pencil A - h B E C n Xn is called a regular 
ma&ix pencil of ora!f?r n if 
det(A-XB)fO for AEC. 
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DEFINITION 2. A regular matrix pencil is said to be diagonulizable if 
there exist two invertible matrices P, Q E C n x n such that 
A= PAQ~Pdiag(cu,,...,(Y,)Q, 
B=P~Q~Pdiag(P,,...,P,)Q. 
(3) 
If, in addition, the matrix Q can be chosen as a unitary matrix, then A - A B 
is called a non& matrix pencil of order n. Moreover, if Q = I(“), then 
A - XB is called a diagonal matrix pencil. 
DEFINITION 3. A number pair ((u, B) # (0,O) is a generalized eigenvalw 
of the regular matrix pencil A - X B if it satisfies 
det( /3A - (YB) = 0, A, B E CnXn. (4) 
The spectral set of a regular matrix pencil A - X B is denoted by 
X(A, B), i.e., 
X(A,B)= {(o,fi)#(O,O):det(j3A-cllB)=O}, (5) 
and in this paper the “distance” between two generalized eigenvalues 
(introduced by Li [4]) is measured by 
Equation (6) is not a metric on the Riemann sphere, as can be easily 
verified by noting that p&(0,1),(1,1)) # p&(1,1),(0,1)) when Q f 2. For 
Q = 2 (at this time, we drop the subscript 2 by convention), (6) is known as 
the choral metric. It is easily verified that 
2-IlkWp2( .) < p,( -) Q 211'q-l'2'p2( *), l<g<+co. (7) 
THEOREM 1 (Bauer-Fike type theorem [2,4]). Suppose a regulat matrix 
pencil A - XB E Cnx” is diugunalizuble and admits the decomposition (3). 
Suppose C-XDEC”~” i.s any regular matrix pencil. Let 
Z=(A,B), W = (C, D). (8) 
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where the p condition number K~ and S{2, *,{ C, D} are defined as 
K,(Q) = IIQII,IIQ-‘Il, (10) 
One can give a proof of Theorem 1, which is different from that given in 
[4], on the way to proving Theorem 2 below. 
From now on, the symbols defined by Equations (8) and (lo)-(11) will be 
used without further explanation. For q = 2, Equation (11) has been fre- 
quently used in the literature on the perturbation of generalized eigenvalue 
problems (for details, refer to Sun [S]) because of the frequent use of (6) 
when q = 2. 
REMARK 1. The inequality (9) is slightly different from the original form 
in Li [4], which is 
For a generalization of this result to general regular matrix pencils, readers 
are referred to Li [4]. 
DEFINITION 4. A norm is called monotone if 1x1 Q lyl (i.e., the compo- 
nents of r are less than the corresponding components of y) implies that 
]]x]] < ]]y]]. If, in addition, one of the components of x strictly less than the 
corresponding component of y implies that I] xl] < ]I y ]I, then we call the norm 
strictly monotone. 
From Definition 4, we know that ]I ]lP (1 Q p Q + cc) are monotone 
norms and they are strictly monotone except for (1 ]I+ m. 
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DEFINITION 5 (Stewart [8] or Sun [6, p. 3341). Let M, N E C mx”. Then 
N is an acute perturbation of M if 
LEMMA 1 (Stewart [8]). Let M, N E C m Xn. Then N is an acute perturba- 
tion of M if and only if 
rank(M) = rank(N) = rank( PMNPMH). 
LEMMA 2. Let M,NEC~~” and rank(M) = rank(N) = m. Then N is 
an acute perturbation of M if and only if 
is invertible, i.e. rank(NM+ ) = m. 
Proof. By Lemma 1, it is sufficient to prove that 
rank(P,NP,H) = rank(NM+) 03) 
when rank(M) = rank(N) = m. In fact we have (e.g. see Sun [6, pp. 31-321) 
M+ = MH( MMH) - ‘; 
therefore MM+ = I(‘“). Hence 
P,NP,H =MM+NM+M=NM+M. 
It follows that 
rank(P&?‘& = rank(NM+M) d rank(NM+). (14) 
On the other hand, we have 
rank(NM+M) >, rank(NM+MM+) = rank(NM+). (15) 
The inequation (15) together with the inequation (14) leads to the conclusion 
that E&&ion (13) holds, and the proof of Lemma 2 is completed. n 
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COROLLARY 1. Let Z, W be as stated in Theorem 1. Then 
zw+ E c”x” 
is invertible if and only if W is an acute perturbation of Z. 
Proof. It can be easily proved that 
rank(Z) = rank(W) = n, 
since A - X B and C - XD are two regular matrix pencils. Now just apply 
Lemma 2 to finish the proof of this corollary. n 
3. MAIN RESULTS 
Now we are in the 
Bauer-Fike type theorem. 
position to give our converse theorems to the 
THEOREM 2. Suppose a regular matrix pencil A - X B E Q= nXn is di- 
agonalizable and admits the decomposition (3), and C - AD E Q: nxn is a 
perturbed regular matrix pencil of A - XB. Let (y, 6) E X(C, D), and assume 
that there is a unique (a,,, &) E h(A, B), which may be multipb, such that 
if 
for a number p~(l,+c~], then A-XB is a normu1 matrix pencil, and 
moreover A - XB is a diagonal matrix pencil provided that p # 2, i.e., 
lcp<2or2<pg+co. 
We note that our basic assumption that (a, /3) E h( A, B), which makes 
the equality sign in (13) hold, is uniquely determined. Hence, if C - X D is 
sufficiently close to the unperturbed matrix pencil A - XB, which means that 
IjPz~ - PW~JJ is sufficiently small for some norm 1) 11, then this assumption is 
satisfied according to the inequality (7) and known results on the continuity 
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of generalized eigenvalues depending on matrix elements. Thus, we have the 
following 
COROLLARY 2. Zf A - hB is not a normal matrix pencil, then the 
inequulity (9) is strict for small perturbation. 
The following theorem concerns a relation of left generalized eigenvectors 
between the two matrix pencils. 
THEOREM 3. In addition to the conditions stated in Theorem 1, we 
assume that W is an acute perturbation of Z, and y, is a left generalized 
eigenvector of C - AD corresponding to (y, S), i.e. 
Gy,Hc = yy:D. (18) 
Y:= y,“(zw+) -l (19) 
is a left generalized eigenvector mmsponding to (aO, &), i.e. 
REMARK 2. Here we give a sufficient condition which guarantees that W 
is an acute perturbation of Z. We know that (e.g. see Sun [6, pp. 285-2871) 
Pz = P, = I(“), 
IIPP - PW412 G max( u 
IIZ - WI, 
m 
h(z) 
4nin(W)> ’ 
where umin( .) denotes the smallest singular value of a matrix. Thus if 
then W is an acute perturbation of Z. Therefore in Theorem 3 one can 
replace the condition W is an acute perturbation of Z by the inequality (21). 
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4. PROOF OF THEOREMS 2-3 
4.1. Proof of Theorem 2 
Without loss of generality, we assume vm = 1 and 1 ai 1 q + 1 &I q = 1 
(1~ i < n). We know that any two nonzero number pairs represent the same 
generalized eigenvalue if one can be obtained by multiplying two compo- 
nents of the other with a nonzero complex number; therefore it is reasonable 
to assume that A and Q satisfy 
(22) 
when &) represents same generalized as ((Y,, 
Because (y, E h(C, the matrix - yD singular, and is 
ZW’(SC yD). Thus exists a vector y C” such 
y*(SZW+C-yzw+lq=o, 
and it follows that (note that ZZ+ = I) 
o= -y"(GZWfC-yZWfD) 
=y”[&(A-ZW+C)-y(B-ZW+C)-@A-yB)] 
=y”{Z[i3(Z+A-W+C)-y(Z+B-W+D)] -@A-YB)} 
= y"P( 6A - yq 
x 
i 
(sn-yn>-'(R,q Q i i Q (pz+v~( “$+c?). (23) 
From Equations (16) and (17), one can easily obtain that (y, 8) e h( A, B); 
thus SA - yQ is nonsingular. Let 
x”= y”P(GA - yn). 
Obviously, x f 0, and from Equation (23) we have 
x”(GA - yQ) -‘(A,Sl) (24) 
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By a proper normalization of y, we can assume that x has norm one, and a 
multiplication with Q- ’ leads to the equation 
rH(SA - yiq -‘(h,q (Q Q)(Pz. - PwH,( $)Q-‘= P. 
It turns out that 
l=l(xH&= XH(6A-YQ)-1(A,Q) 
II 
iQ &H- &A( !;&il, 
One can easily verify that (Li [4]) 
IlwuI,=1(( “:J=L 
whence the inequation (25) becomes 
d p,((cu,, PO),(y, s)) K,(Q) II+ - Pw4 
(25) 
(26) 
By Equation (17), we deduce that all the equality signs in (25) and (26) hold. 
Hence, from the assumption of Theorem 2 and the beginning of the proof, we 
have 
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where x=([,,..., &,)r. Therefore from Equation (24) we have 
it follows that (x HQ = oH) 
(28) 
This gives 
This inequation together with (10) and K,,(Q) 2 1 leads to 
and 
‘c,(Q) = 1. 
Firstly, if p = 2 (thus q = 2), then using the singular value decomposition 
of Q, we deduce straightforwardly that 
Q - is unitary. 
IlQllz 
Hence, replacing P and Q by P/Qllz and Q/IIQl12, respectively, in the 
decomposition (3), we deduce that A - XB is normal. 
Secondly, suppose that p # 2, i.e. 1~ p < 2 or 2 < p < + 00. Now we 
need the help of the following lemma duing to Hald. 
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LEMMA (Hald [3]). Suppose Q E C “X” is invertible. Zf 
K,(Q) = 1, ldp<2 or 2<pb+co, 
177 
(30) 
then 
Q = qRS, (30 
where IJ is a positive number, R a pennutaticm matrix, and S a diagonal 
matrix whose diagonal elements have modulus one. 
By Hald’s lemma, we now have Equation (31). Hence replacing P and Q 
by qPR and I(“), respectively, in the decomposition (3), we deduce that 
A - X B is a diagonal pencil, since 
RTARS and RTQRS 
are diagonal. 
explanation, we follow the foregoing notation in the proof 
of Theorem 2 with the same meaning. Now carefully examining the proof of 
Theorem 2, we find that y H can be chosen so that 
yHzw+ = y,"; 
therefore 
(32) 
On the other hand, it is obvious that 
aOxH= rHA = y”P(GA - yQ)A = y”PA(SR - $22) (33) 
and 
&L XHQ = yHP(Gh - y!a)cl= yHzqSA - YQ). 
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From (33) X & - (34) X a,,, we obtain 
o=p,y”PA(SA-ye)-cy,yHP(GA-ye). 
Thus (since 6A - y!J is invertible) 
&yHPA = a,yHPSZ, 
and therefore 
&yHA = ooyHB. (35) 
From Equation (32) and Equation (35), where we choose y, = y, we have 
the desired result. 
The author is indebted to Profess0 Sun Ji-guung for his many hdpjid 
suggestions concerning the manuscript. Thunks also go to the referees for 
suggesting a study of the re2atiun.s of (left) generalized eigenvectors between 
the two regular matrix pencils. 
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