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Abstract—La ne´cessite´ de de´finir des in-
frastructures mate´rielles capables de sup-
porter la grande diversite´ et complexite´
des algorithmes de traitement d’image, pour
des taˆches telles que la vision, se fait tou-
jours plus forte. Aussi nous proposons une
hie´rachie me´moire bidimensionnelle suscep-
tible de compenser, pour une large classe
d’applications, la latence de me´moires de
type SDRAM. En effet, ces me´moires de-
viennent un goulot d’e´tranglement lorsqu’y
sont stocke´es des images sur lesquelles sont
fait des acce`s ale´atoires. Le cache 2D adap-
tatif et pre´dictif (cache 2D-AP) propose´
repose sur une analyse statistique des co-
ordonne´es des pixels utilise´s au cours du
traitement. Cette analyse nous permet de
de´terminer une taille optimale de la zone
en cache et de pre´dire les prochains acce`s
a` l’image. Comparativement a` des caches
standards comme ceux des TM32 ou Pow-
erPC405, cette strate´gie ame´liore la latence
des acce`s me´moire jusqu’a` un facteur 6 et
la taille du cache jusqu’a` un facteur 40 pour
de nombreuses applications. Ce travail illus-
tre la possibilite´ d’utiliser les techniques du
traitement du signal pour le controˆle des
architectures complexes.
I. Introduction
La conception de syste`mes de traitement de
l’image se heurte souvent a` la mise au point
de structures de donne´es complexes et d’une
hie´rachie me´moire adapte´e pour compenser
les contraintes technologiques des me´moires.
Elle serait facilite´e par l’utilisation de me´can-
ismes automatiques ou semi-automatiques plus
performants que les caches classiques, pre´vus
pour une organisation line´aire des donne´es.
Plus les algorithmes deviennent complexesplus
leurs se´quences de traitement deviennent im-
pre´dictibles du fait des nombreux choix ope´re´s
pendant leur de´roulement. En conse´quence il
devient de plus en plus difficile de mettre
au point des hie´rarchies me´moires qui ex-
ploitent les particularite´s de l’algorithme car
les se´quences d’acce`s aux pixels des images
deviennent de plus en plus ale´atoires. Ainsi il
devient inte´ressant de proposer des modules
mate´riels susceptibles de satisfaire une large
classe d’application et de les inse´rer dans les
flots de conception de syste`mes complexes de
traitement d’image.
Le re´duction du taux de de´faut de cache des
caches de micro-processeurs classiques est un
enjeu majeur [6] et de nombreuses strate´gies
ont e´te´ mises au point pour optimiser diffe´rents
parame`tres tels que le de´bit ou la consom-
mation [1]. Cependant les caches convention-
nels restent assez inefficaces pour les taˆches de
traitement d’ images 2D du fait de leur struc-
ture fondamentalement line´aire [4]. En effet,
la localite´ en adresse, exploite´e par les caches
standards, est incompatible avec la localite´ 2D
qui produit des se´quences d’adresses plus ou
moins ale´atoires.
Pour re´soudre ce proble`me dans des appli-
cations de type multime´dia ou codage vide´o,
quelques auteurs proposent des tentatives de
pre´diction[2] et des caches bidimensionnels,
comme celui du “video instruction proces-
sor” [7]. Cependant, ces caches sont essentielle-
ment des extensions des caches conventionnels
au cas bidimensionnel et les me´canismes de pre´-
diction reposent principalement sur une anal-
yse des adresses e´mises par l’unite´ de calcul.
La mise au point de caches capables de
s’adapter aux applications devient un enjeu
important. En effet, cela permet de libe´rer le
concepteur du re´glage de leurs parame`tres ou,
au contraire, de l’optimisation de l’application
a` une structure me´moire donne´e. De telles ar-
chitectures proposent des ressources fixes dont
les me´canismes d’allocation sont re´gle´s dy-
namiquement par une analyse a` la vole´e de
l’application [8]. Le re´glage fin des hie´rarchies
me´moire peut aussi se faire par un analyse a`
priori de l’application [5], mais, a` nouveau, ces
strate´gies reposent sur un mode`le 1D des acce`s
me´moire.
Le cache adaptatif et pre´dictif (cache 2D-
AP) propose´ permet d’ame´liorer les temps
d’acce`s me´moire pour des applications dont les
algorithmes ont une forte localite´ spatiale 2D.
Il repose sur un algorithme pre´dictif de suivi
de trajectoire a` hypothe`se de vitesse constante.
L’analyse statistique des acce`s pixel se fait par
simple filtrage re´cursif d’ordre 1, a` coefficient
en puissance de 2 pour re´duire le couˆt du con-
troˆle. Des de´marches classiques d’ade´quation
algorithme architecture permettent d’ame´liorer
son efficacite´ en favorisant cette localite´ par le
traitement de paquets de pixels.
Dans la premie`re partie de cet article, nous
trouverons les crite`res de performance auxquels
le cache 2D-AP tente de re´pondre. Suivent la
description de l’algorithme de poursuite dans
sa version simple et ame´liore´e et une analyse
de performance du cache 2D-AP, compare´ a`
deux caches “n-way set associative”. Pour ter-
miner, avant la conclusion, nous aborderons
l’imple´mentation, l’utilisation de ce cache dans
un SoC (System on Chip) et la construction
d’un cache 2D-AP hie´rarchique.
II. Principe du cache Adaptatif et
Pre´dictif
A. Principe ge´ne´ral et contraintes
Selon le principe classique du cache,
l’objectif du cache 2D-AP est de maintenir
une copie locale a` l’unite´ de traitement d’une
zone d’une image stocke´e dans une me´moire
plus lente et, souvent, de tre`s grande capacite´,
comme une SDRAM (interne ou externe),
comme illustre´ figure 1. L’ide´e originale du
cache 2D-AP est de calculer la position de
cette zone dans l’image originale, ainsi que
sa taille, par un algorithme de poursuite des
coordonne´es des pixels e´mises par l’unite´
de calcul. Cette strate´gie exploite la localite´
spatiale 2D de l’algorithme de traitement et se
montre tre`s efficace pour des applications de
vision telles que la recherche de courbe dans
une image, le calcul d’inte´grales curvilignes
ou encore pour des applications de type
reconstruction 2D en imagerie me´dicale.
L’exploitation directe de la nature 2D des
traitements permet de re´soudre les difficulte´s
pose´es par l’inadaptation des caches classiques
au traitement d’image [4]. En effet, les lignes
des caches standard sont constitue´es de mots
conse´cutifs en me´moire. La progression ver-
ticale d’un traitement produit donc syste´ma-
tiquement un de´faut de cache, tout comme un
de´placement horizontal a` la fin d’un segment
de longueur e´gale a` la ligne de cache. Pour
re´soudre ce proble`me, les traitements sont sou-
vent re´alise´s sur des blocs de l’image dont les
tailles et positions sont connues et syste´ma-
tiques mais ces strate´gies influencent le type
de traitement et peuvent ne pas convenir a` de
nombreuses applications.
L’objectif du cache 2D-AP est de proposer
un me´canisme syste`me semi-automatique util-
isable pour une large classe d’application et
susceptible de de´passer les limitations des
caches classiques. Ses caracte´ristiques sont les
suivantes:
a) Il est plus rapide que les caches conven-
tionnels
b) Il utilise moins de me´moire
c) La taille de la zone en cache et sa vitesse
de de´placement est adate´e a` l’application
d) La complexite´ du controˆle est inde´pen-
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Fig. 1. Principe du cache 2D-AP
dante de la taille me´moire du cache
e) La technologie cible peut eˆtre un ASIC
ou un FPGA
Les deux derniers points diffe´rencient forte-
ment le cache 2D-AP d’un cache classique
qui ne´cessite souvent la mise en place d’une
me´moire associative dont les performances
sont directement de´pendantes du nombre de
lignes par groupe associatif. Dans le cache 2D-
AP, le test de de´faut de cache est un test
d’appartenance a` la zone en cache des coor-
done´es du pixels requis et a un couˆt quasi-
inde´pendant de la taille de cette zone.
B. L’algorithme du cache 2D-AP
La pre´diction de la zone en cache permet de
re´duire le taux de de´faut de cache lorsque les
acce`s pixels suivant se de´placent sur l’image. Le
centre et la taille de la zone sont de´termine´s par
le calcul de la moyenne et du pseudo e´cart type
(PSD=pseudo standard deviation) des acce`s
pixels. La moyenne et le PSD sont calcule´s a`
l’aide de filtres passe-bas re´cursifs du premier
ordre. En supposant une distribution uniforme
des acce`s pixels autour de la moyenne, nous
pouvons estimer que, pour une courte dure´e, ils
sont dans un rectangle centre´ sur la moyenne et
dont les demi-largeurs valent deux fois le PSD
sur chaque axe. La zone ainsi calcule´e est mise
a` jour lorsque la moyenne varie.
Un me´canisme de pre´diction permet
d’anticiper la position du centre du cache
lorsque les acce`s pixels suivent un chemin
complexe dans l’image et re´duit ainsi le couˆt
de la latence des acce`s me´moire. La mise a`
jour ne se produit que lorsque la moyenne
a suffisament varie´e et la nouvelle zone est
centre´e sur une anticipation de la moyenne,
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Fig. 3. Etat du cache 2D-AP en fonction du temps
(composante y)
suppose´e se de´placer a` vitesse constante. Ainsi,
une zone de garde est de´finie autour du centre
de la zone en cache et la mise a` jour se fait
lorsque la moyenne calcule´e sort de cette zone
de garde, dans la direction de sortie, comme
illustre´e figure 2.
Pour re´duire le couˆt mate´riel du controˆle
et obtenir de bonnes performances les filtres
passes bas pour le calcul des moyennes sont
re´alise´s a` l’aide de simples additions et de´-
calages. Ce sont des filtres RII du premier ordre
dont l’e´quation est sn = cen + (1 − c)sn−1, e
signal d’entre´e et s signal filtre´, et nous notons
s = fc(e). Le parame`tre 1 − c correspond a`
la constante de temps du filtre RC e´quivalent.
Lorsque les suites s et e sont repre´sente´es en
virgule fixe et c une puissance de 12 , nous ne
re´alisons plus que des additions et de´calages.
C. Les parame`tres du cache
Les principaux parame`tres du cache sont les
fre´quences de coupure ne´cessaires aux calculs
de la moyenne et du PSD, a = (ax, ay) et b =
(bx, by), ainsi que les vitesses de de´placement
du me´canisme de pre´diction, α = (αx, αy).
Nous avons aussi les parame`tres de re´glage
des dimensions des diffe´rentes zones du cache :
les facteurs de proportionalite´ de la zone de
garde, γ = (γx, γy), et de la taille du cache,
τ = (τx, τy).
L’e´tat du cache, a` l’instant n comme illustre´
figure 3, est de´termine´ par les variables suiv-
antes :
• P = (xn, yn), coordonne´es du point utilise´
par l’UT
• Pf = fa(P ) = (xfn, yfn), moyenne des
points utilise´s
• d = |P − P f |, PSD courant (distance du
point a` la moyenne calcule´e)
• df = fb(d), PSD moyen
• c, centre courant du cache
• v, PSD courant du cache. Il de´finit:
– g = γv, taille de la zone de garde
– t = τv, taille de la zone en cache
Les parame`tres v, g et t sont remis a` jour
a` chaque de´placement du cache.
• e = P − c, distance du point courant au
centre du cache
Le bloc me´moire du cache 2D-AP a une taille
fixe et de´finit la valeur maximum de t. A
chaque de´placement, seule la nouvelle partie
de l’image en cache est charge´e, celle e´tant a`
l’exte´rieur est e´crase´e par les nouvelles donne´es.
En effet, la position des pixels de la zone dans
la me´moire est calcule´e modulo la taille maxi-
mum. Un de´faut de cache se produit lorsqu’un
pixel est hors de la zone en cache (e > t) et seul
le pixel en de´faut est charge´ depuis la me´moire
externe.
D. Effet des parame`tres et me´canismes de sta-
bilisation
Pour compenser la latence de la me´moire,
α doit eˆtre assez grand et les fre´quences de
coupures assez basses. Cela permet d’obtenir
des de´placements du cache importants et ainsi
de re´duire le couˆt du chargement des donne´es,
particulie`rement dans le cas ou` l’on se de´place
horizontalement.
Les fre´quences de coupures a et b corre-
spondent grosso-modo au nombre de points sur
lesquels sont fait le calcul de la moyenne. Les
contraintes impose´es par le calcul en virgule
fixe limitent la fre´quence de coupure la plus
basse, donc le nombre de points pris en compte,
mais cela est compense´ par un facteur de sous-
e´chantillonnage qui permet d’abaisser encore la
fre´quence de coupure lorsque les signaux sont
tre`s basse fre´quence.
Le parame`tre α est une estimation de la
vitesse de de´placement et permet de compenser
le retard de phase duˆ aux filtres passe-bas.
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Fig. 4. Poursuite a vitesse α > 2γ sans et avec
stabilisation
Fig. 5. Poursuite pour α = 1 et α = 3 (les niveaux
de gris repre´sentent le temps). Les triangles sont les
points utilise´s par l’algorithme, les rectangles les bords
des zones en cache.
Il a une grande influence sur la stabilite´ de
l’algorithme et ne´cessite l’adjonction d’un me´-
canisme de stabilisation. En effet, si α est
supe´rieur a` 2γ, le processus de suivi devient
instable car lors d’un de´placement, le point Pf
est de´passe´ et n’est pas dans la nouvelle zone
de garde, ce qui produit un nouveau de´place-
ment en sens inverse. Pour obtenir de grandes
vitesses de de´placement et un suivi stable, le
point Pf est force´ a` la valeur du nouveau
centre du cache, ainsi qu’illustre´ figure 4, et une
contrainte de continuite´ limite le de´placement.
Stabilise´, l’algorihme de pre´diction est efficace
et permet de re´duire le nombre de de´place-
ments (c.f. figure 5).
III. Comparaison avec un cache
standard
Un simulateur au cycle pre`s permet d’e´valuer
l’efficacite´ de l’algorithme et de re´gler le jeu
de parame`tres pour comparer le cache 2D-AP
a` un cache standard. Les me´triques extraites
(temps de chargement pour les de´placements
en x ou y, de´faut de cache, largeur maximale
atteinte par t, temps d’acce`s, etc ...) nous
aident a` de´terminer les parame`tres de cache
pour une application de´termine´e. Ici, nous nous
inte´ressons a` deux e´tapes d’un algorithme de
suivi de le`vres et a` un calcul de reconstruction
2D en imagerie TEP.
Le premier calcul du suivi de le`vres [3]
consiste a` chercher des courbes de maximun
(ou minimum) de niveau (ou gradient) par la
me´thode du “jumping snake” : a` partir d’un
point du “snake”, les inte´grales curvilignes (ou
les flux) d’un faisceau de courbes issues de ce
point servent a` de´terminer le prochain point
du “snake” pour ite´rer l’algorihme. Le second
calcul consiste a` de´terminer le flux de gradient
sur des courbes de Be´zier pour de´terminer celle
qui est la plus proche de la forme cherche´e.
Pour ame´liorer la localite´ temporelle et spatiale
dans ce dernier cas, les courbes sont traite´es par
groupes.
La reconstruction 2D (Retro2D) consiste a`
calculer une inte´grale curviligne selon une sinu-
so¨ıde sur l’image issue du capteur pour chaque
point de l’image reconstruite. Les points re-
construits sont regroupe´s en paquets pour
ame´liorer la localite´ temporelle et spatiale. Les
mesures sont effectue´es sur le pire cas qui est
la sinuso¨ıde d’amplitude maximale.
L’efficacite´ du cache 2D-AP est mesure´e par
le ratio t = tstd−tidealt2D-AP−tideal , avec tstd le temps
de calcul avec un cache standard et tideal le
temps pour une me´moire ide´ale, sans latence.
Si r > 1, le cache 2D est plus efficace que le
cache standard. Nous mesurons e´galement la
quantite´ de me´moire utilise´e et son ratio avec
celle du cache standard, m = taille 2D-APtaille std . Le
cache utilise moins de me´moire lorsque m > 1.
Les caches standards ont les parame`tres suiv-
ant :
• TM32 cache
16K, 8 way set-associative, LRU, 256
lignes de 16 mots (32bit)
• PowerPC 405 cache
16K, 2 way set-associative, LRU, 512
lignes de 8 mots (32bit)
Les performances du tableau I sont mesure´es
avec l’hypothe`se d’un bus syste`me de latence
10 cycles et un de´bit de 2 mots par cycles.
Les parame`tres du cache sont adapte´s a` chaque
application et permettent un compromis entre
le temps et la surface. Certains parame`tres
Snake Bezier Retro2D
Sans cache t 35 15 163
2D-AP t 1 1 1
m 1(980) 1 (840) 1 (1280)
TM32 t 4.3 1.7 7.8
m 16.7 19.5 12.8
PPC t 2.9 1.2 6.1
m 16 19.5 12.8
TABLE I
Comparaison de performance entre le cache
2D-AP et des caches standards : le cache 2D-AP
est toujours plus efficace (t > 1 et m > 1).
Entre parenthe`ses la taille du cache.
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Fig. 6. t en fonction de la latence de la me´moire
permettent un gain de me´moire m de l’ordre
de 40, pour un ratio t proche de 1. Le graphe 6
nous montre l’e´volution de t en fonction de
la latence de la me´moire (et du bus syste`me),
dans le cas de l’application Retro2D.
IV. Imple´mentation et utilisation
A. Imple´mentation
Le cache 2D-AP a e´te´ mode´lise´ en VHDL
et tous ses parame`tres sont re´glables statique-
ment ou dynamiquement. Le tableau II donne
les performances en surface et taille des blocs
critiques du cache (excepte´ la gestion du bus)
pour une application comme la Retro2D. Un
point inte´ressant est que la taille du controˆle
est quasiment inde´pendante de la taille de la
me´moire du cache. Ces re´sultats peuvent eˆtre
ame´liore´s si on conside`re les parame`tres α, γ,
τ et les fre´quences de coupures constants.
B. Inte´gration dans un SoC
Le cache 2D-AP est conc¸u pour eˆtre inte´-
gre´ dans un SoC et il est maˆıtre sur un bus
syste`me, l’unite´ de calcul pouvant eˆtre une IP
ou un processeur. Dans ce cas, le processeur
doit produire des coordonne´es (x, y) par con-
struction d’adresses ade´quates (par exemple
une concate´nation de x et y sur les poids
faibles). Le cache 2D-AP peut eˆtre directement
Technologie Surface Fre´quence
AMS 0.35 3000 cellules 120 MHz
Altera
Stratix
950 LC 100 MHz
Xilinx V2-
Pro
1000 LUT 80 MHz
TABLE II
Synthe`se du controˆle du cache pour une
application de type Retro2D
2D−AP
Cache
SDRAM
CPU
SDRAM
ControllerSy
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m
 B
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& Ctrl
Data
Addr
Connexion directe a` un CPU
2D−AP
CacheCPU
SDRAM
Controller
Sy
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SDRAM
Connexion a` travers un bus syste`me
SDRAM
2D−AP
Cache
IP
SDRAM
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Connexion directe a` une IP
Fig. 7. Insertion d’un cache 2D-AP dans un SoC
lie´ au processeur ou accessible a` travers un bus
syste`me, ainsi qu’illustre´ figure 7. Il est alors
possible de construire un environnement de
programmation adapte´ a` l’utilisation du cache
2D-AP, a` travers des API de´die´es.
A l’oppose´ d’une me´moire embarque´e,
comme une “scratch-pad memory”, le cache
2D-AP libe`re le concepteur d’un re´glage fin
des acce`s me´moire. En effet, une strate´gie ef-
ficace consiste a` construire l’application pour
favoriser la localite´ spatiale 2D et temporelle
pour ensuite re´gler les fre´quences de coupure du
cache et les autres parame`tres. Le concepteur
n’a alors plus besoin de re´gler la mise a` jour de
la me´moire embarque´e.
V. Conclusion
Le cache 2D-AP est toujours plus rapide et
consomme moins de me´moire qu’un cache clas-
sique pour les applications teste´es. Le logiciel
de simulation nous permet d’interpre´ter l’effet
des diffe´rents parame`tres du cache et de le re´-
gler pour une application donne´e. Des pistes in-
te´ressantes seraient leur calcul automatique par
une pre´-analyse automatique des acce`s pixel de
l’application et il semble possible d’ame´liorer la
pre´diction par une estimation dynamique de la
vitesse de de´placement du cache.
Pour ame´liorer les de´bits me´moire et fa-
voriser les traitements paralle`les sur les im-
ages, il semble envisageable de construire une
hie´archie de cache 2D-AP. Chaque cache de
niveau n mettant a` jour sa zone a` partir d’un
cache de niveau n+1 dont la zone est calcule´e
a` partir des acce`s de tous les caches qui lui sont
connecte´s.
Le cache 2D-AP est re´alise´ et sera inse´re´
dans des plateformes SOPC (FPGA) pour la
validation d’applications de traitement d’image
temps re´el. Nous aurons ainsi des informations
permettant de valider les simulations effectue´es
dans un environnement plus complexe que le
simple mode`le de bus utilise´.
Plus les traitements d’image seront com-
plexes et les se´quences de´pendantes des traite-
ments, plus nous aurons besoin de me´can-
ismes syste`mes efficaces et adapte´s a` ces traite-
ments. Le cache 2D-AP est une proposition
pour faciliter la conception de plates-formes de
traitement d’image par la construction d’une
hie´rarchie me´moire adapte´e aux traitements
2D. La state´gie adopte´e se re´ve`le tre`s efficace et
montre le potentiel d’utilisation des techniques
issues du traitement de signal pour le controˆle
des syste`mes embarque´s.
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