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Abstract
We prove that Gabor systems generated by certain scaled B-splines can be consid-
ered as perturbations of the Gabor systems generated by the Gaussian, with a devia-
tion within an arbitrary small tolerance whenever the order N of the B-spline is suffi-
ciently large. As a consequence we show that for any choice of translation/modulation
parameters a, b > 0 with ab < 1, the scaled version of BN generates Gabor frames for
N sufficiently large. Considering the Gabor frame decomposition generated by the
Gaussian and a dual window, the results lead to estimates of the deviation from per-
fect reconstruction that arise when the Gaussian is replaced by a scaled B-spline, or
when the dual window of the Gaussian is replaced by certain explicitly given and com-
pactly supported linear combinations of the B-splines. In particular, this leads to a
family of approximate dual windows of a very simple form, leading to “almost perfect
reconstruction” within any desired error tolerance whenever the product ab is suffi-
ciently small. In contrast, the known (exact) dual windows have a very complicated
form. A similar analysis is sketched with the scaled B-splines replaced by certain
truncations of the Gaussian. As a consequence of the approach we prove (mostly
known) convergence results for the considered scaled B-splines to the Gaussian in the
Lp-spaces, as well in the time-domain as in the frequency domain.
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1 Introduction
For any parameters a, b ∈ R, define the translation operator Ta and modulation operators
Eb acting on L
2(R) by Taf(x) = f(x − a), Ebf(x) = e2πibxf(x), x ∈ R. It is well-known
(see [13, 14, 15]) that for any α > 0, the Gabor system {EmbTnaϕ}m,n∈Z generated by
the Gaussian ϕ(x) = e−αx
2
forms a frame for all a, b > 0 such that ab < 1. The choice
of the Gaussian is well motivated within time-frequency analysis due to the fast decay
of the Gaussian and its Fourier transform. In this paper we consider approximations of
the Gaussian via functions with compact support, namely, scaled B-splines and truncated
1
Gaussians. We choose to consider the (centered) B-splines BN , N ∈ N, defined recursively
by
B1(x) = χ[−1/2,1/2](x), BN+1(x) = BN ∗B1(x) =
∫ 1/2
−1/2
BN(x− t) dt.
The case of the scaled B-splines is clearly connected to the central limit theorem; it is
also motivated by results by Unser et al. [16], who proved that certain scalings of the Nth
order B-splines BN converge (pointwise and in certain L
p-spaces) to the Gaussian when
N → ∞. Generalizations are obtained in the papers by Bricks [1] and Goh et al. [9]. We
show that for any a, b > 0 such that ab < 1, the mentioned functions generate Gabor frames
whenever the order of the B-spline is sufficiently high or the truncation of the Gaussian
has sufficiently large support. These results are interesting for applications where compact
support of the window is desired.
As a consequence of the above results we are able to construct explicitly given ap-
proximately dual frames for Gabor frames {EmbTnaϕ}m,n∈Z generated by the Gaussian,
for certain choices of the parameters a, b > 0. The approximate dual windows have an
extremely simple and explicit form: they are constant on large intervals, have compact
support, and are given explicitly as certain linear combinations of integer-shifts of the B-
splines BN for some fixed N ∈ N. Furthermore, by choosing the parameter N sufficiently
high, we can get as close to perfect reconstruction as desired (see (1.2) and the subsequent
text for details about this terminology). In contrast, the known (exact) dual windows of
the Gaussian have a very complicated form; see [10, 11].
The approach in the current paper leads to proofs of certain other convergence results.
Indeed, we prove that the considered scaled B-splines converge to the Gaussian in all the
Lp–spaces for p ∈ [1,∞]; this result was also obtained in [9], while [16] considered the case
p ∈ [2,∞]. We also prove that the Fourier transform of the considered scaled BN converge
uniformly to the Gaussian when N →∞.
In the rest of this introduction we set the stage by collecting some definitions and
necessary results from frame theory. In Section 2 we then prove the mentioned frame results
for the scaled B-splines. In Section 3 a similar analysis is sketched for truncated Gaussians.
In Section 4 the results are applied to construct explicitly given approximately dual frames
associated with certain Gabor frames generated by the Gaussian. The consequences about
convergence of the scaled B-splines and its Fourier transform in Lp-spaces are collected in
Section 5.
A sequence {fk}k∈I in a separable Hilbert space H is called a frame if there exist
constants A,B > 0 such that
A ||f ||2 ≤
∑
k∈I
|〈f, fk〉|2 ≤ B ||f ||2, ∀f ∈ H. (1.1)
Thus, frames generalize the concept of an orthonormal basis. The key property of frames
is that they lead to unconditionally convergent series expansions of the elements in the
underlying Hilbert space. Indeed, if {fk}k∈I is a frame for H, there always exist a frame
2
{gk}k∈I such that
f =
∑
k∈I
〈f, gk〉fk =
∑
k∈I
〈f, fk〉gk. (1.2)
A frame {gk}k∈I satisfying (1.2) is called a dual frame of {fk}k∈I ; and (1.2) is expressed by
saying that the frames {fk}k∈I and {gk}k∈I lead to perfect reconstruction. Note also that a
sequence {fk}k∈I satisfying at least the upper condition in (1.1) is called a Bessel sequence
with Bessel bound B.
An alternative formulation can be given in terms of operator theory. If the sequence
{fk}k∈I satisfies at least the upper frame condition, one defines the synthesis operator T by
T : ℓ2(I)→ H, T{ck}k∈I :=
∑
k∈I
ckfk.
It is well-known that T is well-defined and bounded. Denoting the synthesis operator for
the sequence {gk}k∈I by U, perfect reconstruction is equivalent with TU∗ = I.
A weaker concept was introduced in [7]. We say that two Bessel sequences {fk}k∈I and
{gk}k∈I form approximately dual frames if ||I−TU∗|| < 1; or, in other words, if there exists
a constant µ < 1 such that
‖f −
∑
k∈I
〈f, fk〉gk‖ ≤ µ||f ||, ∀f ∈ H. (1.3)
The rationale behind approximately dual frames is that all kinds of implementations involve
certain imprecisions; thus, as long as we can control the deviation from perfect reconstruc-
tion measured by the parameter µ in (1.3), approximately dual frames can in practice be
as good as exact dual frames.
Most of the results in the paper will be based on perturbation results, in particular, the
result stated below. The result stated in (i) is classic [5]; we include a short proof of (ii).
Lemma 1.1 Let {fk}k∈I be a frame for a separable Hilbert space H with bounds A,B, and
let {f˜k}k∈I be a sequence in H. Then the following hold:
(i) If there exists a constant R < A such that∑
k∈I
|〈f, fk − f˜k〉|2 ≤ R ||f ||2, ∀f ∈ H, (1.4)
then {f˜k}k∈I is a frame with bounds A
(
1−
√
R
A
)2
, B
(
1 +
√
R
B
)2
.
(ii) Assume that {gk}k∈I is a dual frame of {fk}k∈I , with upper frame bound Bg, and that∥∥∥∥∥∑
k∈I
ck(fk − f˜k)
∥∥∥∥∥ ≤ µ
(∑
k∈I
|ck|2
)1/2
(1.5)
3
for some µ ≥ 0 and all finite sequences {ck}k∈I . Then
‖f −
∑
k∈I
〈f, f˜k〉gk‖ ≤ µ
√
Bg||f ||, ∀f ∈ H. (1.6)
In particular {gk}k∈I and {f˜k}k∈I are approximately dual frames if µ
√
Bg < 1.
Proof of (ii): It is well-known that if (1.5) holds for all finite sequences, then it holds for
all sequences in ℓ2(I); also, (1.5) is just a different way of expressing that {fk − f˜k}k∈I is a
Bessel sequence with bound at most µ2. Letting ck = 〈f, fk〉 then leads to
‖f −
∑
k∈I
〈f, f˜k〉gk‖ = ‖
∑
k∈I
〈f, fk〉gk −
∑
k∈I
〈f, f˜k〉gk‖
≤ √Bg(∑
k∈I
|〈f, fk − f˜k〉|2
)1/2
≤ µ√Bg||f ||, ∀f ∈ H,
as desired. 
In words, Lemma 1.1 (i) says that we can check that a sequence {f˜k}k∈I is a frame by
proving that it is “close” to a frame {fk}k∈I , in the sense that {fk − f˜k}k∈I is a Bessel
sequence with a sufficiently small bound. The importance of Lemma 1.1 (ii) lies in the fact
that it measures the deviation from perfect reconstruction which occur when the frame
{fk}k∈I is perturbed.
For Gabor systems, the Bessel bound is typically calculated via the so-called CC-
condition (see [2] or [4], Theorem 11.4.2), stated in Proposition 1.2 (i) below. Via standard
manipulations the CC-condition can also be formulated in the Fourier domain; since we
also need this version of the condition, this is stated in Proposition 1.2 (ii). We define the
Fourier transform of f ∈ L1(R) by
f̂(γ) =
∫ ∞
−∞
f(x)e−2πiγxdx,
with the usual extension to L2(R).
Proposition 1.2 Let g ∈ L2(R), a, b > 0. Then the following hold:
(i) If
B(g, a, b) :=
1
b
sup
x∈[0,a]
∑
k∈Z
∣∣∣∣∑
n∈Z
g(x− na)g(x− na− k/b)
∣∣∣∣ <∞, (1.7)
then {EmbTnag}m,n∈Z is a Bessel sequence with Bessel bound B(g, a, b).
(ii) If
B̂(g, a, b) :=
1
a
sup
γ∈[0,b]
∑
k∈Z
∣∣∣∣∑
n∈Z
ĝ(γ − nb)ĝ(γ − nb− k/a)
∣∣∣∣ <∞, (1.8)
then {EmbTnag}m,n∈Z is a Bessel sequence with Bessel bound B̂(g, a, b).
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2 Approximation of the Gaussian via B-splines
Our first goal is to show that for any choice of the translation/modulation parameters,
the Bessel bound of the Gabor system generated by the difference between certain scaled
B-splines and the Gaussian tend to zero as N → ∞. Eventually this leads to the main
conclusion in this section, namely, that for any a, b > 0 with ab < 1, the scaled B-spline
BN generate Gabor frames whenever the order N is sufficiently large.
In order to estimate the difference between a Gaussian and the scaled B-splines point-
wise, we will need the following result concerning the pointwise difference between a Gaus-
sian and the Nth power of the sinc-function. We will state two versions: a precise pointwise
estimate, and a qualitative estimate, concerning the behavior as N →∞. Given a function
f : N → C the notation f(N) = o(1) means that for every ǫ > 0, there exists N0 ∈ N
such that for N ≥ N0, |f(N)| ≤ ǫ. Even when several parameters are involved like in (2.1)
below, the symbol o(1) will always refer to the dependence on the parameter N.
Lemma 2.1 Let N ≥ 14 be an integer. Then∣∣∣∣∣e−x2N6 −
(
sin x
x
)N ∣∣∣∣∣ ≤

4
5e2N
(
1 + 17 lnN
7N
)
= 4
5e2N
(1 + o(1)), |x| <
√
12 lnN
N
;
4(lnN)2
5N3
(
1 + 17 lnN
7N
)
= 4(lnN)
2
5N3
(1 + o(1)) ,
√
12 lnN
N
≤ |x| ≤ π
2
.
(2.1)
Proof. Fix N ≥ 14. By symmetry it is enough to consider x ∈ [0, π
2
]. A crucial step in
the proof is to observe that
e−
x2
6 ≥ sin x
x
, ∀x ∈ [0, π
2
], (2.2)
so let us argue for this first. Taylor’s theorem implies that
sin x
x
≤ 1− x
2
3!
+
x4
5!
and e−
x2
6 ≥ 1−
(
x2
6
)
+
1
2!
(
x2
6
)2
− 1
3!
(
x2
6
)3
.
A direct calculation shows that 1 −
(
x2
6
)
+ 1
2!
(
x2
6
)2
− 1
3!
(
x2
6
)3
≥ 1 − x2
3!
+ x
4
5!
. Thus we
obtain that (2.2) holds for x ∈ [0, π
2
], as desired.
Now we will use that∣∣∣∣∣e−x2N6 −
(
sin x
x
)N ∣∣∣∣∣ = e−x2N6
∣∣∣∣∣1−
(
sin x
x
e
x2
6
)N ∣∣∣∣∣ . (2.3)
Fix x ∈ [0, π
2
]. Taylor’s theorem again implies that sinx
x
≥ 1 − x2
3!
+ x
4
5!
− x6
7!
and e
x2
6 ≥
1+ x
2
6
+ x
4
72
. In the following calculation we will use that x
8
12096
− x10
362880
= x
8
362880
(30−x2) > 0.
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Indeed, this implies that(
sin x
x
e
x2
6
)N
≥
(
1− x
2
3!
+
x4
5!
− x
6
7!
)N (
1 +
x2
6
+
x4
72
)N
=
(
1− x
4
180
− 17x
6
15120
+
x8
12096
− x
10
362880
)N
≥
(
1− x
4
180
− 17x
6
15120
)N
.
Using the inequality (1− t)N ≥ 1−Nt for 0 < t < 1 and that x4
180
+ 17x
6
15120
< 1, we have(
sinx
x
e
x2
6
)N
≥ 1−N( x4
180
+ 17x
6
15120
) = 1− Nx4
180
(1+ 17
84
x2). This together with (2.2) implies that
0 ≤ 1−
(
sinx
x
e
x2
6
)N
≤ Nx4
180
(1 + 17
84
x2). Therefore we have∣∣∣∣∣e−x2N6 −
(
sin x
x
)N ∣∣∣∣∣ ≤ e−x2N6 Nx4180 (1 + 1784x2) =: fN (x), (2.4)
by (2.3). Note that
√
12 lnN
N
≤ π
2
for N ≥ 14. We now split [0, π
2
] into two intervals
[0,
√
12 lnN
N
[ and [
√
12 lnN
N
, π
2
]:
(1) For x ∈ [0,
√
12 lnN
N
[, (2.4) implies that∣∣∣∣∣e−x2N6 −
(
sin x
x
)N ∣∣∣∣∣ ≤ e−x2N6 Nx4180
(
1 +
17 lnN
7N
)
.
Fixing N ∈ N, the function x 7→ e−x2N6 Nx4
180
attains its maximum value 4
5e2N
on the interval
[0,
√
12 lnN
N
[ at x =
√
12
N
; thus∣∣∣∣∣e−x2N6 −
(
sin x
x
)N ∣∣∣∣∣ ≤ 45e2N
(
1 +
17 lnN
7N
)
=
4
5e2N
(1 + o(1)).
(2) Note that for N ≥ 14, the function fN is decreasing on the interval [
√
12 lnN
N
, π
2
].
Thus, for x ∈ [
√
12 lnN
N
, π
2
],
fN(x) ≤ fN
(√
12 lnN
N
)
=
4(lnN)2
5N3
(
1 +
17 lnN
7N
)
=
4(lnN)2
5N3
(1 + o(1)) ,
as desired. 
In the next lemma we introduce the exact scaling of the B-splines that we use throughout
the paper; it goes back to the paper [16] by Unser et al. The result describes the asymptotic
behavior of these functions.
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Lemma 2.2 Let N ∈ N and let
pN(x) :=
1√
2π
e−x
2/2 −
√
N
12
BN
(√
N
12
x
)
. (2.5)
Given any a, b > 0, the Bessel bound B̂pN , a, b) in (1.8) can be estimated by
B̂(pN , a, b) ≤ 64 lnN
b25π2e4N2
(1 + o(1)) . (2.6)
In particular, for any ǫ > 0, there exists a positive integer N(a, b) such that for N ≥ N(a, b)
the Gabor system {EmbTnapN}m,n∈Z is a Bessel sequence with bound at most ǫ.
Proof. Let N ≥ 14 be an integer. Using that B̂N(γ) =
(
sinπγ
πγ
)N
, a change of variable
yields that
p̂N(γ) = e
−2π2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N
. (2.7)
By letting x = π
√
12
N
γ, Lemma 2.1 implies that
∣∣∣∣∣∣∣e−2π
2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N ∣∣∣∣∣∣∣ ≤
{
4
5e2N
(
1 + 17 lnN
7N
)
, |γ| <
√
lnN
π
;
4(lnN)2
5N3
(
1 + 17 lnN
7N
)
,
√
lnN
π
≤ |γ| ≤
√
N
4
√
3
.
(2.8)
Also, clearly ∣∣∣∣∣∣∣e−2π
2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N ∣∣∣∣∣∣∣ ≤ e−2π
2γ2 +
∣∣∣∣∣∣ 1π√12
N
γ
∣∣∣∣∣∣
N
, γ ∈ R. (2.9)
We now estimate the Bessel bound (1.8) for g = pN . We first note that
B̂(pN , a, b) ≤ 1
a
sup
γ∈[0,b]
∑
k∈Z
∑
n∈Z
∣∣∣∣p̂N(γ − nb)p̂N (γ − nb− k/a)∣∣∣∣
≤ 1
a
(
sup
γ∈[0,b],n∈Z
∑
k∈Z
∣∣∣∣p̂N(γ − nb− k/a)∣∣∣∣
)(
sup
γ∈[0,b]
∑
n∈Z
∣∣∣∣p̂N(γ − nb)∣∣∣∣
)
.(2.10)
Estimate of
∑
k∈Z
∣∣∣∣p̂N(γ − nb− k/a)∣∣∣∣ : For a fixed n ∈ Z, γ − nb− k/a hits the interval
] −
√
lnN
π
,
√
lnN
π
[ for at most ⌈2a
√
lnN
π
⌉ values of k ∈ Z and its contribution is at most
⌈2a
√
lnN
π
⌉ 4
5e2N
(1+ 17 lnN
7N
) by (2.8). Also, by (2.8), the contribution from γ−nb−k/a hitting
7
the interval ] −
√
N
4
√
3
,−
√
lnN
π
] ∪ [
√
lnN
π
,
√
N
4
√
3
[ is at most 2⌈a(
√
N
4
√
3
−
√
lnN
π
)⌉4(lnN)2
5N3
(1 + 17 lnN
7N
).
By (2.9), the contribution from γ − nb− k/a hitting the interval [
√
N
4
√
3
,∞[ is at most
∞∑
k=0
∣∣∣∣∣p̂N
(√
N
4
√
3
+
k
a
)∣∣∣∣∣ ≤
∞∑
k=0
e
−2π2(
√
N
4
√
3
+ k
a
)2
+
∞∑
k=0
∣∣∣∣∣∣
√
N
√
12π
(√
N
4
√
3
+ k
a
)
∣∣∣∣∣∣
N
=: (I) + (II) (2.11)
We now estimate (I) and (II) as follows:
(I) ≤ e−pi
2N
24
∞∑
k=0
e
−
(
pi2
√
N√
3a
)
k
=
e−
pi2N
24
1− e−pi
2
√
N√
3a
and
(II) =
∞∑
k=0
∣∣∣∣∣∣
√
N
√
12π
√
N
4
√
3
(
1 + 4
√
3k
a
√
N
)
∣∣∣∣∣∣
N
=
(
2
π
)N ∞∑
k=0
(
1 +
4
√
3k
a
√
N
)−N
≤
(
2
π
)N 1 + ∫ ∞
0
(
1 +
4
√
3x
a
√
N
)−N
dx

=
(
2
π
)N (
1 +
a
√
N
4
√
3(N − 1)
)
.
The contribution from ]−∞,−
√
N
4
√
3
] is at most the same as above. Therefore,
∑
k∈Z
∣∣∣∣p̂N(γ − nb− k/a)∣∣∣∣ ≤
(
1 +
2a
√
lnN
π
)
4
5e2N
(
1 +
17 lnN
7N
)
+
(
2 + 2a
(√
N
4
√
3
−
√
lnN
π
))
4(lnN)2
5N3
(
1 +
17 lnN
7N
)
+2
(
e−
pi2N
24
1− e−pi
2
√
N√
3a
+
(
2
π
)N (
1 +
a
√
N
4
√
3(N − 1)
))
=: PN(a) (2.12)
=
8a
√
lnN
5πe2N
(1 + o(1)).
Note that the above estimate is independent on the choice of n ∈ Z and b > 0.
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Estimate of
∑
n∈Z
∣∣∣∣p̂N(γ−nb)∣∣∣∣ : Using that the estimate (2.12) also holds in the particular
case where the parameter a takes the value 1/b, it follows that
∑
n∈Z
∣∣∣∣p̂N (γ − nb)∣∣∣∣ ≤
(
1 +
2
√
lnN
bπ
)
4
5e2N
(
1 +
17 lnN
7N
)
+
(
2 +
2
b
(√
N
4
√
3
−
√
lnN
π
))
4(lnN)2
5N3
(
1 +
17 lnN
7N
)
+2
(
e−
pi2N
24
1− e−pi
2b
√
N√
3
+
(
2
π
)N (
1 +
√
N
4b
√
3(N − 1)
))
= PN(1/b) =
8
√
lnN
b5πe2N
(1 + o(1)).
Hence (2.10) implies that the Bessel bound of {EmbTnapN}m,n∈Z can be estimated by
B̂(pN , a, b) ≤ PN(a)PN(1/b)
a
=
64 lnN
b25π2e4N2
(1 + o(1)) . (2.13)
It is now clear that B̂(pN , a, b)→ 0 as N →∞. 
Lemma 2.2 now allows us to give an easy proof for the main result in this section,
namely, that for any a, b > 0 with ab < 1, the considered scaled B-splines BN generate
Gabor frames whenever the order N is sufficiently high.
Theorem 2.3 For any a, b > 0 such that ab < 1, there exists a positive integer N(a, b)
such that the function
gN(x) :=
√
N
12
BN
(√
N
12
x
)
(2.14)
generates a Gabor frame {EmbTnagN}m,n∈Z whenever N ≥ N(a, b).
Proof. We have already mentioned that the Gaussian generates a Gabor frame for any
a, b > 0 such that ab < 1. Fixing such a, b, let A denote a lower frame bound for the Gabor
frame generated by the function 1√
2π
e−x
2/2. By Lemma 2.2 we can choose an integer N(a, b)
such that the Bessel bound B̂(pN , a, b) for the function pN in (2.5) is smaller than A for
N ≥ N(a, b). By Lemma 1.1 this implies that the function gN in (2.14) generates a Gabor
frame for N ≥ N(a, b). 
Note that the frame properties of the (non-scaled) B-splines is a very active research
area. We will not directly use any of the results from the literature, so we just refer to the
recent paper [12] and the extensive list of references therein for more information.
The proof of Theorem 2.3 gives some information about how to choose the integer
N(a, b) : it should be chosen such that the Bessel bound B̂(pN , a, b) for the function pN
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in (2.5) is smaller than the lower frame bound A for the Gabor frame generated by the
Gaussian. The next result, which is a consequence of the calculations in the proof of Lemma
2.2, gives more explicit information about how to choose N(a, b) such that the Bessel bound
for the function pN does not exceed a prescribed maximal value:
Corollary 2.4 Let N0 ≥ 14 be an integer, and let
K(x) =
(
4
5e2
(
2x
π
+
1√
lnN0
)
+
(
lnN0
N0
)3/2
4
5
(
2√
N0
+
x
2
√
3
))(
1 +
17 lnN0
7N0
)
+
2N0√
lnN0
 e−pi2N024
1− e−
pi2
√
N0√
3x
+
(
2
π
)N0 (
1 +
x
√
N0
4
√
3(N0 − 1)
) . (2.15)
Define pN as in (2.5). Given any ǫ > 0, choose
N(a, b) :=
⌊
K(a)K(1/b)
aǫ
⌋
+N0. (2.16)
Then B̂(pN(a,b), a, b) < ǫ.
Proof. First, fix any integer N0 ≥ 14. It is easy to show by induction that for α ≤ 1415 and
N ≥ N0, we have that αN ≤ αN0N0N . Since e−π
2/24 ≤ 14
15
and 2/π ≤ 14
15
we can now use this
to conclude that
e−
pi2N
24 ≤ e−pi
2N0
24
N0
N
and
(
2
π
)N
≤
(
2
π
)N0 N0
N
. (2.17)
Moreover, the functions N 7→ lnN
N
, N 7→ e−pi
2
√
N
a
√
3 , N 7→
√
N
N−1 are decreasing. Thus, with the
given definition of K(x) and PN defined by (2.12),
PN (a) ≤
√
lnN
N
(
4
5e2
(
2a
π
+
1√
lnN
)(
1 +
17 lnN
7N
)
+
(
lnN
N
)3/2
4
5
(
2√
N
+
a
2
√
3
)(
1 +
17 lnN
7N
)
+2
N√
lnN
(
e−
pi2N
24
1− e−pi
2
√
N√
3a
+
(
2
π
)N (
1 +
a
√
N
4
√
3(N − 1)
)))
≤
√
lnN
N
K(a). (2.18)
This together with (2.13) implies that
B̂(pN , a, b) ≤ K(a)K(1/b) lnN
aN2
≤ K(a)K(1/b)
aN
.
Note that we have that K(a)K(1/b)
aǫ
< N(a, b) by (2.16). Thus B̂(pN(a,b), a, b) ≤ K(a)K(1/b)aN(a,b) < ǫ,
as desired. 
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3 Frame properties of truncated Gaussians
In this section we will repeat the procedure of Section 2 with the scaled B-splines replaced
by certain compactly supported “truncations” of the Gaussian, namely, functions of the
form
ϕN(x) := (g(x)− g(N))χ[−N,N ](x)
for some N ∈ N and with g(x) = e−x2/2. Note that the subtraction of the value g(N)
implies that ϕN is continuous. Due to the fast decay of the exponential function g, the
function ϕN will in general provide a very good approximation of g for large values of N.
In the next lemma we show that the truncated versions of the Gaussian approximate the
Gaussian well in terms of the Bessel condition, whenever N is large. Similar considerations
can of course be done for other functions, but for the sake of the flow of the current paper
we stick to the Gaussian.
Lemma 3.1 Let N ∈ N. Consider
qN(x) := e
−x2/2 −
(
e−x
2/2 − e−N2/2
)
χ[−N,N ](x). (3.1)
Given any a, b > 0, the Bessel bound B(qN , a, b) in (1.7) can be estimated by
B(qN , a, b) ≤
(
1 + 2bN +
2
1− e−Nb
)(
1 +
2N
a
+
2
1− e−aN
)
e−N
2
b
=
4N2e−N
2
a
(1 + o(1)) .
In particular, for any ǫ > 0, there exists a positive integer N(a, b) such that for N ≥ N(a, b)
the Gabor system {EmbTnaqN}m,n∈Z is a Bessel sequence with bound at most ǫ.
Proof. The proof is similar to the proof of Lemma 2.2, so we only sketch it. We estimate
the Bessel bound (1.7) for g = qN . We note that
B(qN , a, b) ≤ 1
b
(
sup
x∈[0,a],n∈Z
∑
k∈Z
∣∣∣∣qN(x− na− k/b)∣∣∣∣
)(
sup
x∈[0,a]
∑
n∈Z
∣∣∣∣qN (x− na)∣∣∣∣
)
. (3.2)
We also note that
qN (x) =
{
e−N
2/2, x ∈ [−N,N ];
e−x
2/2, x ∈ [−N,N ]c. (3.3)
Estimate of
∑
k∈Z
∣∣∣∣qN(x− na− k/b)∣∣∣∣ : For a fixed n ∈ Z, x− na− k/b hits ]−N,N [ at
most ⌈2bN⌉ times for k’s and its contribution is at most ⌈2bN⌉e−N2/2 by (3.3). By (3.3)
again, the contribution from x− na− k/b hitting the interval [N,∞[ is at most
∞∑
k=0
∣∣∣∣qN (N + kb
)∣∣∣∣ ≤ ∞∑
k=0
e−
N2
2
−Nk
b =
e−
N2
2
1− e−Nb
.
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The contribution from ]−∞,−N ] is at most the same as above. Therefore,
∑
k∈Z
∣∣∣∣qN(x−na−k/b)∣∣∣∣ ≤ (1+2bN)e−N22 + 2e−N
2
2
1− e−Nb
=: QN (b) = 2bNe
−N2
2 (1+ o(1)). (3.4)
Estimate of
∑
n∈Z
∣∣∣∣qN (x− na)∣∣∣∣ : Applying the above result with b = 1/a yields that
∑
n∈Z
∣∣∣∣qN(x− na)∣∣∣∣ ≤ (1 + 2Na )e−N22 + 2e−
N2
2
1− e−aN = QN (1/a) =
2Ne−
N2
2
a
(1 + o(1)). (3.5)
Hence (3.2) together with (3.4) and (3.5) implies that the Bessel bound of {EmbTnaqN}m,n∈Z
can be estimated by
B(qN , a, b) ≤ QN (b)QN (1/a)
b
=
(
1 + 2bN +
2
1− e−Nb
)(
1 +
2N
a
+
2
1− e−aN
)
e−N
2
b
=
4N2e−N
2
a
(1 + o(1)) . (3.6)
This clearly implies that B(qN , a, b)→ 0 as N →∞, as desired. 
As in Theorem 2.3, Lemma 3.1 has the following consequence:
Theorem 3.2 For any a, b > 0 such that ab < 1, there exists a positive integer N(a, b)
such that the function
ϕN(x) :=
(
e−x
2/2 − e−N2/2
)
χ[−N,N ](x) (3.7)
generates a Gabor frame {EmbTnaϕN}m,n∈Z whenever N ≥ N(a, b).
Analog to the case of B-spline approximations in Section 2 one can derive a quantitative
estimate on the number N(a, b) in Theorem 3.2; we leave the details to the interested reader.
4 Approximately dual frames
The known dual windows associated with the Gabor frames generated by the Gaussian
are quite complicated (see the end of the section for a more detailed discussion). On
the other hand, for sufficiently small modulation parameters b > 0 and the translation
parameter a = 1, B-spline generated Gabor frames {EmbTnBN}m,n ∈ Z have convenient
dual windows that are finite linear combinations of integer-translates of the B-spline [3, 6].
In this section we prove that replacing the exact dual window of the Gaussian by these
simple dual windows of the B-spline can get us as close to perfect reconstruction as desired.
12
Figure 1: The dual window hN in Proposition 4.1 for N = 3.
The starting point is the observation that for certain choices of translation/modulation
parameters one can construct a dual frame associated with the Gabor frames generated by
the considered scaled B-splines; see [3, 6] for details.
Proposition 4.1 Let N ∈ N. Let a :=
√
12
N
and b := 1
2N−1
√
N
12
. Then the functions
gN(x) :=
√
N
12
BN
(√
N
12
x
)
(4.1)
and
hN(x) := b
√
12
N
N−1∑
n=−N+1
BN
(√
N
12
x+ n
)
(4.2)
generate a pair of dual frames {EmbTna gN}m,n∈Z and {EmbTna hN}m,n∈Z.
Note that in Proposition 4.1 we have ab = (2N − 1)−1; thus, for large values of N ∈ N the
constructed Gabor frames are highly redundant. Figure 1 shows the dual window hN for
N = 3. The shape of h3 is typical for all the functions hN , N ∈ N; indeed, hN is constant
on the interval [−√3N,√3N ] and supported on the interval [−(3N
2
−1)
√
12
N
, (3N
2
−1)
√
12
N
].
Lemma 4.2 Let N ∈ N. Let a :=
√
12
N
and b := 1
2N−1
√
N
12
. Define hN as in (4.2). Then
the Bessel bound B(hN , a, b) in (1.7) for {EmbTna hN}m,n∈Z can be estimated by
B (hN , a, b) ≤ 9
√
3
2
√
N
(1 + o(1)). (4.3)
Proof. We estimate the Bessel bound (1.7) for g = hN with a =
√
12
N
and b = 1
2N−1
√
N
12
.
As we already saw in (3.2),
B(hN , a, b) ≤ 1
b
(
sup
x∈[0,a],n∈Z
∑
k∈Z
∣∣∣∣hN(x− na− k/b)∣∣∣∣
)(
sup
x∈[0,a]
∑
n∈Z
∣∣∣∣hN(x− na)∣∣∣∣
)
. (4.4)
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Since BN satisfies the partition of unity property, it follows directly from our knowledge of
the support of hN that
hN(x) ≤ b
√
12
N
χ[−( 3N
2
−1)
√
12
N
,( 3N
2
−1)
√
12
N
](x).
By arguments similar to the ones used in the proof of Lemma 3.1, we have
∑
k∈Z
∣∣∣∣hN (x− na− k/b)∣∣∣∣ ≤
(
1 + 2b
(
3N
2
− 1
)√
12
N
)
b
√
12
N
and ∑
n∈Z
∣∣∣∣hN (x− na) ∣∣∣∣ ≤
(
1 +
2
a
(
3N
2
− 1
)√
12
N
)
b
√
12
N
.
By (4.4) and direct calculation based on the above estimates and the given values of a, b,
the Bessel bound of {EmbTna hN}m,n∈Z can be estimated by
B
(
hN ,
√
12
N
,
1
2N − 1
√
N
12
)
≤ 9
√
3
2
√
N
(1 + o(1)),
as desired. 
The next result proves that for N ∈ N sufficiently large and certain choices of a, b > 0,
the Gabor system {EmbTnahN}m,n∈Z is an approximately dual frame of a Gabor system
generated by a (multiple of a) Gaussian:
Theorem 4.3 Let N ∈ N, and let a :=
√
12
N
and b := 1
2N−1
√
N
12
. Define hN as in (4.2)
and let
g˜(x) =
1√
2π
e−x
2/2.
Then∥∥∥∥∥f − ∑
m,n∈Z
〈f, EmbTnag˜〉EmbTnahN
∥∥∥∥∥ ≤ 24
√
6 lnN
5πe2N
(1 + o(1)) ‖f‖ , ∀f ∈ L2(R). (4.5)
Proof. The idea of the proof is to apply Lemma 1.1 (ii) on the dual frames
{fk}k∈I := {EmbTna gN}m,n∈Z, {gk}k∈I := {EmbTna hN}m,n∈Z.
Letting {f˜k}k∈I := {EmbTna g˜}m,n∈Z, the condition (1.5) is satisfied with µ2 = B̂(pN , a, b),
where pN is the function defined in (2.5) and B̂(pN , a, b) is given by (1.8). Thus, the term
µ
√
Bg in (1.6) corresponds precisely to(
B̂(pN , a, b)B(hN , a, b)
)1/2
.
14
In order to estimate B̂(pN , a, b) we will use some of the calculations from the proof of
Lemma 2.2. Fix any integer N ≥ 14. Applying (2.12) with a :=
√
12
N
yields that
PN(a) = PN
(√
12
N
)
=
(
1 + 2
√
12
N
√
lnN
π
)
4
5e2N
(
1 +
17 lnN
7N
)
+
(
2 + 2
√
12
N
(√
N
4
√
3
−
√
lnN
π
))
4(lnN)2
5N3
(
1 +
17 lnN
7N
)
+2
(
e−
pi2N
24
1− e−pi2N6
+
(
2
π
)N (
1 +
1
2(N − 1)
))
=
16
√
3
√
lnN
5πe2N
√
N
(1 + o(1)).
Similarly, we have
PN(1/b) = PN
(
(2N − 1)
√
12
N
)
=
32
√
3
√
lnN
5πe2
√
N
(1 + o(1)).
Inserting this into (2.13) yields
B̂(pN , a, b) ≤ PN(a)PN (1/b)
a
=
√
N
12
P (a)P (1/b) =
28
√
3 lnN
52π2e4N
√
N
(1 + o(1)).
This together with (4.3) implies that
B̂(pN , a, b)B(hN , a, b) ≤ 2
733 lnN
52π2e4N2
(1 + o(1)).
Now (4.5) is a consequence of Lemma 1.1 (ii). 
Theorem 4.3 has a clear potential for applications, as we will explain in detail now.
Indeed, the known (exact) dual windows associated with the Gabor frame generated by the
Gaussian have a very complicated structure. To the best of our knowledge, the only explicit
expressions for dual windows associated with the Gaussian were obtained by Janssen [10,
11]. Consider for the moment the Gaussian on the form g(x) = 21/4e−πx
2
, and fix a, b > 0
such that ab < 1. Furthermore, let
K :=
∑
k∈Z
(−1)k(2k + 1)e−πa(k+1/2)2 , erfc(x) := 2√
π
∫ ∞
x
e−s
2
ds.
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Then Janssen showed in [10] that for any ǫ > 0, ǫ < 1− ab, the function
g˜ǫ(x) := 2
−1/4bK−1eπx
2
∑
k∈Z
(−1)ke−πa(k+1/2)2/b erfc[(x− (k + 1/2)a)
√
π/ǫ] (4.6)
generates a dual frame of {EmbTnag}m,n∈Z. An explicit dual window is calculated in [11] for
the case where (ab)−1 is an even integer (the calculations are more involved when (ab)−1
is an odd integer). On the other hand, as already described the functions hN in (4.2) have
an extremely simple and explicit structure. Theorem 4.3 shows that for certain sufficiently
small values of the product ab we can get arbitrary close to perfect reconstruction by
replacing the exact dual window by the function hN for a sufficiently large value of N ∈ N.
For example, doing so with a tolerance that is smaller then the “machine precision” (in a
slightly informal language) will be as good as having perfect reconstruction.
Note that in Theorem 4.3 each choice of N ∈ N leads to new and fixed values for
the translation parameter a and the modulation parameter b, given by typically irrational
numbers. For general frames this can be problematic, due to inevitable roundoff errors
that will occur in practice. However, the Gaussian and the (scaled) B-splines BN , N ≥ 2,
belong to the Feichtinger algebra S0, which implies that the Bessel bound for the Gabor
system {EmbTnahN}m,n∈Z depends continuously on the parameters a, b > 0, cf. the results
by Feichtinger and Kaiblinger [8]. Thus, Theorem 4.3 is less sensitive towards roundoff
errors than one could think at a first glance.
5 Convergence in Lp-spaces
In this section we derive some easy consequences of our approach in Section 2. In Theorem
5.2 we prove that the considered scalings of the B-splines converge to the Gaussian in Lp(R)
for p ∈ [1,∞]; this was also obtained by Goh et al. in [9], while Unser et al. [16] proved it
for p ∈ [2,∞]. First we prove that the Fourier transform of the scaled B-splines converge
to the Gaussian in Lq(R) for q ∈ [1,∞]; the range q ∈ [1,∞[ was first considered by Unser
et al. [16].
Theorem 5.1 Let q ∈ [1,∞]. Then
F
(√
N
12
BN
(√
N
12
·
))
(γ) =
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N
→ e−2π2γ2
in Lq(R) as N →∞.
Proof. Fix any integer N ≥ 14. We will distinguish between the cases q = ∞ and
q ∈ [1,∞[.
(1) The case q =∞: By (2.9), we see that∣∣∣∣∣∣∣e−2π
2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N ∣∣∣∣∣∣∣ ≤ e−
pi2N
24 +
(
2
π
)N
, |γ| ≥
√
N
4
√
3
.
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This together with (2.8) implies that
sup
γ∈R
∣∣∣∣∣∣∣e−2π
2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N ∣∣∣∣∣∣∣ ≤ max
{
4
5e2N
(
1 +
17 lnN
7N
)
, e−
pi2N
24 +
(
2
π
)N}
→ 0
as N →∞.
(2) The case q ∈ [1,∞[: By (2.8) and (2.9), we have
∫ ∞
−∞
∣∣∣∣∣∣∣e−2π
2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N ∣∣∣∣∣∣∣
q
dγ
≤
∫
|γ|<
√
lnN
pi
(
4
5e2N
(
1 +
17 lnN
7N
))q
dγ +
∫
√
lnN
pi
≤|γ|≤
√
N
4
√
3
(
4(lnN)2
5N3
(
1 +
17 lnN
7N
))q
dγ
+
∫
|γ|≥
√
N
4
√
3
e−2π2γ2 +
∣∣∣∣∣∣ 1π√12
N
γ
∣∣∣∣∣∣
Nq dγ.
Using that (a + b)q ≤ max{(2a)q, (2b)q} ≤ 2q(aq + bq), we have
∫
|γ|≥
√
N
4
√
3
e−2π2γ2 +
∣∣∣∣∣∣ 1π√12
N
γ
∣∣∣∣∣∣
Nq dγ
≤ 2q
∫
|γ|≥
√
N
4
√
3
e−2π
2γ2qdγ +
∫
|γ|≥
√
N
4
√
3
∣∣∣∣∣∣ 1π√12
N
γ
∣∣∣∣∣∣
Nq
dγ
 .
Direct calculations show that∫
|γ|≥
√
N
4
√
3
e−2π
2γ2qdγ ≤ 2
∫ ∞
√
N
4
√
3
e−2π
2γqdγ =
e
−
(
2π2q
√
N
4
√
3
)
π2q
(
if
√
N
4
√
3
≥ 1
)
;
∫
|γ|≥
√
N
4
√
3
∣∣∣∣∣∣ 1π√12
N
γ
∣∣∣∣∣∣
Nq
dγ =
(
2
π
)Nq √
N
2
√
3(Nq − 1) (if Nq > 1) .
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Hence
∫ ∞
−∞
∣∣∣∣∣∣∣e−2π
2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N ∣∣∣∣∣∣∣
q
dγ
≤ 2
((
4
5e2N
)q √
lnN
π
+
(
4(lnN)2
5N3
)q(√
N
4
√
3
−
√
lnN
π
))(
1 +
17 lnN
7N
)q
+2q
e−(2π2q √N4√3)
π2q
+
(
2
π
)Nq √
N
2
√
3(Nq − 1)

≤ Cq
√
lnN
N q
, (5.1)
for some Cq > 0, and therefore tends to zero as N →∞. 
We are now ready to prove that the considered scaled versions of the B-splines BN
converge to the Gaussian in Lp(R), p ∈ [1,∞] as N →∞.
Theorem 5.2 Let p ∈ [1,∞]. Then√
N
12
BN
(√
N
12
x
)
→ 1√
2π
e−
x2
2
in Lp(R) as N →∞.
Proof. We will distinguish between the cases p =∞ and p ∈ [1,∞[.
(1) The case p =∞: Using the function pN in (2.5) and its Fourier transform in (2.7),
the inequality ‖pN‖∞ ≤ ‖p̂N‖L1(R) and (5.1) with q = 1 imply that
∥∥∥∥∥ 1√2π e−x22 −
√
N
12
BN
(√
N
12
x
)∥∥∥∥∥
∞
≤
∫ ∞
−∞
∣∣∣∣∣∣∣e−2π
2γ2 −
sin
(
π
√
12
N
γ
)
π
√
12
N
γ

N ∣∣∣∣∣∣∣ dγ
≤ C1
√
lnN
N
, (5.2)
which tends to zero as N →∞.
(2) The case p ∈ [1,∞[: Since suppBN(
√
N
12
·) = [−√3N,√3N ], we see that
∫ ∞
−∞
∣∣∣∣∣ 1√2π e−x22 −
√
N
12
BN
(√
N
12
x
)∣∣∣∣∣
p
dx
≤
∫
|x|≤
√
3N
∣∣∣∣∣ 1√2π e−x22 −
√
N
12
BN
(√
N
12
x
)∣∣∣∣∣
p
dx+
∫
|x|≥
√
3N
∣∣∣∣ 1√2π e−x22
∣∣∣∣p dx.
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By (5.2), we have
∫
|x|≤
√
3N
∣∣∣∣∣ 1√2π e−x22 −
√
N
12
BN
(√
N
12
x
)∣∣∣∣∣
p
dx ≤ 2
√
3N
(
C1
√
lnN
N
)p
=
2Cp1
√
3
(√
lnN
)p
Np−
1
2
.
Also direct calculations show∫
|x|≥√3N
∣∣∣∣ 1√2π e−x22
∣∣∣∣p dx ≤ ∫|x|≥√3N
∣∣∣∣ 1√2π e−x2
∣∣∣∣p dx = 4p
(
1√
2π
)p
e−
p
√
3N
2 .
Hence
∫ ∞
−∞
∣∣∣∣∣
√
N
12
BN
(√
N
12
x
)
− 1√
2π
e−
x2
2
∣∣∣∣∣
p
dx ≤
2Cp1
√
3
(√
lnN
)p
Np−
1
2
+
4
p
(
1√
2π
)p
e−
p
√
3N
2 → 0
as N →∞. 
Consider again the function gN in (2.14). As a consequence of our results we obtain
that a certain scaled version of the Fourier transform of gN “behave very similar as gN” as
N → ∞. Recall that for a > 0 the scaling operator Da on L2(R) is defined by Daf(x) =
a−1/2f(a−1x). The scaling operator is unitary.
Corollary 5.3 Let p ∈ [1,∞]. Then gN −D2πFgN → 0 in Lp(R) as N →∞.
The result follows immediately by letting γ = x
2π
in Theorem 5.1.
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