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1. Introduction
In the present paper, we call attention to some high order methods for a class of Fredholm integral equations of the
second kind with different weak singularities. Let R = (−∞,∞), N = {1, 2, . . .}, N0 = {0} ∪ N. By Cm(Ω) (m ∈ N0) we
denote the set of allm times continuously differentiable functions onΩ , C0(Ω) = C(Ω). In particular, by C[0, 1]we denote
the Banach space of continuous functions u : [0, 1] → Rwith the norm ‖u‖∞ = max0≤x≤1 |u(x)|. Let us consider an integral
equation of the form
u(x) =
∫ 1
0
[
a(x, y)|x− y|−ν + b(x, y)] u(y)dy+ f (x), 0 ≤ x ≤ 1, (1)
where 0 < ν < 1, a, b ∈ Cm([0, 1] × [0, 1]), f ∈ Cm[0, 1], m ∈ N. If Eq. (1) has a solution u(x) and a(x, y) 6≡ 0, then
u ∈ C[0, 1] ∩ Cm(0, 1), but the derivatives u′(x), . . . , u(m)(x) are typically unbounded at x = 0 and x = 1 (see, for example,
[1–3]). The possible singular behaviour of the exact solution can be taken into account by using polynomial splines on special
non-uniform grids and product integration techniques (see, for example, [1,4–9]).
To avoid problems associated with the use of strongly non-uniform grids, we first perform in (1) a change of variables
which improves the boundary behaviour of the derivatives of the exact solution and after that we solve the transformed
equation by a product integration method using mildly graded or uniform grids. In the case of collocation and Galerkin
methods similar approach for solving weakly singular integral equations has been used in [10–14] and [13,14], respectively.
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The integrals occurring in collocation and Galerkin systems can be computed, for example, by methods developed in [15];
see also [16–27].
Themain purpose of the present paper is to extend the corresponding results of [11,8,9] to awider class ofweakly singular
integral equations with kernels K(x, y) = a(x, y)|x − y|−ν + b(x, y) which, in addition to a diagonal singularity, may have
different boundary singularities as y → 0 and y → 1 (see Section 2). To this end, we employ some ideas of [28] where a
product quasi-interpolation by smooth splines on the uniform grid is used. In contrast to collocation and Galerkin systems,
the corresponding systems in our algorithms will contain only such integrals that can be found exactly.
Our paper is organized as follows. In Section 2 we introduce a class of kernels for (1) and discuss the regularity of the
solution to (1). In Section 3we introduce a smoothing transformationϕ. Exploitingϕ, a new integral equation is obtained and
analysed. In Section 4 some results about the piecewise polynomial interpolation are presented. In Section 5 we introduce
Nyström type methods and examine their accuracy. In Section 6 we test our method on a numerical example.
The main results of the paper are given by Theorems 9–11.
Throughout the paper c denotes a positive constant which may have different values on different occasions.
2. Regularity of the solution
Denote by T the integral operator of (1),
(Tu)(x) =
∫ 1
0
K(x, y)u(y)dy, 0 ≤ x ≤ 1,
with
K(x, y) = a(x, y)|x− y|−ν + b(x, y), 0 < ν < 1. (2)
In our considerations a(x, y) and b(x, y)may have boundary singularities with respect to y. Actually, we assume that
a, b ∈ Cm ([0, 1] × (0, 1)) , m ∈ N0, (3)∣∣∣∣∣
(
∂
∂x
)k (
∂
∂y
)l
a(x, y)
∣∣∣∣∣ ≤ cy−λ0−l(1− y)−λ1−l, (4)∣∣∣∣∣
(
∂
∂x
)k (
∂
∂y
)l
b(x, y)
∣∣∣∣∣ ≤ cy−µ0−l(1− y)−µ1−l, (5)
where (x, y) ∈ [0, 1] × (0, 1) and
k, l ∈ N0, k+ l ≤ m, λ0, λ1, µ0, µ1 ∈ R, λ0, λ1, µ0, µ1 < 1. (6)
The set of functions satisfying (2)–(6) will be denoted byW λ0,λ1,µ0,µ1m,ν .
An example of a function K ∈ W λ0,λ1,µ0,µ1m,ν is given by
K(x, y) = a1(x, y)|x− y|−νy−λ0(1− y)−λ1 + b1(x, y)y−µ0(1− y)−µ1
where a1, b1 ∈ Cm([0, 1] × [0, 1]).
Lemma 1. Let K ∈ W λ0,λ1,µ0,µ10,ν , 0 < ν < 1, λ0 < 1− ν , λ1 < 1− ν , µ0 < 1, µ1 < 1. Then T maps C[0, 1] into C[0, 1], and
T : C[0, 1] → C[0, 1] is compact.
The proof of Lemma 1 is standard (cf. [7,29]); a detailed argument can be found in [30]. Denote
N(I − T ) = {u ∈ C[0, 1] : u = Tu}.
The existence and uniqueness of a solution to (1) can be characterized by Lemma 2 being a consequence of Lemma 1.
Lemma 2. Let the following conditions be fulfilled: (1) K ∈ W λ0,λ1,µ0,µ10,ν , 0 < ν < 1, λ0 < 1 − ν , λ1 < 1 − ν , µ0 < 1,
µ1 < 1; (2) f ∈ C[0, 1]; (3) N(I − T ) = {0}. Then Eq. (1) has a unique solution u ∈ C[0, 1].
For m ∈ N, θ0, θ1 ∈ R, θ0, θ1 < 1, denote by Cm,θ0,θ1(0, 1) the weighted space of functions u ∈ C[0, 1] ∩ Cm(0, 1) such
that
|u|m,θ0,θ1 ≡
m∑
k=1
sup
0<x<1
wk−1+θ0(x)wk−1+θ1(1− x)|u(k)(x)| <∞.
Here
wα(β) =
{1 for α < 0,
1/(1+ | logβ|) for α = 0,
βα for α > 0,
α, β ∈ R, β > 0.
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Equipped with the norm
‖u‖Cm,θ0,θ1 (0,1) = ‖u‖C[0,1] + |u|m,θ0,θ1 , u ∈ Cm,θ0,θ1(0, 1),
Cm,θ0,θ1(0, 1) is a Banach space. Clearly, Cm[0, 1] ⊂ Cm,θ0,θ1(0, 1). Due to [30] we have the following lemma.
Lemma 3. Let K ∈ W λ0,λ1,µ0,µ1m,ν , m ∈ N, λ0 < 1− ν , λ1 < 1− ν , µ0 < 1, µ1 < 1, and let θ0 = λ0 + ν , θ1 = λ1 + ν . Then T
maps Cm,θ0,θ1(0, 1) into Cm,θ0,θ1(0, 1) and T : Cm,θ0,θ1(0, 1)→ Cm,θ0,θ1(0, 1) is compact.
A consequence of Lemmas 1 and 3 is the following result.
Theorem 4. Let K ∈ W λ0,λ1,µ0,µ1m,ν , f ∈ Cm,θ0,θ1(0, 1), m ∈ N, 0 < ν < 1, λ0, λ1, µ0, µ1 ∈ R, λ0 < 1−ν , λ1 < 1−ν ,µ0 < 1,
µ1 < 1, θ0 = λ0 + ν , θ1 = λ1 + ν . Let N(I − T ) = {0}. Then Eq. (1) has a unique solution u ∈ Cm,θ0,θ1(0, 1).
Using the approach of [31], our treatment can be extended to the case where f (x) has a singularity at a point x = ξ ,
ξ ∈ (0, 1), and/or a(x, y), b(x, y) have certain singularities on the lines x = ξ and y = ξ .
3. Smoothing transformation
For given %0, %1 ∈ N, let ϕ : [0, 1] → [0, 1] be a transformation such that (cf. [13,14])
ϕ(t) =

%1
%0 + %1 2
%0 t%0 for 0 ≤ t ≤ 1
2
,
1− %0
%0 + %1 2
%1(1− t)%1 for 1
2
≤ t ≤ 1.
(7)
Clearly, ϕ ∈ C1[0, 1] but in general ϕ 6∈ C2[0, 1]: if %0 > 1 or %1 > 1, then ϕ′′(s) has a finite jump discontinuity at s = 1/2.
Since ϕ(0) = 0, ϕ(1) = 1 and ϕ is strictly increasing on [0, 1], ϕ maps [0, 1] onto [0, 1] and has an inverse ϕ−1 ∈ C[0, 1]
with ϕ−1(0) = 0 and ϕ−1(1) = 1. Note that ϕ(t) ≡ t for %0 = %1 = 1. If %0 > 1 and/or %1 > 1, then (7) possesses a
smoothing property for a function v(t) = u(ϕ(t)) at t = 0 and/or at t = 1 where u ∈ Cm,θ0,θ1(0, 1) (see Lemma 5).
Using (7), we perform in Eq. (1) the change of variables
x = ϕ(t), y = ϕ(s), 0 ≤ t ≤ 1, 0 ≤ s ≤ 1. (8)
We have
ϕ(t)− ϕ(s)
t − s > 0, |ϕ(t)− ϕ(s)| =
ϕ(t)− ϕ(s)
t − s |t − s|, t, s ∈ [0, 1], t 6= s.
Thus, Eq. (1) takes the form
v(t) =
∫ 1
0
[
A(t, s)|t − s|−ν +B(t, s)] v(s)ds+ g(t), 0 ≤ t ≤ 1, (9)
where v(t) = u(ϕ(t)) is the function which we have to find and
g(t) = f (ϕ(t)) , (10)
B(t, s) = b (ϕ(t), ϕ(s)) ϕ′(s), (11)
A(t, s) = a (ϕ(t), ϕ(s))Φ(t, s)−νϕ′(s), (12)
Φ(t, s) =

ϕ(t)− ϕ(s)
t − s for t 6= s
ϕ′(s) for t = s
 , 0 ≤ t ≤ 1, 0 ≤ s ≤ 1. (13)
The solutions of (1) and (9) are related by the equalities
v(t) = u (ϕ(t)) , u(x) = v(ϕ−1(x)). (14)
The behaviour of the derivatives of v can be characterized by the following lemma.
Lemma 5. Assume that u ∈ Cm,θ0,θ1(0, 1), m ∈ N, θ0, θ1 ∈ R, θ0, θ1 < 1. Let v(t) = u(ϕ(t)), 0 ≤ t ≤ 1. Then v ∈
C[0, 1] ∩ Cm((0, 1) \ {1/2}) and
∣∣v(j)(t)∣∣ ≤ c‖u‖Cm,θ0,θ1 (0,1)
1 for j < %0(1− θ0)1+ | log t| for j = %0(1− θ0)t%0(1−θ0)−j for j > %0(1− θ0)
 , 0 < t < 12 , j = 1, . . . ,m, (15)
∣∣v(j)(t)∣∣ ≤ c‖u‖Cm,θ0,θ1 (0,1)
1 for j < %1(1− θ1)1+ | log(1− t)| for j = %1(1− θ1)
(1− t)%1(1−θ1)−j for j > %1(1− θ1)
 , 12 < t < 1, j = 1, . . . ,m. (16)
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Proof. The smoothness claim is clear. Further, for the derivatives of the composite function v = u ◦ ϕ we have the Faà di
Bruno representation
v(j)(t) =
∑
n1,...,nj∈N0
n1+2n2+···+jnj=j
j!
n1! · · · nj! u
(n1+···+nj)(ϕ(t))
(
ϕ′(t)
1!
)n1
· · ·
(
ϕ(j)(t)
j!
)nj
(17)
where t ∈ (0, 1) \ {1/2} and j = 1, . . . ,m. Using u ∈ Cm,θ0,θ1(0, 1) and (7), we estimate all terms in the sum (17) for
0 < t < 1/2 and (1/2) < t < 1, and arrive at the inequalities (15) and (16), respectively. The details are completely
analogous to those in the proof of Lemma 4.2 in [12] and are omitted. 
Next we observe (cf. [28]) that Φ(t, s) > 0 everywhere in the square [0, 1] × [0, 1] except two points (0, 0) and (1, 1)
in whichΦ(t, s) vanishes causing singularities ofΦ(t, s)−ν and its derivatives. In particular, we have∣∣∣∣∣
(
∂
∂s
)j (
Φ(t, s)−ν
)∣∣∣∣∣ ≤ c(t + s)−ν(%0−1)−j, 0 ≤ t ≤ 1, 0 < s < 12 , j ∈ N0,∣∣∣∣∣
(
∂
∂s
)j (
Φ(t, s)−ν
)∣∣∣∣∣ ≤ c ((1− t)+ (1− s))−ν(%1−1)−j , 0 ≤ t ≤ 1, 12 < s < 1, j ∈ N0.
This together with (7) implies the following lemma.
Lemma 6. Let ϕ andΦ be defined by formulas (7) and (13), respectively. Then∣∣Φ(t, s)−νϕ′(s)∣∣ ≤ cs(%0−1)(1−ν)(1− s)(%1−1)(1−ν), 0 ≤ t, s ≤ 1,∣∣∣∣∣
(
∂
∂s
)j [
Φ(t, s)−νϕ′(s)
]∣∣∣∣∣ ≤ cs(%0−1)(1−ν)−j, 0 ≤ t ≤ 1, 0 < s < 12 , j ∈ N,∣∣∣∣∣
(
∂
∂s
)j [
Φ(t, s)−νϕ′(s)
]∣∣∣∣∣ ≤ c(1− s)(%1−1)(1−ν)−j, 0 ≤ t ≤ 1, 12 < s < 1, j ∈ N.
Lemma 7. Assume (3)–(6) and let ϕ be given by formula (7). Then for j = 0, . . . ,m it holds that∣∣∣∣∣
(
∂
∂s
)j
a (ϕ(t), ϕ(s))
∣∣∣∣∣ ≤ cs−%0λ0−j, 0 ≤ t ≤ 1, 0 < s < 12 , (18)∣∣∣∣∣
(
∂
∂s
)j
a (ϕ(t), ϕ(s))
∣∣∣∣∣ ≤ c(1− s)−%1λ1−j, 0 ≤ t ≤ 1, 12 < s < 1, (19)∣∣∣∣∣
(
∂
∂s
)j
b (ϕ(t), ϕ(s))
∣∣∣∣∣ ≤ cs−%0µ0−j, 0 ≤ t ≤ 1, 0 < s < 12 , (20)∣∣∣∣∣
(
∂
∂s
)j
b (ϕ(t), ϕ(s))
∣∣∣∣∣ ≤ c(1− s)−%1µ1−j, 0 ≤ t ≤ 1, 12 < s < 1. (21)
Proof. The inequalities (18)–(21) are easily carried out by applying the formula Faà di Bruno. 
4. Piecewise polynomial interpolation
For given integersm,N ∈ N and real numbers r0, r1 ∈ [1,∞) let
S(−1)m−1(∆
r0,r1
N ) = {zN : zN |[tj−1,tj] ∈ pim−1, j = 1, . . . , 2N}
be the underlying spline space of piecewise polynomial functions zN associated with the grid ∆
r0,r1
N = {t0, . . . , t2N : 0 =
t0 < · · · < t2N = 1}where
tj = 12
(
j
N
)r0
, j = 0, . . . ,N; tN+j = 1− 12
(
N − j
N
)r1
, j = 1, . . . ,N. (22)
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Here pim−1 denotes the set of polynomials of degree not exceedingm− 1 and r0, r1 ≥ 1 are the non-uniformity parameters
of the grid ∆r0,r1N : if r0 > 1, then the grid points tj (j = 1, . . . ,N) are more densely clustered near the endpoint 0 of the
interval [0, 1] and if r1 > 1 then tj (j = N + 1, . . . , 2N − 1) are more densely clustered near the endpoint 1 of the interval
[0, 1]. Note that the elements of S(−1)m−1(∆r0,r1N ) may have jump discontinuities at the interior knots t1, . . . , t2N−1 of the grid
∆
r0,r1
N .
In every subinterval [tj−1, tj] ⊂ [0, 1] (j = 1, . . . , 2N)we introducem interpolation points tjl, l = 1, . . . ,m:
tjl = tj−1 + ηl(tj − tj−1), l = 1, . . . ,m; j = 1, . . . , 2N, (23)
where
0 ≤ η1 < · · · < ηm ≤ 1 (24)
are some fixed parameters which do not depend on j and N .
Given a function z ∈ C[0, 1], we determine its piecewise polynomial interpolation function PNz by formula
(PNz)(t) =
2N∑
j=1
m∑
k=1
z(tjk)ψjk(t), 0 ≤ t ≤ 1, (25)
where the trial functionsψjk (k = 1, . . . ,m; j = 1, . . . , 2N) are such thatψjk(t) = 0 for t 6∈ [tj−1, tj] andψjk(t) = Ljk(t) for
t ∈ [tj−1, tj], with
Ljk(t) =
m∏
l=1,l6=k
t − tjl
tjk − tjl , tj−1 ≤ t ≤ tj, k = 1, . . . ,m; j = 1, . . . , 2N. (26)
Then PNz ∈ S(−1)m−1(∆r0,r1N ) and
(PNz)(tjk) = z(tjk), k = 1, . . . ,m; j = 1, . . . , 2N. (27)
Thus, by (25) is defined an interpolation operator PN = PN,m : C[0, 1] → S(−1)m−1(∆r0,r1N ) which assigns to any continuous
function z : [0, 1] → R its piecewise polynomial function PNz ∈ S(−1)m−1(∆r0,r1N ) satisfying (27).
In what follows, for given Banach spaces E and F we denote by L(E, F) the Banach space of linear bounded operators
A : E → F with the norm ‖A‖L(E,F) = sup{‖Au‖F : u ∈ E, ‖u‖E ≤ 1}.
Lemma 8. Let the interpolation nodes (23)with grid points (22) and parameters (24) be used. Then the norms of PN ∈ L(C[0, 1],
L∞(0, 1)) are bounded for a constant c > 0 which is independent of N,
‖PN‖L(C[0,1],L∞(0,1)) ≤ c, N ∈ N,
and
‖PNz − z‖L∞(0,1) → 0 as N →∞ for any z ∈ C[0, 1]. (28)
Proof. See [32]. 
5. Product interpolation and convergence analysis
Let PN (N ∈ N) be defined by (25). We approximate Eq. (9) by its discretized version
vN(t) =
∫ 1
0
{|t − s|−νPN [A(t, s)vN(s)]+ PN [B(t, s)vN(s)]} ds+ g(t), 0 ≤ t ≤ 1, (29)
where PN is applied to the products A(t, s)vN(s) and B(t, s)vN(s) as the functions of s treating t as a parameter and
vN ∈ C[0, 1] is unknown. This is the operator form of a product integration method for solving (9). Actually, (29) is a
Nyström type method since it follows from (25), (27) and (29) that the solution vN of Eq. (29) is uniquely determined by its
knot values vN(tjk) (k = 1, . . . ,m; j = 1, . . . , 2N) through the Nyström extension
vN(t) =
2N∑
j=1
m∑
k=1
{
A(t, tjk)
∫ tj
tj−1
|t − s|−νLjk(s)ds+B(t, tjk)
∫ tj
tj−1
Ljk(s)ds
}
vN(tjk)+ g(t), 0 ≤ t ≤ 1. (30)
Taking in (30) t = tpq (q = 1, . . . ,m; p = 1, . . . , 2N), we obtain a linear system of algebraic equations with respect to the
values vN(tpq), q = 1, . . . ,m; p = 1, . . . , 2N:
cpq =
2N∑
j=1
m∑
k=1
dpqjkcjk + g(tpq), q = 1, . . . ,m; p = 1, . . . , 2N, (31)
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where cpq ≡ vN(tpq) and
dpqjk = A(tpq, tjk)
∫ tj
tj−1
|tpq − s|−νLjk(s)ds+B(tpq, tjk)
∫ tj
tj−1
Ljk(s)ds,
k = 1, . . . ,m; j = 1, . . . , 2N; q = 1, . . . ,m; p = 1, . . . , 2N. (32)
This is the matrix form of method (29).
Having found the solution {cjk} (l = 1, . . . ,m; j = 1, . . . , 2N) to (31), we can use (30) to compute vN(t) for any t ∈ [0, 1].
This is a classical Nyström type method. Often the computation of vN(t) by (30) is much more expensive than the compos-
ing of
wN(t) =
m∑
k=1
cjkLjk(t), tj−1 ≤ t ≤ tj, j = 1, . . . , 2N, (33)
which we treat as a modified Nyström approximation. Having wN in hand, we can determine uN , an approximation to the
solution u of Eq. (1), setting
uN(x) = wN(ϕ−1(x)), ϕ(tj−1) ≤ x ≤ ϕ(tj), j = 1, . . . , 2N. (34)
Theorem 9. Let the following conditions be fulfilled:
(1) K ∈ Wλ0,λ1,µ0,µ10,ν , 0 < ν < 1, λ0 < 1− ν , λ1 < 1− ν , µ0 < 1, µ1 < 1;
(2) f ∈ C[0, 1];
(3) N(I − T ) = {0};
(4) the interpolation points (23), associated with the grid points (22) of the partition∆r0,r1N and parameters (24) are used;
(5) the transformation ϕ is given by formula (7) where
%i >
1− ν
1− ν − λi , %i >
1
1− µi , %i ≥ 1, i = 0, 1. (35)
Then for every choice of the grid parameters r0 ≥ 1 and r1 ≥ 1 in (22), there exists an N0 ∈ N such that, for N ≥ N0, Eq. (29) has
a unique solution vN ∈ C[0, 1], and
‖v − vN‖∞ → 0 for N →∞, (36)
‖u− uN‖∞ = sup
0≤x≤1
|u(x)− uN(x)| → 0 for N →∞. (37)
Here uN is defined by formula (34) and u and v are the solutions of Eqs. (1) and (9), respectively.
Proof. It follows from (2)–(6) and (11)–(13) thatA,B ∈ C([0, 1]×(0, 1)). Moreover, due to Lemmas 6 and 7, for any choice
of parameters %0, %1 ∈ N it holds that
|A(t, s)| ≤ cs%0(1−ν−λ0)+ν−1(1− s)%1(1−ν−λ1)+ν−1, 0 ≤ t ≤ 1, 0 < s < 1, (38)
|B(t, s)| ≤ cs%0(1−µ0)−1(1− s)%1(1−µ1)−1, 0 ≤ t ≤ 1, 0 < s < 1. (39)
Under conditions (35) it holds %i(1−ν−λi) > 1−ν, %i(1−µi) > 1 (i = 0, 1), henceA andB have continuous extensions
to the closed square [0, 1] × [0, 1]. These extensions we denote again byA andB. Thus,A,B ∈ C([0, 1] × [0, 1]).
Denote by T and TN the integral operators of (9) and (29),
(T v)(t) =
∫ 1
0
[|t − s|−νA(t, s)+B(t, s)] v(s)ds, 0 ≤ t ≤ 1,
(TNv)(t) =
∫ 1
0
[|t − s|−νPN (A(t, s)v(s))+ PN (B(t, s)v(s))] ds, 0 ≤ t ≤ 1.
They are linear and compact as operators from L∞(0, 1) into C[0, 1]. Moreover, we show that TN → T compactly in C[0, 1]
as N →∞, i.e.
‖TNv − T v‖∞ → 0 for every v ∈ C[0, 1], (40){
for any bounded sequence (vN) ⊂ C[0, 1] it follows that
the sequence (TNvN) is relatively compact in C[0, 1]. (41)
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Indeed, the sets {A(t, ·) : 0 ≤ t ≤ 1} and {B(t, ·) : 0 ≤ t ≤ 1} are relatively compact in C[0, 1]. Therefore, due to Lemma 8,
for a fixed v ∈ C[0, 1] it holds that
sup
0≤t≤1
max
0≤s≤1
|A(t, s)v(s)− PN (A(t, s)v(s))| → 0 as N →∞,
sup
0≤t≤1
max
0≤s≤1
|B(t, s)v(s)− PN (B(t, s)v(s))| → 0 as N →∞.
This yields (40). Proving (41), wemay assume that ‖vN‖∞ ≤ 1, ‖A‖∞ ≤ 1, ‖B‖∞ ≤ 1. The uniform boundedness of (TNvN)
is clear, and the equi-continuity of (TNvN) can be seen from the inequality
|(TNvN)(t)− (TNvN)(t ′)| ≤ ‖PN‖L(C[0,1],L∞(0,1))
{∫ 1
0
∣∣|t − s|−ν − |t ′ − s|−ν∣∣ ds
+
∫ 1
0
|t ′ − s|−ν ∣∣A(t ′, s)−A(t, s)∣∣ ds+ ∫ 1
0
∣∣B(t, s)−B(t ′, s)∣∣ ds}, N = 1, 2, . . . ,
taking t, t ′ ∈ [0, 1] sufficiently close to one another.
Further, due to the condition N(I− T ) = {0}, also N(I− T ) = {0}. As well known (see, e.g. [33,1,7,34,32]), relations (40)
and (41) and N(I − T ) = {0} imply that, for sufficiently large N , say N ≥ N0, the operators I − TN are invertible in C[0, 1]
and the norms of the inverse operators (I − TN)−1 are uniformly bounded:
‖(I − TN)−1‖L(C[0,1],C[0,1]) ≤ c, N ≥ N0. (42)
Thus, Eq. (29) has a unique solution vN ∈ C[0, 1] for N ≥ N0. For vN and v ∈ C[0, 1], the solution of Eq. (9), we have
v − vN = (I − TN)−1(T v − TNv), N ≥ N0, (43)
and due to (40) and (42), the convergence (36) follows. Also (37) follows since, as we show below,
‖u− uN‖∞ ≤ c‖v − vN‖∞. (44)
Indeed, due to the equalitieswN = PNwN = PNvN and Lemma 8, we have
‖u− uN‖∞ = ‖v − wN‖∞ ≤ ‖v − vN‖∞ + ‖vN − PNv‖∞ + ‖PN(v − vN)‖∞
≤ (1+ c)‖v − vN‖∞ + ‖vN − PNv‖∞.
We obtain (44) observing that
‖vN − PNv‖∞ ≤ c max
j=1,...,2N
k=1,...,m
|vN(tjk)− v(tjk)| ≤ c‖vN − v‖∞.
Theorem 9 is established. 
Theorem 10. Let the conditions of Theorem 9 be fulfilled. However, nowwe strengthen the conditions (1) and (2) assuming that
K ∈ Wλ0,λ1,µ0,µ1m,ν , f ∈ Cm,ν+λ0,ν+λ1(0, 1), where m ∈ N, 0 < ν < 1, λ0 < 1 − ν , λ1 < 1 − ν , µ0 < 1, µ1 < 1. Then, in the
notations of Theorem 9,
‖v − vN‖∞ ≤ c
1∑
i=0
[
ε
(m,ν,ν+λi,%i,ri)
N + ε(m,0,µi,%i,ri)N
]
, N ≥ N0, (45)
‖u− uN‖∞ ≤ c1
1∑
i=0
[
ε
(m,ν,ν+λi,%i,ri)
N + ε(m,0,µi,%i,ri)N
]
, N ≥ N0, (46)
where the constants c and c1 are independent of N and, in particular, with the values of θ, %, r from (45) and (46)
ε
(m,ν,θ,%,r)
N =

N−m for m < ν − 1+ %(1− θ), r ≥ 1;
N−r[ν−1+%(1−θ)] for m ≥ ν − 1+ %(1− θ), 1 ≤ r < m
ν − 1+ %(1− θ) ;
N−m for m ≥ ν − 1+ %(1− θ), r ≥ m
ν − 1+ %(1− θ) .
(47)
Proof. Let v and vN (N ≥ N0) be the solutions of Eqs. (9) and (29), respectively. According to (42) and (43),
‖v − vN‖∞ ≤ c‖T v − TNv‖∞, N ≥ N0. (48)
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For the solution u to (1) we have by Theorem 4 that u ∈ Cm,ν+λ0,ν+λ1(0, 1), and by Lemma 5 for the solution v(t) = u(ϕ(t))
of Eq. (9) we have the inequalities (15) and (16) with θ0 = ν+λ0, θ1 = ν+λ1. Due to (12) and Lemmas 6 and 7 this implies
that for any t ∈ [0, 1]we have∣∣∣∣∣
(
∂
∂s
)j
[A(t, s)v(s)]
∣∣∣∣∣ ≤ c
{
1 for j ≤ %0(1− ν − λ0)+ ν − 1,
s%0(1−ν−λ0)+ν−1−j for j > %0(1− ν − λ0)+ ν − 1,
0 < s <
1
2
, j = 0, 1, . . . ,m; (49)∣∣∣∣∣
(
∂
∂s
)j
[A(t, s)v(s)]
∣∣∣∣∣ ≤ c
{
1 for j ≤ %1(1− ν − λ1)+ ν − 1,
(1− s)%1(1−ν−λ1)+ν−1−j for j > %1(1− ν − λ1)+ ν − 1,
1
2
< s < 1, j = 0, 1, . . . ,m. (50)∣∣∣∣∣
(
∂
∂s
)j
[B(t, s)v(s)]
∣∣∣∣∣ ≤ c
{
1 for j ≤ %0(1− µ0)− 1,
s%0(1−µ0)−1−j for j > %0(1− µ0)− 1,
0 < s <
1
2
, j = 0, 1, . . . ,m; (51)∣∣∣∣∣
(
∂
∂s
)j
[B(t, s)v(s)]
∣∣∣∣∣ ≤ c
{
1 for j ≤ %1(1− µ1)− 1,
(1− s)%1(1−µ1)−1−j for j > %1(1− µ1)− 1,
1
2
< s < 1, j = 0, 1, . . . ,m. (52)
This together with Lemma 6 yields (cf. [12,32, pp. 115–119]) that
sup
0≤t≤1
sup
0≤s≤1
|A(t, s)v(s)− PN [A(t, s)v(s)]| ≤ c
1∑
i=0
ε
(m,ν,ν+λi,%i,ri)
N , (53)
sup
0≤t≤1
sup
0≤s≤1
|B(t, s)v(s)− PN [B(t, s)v(s)]| ≤ c
1∑
i=0
ε
(m,0,µi,%i,ri)
N , (54)
with ε(m,ν,θ,%,r)N given by (47). Using (42), (43), (48), (53) and (54), we arrive at (45). The estimate (46) is a consequence of
(44) and (45). Theorem 10 is established. 
The conditions on the parameters ri and/or %i (i = 0, 1) in Theorem 10 can be somewhat relaxed, allowing in the r.h.s.
of (53) and (54) some weak singularity with respect to s as s→ 0 or s→ 1. Below we realize this idea confining ourselves
to the case of the uniform grid.
Theorem 10 suggests that the convergence of order O(N−m) of method (29), (34) can be achieved on the uniform grid
(22) with r0 = r1 = 1, using suitable values of the parameters %0 and %1. In particular, the accuracy ‖v − vN‖∞ ≤ cN−m
holds if %i > (m+1−ν)/(1−ν−λi), %i > (m+1)/(1−µi), i = 0, 1. Actually, the conditions on %0 and %1 can be relaxed,
as shown in Theorem 11.
Theorem 11. Assume K ∈ Wλ0,λ1,µ0,µ1m,ν , f ∈ Cm,ν+λ0,ν+λ1(0, 1), m ∈ N, 0 < ν < 1, λ0 < 1− ν , λ1 < 1− ν ,µ0 < 1,µ1 < 1,
and let the parameters %0, %1 ∈ N in (7) satisfy the inequalities
%i >
m
1− ν − λi , %i >
m
1− µi , i = 0, 1. (55)
Furthermore, let N(I − T ) = {0} and let the interpolation points (23), associated with the parameters (24) and grid points (22)
by r0 ≥ 1 and r1 ≥ 1 of the partition∆r0,r1N be used.
Then there exists an integer N0 ∈ N such that for N ≥ N0, Eq. (29) has a unique solution vN , and
‖v − vN‖∞ ≤ cN−m, (56)
‖u− uN‖∞ ≤ c1N−m, (57)
where c and c1 are some positive constants not depending on N, uN is defined by formula (34) and u and v are the solutions of
(1) and (9), respectively.
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Proof. It follows from Theorem 9 that Eq. (29) has a unique solution vN ∈ C[0, 1] for sufficiently large values of N .
Let us establish the estimate (56). Due to (48) we have to estimate the error ‖T v−TNv‖∞ where v is the solution to (9).
Due to (55), Theorem 4 and Lemma 5 we obtain that v ∈ Cm[0, 1]. From (38), (39) and (49)–(52) we observe that
|A(t, s)v(s)| ≤ csm−(1−ν)+α0(1− s)m−(1−ν)+α1 ,
|B(t, s)v(s)| ≤ csm−1+β0(1− s)m−1+β1 , (58)∣∣∣∣( ∂∂s
)m
[A(t, s)v(s)]
∣∣∣∣ ≤ cs−(1−ν)+α0(1− s)−(1−ν)+α1 ,∣∣∣∣( ∂∂s
)m
[B(t, s)v(s)]
∣∣∣∣ ≤ cs−1+β0(1− s)−1+β1 (59)
where due to (55),
αi = %i(1− ν − λi)−m > 0, βi = %i(1− µi)−m > 0, i = 0, 1.
Using (58) in the subintervals [0, t1] and [t2N−1, 1], and (59) in the subintervals [tj−1, tj] (j = 2, . . . , 2N − 1), we find that,
for 0 ≤ t ≤ 1,
|(T v)(t)− (TNv)(t)| =
∣∣∣∣∫ 1
0
[|t − s|−ν(I − PN) (A(t, s)v(s))+ (I − PN) (B(t, s)v(s))] ds∣∣∣∣
≤ c1
∫ t1
0
[|t − s|−νsm−(1−ν)+α0 + sm−1+β0] ds
+ c2N−m
∫ 1/2
t1
[|t − s|−νs−(1−ν)+α0 + s−1+β0] ds
+ c3N−m
∫ t2N−1
1/2
[|t − s|−ν(1− s)−(1−ν)+α1 + (1− s)−1+β1] ds
+ c4
∫ 1
t2N−1
[|t − s|−ν(1− s)m−(1−ν)+α1 + (1− s)m−1+β1] ds
≤ c6N−m,
where c1, . . . , c6 are some positive constants not depending on N . This proves (56) and together with (44) also (57). The
proof of Theorem 11 is complete. 
6. Numerical results
We considered the following integral equation:
u(x) =
∫ 1
0
|x− y|−1/2 y−1/4u(y)dy+ f (x), 0 ≤ x ≤ 1. (60)
The forcing function f has been selected so that
u(x) = x1/4 + x3/4 + x1/4(1− x)1/2
is the exact solution to (60). We note that this is a problem of the form (1), with ν = 1/2, a(x, y) = y−1/4, b(x, y) ≡ 0 and
f (x) = −pi
2
+ x1/4 − 3x1/2 + x3/4 + x1/4(1− x)1/2 − 3(1− x)1/2 + 1
2
x log x
+ 1
2
(1− x) log(1− x)− x log(1+ (1− x)1/2)− (1− x) log(1+ x1/2).
In this case K(x, y) = |x− y|−1/2y−1/4 and it is easy to check that K ∈ W 14 ,0,µ0,µ1
m, 12
and f ∈ Cm, 34 , 12 (0, 1) for arbitrarym ∈ N
and µ0, µ1 ∈ (−∞, 1).
Eq. (60) was solved numerically by the method described in Section 5 (see (9)–(14) and (29)–(34)). Some numerical
results form = 2 are given in Tables 1 and 2.
Actually, in Tables 1 and 2 the errors
δN = max
j=1,...,2N
max
k=0,...,9
|v(τjk)− vN(τjk)|
and the ratios δN/2/δN for different values of the parameters %i, ri, ηi (i = 1, 2) and N are presented. The values τjk have been
calculated as follows: τjk = tj + k(tj − tj−1)/10, k = 0, . . . , 9; j = 1, . . . , 2N , with tj, defined by (22).
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Table 1
%0 = 9, %1 = 5, r0 = r1 = 1.
N η1 = 0.1, η2 = 0.9 η1 = (3−
√
3)/6, η2 = (3+
√
3)/6
δN δN/2/δN δN δN/2/δN
16 8.97E−02 1.22E−02
32 2.10E−02 4.27 3.88E−03 3.14
64 5.12E−03 4.11 9.42E−04 4.12
128 1.23E−03 4.17 2.22E−04 4.24
256 2.92E−04 4.20 5.90E−05 3.76
512 7.51E−05 3.89 1.71E−05 3.44
Table 2
%0 = 3, %1 = 2, r0 = 2, r1 = 1.
N η1 = 0.1, η2 = 0.9 η1 = (3−
√
3)/6, η2 = (3+
√
3)/6
δN δN/2/δN δN δN/2/δN
16 1.94E−02 6.96E−03
32 8.97E−03 2.16 1.65E−03 4.21
64 4.18E−03 2.15 6.71E−04 2.45
128 1.98E−03 2.10 3.30E−04 2.03
256 9.65E−04 2.06 1.64E−04 2.01
512 4.75E−04 2.03 8.17E−05 2.01
From Theorem 11 it follows that for sufficiently large N we have δN ≈ ‖v− vN‖∞ ≤ cN−2 if %i > 2/(1− ν − λi), ri ≥ 1,
i = 0, 1. Note that in our case ν = 1/2, λ0 = 1/4 and λ1 = 0. Thus, if %0 = 9, %1 = 5, r0 = r1 = 1, the ratio δN/2/δN ought to
be approximately 4. As we can see from Table 1, the numerical results are in agreement with the theoretical estimate. Notice
that the number of interpolation points (the number of unknowns) is 4N and for larger N (N ≥ 256) the computations gave
somewhat worse results.
Table 2 displays the behaviour of δN in the case %0 = 3, %1 = 2, r0 = 2, r1 = 1. As we can see from Table 2, in this case the
decrease of δN is faster than it is indicated by the theoretical estimate of Theorem 10: since N−r0[%0(1−ν−λ0)+ν−1] = N−1/2,
N−r1[%1(1−ν−λ1)+ν−1] = N−1/2, the predicted value for δN/2/δN is equal to
√
2 ≈ 1.41, but the current experiment gave a
value which is approximately equal to 2. This shows that the proposed method needs further theoretical and numerical
study. We return to this question elsewhere.
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