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SUMMARY
Multi-tenant cloud computing datacenters run diverse workloads, inside virtual
machines (VMs), with time varying resource demands. Compute capacity multi-
plexing systems dynamically manage the placement of VMs on physical machines to
ensure that their resource demands are always met while simultaneously optimizing
on the total datacenter compute capacity being used. In essence, they give the cloud
its fundamental property of being able to dynamically expand and contract resources
required on-demand.
At large scale datacenters though there are two practical realities that designers
of compute capacity multiplexing systems need to deal with: (a) maintaining low
operational overhead given variable cost of performing management operations nec-
essary to allocate and multiplex resources, and (b) the prevalence of a large number
and wide variety of faults in hardware, software and due to human error, that impair
multiplexing efficiency. In this thesis we propound the notion that explicitly designing
the methods and abstractions used in capacity multiplexing systems for this reality
is critical to better achieve administrator and customer goals at large scales.
To this end the thesis makes the following contributions: (i) CCM - a hierarchi-
cally organized compute capacity multiplexer that demonstrates that simple designs
can be highly effective at multiplexing capacity with low overheads at large scales
compared to complex alternatives, (ii) Xerxes - a distributed load generation frame-
work for flexibly and reliably benchmarking compute capacity allocation and multi-
plexing systems, (iii) A speculative virtualized infrastructure management stack that
dynamically replicates management operations on virtualized entities, and a compute
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capacity multiplexer for this environment, that together provide fault-scalable man-
agement performance for a broad class of commonly occurring faults in large scale
datacenters.
Our systems have been implemented in an industry-strength cloud infrastructure
built on top of the VMware vSphere virtualization platform [27] and the popular open
source OpenStack [17] cloud computing platform running ESXi and Xen [37] hyper-
visors, respectively. Our experiments have been conducted in a 700 server datacenter
using the Xerxes benchmark replaying trace data from production clusters, simulat-
ing parameterized scenarios like flash crowds, and also using a suite of representative
cloud applications. Results from these scenarios demonstrate the effectiveness of our




Cloud computing has become a popular computing paradigm that allows end-users to
dynamically scale up or down the resources they use to run their applications. Virtu-
alization of resources is a key enabler of such fluid mapping of infrastructure compute
capacity. Typically, users pay only for resources they actually use, resulting in large
cost savings compared to self-hosting applications on dedicated hardware. Cloud
providers build large scale datacenters to exploit cost advantages due to economies of
scale and strive to oversubscribe available compute capacity and statistically multi-
plex it between applications to maximize operational efficiency and pass on the cost
benefits to consumers.
However, the reality at several public and private cloud datacenters is that they
seldom, if ever, employ capacity multiplexing on an ongoing basis. Several factors
such as increased monitoring and actuation overheads at scale, prevalence of failures,
hardware heterogeneity, hard and soft virtual machine (VM) placement constraints,
resource partitions etc. pose challenges to their use.
Popular public cloud services like Amazon EC2 [2], and Rackspace Cloud [19],
simply do not oversubscribe resources and dynamically multiplex the compute ca-
pacity between applications [88, 20]. They typically allow customers to scale up or
scale down their resources in coarse-grained units of individual VMs while statically
reserving compute capacity allocated to each VM. This leads to two problems: (i)
despite virtualization and consolidation of VMs, cloud datacenters still do not achieve
good server utilization levels [58], (ii) the coarse-grained scaling support works only
for embarrassingly parallel and stateless applications, leaving out the huge market of
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enterprise applications like CRM, ERM, SCM etc. that do not scale horizontally [69].
Even in private enterprise datacenters, commercially available infrastructure re-
source allocation and multiplexing software such as Microsoft PRO, VMware DRS,
and Citrix XenServer currently only support dynamic allocation for a set of 32 or
fewer hosts [14, 6, 30]. In addition, to foregoing opportunities to improve datacenter
server utilization levels, capacity multiplexing within such small scales is also ineffec-
tive in supporting the resource needs of applications with highly fluctuating demands
that may require large amounts of capacity during flash crowd scenarios.
Given the scale and complexity of the deployed software at various layers, and
the ubiquity of commodity hardware in modern cloud environments, failures of the
operations needed to multiplex and allocate resources (e.g. VM reconfiguration and
migration) are far too common and they serve to severely limit the gains achievable
through capacity multiplexing. Notwithstanding fail-stop hardware faults, several
prior studies have pointed out a wide variety of causes underlying service failure in
hosting centers such as software bugs, misconfiguration, state inconsistencies, limp-
ware, resource insufficiency etc [38, 84, 66, 54, 67, 78].
These failures contribute to a ‘glass ceiling’ in the datacenter management plane
that limits the improvements achievable by capacity multiplexing solutions [70, 81].
In addition, the cost of carrying out the management actions necessary to allocate
resources, such as migrating a virtual machine (VM), is often much greater than the
algorithmic cost of computing actions [94]. This limitation can directly influence the
convergence, and hence, the design of multiplexing algorithms [68, 63].
In this thesis, we address the problem of multiplexing the compute capacity of large
scale datacenters as a whole. Specifically, we identify and scope our work to tackle two
key challenges: (i) scalability - maintaining low overhead for monitoring and actuation
of operations needed to allocate capacity, (ii) fault-tolerance - ensuring fault-scalable
performance in the presence of a wide variety of failures. We approach this task by
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building, deploying and evaluating systems at large scales. Then, by analyzing the
large amounts of data collected during the process to iteratively refine the design
of our systems. Such an approach also required the development of benchmarking
tools that permit the proper exploration of the design space - a role that none of the
existing benchmarking tools perform satisfactorily.
We believe that practical compute capacity multiplexing solutions can employ
simple design methods that are easy to develop, debug and scale in lieu of more com-
plex approaches owing to the inherent limits discussed above. They should also strive
to adapt their design to treat failure of management operations as normal operating
conditions and achieve good resource allocation and multiplexing performance despite
their prevalence.
1.1 Thesis Statement
Compute capacity multiplexing solutions can achieve effective and fault-scalable mul-
tiplexing at large scales by making dynamic tradeoffs between allocation accuracy and
management enforcement overhead and by speculatively replicating management op-
erations across different physical targets.
1.2 Contributions
To validate the thesis, we make the following contributions:
(i) CCM (Cloud Capacity Manager) is an on-demand compute capacity multi-
plexing system that combines various low-overhead techniques, motivated by practical
on-field observations, to achieve scalable multiplexing across thousands of machines.
CCM achieves this scale by employing a 3-level hierarchical management architecture.
The capacity managers at each level continuously monitor and aggregate black-box
VM CPU and memory usage information and then use this aggregated data to make
independent and localized capacity allocation decisions. The core concept embodied
in CCM’s capacity multiplexing is the on-demand balancing of load, across logical
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host-groups, at each level in the hierarchy. Reductions in management cost are ob-
tained by having monitoring and resource changes occur at progressively less frequent
intervals when moving up the hierarchy, i.e., at lower vs. higher level managers. As
mentioned previously, hardware and software faults are extremely common at large
scales, and the cost of reconfiguration, i.e., performing VM migrations, is fairly ex-
pensive [94] and non-deterministic [93]. These factors limit the efficiency of accurate
and high overhead multiplexing methods. CCM takes this into account in its de-
sign and, hence, uses a simple greedy hill-climbing algorithm to iteratively reduce
load imbalances across the hierarchy in lieu of more complex approaches. It also uses
management operation throttling and liberal timeouts, to select cheaper management
actions, and, minimize the incidence of management failures due to network resource
overuse. Such simple methods are easier to scale, develop and debug, and, their ef-
fectiveness is shown through detailed large scale experiments on a 700 node cluster
running the VMware vSphere virtualization platform.
(ii) A detailed study and analysis of the cost and failure behavior of virtual ma-
chine live migration operations in the wild using data collected over several months
of operation at scale. The conclusions derived from this study provides key guidelines
for the development of systems that need to employ VM migrations.
(iii) Speculor is a capacity multiplexing system designed to provide fault-scalable
multiplexing performance and tolerate a much wider class of failures (than dealt
with in CCM). Speculor runs on a virtualized infrastructure management stack that
exposes speculative versions of VM migration operation. The stack speculatively
executes multiple logically equivalent replicas of VM migrations simultaneously across
different physical targets like servers, switches and network links with independently
failing hardware and software components. Speculor identifies and supplies the stack
with different acceptable physical targets based on its service specific knowledge.
The virtualized infrastructure management stack also possesses several techniques
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to give Speculor complete control over the cost vs. benefit of speculation (policy)
while taking care of the implementation and providing robust semantics, leading to
a clean separation of concerns. Speculor has been implemented for the open source
OpenStack cloud platform running Xen hypervisors.
(iv) Xerxes is a distributed resource load generator that can be used to bench-
mark dynamic capacity allocation and multiplexing systems. It can replay trace
utilization data from production datacenters, generate load patterns at varying scales
based on profiled load signatures to parametrically explore real and anticipated re-
source consumption scenarios like flash crowds. The key design property of Xerxes
is that it decouples the generation of load at scale from any application logic CPU
and memory load generators deployed at each datacenter node or VM that is part of
load simulation. The load generators in the individual datacenter nodes are designed
to not require any coordination during the course of an experiment to generate an
overall load pattern across many machines. This gives Xerxes the ability to toler-
ate multiple node failures, thereby improving the robustness of the experimentation
process beyond what is achievable with applications which are typically much less
tolerant to failures. We used Xerxes to test several capacity multiplexing prototypes
(discussed below) to identify the limiting factors mentioned previously and to refine
our design over several iterations.
1.3 Dissertation Structure
The rest of this dissertation is organized as follows. Chapter 2 discusses the design
of Xerxes, the distributed load generation framework and shows several examples of
load patterns that can be generated with it.
Chapter 3 presents CCM (Cloud Capacity Manager) and its resource abstrac-
tions, algorithms, implementation and evaluation on a 700 server datacenter. The
motivation behind its architecture are quantified by analyzing resource utilization
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data collected from production datacenters.
Chapter 4 presents a detailed analysis of VM migration costs and failures observed
during the development of several early prototypes of CCM, that further influenced
the design of its algorithms and fault-tolerance methods. The insights from this study
to also motivate the need for Speculor.
Chapter 5 explains in detail the design and implementation of speculative VM
migration operation and that of Speculor which employs a two-pass top-k algorithm
that emits speculative VM migration actions. We show simulation results validating
our hypothesis.
Each of the above chapters also include a detailed survey of salient research related
to the systems and topics dealt within them.
Chapter 6 presents our conclusions and discusses future avenues of research and
the general applicability of speculative replication of management operations.
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CHAPTER II
XERXES: DISTRIBUTED LOAD GENERATOR
An important problem facing developers of capacity allocation and multiplexing sys-
tems is the evaluation of these systems at large scales. Existing applications do not
operate across thousands of servers without hitting performance bottlenecks due to
applications logic, data access limitations (e.g. N-tier applications) [75] or the in-
ability to deal with failures (e.g. HPC applications) [51]. Benchmarking is currently
restricted primarily to embarrassingly parallel workloads. Even then, it is difficult
to generate appropriate inputs for them that represent realistic cloud scenarios. The
net effect of all of these factors to system designers is the danger of narrow design
assumptions and optimizations that ultimately lead to poor application performance
during deployment.
We develop the Xerxes distributed load generation framework to fill this void. We
use it to evaluate CCM and Speculor at scale, to understand the behavior of several
design choices in a variety of actual or anticipated scenarios. It has enabled us to
institute a process of continuous refinement in the development of our systems.
The key property behind Xerxes is that it decouples the generation of load at
scale from any application logic. It offers the ability to generate load patterns at both
individual node levels, and collectively across a large number of machines. Various
interesting load patterns, including large volume spikes [39] across a large number
of machines, can be easily generated. Finally, resource usage traces from real-life
deployments can also be adapted and replayed in datacenters of varying sizes.
Xerxes is composed as a collection of four independent load generators – one


























Figure 1: Xerxes architecture.
physical or virtual machines in the datacenter. The load generators in the individual
datacenter nodes are designed to not require any coordination during the course of
an experiment to generate an overall load pattern across many machines. This gives
Xerxes the ability to tolerate multiple node failures, thereby improving the robustness
of the experimentation process beyond what is achievable with applications which are
typically much less tolerant to failures. The accuracy of the generated load pattern
at scale decreases linearly with the number of component node failures.
2.1 Design and Implementation
Figure 1 shows the overall Xerxes framework architecture. Xerxes consists of a sin-
gle master node and multiple worker nodes - one per server under evaluation. The
master node takes load generation specifications, converts them to individual worker
node specifications that when executed together produces a global, large scale aggre-
gate load pattern. The individual node specifications are generated by the NodeSpec
Generator Module shown in the figure, and their execution is orchestrated by the
Launcher Module through the Linux cron facility. The load specifications to the
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master can be either in the form of (a) real-life datacenter traces specifying resource
usages at various timestamps or (b) statistical distributions, such as normal distri-
bution with a specified mean and deviation values, for example. In addition, these
specifications can be at a per-server level or per-logical-job level, that maps to mul-
tiple servers, to generate a global resource usage pattern. The base specifications are
extrapolated (in the current implementation, only proportionally) when the number
of target servers is greater than the number of specification objects in the benchmark
input, or, combined via aggregation in the opposite case.
Further, it is also possible to add usage volume spikes to the base load specifi-
cations by specifying the spike parameters as characterized by Bodik et. al. [39]: time-
spike-start, time-peak-start, time-peak-end, time-spike-end, spike-magnitude-multiplier.
In order to orchestrate a global resource usage pattern, the master runs an NTP
server that the worker nodes need to synchronize with periodically (typically in days
on modern machines), so that their individual timeofday values are not hugely diver-
gent. However, once the simulation starts, the worker nodes need no further coor-
dination with the master and use local high precision timers to transition between
multiple load phases.
The worker nodes are composed of four individual load generators: one each for
CPU, memory, network and storage resources. The worker node gets individual load
specifications (or none, as required) for each generator at the start of the simulation
from the master, which it then executes in isolation until completion. The worker
load specifications consist of many load phases, one per line, of the form:
< period− secs, load− percentage >
.
.
< period− secs, load− percentage >
For each phase in the specification above, the CPU load generator generates
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load− percentage by alternating between performing numerical computation over an
integer array’s elements and sleeping (using Linux nanosleep) at microsecond granu-
larity, many times over until period− secs seconds have elapsed. For example, using
a 100 microsecond period and a desired load of 50% would mean that the generator
simply computes for 50 microseconds and sleeps for the remaining 50. The CPU gen-
erator periodically calibrates itself to determine the number of computations required
for a span of 1 microsecond in order to operate in a virtualized environment where
the amount of available CPU resource varies with levels of consolidation.
The generator can also be configured to do a fixed amount of work instead. How-
ever, from our practical experience on virtualized systems this mode of operation
results in decreased accuracy in global load pattern generation.
The memory load generator works similarly to the CPU generator in terms of
transition between phases, but interprets the load− percentage as a fraction of a
large pre-configured memory size (could potentially be the total available worker
node memory size) specified in megabytes. It allocates an integer array buffer of size
corresponding to the fraction specified for a particular phase, and performs either ran-
dom access or linear access of the elements of the array as required for period− secs
seconds. Our future work will address the development of the network and storage
load generators.
In our current Xerxes prototype the master node components, except the NTP
server, are implemented in Python. We use the NTP server available through the
Ubuntu software repository. The CPU and memory load generators are written in
C for Linux kernel versions 2.6.19 and above where the high-resolution timer API is
available.
The following section presents several examples of how the Xerxes framework
can be used to create a variety of CPU and memory resource usage patterns in the
datacenter.
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2.2 Load Generation Scenarios
We first run Xerxes on a 700 node private cloud constructed on a datacenter on
campus using the VMware vSphere [27] virtualization platform. Each server has
2 dual core AMD Opteron 270 processors, a total memory of 4GB and two NICs
capable of 1Gbps and 5Gbps respectively. The hosts are all connected to each other
and a central storage array of 4.2TB total capacity via a Force 10 E1200 switch over
a flat IP space. The worker nodes are Ubuntu Linux 9.10 virtual machines, each
configured with 4 VCPUs and 1GB of memory, stored on the central storage array.
The master node is run on a separate physical server running Ubuntu Linux 9.10 as
well. Our monitoring infrastructure is built using the VMware vSphere Java SDK [26]
that allows us to fetch resource utilizations samples per-VM once every 20 seconds at
small scales and once every 5 minutes at larger scales.
2.2.1 Replaying Datacenter Traces
Recently, Google Inc. released a large scale, anonymized production workload trace
from one of its clusters [11, 44], containing data worth over 6 hours with samples taken
once every five minutes. Their workload consists of 4 large jobs that each contain a
multitude of sub tasks that map to their cluster machines in an unknown way1. Each
row in the trace presents the resource usage of a single task, belonging to one of the
four jobs, at a given timestamp.
The CPU usage is expressed as normalized value of the average number of cores
used by the task and the memory usage is expressed as the normalized value of the
average memory used by the task over the last 5 minute interval. This provides us
sufficient information to replay the resource usage pattern of the four major jobs in
the trace on 1600 VMs running on 512 of the 700 servers in our private cloud. For the
1We use the trace version 1 where this information was unavailable. A subsequent update from
Google provides more detailed information.
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sake of simplicity our global load specification evenly partitions the VMs into four












Figure 2: Mapping Google Trace to Xerxes Model.
The number of unique tasks for each job at each timestamp varies over time, with
numbers in the tens of thousands, on average. The NodeSpec Generator at the master
evenly partitions tasks of a job, at a timestamp, into 400 taskgroups, one taskgroup
each for each worker VM as illustrated in Figure 2. We simply re-normalize the
resource usage of each task group to a percentage value (assuming a base maximum
value) and generate the entire single worker load specification as a series of utilizations
to be generated every 5 minutes working up to around 5 hours. Thus each worker
node has a different load pattern corresponding to its taskgroup but they together
produce the overall global job patterns required.
Figures 3a and 3b show the CPU utilization per job computed from the trace
and measured from an actual benchmark run, respectively. Given the scale of the
experiment, it can be seen that the overall job load patterns are reproduced fairly
accurately in the experimental run. Note that we did observe worker node failures
during the course of the experiment and also that there are limits to the granularity
of our monitoring setup measuring the utilization in the infrastructure.
Similarly, Figures 3c and 3d show the memory utilization per job computed from
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Figure 3: Job-wise Resource Utilizations for Google Traces.
the trace and measured from an actual benchmark run, respectively. Our datacenter
monitoring module measures the memory utilization of entire VMs: this includes
the load generator’s memory consumption and the VM guest OS utilization resulting
in the reported experimental samples being higher than the ones computed from
the trace. From our practical observations running the memory load generator, we
observed that it is hard to generate accurate memory loads for VMs that have a small
amount of configured memory due to the higher fraction of the base memory usage by
the guest OS and any other services compared to VMs with large amount of memory
(e.g., base = 400MB of 1GB vs. base = 400MB of 10GB).
2.2.2 Replaying Patterns Extracted from Workloads
Xerxes can also be used to replay the resource consumption patterns of applications
profiled offline, at varying scales through user-specified extrapolation or contraction
functions. To demonstrate this, we first characterize the CPU and memory consump-
tion pattern of four popular cloud applications, each representative of an important
class of cloud codes [52]. Briefly, the applications and their configuration are:
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Data Analytics: We run a web-search and indexing job in our datacenter using
the Nutch [3] search engine that is used to crawl an internal mirrored deployment of
the popular Wikipedia.org website containing millions of pages of articles. The local
deployment allows us to avoid WAN traffic that would skew the workload character-
ization results.
Data Serving: For our characterization of this class of workload, we use the Volde-
mort [18] key-value store, known for its use at LinkedIn, and drive load to it using
the Yahoo Cloud Serving Benchmark [40]. Our workload profile consists of 2 million
operations (50% reads and 50% writes) with record request popularity following a
zipfian distribution. Each record is 64KB in size.
Web Services: N-tier web applications (usually n=3) form the basis for some of the
largest online services. For our characterization, we built a 3-tier, airline reservation
benchmark that uses Apache Geronimo for the web server, a Tomcat query processing
engine for the middle-tier and a HBase backend instead of a SQL-database, capable
of achieving good horizontal scalability. We obtained airline fare data from one of
our industry partners, Travelport Inc., as well as request traces numbering in their
tens of thousands from a real-life deployment. We modified the httperf tool [13] to
generate load by replaying these traces for around an hour using three threads with
each thread’s requests exponentially distributed with a mean inter-arrival time of 1
second.
High Performance Computing: We use programs from the LAPACK [16] package
to solve a system of simultaneous linear equations as a representative workload in
this space.
Figure 4 shows the CPU and memory usages of the four target applications. Each
application is composed of 5 VMs and the utilization values reported are the aggregate
usage of all of the VMs of a given application.
It can be seen that the Nutch application is fairly resource intensive across both
14
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Figure 4: Aggregate Resource Utilizations of Workloads. Key: nt = Nutch, wb =
3-tier web, vy = Voldemort, lp = LAPACK.
resource types, and that the usage pattern is bursty. In terms of dynamically allo-
cating resources, this presents an interesting tradeoff between dedicating resources
to handle the spikes (over provisioning) vs. allocating resources to handle either the
average load or a higher percentile (under provisioning). The 3-tier web benchmark
has steadily increasing CPU and memory requirements during the experiment as the
application becomes more and more backlogged with requests. The LAPACK high
performance computing benchmark has a steady, high CPU requirement character-
istic of this class of applications. Finally, the Voldemort data serving benchmark
appears to only require a small but fairly steady amount of memory resource for its
operation. This is due to the fact that we configure the benchmark to store data
in-memory and also due to the fact that our record size was only 64KB.
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Figure 5: Resource Utilizations for Each Application Profile. Key: 0 = Nutch, 1 =
3-tier Web, 2 = Voldemort, 3 = LAPACK.
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Now we take each application’s CPU and memory usage profile above and, ex-
trapolate it such that it can run on 400VMs hosted on 128 machines. Recollect that
each application profiled has resource usage information of each of its 5 VMs at a 20
second granularity. In our load specification, we simply map the resource usage of
each single VM belonging to a given application to 20 VMs in our target simulation
to come to a total of 400 VMs. Each application profile will be simulated by 100VMs
now. Note that Xerxes has and can be extended to support more complex mappings
as well. In addition, to demonstrate the ability of the Xerxes framework to simulate
large spikes in the cloud, we added a volume spike to the CPU profile of the Nutch
application in the specification. The spike lasts from 60 minutes into the simulation
until 120 minutes, and approximately triples the overall workload volume.
Figure 5 shows the results of this scenario. It can be seen that even with the coarse
monitoring granularity, the overall CPU usage of each application’s VMs is similar to
that characterized before. The Nutch profile shows the volume spike, across 100 VMs,
as added by Xerxes. However, as with the previous scenario the memory monitoring
data is less accurate for the same reasons as above.
2.3 Related Work
To the best of our knowledge, Xerxes is the first publicly available [15] micro-benchmark
that gives system developers precise control over the global resource consumption
patterns of VMs in a datacenter. The majority of workloads used for benchmarking
capacity allocation and multiplexing systems intended for the cloud environment em-
ploy scale-out workloads that are stateless and embarrassingly parallel for the most
part. These are applications that have been designed explicitly for the cloud and
operate on large data sets serving independent user requests and are data locality
aware.
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Ferdman et.al. introduce a suite of emerging scale-out cloud workloads and charac-
terize their micro-architectural behavior during execution [52]. Sobel et.al. introduce
the CloudStone Web 2.0 benchmark that consists of Olio, a social calendaring applica-
tion, and Faban, a markov-chain based application workflow benchmarking tool [92].
The Olio application typically consists of multiple stateless tiers that access persis-
tent data stored in a MySQL database. Such an architecture is known to hit scaling
bottlenecks in the persistence tier [75]. Huang et.al. present HiBench, a collection of
synthetic and real-world map-reduce programs, and use it to analyze the performance
and power characteristics of Hadoop clusters [64]. Their results show that the resource
usage characteristics vary widely based on the hardware platform and software ver-
sion. YCSB [40] and YCSB++ [86] allow the benchmarking of key-value stores based
on different statistical request distributions and request sizes. CloudCmp [72] is a
framework to compare the service interface performance of different cloud providers
and then use that characterization to predict the performance of legacy applications
when deployed in those clouds.
Despite these tools, capacity allocation and multiplexing system designers face two
key problems: (i) the application-model similarity in the workloads leads to narrow
assumptions and over-optimizing metrics, abstractions and algorithms for a specific
case while leaving out workloads like enterprise and scientific applications which form
a large fraction of deployed software in IT environments, (ii) systematically exploring
the different configuration parameter settings (say Hadoop, for example) to char-
acterize the variation in resource consumption patterns is a challenging task. Babu
et.al. show that the performance and resource consumption characteristics of Hadoop
applications vary widely based on different settings for the 190 odd Hadoop tuning
parameters [36]. They also note that some of these configuration parameter settings
interact with one another further complicating the issue.
A second class of benchmarking tools used in the datacenter context are resource
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usage trace replay frameworks, similar to Xerxes. Moore et.al. present three tools
that aim to automate the collection, analysis and replay of datacenter resource and
infrastructure usage traces [80]. However, their sstress tool only replays resource con-
sumption on a single server and is incapable of producing orchestrated global patterns
like Xerxes. Delimitrou et.al. emphasize the need to decouple access to applications,
their deployment and configuration, to study the I/O performance of a cluster of
storage servers, similar in principle to ours [48]. They develop a probabilistic model
to characterize the storage performance and access profile of common applications
while we rely on traces as input. Further, their system does not allow generation of
anticipated scenarios of flash crowds like Xerxes.
2.4 Chapter Summary
In this chapter we argued for the decoupling of scalable load generation from applica-
tion logic in order to aid researchers/developers test their cloud systems at large scale,
which ultimately prevents narrow system design assumptions that ignores the issues
seen at scale. We demonstrated the use of a distributed load generation framework,
on a 700 node private cloud virtualized with the VMware vSphere virtualization stack,
that can: (i) replay real-life datacenter traces, (ii) extrapolate and replay workload
characterization data and, (iii) simulate resource usage volume spikes across a large
number of machines. In the following chapter we demonstrate how Xerxes helps us




CCM: CLOUD CAPACITY MANAGER
The ability to dynamically multiplex datacenter compute capacity amongst work-
loads with time varying demands allows datacenter administrators to oversubscribe
resources, compared to configured VM capacities or worst-case demands (peak de-
mand), and leads to significant operational efficiency. In this chapter we introduce
a system called CCM - Cloud Capacity Manager - that solves the problem of doing
such capacity multiplexing at large scales across an entire datacenter.
Across an entire datacenter, the monitoring of physical and virtual entities at
fine granularities poses significant network overhead. This is especially acute in the
common bandwidth oversubscribed tree-based datacenter network architecture [34].
Much of the existing prior art on capacity multiplexing, even those intended for
large scale deployments, tend to focus on the development of accurate methods for
workload demand prediction and allocation, and, application service level agreement
(SLA) compliance [85, 56, 79, 100, 96, 90]. Such methods inherently require fine
grained monitoring information in order to function.
In a similar vein, the cost of actuation, i.e., performing VM migrations to dynam-
ically re-allocate resources, at large scales is fairly expensive [94] (again, exacerbated,
given bandwidth oversubscribed networks) and non-deterministic [93] in terms of cost
and time. Therefore, there are also limits to the amount of actuation that can be done
to multiplex capacity at various time bounds, across an entire datacenter. Therefore,
the accuracy of allocation methods matters far less than what most research proto-
types usually assume.
We take these observations into consideration in the design of CCM as follows.
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CCM achieves reductions in monitoring and actuation cost at scale by employing a
3-level hierarchical management architecture. The capacity managers at each level
continuously monitor and aggregate black-box VM CPU and memory usage informa-
tion and then use this aggregated data to make independent and localized capacity
allocation decisions. Data aggregation reduces the amount of information that flows
across the hierarchy. In addition, monitoring and resource changes occur at progres-
sively less frequent intervals when moving up the hierarchy, i.e., at lower vs. higher
level managers, the reasons for which are explained later in detail.
The core concept embodied in CCM’s capacity multiplexing is the on-demand
balancing of load, across logical host-groups, at each level in the hierarchy. Keeping in
mind that the cost of actuation dominates at scale, CCM eschews complex workload
demand forecasting and allocation methods, and uses simple greedy hill-climbing
algorithms to iteratively reduce load imbalances across the hierarchy. It also uses
management operation throttling and liberal timeouts, to select cheaper operations,
and, minimize the incidence of operation failures due to resource insufficiency as
explained in detail later. Our overarching design principle with these techniques is
simplicity, much in line with suggested best practices for developing large scale cluster
systems [62, 65]. Such simple methods are easier to scale, develop and debug, and, we
demonstrate that they do not sacrifice on effectiveness through detailed large scale
experiments.
CCM answers the question of not only scalably multiplexing datacenter capac-
ity, but also doing it safely i.e., while capturing and ensuring that VMs demands
are met appropriately. Therefore, in addition to allocating capacity purely based
on VMs’ runtime resource demands, CCM also offers absolute minimum, maximum
and proportional resource allocation QoS (quality of service) controls for each VM,
interpreted across the entire cloud.
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In order to properly characterize CCM’s scalability and resilience to the afore-
mentioned practical issues in real-life environments, we deploy and evaluate CCM
on a 700 physical host datacenter, virtualized with the VMware vSphere [27] virtu-
alization platform. We generate realistic datacenter load scenarios using the Xerxes
distributed load generator discussed in the last chapter and additional application
workloads. The application workloads include CloudStone [92] – a 3 tier web 2.0
application, Nutch [3] – a map-reduce based crawler, Voldemort [18] – a key-value
store and the Linpack high performance computing benchmark [12].
In the remainder of this chapter, Section 3.1 presents background on the vSphere
QoS abstractions that can be used to achieve desired isolation and sharing objectives
at smaller scales. These abstractions are adopted and extended by CCM in the cloud
context. Section 3.2 presents CCM’s black-box metrics computed for dynamically
allocating capacity to application VMs at cloud scale, the assumptions we make, and
its load balancing algorithms. Section 3.3 outlines CCM’s implementation challenges,
with a focus on methods for dealing with management failures. Section 3.4 presents
a detailed experimental evaluation. Related work in Section 3.5 is followed by a
summary of conclusions from this chapter.
3.1 vSphere Basics
As stated previously, CCM is built on top of the VMware vSphere [27] is a datacenter
virtualization platform that enables infrastructure provisioning and virtual machine
lifecycle management. In particular, CCM relies on VMware vSphere platform fea-
tures that include (i) Distributed Resource Scheduler (DRS) [25] (ii) Distributed
Power Management (DPM) [24]. These features are employed at the lower levels
in the CCM hierarchy for management of smaller scale clusters of hosts. Hosts are
arranged into logical clusters, each a collection of individual physical hosts. The over-
all resource capacity of a cluster is the sum of all individual host capacities. With
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vSphere, a central server offers these features for a cluster of at most 32 hosts. We
refer the reader to [61] for a detailed discussion of the design of DRS and DPM.
DRS Capacity Allocation. DRS automates the initial and continuing placement
of VMs on hosts based on the following resource QoS controls.
Reservation (R): a per resource minimum absolute value (in MHz for CPU and MB
for memory) that must always be available for the corresponding VM. To meet this
requirement, VM admission control rejects VMs with reservations when the sum of
powered on VMs’ reservations would exceed total available cluster capacity.
Limit (L): a per resource absolute value denoting the maximum possible allocation
of a resource for the VM; strictly enforced even in the presence of unused capacity.
Share (S): a proportional weight that determines the fraction of resources a VM would
receive with respect to the total available cluster capacity and other resident VMs’
shares; allows graceful degradation of capacity allocation under contention.
Details on how to choose appropriate values for these controls, based on applica-
tion QoS needs, appear in [7]. For each VM, DRS computes a per-resource entitlement
value as a function of its own and other VMs’ resource controls and demand, and, also
the total available cluster resource capacity. VM demand is estimated based on both
its present and anticipated future resource needs: computed as its average resource
usage over a few minutes plus two standard deviations. Using the entitlement values,
DRS computes a set of VM to host associations and performs migrations as necessary.
The CCM algorithms, described in the following section, extend the interpretation
and enforcement of these resource control abstractions to cloud scales of thousands
of hosts.
DPM Power Management. Whenever a cluster host’s utilization value falls below
a specified threshold, DPM performs a cost benefit analysis of all host power downs
in the entire cluster, so as to raise the host utilization value above the threshold by
accepting the VMs from the powered down hosts [61]. The outcome of this analysis
22
is a per-host numeric value called DPMScore. A higher DPMScore denotes greater
ease with which a host can be removed from operation in a cluster. CCM uses this
value to aid in host re-association between clusters and superclusters, as explained
next.
3.2 Design
It is well-known that clustering and hierarchies can help with scalability [71] by reduc-
ing the overheads of system operation. More importantly, in the capacity allocation
context, as resource consumption of workloads is aggregated across larger and larger
numbers of physical machines, as one moves upwards from lower levels in the hi-
erarchy, there is the possibility of decreased degrees of variation in this aggregate
consumption. The intuition here is that across a large set of servers in a typical
multi-tenant cloud, the individual customer workload resource consumption patterns
are not likely temporally correlated, i.e., their peaks and valleys do not coincide. As
a result, there could be substantial opportunity for workload multiplexing, which in-
creases with the size and the diversity of the workload [79]. In terms of its system
design implication, this permits monitoring and management operations to achieve
low overhead by running at progressively larger time scales, when moving up the hi-
erarchy, without substantive loss in the ability to meet changing workload resource
demands.
We reinforce this idea by analyzing the aggregate resource consumption in two
production datacenter traces from: (a) an enterprise application cluster running the
VMware vSphere [27] datacenter virtualization platform and (b) a publicly available
trace from Google’s production cluster [11] (version 1). Figure 6 presents the coeffi-
cient of variation (as percentage) in aggregate CPU and memory consumption across
larger and larger groupings of physical hosts, in each trace. The graphs show that the
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Figure 6: Variation in Aggregate Demand over increasing scales from production
traces.
each order of magnitude increase in the number of hosts considered for aggregation.
The above factors, therefore, motivate the natural fit of a hierarchical management
architecture to capacity allocation. Hierarchies can also be defined so as to a) match
underlying structures in the datacenter in terms of rack boundaries, performance or
availability zones, different machine types, etc., or to b) capture structure in the
application such as co-locating frequently communicating VMs in the same part of
the infrastructure. We plan on exploring this in our future work.
The CCM architecture, shown in Figure 7, is organized as a hierarchy of a top-
level cloud manager, mid-level supercluster managers, and finally cluster managers
at the lowest level. Per-VM management takes place only at cluster level. At this
level, VMware DRS is used to make independent and localized decisions to balance
loads as briefly explained in Section 3.1. At higher levels, i.e., supercluster and cloud,
CCM computes the total estimated demand of a cluster or supercluster, respectively,
as an aggregation of per-VM resource usage, i.e., the total demand of all VMs running
under the given lower-level management entity in the hierarchy. This total demand
estimate is then used to determine the amount of capacity required by a cluster or
supercluster and to perform coarse grain capacity changes, as necessary. The capacity
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Figure 7: Hosts are grouped into a logical cluster with a cluster-level capacity man-
ager (VMware DRS), clusters are grouped into a supercluster with a corresponding
capacity manager and a cloud is composed as a collection of superclusters under a
cloud level capacity manager.
changes are realized by logically re-associating hosts between cluster and supercluster
managers. A logical host re-association or a host-move operation is a two step process
where the VMs running on a chosen host are first live migrated to other hosts in the
original source cluster and then the source and destination managers’ inventories are
updated to reflect the change. This operation, however, preserves VM-to-capacity-
manager associations across the hierarchy. The benefit of this property and the
rationale behind its choice are explained in detail in Section 3.2.1. Such coarse-
grained higher level capacity changes, then, automatically trigger the cluster-level
re-balancing actions of DRS. Finally, for reasons cited above, both the monitoring
and resource changes in our system occur at progressively less frequent intervals when
moving up the hierarchy.
Metrics. The following key metrics are computed and used by CCM algorithms
at the supercluster and cloud levels of the management hierarchy to determine the
capacity to be allocated to these entities, based on their aggregate demand and R, L,
S constraints.
Entitlement(E): For each VM, per-resource entitlements are computed by DRS
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(see Section 3.1). We extend the notion of entitlement to entire clusters and super-
clusters, to express their aggregate resource demand. There are no R, L, S parameters
for clusters and superclusters. This entitlement calculation is explained in detail in
Section 3.2.3.
For the CCM hierarchy, an aggregate notion of demand is computed by succes-
sively aggregating VM-level entitlements for clusters and superclusters. Upper-level
capacity managers, then, allocate capacity between clusters and superclusters using
such aggregate information instead of considering individual VMs, while lower-level
cluster managers continue to independently decide and perform detailed allocations.
We note that when aggregating entitlements, some additional head room is added,
worth the last two standard deviations in resource usage, so as to absorb minor tran-
sient usage spikes and also give VMs the ability to indirectly request more resources
from the system, by consuming the extra head-room over longer periods. This re-
sults in the successive addition of some amount of excess resource to the computed
entitlement as aggregation proceeds up the hierarchy. The effect is that even with
coarser sample/estimation intervals, there is a high likelihood of being able to cover
a cluster’s or supercluster’s varying resource demands. The resource volume used
for this head-room is directly proportional to the amount of variability in resource
demands – i.e., when demands are stable, less resources are added, and vice versa.
Normalized Resource Entitlement(NE): is a measure of the utilization of
available capacity. For a given entity, e.g., cluster or supercluster, it is defined as the
sum of the total amount of a resource entitled to that entity, divided by the entity’s
total resource capacity. Thus, NE captures resource utilization, ranging from 0 to 1.
Resource Imbalance(I): captures the skew in resource utilizations across a set of
similar entities at the same level in the resource management hierarchy. It is defined
as the standard deviation of individual normalized resource entitlements (NE) of
the entities in consideration. High I and NE values suggest the need for capacity
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reallocation between entities to better back observed VM demand.
DPMRank: is a cluster-level aggregation of the individual host DPMScore val-
ues. A high DPMRank metric for a cluster indicates its suitability to cheaply donate
hosts to other overloaded clusters, or superclusters in the event of a higher layer load
imbalance. It is computed as the squared sum of individual host DPMScores, so
that the metric favors clusters with a small number of hosts with very low resource
utilization vs. those that have large numbers of relatively modestly utilized hosts.
For example, a cluster of 3 hosts with a DPMScore of 10 each will be favored over a
cluster of 10 hosts with DPMScores of 3. The reason, of course, is that the cost of
re-associating a host with DPMScore of 10 is less than that of a host with DPMScore
of 3.
3.2.1 Logical Capacity Re-association
As mentioned before, CCM logically re-associates capacity between cluster and su-
percluster managers. We chose such re-association based on several practical con-
siderations. First, in any given large scale system, hosts fail and recover over time,
causing these systems to incorporate capacity changes in their design, thereby making
dynamic host addition and removal a standard mechanism. Second, VM migration
would also require moving substantial state information about each such VM accu-
mulated at the corresponding capacity managers. This includes statistics computed
about the VM’s resource usage over the course of its existence, runtime snapshots for
fail-over, configuration information, etc. Migrating this state along with the VM to
the new capacity manager, would be costly, and it would potentially seriously pro-
long the delay experienced until the VM and capacity management once again become
fully operational. While we do have mechanisms to migrate VMs across clusters, we
found host re-association to be a simpler solution from a design and implementation
standpoint.
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For the reasons above, CCM preserves the association of VMs to clusters and
superclusters, and it manages capacity by logically re-associating evacuated hosts
between them. Host re-association uses the DPMRank value to identify clusters with
hosts for which evacuation costs are low, and once a host has been moved to its new
location, the lower level resource managers (DRS/ESX) notice and automatically take
advantage of increased cluster capacity by migrating load (i.e., existing VMs) onto
the new host. In this fashion, CCM achieves a multi-level load balancing solution in
ways that are transparent to operating systems, middleware, and applications.
3.2.2 Assumptions
In the construction of CCM, we make two basic assumptions about datacenters and
virtualization technologies. (1) Hosts are assumed uniformly compatible for VM mi-
gration; this assumption could be removed by including host metadata in decision
making. (2) Storage and networking must be universally accessible across the cloud,
which we justify with the fact that there already exist several instances of large scale
NFS deployments, and VLANs that are designed specifically to facilitate VM migra-
tion across a large pool of hosts. Further assistance can come from recent technology
developments in networking [83, 57, 22], along with the presence of dynamically re-
configurable resources like storage virtualization solutions, VLAN remapping, switch
reconfiguration at per VM level, etc. Finally, these assumptions also let us carefully
study the impact of management operation failures and costs on system design.
3.2.3 Capacity Management Algorithms
Table 1 summarizes the metrics described previously. CCM’s cloud-scale capacity
management solution has three primary allocation phases: (i) Initial Allocation, (ii)
Periodic Balancing, and (iii) Reactive Allocation. The initial allocation recursively
distributes total available cloud capacity among superclusters and clusters based
solely on the underlying VMs’ static resource allocation constraints: Reservation,
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Table 1: Resource Management Metrics Across All Levels in the Hierarchy. Key: R
= Reservation, L = Limit, S = Share, Cap = Capacity, H = Host, C = Cluster, SC
= SuperCluster and CL = Cloud. MetricYX denotes value of “Metric” for an entity
at level “X” computed at an entity at the next higher level “Y”. MetricX implies
“Metric” for an entity at level “X” computed at the same level. IX denotes the
Imbalance metric computed across all sub-entities of level “X”.
L Entitlement Norm. Ent Imbalance
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Limit and Shares. Once this phase completes, the periodic balancing phase is acti-
vated across the hierarchy; it continually monitors and rectifies resource utilization
imbalances, i.e., the presence of high and low areas of resource contention. Finally,
in order to deal with unexpected spikes in resource usage, CCM uses an additional
reactive allocation phase, which is triggered whenever the resource utilization of an
entity exceeds some high maximum threshold (e.g., 80%). Reactive allocation quickly
allocates capacity using a tunable fraction of idle resources set aside specifically for
this purpose. In this manner, the three phases described allow for the complete
automation of runtime management of datacenter capacity.
(i) Initial Allocation. The amount of a resource to be allocated to a cluster
or supercluster is captured by the entitlement metric. For an initial allocation that
does not yet have runtime resource demand information, the entitlement value is
computed using only static allocation constraints. As capacity allocation proceeds
across the cloud, three types of VMs, in terms of resource allocation, will emerge:
(a) Reservation-Based VMs (R-VMs), (b) Limit-Based VMs (L-VMs), and (c) Share-
Based VMs (S-VMs). A R-VM requires more of a given resource due to its specified
resource reservation being larger than the amount of resources it would have been
29
allocated based only on its proportional shares, i.e., EVM = RVM . Similarly, a L-
VM requires less of a given resource due to its resource limit being lower than the
amount of resources it would have been allocated based on its proportional shares
alone, i.e., EVM = LVM . The VMs that do not fall into either category have their
capacity allocations determined by their Shares value – S-VMs.
For example, consider four VMs A, B, C, and D contending for a resource, all
with equal shares. The amount of resources they would receive based on their shares
alone is 25% each. Now, if A has a reservation of 40% for the resource and B has
a limit of 20%, the resulting allocation for VMs A and B would be 40% and 20%,
respectively. VM A, then, is a R-VM, whereas VM B is a L-VM. VMs C and D are
S-VMs, and they share the remaining resources (after A’s and B’s constraints have
been enforced) at 20% each.
Therefore, R-VMs reduce the total amount of resources available to be propor-
tionally shared between S-VMs, and L-VMs have the opposite effect. The process of
initial allocation, then, involves the identification of the three classes of VMs and then
computing the final entitlement values. Across the cloud, R-VMs would be entitled
to their reservation values, L-VMs would be entitled to their limit values, and the
remaining capacity is used to compute the entitlement for S-VMs.
In order to explain the resource entitlement calculation for S-VMs, we first de-
fine a metric for these VMs, called entitlement-per-share (EPS), as ρ such that,
ρ = EVM/SVM . Since a VM’s resource proportion is computed using its share with
respect to the share values of all of the other VMs in the cloud, the EPS value stays
the same for every Share-Based VM. Now, a given S-VM’s entitlement can be com-
puted as EVM = ρ ∗ SVM . Thus, the complete equation to compute the entitlement
of a specific resource of a VM is given by Equation 1.
The goal of initial capacity allocation is to ensure that all of the available capacity
in the cloud is allocated to VMs in lieu of their allocation constraints as in Equation
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2. We simplify the determination of capacity to be allocated to VMs, i.e., entitlement,
via a recursive allocation algorithm. The algorithm performs a binary search over all
possible assignments for ρ such that Equation 2 is satisfied throughout the process
of computing entitlements using Equation 1. VM-level entitlements are aggregated
across levels of the hierarchy. There can only be one unique value for ρ that ensures
that this sum exactly equals the total available resource capacity of the cloud [60].
EVM = MIN(MAX(RVM , SVM ∗ ρ), LVM) (1)∑
EVM = Capacity(Cloud) (2)
EVM = MIN(MAX(RVM ,MIN(SVM ∗ ρ,DVM))), LVM) (3)
(ii) Periodic Balancing. As mentioned before, the periodic balancing algorithm
typically runs increasingly infrequently at lower vs. higher levels. Since the granular-
ity of this interval impacts the overhead and accuracy of the CCM capacity balancing
solution, administrators are given the ability to configure the resource monitoring
and algorithmic intervals to individual deployment scenarios. The VM entitlement
calculation now uses estimated runtime resource demand (DVM) information together
with the resource controls as shown in Equation 3. Load balancing between different
hosts in a cluster is provided by the DRS software.
For a given set of clusters or superclusters, when the maximum value of the normal-
ized resource entitlement of the set, for a given resource, exceeds an administrator-set
threshold and, simultaneously, the resource imbalance across the set exceeds a second
administrator-specified threshold, the CCM capacity balancing algorithm incremen-
tally computes a series of host re-associations across the set to try to rectify the
imbalance, up to a configured upper limit (explained in Section 3.3). The first con-
dition ensures that CCM does not shuffle resources unnecessarily between entities of
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the same level in the hierarchy when the overall utilization is low although the im-
balance is high. Once it has been decided to rectify the imbalance, hosts are moved
from entities with lowest normalized resource entitlements (and higher DPMRanks) 1
to those with highest normalized resource entitlements. This results in the greatest
reduction in resource imbalance. When removing hosts from an entity, we always
ensure that its capacity never goes below the amount needed to satisfy running VMs’
sum of reservations (R). When selecting particular hosts to be moved from a cluster
or supercluster, hosts that have the least number of running VMs are preferred.
(iii) Reactive Allocation. In order to deal with unexpected spikes in resource
usage, CCM uses an additional reactive allocation phase, which is triggered when-
ever the resource utilization of an entity exceeds some high maximum threshold (e.g.
80%). It is typically invoked in the space of a few minutes, albeit progressively infre-
quently (up to an hour at the cloud level), as one moves upwards in the management
hierarchy. But, as seen in Section 3.2, macro-level spikes across larger and larger
groupings of physical hosts are increasingly unlikely to occur, especially at small time
scales. To aid in the quick allocation of hosts to resource starved clusters, we main-
tain a per supercluster central free host pool that holds a tunable fraction of DPM
module recommended, pre-evacuated hosts from across clusters that belong to the
supercluster. This also removes the need for the host selection algorithm to be run.
CCM currently only holds otherwise idle resources in the central free host pool, but
simple modifications to the scheme could allow holding hosts even when the system
is being moderately utilized. If there are no hosts in the free host pool or if the hosts
currently present are insufficient for absorbing the usage spike, the periodic algorithm
has to perform the remaining allocation in its next round.
There are some notable differences between the reactive algorithm running at the
1In the actual realization, we sort in descending order of the sum
0.5 ∗ (1−NE) + 0.5 ∗NormalizedDPMRank. Both normalized resource entitlement and
NormalizedDPMRank are given equal weights.
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supercluster manager vs. the cloud manager. The cloud manager pulls from and
deposits to the per supercluster central free host pool as opposed to having to pick a
specific sub-cluster. This optimization serves to reduce overhead and will not affect
the operation of the supercluster manager. The supercluster manager only maintains
the administrator specified fraction of hosts in the free host pool and the rest are
automatically distributed among clusters.
3.3 Prototype Implementation
CCM is implemented in Java, using the vSphere Java API [26] to collect metrics and
enforce management actions in the vSphere provisioning layer. DRS is used in its
standard vSphere server form, but for DPM, we modify the vSphere server codebase to
compute the DPMRank metric and export it via the vSphere Java API. For simplicity
of prototyping and algorithm evaluation, both the cloud manager and the supercluster
manager are implemented as part of a single multithreaded application run on a single
host.
In order to improve the efficacy of CCM, an important element of CCM’s imple-
mentation is the need to deal with non-determinism in operation resource costs and
completion times, as well as to handle failures of management operations. Note that
the resource cost of an operation is directly proportional to the amount of time it
takes. In addition to performing VM migrations within a cluster, a host-move is one
of the basic management operations performed by CCM at the supercluster and cloud
levels, the purpose being to elastically allocate resources across the datacenter.
Figure 8 shows the average time taken for a single host-move operation for a
particular run of the experiment in Scenario I in Section 3.4. It can be seen that
the duration varies between a wide range of 44 seconds to almost 7 minutes. This
fact complicates the amortization of management overhead subject to the workload
benefits being derived.
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Figure 8: Avg Single Host-move Latency.




















Figure 9: Migration failures.
In addition to the variable cost of management operations, we’ve also observed
significant number of VM live migration failures, between 19% to 65%, at scale, for
different experimental runs with different configurations of CCM (explained below), as
shown in Figure 9. Note that failure to migrate away VMs would also result in failure
of the compound host-move operation leading to sub-par capacity multiplexing. We
delve into the details of the causes of VM migration failures next in Chapter 4. A
significant portion of the collected error reports suggested a link between failures and
higher live migration load subject to infrastructure resource availability (e.g., network
bandwidth, CPU at source, etc.) i.e., higher management resource pressure.
CCM uses several methods to address the above issues, with a focus on simplic-
ity, so as to be practicable at large scales. In order to contain management resource
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Table 2: Management effectiveness. Key: NR - No Restrictions, TH - Only Host-move
Thresholds, TO - Only Host-move Timeouts, All - TH + TO.
Metric NR TH TO All
Total Host-move Mins 4577 703 426 355
Successful Host-moves 14 24 30 37
emat (moves/hr) 0.18 2.05 4.23 6.25
pressure at any given time, and to avoid the failures seen in Figure 9, we offer admin-
istrators the ability to tailor the system’s management action enforcement aggres-
siveness using: (a) explicit throttling of management enactions, i.e., the number and
parallelism of host-moves during each periodic balancing round, and (b) automati-
cally aborting long running actions using timeouts, with partial state-rollbacks for
consistency. Aborting long running management operations helps to avoid inflating
the management overhead and taking away useful resources from applications. It also
permits the potential exploration of alternative, cheaper actions at a later time. This
also leads to effective management, as indicated by the results shown in this chap-
ter, without demanding expensive fine-grained monitoring of workload VMs at large
scales, otherwise required if trying to proactively predict their migration costs [74].
Finally, the management algorithms at each manager are not employed when
there is insufficient monitoring information. Transient monitoring data “black-outs”,
although rare, happen in our environment due to temporary network connectivity
issues, monitoring module crashes, etc. Also, failed multi-step operations use asyn-
chronous re-tries for some fixed number of times before declaring them to have failed.
We now quantify the effectiveness of the simple host-move timeout and threshold-
ing abstractions by turning them on one-by-one in the CCM prototype, resulting in
four different system configurations. Table 2 briefs these configurations and shows the
total amount of time spent in making all host-moves (including failed ones, counting
parallel moves in serial order) and the number of successful host-moves, in each case.
The workload and configuration parameters used in the experiment are described in
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detail in Scenario I in Section 3.4.
It can be seen that using a combination of limiting host-moves and using abort/retry,
CCM exhibits higher management action success rates and lower resource costs (di-
rectly proportional to the total enforcement time) in our datacenter environment.
This leads us to a direct formulation of a new management goodput metric – effective
management action throughput (emat) – with which it is possible to more objectively
compare the different configurations:
emat =
num successful host moves
total time spent in making ALL moves
(4)
The emat metric, shown in the final row of Table 2, sets a two- to six-fold advantage
of using both thresholding and abort/retry, over the other configurations.

















Figure 10: Host-move times
As stated previously, in addition to the host-move failures, it is also important to
take into account the cost-to-benefit seen for the management actions being enforced.
Figure 10 depicts the average, minimum and maximum values of successful host-move
action times for all of the four configurations. Given that the resource cost of an action
is directly proportional to the amount of time it takes, it is important to abort overly
long-running host-moves, and this can be seen from the steadier host-move times,
observed with CCM to and CCM, each of which are more likely to have a favorable
cost-to-benefit.
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These results underscore the limitations imposed by practical issues in large scale
setups and how simple methods that explicitly design for these restrictions can lead
to better overall capacity allocation outcomes.
3.4 Experimental Evaluation
The experimental evaluations described in this section show: (i) that CCM is effec-
tive in keeping a cloud load balanced, by shuffling capacity based on demand; (ii)
this reduces resource consumption hotspots and increases the resources available to
workloads, and as a consequence, improves overall datacenter utilization; and (iii)
CCM incurs operational overheads commensurate with the dynamism in the total
workload. We measure system overhead as the number of VM migrations performed.
Migrations are the primary and biggest contributor, in terms of resource usage and
time, to the cost of capacity management. The numbers reported in this section are
averaged over 3 runs of each experiment for the first two scenarios and 4 runs for the
final scenario. We furnish information on the variability in performance where it is
non-trivial (i.e., > 1%).
In the absence of a datacenter-wide capacity multiplexing solution, administrators
typically resort to statically partitioning their servers and employing traditional ca-
pacity multiplexing solutions within each partition [31, 29]. This strategy, which we
refer to as partitioned management (PM), forms the basis for comparing CCM’s per-
formance and overheads. We emulate such a strategy by using VMware DRS inside
each partition to continuously migrate VMs amongst the machines in the partition
in response to load changes. CCM, then, naturally builds upon and extends this
strategy with techniques explicitly designed to deal with issues at scale. This makes
it easier to adopt in existing deployments.
Testbed and Setup: CCM operates on a private cloud in a 700 host datacenter.
Each host has 2 dual core AMD Opteron 270 processors, a total memory of 4GB and
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runs the VMware vSphere Hypervisor (ESXi) v4.1. The hosts are all connected to
each other and 4 shared storage arrays of 4.2TB total capacity via a Force 10 E1200
switch over a flat topology. The common shared storage is exported as NFS stores to
facilitate migrating VMs across the datacenter machines. The open-source Cobbler
installation server uses a dedicated host for serving DNS, DHCP, and PXE booting
needs. VMware’s vSphere platform server and client are used to provision, monitor,
and partially manage the cloud.
Two important infrastructure limitations in this testbed influence our experiment
design: (i) each server has a fairly low amount of memory compared to current data-
center standards, so that over-subscribing memory has non-negligible overhead [95],
and (ii) each server has bandwidth availability of approximately 366 Mbps during
heavy use, due to a relatively flat but somewhat under-provisioned network architec-
ture, able to efficiently support VM migration only for VMs configured with moderate
amounts of memory. As a consequence, most experiments are designed with higher
CPU resource vs. memory requirements. Capacity allocation with respect to one re-
source proceeds as long as the imbalance or maximum utilization of other resource(s)
do not cross their respective thresholds.
The private cloud used in experiments is organized as follows. The total number
of hosts is divided into 16 partitions in the PM case, with an instance of VMware
DRS managing each partition. The DRS instances themselves run external to the
partitions, on four individual hosts, as part of corresponding vSphere server instances.
CCM builds on these base partitions or clusters by managing each set of 4 clusters
via a supercluster manager (4 total). All of the supercluster managers, in turn, come
under the purview of a single cloud level manager. The cloud level and supercluster
level managers of CCM are deployed on a dedicated physical machine running Ubuntu
Linux 9.10. Figure 7 from Section 3.2 shows the overall logical organization of both
PM and CCM. The organization for PM appears inside the dashed rectangle.
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In terms of the cloud-wide QoS controls settings exposed by CCM, we predomi-
nantly use the same proportional Shares for all the VMs in our environment with no
Reservation and Limit, unless otherwise noted in specific circumstances in Scenario
III. The use of high Reservation and Limit settings on the VMs would reduce the flex-
ibility of dynamically multiplexing capacity for both the CCM and PM cases. Since
our goal is to study the multiplexing aspect of system design, we use only proportional
Shares.
3.4.1 Workloads
Trace-driven Simulation: As discussed in the previous chapter, the Xerxes dis-
tributed load generator produces global, datacenter-wide CPU and memory usage
patterns. The master takes in a global load specification, translates it to per-VM
load specification, and sets up the simulation. Once the simulation starts, the indi-
vidual VM generators need no further intervention or coordination. We use this tool
to replay real-life datacenter traces and also generate global resource usage volume
spikes, as will be explained in detail later.
Cloud Application Suite: four distributed applications represent the most com-
monly deployed classes of cloud codes: (i) Nutch (data analytics) [3], (ii) Voldemort
(data serving) [18] with the YCSB [40] load generator, (iii) Cloudstone (web serv-
ing), and (iv) HPL Linpack (high performance computing) [12]. The Nutch instance
crawls and indexes a local internal mirrored deployment of the Wikipedia.org website,
so that we avoid any skews in results due to WAN delays. The crawl job is set to
process the top 200 pages at each level up to a depth of 4. The Cloudstone Faban
workload generator is modified to only generate read-only requests, in order to avoid
known MySQL data-tier scalability bottlenecks [41]. We set Faban to simulate a to-
tal of 12k concurrent users. For YCSB, we use 4MB records and a workload profile

































Figure 11: Google trace replay.
popularity. Finally, Linpack solves 8 problems of pre-determined sizes over the course
of each experiment, measuring the average throughput achieved in each case.
3.4.2 Scenarios
I. Rightsizing the Cloud: We use the load scenario described in Chapter 2 using
the publicly Google cluster traces for this experiment. Using Xerxes, we replay the
resource usage pattern of the four major jobs in the trace on 1600 VMs, 400 per job,
running on 512 of the 700 servers in our private cloud. All the VMs have equal Shares
with no Reservation and Limit control values. For the sake of convenience, we replay
only the first 5 hours worth of data from the traces.
Figure 11 illustrates how the trace is mapped to the CCM datacenter: the tasks
of a particular job are evenly partitioned, at a given timestamp, into 400 taskgroups,
with one taskgroup mapped to a single VM. Across multiple runs of the scenario, for
both PM and CCM, the same taskgroup to VM mapping is used.
The placement of VMs on the physical hosts works as follows. Each set of 400
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Table 3: Scenario-wise DRS and CCM Parameters. Parameter settings common for
all scenrios span the entire entity column.
Param (row-wise) Clus/Part S-clus Cloud
Scenario (col-wise) I, II, III I, III II I, III II
Mon Int. (secs) 20 120 600
Bal Int. (mins) 5 20 60
ICPU ≤ Prio3 0.15 0.1 0.15 0.1
IMEM ≤ Prio3 0.2 0.2
Max(Moveshost) n/a 6 8 6 8
Movesparallelhost n/a 3 4 4 8
Timeoutmovehost (mins) 3 16 16
Reac. Int (mins) n/a n/a 10 n/a 30
VMs representing a particular job is further sub-divided into sets of 100 VMs and
initially distributed evenly amongst the 32 hosts of a cluster or partition. Each VM
is configured with 4 virtual CPUs (VCPUs) and 2GB of memory. In the case of PM,
VMware DRS dynamically multiplexes the load of the 100VMs on the 32 hosts of
each partition using VM migrations. In the case of CCM, each set of 4 clusters are
further composed into a single supercluster, and the 4 superclusters in turn report to
a single cloud manager, with capacity multiplexing being performed at each of those
levels.
The first experiment evaluates CCM’s ability to continuously right-size the alloca-
tion for each job based on its actual runtime demand. Jobs become under-provisioned
when the VMs’ total resource demand during any time period is more than the avail-
able capacity in their respective cluster or partition, and similarly, become over-
provisioned when the total demand is less than capacity. Table 3 shows the config-
urable parameter settings for DRS and CCM used for this experiment. We’ve derived
these parameters experimentally.
All cluster, job, and cloud utilization numbers reported here and in the other
scenarios are aggregates of the individual VM utilizations, and they do not include



































Figure 12: Cluster-wise/Partition-wise Resource Utilization.
As a result, any improvement in utilization is due to the workloads inside VMs being
able to do extra work as more resources are made available to them. Figure 12a
shows the cluster-wise or partition-wise CPU usage computed as the Riemann sum
of the corresponding aggregated VM usage curve over time, with individual samples
obtained once every 5 minutes (average value over interval). Overall, there are a few
clusters that require a large amount of CPU resource while the majority require a
much smaller amount, over the course of the experiment.
As seen in the figure, statically sizing partitions and managing resources within
the partition leads to sub-optimal use of available cloud capacity. In contrast, CCM
is able to improve the total CPU utilization of the VMs in high demand clusters by
up to 58%, by adding capacity from other unused clusters that are mostly part of
the same supercluster. Figure 13a shows the job-wise CPU usage as the sum of their









































Figure 13: Aggregate CPU utilization.















(a) Clusters of Supercluster 0
















Figure 14: CPU Imbalance in Hierarchy.
utilization, between 14% to 25%, as its multiplexing removes resource consumption
hotspots. The additional effect of all of these actions is that CCM is able to improve
the overall datacenter VMs’ CPU utilization by around 20%, as well (see Figure 13b),
compared to a partitioned management approach. Also, as seen in Figure 12b, while
CCM has a lower memory utilization than PM for VMs of each cluster, it is still more
than what is theoretically required by the workload as computed from the trace. The
memory utilization values collected for each VM at the virtualization infrastructure
level include both the workload and the guest OS base memory usage.
Figures 14a2 and 14b provide more information on how CCM operates with respect
2Imbalance across clusters is only shown for Supercluster 0; other superclusters follow a similar
trend.
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Figure 15: Total VM Migrations every 5 Minutes.
to reducing imbalance. Across the clusters of each supercluster, the CPU imbalance
metric starts off high but CCM soon reduces it to the configured threshold of 0.15.
Clusters are dynamically grown and shrunk in terms of capacity backing the work-
load VMs in such a way that their normalized utilization (NE) values are similar.
Interestingly, in Figure 14b, CPU imbalance between superclusters for CCM grows
higher than for the PM approach. This expected behavior is due to the fact that
CCM does not take any action to reduce imbalance as long as it is within the con-
figured threshold of 0.15. In addition to varying workload demands, another factor
affecting how quickly CCM corrects resource usage imbalances in the datacenter, is
the aggressiveness of its management actions, controlled via active throttling.
The number of VM migrations performed by PM and CCM across the entire
datacenter, every 5 minutes, over the course of the experiment, is shown in Figure 15.
Given the increased imbalance inherent in this workload,
CCM’s successful balancing of capacity uses twice as many migrations as PM on
average – 32 vs. 14, per 5 minute interval, but it is apparent from Figure 13a that
the implied management overhead is sufficiently well amortized, ultimately leading
to notable improvement in the resources made available to jobs. When considered in
the context of the entire cloud, this figure reflects as only 0.9% and 2%, respectively,
of all the VMs, being migrated every 5 minutes. One reason for this modest overhead
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is that CCM explicitly manages management enforcement, by using timeouts on the
overall host-move operation to abort long running migrations, and by promoting the
selection of cheaper operations at a later time.
II. Workload Volume Spikes: the previous experiment featured jobs with variable
demands but with a gradual rate of change. To test CCM’s ability to allocate capacity
to workloads experiencing a sudden volume spike in resource usage, as described by
Bodik et.al.[39], we use the parameters identified by the authors (duration of spike
onset, peak utilization value, duration of peak utilization and duration of return-to-
normal) to add two volume spikes to a base resource usage trace. We generate the
baseline resource (CPU only) usage trace from enterprise datacenter resource usage
statistics reported by Gmach et.al.[56]. We use the statistics about the mean and 95th
percentile values of the 139 workloads described in the paper to generate per workload
resource usage trace for 5 hours assuming that the usage follows a normal distribution.
Groups of 12 VMs in the datacenter replay each single workload’s resource usage,
letting us cover a total of 1600 VMs on 512 hosts. The cluster and supercluster
organizations are similar to the previous scenario. The first volume spike quickly
triples the overall workload volume over the space of 20 minutes across a subset of 100
VMs, mapping to a single cluster/partition, during the initial part of the experiment.
The second spike triples the overall workload volume somewhat gradually across a
larger scale of 400 VMs, mapping to a single supercluster, over the space of an hour,
during the latter part of the experiment.
Table 3 shows the configurable parameter settings for this scenario. The central
free host pool is set to hold DPM recommended hosts of up to 10% of the total
supercluster capacity. The appropriate hosts are harvested from the clusters of each
supercluster at the end of every periodic balancing round. Note also that in this
scenario the reactive balancing operation does not have any limits to the number of
hosts that can be moved from the central free host pool to a resource starved cluster
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or supercluster. This is due to the fact that these hosts are already pre-evacuated,
resulting in the corresponding management action having lower complexity and cost.
The overall behavior of the system in this scenario would be such that the majority of
capacity movements happen due to reactive balancing, with periodic balancing only
correcting any major imbalances in sub-entity utilizations.






























(b) Util. Area of Spike
Figure 16: Cluster Spike: Aggregate CPU utilization. Spike Duration = Samples 10
to 25 (75 mins).






























(b) Util. Area of Spike
Figure 17: Supercluster Spike: Aggregate CPU utilization. Spike Duration = Samples
20 to 56 (180 mins).
Figure 16 shows the total VM CPU utilization achieved, for both PM and CCM, in
the cluster replaying the sharper spike across 100 VMs. CCM is able to achieve a 26%
higher peak value compared to PM (see Figure 16a). Overall, this translates to a 15%
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Figure 18: Total VM Migrations every 5 Minutes.
improvement in total CPU utilization over the duration of the spike (see Figure 16b).
With the larger magnitude supercluster level spike though, CCM’s improvements are
a modest 13% for the peak CPU utilization value (see Figure 17a) and 4% for the
overall CPU utilization over the duration of the spike (see Figure 17b). Given the
larger scale of the spike, a higher improvement would require the quick movement of
a correspondingly larger number of hosts.
Our ability to accomplish this is constrained by the capacity of the central free
host pool at each supercluster and also the rate at which the free host pool can be
replenished with hosts. In addition, the host harvesting operation at the end of each
periodic balancing round still has a limitation on the number of hosts that can be
moved in order to reduce move failures and management cost. Depending on the
importance of dealing with, and, the relative incidence of such aggressive volume
spikes, the datacenter operator can choose to tailor the configurable parameters to
trade between the potential loss of performance due to holding too many hosts in
“hot-standby” vs. the improved ability to deal with volume spikes.
In terms of total migration costs, as seen in Figure 18, CCM has only a slightly
higher migration rate compared to PM (14 vs. 13 on average, per 5 minute interval).
The extra migrations are mostly due to the host harvest operations that happen at the



































Figure 19: Application Performance Scenario Architecture.
be powered down; sometimes even choosing none. This reduces the number of hosts
harvested during each invocation and the number of migrations being performed.
III. Application Performance: CCM’s multiplexing should improve the perfor-
mance of applications experiencing high usage or increased resource constraints due
to co-location, without significantly degrading the remaining workloads. To evaluate
this capability, we construct a scenario in which the cloud runs a workload consist-
ing of the 4 jobs from Scenario I and an instance each of Nutch, Olio, Linpack and
Voldemort. This arrangement allows us to capture each application’s behavior in a
datacenter environment with a realistic background load pattern. We run the work-
loads using 1024 VMs running on 256 servers in the datacenter. Almost all the VMs
have equal Shares with no Reservation and Limit control values except for the Nutch,
Linpack and Voldemort master nodes that have a memory Reservation of 1GB each
given their relative importance. The overall physical and workload VM organization
is shown in Figure 19.
Table 4 shows the raw average application performance metrics and the coefficient
of variation (CV) of each metric, across 4 runs each of PM and CCM. The last
column shows the percentage change in performance using CCM compared to PM.
It is apparent that by dynamically allocating capacity to back the actual resource
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Table 4: Application Performance Metrics.
App. Metric PM CCM % diff
Avg CV Avg CV
Nutch Jobtime (mins) 134 0.55 106 0.28 21
Linpack MFLOPS 392 0.04 468 0.11 20
Voldemort Ops/s 10.81 0.42 9.8 0.5 -9
Olio Reqs/s 33 0.65 274 0.6 730
demand, CCM leads to noticeable performance improvements for Nutch, Olio and
Linpack with a mild performance penalty for Voldemort. The Olio application is
both CPU and memory intensive during its operation. The reason for the extremely
high improvement seen with Olio is due to the fact that, unlike high CPU pressure,
an extremely high memory pressure causes the Olio VM guest operating system to
invoke its local memory management functions such as swapping and OOM killer,
during the course of the experiment. As a result, request throughput suffers more
than linearly, as in the case of PM, when such memory pressure is not alleviated with
additional capacity.
An important factor to point out in these results is the non-trivial variability
in performance observed for the applications (CV values in Table 4). Some of this
variability is due to the fact that management operations in both PM and CCM
(i.e., VM migrations and host-moves) have different success and failure rates across
multiple runs. This leads to a different resource availability footprint for different
runs causing variability in performance. In addition, the current version of CCM
also has limitations due to the fact that it does not explicitly take into account
datacenter network hierarchy, rack boundaries etc. in its VM migration decisions. We
believe that upcoming fully provisioned datacenter networking technologies [57, 83]
will obviate some of these concerns.
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3.5 Related Work
Broadly, resource management solutions for cloud datacenters can be classified as
application-driven, infrastructure-driven, or a hybrid of both. Among the infrastruc-
ture level solutions, Meng et.al. present a system to identify collections of VMs with
complimentary resource demand patterns and allocate resources for the collection so
as to take advantage of statistical multiplexing opportunities [79]. Such opportuni-
ties are inherent in cloud datacenter VM collections given the many customers and
workloads they host. Wood et.al. present a system that uses black-box and gray-box
information from individual VMs to detect and alleviate resource hotspots using VM
migrations [96]. Chen et.al. provide and O(1) approximation algorithm to consol-
idate VMs with specific demand patterns onto a minimal set of hosts [43]. These
solution approaches are designed to inspect individual resource signatures to allocate
and extract good multiplexing gains in the datacenter.
There also exist systems that use explicit application feedback to tune resource
allocation[73, 85, 99, 91, 82] at fine granularity (e.g. MHz for CPU) and coarse
granularity (e.g. add/remove servers) in order to maintain SLAs. Such systems
can be built on top of low-level capacity management systems like CCM to better
achieve the objectives of both the cloud provider and customers. CloudScale [90]
is an elastic resource allocation system that monitors both application and system
parameters, primarily focusing on the accuracy of allocation methods in order to
balance workload consolidation with SLA achievement. As the authors point out,
this system is designed for a single datacenter node and can complement a large scale
system like CCM. Zhu et.al. construct a resource allocation solution that integrates
controllers that operate at varying scopes and time scales to ensure application SLA
conformance [100]. CCM shares a similar architecture. The differences lie in the fact
that CCM’s mechanisms are designed for scalability (e.g. moving capacity vs. VMs),
tackling management operation failures and cost variability. Further, we envision
50
CCM as a low level datacenter capacity management system that exports interfaces
through which application level solutions interact to maintain SLA conformance.
It is rather well known that large scale management systems must be designed
to work in the presence of machine and component failures[77, 65]. However, the
presence and the need to design for failure of management operations has received
much less attention, if any. In addition, management operations also have bursty
and highly variable resource consumption patterns [93, 94] that if not kept in check,
may lead to unacceptable overheads that degrade application performance. CCM
shares the design philosophy of using conservative but reasonably effective methods
in this regard, over complex ones, with other large scale datacenter systems such as
Ganglia [77] and Autopilot [65].
3.6 Chapter Summary
This chapter describes a composite set of low-overhead management methods for
managing cloud infrastructure capacity. Most real life datacenters have varying hard-
ware and software limitations that prevent aggressively carrying out management
operations. We have demonstrated, through data from an experimental evaluation
on a fairly large infrastructure, that to achieve better capacity multiplexing, the focus
needs to not only be on the accurate prediction of workload demand and aggressive
optimization of the allocation algorithms, but also on dealing with the practical limi-
tations of real-life infrastructures. While in this work, we stress the need for, and, use
simple methods to overcome the detrimental effects and achieve good performance,
our next system, Speculor, uses design guidelines obtained from an analysis of the




AN ANALYSIS OF VM LIVE MIGRATIONS IN THE
WILD
Our last chapter showed that in large scale cloud computing environments: (1) man-
agement operations may fail at non-trivial rates, and, (2) there can be large variations
in the costs of such management operations. Failures decrease the effectiveness of ca-
pacity multiplexing, and variable costs complicate dealing with management overhead
relative to the benefits being derived. In this chapter we aim to further quantify their
behavior and analyze the underlying causes using data obtained from the evaluation
of CCM and its early prototypes. This chapter sheds light on why CCM performs
well and also motivates the need for more targeted fault-tolerance approaches, such
as the one discussed in the next chapter. We distill a set observations that will also
be useful for any system designers using virtual machine live migrations for building
automation services in datacenters such as high availability, disaster recovery, rolling
upgrades, power management, cloud application deployment and orchestration etc.
4.1 Anatomy of a Host-move Operation
Recollect that a host-move is one of the basic actions performed by CCM at the
supercluster and cloud levels, the purpose being to elastically allocate resources in
the datacenter. There are 2 major kind of moves: (i) host-move between clusters,
and (ii) host-move between superclusters. Each such action is composed of a series
of ‘macro’ operations in the management plane that must be executed ‘in order’,
as shown in Figures 20 and 21, respectively. Each such macro operation may be
implemented by one or more lower level ‘micro’ management plane operations.
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Figure 20: Inter Cluster Host Move
The “EnterMaintenanceMode” operation, for instance, places a host into a “main-
tenance” state in which no VMs currently use it, so that this host can then be moved
from one cluster to another. This is potentially the most resource intensive of these
management plane operations. Its resource intensity is due to the need to evict from
the host all VMs currently running on it, where resource intensity and thus, the du-
ration of the operation is governed by factors that include VM size and active VM
memory footprints [45]. Evicted VMs are moved to other hosts in the source cluster
selected using DRS. In the case of superclusters, they typically encompass a large
number of hosts that span multiple disjoint vSphere Virtual Center (VC) instances.
Hence, an inter-supercluster host-move operation may also include the removal of
a host from the source supercluster VC inventory and addition of the same to the
destination supercluster VC inventory.
The important point to note about these composite host-move operations is that
the failure of a macro operation always results in complete failure of the whole host-
move, whereas a failure of a micro-operation may or may not result in total failure
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Figure 21: Inter Supercluster Host Move
depending on whether it is a pre-requisite for future operations (e.g., “Getting un-
collected stats” need not result in total failure). This classification of management
plane operations is useful when devising ways to cope with failures.
Figure 22 shows the proportion of successful host-move operations out of those
attempted overall for all of the four different CCM configurations running the ex-
periment from Scenario I in the evaluation section of Chapter 3 on CCM. All of the
host-moves analyzed here are inter-cluster moves. We observe a 38% host-move fail-
ure rate and low number of successful host-moves, even in the best case for CCM
with timeouts and thresholding. In addition to outright failures, we also observe a
large number of extremely slow operations that did not complete during the course
of the experiment. In the figure, these are also counted as failures.
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Figure 22: Number of successful host-moves
In the case of CCM to and CCM, both configurations achieve a much higher suc-
cess rate while also attempting almost 3 times as many host moves as CCM nr and
CCM th. This is because having a timeout allows quickly backing out long running
host-moves whose cost to workload benefit ratio is likely highly unfavorable. If the
load imbalance in the workload continues to persist, the balancing algorithms recom-
mend a fresh set of moves during the next round that may have a higher likelihood
of being cheaper.















Figure 23: Fraction of inter-cluster host move failures due failure of each macro op-
eration. Key: 0 - EnterMaintenanceMode, 1 - MoveHost, 2 - ExitMaintenanceMode.
In order to gain a deeper understanding of the causes of these observed behaviors,
Figure 23 presents the proportion of failures due to a failure of each of the 3 macro
management plane operations in the inter-cluster move. It can be seen that more than
90% of the failures are due to a failure of the “EnterMaintenanceMode” operation,
or, in other words a failure to evict (by migrating them away) all of the running VMs
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on the hosts in question.
Therefore, the failure and non-deterministic management operation behavior ob-
served in CCM are attributable to the behavior of VM live migrations. We next
analyze the characteristics of VM live migration using data obtained from our envi-
ronment in an attempt to identify root causes that explain their failures.
4.2 Quantifying VM live migration behavior





































(b) Avg. No. of Migrations/Hour
Figure 24: VM Migration Statistics
Figure 24a shows the cumulative distribution function of all the duration of all
VM live migrations performed as part of evaluating CCM in Scenario III. This dataset
contains a month’s worth of VM migrations on 256 servers in our datacenter. The
workloads consisted of both trace replay and the four applications, as discussed in the
previous chapter. The data shows that the VM live migration times have a long tail
with the 50%ile latency being 110s and the 90%ile latency at 287s or almost 5 min-
utes. Prior studies have shown that the total resource cost, i.e., network bandwidth
usage, of a migration is directly proportional to its duration [33]. In the popular
iterative pre-copy based VM migration implementation, the longer a given pre-copy
round lasts, the larger the amount of data that will be dirtied by the migrating VM.
56
Table 5: VM migration failure causes breakdown for each configuration. Values
denote percentages.
Abbreviated Cause CCM nr CCM th CCM to CCM
General system error 31 22 10 21
Failed to create journal file 45 7 63 54
Operation timed out 4 49 18 13
Operation not allowed in cur state 12 22 4 12
Insuf. host resources for VM reserv. 0 0 3 0
Changing mem greater than net BW 0 0 1 0
Data copy failed: already disconnected 8 0 0 1
Error comm. w/ dest host 0 0 1 0
Therefore, this graph indicates a large magnitude of variation of the cost of each indi-
vidual VM migration (roughly two orders in our infrastructure) in real-life datacenter
environments running representative applications. Solutions that assume uniform or
negligible migration costs are unlikely to be effective in practice.
Figure 24b shows that on an average roughly 32% of all VM migrations attempted
during our experiments failed in one way or another. Table 5 shows some of the major
causes of VM migration failures collected from the vSphere layer and their percentage
contribution to the overall number of migration failures. Firstly, it can be deduced
that there are a large number of reasons why VM migration operations fail in the
wild. The administrator visible error messages, though useful, typically relay failures
as perceived by higher layers of the virtualized management stack. The true causes for
observed failures may actually be further varied such as software timeouts in different
layers, misconfiguration, bugs, network connectivity issues etc. as observed in other
similar complex software environments [65, 62].
Secondly, some of the observed causes from Table 5 point to the fact that migra-
tions may have failed directly or indirectly due to network bandwidth insufficiency
(e.g. “Operation timed out.”). We develop this point further by statistically ana-
lyzing the relationship between a VM migration outcome and the number of other








MRP = d1 + d2 + d3
Duration of given migration
Figure 25: Management Resource Pressure (MRP)
Recall, that in our datacenter we use a flat network topology consisting of a sin-
gle high port-count switch. We capture this relationship by defining a new metric
called management resource pressure - it is the amount of temporal overlap between
a given migration’s duration and other concurrent migrations competing for network
resources. We illustrate this metric pictorially in Figure 25. As described previously,
time duration is a good proxy for resource consumption of a VM migration. Intu-
itively, the higher the temporal overlap, the higher the disruption for the given VM
migration.
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Figure 26: Management Resource Pressure (MRP) vs. Migration outcomes
Figure 26 plots fraction of failed VM migrations for each band of thousand MRP
units. Note that the exact value of MRP does not matter as much as the fact that
adjacent bands differ noticeably in their network contention. In other words, MRP
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bands capture the amount of network contention during a given VM migration. We
observe a Pearson’s correlation coefficient of 0.8 between the two factors indicating a
high positive relationship validating our previous intuition. However, the coefficient
of determination for the fit indicates that only roughly 60% of the failures can be
attributed to network insufficiency.
In summary VM migration failures happen due to large number of reasons with
network bandwidth insufficiency featuring prominently in the list of probable causes
for outright failure or those operations that exhibit extremely poor performance.
4.3 Chapter Summary
In this chapter we’ve established (1) the magnitude of variation in VM migration re-
source costs by analyzing their duration and (2) the significant rate of VM migration
failure in large scale environments due to a wide variety of reasons and the key role
network resource insufficiency plays in inducing failures. Some of these failures may
manifest themselves as poorly performing migrations that consume a lot of resources
before ultimately failing. CCM uses simple timeouts to backout long running oper-
ations and try them again during the next invocation of its algorithm - maintaining
good cost vs. benefit of management using a simple design. Together with host-move,
and transitively VM migration, thresholding prevents potentially failing migrations
from wasting too much network resources.
However, there is a clear need to design fault-agnostic fault-tolerance mechanisms
for capacity multiplexing solutions given the wide variety of causes underlying VM
migration failures. The system described next tackles this problem while being cog-






As seen from the data presented thus far, in large scale virtualized datacenters, given
the scale and complexity of the deployed software at various layers, and the ubiq-
uity of commodity hardware in these environments, compute capacity multiplexing
systems are routinely faced with a large number of failures of VM migrations. On
a general note, such failure behavior has also been reported of other operations on
VMs like power-on, snapshot etc. [76], and on other virtualized entities like virtual
networks [89, 97], likely affecting most infrastructure automation services in the vir-
tualized datacenter.
The state of the art in dealing with such commonplace failures can be catego-
rized into two schools of thought: (a) offer little to no support at the infrastructure
management level and rely on end application-level graceful fault-tolerance methods,
(b) employ root-cause diagnosis approaches developed for complex distributed sys-
tems. Most commercially available infrastructure management software (e.g. VMware
vCloud [23], OpenStack [17]) that enable private cloud deployments and public facing
clouds (e.g. Amazon EC2, HP Public Cloud) fall under the first category.
Such an approach exposes customers to a large majority of infrastructure level
failures and burdens application developers with developing reliability mechanisms
alongside the already complex business logic. The situation is made worse as no
infrastructure level information is typically provided to them, preventing them from
intelligently employing resilience mechanisms as needed to balance costs vs. benefits.
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The second category, root-cause diagnosis systems, are useful in identifying and
fixing failure causes in the long run. They often require manual intervention to confirm
and eventually fix and deploy patches resulting in a high turnaround time. This
makes it infeasible to solely rely on root-cause diagnosis systems on an ongoing basis.
Further, the large variety of factors underlying failures in the datacenter environment,
makes pinpointing them a difficult endeavor.
To address these issues, we describe the design and implementation of a fault-
scalable speculative virtualized infrastructure management stack. We achieve this
by speculatively executing multiple logically equivalent replicas of basic virtual ma-
chine operations like live migration simultaneously across different physical targets
like servers, switches and network links with independently failing hardware and soft-
ware components.
The virtualized infrastructure management stack exposes a speculative version
VM live migration while semantically ensuring the following correctness properties:
(i) only one speculative operation commits and persists out of all the replicas, (ii) the
intermediate state of a VM during speculation is not exposed to layers above where
the speculative operation is implemented. The policy aspects of employing specula-
tively replicated live migrations (i.e., choice of physical targets, degree of speculation
etc.) are left up to higher layer automation services like capacity multiplexing. The
stack also supplies automation services with relevant information on observed failure
behavior and potential costs, through a querying interface, so that they can better
manage the cost vs. benefit of speculation. Such a design leads to a clean separation
of concerns.
Our speculative extensions and capacity multiplexing for this environment have
been built into the popular open source OpenStack infrastructure virtualization plat-
form running Xen hypervisor based servers. We demonstrate the usefulness of our
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concepts using simulations and direct experiments on a 12 node cluster for parame-
terized failure scenarios.
5.2 Fault Model
Studies on observed service disruption events in large scale datacenters have repeat-
edly pointed out that roughly 60-80% of all causes are due to software issues (bugs,
misconfiguration etc.) and human mistakes [84, 62, 38, 66, 54]. This stands as a tes-
tament to the significant improvements that have been made over several decades in
developing software for tolerating fail-stop hardware faults which are straightforward
to detect via liveness checking mechanisms like heartbeats and timeouts. Software
faults on the other hand, especially in production software that has undergone sev-
eral cycles of testing, tend to be intermittent and transient in nature making them
harder to detect or predict. Operator mistakes have also long been known to create
correlated failure scenarios affecting several systems at the same time.
To complicate things further, with ever shortening software release cycles [9, 21]
and the use of independently developed third-party software components, newer and
evolving failure modes are introduced at a faster pace, making it infeasible to solely
rely on techniques like root-cause diagnosis systems [35, 53, 98, 42]. It is simply
untenable to get to the bottom of every possible failure in a datacenter software.
In addition, our discussion of resource insufficiency in the previous chapter and
recent work on performance degraded hardware [49] point to the fact that failures also
manifest themselves as poorly performing operations that consume arbitrary time and
resources. These failures have the potential to affect other co-hosted applications and
customers in the datacenter.
Therefore, we aim to provide mechanisms that provide fault-scalable performance
of management operations, specifically for the above highlighted scenarios. It is
imperative that our approach is as fault-agnostic as possible. We also assume that the
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Figure 27: Daily percentage of VM instance launch failures for the month of November
2013 in three zones of HP Public Cloud.
faults are non-byzantine in nature, which is fair in the datacenter environment with
a high degree of administrative control. Further, we want to build fault-tolerance at
the lower-level virtualization and automation layers of the datacenter software stack
in order to be customer application transparent.
Unlike web service-level and hardware failures, very few studies exist that report
statistics on the failure of operations on virtualized entities like VMs in the wild.
Mao et.al. report their experience benchmarking VM instance launch operations
on Amazon EC2, Microsoft Azure and Rackspace Cloud observing that on average
launch failures are in the range of 0.4% to 8% on these clouds over the entire course
of their experiments [76]. This is consistent with the observations made by Ravello
Systems Inc., a large consumer of public cloud computing resources, which reports
observing between 1% to 10% average launch failures over a two week period [5].
These seemingly low failure fractions belie the true burstiness of operations on
VMs and their failures due to their summarization over long periods. Figure 27
plots the VM instance launch failure fraction observed by Ravello Systems Inc. at
HP Public Cloud in November 2013, on a per-day basis, using data made publicly
available [4]. While the overall monthly failure fractions are low it can be seen that
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Figure 28: Daily percentage of VM migration failures over a two week period in
September 2012 at a 700 server research cluster at Georgia Tech.
on certain days failures can be as high as 61% of all VM launch operations attempted.
The burstiness of virtualized datacenter management operations is also docu-
mented by Soundararajan et.al. in their study of data collected from several enter-
prise datacenters running the VMware virtualization platform. They report several
orders of magnitude difference (upto 300x in one case) between the average and peak
number of operations executed on VMs. In our own 700 server research cluster at
Georgia Tech running VMware vSphere 4.1 virtualization platform, we’ve observed
a large variation in the daily VM migration error percentages over the course of two
weeks as shown in Figure 28.
The above presented evidence underscores the dire need for techniques such as
the one we propose in this chapter. It also pinpoints the importance of judiciously
using speculative replication of operations, especially for resource-intensive ones like
VM live migrations, to optimize the cost vs. benefit of tolerating failures given the
wide variability in observed failure fractions over time. Our design explained next
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(b) Speculative Replication in Space
Figure 29: Replicating actions in space provides better fault tolerance and perfor-
mance.
Recall that our primary design goals are to achieve fault-agnosticism and fault-
scalable performance. Data replication has been widely used in modern distributed
systems to improve data availability and performance [47, 55, 46] - the precise two
properties we seek in the context of operations on virtual machines. Our approach,
therefore, uses replicating operations (i.e., function replication) to achieve our ob-
jectives. However, there are several differences in the semantics and realization of
replicating operations compared to data replication as explained in the next subsec-
tion.
Consider the example of migrating a VM to a different host in order to allocate
more resources to it - a task common to capacity multiplexing solutions. Figure 29
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illustrates how our replication model improves fault-tolerance and performance com-
pared to techniques available in current generation systems. Most infrastructure vir-
tualization solutions like VMware vCloud and OpenStack employ retrying failed VM
migrations for a fixed number of times with optional backoff between retries [8, 28]
as shown in Figure 29a. Intermittent failure of operations and nodes are common
and inevitable in large scale datacenters due to a large variety of reasons. This mode
enables some tolerance to such events.
Retrying involves executing the same operation after failure is asserted with the
same parameters i.e., VM, source and destination hosts, but at a different time.
Given that the duration of the failure event is unknown, retrying may end up wasting
resources in multiple attempts and also elongating the eventual completion time of the
original intended migration operation, as shown in the Figure 29a. During this time,
the VM is unable to get the amount of resources it requires to run its application.
When all retry attempts fail, the system falls back to the live migration operation
on the VM being recommended again by the capacity multiplexing algorithm in its
next invocation, if it still requires more resources, this time with a potentially different
host, as it may deem fit based on the changed global state in the intervening time.
When this happens, the delay in completing the originally intended VM migration is
the highest, leading to poor VM performance.
In the preceding discussion it can be seen that there emerges a notion of a logical
operation on a VM as perceived by the capacity multiplexing service - migrate a VM
to allocate more resources to it. This logical operation can have multiple physical
manifestations on different servers across two subsequent invocations of multiplexing
algorithm. This property is the basis for our version of replicating basic operations like
live migrations on VMs. It is important to note that when datacenter failure events
are uncorrelated, the likelihood of two or more servers experiencing a failure during a
the same given interval of time is vastly reduced. Therefore, we replicate operations
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in space simultaneously, taking advantage of this property and the fact that there
is a natural choice for executing “logical operations” on VMs on different physical
targets. Since the operation replication is simultaneous and operating without certain
knowledge of the failure behavior, they are executed speculatively with the correctness
properties previously alluded to.
Figure 29b illustrates our proposed operation replication in space. When the
multiplexing algorithm decides to migrate a VM away from its current server to
allocate more resources to it, it picks more than one potential destination host at the
same time. For example, the best and the next ’n’ best hosts in the ranked order,
where the ranking in this case could be based on the amount of free resources available
on each host. It then simultaneously migrates the VM to multiple destination servers,
using the help of our speculative virtualized infrastructure management stack, during
which some may fail while at least one may succeed with a high likelihood. The first
replica to complete the operation is chosen as the successful replica and others are
aborted. In addition to tolerating failures, replication in space can also take advantage
of fast servers or network paths compared to trying an operation singularly. This
results in an overall reduction in the time required to complete an operation leading
to better resource allocation outcomes.
However, for resource intensive operations like VM live migrations this may incur
high overheads in trying to achieve better fault-tolerance. We describe three tech-
niques in the subsequent sections to give the capacity multiplexing service complete
control over the cost vs. benefit tradeoff.
5.3.2 Speculative VM Migration
5.3.2.1 Interface and Semantics
Speculative VM migrations are implemented as part of the virtualization layer of
the infrastructure management stack. The speculative VM migration operation is
exposed via the interface shown in Table 6. The call takes a single input VM and
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Table 6: Speculative Migration Interface
spec migrate vm(IN vm, IN dsthosts[], IN timeout, IN progress rate abort)
instead of a single destination host as in the regular case, a set of unique destination
hosts to which the VM will be simultaneously migrated to, speculatively. There is
also a timeout, specified in seconds, that sets an overall bound on the composite
operation. An alternative version of this API could also include an abort of the
composite operation based on total resource usage, say, the amount of network data
sent, for example. Our implementation discussed next will require minimal changes
to support that.
The last parameter (value in percentage between 0-100) allows terminating all but
one of the speculative replicas at any point during the speculative migration, based
on the progress of the overall operation. For example, a value of 30 would terminate
all but one of the replicas when at least one of the replicas has progressed 30% to
completion. This replica is also chosen as the sole survivor of the speculation. This
option allows for early termination of replication, bounding its cost. The notion of
progress rate is discussed in more detail later.
This mode of co-operatively managing the trade-off between fault-tolerance and
its cost is a key feature of our system and is far superior in capturing the requirements
of all parties involved than those solutions where all the logic is implemented either in
infrastructure management stack or at the application layer. It also leads to a design
with a clean separation of concerns.
The infrastructure management stack implements the speculative migration op-
eration and offers the following correctness properties:
• The intermediate state of the VM during speculative replication is not visible
externally at layers above the virtualization layer, where it is implemented.
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• Only one among all simultaneous replicas will eventually commit its VM state.
These two properties ensure that as a result of executing a VM migration to dif-
ferent physical servers, at no point during or after the operation, does the VM appear
as present in more than one place to other VMs or infrastructure services. They
essentially provide transparent replication and the VM’s state is always consistent to
layers above the virtualization layer. The VM migration operation implemented in
most hypervisors treat the operation as a transaction with multiple stages that either
commit as a whole or abort. We extend this notion to speculative migrations as will
be explained in detail shortly.
However, it is inevitable that the state of the physical servers to which a VM is
being speculatively migrated to, cannot be made transparent. For example, during
a speculative migration, all the destination servers involved need to have a chunk of
resources (CPU, memory etc.) reserved for the migrating VM. This reservation on
a given host may eventually be not needed if the speculation fails or is aborted in
favor of another host. On the other hand if the given host is indeed chosen as the
winner among all the speculative replicas, hiding the resource reservation to another
concurrent operation like VM power-on or migration, will result in having to fail
either one of the concurrent operations when there is not enough capacity to commit
both. To avoid potential failures due to such a situation, we choose to expose the
capacity state of a physical host during speculation to higher layers, which may then
better use that information to pick a service-specific optimal alternative as required.
5.3.2.2 Implementation
We implement speculatively replicated migrations as part of the Xen [37] hypervisor
and expose the functionality via OpenStack’s nova compute API. A detailed discus-
sion on the original implementation of Xen’s VM live migration appears in [45].
Most other hypervisors use similar methods for their migration implementation; so
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the following discussion is widely applicable.
To recapitulate, VM live migration design involves moving the execution context
of a VM i.e., its CPU, memory and device states, to another host. Memory state of
a live VM is typically transferred iteratively in multiple rounds, as pages are being
modified, followed by a short stop of the VM and copy of the final set of dirty pages
and CPU context. This method is called as iterative pre-copy migration. VM storage
is typically assumed to be available on a network-attached storage (NAS) device
obviating the need to move entire virtual disks as part of a live migration. The
network identity of the VM is typically transferred in the last step of the migration
process via an unsolicited ARP reply from the source host. The whole migration
process is viewed as a transaction consisting of the following six stages: Stage 1
- Resource reservation, Stage 2 - Base memory image snapshot transfer, Stage 3 -
Multiple rounds of iterative pre-copy, Stage 4 - Stop and copy, Stage 5 - Commitment
and Stage 6 - Activation.
When a speculatively replicated migration operation is launched, migration to
each destination server is handled by a separate thread in the source server. All
threads progress through the above mentioned stages in order until either failure or
an explicit abort by the migration control software. The bulk of our changes to realize
replicated migrations are in the memory transfer code. Specifically, tracking the dirty
pages for different migration threads.
The original VM live migration implementation maintains a single dirty bitmap,
structured as a radix tree with a single bit tracking each VM page at the leaf level.
To log dirty pages, Xen inserts a shadow page table underneath the running guest
OS instead of OS’s own page tables, as is usual. The shadow page table is populated
on demand and all of its page table entries (PTEs) are initially marked as read-only.
Whenever the guest OS tries to write to a page, it results in a page-fault to the Xen
hypervisor which then consults the guest’s original page table to check if write access
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is permitted in the original PTE. If yes, it then marks the dirty bitmap to indicate
that the page has been written to during this round and extends the write permission
to the shadow PTE for this round. Hence, subsequent writes to the page in this round
do not cause page faults to Xen - an optimization that reduces the overhead of dirty
page tracking. At the end of each round, the shadow page table infrastructure for the
guest OS is dismantled and the above mentioned process continues till the stop-copy
phase.
For realizing speculatively replicated VM migrations, we need to maintain a dirty
bitmap per migration thread. This is because memory transfer to different destination
servers may progress at different rates, leading to a distinct set of dirty pages per
thread at each round. For example, a given pre-copy round page transfer may take 1
unit of time for one destination while the same round can take 2x the time for another
due to a slow network path or destination. During this round the dirty pages that
need to transferred in the following round is bound to vary for both the threads given
the divergent round durations.
When a page fault is trapped to Xen in this mode of operation, all dirty bitmaps
are updated in response. When a pre-copy round is complete for a migration thread
it always dismantles the shadow paging infrastructure. This causes additional page
fault traps to Xen compared to the non-replicated standard migration. For example,
consider two migration threads t1 and t2, where t2 is slower than t1 in transferring
pages to its destination server. When thread t1’s pre-copy round is complete, it
dismantles the shadow paging infrastructure. A subsequent access to page ’p’ by the
VM results in a trap to Xen and the PTE’s write permissions from the original page
table being transferred to the shadow page table. Now, if before page ’p’ is written to
again by the VM, if thread t2 completes its pre-copy round, it ends up dismantling the
shadow paging infrastructure again. So for the same round in thread t1, a subsequent
access to page ’p’ will trigger another trap to Xen for the sake of dirty accounting for
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thread t2. This is an inevitable consequence of replicated migration and the overhead
increases with the number of simultaneously replicated migrations.
Finally, when one migration thread reaches Stage 5 of the migration transaction,
all other migration replicas are issued an abort while the chosen migration commits
and activates the VM. Ties are broken arbitrarily when they arise. At this point the
VM state is externalized to other VMs and the cloud infrastructure. Note that callers
of the speculative migration operation, can also choose to abort transactions at the
end of earlier stages by using the progress rate specification as explained next.
5.3.2.3 Cost vs. Benefit of Speculative Migrations
Progress rate Based Speculation Abort
To control the above issue and the network usage overhead of replicated migra-
tions, the speculative migration implementation offers progress rate based termination
of replicas. Recall that, each migration operation is composed of a series of stages that
must be executed in order, atomically, as part of a transaction abstraction. There is
a natural notion of migration progress as each migration goes through the multiple
stages. The user can specify when to abort all but one concurrent speculations in
order to control the overhead. Early speculation aborts result in minimal overhead
and correspondingly minimal fault-tolerance, whereas late speculation aborts result
in higher fault-tolerance and higher overheads. The choice is left to the capacity mul-
tiplexing service which may use service specific knowledge such as employing higher
fault-tolerance for more important VMs (e.g. from a class of service perspective, gold
vs. bronze VMs).
Since multiple stages of the migration operation do not contribute equally to the
progress of the overall migration, especially in the case of the iterative pre-copy stage
which is the most intensive, we also enable the forecasting of the number of pre-copy
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rounds based on observed VM dirty rates during a migration using models developed
by Liu et.al. [74] and Akoush et.al. [33], for improved accuracy in calculating progress
rate. Note that we do not as such require a high degree of precision in the estimates
for our use case and that the dirty rate is already tracked as part of the migration
process resulting in no extra overhead.
Failure Suspicion Service
In addition to the progress rate based speculative replica abort, the infrastructure
management stack also supports a querying interface with which automation services
like capacity multiplexing can obtain estimated failure likelihood of different servers
at any point in time. This information can be used to employ speculative replication
only when the estimated likelihood is higher - i.e., there is a good benefit to expending
the extra cost for replicated migration.
An agent runs on each physical server and the central controller in the datacenter
and computes a (0-1) likelihood of a migration failing on a particular host or along a
particular network path due to bandwidth insufficiency. The network path statistics
are gathered by the central controller periodically, by querying datacenter switches
via ssh on a switch’s management IP.
We employ an approximate continuous domain failure metric as introduced by
Hayashibara et.al. [50] that captures the inherent difficulty in accurately predicting
failures in a complex datacenter environment. The decreased accuracy is sufficient for
the purpose of cost vs. benefit optimization where the results of mischaracterization
are not catastrophic and results in some wasted resources in the case of false positives
or failed migrations in the case of false negatives.
The failure suspicion module can look for a variety of indicators such as resource
utilization of hosts or network links, history of operation failures and also read key
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system logs like kernel and hypervisor logs to compute the failure suspicion metric.
The methods used for its computation need not be expensive or sophisticated as high
accuracy is not an absolute requirement in our case.
VM Migration Cost Estimator
As a final method to tailor the cost vs. benefit of speculation, the virtualized
infrastructure management stack also provides the ability for capacity multiplexing
services to ask for an estimate of a VM’s page dirtying rate. This is implemented
in the hypervisor where shadow paging is periodically turned on (say once every 5
or 10 minutes) for tracked VMs for very brief durations (tens of seconds) over the
course of its execution, to estimate its page dirty rate during that brief interval. Data
from multiple intervals are smoothed using a moving average filter and estimate of
the VM dirtying rate is exposed to multiplexing services in order for them to roughly
calculate the cost of migrating a VM either speculatively or normally or choosing
a different VM altogether. This information can again used to further judiciously
employ speculation.
5.3.3 Speculor
We now move on to illustrating how speculatively replicated VM migration operations
can be leveraged by a capacity multiplexing solution to reduce the number of failed
migrations and hence improve the performance of VMs. We do this by implementing
a top-k load balancing algorithm that iteratively reduces the number of resource over-
loaded servers as described by Gulati et.al. [59]. The algorithm works by selecting the
top ’k’ most loaded hosts in a cluster and the top ’k’ least loaded hosts and balancing
the VM load between this set’s capacity. The value ’k’ is a parameter configurable by
the system administrator to balance overhead and effectiveness of datacenter hotspot
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reduction. Across several invocations of the algorithm, the entire cluster capacity is
more appropriately allocated to match VM demands. This algorithm also has good
scaling properties as it operates on a small subset of servers of a potentially large
cluster. The algorithm, and our extension to it to take advantage of speculatively
replicated migrations, is illustrated in Algorithm 1.
Algorithm 1: Top-k Load Balancing Algorithm
hosts ← SortAscending(hosts)
leastloaded ← hosts[1 to topk]
mostloaded ← hosts[n to (n - topk)]
setwideavg ← ComputeAvg(leastloaded, mostloaded)
setwidestdev ← ComputeStdev(leastloaded, mostloaded)
migrations ← [ ]
Pass 1
foreach mhost in mostloaded do
if mhost load is within half setwidestdev of setwideavg then
continue
foreach vm in mhost do
foreach lhost in leastloaded do
if lhost does not have enough resources to run vm then
continue
Update lhost state with vm
if lhost load is less or equal to half setwidestdev of setwideavg then
foundhost = lhost break
else
Remove vm from lhost state
if foundhost is not NULL then




while SPEC QUOTIENT > 0 do
foreach migration in migrations do
foreach lhost in leastloaded do
if lhost already part of migration then
continue
if lhost does not have enough resources to run vm then
continue
Add lhost to migration as additional destination
SPEC QUOTIENT = SPEC QUOTIENT - 1
Pass 1 in the listing above is the regular top-k load balancing algorithm. Here
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we try to move VMs from overloaded hosts to least loaded hosts and try to bring
the average resource utilization of the hosts to within half a standard deviation away
from the set-wide average utilization. This results in all VMs in the set more or less
equally sharing the total set resource capacity. The load metric used in the algorithm
can be based on either a single resource or multiple resources like CPU and memory,
computed as a weighted sum, as shown in Chapter 3.
We extend this algorithm to include an additional pass (Pass 2 in the listing) where
for each selected migration, additional destination hosts, from among the least loaded
hosts with spare capacity, are selected. The SPECULATIVE QUOTIENT (SQ, for
brevity) factor specified in the listing, statically governs the number of speculative
replicas of migration to execute1. In trying to move a VM from an overloaded host
to an under-loaded host, several candidates are likely more or less equally preferable.
This fact is captured in the algorithm. Also, since the least loaded hosts form a
random subset of the large cluster of machines, they are likely to fail independently
of each other when failures are uncorrelated. So the likelihood of all speculative
migrations all failing at the same time is extremely minimal.
Speculor is implemented in Python as an OpenStack service running as part of a
central cloud controller. It gathers monitoring data via libvirt and triggers speculative
migrations through a modified OpenStack compute API that exposes them.
5.4 Evaluation
The goal of our evaluation is to show that using speculatively replicated VM live
migrations, capacity multiplexing systems can reduce the number of failed logical
migrations and that the overhead of replication is acceptable compared to its benefits.
We show results on a 12 server cluster and the behavior of Speculor at larger scales
using simulations. We vary the fraction of failed nodes in the cluster at any point in
1Note that more sophisticated versions of the top-k algorithm can dynamically select the value
of SQ based on information available via the management stack’s querying interface.
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time, and the amount of speculation, to prove our hypothesis.
5.4.0.1 Testbed
Our testbed consists of 12 4-socket, Quad-core servers (total of 16 cores) with 48GB
of memory each, connected together through 1Gbps network links. The servers are
all virtualized using the Xen 4.2.1 hypervisor with our replicated migration imple-
mentation. The whole cluster is managed through OpenStack (Grizzly release) with
additional modifications to expose the speculatively replicated migrations via the
nova API. The VMs used in our experiments are all configured with 4 virtual CPUs,
4GB of memory and 10GB of disk space. The VM disk images are stored as large
files in a clustered storage environment built using GlusterFS [10] with data striped
in small 128KB chunks across 1TB disks on the 12 servers. GlusterFS exposes the
clustered storage as a single mount point on each server, accessible via the POSIX
filesystem API. Therefore, VM live migrations do not need movement of their disk
images.
5.4.0.2 Parametric Failure Simulation
In order to create a controllable failure-prone environment in which to test Speculor
and its fault-scalability, we created a parametric failure simulation system that con-
sists of a single master and multiple failure simulating agents, one per server in our
cluster. The agents register with the master using a well known IP and port combi-
nation at the start of the failure simulation. The master sends periodic messages to
each agent indicating if they are in a failed state or not. The agents ensure that all
VM migration receive requests are rejected when they are in a failed state.
The master takes in a failure specification with the following parameters:
• Percentage of servers in failed state at any given time during the failure simu-
lation.
• The minimum and maximum duration of each failure event on a given server.
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The duration is specified in seconds. The goal here is to mimic intermittent and
temporary failures as commonly seen in datacenter environments.
• Total simulation time in minutes.
The failure simulation works as follows. At the start of the simulation, the master
uniformly at random picks the required percentage of failed nodes from the available
servers. Each node is then assigned a failure event duration, again, chosen uniformly
at random between the user specified minimum and maximum durations. It then
notifies the appropriate failure simulation agents of the failure event interval. Any
live migration requests to these servers will now be rejected resulting in a failure.
The master then sleeps till the first node’s or set of nodes’ failure events expire
and picks replacement nodes to be in failed mode, using the process described above.
Therefore, at any given time during the failure simulation the required percentage of
failed nodes are maintained and the duration of each failure event on an individual
server is variable as seen in real-life. The simulation continues till the total simulation
time has expired. The algorithm to accomplish this is a straightforward greedy job
scheduling algorithm where the required percentage failed nodes are the slots which
need to be filled with randomly chosen nodes, with each node requiring a different
amount of service as determined by the failure event duration.
5.4.0.3 Testbed Results
For this experiment we deploy 64 VMs on the 12 servers with the VMs running
a scaled down version, according to the cluster size, of the Google trace workload
described in Chapter 3 Section 3.4. Each set of 16 VMs now replay the resource
usage pattern of each of the 4 jobs in the trace. For the sake of convenience the first
two hours of the trace job utilization is replayed. At power-on time, the VMs are
placed on the physical hosts evenly in terms of configured capacity as determined by






























Figure 30: Fraction of successful migrations under different failure and speculative
replication intensities.
every 5 minutes in this scenario over a total of 2 hours. We specify the ’k’ value of
the algorithm, in percentage, as 35%. In other words, the top 4 most loaded and
least hosts are considered by the algorithm during each invocation. The failure event
durations for this experiment vary between 30 and 120 seconds.
Figure 30 shows the fraction of successful migrations for increasing percentage of
failed nodes under different levels of speculative replication. The amount of specula-
tive replication is indicated by the SQ variable in the graphs. SQ equal to 1 refers
to non-speculative standard migration. It can be seen that increasing the amount of
speculative replication results in higher migration success rates for each of the given
percentage of failed nodes; over 200% in the case of 15% failed hosts. Additionally, it
can also be seen that as the percentage of failed nodes increase, i.e., from 15% to 50%,
the gains from speculatively replicating migration operations decrease accordingly to
almost half the effectiveness under low failure rates. In a small cluster as the failure
rate increases, there are not enough hosts to hedge the logical migration against.



































Figure 31: Normalized excess network usage per successful VM migration (replicated
or otherwise).
is in the consumption of cluster network bandwidth for the composite migration
operation, in comparison with non-replicated migration. Figure 31 shows the excess
bandwidth used for different amounts of speculation normalized to the non-speculative
VM migration (i.e., SQ=1, which is reported as zero in the graph). Because of the
way the failure simulation is setup, i.e., to reject all migration receive calls for a failed
hosts, the failed speculative migrations themselves do not consume any resources.
However, if several replicated migrations do not fail and all reach near completion,
then the network usage overhead can be expected to be magnified as: a multiple
of the overhead of a single migration times the number of migration replicas. This
situation arises when excessive speculation is used while cluster failure rates are low
(e.g. SQ=3 and failure rate=15%).
In addition, we used a simple progress rate based speculation termination where
progression through each of the migration stages contributes equally to the overall
progress rate of the operation. We set this value to 30% or abort all speculation
after Stage 1, base image transfer is complete, of the winning replica. This further
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reduces network overhead due to subsequent rounds. Therefore, the network overhead
of speculation is minimal compared to the gains achieved in number of successful
migrations.
5.4.0.4 Simulation Results
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(d) 15% Failed Nodes
Figure 32: Fraction of successful migrations at each round under different failure and
speculative replication intensities.
To better study the behavior of Speculor’s algorithm at large scale, we build a dat-
acenter discrete event simulator that can create racks, servers and different network
topologies. Different server hardware configurations, in terms of CPU and memory
capacity, can also be specified. The simulator can power on VMs of different flavors
(configurations obtained from Amazon EC2 instance types [1]) on to the physical
servers in random. For the simulation results presented here, we use an equal number
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of VMs of all flavors. Each of the powered-on VMs have ongoing CPU and memory
demand, specified in percentage, drawn from a normal distribution. The simulator
also includes the parametric failure simulation logic explained in the previous subsec-
tion. The minimum and maximum failure event duration values we use here are 30
and 180 seconds, respectively.
We also implement replicated and standard VM live migration operations in the
simulator, and, the Speculor top-k load balancing algorithm. Note that we only simu-
late events in our datacenter i.e., VM power-ons, load balancing algorithm invocations
and live migrations.
We specify a total of 1024 servers of 3 different configurations reflecting small,
medium and large hosts in terms of resource capacity. We initially power on 2000
VMs on the entire cluster and then run the Speculor load balancing algorithm on
this environment to dynamically place VMs on different physical servers (through
live migrations) as their resource demands change over time. We use a ’k’ value in
the algorithm, specified in percentage as before, as 10%. In other words the top 102
most loaded and least loaded servers are considered by the algorithm during each
invocation. For all of the configurations reported next, we run the algorithm for the
same number of rounds.
Figure 32 shows the percentage of successful VM migrations for each round of
load balancing, for different failed node fractions and amounts of speculative replica-
tion. An important trend that can be seen across the graphs is that a limited amount
of speculative replication, i.e., SQ=2, performs almost as good as higher levels of
speculative replication in large scale environments. Intuitively, for the same failure
fraction, this is because when an additional host is chosen for replicating a migra-
tion to, from a larger pool of hosts, the likelihood of both the hosts involved in the
replicated migration being in a failed state is much smaller compared a smaller scale
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cluster. This is true when failures are uncorrelated as is the common case in data-
centers. On average, replicating the live migration operation on one additional host,
yields between 31% to over 200% improvement in number of successful migrations
with the benefit increasing with higher failure rates.
Therefore, one can draw the conclusion that even a limited amount of speculative
replication of migrations is enough to achieve substantial gains in large scale com-
puting environments. With additional overhead reducing techniques such as progress
rate based termination and providing consumers of the speculative API with informa-
tion on the cost (i.e., VM memory dirty rates) and importance (i.e., failure suspicion)
of applying speculation, we believe that speculative replication can be used on an
ongoing basis in even production datacenters to better achieve capacity multiplexing
objectives.
5.5 Related Work
Several studies exist that present data on service failures in datacenter environments
and on application design for this environment. Oppenheimer et.al., analyzed Internet
service failure rates from three hosting centers and conclude that configuration errors
by administrators is the largest cause for service failure and associated downtime [84].
Similar conclusions are also corroborated by Hamilton et.al. [62]. They also advocate
using application level techniques to tolerating failures and service liveness checking
and exclusion. While application level techniques for dealing with infrastructure
related failures and poor performance are useful, they typically add to the complexity
of development. The employed methods need to be always “on”, given the absence of
infrastructure level information, and a certain performance penalty is paid throughout
the application’s lifetime.
The Recovery-Oriented Computing project [87] takes the view that failures in
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hardware and software due to a variety of reasons are inevitable in large scale com-
puting environments. It is a view we share as well. However, instead of advocating
that applications be re-designed for this environment, we believe that some level of
fault-tolerance and fault-scalability needs to be built into the infrastructure itself to
avoid the above mentioned problems.
In addition to fault-tolerant application designs, single and distributed system
root-cause diagnosis systems have also been employed to deal with failures in large
scale environments, Aguilera et.al. [32] log messages between components of dis-
tributed applications and find causal relationships between them in order to identify
problematic nodes and components of the distributed application. The X-trace [53]
system has similar goals for distributed applications where each system request is
tagged and its path through the software and protocol stack is traced to present a
detailed view of performance problems. Their system requires modifications all the
way along the software stack, making it cumbersome, and in scenarios is incapable
of finding out the appropriate root causes. The SNAP [98] system tackles the prob-
lem of network performance diagnosis by collecting application level socket API calls
and TCP statistics. It then correlates them across datacenter servers and switches
to identify performance problems. The X-ray [35] system finds problems in single
application binaries by dynamically instrumenting them and attributing performance
problems to either configuration or input values
Overall, given the varied failure modes we are also of the opinion that pinpointing
the root causes underlying them in a large scale distributed system, is a time consum-
ing and inaccurate process to be used in an ongoing basis. It also requires manual
intervention to develop and deploy patches to fix identified problems. We envision a
speculative replication system such as ours as complimentary to root-cause diagnosis
systems and more usable on a regular basis in an imperfect operating environment.
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5.6 Chapter Summary
In this chapter we presented the design and implementation of speculatively replicated
VM live migration operation and how it can be leveraged by capacity multiplexing
systems to minimize a wide variety of failures with minimal overhead. The design
features a clean separation of concerns in the implementation and semantics of spec-
ulative replication, in the virtualized infrastructure management stack, and, its use
(policy) by higher layer capacity multiplexing systems. The results show that in large
scale environments even a small amount of speculative replication can result in large
gains in fault-tolerance and performance. Our design is general enough to be real-
ized for other operations on virtualized entities like VMs and virtual networks which
may be beneficial for common datacenter automation systems such as auto-scaling,




CONCLUSIONS AND FUTURE WORK
In this thesis we have presented virtualized datacenter compute capacity multiplex-
ing systems for large scale environments that focus on achieving scalability through
simple, easy to reason about methods, and robustness in a failure-agnostic way. We
propounded the idea that in designing allocation systems for the reality of variable
actuation costs, infrastructure resource limitations and prevailing failure behavior,
requires non-intuitive tradeoffs in accuracy and complexity.
We presented CCM, a hierarchically organized, on-demand compute capacity mul-
tiplexing system that achieves scalability through the use of various low overhead
techniques developed by analyzing publicly available trace data from production dat-
acenters and via an iterative refinement process that involved running the system
on a 700 server datacenter. We developed the Xerxes distributed load generation
framework to exercise the system in a number of real-life and anticipated scenar-
ios. Representative cloud applications representing popular class of cloud codes were
also used to quantify CCM’s benefits. CCM enables improved capacity multiplexing
performance, in terms of resource availability for VMs, with reduced overhead pro-
portional to the amount of oversubscription and variability inherent in the workload.
The data and insights on VM live migration failures obtained from experiments
with CCM, guided the design of Speculor, a statistically scalable capacity multiplexing
algorithm that employs speculative replication of VM live migration operations to
achieve fault-scalable performance in the presence of a wide variety of failures. The
results indicate that even a limited amount of speculative replication can produce
significant gains in capacity multiplexing performance with minimal overhead.
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In the future, we will explore the complete design of a virtualized management
stack that supports speculatively replicated operations on all virtualized entities like
VMs, virtual networks and virtual storage, and the re-design of most datacenter au-
tomation services like auto-scaling, application deployment and orchestration, rolling
upgrades etc. We will also explore tolerating correlated failure scenarios in datacen-
ters caused by operator mistakes, for example, through the use of “correlated failure
domains” identified automatically or through administrator input.
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