In this paper we propose a new approach for dynamic decision problems where forward-looking agents choose a set of non-stationary variables subject to quadratic adjustment costs. It is assumed that expectations are computed by a cointegrated Vector Equilibrium Correction Model (VEqCM). The role of feedbacks from the decision to the explanatory variables on solution properties and modelling approach is discussed. We show that once the system of interrelated Euler equations stemming from the agent's optimization problem is embedded within the VEqCM, a switching algorithm based on Generalized Least Squares can be used to estimate and test the model. A labour demand model for two Danish manufacturing industries is investigated empirically.
INTRODUCTION
The idea that expectations play a fundamental role in determining agents' behaviour in an uncertain stochastic environment is widely recognized in theoretical and empirical research. In the absence of direct observations on expectations, the hypothesis of rational expectations (RE) (Muth 1961 ) is the common approach for modelling intertemporal optimizing behaviour. It states that expectations reflected in market behaviour will be optimal forecasts using all information.
Dynamic adjustment cost models with forward-looking behaviour (henceforth DACFL) are designed to describe optimizing agents who typically bear the cost of adjusting their choice to a desired equilibrium and make decisions on the basis of expected future values of a set of forcing variables. Within the class of DACFL models the Linear Quadratic Adjustment Cost (LQAC) scheme plays a central role when the representative agent chooses a contingency plan concerning a decision variable-the level of employment, the investment flow, the stock of money-by minimizing the discounted present value of quadratic costs of adjustment, see, inter alia, Kennan (1979) and Hansen and Sargent (1980) . These models give rise to linear decision rules which can be represented as error-correcting models involving non-linear parametric restrictions. Estimation in the presence of non-stationary cointegrated variables is discussed in e.g. Dolado et al. (1991) , Gregory et al. (1993) , Haldrup (1994, 1999) and Fanelli (2002) . 1 Hansen and Sargent (1981) formalized the extension of dynamic adjustment models with RE to the multiple equations framework; applications may be found in Meese (1980) , Nickell (1984) , Eichembaum (1984) , Eckstein (1984) and Weissemberger (1986) in different areas of research. Likelihood-based procedures for DACFL models in the presence of non-stationary cointegrated variables may be found in Binder and Pesaran (1995) and Kozicki and Tinsley (1999) . Swensen (1999, 2004) , Kozicki and Tinsley (1999) and Fanelli (2005) show that using Vector Autoregressive (VAR) systems as the expectations generating mechanism, cointegrated models embodying forward-looking behaviour amount to Vector Equilibrium Correction Models (VEqCMs) with parameter restrictions.
Given the pervasive role of the DACFL scheme in empirical research, in this paper we propose an alternative approach with non-stationary (integrated) and possibly cointegrated variables. We focus on the 'exact' formulation of the model; following the characterization of Hansen and Sargent (1991) , this means that the econometrician is supposed to observe all the information necessary to efficiently forecast the variables.
We set out a Maximum Likelihood (ML) procedure based on the restrictions that the system of Euler equations (first-order conditions) associated with the DACFL model entails on the parameters of a cointegrated VEqCM approximating market expectations (or model final form solution). 2 We show that the restricted VEqCM can be regarded as a Generalized Reduced Rank Regression (GRRR) model (Hansen 2002 (Hansen , 2003 , therefore the likelihood of the system can be maximized through a switching algorithm requiring the iterative (and alternate) implementation of Generalized Least Squares (GLS). This method generalizes the two-step technique proposed in Fanelli (2002 Fanelli ( , 2005 for linear quadratic adjustment cost models with RE, and does not require Newton-type numerical optimization algorithms as in e.g. Kozicki and Tinsley (1999) and Swensen (1999, 2004) . 3 The empirical application of DACFL models is usually confined to the cases where the variables that are not subject to agents' control (hereafter the explanatory or forcing variables, interchangeably) are not Granger caused by the decision variables. However, there are often strong economic reasons to expect feedbacks from the decision to the forcing variables, specially in policy analysis. Feedbacks may affect solution determinacy but may also stabilize the system (Timmermann 1994) . By exploiting a Blanchard and Kahn (1980) representation of the DACFL model, we remark that the absence of Granger causality is sufficient but is not necessary for the existence of a unique non-explosive solution. As a result, the DACFL can be applied also when decision variables Granger cause explanatory variables, provided that the parameters of the model belong to a set that rules out explosive solutions. However, since feedbacks may signal the presence of (omitted) structural relationships, we argue that in these circumstances the researcher should specify a more general dynamic stochastic equilibrium model. Solution determinacy and identification of structural parameters should then be investigated within the enlarged system.
In order to illustrate how the proposed method works in practise, we estimate and test a labour demand model of the Danish economy with data from two-manufacturing sectors (at a two-digit level). For comparative purposes, we use the same data as Engsted and Haldrup (1994) , where the LQAC model of labour demand was applied separately to three industries and rejected. We show that the forward-looking hypothesis receives some empirical support when using a DACFL scheme, i.e. allowing for interrelations between the dynamics of employment across industries.
The plan of the paper is the following. Section 2 introduces the DACFL model and Section 3 discusses solution properties. Section 4 illustrates the representations of the model which are useful in empirical research. Section 5 derives the restrictions implied by the forward-looking model on the parameters of a VEqCM representing the expectations generating system. Section 6 focuses on estimation and testing issues and in Section 7 the DACFL model is applied to investigate labour demand in two Danish manufacturing industries. Section 8 contains some concluding remarks. Technical details and proofs are summarized in the Appendix.
THE MODEL
We consider an economic agent acting intertemporally at discrete time under uncertainty, with the task of choosing simultaneously m decision variables collected in the vector y t . Let y * t be the m × 1 vector containing the long run equilibrium (target) levels of y t . Decision variables are chosen according to the optimization problem min
where expectations are conditional upon the information set available at time t, ρ (0 < ρ < 1) is a time-invariant discount factor and 0 and 1 are (m × m) positive definite matrices which, without loss of generality, are assumed to be symmetric. The information set is specified in detail below. The first quadratic term in (1) measures the cost of not attaining the target y * t (disequilibrium costs) and the second term measures the cost of changing y t at a different level (adjustment costs). In general 0 and 1 are not diagonal. If 0 and 1 were diagonal crossadjustment and cross-disequilibrium costs would be automatically ruled out. Generalization of problem (1) to the case where agents face higher-order adjustment costs may be found in Binder and Pesaran (1995) , Kozicki and Tinsley (1999) and Fanelli (2005) . The target y * t is modelled in terms of a q × 1 vector of stochastic explanatory variables z t through the system of equations
where the matrix of parameters has dimensions m × q, ϕ 0 is a m × 1 constant and e t is an (m × 1) error term known to the agent at time t. The system (2) can be viewed as the linear approximation of the (static) relation that would prevail between y t and z t from an utility-maximization framework in the absence of frictions; 4 further deterministic terms (linear trend, etc.) can be included in (2). The information set available to the agent at time t, F * t , is such that {y t , z t , e t , y t−1 , z t−1 , e t−1 , . . .} ⊆ F * t . The first order necessary conditions for (1) consist of a system of m interrelated Euler equations and associated transversality (no-bubble) conditions. The system of Euler equations reads as
where y t+ j = y t+ j − y t+ j−1 and = −1 1 0 need not to be symmetric. The elements of the matrix measure the relative importance of disequilibrium, adjustment and cross-adjustment costs. The transversality conditions are given by lim h→∞ ρ h E t y t+h = 0 m (see, e.g. Eichenbaum 1984) . System (3) describes an expectation-based error-correcting model we focus on.
SOLUTIONS AND FEEDBACKS
A straightforward application of Broze et al. (1995) solution method suggests that after substituting (2) into (3), a simple solution to the RE model (3) can be written in the form
where ε 0 t+1 is a martingale difference process with respect to the information set at time t, i.e. ε 0 t+1
. System (4) shows that multiple solutions can be obtained for different choices of ε 0 t . It can be also noticed that if y t and z t are I(1) cointegrated with cointegration matrix , then (4) reads as an estimable error-correcting model with serially correlated disturbances. Given the transversality conditions, a unique non-explosive solution to (4) can be obtained as in e.g. Hansen and Sargent (1981) .
Assume that the (reduced-form) process generating the variables in z t is given by
where A zzi , A zyi , j = 1, 2, . . . , k are respectively q × q and q × m matrices of (time invariant) parameters, µ z is a q × 1 constant and ε z t is a q × 1 White Noise process with covariance matrix zz . Granger causality from the decision to the forcing variables require that at least one of the
Rewrite the system of Euler equations (3) in the form
where
The corresponding companion form representation is given by
) is km × 1 and
.
km×kq
Also the system (5) can be rewritten in companion form
It is then possible to represent (7) and (8) 
A is pk × pk and m is here the number of 'forward-looking' or 'non-predetermined' variables in E t Y t+1 . The representation (9) of the DACFL model corresponds to the equation (1a) in BK, and by construction
satisfies their equation (1b). Moreover, E t ω t+1 = 0 kp so that also the condition (1c) in BK is fulfilled. Observe that the (sub)matrix U in (9) contains the feedback parameters.
The advantage of the BK representation (9) is that the nature of solutions of the DACFL model can be easily characterized through the eigenvalues of the A matrix; the number of eigenvalues of A outside the unit circle, l, determine solution properties (BK, Proposition 1, 2 and 3). If l = m there exists a unique non-explosive solution; if l < m multiple (non-explosive) solutions occur; if l > m at least one explosive solution occurs.
The following proposition establishes that the absence of Granger causality from y t to z t is sufficient for the existence of a unique non-explosive solution to the system (3). It also provides the form of the forward solution associated with the DACFL model. 
Proposition 1 Assume that in the system
where 
Proof: See Appendix A.1
Under the conditions of Proposition 1 the researcher can estimate the parameters of the DACFL model by resorting to well-known asymptotic theories for I(0) or possibly I(1) cointegrated processes. For instance, a closed-form (estimable) expression for (10) can be easily retrieved by using the model (5) to compute future expected values of z t ( z t ). 5 However, a unique nonexplosive solution to the DACFL model may exist even when y t Granger causes z t , see Salemi and Song (1992) and Timmermann (1994) for a thorough discussion. The structure of system (10) suggests that feedbacks from y t to z t have to be generally expected within this class of forwardlooking models. For example, when v t = 0 m (e t = 0 m ) the vector g t = y t − ( − I m )(y t−1 − z t−1 − ϕ 0 ) derived from (10) can be regarded as the optimal predictor of future values of z t ; therefore, when agents use information besides current and lagged values of z t to forecast z t , g t ( y t ) will summarize that additional information, see also Engsted and Haldrup (1994) and Pétursson (2000) .
Thus, it may happen that even when U = 0 the A matrix in (9) has exactly l = m eigenvalues outside the unit circle. The location of eigenvalues in the complex plane will depend on the relative magnitude of all parameters in the model. In principle, for given ρ, and , it is possible to restrict the elements in the matrices A zyi such that the solution is unique and non-explosive. Nevertheless, feedbacks from y t to z t may reflect the presence of structural relationships that the researcher can accommodate within a general dynamic equilibrium model. Modelling these relations may involve the other side of the market (for instance prices other than quantities) and/or the interactions with other agents. The following example helps to clarify the issue.
Example 1: Labour demand model. Let n t be the (log of the) number of employed manual workers of the manufacturing sector, w t (the log of) real wages, pr t (the log of) real raw material prices and s t (the log of) output (or real sales). Following Sargent (1978) and Engsted and Haldrup (1994) , it is assumed that the demand for labour by forward-looking firms can be described as in Section 2, where y t = n t (m = 1) is the control variable and z t = (w t , pr t , s t ) (q = 3) the vector of explanatory variables. The labour demand (Euler) equation is given by
where n * t = ϕ z t + e t is the long run desired level of employment, (n t − n * t ) is the deviation of observed employment from the long run level (disequilibrium term) and ρ is the intertemporal discount factor. After some algebra the model can be written in levels as
with g = (1 + ρ + θ). Suppose now that there are feedbacks from the employment level to real wages. A reasonable hypothesis is that the variables in z t are generated by the system.
where δ is a scalar, ϒ j are 2 × 2 matrices and (u t , t ) is a White Noise process with positive definite covariance matrix. The equation (13) corresponds to a simplified staggered-type real wage forward-looking equation derived within the Taylor contracts paradigm (see, e.g. Ascari 2000 and reference therein). The equations for pr t and s t in (14) are in reduced-form. The solution to the system (13) and (14) can be represented as a VAR (possibly VARMA) system where feedbacks from n t to z t arise when δ in (13) is significantly different from zero. Feedbacks are thus the consequence of the dependence of real wages on the 'pressure' term (n t − n * t ). The actual 'forward-looking' (decision) variables in this example are n t and w t , and the structural model comprises the equations (12) and (13). Let z t = ( pr t , s t ) be the vector of variables which are not Granger caused by y t = (n t , w t ) , and partition ϕ in the labour demand schedule as ϕ = (ϕ 1 , ϕ 2 ) , consistently with z t = (w t , z t ) . The BK representation of the complete system (12), (13) and (14) is obtained by defining
The eigenvalues of the A matrix are given by the eigenvalues of B plus the eigenvalues of N 1 (see the proof of Proposition 1). The eigenvalues of B are within and/or on the unit circle if the roots of the characteristic equations associated with the VAR (14) are outside and/or on the unit circle. It can be shown that the N 1 matrix has exactly two eigenvalues outside the unit circle. To sum up, the number of eigenvalues of the A matrix in the BK representation (12)- (14) that lie outside the unit circle is equal to the number of forward-looking variables (l = m = 2), hence a unique non-explosive solution exists.
REPRESENTATIONS
Both the representations (3) and (10) of the DACFL model read as error-correcting models. In particular, the structure of the system (10) emphasizes that the model is consistent with both 'myopic' and forward-looking behaviour.
Suppose that the objective of the analysis is the estimation of the structural parameters of the DACFL model through ML. As already observed, a closed-form expression for (10) can be obtained by solving the model for E t z t+ j by using the system of equations (5). This enables us to derive the (non-linear) cross-equation restrictions between the parameters of the two models, see, e.g. Binder and Pesaran (1995) and Kozicki and Tinsley (1999) . The proposition that follows suggests an alternative route for the estimation of the DACFL model.
Proposition 2. The forward solution (10) of the DACFL model can be expressed in the form
Given the second-order matrix equation (11), this model corresponds to the system of Euler equations (3).
Proof: See Appendix A.1.
Proposition 2 points out that the error-correcting model (10) can be represented, given the mapping (11), in the same form as (3). This means that once and ρ have been determined, inference on the adjustment parameters of the forward solution (10), , can be carried out in two different ways without using an estimable version of (10). First, estimation can be based on the system of Euler equations (15), which involves non-linear parametric restrictions. Second, estimation can be based on the system of Euler equations (3), which is linear in the parameters (for fixed and ρ); once a consistent estimate of has been obtained, indirect estimates of can be retrieved from the second-order matrix equation (11).
6 It is worth noting that as with any system of Euler equations, multiple (possibly explosive) solutions can be generated by (15) without imposing a suitable set of transversality conditions and/or assumptions on the process generating z t . However, it can be proved that given the mapping (11) and the conditions reported in the first part of Proposition 1, also the system (15) has a unique non-explosive solution.
Finally, observe that not always there are sound economic motivations to justify the presence of the disturbance term e t in (2), hence in the system of Euler equations (3) (or (15)). When the disturbance e t does not reflect shocks on preferences or technology, the conventional interpretation is that of a term embodying general model misspecification. Setting e t = 0 m implies that the econometrician is interested in evaluating a form of the Euler equations that does not allow for unexplained deviations from the theory. In this case the resulting system reads, using the terminology of Hansen and Sargent (1991) , as an 'exact' RE model, i.e. as a model where expectations are formed on the basis of the observable variables (see Swensen 1999, 2004; Fanelli 2002 Fanelli , 2005 . If from the perspective of model specification and solution properties the absence/presence of e t is not crucial, the analysis can be quite different in the matter of identification and testing restrictions. Estimation and testing in this paper will be based on the 'exact' formulation of the DACFL model.
FORWARD-LOOKING RESTRICTIONS
Given the p × 1 vector of observable variables, X t = (y t , z t ) , p = (m + q), it is assumed that the data generating process belongs to the class of models of the form
where is a p × p matrix of parameters, 
= − A(1) = αβ , where α and β are p × r matrices of full rank r , 0 < r < p. (iii) The number of unit roots is equal to p − r .
The vector β X t−1 is I(0) and under suitable identifying restrictions summarizes the r linearly independent equilibrium errors, i.e. deviations of observable variables from long run equilibrium relations. The coefficients of the α matrix measure the adjustment toward equilibrium.
The VEqCM (16) is the forecast model. This means that at time t agents compute conditional forecasts E t X t+ j , j = 1, 2, . . . by (16) using the 'observable' information set F t = {X t , X t−1 , . . . , X 1 }. A further condition we impose on the VEqCM is parameter constancy. Hendry (1988) argues that in the absence of structural changes in the expectations generating system, backward-and forward-looking specifications are hard to distinguish empirically. Following e.g. Eckstein (1984) , the VEqCM with constant parameters is here intended as a purely backward-looking alternative to any restrictions that the forward-looking model imposes on the data. 7 To simplify the exposition in the following we exploit an alternative representation of (16) and restrict the cointegration rank to r ≥ m; the reason will be clear below. We split the model into the marginal sub-system for y t and the marginal sub-system for z t , i.e.
where the partition of matrices and vectors is made conformably with X t = (y t , z t ) and dimensions are reported alongside blocks
It can be noticed that the marginal model (18) reads as an error-correcting formulation of (5). The absence of Granger causality from y t to z t , which amounts to A zyi = O q,m , i = 1, 2, . . . , k in (5), requires that in the VEqCM
When r = m the exclusion restrictions in (23) and (24) entail the strong exogeneity of z t ( z t ) with respect to β, see, e.g. Hendry (1995) . Now let us focus on the system (3). By substituting (2) into (3) with e t = 0, and rearranging terms one gets
The mapping relating the parameters of the VEqCM to the structural parameters of the model (25) is derived in the proposition that follows.
Proposition 3 Given the partition (19)-(22), the restrictions that the system of Euler equations (25) imposes on the parameters of the VEqCM
where sp(β) is the space spanned by the columns of β.
Proof: See Fanelli (2005) .
From Proposition 3 it turns out that the VEqCM (16) under the restrictions (26) and (27)- (30) embodies all the parameters ( , ϕ 0 , ρ, ) associated with the system of Euler equations. 8 Moreover, there are no cross-restrictions among the elements in β and those in (α, ); notably, for fixed values of the intertemporal discount factor ρ, the restrictions on the short run parameters are linear. 9 An alternative (equivalent) representation of (26) is
where in the light of the partition (19), β yy = I m and β zy = − . It can be noticed that the specification (31) maintains that the possible r − m 'additional' cointegrating relations of the system must involve the z t variables. Proposition 3 points out that the system of Euler equations imposes a tight set of restrictions on the short run parameters of the VEqCM. For instance, according to (28) the matrix yy1 must be diagonal with diagonal elements corresponding to the inverse of the intertemporal discount factor (a quantity greater than one). For this reason we characterize two types of forward-looking behaviour within the DACFL paradigm: 'weak form' when only the exclusion restrictions in (27)-(29) (other than to the long run constraints in (31)) are fulfilled; 'strong form' when all restrictions in (27)-(30) (other than (31)) match the data. Thorough inspection of (27)- (30) suggests that in the 'weak form' version of the DACFL model the yy1 matrix is replaced by yy1 = diag(γ 1 , γ 2 , . . . , γ m ), with unconstrained γ i , i = 1, . . . , m.
8 A detailed analysis of identification of the cointegrating relations subject to (31) for the case m = 1 may be found in Fanelli (2002) . The generalization to the case m > 1 is straightforward. Moreover, from (28) it follows that k ≥ 2 lags are necessary in the VEqCM for the parameters (ρ, vec( ) ) to be identifiable.
9 It is generally difficult to estimate the intertemporal discount factor ρ within the class of present value models such as the DACFL specified here; for instance, Gregory et al. (1993) and Engsted and Haldrup (1994) suggest to prefix ρ within the range 0.95-0.99 (which is reasonable with quarterly data). Swensen (1999, 2004) and Boug et al. (2002) propose grid search techniques in their likelihood-based procedures.
ESTIMATION AND TESTING
Given super-consistent estimates of the long run parameters , systems of interrelated Euler equations of the form (3) ((4) or (15)) can be estimated through GMM. Fanelli (2002) shows that under the assumption of VAR-based expectations and for a single decision variable (m = 1), a ML two-step procedure can be set out for (3), by using the VEqCM (16) under the restrictions (31) and (27)-(30). The analysis is extended in Fanelli (2005) to the case of multiple decision variables (m > 1) and second-order adjustment costs.
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Observe that the linear constraints in (31) and those in (27)- (29) including, if needed (23)- (24), can be written, for fixed values of ρ, compactly as
where B and P are known matrices, h 1 and h 2 known vectors of suitable dimensions, and the vectors ω and ζ = (vec(α yy ) , vec(α zz ) , vec( zz1 ) , . . . , vec( zzk−1 ) , µ) contain, respectively, the unrestricted long run and short run parameters. Well known results on the asymptotic properties of the ML estimator of β and [α, ] in the cointegrated VEqCM suggest a two-step estimation method. First, the model (16) subject to (32) can be estimated and tested by ignoring the restrictions on [α, ]. Second, after fixing β at the first-step (super-consistent) estimates, the constrained maximization of the (Gaussian) log-likelihood of the VEqCM with respect to the short run parameters subject to (32) can be achieved through GLS. Provided that the restrictions are not rejected (standard distributed LR tests apply), the expressions in (27) and (29) can be used to obtain = ρ α yy , ϕ 0 = − ρ −1 µ y , where vec( α yy ) and µ y are recovered from the GLS estimate of ζ , and ρ is the value of the discount factor fixed a priori, or selected from a grid of values.
The 'natural' extension of the two-step method is based on the idea that the VEqCM (16) subject to (32) and (33) reads as a GRRR model. The log-likelihood of the GRRR model can be maximized iteratively by using GLS at each iteration until convergence (Hansen 2002) . In the Appendix A.2, we sketch the salient features of the GLS-based algorithm; Hansen (2003) shows that the asymptotic distribution of
is Gaussian and that of T (vec( β) − vec(β)) is mixed Gaussian. Compared to the likelihood-based methods of Kozicki and Tinsley (1999) and Swensen (1999, 2004) which are based on Newton-type numerical optimization methods, the advantage of the GLS-based procedure is that at each iteration the maximization problem has an explicit solution, and the log-likelihood will always converge.
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The implementation of the switching algorithm requires initial values for β, α and . It is well recognized that switching algorithms may be relatively slow to converge if starting values are not properly selected; the two-step ML method summarized above can be used to provide reliable starting values of β, α and .
EMPIRICAL ILLUSTRATION: A LABOUR DEMAND MODEL
In this section we apply the method described in the previous sections to estimate and test a forward-looking model of labour demand in the Danish manufacturing sectors. For comparative purposes we use the same data as in Engsted and Haldrup (1994) (henceforth EH), i.e. quarterly seasonally unadjusted time series from 1974:1 to 1990:4, for a total of T = 68 observations. The variables refer to the (log of the) number of employed manual workers, n t , (the log of) real product wages, w t , (the log of) real raw material prices, pr t and (the log of) real sales, s t . To simplify the analysis, we suppose, as an approximation, that the stock of capital is constant over time.
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EH investigated the demand for labour in the industries of Danish manufacturing (at a twodigit level) by applying the LQAC model with forward-looking behaviour. By adapting Campbell and Shiller's (1987) method they rejected the model. In this empirical illustration we focus on two of the main industries in terms of turnover, i.e. 'food, beverages and tobacco' (henceforth Industry 1) and 'chemicals' (henceforth Industry 2). The idea is to model jointly the demand for labour in these two industries by the DACFL scheme. As explained below, the advantage is that possible interrelations between firms' employment decisions in the two industries can be captured.
It is clear that a thorough analysis of interindustry linkages and labour market interactions within Danish manufacturing goes well beyond the purposes of this section. Nevertheless, the idea that dynamic interactions might characterize the demand for labour of the firms belonging to Industry 1 and Industry 2 is not at odd with economic intuition. First, by exploiting standard classification (Chenery and Watanabe 1958) , Industry 1 can be characterized as 'final' whereas Industry 2 as 'intermediate manufacture'. Accordingly the firms of Industry 1 tend to purchase direct and indirect inputs from the firms of Industry 2. Referring to the direct and indirect linkages implied by an input-output table, it can be reasonably expected that shocks affecting the labour market of one industry might affect the demand for employment (and thus the costs of adjustment) of the firms in the other industry. Second, traditionally in the aggregate the Danish labour market is highly unionized, collective bargaining takes place at a centralized as well as decentralized level, final wages are determined primarily at the firm level, whereas hours of work are negotiated centrally (Lockwood et al. 2000) . It turns out that both internal (e.g. sector-specific productivity changes) and external (labour market-related) factors characterize wage formation in Danish manufacturing, hence shocks might transmit across industries.
13 Third, the recent literature points that the Denmark in the eighties has been characterized by shifts in labour demand towards more skilled labour (Risager 1993; Malchow-Møller and Skaksen 2003) . This evidence suggests, on the one hand, that the firms of Industry 1 and Industry 2 might have competed to some extent in the labour market for the same unskilled workers. On the other hand, it is likely that shocks taking place in e.g. the labour market of the more 'skill-intensive' industries (Industry 2) might have influenced the dynamics of employment in the less 'skill-intensive' industries (Industry 1) and vice versa; Albaek and Sørensen (1998) document substantial worker flows in Danish manufacturing plants during the eighties.
Overall these considerations point that the dynamics of employment and costs of adjustment might be interrelated across industries. Establishing whether shocks in the labour market of one industry affect the demand for labour in the other industry is an empirical matter that can be addressed by the system of Euler equations (3). Assuming, indeed, that profit maximizing firms of Danish manufacturing minimize the costs associated with changes in employment consistently with the problem (1), the resulting first-order conditions are given by
where n 1t and n 2t are respectively the employment levels observed in the Industry 1 and Industry 2, n * 1t and n * 2t are the corresponding long run targets and n it − n * it , i = 1, 2 are the disequilibrium terms. In this model shocks inducing temporary disequilibrium in the labour market of one industry affect the dynamics of employment in the other industry when the off-diagonal elements of the matrix, θ 12 and θ 21 , are different from zero. In order to capture seasonal patterns in the variables we added exogenously a 3 × 1 vector d t = (d 1t , d 2t , d 3t ) of deterministic seasonal dummies in (34), with corresponding 2 × 3 matrix of parameters .
The complete vector of variables is given by X t = (n 1t , n 2t , w 1t , w 2t , s 1t , s 2t , pr 1t , pr 2t ) ( p = 8), where for each element the subscript '1' refers to data from Industry 1 and subscript '2' to data from Industry 2. In our notation y t = (n 1t , n 2t ) (m = 2) is the vector of decision and z t = (w 1t , w 2t , s 1t , s 2t , pr 1t , pr 2t ) (q = 6) the vector of explanatory variables. The empirical analysis is carried out by a cointegrated VEqCM of the form (16) with three centered seasonal dummies and an unrestricted constant. The r cointegrating relations of the system are partitioned as
where β b = b is of dimensions p × a and is known, and β u is of dimensions p × f , and contains f = (r − a) 'additional' (unknown) cointegrating relations, where f might be possibly zero (when r = a). In particular, we assume that a = 2 cointegrating relations in X t correspond to the long run demand schedules identified and estimated in EH (their Table 1 ). The choice of fixing a priori two cointegrating relations in X t can be motivated as follows. First, given the (relatively small) sample size compared to the dimensions of the system, we found difficult to select, identify and estimate the cointegrating relations embedded in the whole system. Second, the property of invariance of cointegrating relations with respect to the increase of the information set ensures that the cointegrating relation(s) that hold separately in X 1t = (n 1t , w 1t , s 1t , pr 1t ) and X 2t = (n 2t , w 2t , s 2t , pr 2t ) should be retrieved in the complete model X t = (X 1t , X 2t ) .
Under the assumption of a = 2 known cointegrating relations, the quantity β b X t in the VEqCM is specified as
l 2t + 0.148w 2t − 0.337s 2t + 0.459 pr 2t (35) and thus the reference model can be rewritten as 
14
The usual diagnostic tests combined with information criteria give no indication of residuals misspecification. In the Panel A of Table 1 we reported the LR trace test for f ≤ j, j = 0, 1, . . . , (r − a) 'additional' cointegrating relations in X t , given (35). The test rejects the presence of further cointegrating relations in the system ( f = (r − a) = 0), therefore the α u β u X t−1 term in (36) vanishes and the empirical analysis is based on the model
Since X t = (y t , z t ) , the marginal models for y t = ( n 1t , n 2t ) and z t = ( w 1t , w 2t , s 1t , s 2t , pr 1t , pr 2t ) of (37) read respectively as
where α b , 1 , µ and ϒ have been partitioned conformably. Proposition 3 of Section 5 provides the restrictions that the system of Euler equations (34) imposes on the parameters of the reference model (38) and (39). As the labour demand schedules of the industries have been fixed to (35), in this case the restrictions on the long run parameters can be represented, referring to the notation (32), as vec(β) = Bω + h 1 = vec(b), with ω a known vector. As regards the short run parameters, the 'weak form' forward-looking restrictions involve the subsystem (38) and correspond to
whereas the 'strong form' version requires that yy1 is replaced by yy1 = ρ −1 I 2 , with ρ = ρ fixed to a plausible economic value. Although not necessary to achieve a unique non-explosive solution, the strong exogeneity of z t might be incorporated in the model, when not rejected by the Table 1 . Panel A: Trace test for the presence of f = r − a 'additional' cointegration relations in the VEqCM (36) under the maintained assumption that a = 2 cointegrating relations are known and fixed to (35). Panels from B to F: LR tests for different restrictions on the VEqCM (37) and estimate of the α b,yy and yy1 matrices of the marginal model (38) under the 'weak form' forward-looking restrictions.
Maintained hypothesis: b X t fixed as in (35) C. LR for 'weak form' forward-looking restrictions
, χ 2 (14) * = 11.7 data, to obtain more efficient estimates. The strong exogeneity of z t corresponds to the exclusion restrictions
in the subsystem (39). Using the notation (33), the short run constraints in (41) (and possibly those in (40)) can be summarized in the expression vec
) and h 2 = 0 in the 'weak form' version of the DACFL model; ζ = (vec(α b,yy ) , vec( zz1 ) ) with the vector h 2 containing zeros in all entries but the two corresponding to the diagonal elements of yy1 , which are set to ρ, in the 'strong form' version. 15 The P matrix is defined accordingly.
15 Estimation and tests have been carried out by fixing ρ = ρ = 0.99, which seems plausible for quarterly data. Observe that considering a grid of values from 0.89 to 0.99 for ρ, ρ = ρ = 0.99 is the value that maximizes the loglikelihood. In this model there are no restrictions involving the parameters associated with determinist dummies, i.e. ϒ y = .
The ML estimation of the model (38) and (39) under the constraints (41) (and possibly (40)) corresponds to the second-step of the procedure described in Section 6. Thus the DACFL scheme can be tested through χ 2 -distributed LR statistics, with degree of freedom equal to the number of constraints being tested. Separate and joint tests for (41) and (40) are reported in the panels from B to F of Table 1 ; for instance, in the Panel D of Table 1 ('weak form' model), the number of restrictions is given by dim(vec ([α b , 1 ]) )−dim(ζ ) = 80 − 42 = 38. For simplicity we did not report the estimates of zz1 , µ and ϒ.
Results indicate that under the maintained assumption that the long run demand schedules of the two industries correspond to those in (35), the DACFL model of labour demand passes the 'weak form' but not the 'strong form' restrictions on the adjustment dynamics.
We carry out the analysis in estimating the VEqCM (37) with the help of Hansen's (2002) switching algorithm (see Appendix A.2). The cointegration rank is fixed to r = 2 and B and h 1 in the expression vec(β) = Bω + h 1 are specified so as to identify a long run demand schedule for each industry. Consistently with the results of Table 1 , the 'weak form' forward-looking constraints (41) and the exclusion restrictions (40) are both imposed on the short run parameters [a b , 1 ] of the VEqCM. As initial values of the parameters in the switching algorithm we set β at b as in (35) and α b and 1 (including µ and ϒ) at the estimates obtained by the two-step ML method. Results are reported in Table 2 and point in comparison with EH results to some empirical support to the 'weak form' DACFL labour demand model. The GLS-based estimate of the matrix of (34) in Table 2 highlights that the dynamics of adjustment in the labour markets of the two-selected industries is interrelated, consistently with the arguments outlined above.
CONCLUSIONS
In this paper we have focused on a class of dynamic models stemming from intertemporal optimization problems where forward-looking agents face the (dis)utility costs of restoring the level of the control variable to a long run equilibrium target, in the presence of non-stationary cointegrated processes.
We have shown that a likelihood-based procedure for the DACFL model can be set out by exploiting the restrictions that system of Euler equations associated with the intertemporal optimization problem imposes on the parameters of a VEqCM serving as the expectations generating system. Differently from previous practise we emphasize that the restricted VEqCM reads as a GRRR model. The advantage is that the likelihood of the system can be maximized through a switching algorithm based on GLS only.
The absence of feedbacks from the decision to the explanatory variables is not necessary for the existence of non-explosive solutions to the DACFL model. In principle, when decision variables Granger cause explanatory variables, one can impose the parametric restrictions that ensure a unique solution to the RE model. We argue, however, that in these circumstances it is preferable to specify more general stochastic dynamic equilibrium models where feedbacks are given a precise economic interpretation.
The DACFL model is applied to investigate the demand for labour in two manufacturing industries of the Danish economy. Results show that in contrast with previous findings, the 'weak form' version of the adjustment costs/forward-looking hypothesis receives some empirical support when the dynamic interrelations characterizing the labour markets of the two industries are taken into account. (35) 
APPENDIX

A.1 Proofs
Proof of Proposition 1. The proof is split into two parts. In the first part it is proved that there exists a unique non-explosive solution to the DACFL model and in the second part it is derived the forward solution.
First part. From the BK representation (9) of the DACFL model it turns out that for a given scalar, u:
If feedbacks from the decision to the forcing variables are ruled out, then U = O kq,km in (A.1) so that
and the eigenvalues of A are given by the eigenvalues of the matrix N 1 and the eigenvalues of the matrix B.
By construction the eigenvalues of B are equal to the inverse of the roots of the characteristic equation associated to (5), hence they fall either inside or on the unit circle. On the other hand 
Observe that for i = 1, 2, . . . , m, u = 0 and u = 1 are not solutions of
Moreover, it can be easily recognized that since for i = 1, 2, . . . , m, (1 + ρ + d i ) = 0 by assumption, the roots of (A.4) are such that one falls inside the unit circle and the other outside the unit circle. Hence m of the 2m roots of (A.3) fall within the unit circle and m fall outside. To sum up, we have proved that in the absence of feedbacks from y t to z t the A matrix of the BK representation (9) of the DACFL model has exactly m eigenvalues falling outside the unit circle and the remaining inside or on the unit circle. By Proposition 1 in BK a unique non-explosive solution exists. Second part. The proof builds on Nickell (1984) . Write the system of Euler equations (3) as
where K and V are m × m matrices (see Hansen and Sargent 1981, Section 4) . Comparing coefficients
The second-order matrix equation (A.7) has a unique and stable solution, i.e. there exists a unique matrix with eigenvalues laying in the interval (0, 1) solving (A.7). To see this observe that every eigenvalue λ of a generic solution V to (A.7) satisfies the determinantal equation (Binder and Pesaran 1995, Section 2.3.3) det(ρ I m λ 2 − Gλ + I m ) = 0 16 We use the following property: let P and Q be square matrices and det (Q) = 0. Then det([
which corresponds to (A.2). Hence there exists an unique matrix V with eigenvalues given by the stable solutions to (A.3) solving (A.7); hereafter such a matrix will be denoted by the symbol . With V = the matrix equation (A.7) reads exactly as (11) in the text. Using V = and (A.6) the system (A.5) can be rewritten as .8) and for y t = y * t = y * (L = 1) the steady-state solution implies the relation
Thus the system of Euler equations (A.8) can be rewritten as
or equivalently as (see (A.9)). Given X t = (y t , z t ) , the system can be written as 
A.2 The switching algorithm
Express the VEqCM (16) in matrix notation as where vec( X ) β,h 2 = vec( X )−Z β h 2 . With Gaussian disturbances the ML estimator of ζ corresponds to the GLS estimator .14) and has Gaussian asymptotic distribution (see, e.g. Johansen 1991) . Clearly, vec([ α, ]) = P ζ (β, ) + h 2 . Likewise, for fixed r , α, and , the system (A.13) can be written as the regression model The formulas (A.14) and (A.15) deliver, for fixed cointegration rank and initial values of β, α, and , the ML estimates of ω and ζ . It is thus possible to switch from (A.14) to (A.15) until the log-likelihood converges. At each iteration the estimate of the covariance matrix is updated by the formula
where ε t = ( X t − α β X t−1 + W t−1 ). As shown by Hansen (2002) , Theorem 1, when the algorithm converges the maximum value of the log-likelihood is given by L max ( α, β, , ) = log(2π) As initial parameters values of β, α, and one can choose the ML estimates of the VEqCM (16) with β restricted as in (31) and [α, ] unrestricted.
