Abstract-Energy aware routing with restoration is of much importance for the network to enhance reliability as the relatively concentrated traffic makes the network vulnerable to link failures and sudden traffic bursts after energy saving. For restoration, each request has an active path and a link disjoint backup path. With sufficient path routing knowledge, backup paths can be shared for bandwidth efficiency. This is possible in Software Defined Networks (SDNs) owing to the centralized controller which can collect global information. In this paper, we first combine energy saving with restoration and address the problem called Restorable Energy Aware Routing with Backup Sharing (REAR-BS) in SDNs during off-peak hours when backup sharing is allowed. We formulate a nonlinear integer programming model to minimize the number of used links while putting idle ones to sleep under constraints of maximum link utilization and restoration. We rewrite it as a linear model and give a lower bound for this NP-hard problem. Then, we design a heuristic algorithm called Green Restorable Algorithm (GreRA) to tackle this problem. Extensive simulation results on real and synthetic topologies and traffic demands show the effectiveness of GreRA when compared to CPLEX solutions, shortest path routing with restoration and lower bound.
I. INTRODUCTION
There is a growing concern on minimizing energy consumption in the Information and Communication Technology (ICT) sector as ICT alone is estimated to be responsible for 2 to 10 percent of worldwide energy consumption [1] . And networking devices like IP routers consume the largest majority of energy. This gives rise to some effective energy aware routing strategies [2] - [4] .
For energy aware strategies, network components are turned on/off or put to active/sleep mode based on traffic load. Only the minimum number of links and nodes are on/active to support the concentrated traffic for all source-to-terminal requests, while idle ones are off/asleep. If there is a single link failure or sudden traffic bursts, the remaining on/active components with limited resources may not be able to support the demands of all requests immediately. Thus the reliability of network is decreased after energy saving as the network is vulnerable to link failures and sudden traffic bursts. It is important to ensure network reliability while keeping low energy consuming. This can be achieved by taking restorable routing into account while energy saving. Though this combined research is still in its infancy, restorable routing is wide used to ensure resilience to failures [5] - [8] . For restoration, an active path and a link disjoint backup path with sufficient bandwidth are setup for each request simultaneously. The active path is used to transit traffic for the traffic. And the traffic is immediately switched to the backup path only if the active path fails. As the components of the active and backup paths of all requests are powered on, the affected requests can be quickly restorable upon single link failure. We aim to ensure the network be resilient to single link failure while keeping low energy consumption. Hence on the one hand, the number of powered-on components should be minimized from the point of energy saving. On the other hand, disjoint backup paths result in excessive bandwidth usage although they can enhance the resilience to failures. However, backup paths can be shared for bandwidth efficiency. This can be achieved if the nodes know the amount of bandwidth on each link that is currently used by backup paths for providing backup [8] and is possible in Software Defined Networks (SDNs [9] , [10] ) with simple extensions to link-state routing protocols. SDN employs a new paradigm that decouples the control plan from the data plan and moves the control logic to centralized controller which can ensure compatibility with existing protocols. In SDNs, the flexibility of developing and testing new protocols and the ease of implementation and configuration on a global network view creates favorable conditions for restorable energy aware routing.
The key of restoration is to find 2 disjoint paths [11] . The only work related to restorable energy aware routing is shown in [12] . However, their problem called Energy Aware Two Disjoint Paths Routing is different from restoration in which each request can be routed via multiple paths besides 2 disjoint paths, i.e., in a splittable way. In contrast, we focus on the unsplittable case in wired networks and take restoration into account when backup sharing is allowed.
The main contribution of this paper is as follows. We address the problem called Restorable Energy Aware Routing with Backup Sharing (REAR-BS) to minimize energy expenditure during off-peak hours in SDNs. To the best of our knowledge, this is the first work that combines energy aware routing with restoration. Specially, we compute an active path and a link disjoint backup path for each source-to-terminal request and consider the amount of bandwidth of backup paths that can be shared simultaneously. A nonlinear integer programming model is formulated for this NP-hard problem to minimize the number of used links under constraints of maximum link utilization and restoration with backup sharing. We rewrite this model with quadratic constraint to its linear version and give a lower bound for the optimal solution. Then, we design Green Restorable Algorithm (GreRA) to solve REAR-BS, which is based on the analysis of the amount of bandwidth that can be shared for each link and the idea of incremental minimization. Extensive simulation results show the effectiveness of our algorithm. Particularly, GreRA can reduce energy usage by 15% to 50%, even for maximum link utilization below 50%.
The rest of the paper is organized as follows. Section 2 shows the basic assumptions and definition of REAR-BS. A nonlinear integer programming model and its linear version are formulated. Difficulty analysis and a lower bound are also given. Section 3 proposes heuristic algorithm GreRA with time complexity analysis. Section 4 shows the experimental results. Section 5 presents the conclusion.
II. RELATED WORK
Green Networking has been widely investigated in the last decade, starting from the seminal work of Gupta and Singh [3] or more recently in [2] , [4] , [13] - [16] . Gupta and Singh [3] propose uncoordinated sleeping at component level and coordinated sleeping at network level to save energy. Many research focus on reducing energy consumption at network level. Chabarek et al. [13] present the measurements of power consumption of network devices and explores the potential power saving in the network design and routing protocols in wire-line networks. Chiaraviglio et al. present a similar MCMF (multi-commodity minimum cost flow problems) model to minimize the power consumption of used routers and links under maximum link utilization constraint [4] , [14] . Their heuristic sorts routers according to power consumption and iteratively switches off redundant ones. Fisher et al. consider saving energy when links are bundled with multiple cables [15] . They formulate an integer linear programming model and propose heuristic algorithms based on linear relaxation to solve it. Zhang et al. propose GreenTE [2] , a global traffic engineering mechanism which aims to maximize the energy savings of idle links with load balancing consideration by rerouting traffic in a splittable way. CPLEX is used to solve this mixed integer programming problem with a time limit of 300s. Giroire et al. [16] propose a new energy aware routing model called GreenRE with the support of data redundancy elimination. They try to switch off possible links and nodes performing redundancy elimination based on the feasible solution of the model via CPLEX. The relatively centralized traffic after energy saving makes the network vulnerable to link/node failure. However, all the aforementioned works do not take enhancing network reliability (for example, using disjoint paths) into account at the same time.
Software Defined Networking has been attracting a growing concern in recent years [10] . Assefa and Ozkasap [17] address the importance of energy efficiency mechanism in SDN and summarize these strategies for SDN [18] , [19] . For example, Heller et al. present ElasticTree [18] to save energy through switching off unnecessary links and switches of Data Center Networks, which is implemented using OpenFlow and focusing on tree-based topologies. Giroire et al. [19] aim to minimize energy consumption in SDNs under constraints of capacity and finite rule space on routers. They present an integer programming model as well as an efficient heuristic. Wang et al. [20] consider minimizing the power of integrated chassis and line-cards in SDNs based on an expand topology constructed according to routers' connection. Link utilization and delay constraints are considered in their integer programming model. Two heuristics are present. One tries to adjust as few requests as possible, the other recomputes the path with minimum energy increase for each request. Markiewicz et al. [21] try to switch on a minimum amount of routers and links to carry the traffic. They form a mixed integer programming model and propose heuristics that iteratively select a path for each request among precomputed shortest pathsin different processing order of requests. However, all these works do not take reliability into account as well.
Restoration has been proposed to enhance reliability [5] - [8] . The key of restoration is to find 2 link/node disjoint paths for a source-terminal pair. Finding these 2 paths with minimum total length is called shortest disjoint pair problem [11] . Suurballe and Tarjan propose Suurballe algorithm to solve this problem accurately in time ( , : the number of nodes and links, respectively) [11] . Kodialam and Lakshman present algorithms based on Suurballe algorithm and linear programming duality for dynamic routing of restorable bandwidth guaranteed paths [5] , [7] . They analyze the case when backup sharing is not allowed or allowed and formulate relative models. But they only process request one at a time and aim to minimize the bandwidth consumed by one request. Kar et al. considers dynamic routing with restorable routing when backup sharing is not allowed [8] . They focus on improved path selection and propose algorithms based on Suurballe algorithm and minimum interference criteria. Bejerano et al. [6] combine computing Qos paths for one request with restoration under constraints such as bandwidth and delay.
They focus on finding a minimum restoration topology of a set of bridges, with each bridge protecting a portion of an active path. Guo et al. proposes the Np-complete problem MCLPP [22] to find a pair of link disjoint paths with minimal total length under multiple link metric constraints. However, all these works focus on one request and do not take energy consumption into account. The only work that combines energy saving with 2 disjoint paths is shown in [12] . Lin et al. address Energy Aware Two Disjoint Paths Routing (EAR-2DP) to maximally switch off redundant links while using 2 disjoint paths routing under constraint of maximum link utilization. They show the problem is NP-complete. However, they assume that the flow is splittable. Namely, in addition to a pair of disjoint paths, a request can be routed via multiple intersecting paths. They propose 2DP-SP algorithm to solve EAR-2DP. 2DP-SP pre-computes candidate 2DPs for each request based on Yen's k shortest paths algorithm [23] and select the pair with minimum total length as much as possible. Then redundant links are switched off iteratively. Their work is extended to switch off both nodes and links [24] . They give priority to switch nodes. However, their heuristics are time-consuming and they do not find the intrinsic relationship between link disjoint version and node disjoint version.
Different from works above, we first address REAR-BS which combines energy saving with restoration when backup sharing is allowed. And our heuristic which focuses on link disjoint version can be easily adapted to find node disjoint paths via node splitting [25] .
III. PROBLEM STATEMENT AND MATHEMATICAL MODEL
In this section, we give the definition of REAR-BS and formulate a nonlinear mathematical model based on following assumptions. First of all, we assume that there is at most one single link failure at one time. Secondly, each link consumes the same power and can be asleep independently. A link can be put to sleep only if there is no traffic in both inbound and outbound directions. Moreover, we assume that each request considered here always has two disjoint paths during off-peak hours. Finally, we focus on the unsplittable case. Traffic transmits only on the active path. Backup path should have sufficient bandwidth to route the request in case of failure.
A. Problem Statement
Consider a network that is represented by a directed graph , where is the set of nodes (i.e., routers) and is the set of links. Backup sharing case can always achieve more energy savings than no-sharing case. As for the no-sharing case, each link should reserve bandwidth larger than the total demands of requests that use it on the active path or the backup path. For the sharing case, each link should reserve bandwidth larger than the sum of the demands of requests that use it on the active path and the maximum demand of requests that use it on the backup path. Take Fig. 1 for example. This is a network with 6 nodes and 11 links. Assume that each link has capacity of 10M except link which has 20M. Let .Consider REAR-BS for two requests: .
It is easy to find the optimal solution. The paths are : 
B. The Nonlinear Integer Programming Model
We formulate a nonlinear programming model for REAR-BS.
The goal of model is to minimize the number of used links . Equation (1) and (2) are flow conservation constraints which represent an active path and a backup path for each request. Equation (3) This model has a quadratic constraint (4) which can be linearized. Consider the linear version of (4): 
It is not equivalent to (4) when . We introduce 0-1 integer variable to get equivalent form of (4): C. Problem Analysis Difficulty Analysis. Note that if there is only one request, REAR-BS is equivalent to shortest path pair problem [11] and can be solved exactly in polynomial time by Suurballe algorithm. However, it becomes significantly difficult if the number of requests grows. Assume that there are two requests with equal demands and link capacity can only afford for one request. REAR-BS involves two-path problem [26] as a subproblem in this case. Two-path problem is a Np-complete problem which aims to find a pair of link disjoint paths for two source-terminal pairs composed of four distinct nodes. Thus REAR-BS is Np-hard.
Due to the difficulty of REAR-BS, solving model for optimal solutions via CPLEX becomes impractical even for small networks. Thus we propose heuristic algorithm to tackle this problem.
Lower Bound. Denote the optimal solution of model as .We give a lower bound of for comparison in case that CPLEX is impractical. There are 3 potential ways to get the lower bound. . . (1), (2), (9) , 4Dn Dm Dm m 
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, bc GreRA is based on the analysis of the amount of bandwidth that can be shared for each link and the idea of incremental minimization. We use a weight variable to characterize the contribution of link to the increment of total used links. The value of changes from initial value 1 to 0 once link is being used. Namely, using the link again does not cause any increase of the goal value . This is very helpful in the computation of incremental minimization. The algorithm is shown in Fig. 2 . GreRA consists of three parts. Part 1 is an initialization process which starts by considering all requests unarranged. Hence for initial values , , . The initial value of means a link to be newly used will make goal value increase 1. Part 2 is a process that finds the active path for each request which is very similar to Shortest Path routing algorithm except for the variable weight in using Dijkstra algorithm. In the Update Process (Fig. 3) , can be changed to 0 once the link is used. This ensures a link being used does not increase the goal value any more. Through Dijkstra algorithm, we can select a path with minimal increment in weight. Namely, the chosen active path reuses used links as many as possible. 
L w P EndFor disseminates a control message of a sleeping list of idle links to routers after all active and backup paths are set up. Thus idle links will be put to sleep. We name the algorithm substituting the underline sentences to 'equal link weight 1' in Part 2 and Part 3 Shortest Path routing with Backup Sharing(SP-BS) for comparison purpose.
Time Complexity: Dijkstra algorithm can be solved in time. Thus, Part 2 requires . In the worst case, the length of is . Equation (10) and (11) needs time. Thus Part 3 requires time. Therefore, the time complexity of GreRAis . So it is for SP-BS.
Though the number of nodes is doubled and the number of links increases by via node splitting, the time complexity of GreRA still holds for the node disjoint version of REAR-BSbecause .
In this section, we show the effectiveness of GreRA on energy saving when compared to SP-BS, CPLEX [28] and .
A. Experimental Setup
We have run extensive simulations on 3 real networks with real and synthetic traffic matrices to explore the energy savings of GreRA. These networks include Internet2 [29] ,GÉANT [30] and Sprint [31] . [30] . The first 72 traffic matrices of Internet2 and first 24 traffic matrices of GÉANT corresponding to 0:00~6:00 are used for the offpeak hours. The PoP-level topology of Sprint is derived method of [32] and generate 10 traffic matrices using gravity model [33] , [34] such that the maximum link utilization is 10%~100% , with an increment of 10% when SP routing are used to route traffic. Denote these traffic matrices as TM_1~TM_10.
Two kinds of nodes are considered here: access nodes and transit nodes. Requests considered always have 2 link disjoint paths. This can be easily achieved through running Suurballe Algorithm for every node pair. Only node pairs which have 2 link disjoint paths can be access nodes, i.e., sources or terminals of requests. Since CPLEX may be impractical to solve model for REAR-BS, we random select some nodes as access nodes for GÉANT and Sprint to reduce the scale of requests. Table II shows these details where GÉANT_S is a copy of GÉANT with different access nodes. We assume that each link has equal power consumption and use to calculate the power saving rate. We use SP-BS as a fair comparison in our evaluation as there is no research considering backup sharing with energy saving. Though CPLEX is a high-performance mathematical programming solver, it cannot ensure a feasible solution in limited time (even 24h). So we set a limit of 300s (excludes preprocessing time) when using CPLEX. We also compare GreRA with to indicate the difference from optimal solution in case CPLEX fails. Simulations are performed on a Lenovo PC with 2.5GHz CPU and 2GB RAM using Matlab. Fig. 4(a) from Rocketfuel [31] . We set link capacity using the We compare the number of used links under GreRA, SP-BS and CPLEX during 0h~6h when to further investigate the performance of GreRA during off-peak hours. Note that GreRA performs the same for during this off-peak period. So do SP-BS and CPLEX. Thus we only show the result for . This low value for maximum link utilization threshold implies the great benefit of restoration for reliability and energy saving. Though two link disjoint paths needs more links, backup sharing contributes to that resource consumption is not that much.As shown in Fig. 4(b) , CPLEX is the best performer as it computes the optimal value of , 18 links. SP-BS performs the worst because all traffic requests are considered. And Internet2 is a small topology that leaves less choice for routing paths. SP-BS prefers the shortest paths and it uses all links up. SP-BS does not apply to the case of all source-terminal pairs. GreRA is in the middle of the performance. It uses 21 links at best and uses 22 links on average. The average number of ofGreRA is 4 links more than optimal value. Though CPLEX solutions are optimal, it consumes much more time than GreRA. The running time of GreRA is less than 0.1s while that of CPLEX is 74.35s on average, as shown in Table III . Fig. 5 shows the performance of GreRA on GÉANT with all traffic demands when changes from 0.1 to 1. Though we choose the off-peak period during 1h~6h, GreRA cannot put any link to sleep for due to insufficient available capacity. When , it is still lack of available bandwidth for all traffic demands during 1h~2h. The value shows an increasing trend as becomes larger. GreRA shows little difference in for . The value is around 15%. In particular, GreRA produces the same energy saving rate for . And its energy saving rate is 14.58% on average. GreRA only uses about 17% additional links than as shown in Table III . Because all traffic demands are considered, SP-BS uses up all 74 links for and achieve no energy saving. So we omit its performance here. Traffic demands from 23 nodes makes a large scale for CPLEX, thus it becomes impractical for CPLEX. CPLEX cannot afford to give a feasible solution in 24h for this case. In order to give a fair comparison, we evaluate the performance of GreRA, SP-BS and CPLEX for GÉANT_S with fewer traffic demands, as shown inFig. 6. Note that the number of requests of GÉANT_S is only approximately a quarter of that of GÉANT. Unlike for GÉANT, GreRA can put about 50% links to sleep for most cases for GÉANT_S when . And GreRA achieve the same for . We compare the performance of three kinds of solutions when . As shown in Fig. 6 , they have the same curve for , respectively. CPLEX with a limited solving time 300s performs the worst with below 10%. This illustrates that CPLEX is not practical for NP-hard problems even at a medium scale. SP-BS is in the middle with around 16%. GreRA is the best performer with about 47% energy saving rate which is 3 times as large as that of SP-BS. What's more, GreRA consumes less than 0.3s for GÉANT_S with 8 times larger than that of CPLEX. GreRA only uses 10.86% additional links than . As the network provides more sufficient bandwidth with less requests, becomes more close to the optimal value. Thus GreRA is more closeto optimal in GÉANT_S than in GÉANT. 
B. Energy Saving
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When there are sufficient capacity, GreRA can save up to 50% energy. The topology of Sprint is too large for CPLEX to solve, so we use SP-BS as the only comparison. Fig. 7 (c) shows the comparison of GreRA and SP-BS on TM_1. The results on other traffic matrices are similar to that of TM_1, so we omit it. SP-BS can only save 20.5% energy while GreRA achieves about 50% for TM_1 with similar running time 4.9s. For Sprint, GreRA uses about 15.7% additional links than as shown in Table III . 
C. GreRA vs Lower Bound
As CPLEX becomes impractical to solve the optimal value of GÉANT and Sprint, we compare GreRA with the lower bound LB with different number of access nodes when to further investigate the difference on the performance of between GreRA and optimal solution. We use the traffic matrix at 0h for GÉANT and TM_1 for Sprint with the number of random access nodes changing from 2 to 22. We random generate 20 instances for each case and average the results over these instances.
As shown in Fig. 8(a) , the difference between GreRA and LB on gets larger as the number of access nodes increases for GÉANT. Fig. 8(b) shows the same trend for Sprint. The fewer the access nodes are, the more sufficient the link capacity will be. Note that LB equals the optimal solution of REAR-BS when the bandwidth is large enough. So LB is more close to optimal solution with fewer access nodes. The of GreRA is very near that of LB with the number of access nodes below 10. Particularly, GreRA is optimal with 2 access nodes and almost optimal with 3~5 access nodes. Moreover, GreRA uses about 15% additional links than LB when the number of access nodes is larger than 10. Though both GreRA and LB runs very fast, the running time of GreRA is only about half of LB's. Please see 0for reference. On average, GreRA uses 10.68% additional links for GÉANT and 11.65% additional links for Sprint when compared to LB. Thus, the difference between GreRA and the optimal solution will be much smaller. This demonstrates the effectiveness of GreRA. From the simulations above, we can draw a conclusion that GreRA is a very efficient and effective algorithm for REAR-BS. It performs perfectly better than SP-BS on energy saving rate and takes much less time than CPLEX. More importantly, the comparison with lower bound shows that GreRA is near optimal.
VI. CONCLUSION
In this paper, we first take restoration into account while energy saving. The logically centralized feature of SDN lays the foundation for restoration with backup sharing. To this end, we consider the problem called REAR-BS in SDN during off-peak hours to minimize the number of used links subject to the following constraints: maximum link utilization, a pair of disjoint paths for each request and backup sharing. We formulate a nonlinear integer model and its linearized version and give a lower bound for the optimal solution of this NP-hard problem. Then, we propose a heuristic GreRA to handle this problem which performs significantly better than Shortest Path routing with backup sharing and consumes less time than CPLEX. The energy savings can be up to 50% during off-peak hours. And GreRA uses no more than 15% additional links as compared to the lower bound of optimal solution. We plan to give a tighter lower bound for REAR-BS and further consider reliable energy aware routing with delay constraint as a future work.
