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Notations et abréviations
Comportement mécanique
σ tenseur des contraintes totales
σ′ tenseur des contraintes eﬀectives
p =
Tr(σ)
3
contrainte moyenne
p′ =
Tr(σ′)
3
contrainte moyenne eﬀective
s = σ − 1
3
Tr(σ)I tenseur déviateur des contraintes
J2 =
1
2
s : s deuxième invariant du tenseur déviateur des
contraintes
q =
√
3J2 contrainte déviatorique généralisée ou déviateur
des contraintes (dans le cas d'un essai triaxial,
q = σaxial − σlate´ral peut être négatif ou positif)
J3 = det(s) troisième invariant du tenseur déviateur des
contraintes
θ = −1
3
arcsin
(
3
√
3
2
J3
J
3/2
2
)
angle de Lode (θ = pi/6 : compression triaxiale)
p′c variable d'écrouissage isotrope déﬁnissant la taille
de la surface limite dans le modèle  bulle  et le
modèle basé sur le principe de la  bounding
surface 
ε tenseur des petites déformations
εv = Tr(ε) déformation volumique
e indice des vides
 = ε− 1
3
Tr(ε)I tenseur déviateur des déformations
εd =
√
2
3
 :  déformation déviatorique généralisée
ε = εe + εp décomposition du tenseur des déformations en
tenseurs des déformations élastique et plastique
εed (resp. ε
p
d) déformation élastique (resp. plastique)
déviatorique généralisée
εev (resp. ε
p
v) déformation élastique (resp. plastique) volumique
C tenseur d'élasticité
K0 coeﬃcient de pression des terres au repos
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Paramètres des modèles
E module élastique
ν coeﬃcient de Poisson
G module de cisaillement
κ indice de gonﬂement
λ indice de compression
e0 indice des vides initial
Mc pente de la ligne d'état critique dans le plan
(p′, q) en compression triaxiale
p′c0 contrainte eﬀective de préconsolidation
H0 paramètre intervenant dans le calcul du module
plastique dans le modèle basé sur le principe de
la  bounding surface 
R rapport de taille de la surface cinématique sur
celle de la surface limite dans le modèle  bulle 
ψc, ξ, Rψ paramètres intervenant dans le calcul du module
plastique dans le modèle  bulle 
c cohésion
ϕ angle de frottement
ψ angle de dilatance
Mp pente de la ligne de résistance maximale dans le
plan (p′, q)
Mcar pente de la ligne d'état caractéristique dans le
plan (p′, q)
cp résistance à la traction hydrostatique
rel mesure de la taille du domaine élastique initial
a paramètre d'écrouissage
Homogénéisation temporelle
Nc nombre de cycles dans un incrément (résolution
du problème macrochronologique)
Nb nombre de cycles calculés pas à pas
Identiﬁcation de paramètres par analyse inverse
AG algorithme(s) génétique(s)
S algorithme du simplexe
Ferr fonction coût (ou fonction erreur ou dans le cadre
des AG fonction performance)
Introduction
Si le dimensionnement des ouvrages vis-à-vis des actions statiques est dans une certaine
mesure maîtrisé, celui vis-à-vis des actions variables dans le temps l'est moins, tant aux
états limites ultimes qu'aux états limites de service. Or ces dernières peuvent altérer
signiﬁcativement le comportement des ouvrages et parfois même conduire à des dysfonc-
tionnements. Dans le cas particulier du dimensionnement des fondations des ouvrages
terrestres soumis à des actions cycliques, i.e. qui présentent un caractère répétitif, un
groupe de travail issu du pôle de compétences  Sols  de l'IREX 1 a mis en évidence
 la pauvreté de la documentation technique française et européenne . En pratique, on
adopte généralement des coeﬃcients de sécurité plus élevés, de manière à prendre en
compte de manière forfaitaire ces actions cycliques, mais sans pouvoir justiﬁer la valeur
de ces coeﬃcients. La prise en compte rationnelle et ﬁable de ces sollicitations cycliques
s'impose donc autant en termes économiques (optimisation du dimensionnement) qu'en
termes environnementaux (augmentation de la durée de vie de l'ouvrage).
Cette étude se concentre sur la modélisation numérique du comportement cyclique des
sols sous très grands nombres de cycles. La simulation de ce comportement est réalisée
par la méthode des éléments ﬁnis, parce qu'elle permet la résolution numérique d'une
large gamme de problèmes et qu'elle tend à s'imposer dans la profession. La qualité de la
prédiction du comportement du sol dépend alors principalement de la capacité des modèles
de comportement à représenter la réalité, de la qualité de l'identiﬁcation des paramètres
des modèles et de la qualité de la résolution numérique du problème. Considérant ces trois
aspects, la modélisation numérique des sols soumis à des sollicitations cycliques nécessite
une attention particulière, parce qu'elle se heurte à deux diﬃcultés.
 La première diﬃculté est d'ordre numérique. Dans le cas où le sol est soumis à quelques
millions de cycles, la simulation de chaque cycle par plusieurs incréments n'est pas
envisageable du fait du temps nécessaire considérable. Il convient donc de mettre en
place une stratégie numérique qui permette une réduction substantielle du temps de
calcul.
 La seconde diﬃculté est liée à l'aspect comportemental. La résistance d'un sol soumis
à des sollicitations cycliques peut diminuer. Ce phénomène de fatigue doit être intégré
dans la loi de comportement. La caractérisation expérimentale de ce phénomène et le
développement du modèle de comportement sont l'objet d'une étude réalisée en amont
de la modélisation numérique d'un problème donné. Elles sortent de ce fait du cadre de
ce travail, contrairement à l'identiﬁcation des paramètres qui est un processus inhérent à
la modélisation des sols et doit être réalisée à chaque nouvelle étude. Selon la complexité
du modèle de comportement et celle des essais d'identiﬁcation retenus, l'identiﬁcation
de paramètres peut s'avérer délicate.
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Au vu de ces diﬃcultés, l'objectif de cette étude est de mettre en place et de tester deux
outils d'aide à la modélisation numérique des sols soumis à un grand nombre de cycles :
un outil de réduction de temps de calcul et un outil d'identiﬁcation de paramètres.
Le présent document se divise en quatre chapitres.
Dans le premier chapitre, nous présentons certaines spéciﬁcités du comportement cyclique
des sols. Tout d'abord une introduction brève rappelle certaines observations expérimen-
tales liées au comportement cyclique des argiles. Ensuite l'état de l'art concernant les stra-
tégies numériques est synthétisé. Au vu des conclusions de cette revue bibliographique,
l'homogénéisation temporelle est retenue. Finalement les deux modèles de comportement
utilisés dans cette étude sont présentés en détail.
Le deuxième chapitre vise à tester l'eﬃcacité de l'homogénéisation temporelle asympto-
tique. Cette stratégie numérique est tout d'abord appliquée au cas d'un essai en champ de
contraintes homogène, puis introduite dans un code aux éléments ﬁnis (CESAR-LCPC).
Finalement nous présentons les premiers résultats relatifs à la simulation d'un essai pres-
siométrique cyclique par homogénéisation temporelle.
Dans le troisième chapitre, sur la base d'une étude bibliographique, une méthodologie
d'identiﬁcation de paramètres par analyse inverse est proposée, puis appliquée à des es-
sais pressiométriques monotones aﬁn de prévoir le tassement d'une fondation superﬁcielle.
La méthode mise en ÷uvre repose sur l'utilisation d'algorithmes génétiques, qui déter-
minent un ensemble de jeux de paramètres permettant une représentation satisfaisante
de l'expérience, et sur l'exploitation simultanée de diﬀérents résultats expérimentaux, qui
fournit des informations sur les compromis nécessaires pour représenter l'ensemble des
données expérimentales.
L'objectif du quatrième chapitre est de tester les deux outils sur des résultats expéri-
mentaux obtenus lors d'essais triaxiaux non drainés répétés sur une argile normalement
consolidée.
CHAPITRE 1
Comportement cyclique à grand
nombre de cycles : stratégies
numériques et modèles
1.1 Introduction
1.1.1 Chargement cyclique en Génie Civil
Dans le cas du dimensionnement d'un ouvrage, il convient de distinguer les actions
constantes dans le temps des actions variables dans le temps. Selon le type d'ouvrage
considéré et le type de chargement, une attention plus ou moins importante doit être por-
tée sur les actions variables, aﬁn d'assurer la stabilité et le fonctionnement de l'ouvrage.
Elles peuvent être d'origine environnementale (par exemple : vent, houle, marées, varia-
tion de température, de pression ou de hauteur de nappe) ou industrielle (par exemple :
machines vibrantes, traﬁc ferroviaire ou routier). Ainsi de nombreux ouvrages sont concer-
nés par les eﬀets provoqués par des actions variables dans le temps : les éoliennes onshore
ou oﬀshore, les voies ferrées, les plates-formes pétrolières. Ces actions sont transmises aux
sols supports, dont la résistance aux chargements variables doit être assurée.
Au cours de la vie d'un ouvrage, se succèdent des périodes de sollicitations intenses (de
type tempête ou passage d'un train) et des périodes de sollicitations plus faibles (période
de calme). La caractérisation de ces actions via par exemple leur amplitude ou leur fré-
quence est parfois diﬃcile du fait de leur irrégularité. Cependant toutes ces actions ont
en commun un aspect répétitif, plus ou moins régulier, que l'on déﬁnira comme cyclique.
Dans ce travail, nous nous intéressons au comportement cyclique à grand nombre de
cycles. Les sollicitations sismiques caractérisées par un faible nombre de cycles (N = 10
à 20) sont de ce fait écartées.
1.1.2 Mise en évidence expérimentale
L'étude d'un élément de sol soumis à des sollicitations cycliques suppose la prise en compte
de deux problèmes [35] :
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 un problème de résistance à court terme lié à la succession de chargements cycliques in-
tenses dans des conditions non drainées. En eﬀet sous l'action de chargements cycliques,
la résistance du sol peut se trouver être inférieure à celle estimée sous chargements mo-
notones. On parle de fatigue du matériau. Sous l'action d'un chargement cyclique, la
structure du sol évolue provoquant une variation de volume. En conditions non drai-
nées, cette variation de volume est empêchée par la faible compressibilité de l'eau. On
constate alors un transfert de contraintes : des contraintes eﬀectives vers la pression
interstitielle [3].
 un problème de tassement à long terme lié à la dissipation de la surpression interstitielle
générée pendant les périodes de chargement intense.
Selon la perméabilité du sol considéré et le type de chargement appliqué (amplitude,
fréquence, durée), il se peut que la distinction de ces problèmes dans le temps ne soit pas
aussi marquée. Dans la suite nous étudierons particulièrement le problème de la fatigue
des argiles dans des conditions non drainées. Cependant les outils de stratégie numérique
et d'identiﬁcation mis en place peuvent être appliqués à des problèmes similaires.
Aﬁn d'étudier le comportement cyclique des sols, des essais d'identiﬁcation sont mis en
÷uvre en laboratoire ou in situ (essais triaxiaux, essais de cisaillement simple ou essais
pressiométriques). On distingue trois types de sollicitation :
 les essais alternés (two-way tests en anglais) pour lesquels la contrainte cyclique est
appliquée de façon symétrique par rapport à l'état de contraintes initial isotrope.
 les essais répétés (one-way tests en anglais) pour lesquels la contrainte cyclique est
appliquée en compression ou en extension à partir d'un état de contraintes isotrope.
 les essais ondulés pour lesquels la contrainte cyclique est appliquée entre deux valeurs
limites. Ce type d'essais est réalisé sur un échantillon soumis auparavant à un ﬂuage, qui
va perturber l'état initial de l'échantillon. Il apparaît que les essais alternés et répétés
sont des cas limites des essais ondulés. Cependant, dans la suite de l'étude, les essais
ondulés désignent des essais sans changement de signe du déviateur.
Les essais réalisés sont pilotés en contrainte, parce qu'ainsi ils décrivent au mieux les
chargements réels. Cependant il est possible de suivre cette nomenclature pour des es-
sais à déformation imposée, qui pourraient être utilisés pour la validation de modèles de
comportement et de méthodes de résolution.
Expérimentalement il est possible de mettre en évidence un comportement stabilisé. Le
comportement d'un sol est dit stabilisé lorsque, pour une même sollicitation cyclique en
régime non drainé, les déformations et la pression interstitielle ne varient plus quand le
nombre de cycles augmente [35]. Autrement dit le cycle contrainte-déformation se re-
produit exactement à chaque cycle. Hicher [35] déﬁnit la limite de fatigue comme étant
l'intensité maximale de la sollicitation (à une fréquence donnée) pour laquelle on peut
observer un comportement stabilisé. Au-delà de cette limite de fatigue, le comportement
est dit non amorti.
Il est important de distinguer la déformation cyclique εc de la déformation résiduelle ou
permanente εp. La première correspond à l'amplitude de la déformation au cours d'un
cycle et la deuxième à la déformation à la ﬁn d'un cycle (Fig. 1.1). De la même façon, on
peut déﬁnir une pression interstitielle cyclique et une pression interstitielle permanente.
La réalisation d'essais permet de mettre en évidence l'inﬂuence de diﬀérents facteurs sur
le comportement cyclique. Une étude systématique réalisée à partir d'essais triaxiaux non
drainés sur deux types d'argile (bentonite et argile noire) est décrite dans [35, 36]. Nous
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Fig. 1.1: Déﬁnition de la déformation cyclique εc et de la déformation permanente εp.
rappelons dans ce travail seulement certaines conclusions, qui nous semblent importantes
pour la compréhension de la suite du document.
 L'importance du phénomène de fatigue dépend de la structure minéralogique du sol.
 Plus l'amplitude de la sollicitation cyclique est élevée, plus le nombre de cycles né-
cessaire pour provoquer une déformation (cyclique ou permanente) donnée est faible.
A contrainte maximale égale, les essais alternés sont plus destructeurs que les essais
répétés ou ondulés. En eﬀet l'amplitude de la déformation cyclique au cours d'un essai
alterné prend des valeurs plus grandes que dans un essai répété ou ondulé. Cette évo-
lution est liée au changement de signe du déviateur des contraintes pendant le cycle.
Plus l'amplitude de la déformation cyclique est grande, plus larges sont les possibilités,
pour le matériau, de modiﬁer au cours d'un cycle son arrangement des particules et
des liaisons interparticulaires. Pour les essais ondulés et répétés, la déformation perma-
nente est rapidement prépondérante devant la déformation cyclique et caractéristique
de l'évolution du matériau. Son accumulation peut provoquer la rupture du matériau.
 La viscosité de l'argile augmente la résistance du matériau au début de l'essai et re-
tarde la stabilisation des déformations. Les déformations ﬁnales et la limite de fatigue
semblent être peu dépendantes de la fréquence. Cependant pour une étude du compor-
tement à court et moyen termes, l'inﬂuence de la fréquence ne peut pas être ignorée.
 Il existe une diﬀérence de comportement entre les argiles normalement consolidées et
les argiles surconsolidées. Pour les premières, le phénomène de fatigue est lié essentiel-
lement à l'augmentation de la pression interstitielle qui provoque une diminution des
contraintes eﬀectives au cours des cycles. Dans le cas où l'état stabilisé est atteint, la
pression interstitielle, tout comme la déformation, reste constante. Pour les argiles sur-
consolidées, on parle de fatigue vraie ou de fatigue de type solide, dans la mesure où la
déformation évolue à contraintes eﬀectives à peu près constantes.
1.2 Stratégies de calcul d'un grand nombre de cycles
Si l'on veut prédire la stabilité et le tassement d'un ouvrage, l'utilisation de la méthode des
éléments ﬁnis apparaît comme appropriée. Cependant dans le cas où l'ouvrage est soumis
à quelques millions de cycles, la méthode  classique  qui consiste à simuler chaque cycle
avec plusieurs incréments doit être écartée du fait d'un temps de calcul conséquent 1.
Plusieurs stratégies ont été proposées pour résoudre ce problème. Le type de modèles de
1. Cette méthode sera appelée par la suite méthode pas à pas.
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comportement utilisés détermine en grande partie le choix de la stratégie numérique (et
vice-versa). La démarche, i.e. la déﬁnition de la stratégie et du modèle, doit donc être
ﬁxée en amont du processus de modélisation.
Wichtmann [112] distingue les modèles  classiques , qui décrivent chaque cycle en uti-
lisant de nombreux incréments, des modèles analogues aux modèles viscoplastiques au
sens d'une équivalence temps-nombre de cycles. Ces derniers prédisent un comportement
moyen du sol.
Conformément à ces remarques, nous proposons une étude bibliographique sur les diﬀé-
rentes stratégies de calcul classées selon le type de modèle utilisé.
1.2.1 Une méthode utilisant des modèles qui prédisent un
comportement moyen : le pseudo-ﬂuage
La méthode de pseudo-ﬂuage repose sur l'analogie qualitative et quantitative qui peut être
faite entre un essai de ﬂuage et un essai cyclique. Les principaux points de comparaison
observés sur la bentonite par Hicher [36] entre un essai triaxial non drainé de ﬂuage et un
essai triaxial non drainé répété sont :
 égalité des limites de ﬂuage 2 et de fatigue en consolidation normale
 même lieu des points stabilisés en contraintes eﬀectives dans le plan (p′, q)
 mêmes déformations stabilisées pour une valeur donnée du déviateur cyclique ou de
ﬂuage
 même évolution des déformations à diﬀérentes fréquences en fonction du temps
 évolution plus lente des déformations pour un essai de ﬂuage que pour un essai cyclique.
Au vu de cette analogie, le pseudo-ﬂuage propose une équivalence temps-nombre de cycles.
Ainsi il est possible, moyennant des paramètres visqueux équivalents, d'utiliser une loi
élasto-viscoplastique pour simuler le comportement cyclique moyen du sol. Cette démarche
n'est pas seulement motivée par des constatations expérimentales mais aussi par des
éléments théoriques (cf. paragraphe 1.2.2.3). Cette méthode vise donc à déﬁnir une relation
entre les paramètres visqueux de la loi élasto-viscoplastique permettant de simuler le ﬂuage
et les paramètres visqueux équivalents permettant de simuler le comportement cyclique
moyen. Elle nécessite par conséquent la mise en place d'une identiﬁcation eﬃcace de
paramètres. Dans le chapitre 3, une réﬂexion sur l'identiﬁcation de paramètres par analyse
inverse est proposée et une méthodologie est suggérée.
Cependant cette analogie n'est pas la norme pour toutes les argiles et a fortiori pour tous
les types de sol. En eﬀet dans le cas de la kaolinite par exemple, les limites de ﬂuage et de
fatigue sont diﬀérentes. Cette observation expérimentale est expliquée par une capacité
d'évolution plus forte de la microstructure sous chargement cyclique. Il convient donc
d'être prudent dans l'application de cette stratégie.
1.2.2 Méthodes utilisant des modèles  classiques 
1.2.2.1 Méthodes de saut de cycles
Dans ce travail, les méthodes de saut de cycles regroupent diﬀérentes méthodes dévelop-
pées dans la littérature. Elles proposent la simulation pas à pas d'un (ou de plusieurs)
2. la limite de ﬂuage étant l'intensité maximale de la sollicitation pour laquelle on peut observer un
comportement stabilisé.
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cycle(s). Puis selon les résultats, la valeur d'une (ou de plusieurs) variable(s) est extra-
polée sur un nombre de cycles ﬁxé au préalable ou déterminé à chaque extrapolation.
L'extrapolation des variables se fait linéairement ou via des fonctions plus complexes.
Kiewel et al. [46] proposent d'extrapoler l'ensemble des variables internes de la loi de com-
portement (élasto-viscoplastique avec endommagement) sur un certain nombre de cycles.
L'extrapolation est réalisée à partir de fonctions polynomiales par morceaux déﬁnies pour
chaque variable interne et pour chaque point d'intégration. Les valeurs extrapolées des
variables internes sont utilisées comme valeurs d'entrée pour la simulation pas à pas du
cycle suivant. Les valeurs d'entrée ne sont pas a priori solutions du problème, puisque la
valeur de chaque variable extrapolée est imposée sans modiﬁcation des contraintes et des
déplacements. Le premier incrément de la simulation pas à pas doit rétablir l'équilibre
du système. La longueur du saut de cycles est déterminée, de sorte que les valeurs ainsi
extrapolées soient suﬃsamment proches de celles qui seraient obtenues par extrapolation
linéaire. Un schéma d'extrapolation linéaire est proposé par Van Paepegem et al. [111]
dans le cas d'une loi d'endommagement. Les auteurs proposent de limiter l'augmentation
de la variable d'endommagement sur un saut de cycle. L'augmentation absolue maximale
de la variable extrapolée est ﬁxée à l'avance par l'utilisateur.
La méthode de saut de cycles telle qu'elle est proposée par Cojocaru et Karlsson [12]
consiste à simuler plusieurs cycles de référence, à en déduire une  fonction d'évolution
globale  et à extrapoler les contraintes, les déformations et les déplacements selon cette
fonction sur plusieurs cycles. L'état extrapolé est utilisé comme état initial pour les simu-
lations suivantes. Un module de contrôle déﬁnit la longueur du saut de cycles en ﬁxant
l'écart relatif maximal entre la valeur de la variable au début du saut de cycles et celle
déterminée par extrapolation, qui correspond à la valeur après le saut de cycles.
1.2.2.2 Parallélisme en temps
L'utilisation d'ordinateurs à architecture parallèle permet d'augmenter la puissance de
calcul et de résoudre des problèmes complexes (typiquement des équations aux dérivées
partielles) en un temps de calcul accessible. Les méthodes de décomposition de domaine
mettent en ÷uvre cette parallélisation. Du fait de son caractère séquentiel, le parallélisme
en temps n'a pas bénéﬁcié des mêmes avancées que le parallélisme en espace. Cependant
Lions et al. [55], puis Farhat et Chandesris [25], présentent une méthode de décomposition
de domaine en temps. Cette méthode consiste à décomposer l'intervalle d'étude en N
intervalles grossiers et à résoudre les N problèmes d'évolution déﬁnis sur les N intervalles
grossiers. Ces N problèmes sont parallélisés et résolus selon la méthode incrémentale
standard. La résolution de ces N problèmes d'évolution nécessite la connaissance de N
valeurs initiales (ou ensemble de valeurs initiales). Ces dernières étant a priori inconnues,
un processus itératif est mis en ÷uvre aﬁn de les déterminer.
Appliquons cette méthode à un exemple :
d
dt
u(t) + A(t)u(t) = f(t), t ∈ [0, T ]
u(0) = u0
(1.1)
où u(t) ∈ Rn. Cette équation peut être le résultat de la discrétisation éléments ﬁnis
d'un problème visqueux. Farhat et Chandesris précisent qu'il peut s'agir d'équations aux
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dérivées partielles dépendant du temps hyperboliques du premier ou du second ordre,
paraboliques, linéaires ou non linéaires.
On décompose le domaine [0, T ] en N intervalles grossiers ∆T = T
N
et on note T n = n∆T
pour tout n ∈ [0, N ]. Ensuite on eﬀectue une partition ﬁne du domaine [0, T ] selon un
incrément régulier ∆t (Fig. 1.2).
Fig. 1.2: Partition ﬁne et grossière de l'intervalle d'étude (d'après une idée originale de
Farhat et Chandesris [25]).
Le problème initial (1.1) est équivalent aux N sous-problèmes (1.2) si et seulement si
l'équation (1.3) est vériﬁée. La dernière équation de ce problème assure la continuité
entre les N sous-problèmes.

d
dt
u(i)(t) + A(t)u(i)(t) = f(t), t ∈ [T i, T i+1]
u(i)(T i) = U i
, ∀i ∈ [0, N − 1] (1.2)
U0 = u0 et U
i = u(i−1)(T i), ∀i ∈ [1, N − 1] (1.3)
L'idée est de rechercher de manière itérative les valeurs de (U i)i∈[1,N−1] (U0 est connue).
Supposons les valeurs de (U i)i∈[0,N−1] connues à l'itération k. Elles sont notées : (U ik)i∈[0,N−1].
Les N sous-problèmes (1.2) sont résolus sur la grille ﬁne à partir des valeurs initiales
(U ik)i∈[0,N−1] et donnent une estimation uk = u
(i)
k (i ∈ [0, N − 1]) de la solution exacte
u = u(i) (i ∈ [0, N − 1]). Cette estimation est discontinue aux  interfaces temporelles 
(u
(i)
k (T
(i+1)) 6= u(i+1)k (T (i+1)) = U (i+1)k , ∀i ∈ [0, N − 1]). On déﬁnit alors une certaine
fonction de correction ck = c
(i)
k (i ∈ [0, N − 1]) discontinue telle que la fonction continue
(uk+ck) vériﬁe le problème (1.1). La fonction solution (uk+ck) est obtenue par résolution
du problème sur la partition grossière. La détermination de la fonction de correction ck
permet d'actualiser les valeurs (U i)i∈[0,N−1]. Le processus itératif est arrêté lorsque chaque
terme correctif (ou son amélioration relative) est inférieur(e) à une certaine tolérance.
Cette méthode permet donc d'utiliser eﬃcacement les systèmes à architecture parallèle.
La correction eﬀectuée à chaque itération correspond à une correction numérique, au sens
où elle ne fait pas apparaître de comportement homogénéisé du matériau. Cette méthode
et sa mise en ÷uvre sont indépendantes du modèle de comportement et de la sollicitation
appliquée. Contrairement aux autres méthodes présentées dans ce travail, le parallélisme
en temps ne met pas en évidence un comportement cyclique moyen du sol.
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1.2.2.3 Homogénéisation temporelle asymptotique
1.2.2.3.1 Introduction
Suquet [108] déﬁnit l'homogénéisation comme  la démarche qui consiste à substituer à
un matériau fortement hétérogène un matériau homogène que l'on souhaite équivalent au
précédent pour une gamme usuelle de chargements . Cette déﬁnition, à l'origine destinée
à l'homogénéisation spatiale, peut être étendue dans le cas d'une homogénéisation tem-
porelle. Dans ce cas, on ne parlera pas d'hétérogénéité mais plutôt d'un comportement
dans le temps fortement irrégulier. Suquet distingue trois types d'homogénéisation.
 La méthode des moyennes s'apparente à l'approche  ingénieur  décrite par Débordes
[20]. A partir d'un essai de traction (et de cisaillement), Débordes propose de construire
partiellement la matrice d'élasticité d'un matériau fortement hétérogène associée à des
variables macroscopiques de contraintes et de déformations, qui satisfont les conditions
de l'essai sur un matériau homogène. L'analyse de cette interprétation  ingénieur 
conduit à établir une relation entre les variables macroscopiques et microscopiques,
les variables macroscopiques correspondant à la moyenne spatiale des variables micro-
scopiques. Cette méthode très intuitive présente cependant quelques inconvénients de
réalisation. Les mesures de certaines déformations macroscopiques sont diﬃciles à ob-
tenir, certains essais sont irréalisables pour certains matériaux. Pour transposer cette
méthode au cas temporel, il suﬃt non plus de déﬁnir une moyenne spatiale, mais une
moyenne temporelle. De nouveaux essais sont à développer pour caractériser un com-
portement macroscopique valable sur une durée plus longue à déﬁnir.
 La méthode asymptotique est une méthode formelle qui consiste à faire apparaître un
comportement homogénéisé via l'utilisation de développements asymptotiques.
 Les méthodes de convergence mettent en ÷uvre des démonstrations mathématiques de
convergence de problèmes réels vers des problèmes plus simples.
Dans la suite, on s'intéresse essentiellement à la méthode asymptotique. Très ponctuel-
lement il est fait référence aux méthodes de convergence. Au vu des limitations de la
méthode des moyennes, celle-ci ne sera pas plus détaillée.
Mathématiquement les hétérogénéités (spatiales ou temporelles) peuvent être appréhen-
dées comme une perturbation d'un problème plus simple. La résolution d'un problème
d'homogénéisation entre alors dans le cadre de la théorie de la perturbation. Cette théorie
consiste à trouver une solution approchée d'une équation mathématique dépendant d'un
paramètre λ à partir d'une solution exacte d'une équation proche (par exemple lorsque λ
est nul). Dans ce cadre, les méthodes de convergence consistent à démontrer mathéma-
tiquement la convergence du problème réel vers le problème homogénéisé lorsque λ tend
vers 0. La paternité de cette théorie est discutée. Selon Kevorkian et Cole [45], elle peut
être attribuée à Lindstedt (1882) pour ses travaux sur la mécanique céleste ou à Stokes
(1847) pour ses travaux sur les solutions périodiques concernant les vagues.
L'homogénéisation asymptotique (spatiale ou temporelle) repose sur la méthode des échel-
les multiples, méthode utilisée dans le cadre de la théorie de la perturbation. Cette mé-
thode consiste à chercher la solution approchée sous la forme d'un développement en
série des puissances du paramètre λ (développement asymptotique). Cette solution ap-
prochée est d'autant meilleure que le paramètre λ est petit et la valeur du paramètre λ
permet d'estimer l'écart entre la solution approchée et la solution exacte. Sanchez-Hubert
et Sanchez-Palencia [93] assimilent la méthode des échelles multiples à un problème de
vibration pour lequel un paramètre ε produit une petite perturbation sur un intervalle de
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temps de l'ordre de la période qui a un eﬀet cumulatif au cours du temps. Cette méthode
permet d'expliciter séparément les eﬀets produits pendant des intervalles de temps de
l'ordre de la période et ceux produits en considérant une évolution à long terme. Ainsi
cette méthode permet de s'aﬀranchir de l'accumulation des erreurs numériques dues à la
méthode pas à pas [93].
Dans le cas d'une sollicitation cyclique, si la fatigue est imperceptible à l'échelle du cycle,
elle ne l'est plus lorsque l'on considère le cumul des dégradations au cours des cycles.
Cette remarque permet de justiﬁer l'utilisation de la méthode des échelles multiples puis-
qu'elle met en évidence l'existence de deux échelles temporelles distinctes. Il apparaît
donc nécessaire de les caractériser aﬁn de pouvoir distinguer les eﬀets produits à ces deux
échelles.
Débordes [20] illustre, dans le cas de l'homogénéisation spatiale, le développement asymp-
totique par un décamètre gradué en mètres et en centimètres. On peut écrire la mesure
z = 7,14 m sous la forme :
z = x+ αy
où x = 7 m, y = 14 cm et α = 10−2. Cet exemple permet de mettre en évidence le rapport
entre les deux échelles spatiales α et la signiﬁcation du développement asymptotique. Plus
le rapport entre les deux échelles α est petit, meilleure est l'approximation x de la variable
z. Dans le cas d'une sollicitation cyclique, on déﬁnit la durée caractéristique des cycles
τ0 (la période) et la durée caractéristique du phénomène de fatigue tr. Qualitativement
la durée caractéristique du phénomène de fatigue est déﬁnie par le temps d'observation
nécessaire pour distinguer les eﬀets de la fatigue. Elle dépend donc des propriétés du
matériau considéré. Dans ce travail, nous proposons une déﬁnition quantitative, parfois
utilisée en automatique ou en électronique, dans le cas de l'évolution d'une variable y en
fonction du temps t de la forme y(t) = y∞(1 − e−t/tr) où y∞ est la valeur asymptotique
de la fonction y. Sur une courbe représentant la fatigue (par exemple la déformation
permanente ou la surpression interstitielle permanente dans un cas d'un essai répété) en
fonction du temps (ou du nombre de cycles si l'on eﬀectue une équivalence temps - nombre
de cycles), tr peut être déﬁni comme le temps (ou le nombre de cycles) correspondant à
l'intersection entre la droite de comportement asymptotique et la tangente à l'origine 3.
La ﬁgure 1.3 illustre graphiquement cette déﬁnition.
Fig. 1.3: Détermination graphique du temps caractéristique tr.
3. Selon cette déﬁnition, le temps caractéristique correspond au temps nécessaire pour atteindre 63%
de la valeur ﬁnale.
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Il est possible de choisir deux unités diﬀérentes dans lesquelles on peut exprimer τ0 et tr
en notation scientiﬁque. Notons ζ le rapport de la petite unité sur la grande. On déﬁnit
alors une première échelle de temps t basée sur l'unité liée à tr et une seconde échelle de
temps τ basée sur l'unité liée à τ0, telle que
τ = t/ζ (1.4)
Plusieurs auteurs se sont intéressés à la méthode d'homogénéisation temporelle. Nous
présentons d'abord le principe de cette méthode selon la terminologie utilisée par Guen-
nouni [33] dans le cas d'une loi élastique linéaire viscoplastique. Ensuite nous mettrons
en évidence les diﬀérentes mises en ÷uvre.
1.2.2.3.2 Principe
On considère un volume Ω de frontière Γ soumis à des forces volumiques b. On distingue
les conditions aux limites en déplacement s'exerçant sur Γu des conditions aux limites en
contrainte s'exerçant sur Γf
4. L'hypothèse des petites perturbations est supposée vériﬁée.
On suppose alors que la déformation totale ε est égale à la somme de la déformation
élastique εe (loi élastique linéaire) et de la déformation anélastique εan. L'opérateur de
la loi d'écoulement est noté B. On considère un écrouissage isotrope, dont la variable est
notée α et l'opérateur D. On suppose des conditions aux limites nulles en déplacement.
Le problème mécanique est mis en équation :

équation d'équilibre σij,j(x, t) + bi(x, t) = 0 dans Ω
loi de comportement σij(x, t) = Cijkl : (εkl(x, t)− εankl (x, t)) dans Ω
loi d'écoulement ˙εan(x, t) = B(x, t, σ, α)
loi d'écrouissage α˙(x, t) = D(x, t, σ, α)
équation cinématique εij(x, t) =
(ui,j(x, t) + uj,i(x, t))
2
dans Ω
conditions initiales ui(x, t = 0) = u˜i(x) dans Ω
σij(x, t = 0) = σ˜ij(x) dans Ω
conditions aux limites ui(x, t) = 0 sur Γu
σij(x, t)nj = fi(x, t) sur Γf
Le chargement extérieur f peut être décrit par une fonction dépendant des deux temps
t et τ périodique de période τ0 par rapport à la variable τ . Les variables φ du problème
sont alors supposées dépendre des variables t et τ et être périodiques de période τ0 par
rapport à la variable τ .
On suppose que B et D ne dépendent pas explicitement du temps et que le chargement
f peut s'écrire sous la forme :
4. Les frontières Γu et Γf vériﬁent les conditions : Γu ∪ Γf = Γ et Γu ∩ Γf = ∅.
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fi(x, t, τ) = λ(t, τ) · f ∗i (x) (1.5)
Pour alléger l'écriture, nous utilisons la notation conventionnelle : φζ(x, t) = φ(x, t, τ) et
nous ne précisons pas les dépendances spatiales et temporelles des variables, quand il n'y
a pas de confusion possible. On peut donc réécrire le problème (Pb) :
équation d'équilibre σζij,j + b
ζ
i = 0
loi de comportement σζij = Cijkl : (ε
ζ
kl − εanζkl )
loi d'écoulement ε˙anζkl = B
ζ(σ, α)
loi d'écrouissage α˙ζ = Dζ(σ,α)
équation cinématique εζij =
(uζi,j + u
ζ
j,i)
2
conditions initiales uζi (t = 0) = u˜i
σζij(t = 0) = σ˜ij
conditions aux limites uζi = 0 sur Γu
σζijnj = f
ζ
i sur Γf
(1.6)
Les variables du problème sont cherchées sous la forme d'un développement asymptotique 5
en ζ :
φζi (x, t) =
∞∑
M=0,1,...
ζMφMi(x, t, τ) (1.7)
où φMi(M = 0, 1, ...) sont périodiques de période τ0 par rapport à la variable τ .
En injectant les développements asymptotiques (Eq. 1.7) dans les équations du problème
initial (Pb) (Eq. 1.6), et en identiﬁant les coeﬃcients des polynômes en ζ, on détermine les
équations correspondant aux diﬀérents ordres. Débordes [20] justiﬁe cette identiﬁcation
dans le cas d'une homogénéisation spatiale. Il précise en eﬀet que ces équations sont
valables quelle que soit la taille de la structure tant que cette structure est constituée du
même matériau hétérogène et périodique. Dans le cas de l'homogénéisation temporelle,
l'identiﬁcation des coeﬃcients des polynômes en ζ est justiﬁée par le fait que les équations
sont valables quelle que soit la période de chargement tant qu'il est appliqué sur le même
matériau.
Concernant le chargement, nous nous intéressons au cas où les forces volumiques sont
constantes au cours du temps et où le chargement extérieur f est sinusoïdal. Par consé-
quent, les développements asymptotiques des forces volumiques et des conditions aux
limites comportent un unique terme (à l'ordre ζ0).
5. Dans le cas présent, il suﬃt de supposer les développements asymptotiques du déplacement, de la
déformation anélastique et de la variable d'écrouissage. L'équation cinématique et la loi de comportement
permettent de conclure sur les autres variables.
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Notons que la dérivation totale par rapport au temps s'écrit :
φ˙ζ = φ,t +
1
ζ
· φ,τ (1.8)
L'identiﬁcation des termes aux ordres ζ−1 et ζ0 conduit aux systèmes d'équations suivants.
Identiﬁcation des termes à l'ordre ζ−1 :

∂εan0kl
∂τ
= 0
∂α0
∂τ
= 0
(1.9)
Identiﬁcation des termes à l'ordre ζ0 :

σ0ij,j + bi = 0
σ0ij = Cijkl : (ε0kl − εan0kl)
∂εan1kl
∂τ
+
∂εan0kl
∂t
= B(σ0, α0)
∂α1
∂τ
+
∂α0
∂t
= D(σ0, α0)
ε0ij =
(u0i,j + u0j,i)
2
u0i(t = τ = 0) = u˜i
σ0ij(t = τ = 0) = σ˜ij
u0i = 0 sur Γu
σ0ij.nj = fi sur Γf
(1.10)
La première équation du système d'équations (1.9) indique que la partie anélastique de la
déformation à l'ordre ζ0 est indépendante de τ , ce qui veut dire que les eﬀets anélastiques
ne se constatent qu'à l'échelle de temps long. Il en va de même pour l'évolution de la
variable d'écrouissage (seconde équation).
Nous déﬁnissons l'opérateur 〈•〉 qui eﬀectue une moyenne sur une période τ0 :
〈•〉 = 1
τ0
ˆ τ0
0
•dτ
Cet opérateur nous permet d'introduire les décompositions suivantes :

ρ0ij(x, t, τ) = σ0ij(x, t, τ)− 〈σ0ij(x, t, τ)〉
δ0ij(x, t, τ) = ε0ij(x, t, τ)− 〈ε0ij(x, t, τ)〉
χ0i(x, t, τ) = u0i(x, t, τ)− 〈u0i(x, t, τ)〉
Appliquons cet opérateur aux équations du système (Eq. 1.10) en tenant compte de la
propriété
〈
∂φ
∂τ
〉
= 0 si la fonction φ est périodique de période τ0 par rapport à la variable
τ . On obtient ainsi un nouveau problème (Pb*), que nous appellerons global.
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(Pb*)

〈σ0ij〉,j + bi = 0
〈σ0ij〉 = Cijkl : {〈ε0kl〉 − 〈εan0kl〉}
〈εan0kl〉,t = 〈B(σ0, α0)〉
〈α0〉,t = 〈D(σ0, α0)〉
〈ε0ij〉 = (〈u0i,j〉+ 〈u0j,i〉)
2〈u0i〉 = 0 sur Γu
〈σ0ij〉 .nj = 〈fi〉 sur Γf
D'après ce qui précède (Eq. 1.9), les termes à l'ordre ζ0 de la partie anélastique de la
déformation et de la variable d'écrouissage sont indépendants de τ . On peut donc écrire :
(Pb*)

〈σ0ij〉,j + bi = 0
〈σ0ij〉 = Cijkl : {〈ε0kl〉 − εan0kl}
εan0kl,t = 〈B(σ0, α0)〉
α0,t = 〈D(σ0, α0)〉
〈ε0ij〉 = (〈u0i,j〉+ 〈u0j,i〉)
2〈u0i〉 = 0 sur Γu
〈σ0ij〉 .nj = 〈fi〉 sur Γf
(1.11)
Les lois d'écrouissage et d'écoulement du matériau homogène équivalent en temps cor-
respondent à la moyenne en temps de celles du matériau initial. Le comportement du
matériau homogène équivalent est donc directement lié à celui donné par le modèle de
comportement. Si un phénomène physique n'est pas pris initialement en compte dans le
modèle de comportement, l'utilisation de l'homogénéisation temporelle ne peut pas faire
apparaître ce phénomène.
La soustraction des équations du problème global (Pb*) aux équations du système (Eq.
1.10) met en évidence un second problème (Pb**) (Eq. 1.12). Ce problème est un problème
d'élasticité linéaire (conformément à la remarque sur les équations (1.9)) indépendant du
problème (Pb*).
(Pb**)

ρ0ij,j = 0
ρ0ij = Cijkl : δ0ij
〈δ0ij〉 = (〈χ0i,j〉+ 〈χ0j,i〉)
2
χ0i = 0 sur Γu
ρ0ij.nj = fi − 〈fi〉 sur Γf
(1.12)
Compte tenu de la forme du chargement (Eq. 1.5), on peut résoudre ce système (Pb**)
sous la forme :
{
χ0i(x, t, τ) = (λ(t, τ)− 〈λ(t, τ)〉) · χ∗0i(x)
ρ0ij(x, t, τ) = (λ(t, τ)− 〈λ(t, τ)〉) · ρ∗0ij(x)
Les conditions initiales suivantes permettent alors de déﬁnir complètement le problème
(Pb*).
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{
〈u0i〉 (t = 0) = u˜i − χ0i(t = τ = 0)
〈σ0ij〉 (t = 0) = σ˜ij − ρ0i(t = τ = 0)
(1.13)
La soustraction des équations du problème global (Pb*) aux équations du système (Eq.
1.10) fait apparaître deux équations supplémentaires qui correspondent aux lois d'écou-
lement et d'écrouissage. Ces équations concernent les termes d'ordre ζ1 des variables εan
et α. Dans le développement présent, seuls les termes d'ordre ζ0 des diﬀérentes variables
sont recherchés. Par conséquent, nous ne chercherons pas à déterminer le problème qui
est associé aux variables εan1 et α1.
Ce développement nous permet de mettre en évidence la décomposition du problème
mécanique initial en deux sous-problèmes :
 un problème global dont le chargement correspond à la valeur moyenne du chargement
réel sur un cycle et dont la loi de comportement est dite homogénéisée en temps (i.e.
le taux d'évolution de la déformation plastique et celui de la variable d'écrouissage
correspondent à la moyenne en temps de ceux du matériau initial). Le problème initial
étant à contrainte imposée, ce problème global s'apparente à un problème de ﬂuage,
dont les paramètres constitutifs sont liés aux moyennes des taux d'évolution de la
déformation plastique et de la variable d'écrouissage 6. Cette remarque est cohérente
avec la méthode du pseudo-ﬂuage (cf. paragraphe 1.2.1). Ce problème est associé à
l'échelle de temps lent, on parlera de problème macrochronologique.
 un problème local purement élastique qui peut être résolu indépendamment du reste
du problème et dont le chargement correspond à la partie oscillante. Ce problème est
associé à l'échelle de temps rapide, on parlera de problème microchronologique.
D'un point de vue numérique, il est possible d'utiliser des incréments de temps grands
(de l'ordre de plusieurs cycles) pour la résolution du problème global. Cependant avant
d'eﬀectuer cette résolution, il est nécessaire de déterminer la loi de comportement homo-
généisée, i.e. de déterminer la moyenne du taux d'évolution de la déformation plastique et
celle du taux d'évolution de la variable d'écrouissage sur un cycle dans le cas de la loi de
comportement initiale. Cette estimation nécessite l'introduction d'incréments de temps
plus petits (de l'ordre du millième de cycle) sur le premier cycle de l'incrément  grand .
La résolution du problème local élastique est indépendante des incréments choisis. Par
conséquent il est possible de choisir la même partition grossière que celle utilisée pour la
résolution du problème global.
Dans ce développement, nous nous sommes intéressés seulement à la détermination des
termes à l'ordre ζ0 des variables. Les termes d'ordre supérieur permettent d'aﬃner les
résultats du calcul avec homogénéisation [20, 116].
1.2.2.3.3 Applications
L'homogénéisation temporelle a fait l'objet de nombreuses publications, mettant en évi-
dence des approches et des domaines d'application variés. L'objectif de cette revue d'ar-
ticles est non pas d'établir une liste exhaustive, mais bien de faire apparaître diﬀérents
types d'approche et de résolution.
6. Un développement similaire pour un problème à déplacement imposé s'apparenterait à un problème
de relaxation.
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Guennouni [33] a une approche mathématique du problème d'homogénéisation. Il identiﬁe
le problème global (Pb*) en recherchant les champs de déplacements, de contraintes et de
déformations anélastiques sous la forme asymptotique (Eq. 1.7). Il démontre de plus la
convergence du problème initial (Pb) vers le problème global (Pb*) quand la période τ0
tend vers 0. Cette démonstration est développée pour les lois élastiques linéaires viscoplas-
tiques et pour les lois élastiques linéaires parfaitement plastiques, décrites comme la limite
des lois élastiques linéaires viscoplastiques. D'après la classiﬁcation des méthodes d'ho-
mogénéisation temporelle décrite en introduction (cf. paragraphe 1.2.2.3.1), les dévelop-
pements proposés par Guennouni appartiennent donc à la fois à la méthode asymptotique
et aux méthodes de convergence.
Yu et Fish [116] détaillent l'homogénéisation temporelle dans les cas d'un modèle visco-
élastique de type Maxwell et d'un modèle viscoplastique de type loi en puissance. Dans le
premier cas, les auteurs mettent en évidence deux problèmes indépendants : l'un micro-
chronologique et l'autre macrochronologique. Dans le second cas, les opérateurs de la loi
d'écoulement et de l'écrouissage et le premier terme de leur développement asymptotique
sont explicités. Les auteurs retrouvent les résultats du développement précédent (Eq. 1.11
et 1.12). Les termes d'ordre supérieur ne sont pas explicités.
Dans le cas de matériaux fragiles, tels que les céramiques et le béton, Oskay et Fish
[74] proposent l'homogénéisation temporelle d'une loi d'endommagement. Dans ce cas,
les auteurs précisent que l'évolution de la variable d'endommagement est perceptible à
l'échelle de la période du chargement τ0. Les problèmes micro- et macrochronologique de
plus bas ordre sont couplés. Cependant ils sont résolus numériquement de manière succes-
sive. Les auteurs détaillent l'implantation. Un ﬁchier de contrôle centralise les diﬀérentes
étapes de l'algorithme et appelle un code aux éléments ﬁnis. Le problème microchronolo-
gique est simulé et résolu sur un cycle de chargement avant chaque incrément de temps
du problème macrochronologique. Les variables internes actualisées sont transférées d'un
problème à l'autre via des ﬁchiers extérieurs. Les auteurs précisent que la structure de
l'algorithme est adaptée aux codes aux éléments ﬁnis commerciaux tels que ABAQUS et
à leurs subroutines dédiées aux utilisateurs (UMAT pour ABAQUS).
Pecker et al. [79] utilisent l'homogénéisation temporelle pour résoudre le problème de gé-
nération/dissipation de la pression interstitielle dans un matériau non cohésif dans le cas
d'un séisme. L'introduction de deux échelles de temps permet aux auteurs de mettre en
évidence deux sous-problèmes : un problème élastique linéaire pour un milieu incompres-
sible et un problème thermo-poro-élastique non linéaire avec un terme source.
Jusqu'à présent, la méthode d'homogénéisation temporelle n'a été présentée que dans le
cas d'un phénomène physique unique. Cette méthode peut aussi être utilisée pour la réso-
lution de problèmes complexes d'interaction entre de multiples phénomènes physiques qui
évoluent selon des temps caractéristiques diﬀérents [54]. Finalement la méthode d'homo-
généisation temporelle couplée à son homologue spatial permet de résoudre des problèmes
thermomécaniques complexes [8, 115].
1.2.2.4  Rapid cycling creep method 
La méthode parfois désignée par le terme  rapid cycling creep method  est introduite
par Ponter [83, 84] (cité par [104]). Elle suppose que pour une période de chargement suf-
ﬁsamment petite par rapport au temps caractéristique du matériau, l'état de contraintes
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résiduel (au sens éléments ﬁnis) reste constant au cours d'un cycle : physiquement la re-
distribution des contraintes n'a pas le  temps  de s'eﬀectuer [85]. Ponter et Brown [85]
proposent une méthode de résolution pour la méthode des éléments ﬁnis. Spiliopoulos
[103, 104] complète cette résolution en y incluant les eﬀets dus à la plasticité.
En accord avec ce qui a été supposé précédemment, l'état de contraintes σ est décomposé
sous la forme :
σ = σel + ρ (1.14)
où σel est la contrainte qui serait développée si l'on supposait le matériau purement
élastique et ρ la contrainte résiduelle liée au caractère inélastique du matériau. Dans
le cas d'un chargement cyclique rapide (période faible), la contrainte résiduelle ρ reste
constante au cours d'un cycle.
La déformation totale ε est décomposée sous une forme similaire :
ε = eel + εr = e
el + εelr + ε
fl
r + ε
pl
r
où la déformation eel est reliée à la contrainte σel par l'équation σel = Ceel dans laquelle
C est le tenseur d'élasticité
εelr est reliée à la contrainte ρ par l'équation ρ = Cεelr
les déformations inélastiques εflr et ε
pl
r correspondent respectivement aux déformations
liées aux caractères visqueux et parfaitement plastiques du matériau. Les taux d'évolution
de ces déformations sont déﬁnis par des lois d'écoulement.
Sur un cycle de période τ0, l'incrément de déformation totale s'écrit :
∆εr = ∆ε
el
r + ∆ε
fl
r + ∆ε
pl
r
où ∆εelr est donné par l'équation ∆ρ = C∆εelr ; ∆εflr =
´ τ0
0
ε˙flr dt et ∆ε
pl
r =
´ τ0
0
ε˙plr dt.
∆εflr et ∆ε
pl
r sont fonction de la contrainte totale σ(t) = σ
el(t) + ρ.
Cette mise en équation permet de faire apparaître deux problèmes. Le premier purement
élastique est associé aux états de déformations eel et de contraintes σel et est soumis au
chargement total. Le second inélastique est associé aux états de déformations εr et de
contraintes ρ et n'est soumis à aucun chargement. Puisque les incréments de déformation
plastique et visqueuse sont fonction de la contrainte totale générée dans le système, les
deux problèmes sont liés.
La contrainte résiduelle est déterminée de manière itérative. Ce processus itératif peut être
implanté dans un code aux éléments ﬁnis. Dans ce cas, on écrit le principe des travaux
virtuels appliqué au volume V sous la forme :(ˆ
V
BTCBdV
)
∆rr =
ˆ
V
BTC∆εflr dV +
ˆ
V
BTC∆εplr dV (1.15)
où B représente la matrice des dérivées des fonctions de forme, C la matrice d'élasti-
cité et ∆rr le déplacement résiduel. A l'itération k, ρ
(k−1) étant connu, on détermine
(∆εflr )
(k−1) et (∆εplr )
(k−1) sur un cycle (on verra par la suite comment le terme plas-
tique est estimé). Considérant les termes de second membre de l'équation (1.15) comme
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des forces nodales, on détermine ∆r
(k)
r . L'actualisation ρ(k) est donnée par la relation
ρ(k) = ρ(k−1) +C((∆εr)(k)− (∆εflr )(k−1)− (∆εplr )(k−1)). Le processus est poursuivi tant que
le critère de convergence n'est pas vériﬁé pour l'ensemble des points d'intégration :
‖ ρ(k+1) − ρ(k) ‖2
‖ ρ(k) ‖2 < err
où ‖ · ‖2 est la norme Euclidienne et err un réel ﬁxé par l'utilisateur.
La détermination de ∆εplr est réalisée alors que la contrainte résiduelle est supposée
constante sur un cycle. Spiliopoulos [104] propose de corriger la contrainte résiduelle ρ
après la simulation d'un cycle de sorte que la contrainte totale σ = σel + ρ soit située sur
la surface de charge. La force déséquilibrée issue de cette correction est redistribuée sous
forme de forces nodales.
Spiliopoulos [104] démontre dans le cas où le matériau est uniquement visqueux que l'on
peut intégrer cette méthode de résolution sur une période ﬁctive. En eﬀet il montre que
tant que la période ﬁctive Tfictive = mTre´elle est suﬃsamment petite pour aﬃrmer que la
contrainte résiduelle est constante au cours d'un cycle, le processus itératif appliqué une
seule fois sur un cycle de période Tfictive conduit à la même contrainte résiduelle que si le
processus itératif était conduit m fois sur un cycle de période Tre´elle.
Dans le domaine de la géotechnique, Kodaissi et al. [48] appliquent la décomposition de
l'état de contraintes (Eq. 1.14) à un sol élasto-viscoplastique, dont l'élasticité est linéaire.
Ils font ensuite appel à la méthode d'homogénéisation temporelle pour déterminer la
loi de comportement homogénéisée et précisent qu'ils retrouvent des résultats similaires
à ceux obtenus par Ponter [84]. Finalement ils proposent une application simpliﬁée de
l'homogénéisation et mettent en évidence le lien entre l'homogénéisation temporelle et le
pseudo-ﬂuage. Suivant cette démarche, Shahrour et Meimon [95] proposent la simulation
de fondations sous-marines soumises à un chargement cyclique.
1.2.2.5 Conclusions
L'objectif des quatre stratégies présentées est de diminuer le temps de calcul d'une si-
mulation pas à pas utilisant un modèle de comportement dit classique. Seule la méthode
de parallélisme en temps conduit in ﬁne à la simulation eﬀective pas à pas de chacun
des cycles. Cette méthode peut être utilisée quelque soit le chargement, mais nécessite
des moyens informatiques particuliers (processeurs en parallèle). Les méthodes de saut
de cycles telles qu'elles sont présentées dans cette étude bibliographique sont sans doute
les méthodes les plus intuitives. Elles peuvent sembler cependant peu rigoureuses : les
variables extrapolées sont imposées sans modiﬁcation conjointe des contraintes et des dé-
placements. Selon la longueur du saut, le déséquilibre peut être plus ou moins grand et
générer, selon la taille des incréments de la simulation pas à pas suivante, des erreurs nu-
mériques plus ou moins importantes. Un module de contrôle permet cependant de limiter
ces erreurs.
La méthode d'homogénéisation temporelle et la méthode  rapid cycling creep  ont trois
points communs principaux.
 Elles ont toutes les deux été développées dans le cadre d'une démarche théorique.
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 Elles supposent deux échelles de temps. Dans le cas de la méthode  rapid cycling
creep , la période de chargement est supposée suﬃsamment petite pour que la contrainte
résiduelle soit constante au cours d'un cycle. Dans le cas de l'homogénéisation tempo-
relle, l'évolution de la déformation anélastique est lente.
 Elles font apparaître deux sous-problèmes : l'un est élastique, l'autre est anélastique.
Cependant la méthode d'homogénéisation temporelle met en évidence un comportement
homogénéisé du matériau. De plus elle a été développée dans un cadre théorique général :
elle peut être utilisée dès lors qu'il y a deux échelles de temps distinctes et ce quelque soit
le domaine d'application.
1.2.3 Une méthode mixte utilisant les deux types de modèles
La stratégie développée par Wichtmann et Niemunis [112, 113, 71] met en ÷uvre deux
modèles de comportement : un modèle dit classique et un modèle qui décrit un comporte-
ment moyen du sol. Les deux modèles sont développés pour des matériaux non cohésifs.
Wichtmann privilégie cette méthode à la méthode de résolution pas à pas pour deux rai-
sons. La première, évoquée précédemment, est liée au temps de calcul trop important. La
deuxième concerne l'accumulation des erreurs numériques qui limite l'application de la
méthode pas à pas à la simulation d'un nombre de cycles inférieur à 20.
La simulation d'un essai cyclique comporte trois étapes (Fig. 1.4) :
 simulation du cycle irrégulier 7 grâce à la loi dite classique (modèle hypoplastique à 13
paramètres).
 simulation d'un cycle régulier utilisant la loi dite classique, pendant laquelle le chemin
de déformations est gardé en mémoire.
 simulation utilisant la loi qui décrit un comportement moyen, appelée loi d'accumula-
tion.
Ponctuellement il est possible d'eﬀectuer une simulation d'un cycle de contrôle avec la
loi dite classique, qui permet principalement d'actualiser l'amplitude de la déformation
εampl (Fig. 1.4) supposée constante pendant la simulation avec le modèle d'accumulation.
Cependant Wichtmann [112] précise que ce cycle de contrôle permet aussi de garantir un
état de contraintes admissible et l'équilibre global. En eﬀet, il est possible que la contrainte
moyenne évaluée par la loi d'accumulation soit dans le domaine admissible, alors que la
contrainte maximale, qui serait donnée par une simulation avec la loi dite classique, entre
dans le domaine de rupture. Dans ce cas, la seule utilisation de la loi d'accumulation ne
permettrait pas de détecter cette rupture, d'où l'introduction des cycles de contrôle.
Dans le cas d'un essai en champ de contraintes homogène, Wichtmann [112] propose la
relation suivante :
T˙ = C : (D −Dacc)
où T˙ correspond à la dérivée de Jaumann du tenseur des contraintes de Cauchy, D le taux
de déformation totale et Dacc le taux de déformation accumulée causée par le chargement
cyclique. Le taux de déformation accumulée est donné par une loi d'écoulement cyclique
qui précise la direction de la déformation et son intensité. La direction dépend du rapport
7. Le premier cycle d'un essai est irrégulier au sens où le taux d'évolution des variables internes est
très important par rapport aux cycles suivants.
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Fig. 1.4: Procédure d'un calcul utilisant deux types de modèles de comportement (d'après
Niemunis et al. [71]).
du déviateur des contraintes moyen sur la contrainte eﬀective moyenne de la sollicitation.
L'intensité est fonction de l'amplitude, de la forme et de la polarisation 8 du cycle de
déformation, ainsi que de la contrainte moyenne, de l'indice des vides et du nombre de
cycles eﬀectués. Cette loi de comportement fait intervenir 11 paramètres.
Dans le cas d'un essai en champ de contraintes non homogène, un second terme Dpl
correspondant à un taux de déformation plastique est ajouté.
T˙ = C : (D −Dacc −Dpl)
Niemunis et al. [71] précisent qu'il n'existe pas de diﬀérence physique entre les termes
Dacc et Dpl. Les auteurs justiﬁent l'introduction de Dpl dans le cas d'une distribution
spatiale fortement inhomogène du taux d'accumulation. Dans ce cas, un élément qui subit
faiblement ou pas du tout une charge cyclique peut du fait d'un élément voisin fortement
chargé être soumis à un cisaillement important ou une traction. Le taux de déformation
Dpl permet alors de rendre les états de déformations et de contraintes cohérents avec le
comportement du sol en place. Le comportement est modélisé par le modèle associé de
Matsuoka et Nakai [62] (cités par [113]). De plus les auteurs précisent que si le chargement
n'est pas purement cyclique et qu'il comprend aussi un chargement monotone, alors le taux
de déformation Dpl est aussi mobilisé.
Aﬁn de bien diﬀérencier les diﬀérentes stratégies numériques présentées dans ce chapitre,
il est intéressant de détailler l'implantation numérique de la loi d'accumulation proposée
par Niemunis et al. [71]. Cette implantation a été réalisée dans le code aux éléments ﬁnis
ABAQUS. Les modiﬁcations de ce code pour l'implantation de cette loi se font au niveau
local, i.e. au niveau de l'intégration de la loi de comportement aux points d'intégration, via
la subroutine UMAT. Les paramètres d'entrée de ce sous-programme sont l'incrément de
déformation dε, l'incrément de temps considéré comme un incrément de nombre de cycles
selon l'équivalence temps-nombre de cycles dN et les variables d'état introduites dans la
loi. La loi d'écoulement cyclique permet de calculer le taux de déformation accumulée.
L'accumulation de déformation due à N cycles est alors donnée par N ·Dacc et l'incrément
de contrainte par :
dT = C : (DdN −DaccdN −DpldN) (1.16)
8. Par polarisation, Wichtmann [112] entend la direction des cycles dans l'espace des déformations ou
des contraintes.
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Le termeDpl est évalué via le critère de Matsuoka-Nakai dans le cas où l'état de contraintes
actualisé T+dT est situé en dehors de la surface de charge. Sinon il est nul. L'incrément de
contrainte dT et la matrice de rigidité sont les paramètres de sortie de ce sous-programme.
Dans le cas où le critère de Matsuoka-Nakai est utilisé, la matrice de rigidité calculée est
élastoplastique. Sinon la matrice de rigidité élastique est utilisée.
Le chargement extérieur appliqué correspond au chargement réel moyen. Les auteurs
supposent alors que les contraintes dans le sol ne sont pas modiﬁées lorsque l'incrément
de chargement est nul. La résolution de l'équation (1.16) pour dT nul est réalisée de
manière itérative et consiste à faire itérer la résolution globale du problème éléments ﬁnis
(et donc l'incrément de déformation, paramètre d'entrée de la subroutine UMAT) tant
que l'équation n'est pas vériﬁée. Niemunis et al. [71] précisent qu'aucune actualisation des
variables n'est eﬀectuée pendant les itérations.
1.2.4 Conclusions
Le choix de la stratégie de calcul d'un grand nombre de cycles est lié au type de loi qu'elle
utilise. Cependant d'autres critères de choix sont possibles, si le type de loi utilisée n'est
pas prédéﬁni. Par exemple, il est peut-être souhaitable de choisir une stratégie qui mette
en évidence un comportement moyen du sol, parce qu'il correspond à une observation
expérimentale. D'un point de vue numérique, on peut vouloir privilégier une stratégie qui
permette de limiter la programmation dans un code aux éléments ﬁnis à une certaine
partie du code. Finalement il est sans doute plus satisfaisant, scientiﬁquement parlant,
d'utiliser une stratégie développée dans un cadre théorique général.
En accord avec ces diﬀérents critères, la méthode d'homogénéisation temporelle a été
retenue pour cette étude. Cette méthode requiert l'utilisation de modèles de comportement
dits classiques, capables de représenter de manière satisfaisante le phénomène de fatigue
observé expérimentalement. Il convient de noter que dans ce travail, nous nous intéressons
plus à la réduction du temps de calcul lié au dimensionnement d'un ouvrage soumis à une
sollicitation cyclique, qu'à la qualité de la représentation de la réalité par le modèle de
comportement. Dans cette optique, le paragraphe suivant décrit en détail les deux modèles
de comportement qui ont été utilisés dans cette étude.
1.3 Modèles de comportement cyclique
La modélisation du comportement d'un sol consiste à reproduire les aspects principaux de
sa réponse étant donné une application particulière [69]. Dans le cadre de l'élastoplasticité
classique, la modélisation du comportement cyclique d'un matériau nécessite l'introduc-
tion d'un écrouissage cinématique. L'écrouissage cinématique correspond à la translation
(et/ou la rotation) de la surface de charge et est contrôlé par une variable tensorielle
d'écrouissage d'ordre deux, tandis que l'écrouissage isotrope correspond à la dilatation de
la surface de charge et est contrôlé par une variable d'écrouissage scalaire [51]. Les mo-
dèles élastoplastiques à écrouissage isotrope (par exemple les modèles de Mohr-Coulomb
ou Cam-Clay) ne sont plus suﬃsants puisqu'ils prédisent un comportement purement
élastique à partir de la première décharge, ce qui ne correspond pas aux observations ex-
périmentales. Le modèle de Prager est un exemple de modèles à écrouissage cinématique
(linéaire) [51].
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Pour la modélisation d'un ouvrage, on pourrait être tenté de choisir systématiquement le
modèle le plus sophistiqué, qui permet de rendre compte d'un maximum de caractéris-
tiques du comportement du sol. Cependant plus le modèle est complexe, plus le nombre
de paramètres à identiﬁer est grand, plus les essais de reconnaissance nécessaires sont
nombreux et élaborés et ﬁnalement plus la prédiction du comportement de la structure
est longue [69]. C'est pourquoi le géotechnicien doit maintenir un juste équilibre entre les
coûts d'analyse liés au modèle et les performances du modèle.
Dans cet état d'esprit, trois modèles élastoplastiques dédiés plus particulièrement aux
argiles sont décrits dans cette partie. Le premier modèle est basé sur le principe de la
 bounding surface , le second modèle est un modèle à surfaces multiples et le troisième
modèle correspond à un modèle  bulle  à deux surfaces. Le premier et le troisième sont
explicités en détail car ils sont exploités dans cette étude. La présentation du deuxième
modèle permet de mieux appréhender la philosophie du troisième modèle. Ils s'inscrivent
dans le cadre d'une élastoplasticité  étendue , car ils autorisent la génération de défor-
mations plastiques à l'intérieur de la surface de charge, qui est renommée : surface limite
(ou  bounding surface ). Ces modèles élastoplastiques ne permettent de rendre compte
ni des eﬀets de la fréquence de chargement, ni de l'anisotropie du matériau. Ils ont été
choisis pour leur simplicité, aﬁn de permettre une étude eﬃcace de l'homogénéisation
temporelle. Dans la littérature, des modèles plus sophistiqués sont présentés (par exemple
[101]).
1.3.1 Modèle basé sur le principe de la  bounding surface 
1.3.1.1 Principe
La théorie de la plasticité utilisant le principe de la  bounding surface  a été introduite
en géotechnique par Dafalias et Hermann [16]. Le modèle suppose deux surfaces : une
surface limite (appelée  bounding surface ) et une surface de charge intérieure (appelée
 loading surface ). La ﬁgure 1.5 représente ces deux surfaces dans le cas d'une surface
limite de type Cam-Clay modiﬁé. Ces surfaces sont homothétiques par rapport à un centre
de projection σ0. Généralement le centre de projection est choisi comme l'origine des axes
(σ0 = 0). L'état de contraintes actuel σ déﬁnit la surface de charge. Un état de contraintes
 image  σ¯ est déﬁni comme la projection de l'état de contraintes actuel sur la surface
limite par rapport au centre de projection (Fig. 1.5). Les états de contraintes σ et σ¯ sont
liés par l'équation (appelée  radial mapping rule ) :
σ − σ0 = α(σ¯ − σ0)
où α est un scalaire.
L'incrément de déformation plastique généré à l'état de contraintes σ est lié à celui qui
serait généré à l'état de contraintes σ¯ dans le cas d'une élastoplasticité classique et à la
distance entre l'état de contraintes actuel σ et son image σ¯. L'incrément de déformation
plastique est donné par la relation :
dεp =
〈
1
Kp
∂F
∂σ
dσ
〉
∂G
∂σ
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Fig. 1.5: Représentation de la surface limite ( bounding surface ) et de la surface de
charge ( loading surface ) dans le plan (p′, q).
où 〈x〉 vaut x si x ≥ 0 et 0 sinon. F est la fonction déﬁnissant la surface limite, G la
fonction potentiel et Kp le module d'écrouissage, qui sera explicité ultérieurement.
Cette relation montre qu'un incrément de charge dirigé vers l'intérieur de la surface de
charge conduit à un comportement purement élastique. La continuité de la déﬁnition de
l'incrément de déformation plastique lorsque l'état de contraintes actuel est situé sur la
surface limite (σ = σ¯) est assurée par la relation (1.17). Dans ce cas, la théorie classique
de l'élastoplasticité coïncide avec le principe de la  bounding surface .
1
Kp
∂F
∂σ
dσ =
1
K¯p
∂F
∂σ
dσ¯ (1.17)
où K¯p est le module d'écrouissage lorsque l'état de contraintes actuel σ est situé sur la
surface limite.
La relation de consistance appliquée à l'état de contraintes image σ¯ situé sur la surface
limite permet de déterminer K¯p. Le module d'écrouissage Kp à l'état de contraintes actuel
σ dépend du module d'écrouissage K¯p à l'état de contraintes image σ¯ et de la distance
γ entre les états de contraintes actuel σ et image σ¯. La fonction Kp doit satisfaire deux
conditions aﬁn d'assurer une transition progressive entre les comportements purement
élastique et élastoplastique classique :{
Kp = +∞ si γ = γmax
Kp = K¯p si γ = 0
où γmax est la valeur maximale de γ.
Ainsi lorsque les deux surfaces sont confondues, le principe de la  bounding surface  coïn-
cide avec la théorie classique de l'élastoplasticité. Lors d'un (re)chargement, la distance
entre les surfaces diminue progressivement. Par conséquent le module plastique diminue
et la norme de la déformation plastique augmente. A la charge, il y a donc transition
progressive entre un comportement élastique et un comportement élastoplastique. A la
décharge, le comportement est purement élastique.
1.3.1.2 Application au modèle Cam-Clay modiﬁé
Manzari et Nour [56] appliquent cette théorie au modèle Cam-Clay modiﬁé. Le modèle
de comportement est associé. Le module d'écrouissage Kp à l'état de contraintes actuel σ
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est donné par la relation :
Kp = K¯p + h
où h est un terme qui dépend de la distance entre les états de contraintes actuel et image.
Le module d'écrouissage K¯p à l'état de contraintes image σ¯ est obtenu via la relation de
consistance appliquée à la surface limite :
K¯p =
8M4(1 + e0)
9(λ− κ) p
′
c(p¯
′ − 1
2
p′c)p¯′
où M est la pente d'état critique, e0 l'indice des vides initial, λ l'indice de compression,
κ l'indice de gonﬂement, p′c la variable d'écrouissage isotrope déﬁnissant la taille de la
surface limite, p¯′ la contrainte moyenne eﬀective de l'état de contraintes image (Fig. 1.5).
Le terme h supplémentaire est donné par la relation :
h = H0
16M4(1 + e0)
9(λ− κ) p¯
′3
(
β − 1
β
)
où H0 est un paramètre du modèle et β est le rapport de taille des surfaces (Fig. 1.5
β =
p′c
p′cσ
≥ 1).
1.3.1.3 Modèle développé au GeM
Dans les travaux présentés aux chapitres 2 et 4, nous utilisons un modèle de ce type
développé au GeM. La conception et l'implantation du modèle en champ de contraintes
homogène ont été réalisées par Zhen-Yu Yin au sein du laboratoire (rapport interne). Ce
modèle est proche de celui proposé par Manzari et Nour [56]. Cependant on notera trois
diﬀérences principales dans la conception et l'implantation du modèle.
 Le terme supplémentaire h est donné par la relation :
h = H0
1 + e0
λ− κ (p
′
c)
3
(β − 1)
h vériﬁe bien les conditions exposées au paragraphe 1.3.1.1. Lorsque les deux surfaces
sont confondues (β = 1), h est nul et le modèle est réduit au modèle Cam-Clay modiﬁé.
Lorsque les deux surfaces se rapprochent, β diminue et h diminue.
 Le modèle Cam-Clay modiﬁé suppose une forme circulaire des surfaces de charge et
du potentiel dans le plan déviatorique. Cependant cette hypothèse ne permet pas de
représenter correctement les conditions de rupture du matériau. Par exemple, si l'on
cale la surface de charge par rapport aux observations expérimentales sous compression
triaxiale, alors la résistance sous extension triaxiale est surestimée. Pour traiter ce
problème, la pente d'état critique M évolue en fonction de la valeur de l'angle de Lode
θ selon l'expression proposée par Sheng et al. [97] :
M = Mc
(
2 (Mratio)
4
1 + (Mratio)
4 − (1− (Mratio)4)sin3θ
)1/4
(1.18)
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où θ est l'angle de Lode (θ = pi/6 sous compression triaxiale),Mc la pente d'état critique
sous compression triaxiale et Mratio déﬁni selon le critère de Mohr-Coulomb (surface de
charge hexagonale dans le plan déviatorique) :
Mratio =
3− sinϕ
3 + sinϕ
où ϕ est l'angle de frottement à l'état critique.
 Lorsque les surfaces sont confondues, l'intégration de la loi de comportement est im-
plicite ( backward Euler method ). La méthode choisie est la méthode à un seul pas
( single step backward Euler method  [114] ou  return mapping algorithm  [98]).
Dans le cas où les surfaces ne sont pas confondues, l'intégration de la loi de comporte-
ment est explicite.
Ce modèle introduit donc un seul paramètre supplémentaire par rapport au modèle Cam-
Clay modiﬁé : le paramètre d'écrouissage cycliqueH0. La ﬁgure 1.6 représente le chemin de
contraintes dans le plan (p′, q) au cours d'un essai triaxial non drainé répété sur une argile
normalement consolidée. L'état de contraintes initial est isotrope de contrainte eﬀective
moyenne p′cA : les deux surfaces sont donc confondues (schéma A). Ensuite le chargement
axial est appliqué jusqu'à atteindre un déviateur des contraintes maximum qmax (schéma
B). Pendant le chargement entre les schémas A et B, le modèle se comporte comme le
modèle Cam-Clay modiﬁé : la variable d'écrouissage p′c augmente, les surfaces restant
confondues. Puis la décharge est amorcée jusqu'à atteindre un déviateur des contraintes
nul (schéma C). Pendant la phase de décharge, le comportement est élastique donc la va-
riable d'écrouissage est bloquée. La surface de charge intérieure suit l'état de contraintes
actuel. Finalement la phase de charge d'un deuxième cycle est engagée jusqu'à atteindre
le déviateur des contraintes maximum qmax (schéma D). Le comportement est élastoplas-
tique : la variable d'écrouissage augmente. Le module plastique dépend de la distance
entre les deux surfaces et du module plastique de l'état de contraintes image. La surface
de charge intérieure suit l'état de contraintes actuel.
Fig. 1.6: Chemin de contraintes dans le plan (p′, q) dans le cas d'un essai triaxial non
drainé répété sur une argile normalement consolidée.
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Le comportement volumique élastique du modèle développé au GeM vériﬁe l'équation
usuelle du modèle Cam-Clay modiﬁé (1.19) et nous supposons un coeﬃcient de Poisson
ν constant.
dεev =
κ
1 + e0
dp′
p′
(1.19)
où εev est la déformation volumique élastique.
Nous pouvons alors décrire le comportement élastique sous forme tensorielle :
σij − σ0ij = E
1 + ν
εij − νE
(1 + ν)(1− 2ν)εkkδij
où σ0 représente l'état de contraintes initial du sol assurant l'équilibre mécanique pour
les sols naturels au repos, δij correspond au symbole de Kronecker et E est donné par la
relation :
E = 3(1− 2ν) · p
′ · (1 + e0)
κ
.
1.3.1.4 Commentaires
L'introduction de la théorie de la  bounding surface  rend possible l'utilisation de mo-
dèles élastoplastiques à écrouissage isotrope dans le cas de chargements cycliques. Elle
permet de plus une transition progressive entre les comportements purement élastique et
élastoplastique classique et la modélisation du phénomène de rochet 9. Cependant ce type
de modèles souﬀre de trois principaux inconvénients :
 il a tendance à surestimer les déformations irréversibles accumulées lors des sollicitations
cycliques [11].
 il présente une décharge purement élastique, ce qui est en contradiction avec l'existence
d'un domaine élastique limité mis en évidence expérimentalement [69].
 l'amplitude des déformations plastiques ne dépend pas de l'histoire du chargement, ce
qui ne correspond pas aux observations expérimentales [69].
Ce type de modèles a été retenu pour cette étude parce que le nombre de paramètres est
limité et que l'écrouissage est isotrope.
1.3.2 Modèle à surfaces multiples
1.3.2.1 Principe
Mroz [68] (cité par [69]) introduit le modèle à couches multiples tridimensionnel, qui
suppose un jeu de surfaces de charge à écrouissage cinématique emboîtées les unes dans
les autres. A chaque surface est associé un module d'écrouissage diﬀérent : plus la surface
est grande, plus le module est faible. Tant que l'état de contraintes est à l'intérieur de la
9. L'eﬀet de rochet correspond à une augmentation progressive de la déformation à chaque cycle,
même en régime stabilisé [51].
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plus petite des surfaces cinématiques, le comportement est purement élastique. Dès que
l'état de contraintes atteint la plus petite surface, le comportement devient élastoplastique
et le module plastique mobilisé correspond à celui associé à la petite surface. La petite
surface suit le chemin de contraintes (écrouissage cinématique). Si l'état de contraintes
atteint la surface cinématique suivante, le module plastique est actualisé : il correspond à
celui qui est aﬀecté à la surface suivante. Les deux surfaces sont alors entraînées le long
du chemin de contraintes.
La ﬁgure 1.7 représente un modèle à quatre surfaces de charge dans le cas d'une surface
de charge de type Cam-Clay modiﬁé. Par souci de clarté, on suppose que l'écrouissage
est purement cinématique. Le schéma (a) montre la position initiale des quatre surfaces
cinématiques et l'état de contraintes initial situé en A. Le schéma (b) met en évidence l'en-
traînement des trois surfaces intérieures le long du chemin de contraintes AB. Le schéma
(c) représente la position des surfaces après le chemin de contraintes BC : seule la plus
petite surface a été translatée. Cette stratégie permet de conserver l'histoire du charge-
ment. En eﬀet, selon que l'on poursuive le chemin de contraintes vers des déviateurs des
contraintes positifs ou négatifs en maintenant la contrainte eﬀective moyenne constante,
le comportement modélisé n'est pas le même. Dans le premier cas (q > 0), le comporte-
ment est élastique puis élastoplastique selon le module plastique de la petite surface. Dans
le second cas (q < 0), le comportement est élastoplastique selon les modules plastiques
successifs des trois surfaces cinématiques intérieures.
Fig. 1.7: Représentation des surfaces cinématiques dans le plan (p′, q) (a) position initiale
(b) position après le chemin de contraintes AB (c) position après le chemin de contraintes
BC (d'après une idée originale de Muir Wood [69]).
Ce type de modèles nécessite beaucoup de soin dans l'écriture des équations qui décrivent
les écrouissages cinématique et isotrope [69]. Par exemple la stratégie proposée impose
que les surfaces se rencontrent uniquement en un point. Si l'on suppose que toutes les
surfaces ont la même forme, alors les surfaces entrent nécessairement en contact en un
état de contraintes qui a la même normale sortante pour chacune d'elles.
1.3.2.2 Commentaires
Ce type de modèles permet de représenter un comportement élastique puis élastoplastique
à la décharge. Le comportement élastoplastique (à la charge ou à la décharge) est déﬁni par
morceaux (du fait des modules plastiques diﬀérents associés aux surfaces cinématiques).
Cette déﬁnition permet de modéliser une transition progressive entre les comportements
purement élastique et élastoplastique à module plastique de plus en plus faible. Cette
progression est directement fonction du nombre de surfaces cinématiques mobilisées dans
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le modèle. L'histoire du chargement peut être mémorisée, de plus en plus ﬁnement avec
l'augmentation du nombre de surfaces. Cet avantage peut devenir un inconvénient dans
le cas d'analyse numérique de type éléments ﬁnis, étant donné le nombre d'informations à
mémoriser (position de l'ensemble des surfaces de charge) [69, 11]. Le modèle de Hujeux
permet de s'aﬀranchir de cet inconvénient : alors qu'il introduit une inﬁnité de surfaces
de charge et par là même une transition continue, il nécessite seulement la mémorisation
de la surface de chargement primaire (qui correspond à la  bounding surface ) et celle
des surfaces d'inversion du sens du chargement [11].
1.3.3 Modèle  bulle  à deux surfaces
1.3.3.1 Principe
Le modèle  bulle  se présente comme une solution intermédiaire entre les deux modèles
précédents (cf. paragraphes 1.3.1 et 1.3.2) dans la mesure où il met en ÷uvre :
 une fonction d'interpolation du module plastique qui permet de reproduire une dimi-
nution de la rigidité lorsque l'on s'approche de la surface limite (appelée  bounding
surface )
 une surface cinématique intérieure (appelée  kinematic yield surface ) qui permet de
mémoriser l'histoire du chargement (et par conséquent d'assurer une décharge élastique
puis élastoplastique).
1.3.3.2 Application au modèle Cam-Clay modiﬁé
Al-Tabbaa [1] (cité par [69]) étend le modèle Cam-Clay modiﬁé au modèle  bulle .
La ﬁgure 1.8 représente ces deux surfaces. Elles ont la même forme et leur rapport de
taille R est constant. Le point correspondant à l'état de contraintes actuel est toujours
situé à l'intérieur (domaine élastique) ou sur la surface de charge cinématique (domaine
élastoplastique).
Fig. 1.8: Représentation de la surface limite ( bounding surface ) et de la surface de
charge cinématique ( kinematic yield surface ) dans le plan (p′, q).
La surface limite correspond à la surface de charge du modèle Cam-Clay modiﬁé 10 :
10. Les développements analytiques réalisés par Al-Tabbaa sont exprimés dans le plan (p′, q). Nous
reprenons ici une formulation plus générale exprimée dans l'espace des contraintes proposée par Gram-
matikopoulou [31].
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où p′ est la contrainte moyenne eﬀective, s le tenseur déviateur des contraintes, M la
pente d'état critique et p′c la variable d'écrouissage isotrope déﬁnissant la taille de la
surface limite.
La surface cinématique a la même forme que la surface limite :
Fy = (p
′ − p′a)2 +
3
2
((s− sa) : (s− sa))
M2
− R
2 (p′c)
2
4
où p′a est la contrainte moyenne eﬀective au centre de la surface cinématique et sa le
tenseur déviateur des contraintes au centre de la surface cinématique.
La surface de charge évolue selon un écrouissage isotrope identique à celui utilisé dans le
modèle Cam-Clay modiﬁé :
dp′c
p′c
=
1 + e0
λ− κ dε
p
v (1.20)
où εpv correspond à la déformation volumique plastique, e0 à l'indice des vides initial, λ à
l'indice de compression, κ à l'indice de gonﬂement.
La surface cinématique évolue selon un écrouissage isotrope et cinématique :
dp′a =
dp′c
p′c
p′a + S ·
(
p′ − p′a
R
− (p′ − p
′
c
2
)
)
dsa =
dp′c
p′c
sa + S ·
(
s− sa
R
− s
) (1.21)
où S est un scalaire obtenu via la relation de consistance appliquée à la surface ciné-
matique. Il est intéressant de remarquer que la surface cinématique se déplace dans la
direction du vecteur qui relie l'état de contraintes actuel σ à son image σ¯. En eﬀet du fait
de la similarité de forme des deux surfaces, ce vecteur β (Fig. 1.8) s'écrit :
β =
(
p′ − p′a
R
− (p′ − p
′
c
2
);
s− sa
R
− s
)
Lorsque les deux surfaces sont en contact (β = 0), l'écrouissage isotrope induit un dépla-
cement du centre de la surface cinématique :
dp′a =
dp′c
p′c
p′a
dsa =
dp′c
p′c
sa
(1.22)
La relation de consistance appliquée à la surface cinématique s'écrit :
dFy =
∂Fy
∂p′
dp′ +
∂Fy
∂s
: ds+
∂Fy
∂p′a
dp′a +
∂Fy
∂sa
: dsa +
∂Fy
∂p′c
dp′c = 0 (1.23)
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Utilisant les équations (1.20, 1.21, 1.23), on détermine le scalaire S :
S =
∂Fy
∂p′ dp
′ + ∂Fy
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: ds+ ∂Fy
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p′c
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Le modèle de comportement est associé et la loi d'écoulement s'écrit :
dεp =
〈
1
h
∂Fy
∂σ
dσ
〉
∂Fy
∂σ
où 〈x〉 vaut x si x ≥ 0 et 0 sinon. εp est le tenseur des déformations plastiques, h le
module plastique qui se décompose en deux parties : h = h0 + H. h0 correspond au mo-
dule plastique du modèle Cam-Clay modiﬁé dans le cas d'un chargement monotone. Il
est déterminé via la relation de consistance de la surface cinématique (1.23) en utilisant
l'équation (1.22) qui suppose les deux surfaces en contact. Le terme supplémentaire H
permet de modiﬁer le module plastique total h en fonction de la distance entre les deux
surfaces : plus la distance entre les deux surfaces est grande, plus le terme supplémentaire
H est important. Ce terme supplémentaire H ne peut cependant pas être ﬁxé à 0 lorsque
les deux surfaces sont en contact. En eﬀet, si c'était le cas, le module h = h0 s'annule-
rait pour certains chargements et conduirait à une génération illimitée de déformations
plastiques, qui rendrait le modèle instable [69, 31].
Hashiguchi [34] (cité par [69]) suggère que H doit être fonction d'une mesure b de la
distance entre les deux surfaces, donnée par le produit scalaire du vecteur β et de la
normale sortante n à la surface cinématique à l'état de contraintes actuel (Fig. 1.8).
Suivant les travaux d'Hashiguchi, Al-Tabbaa [1] (cité par [69]) propose une formulation
possible 11 du terme supplémentaire H sous la forme :
H =
(
b
bmax
)ψ
· (p′c)3
où ψ est un paramètre du modèle et bmax la valeur maximale atteinte par b (dans le cas
particulier de ce modèle : bmax = p
′
c(1 − R)). Le terme (p′c)3 est introduit aﬁn d'assurer
une cohérence dans les dimensions.
1.3.3.3 Modèle développé au GeM
Dans les travaux présentés aux chapitres 2 et 4, nous utilisons un modèle de ce type
développé au GeM. La conception de ce modèle revient à Zhen-Yu Yin (rapport interne).
L'implantation en champ de contraintes homogène et sa validation sont le fruit d'un
travail en commun. Ce modèle, basé sur le modèle original proposé par Al-Tabbaa [1], est
très proche de celui proposé par Grammatikopoulou et al. [31, 32]. Nous proposons donc
une comparaison des principales améliorations apportées par Grammatikopoulou et al. et
celles intégrées au modèle développé au GeM.
11. Il existe en eﬀet plusieurs formulations possibles [1] (cité par [31]).
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 Aﬁn de mieux rendre compte des observations expérimentales, la forme de la surface
de charge dans le plan déviatorique est modiﬁée. Grammatikopoulou et al. proposent
alternativement une surface de charge suivant la forme hexagonale de Mohr-Coulomb
et une forme générale proposée par van Eekelen [110].
Dans le modèle développé au GeM, la pente d'état critique M évolue en fonction de la
valeur de l'angle de Lode θ selon l'expression (1.18).
 Stallebrass [106] (cité par [31]) remarque que l'équation d'évolution de la surface ci-
nématique lorsque les surfaces sont en contact (Eq. 1.22) est satisfaisante seulement
lorsque le chargement se fait dans la direction de la normale sortante (identique pour
les deux surfaces). En accord avec ce constat, Grammatikopoulou et al. proposent une
formulation particulière de l'évolution de la surface cinématique lorsque les deux sur-
faces sont en contact.  dp′a = (1−R)dp′ +R
dp′c
2
dsa = (1−R)ds
(1.24)
Cette formulation est justiﬁée tant que les surfaces sont homothétiques de rapport R.
En eﬀet, dans ce cas, non seulement les vecteurs normaux sortants aux surfaces de
charge sont colinéaires, mais en plus le rapport de colinéarité est directement lié au
rapport de taille des surfaces de charge R.
Cependant cette nouvelle règle d'évolution n'est plus en accord avec la détermination
de la fonction h0, qui est directement liée à l'évolution de la surface cinématique lorsque
les deux surfaces sont en contact. Aﬁn de satisfaire l'équation de consistance à chaque
incrément de charge quelque soit l'agencement des deux surfaces, Grammatikopoulou
et al. introduisent le concept de surface de charge active. Ainsi lorsque la surface ciné-
matique se déplace à l'intérieur de la surface limite sans contact, la surface cinématique
est dite active : le potentiel plastique et le module plastique associés à cette surface sont
mobilisés. Lorsque les deux surfaces sont en contact, la surface limite devient active :
le potentiel plastique et le module plastique associés à cette surface sont mobilisés.
Dans ce cas, le modèle  bulle  est réduit au modèle Cam-Clay modiﬁé en chargement
monotone.
Le modèle développé au GeM utilise cette stratégie.
 La déﬁnition d'un comportement élastoplastique à l'intérieur de la surface limite permet
d'obtenir une transition progressive entre les comportements purement élastique et
élastoplastique classique. Cependant une transition douce entre les régimes élastique
et élastoplastique suppose un module plastique inﬁni (déformation plastique nulle), ce
qui n'est pas le cas dans la formulation originale d'Al-Tabbaa. Grammatikopoulou et
al. [32] proposent donc une nouvelle formulation du terme supplémentaire H dans la
déﬁnition du module plastique h dans le cas où les deux surfaces ne sont pas en contact.
H =
4
λ− κα
b∗
b∗max − b∗
(
p′c
2
)3
R2
où α est un paramètre du modèle, b∗ le produit scalaire du vecteur β et de la normale
sortante n à la surface cinématique à l'état de contraintes actuel, b∗max sa valeur maxi-
male. La valeur maximale de b∗ est actualisée à chaque incrément selon un procédé
décrit dans [31, 32].
Dans le modèle développé au GeM, le terme supplémentaire H dans le cas où les deux
surfaces ne sont pas en contact est déﬁni par la relation :
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H =
4(1 + e0)
λ− κ ψ
(
b
bmax − b
)ξ (
p′c
2
)3
R2 (1.25)
où bmax vaut p
′
c(1 − R) et ξ est un paramètre du modèle. Aﬁn de tenir compte de
l'anisotropie du module d'écrouissage, la variable ψ est fonction de l'angle de Lode. Son
expression est similaire à celle de la pente de l'état critique M (Eq. 1.18) :
ψ = ψc
(
2R4ψ
1 +R4ψ − (1−R4ψ)sin3θ
)1/4
où Rψ est le rapport des valeurs de la constante ψ en extension triaxiale et en compres-
sion triaxiale
(
ψe
ψc
)
.
Le modèle développé au GeM introduit donc quatre paramètres supplémentaires par rap-
port au modèle Cam-Clay modiﬁé. Ces paramètres sont liés au comportement cyclique :
le rapport de taille entre les deux surfaces R et le triplet (ψc, Rψ, ξ) intervenant dans
le calcul du module plastique. Concernant l'implantation numérique de ce modèle, deux
remarques supplémentaires peuvent être faites.
 Dans le cas où la surface limite est active, l'intégration de la loi de comportement est
implicite ( backward Euler method ). La méthode choisie est la méthode à un seul pas
( single step backward Euler method  [114] ou  return mapping algorithm  [98]).
Dans le cas où la surface cinématique est active, l'intégration de la loi de comportement
est explicite. Cette diﬀérence se justiﬁe par la complexité de la loi de comportement
dans le deuxième cas. En eﬀet, Zhao et al. [118] précisent qu'une résolution explicite est
préférable dans le cas d'un modèle de comportement complexe fortement non linéaire.
 Aﬁn de limiter l'accumulation d'erreurs d'arrondis et par conséquent d'assurer un com-
portement purement élastique au premier incrément de décharge, le modèle développé
au GeM utilise la loi d'évolution (1.24) sous sa forme intégrée.
La ﬁgure 1.9 représente le chemin de contraintes dans le plan (p′, q) au cours d'un essai
triaxial non drainé répété sur une argile normalement consolidée. L'état de contraintes
initial est isotrope de contrainte eﬀective moyenne p′cA : les deux surfaces ont un seul point
de contact qui est l'état de contraintes actuel (schéma A). Ensuite le chargement axial est
appliqué jusqu'à atteindre un déviateur des contraintes maximum (schéma B). Pendant
le chargement entre les schémas A et B, la surface limite est active et fonctionne comme
la surface de charge dans le modèle Cam-Clay modiﬁé. La position de la surface de charge
intérieure est actualisée de sorte que l'état de contraintes actuel soit le point de contact
des deux surfaces. Puis la décharge est amorcée. Tant que l'état de contraintes actuel
reste à l'intérieur de la surface de charge cinématique, le comportement est élastique, la
variable d'écrouissage isotrope est bloquée et la surface cinématique est immobile (schéma
C). La phase de décharge est poursuivie, le comportement est à présent élastoplastique :
la variable d'écrouissage isotrope augmente (schéma D). Le module plastique dépend de
la distance entre les deux surfaces et du module plastique dans le cas d'un chargement
monotone selon le modèle Cam-Clay modiﬁé. La surface de charge intérieure est actualisée
via la relation de consistance appliquée à cette surface. Finalement la charge du deuxième
cycle est réalisée. Elle se décompose en deux phases : une phase élastique (schéma E) et
une phase élastoplastique (schéma F).
Comme dans le cas du modèle basé sur le principe de la  bounding surface , le compor-
tement volumique élastique de ce modèle développé au GeM vériﬁe l'équation (1.19) et
nous supposons un coeﬃcient de Poisson ν constant.
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Fig. 1.9: Chemin de contraintes dans le plan (p′, q) au cours d'un essai triaxial non drainé
répété sur une argile normalement consolidée.
1.3.3.4 Commentaires
Ce modèle permet de tirer avantage des modèles basés sur le principe de la  bounding sur-
face  (transition progressive entre les domaines d'élasticité et d'élastoplasticité classique)
et des modèles à surfaces de charge multiples (mémorisation de l'histoire du chargement)
sans en avoir les inconvénients (décharge purement élastique et données à mémoriser trop
importantes).
1.3.4 Conclusions
Dans cette partie, nous avons présenté en détail les deux modèles utilisés dans cette étude
et un autre modèle qui permet de mieux comprendre l'intérêt des modèles à plusieurs sur-
faces. Le premier modèle introduit un seul nouveau paramètre et suppose un écrouissage
isotrope, tandis que le second modèle introduit quatre nouveaux paramètres et suppose
un écrouissage isotrope et cinématique. L'introduction de paramètres supplémentaires
confère au second modèle plus de souplesse dans la représentation de la réalité. De plus
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l'écrouissage cinématique permet de mémoriser l'histoire du chargement et ainsi de mieux
rendre compte des observations expérimentales. Grâce à ces deux avantages, le second
modèle peut modéliser une stabilisation du comportement du matériau, ce qui n'est pas
possible avec le premier modèle (décharge purement élastique). La capacité du second
modèle à mieux représenter la réalité est gagnée au détriment de la simplicité du modèle.
1.4 Conclusion
Après une courte présentation du phénomène de fatigue sur les sols, ce chapitre met en
évidence les deux principales diﬃcultés de la modélisation numérique du comportement
cyclique des sols. La première diﬃculté est liée au temps de calcul nécessaire à la simula-
tion d'un ouvrage soumis à quelques millions de cycles. Une simulation pas à pas, i.e. qui
suppose la décomposition de chaque cycle en plusieurs incréments, n'est pas envisageable
car elle conduit à des temps de calcul trop importants et à une solution aﬀectée par le
cumul d'erreurs. La seconde diﬃculté concerne l'aspect comportemental de la modélisa-
tion du sol soumis à un chargement cyclique. Cette étude bibliographique montre qu'une
démarche commune regroupant stratégie numérique et modèle de comportement doit être
mise en place.
L'homogénéisation temporelle apparaît comme une méthode intéressante à la fois de par
son cadre théorique général et de par sa cohérence avec l'évolution lente des déformations
permanentes observée expérimentalement. Nous verrons dans le chapitre suivant comment
cette méthode peut être implantée. Deux modèles de comportement élastoplastiques ont
été retenus. Le premier est basé sur le principe de la  bounding surface , tandis que
le second peut être présenté comme une solution intermédiaire au premier modèle et au
modèle à multiples surfaces de charge. Le second modèle, plus sophistiqué, permet de
mieux représenter la réalité (décharge élastoplastique) mais nécessite l'introduction de
paramètres supplémentaires. L'identiﬁcation des paramètres cycliques du second modèle,
parce que leur signiﬁcation physique n'est pas clairement établie, peut s'avérer délicate.
Dans le chapitre 3, il est proposé une méthode d'identiﬁcation objective et eﬃcace. Dans
le chapitre 4, elle est appliquée à des essais triaxiaux non drainés répétés réalisés sur
une argile normalement consolidée pour identiﬁer les paramètres cycliques de ce second
modèle. Une étude préalable de sensibilité des paramètres cycliques de ces deux modèles
est présentée dans le chapitre suivant.
CHAPITRE 2
Implantation de l'homogénéisation
temporelle
2.1 Introduction
Le chapitre précédent a évoqué la diﬃculté liée au temps de calcul lors de la simulation
d'un calcul d'ouvrages soumis à des sollicitations cycliques. Pour réduire le temps de
calcul, il a été proposé une stratégie numérique : l'homogénéisation temporelle.
L'objectif de ce chapitre est d'évaluer l'eﬃcacité de l'homogénéisation temporelle vis-à-
vis de la résolution pas à pas, qui est considérée comme la résolution de référence. Pour
ce faire, l'homogénéisation temporelle est appliquée tout d'abord dans le cas d'un essai
triaxial non drainé répété, puis un module d'homogénéisation temporelle est implanté
dans un code aux éléments ﬁnis et utilisé pour simuler un essai pressiométrique cyclique.
Le travail préalable sur un essai en champ de contraintes homogène a deux avantages. Le
premier est pédagogique : ce travail permet de s'assurer de la bonne compréhension de la
méthode et de détecter des problèmes éventuels. Le second consiste à vériﬁer l'eﬃcacité
de la méthode, aﬁn de donner une première information sur le gain de temps de calcul et
sur l'erreur commise par rapport à une résolution pas à pas.
2.2 Cas d'un essai triaxial non drainé répété
2.2.1 Résolution pas à pas
2.2.1.1 Principe de la simulation
Pour simuler le comportement cyclique d'une argile en condition non drainée lors d'un
essai triaxial répété, nous utilisons les lois de comportement cyclique présentées dans le
chapitre précédent (cf. paragraphes 1.3.1.3 et 1.3.3.3) et les routines FORTRAN corres-
pondantes. Aﬁn de satisfaire une condition en contrainte due au pilotage de l'essai et
une condition en déformation due au caractère non drainé, ces routines FORTRAN sont
adaptées selon le procédé décrit ci-dessous.
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La ﬁgure 2.1 schématise le déroulement d'une simulation. Les données d'entrée sont les
paramètres du modèle de comportement (autres que la valeur initiale de la (ou des) va-
riable(s) d'écrouissage), le déviateur des contraintes maximal appliqué qmax, le nombre de
cycles eﬀectués N et l'état initial du matériau (état de contraintes et de déformations,
valeur initiale de la (ou des) variable(s) d'écrouissage isotrope (et cinématique)). De plus,
on déﬁnit un incrément de déformation δε, qui vériﬁe à la fois la condition non drainée
et la conﬁguration de l'essai triaxial. A chaque cycle, deux étapes successives sont mises
en ÷uvre. La première concerne le chargement. A chaque incrément de déformation δε
appliqué, la loi de comportement est intégrée, ce qui permet de déterminer la décompo-
sition de cet incrément δε entre un incrément de déformation élastique et un incrément
de déformation plastique. L'état de contraintes et les variables d'écrouissage sont ensuite
actualisés. Cette opération est répétée autant de fois qu'il est nécessaire pour obtenir un
déviateur q égal au déviateur maximal qmax. Lorsque la condition est vériﬁée, on peut
procéder à la décharge. De la même façon, cette deuxième étape consiste à appliquer −δε
autant de fois qu'il est nécessaire pour obtenir un déviateur q égal à 0. Ces deux étapes
sont répétées N fois. Finalement on obtient les états de déformations et de contraintes,
ainsi que la valeur de la (ou des) variable(s) d'écrouissage isotrope (et cinématique).
Fig. 2.1: Organigramme de la simulation d'un essai triaxial non drainé répété.
2.2.1.2 Sensibilité des paramètres cycliques des modèles de comportement
L'étude de sensibilité menée dans ce paragraphe concerne les paramètres cycliques des
deux modèles de comportement retenus. Elle vise à montrer l'eﬀet de ces paramètres
cycliques sur les résultats numériques dans le cas de la simulation d'un essai triaxial non
drainé répété. Nous nous intéressons à l'évolution de la déformation axiale permanente
et à celle de la surpression interstitielle permanente, parce que, dans le cas précis d'un
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ν κ λ e0 Mc p
′
c0 (kPa)
0,3 0,08 0,23 1,15 1 200
Tab. 2.1: Paramètres du modèle Cam-Clay modiﬁé utilisés pour l'étude de sensibilité des
paramètres cycliques des deux modèles de comportement retenus.
essai répété, elles permettent de suivre l'évolution du matériau en fonction du nombre de
cycles. Les simulations sont menées pas à pas sur 30000 cycles dans le cas d'un déviateur
maximal de 65 kPa. Les valeurs des paramètres du modèle Cam-Clay modiﬁé (i.e. ceux
qui sont liés au comportement monotone) sont consignées dans le tableau 2.1. Elles sont
valables pour les deux modèles et correspondent à une argile normalement consolidée. Ces
valeurs sont choisies en accord avec des résultats expérimentaux eﬀectués sur 1200 cycles
[35] que nous exploiterons dans le chapitre 4.
Puisque, dans ce chapitre, les résultats obtenus par résolution pas à pas sont considérés
comme les résultats de référence, nous proposons d'exploiter ponctuellement cette étude
de sensibilité pour mettre en évidence le lien entre certains paramètres cycliques et le
temps caractéristique du phénomène de fatigue. En eﬀet, plus le temps caractéristique
du phénomène est long, meilleures sont les approximations données par la méthode de
l'homogénéisation temporelle.
2.2.1.2.1 Modèle de comportement basé sur le principe de la  bounding
surface 
Le modèle de comportement basé sur le principe de la  bounding surface  comporte un
paramètre supplémentaire par rapport au modèle Cam-Clay modiﬁé. Nous nous intéres-
sons donc à la sensibilité de ce paramètre H0 lié au comportement cyclique. Trois valeurs
sont successivement attribuées à ce paramètre : H0 = 1000, H0 = 3000 et H0 = 10000.
La ﬁgure 2.2 représente l'évolution de la déformation axiale permanente en fonction du
nombre de cycles. L'augmentation de la valeur du paramètre H0 provoque un raidissement
du comportement du sol, ce qui est cohérent avec la déﬁnition du module plastique. Après
5000 cycles, la déformation axiale permanente varie quasi linéairement pour des valeurs
de H0 de 3000 et 10000. Pour H0 = 1000, elle augmente plus rapidement. Il convient de
remarquer qu'une éventuelle stabilisation ne peut être modélisée, puisque la décharge est
purement élastique.
La ﬁgure 2.3 représente l'évolution de la surpression interstitielle permanente en fonction
du nombre de cycles. La diminution de la valeur du paramètre H0 entraîne une augmen-
tation plus forte de la surpression interstitielle permanente sur les 5000 premiers cycles
et une stabilisation plus précoce. Pour une valeur de paramètre H0 = 1000, l'eﬀet de
rochet peut être reproduit. Le fait qu'il y ait stabilisation de la surpression interstitielle
permanente sans stabilisation de la déformation axiale permanente lors de la simulation
s'explique par l'inversion de la répartition volumique/déviatorique de la déformation au
cours de la simulation. D'une déformation majoritairement volumique au début de la
simulation, on passe à une déformation essentiellement déviatorique.
Ces simulations sont mises à proﬁt pour estimer quantitativement le temps caractéris-
tique du phénomène étudié, moyennant une équivalence temps-nombre de cycles. Ces
informations seront utilisées dans le paragraphe 2.2.3.
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Fig. 2.2: Evolution de la déformation axiale permanente en fonction du nombre de cycles
dans le cas d'un essai triaxial non drainé répété (modèle  bounding surface ).
Fig. 2.3: Evolution de la surpression interstitielle permanente en fonction du nombre de
cycles dans le cas d'un essai triaxial non drainé répété (modèle  bounding surface ).
Comme évoqué précédemment, l'évolution de la déformation axiale et celle de la sur-
pression interstitielle diﬀèrent et nous pouvons donc associer à chacune d'elles un temps
caractéristique (ou un nombre de cycles caractéristique 1). La déﬁnition donnée au cha-
pitre précédent suppose un comportement stabilisé (ou tout au moins un comportement
asymptotique linéaire), ce qui n'est pas systématiquement le cas dans les simulations pro-
posées. Nous proposons alors de modiﬁer cette déﬁnition et de l'adapter à notre problème.
A partir des évolutions sur 500 cycles (Fig. 2.4 et 2.5), nous construisons les tangentes à
l'origine et à 500 cycles pour chacune des courbes et désignons par le temps caractéris-
tique l'abscisse du point d'intersection de ces deux tangentes. Le choix des 500 cycles est
arbitraire et la modiﬁcation de celui-ci entraîne la modiﬁcation du temps caractéristique.
Cependant l'objectif est de déﬁnir un élément quantitatif, certes relatif, mais qui permet
d'établir des comparaisons. Par lecture graphique, nous concluons sur la qualité de l'ap-
proximation par homogénéisation temporelle : le cas défavorable concerne les simulations
pour H0 = 1000, pour lesquelles les valeurs de tr sont les plus faibles.
1. Dans la suite, nous utiliserons le terme  temps caractéristique  pour désigner le nombre de cycles
caractéristique, en accord avec l'équivalence temps-nombre de cycles.
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Fig. 2.4: Déﬁnition du temps caractéristique tr à partir de l'évolution de la déformation
axiale permanente dans le cas d'un essai triaxial non drainé répété (modèle  bounding
surface ).
Fig. 2.5: Déﬁnition du temps caractéristique tr à partir de l'évolution de la surpression
interstitielle permanente dans le cas d'un essai triaxial non drainé répété (modèle  boun-
ding surface ).
2.2.1.2.2 Modèle  bulle  à deux surfaces de charge
Le modèle  bulle  comporte quatre paramètres supplémentaires par rapport au modèle
Cam-Clay modiﬁé. Nous nous intéressons à la sensibilité de ces paramètres cycliques.
Le tableau 2.2 récapitule les valeurs minimale, maximale et de référence successivement
attribuées aux paramètres cycliques. A partir d'un jeu de paramètres de référence en
accord avec les résultats expérimentaux présentés dans [35], la sensibilité de chacun des
paramètres est étudiée. Contrairement aux trois autres paramètres, le paramètre R a une
signiﬁcation physique établie : il détermine la taille du domaine élastique. Il peut être
déterminé expérimentalement par l'exploitation d'une courbe de décharge. Les valeurs
minimale et maximale proposées dans le tableau 2.2 pour ce paramètre sont en accord
avec les valeurs données dans la littérature [32].
Une diﬀérence majeure existe entre le modèle précédent et celui-ci : l'introduction du pa-
ramètre ξ dans le second modèle nous permet de représenter une gamme plus importante
de courbes d'évolution. Aﬁn d'estimer l'inﬂuence de ce paramètre, les ﬁgures 2.6 et 2.7
représentent l'évolution de la déformation axiale permanente et celle de la surpression in-
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Ψc ξ RΨ R
min 109 7 0,01 0,05
ref 1010 8 1 0,1
max 1011 9 100 0,2
Tab. 2.2: Valeurs minimale, maximale et de référence des paramètres cycliques pour le
modèle  bulle .
terstitielle permanente pour diﬀérentes valeurs de ξ. Le paramètre ξ pilote principalement
l'évolution de la déformation axiale permanente et celle de la surpression interstitielle per-
manente pour les premiers cycles. Nous verrons dans le chapitre 4 que des valeurs élevées
(supérieures à 6) sont à privilégier.
Fig. 2.6: Evolution de la déformation axiale permanente en fonction du nombre de cycles
dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de ξ (modèle
 bulle ).
Fig. 2.7: Evolution de la surpression interstitielle permanente en fonction du nombre
de cycles dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de ξ
(modèle  bulle ).
La ﬁgure 2.8 (respectivement 2.9) montre la sensibilité du paramètre ψc vis-à-vis de l'évo-
lution de la déformation axiale permanente (respectivement de la surpression interstitielle
permanente). Ce paramètre est à rapprocher du paramètre H0 dans le modèle précé-
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dent. Par conséquent, nous vériﬁons que l'augmentation de la valeur de ce paramètre ψc
provoque un raidissement du comportement du sol.
Fig. 2.8: Evolution de la déformation axiale permanente en fonction du nombre de cycles
dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de ψc (modèle
 bulle ).
Fig. 2.9: Evolution de la surpression interstitielle permanente en fonction du nombre de
cycles dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de ψc
(modèle  bulle ).
L'étude de sensibilité vis-à-vis de la méthode d'homogénéisation temporelle (cf. para-
graphe 2.2.3) est réalisée sur le paramètre ψc. La détermination graphique du temps ca-
ractéristique telle qu'elle est proposée pour le modèle précédent est plus diﬃcile à mettre
en ÷uvre du fait de la forte augmentation de la déformation axiale permanente et de celle
de la surpression interstitielle permanente au cours des premiers cycles. Cependant une
analyse numérique des premiers cycles montre que plus la valeur de ψc est grande, plus la
pente de la tangente à l'origine est faible, ce qui semblerait impliquer une relation directe
entre la diminution du temps caractéristique et celle de la valeur de ψc. Cette remarque
est cohérente avec les valeurs des temps caractéristiques données pour le premier modèle.
Dans le cas du second modèle, le temps caractéristique est de l'ordre de quelques cycles.
Cette remarque laisse supposer dans le cas de ce modèle une moins bonne approximation
de la solution pas à pas par la méthode d'homogénéisation que dans le cas du modèle
précédent.
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Comme évoqué précédemment, le modèle basé sur le principe de la  bounding surface 
ne permet pas de reproduire une stabilisation des déformations permanentes. Pour obtenir
cette stabilisation, le modèle doit être capable de simuler, à partir d'un certain nombre
de cycles, des cycles identiques, pour lesquels les eﬀets de la charge et de la décharge se
compensent. Le paramètre Rψ permet de piloter une diﬀérence de comportement entre
la charge et la décharge et par conséquent une stabilisation sous certaines conditions.
Les ﬁgures 2.10 et 2.11 mettent en évidence la sensibilité du paramètre Rψ vis-à-vis de
l'évolution de la déformation axiale permanente et de celle de la surpression interstitielle
permanente. La stabilisation de la déformation axiale permanente est atteinte pour des
valeurs de Rψ faibles, ce qui est en accord avec le développement analytique du modèle.
Les simulations pour Rψ = 1 et Rψ = 100 sont très proches : nous constatons un écart de
0,12% à 30000 cycles sur la déformation axiale permanente et un écart de 0,0268% sur la
surpression interstitielle permanente.
Fig. 2.10: Evolution de la déformation axiale permanente en fonction du nombre de cycles
dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de Rψ (modèle
 bulle ).
Fig. 2.11: Evolution de la surpression interstitielle permanente en fonction du nombre
de cycles dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de Rψ
(modèle  bulle ).
Le paramètre R conditionne la taille du domaine élastique. Un domaine élastique pe-
tit implique une génération de déformation plastique plus importante. Cette remarque
corrobore les résultats donnés par les ﬁgures 2.12 et 2.13.
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Fig. 2.12: Evolution de la déformation axiale permanente en fonction du nombre de cycles
dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de R (modèle
 bulle ).
Fig. 2.13: Evolution de la surpression interstitielle permanente en fonction du nombre
de cycles dans le cas d'un essai triaxial non drainé répété pour diﬀérentes valeurs de R
(modèle  bulle ).
2.2.1.2.3 Commentaires
Outre l'aspect paramétrique, cette étude de sensibilité met en évidence la capacité des
modèles à reproduire diﬀérentes caractéristiques constatées expérimentalement telles que
la stabilisation. Le second modèle, via ses quatre paramètres cycliques, permet une plus
grande ﬂexibilité et une meilleure représentation du phénomène de stabilisation. De plus,
cette étude de sensibilité permet d'établir des relations entre le temps caractéristique du
phénomène de fatigue tr et certains paramètres cycliques des modèles de comportement
dans le cas d'un essai triaxial non drainé répété. Ces relations sont exploitées dans le
paragraphe 2.2.3.
2.2.2 Résolution avec homogénéisation
Dans ce paragraphe et contrairement au paragraphe précédent concernant la résolution
pas à pas, nous nous intéressons exclusivement aux aspects numériques de la résolution
avec homogénéisation.
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Appliquer l'homogénéisation temporelle telle qu'elle a été décrite au paragraphe 1.2.2.3
revient à considérer le problème initial (Pb) comme deux sous-problèmes (Pb*) et (Pb**)
formulés au paragraphe 1.2.2.3.2 (Eq. 1.11 et 1.12). Nous rappelons que le problème
(Pb*) correspond au problème anélastique (ou macrochronologique) tandis que le pro-
blème (Pb**) correspond au problème élastique (ou microchronologique). L'utilisation de
la méthode d'homogénéisation temporelle dans le cas de modèles élastoplastiques est réa-
lisée sous couvert de la démonstration de Guennouni (cf. 1.2.2.3.3). Dans ce paragraphe,
nous détaillons la résolution des problèmes (Pb*) et (Pb**) dans le cas d'un essai triaxial
non drainé répété. Aﬁn de retrouver les conclusions de Guennouni [33], nous décidons
dans un premier temps de considérer une élasticité linéaire pour chacun des deux mo-
dèles. Le tenseur d'élasticité est alors constant et il est égal au tenseur d'élasticité non
linéaire évalué au début de l'essai (p′ = 200kPa). Dans un second temps, nous traitons
le cas de l'élasticité non linéaire. Dans la suite, nous notons la direction axiale (1) et les
deux directions latérales (2) et (3).
2.2.2.1 Elasticité linéaire
2.2.2.1.1 Résolution du problème (Pb*)
La résolution du problème (Pb*) se fait sur de grands incréments, qui correspondent
chacun à Nc cycles. Par souci de clarté dans les explications et de simplicité dans la
programmation, le problème macrochronologique est résolu sur des incréments de Nc
cycles, où Nc est un nombre entier naturel. Le premier cycle de l'incrément, appelé cycle
de référence, est simulé pas à pas. Les incréments de déformation plastique dεpcyclique et de
la variable d'écrouissage isotrope dαcyclique dus à ce cycle sont gardés en mémoire pour le
calcul des incréments de déformation plastique dεp et de la variable d'écrouissage isotrope
dα solutions du problème (Pb*). Ces derniers sont connus d'après la loi de comportement
homogénéisée, qui extrapole les résultats obtenus pour le cycle de référence sous la forme :{
dεp = Nc · dεpcyclique
dα = Nc · dαcyclique
Dans le cas du modèle Cam-Clay modiﬁé, ces relations sont cohérentes si la relation
qui donne l'évolution de la variable d'écrouissage isotrope en fonction de la déformation
plastique volumique est linéarisée.
D'après la loi de comportement homogénéisée et la condition aux limites en contraintes :
qmax
2
= 3Gεed (2.1)
où G est le module de cisaillement G =
E
2(1 + ν)
et εed est la déformation élastique
déviatorique généralisée qui vaut
2
3
(εe1 − εe2) dans le cas d'un essai triaxial 2.
Si l'on écrit l'équation (2.1) sous la forme incrémentale, on obtient :
0 = 2G(dεe1 − dεe2)
2. Pour une déﬁnition dans un cadre général, le lecteur pourra se référer aux notations spéciﬁées au
début de ce document.
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Ce qui signiﬁe d'après la conﬁguration de l'essai triaxial que :
dεe1 = dε
e
2(= dε
e
3) (2.2)
La condition de non-drainage s'écrit :
dεev + dε
p
v = 0
Soit d'après l'équation (2.2) et la conﬁguration de l'essai triaxial :
3dεe1 + dε
p
1 + 2dε
p
2 = 0
L'incrément de déformation plastique est connu d'après la loi de comportement homo-
généisée. Il est donc possible de calculer les composantes de l'incrément de déformation
élastique :
dεe1 = dε
e
2 = dε
e
3 = −
1
3
dεp1 −
2
3
dεp2
L'incrément de contrainte est donné par la relation :
dσ = Cdεe (2.3)
où C est le tenseur d'élasticité.
Dans le cas du second modèle, il reste à actualiser le centre de la surface de charge
cinématique σa. L'idée intuitive serait d'extrapoler linéairement le centre en fonction de la
variation de celui-ci durant le cycle de référence. Cependant cette extrapolation ne garantit
pas que l'état de contraintes actualisé soit situé sur la surface de charge cinématique
ainsi actualisée. La reprise du calcul pas à pas pour le cycle de référence ne permet pas
de corriger cette erreur, puisque l'actualisation de la surface de charge cinématique est
assurée par la relation de consistance (dFy = 0). Dans ce travail, le centre de la surface
cinématique est calculé de manière à vériﬁer deux conditions :
 l'état de contraintes actualisé est situé sur la surface de charge cinématique.
 la normale sortante à la surface de charge cinématique est directement proportionnelle
au dernier incrément de déformation plastique généré pendant le cycle de référence.
Cette solution a été retenue parce qu'elle permet dans le cas d'une élasticité linéaire
d'obtenir des résultats identiques entre une résolution pas à pas et une résolution par
homogénéisation avecNc = 1. Nous verrons dans la suite que l'introduction d'une élasticité
non linéaire induit un biais systématique.
2.2.2.1.2 Résolution du problème (Pb**)
Le problème (Pb**) est un problème élastique linéaire. D'après la loi de comportement
élastique linéaire et la condition aux limites en contraintes :
q(N)− qmax
2
= 3Gεd (2.4)
où N est un réel associé au nombre de cycles eﬀectués.
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Si l'on écrit l'équation (2.4) sous la forme incrémentale correspondante aux grands incré-
ments du problème (Pb*), on obtient :
0 = 2G(dε1 − dε2)
Ce qui signiﬁe que :
dε1 = dε2(= dε3)
La condition de non-drainage s'écrit :
dεv = 0
Donc :
dε1 = dε2 = dε3 = 0 et dσ = 0
2.2.2.1.3 Actualisation des variables
Les deux problèmes étant résolus, il convient alors de sommer les résultats obtenus pour
chacun des problèmes et d'actualiser la déformation plastique et les variables d'écrouis-
sage, ainsi que les contraintes et les déformations.
2.2.2.2 Elasticité non linéaire
Dans le cas d'une élasticité non linéaire, le problème (Pb*) est modiﬁé dans la mesure
où le tenseur d'élasticité n'est pas constant. La détermination de la contrainte (Eq. 2.3)
à partir de la déformation élastique pose problème. Dans le cas d'une simulation pas à
pas et d'une résolution explicite, le caractère non linéaire du comportement élastique est
traité comme une élasticité linéaire par morceaux sur chaque incrément. Nous choisissons
de suivre cette démarche et d'utiliser une matrice d'élasticité constante au cours de chaque
grand incrément, déﬁnie comme la matrice d'élasticité moyenne calculée sur le cycle de
référence de l'incrément. Cette hypothèse revient à modiﬁer le problème (Pb*) sous la
forme :

〈σ0ij〉,j + bi = 0
〈σ0ij〉,t = 〈Cijkl〉 :
{
〈ε0kl〉,t − εan0kl,t
}
εan0kl,t = 〈B(σ0, α0)〉
α0,t = 〈D(σ0, α0)〉
〈u0i〉 = 0
〈σ0ij〉 .nj = 〈fi〉
Par rapport à la résolution pas à pas, la non-linéarité de l'élasticité implique un biais
systématique dans la résolution avec homogénéisation, dans la mesure où une résolution
pas à pas et une résolution par homogénéisation avec Nc = 1 ne conduisent pas à des
résultats identiques.
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2.2.2.3 Conclusions
La ﬁgure 2.14 résume la résolution avec homogénéisation. Aﬁn de diminuer l'erreur com-
mise au début de la simulation, on décide de simuler pas à pas les dix premiers cycles qui
peuvent être considérés comme des cycles irréguliers. Il convient ensuite de résoudre les
deux problèmes (Pb*) et (Pb**) (Nb−10) fois. De plus, il faut garder à l'esprit qu'en choi-
sissant Nc entier naturel, les déformations et contraintes obtenues représentent l'enveloppe
basse des courbes cycliques (i.e. l'enveloppe  permanente ).
Fig. 2.14: Organigramme de la simulation d'un essai triaxial non drainé répété avec
homogénéisation.
2.2.3 Comparaison des deux méthodes de résolution
Dans ce paragraphe, les simulations avec homogénéisation sont comparées aux simulations
pas à pas, qui sont considérées comme les simulations de référence. Il s'agit donc d'une va-
lidation numérique de la stratégie d'homogénéisation. L'inﬂuence conjointe du paramètre
Nc et du temps caractéristique tr sur la précision de l'approximation par homogénéisa-
tion pour un nombre de cycles donné est étudiée. Pour les deux modèles, les simulations
avec homogénéisation sont environ Nc fois plus rapides que les simulations pas à pas.
En eﬀet, l'eﬀort numérique se concentre essentiellement sur le calcul du premier cycle de
l'incrément. Une fois les incréments de déformation plastique et de la variable d'écrouis-
sage isotrope connus, la résolution du problème global (Pb*) s'eﬀectue sans itérations.
Du fait du biais systématique lié à la non-linéarité de l'élasticité, nous proposons pour
chaque modèle de comportement de considérer une élasticité linéaire, puis une élasticité
non linéaire.
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2.2.3.1 Modèle basé sur le principe de la  bounding surface 
L'inﬂuence des paramètres H0 et Nc est successivement étudiée. La valeur maximale
aﬀectée au paramètre Nc est ﬁxée à 200. Cette valeur permet de mettre en évidence
l'erreur liée à l'homogénéisation temporelle tout en obtenant des résultats acceptables.
Nous étudierons ponctuellement le cas Nc = 350.
2.2.3.1.1 Elasticité linéaire
Les ﬁgures 2.15 et 2.16 permettent de comparer l'évolution de la déformation axiale per-
manente et celle de la surpression interstitielle permanente dans le cas de simulations pas
à pas et avec homogénéisation (Nc = 200) pour trois valeurs de H0.
L'erreur relative sur la déformation axiale permanente et sur la pression interstitielle tend à
diminuer au cours de la simulation. Conformément à l'estimation du temps caractéristique
réalisée lors de l'étude de sensibilité du paramètre cyclique (cf. paragraphe 2.2.1.2.1), le
cas le plus défavorable apparaît comme le cas où H0 = 1000. Dans ce cas, l'erreur relative
sur la déformation axiale permanente est de 94% à 210 cycles, de 14% à 2010 cycles et de
1,5% à 29810 cycles (Fig. 2.15 et 2.17). La déformation axiale permanente est surestimée,
ce qui est en accord avec le fait que seule la charge génère des déformations plastiques.
La surpression interstitielle permanente est aussi surestimée (Fig. 2.16).
Fig. 2.15: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la déformation axiale permanente en fonction du nombre de cycles dans le cas d'un essai
triaxial non drainé répété Nc = 200 (modèle  bounding surface  - élasticité linéarisée).
Les ﬁgures 2.17 et 2.18 permettent de comparer les simulations pas à pas et avec homo-
généisation pour plusieurs valeurs de Nc. Le paramètre H0 est ﬁxé à 1000. Ces courbes
mettent en évidence d'une part l'extrapolation linéaire des déformations plastiques et
d'autre part la correction de l'incrément de déformation plastique à chaque incrément.
Concernant une éventuelle valeur maximale de Nc, deux remarques peuvent être faites :
 Imaginons qu'une valeur de Nc conduise à une surestimation de la surpression intersti-
tielle tellement grande que seule une diminution de celle-ci puisse équilibrer le système
homogénéisé. Le modèle de comportement doit pouvoir assurer cette correction. C'est
le cas par exemple lorsque H0 est ﬁxé à 1000 et Nc à 350 (Fig. 2.18). Dans ce cas,
le matériau homogénéisé se comporte comme une argile surconsolidée (diminution de
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Fig. 2.16: Comparaison des simulations pas à pas et avec homogénéisation : évolution
de la surpression interstitielle permanente en fonction du nombre de cycles dans le cas
d'un essai triaxial non drainé répété Nc = 200 (modèle  bounding surface  - élasticité
linéarisée).
Fig. 2.17: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la déformation axiale permanente en fonction du nombre de cycles dans le cas d'un essai
triaxial non drainé répété H0 = 1000 (modèle  bounding surface  - élasticité linéarisée).
la déformation volumique plastique, diminution de la surpression interstitielle, diminu-
tion de la variable d'écrouissage). Notons que si la valeur de Nc conduit à des états de
contraintes non admissibles par le modèle (contrainte moyenne eﬀective négative selon
la convention de signe de la mécanique des sols), alors la résolution du problème ho-
mogénéisé, plus précisément la simulation pas à pas du cycle de référence, ne converge
plus.
 Aﬁn d'assurer une certaine précision des résultats obtenus par homogénéisation vis-à-
vis des résultats obtenus par une méthode pas à pas, il convient de choisir la valeur
de Nc en fonction du nombre de cycles pour lequel les déformations permanentes sont
recherchées (Fig. 2.15 et 2.17).
2.2.3.1.2 Elasticité non linéaire
Dans le cas d'une élasticité linéaire, nous avions convergence des simulations avec homo-
généisation vers la simulation pas à pas lorsque le paramètre Nc diminuait. Pour Nc = 1,
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Fig. 2.18: Comparaison des simulations pas à pas et avec homogénéisation : évolution
de la surpression interstitielle permanente en fonction du nombre de cycles dans le cas
d'un essai triaxial non drainé répété H0 = 1000 (modèle  bounding surface  - élasticité
linéarisée).
les simulations pas à pas et avec homogénéisation étaient identiques. Dans le cas d'une
élasticité non linéaire, cette identité n'existe plus, ce qui rend l'analyse des résultats plus
délicate. Les ﬁgures 2.19 et 2.20, représentant l'évolution de la déformation axiale perma-
nente en fonction du nombre de cycles eﬀectués, mettent en évidence ce biais, qui n'existe
pas dans le cas d'une élasticité linéaire.
Fig. 2.19: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la déformation axiale permanente en fonction du nombre de cycles dans le cas d'un essai
triaxial non drainé répété Nc = 200 (modèle  bounding surface ).
Ce biais n'apparaît pas dans l'évolution de la surpression interstitielle permanente comme
le montrent les ﬁgures 2.21 et 2.22.
2.2.3.2 Modèle  bulle 
Le modèle  bulle  introduit quatre paramètres cycliques. Cependant nous nous limitons
dans ce travail à la sensibilité du paramètre ψc vis-à-vis de la méthode d'homogénéisation
temporelle. La sensibilité des autres paramètres peut être estimée à partir des résultats
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Fig. 2.20: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la déformation axiale permanente en fonction du nombre de cycles dans le cas d'un essai
triaxial non drainé répété H0 = 1000 (modèle  bounding surface ).
Fig. 2.21: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la surpression interstitielle permanente en fonction du nombre de cycles dans le cas d'un
essai triaxial non drainé répété Nc = 200 (modèle  bounding surface ).
obtenus pour le paramètre ψc et de l'étude de sensibilité des paramètres proposée précé-
demment. Nous observons la même démarche que celle utilisée pour le modèle basé sur
le principe de la  bounding surface  en étudiant successivement l'inﬂuence de ψc à Nc
constant et l'inﬂuence de Nc à ψc constant. Cependant du fait des temps caractéristiques
très faibles comparativement à ceux déterminés dans le modèle précédent, les valeurs du
paramètre Nc ont été modiﬁées. A présent l'étude se fait pour des valeurs de Nc égales à
25, 50 et 100.
2.2.3.2.1 Elasticité linéaire
La ﬁgure 2.23 permet de comparer l'évolution de la déformation axiale permanente dans
le cas de simulations pas à pas et avec homogénéisation pour trois valeurs de ψc. La défor-
mation axiale permanente donnée par le calcul avec homogénéisation est successivement
surestimée puis sous-estimée de sorte que l'écart relatif entre les simulations pas à pas et
avec homogénéisation diminue puis augmente. Cette remarque peut aussi être faite pour
Nc = 50 et Nc = 25. Dans le cas le plus défavorable (ψc = 10
9 et Nc = 100), l'erreur
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Fig. 2.22: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la surpression interstitielle permanente en fonction du nombre de cycles dans le cas d'un
essai triaxial non drainé répété H0 = 1000 (modèle  bounding surface ).
relative sur la déformation axiale permanente est de 66% à 110 cycles, de 13% à 2010
cycles, de -5% à 10010 et de -9% à 29910 cycles. Ce constat peut être expliqué par le
fait que contrairement au modèle précédent, la charge et la décharge présentent un com-
portement élastoplastique. Il convient donc d'être très prudent sur le choix de la valeur
du paramètre Nc, tout particulièrement parce que la déformation axiale permanente peut
être sous-estimée. Dans ce cas, une étude de sensibilité sur ce paramètre telle qu'elle est
présentée ﬁgure 2.23 dans le cas ψc = 10
9 est indispensable.
Fig. 2.23: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la déformation axiale permanente en fonction du nombre de cycles dans le cas d'un essai
triaxial non drainé répété (modèle  bulle  - élasticité linéarisée).
La ﬁgure 2.24 représente l'évolution de la surpression interstitielle permanente en fonction
du nombre de cycles eﬀectués pour diﬀérentes valeurs du paramètre ψc. Contrairement à
la déformation axiale permanente, la surpression interstitielle permanente donnée par le
calcul avec homogénéisation est surestimée tout au long de la simulation.
2.2.3.2.2 Elasticité non linéaire
Les ﬁgures 2.25 et 2.26 mettent en évidence une meilleure approximation de la déformation
axiale permanente et de la surpression interstitielle permanente dans le cas d'une élasticité
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Fig. 2.24: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la surpression interstitielle permanente en fonction du nombre de cycles dans le cas d'un
essai triaxial non drainé répété Nc = 100 (modèle  bulle  - élasticité linéarisée).
non linéaire que dans le cas d'une élasticité linéaire (Fig. 2.23 et 2.24). Au vu des remarques
concernant l'introduction d'une élasticité non linéaire, il semble que les diﬀérentes erreurs
liées à la résolution par homogénéisation se compensent et conduisent de ce fait à un
résultat meilleur. En l'état actuel du travail, la compensation des erreurs est diﬃcile à
maîtriser et rend délicate l'estimation a priori de la qualité de l'approximation.
Fig. 2.25: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la déformation axiale permanente en fonction du nombre de cycles dans le cas d'un essai
triaxial non drainé répété Nc = 100 (modèle  bulle ).
2.2.4 Conclusions
Dans cette première partie, nous avons cherché à valider numériquement l'approche par
homogénéisation temporelle en champ de contraintes homogène. Pour ce faire nous avons
testé cette méthode sur deux modèles en considérant successivement une élasticité linéaire,
puis une élasticité non linéaire. Le paramètre Nc pilote directement le gain en temps de
calcul : le calcul avec homogénéisation est Nc fois plus rapide que le calcul pas à pas. La
détermination de Nc dépend de la valeur du temps caractéristique tr et de la précision de
l'approximation souhaitée par l'utilisateur pour un nombre de cycles donné.
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Fig. 2.26: Comparaison des simulations pas à pas et avec homogénéisation : évolution de
la surpression interstitielle permanente en fonction du nombre de cycles dans le cas d'un
essai triaxial non drainé répété Nc = 100 (modèle  bulle ).
2.3 Cas non homogène - méthode des éléments ﬁnis
L'objectif de cette seconde partie est d'implanter un module d'homogénéisation dans un
logiciel aux éléments ﬁnis (CESAR-LCPC) et de présenter les premiers résultats. L'utilisa-
tion du module d'homogénéisation nécessite l'implantation d'un modèle de comportement
cyclique. Le modèle  bulle  a été retenu parce qu'il permet une meilleure représenta-
tion du comportement réel. Après avoir introduit brièvement la méthode des éléments
ﬁnis et la méthode des contraintes initiales, nous nous attachons à décrire l'implantation
du modèle de comportement et celle du module d'homogénéisation dans CESAR-LCPC.
Finalement la simulation d'un essai pressiométrique cyclique est réalisée. Au vu des résul-
tats, une réﬂexion est menée sur la conduite à tenir dans le cas de simulation en champ
de contraintes non homogène.
2.3.1 Méthode des éléments ﬁnis
2.3.1.1 Introduction
Considérons un volume Ω de frontière Γ soumis à des forces volumiques b et à des condi-
tions aux limites en déplacement et en contrainte telles que :
u = u¯ sur Γu
σ.n = t¯ sur Γt
Γu ∪ Γt = Γ
Γu ∩ Γt = ∅
D'après les notations de [119], le principe des travaux virtuels appliqué à ce volume Ω
s'écrit (on négligera les eﬀets d'inertie) :
ˆ
Ω
δεTσdΩ =
ˆ
Ω
δuT b dΩ +
ˆ
Γt
δuT t¯dΓ , ∀δu/δu = 0 sur Γu
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où b sont les forces volumiques et δu (respectivement δε) représente le déplacement virtuel
(respectivement la déformation linéarisée associée au déplacement virtuel).
On note les approximations éléments ﬁnis des déplacements et des déplacements virtuels
par (on suppose les déplacements indépendants du temps) :
u(x) = N(x)u˜ et δu(x) = N(x)δu˜
où N correspond aux fonctions de forme et u˜ aux valeurs nodales de la fonction solution.
δε = Sδu = Bδu˜
où S représente l'opérateur gradient symétrique et B sa contrepartie discrète.
Le principe des travaux virtuels s'écrit alors :
ˆ
Ω
BTσdΩ =
ˆ
Ω
NT bdΩ +
ˆ
Γt
NT t¯dΓ
Il convient alors de résoudre :
P (σ) = F (2.5)
où P (σ) =
´
Ω
BTσdΩ et F =
´
Ω
NT bdΩ +
´
Γt
NT t¯dΓ.
La non-linéarité de la loi de comportement impose une méthode itérative de résolution.
Dans la suite, la méthode des contraintes initiales est détaillée, car l'implantation de notre
module d'homogénéisation repose sur l'utilisation de cette méthode.
2.3.1.2 Méthode des contraintes initiales
La méthode des contraintes initiales, introduite par Zienkiewicz [120] (cité par [107]),
consiste à traiter les déformations plastiques générées par le chargement comme des dé-
formations imposées. On déﬁnit alors Cεp la contrainte hors-équilibre considérée comme
une contrainte initiale. A la contrainte hors-équilibre, on associe une force hors-équilibre
F p =
´
Ω
BTCεpdΩ. En supposant la déformation totale comme la somme des déformations
élastique et plastique, l'équation (2.5) s'écrit alors :
P (σ) = F´
Ω
BT (Cεe + σ0)dΩ = F´
Ω
BTC(ε− εp)dΩ = F − ´
Ω
BTσ0dΩ´
Ω
BTCεdΩ = F − ´
Ω
BTσ0dΩ +
´
Ω
BTCεpdΩ
Ku = F − ´
Ω
BTσ0dΩ +
´
Ω
BTCεpdΩ
Ku = F − ´
Ω
BTσ0dΩ + F
p
où σ0 représente l'état de contraintes initial du sol assurant l'équilibre mécanique pour
les sols naturels au repos et K correspond à la matrice de rigidité élastique.
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Considérons la résolution à l'incrément n+ 1 en supposant connu l'état de contraintes σn,
de déformations (totales εn et plastiques ε
p
n) et les variables internes αn ainsi que l'incré-
ment de charge ∆Qn+1. On cherche à résoudre l'équation (2.6), c'est-à-dire à déterminer
∆F pn+1 et ∆un+1, tout en vériﬁant la loi de comportement.
K∆un+1 = ∆Qn+1 + ∆F
p
n+1 (2.6)
L'algorithme de résolution est présenté ﬁgure 2.27. Une interprétation graphique de la
méthode des contraintes initiales est donnée ﬁgure 2.28.
Fig. 2.27: Algorithme de résolution d'un incrément par la méthode des contraintes ini-
tiales.
Fig. 2.28: Résolution par la méthode des contraintes initiales.
L'élasticité non linéaire est traitée comme une élasticité linéaire par morceaux : la matrice
de rigidité élastique est supposée constante au cours d'un incrément.
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2.3.2 Implantation du modèle  bulle  dans le code aux
éléments ﬁnis
Dans la version de développement V4.2 CESAR-LCPC fournie par le Laboratoire Central
des Ponts et Chaussées, une  boîte à outils  pour les modèles de comportement est
introduite dans le module MCNL (Mécanique, Comportement Non Linéaire) 3. L'objectif
est de pouvoir choisir dans une bibliothèque une loi élastique X, une surface de charge
Y et un potentiel Z aﬁn de déﬁnir un modèle de comportement à la carte. Cette boîte
à outils permet de plus de traiter l'élasticité non linéaire : la matrice d'élasticité est
considérée comme constante au cours d'un incrément [13]. Le module MCNL n'est a
priori pas dédié aux simulations en conditions non drainées, puisqu'il ne permet pas
la résolution de problèmes hydromécaniques. Cependant dans le cas particulier de non-
drainage total (pas d'écoulement interne), il est possible de résoudre l'équation d'équilibre
en termes de contraintes totales tout en intégrant la loi de comportement en termes de
contraintes eﬀectives. Une explication plus détaillée est proposée dans [86]. Cette méthode
de résolution est implantée dans la version de développement fournie par le LCPC.
L'implantation du modèle  bulle  a été réalisée en suivant au mieux la structure géné-
rale du code initial. Une loi élastique non linéaire préexistante a été légèrement modiﬁée.
Le comportement élastoplastique a été implanté en tant qu'une seule fonction de charge
(la loi est associée, par conséquent la fonction de charge et le potentiel sont identiques).
Nous avons suivi la méthode adoptée dans la routine FORTRAN en champ de contraintes
homogène, en distinguant le cas où la surface cinématique est active du cas où la surface
limite est active (cf. paragraphe 1.3.3.3). Cette implantation a été validée par comparaison
des résultats obtenus avec la routine FORTRAN utilisée en champ de contraintes homo-
gène. L'intégration de cette loi de comportement est explicite et nécessite par conséquent
des incréments de chargement très petits.
2.3.3 Implantation du module d'homogénéisation
Dans le cas de l'homogénéisation, la déformation plastique ﬁnale après un grand incrément
(correspondant à Nc cycles) est connue. En eﬀet la loi de comportement homogénéisée ne
donne pas, comme c'est le cas dans les lois de comportement élastoplastiques classiques,
la déformation plastique via l'état de contraintes et les variables internes. La résolution
avec homogénéisation s'appuie sur la méthode des contraintes initiales au sens où l'on
déﬁnit un vecteur force ∆F p associé aux déformations plastiques générées pendant un
cycle. Contrairement à la méthode des contraintes initiales, les déformations plastiques
ﬁnales sont connues et permettent un schéma direct (i.e. sans itérations).
Comme précisé précédemment, nous nous intéressons au cas où Nc est un entier natu-
rel. Nous supposons que les 10 premiers cycles sont irréguliers (simulations pas à pas)
et commençons l'homogénéisation à partir du 11e`me cycle. Les champs de contraintes et
de déplacements, ainsi que les variables internes (variables d'écrouissage et champ de
déformations plastiques) sont conservés dans le ﬁchier binaire initial. Le calcul avec ho-
mogénéisation commence. A partir de l'état initial caractérisé par le ﬁchier binaire initial,
on simule pas à pas un cycle. Les champs de contraintes et de déplacements, les variables
3. Aﬁn de nous approprier les règles générales de programmation adoptées par l'équipe de développe-
ment du LCPC dans le cadre de ce module, nous nous sommes reportés au manuel [65].
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internes et le vecteur force ∆F pcycle sont conservés dans le ﬁchier binaire cycle. A partir de
l'état initial caractérisé par le ﬁchier binaire initial et des informations apportées par le
ﬁchier binaire cycle, le problème macrochronologique est résolu. Le champ des déforma-
tions plastiques et la variable d'écrouissage isotrope (nous verrons par la suite comment
sont traitées les variables d'écrouissage cinématique) sont extrapolés et actualisés selon
les équations :
εpfin = ε
p
initial +Nc · (εpcycle − εpinitial)
αfin = αinitial +Nc · (αcycle − αinitial)
Puis l'équation (2.6) est résolue. Dans ce cas, le chargement∆Q est nul puisque Nc est
un entier naturel et ∆F p = Nc · ∆F pcycle est connu d'après la simulation du cycle de
référence. La résolution de cette équation revient à faire un calcul élastique linéaire à
déformations plastiques imposées (nous verrons par la suite comment est traitée l'élasticité
non linéaire). Les champs de contraintes et de déplacements, ainsi que les variables internes
sont conservés dans le ﬁchier binaire ﬁn. Finalement le ﬁchier binaire ﬁn est copié dans
le ﬁchier binaire initial, aﬁn de réinitialiser le processus pour le calcul de l'incrément
 macrochronologique  suivant. La ﬁgure 2.29 met en évidence la structure générale
d'une simulation avec homogénéisation et la gestion des diﬀérents ﬁchiers.
Fig. 2.29: Organigramme de résolution avec homogénéisation.
Le module d'homogénéisation a été développé dans un souci de cohérence avec la structure
préexistante.
 La reprise d'un calcul pilotée par les modules INI (qui permet l'initialisation du calcul
de reprise) et STK (qui permet la mémorisation de l'état ﬁnal en vue d'un calcul de
reprise) a été complétée par un module HOM, qui permet de prendre en compte les
résultats obtenus par la simulation pas à pas du premier cycle de l'incrément (cycle de
référence) conservés dans le ﬁchier binaire cycle.
 La méthode des contraintes initiales nécessite la détermination de la force hors-équilibre
(∆F p appelée VRES dans CESAR-LCPC) à chaque itération. Nous avons donc intro-
duit une variable qui permet d'accumuler ces forces hors-équilibre et gardé en mémoire
le résultat de cette accumulation dans le ﬁchier binaire STK.
 Aﬁn d'assurer un calcul élastique linéaire alors que le ﬁchier d'entrée cycle_Nc.data
stipule une loi élastoplastique, l'intégration de la loi de comportement est modiﬁée
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ν κ λ e0 Mc p
′
c0 (kPa) R ψc ξ Rψ
0,3 0,08 0,23 1,15 1 200 0,1 1010 8 1
Tab. 2.3: Paramètres du modèle  bulle  utilisés pour la validation du module d'homo-
généisation implanté dans CESAR-LCPC en champ de contraintes homogène.
lorsque le module HOM est présent dans le ﬁchier d'entrée. Les déformations plastiques
actualisées sont directement imposées.
 L'élasticité non linéaire est traitée comme dans l'étude préalable en champ de contraintes
homogène. Lors du calcul pas à pas du premier cycle de l'incrément, la valeur du mo-
dule d'Young est, à chaque point d'intégration, accumulée, moyennée puis conservée
dans le ﬁchier binaire cycle. Elle est ensuite réinjectée lors de la résolution du problème
macrochronologique.
Du fait du modèle utilisé (modèle  bulle ), le module d'homogénéisation a dû être
complété. L'actualisation du centre de la surface cinématique est réalisée en accord avec
l'étude préalable en champ de contraintes homogène. Lors du calcul pas à pas du cycle de
référence, l'incrément de déformation plastique correspondant à la dernière itération pour
laquelle il y a plastiﬁcation est conservé, pour chaque point d'intégration, dans le ﬁchier
binaire cycle. Ces incréments sont ensuite exploités lors de la résolution du problème
macrochronologique.
Cette implantation a été validée par comparaison des résultats obtenus avec la routine
FORTRAN utilisée en champ de contraintes homogène dans le cas d'un maillage à quatre
éléments rectangulaires à 8 n÷uds. Les ﬁgures 2.30 et 2.31 représentent les évolutions de
la déformation axiale permanente et de la surpression interstitielle permanente données
par les résolutions pas à pas et avec homogénéisation (Nc = 100) avec la routine FOR-
TRAN et celles données par la résolution avec homogénéisation avec le code aux éléments
ﬁnis CESAR-LCPC. Les résultats obtenus avec une élasticité linéaire et une élasticité
non linéaire montrent une bonne adéquation. Les paramètres choisis pour les diﬀérentes
simulations sont donnés dans le tableau 2.3.
Fig. 2.30: Validation du module d'homogénéisation (Nc = 100) implanté dans CESAR-
LCPC en termes de déformation sur un essai triaxial non drainé répété (CCH - routine
pour un essai en champ de contraintes homogène et MEF - méthode des éléments ﬁnis).
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Fig. 2.31: Validation du module d'homogénéisation implanté dans CESAR-LCPC en
termes de surpression interstitielle sur un essai triaxial non drainé répété (CCH - routine
pour un essai en champ de contraintes homogène et MEF - méthode des éléments ﬁnis).
ν E (kPa) λ e0 Mc Mratio p
′
c0 (kPa) R ψc ξ Rψ
0,3 1612,5 0,23 1,15 1 1 50 0,1 1010 8 1
Tab. 2.4: Paramètres du modèle  bulle  utilisés pour la validation du module d'homogé-
néisation implanté dans CESAR-LCPC dans le cas d'un essai pressiométrique non drainé
répété.
Aﬁn de tester le module d'homogénéisation temporelle en champ de contraintes non ho-
mogène, un essai pressiométrique cyclique est simulé. Nous considérons une modélisation
axisymétrique et l'état de déformation plane dans la direction verticale. L'essai simulé est
non drainé répété : on applique un accroissement maximal de pression de 25 kPa dans la
sonde. L'état initial est considéré isotrope de contrainte moyenne eﬀective égale à 50 kPa.
Nous faisons l'hypothèse que le comportement élastoplastique ne dépend pas de l'angle de
Lode (Mratio = 1 et Rψ = 1), la version actuellement programmée dans CESAR-LCPC ne
permettant pas de prendre en compte les variations de cet angle. Aﬁn de s'aﬀranchir du
biais systématique dû à l'élasticité non linéaire, nous considérerons une élasticité linéaire.
Dans ces conditions, le tableau 2.4 renseigne les valeurs données aux diﬀérents paramètres.
La ﬁgure 2.32 représente l'évolution du rapport uperm(a)/a, où a est le rayon de la sonde et
uperm(a) le déplacement radial de la paroi à la ﬁn d'un cycle, dans les cas d'une résolution
pas à pas et d'une résolution par homogénéisation (Nc = 1 et 10). La première remarque
concerne le décalage entre les courbes numériques pas à pas et avec homogénéisation pour
Nc = 1. L'écart relatif est maximal (7%) au 100
e`me cycle. Ce décalage apparaît dès le
second incrément résolu par homogénéisation et est lié à l'actualisation du centre de la
surface cinématique. En eﬀet, en champ de contraintes non homogène, il peut exister un
point d'intégration pour lequel le comportement en ﬁn du cycle de référence est élastique.
Dans ce cas, compte tenu de ce qui a été dit précédemment concernant l'actualisation du
centre de la surface cinématique dans le cas d'une simulation avec homogénéisation, l'état
de contraintes est situé sur la surface. Dans le cas pas à pas, l'état de contraintes est situé
à l'intérieur de cette surface. Ce constat explique l'écart observé entre les courbes numé-
riques pas à pas et avec homogénéisation pour Nc = 1. Même si réaliser une simulation
avec homogénéisation pour Nc = 1 n'a aucun intérêt en termes de temps de calcul, cette
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remarque permet de distinguer diﬀérentes catégories d'erreur et par là même de mieux
les analyser pour être capable de proposer des solutions numériques eﬃcaces.
Par rapport à la résolution pas à pas, les résultats donnés par la résolution avec homogé-
néisation pour Nc = 10 surestiment le rapport uperm(a)/a de 9,7%, alors que la diﬀérence
entre les deux résolutions avec homogénéisation reste inférieure à 2,5%.
Fig. 2.32: Evolution du rapport uperm(a)/a dans le cas d'un essai pressiométrique non
drainé répété.
2.3.4 Conclusions
Basée sur la méthode des contraintes initiales, l'implantation du module d'homogénéisa-
tion dans le code CESAR-LCPC a pu être réalisée avec un minimum de modiﬁcations.
Cependant, selon le modèle de comportement utilisé, il convient d'apporter certains com-
pléments. Dans le cas présent, nous avons basé l'actualisation du centre de la surface
cinématique sur l'étude de la simulation en champ de contraintes homogène. Il semble
que le choix qui a été fait ne soit pas aussi satisfaisant dans le cas d'une simulation en
champ de contraintes non homogène. Une des perspectives de ce travail consiste à recher-
cher une règle d'actualisation qui permettrait une meilleur adéquation entre la simulation
pas à pas et la simulation avec homogénéisation pour Nc = 1.
2.4 Conclusion
Dans ce chapitre, nous avons détaillé la mise en ÷uvre de l'homogénéisation temporelle.
Dans un ordre croissant de diﬃcultés, nous avons traité d'abord le cas d'un essai en champ
de contraintes homogène, puis avons développé un module d'homogénéisation dans un
code aux éléments ﬁnis et présenté les premiers résultats relatifs à un essai pressiométrique
cyclique. Cette démarche fait apparaître deux interrogations principales.
1. Est-ce que l'existence de deux échelles de temps distinctes est assurée ? Autrement
dit est-ce que le rapport ζ = τ0/tr est suﬃsamment petit devant 1 ? Pour répondre
à ces questions, la démarche à suivre dépend de l'objectif ﬁnal. Si les résultats de
l'homogénéisation sont confrontés à un essai, alors il est possible d'évaluer le temps
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caractéristique du phénomène directement à partir de la (des) courbe(s) expérimen-
tale(s) (cf. chapitre 4). S'ils sont confrontés à une simulation, il convient de mener
une étude de sensibilité sur les paramètres et ainsi d'établir des relations entre le
temps caractéristique et ces paramètres.
2. Est-ce que le modèle de comportement retenu introduit des mécanismes particuliers
qui nécessitent des aménagements dans la résolution par homogénéisation ?
 La méthode d'homogénéisation temporelle telle qu'elle est présentée dans le cha-
pitre 1 considère un modèle de comportement à écrouissage isotrope et à élas-
ticité linéaire. Dans ce chapitre, nous utilisons deux modèles de comportement.
Contrairement à l'écrouissage introduit dans le modèle basé sur le principe de la
 bounding surface , celui utilisé dans le modèle  bulle  est isotrope et ciné-
matique. Lors de la résolution du problème macrochronologique, l'actualisation
du centre de la surface cinématique est réalisée de sorte qu'il y ait, dans le cas
d'une élasticité linéaire et d'un essai en champ de contraintes homogène, parfaite
adéquation entre la résolution pas à pas et la résolution par homogénéisation pour
Nc = 1. Au vu des résultats en champ de contraintes non homogène, il semble
qu'il soit nécessaire dans le cas du modèle  bulle  de réaliser une étude plus
systématique sur l'actualisation du centre de la surface cinématique.
 Les deux modèles étudiés introduisent une élasticité non linéaire. Lors de la résolu-
tion du problème macrochronologique, le tenseur d'élasticité est considéré comme
constant au cours d'un incrément et égal à sa moyenne sur un cycle. Cet aména-
gement introduit un biais systématique dans la résolution par homogénéisation.
Une fois que des réponses à ces interrogations ont été apportées, une étude de sensibilité
sur le paramètre Nc doit être réalisée. En eﬀet, les résultats donnés par le modèle  bulle 
montrent qu'il est diﬃcile de prédire a priori la qualité de l'approximation. Il convient
donc d'assurer un compromis satisfaisant entre la qualité de l'approximation pour un
nombre de cycles donné et le gain en temps de calcul. De plus, dans ce travail, il n'a pas été
envisagé de modiﬁer la valeur de Nc au cours de la simulation. L'augmentation progressive
de ce paramètre permettrait d'augmenter l'eﬃcacité de la méthode d'homogénéisation
temporelle. Une des perspectives de ce travail consiste à développer une méthode à pas
adaptatif.
CHAPITRE 3
Identiﬁcation de paramètres :
méthodologie et application
3.1 Introduction
Dans le chapitre précédent, nous nous sommes intéressés à la validation numérique de l'ho-
mogénéisation temporelle. L'utilisation de cette méthode pour la simulation d'ouvrages
nécessite la détermination des paramètres du modèle de comportement retenu. Cette der-
nière exige une attention toute particulière de la part de l'utilisateur car de sa qualité
dépend la ﬁabilité des calculs de dimensionnement.
L'objectif de ce chapitre consiste à proposer et à valider une méthode d'identiﬁcation de
paramètres eﬃcace et objective. Dans une première partie, la méthode proposée est dé-
taillée. Cette description s'appuie sur une étude bibliographique qui met en évidence les
diﬃcultés éprouvées lors de l'identiﬁcation de paramètres et les solutions mises en ÷uvre
pour y remédier. Dans une seconde partie, l'application de cette méthode permet d'iden-
tiﬁer les paramètres utiles pour la simulation numérique d'un ouvrage sous chargement
monotone. Nous réaliserons dans le chapitre suivant une identiﬁcation de paramètres à
partir d'essais cycliques.
3.2 Méthodologie
3.2.1 Problématique de l'identiﬁcation de paramètres
Confronté à un problème d'identiﬁcation, l'utilisateur doit s'intéresser avant tout à la si-
gniﬁcation des paramètres, leur sensibilité vis-à-vis des chemins de contraintes considérés
(celui de l'essai d'identiﬁcation et celui du calcul de dimensionnement) et leur plage de
valeurs admissibles. Hicher et Shao [40] distinguent les paramètres reliés directement au
comportement expérimental qui ont une signiﬁcation physique (par exemple le module
d'Young) des paramètres  numériques  qui n'en ont pas (par exemple les paramètres
contrôlant la forme de la surface de charge). Une détermination simple des paramètres
du premier groupe est généralement possible car elle repose sur l'exploitation de courbes
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d'essais sur des chemins particuliers via des constructions géométriques simples (tangente,
point d'inﬂexion ou asymptote). Dans le cas du second groupe, il est nécessaire de dévelop-
per de nouvelles procédures, qui analysent l'ensemble des résultats expérimentaux. Selon
le type de paramètres à identiﬁer, on peut donc utiliser des méthodes directes (analytiques
ou à base de corrélations) ou des méthodes indirectes (méthodes d'optimisation).
Les progrès en informatique ont rendu possible le développement et l'utilisation de lois
rhéologiques plus sophistiquées [96], pour lesquelles les méthodes directes sont parfois dif-
ﬁciles à mettre en place. De plus l'identiﬁcation par méthode directe est basée sur une
approche séquentielle : les paramètres sont déterminés les uns après les autres. Une er-
reur même faible sur l'un d'entre eux peut inﬂuencer signiﬁcativement les autres [75].
Dans la suite, nous nous intéresserons seulement aux méthodes indirectes, qui permettent
de traiter l'ensemble des paramètres et des mesures simultanément. Le lecteur intéressé
par les méthodes directes pourra se référer à [40]. Les méthodes indirectes consistent à
trouver les paramètres du modèle qui assurent la meilleure adéquation entre les résultats
expérimentaux et analytiques/numériques le long d'un chemin de contraintes déﬁni par
l'essai. Cette recherche, si elle n'est pas dirigée par un processus d'optimisation, est ap-
pelée calage. Dans ce cas, l'analyse est souvent lourde, peu objective et pas exhaustive.
L'utilisation d'un processus d'optimisation rend la recherche plus objective. On parle alors
d'analyse inverse.
3.2.2 Identiﬁcation par analyse inverse : un problème
d'optimisation
3.2.2.1 Principe
L'analyse inverse consiste à déterminer les paramètres du modèle qui minimisent une
certaine fonction, appelée fonction coût ou fonction erreur (ou même parfois fonction ob-
jectif). Cette fonction mesure l'écart entre des résultats expérimentaux à partir desquels
on veut identiﬁer les paramètres et des résultats analytiques/numériques qui simulent les
essais sélectionnés. La nature de la simulation (analytique ou numérique) dépend essen-
tiellement de la complexité du modèle de comportement et des conditions aux limites.
Dans la suite, en raison de l'essor des méthodes numériques et aﬁn d'alléger la rédac-
tion, nous utiliserons le terme  simulation  pour désigner une simulation numérique et
préciserons  simulation analytique  le cas échéant.
3.2.2.2 Un problème généralement mal posé
Avant de chercher à résoudre le problème inverse, il est nécessaire de le formuler. Pour ce
faire, il convient dans un premier temps de déﬁnir la (ou les) courbe(s) expérimentale(s)
que l'on souhaite exploiter et les paramètres que l'on souhaite identiﬁer. D'une part,
il faut discerner les paramètres déterminants dans la simulation de l'ouvrage que l'on
souhaite dimensionner. D'autre part, il faut vériﬁer que l'identiﬁcation de ces paramètres
déterminants est possible à partir des essais retenus, c'est-à-dire que leur sensibilité est
suﬃsante. Dans un second temps, la connaissance a priori du comportement du sol et/ou
bien l'exploitation directe des courbes d'essais supplémentaires permettent de déﬁnir les
domaines admissibles pour les diﬀérents paramètres. Nous verrons au paragraphe 3.3
comment appliquer ces propos.
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Malgré ce travail préalable, le problème tel qu'il est formulé ici reste un problème mathé-
matique généralement mal posé, dans la mesure où l'existence et l'unicité de la solution ne
sont pas assurées. Concernant l'existence de solution, on peut imaginer que le modèle ne
puisse pas reproduire l'essai, compte tenu de ses imperfections ou des erreurs de mesure et
de simulation. Cette diﬃculté peut être surmontée en autorisant une certaine erreur sur
la fonction coût. Le problème de l'unicité peut être d'ordre mathématique ou physique.
D'une part, le problème inverse peut générer des solutions mathématiques physiquement
inacceptables, que l'utilisateur doit éliminer [96]. D'autre part, plusieurs jeux de para-
mètres peuvent conduire sensiblement aux mêmes courbes numériques. Ce problème est
accentué dans le cas où l'on accepte une certaine erreur sur la fonction coût.
3.2.2.3 Choix de la fonction coût et de la méthode d'optimisation
La fonction coût mesure l'écart entre les résultats expérimentaux et numériques et doit
par conséquent converger vers 0 lorsque la courbe numérique tend vers la courbe expéri-
mentale. Elle est traditionnellement déﬁnie par l'équation :
Ferr(x, p) =
[
N∑
i=1
ωi|diexp − dinum(x, p)|m
]1/m
(3.1)
où Ferr est la fonction coût
N ∈ N? est le nombre de valeurs comparées ; m ∈ N?
x est le vecteur des variables de décision ou variables d'optimisation. Dans le cas de
l'analyse inverse, il correspond au vecteur des paramètres à identiﬁer.
p est le vecteur des paramètres ﬁxes
diexp est la i
e`me composante du vecteur des valeurs expérimentales, dinum est la i
e`me com-
posante du vecteur des valeurs numériques
ωi est la i
e`me composante du vecteur poids ω.
Le vecteur poids ω permet d'augmenter ou de diminuer le poids d'une composante de
l'écart entre les valeurs expérimentales et numériques vis-à-vis des autres composantes
et ainsi de contrôler l'importance de chaque point de mesure. Il peut être fonction de la
valeur mesurée ou de l'erreur estimée associée à la mesure [40].
Le choix de la valeur de m peut inﬂuencer la recherche de la solution inverse et rendre
subjective la démarche. En eﬀet, Marescot [58] indique que la norme quadratique L2 (m =
2), qui correspond à la méthode des moindres carrés, suppose une distribution gaussienne
de l'erreur sur les données. Cette caractéristique rend la norme quadratique parfois peu
robuste car très sensible à un petit nombre d'erreurs importantes [109]. C'est pourquoi il
est nécessaire dans ce cas de supprimer les mesures trop écartées de la distribution, qui
auraient une grande inﬂuence sur la fonction erreur. Dans le cas de données fortement
perturbées, l'utilisation des normes L1 (m = 1) ou L0,5 (m = 0,5) donne de meilleurs
résultats. De la même façon, l'utilisation de la norme L∞ (m = ∞) (Eq. 3.2) assure une
valeur minimale pour chacune des composantes de l'écart entre les valeurs expérimentales
et numériques et doit donc être évitée dans le cas d'un point de mesure isolé.
Ferr(x, p) = maxi∈[1,N ]
[
ωi‖diexp − dinum(x, p)‖
]
(3.2)
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Le processus d'identiﬁcation des paramètres est intimement lié à la forme de la fonction
coût. A priori la fonction coût telle qu'elle est déﬁnie peut présenter plusieurs minima :
un minimum global et des minima locaux. Par ailleurs, compte tenu des imperfections
du modèle de comportement, des erreurs de mesure et de simulation, on peut s'interroger
sur la signiﬁcation de ces minima (locaux et globaux). Ces deux remarques mettent en
évidence deux diﬃcultés majeures dans le processus d'identiﬁcation. La première diﬃculté
concerne la recherche systématique et mathématique du minimum global. Selon la forme
de la fonction coût, elle est parfois délicate. Par exemple, la présence d'un plateau autour
du minimum global ou le nombre important de minima locaux peut aﬀecter la recherche
du minimum global. Des méthodes d'optimisation adaptées sont nécessaires. La seconde
diﬃculté est liée non pas au problème mathématique d'optimisation mais au problème
physique d'identiﬁcation. Parmi les solutions mathématiques proposées par les méthodes
d'optimisation, l'utilisateur doit déterminer les meilleurs paramètres en mobilisant son
savoir-faire et sa connaissance du terrain. Il est donc souhaitable que les méthodes d'op-
timisation proposent une large gamme de solutions au problème inverse.
3.2.2.4 L'analyse inverse en géotechnique
Les simulations réalisées dans le cadre d'une analyse inverse sont analytiques ou numé-
riques (le plus souvent via la méthode des éléments ﬁnis). Dano [17] et Pons et Elorza [82]
utilisent une solution analytique de l'essai pressiométrique pour identiﬁer les paramètres
de sols. Cependant dans la plupart des cas, on privilégie une simulation numérique par la
méthode des éléments ﬁnis, qui rend possible la résolution de problèmes aux limites plus
complexes [117, 53].
Les essais exploités dans le cadre d'une analyse inverse peuvent être des essais en labora-
toire ou in situ. Les essais en laboratoire ont l'avantage de permettre un meilleur contrôle
des conditions expérimentales. Ils sont d'ailleurs le plus souvent des essais homogènes en
contraintes et en déformations, ce qui facilite leur exploitation et rend parfois inutile la
mise en place d'une analyse inverse au vu de ce qui a été dit au paragraphe 3.2.1. Cepen-
dant dans le cas de modèles de comportement complexes, l'analyse inverse peut s'avérer
nécessaire. Les essais en laboratoire font souvent appel à des échantillons remaniés. On
peut donc s'interroger sur la représentativité du sol, tout particulièrement sur le compor-
tement du sol au début de l'essai. Une identiﬁcation des paramètres d'élasticité à partir
d'un essai en laboratoire peut se révéler délicate. En revanche, on peut supposer que, sous
certaines conditions, les paramètres liés à la rupture peuvent être identiﬁés correctement.
Si un bon contrôle des conditions expérimentales est assuré, les essais in situ ont sans
doute un rôle à jouer dans l'identiﬁcation de paramètres.
En ce qui concerne le choix de la fonction erreur, une large majorité des auteurs utilisent
la méthode des moindres carrés avec des coeﬃcients de pondération égaux à 1 [28, 82, 4].
Sur la base de cette méthode, Levasseur [52] propose une pondération ω :
ωi =
1
N(∆di)2
où ∆di = ε+αdiexp représente l'erreur expérimentale et/ou numérique au point de mesure
expérimental i. ε caractérise une valeur absolue, α une valeur relative adimensionnelle.
Généralement ces paramètres sont reliés aux erreurs des instruments de mesure. Levasseur
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montre que le choix de ces paramètres détermine la topologie de la fonction erreur et par là
même a des conséquences sur l'optimisation. Pal et al. [75] proposent de déﬁnir la fonction
erreur comme le rapport de l'aire entre les courbes expérimentale et numérique sur l'aire
du rectangle formé par les valeurs maximales et minimales en abscisse et en ordonnée
obtenues expérimentalement (Fig. 3.1). Aﬁn d'améliorer l'eﬃcacité de la fonction coût,
ils ajoutent un système de pénalité. Les valeurs ﬁnales expérimentale et numérique sont
comparées et plus la diﬀérence est grande, plus le terme de pénalité ajouté à la fonction
coût est élevé.
Fig. 3.1: Une déﬁnition possible de la fonction erreur (d'après Pal et al. [75]).
Certains auteurs [27, 49, 50, 109, 96] ont utilisé une approche probabiliste aﬁn de prendre
en compte les incertitudes expérimentales et/ou une connaissance a priori des paramètres
des modèles rhéologiques. Cette méthode consiste à formuler le problème inverse non plus
comme la recherche du jeu de paramètres qui minimise l'écart entre les valeurs expéri-
mentales et numériques, mais comme la recherche du jeu de paramètres qui maximise la
probabilité de réaliser la mesure expérimentale. C'est pourquoi cette approche est parfois
appelée l'approche du maximum de vraisemblance ( maximum likelihood method ). De
plus, cette méthode permet de déterminer l'incertitude sur les paramètres estimés.
Traditionnellement en géotechnique les analyses inverses sont menées sur un seul résul-
tat expérimental, c'est-à-dire que l'analyse inverse revient à déterminer les paramètres
qui minimiseront l'écart entre les valeurs expérimentales d'une courbe expérimentale et
les valeurs numériques associées. Une seule fonction erreur est déﬁnie. Cependant nous
verrons au paragraphe 3.2.3.2 quels sont les avantages à déﬁnir plusieurs fonctions erreur
et donc à utiliser plusieurs résultats expérimentaux simultanément. Il convient de noter
qu'ils peuvent être issus soit d'un seul essai (par exemple dans le cas d'un essai triaxial
les courbes donnant le déviateur des contraintes en fonction de la déformation axiale et
la déformation volumique en fonction de la déformation axiale), soit de plusieurs essais
sur un même matériau (par exemple dans le cas de plusieurs essais triaxiaux à diﬀérentes
contraintes de conﬁnement les courbes donnant le déviateur des contraintes en fonction
de la déformation axiale).
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3.2.3 Méthodes d'optimisation
Une attention toute particulière est portée aux méthodes d'optimisation. Leur eﬃcacité,
i.e. leur capacité à donner des résultats ﬁables et précis avec un faible coût de calcul, est
déterminante. Pour ce faire, elles doivent être adaptées au caractère mal posé du problème
inverse. Dans la suite, des algorithmes sont présentés, soit parce qu'ils sont traditionnel-
lement utilisés en géotechnique, soit parce qu'ils sont à l'origine d'avancées signiﬁcatives,
soit parce qu'ils apparaissent comme prometteurs dans le cadre d'une analyse inverse.
L'objectif n'est pas d'en faire une liste, mais de comprendre les avantages et les inconvé-
nients de chacun, aﬁn d'établir dans les grandes lignes la méthodologie à mettre en place
pour choisir l'algorithme adéquat en fonction d'un problème donné.
3.2.3.1 Analyse inverse à partir d'un seul résultat expérimental :
Optimisation mono-objectif
3.2.3.1.1 Formulation et terminologie
La formulation générique d'un problème d'optimisation s'écrit :

x∗/Ferr(x∗) = minx∈E Ferr(x)
xli ≤ xi ≤ xui i = 1, ..n
hj(x) = 0 j = 1, ..J
gk(x) ≤ 0 k = 1, ..K
où Ferr est la fonction coût à minimiser
x est le vecteur des n variables de décision ou variables d'optimisation (vecteur des para-
mètres à optimiser)
xli et x
u
i sont les bornes inférieure et supérieure de la variable xi. Ces bornes déﬁnissent
l'espace de décision (ou l'espace des paramètres dans le cas d'une analyse inverse) E.
L'image par la fonction coût Ferr de l'espace de décision E est inclus dans l'espace des
critères. Dans le cas d'une optimisation mono-objectif, l'espace des critères se réduit à un
espace à une dimension.
h(x) est le vecteur contraintes d'égalité, J est le nombre de contraintes d'égalité.
g(x) est le vecteur contraintes d'inégalité, K est le nombre de contraintes d'inégalité.
Dans le cas particulier de l'analyse inverse, on peut imaginer des corrélations entre les pa-
ramètres à optimiser (Eq. 3.3), respectivement des conditions qui sont nécessairement
vériﬁées par les paramètres (Eq. 3.4). Celles-ci peuvent être interprétées comme des
contraintes d'égalité, respectivement comme des contraintes d'inégalité du problème d'op-
timisation.
ψ = ϕ− 30 en degrés (3.3)
où ψ et ϕ sont respectivement les angles de dilatance et de frottement interne (par exemple
dans le cas d'une loi élastique parfaitement plastique de type Mohr-Coulomb)
ϕcar ≤ ϕp (3.4)
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où ϕcar et ϕp sont respectivement les angles liés à l'état caractéristique et à l'état de
résistance maximale.
Une solution est dite faisable si elle vériﬁe toutes les contraintes du problème.
Notons que le fait de considérer des contraintes de type  inférieur-ou-égal  (et non pas
des contraintes de type  supérieur-ou-égal ) et la minimisation d'une fonction (et non
pas sa maximisation) n'entame en rien la généralité du problème d'optimisation. Dans la
suite, on ne s'intéressera pas au traitement des contraintes d'un problème d'optimisation
ceci par souci de clarté et parce qu'aucune contrainte n'est déﬁnie dans les applications.
On pourra remarquer que la corrélation (3.3) est utilisée dans l'application présentée au
paragraphe 3.3. Cependant elle est utilisée aﬁn de diminuer le nombre de paramètres et
non pas traitée comme une contrainte d'égalité.
La suite de ce paragraphe est consacrée à la présentation de méthodes d'optimisation.
Parmi les nombreuses classiﬁcations possibles, nous avons retenu la distinction détermi-
niste/stochastique. Deux raisons ont motivé notre choix. Premièrement cette classiﬁcation
apparaît comme intuitive, dans la mesure où la compréhension de la méthode permet de
suite de classer cette méthode dans la bonne catégorie. Il n'est pas nécessaire d'avoir une
vue d'ensemble des méthodes, comme cela peut être le cas avec d'autres classiﬁcations
qui seront présentées en conclusion (cf. paragraphe 3.2.3.1.5). Deuxièmement cette clas-
siﬁcation met en avant une caractéristique fondamentale des méthodes. L'utilisation de
procédures stochastiques peut s'avérer déterminante en optimisation, dans la mesure où
l'on accepte l'introduction du hasard. Nous verrons dans la suite comment ce hasard est
contrôlé et comment parfois il permet de  sortir d'un mauvais pas .
3.2.3.1.2 Méthodes déterministes
Méthodes de gradient
Les méthodes de gradient ne peuvent être utilisées que dans le cas de fonctions coût
continues et dérivables. Ce sont des méthodes itératives qui utilisent le calcul des dérivées.
Pour les méthodes de plus grande pente et du gradient conjugué, on détermine le vecteur
des paramètres à l'itération k + 1 par :
xk+1 = xk + αkdk (3.5)
où xk(k ∈ N) est le vecteur des paramètres à optimiser à l'itération k du processus
d'optimisation, dk la direction de déplacement et αk le pas à déﬁnir.
Méthode de la plus grande pente ou méthode du gradient à pas optimal
Il s'agit de la méthode la plus classique pour minimiser une fonction de plusieurs variables
[15]. La direction de déplacement est choisie comme étant la direction de plus grande pente.
Elle correspond à la direction opposée au gradient de la fonction coût Ferr.
dk = −gradFerr(xk) (3.6)
A la ke`me itération, la direction dk est donc déterminée par l'équation (3.6). Il s'agit ensuite
de déterminer αk. En posant φk(αk) = Ferr(x
k − αkgradFerr(xk)), on peut déterminer la
longueur de pas αk, qui minimise la fonction φk. Cette recherche de αk est un problème
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de minimisation unidimensionnelle. Pour résoudre ce problème, Culioli [15] propose des
méthodes qui supposent l'unimodalité 1 de la fonction, telles que la méthode de dichotomie
ou la méthode de la section dorée, et des méthodes qui supposent la continuité ou la
dérivabilité de la fonction, telles que la méthode de Newton-Raphson ou la méthode de
la sécante. On se contentera ici de les mentionner, le lecteur intéressé pourra se référer à
[15]. La ﬁgure 3.2 présente de manière très schématique le principe de la méthode.
Le test d'arrêt du processus itératif de la minimisation multidimensionnelle peut dépendre
de la norme du gradient ou bien du comportement de la suite (xk)k∈N.
Le principal inconvénient de cet algorithme réside dans sa vitesse de convergence parfois
lente. En eﬀet, la minimisation de la fonction φk se traduit nécessairement par la relation
suivante :
∂φk
∂αk
=
(
dk
)T
.gradFerr(x
k + αkdk) =
(
dk
)T
.dk+1 = 0
Les directions de déplacement successives sont donc nécessairement orthogonales. Il y a
convergence  en zigzag .
Une variante de cette méthode consiste à ﬁxer a priori la valeur du paramètre du pas
constant αk. Cependant il est généralement diﬃcile de déterminer cette valeur tout en
assurant une convergence  rapide .
Fig. 3.2: Principe de la méthode de la plus grande pente.
Méthode du gradient conjugué
La méthode du gradient conjugué a été initialement développée pour des fonctions qua-
dratiques de la forme :
Ferr(x) =
1
2
xTAx+ bTx+ c
où x est le vecteur des paramètres à n composantes, A une matrice symétrique n x n, b
un vecteur constant à n composantes et c un scalaire.
Contrairement à la méthode de la plus forte pente, la direction de déplacement ne dépend
pas seulement du gradient de Ferr à l'itération donnée, mais aussi de la direction de
déplacement à l'itération précédente. La ﬁgure 3.3 présente de manière très schématique
le principe de la méthode. Les vecteurs de direction de déplacement dk sont construits
de sorte qu'ils soient conjugués par rapport à A, c'est-à-dire que la relation suivante soit
vériﬁée :
∀i ∈ [0, k], ∀j ∈ [0, k], i 6= j, dTi Adj = 0
1. Déﬁnition [15] : Soit f une fonction numérique déﬁnie sur [a, b] et soit x∗ l'argument de son minimum
sur cet intervalle (f(x∗) = miny∈[a,b]f(y)). On dit que f est unimodale sur[a, b], si elle est strictement
monotone décroissante sur [a, x∗[ et strictement monotone croissante sur [x∗, b[.
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où k est l'itération courante.
Théoriquement, cet algorithme converge en n itérations. En pratique, les erreurs d'arrondi
sont telles que le nombre d'itérations augmente légèrement.
Initialement dédiée aux fonctions quadratiques, cette méthode a été étendue aux fonctions
plus générales. Notons par exemple les apports de Fletcher et Reeves (1964) et de Polak et
Ribière (1971) (cités par [15]). Son principal avantage réside dans le nombre relativement
faible de calculs nécessaires par rapport aux autres méthodes, comme celle de Newton,
même si le nombre d'itérations est plus élevé.
Fig. 3.3: Principe de la méthode du gradient conjugué.
Méthode de Newton
La méthode de Newton est une généralisation multidimensionnelle de la méthode Newton-
Raphson appliquée à la recherche des racines du gradient de la fonction coût Ferr, condition
nécessaire d'optimalité. En eﬀet, elle consiste à faire une approximation Jk de la fonction
coût par un développement de Taylor au voisinage du point xk et à la minimiser.
Jk(x) = Ferr(x
k)+gradFerr(x
k)T .(x−xk)+ 1
2
(x−xk)TF ′′err(xk)(x−xk) au voisinage de xk
où F ′′err est la matrice Hessienne de la fonction coût Ferr.
La condition nécessaire d'optimalité s'écrit au second ordre :
F ′′err(x
k) (xk+1 − xk) + gradFerr(xk) = 0
soit
F ′′err(x
k) xk+1 = F ′′err(x
k) xk − gradFerr(xk)
L'application de cette méthode à des fonctions quadratiques garantit une convergence en
une seule itération. Dans le cas où la matrice Hessienne n'est pas déﬁnie positive, il est
possible que la direction de déplacement ne soit pas une direction de descente (cas de
points selles ou maxima locaux).
Marquardt [60] propose de remédier à ce problème en déterminant la direction de déplace-
ment à la fois selon la méthode de Newton et la méthode de plus grande pente. Au début
de l'algorithme, le terme correspondant à la méthode de la plus grande pente prévaut et
permet de s'aﬀranchir du caractère non déﬁni positif de la matrice Hessienne. Peu à peu
la méthode de la plus grande pente devient moins performante et le terme correspondant
est diminué aﬁn de procéder selon la méthode de Newton. On peut considérer cette mé-
thode comme la méthode de Newton restreinte à une région de conﬁance, pour laquelle
l'approximation quadratique est supposée valable. Cette méthode est appelée aujourd'hui
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Fig. 3.4: Principe de la méthode de Newton.
méthode de Levenberg-Marquardt. La ﬁgure 3.4 présente de manière très schématique le
principe de la méthode.
Méthodes quasi-newtoniennes
Le principal inconvénient de la méthode de Newton réside dans le volume important de
calculs, même si le nombre d'itérations avant la convergence reste faible. Ceci est dû
au calcul de la matrice Hessienne. C'est pourquoi diﬀérentes méthodes, dites méthodes
quasi-newtoniennes, ont été développées : elles ne nécessitent ni le calcul de la matrice
Hessienne, ni celui de son inverse, mais seulement celui du gradient de la fonction coût
Ferr. Le calcul de l'inverse de la matrice Hessienne de la fonction Ferr est remplacé par
l'actualisation à chaque itération d'une matrice approchée. Les méthodes de Davidon-
Flechter-Powell (DFP, 1971) et de Broyden-Fletcher-Goldfarb-Shanno (BFGS, 1970) sont
deux variantes des méthodes quasi-newtoniennes. Le lecteur intéressé pourra se référer à
[15]. La ﬁgure 3.5 présente de manière très schématique le principe de la méthode.
Fig. 3.5: Principe des méthodes quasi-newtoniennes.
Algorithme du simplexe
L'algorithme du simplexe a été proposé par Nelder et Mead [70]. D'un point de vue
géométrique, un simplexe est un polyèdre convexe dans un espace à n dimensions ayant
n+ 1 points extrêmes (n nombre de paramètres à optimiser). Le principe de l'algorithme
consiste à modiﬁer le simplexe de départ en fonction des valeurs de la fonction coût
à ses sommets en utilisant une des trois opérations suivantes : réﬂexion, expansion ou
contraction. Au cours du processus itératif, le simplexe s'adapte au relief de la fonction
coût, pour ﬁnalement se contracter autour d'un optimum. La ﬁgure 3.6 représente le
diagramme de construction d'un simplexe à partir des diﬀérentes opérations dans le cas
de trois paramètres à optimiser (n = 3). Notons les valeurs usuelles des coeﬃcients de
réﬂexion α = 1, de contraction β = 1/2 et d'expansion γ = 2. Puisque l'on compare les
valeurs de la fonction coût (évaluées sans calcul de gradient), cet algorithme est robuste 2.
Le critère de convergence peut porter sur la taille du simplexe ou sur l'amélioration
apportée à la fonction coût.
2. Nous utiliserons la déﬁnition donnée par Renders [90] : la robustesse est la capacité d'un algorithme
à résoudre une grande gamme de problèmes.
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Fig. 3.6: Principe de la méthode du simplexe (d'après une idée originale de Nelder et
Mead [70]).
Réseaux de neurones artiﬁciels
Les réseaux de neurones visent à reproduire le fonctionnement du cerveau humain, dont
une vision très schématique est donnée par Alliot et Schiex [2]. Le cerveau est constitué
de neurones. Un neurone est constitué d'un noyau, de dendrites et d'un axone. Un inﬂux
nerveux est acheminé par chaque dendrite jusqu'au noyau. Le noyau interprète ces dif-
férents inﬂux nerveux et génère (ou pas) un nouvel inﬂux nerveux transmis à, puis par,
l'axone. L'interprétation des inﬂux nerveux peut se modéliser comme la somme pondérée
de ces inﬂux. Si la somme de ces inﬂux est supérieure à un certain seuil, alors un inﬂux
est transmis à l'axone ; sinon aucun inﬂux n'est transmis. L'axone peut ensuite soit se
diviser en plusieurs ﬁlaments qui sont reliés à des dendrites par des synapses appartenant
à d'autres neurones, soit être relié directement à un élément moteur (muscle par exemple).
Au vu de cette description, McCulloch et Pitts [63] (cités par [2]) ont proposé un modèle
mathématique du neurone :
O = f(
∑
i
WiIi) (3.7)
où Ii ∈ R est la ie`me entrée du neurone
Wi ∈ R est le poids correspondant à la ie`me entrée
O ∈ R est la sortie du neurone
f est une fonction seuil déﬁnie sur R vériﬁant f(x) = 1 si x > θ, f(x) = 0 sinon, où θ ∈ R
valeur du seuil.
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A partir de ce modèle, de nombreuses variantes des réseaux de neurones ont été dévelop-
pées. Nous nous intéresserons aux réseaux de neurones non bouclés (ou à sens unique)
à apprentissage supervisé non adaptatif, parce qu'ils semblent fondamentaux à la bonne
compréhension du fonctionnement des réseaux de neurones et qu'ils sont suﬃsants pour
comprendre l'intérêt que peuvent avoir les réseaux de neurones dans l'identiﬁcation de
paramètres. Pour plus de détails sur les autres types de réseaux de neurones, le lecteur
pourra se référer à [2, 22].
Un réseau de neurones non bouclé est composé de n entrées xi, de Nc neurones cachés et de
NO neurones de sortie. Un réseau à couches (une couche de neurones cachés et une couche
de neurones de sortie) présenté ﬁgure 3.7 possède trois entrées, deux neurones cachés et
deux neurones de sortie. Dans chaque neurone sont mémorisés les poids synaptiques wi (en
référence aux synapses biologiques). La variable de sortie de chaque neurone est donnée
par l'équation (3.8), modiﬁcation légère de l'équation historique (3.7) 3.
O = f(
n∑
i=1
wixi + w0) (3.8)
où w0 ∈ R joue le rôle de biais, n correspond au nombre d'entrées du neurone.
f est appelée fonction d'activation. Cette fonction est généralement une fonction sig-
moïde 4 symétrique par rapport à l'origine, qui permet d'activer ou pas le neurone.
L'utilisation des réseaux de neurones non bouclés à apprentissage supervisé non adap-
tatif comporte deux étapes. La première étape concerne l'apprentissage, qui consiste à
déterminer les poids synaptiques wi à partir de N problèmes exemples. Dans le cas d'ap-
prentissages non adaptatifs, on cherche à estimer les poids synaptiques qui minimisent
l'écart entre les valeurs de sortie exemples et les valeurs de sortie calculées par le ré-
seau de neurones. On déﬁnit une fonction coût au sens des moindres carrés. La fonction
coût totale qui tient compte de l'ensemble des problèmes exemples est la somme des
fonctions coût partielles qui tiennent compte d'un problème exemple. Le gradient de la
fonction coût totale peut être calculé eﬃcacement par l'algorithme de rétropropagation.
Ensuite des méthodes d'optimisation de gradient peuvent être utilisées. Dreyfus et al.
[22] privilégient les méthodes BFGS et Levenberg-Marquardt. On peut vériﬁer la qualité
de l'apprentissage en proposant des problèmes exemples supplémentaires. Cette première
étape est primordiale car de la qualité de l'apprentissage dépend la qualité des résultats
ﬁnaux. Les réseaux de neurones ne peuvent mobiliser que les informations contenues dans
les problèmes exemples. Pendant cette première phase, les réseaux de neurones élaborent
des relations entre les données d'entrée et les données de sortie du problème. La deuxième
étape consiste à proposer aux réseaux de neurones des problèmes pour lesquels l'utilisateur
ne connaît pas les solutions.
Appliquons cette méthodologie au problème de l'analyse inverse. La phase d'apprentissage
consiste donc à élaborer, puis générer des problèmes exemples par simulation directe de
l'essai pour diﬀérents jeux de paramètres, à les soumettre à un réseau de neurones et
3. En réalité, il existe un autre type de paramétrage couramment utilisé pour la fonction f , dans
lequel les paramètres n'interviennent plus sous la forme d'une combinaison linéaire pondérée. Cependant
Dreyfus et al. [22] précisent qu'à l'heure actuelle il n'y a aucun avantage mathématiquement démontré
à utiliser un type de neurones plutôt que l'autre. C'est pourquoi on se limitera ici à la présentation du
paramétrage  historique . Le lecteur intéressé pourra se référer à [22].
4. fonction en forme de  s 
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ﬁnalement à contrôler ses acquis. La seconde phase consiste à fournir au réseau de neurones
la courbe expérimentale à partir de laquelle on souhaite déterminer les paramètres du
modèle et à recueillir le jeu de paramètres résultat. Dans le cas de l'analyse inverse,
les données d'entrée du réseau de neurones peuvent être considérables et on peut être
amené à réduire le nombre de valeurs d'entrée. Pour ce faire, il est possible de traiter
au préalable les données de manière statistique en faisant une analyse en composantes
principales (ACP) [22]. La ﬁgure 3.7 schématise le principe d'identiﬁcation de paramètres
avec les réseaux de neurones.
Fig. 3.7: Principe d'identiﬁcation par réseaux de neurones.
La présentation des réseaux de neurones telle qu'elle a été faite ici peut donner lieu à
deux remarques principales sur leur place dans le paragraphe des méthodes d'optimisation
déterministes.
1. Les réseaux de neurones artiﬁciels, tels qu'ils sont présentés dans ce paragraphe, ne
correspondent pas à une méthode d'optimisation. Leur utilisation décrite ici suppose
la déﬁnition au préalable d'une loi de comportement et c'est à ce titre qu'ils ont été
ajoutés dans cet état de l'art. Notons que des réseaux de neurones bouclés sans
apprentissage peuvent être utilisés comme des méthodes d'optimisation [22]. Dans
ce cas, les poids synaptiques doivent être déterminés au préalable et les valeurs
initiales d'entrée et de sortie de chaque neurone sont déﬁnies aléatoirement. Le réseau
de neurones bouclé va converger progressivement vers un état stable dans lequel les
entrées et les sorties des neurones ne varient plus. Cet état stable peut être interprété
comme un minimum de l'énergie du système (analogue à la fonction coût) 5. Dreyfus
et al. [22] précisent que cette méthode d'optimisation est généralement utilisée pour
5. On retrouvera cette analogie avec l'énergie dans la méthode du recuit simulé (cf. paragraphe
3.2.3.1.3).
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résoudre des problèmes de théorie des graphes. Le lecteur comprendra alors, que
cette méthode ne soit pas plus développée dans le cadre de ce travail sur l'analyse
inverse.
2. Les réseaux de neurones ont été classés dans les méthodes déterministes. En eﬀet,
le comportement des réseaux est complètement déterminé à partir du moment où
le programme d'apprentissage est ﬁxe. Trois réﬂexions viennent cependant atténuer
cette position.
 Premièrement l'utilisateur est libre de choisir les exemples d'apprentissage. Le
choix de ces exemples est, nous l'avons dit, déterminant pour la prédiction des
paramètres à partir de la courbe expérimentale. Si le plan d'expériences numé-
riques est établi de façon probabiliste, alors on peut considérer les réseaux de
neurones comme une méthode stochastique.
 Deuxièmement la recherche des poids adéquats au cours de la phase d'apprentis-
sage nécessite la résolution d'un problème d'optimisation. Des méthodes d'opti-
misation stochastiques (cf. paragraphe 3.2.3.1.3) pourraient être mises en ÷uvre.
 Troisièmement il est possible de mettre en ÷uvre des lois probabilistes au sein
même des réseaux de neurones (cf. machines de Boltzmann par exemple [22]).
Conclusions
Les méthodes de gradient, et dans une moindre mesure la méthode du simplexe, sont
qualiﬁées de méthodes locales, car elles exploitent l'information obtenue localement. Sauf
cas particulier où la fonction coût est unimodale et extrêmement régulière, les résultats
d'optimisation dépendent de l'initialisation du processus. Selon les valeurs initiales et la
forme de la fonction coût, elles peuvent conduire à la détermination de minima locaux.
Pour s'aﬀranchir de ce problème, l'utilisateur doit eﬀectuer plusieurs calculs d'optimi-
sation avec des initialisations diﬀérentes aﬁn de s'assurer que le minimum détecté est
bien global. Parmi les méthodes présentées, l'algorithme du simplexe apparaît comme le
plus robuste, mais aussi comme moins rapide que les méthodes quasi-newtoniennes par
exemple [90].
Les réseaux de neurones tels qu'ils sont utilisés pour l'identiﬁcation de paramètres ne
résolvent pas un problème d'optimisation. Leur ﬁabilité 6 dépend directement de la qualité
de l'apprentissage.
3.2.3.1.3 Méthodes stochastiques
Recuit simulé
Kirkpatrick et al. [47] développent un algorithme d'optimisation appelé recuit simulé à
partir des travaux de Metropolis et al. [66]. Ces derniers proposent un algorithme qui
permet de simuler eﬃcacement un ensemble d'atomes en équilibre à une température
donnée. Grâce à cet algorithme original, la méthode du recuit simulé peut ainsi reproduire
le phénomène physique de recuit, c'est-à-dire le chauﬀage, le maintien en température puis
le refroidissement d'une pièce métallique. Cette technique est utilisée aﬁn de modiﬁer les
caractéristiques d'un métal, de sorte qu'il atteigne une énergie plus faible qu'initialement.
Dans la méthode d'optimisation du recuit simulé, la fonction coût joue un rôle analogue
6. Nous utiliserons la déﬁnition donnée par Renders [90] : la ﬁabilité est la capacité d'un algorithme
à découvrir l'optimum global
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à l'énergie du système. Il faut déﬁnir une variable T , analogue à la température, qui
contrôle l'état d'avancement du processus ainsi qu'une loi d'évolution de cette variable
décroissante, qui peut être écrite sous la forme d'une suite géométrique dont la valeur
initiale et la raison sont ﬁxées [47].
L'algorithme est initialisé par un vecteur x0 contenant les variables de décision initiales,
i.e. dans le cadre de l'analyse inverse un vecteur contenant les paramètres initiaux. A une
itération k, ce vecteur xk subit une légère modiﬁcation aléatoire. La fonction coût est
évaluée pour le nouveau vecteur xk,trial. Deux possibilités sont à envisager : soit la valeur
de la fonction coût de xk,trial est plus faible que celle de xk, soit elle est plus grande. Dans
le premier cas, le nouveau vecteur est automatiquement conservé (xk+1 = xk,trial). Dans
le second cas, la probabilité que cette modiﬁcation soit acceptée vaut :
P (∆Ferr, T ) = e
−∆Ferr
T
où ∆Ferr = Ferr(x
k,trial)− Ferr(xk).
Si cette modiﬁcation n'est pas acceptée, le vecteur xk est de nouveau modiﬁé aléatoire-
ment.
Par conséquent, à dégradation de la fonction coût constante, plus le processus de recherche
est avancé, moins un vecteur modiﬁé xk,trial a de chance d'être accepté. Autrement dit, si
la température diminue  suﬃsamment lentement  7, il devient possible de ne pas rester
 piégé  dans un minimum local et progressivement d'évoluer au voisinage du minimum
global. La ﬁgure 3.8 schématise le principe de la méthode du recuit simulé.
Press et al. [87] soulignent la diﬃculté à programmer des générateurs aléatoires. C'est
pourquoi ils proposent de coupler cette méthode à la méthode du simplexe (cf. para-
graphe 3.2.3.1.2), qui permet de proposer une modiﬁcation du vecteur en accord avec les
opérations de réﬂexion, d'expansion et de contraction.
Fig. 3.8: Principe de la méthode du recuit simulé.
Algorithmes évolutionnaires
La théorie de l'Evolution développée par Darwin a donné naissance à des algorithmes
dits évolutionnaires. Ces algorithmes visent à faire évoluer un ensemble de solutions à
un problème donné vers un ensemble de  meilleures solutions . A chaque itération des
7. Press et al. [87] précisent que cette condition est diﬃcile à vériﬁer et proposent quelques lois d'évo-
lution.
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opérateurs pseudo-aléatoires cherchent à reproduire le phénomène de sélection naturelle
et modiﬁent l'ensemble de solutions courant. Deb [21] présente quatre types d'algorithmes
évolutionnaires :
 les algorithmes génétiques
 les stratégies d'évolution
 la programmation évolutionnaire
 la programmation génétique.
Avant de présenter plus en détail les principes de ces algorithmes, il apparaît intéressant de
noter en quoi ces algorithmes s'aﬀranchissent des inconvénients liés aux méthodes  clas-
siques . Deb [21] déﬁnit les algorithmes classiques comme l'ensemble des algorithmes qui
actualisent une seule solution à chaque itération et qui utilisent pour ce faire des règles dé-
terministes. Les algorithmes déterministes présentés au paragraphe 3.2.3.1.2 peuvent donc
être considérés comme des algorithmes classiques. La stratégie des algorithmes évolution-
naires permet de pallier trois diﬃcultés principales liées à l'utilisation des algorithmes
classiques.
 La convergence des algorithmes classiques vers une solution optimale dépend généra-
lement de l'initialisation. De plus la plupart des algorithmes classiques ont tendance à
rester  piégés  dans une solution locale. Dans le cadre de l'analyse inverse, l'initia-
lisation des algorithmes évolutionnaires consiste à générer aléatoirement un ensemble
de jeux de paramètres et non pas un (respectivement n + 1) jeu(x) de paramètres
comme c'est le cas dans les méthodes de gradient (respectivement dans la méthode du
simplexe). Les algorithmes évolutionnaires font évoluer cet ensemble de jeux à chaque
itération. La multitude des jeux permet de conserver beaucoup d'informations à chaque
itération, ce qui n'est pas le cas lorsque l'on fait évoluer un nombre limité de jeux.
Travailler sur un ensemble de jeux et non pas sur un nombre limité de jeux permet de
limiter la dépendance des solutions vis-à-vis de l'initialisation et la convergence vers
des solutions locales. La stratégie des algorithmes évolutionnaires leur assure donc une
certaine ﬁabilité vis-à-vis des méthodes classiques.
 Un algorithme classique eﬃcace dans le cas d'un problème d'optimisation particulier
peut ne pas être eﬃcace dans le cas d'un problème diﬀérent (exemple de la méthode du
gradient conjugué). De plus, les algorithmes classiques ne sont pas eﬃcaces dans le cas de
problèmes discrets. Dans le cas des algorithmes évolutionnaires, les opérations eﬀectuées
sur l'ensemble des jeux de paramètres sont exprimées en termes de probabilités. Ces
algorithmes s'adaptent donc mieux à toutes les formes de fonctions erreur. Ils n'utilisent
pas d'information sur le gradient de la fonction coût et sont utilisables dans le cas de
problèmes discrets 8. La stratégie des algorithmes évolutionnaires leur assure donc une
certaine robustesse vis-à-vis des méthodes de gradient.
 Les algorithmes classiques peuvent ne pas être utilisés eﬃcacement en parallélisation.
Nous verrons dans le paragraphe suivant, dans quelle mesure les algorithmes géné-
tiques permettent une parallélisation eﬃcace. Cette parallélisation permet de diminuer
le temps de calcul qui peut très rapidement devenir important dans le cas des algo-
rithmes évolutionnaires.
Dans la suite, seuls les algorithmes génétiques (AG) sont présentés en détail. Ceci pour
au moins deux raisons : leur utilisation en pratique est prédominante et ils mettent en
÷uvre des opérations et des principes que l'on retrouve dans chacun des trois autres types
8. Concernant les algorithmes génétiques, le codage des paramètres en chaîne de bits assure un fonc-
tionnement pour les problèmes discrets. Cette assertion s'éclairera à la lueur des explications données
dans le paragraphe sur les algorithmes génétiques.
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d'algorithmes évolutionnaires présentés par Deb [21]. Les trois autres types d'algorithmes
seront brièvement présentés après les AG.
Algorithmes génétiques
La rédaction de ce paragraphe doit beaucoup aux ouvrages suivants : [29, 90, 21, 57, 52].
Dans la suite, la stratégie générale des algorithmes génétiques est détaillée. La structure
très souple des AG permet de développer de nombreux codes diﬀérents. Il n'existe donc
pas un seul algorithme génétique mais bien une multitude. C'est pourquoi nous utiliserons
le pluriel pour désigner l'ensemble des algorithmes génétiques et le singulier pour désigner
un algorithme en particulier.
Principe des algorithmes génétiques
Initialement développés par Holland [41] (cité par [29]), les AG ont été largement diﬀu-
sés par Goldberg [29], qui les déﬁnit comme  des algorithmes d'exploration fondés sur
les mécanismes de la sélection naturelle et de la génétique . En biologie, la survie des
individus les mieux adaptés à leur environnement et leur reproduction via la transmis-
sion d'un patrimoine génétique favorable donnent lieu à une convergence évolutive des
espèces. Cette convergence est assurée par des opérations de sélection et de croisement
entre les individus. Des mutations ponctuelles font émerger des individus avec de nouvelles
caractéristiques.
Le vocabulaire utilisé dans le cadre des AG est directement emprunté au domaine de la
biologie. Ainsi on appellera individu un point de l'espace de recherche (dans le cadre de
l'analyse inverse, un jeu de paramètres), population un ensemble d'individus, génération
une itération du processus itératif ou l'ensemble des actions eﬀectuées sur une population
qui donnent naissance à une nouvelle population (sélection, croisement, mutation par
exemple), enfant un individu issu du croisement de deux autres individus appelés parents
et fonction performance la fonction coût Ferr.
Le patrimoine génétique est transmis des parents aux enfants par l'intermédiaire de chro-
mosomes, sur lesquels sont localisés des gènes. Au cours d'une génération, des opérations
sont eﬀectuées sur les gènes, codés en chaîne de bits ou en vecteur réel. L'ensemble des
gènes représente le génotype : c'est une représentation codée des individus. Le phéno-
type est la représentation réelle des performances de l'individu. On dit que le phénotype
est l'expression du génotype. Ces deux espaces sont distincts, mais liés. Dans le cas de
l'identiﬁcation des paramètres d'un modèle de comportement, un gène correspond à un
paramètre. Ainsi le génotype correspond aux valeurs des paramètres du modèle, tandis que
le phénotype représente la performance des individus, c'est-à-dire la qualité de la concor-
dance des résultats expérimentaux avec les calculs numériques, mesurée par la fonction
performance.
L'idée principale des algorithmes génétiques est donc d'appliquer cette théorie de l'Evo-
lution à l'optimisation. Goldberg [29] précise que l'objectif le plus important de l'optimi-
sation est l'amélioration : on cherche à atteindre un niveau de performance satisfaisant 9
(en attendant mieux), qui pour chaque problème sera à déﬁnir, et non pas un optimum.
Au sein d'un algorithme génétique, deux processus s'opposent : l'exploration et l'exploita-
tion. Sambridge et Mosegaard [92] déﬁnissent ces deux processus. L'exploration consiste
à essayer d'améliorer la fonction coût en cherchant aléatoirement dans l'espace des pa-
ramètres sans tenir compte des résultats précédents, tandis que l'exploitation consiste
9. Goldberg fait référence au mot  satisﬁcing  utilisé par Simon [99].
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à essayer d'améliorer la fonction coût en utilisant les résultats précédents. Concrètement
dans le cas des algorithmes génétiques, le premier consiste à générer de nouveaux individus
pas nécessairement plus performants, par mutation ou dans une moindre mesure par croi-
sement de deux individus. Le second est basé sur la recherche de meilleures performances
par sélection ou par croisement. Si l'exploration prend l'avantage sur l'exploitation, alors
la diversité génétique est telle que la convergence est ralentie. Inversement, une exploi-
tation accrue donne lieu à une perte de cette diversité et à une convergence prématurée
vers des individus  localement  satisfaisants.
Processus des algorithmes génétiques
A chaque génération, cinq étapes successives sont eﬀectuées sur une population de p
individus initialement générés de manière aléatoire.
1. Evaluation des individus de la population
L'opération d'évaluation consiste à calculer la valeur de la fonction coût Ferr pour
chacun des individus de la population.
2. Sélection (ou reproduction) des individus
L'opération de sélection consiste à dupliquer les individus satisfaisants et à éliminer
les autres de la population. Elle est réalisée au sens probabiliste. Plus un individu
est performant, plus il aura de chance d'être choisi. Elle favorise ainsi les meilleurs
individus, tout en laissant une chance aux moins performants d'être sélectionnés. En
choisissant ce type de sélection, on prend le risque de perdre le meilleur élément, mais
on se donne la possibilité de découvrir de nouveaux individus très performants. Les
individus sélectionnés sont copiés et forment une population intermédiaire ( ma-
ting pool ). Les méthodes de sélection principalement utilisées sont le tournoi, la
sélection proportionnelle (ou tirage à la roulette) et la sélection par le rang.
 le tournoi
Cette méthode consiste à comparer deux individus, le meilleur étant copié dans
le  mating pool .
 la sélection proportionnelle
Cette méthode repose sur le principe suivant : plus la performance de l'individu
est grande, plus la probabilité qu'il soit sélectionné est importante. L'analogie
avec la roulette devient évidente, si l'on relie la largeur de la case attribuée à un
individu (ou le nombre de cases) à la performance d'un individu. Formellement,
on écrit que la largeur de case Li correspondant à l'individu xi est déﬁnie par :
Li =
Perf(xi)
p∑
j=1
Perf(xj)
où Perf est une mesure de la performance d'un individu (par exemple l'inverse de
la fonction erreur Ferr) et p est le nombre d'individus de la population.
L'opérateur de sélection proportionnelle consiste à générer aléatoirement un réel
r compris entre 0 et
∑p
i=1 Li = 1. Si r appartient à l'intervalle [
∑k
i=1 Li;
∑k+1
i=1 Li],
alors l'individu k + 1 est sélectionné et copié dans le  mating pool . Par consé-
quent, plus Perf(xk+1) est grand, plus Lk+1 est grand, plus l'intervalle [
∑k
i=1 Li;∑k+1
i=1 Li] est grand et plus l'individu k + 1 a de chance d'être sélectionné.
Le principal inconvénient de cette méthode est lié à l'eﬀet d'échelle de la fonction
performance. En eﬀet il n'est pas équivalent d'optimiser la fonction performance
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Ferr et toute autre fonction Gerr telle que Gerr = αFerr + β, ce qui n'est théori-
quement pas recevable.
 la sélection par le rang
Cette méthode permet d'éviter l'eﬀet d'échelle présent dans la méthode précé-
dente. Elle consiste à trier les individus selon leur performance et leur attribuer
un rang (l'individu le moins satisfaisant étant de rang 1). Le rang est alors utilisé
comme performance et un tirage à la roulette selon cette nouvelle performance
est eﬀectué.
3. Croisement des individus sélectionnés
L'objectif de l'opération de croisement est de permettre l'échange de gènes aﬁn d'éla-
borer des enfants plus performants que leurs parents. Cette opération s'eﬀectue sur
les individus du  mating pool , qui forment la population parent. Deux indivi-
dus parents sont choisis aléatoirement puis croisés. Les nouveaux individus croisés
forment la population enfant. Selon le codage des gènes, plusieurs méthodes de croi-
sement sont possibles. Le croisement en codage binaire échange des morceaux de la
chaîne de bits correspondant au ie`me gène d'un individu avec ceux correspondant au
ie`me gène d'un autre individu. Ce croisement peut se faire en un ou plusieurs points.
Le choix de ces derniers est aléatoire. Le principe du croisement en codage réel est
dit barycentrique ou arithmétique. Chaque enfant se révèle être une combinaison
linéaire de ses parents. Les coeﬃcients barycentriques, déterminés aléatoirement,
sont généralement compris entre 0 et 1. Si l'on désire agrandir les possibilités d'ex-
ploration de l'algorithme, il est possible de choisir les coeﬃcients entre -0,5 et 1,5
sous réserve que les solutions trouvées restent dans le domaine de recherche.
4. Mutation des individus
Le rôle de la mutation est de se prémunir contre la perte de matériel génétique
potentiellement intéressant. Goldberg [29] précise qu'elle joue (et doit jouer) un
rôle secondaire dans l'optimisation. La modiﬁcation des gènes de manière aléatoire
peut conduire à la naissance d'un nouvel individu original. Selon le codage des
gènes, les opérations de mutation sont réalisées diﬀéremment. En codage binaire,
la mutation consiste à remplacer un caractère mutant de la chaîne de bits par sa
valeur complémentaire. Si ce caractère initial est égal à 0, on lui aﬀecte la valeur 1
et inversement. En codage réel ou entier, on décide d'ajouter à chaque paramètre
une perturbation gaussienne de variance σ et centrée sur 0.
5. Remplacement par une nouvelle population
Le remplacement consiste à substituer la nouvelle population à l'ancienne. La popu-
lation enfant remplace généralement l'ancienne population. Cependant on peut être
amené à vouloir favoriser la convergence de l'algorithme via le principe de l'élitisme.
Ce principe consiste à conserver les individus les plus performants d'une généra-
tion à l'autre. Ainsi le patrimoine génétique des individus les plus satisfaisants est
conservé et utilisé pour générer de nouveaux individus. Il est aussi possible de rem-
placer l'ancienne population par un mélange de parents/enfants selon un taux de
renouvellement [90].
Le processus itératif est arrêté, soit parce que l'utilisateur a ﬁxé un nombre de générations,
soit parce que le critère de convergence est vériﬁé. Nous rappelons que contrairement aux
méthodes déterministes détaillées précédemment, les algorithmes génétiques ne donnent
pas un seul jeu de paramètres optimal, mais une population d'individus, dont les phé-
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notypes sont satisfaisants. Ainsi on pourrait imaginer un critère de convergence à partir
d'un nombre ﬁxé d'individus identiques ou satisfaisants.
Au vu de la description de ce processus, on peut être amené à se demander comment
la mise en ÷uvre de mécanismes simples (copie et échange de morceaux de chaînes dans
le cas des AG de base) peut conduire à une optimisation eﬃcace. Goldberg [29] justiﬁe
cette réussite dans le cas d'un codage binaire par l'hypothèse de la brique élémentaire. En
réalité les algorithmes génétiques réduisent la complexité des problèmes en manipulant
des schèmes, motifs courts qui décrivent un sous-ensemble de chaînes comportant des
similarités à des positions déﬁnies. L'analyse de ces schèmes conduit à une évaluation
plus rigoureuse des AG. Le lecteur intéressé se reportera à [29]. Renders [90] précise que
la majorité des théorèmes classiques des AG ne s'applique pas aux AG codés-réel, qui
peuvent souﬀrir d'un manque de fondements mathématiques.
La ﬁgure 3.9 schématise le principe d'un algorithme génétique à codage binaire non éli-
tiste dont le remplacement consiste à utiliser l'ensemble des enfants. La ke`me population
contient quatre individus dont la fonction erreur vaut 3, 4, 5 et 7. Lors de la sélection,
l'individu le moins performant (Ferr = 7) n'a pas été sélectionné, l'individu le plus perfor-
mant (Ferr = 3) a été sélectionné deux fois et les deux autres individus ont été sélectionnés
une fois chacun. Quatre individus sont donc copiés dans le  mating pool  et forment
la population parent. Le croisement des quatre parents deux à deux donne naissance à
quatre enfants. Un seul de ces enfants subit une mutation. Les trois enfants et l'enfant
 muté  forment la (k + 1)e`me population.
Fig. 3.9: Principe d'un algorithme génétique.
Paramètres des algorithmes génétiques
Le détail des diﬀérentes opérations montre non seulement la multitude d'algorithmes
génétiques possibles, mais aussi les nombreux paramètres liés aux diﬀérentes étapes du
processus. Renders [90] distingue trois paramètres de base : le nombre d'individus dans la
population et les probabilités de mutation et de croisement. La qualité de la convergence
dépend de l'équilibre entre exploration et exploitation, qui est directement lié à l'ajuste-
ment des paramètres. Il est très diﬃcile de déﬁnir des règles d'usage pour ces paramètres
car leur inﬂuence dépend du problème considéré [21]. Goldberg [29] insiste sur le fait qu'il
peut être dangereux de conclure sur l'eﬃcacité d'un algorithme génétique à partir d'un
seul essai, puisqu'il s'agit d'une procédure stochastique. Cependant d'après Rebreyend
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[88], les résultats sont relativement indépendants des paramètres si l'utilisateur choisit
des valeurs proches des valeurs courantes. Il donne à ce propos des ordres de grandeurs :
une population de l'ordre de la centaine d'individus, une probabilité de croisement assez
forte (entre 0,7 et 1) et une probabilité de mutation assez faible (entre 0,1 et 0,3). Ren-
ders [90] reste plus prudent sur le nombre d'individus qui selon lui dépend fortement du
problème, tandis qu'il rejoint Rebreyend en proposant des  valeurs de bonne pratique 
de 0,005 pour la probabilité de mutation et de 0,7 pour la probabilité de croisement.
Parallélisation des algorithmes génétiques
La parallélisation des algorithmes consiste à modiﬁer les algorithmes aﬁn de pouvoir eﬀec-
tuer simultanément des calculs indépendants entre eux. Les systèmes parallèles utilisent
des machines multiprocesseurs ou des réseaux de stations. L'objectif est clair : on cherche
à diminuer le temps de calcul souvent élevé dans le cas où l'évaluation d'un individu
est réalisée à l'aide d'un calcul éléments ﬁnis. Deux techniques de parallélisation sont
prépondérantes dans le cas d'AG :
 la distribution du calcul de performance. Une station maître se voit attribuer la réa-
lisation séquentielle de l'algorithme. Les calculs de performance (i.e. l'évaluation d'un
individu) sont envoyés à des stations esclaves.
 le modèle en îlots. La population est divisée en sous-populations. A chaque processeur,
on aﬀecte une sous-population, qui évolue selon un schéma traditionnel. Cependant
une étape supplémentaire est introduite : au cours de l'étape de migration, chaque
sous-population envoie ses meilleurs individus soit vers les sous-populations voisines,
soit vers un  pool  commun, d'où les individus sont ensuite redistribués.
La parallélisation constitue un atout non négligeable des AG. Des informations complé-
mentaires sont données dans [88].
Autres algorithmes
Parmi les algorithmes évolutionnaires cités par Deb [21], les plus utilisés sont les algo-
rithmes génétiques (AG) et les stratégies évolutives (SE). Plus ou moins contemporains,
leur fonctionnement est très proche. Les stratégies évolutives peuvent être déﬁnies comme
des AG particuliers, plus précisément des AG codés-réel et sans opération de croisement.
La Programmation Evolutionnaire (PE) est un algorithme évolutionnaire basé sur la mu-
tation et appliqué à des espaces de recherche discrets. La Programmation Génétique (PG)
est un algorithme génétique appliqué aux programmes informatiques aﬁn de développer
des programmes eﬃcaces dédiés à la résolution d'une tâche. Le lecteur intéressé pourra
se référer à [21] pour une description plus détaillée des algorithmes évolutionnaires autres
que les AG.
Conclusions
Deux types d'algorithmes stochastiques (recuit simulé et AG) ont été détaillés. Ils mettent
tous les deux en ÷uvre une exploration pseudo-aléatoire : ils utilisent un choix aléatoire
pour guider l'exploration [29], contrairement aux méthodes purement aléatoires, dont l'ef-
ﬁcacité est très faible et qui apparaissent de ce fait moins intéressantes. La méthode du
recuit simulé peut être considérée comme une méthode locale, même si l'introduction
d'une procédure stochastique peut lui permettre d'éviter un minimum local. Les AG sont
des algorithmes globaux dont la structure permet d'assurer la détermination d'individus
satisfaisants globaux. Cependant ils nécessitent des calculs plus lourds que les méthodes
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précédentes, même si, nous le verrons dans les applications en géotechnique, ils sont tou-
jours moins coûteux en temps de calcul qu'une recherche exhaustive.
Des algorithmes hybrides ont été développés pour combiner les avantages des méthodes
locales et globales. La structure des algorithmes génétiques par exemple a été modiﬁée
pour donner naissance à des algorithmes méthode génétique/méthode du recuit simulé ,
 méthode génétique/méthode quasi-newtonienne  ou  méthode génétique/méthode du
simplexe  [6, 90].
3.2.3.1.4 Méthodes d'optimisation mono-objectif en géotechnique
Ce paragraphe est destiné à illustrer les méthodes présentées précédemment, mais surtout
à mettre en avant les avantages et les inconvénients de chaque méthode dans le cas particu-
lier de l'analyse inverse en géotechnique. De manière générale, on ne précisera pas le type
d'essais utilisés pour l'analyse inverse. Cependant il peut être intéressant de remarquer
que les auteurs testent les méthodes d'optimisation d'abord sur des essais synthétiques
ou pseudo-essais, c'est-à-dire qu'ils ne correspondent pas à un essai réel mais à une simu-
lation, puis sur des essais réels [75, 53]. De la même façon, dans un souci d'appréhender
les problèmes dans un ordre croissant de diﬃculté, les auteurs interprètent généralement
des essais de laboratoire, puis des essais in situ [73, 72].
Traditionnellement en géotechnique on utilise des méthodes de gradient pour résoudre les
problèmes d'analyse inverse, et plus particulièrement les méthodes de gradient conjugué
[4], de Newton [17] et de Levenberg-Marquardt [117]. Cependant Gioda [28] préfère la
robustesse de la méthode du simplexe. L'utilisation des méthodes déterministes dans le
cas d'une analyse inverse conduit à deux principales diﬃcultés. D'une part, ces méthodes
déterminent un unique jeu solution, ce qui est un inconvénient dans le cas d'un problème
inverse mal posé. Zentar et al. [117] mentionnent ce problème, qui devient particulière-
ment critique avec l'augmentation du nombre de paramètres optimisés. D'autre part, les
solutions obtenues avec les méthodes déterministes dépendent fortement du ou des jeu(x)
initial (initiaux), lorsque la fonction erreur possède plusieurs minima locaux. Cet incon-
vénient peut être surmonté en eﬀectuant plusieurs optimisations avec des jeux initiaux
diﬀérents. Des auteurs ont développé des méthodes qui permettent d'estimer de manière
ﬁable un jeu initial de paramètres, proche du jeu solution. Hicher et Rahma [39] proposent
d'estimer ce jeu initial réaliste à partir de corrélations empiriques développées entre les
propriétés physiques des sols, telles que la nature des constituants ou la granulométrie, et
leurs propriétés mécaniques. Obrzud et al. [73, 72] utilisent la technique des réseaux de
neurones pour l'estimation des paramètres initiaux.
Les approches stochastiques couplées à des méthodes numériques perfectionnées néces-
sitent souvent un important eﬀort de calcul. C'est pourquoi parallèlement au dévelop-
pement de moyens informatiques puissants, l'utilisation des méthodes stochastiques s'est
intensiﬁée ces dernières années [14]. Dès les années 90, apparaissent quelques articles sur
le sujet en géotechnique [100] (cité par [52]) [75]. Pal et al. [75] précisent que lors de l'op-
timisation 25000 jeux de paramètres sur 260 jeux possibles ont été évalués. Levasseur [52]
choisit une population initiale qui représente 0,7% des jeux de paramètres possibles et à
la ﬁn du processus d'optimisation seuls 1,5% des jeux possibles ont été évalués. Ces pour-
centages permettent de mesurer l'eﬃcacité des AG vis-à-vis d'une recherche exhaustive.
Certains auteurs [89, 53] comparent les AG à des méthodes de gradient. Il en ressort que
l'utilisation des AG est particulièrement adaptée lorsque la topologie de la fonction erreur
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est complexe, mais qu'elle reste discutable lorsque la fonction erreur est régulière sans
minima locaux. Cependant en optimisation et tout particulièrement en analyse inverse
(à cause de la non-unicité des solutions), il n'est pas seulement question de recherche de
minima mais aussi de recherche d'individus satisfaisants. C'est pourquoi Levasseur [52]
convertit l'incertitude sur les mesures expérimentales en une erreur acceptable sur la fonc-
tion erreur : tous les individus dont la valeur de la fonction erreur est inférieure à cette
erreur sont considérés comme solutions. De plus, elle cherche à obtenir des informations
qualitatives sur la sensibilité des paramètres en étudiant la distribution de cette popu-
lation solution. Elle vériﬁe les propos de Marseguerra et al. [61] en montrant que plus
un paramètre est sensible, moins grande est la variation sur ce paramètre au sein de la
population solution.
Pons et Elorza [82] comparent la méthode de recuit simulé (couplée à la méthode du
simplexe) et la méthode de (Levenberg-)Marquardt. Ils concluent sur l'eﬃcacité de la mé-
thode stochastique par rapport à la méthode déterministe. En eﬀet, la méthode de recuit
simulé détermine des solutions dont la fonction coût est inférieure à celle des solutions
obtenues avec la méthode de Marquardt, alors qu'elle a un coût de calcul plus faible.
3.2.3.1.5 Conclusions
Après cette revue de certaines méthodes d'optimisation, d'autres classiﬁcations autres que
déterministes/stochastiques se justiﬁent. Une classiﬁcation basée sur le rapport explora-
tion/exploitation est proposée par Sambridge et Mosegaard [92]. Les méthodes de gradient
sont des méthodes d'exploitation pure, tandis qu'une méthode de recherche aléatoire est
une méthode d'exploration pure. Les premières peuvent conduire à une convergence pré-
maturée tandis qu'il n'y a pas convergence pour l'autre. Les autres méthodes sont des
méthodes intermédiaires classées selon leur rapport exploration/exploitation. Ainsi on
distingue les méthodes à exploration globale (balayage de l'ensemble de l'espace des pa-
ramètres) telles que les algorithmes génétiques, des méthodes à exploration plus locale
(balayage du voisinage) telles que les méthodes du recuit simulé ou du simplexe.
D'autres classiﬁcations sont liées à l'eﬃcacité des méthodes. Quelques critères de com-
paraison ont déjà été évoqués précédemment (robustesse, ﬁabilité, temps de calcul). De
manière plus systématique, Renders [90] propose six critères de comparaison des mé-
thodes d'optimisation :  la garantie de convergence en un point stationnaire, la ﬁabilité
de l'algorithme (détermination d'un optimum global), la précision (distance par rapport
à la solution réelle), le temps (de calcul et de convergence), la robustesse (capacité de
résoudre une grande gamme de problèmes) et la simplicité d'utilisation (liée souvent au
nombre de paramètres internes à ajuster pour un bon fonctionnement de la méthode) .
Ces critères représentent autant de nouvelles classiﬁcations possibles. Il n'existe donc pas
de méthodes miracles et l'utilisateur doit choisir la méthode en fonction du problème à
résoudre.
Dans le cadre pratique de l'analyse inverse, on considérera le critère de convergence comme
moins important devant les autres et on se demandera au cas par cas si les critères d'arrêt
des algorithmes sont judicieux. De plus, il a été précisé qu'au vu des caractéristiques du
problème inverse, il était peut-être plus intéressant et plus  physique  de rechercher des
jeux de paramètres satisfaisants. La ﬁabilité de l'algorithme peut alors être privilégiée
devant sa précision. Une réﬂexion sur le relief de la fonction erreur en analyse inverse en
géotechnique est nécessaire aﬁn de juger du degré de robustesse souhaité. Renders [90] déﬁ-
nit six classes de fonctions : de la surface linéaire ou quadratique, à la surface multimodale
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bruitée, en passant par la surface unimodale. On peut supposer que la détermination d'un
ou deux paramètres (judicieusement choisis) à partir d'un essai en laboratoire conduira
à une surface unimodale peu bruitée, tandis que la détermination de trois paramètres ou
plus à partir d'un essai in situ conduira à une surface multimodale plus bruitée. Cependant
rien ne justiﬁe ces suppositions a priori. On pourrait souhaiter utiliser systématiquement
des méthodes très robustes, mais leur emploi pour des fonctions erreur très régulières
est à proscrire du fait d'un temps de calcul élevé (et de fait inutile puisqu'une méthode
spécialisée ferait tout aussi bien, plus rapidement).
Si le choix d'une seule méthode apparaît diﬃcile, l'approche hybride peut s'avérer utile.
Elle consiste soit à développer une méthode hybride (cf. paragraphe 3.2.3.1.3), soit à
procéder en deux temps en utilisant d'abord une méthode globale, puis une méthode
locale [24]. Pour juger de l'eﬃcacité de cette approche hybride, il faudrait être capable de
mesurer le gain (en précision) obtenu grâce à la méthode locale.
Finalement, l'analyse inverse n'est pas seulement une aﬀaire d'optimisation. Elle met en
jeu des phénomènes physiques que l'utilisateur se doit de connaître et dans la mesure du
possible de maîtriser. L'essai utilisé pour l'identiﬁcation des paramètres doit être pertinent
vis-à-vis des paramètres à déterminer. L'utilisateur doit mobiliser ses connaissances scien-
tiﬁques et celles du terrain aﬁn de déterminer au mieux les paramètres. Ainsi la méthode
d'optimisation devient un outil d'aide à la décision. Dans ce cas, un critère supplémentaire
intervient : la qualité de l'information mise à disposition (en relation par exemple avec la
sensibilité des paramètres).
Cette première partie bibliographique propose une large gamme d'algorithmes d'optimisa-
tion. Leurs avantages et inconvénients sont mis en évidence aﬁn de dégager une méthodo-
logie d'identiﬁcation. Dans le paragraphe 3.3, nous proposons une identiﬁcation de para-
mètres par analyse inverse à partir d'essais pressiométriques monotones. Deux algorithmes
d'optimisation sont testés : la méthode du simplexe et la méthode génétique. Ces méthodes
ont été choisies parce qu'elles diﬀèrent de par leur stratégie (exploration/exploitation),
leur coût de calcul, leurs opérateurs (déterministes/stochastiques), leur ﬁabilité et leur
précision. Cependant elles sont toutes deux suﬃsamment robustes pour traiter le pro-
blème inverse considéré. A ce propos, les méthodes de gradient classiques ont été écartées
du fait de leur faible robustesse. L'objectif de cette application est de discuter la qualité
de l'identiﬁcation obtenue en utilisant chacun des deux algorithmes.
Avant de présenter cette application, une seconde partie bibliographique est proposée. Elle
concerne l'utilisation simultanée de plusieurs résultats expérimentaux.
3.2.3.2 Analyse inverse à partir de plusieurs résultats expérimentaux :
Optimisation multi-objectif
Dans le cas de l'identiﬁcation de paramètres, on conduit généralement plusieurs essais
(essais de laboratoire et/ou in situ) et pour chaque essai on peut mesurer l'évolution de
plusieurs variables. L'objectif de ces campagnes d'essais est de caractériser au mieux le
matériau (rupture, raideur etc.) sur des chemins de contraintes diﬀérents. En eﬀet l'incor-
poration de plusieurs résultats expérimentaux dans un même processus d'analyse inverse
permet de diminuer les diﬃcultés liées à la non-unicité du problème inverse et donc de
mieux identiﬁer les paramètres. Concrètement la formulation du problème d'optimisation
doit être modiﬁée : il y a autant d'objectifs que de courbes expérimentales à reproduire.
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Si une analyse inverse est eﬀectuée sur chaque courbe indépendamment des autres, l'in-
tersection des ensembles solutions peut être vide. Il est donc possible qu'il n'y ait pas
de solution unique (ou tout au moins de solutions satisfaisantes au sens des AG). Dans
le cas d'une optimisation mono-objectif par méthode génétique, la solution du problème
correspond à un ensemble d'individus satisfaisants. Le critère de satisfaction est déﬁni en
fonction du problème. Imaginons à présent que l'on assouplisse le critère de satisfaction.
L'ensemble des individus satisfaisants va donc s'agrandir. Dans le cas de deux courbes
expérimentales, il est donc possible d'assouplir les critères de satisfaction de façon à ob-
tenir une intersection non nulle des ensembles solutions. De cette remarque, on peut tirer
deux conclusions. La première consiste à dire que cet assouplissement des critères est
une façon de résoudre un problème multi-objectif, à partir de la résolution de problèmes
mono-objectif. La deuxième introduit le concept de solutions optimales multiples. Selon les
critères de satisfaction, l'intersection des deux ensembles solutions correspond à des jeux
de paramètres qui reproduisent plus ou moins bien chacune des courbes expérimentales.
La résolution d'un problème multi-objectif vise à déterminer l'ensemble des  solutions
optimales . Il correspond à l'ensemble des jeux de paramètres dont la valeur de la fonction
erreur correspondant à un résultat expérimental ne peut être diminuée sans que celle
correspondant à un autre résultat soit augmentée. Une déﬁnition mathématique de ces
solutions optimales est proposée dans le paragraphe suivant. La détermination de ces
solutions optimales est souvent un problème complexe et coûteux en temps de calcul. Par
conséquent la résolution d'un problème multi-objectif doit être eﬃcace.
3.2.3.2.1 Optimalité au sens de Pareto
Même si le problème est bien posé, il n'existe généralement pas de solution unique dans
une optimisation multi-objectif. C'est pourquoi on fait appel à de nouveaux concepts : la
dominance et l'optimalité au sens de Pareto [78]. Par déﬁnition, une solution x(i) domine
une solution x(j) au sens de Pareto, lorsque les deux relations sont vériﬁées :
{ ∀m ∈ [1;M ], Fmerr(x(i)) ≤ Fmerr(x(j))
∃m ∈ [1;M ] tel que Fmerr(x(i)) < Fmerr(x(j))
oùM est le nombre d'objectifs (i.e. dans le cas d'une analyse inverse le nombre de résultats
expérimentaux) et Fmerr la fonction erreur associée au m
e`me objectif.
La ﬁgure 3.10 illustre cette déﬁnition dans le cas d'une optimisation à deux objectifs. Elle
représente les images des vecteurs des variables d'optimisation dans l'espace des critères.
Dans ce cas, x(1) domine x(4). x(2) domine x(3), x(4) et x(5). x(3) ne domine pas x(5) et
réciproquement. x(3) et x(5) ne sont pas comparables au sens de Pareto. On dit aussi
qu'elles sont équivalentes au sens de Pareto.
Les solutions du problème multi-objectif sont les solutions optimales au sens de Pareto 10,
c'est-à-dire l'ensemble des solutions qui ne sont pas dominées. Dans notre exemple, il
s'agit des solutions x(1) et x(2). L'ensemble de ces solutions est appelé ensemble de Pareto.
L'image de cet ensemble dans l'espace des critères forme la surface de Pareto. Dans le
cas d'un problème à deux objectifs, cette surface est appelée front de Pareto. Dans notre
exemple, Ferr(x
(1)) et Ferr(x
(2)) appartiennent au front de Pareto.
10. Nous utiliserons aussi la dénomination  solutions Pareto-optimales .
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Fig. 3.10: Illustration du concept de dominance au sens de Pareto.
3.2.3.2.2 Approches de résolution
La résolution d'un problème multi-objectif consiste à déterminer les solutions Pareto-
optimales du problème. Plusieurs approches de résolution ont été développées. Deb [21]
reprend une classiﬁcation de ces approches proposée par Hwang et Masud [43] (cités par
[21]) et plus tard par Miettinen [67] (cité par [21]). Elle repose sur la connaissance ou
non de préférences concernant les objectifs. Dans le cas d'une approche ne nécessitant
aucune préférence, aucune hypothèse n'est faite sur l'importance relative des objectifs.
Ce type de méthodes détermine une seule solution optimale. Les approches nécessitant
des préférences a priori permettent à l'utilisateur de préciser ces préférences concernant
les diﬀérents objectifs avant le début de l'optimisation. Ces préférences sont traduites
en termes de buts ou bien d'importance relative entre les objectifs. La plupart de ces
méthodes fait intervenir des paramètres qui représentent les préférences de l'utilisateur.
Ces méthodes déterminent une seule solution optimale. On pourra remarquer que  ne
faire aucune préférence est une façon particulière de faire des préférences  et que l'on
peut déﬁnir la plupart des méthodes ne nécessitant aucune préférence comme des cas
particuliers des méthodes nécessitant des préférences a priori [59, 21]. Les approches
nécessitant des préférences a posteriori permettent à l'utilisateur de choisir parmi les
solutions optimales du problème une fois l'optimisation multi-objectif eﬀectuée. L'objectif
de ces approches est donc de déterminer la surface de Pareto. Les approches interactives
utilisent les informations délivrées par l'utilisateur sur les objectifs de manière progressive.
Cette classiﬁcation n'est pas ﬁgée : selon son application, une même méthode de résolution
peut servir dans diﬀérentes approches.
Dans la suite de ce paragraphe, on supposera que le problème d'optimisation est bien
posé, aﬁn de s'aﬀranchir de la non-unicité des solutions évoquée dans le cas d'une analyse
inverse mono-objectif. Une sélection de méthodes de résolution est présentée. Le lecteur
intéressé par la présentation de méthodes de résolution complémentaires (par exemple
méthode pondérée de Tchebycheﬀ ou la méthode du but à atteindre) pourra se référer à
[21, 59].
Méthodes  classiques 
Ces méthodes consistent à transformer le problème multi-objectif en un (ou plusieurs)
problème(s) mono-objectif. Ce(s) dernier(s) fait (font) généralement intervenir des para-
mètres qui traduisent les préférences de l'utilisateur dans le cas d'une approche nécessitant
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des préférences a priori et que l'utilisateur doit faire varier dans le cas d'une approche
nécessitant des préférences a posteriori. Une méthode traditionnelle pour formuler ce (ou
ces) nouveau(x) problème(s) mono-objectif est appelée méthode de scalarisation [23]. Elle
consiste à construire à partir des objectifs initiaux et des paramètres ﬁxés par l'utilisateur
une nouvelle fonction qui, à chaque vecteur de décision, associe un scalaire. Parfois l'en-
semble des solutions admissibles est restreint par l'introduction de nouvelles contraintes.
Méthode de pondération
Cette méthode est probablement l'une des méthodes de scalarisation les plus connues
et l'une des plus intuitives. Elle consiste à transformer le problème multi-objectif en un
problème mono-objectif, la nouvelle fonction à optimiser étant une combinaison linéaire
des objectifs initiaux Fmerr.
Fw(x) =
M∑
m=1
wmF
m
err(x)
où wm ≥ 0 et habituellement
M∑
m=1
wm = 1.
Si l'idée est simple, la diﬃculté réside dans le choix des diﬀérents poids aﬀectés aux
objectifs. Dans le cas d'une approche a priori, ces poids dépendent des préférences de
l'utilisateur. Cependant l'utilisateur doit au préalable normer les objectifs de manière à
ce qu'ils aient tous le même ordre de grandeur. Malgré cette précaution, il se peut que la
sélection a priori des poids ne garantisse pas nécessairement une solution acceptable [59].
De nombreuses méthodes concernant la détermination des poids ont été développées. Le
lecteur intéressé pourra se reporter à [59].
Il a été prouvé [67] (cité par [21]) que toutes les solutions des problèmes mono-objectif
issus du problème multi-objectif initial sont optimales au sens de Pareto. Cependant toutes
les solutions optimales peuvent être déterminées par la résolution d'un problème mono-
objectif si et seulement si la surface de Pareto est convexe. Dans ce cas, il est possible de
déterminer la surface de Pareto en faisant varier les poids aﬀectés aux objectifs (approche
a posteriori). Cependant une variation uniforme des poids ne signiﬁe pas nécessairement
que les solutions correspondantes seront uniformément réparties sur la surface de Pareto.
Dans le cas de surfaces de Pareto non convexes, il est impossible par cette méthode
d'obtenir l'ensemble des solutions optimales au sens de Pareto.
La ﬁgure 3.11 illustre le cas d'une optimisation à deux objectifs (M = 2). La fonction à
minimiser s'écrit :
Fw(x) = w1F
1
err(x) + w2F
2
err(x)
soit :
F 2err(x) =
1
w2
Fw(x)− w1
w2
F 1err(x)
La méthode de pondération consiste dans ce cas à rechercher la droite de pente −w1
w2
ayant la plus petite ordonnée à l'origine (Fig. 3.11-a). Dans le cas où le front de Pareto
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est localement concave (Fig. 3.11-b), l'ordonnée à l'origine de la droite D' est plus grande
que celle de la droite D. Les solutions optimales de Pareto situées dans cette zone ne
peuvent donc pas être déterminées par cette méthode.
Fig. 3.11: Méthode de pondération dans le cas de fronts de Pareto : convexe (a) et
localement non convexe (b).
Dans le cas de l'approche sans préférences, l'utilisateur ne formule pas explicitement de
préférences sur les objectifs. Dans ce cas, le poids wm associé à chacune des fonctions doit
être égal à 1 (ou à 1/M , M le nombre d'objectifs).
Méthode des ε-contraintes
Cette méthode a été développée pour remédier aux diﬃcultés liées à la méthode de pon-
dération [21]. Elle consiste à reformuler le problème d'optimisation multi-objectif pour
le transformer en un problème mono-objectif avec des contraintes supplémentaires. Dans
le cas d'une approche a priori, l'objectif initial le plus important est considéré comme la
fonction à optimiser tandis que les autres objectifs sont considérés comme des contraintes
supplémentaires. Le problème s'écrit alors :

x∗/ F µerr(x
∗) = minx∈E F µerr(x) µ ∈ [1;M ]
xli ≤ xi ≤ xui i = 1, ..n
Fmerr(x) ≤ εm m ∈ [1;M ] et m 6= µ
hj(x) = 0 j = 1, ..J
gk(x) ≤ 0 k = 1, ..K
Dans le cas d'une approche a priori, les paramètres εm sont choisis par l'utilisateur en
fonction des préférences concernant les objectifs.
La ﬁgure 3.12 illustre la méthode des ε-contraintes dans le cas d'une optimisation à deux
objectifs (M = 2). Le deuxième objectif est choisi comme objectif à minimiser (µ = 2) tan-
dis que le premier objectif est formulé comme une contrainte supplémentaire du problème
(m = 1). Etudions le processus pour diﬀérentes valeurs de ε1. Le problème d'optimisation
associé à εa1 n'admet pas de solution, car ε
a
1 est plus petite que la valeur minimale atteinte
par la fonction erreur du premier objectif. Le problème d'optimisation associé à εb1 admet
une solution. Le problème associée à εc1 correspond à la partie concave du front de Pareto.
Ce problème admet une solution. Finalement, si l'on considère le problème associé à εd1,
la minimisation de F 2err se fait sur l'ensemble des solutions faisables. Il apparaît que le
choix des composantes du vecteur ε est lourd de conséquences, qu'il nécessite une bonne
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connaissance a priori des valeurs minimale et maximale des fonctions erreur des objectifs
choisis comme contraintes et que ce choix se complique avec l'augmentation du nombre
d'objectifs initiaux.
Fig. 3.12: Méthode des ε-contraintes.
Il a été prouvé [67] (cité par [21]) que si la solution du problème mono-objectif est unique,
alors elle est une solution optimale au sens de Pareto du problème multi-objectif initial.
Conclusions
Les méthodes présentées peuvent être utilisées dans le cadre d'approches a priori ou a
posteriori. Si l'utilisateur est capable de préciser ses préférences concernant les objectifs
et de les traduire explicitement, alors une approche a priori est suﬃsante. Dans ce cas, une
formulation mono-objectif est possible et le temps de calcul peut être diminué. Cependant
la traduction des préférences et donc le choix des paramètres peuvent être délicats puisque,
dans ce cas, l'utilisateur n'a aucune référence par rapport à l'ensemble des critères. Il est
sans doute plus prudent, même si plus coûteux en temps de calcul, d'utiliser l'approche a
posteriori.
Les méthodes  classiques  conduisent généralement à une seule solution et il est donc
nécessaire d'eﬀectuer plusieurs optimisations pour espérer déterminer la surface de Pa-
reto (approche a posteriori). Ce processus d'optimisations répétées n'est pas aisé car
une variation uniforme des paramètres ne signiﬁe pas nécessairement que les solutions
correspondantes seront uniformément réparties sur la surface de Pareto. Il serait donc
intéressant de développer des méthodes qui traitent le problème comme un seul problème
multi-objectif.
Méthodes évolutionnaires
La stratégie des algorithmes évolutionnaires leur donne un avantage certain dans le cas
d'une optimisation multi-objectif. En eﬀet, la recherche de la surface de Pareto peut être
eﬀectuée en un seul calcul d'optimisation, puisque les algorithmes évolutionnaires font
évoluer une population entière à chaque itération. Ces algorithmes ont donc été adaptés
aﬁn de résoudre des problèmes multi-objectif. Plusieurs algorithmes ont été développés. On
se limitera ici à trois méthodes liées aux algorithmes génétiques, qui de par leur stratégie
ou de par leur performance sont particulièrement intéressantes. Le lecteur intéressé pourra
se référer à [21, 59, 6, 91] pour des informations complémentaires.
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VEGA
Le premier algorithme multi-objectif évolutionnaire est proposé par Schaﬀer [94] (cité par
[21]). La version originale de VEGA (Vector Evaluated Genetic Algorithm) consiste à divi-
ser à chaque génération la population totale d'individus en M sous-populations, M étant
le nombre d'objectifs, et à attribuer à chaque sous-population un objectif. Ainsi chaque
individu se voit évalué selon un seul objectif. L'opérateur de sélection est ensuite restreint
à chaque population ce qui permet de s'aﬀranchir des diﬀérences d'ordre de grandeur entre
les objectifs. Les opérateurs de croisement et de mutation sont appliqués à l'ensemble de
la population. De par sa stratégie, VEGA a tendance à favoriser l'émergence de solutions
qui sont satisfaisantes pour un seul objectif. En eﬀet, l'utilisation des opérateurs de croi-
sement et de mutation sur l'ensemble de la population ne suﬃt pas à faire apparaître des
compromis satisfaisants entre les diﬀérents objectifs.
MOGA
Fonseca et Fleming [26] développent un Algorithme Génétique Multi-Objectif appelé
MOGA, dans lequel ils introduisent une mesure de la performance déﬁnie à partir de
la notion de dominance. En eﬀet, dans le cas d'un algorithme génétique mono-objectif,
l'opération de sélection utilise la performance de l'individu, qui est directement reliée à
la valeur de la fonction erreur. Cependant dans le cas d'un problème multi-objectif, il y a
plusieurs fonctions erreur et la performance de l'individu doit être déﬁnie diﬀéremment.
Dans MOGA, la performance d'un individu est fonction de son rang, déﬁni comme le
nombre de fois où il est dominé par un autre individu augmenté de 1 (de sorte que les
solutions non dominées soient de rang 1). La ﬁgure 3.13-a représente un exemple de l'at-
tribution du rang dans MOGA. On parle de sélection par le rang. Roudenko [91] précise
que cette sélection par le rang basée sur la dominance rend l'optimisation insensible à la
non-convexité du front de Pareto. Outre la mesure de la performance, Fonseca et Fleming
introduisent le nichage 11 entre les solutions du même rang aﬁn de préserver la diversité des
solutions dans l'espace des critères. Pour ce faire, ils déﬁnissent une fonction de partage
qui dépend des valeurs des objectifs et qui vient diminuer la performance d'un individu
lorsque la niche à laquelle il appartient (i.e. son voisinage) est densément peuplée.
NSGA
D'après une idée originale de Goldberg [29], Srinivas et Deb [105] développent NSGA
(Non-Dominated Sorting Genetic Algorithm). Cet algorithme ressemble à MOGA dans la
mesure où il tient compte lui aussi de la dominance dans le calcul de la performance des
individus et vise à répartir les solutions par la technique du partage. Cependant la mise
en ÷uvre de ces deux mécanismes est diﬀérente dans NSGA. Premièrement l'attribution
de la performance d'un individu se fait selon son appartenance à une classe de solutions
équivalentes au sens de Pareto. Chaque individu de la ne`me  meilleure  classe se voit
attribuer le rang n. Ces classes sont des sous-ensembles de la population totale et per-
mettent de répartir la population totale en fronts à l'intérieur desquels les solutions sont
équivalentes. La ﬁgure 3.13-b représente un exemple de l'attribution du rang dans NSGA.
Deuxièmement la préservation de la diversité des solutions se fait par l'intermédiaire d'une
fonction de partage qui dépend des valeurs des variables de décision, c'est-à-dire dans le
cadre de l'analyse inverse des paramètres.
11. Ce concept a été originellement développé par Goldberg et Richardson [30] (cités par [21]) aﬁn de
résoudre des problèmes d'optimisation de fonctions multimodales. L'objectif est de déterminer les minima
locaux et globaux d'une fonction.
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Fig. 3.13: Attribution du rang dans (a) MOGA / (b) NSGA (d'après Roudenko [91]).
Elitisme
Tout comme leur équivalent mono-objectif, ces algorithmes visent non pas à déterminer
exactement les solutions optimales au sens de Pareto, mais plutôt un ensemble de solu-
tions proches des solutions optimales. Les trois algorithmes présentés ne possèdent pas
d'opérateur élitiste. Les algorithmes non élitistes ont été développés en premier et ont per-
mis d'établir les principes d'un algorithme évolutionnaire multi-objectif. Les algorithmes
élitistes sont supposés être plus rapides et plus eﬃcaces que leurs prédécesseurs. Cepen-
dant préserver les meilleurs individus d'une génération à une autre n'est pas une chose
aisée dans le cadre des problèmes multi-objectif. Barichard [6] distingue deux mécanismes
d'élitisme principaux. Le premier consiste à conserver les k meilleurs individus. Cependant
dès que le nombre des solutions non dominées dépasse k, il y a risque de perdre une partie
du front de Pareto. Le second mécanisme consiste à conserver les solutions non dominées
dans une population externe qui reste à disposition de l'opérateur de sélection. Deb [21]
détaille les mécanismes élitistes incorporés dans diﬀérents algorithmes.
3.2.3.2.3 Méthodes d'optimisation multi-objectif en géotechnique
Dans la littérature, les auteurs présentant une analyse inverse multi-objectif en géotech-
nique sont peu nombreux et ils sont encore moins nombreux à préciser explicitement qu'il
s'agit d'une optimisation multi-objectif. C'est le cas de Pal et al. [75] qui proposent une
identiﬁcation de paramètres à partir de trois essais. Ils utilisent la méthode de pondération
avec des poids identiques pour chaque essai après avoir au préalable adimensionnalisé les
courbes expérimentales. Dano et al. [19] montrent l'utilité d'enrichir les données expéri-
mentales utilisées dans la procédure d'analyse inverse. L'identiﬁcation simultanée de trois
paramètres les oblige à utiliser deux courbes expérimentales. Ils utilisent la méthode de
pondération avec des poids diﬀérents, du fait de la diﬀérence sur l'incertitude des mesures,
l'essai le plus ﬁable ayant le poids le plus élevé.
Dans un domaine proche de la géotechnique (hydrogéologie), Mertens et al. [64] utilisent
deux formulations bi-objectif diﬀérentes. Les deux objectifs de l'une correspondent à l'évo-
lution de deux variables pendant un même essai, les deux objectifs de l'autre correspondent
à deux essais dans des conditions diﬀérentes. La résolution des problèmes multi-objectif
est assurée par la méthode de pondération pour les trois couples de valeurs (w1;w2) : (1 ;
0), (0 ; 1) et (0,5 ; 0,5). Par cette méthode, Mertens et al. cherchent à déterminer un front
de Pareto approché. En fonction de la forme du front de Pareto, ils concluent sur l'exis-
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tence ou non de paramètres tout à fait satisfaisants pour chacun des objectifs, autrement
dit sur le caractère contradictoire ou pas des deux objectifs. La ﬁgure 3.14 montre les deux
formes de front de Pareto que Mertens et al. opposent. La ﬁgure 3.14-a permet selon eux
de prouver que le modèle permet de satisfaire les deux objectifs simultanément, tandis
que la ﬁgure 3.14-b montre l'existence d'un problème soit au niveau des mesures expéri-
mentales, soit au niveau du modèle qui ne peut pas représenter de manière satisfaisante
les deux essais.
Fig. 3.14: Deux formes du front de Pareto (d'après Mertens et al. [64]).
3.2.3.2.4 Conclusions
Le choix de l'approche de résolution (nécessitant des préférences a priori ou a posteriori)
dépend essentiellement de la ﬁabilité des essais utilisés pour l'identiﬁcation des paramètres.
Si l'utilisateur est capable de justiﬁer une préférence (ou une non-préférence) entre les
essais, alors il peut utiliser une méthode de résolution classique (par exemple la méthode
de pondération) et choisir parmi les algorithmes d'optimisation mono-objectif présentés
au paragraphe 3.2.3.1. Si ce n'est pas le cas, l'utilisateur est amené à privilégier une
approche nécessitant des préférences a posteriori, qui vise à déterminer la surface de
Pareto. Les méthodes évolutionnaires de par leur structure permettent une optimisation
explicitement multi-objectif. Elles permettent une recherche systématique de la surface de
Pareto, qui est diﬃcile à mettre en ÷uvre avec les autres méthodes. L'approche nécessitant
des préférences a posteriori est plus coûteuse en temps que l'approche a priori mais met
à disposition de l'utilisateur un outil de décision performant : la surface de Pareto.
Dans le paragraphe 3.3, cette seconde partie bibliographique est illustrée par l'identiﬁca-
tion simultanée de paramètres à partir de deux essais pressiométriques monotones. Une
méthode  classique  et une méthode évolutionnaire sont comparées. Du fait de son uti-
lisation étendue, la méthode de pondération est retenue. Un algorithme génétique élitiste
dont le principe sera expliqué brièvement est utilisé pour la comparaison. En accord avec
les algorithmes retenus dans le cas d'une identiﬁcation mono-objectif, la méthode de pon-
dération est pilotée par l'algorithme du simplexe. Le premier objectif de cette application
consiste à discuter la qualité de l'identiﬁcation de paramètres obtenue en utilisant chacune
des deux méthodes. Comparés aux résultats obtenus par identiﬁcation mono-objectif, les
résultats obtenus par identiﬁcation multi-objectif permettent de conclure sur l'intérêt de
cette dernière.
3.2.4 Conclusions
En guise de conclusion, nous proposons un schéma récapitulatif ﬁgure 3.15. Par souci de
lisibilité, nous nous sommes restreints aux aspects principaux. Cette étude bibliographique
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met en évidence l'importance de l'algorithme d'optimisation et propose un moyen de
traiter simultanément plusieurs résultats expérimentaux. Aﬁn de confronter ces propos
à la pratique, une identiﬁcation de paramètres est réalisée dans la seconde partie de ce
chapitre.
Fig. 3.15: Processus d'identiﬁcation de paramètres.
3.3 Application
Aﬁn de discuter les conclusions de l'étude bibliographique, deux études ont été menées.
La première concerne l'identiﬁcation de paramètres par analyse inverse à partir d'un essai
pressiométrique en chambre de calibration. La seconde consiste à déterminer des para-
mètres à partir de deux essais pressiométriques réalisés in situ aﬁn de prédire le tassement
d'une fondation superﬁcielle. Nous avons choisi de ne présenter dans ce document que la
seconde étude, parce qu'elle nous semble suﬃsamment complète (utilisation de deux al-
gorithmes d'optimisation et de deux modèles de comportement, identiﬁcations mono- et
multi-objectif). Le lecteur intéressé par la première étude pourra cependant se référer
aux communications [77, 76]. La deuxième étude consiste à répondre a posteriori à un
benchmark, qui fut traité en aveugle à l'époque [9].
3.3.1 Présentation du benchmark
L'objectif du benchmark consiste à prédire les chargements correspondant à des tasse-
ments de 25 mm et de 150 mm de cinq fondations superﬁcielles carrées. Les résultats de
nombreux essais d'identiﬁcation étaient fournis aux participants. En particulier, des essais
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pressiométriques, des essais triaxiaux et des essais à la colonne résonnante ont été réalisés.
Notre démarche consiste à identiﬁer les paramètres par analyse inverse, puis à simuler le
tassement de la fondation. Seule la fondation de 3x3m est étudiée dans ce travail. Nous
nous intéressons plus particulièrement à deux essais pressiométriques réalisés à deux pro-
fondeurs diﬀérentes : 2 m et 5,9 m (Fig. 3.16). Des essais triaxiaux ont été menés à trois
pressions de conﬁnement diﬀérentes pour six échantillons prélevés à 0,6 m et 3 m. La
ﬁgure 3.16 représente une coupe du sol en place. Selon Briaud et Gibbens [9], le sable est
sans doute légèrement surconsolidé du fait de la dessiccation des ﬁnes et du prélèvement
d'environ 1 m de terrain à l'emplacement des essais. Cette remarque est conﬁrmée par les
essais pressiométriques. Le coeﬃcient des terres au repos K0 est ﬁxé à 0,7 en accord avec
les résultats des essais pressiométriques.
Fig. 3.16: Coupe du sol en place (d'après Briaud et Gibbens [9]).
3.3.2 Mise en ÷uvre de l'identiﬁcation par analyse inverse
Le processus d'identiﬁcation par analyse inverse est un processus itératif et chaque itéra-
tion se décompose en deux étapes. La première consiste à évaluer la (ou les) fonction(s)
coût pour un jeu de paramètres donné. La seconde est liée à l'optimisation qui déter-
mine le jeu de paramètres suivant à évaluer. Ce paragraphe est destiné à décrire les choix
eﬀectués pour ces deux étapes.
3.3.2.1 Evaluation des fonctions coût pour un jeu de paramètres donné
3.3.2.1.1 Essais pressiométriques
Les courbes pressiométriques utilisées dans le processus d'analyse inverse donnent l'évo-
lution de la pression appliquée à l'intérieur de la sonde en fonction du rapport u(a)/a, où
a est le rayon de la sonde et u(a) le déplacement radial de la paroi. La première partie des
courbes expérimentales (jusqu'à environ u(a)/a = 4%) n'est pas prise en compte dans le
calcul de la fonction coût du fait de la convexité de ces courbes (Fig. 3.17). Cette convexité
est sans doute due au remaniement du sol le long de la paroi [10].
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Fig. 3.17: Courbes pressiométriques expérimentales résultant d'essais réalisés à 2 m et
5,9 m de profondeur.
3.3.2.1.2 Déﬁnition des fonctions coût
L'analyse inverse est réalisée à partir d'essais in situ. Par conséquent les mesures peuvent
être plus fortement bruitées que dans le cas d'essais en laboratoire. En accord avec l'étude
bibliographique, nous déﬁnissons donc une fonction erreur qui tient compte linéairement
de l'écart entre les données expérimentales et numériques (Eq. 3.1 où m = 1). De plus,
aﬁn de rendre la fonction erreur indépendante de l'intervalle entre les diﬀérents points
de mesure, elle est déﬁnie comme l'aire entre les courbes expérimentale et numérique,
c'est-à-dire comme l'intégrale de la valeur absolue de l'écart au cours de l'essai. Dans le
cas d'une identiﬁcation multi-objectif, plusieurs fonctions erreur sont considérées. Aﬁn de
faciliter les comparaisons, les deux fonctions erreur déﬁnies dans cette étude sont normées
par l'intervalle balayé par le rapport u(a)/a.
3.3.2.1.3 Modélisation par éléments ﬁnis d'un essai pressiométrique
La simulation est réalisée avec le logiciel aux éléments ﬁnis CESAR-LCPC. Du fait de
l'axisymétrie de l'essai pressiométrique, une modélisation bidimensionnelle est suﬃsante.
De plus, nous supposons un état de déformation plane dans la direction verticale. Dans
ces conditions, une couche horizontale est modélisée par des éléments rectangulaires à
8 n÷uds. Le modèle contient 891 n÷uds et 252 éléments. Les valeurs des déformations
restant inférieures à 10% (l'espace contigu à la paroi n'est pas pris en compte), nous
supposons l'hypothèse des petites perturbations vériﬁée. Le chargement est piloté en dé-
placement et à chaque incrément le même déplacement est imposé le long de la paroi.
3.3.2.1.4 Modèles de comportement
Du fait de sa très large utilisation en géotechnique, le modèle élastique linéaire parfai-
tement plastique de Mohr-Coulomb est retenu. Ce modèle est caractérisé par cinq para-
mètres : le module élastique E, le coeﬃcient de Poisson ν, l'angle de frottement ϕ, l'angle
de dilatance ψ et la cohésion c. Le module élastique, l'angle de frottement et la cohésion
jouent un rôle majeur dans le dimensionnement des fondations superﬁcielles, c'est pour-
quoi ces paramètres sont déterminés par analyse inverse. Pour l'ensemble des simulations,
le coeﬃcient de Poisson est égal à 0,33 et l'angle de dilatance est donné par la corrélation :
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ψ = ϕ− 30 en degrés
Cependant ce modèle peut apparaître comme une estimation grossière du comportement
des sols cohésifs et/ou frottants car le comportement non linéaire avant la rupture n'est pas
modélisé. Aﬁn de tenir compte de ce dernier, un modèle élastoplastique à écrouissage [17,
18], développé par Dano et Hicher au GeM, est utilisé. Ce modèle repose sur l'expression
tridimensionnelle de la surface de charge de Mohr-Coulomb proposée par Bardet [5] :
f(p′, q, θ, rd) =
q ·m(θ)
Mp
− (p′ + cp) · rd(εpd)
où p′ est la contrainte moyenne eﬀective, q le déviateur des contraintes, θ l'angle de Lode,
Mp la pente de la droite de résistance maximale dans le plan (p
′, q), cp la résistance à
la traction hydrostatique, εpd la déformation plastique déviatorique, m la fonction déﬁ-
nie par l'équation (3.9) et rd la fonction d'écrouissage déﬁnie par l'équation (3.10). Les
paramètresMp et cp sont respectivement reliés aux paramètres usuels du modèle de Mohr-
Coulomb : l'angle de frottement ϕp et la cohésion c par les expressions ϕp = Arcsin(
3Mp
6+Mp
)
et cp =
c
tanϕp
.
m(θ) =
6√
3 · (3− sinϕp)
[
cosθ − sinϕp√
3
· sinθ
]
(3.9)
où ϕp est l'angle de frottement.
rd(ε
p
d) = rel +
εpd · (1− rel)
a+ εpd
(3.10)
où rel déﬁnit la taille du domaine élastique linéaire initial (lorsque ε
p
d = 0) et a est un
paramètre qui caractérise l'évolution de l'écrouissage. Une grande valeur de a augmente la
non-linéarité de la réponse, tandis que pour des valeurs très faibles, ce modèle s'apparente
à un modèle élastique parfaitement plastique.
Le modèle n'est pas associé et la fonction potentiel est donnée par :
g(p′, q) =
q
Mcar(θ) · (p′ + cp) + ln(p
′ + cp)
où Mcar est la fonction déﬁnie par :
Mcar(θ) = Mcar ·
√
3 · (3− sinϕcar)
6
(
cosθ − sinϕcar√
3
· sinθ
)
où Mcar est la pente de la droite représentant l'état de transition entre les domaines
contractant et dilatant dans le plan (p′, q). Cet état de transition est couramment appelé
état caractéristique. ϕcar est l'angle caractéristique déduit de la pente Mcar par l'expres-
sion : ϕcar = Arcsin(
3Mcar
6+Mcar
).
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Fig. 3.18: Surface de charge du modèle élastoplastique à écrouissage dans le plan (p′, q)
(d'après Dano [17]).
La ﬁgure 3.18 représente les diﬀérents domaines balayés par la surface de charge dans le
plan (p′, q).
Ce modèle a été implanté par Dano dans une ancienne version du code aux éléments ﬁnis
CESAR-LCPC. Une nouvelle version du logiciel propose un module de lois de compor-
tement  boîte à outils  qui permet d'implanter une élasticité non linéaire 12. Aﬁn de
rendre compte de l'évolution des propriétés élastiques avec celle de l'état de contraintes,
nous modiﬁons le comportement élastique linéaire du modèle initial et introduisons une
rigidité variable. Une formulation simple basée sur une valeur constante du coeﬃcient de
Poisson a été retenue :
E
Eref
=
(
p′
p′ref
)n
(3.11)
où n, Eref et p
′
ref sont des paramètres du modèle. p
′
ref est ﬁxé à 100 kPa.
La valeur de n doit être ajustée de sorte qu'elle reste cohérente avec le niveau de contrainte
pour lequel les propriétés élastiques sont considérées. Plus particulièrement, la rigidité
pour des niveaux de déformation inférieurs à 0,001% est généralement associée à des
valeurs proches de 0,5, tandis que l'utilisation d'un module sécant identiﬁé à des niveaux
de déformation proches de 1% est rattachée à une valeur de n proche de 1 [7, 37]. Dans
ces conditions, la valeur de n est ﬁxée à 0,5. Dans le cadre de cette étude, le modèle
élastoplastique à écrouissage et à élasticité non linéaire a été implanté dans la nouvelle
version de CESAR-LCPC.
Le modèle élastoplastique tel qu'il a été développé est caractérisé par sept paramètres :
le module élastique de référence Eref , le coeﬃcient de Poisson ν, l'angle caractéristique
ϕcar, l'angle de frottement ϕp, la cohésion c, le paramètre d'écrouissage a et la taille du
domaine élastique initial rel. Le module élastique de référence, l'angle de frottement, la
cohésion et le paramètre d'écrouissage ont une inﬂuence majeure sur le dimensionnement
des fondations superﬁcielles. Une attention toute particulière doit donc être accordée
à leur détermination. Cependant aﬁn de faciliter la comparaison des résultats obtenus
avec les deux modèles, nous décidons de conserver le même nombre de paramètres à
12. Pour plus d'informations sur ce module, le lecteur pourra se référer au paragraphe 2.3.2.
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identiﬁer (i.e. trois). Aﬁn de réduire le nombre de paramètres à identiﬁer, nous exploitons
les résultats des essais triaxiaux réalisés sur des échantillons remaniés. Le remaniement du
sol peut avoir une forte inﬂuence sur la partie initiale de la courbe déformation-contrainte.
Cependant nous supposons que les paramètres caractéristiques de la résistance maximale
restent identiques, puisque les échantillons sont préparés avec la teneur en eau et la densité
relative estimées in situ. Par conséquent l'angle de frottement est ﬁxé à 35 degrés en accord
avec les résultats des essais triaxiaux réalisés sur des échantillons prélevés à une profondeur
de 0,6 m (respectivement de 3 m), qui donnent un angle de frottement égal à 34,2 degrés
(respectivement 36,4 degrés). Dans l'ensemble des simulations, le coeﬃcient de Poisson
est égal à 0,2, l'angle caractéristique à 30 degrés (Mcar = 1,2) en accord avec les essais
triaxiaux, et la taille du domaine élastique initial rel à 0,7, étant donné que le sol est
légèrement surconsolidé avec K0 = 0,7.
Les modèles de comportement présentés précédemment sont basés tous les deux sur le
critère de rupture de Mohr-Coulomb. Le modèle élastoplastique tient compte de deux
phénomènes supplémentaires : le comportement non linéaire dû à l'écrouissage plastique
et à l'élasticité non linéaire. Ces améliorations laissent supposer une meilleure représenta-
tion du comportement du sol. Pour les deux modèles, l'identiﬁcation par analyse inverse
est limitée à trois paramètres (E, ϕ, c) et (Eref , a, c). Les autres paramètres sont dé-
terminés via des corrélations, des valeurs usuelles ou d'autres essais. Il est intéressant
de remarquer que la valeur de l'angle de frottement est déterminée à partir des essais
triaxiaux seulement dans le cas du second modèle. En eﬀet, la fonction d'écrouissage in-
troduite dans le second modèle permet une meilleure représentation du comportement
non linéaire avant rupture et par conséquent conduit dans le cas d'une analyse inverse
à une valeur de l'angle de frottement proche de la valeur physique. Le comportement
bilinéaire donné par le modèle de Mohr-Coulomb suppose un compromis entre les valeurs
du module élastique et de l'angle de frottement, qui dans le cas d'une analyse inverse ne
conduit pas systématiquement à des valeurs physiques.
3.3.2.2 Processus d'optimisation
3.3.2.2.1 Principe
Le processus d'optimisation est assuré par le logiciel commercial modeFRONTIER [24].
Une bibliothèque d'algorithmes d'optimisation est disponible. Une interface entre le pro-
cessus d'optimisation et CESAR-LCPC est mise en ÷uvre simplement via un script et
un lancement en ligne de commande du logiciel aux éléments ﬁnis. De la même façon,
un script commande l'exécution d'un programme par le logiciel commercial Matlab aﬁn
d'extraire les résultats du ﬁchier de sortie de CESAR-LCPC, de les comparer aux résultats
expérimentaux et d'évaluer la fonction coût.
3.3.2.2.2 Algorithmes utilisés
Les algorithmes d'optimisation retenus pour cette étude sont la méthode du simplexe et
la méthode génétique. Ce choix est expliqué aux paragraphes 3.2.3.1.5 et 3.2.3.2.4.
Dans modeFRONTIER, l'algorithme du simplexe est implanté tel qu'il a été décrit dans
la partie bibliographique (cf. paragraphe 3.2.3.1.2) à la diﬀérence qu'il est adapté à un
espace de recherche discret.
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min max pas de discrétisation
E (MPa) 10 50 1
ϕ (degrés) 30 50 1
c (kPa) 0 10 0,5
Tab. 3.1: Espace de recherche dans le cas du modèle Mohr-Coulomb.
min max pas de discrétisation
Eref (MPa) 180 280 5
a 0,0025 0,05 0,0025
c (kPa) 0 10 0,5
Tab. 3.2: Espace de recherche dans le cas du modèle élastoplastique à écrouissage.
Un algorithme génétique multi-objectif appelé MOGA-II [80] est disponible dans la biblio-
thèque de modeFRONTIER. Il s'agit d'une version améliorée de MOGA (Multi-Objective
Genetic Algorithm) développée par Poloni et Pediroda [81]. Ces derniers ont apporté deux
modiﬁcations principales à un algorithme génétique mono-objectif. Ils ont introduit une
méthode de sélection basée sur le concept de dominance et un nouvel opérateur de croise-
ment appelé croisement directionnel ( directional cross-over ), qui vise à déterminer une
direction d'amélioration en comparant la valeur de la fonction erreur de deux individus.
Le nouvel opérateur accélère la convergence. Par conséquent il doit être utilisé parcimo-
nieusement dans le cas de problèmes fortement non linéaires aﬁn d'éviter une convergence
prématurée vers des surfaces de Pareto locales. Dans cette étude, le problème n'est pas
fortement non linéaire et le coût de calcul pour l'évaluation de chaque individu peut poser
problème. En raison de ces deux constats, ce nouvel opérateur est utilisé en complément de
l'opérateur de croisement classique. Comparé à MOGA, MOGA-II possède un opérateur
supplémentaire : un opérateur élitiste. Dans modeFRONTIER, le codage des paramètres
est binaire.
3.3.2.2.3 Déﬁnition des espaces de recherche et paramétrage des algorithmes
d'optimisation
Les simplexes initiaux pour la méthode du simplexe et les populations initiales pour
la méthode génétique sont générés de façon quasi-aléatoire par l'algorithme Sobol [102],
qui permet d'obtenir des échantillons uniformément répartis dans l'espace des paramètres.
Dans le cas du modèle de Mohr-Coulomb, les intervalles de valeurs possibles correspondent
à des valeurs usuelles (Tab. 3.1). Les valeurs faibles de la cohésion (inférieures à 10 kPa)
peuvent être expliquées par la non-saturation du sol sableux. Dans le cas du modèle
élastoplastique à écrouissage, les essais à la colonne résonnante [9] permettent de donner
un intervalle de valeurs pour le module élastique de référence Eref . Plusieurs simulations
avec des valeurs diﬀérentes du paramètre a et des valeurs moyennes de la cohésion c et
du module élastique de référence Eref ont été réalisées aﬁn de localiser l'intervalle d'étude
pour le paramètre a (Tab. 3.2).
Le critère d'arrêt de l'algorithme du simplexe est ﬁxé à 10−5, ce qui signiﬁe que l'algorithme
s'arrête lorsque l'amélioration relative entre deux solutions consécutives est inférieure à
10−5. Dans le cas d'une optimisation par MOGA-II, la population initiale est ﬁxée à 200
individus. La probabilité de croisement directionnel (probabilité selon laquelle un individu
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subit un croisement directionnel) est ﬁxée à 0,5, la probabilité de sélection (probabilité
selon laquelle un individu ne change pas) à 0,05 et la probabilité de mutation (probabilité
selon laquelle un individu observe une mutation) à 0,1. Par conséquent la probabilité de
croisement classique (probabilité selon laquelle un individu subit un croisement classique)
vaut 1-(0,5+0,05+0,1)=0,35. Ces paramètres sont en accord avec les valeurs proposées
dans la littérature (cf. paragraphe 3.2.3.1.3). L'opérateur élitiste est activé. La population
entière est actualisée à la ﬁn de chaque génération. L'optimisation est considérée comme
terminée lorsqu'aucune amélioration concernant la détermination du front de Pareto n'est
réalisée pendant cinq générations consécutives.
3.3.3 Résultats des diﬀérentes identiﬁcations
Dans ce paragraphe, nous formulons le problème d'identiﬁcation comme un problème
mono-objectif, puis multi-objectif. Pour ce faire, nous considérons, dans un premier temps,
deux couches de sol diﬀérentes, dont les paramètres mécaniques à identiﬁer sont déter-
minés séparément à partir des deux essais pressiométriques. Dans un second temps, nous
supposons l'homogénéité des deux couches de sol, caractérisées par les mêmes paramètres
de sol. Cependant, compte tenu de l'insuﬃsance des modèles de comportement, nous se-
rons amenés à rechercher certains paramètres indépendamment pour chacune des couches.
3.3.3.1 Identiﬁcation mono-objectif
Dans cette partie, le problème inverse est considéré comme un problème mono-objectif
et une analyse inverse est réalisée sur chaque essai pressiométrique. Cependant seuls les
résultats obtenus par optimisation de l'essai pressiométrique à 2 m de profondeur sont
présentés et commentés en détail. Ponctuellement des commentaires supplémentaires sur
l'analyse inverse à partir du second essai pressiométrique sont faits. Deux identiﬁcations
sont successivement présentées : la première concerne les paramètres du modèle élastique
linéaire parfaitement plastique et la seconde les paramètres du modèle élastoplastique à
écrouissage.
3.3.3.1.1 Identiﬁcation des paramètres du modèle élastique linéaire parfaite-
ment plastique
Comme précisé précédemment, l'identiﬁcation des paramètres du modèle élastique linéaire
parfaitement plastique concerne le triplet de paramètres (E, ϕ, c).
Dans un premier temps, les paramètres sont optimisés par l'algorithme du simplexe.
Puisque les résultats dépendent des jeux de paramètres initiaux, nous réalisons cinq op-
timisations avec cinq simplexes initiaux diﬀérents, chaque simplexe regroupant quatre
triplets de paramètres. Aﬁn de mettre en évidence l'inﬂuence de l'initialisation, les résul-
tats des optimisations, qui conduisent aux valeurs ﬁnales la plus faible et la plus élevée
de la fonction erreur parmi l'ensemble des cinq essais, sont détaillés dans le tableau 3.3.
Les écarts sont importants (jusqu'à 48 %) et montrent le soin qu'il faut apporter à une
analyse inverse avec l'algorithme du simplexe. Puisque cet algorithme vise à déterminer
un seul minimum, nous considérons comme pertinent l'essai qui conduit à la valeur ﬁnale
la plus faible de la fonction erreur.
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Jeu initial Jeu optimal
E (MPa) ϕ (degrés) c (kPa) E (MPa) ϕ (degrés) c (kPa) F
(1)
err (kPa)
38 31 8,5
27 47 0,5 50 31 8,5 8,56
48 36 5,5
29 33 4,5
43 39 4,5
12 44 7 16 46 5 12,63
33 33 1,5
17 41 3
Tab. 3.3: Optimisation de l'essai pressiométrique avec l'algorithme du simplexe dans le
cas du modèle élastique linéaire parfaitement plastique.
La ﬁgure 3.19 permet de comparer les données expérimentales aux résultats de la simu-
lation réalisée en considérant le jeu de paramètres optimal. Une adéquation acceptable
entre les données expérimentales et numériques est obtenue, si nous considérons seulement
la partie de la courbe exploitée par le processus d'identiﬁcation. Cependant la valeur de
l'angle de frottement donnée par le jeu optimal (Tab. 3.3) n'est pas cohérente avec les
résultats des essais triaxiaux réalisés sur des échantillons prélevés à une profondeur de
0,6 m (respectivement de 3 m), qui donnent un angle de frottement égal à 34,2 degrés
(respectivement 36,4 degrés).
Fig. 3.19: Comparaison des résultats expérimentaux et numériques obtenus par optimisa-
tion avec les méthodes génétique (AG) et du simplexe (S) de l'essai pressiométrique réalisé
à une profondeur de 2 m dans le cas des deux modèles de comportement (modèle élastique
linéaire parfaitement plastique (MC) et modèle élastoplastique à écrouissage (SH-EP)).
Dans un second temps, les paramètres sont optimisés par l'algorithme MOGA-II. Cette
méthode fournit une population d'individus qui doivent être triés selon un critère de
 satisfaction . Tous les individus dont la valeur de la fonction erreur est plus faible
qu'une certaine valeur de référence sont considérés comme  satisfaisants . Dans cette
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étude, la méthode génétique fournit un meilleur optimum mathématique que la méthode
du simplexe. Par conséquent, la valeur optimale de la fonction erreur obtenue par la
méthode du simplexe est choisie comme valeur de référence. La ﬁgure 3.20 représente
les individus satisfaisants. Dans le cas particulier de cette analyse inverse, le meilleur
jeu de paramètres obtenu avec la méthode du simplexe est aussi détecté par la méthode
génétique. Environ 30 autres individus sont plus pertinents que l'optimum mathématique
obtenu avec la méthode du simplexe. Les plages des valeurs des paramètres sont très
étendues : par exemple les valeurs de l'angle de frottement varient entre 31 et 37 degrés.
Fig. 3.20: Répartition des individus satisfaisants obtenus par optimisation avec la mé-
thode génétique de l'essai pressiométrique réalisé à une profondeur de 2 m dans le cas du
modèle élastique linéaire parfaitement plastique.
Le tableau 3.4 récapitule les jeux de paramètres qui correspondent aux cinq meilleurs
individus. Les valeurs des paramètres appartiennent à des plages restreintes, ce qui laisse
supposer une fonction erreur localement régulière. La répartition de la population satisfai-
sante (Fig. 3.20) nous renseigne sur la sensibilité des paramètres et d'éventuelles relations
entre eux. Le module élastique et l'angle de frottement sont fortement liés : un module
élastique surestimé peut être contrebalancé par un angle de frottement plus faible. A
angle de frottement constant, une relation entre le module élastique et la cohésion peut
être établie : plus le module élastique est grand, plus la cohésion est faible (Tab. 3.4).
Cette remarque est cohérente avec le fait que l'augmentation de la cohésion ou de l'angle
de frottement a un eﬀet similaire sur la courbe pressiométrique simulée.
Pour les cinq meilleurs individus, les valeurs identiﬁées de la cohésion sont supérieures à
7 kPa (Tab. 3.4). D'après les résultats des essais triaxiaux, il semble cohérent de choisir
un jeu de paramètres dont l'angle de frottement est supérieur à 33 degrés. La ﬁgure 3.19
permet de comparer la courbe expérimentale à la courbe numérique obtenue en considérant
le jeu de paramètres optimal. Une adéquation acceptable est obtenue.
La diﬀérence entre les courbes numériques résultant des deux méthodes d'optimisation est
très faible, même si les jeux de paramètres sont diﬀérents (35% de diﬀérence sur le module
élastique et 6% de diﬀérence sur l'angle de frottement). Les courbes numériques obtenues
à partir de l'ensemble des jeux de paramètres satisfaisants ne sont pas représentées pour
des raisons de lisibilité. Cependant elles se situent entre les deux courbes numériques de
la ﬁgure 3.19. Cette remarque illustre la non-unicité de la solution du problème inverse et
justiﬁe l'utilisation des algorithmes génétiques, qui assurent une recherche relativement
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E (MPa) ϕ (degrés) c (kPa) F
(1)
err (kPa)
37 33 9,5 7,98
38 33 9 8,04
36 33 10 8,07
49 31 8,5 8,14
37 34 7 8,21
Tab. 3.4: Les cinq meilleurs individus obtenus par optimisation avec la méthode génétique
de l'essai pressiométrique réalisé à une profondeur de 2 m dans le cas du modèle élastique
linéaire parfaitement plastique.
exhaustive des jeux de paramètres satisfaisants. De plus il est important de noter que
l'algorithme génétique fournit un meilleur optimum mathématique que l'algorithme du
simplexe. Il semble que ce dernier soit resté  piégé  dans un minimum local.
Un commentaire supplémentaire peut être fait sur l'analyse inverse à partir de l'essai
pressiométrique réalisé à 5,9 m de profondeur. Dans ce cas, la méthode du simplexe
détermine un minimum mathématique qui est légèrement inférieur à celui obtenu avec
la méthode génétique (fonction erreur : 13,84 kPa < 13,88 kPa), si l'optimisation avec
l'algorithme génétique est arrêtée, lorsqu'aucune amélioration du meilleur individu n'est
constatée pendant cinq générations consécutives. 39 générations sont nécessaires à l'al-
gorithme génétique pour détecter le minimum donné par la méthode du simplexe. Cette
remarque illustre l'objectif principal des algorithmes génétiques, qui consiste à déterminer
par une recherche pseudo-aléatoire un jeu de solutions satisfaisantes plutôt qu'un mini-
mum mathématique. Contrairement à cette stratégie, l'algorithme du simplexe recherche
un optimum mathématique, qui peut être un minimum local ou global.
3.3.3.1.2 Identiﬁcation des paramètres du modèle élastoplastique à écrouis-
sage
Comme précisé précédemment, l'identiﬁcation des paramètres du modèle élastoplastique
à écrouissage concerne le triplet de paramètres (Eref , a, c), ϕp étant ﬁxé à 35 degrés. Deux
analyses inverses sont réalisées : pour l'une l'optimisation est assurée par la méthode du
simplexe, pour l'autre par la méthode génétique.
Le tableau 3.5 montre la dispersion des jeux optimaux obtenus lors des optimisations
initialisées par cinq simplexes diﬀérents. La dispersion est moins grande que dans le cas
du premier modèle, ce qui laisse supposer une fonction erreur plus régulière.
Comme précédemment, la valeur minimale de la fonction erreur donnée par la méthode
du simplexe est considérée comme le critère de satisfaction pour la méthode génétique.
La ﬁgure 3.21 représente les individus satisfaisants et le tableau 3.6 récapitule les cinq
meilleurs jeux de paramètres obtenus avec la méthode génétique. Le tableau 3.6 et la
ﬁgure 3.21 font apparaître une relation entre le module élastique de référence Eref et le
paramètre d'écrouissage a et une préférence pour des valeurs élevées de la cohésion c. Ces
résultats sont en accord avec les commentaires concernant le modèle de Mohr-Coulomb.
La ﬁgure 3.19 permet de comparer les données expérimentales et les courbes numériques
pour les deux modèles de comportement. Ces derniers conduisent à des résultats très
similaires. La principale diﬀérence concerne le début de la courbe, qui n'est pas pris en
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Jeu initial Jeu optimal
Eref (MPa) a c (kPa) Eref (MPa) a c (kPa) F
(1)
err (kPa)
265 0,0225 4,5
185 0,035 7 230 0,045 10 9,05
235 0,01 1,5
195 0,0175 5,5
250 0,0425 0,5
225 0,005 8,5 265 0,0225 4 11,01
275 0,03 3
225 0,025 1,5
Tab. 3.5: Optimisation de l'essai pressiométrique réalisé à une profondeur de 2 m avec
l'algorithme du simplexe dans le cas du modèle élastoplastique à écrouissage.
Fig. 3.21: Répartition des individus satisfaisants obtenus par optimisation avec la mé-
thode génétique de l'essai pressiométrique réalisé à une profondeur de 2 m dans le cas du
modèle élastoplastique à écrouissage.
compte dans l'analyse inverse. Le début de la courbe, malheureusement inexploitable dans
cette étude, est un élément crucial, si l'on souhaite évaluer la qualité de la représentation
du comportement du sol par les deux modèles.
L'identiﬁcation des paramètres par optimisation génétique du second essai pressiométrique
conduit à des valeurs plus faibles de la cohésion (inférieures à 4 kPa). Cette constatation
peut être expliquée par une plus faible valeur de la succion au voisinage de la nappe d'eau.
3.3.3.1.3 Conclusions
Cette première étude compare deux types d'algorithmes dans le cas d'une identiﬁcation
mono-objectif. Pour les deux modèles de comportement, les courbes pressiométriques nu-
mériques résultant des analyses inverses utilisant les méthodes du simplexe et génétique
sont très proches de la courbe pressiométrique expérimentale, même si la méthode géné-
tique fournit des résultats légèrement meilleurs, compte tenu des valeurs de la fonction
erreur. Cependant les paramètres obtenus avec la méthode du simplexe semblent être
incohérents avec les résultats des essais triaxiaux. L'avantage de la méthode génétique
consiste à fournir un jeu d'individus satisfaisants. Compte tenu de ses connaissances scien-
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Eref (MPa) a c (kPa) F
(1)
err (kPa)
200 0,025 10 8,97
205 0,0275 10 8,98
195 0,0225 10 9,03
210 0,03 10 9,03
210 0,0275 10 9,04
Tab. 3.6: Les cinq meilleurs individus obtenus par optimisation avec la méthode géné-
tique de l'essai pressiométrique réalisé à une profondeur de 2 m dans le cas du modèle
élastoplastique à écrouissage.
tiﬁques et techniques et des résultats d'essais supplémentaires, l'utilisateur est capable de
sélectionner avec plus de précision et de ﬁabilité les paramètres nécessaires pour le di-
mensionnement des structures. De plus, l'analyse de ces individus satisfaisants permet
à l'utilisateur d'obtenir des informations sur la sensibilité des simulations vis-à-vis des
valeurs des paramètres et sur de possibles relations entre eux.
La comparaison de la procédure d'identiﬁcation dans le cas des deux modèles peut s'avérer
diﬃcile parce que le fait de garder le nombre de paramètres à identiﬁer constant n'est pas
suﬃsant pour assurer des conditions similaires. En eﬀet, la topologie de la fonction erreur
dépend non seulement du modèle de comportement et de sa capacité à représenter la
réalité, mais aussi du jeu de paramètres à identiﬁer et des valeurs ﬁxées a priori pour les
autres paramètres. Dans le cas du modèle de Mohr-Coulomb, le domaine de recherche est
déﬁni sans qu'aucune valeur d'un des paramètres sensibles au problème ne soit ﬁxée a
priori ou que le domaine soit restreint. Dans ces conditions, l'unicité de la solution n'est
certainement pas assurée. Dans le cas du second modèle, des essais supplémentaires ont
été exploités pour déterminer la valeur de l'angle de frottement et réduire le domaine du
module élastique de référence Eref , ce qui peut limiter le problème de la non-unicité de
la solution. Les ﬁgures 3.20 et 3.21 conﬁrment cette tendance en représentant plus de
jeux de paramètres satisfaisants sur une large gamme de valeurs dans le cas du modèle
de Mohr-Coulomb.
Le choix de l'algorithme adéquat résulte d'un compromis entre la ﬁabilité et la qualité de
l'information d'une part et le coût de calcul d'autre part. En eﬀet la richesse des résultats
a un coût de calcul important. Si l'on considère que cinq optimisations successives ont
été réalisées avec la méthode du simplexe, le coût de calcul de la méthode génétique est
d'environ ρ = 9 fois plus grand que celui de la méthode du simplexe. Ce rapport est plus
faible (ρ = 6) dans le cas du modèle élastoplastique à écrouissage que dans le cas du
modèle de Mohr-Coulomb. Cette remarque concerne l'étude particulière (identiﬁcation de
trois paramètres spéciﬁques à partir d'essais pressiométriques) et ne peut être aisément
généralisée. Cependant elle peut être expliquée par la topologie des fonctions erreur : la
fonction erreur dans le cas du modèle de Mohr-Coulomb n'est pas aussi régulière que
dans le cas du modèle élastoplastique à écrouissage. Par conséquent, si l'utilisateur peut
prévoir a priori la topologie de la fonction, il peut estimer l'intérêt éventuel des algorithmes
génétiques, qui sont capables de traiter des problèmes avec des fonctions erreur irrégulières
ayant des minima locaux.
Dans cette première étude, pour chaque modèle de comportement, une analyse inverse a
été réalisée sur chaque courbe pressiométrique, ce qui suppose l'existence de deux couches
de sol diﬀérentes. Cependant les valeurs obtenues pour un même paramètre à partir des
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deux essais peuvent présenter des incohérences compte tenu du proﬁl du sol. Ce problème
apparaît en particulier dans le cas où l'on suppose un comportement élastique linéaire
parfaitement plastique du sol pour lequel la probabilité de la non-unicité de la solution est
élevée. Par exemple, les meilleurs jeux de paramètres obtenus avec la méthode du simplexe
donnent une valeur du module élastique à 2 m de profondeur (50 MPa) plus élevée qu'à 5,9
m de profondeur (36 MPa). Dans le cas de la méthode génétique, les gammes de valeurs
de l'angle de frottement obtenues pour les deux profondeurs sont si diﬀérentes (inférieures
à 34 degrés et supérieures à 38 degrés), que ce résultat ne semble pas cohérent avec la
relative homogénéité du sol. Aﬁn de trouver un compromis qui satisfasse les deux tests,
et par là même aﬁn d'améliorer la ﬁabilité des résultats, nous procédons à une seconde
étude pour laquelle les deux essais pressiométriques sont considérés simultanément.
3.3.3.2 Identiﬁcation multi-objectif
Dans le cadre d'une identiﬁcation multi-objectif, nous ne considérons plus deux couches
de sol diﬀérentes, mais une seule couche de sol homogène. Cette hypothèse d'homogénéité
permet d'augmenter la ﬁabilité des résultats en utilisant simultanément deux essais pres-
siométriques. Comme dans le cas des identiﬁcations mono-objectif, nous présentons les
résultats relatifs au modèle élastique linéaire parfaitement plastique, puis ceux relatifs au
modèle élastoplastique à écrouissage.
3.3.3.2.1 Identiﬁcation des paramètres du modèle élastique linéaire parfaite-
ment plastique
Dans le cas du modèle de Mohr-Coulomb, quatre paramètres sont optimisés : deux modules
élastiques E1, respectivement E2, qui correspondent aux deux profondeurs : 2 m, respec-
tivement 5,9 m, une cohésion c et un angle de frottement ϕ, qui supposent l'homogénéité
du proﬁl du sol. Il est intéressant de remarquer que nous ne recherchons pas un module
élastique unique. La détermination de l'un des modules élastiques est indépendante de
celle de l'autre car elle ne dépend que du seul essai pressiométrique correspondant. L'in-
troduction de deux modules élastiques diﬀérents permet de tenir compte de l'incapacité
du modèle de Mohr-Coulomb à représenter l'évolution des propriétés élastiques avec celle
de l'état de contraintes.
Dans le cas de l'algorithme du simplexe, nous appliquons la méthode de pondération,
qui consiste à optimiser une nouvelle fonction déﬁnie comme une combinaison linéaire
des fonctions erreur initiales. Les extrémités du front de Pareto ont été déterminées par
les analyses inverses mono-objectif (Fig. 3.22). Puisque la recherche de chaque module
élastique dépend seulement de l'essai pressiométrique correspondant, chaque solution ob-
tenue par optimisation mono-objectif d'un essai pressiométrique détermine la valeur de la
fonction erreur de cet essai. La valeur de la fonction erreur qui correspond à l'autre essai
reste inconnue (pour la déterminer, il faudrait connaître la valeur du module élastique
associée à l'essai). Sur la ﬁgure 3.22, les traits en pointillé représentent les résultats de
l'optimisation mono-objectif. Les symboles servent à distinguer les deux méthodes (sim-
plexe (S) et algorithme génétique (AG)). Un point supplémentaire du front de Pareto
est déterminé pour le cas où les deux essais pressiométriques se voient attribuer le même
poids. L'analyse inverse consiste dans ce cas à minimiser la nouvelle fonction déﬁnie par :
Ferr =
F
(1)
err + F
(2)
err
2
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Jeu initial Jeu optimal
E1 E2 c ϕ E1 E2 c ϕ F
(1)
err F
(2)
err Ferr
(MPa) (MPa) (kPa) (degrés) (MPa) (MPa) (kPa) (degrés) (kPa) (kPa) (kPa)
34 24 8 34
24 34 0 50
44 13 5,5 39 23 37 7 39 9,19 14,17 11,68
16 31 8,5 35
36 11 3,5 46
29 29 1,5 47
49 49 6,5 37
18 18 4 42 43 42 7 37 89,13 17,00 53,06
29 28 6 41
39 33 9,5 30
Tab. 3.7: Optimisation par la méthode de pondération avec l'algorithme du simplexe dans
le cas du modèle élastique linéaire parfaitement plastique.
où F
(1)
err correspond à l'essai pressiométrique réalisé à 2 m de profondeur et F
(2)
err à celui
réalisé à 5,9 m de profondeur.
Cinq optimisations avec des simplexes initiaux diﬀérents ont été réalisées. Les résultats
des optimisations, qui conduisent aux valeurs ﬁnales la plus faible et la plus élevée de
la fonction erreur, sont détaillés dans le tableau 3.7. La forte dépendance des résultats
aux simplexes initiaux peut être expliquée par la complexité de la fonction erreur Ferr,
qui superpose les irrégularités des deux fonctions erreur F
(1)
err et F
(2)
err . L'insuﬃsance de la
méthode du simplexe est illustrée par l'optimisation qui conduit au plus mauvais résultat
(Ferr = 53, 06kPa). Si le simplexe rencontre un minimum local, il ne peut en sortir et
reste  piégé . Comme précédemment, le meilleur jeu de paramètres en termes de valeur
de la fonction coût est considéré comme solution et reporté sur la ﬁgure 3.22.
Fig. 3.22: Répartition des solutions Pareto-optimales issues de l'identiﬁcation multi-
objectif avec les méthodes du simplexe (S) et génétique (AG) dans le cas d'un modèle
élastique linéaire parfaitement plastique.
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E1 (MPa) E2 (MPa) c (kPa) ϕ (degrés) F
(1)
err (kPa) F
(2)
err (kPa)
32 37 8 35 8,11 86,36
30 41 10 35 8,20 53,02
23 38 10 38 8,34 13,95
21 35 10 39 8,69 13,88
22 36 8,5 39 8,84 13,84
Tab. 3.8: Solutions Pareto-optimales obtenues par optimisation bi-objectif avec la mé-
thode génétique dans le cas du modèle élastique linéaire parfaitement plastique.
L'utilisation de l'algorithme génétique multi-objectif (MOGA-II) permet une détermi-
nation ﬁable et exhaustive du front de Pareto en une seule optimisation. A l'issue de
l'optimisation, cinq individus sont des solutions Pareto-optimales. Les jeux de paramètres
correspondants sont récapitulés dans le tableau 3.8. Par souci de lisibilité, la ﬁgure 3.22 re-
présente une partie restreinte de l'espace des critères, de sorte qu'elle contienne seulement
trois des cinq solutions Pareto-optimales. Les solutions Pareto-optimales dont la valeur
de F
(2)
err est supérieure à 50 kPa ne semblent pas pertinentes pour le problème étudié et ne
sont pas analysées dans la suite. Les résultats sont en accord avec ceux obtenus par opti-
misation mono-objectif. L'algorithme génétique multi-objectif détecte une solution dont
la valeur de F
(2)
err est plus faible que celle correspondant au meilleur jeu dans le cas d'une
optimisation mono-objectif par la méthode génétique. Cette remarque peut être justiﬁée
par la stratégie des algorithmes génétiques qui consiste à déterminer des solutions satisfai-
santes plutôt qu'un optimum mathématique. En eﬀet la diﬀérence entre les deux valeurs
de F
(2)
err reste faible (inférieure à 0,3%). Parmi les trois solutions Pareto-optimales considé-
rées, une solution Pareto-optimale est satisfaisante au sens de l'optimisation mono-objectif
du premier essai pressiométrique (F
(1)
err < 8,56 kPa cf. Fig. 3.22), mais n'appartient cepen-
dant pas à l'ensemble des jeux satisfaisants détecté par l'optimisation mono-objectif par
méthode génétique (Fig. 3.20). Par conséquent, la formulation multi-objectif provoque
l'émergence de nouveaux jeux de paramètres satisfaisants pertinents pour le problème
considéré.
La ﬁgure 3.22 permet de comparer, au sens de Pareto, les résultats donnés par la méthode
de pondération avec l'algorithme du simplexe et par MOGA-II. La solution donnée par
la méthode de pondération est dominée par les trois solutions Pareto-optimales données
par MOGA-II. En eﬀet, la méthode génétique fournit des solutions, dont les valeurs des
deux fonctions erreur sont inférieures à celles de la solution donnée par la méthode de
pondération. Cependant ces quatre jeux de paramètres sont situés dans la même région de
l'espace des paramètres (Tab. 3.7 et 3.8). Par conséquent une faible diﬀérence est attendue
entre les diﬀérentes simulations de l'essai eﬀectué sur la fondation superﬁcielle.
L'analyse inverse menée à partir du premier essai pressiométrique comparée à celle menée
à partir du second conduit systématiquement à des solutions dont la fonction erreur est
plus faible. Cette diﬀérence peut être reliée à la gamme de pression balayée pendant
chacun des deux essais.
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Jeu initial Jeu optimal
Eref a1 a2 c Eref a1 a2 c F
(1)
err F
(2)
err Ferr
(MPa) (kPa) (MPa) (kPa) (kPa) (kPa) (kPa)
225 0,025 0,001 8,5
280 0,05 0,0035 3,5
200 0,0125 0,0225 6 200 0,0125 0,0225 6,5 9,83 18,20 14,01
255 0,0375 0,0475 0,5
185 0,0425 0,015 7,5
240 0,0175 0,04 2
215 0,03 0,0025 10
265 0,005 0,0275 4,5 255 0,015 0,04 3 11,64 19,07 15,36
195 0,0275 0,0425 2,5
245 0,0025 0,0175 8
Tab. 3.9: Optimisation par la méthode de pondération avec l'algorithme du simplexe dans
le cas du modèle élastoplastique à écrouissage.
3.3.3.2.2 Identiﬁcation des paramètres du modèle élastoplastique à écrouis-
sage
Dans le cas du modèle élastoplastique à écrouissage, quatre paramètres sont optimisés :
deux valeurs du paramètre d'écrouissage : a1, respectivement a2, qui correspondent aux
deux profondeurs : 2 m, respectivement 5,9 m, une cohésion c, qui suppose l'homogénéité
du proﬁl du sol et un module élastique de référence Eref , qui suppose l'évolution de
la rigidité à des niveaux faibles de déformation donnée par l'équation (3.11). Comme
précédemment pour le module élastique, une valeur unique de a n'est pas recherchée.
L'introduction de deux paramètres d'écrouissage diﬀérents permet de tenir compte du
caractère non intrinsèque du paramètre a.
Suivant le même schéma d'analyse que précédemment, des optimisations par la méthode
du simplexe et la méthode génétique sont réalisées. Le tableau 3.9 montre la dispersion
des résultats vis-à-vis des simplexes initiaux. L'utilisation de MOGA-II conduit à la dé-
termination de douze solutions Pareto-optimales. Les jeux de paramètres correspondants
sont récapitulés dans le tableau 3.10. La ﬁgure 3.23 met en évidence la répartition des
solutions Pareto-optimales données par la méthode de pondération avec l'algorithme du
simplexe et par MOGA-II. Comme dans le cas du modèle de Mohr-Coulomb, les résultats
sont en accord avec ceux obtenus par optimisation mono-objectif. Les solutions données
par la méthode génétique sont meilleures au sens de Pareto que celles données par la
méthode de pondération. La diﬀérence est cependant moins importante que dans le cas
du modèle de Mohr-Coulomb, ce qui conﬁrme le commentaire concernant la topologie de
la fonction erreur.
3.3.3.2.3 Conclusions
A l'issue de ces deux identiﬁcations multi-objectif, nous pouvons conclure que MOGA-II
assure une résolution du problème d'optimisation plus ﬁable que la méthode de pondéra-
tion. Il apparaît diﬃcile de comparer le coût de calcul des deux méthodes de résolution
parce que l'approche par pondération n'a été mise en ÷uvre que partiellement. En eﬀet, si
l'on souhaitait déterminer l'ensemble du front de Pareto, plusieurs couples de pondération
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Eref (MPa) a1 a2 c (kPa) F
(1)
err (kPa) F
(2)
err (kPa)
180 0,0175 0,0275 10 8,79 23,84
185 0,02 0,0275 10 8,96 20,52
200 0,025 0,0325 10 8,97 19,080
205 0,0225 0,0325 9 9,14 19,079
190 0,0225 0,0275 10 9,15 18,90
195 0,0175 0,025 8,5 9,18 18,40
190 0,015 0,0225 8,5 9,37 18,23
195 0,015 0,0225 7,5 9,56 18,21
185 0,015 0,02 8 10,31 18,06
180 0,0125 0,0175 7,5 10,54 17,91
180 0,0175 0,0125 3,5 49,82 17,74
180 0,0175 0,01 2 62,17 17,46
Tab. 3.10: Solutions Pareto-optimales obtenues par optimisation bi-objectif par méthode
génétique dans le cas du modèle élastoplastique à écrouissage.
Fig. 3.23: Répartition des solutions Pareto-optimales issues de l'identiﬁcation multi-
objectif avec les méthodes du simplexe (S) et génétique (AG) dans le cas d'un modèle
élastoplastique à écrouissage.
auraient dû être testés. Cependant le couple (0,5 ; 0,5) qui confère un poids identique aux
deux essais pressiométriques donne localement une approximation du front de Pareto et
permet de tirer certaines conclusions.
Par rapport à l'identiﬁcation mono-objectif, des hypothèses supplémentaires ont été faites
sur le proﬁl du sol lors de la formulation du problème multi-objectif. En eﬀet, nous suppo-
sons l'homogénéité du sol pour le couple (c, ϕ) dans le cas du modèle de Mohr-Coulomb
et pour le couple (Eref , c) dans le cas du modèle élastoplastique à écrouissage. Dans le
second modèle, la rigidité du sol pour des niveaux faibles de déformation est donnée par la
relation (3.11). La recherche de deux valeurs diﬀérentes correspondant aux deux couches
de sol pour le module d'élasticité E dans le modèle de Mohr-Coulomb et le paramètre
d'écrouissage a dans le modèle élastoplastique à écrouissage permet de prendre en compte
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les insuﬃsances des modèles. Dans ces conditions, il est possible pour les deux modèles
de trouver des jeux de paramètres dont la valeur des fonctions erreur est proche des
critères de satisfaction déﬁnis pour les identiﬁcations mono-objectif (Fig. 3.22 et 3.23).
Par conséquent, en déterminant des compromis satisfaisants, la résolution du problème
multi-objectif permet de vériﬁer la cohérence des hypothèses formulées.
En accord avec les commentaires proposés dans le cas d'une identiﬁcation mono-objectif,
la méthode du simplexe peine à détecter un minimum global, tout particulièrement dans
le cas du modèle de Mohr-Coulomb.
Ces conclusions reposent seulement sur l'analyse, parfois trompeuse, des valeurs des fonc-
tions erreur et des valeurs des paramètres. Aﬁn d'aﬃner notre analyse concernant la
qualité de la procédure d'identiﬁcation, nous décidons de simuler l'essai de fondation
superﬁcielle en utilisant les diﬀérents jeux de paramètres déterminés précédemment.
3.3.4 Prédiction du tassement
Les jeux de paramètres issus de l'identiﬁcation mono- et multi-objectif dans le cas des
deux modèles sont utilisés pour simuler le comportement de la fondation superﬁcielle.
La forme carrée de la fondation suppose un modèle en trois dimensions. Cependant une
étude préliminaire montre qu'à maillages équivalents la diﬀérence de tassements entre les
modèles 2D et 3D est peu signiﬁcative. Par conséquent, une fondation axisymétrique, dont
la surface circulaire est égale à la surface de la fondation rectangulaire initiale, est modé-
lisée. Des éléments triangulaires à 6 n÷uds et des éléments rectangulaires à 8 n÷uds sont
utilisés. Le modèle contient 6121 n÷uds et 2278 éléments quadratiques. Deux couches de
sol sont modélisées aﬁn de pouvoir aﬀecter les paramètres obtenus par analyse inverse des
deux essais pressiométriques. Par conséquent, dans le cas de simulations avec les para-
mètres obtenus par identiﬁcation mono-objectif, les deux couches de sol sont caractérisées
par deux jeux de paramètres diﬀérents et dans le cas de simulations avec les paramètres
obtenus par identiﬁcation multi-objectif, les deux couches de sol se voient aﬀectées deux
paramètres identiques et un paramètre diﬀérent. Un modèle élastique linéaire est utilisé
pour la dalle en béton (E = 11GPa). Le chargement est piloté en force. Les analyses in-
verses ont été réalisées à partir d'essais pressiométriques. Par conséquent, elles ont permis
la détermination de la rigidité du sol dans la direction horizontale. Nous supposons que la
rigidité dans la direction verticale est principalement mobilisée dans l'essai de fondation
et nous retenons pour les deux modèles un module élastique 1,5 fois plus grand que celui
identiﬁé. Ce rapport de 1,5 est un rapport usuellement observé entre les rigidités verticale
et horizontale ([42, 44] cités par [38]).
La ﬁgure 3.24 permet de comparer les courbes de tassement expérimentale et numé-
riques résultant des diﬀérentes simulations. Une diﬀérence fondamentale existe entre les
simulations avec le modèle de Mohr-Coulomb et celles avec le modèle élastoplastique à
écrouissage : le second modèle donne des simulations qui représentent mieux la courbure
de la courbe expérimentale. La diﬀérence s'explique par l'introduction d'une fonction
d'écrouissage dans le second modèle, qui permet de mieux représenter le comportement
non linéaire du sol avant rupture. Dans ce modèle, le module élastique décrit le compor-
tement élastique réel, tandis que dans le cas du modèle de Mohr-Coulomb, un module
élastique sécant doit représenter l'ensemble du comportement avant rupture. Par consé-
quent, la pente initiale de la courbe de tassement simulée avec le modèle élastoplastique
à écrouissage varie sur une large plage de valeurs (de 580 kN/mm à 40 kN/mm) tandis
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Fig. 3.24: Comparaison entre les courbes de tassement expérimentale et numériques ob-
tenues dans les cas du modèle de Mohr-Coulomb (MC) et du modèle élastoplastique à
écrouissage (SH-EP) à partir d'identiﬁcations mono- et multi-objectif par la méthode du
simplexe (S) et par la méthode génétique (AG).
qu'elle varie sur une plage plus réduite (de 190 kN/mm à 60 kN/mm) dans le cas du
modèle de Mohr-Coulomb. La diﬀérence sur la rigidité du sol n'a pas été décelée au cours
de l'analyse inverse, en partie à cause du manque d'information concernant le début des
courbes expérimentales pressiométriques.
Par rapport à la plupart des participants au benchmark, les prédictions pour les deux mo-
dèles sont plus proches des observations expérimentales (Fig. 3.24). Il convient de remar-
quer que les résultats de certains participants sont reportés seulement pour les tassements
de 25 mm et 150 mm du fait de l'énoncé du benchmark. Il est clair que les conditions
de cette étude et celles des prédictions données par les participants du benchmark dif-
fèrent puisque nous connaissons les résultats par avance. Cependant nos prédictions sont
le résultat d'une procédure objective. En eﬀet, la seule hypothèse faite dans cette étude,
dont les conséquences sont importantes, concerne la taille du domaine élastique initial
rel et consiste à supposer un certain niveau de surconsolidation. En fait, si les débuts
des courbes pressiométriques avaient été connus, nous aurions pu déterminer avec plus
de précision ce paramètre. Nous insistons donc sur l'importance de la qualité des essais
d'identiﬁcation. Compte tenu des prédictions de certains participants, il semble que les
paramètres constitutifs utilisés dans le cadre de leur analyse n'aient pas été déterminés
correctement, ce qui peut être lié à leur technique d'identiﬁcation.
Si l'on considère les résultats donnés par chacun des modèles séparément, les simula-
tions sont comprises dans des faisceaux restreints. Cependant, dans le cas du modèle de
Mohr-Coulomb (respectivement dans le cas du modèle élastoplastique à écrouissage), nous
constatons un écart relatif de 5% (respectivement 12%) sur le chargement correspondant
à un tassement de 125 mm entre les simulations issues de l'identiﬁcation mono-objectif.
Cette diﬀérence était prévisible, compte tenu des diﬀérences remarquées sur les valeurs
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des paramètres, mais ne l'était pas compte tenu des courbes pressiométriques numériques.
En eﬀet, puisque le chemin de contraintes de l'essai d'identiﬁcation et celui du calcul de
dimensionnement de la structure sont généralement diﬀérents, il n'y a pas de raison pour
que des jeux de paramètres, qui conduisent à des courbes numériques quasi-identiques
pour la simulation de l'essai utilisé dans l'analyse inverse, conduisent aussi à des courbes
numériques quasi-identiques pour la simulation de l'ouvrage en fonctionnement. Cette
remarque montre l'importance du choix de l'essai d'identiﬁcation.
Si l'on considère les résultats donnés par chacun des modèles séparément, les simulations
issues des identiﬁcations multi-objectif sont proches les unes des autres. Par conséquent, la
cohérence des valeurs des paramètres le long du proﬁl du sol, garantie par les hypothèses
émises sur ce proﬁl, conduit pour les deux méthodes d'optimisation à des jeux de para-
mètres équivalents en termes d'analyse inverse et de dimensionnement de la structure. Ce
commentaire met en évidence l'intérêt de l'identiﬁcation multi-objectif, qui permet de pal-
lier le problème lié à la non-unicité de la solution du problème inverse. La diﬀérence entre
les simulations résultant des méthodes du simplexe et génétique n'est pas suﬃsamment
signiﬁcative pour être commentée.
Par rapport aux simulations issues des identiﬁcations mono-objectif, les simulations is-
sues des identiﬁcations multi-objectif montrent un comportement plus rigide à la ﬁn de
la simulation. Cette diﬀérence s'explique par l'hypothèse d'homogénéité du proﬁl du sol
émise lors de l'optimisation multi-objectif. Dans le cas du modèle de Mohr-Coulomb,
l'hypothèse d'un angle de frottement constant le long du proﬁl du sol implique une sur-
estimation de l'angle de frottement identiﬁé à 2 m de profondeur, qui est contrebalancée
par un module élastique plus faible. Par conséquent, les simulations issues des identiﬁ-
cations multi-objectif sont moins rigides au début de la simulation que celles issues des
identiﬁcations mono-objectif, mais elles sont plus rigides à la ﬁn de la simulation. De la
même façon, dans le cas du modèle élastoplastique à écrouissage, l'hypothèse d'un module
élastique de référence constant le long du proﬁl du sol implique une sous-estimation du
module élastique de référence identiﬁé à 2 m de profondeur, qui est contrebalancée par
un paramètre d'écrouissage plus faible. Par conséquent, les simulations issues des identi-
ﬁcations multi-objectif sont plus rigides à partir de 50 mm de tassement que celles issues
des identiﬁcations mono-objectif. La diﬀérence au début de la courbe n'est pas visible
sur la ﬁgure 3.24, mais les valeurs numériques conﬁrment que les simulations issues des
identiﬁcations multi-objectif sont moins rigides au début de la simulation que celles issues
des identiﬁcations mono-objectif.
La meilleure adéquation avec la courbe expérimentale de tassement est assurée par la
simulation avec le modèle élastoplastique à écrouissage dont les paramètres sont obtenus
par optimisation mono-objectif avec la méthode du simplexe. De plus les autres simula-
tions numériques de l'essai de fondation avec ce modèle semblent cohérentes les unes avec
les autres, malgré les légères diﬀérences discutées précédemment. Le jeu de paramètres,
et tout particulièrement la valeur du paramètre d'écrouissage, résultant de l'optimisation
mono-objectif avec la méthode du simplexe se distingue nettement des autres. Cependant,
d'après les résultats proposés par la méthode génétique, ce jeu de paramètres constitue
un minimum local. Cette remarque donne lieu à deux observations.
 Premièrement, en termes d'analyse inverse, le meilleur jeu de paramètres mathémati-
quement parlant n'est pas nécessairement le meilleur jeu physiquement parlant. En eﬀet
le bruit lié aux erreurs de mesure et la représentation imparfaite de la réalité par les
modèles de comportement génèrent des erreurs qui aﬀectent les fonctions coût et qui
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peuvent se compenser.
 Deuxièmement l'erreur commise dans l'identiﬁcation de paramètres (c'est-à-dire la dé-
tection d'un minimum local au lieu d'un minimum global) peut être contrebalancée par
l'imperfection de la simulation de l'essai de fondation. En eﬀet, des bandes de cisaille-
ment de forte intensité, qui se développent progressivement lors de l'essai, ne peuvent
pas être modélisées avec une grande précision du fait de la dépendance forte au maillage.
Par conséquent, le comportement du sol apparaît plus résistant qu'il ne l'est en réalité.
L'identiﬁcation de paramètres doit donc tenir compte, lors du calcul de dimensionne-
ment de la structure, des erreurs liées à la méthode de résolution (rigidiﬁcation du
comportement).
Il est intéressant de remarquer que, dans le cas de l'identiﬁcation mono-objectif avec le
modèle élastoplastique à écrouissage, la méthode génétique a détecté des jeux de para-
mètres satisfaisants proches du meilleur jeu de paramètres déterminé par la méthode du
simplexe. Par conséquent, si l'utilisateur réalise une analyse inverse avec un algorithme
génétique, il peut sélectionner diﬀérents jeux de paramètres satisfaisants, dont les valeurs
sont suﬃsamment diﬀérentes pour espérer une diﬀérence dans le calcul de dimension-
nement et simuler l'essai de fondation avec chaque jeu de paramètres ainsi sélectionné.
La diﬀérence entre les simulations permet d'illustrer l'incertitude relative à la procédure
d'identiﬁcation. Compte tenu de l'objectif de cette application qui consiste à mettre au
point une méthode d'identiﬁcation de paramètres, nous n'avons pas cherché à quantiﬁer
cette incertitude relative.
Une analyse inverse réalisée à partir de l'essai de fondation n'a pas pu être envisagée du
fait de l'important coût de calcul.
3.3.5 Conclusions
Généralement, les techniques usuelles d'identiﬁcation de paramètres, basées sur l'ana-
lyse inverse, demeurent peu satisfaisantes, parce qu'elles ne tiennent pas compte de la
non-unicité du problème inverse. Cette diﬃculté peut être surmontée en déterminant un
ensemble de solutions satisfaisantes et en utilisant simultanément plusieurs essais d'iden-
tiﬁcation. Conformément à cette idée, nous avons proposé de comparer deux types de
méthodes d'optimisation. Pour ce faire, plusieurs analyses inverses ont été réalisées à
partir de deux essais pressiométriques en vue de prédire à terme le tassement d'une fon-
dation superﬁcielle. Aﬁn d'étudier l'eﬃcacité des méthodes d'optimisation sous diﬀérentes
conditions, deux modèles de comportement ont été successivement examinés.
Dans un premier temps, l'analyse inverse est traitée comme un problème mono-objectif
pour lequel deux couches de sol diﬀérentes sont considérées. Cette première étude permet
de tirer les premières conclusions. Le coût de calcul avec la méthode génétique est plus
élevé, mais la méthode fournit des résultats plus ﬁables et des informations concernant les
valeurs des paramètres, qui peuvent être exploitées par l'utilisateur aﬁn de déterminer les
jeux les plus pertinents. Concernant la ﬁabilité des résultats, l'intérêt de la méthode gé-
nétique augmente lorsque tous les paramètres constitutifs, dont la sensibilité au problème
considéré est importante, sont identiﬁés sans une restriction conséquente de l'espace de
recherche, comme le montre la comparaison des résultats donnés par l'analyse inverse pour
les deux modèles. Par conséquent cette méthode semble devenir très intéressante lorsque
le nombre de paramètres à identiﬁer augmente.
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Dans un second temps, l'analyse inverse est réalisée en considérant simultanément les
deux essais pressiométriques et en émettant des hypothèses sur le proﬁl du sol. La réso-
lution du problème d'optimisation par la méthode de pondération apparaît comme moins
ﬁable que la détermination directe du front de Pareto par la méthode génétique, tout
particulièrement dans le cas du modèle de Mohr-Coulomb du fait de la topologie de la
fonction erreur. Si le nombre de solutions Pareto-optimales déterminées est suﬃsant, l'uti-
lisateur peut choisir le compromis le plus pertinent compte tenu du problème étudié. Si
des hypothèses simpliﬁcatrices (par exemple l'homogénéité du proﬁl du sol) sont émises,
l'identiﬁcation multi-objectif en proposant des compromis satisfaisants donne la possibilité
à l'utilisateur de vériﬁer la cohérence de ces hypothèses.
La simulation d'un essai de fondation superﬁcielle soulève deux diﬃcultés principales dans
le processus d'identiﬁcation. Premièrement l'analyse inverse est généralement appliquée
sur des essais dont le chemin de contraintes est diﬀérent de celui suivi dans le calcul de
dimensionnement. Par conséquent, les jeux de paramètres qui conduisent à des courbes
numériques quasi-identiques pour l'essai d'identiﬁcation ne conduisent pas systématique-
ment à des courbes numériques quasi-identiques pour le calcul de dimensionnement. De
plus, cette diﬃculté augmente si seule une partie de la courbe expérimentale intégrée
dans la procédure d'identiﬁcation est connue comme le montre la comparaison des résul-
tats obtenus avec les deux modèles. Cette incertitude peut être réduite par la formulation
d'une identiﬁcation multi-objectif, qui fournit avec les deux méthodes d'optimisation des
résultats similaires. Deuxièmement l'analyse des prédictions apparemment très bonnes
obtenues par identiﬁcation mono-objectif avec la méthode du simplexe suscite deux com-
mentaires. Les minima locaux peuvent conduire à de meilleures prédictions concernant le
dimensionnement de la structure que les minima globaux, compte tenu des erreurs liées
aux mesures et à l'imparfaite représentation de la réalité par les modèles de comporte-
ment. L'erreur commise en sélectionnant un minimum local peut être contrebalancée par
des erreurs commises lors du calcul de dimensionnement.
Compte tenu des erreurs ou des incertitudes accumulées, dues aux mesures, à l'impar-
faite représentation de la réalité par les modèles de comportement, à la nature de l'essai
d'identiﬁcation ou à la méthode numérique de simulation, il apparaît diﬃcile de déﬁnir
une méthodologie systématique d'identiﬁcation de paramètres constitutifs. Cependant la
méthode génétique fournit un ensemble de jeux de paramètres quasi-exhaustif qui peut
être utilisé pour estimer l'incertitude liée à la procédure d'identiﬁcation.
3.4 Conclusion
Dans la première partie de ce chapitre, l'étude bibliographique a permis d'identiﬁer la
principale diﬃculté liée à l'application de l'analyse inverse : la non-unicité de la solution.
Pour surmonter cette diﬃculté, nous proposons de recourir à des algorithmes génétiques,
qui déterminent un ensemble de solutions satisfaisantes, et d'utiliser simultanément plu-
sieurs essais. La première stratégie donne la possibilité à l'utilisateur de tenir compte de
la non-unicité de la solution, tandis que la seconde permet de restreindre le nombre de so-
lutions. Dans la seconde partie de ce chapitre, nous avons testé ces deux stratégies. Au vu
des résultats, elles semblent apporter une certaine ﬁabilité qui faisait défaut aux méthodes
d'identiﬁcation classiques. Dans le chapitre suivant, deux identiﬁcations, mono-objectif et
multi-objectif, sont menées à partir d'essais cycliques. En particulier et contrairement à
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ce qu'il a été présenté dans ce chapitre, l'identiﬁcation multi-objectif recherche un seul
et même jeu de paramètres qui soit capable de représenter de manière satisfaisante les
diﬀérents essais.
CHAPITRE 4
Application à deux essais triaxiaux non
drainés répétés
4.1 Introduction
Dans les chapitres 2 et 3, deux outils ont été présentés. L'eﬃcacité de l'homogénéisation
temporelle a été évaluée par rapport à la résolution pas à pas. La procédure d'identiﬁcation
de paramètres a été appliquée dans le cas d'un comportement monotone.
L'objectif de ce chapitre consiste à tester ces deux outils dans un cas réel de sollicitations
cycliques. Deux essais triaxiaux non drainés répétés réalisés sur une argile normalement
consolidée sont utilisés pour identiﬁer des paramètres par analyse inverse. Dans un pre-
mier temps, une identiﬁcation de paramètres est conduite à partir de simulations pas à
pas. Dans un second temps, du fait de l'important coût de calcul lié à l'utilisation des algo-
rithmes génétiques, une identiﬁcation de paramètres est conduite à partir de simulations
avec homogénéisation.
4.2 Mise en ÷uvre de l'identiﬁcation par analyse
inverse
Dans ce paragraphe, nous appliquons la même démarche proposée dans le chapitre précé-
dent. Nous invitons le lecteur à se référer au paragraphe 3.3.2.
4.2.1 Evaluation des fonctions coût
Les essais exploités dans ce chapitre ont été réalisés par Hicher [35] sur des échantillons
d'argile noire. Les échantillons sont parfaitement saturés et normalement consolidés à 200
kPa. Nous nous intéressons à deux essais triaxiaux non drainés répétés réalisés pour deux
déviateurs des contraintes maximaux qmax = 65kPa et qmax = 84kPa. L'analyse inverse
est réalisée à partir des courbes donnant l'évolution de la déformation axiale permanente
en fonction du nombre de cycles eﬀectués, parce que, dans le cas d'un essai triaxial non
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ν κ λ e0 Mc p
′
c0 (kPa)
0,3 0,08 0,23 1,15 1 200
Tab. 4.1: Paramètres du modèle Cam-Clay modiﬁé utilisés pour l'identiﬁcation de para-
mètres.
drainé répété, elle est le témoin de l'évolution du matériau au cours de l'essai. La ﬁgure 4.1
montre les résultats expérimentaux obtenus. Le premier essai (qmax = 65kPa) est arrêté
au 1200e`me cycle, le second (qmax = 87kPa) au 2000
e`me.
Le comportement du sol est modélisé par le modèle  bulle  car il semble plus apte à
représenter le comportement réel du sol que le modèle basé sur le principe de la  boun-
ding surface  (cf. chapitre 1). Le modèle  bulle  introduit deux types de paramètres :
les paramètres liés au comportement monotone et les paramètres liés au comportement
cyclique. Les premiers se prêtent à une détermination préalable par exploitation directe
de résultats expérimentaux puisqu'ils possèdent une signiﬁcation physique établie. Le ta-
bleau 4.1 présente les valeurs de ces paramètres identiﬁés à partir des résultats donnés
dans [35, 7]. Les quatre paramètres liés au comportement cyclique sont identiﬁés par
analyse inverse à partir des essais répétés présentés précédemment.
Les essais étant réalisés en laboratoire, nous pouvons supposer que les résultats expéri-
mentaux sont peu bruités. Dans ces conditions, une fonction coût de type moindres carrés
(cf. paragraphe 3.2.2.3) apparaît comme justiﬁée. Cependant, dans le cadre d'une première
identiﬁcation de ces paramètres, nous privilégions une fonction erreur qui tient compte
linéairement de l'écart entre les données expérimentales et numériques (Eq. 3.1 oùm = 1).
La formulation retenue est équivalente à celle utilisée dans l'application développée dans
le chapitre précédent (cf. paragraphe 3.3.2.1.2) et est déﬁnie comme la surface entre les
courbes expérimentale et numérique divisée par le nombre de cycles réalisés.
Fig. 4.1: Courbes expérimentales représentant l'évolution de la déformation axiale per-
manente en fonction du nombre de cycles eﬀectués dans le cas de deux essais triaxiaux
non drainés répétés pour deux déviateurs des contraintes maximaux qmax = 65kPa et
qmax = 84kPa.
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min max pas de discrétisation
expo1 5 15 0,5
ψc = 10
expo1 105 1015
ξ 5 15 1
expo2 -2 2 0,5
Rψ = 10
expo2 0,01 100
R 0,005 0,2 0,015
Tab. 4.2: Espace de recherche dans le cas du modèle  bulle .
4.2.2 Processus d'optimisation
Les quatre paramètres à identiﬁer sont liés au comportement cyclique. Excepté le para-
mètre R, les paramètres à identiﬁer (ψc, ξ et Rψ) n'ont pas une signiﬁcation physique
clairement établie. Il apparaît diﬃcile de déterminer a priori un espace de recherche pour
ces paramètres. Dans ces conditions, une étude préalable a été réalisée aﬁn d'estimer les
gammes de valeurs possibles. Le tableau 4.2 montre des intervalles de valeurs pour ces
trois paramètres volontairement très étendus. Les intervalles des paramètres ψc et Rψ
sont déﬁnis via une relation intermédiaire en puissance de 10, aﬁn d'éviter que l'essentiel
des valeurs possibles soit situé dans la région des valeurs élevées. Les valeurs minimale et
maximale du paramètre R sont déterminées en accord avec les valeurs données dans la
littérature [32].
Compte tenu du nombre conséquent de paramètres à identiﬁer (quatre) et de l'étendue du
domaine de recherche, le processus d'optimisation est réalisé par un algorithme génétique
(MOGA-II). Par rapport à l'étude précédente (cf. paragraphe 3.3.2.2.3), le nombre d'indi-
vidus d'une population est augmenté à 300 du fait de l'augmentation du nombre de jeux
de paramètres possibles. Les paramètres de l'algorithme sont identiques à ceux utilisés
dans l'étude précédente (cf. paragraphe 3.3.2.2.3). L'optimisation est considérée comme
terminée lorsqu'aucune amélioration concernant la détermination du front de Pareto n'est
réalisée pendant cinq générations consécutives.
4.3 Mise en ÷uvre de l'homogénéisation temporelle
L'application de l'homogénéisation temporelle nécessite l'existence de deux échelles de
temps. Pour vériﬁer cette hypothèse, nous estimons le temps caractéristique correspondant
à chacun des essais selon la déﬁnition proposée au chapitre 2. Les rapports d'échelle
correspondants valent donc ζ65 = 1/110 = 0,009  1 et ζ84 = 1/55 = 0,018  1
(Fig. 4.2). Nous supposons qu'ils sont suﬃsamment faibles pour obtenir des résultats
satisfaisants avec une résolution par homogénéisation.
La résolution par homogénéisation temporelle nécessite la détermination du paramètre
Nc, qui déﬁnit la taille des incréments utilisés pour la résolution du problème macrochro-
nologique (Pb*). Cette détermination résulte d'un compromis entre le gain de calcul et
la qualité de l'approximation à un nombre de cycles donné. Au vu du nombre de cycles
réalisés pendant les essais (de l'ordre du millier) et à l'issue d'une étude de sensibilité
préalable, nous décidons de ﬁxer Nc à 10. Le modèle à écrouissage isotrope et cinématique
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Fig. 4.2: Détermination des temps caractéristiques tr dans le cas des essais triaxiaux
non drainés répétés pour deux déviateurs des contraintes maximaux qmax = 65kPa et
qmax = 84kPa.
retenu introduit une élasticité non linéaire. Il est donc important de garder à l'esprit qu'un
biais systématique détériorera l'approximation par homogénéisation.
4.4 Résultats des diﬀérentes identiﬁcations
Dans cette partie, deux procédures d'identiﬁcation des paramètres sont successivement
réalisées : l'une à partir de simulations pas à pas et l'autre à partir de simulations avec
homogénéisation. L'objectif est de quantiﬁer l'erreur commise sur l'identiﬁcation des pa-
ramètres lorsque l'on utilise l'homogénéisation temporelle.
4.4.1 Identiﬁcation à partir de simulations pas à pas
4.4.1.1 Identiﬁcation mono-objectif
Dans un premier temps, le premier essai triaxial (qmax = 65kPa) est exploité pour iden-
tiﬁer les quatre paramètres liés au comportement cyclique du matériau. Le tableau 4.3
renseigne les jeux de paramètres correspondant aux cinq meilleurs individus en termes de
fonction erreur. Il met en évidence une relation entre les paramètres ψc et ξ. Des valeurs
faibles de Rψ semblent plus satisfaisantes, ce qui est conforme à la stabilisation mise en
évidence ﬁgure 4.1 (cf. paragraphe 2.2.1.2.2).
La ﬁgure 4.3 permet de comparer les résultats expérimentaux et numériques obtenus avec
le meilleur jeu de paramètres en termes de fonction erreur. L'adéquation pour le premier
essai est satisfaisante : l'écart relatif est supérieur à 5% seulement au début de l'essai
(N < 100) et à partir de 500e`me cycle il reste inférieur à 1%. La courbe expérimentale du
deuxième essai n'est pas correctement représentée par la simulation numérique.
A titre de comparaison, cinq optimisations avec l'algorithme du simplexe ont été réalisées.
Le meilleur jeu de paramètres donné par les cinq optimisations conduit à une valeur de
fonction erreur deux fois plus grande que celle donnée par l'algorithme génétique, c'est-
à-dire que l'aire entre les courbes expérimentale et numérique est deux fois plus grande.
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ψc ξ Rψ R F
(1)
err (%)
107 6 0,0316 0,065 0,01329
107 6 0,0316 0,05 0,01431
108 7 0,01 0,065 0,01598
107 6 0,0316 0,08 0,01679
108 7 0,01 0,05 0,01759
Tab. 4.3: Les cinq meilleurs individus obtenus pour la représentation de l'essai triaxial
non drainé répété qmax = 65kPa dans le cas de simulations pas à pas.
Fig. 4.3: Comparaison des résultats expérimentaux et numériques obtenus par optimisa-
tion avec la méthode génétique de l'essai triaxial non drainé répété qmax = 65kPa dans
le cas de simulations pas à pas.
ψc ξ Rψ R F
(2)
err (%)
1013 12 0,0316 0,005 0,06075
1013 12 0,3162 0,005 0,06339
1013 12 3,1623 0,005 0,063416
1013 12 10 0,005 0,063418
1013 12 0,1 0,005 0,06381
Tab. 4.4: Les cinq meilleurs individus obtenus pour la représentation de l'essai triaxial
non drainé répété qmax = 84kPa dans le cas de simulations pas à pas.
Aﬁn d'améliorer l'adéquation entre les courbes expérimentale et numérique dans le cas
du second essai, une identiﬁcation à partir des résultats expérimentaux de cet essai est
réalisée. Le tableau 4.4 présente les cinq meilleurs jeux de paramètres en termes de fonction
erreur. Il met en évidence la faible inﬂuence du paramètre Rψ sur les simulations pour des
valeurs de ξ et ψc élevées (respectivement 12 et 10
13), comparée à l'inﬂuence des autres
paramètres.
4.4.1.2 Identiﬁcation multi-objectif
Au vu des résultats par identiﬁcation mono-objectif, il apparaît diﬃcile de conclure sur
la qualité du modèle de comportement et sur celle de l'identiﬁcation de paramètres. En
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Fig. 4.4: Comparaison des résultats expérimentaux et numériques obtenus par optimisa-
tion avec la méthode génétique de l'essai triaxial non drainé répété qmax = 84kPa dans
le cas de simulations pas à pas.
ψc ξ Rψ R F
(1)
err (%) F
(2)
err (%)
I1 107 6 0,0316 0,05 0,01431 1,3413
I2 108 7 0,01 0,05 0,01759 1,1239
I3 107 6 0,0316 0,11 0,02378 0,6081
I4 1014 15 3,1623 0,2 0,02593 0,0770
I5 3,16·1014 15 0,0316 0,155 0,02614 0,07262
I6 3,16·1013 14 0,1 0,17 0,02658 0,05716
I7 3,16·1013 14 0,0316 0,17 0,02661 0,05697
Tab. 4.5: Solutions Pareto-optimales obtenues par optimisation bi-objectif dans le cas de
simulations pas à pas.
eﬀet, deux cas extrêmes sont à envisager : soit le modèle est tel, qu'il ne permet pas de
représenter les deux essais avec un même jeu de paramètres, soit l'existence de plusieurs
jeux de paramètres satisfaisants implique un problème d'identiﬁcation complexe. L'objec-
tif de l'identiﬁcation multi-objectif consiste donc à apporter de nouveaux éléments pour
répondre à cette question.
Les solutions Pareto-optimales de l'identiﬁcation multi-objectif sont détaillées dans le ta-
bleau 4.5. Ces résultats sont cohérents avec les résultats obtenus par identiﬁcation mono-
objectif (Fig. 4.5). Tout particulièrement le jeu de paramètres (ψc = 10
7 ; ξ = 6 ; Rψ =
0,0316 ; R = 0,05) est l'une des solutions satisfaisantes de l'identiﬁcation mono-objectif à
partir du premier essai triaxial. Cependant la diﬀérence entre les meilleurs jeux pour la
première fonction erreur (respectivement la seconde) est de 8% (respectivement de 7%).
Cette diﬀérence montre la diﬃculté de l'algorithme génétique à détecter des individus
optimaux, diﬃculté sans doute liée au caractère irrégulier de la fonction erreur. La dis-
tribution des jeux de paramètres Pareto-optimaux dans l'espace des paramètres montre
une non-homogénéité entre les individus I1, I2 et I3 et les individus I4, I5, I6 et I7 (Tab.
4.5 et Fig. 4.5). Au vu des valeurs des fonctions coût et des résultats des identiﬁcations
mono-objectif, il apparaît que le premier groupe permet une représentation satisfaisante
du premier essai tandis que le deuxième groupe permet une représentation acceptable des
deux essais.
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Fig. 4.5: Répartition des solutions Pareto-optimales dans les cas de simulations pas à pas
(pas) et avec homogénéisation (homo).
La ﬁgure 4.6 permet de comparer les résultats expérimentaux et numériques obtenus
pour les solutions Pareto-optimales extrêmes. Ainsi il est possible de quantiﬁer l'erreur
admise sur la représentation des essais. Il apparaît que le jeu de paramètres I7 permet un
compromis satisfaisant, ce qui était prévisible au vu du tableau 4.5. Cependant il apparaît
diﬃcile de représenter correctement le début de l'essai. Ce constat laisse supposer qu'en
l'état actuel le modèle de comportement reste imparfait.
Fig. 4.6: Comparaison des résultats expérimentaux et numériques obtenus par optimisa-
tion bi-objectif dans le cas de simulations pas à pas.
4.4.1.3 Conclusions
Cette première identiﬁcation corrobore les conclusions du chapitre précédent. Première-
ment la méthode génétique permet de traiter des problèmes d'identiﬁcation plus complexes
que la méthode du simplexe, même si dans le cas présent elle semble souﬀrir de la forte
irrégularité de la fonction coût. Deuxièmement l'identiﬁcation multi-objectif par algo-
rithme génétique permet une recherche exhaustive de l'ensemble des jeux de paramètres
qui oﬀrent un compromis satisfaisant pour la représentation des deux essais, et par là
même permet de mettre en évidence certaines imperfections du modèle de comportement.
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ψc ξ Rψ R F
(1)
err (%)
3,16·1014 15 0,0316 0,17 0,02634
3,16·1014 15 3,1623 0,17 0,026360
3,16·1014 15 1 0,17 0,026362
3,16·1014 15 100 0,17 0,02636
3,16·1014 15 0,3162 0,17 0,02637
Tab. 4.6: Les cinq meilleurs individus obtenus pour la représentation de l'essai triaxial
non drainé répété qmax = 65kPa dans le cas de simulations avec homogénéisation.
4.4.2 Identiﬁcation à partir de simulations avec homogénéisation
4.4.2.1 Identiﬁcation mono-objectif
Comme précédemment, deux identiﬁcations successives sont réalisées à partir des deux
essais triaxiaux. Les cinq meilleurs jeux de paramètres en termes de fonction erreur ré-
sultant de la première identiﬁcation sont présentés dans le tableau 4.6. Comme dans le
cas de simulations pas à pas, l'analyse de la distribution d'individus satisfaisants met en
évidence une relation entre les paramètres ψc et ξ et une faible sensibilité du paramètre
Rψ pour des valeurs de ψc et ξ élevées.
En termes de fonction erreur, les résultats sont deux fois moins bons que dans le cas
de simulations pas à pas (Tab. 4.3 et 4.6). Du fait du gain de temps obtenu grâce à
la méthode d'homogénéisation (rapport de 10), nous décidons de conduire une seconde
optimisation avec une population initiale diﬀérente. Elle détermine un jeu de paramètres
(ψc = 3,16 ·108 ; ξ = 7 ; Rψ = 0,01 ; R = 0,005) dont la fonction erreur vaut 0,02189%. Ce
résultat montre d'une part que l'algorithme génétique est resté  piégé  dans un minimum
local et d'autre part qu'un minimum local plus satisfaisant (le minimum global ?) est situé
dans la région de l'espace des paramètres ξ = 7, ce qui est cohérent avec les résultats
obtenus dans le cas de simulations pas à pas.
La ﬁgure 4.7 représente d'une part les résultats expérimentaux et d'autre part les résultats
numériques obtenus avec le jeu de paramètres (ψc = 3,16·1014 ; ξ = 15 ; Rψ = 0,0316 ; R =
0,17) par une simulation pas à pas et une simulation avec homogénéisation. La résolution
par homogénéisation tend à surestimer la valeur de la déformation axiale permanente.
Cependant l'écart reste faible (inférieur à 5%).
Dans le cas du second essai triaxial, les cinq jeux de paramètres conduisant aux valeurs
de la fonction erreur les plus faibles sont reportés dans le tableau 4.7. Comme pour l'essai
précédent, l'étude des individus satisfaisants conduit aux mêmes conclusions que celles
établies dans le cas de simulations pas à pas. En termes de fonction erreur, les résultats sont
équivalents à ceux obtenus au paragraphe 4.4.1. En accord avec les conclusions réalisées
dans le cas du premier essai, il semble que, pour les deux types de simulations, les valeurs
des paramètres ξ et ψc des individus satisfaisants soient proches. Cette remarque porte
à croire que, dans le cas présent, la topologie globale de la fonction erreur n'est que peu
aﬀectée par la méthode d'homogénéisation et qu'une modiﬁcation des paramètres, qui ont
une inﬂuence moindre sur la courbe simulée (dans le cas présent R), permet de corriger
les écarts liés à l'utilisation de cette méthode. Ce constat reste cependant une tendance
qui, avant d'être généralisée, doit être vériﬁée sur des chemins de contraintes diﬀérents.
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Fig. 4.7: Comparaison des résultats expérimentaux et numériques obtenus par optimisa-
tion du premier essai (qmax = 65kPa) dans le cas de simulations avec homogénéisation.
ψc ξ Rψ R F
(2)
err (%)
3,16·1013 13 0,01 0,095 0,055777
3,16·1013 13 1 0,08 0,055782
3,16·1013 13 10 0,08 0,055817
3,16·1013 13 31,62 0,08 0,055820
3,16·1013 13 0,1 0,08 0,055832
Tab. 4.7: Les cinq meilleurs individus obtenus pour la représentation de l'essai triaxial
non drainé répété qmax = 84kPa dans le cas de simulations avec homogénéisation.
4.4.2.2 Identiﬁcation multi-objectif
L'optimisation bi-objectif conduit à la détermination de 16 solutions Pareto-optimales. Par
souci de lisibilité, chaque ligne du tableau 4.8 regroupe les jeux de paramètres Pareto-
optimaux qui ont les mêmes valeurs des paramètres ψc, ξ et R. En eﬀet, conformément à
l'étude de sensibilité et aux résultats des identiﬁcations précédentes, le paramètre Rψ a
peu d'inﬂuence sur les simulations (pour des valeurs élevées de ψc et ξ). Ces résultats sont
en accord avec ceux obtenus par identiﬁcation mono-objectif à partir de simulations avec
homogénéisation (Fig. 4.5). Comme dans le cas de simulations pas à pas, la distribution
des jeux de paramètres Pareto-optimaux dans l'espace de recherche montre une non-
homogénéité entre les individus I1h et I2h et les individus I3h, I4h, I5h et I6h. La relation
complexe entre les paramètres ψc et ξ met en évidence deux ensembles de jeux. Cependant
cette non-homogénéité est moins visible que celle constatée dans le cas de simulations pas
à pas (Fig. 4.5), du fait de la diﬃculté rencontrée par l'algorithme génétique dans la
recherche du minimum de la fonction coût F
(1)
err . En accord avec les résultats obtenus par
identiﬁcation mono-objectif, l'analyse des valeurs des fonctions coût montre que le premier
groupe d'individus assure une représentation acceptable du premier essai, tandis que le
second groupe permet une représentation équivalente des deux essais.
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ψc ξ Rψ R F
(1)
err (%) F
(2)
err (%)
I1h 3,16·1014 15 0,03162 0,17 0,02634 0,1492
I2h 3,16·1013 14 100/0,1/0,03162 0,185 0,02834-0,02846 0,1354-0,1329
I3h 1015 15 0,01/0,1/100/0,3162 0,11 0,03038-0,03500 0,08024-0,07133
I4h 1014 14 1/0,3162/31,62/100/0,03162 0,125 0,03900-0,03944 0,06239-0,06026
I5h 1013 13 0,1/0,3162 0,14 0,04961-0,04968 0,05717-0,05717
I6h 3,16·1013 13 0,01 0,095 0,05013 0,05578
Tab. 4.8: Solutions Pareto-optimales obtenues par optimisation bi-objectif dans le cas de
simulations avec homogénéisation.
4.4.2.3 Conclusions
Lors de l'identiﬁcation de paramètres, l'utilisation de la méthode d'homogénéisation tem-
porelle aﬀecte nécessairement la fonction coût et par conséquent les valeurs des paramètres
à identiﬁer. Cependant les résultats montrent une certaine tendance : les paramètres qui
ont une forte inﬂuence sur les simulations sont peu aﬀectés tandis que les autres servent
de variables d'ajustement. Cette tendance semble montrer que la topologie globale de la
fonction coût est conservée. Lors de cette identiﬁcation réalisée à partir de simulations
avec homogénéisation, les algorithmes génétiques semblent éprouver plus de diﬃcultés à
déterminer un minimum global que précédemment. Le caractère stochastique de ces al-
gorithmes génétiques ne permet cependant pas de conclure sur une éventuelle irrégularité
de la fonction coût due à la méthode d'homogénéisation.
4.5 Conclusion
L'identiﬁcation de paramètres proposée dans ce chapitre permet d'éprouver les deux outils
présentés dans les chapitres 2 et 3.
Concernant l'outil d'identiﬁcation de paramètres, il apparaît que la méthode génétique
peine parfois à déterminer le minimum global. Cette déﬁcience est sans doute liée à une
topologie complexe de la fonction erreur due à un espace des paramètres étendu. Cepen-
dant cette méthode fournit des résultats relativement ﬁables au vu de ceux fournis par la
méthode du simplexe. L'identiﬁcation multi-objectif permet, quand cela est possible, de
garantir un compromis satisfaisant pour la représentation des deux essais.
Concernant l'outil d'homogénéisation temporelle, il a permis une réduction par 10 du
temps de calcul. Etant donné les calculs souvent lourds liés à l'utilisation d'algorithmes
génétiques, cette réduction est appréciée. Elle permet dans le cas de fonctions coût irré-
gulières d'eﬀectuer plusieurs optimisations avec des populations initiales diﬀérentes et par
là même d'étudier la sensibilité des résultats vis-à-vis de la population initiale. Une op-
timisation avec une population d'individus plus importante pourrait aussi être imaginée.
Cependant il convient d'être prudent sur l'utilisation de l'homogénéisation temporelle,
car elle aﬀecte nécessairement l'identiﬁcation des paramètres du modèle. Il semble que les
paramètres qui ont une inﬂuence majeure sur la simulation soient peu aﬀectés. Il faudrait
néanmoins vériﬁer cette conclusion sur des chemins de contraintes diﬀérents.
Dans ce chapitre, contrairement à ce qu'il a été présenté dans le chapitre précédent, les
paramètres identiﬁés n'ont pas été utilisés pour simuler un autre essai. Il est par conséquent
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diﬃcile de juger de la qualité de l'identiﬁcation, d'autant plus si les simulations sont
réalisées avec homogénéisation.

Conclusion
La modélisation numérique du comportement des sols soumis à un très grand nombre de
cycles se heurte à deux diﬃcultés majeures. Premièrement au vu du nombre de cycles
à simuler, le temps de calcul peut rapidement devenir rédhibitoire. Deuxièmement la
prise en compte de nouvelles propriétés dans les modèles de comportement conduit au
développement de modèles souvent complexes, dont l'identiﬁcation des paramètres n'est
pas toujours aisée. En réponse à ces constats, cette étude a proposé deux outils d'aide à
la modélisation numérique.
Après avoir présenté diﬀérentes stratégies numériques qui visent à réduire le temps de
calcul, notre intérêt s'est porté sur l'homogénéisation temporelle asymptotique. En eﬀet
elle présente deux avantages principaux : elle s'inscrit dans un cadre théorique général et
elle tient compte de l'évolution lente des déformations permanentes observée expérimen-
talement. Nous l'avons appliquée à deux modèles dérivés du modèle Cam-Clay modiﬁé :
l'un est un modèle à écrouissage isotrope basé sur le principe de la  bounding surface ,
le second est un modèle  bulle  à deux surfaces de charge, dont l'écrouissage est isotrope
et cinématique.
L'application de l'homogénéisation temporelle à ces deux modèles a fait l'objet d'une
étude préalable en champ de contraintes homogène. Cette étude permet de mettre en
évidence les diﬃcultés liées à certaines caractéristiques du modèle de comportement telles
que l'écrouissage cinématique et l'élasticité non linéaire. Les solutions apportées ne sont
pas uniques et peuvent introduire un biais systématique dans la résolution par homogé-
néisation. La comparaison des courbes numériques sans et avec homogénéisation a montré
qu'il était diﬃcile de prédire a priori la qualité de l'approximation par homogénéisation,
en particulier lorsque le modèle était complexe. Il en résulte la recherche d'un compromis
satisfaisant entre le gain de calcul et la qualité de l'approximation.
Une étude bibliographique sur l'identiﬁcation des paramètres par analyse inverse fait ap-
paraître les inconvénients des méthodes d'optimisation traditionnelles. En eﬀet elles ne
tiennent pas (ou peu) compte de la non-unicité du problème inverse et se laissent parfois
 piéger  dans des minima locaux. Les algorithmes génétiques semblent pouvoir pallier
ces insuﬃsances en déterminant un ensemble de jeux de paramètres conduisant à une
représentation satisfaisante de l'expérience. La ﬁabilité de ces algorithmes n'est pas illimi-
tée : tout comme pour les méthodes d'optimisation traditionnelle, elle décroît lorsque la
topologie de la fonction coût se complexiﬁe. Par conséquent, même si l'utilisation des al-
gorithmes génétiques permet de résoudre des problèmes complexes de manière plus ﬁable
que les méthodes déterministes, elle ne permet pas de s'aﬀranchir d'une étude préalable
sur le nombre de paramètres à identiﬁer et les valeurs possibles de ces paramètres. Aﬁn de
réduire le problème de la non-unicité, il est intéressant d'enrichir les données expérimen-
tales, qui peuvent être traitées simultanément par une optimisation multi-objectif. Cette
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dernière fait émerger un ensemble de jeux de paramètres parmi lesquels il convient de re-
chercher celui qui permet de représenter au mieux l'ensemble des données expérimentales.
Compte tenu de la stratégie des algorithmes génétiques, il est possible de déterminer de
manière quasi-exhaustive cet ensemble de jeux de paramètres.
Si l'utilisation de l'homogénéisation lors du processus d'identiﬁcation par algorithmes gé-
nétiques permet un gain de temps non négligeable, elle modiﬁe aussi nécessairement la
topologie de la fonction coût et par là même la valeur des paramètres identiﬁés. Dans le
cas particulier de notre étude, il semble que les paramètres qui ont une grande inﬂuence
sur la simulation de l'essai ne soient que peu aﬀectés par la méthode d'homogénéisation,
tandis que les paramètres qui ont une inﬂuence moindre semblent plus aﬀectés. Cepen-
dant à l'instar de l'exemple traité de la fondation superﬁcielle soumise à un chargement
monotone, il semble important d'analyser chaque identiﬁcation de paramètres en fonction
de la structure à dimensionner.
Les conclusions de cette étude portent à croire que l'homogénéisation temporelle est une
alternative sérieuse à la simulation pas à pas. Une des conditions nécessaires à son utili-
sation consiste à développer un modèle de comportement qui permettrait de représenter
de manière satisfaisante le comportement réel des sols. Il convient donc d'engager à court
terme une réﬂexion sur l'aspect comportemental. Au vu des problèmes rencontrés lors
de l'application de l'homogénéisation temporelle en champ de contraintes non homogène,
cette réﬂexion doit s'accompagner d'une analyse de l'aspect numérique, et en particulier
d'un travail plus systématique sur la gestion de l'état extrapolé en termes de déforma-
tions plastiques, de contraintes et de variables d'écrouissage. A long terme, la collecte de
données expérimentales relatives à des essais d'identiﬁcation et à des ouvrages permet-
trait d'établir une étude complète du processus de dimensionnement et par conséquent
d'inﬁrmer ou de conﬁrmer les premières conclusions issues de cette étude.
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Résumé en français
La prise en compte du comportement des sols soumis à de très grands nombres de cycles nécessite
l'utilisation de modèles de comportement spéciﬁques, souvent complexes. Par ailleurs, la simu-
lation de ce comportement sur l'ensemble du chargement implique des temps de calcul longs et
fastidieux. En réponse à ces constats, cette étude développe deux outils d'aide à la modélisation
numérique. Le premier outil vise une réduction substantielle du temps de calcul en appliquant la
méthode d'homogénéisation temporelle asymptotique. L'eﬃcacité de cette méthode est mesurée
par la comparaison des simulations avec et sans homogénéisation dans le cas d'essais triaxiaux
non drainés répétés. Deux modèles de comportement sont utilisés : l'un est basé sur le principe
de la plasticité de la  bounding surface , l'autre est un modèle à deux surfaces de charge à
écrouissage isotrope et cinématique (modèle  bulle ). Un module d'homogénéisation est im-
planté dans le logiciel aux éléments ﬁnis CESAR-LCPC. Le second outil s'inscrit dans le cadre
plus général de l'identiﬁcation de paramètres constitutifs par analyse inverse. Il propose une iden-
tiﬁcation multi-objectif des paramètres par algorithmes génétiques. Cette méthode est testée sur
des essais pressiométriques monotones aﬁn de prévoir le tassement d'une fondation superﬁcielle.
Finalement les deux outils numériques sont appliqués à des résultats expérimentaux obtenus lors
d'essais triaxiaux non drainés répétés sur une argile normalement consolidée.
Mots-clés : Modélisation numérique, sollicitations cycliques, homogénéisation temporelle, iden-
tiﬁcation de paramètres, optimisation multi-objectif, méthode des éléments ﬁnis.
Titre et résumé en anglais
Numerical modeling of soil behavior under very large numbers of cycles : time homogenization
and parameter identiﬁcation.
To take into account the behavior of soils subjected to very large numbers of cycles requires the
use of speciﬁc models, often complex. Furthermore, the simulation of this behavior throughout
the entire loading history is time-consuming. In order to overcome these diﬃculties, we developed
two numerical techniques. The ﬁrst technique aims at reducing substantially the computational
time by applying the asymptotic time homogenization method. The eﬀectiveness of this method
is measured by comparing simulations with and without homogenization in the case of undrained
triaxial tests under one-way cyclic loading. Two models are used : one is based on the principle
of the bounding surface plasticity ; the other is a two-surface model with isotropic and kinema-
tic hardening (bubble model). The time-homogenization method is implemented in the ﬁnite
element code CESAR-LCPC. The second technique is part of the broader framework of consti-
tutive parameter identiﬁcation by inverse analysis. It consists of a multi-objective identiﬁcation
of parameters by genetic algorithms. This method is tested on monotonic pressuremeter tests in
order to predict the settlement of a shallow foundation. Finally, the two numerical techniques
are applied to experimental results obtained from undrained triaxial tests under one-way cyclic
loading on a normally consolidated clay.
Keywords : Numerical modeling, cyclic loading, time homogenization, parameter identiﬁcation,
multi-objective optimization, ﬁnite element method.
Discipline : Sciences de l'Ingénieur
