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Abstract
We study the question of whether it is possible to determine a
finitely generated group G up to some notion of equivalence from the
spectrum sp(G) of G. We show that the answer is ”No” in a strong
sense. As the first example we present the collection of amenable 4-
generated groups Gω, ω ∈ {0, 1, 2}N, constructed by the second author
in 1984. We show that among them there is a continuum of pairwise
non-quasi-isometric groups with sp(Gω) = [− 12 , 0] ∪ [ 12 , 1]. Moreover,
for each of these groups Gω there is a continuum of covering groups
G with the same spectrum. As the second example we construct a
continuum of 2-generated torsion-free step-3 solvable groups with the
spectrum [−1, 1]. In addition, in relation to the above results we prove
a version of Hulanicki Theorem about inclusion of spectra for covering
graphs.
1 Introduction
The first part of the title is related to the famous paper of Mark Kac [20]:
”Can one hear the shape of a drum?”. The above question can be traced
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back to Lipman Bers and Hermann Weyl. It concerns a plane domain Ω
with piecewise smooth boundary (a drum) and the Laplace operator
∆ = −
(
∂2
∂x2
+
∂2
∂y2
)
.
The question is whether the domain Ω can be determined (up to isometry)
from the spectrum of ∆. In [13] the authors gave a negative answer by con-
structing a pair of regions in the plane of different shapes but with identical
eigenvalues of the Laplace operator.
In this paper we consider analogous question for the Laplace operator
on a Cayley graph of infinite finitely generated group. Given a finitely
generated group G with a symmetric generating set S the Laplace operator
of the Cayley graph Γ = Γ(G,S) of G acts on l2(G) by
(∆f)(g) = |S| −
∑
s∈S
f(s−1g). (1.1)
The Laplace operator is strongly related to the Markov operator
M = 1− 1|S|∆, (Mf)(g) = 1|S|
∑
s∈S
f(s−1g),
corresponding to the simple random walk on G. The spectrum ofM is called
the spectrum of the group G and is denoted by sp(G). A natural question
inspired by the classical question about the shape of a drum is whether it is
possible to determine the group G up to some notion of similarity from the
spectrum of G. This question is discussed in [30] (see also [8], [9] and [12]).
As the author of [30] points out, it is easy to see that it is not possible to
determine G up to isomorphism just from the spectrum of G. For example,
for Zn, n ∈ N, with S = {e1, . . . , en,−e1, . . . ,−en}, where {ei}i=1,...,n is
the standard basis of Zn, the spectrum is equal to [−1, 1] and so does not
depend on n. Another source of examples is non-isomorphic groups with
isomorphic Cayley graphs. Such examples were constructed for instance in
[6]. Notice also that even a finite group can have non-isomorphic Cayley
graphs (corresponding to different generating sets) with the same spectrum
(see e.g. [1], [2] and [24]).
Nevertheless, the spectrum of a group G (in fact, even the spectral radius
of the Markov operator r(M) = max |{z : z ∈ σ(M)}|) can give a valuable
information about its structure. In [21, 22] Kesten showed that for a group
generated by not necessarily symmetric finite set S one has
√
2n− 1
n
6 r(M) 6 1, where n = |S|.
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Moreover, r(M) = 1 if and only if G is amenable and r(M) =
√
2n−1
n for
n > 2 if and only if G is free on S.
However, many questions about spectra of groups remain open. One of
them is: what can be the shape of the spectrum of a group? It is known
that the spectrum of a finitely generated group G can be an interval or
a union of two intervals (as shown in [11]). But it is not known whether
it can be a union of n > 3 disjoint intervals, a countable set of points
accumulating to a point, or a Cantor set. We notice that in [23] Gabriella
Kuhn constructed for every n > 3 a non-amenable group Gn generated by
a finite set Sn and a Markov operator corresponding to some non-uniformly
distributed probabilities on Sn with the spectrum equal to a disjoint union
of n intervals, but it remains an open question whether the same can be
achieved with all probabilities equal to 1|Sn| .
Other natural questions are:
• given a certain closed subset Σ of [−1, 1] how many finitely generated
groups have the spectrum equal to Σ?
• how does the spectrum changes under group coverings?
In this paper we address certain aspects of the latter two questions.
Our starting point is a construction of a continuum of groups generated
by four involutions with spectra equal to the same union of two intervals.
These groups are from the family of groups Gω, ω ∈ Ω = {0, 1, 2}∞, intro-
duced by the second author in [14]. The most known of these groups is the
group G = Gω0 , where ω0 is the periodic sequence 012012 . . . The groups Gω
are amenable groups generated by four involutions a, bω, cω, dω which we in-
troduce in Section 2. One of the results of [14] is that the collection of groups
Gω, ω ∈ Ω, contains a continuum of groups with pairwise nonequivalent in
Schwarz-Milnor sense growth functions (and thus with pairwise non-quasi-
isometric Cayley graphs). Let Ω2 be the subset of Ω consisting of sequences
with at lease two symbols from {0, 1, 2} occurring infinitely many times. We
show:
Theorem 1. For every ω ∈ Ω2 one has sp(Gω) = [−12 , 0] ∪ [12 , 1].
The above theorem shows that the answer to the question in the title is
”No” even when instead of isomorphism one considers a very weak notion
of equivalence of groups: quasi-isometry. We notice that sp(Gω) = [−12 , 0]∪
[12 , 1] for every ω ∈ Ω, but for us it is convenient to consider only ω ∈ Ω.
In [11], Theorem 2, the authors showed that spectrum of the group
G is also equal to [−12 , 0] ∪ [12 , 1]. Theorem 1 can be proven similarly to
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Theorem 2 from [11]. In [15] Grigorchuk, Pe´rez and Smirnova-Nagnibeda
using different methods find the spectra of the so called spinal groups which
include the groups Gω, ω ∈ Ω, and the result given in Theorem 1 interferes
with Theorem 1.2 from [15]. In this paper we obtain Theorem 1 as a corollary
of the following:
Theorem 2. Let G be an amenable group generated by four involutions
a˜, b˜, c˜, d˜ such that b˜c˜d˜ = 1. Assume that for some ω ∈ Ω2 there exists
a surjection ϕ : G → Gω such that ϕ(a˜) = a, ϕ(b˜) = bω, ϕ(c˜) = cω and
ϕ(d˜) = dω. Then sp(G) = [−12 , 0] ∪ [12 , 1].
As the application of Theorem 2 we obtain:
Theorem 3. For every ω ∈ Ω2 there exists a continuum of amenable groups
covering Gω and with the spectrum equal to [−12 , 0] ∪ [12 , 1]. Each of these
groups is generated by four involutions a, b, c, d satisfying the condition bcd =
1.
Notice that by [5] all of the coverings of Gω satisfying the conditions of
Theorem 3 (in particular, the group Gω) are not finitely presented.
In addition, using different techniques based on the classical results of P.
Hall [16] and Higson-Kasparov result on correctness of Baum-Connes Con-
jecture for groups with the Haagerup property (also known as a-T-menable
groups) [17] we prove the following:
Theorem 4. There is a continuum of pairwise non-isomorphic 2-generated
torsion free step-3 solvable groups with the spectrum [−1, 1].
In the proof of our results we use Hulanicki Theorem from [18]-[19] (re-
ferred sometimes as Hulanicki-Reiter Theorem [4])
Theorem 5 (Hulanicki). A locally compact group G is amenable if and
only if any unitary representation of G is weakly contained in the regular
representation of G.
In particular, Theorem 5 implies that given a subgroup H < G of a count-
able amenable group G the quasi-regular representation λG/H of G is weakly
contained in the regular representation λG. It is known that weak contain-
ment ρ ≺ η of two unitary representations of a group G is equivalent to the
inclusion of the spectra σ(ρ(m)) ⊂ σ(η(m)) for any m ∈ C[G] (see [10]).
Notice that given a generating set S for G the Cayley graph Γ(G,S) covers
the Schreier graph Γ(G,H,S) of the action of G on G/H and from Hulanicki
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Theorem 5 it follows that for an amenable group G the spectrum of Γ(G,S)
includes the spectrum of Γ(G,H,S).
The above observation motivates us to consider a more general situa-
tion. Namely, given a graph Γ of uniformly bounded degree together with a
collection of weights α on the edges of Γ in Section 3 we introduce a Laplace
type operator on l2(Γ) associated to α. If a graph Γ˜ covers Γ then the collec-
tion of weights α can be lifted to Γ˜ and one can consider the corresponding
Laplace type operator H˜ on l2(Γ˜). A natural question inspired by Theorem
5 is: assuming amenability of Γ˜ is it always true that σ(H) ⊂ σ(H˜)? We
don’t know the answer in the full generality. But we prove that the answer
is ”Yes” under some restrictions:
Theorem 6 (Weak Hulanicki Theorem for graphs). Let Γ1 be a uniformly
bounded connected weighted graph which covers a weighted graph Γ2 such
that either
a) Γ1 is amenable and Γ2 is finite or
b) Γ1 has subexponential growth.
Let H1,H2 be the Laplace type operators associated to Γ1,Γ2. Then σ(H2) ⊂
σ(H1).
This result is used in the proof of Theorem 2.
2 Groups Gω and their Schreier graphs
Let us recall the construction of the family of groups Gω introduced by the
second author in [14]. Notice that originally Gω were introduced as groups
acting on the interval [0, 1]. We will view them as groups of automorphisms
of the binary rooted tree. Recall that the binary rooted tree has the vertex
set V identified with the set of all finite words over the two-letter alphabet
{0, 1}. To vertexes of V are connected by an edge if and only if one of them
is obtained by concatenation of a letter at the end of the other: v = w0 or
v = w1. The nth level Vn of V consists of all n-letter words: Vn = {0, 1}n.
Thus, each vertex from Vn is connected to one vertex of Vn−1 for n > 1 and
two vertexes of Vn+1 for n > 0. The set of vertexes Vn is equipped with the
natural lexicographic order.
As before, we denote by Ω = {0, 1, 2}N the space of all infinite sequences
of elements from {0, 1, 2}. We equip Ω with Tychonoff topology. Using the
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correspondence i→ i, i ∈ {0, 1, 2}, given by
0 =
ΠΠ
I
 , 1 =
ΠI
Π
 , 2 =
 IΠ
Π
 , (2.1)
assign to every ω ∈ Ω the sequence of columns ω = ω1 · · ·ωn · · · which we
view as 3 × ∞ matrix with the entries in the alphabet {Π, I}. Denote by
βω, γω and δω the increasing sequence of indexes n for which the first, the
second and the third row of ωn correspondingly is equal to Π. For n ∈ N,
let vn = 1
n be the vertex of the nth level of T largest in the lexicographic
order. For n ∈ N, denote by wn the vertex from nth level of T attached to
vn−1 and not equal to vn, i.e. wn = 1n−10. Denote by w0 = v0 the vertex
of T corresponding to the empty word (called the root of T ). Let σn be the
transposition of the two branches of T adjacent to wn. Thus,
σn(wn0v) = wn1v, σn(wn1v) = wn0v, σn(u) = u for all other vertexes,
where v is any finite word over {0, 1}. We define the automorphisms
a, bω, cω, gω of T by:
a = σ0, bω = σβ1 · · · σβn · · · , cω = σγ1 · · · σγn · · · , dω = σδ1 · · · σδn · · · .
(2.2)
The group Gω is the group of automorphisms of T generated by a, bω, cω, dω.
Recall that G = Gω0 , where ω0 is the periodic sequence 012012 . . .. In
[25] Lysionok showed that it has the following presentation:
G = 〈a, b, c, d : a2, b2, c2, d2, bcd, σk(ad)4, σk(adacac)4 (k > 0)〉, (2.3)
where σ is the substitution defined by σ(a) = aca, σ(b) = d, σ(c) = b, σ(d) =
c. Thus, the canonical generators a, b, c, d are involutions (elements of order
2). Moreover, from the relation bcd = 1 one can deduce that b, c, d commute
and bc = d, bd = c, cd = b. Therefore, G, in fact, is generated by three
elements: a and any two from b, c, d.
More generally, let us recall similar facts about Gω. We refer the reader
to [14] for details. Denote the identity transformation of T by 1. The
elements bω, cω , dω are pairwise commuting. One has:
a2 = b2ω = c
2
ω = d
2
ω = 1, bωcωdω = 1. (2.4)
We call the above relations the standard relations.
Given a finitely generated group G with a finite generating set S let
Γ = Γ(G,S) be its Cayley graph and Bn = Bn(G,S) be the ball of radius n
6
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Figure 1: The graphs a) Υn, b) Υ∞ and c) Υ0∞.
around the identity element of G in Γ. The growth function of G is defined
as
γ(n) = γG,S(n) = |Bn|, n ∈ N. (2.5)
The set of growth functions of groups is equipped with the (non-total) order
4. One has γ1 4 γ2 if and only if there exists a number C ∈ N such that
γ1(n) 6 γ2(Cn) for all n ∈ N. If γ1 4 γ2 and γ2 4 γ1 the growth functions
γ1 and γ2 are called equivalent and we write γ1 ∼ γ2. Recall that Ω2 is the
subset of Ω consisting of sequences with at lease two symbols from {0, 1, 2}
occurring infinitely many times. In [14] the second author showed
Theorem 7. For ω ∈ Ω2 the groups Gω have intermediate growth. More-
over, there is a continuum Ω˜ ⊂ Ω2 such that for ω ∈ Ω˜2 the groups Gω have
pairwise non-equivalent growth functions.
Let us briefly recall the notion of the Schreier graph of an action of a
group on a set. If a group G with a generating set S acts transitively on a
set U the Schreier graph Γ of this action has the vertex set isomorphic to
U . Two vertexes u1, u2 ∈ U are connected by a directed edge labeled by a
generator s ∈ S if and only if u2 = su1. Sometimes it is convenient to forget
about the labels on the edges and the directions of the edges and consider
unlabeled non-directed Schreier graphs.
For n ∈ N and a point x ∈ ∂T denote by Γn and Γx the (unlabeled
non-directed) Schreier graphs of the action of Gω on the nth level Vn of T
and on the orbit of x with respect to the generating set Sω = {a, bω, cω, dω}.
Introduce also the graphs Υn with 2
n vertices identified with {0, 1, . . . , 2n−1}
such that
1. 0 and 2n − 1 each have three loops attached;
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2. each other vertex has one loop attached;
3. each even i is connected by one edge to i+ 1;
4. each odd i (except 2n−1 − 1) is connected by two edges to i+ 1.
Let Υ∞ be the graph with the vertex set identified with Z and the edge set
satisfying to
2′. each vertex has one loop attached
and the conditions 3 and 4. Finally, denote by Υ0∞ the graph with the vertex
set identified with N ∪ {0} and the edge set satisfying to
1′. 0 has three loops attached
and the conditions 2− 4.
Denote by r = 1∞ the right most point of ∂T . For the reader’s con-
venience let us present a sketch of the proof of the following well known
fact:
Lemma 8. Let ω ∈ Ω. For any n ∈ N the Schreier graph without labels
Γn is isomorphic to Υn. For any x ∈ Gωr the Schreier graph without labels
Γx is isomorphic to Υ
0∞. For any x ∈ ∂T \ Gωr the Schreier graph Γx is
isomorphic to Υ∞.
Proof. The case n = 1 is trivial. Let n > 1. By construction, the two right
most vertexes u1, u2 of Vn satisfy:
aui 6= ui, bωui = cωui = dωui = ui, i = 1, 2.
For any other vertex v ∈ Vn one has av 6= v, exactly one of the elements
bω, cω, dω leaves v fixed and two other send v to a vertex distinct from v and
aωv. Taking into account that Gω acts transitively on Vn we conclude from
the above that Γn is isomorphic to Υn. The statements about Γx follow
from considering the limit points of the sequence of graphs {Γn}n∈N.
In particular, the Schreier graphs Γn and Γx for any ω coincide with the
corresponding Schreier graphs for the action of G. From [3], Theorem 3.6
and Corollary 4.4, we obtain the following:
Proposition 9. For µ-almost every x ∈ ∂T one has:⋃
n∈N
sp(Γn) = [−12 , 0] ∪ [12 , 1] = sp(Γx).
Proposition 9 will be used to prove Theorem 2.
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3 Graph coverings
Let us recall some definitions and introduce some notations. Let Γ = (V,E)
be a non-directed graph where V is the vertex set and E is the edge set of
Γ. In this paper we consider only graphs of uniformly bounded degree. We
allow Γ to have multiple edges and loops. In this note we assume all graphs
to have uniformly bounded degree. For a vertex v of Γ let Ev stand for the
set of edges adjacent to v. For e ∈ Ev we consider v as the first vertex of e
and denote by rv(e) be the second vertex of e, i.e. rv(e) = v if e is a loop
and rv(e) is the vertex of e not equal to v otherwise. The Markov operator
on the space l2(V ) (which we also denote by l2(Γ)) is the operator M =MΓ
given by
(Mf)(v) =
1
d(v)
∑
e∈Ev
f(rv(e)), for f ∈ l2(Γ), v ∈ V,
where d(v) is the degree of the vertex v. Here we assume that each loop at
a vertex v contributes one edge to Ev and contributes 1 to the degree of v.
More generally, assume that there is a weight αv,e ∈ C associated to
every pair (e, v) ∈ E × V where v is adjacent to e. We call Γ a weighted
graph in this case. We say that a weighted graph Γ is uniformly bounded
if it has a uniformly bounded degree and the set of weights α = {αv,e} is
uniformly bounded. For a uniformly bounded weighted graph Γ one can
introduce a bounded Laplace type operator Hα on l
2(Γ) by
(Hαf)(v) =
∑
e∈Ev
αv,ef(rv(e)), for f ∈ l2(Γ).
The operator Hα is a generalization of the discrete Laplacian on Γ or of the
Markov operator on Γ. This operator is self-adjoint whenever αv,e = αw,e
for every triple e, v, w where e is an edge connecting vertexes v and w. It
coincides with the Markov operator M if for any pair v, e of a vertex and
an edge adjacent to it one has αv,e =
1
deg(v) .
For and operator A define by σ(A) the spectrum of A. We notice that
when checking if σ(Mα) contains a particular value λ ∈ C we can restrict
our attention to the case of a self-adjoint (and even a positive) operatorMα.
Lemma 10. Let A be any bounded nonzero linear operator in a Hilbert space
and R > 2‖A‖. Then
λ ∈ σ(A) ⇔ 1 ∈ σ(I− 1
R2
(A− λI)(A− λI)∗),
where I is the identity operator.
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The proof is straightforward and we leave it as an exercise to the reader.
Using Lemma 10 we obtain that for any uniformly bounded weighted graph
Γ with the set of weights α, any λ ∈ C and any sufficiently large R one has:
λ ∈ σ(Hα) ⇔ 1 ∈ σ(I− 1R2 (Hα − λI)(Hα − λI)∗).
The operator I − 1
R2
(Hα − λI)(Hα − λI)∗ is a positive of the form Mβ for
some uniformly bounded set of weights on a new graph Γ′ = (V ′, E′) with
V ′ = V and E′ consisting of all possible pairs of adjacent edges from E.
Recall that a graph Γ˜ = (E˜, V˜ ) is a covering graph of a graph Γ = (E,V )
(synonymously, Γ˜ covers Γ) if there exist surjective maps φ1 : V˜ → V and
φ2 : E˜ → E which form a local isomorphism, i.e. φ2 maps bijectively E˜v˜
onto Eφ1(v˜) for each v ∈ V˜ . To simplify the notations we will use one letter
φ for both of the maps φ1 and φ2. The map φ is called a covering map. It
is straightforward to check that covering graphs have the following lifting
property. If Γ˜ is a covering graph for Γ via a covering map φ then for any
vertex v in Γ, any path γ in Γ starting at v and any v˜ ∈ φ−1(v) there exists
a unique lift of the path γ to a path starting at v˜.
Let φ be a covering map from Γ˜ to Γ. Given systems of weights α =
{αv,e}, α˜ = {α˜v˜,e˜} associated to graphs Γ and Γ˜ correspondingly we say that
the weighted graph Γ˜ covers the weighted graph Γ if α˜e˜,v˜ = αφ(e˜),φ(v˜) for any
edge e˜ of Γ˜ and any vertex v˜ of e˜. In this section we investigate how the
spectra of the operators of the form Mα changes under coverings.
For a vertex v of a graph Γ = (V,E) and a number n ∈ N ∪ {0} denote
by Bn(v) the ball of radius n around v. For a set of vertexes A ⊂ V let
Bn(A) =
⋃
v∈A
Bn(v).
A graph has a subexponential growth if there exists a vertex v ∈ V such
that
lim inf
n→∞ (|Bn(v)|)
1
n = 1, (3.1)
where | · | stands for the number of elements of a set. Notice that for a
graph of uniformly bounded degree the condition (3.1) is equivalent for all
vertexes v. The definition of an amenable graph was given in [7] where
various equivalent conditions of amenability of graphs of uniformly bounded
degree were established. Recall that a graph Γ of uniformly bounded degree
is amenable if there exists an increasing sequence of sets Fk (called Følner
sequence) such that⋃
k∈N
Fk = Γ and lim
k→∞
|B1(Fk) \ Fk|
|Fk|
= 0.
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Every graph of subexponential growth is amenable since it has a Følner
sequence of the form Fk = Bnk(v), where the sequence nk is such that
|Bn
k
(v)|
|Bn
k
+1(v)| → 1 when k → ∞. Γ is amenable if and only if for the Markov
operator M associated to Γ one has ‖M‖ = r(M) = 1, where r(M) is the
spectral radius of M (see e.g. [7]).
The proof of Theorem 6 is inspired by the proof of Proposition 3.9 from
[3].
Proof of Theorem 6. First, we notice that by Lemma 10 without loss of
generality we may assume that H1 and H2 are positive semi-definite. In
addition, multiplying all the weights of Γ1 and Γ2 by the same small number
c > 0 we may assume that all weights are smaller than one by absolute value.
Let φ : Γ1 → Γ2 be the covering. Denote by ‖·‖ the l2-norm on either l2(Γ1)
or l2(Γ2).
a) Assume that Γ1 is amenable and Γ2 is finite. Let λ ∈ σ(H2). Then
there exists f ∈ l2(Γ2) of norm 1 such that H2f = λf . Fix a vertex w ∈ Γ2
such that f(w) 6= 0. Let {Fk} be a Fo¨lner sequence for Γ1. Let N be the
number of vertices of Γ2. For k ∈ N introduce
fk ∈ l2(Γ1), fk(x) =
{
f(φ(x)), if x ∈ BN+1(Fk),
0, otherwise;
Ak,r = {x ∈ Br(Fk) : φ(x) = w}, αk,r = |Ak,r|.
Observe that for any x ∈ BN (Fk) one has
(H1fk)(x)− λfk(x) = (H2f)(φ(x))− λf(φ(x)) = 0.
Therefore,
‖H1fk − λfk‖2 =
∑
x∈BN+2(Fk)\BN (Fk)
|(H1fk)(x) − λfk(x)|2.
For each y ∈ Γ2 there exists a path γy in Γ2 of lengths at most N joining
y and w. For every y ∈ Γ2 and x ∈ φ−1(y) there exists a unique lift of
γy to a path in Γ1 starting at x. Denote by wx the other end-point of this
lift. If x ∈ Fk then wx belongs to Ak,N . Moreover, for any distinct vertexes
t, x ∈ φ−1(y) ∩ Fk one has wx 6= wt. We obtain that for every y ∈ Γ2 one
has:
|φ−1(y) ∩ Fk| 6 αk,N .
Using the above inequality for all y ∈ Γ2 we get: |Fk| 6 Nαk,N . It follows
that
‖fk‖2 > αk,N |f(w)|2 > 1
N
|f(w)|2|Fk|.
11
Setting f˜k =
fk
‖fk‖ we arrive at:
‖H1f˜k − λf˜k‖2 6 C|BN+2(Fk) \BN (Fk)||Fk|
,
where C depends only on Γ1,Γ2 and f . When k → ∞ the latter converges
to 0 since Fk is a Fo¨lner sequence. It follows that λ ∈ σ(H1) which finishes
the proof of part a).
b) Let Γ1 have subexponential growth. Fix ǫ > 0 and λ ∈ σ(H2). Since
H2 is self-adjoint there exists f ∈ l2(Γ2) of l2-norm 1 such that ‖H2f−λf‖ <
ǫ. Without loss of generality we may assume that the set S = supp(f) of
vertexes at which f is nonzero is finite. Fix any vertex v ∈ Γ1 and N such
that S ⊂ BN (φ(v)).
For an integer k > 0 introduce
fk ∈ l2(Γ1), fk(x) =
{
f(φ(x)), if x ∈ Bk(v),
0, otherwise;
Ak = {x ∈ Bk(v) : φ(x) = φ(v)}, αk = |Ak|.
We also set Ak = ∅ and αk = 0 for k < 0.
Observe that for every x ∈ Bk−1(v), k > 1, one has
|(H1fk)(x)− λfk(x)| = |(H2fk)(φ(x)) − λf(φ(x))|.
For every y ∈ S fix a path γy ⊂ BN (φ(v)) of length at most N joining y and
φ(v). By the lifting property for every y ∈ S, l ∈ N and x ∈ φ−1(y) ∩Bl(v)
there exists a unique lift of γy to a path in Γ1 starting at x. Denote the
other end-point of this lift by vx. Observe that
vx ∈ Ad+N \ Ad−N ⊂ Al+N ,
where d = d(x, vx) is the combinatorial distance between x and vx in Γ1.
Moreover, for fixed y ∈ S and distinct vertexes x, t ∈ φ−1(y)∩Bl(v) one has
vx 6= vt. Notice also that for every w ∈ φ−1(φ(v)) ∩ Bl(v) and every y ∈ S
there exists a unique t ∈ φ−1(y) ∩ Bl+N(v) such that vt = w. We obtain
that for every y ∈ S and every k > N one has:
|φ−1(y) ∩Bk−N(v)| 6 αk and
|φ−1(y) ∩Bk(v) \Bk−N (v)| 6 αk+N − αk−2N .
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Therefore,
‖H1fk − λfk‖2 =
∑
x∈Bk−N (v)
|(H1fk)(x) − λfk(x)|2+
∑
x/∈Bk−N (v)
|(H1fk)(x)− λfk(x)|2 6 αk‖H2f − λf‖2 + 2|S|(αk+N − αk−2N ).
On the other hand, by similar argument ‖fk‖2 > αk−N‖f‖2 = αk−N . Setting
f˜k = fk/‖fk‖ we arrive at:
‖H1f˜k − λf˜k‖2 6 ǫ2 αk
αk−N
+ |S|αk+N − αk−2N
αk−N
.
If lim inf
k→∞
αk+1
αk
> 1 then there exists C > 0 and µ > 1 such that αk > Cµ
k
(and therefore |Bk(v)| > Cµk) for any k > 0. Therefore, Γ1 has exponential
growth. Thus, lim
k→∞
αk+1
αk
= 1. Taking into account that αl is non-decreasing
in l we obtain that there exists k such that ‖H1f˜k − λf˜k‖ < 2ǫ. This shows
that λ ∈ σ(H1) and finishes the proof of part b).
4 Proof of Theorem 2
Given a unitary representation π of a group G we extend it to a represen-
tation of C[G] by linearity. Recall that a unitary representation ρ is weakly
contained in a unitary representation η of a discrete group G if and only if
σ(ρ(m)) ⊂ σ(η(m)) for every m ∈ C[G] (see [4] for details).
Proof of Theorem 2. Consider t˜ = b˜+c˜+d˜−12 ∈ C[G]. One can easily verify
that (t˜)2 = 1. Let λG be the regular representation of G. Then λG(t˜)
is a square root of the identity and self-adjoint, therefore it is a unitary
operator. Let D∞ =< s, t : s2 = t2 = 1 > be the infinite dihedral group. We
obtain that the assignment π(s) = λG(a˜), π(t) = λG(t˜) extends to a unitary
representation π of D∞. By Hulanicki Theorem 5, π ≺ λD∞ . Therefore,
σ(λG(
1
4 (a˜+ b˜+ c˜+ d˜))) = σ(π(
1
4 a˜+
1
2 t˜+
1
4)) ⊂ σ(λD∞(14s+ 12 t+ 14 )).
Notice that ‖λD∞(14s + 12t)‖ 6 34 , therefore σ(λD∞(14s + 12t)) ⊂ [−34 , 34 ].
Observe also that for any λ ∈ (−14 , 14 ) we have that
λD∞(
1
4s+
1
2 t− λ) = λD∞(t)λD∞(14ts− λt+ 12)
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is invertible, since ‖λD∞(14 ts− λt)‖ < 12 . We obtain that
σ(λD∞(
1
4s+
1
2 t)) ⊂ [−34 ,−14 ]∪[14 , 34 ] ⇒ σ(λD∞(14s+ 12 t+ 14)) ⊂ [−12 , 0]∪[12 , 1].
On the other hand, the surjection ϕ induces a graph covering Γ(G, S˜)→
Γ(Gω, Sω), where S˜ =< a˜, b˜, c˜, d˜ > and Sω =< a, bω, cω, dω >. Let Γn be
the Schreier graph of the action of Gω on the nth level of the binary regular
rooted tree. Then Γ(Gω, Sω) covers Γn. From Theorem 6 we obtain that
sp(Γn) ⊂ sp(Γ(G, S˜)) for every n. By Proposition 9, we have⋃
n∈N
sp(Γn) = [−12 , 0] ∪ [12 , 1].
Therefore, sp(G) = sp(Γ(G, S˜)) ⊃ [−12 , 0]∪[12 , 1]. This finishes the proof.
5 Proof of Theorem 3
To prove Theorem 3 for each ω ∈ Ω2 we construct continuum of pairwise
non-isomorphic groups covering Gω and satisfying the conditions of Theorem
2.
Introduce the group
Λ =< aˆ, bˆ, cˆ, dˆ : aˆ2 = bˆ2 = cˆ2 = dˆ2 = bˆcˆdˆ = 1 > .
Observe that Λ ≃ Z2 ⋆ (Z2 × Z2), where ∗ denotes the free product. For
n ∈ N∪{∞}, where∞ denotes the cardinality of N, we denote by Fn the free
group with n generators. An easy application of the Reidemeister-Schreier
method implies:
Lemma 11. The commutator subgroup Λ′ = [Λ,Λ] is freely generated by
[aˆ, bˆ], [aˆ, cˆ], [aˆ, dˆ], and so is isomorphic to F3.
The map ψ(aˆ) = a, ψ(bˆ) = b, ψ(cˆ) = c, ψ(dˆ) = d extends to a homomorphism
ψ from Λ to Gω. Let ∆ω be the kernel of ψ. To study ∆ω let us recall the
presentation by generators and relations for Gω constructed in [27].
An infinite word ω is called almost constant if for some k ∈ {0, 1, 2} one
has ωi = k for all but finitely many i ∈ N. For every non-constant word
ω ∈ Ω there exists a unique permutation (x, y, z) = (xω, yω, zω) of the set
{0, 1, 2} and n > 2 such that ω is of one of the following three forms:
1) ω = xx . . . xy︸ ︷︷ ︸
n
. . . , 2) ω = xy . . . yx︸ ︷︷ ︸
n
. . . , 3) ω = xy . . . yz︸ ︷︷ ︸
n
. . . . (5.1)
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We will say that ω is of the type 1), 2) or 3) correspondingly. Identify 0
with d, 1 with c and 2 with b. For alphabet A let A∗ be the collection of all
words of finite length over A. Following Proposition II.22 from [27] introduce
collections of words Uω1 ⊂ {a, bω , cω, dω}∗ as follows. Correspondingly to the
type of ω we set
1) Uω1 = {(xaya)4, (xa(ya)2k)4, k = 1, . . . , 2n−1},
2) Uω1 = {(xayaya)4, (xaya)2
n},
3) Uω1 = {(xayaya)4, (zaya)2
n}.
Notice that the above formulas define Uω1 uniquely for every non-constant
ω ∈ Ω. Denote by Uω0 the set of standard relations in Gω:
Uω0 = {a2, b2, c2, d2, bcd}.
For ω ∈ Ω let ω′ be the word obtained from ω by removing the first
letter. Introduce a substitution φω : {a, bω′ , cω′ , dω′}∗ → {a, bω , cω, dω}∗ by:
φω(xω′) = xω, φω(yω′) = yω, φω(zω′) = zω, φω(a) = ayωa.
Denote recursively Uωk+1 = φω(U
ω′
k ) for k > 1. In [27], Proposition II.24,
Muntyan showed the following:
Theorem 12. Let ω ∈ Ω be non-almost-constant. Then
Gω ∼=
〈
a, b, c, d|
⋃
k∈N∪{0}
Uωk
〉
.
Observe that when ω = 012012 . . . the presentation for Gω from Theorem
12 coincides with the presentation (2.3).
Lemma 13. ∆ω is a normal subgroup of the commutator subgroup Λ
′ and
is isomorphic to a free group of infinite rank F∞.
Proof. A word wˆ ∈ {aˆ, bˆ, cˆ, dˆ}∗ defines an element of ∆ if and only if the
word w obtained by removing all hats from wˆ defines trivial element of Gω.
Therefore, to show that ∆ω < Λ
′ it is sufficient to check that the following
condition is satisfied:
for any k ∈ N and any word u ∈ Uωk
the word uˆ ∈ {aˆ, bˆ, cˆ, dˆ}∗ belongs to Λ′. (5.2)
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Here uˆ stands for the word obtained from u by adding hats to letters of u.
For k = 1 the condition (5.2) can be checked by direct computations. For
instance, for any permutation (x, y, z) of (b, c, d) for the first word of U1ω
with ω of type 1) we have that
(xˆaˆyˆaˆ)4 = ([xˆ, aˆ][aˆ, zˆ][yˆ, aˆ])4 ∈ Λ′.
Since the commutator subgroup Λ′ is a fully characteristic subgroup of Λ, it
is invariant under the endomorphisms generated by substitutions. It follows
by induction that the condition 5.2 is satisfied for every k ∈ N and so
∆ω < Λ
′. As a kernel of a homomorphism, ∆ω is a normal subgroup. Since
it is of infinite index, ∆ω is isomorphic to F∞ (see [26], Theorem 2.10).
Let us recall the notion of a verbal subgroup. For details we refer the
reader e.g. to [28]. Let W ⊂ A∗ be a set of finite words over an alphabet A
and G be any group. For any map φ : A → G and any word w = x1 . . . xk ∈
W denote by gφ,w the element of G obtained by replacing each letter of w
by its image under φ:
gφ,w = φ(x1) · · · φ(xk).
The verbal subgroup of G defined by W is the group generated by all words
of the form gφ,w. Let us state the following result of Ol’ˇsanski˘ı [29]:
Theorem 14. The group F∞ has a continuum of distinct verbal subgroups
Vi, i ∈ I, such that the quotient F∞/Vi is locally finite and solvable for every
i ∈ I.
Let us identify F∞ with ∆ω and view Vi, i ∈ I, from Theorem 14 as sub-
groups of ∆ω. For every i, since Vi is a verbal subgroup of ∆ω and ∆ω
is a normal subgroup of Λ we obtain that Vi is a normal subgroup of Λ.
Since Λ/∆ω ∼= Gω and ∆ω/Vi are amenable, Λ/Vi is also amenable for every
i ∈ I. Notice that each of the groups Λ/Vi satisfy the conditions of Theo-
rem 2. We obtain that their spectra coincide with [−12 , 0]∪ [12 , 1]. Since Λ is
finitely generated, among the groups Λ/Vi there is a continuum of pairwise
non-isomorphic groups. This finishes the proof of Theorem 3.
6 Proof of Theorem 4
Using the construction of P. Hall from [16], proofs of Theorems 7 and 8, we
obtain:
Proposition 15. There is a continuum of 2-generated torsion-free step-3
solvable groups with all relations of even length.
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Proof. Introduce the group
A = 〈xi, i ∈ Z : [y1, [y2, y3]] = 1, y1, y2, y2 ∈ {xi, x−1i : i ∈ Z}∗〉,
where as before A∗ denotes the set of all finite words over the alphabet A.
The group A is a free nilpotent group of nilpotency class 2 and of infinite
rank. Let ϕ : A → A be the automorphism of A induced by the shift map
on the set of generators: ϕ(xi) = xi+1, i ∈ Z. Define the semi-direct product
B = A⋊ϕZ. Notice that B is generated by x0 and ϕ. Consider the subgroup
C of B generated by the elements
[xi, xj ][xk, xl]
−1, i, j, k, l ∈ Z, i− j = k − l.
Clearly, C is a normal subgroup of B. Let K = B/C. Then the center
Z(K) of K is an abelian group of infinite rank generated by commutators
[x0, xi], i ∈ Z. Therefore, Z(K) has a continuum of subgroups.
Further, each subgroup H < Z(K) is normal in K. Moreover the quo-
tient K/H is torsion free and solvable. Represent K/H as F2/N such that
the generators x¯0 and ϕ¯ of F2 are mapped to the classes of x0 and ϕ cor-
respondingly in K/H. The relations in F2/N are all of even length since
they are products of commutators. Since the group of automorphisms of a
finitely generated group is at most countable, there exists a continuum of
pairwise non-isomorphic groups of the form K/H, H < Z(K). This finishes
the proof of Proposition 15
Recall that for a countable group G the regular representation λG is
defined in Hilbert space l2(G) by
(λG(g)f)(h) = f(g
−1h), f ∈ l2(G), h, g ∈ G.
Further, we use Proposition 3.7 from [3]:
Proposition 16. Let Γ be a torsion-free amenable group with finite gener-
ating set S = S−1 such that there is a map φ : Γ → Z/2Z with φ(S) = 1.
Let λΓ be the regular representation of Γ. Then
σ(
∑
s∈S
λΓ(s)) = [−|S|, |S|].
Let G be a 2-generated torsion free solvable group with all relations of even
length. Since G is countable and soluble, it is amenable. Thus, the group
G satisfies the conditions of Proposition 16. Therefore, sp(G) = [−1, 1].
Applying Proposition 15 we finish the proof of Theorem 4.
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7 Remarks and open questions
Given a finitely generated group G together with the spectrum of G it is
natural to consider spectral measures of the Markov operator M . Since M
is a self-adjoint operator on l2(G) it admits a spectral decomposition
M =
∫
σ(M)
dE(λ),
where E(λ) is a projection-valued measure. Introduce the spectral measure
µ of M by
µ(A) = (E(A)δe, δe),
where A ⊂ R is an E-measurable set, δe ∈ l2(G) is the delta-function of the
unit element in G and (·, ·) is the scalar product of l2(G). Then supp(µ) =
σ(M) = sp(G) and µ may contain more information about G than just the
spectrum sp(G) itself (see [22]). Therefore, a natural question is:
Question 1. Is it possible to determine the Cayley graph of a finitely gen-
erated group G up to isometry from the spectral measure µ of the associated
Markov operator?
The above question is wide open. In particular, we do not know what would
be the answer if we restrict our attention to the groups considered in the
present paper.
Question 2. a) Is it correct that for any two groups from the family Gω, ω ∈
Ω, with non-isometric Cayley graphs the corresponding spectral measures are
distinct? b) Same question for the groups constructed by P. Hall and used
in the proof of Theorem 4.
Another natural question (already mentioned in the introduction) is whether
Theorem 6 (Weak Hulanicki Theorem for graphs) can be proven in the full
generality:
Question 3. Let Γ1 be an amenable uniformly bounded connected weighted
graph which covers a weighted graph Γ2. Let H1,H2 be the Laplace type
operators associated to Γ1,Γ2. Is it necessarily true that σ(H2) ⊂ σ(H1)?
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