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Abstract
An interesting problem within the theory of indistinguishability
operators is how to approximate an arbitrary fuzzy subset by a similar
extensional one. In this paper the authors aim at solving this question
and provide three methods to find extensional approximations of fuzzy
subsets µ. These methods are exhaustively explained for different
Archimedean t-norms and an example is provided to illustrate them.
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1 Introduction
Understanding reality is intrinsically bounded and aﬀected by the action of
perceiving it. Apart from the uncertainty and error committed and intro-
duced, an interesting point of this step is that not everything is perceivable
and hence all perceived objects are built by perceivable bricks which brings
granularity into the system.
Let us illustrate the fact that not everything is perceivable. If, for in-
stance, we think of the human eye as a sensor of outside reality we can see
that there is a bound on the size of objects that can be seen (very tiny things
are not perceived by the human eye), very similar colours cannot be distin-
guished, rays with wavelength outside the observable interval are not seeable,
etcetera.
Further, it is interesting to observe that the perceivable bricks are intrin-
sically fuzzy. If we take again the human eye as an example, it is easy to
imagine a gradation of colours such that in every step the colour is slightly
changed (such that this change is not perceived) but the initial and ﬁnal
colour are clearly dissimilar.
According to Zadeh, granularity is one of the basic concepts that underlie
human cognition [24] and the elements within a granule ”have to be dealt
with as a whole rather then individually” [23].
”Informally, granulation of an object A results in a collection
of granules of A, with a granule being a clump of objects (or
points) which are drawn together by indistinguishability, similar-
ity, proximity or functionality” [24].
Bringing this discussion to mathematical fuzzy logic, we can model a
perception of reality as a pair (X,E) where X is a set corresponding to
outside reality and E is a relation between the elements of X that ”identiﬁes”
objects and it is subjective as it is given by the limitations of the sensor.
If we model this relation E by an indistinguishability operator (fuzzy
equivalence relation), then the observable sets or granules of X correspond
to the extensional fuzzy subsets related to E. Hence, extensional sets are
exactly these fuzzy bricks that build perceived objects. In other words, taking
E into account arbitrary fuzzy subsets cannot be perceived; so they must be
replaced by extensional ones.
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The question that arises and motivates this paper is how can we approx-
imate an arbitrary object of outside reality by perceivable reality in the way
that less information is lost. In mathematical terms: How can an arbitrary
fuzzy subset be approximated by a similar extensional one as close as possible
to it.
In the literature this problem has not been faced but indirectly and the
main results found on this topic have been the construction of two operators
φE [11] and ψE [5] that given a fuzzy subset µ provide the lowest extensional
fuzzy subset containing µ and the biggest extensional fuzzy subset that con-
tains µ respectively. However, in general there is no guarantee that there
are no extensional sets ”in between” that approximate µ better. This means
that it is possible that the fuzzy extensional subset that best approximates
µ is neither containing nor contained in µ.
In this work three methods for ﬁnding better approximations of fuzzy
subsets by extensional ones are proposed. The ﬁrst two methods are based
on operations with the operators φ and ψ but their nature are essentially
diﬀerent: the ﬁrst one is based on ﬁnding an adequate mean between these
operators while the second one uses the application of powers or homoto-
cies with respect to the t-norm. The third one will be based on quadratic
programming.
These results work only for continuous Archimedean t-norms but do not
work for the Minimum t-norm. This case will be studied separately and an
algorithm to ﬁnd good extensional approximations of arbitrary fuzzy subsets
will be provided.
Finally all these ideas and methods will be illustrated in a complete ex-
ample.
This work is structured as follows:
In Section 2 the preliminaries to this work will be provided. The deﬁ-
nitions of indistinguishability operator and extensional fuzzy subset will be
recalled, and the main properties and results this work lies upon will be
given.
In Section 3 it will be shown how natural means can be used in order
to ﬁnd good approximations of arbitrary fuzzy subsets by extensional ones.
Explicit formulas will be given for the ÃLuckasievicz t-norm and the Product
one over a ﬁnite set X.
Section 4 will be devoted to deriving a diﬀerent method based on powers
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to ﬁnd other approximations. As it was done in the previous section, formulas
will be derived for the two main continuous Archimedean t-norms and a ﬁnite
set X.
Section 5 will show another approach to ﬁnd approximations of fuzzy
subsets by extensional ones using numerical methods to solve a Quadratic
Programming problem.
In Section 6 we will show how the results and formulas found in sections
3 and 4 can be derived as well if we let the set X to be non-ﬁnite.
In Section 7 a method to approximate fuzzy subsets by extensional ones
when E is a min-indistinguishability operator will be derived. An explicit
algorithm will be proposed and the solution will be given by the solution of
a Quadratic Programming problem.
Section 8 will provide an example over a given setX and indistinguishabil-
ity operator E where all the diﬀerent approximations will be computed. It
will be shown how the results found improve the upper and lower approxima-
tions obtained with the operators φ and ψ and a discussion and comparison
of the results will be given.
Finally, the concluding remarks of this work will be found in Section 9.
2 Indistinguishability Operators and Exten-
sional Sets
In this section the main concepts and results used in this work will be given.
The deﬁnition of indistinguishability operator will be recalled as well as the
main properties of the extensional fuzzy subsets related to an indistinguish-
ability operator.
First of all let us recall the well known Ling’s Theorem which introduces
the concept of additive generator t of a continuous Archimedean t-norm.
Additive generators will prove to be very useful further in this work.
Theorem 2.1. [15] A continuous t-norm T is Archimedean if and only if
there exists a continuous and strictly decreasing function t : [0, 1] → [0,∞]
with t(1) = 0 such that
T (x, y) = t[−1](t(x) + t(y))
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where t[−1] is the pseudo inverse of t deﬁned by
t[−1](x) =


1 if x ≤ 0
t−1(x) if 0 ≤ x ≤ t(0)
0 if t(0) ≤ x.
The function t will be called an additive generator of the t-norm and two
generators of the t-norm T diﬀer only by a positive multiplicative constant.
If T = ÃL is the ÃLukasievicz t-norm, then an additive generator is t(x) =
1− x.
If T = Π is the Product t-norm, then t(x) = −log(x).
Definition 2.2. Let T be a t-norm.
• The residuation −→T of T is deﬁned for all x, y ∈ [0, 1] by
−→
T (x|y) = sup{α ∈ [0, 1]|T (α, x) ≤ y}.
• The birresiduation ←→T of T is deﬁned for all x, y ∈ [0, 1] by
←→
T (x, y) = min{−→T (x|y),−→T (y|x)} = T (−→T (x|y),−→T (y|x)).
When the t-norm T is continuous Archimedean, these operations can be
rewritten in terms of the additive generator t.
Proposition 2.3. Let T be a continuous t-norm generated by an additive
generator t. Then:
• T (x, y) = t[−1](t(x) + t(y))
• −→T (x|y) = t[−1](t(y)− t(x))
• ←→T (x, y) = t[−1](|t(x)− t(y)|).
Indistinguishability operators are the fuzziﬁcation of classical equivalence
relations and model the intuitive idea of ”similarity” between objects. For a
more detailed explanation on this operators readers are referred to [4], [19].
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Definition 2.4. Let T be a t-norm. A fuzzy relation E on a set X is a
T -indistinguishability operator if and only if for all x, y, z ∈ X
a) E(x, x) = 1 (Reﬂexivity)
b) E(x, y) = E(y, x) (Symmetry)
c) T (E(x, y), E(y, z)) ≤ E(x, z) (T -transitivity).
Indistinguishability operators can be generated in multiple ways. One of
them is considering the indistinguishability operator generated by a fuzzy
subset µ.
Proposition 2.5. Let X be a set, T a continuous t-norm and µ a fuzzy
subset of X. The fuzzy relation Eµ on X deﬁned by
Eµ(x, y) =
←→
T (µ(x), µ(y))
for all x, y ∈ X is a T -indistinguishability operator.
Whereas indistinguishability operators represent the fuzziﬁcation of equiv-
alence relations, extensional fuzzy subsets play the role of fuzzy equivalence
classes altogether with their intersections and unions. Extensional fuzzy sub-
sets are a key concept in the comprehension of the universe of discourse X
under the eﬀect of an indistinguishability operator E as they correspond with
the observable sets or granules of X.
Definition 2.6. Let X be a set and E a T -indistinguishability operator on
X. A fuzzy subset µ of X is called extensional with respect to E if and only
if:
∀x, y ∈ X T (E(x, y), µ(y)) ≤ µ(x).
We will denote HE the set of all extensional fuzzy subsets of X with respect
to E.
Extensional fuzzy subsets have been widely studied in the literature [7],
[11], [12]. Below we recall one of their most interesting characterizations.
Corollary 2.7. [11] Let X be a set, E a T -indistinguishability operator on
X and µ a fuzzy subset of X. Then:
µ ∈ HE ⇔ Eµ ≥ E.
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If the t-norm T is continuous Archimedean then the condition of exten-
sionality can be rewritten in terms of additive generators. This result will be
recalled several times along this paper.
Lemma 2.8. Let E be a T -indistinguishability operator on a set X. µ ∈ HE
if and only if ∀x, y ∈ X:
t(E(x, y)) + t(µ(y)) ≥ t(µ(x)).
Proof.
µ ∈ HE ⇔ T (E(x, y), µ(y)) ≤ µ(x)⇔ t−1(t(E(x, y)) + t(µ(y))) ≤ µ(x).
And as t is a monotone decreasing function this is equivalent to
t(E(x, y)) + t(µ(y)) ≥ t(µ(x)).
3 Approximation using Natural Weighted Means
In this section we will propose a method to approximate an arbitrary fuzzy
subset by an extensional one. First we will introduce two approximation
operators, φE(µ) and ψE(µ), that provide the best upper and lower approx-
imation respectively by extensional fuzzy subsets of µ. The method will
consist in computing an adequate weight in order to minimize an error func-
tion between µ and the natural weighted mean of φE(µ) and ψE(µ).
Definition 3.1. Let X be a set and E a T -indistinguishability operator on
X. The maps φE: [0, 1]
X → [0, 1]X and ψE: [0, 1]X → [0, 1]X are deﬁned
∀x ∈ X by:
φE(µ)(x) = sup
y∈X
T (E(x, y), µ(y)),
ψE(µ)(x) = inf
y∈X
−→
T (E(x, y)|µ(y)).
φE(µ) is the smallest extensional fuzzy subset greater than or equal to µ;
hence it is its best upper approximation by extensional fuzzy subsets. Anal-
ogously, ψE(µ) provides the best approximation by extensional fuzzy subsets
smaller than or equal to µ. From a topological viewpoint these operators can
be seen as closure and interior operators on the set [0, 1]X [11]. It is remark-
able that these operators also appear in a natural way in ﬁelds such as fuzzy
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rough sets [18], fuzzy modal logic [6], [5], fuzzy mathematical morphology [8]
and fuzzy contexts [3] among many others.
In Section 8 an example of these operators is provided for a given indis-
tinguishability E and fuzzy subset µ.
Though φE(µ) and ψE(µ) provide extensional fuzzy subsets that approx-
imate µ there is no guarantee in general that there are no better approxima-
tions of µ by extensional fuzzy subsets. The aim of this paper is to provide
methods to ﬁnd approximations such that the error made is lower.
Definition 3.2. [1] Let t : [0, 1]→ [−∞,∞] be a non-increasing monotonic
map, x, y ∈ [0, 1] and r ∈ [0, 1]. The weighted quasi-arithmetic mean mt of
x and y is deﬁned as:
mrt (x, y) = t
−1(r · t(x) + (1− r) · t(y))
mt is continuous if and only if {−∞,∞} * Im(t), being Im(t) the image
set of the map t.
There is a bijection between the set of continuous Archimedean t-norms
and the set of quasi-arithmetic means by taking as map the additive gener-
ator t of the t-norm [14]. Under this interpretation in the literature quasi-
arithmetic means are sometimes called natural means [17], as we will recall
them from now on.
We want to approximate µ by mrt (φE(µ), ψE(µ)). Below we prove that
this mean is extensional for any value of r.
Proposition 3.3. Let X be a set and µ, ν extensional fuzzy subsets of X
with respect to an indistinguishability operator E on X. Then:
mr(µ, ν) ∈ HE.
Proof. We have to prove that
T (E(x, y),mr(µ, ν)(y) ≤ mr(µ, ν)(x).
Expanding T using t this is equivalent to
t(E(x, y)) + r · t(µ)(y)) + (1− r) · t(ν)(y)) ≤ r · t((µ)(x)) + (1− r) · t((ν)(x))
and we can rewrite this expression as:
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r · t(E(x, y)) + r · t(φE(µ)(y)) + (1− r) · t(E(x, y)) + (1− r) · t(ψE(µ)(y)) ≥
r · t(φE(µ)(x)) + (1− r) · t(ψE(µ)(x))
which is true because µ and ν are extensional fuzzy subsets and due to
the characterization of extensional sets given in Lemma 2.8.
Corollary 3.4. Let µ be a fuzzy subset on a set X and E an indistinguish-
ability operator. Then:
mr(φE(µ), ψE(µ)) ∈ HE.
It is straightforward that for the limit values r = 0, 1 this mean is equal
to φE(µ) and ψE(µ) respectively . The question that arises here is for what
value of r the error made in this approximation is lower. In mathematical
terms, this problem reduces to ﬁnding the minimum value of the following
function:
F (r) = ||µ−mr(φE, ψE)||
Considering the Euclidean distance, without loss of generalization, min-
imizing the previous expression is equivalent to minimize the square of the
norm.
F (r) = ||µ−mr(φE, ψE)||2
For the ÃLukasievicz t-norm the result below provides an explicit formula
to ﬁnd this optimal weight r.
Theorem 3.5. Let µ be a fuzzy subset of a ﬁnite set X = {x1, ..., xn} and T =
ÃL the ÃLukasiewicz t-norm. Then the expression F (r) = ||µ −mr(φE, ψE)||2
is minimized when:
r =
∑
µ(xi)φE(µ)(xi)−
∑
µ(xi)ψE(µ)(xi)−
∑
φE(µ)(xi)ψE(µ)(xi) +
∑
(ψE(µ)(xi))
2∑
(φE(µ)(xi))2 +
∑
(ψE(µ)(xi))2 − 2
∑
φE(µ)(xi)ψ(µ)(xi)
Proof. In order to simplify the notation we will denote µi = µ(xi), φi =
φE(µ)(xi) and ψi = ψE(µ)(xi).
As T = ÃL we can take as additive generator t(x) = 1 − x. Expanding
F (r) we have:
F (r) = (µ1 − r · φ1 + r · ψ1 − ψ1)2 + · · ·+ (µn − r · φn + r · ψn − ψn)2.
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The derivative of F is:
F ′(r) = 2(µ1 · ψ1 − µ1 · φ1 + r · φ21 + r · ψ21 − 2r · φ1 · ψ1 − ψ21)+ · · ·
+2(µn · ψn − µn · φn + r · φ2n + r · ψ2n − 2r · φn · ψn − ψ2n)
and the only value of r for which F ′(r) = 0 is:
r =
∑
µi · φi −
∑
µi · ψi −
∑
φi · ψi +
∑
ψ2i∑
φ2i +
∑
ψ2i − 2
∑
φi · ψi .
From the nature of the problem it is straightforward that this value is a
minimum. However it can be checked that F ′(0) < 0 and F ′(1) > 0. Hence
the value found is a global minimum.
If we consider the Product t-norm T = Π, the expanded expression of
F (r) is:
F (r) = (µ1 − er·logφ1+(1−r)·logψ1)2 + · · ·(µn − er·logφn+(1−r)·logψn)2
and the derivative F ′(r) is
F ′(r) = −2(µ1 − er·logφ1+(1−r)·logψ1)(−er·logφ1+(1−r)·logψ1)(logφ1 − logψ1) + · · ·.
But this expression has no algebraic zero if n > 1. Thus, the solution must
be found using numerical methods. In Section 7 we will illustrate with an
example how it can be computed.
4 Approximation using Powers
In this section we will provide another method to ﬁnd an approximation of
an arbitrary fuzzy subset µ by an extensional one. This method will be based
on approximating µ by an adequate power ψE(µ)
r of its lower approximation
operator with respect to the t-norm. It will be shown how, for values r < 1,
the fuzzy subset ψE(µ)
r is extensional and that a global minimum of the
error made can be obtained.
Let us recall the deﬁnition of power with respect to a t-norm T .
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Definition 4.1. Let T be a t-norm and n a natural number. We will call
the nth power of X with respect to T to:
T n(x) = T (
n︷ ︸︸ ︷
x, x, ..., x).
To simplify notation we will denote T n(x) = xn.
It is possible to extend this deﬁnition to all positive rational numbers as
follows.
Definition 4.2. Let T be a t-norm and n a natural number. We will deﬁne
x to the power of 1/n with respect to T as:
x1/n = sup
z∈[0,1]
T n(z) ≤ x
and for p, q natural numbers,
xp/q(x) = (x1/q)p.
Passing to the limit it is possible to deﬁne xr for all r ∈ R+ for continuous
t-norms.
The following result allows us to calculate powers by using an additive
generator t of T .
Proposition 4.3. Let T be an Archimedean t-norm with additive generator
t and r ∈ R+. Then:
xr = t[−1](r · t(x))
It is straightforward to observe from the previous proposition that r ≤
s⇒ xr ≥ xs. Besides, the continuity of t assures continuity of powers when
we let the exponent vary.
The key idea of this method follows from the next Corollary 4.5.
Proposition 4.4. Let E be an indistinguishability operator of a set X, µ an
extensional fuzzy subset of E and r ≤ 1. Then
µr ∈ HE.
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Proof.
µ is extensional, and by Lemma 2.8 t(E(x, y)) ≥ t(µ(x))− t(µ(y)).
We have to see that T (E(x, y), µ(y)r) ≤ µ(x)r.
Expanding,
t(E(x, y) + r · t(µ(x)) ≥ r · t(µ(y)).
or, equivalently,
t(E(x, y) ≥ r · (t(µ(x))− t(µ(y)))
which is true because r ≤ 1.
Corollary 4.5. ψ(µ)r is extensional for r ≤ 1.
The problem of approximating a fuzzy subset µ by an adequate power
ψ(µ)r reduces then to compute the value of r for which the following function
is minimized.
F (r) = ||µ− ψE(µ)r||2
For the ÃLukasievicz t-norm we have the following result.
Theorem 4.6. Let µ be a fuzzy subset of a ﬁnite set X = {x1, ..., xn} and
T = ÃL the ÃLukasiewicz t-norm. Then F (r) = ||µ − ψE(µ)r||2 is minimized
when
r =
∑
µ(xi) +
∑
ψE(µ)(xi)−
∑
µ(xi) · ψE(µ)(xi)− n
2
∑
ψE(µ)(xi)−
∑
ψ2E(µ)(xi)− n
Proof. In order to simplify the notation we will denote µi = µ(xi) and ψi =
ψ(µ)(xi).
We can take as additive generator t(x) = 1− x.
F (r) = (µ1 − 1 + r − r · ψ1)2 + · · ·+ (µn − 1 + r − r · ψn)2.
The derivative is
F ′(r) = 2(µ1+ψ1−µ1·ψ1+···µn+ψn−µn·ψn−n)−2r(2ψ1−ψ21+···+2ψn−ψ2n−n)
and the only value of r for which F ′(r) = 0 is
r =
∑
µi +
∑
ψi −
∑
µi · ψi − n
2
∑
ψi −
∑
ψ2i − n
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If we consider the Product t-norm T = Π, we have the same situation of
the previous section. The function to be minimized is
F (r) = ||µ− ψrE(µ)||2 = (µ1 − er·log(ψ1))2 + · · ·+ (µn − er·log(ψn))2.
If we compute the derivative we have
F ′(r) = −2
∑
log(ψi) · (µi − er·log(ψi))
and if n > 1 there is no algebraic zero of this expression and thus numerical
methods have to be used to ﬁnd the solution of F ′(r) = 0.
Finally, given the duality between upper and lower approximations, φE
and ψE, it would be expectable to ﬁnd an analogous method to ﬁnd an
approximation based on powers of φE(µ). But this is not possible.
Indeed, φE(µ) is an upper approximation of µ, thus better approximations
φ(µ)r would be found for values r > 1. However, if ν is an extensional fuzzy
subset, for values of r greater than 1, νr is not extensional in general.
Example 4.7. Let T = ÃL be the ÃLukasiewicz t-norm, E the ÃL-indistinguishability
operator with matrix
E =


1 0.8 0.7 0.3 0.2
0.8 1 0.7 0.3 0.2
0.7 0.7 1 0.3 0.2
0.3 0.3 0.3 1 0.2
0.2 0.2 0.2 0.2 1


,
ν(x) =


0.9
0.7
0.6
0.8
0.3


and r = 2. Then
ν2(x) =


0.8
0.4
0.2
0.6
0


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and the condition of extensionality is not fulﬁlled for ν2:
T (E(x1, x2), ν
2(x1)) = 0.8 + 0.8− 1 = 0.6 > 0.4 = ν2(x2).
Hence, νr (r > 1) is not extensional in general.
5 Approximation using Quadratic Program-
ming
In this section a third method to approximate a fuzzy subset by an exten-
sional one based on solving a Quadratic Programming (QP) problem will be
developed. The aim will be to look for the fuzzy subset that better approxi-
mates a given subset µ restricting the search to the region of extensional fuzzy
subsets, which for the ÃLukasiewicz ant Product t-norms will be characterized
by a system of linear inequalities.
At the end of the section a brief theoretical comparison between the three
proposed methods will be provided, in terms of quality of the solution, and
applicability and complexity of the methods.
We will assume that X = {x1, ..., xn} is a ﬁnite set.
Let us denote by µ an arbitrary fuzzy subset and σ an arbitrary exten-
sional fuzzy subset with respect to a T -indistinguishability operator E on X.
The objective function to be minimized is
F = ||µ− σ||2
The region of the space in which the solution has to be found is bounded
by the conditions that ensure the extensionality of σ. Assuming T to be
continuous Archimedean with additive generator t, following from Lemma
2.8 we have that σ is extensional if and only if veriﬁes
t(E(xi, xj) + t(σ(xj)) ≥ t(σ(xi)) ∀i, j = 1, ..., n.
If T = ÃL is the ÃLukasiewiz t-norm, then we can take as additive generator
t(x) = 1− x and these inequalities become
σ(xi)− σ(xj) ≥ E(xi, xj)− 1 ∀i, j = 1, ..., n.
Analogously, if T = Π is the Product t-norm, these conditions are
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σ(xi) ≥ E(xi, xj) · σ(xj) ∀i, j = 1, ..., n.
In both cases this is a system of n unknowns and
(
n
2
)
inequalities (exclud-
ing the trivial cases i = j).
In order to ensure that the usage of numerical techniques converges we
have to verify that the search space is compact in Rn. However this is trivial
given that σ(xi) ≤ 1 ∀i = 1, ..., n and hence the region is closed and bounded.
The best approximation of µ by an extensional fuzzy subset (i.e. the one
minimizing F ) is then the solution of a Qadratic Programming problem and
several algorithms to solve it can be applied [2].
Let us point out some ﬁnal considerations about this method in compar-
ison with the ones provided in Sections 3 and 4.
The previous two methods assumed some kind of structure on the target
output, being either a natural weighted mean or a power of previous exten-
sional fuzzy subsets. This third method searches for the best approximation
in the space of all extensional fuzzy subsets. Hence the output will be always
better than or equal to the mean-based and power-based method one.
However, there are two main cons to this method against the others.
Firstly, in Section 6 we will show how the ﬁrst two methods can be ex-
tended to non-ﬁnite sets, whereas the QP-based one only works on ﬁnite sets.
If X was a non-ﬁnite set then the system of inequalities to characterize the
extensional region would be inﬁnite and the method would not be applicable.
Besides, the complexity of solving a QP problem is O(n!) while the mean-
based and power-based methods are polynomial. Hence, for large cardinali-
ties of X the QP-based method becomes unaﬀordable.
6 Approximation on a non-finite Set
In this section the methods proposed in Sections 3 and 4 will be extended if
we let X to be a non-ﬁnite set.
The deﬁnition of the operators φE and ψE is independent of the cardinal-
ity of X and thus if the set X is non-ﬁnite the approaches of the mean-based
and power-based methods can be constructed in a similar way. If we de-
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note by σ an extensional set (either mr(φE(µ), ψE(µ)) or ψ
r
E(µ)), the error
function becomes
F = ||µ− σ||2 =
∫
X
(µ(x)− σ(x))2dx.
The following result proves that this function is well deﬁned if X is a
measurable space.
Proposition 6.1. Let X be a measurable non-ﬁnite set and E a measurable
indistinguishability operator on E. Then E is Lebesgue-integrable.
Proof. A bounded and measurable function is Lebesgue integrable [21]
Corollary 6.2. Let µ be a measurable fuzzy subset of X. Then φE, ψE are
Lebesgue-integrable.
Proof. The supremum/inﬁmum and composition of Lebesgue integrable func-
tions is Lebesgue integrable [21]
Hence, either the mean-based method and the power-based method can
be constructed for measurable non-ﬁnite sets. The results below show that
the formulas obtained for the ÃLukasievicz t-norm are analogous to the ones
found in Sections 3 and 4 replacing sums by integrals.
Theorem 6.3. Let µ be a measurable fuzzy subset of a measurable non-ﬁnite
set X with measure m(X) and T = ÃL the ÃLukasiewicz t-norm. Then the
expression F (r) = ||µ−mr(φ, ψ)||2 is minimized when
r =
∫
X
µ(xi)φE(µ)(xi)dx−
∫
X
µ(xi)ψE(µ)(xi)dx−
∫
X
φE(µ)(xi)ψE(µ)(xi)dx+
∫
X
(ψE(µ)(xi))
2dx∫
X
(φE(µ)(xi))2dx+
∫
X
(ψE(µ)(xi))2dx− 2
∫
X
φE(µ)(xi)ψ(µ)(xi)dx
.
Theorem 6.4. Let µ be a measurable fuzzy subset of an non-ﬁnite set X
with measure m(X) < ∞ and T = ÃL the ÃLukasiewicz t-norm. Then the
expression F (r) = ||µ− ψrE)||2 is minimized when:
r =
∫
µ(xi)dx+
∫
ψE(µ)(xi)dx−
∫
µ(xi) · ψE(µ)(xi)dx−m(X)
2
∫
ψE(µ)(xi)dx−
∑
ψ2E(µ)(xi)dx−m(X)
.
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The proof for these results is analogous to the ones in Sections 3 and 4
and based on the following lemma.
Lemma 6.5. (Leibniz’s rule)[9] Let f(x, r) be an integrable function deriv-
able with respect to the second variable. Then
∂
∂r
∫
f(x, r)dx =
∫
∂f
∂r
(x, r)dx.
A sketch of the proof goes as follows:
The function to be minimized is
F (r) = ||µ− σ||2 =
∫
X
(µ(x)− σ(r)(x))2dx
Then,
F ′(r) = (
∫
X
(µ(x)− σ(r)(x))2dx)′
which, due to Lemma 6.5, is equivalent to
F ′(r) =
∫
X
∂
∂r
(µ(x)− σ(r)(x))2dx
and the rest of the argument is analogous to the ones in Sections 3 and 4.
7 Approximation for the Minimum t-norm
The methods developed in the previous sections do not work for the Min-
imum t-norm. In this section we will propose a method to obtain good
approximations of fuzzy subsets by extensional ones with respect to a given
min-indistinguishability operator.
The key of this method comes after the following Lemma.
Lemma 7.1. Let X = {x1, ..., xn} be a ﬁnite set, E a min-indistinguishability
operator and σ an extensional fuzzy subset. Consider the subset Aσ ⊆ [0, 1]
consisting of all the images of E and all the images of σ. Then the fuzzy
subsets σ′ such that there is a non-decreasing map f : Aσ → Aσ′ with f(a) =
a ∀a ∈ Im(E) are extensional with respect to E.
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Proof. Extensionality with respect to the Minimum t-norm only depends on
the ordering of the values of µ and the entries of E. Hence,
min(E(xi, xj), σ(xj)) ≤ σ(xi)
implies
min(E(xi, xj), σ
′(xj)) ≤ σ′(xi).
In order to ﬁnd a good approximation of a fuzzy subset µ by an exten-
sional one with respect to E, we can calculate its upper (or lower) approxi-
mation and ﬁnd AφE(µ) (respectively AψE(µ)) and adjust its values according
to Lemma 7.1 in order to minimize the distance with µ. This is a Quadratic
Programming problem described in the following algorithm.
Algorithm 7.2. Let E be a min-indistinguishability operator on a ﬁnite set
X = {x1, ..., xn} and µ a fuzzy subset.
1. Calculate φE(µ) (or ψE(µ)) and ﬁnd AφE(µ) (or AψE(µ)).
2. Consider the restrictions of a fuzzy subset σ(x) = (σ1, ..., σn) according
to Lemma 7.1.
3. Minimize F = ||µ− σ|| with the previous restrictions.
Let us illustrate this algorithm with an example.
Example 7.3. Consider the following min-indistinguishability operator
E =


1 0.7 0.4 0.1
0.7 1 0.4 0.1
0.4 0.4 1 0.1
0.1 0.1 0.1 1


and the fuzzy subset
µ(x) =


0.3
0.5
0.9
0.2

 .
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which is not extensional: min{E(x1, x2), µ(x2)} = 0.5 > 0.3 = µ(x1).
Then
φE(µ)(x) =


0.5
0.5
0.9
0.2

 ψE(µ)(x) =


0.3
0.3
0.3
0.3

 .
The corresponding sets AφE(µ) and AψE(µ) are
AφE(µ) = {1, 0.9, 0.7, 0.5, 0.4, 0.2, 0.1}
AψE(µ) = {1, 0.7, 0.4, 0.3, 0.1}
Using as initial extensional input in Algorithm 7.2 the extensional fuzzy
subset φE(µ) the quadratic problem to solve is:
F = (0.3− σ1)2 + (0.5− σ2)2 + (0.9− σ3)2 + (0.2− σ4)2
subject to
0.4 ≤ σ1 = σ2 ≤ 0.7
0.7 ≤ σ3 ≤ 1
0.1 ≤ σ4 ≤ 0.4
And the solution is
σφ(x) =


0.4
0.4
0.9
0.2

 .
Using ψE(µ) the restrictions are
0.1 ≤ σ1 = σ2 = σ3 = σ4 ≤ 0.4
And the solution is
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σψ(x) =


0.35
0.35
0.35
0.35

 .
Finally, the error committed by these approximations is
d(σφ, µ) = 0.141421
d(σψ, µ) = 0.591608
while
d(φE(µ), µ) = 0.2
d(ψE(µ), µ) = 0.640312.
8 Example
In this section we will apply the methods developed in this paper to approx-
imate a fuzzy subset by an extensional one. We will calculate among a ﬁxed
indistinguishability operator what is the extensional subset provided by each
of the methods and compare the error made in the approximation, either in
the ﬁnite and non-ﬁnite case for the Archimedean basic t-norms T = ÃL and
T = Π.
We will use the formulas derived in Sections 3, 4, 5 and 6 for the ÃLukasievicz
t-norm, and numerical methods for the Product t-norm.
Let us consider the fuzzy relation
E =


1 0.8 0.7 0.3 0.2
0.8 1 0.7 0.3 0.2
0.7 0.7 1 0.3 0.2
0.3 0.3 0.3 1 0.2
0.2 0.2 0.2 0.2 1


which is a min-indistinguishability operator and therefore a T -indistinguishability
operator for any t-norm, and the following fuzzy subset.
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µ(x) =


0.9
0.5
0.1
0.8
0.3

 .
It is straightforward to observe that µ is not extensional with respect to
E for T = ÃL:
T (E(x1, x2), µ(x1) = 0.8 + 0.9− 1 = 0.7 > 0.5 = µ(x2).
As T = ÃL ≤ Π ≤ min, µ is also not extensional for Π and min.
Let us study ﬁrst the case T = ÃL. Then:
φE(µ)(x) =


0.9
0.7
0.6
0.8
0.3

 ψE(µ)(x) =


0.4
0.4
0.1
0.8
0.3

 .
The ﬁrst method proposed in this paper was based on ﬁnding the weight
r for which the error committed in the approximation of µ by the natural
weighted mean of φE and ψE was minimum. Let σm be this extensional fuzzy
subset.
σm = m
r
t (φE(µ), ψE(µ))
According to the formula found on Theorem 3.5 we obtain r = 0.116463.
Hence,
σm(x) =


0.637288
0.542373
0.337288
0.8
0.3


The second method proposed in this paper consisted in computing the
best exponent r for which the distance between µ and the extensional fuzzy
subset ψr(µ) was minimum.
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σp = ψ
r(µ)
According to the formula provided in Theorem 4.6 we obtain r = 0.825243.
Then,
σp(x) =


0.504854
0.504854
0.257282
0.834951
0.422330


Finally, the third method was based on solving a quadratic programming
problem. Applied to our particular example, the extensional fuzzy subset
solution to the problem is:
σQP (x) =


0.65
0.5
0.35
0.8
0.3


Let us compare the error committed by each of these approximations.
Considering the Euclidean distance, the error made in the approximation by
each of the methods is
d(σm, µ) = 0.341208
d(σp, µ) = 0.475746
d(σQP , µ) = 0.328105
while
d(φE(µ), µ) = 0.538516
d(ψE(µ), µ) = 0.509902.
Let us study now the results for the Product t-norm T = Π. Then
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φE(µ)(x) =


0.9
0.72
0.63
0.8
0.3

 ψE(µ)(x) =


0.142857
0.142857
0.1
0.333333
0.3

 .
Computing the best weight in the mean-based method we obtain r =
0.834, then
σm(x) =


0.774314
0.624194
0.54202
0.722533
0.3


For the power-based method the minimum is reached when r = 0.394625.
Then the extensional fuzzy subset σp is
σp(x) =


0.463984
0.463984
0.403065
0.64821
0.621812


Finally, with the QP-based method we obtain the following extensional
fuzzy subset:
σQP (x) =


0.643192
0.514554
0.450235
0.8
0.3


Then the error made by each method is:
d(σm, µ) = 0.482290
d(σp, µ) = 0.640202
d(σQP , µ) = 0.434542
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while
d(φE(µ), µ) = 0.553671
d(ψE(µ), µ) = 0.959012
.
Table 1 summarizes the results obtained for the ÃLukasievicz and the Prod-
uct t-norms by all these methods.
Finally, let us illustrate an example for a non-ﬁnite set. Consider the
ÃLukasievicz indistinguishability operator E(x, y) = 1 − |x − y| on [0, 1] and
let µ be the fuzzy subset of [0, 1] µ(x) =
√
x which is not extensional with
respect to E.
Then
φE(µ)(x) =
{
x+ 0.25 if 0 ≤ x ≤ 0.25√
x if 0.25 ≤ x ≤ 1
and
ψE(µ)(x) = x.
Figure 1 shows the plots of the sets µ(x),φE(µ)(x) and ψE(µ)(x).
Following the formulas derived in Section 6 we have that the weight for
the mean-based method is r = 0.538271. By these method we obtain the
extensional fuzzy subset σm
σm(x) =
{
x+ 0.134568 if 0 ≤ x ≤ 0.25
0.461729x+ 0.538271
√
x if 0.25 ≤ x ≤ 1.
With the power based method we ﬁnd that the best solution is found for
r = 0.7, which corresponds to the extensional set σp
σp(x) = 0.7x+ 0.3
and the error made by these approximations is
d(φE(µ), µ) = 0.010417
d(ψE(µ), µ) = 0.033333
d(σm, µ) = 0.006632
d(σp, µ) = 0.003333.
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T = ÃL T = Π
Method Extensional Error Extensional Error
φE


0.9
0.7
0.6
0.8
0.3

 0.538516


0.9
0.72
0.63
0.8
0.3

 0.553671
ψE


0.4
0.4
0.1
0.8
0.3

 0.509902


0.142857
0.142857
0.1
0.333333
0.3

 0.959012
mr(φE, ψE)


0.637288
0.542373
0.337288
0.8
0.3

 0.341208


0.774314
0.624194
0.54202
0.722533
0.3

 0.482290
ψrE


0.504854
0.504854
0.257282
0.834951
0.422330

 0.475746


0.463984
0.463984
0.403065
0.64821
0.621812

 0.640202
Quadratic Prog


0.65
0.5
0.35
0.8
0.3

 0.328105


0.643192
0.514554
0.450235
0.8
0.3

 0.434542
Table 1: Table comparing the diﬀerent approximations by extensional fuzzy
subsets of µ proposed and their error.
9 Concluding Remarks
In this paper several approaches and algorithms to approximate a fuzzy sub-
set µ by an adequate extensional one with respect to an indistinguishability
operator E have been proposed.
For continuous Archimedean t-norms three diﬀerent methods have been
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Figure 1: Plots of the sets µ (black), φE(µ) (blue) and ψE(µ) (red).
given. The ﬁrst one is based on ﬁnding an an adequate mean between the
upper and the lower approximation by extensional fuzzy subsets of µ (φE(µ)
and ψE(µ) respectively). The second one uses powers with respect to the
t-norm T applied to the lower approximation operator ψE. Finally, the last
one is based on solving a Quadratic Programming problem.
At a theoretical level the QP-based method is better than the other two
as it always ﬁnds the extensional set that better approximates µ, while the
other two ﬁnd extensional sets similar to µ but with no guarantee of being
the best extensional approximation. However, the QP-based method does
not work for non-ﬁnite sets and is computationally very costly, while the
mean-based and the power-based ones are suitable for inﬁnite sets and are
not computationally expensive.
A practical comparison of these methods has been provided with a con-
crete example in Section 8. Though the results are not conclusive (a further
research and study should be done to extract sure conclusions), the results of
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the example show that the quality of the power-based method is extremely
dependent of the quality of the ψE operator while the mean-based one is
more ﬂexible as it depends either on φE and ψE. In the ﬁnite set exam-
ple the mean-based method ﬁnds a better approximation either with the
ÃLukasievicz and the Product t-norm, while in the inﬁnite example the result
of the power-based one is superior.
On the other hand, when T is not Archimedean the previous methods
fail and other techniques have to be developed. In this paper an algorithm
to ﬁnd good approximations for T = min has been proposed. This method
is based on solving a QP problem as well. The performance of this method
has been also studied in the example of Section 8.
Finally, several lines of research could come after this work. The ﬁrst
one, which has already been pointed, is to compare in depth the methods
proposed in order to develop a conclusive analysis of them. Alternatively,
an interesting line is to ﬁnd better approximations when the t-norm is not
Archimedean. Finally, a diﬀerent idea is to ﬁnd a geometrical interpretation
of the methods proposed and study their suitability to a problem with repect
to the geometry of it. After all, a fuzzy sete µ is a function and thus it
has a clear geometric component (if X is ﬁnite set then µ ∈ [0, 1]n). In
consequence, extensional sets can be analyzed in geometric terms and either
means and powers are geometric operators. An analysis of the geometry of
the connection between all these concepts would be then of extreme interest
and will be studied by the authors in a forthcoming work.
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