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Abstract We prove that under some regularity and strong iden-
tifiability conditions, around a mixing distribution with m0 compo-
nents, the optimal local minimax rate of estimation of a mixture with
m components is n−1/(4(m−m0)+2). This corrects a previous paper by
Chen (1995) in The Annals of Statistics.
1. Introduction. Let be {f(x, θ)}θ∈Θ be a family of probability densi-
ties with respect to some σ-finite measure λ. The parameter set Θ is always
assumed to be a compact subset of R with non-empty interior. A finite mix-
ture model with m components is given by
(1) f(x,G) =
∫
Θ
f(x, θ)dG(θ)
where G is a m-points support distribution on Θ, called the mixing distribu-
tion. The class of such m-mixing distributions G is denoted by Gm and G6m
will be the union of Gj for j ∈ [[1,m]].
In Section 2 we will show that a consistent estimator Ĝn ∈ G6m of an
unknown mixing distribution G1 can not converge uniformly faster than
n−1/(4(m−m0)+2) in the neighborhood of G0 ∈ Gm0 , in the (L1-)Wasserstein
metric, where n is the sample size. Recall that this metric can be defined by
(2) W (G1, G2) =
∫
R
|G1(−∞, t]−G2(−∞, t]|dt,
and that by the Kantorovich-Rubinstein dual representation,
(3) W (G1, G2) = sup
|f |Lip61
∫
Θ
f(θ)d(G1 −G2)(θ).
Primary 62G05; secondary 62G20.
Keywords and phrases: Local asymptotic normality, convergence of experiments, maxi-
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In Section 3, we prove that the rate n−1/(4(m−m0)+2) is optimal, under strong
identifiability conditions. Finally, Section 4 exhibits natural families satisfy-
ing these strong identifiability conditions.
Some auxiliary or too long computations are postponed to Appendix A.
2. The optimal rate can not be better than n−1/(4(m−m0)+2).
The main idea is to build families of mixing distributions Gn(u) with the
same 2(m−m0) first moments, and un−1/2 as rescaled shifted (2(m−m0)+1)-
th moment. Hence the Wasserstein distance between Gn(u1) and Gn(u2) will
be of order n−1/(4(m−m0)+2). They will need n observations to be told apart.
Theorem 2.4 makes this precise. We first need a few tools.
We give a far-from-general definition of local asymptotic normality (Le Cam,
1986), but it is sufficient for our purposes.
Definition 2.1. Given densities fn,u with respect to a measure λ, con-
sider the sequence of experiments En = {fn,u, u ∈ Un} with each point of R in
Un for n large enough. Let X have density fn,0 and consider the log-likelihood
ratios:
Zn,0(u) = Log
(
fn,u(X)
fn,0(X)
)
.
Suppose that there is a positive constant Γ and a sequence of random variables
Zn with Zn
d−→ N (0,Γ), such that for all u ∈ R:
Zn,0(u)− uZn + u
2
2
Γ
P−−−→
n→∞
0(4)
The sequence of experiments is said locally asymptotically normal (LAN)
and converging to the Gaussian shift experiment {N (uΓ,Γ), u ∈ R}.
Of course, here
d−→ (resp. P−→) stands for convergence in distribution (resp.
in probability). Intuitively, (almost) anything that can be done in a Gaus-
sian shift experiment can be done asymptotically in a locally asymptotically
normal sequence of experiments.
Definition 2.2. Let {f(x, θ)}θ∈Θ be a family of densities with respect to
a σ-finite measure λ. Let us consider, for p ∈ N and q > 0, the functions:
Ep,q : Θ
3 → [0,∞]
(θ1, θ2, θ3) 7→ Eθ1
∣∣∣∣∣f (p)(x, θ2)f(x, θ3)
∣∣∣∣∣
q
.(5)
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We say that the family of densities is (p, q)-smooth if Ep,q is well-defined and
continuous on Θ3, and if there exists ε > 0 such that for all θ1,
|θ2 − θ3| < ε =⇒ Ep,q(θ1, θ2, θ3) <∞.(6)
Example 2.1. Let us consider an exponential family with natural pa-
rameter θ ∈ Θ0, so that f(x, θ) = h(x)g(θ) exp(θT (x)), with g ∈ C∞. Con-
sider Θ such that its ε-neighbourhood Θ ⊕ B(0, ε) is included in Θ0. Then
{f(x, θ), θ ∈ Θ} is (p, q)-smooth for any p and q. Indeed,
f (p)(x, θ2) = h(x)e
θ2T (x)
[
p∑
k=0
(
p
k
)
g(k)(θ2)T
p−k(x)
]
f (p)(x, θ2)
f(x, θ3)
=
e(θ2−θ3)T (x)
g(θ3)
[
p∑
k=0
(
p
k
)
g(k)(θ2)T
p−k(x)
]
∣∣∣∣∣f (p)(x, θ2)f(x, θ3)
∣∣∣∣∣
q
= a
eq(θ2−θ3)T (x)
gq(θ3)
∣∣∣∣∣
p∑
k=0
(
p
k
)
g(k)(θ2)T
p−k(x)
∣∣∣∣∣
q
so that
Ep,q(θ1, θ2, θ3) =
g(θ1)Eθ1+q(θ2−θ3)
∣∣∑p
k=0
(p
k
)
g(k)(θ2)T
p−k(x)
∣∣q
gq(θ3)g(θ1 + q(θ2 − θ3)) .
Since all the moments of the sufficient statistic T (x) are finite under a dis-
tribution in the exponential family, and since θ1 + qθ2 − qθ3 is in Θ0 for
(θ2 − θ3) < ε/q, we have finiteness of Ep,q(θ1, θ2, θ3). Continuity is clear.
Being (p, q)-smooth ensures finiteness of similar integrals when some θj
are replaced with mixing distributions with components close to the θj:
Proposition 2.3. Given π0 > 0 and two positive integers m0 6 m,
define mixing distributions
Gn =
m∑
j=1
πj,nδθj,n
such that θj,n → θ0 for all j ∈ [[m0,m]] and
∑m
j=m0
πj,n ≥ π0 for all n
large enough. Consider a (p, q)-smooth family of densities {f(x, θ)}θ∈Θ with
respect to some σ-finite measure λ.
Then there is a finite C depending only on θ0 and π0 such that for any θ
satisfying |θ − θ0| 6 ε/2, for n large enough, for any mixture f(x,G):
EG
∣∣∣∣∣f (p)(x, θ)f(x,Gn)
∣∣∣∣∣
q
6 C.
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If, in addition, the function
∣∣f (p)(x, θ0)∣∣ has nonzero integral under λ, then
there is a positive c depending only on θ0 such that for any mixture f(x,G):
EG
∣∣∣∣∣f (p)(x, θ0)f(x,G)
∣∣∣∣∣
q
≥ c.
Proof. For n large enough, we have |θj,n − θ0| 6 ε/2 for all j ∈ [[m0,m]].
Hence |θj,n − θ| 6 ε for all θ such that |θ − θ0| 6 ε/2. So that we may use
(6). By compactness and continuity, there is a finite C such that
Eθ1
∣∣∣∣∣f (p)(x, θ)f(x, θj,n)
∣∣∣∣∣
q
6 C
for all such (j, n) and all θ1. Since f(x,G) is a convex combination of
some f(x, θ1), we may replace θ1 by G in the former expression. Since
the function 1/yq is convex on positive reals, by Jensen inequality, setting
A =
∑m
j=m0
πj,n,
m∑
j=m0
πj,n
A
∣∣∣∣∣f (p)(x, θ)f(x, θj,n)
∣∣∣∣∣
q
>
∣∣∣∣∣ f (p)(x, θ)∑m
j=m0
πj,n
A f(x, θj,n)
∣∣∣∣∣
q
≥ Aq
∣∣∣∣∣f (p)(x, θ)f(x,Gn)
∣∣∣∣∣
q
,
and taking expectations with respect to G we obtain the upper bound
EG
∣∣∣∣∣f (p)(x, θ)f(x,Gn)
∣∣∣∣∣
q
6
C
Aq
6
C
πq0
.
The lower bound does not depend on (p, q)-smoothness. It is a simple
consequence of rewriting:
EG
∣∣∣∣∣f (p)(x, θ0)f(x,G)
∣∣∣∣∣
q
=
∫ ∣∣∣∣∣f (p)(x, θ0)qf(x,G)q−1
∣∣∣∣∣ dλ(x)
and noticing
∫ |f(x,G)| dλ(x) = 1 since f(x,G) is a probability density. By
assumption, there is a set B of measure λ(B) = M > 0 on which the function
f (p)(x, θ0) is more than some ε > 0. Now, the set B ∩{f(x,G) 6 2/M} is of
measure at least M/2 and thus∫ ∣∣∣∣∣f (p)(x, θ0)qf(x,G)q−1
∣∣∣∣∣dλ(x) >
[
M
2
]q+1
εq.
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Theorem 2.4. Let m0 ≤ m. Let G0 =
∑m0
j=1 πjδθj ∈ Gm0 be a mixing
distribution whose m0-th component is in the interior of Θ, that is θm0 ∈ Θ˚.
Then there are mixing distributions Gn(u) (n > 0, u ∈ R) all in Gm such
that:
(i) W(Gn(u), G0) → 0 for all u ∈ R. More precisely, for some C(u) > 0,
we have
W(Gn(u), G0) 6 C(u)n
−1/(4(m−m0)+2).
(ii) The mixing distributions get closer at rate n−1/(4(m−m0)+2): for all u1
and u2, there are constants c(u1, u2) > 0 such that
W(Gn(u1), Gn(u2)) ≥ c(u1, u2)n−1/(4(m−m0)+2).
(iii) Suppose that a family of densities {f(x, θ), θ ∈ Θ} with respect to λ is
(p, q)-smooth for all p ∈ [[1, 2(m − m0 + 1)]] and q ∈ [[1, 4]]. Assume
moreover that ∫ ∣∣∣f (2(m−m0)+1)(x, θm0)∣∣∣ dλ(x) > 0.
There is a number Γ > 0 and an infinite subset N0 of N along which the
experiments En = {
∏n
i=1 f (xi, Gn(u)) , |u| 6 umax(n)} with umax(n)→
∞ converge to the Gaussian shift experiment {N (uΓ,Γ), u ∈ R}.
(iv) u is the rescaled (2(m−m0) + 1)-th moment of the components of the
mixing distribution near θm0 .
The theorem shows that when the first moments of the components of the
mixing distribution G near θm0 are known, all remaining knowledge we may
acquire is on the next moment, and that’s the “right” parameter: it is exactly
as hard to make a difference between, say, 10 and 11 as between 0 and 1.
On the other hand, for our original problem the cost function is the trans-
portation distance between mixing distributions. So that an optimal esti-
mator in mean square error for u is not optimal for our original problem.
Moreover just taking the loss function c(u1, u2) in the limit experiment runs
into technical problems since this might go to zero as u2 goes to infinity.
They could be overcome, but it is easier to state a lower bound on risk using
just contiguity and two points:
Corollary 2.5. The optimal local minimax rate of estimation around
G0 of a mixture cannot be better than n
−1/(4(m−m0)+2) in general: for any
sequence of estimators Gˆn and any ǫ > 0, we have:
lim inf
n→∞
sup
G1s.t.
W (G1,G0)<n−1/(4(m−m0)+2)+ε
n1/(4(m−m0)+2)Ef(·,G1)⊗nW(G1, Gˆn) > 0,(7)
6 P. HEINRICH AND J. KAHN
where the true distribution G1 lies in Gm .
Proof of corollary 2.5. Fix u > 0 and consider the densities fn,u(x) =∏n
i=1 f (xi, Gn(u)) with associated probability measures Pn,u as in Theo-
rem 2.4 (iii). We have
(8) lim inf
n→∞
inf
A:Pn,0(A)>3/4
Pn,u(A) >
1
4
e−
u2
2
Γ.
Indeed, the LAN property (4) can be written as
ρn :=
fn,u(X)
fn,0(X)
e−uZn+
u2
2
Γ P−→ 1,
with X of density fn,0 and Zn with asymptotic distribution N (0,Γ). For any
event A,
Pn,u(A) = En,0
(
fn,u(X)
fn,0(X)
1A
)
= En,0
(
ρne
uZn−
u2
2
Γ
1A
)
.
Furthermore, by restriction on the event {Zn > 0} and by using ρn P−→ 1, we
get that Pn,u(A) is bounded below by
e−
u2
2
Γ [Pn,0(A)− Pn,0(Zn 6 0)] + o(n).
Taking now the infimum on events A such that Pn,0(A) > 3/4 and passing
to the limit as n→∞, we obtain (8).
We now consider, for any sequence of estimators Gˆn, the event
A = {n1/(4(m−m0)+2)W(Gn(0), Gˆn) ≥ a}
for some a > 0 to choose. Notice that by the triangle’s inequality its com-
plement Ac satisfies
Ac ⊂ {n1/(4(m−m0)+2)W(Gn(u), Gˆn) ≥ c(u, 0) − a}
where c(u, 0) > 0 is given by Theorem 2.4 (ii). Choose a = c(u, 0)/2.Then
either Pn,0(A) ≥ 1/4, which gives
sup
G1∈{Gn(0)}
n1/(4(m−m0)+2)Ef(·,G1)⊗nW(G1, Gˆn) >
a
4
,
or Pn,u(A
c) ≥ e−u
2
2
Γ/4 in the limit, by (8), so that
lim inf
n→∞
sup
G1∈{Gn(u)}
n1/(4(m−m0)+2)Ef(·,G1)⊗nW(G1, Gˆn) >
a
4
e−
u2
2
Γ.
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Thus, gathering the two inequalities, we get
lim inf
n→∞
sup
G1∈{Gn(0),Gn(u)}
n1/(4(m−m0)+2)Ef(·,G1)⊗nW(G1, Gˆn) >
a
4
e−
u2
2
Γ.
Note to finish that by Theorem 2.4 (i), each Gn(0) or Gn(u) is at W-distance
at most n−1/(4(m−m0)+2)+ε from G0, for large n enough.
Remarks 2.1. We want only an example of this slow convergence, and
that it be somewhat typical. That’s why we have chosen the regularity condi-
tions to make the proof easy, while still being easy to check, in particular for
exponential families.
In particular, it could probably be possible to lower q in (p, q)-smoothness
to 2 + ε and still get the uniform bound we use in the law of large numbers
below. Similarly, less derivability might be necessary if we tried to imitate
differentiability in quadratic mean.
In the opposite direction the variance Γ in the limit experiment is really
expected to be π2m0EG0
∣∣∣f(2d−1)(x,θm0 )f(x,G0) ∣∣∣2 in most cases, but more stringent reg-
ularity conditions may be needed to prove it.
Proof of Theorem 2.4. In this proof and the rest of the paper, we
need to compare asymptotic sequences. The notation an 4 bn (or even a 4 b
if n is kept implicit) means that there is a positive constant C such that
an 6 Cbn ; in other words, an = O(bn). We will also use an < bn for
an > Cbn, and an ≍ bn for bn 4 an 4 bn. Finally an 4u bn means that the
constant may depend on u, that is an 6 C(u)bn.
We use the following theorem by Lindsay (1989, Theorem 2A) on the
matrix of moments ; the idea is close to the Hankel criterion developed by
Dacunha-Castelle and Gassiat (1997) to estimate the order of a mixture.
Theorem 2.6. Given numbers 1,m1, . . . ,m2d, write Mk for the k + 1
by k + 1 (Hankel) matrix with entries (Mk)i,j = mi+j−2 for k = 1, . . . , d.
(a) The numbers 1,m1, . . . ,m2d are the moments of a distribution with ex-
actly p points of support if and only if detMk > 0 for k = 1, . . . , d − 1
and detMp = 0.
(b) If the numbers 1,m1, . . . ,m2d−2 satisfies detMk > 0 for k = 1, . . . , d−1
and m2d−1 is any scalar, then there exists a unique distribution with
exactly d points of support and those initial 2d− 1 moments.
Set d = m−m0+1 and consider any numbers 1,m1, . . . ,m2d−2 such that
detM1 > 0, . . . ,detMd−1 > 0. By Theorem 2.6, we may then define for any
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u ∈ R a distribution G(u) =∑mj=m0 πj(u)δhj(u) such that its initial moments
are 1,m1, . . . ,m2d−2, u.
Moreover, the unicity in Theorem 2.6 implies that, with πi > 0 and h1 <
· · · < hd, the following application is injective:
φ : (π1, . . . , πd, h1, . . . , hd) 7→
(
d∑
1
πj,
d∑
1
πjhj,
d∑
1
πjh
2
j , . . . ,
d∑
1
πjh
2d−1
j
)
Now, its Jacobian is non-zero (see Appendix A.1 for a proof):
J(φ) = (−1) (d−1)d2 π1 · · · πd
∏
16j<k6d
(hj − hk)4.(9)
Thus the inverse of φ is locally continuous, so that the hj(u) are all con-
tinuous. In particular, they are bounded if u is bounded: for any U > 0,
there is a finite H(U) such that if |u| < U , then |hj(u)| 6 H(U). We
may then find and use a sequence umax(n) such that umax(n) → ∞ and
H(umax(n))n
−1/(4d−2) → 0.
We now define the mixing distributions
(10) Gn(u) =
m0−1∑
j=1
πjδθj + πm0
m∑
j=m0
πj(u)δθj,n(u)
with
θj,n(u) = θm0 + n
−1/(4d−2)hj(u).
This definition satisfies (iv). The form of Gn(u) makes it clear that it con-
verges to G0 at speed n
−1/(4d−2): it is easily seen from the dual representation
of W that for |u| 6 U
W(Gn(u), G0) 6 πm0H(U)n
−1/(4d−2).
This proves (i).
Moreover, since all other points and proportions are equal, the trans-
portation distance W(Gn(u1), Gn(u2)) is equal to the transportation dis-
tance between the last p components. Since those support points keep the
same weights and are homothetic with scale n−1/(4p−2) around θm0 , we have
exactly
W(Gn(u1), Gn(u2)) = W(G1(u1), G1(u2))n
−1/(4d−2).
This proves (ii).
We now prove local asymptotic normality. In order to shorten notations,
the probability under the mixing distribution Gn(0) will be denoted by Pn,0
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and the corresponding expectation En,0. Let X1,n, . . . ,Xn,n be an i.i.d. sam-
ple with density
∏n
i=1 f (xi, Gn(0)). Then, we can write the Log-likelihood
ratio as
Zn,0(u) = Log
(∏n
i=1 f(Xi,n, Gn(u))∏n
i=1 f(Xi,n, Gn(0))
)
=
n∑
i=1
Log (1 + Yi,n) .
with
(11) Yi,n(u) =
f(Xi,n, Gn(u)) − f(Xi,n, Gn(0))
f(Xi,n, Gn(0))
.
By definition, we have
f(x,Gn(u))− f(x,G0) = πm0
m∑
j=m0
πj,n(u) [f(x, θj,n(u))− f(x, θm0)] .
Moreover, by Taylor expansion with remainder,
f(x, θj,n(u)) − f(x, θm0) =
2d−1∑
k=1
(
hj(u)
n1/(4d−2)
)k
f (k)(x, θm0)
+
∫ θj,n(u)
θm0
f (2d)(x, θ)
(θj,n(u)− θ)2d−1
(2d− 1)! dθ
so that we get by linearity
f(x,Gn(u))− f(x,G0) = πm0
[
2d−1∑
k=1
mk
nk/(4d−2)
f (k)(x, θm0) +Rn(x, u)
](12)
with moments m1, . . . ,m2d−2 that do not depend on u but m2d−1 = u and
(13) Rn(x, u) =
m∑
j=m0
πj,n(u)
∫ θj,n(u)
θm0
f (2d)(x, θ)
(θj,n(u)− θ)2d−1
(2d − 1)! dθ.
Thus, we can write from (11), (12) and (13)
(14) Yi,n(u) = πm0
[
un−1/2Zi,n +Ri,n(u)−Ri,n(0)
]
with
Ri,n(u) =
Rn(Xi,n, u)
f(Xi,n, Gn(0))
, Zi,n =
f (2d−1)(Xi,n, θm0)
f(Xi,n, Gn(0))
.
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For each fixed n and u, the (Yi,n(u), Zi,n, Ri,n(u)) are i.i.d. and centered
under Gn(0). Indeed, from (11), we have
En,0Yi,n(u) =
∫
[f(x,Gn(u))− f(x,Gn(0))]dλ(x) = 0;
furthermore by expanding f around θm0 , we get iteratively using (p, q)-
smoothness that for k = 1, . . . , 2d− 1
En,0
[
f (k)(Xi,n, θm0)
f(Xi,n, Gn(0))
]
= 0
and in particular En,0Zi,n = 0. And dividing (12) by f(x,Gn(0)) gives as a
result En,0Ri,n(u) = 0 for all u.
Consider
(15) Zn = πm0n
−1/2
n∑
i=1
Zi,n.
By Proposition 2.3, there are positive finite constants c and C independent
on n for n large enough such that c 6 En,0 |Z1,n|2 6 C. Up to taking a
subsequence, we may then assume En,0 |Z1,n|2 → σ2 for some positive σ. By
Proposition 2.3 again, we have En,0 |Z1,n|3 6 C ′ <∞ for all n large enough.
We may then apply Lyapunov theorem (Billingsley, 1995, Theorem 23.7)
to prove that, with Γ = σ2π2m0 ,
Zn
d−→ N (0,Γ).(16)
Indeed, setting s2n :=
∑n
i=1 En,0 |Zi,n|2 ∼ nσ2, we see that the Lyapunov
condition
s−3n
n∑
i=1
En,0 |Zi,n|3 ∼ n−1/2σ−3En,0 |Z1,n|3 −−−→
n→∞
0
is satisfied so that s−1n
∑n
i=1 Zi,n converges in distribution to N (0, 1) and
(16) follows from the equality Zn = πm0
[
En,0 |Z1,n|2
]1/2
s−1n
∑n
i=1 Zi,n.
Now, to get the convergence in probability of Zn,0 − uZn + u22 Γ to zero,
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it’s enough to show the following convergences for all u:
n∑
i=1
Yi,n(u)− uZn L
2−→ 0,(17)
n∑
i=1
Yi,n(u)
2 − u2Γ L1−→ 0,(18)
n∑
i=1
|Yi,n(u)|3 L
1−→ 0.(19)
Indeed, we will have, since |Log(1 + y)− y + y2/2| 6 C|y|3 for |y| 6 1/2,∣∣∣∣∣Zn,0 −
n∑
i=1
Yi,n(u) +
1
2
n∑
i=1
Yi,n(u)
2
∣∣∣∣∣ 6 C
n∑
i=1
|Yi,n(u)|3
with probability going to one with n, so that
Zn,0 − uZn + u
2
2
Γ =
n∑
i=1
Yi,n(u)− uZn + 1
2
[u2Γ−
n∑
i=1
Yi,n(u)
2]
+ Zn,0 −
n∑
i=1
Yi,n(u) +
1
2
n∑
i=1
Yi,n(u)
2
will tend to 0 in probability if (17), (18) and (19) hold.
To prove (17), note that from (14) and (15)
n∑
i=1
Yi,n(u)− uZn = πm0
(
n∑
i=1
Ri,n(u)−
n∑
i=1
Ri,n(0)
)
,
and the equalities
En,0
∣∣∣∣∣
n∑
i=1
Ri,n(u)
∣∣∣∣∣
2
=
n∑
i=1
En,0Ri,n(u)
2 = nEn,0|R1,n(u)|2
will give the desired L2-convergence if we can prove that for each u,
(20) nEn,0|R1,n(u)|2 −−−→
n→∞
0.
To this end, we look at the expression (13) of Rn(x, u) for fixed u. We have
|θj,n(u) − θ|2d−1 6 H(u)2d−1n−1/2 for any θ in the integrand, any j and n,.
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We may thus write
|Rn(x, u)| 6
m∑
j=m0
πj(u)
∫ θm0+H(u)n− 14d−2
θm0−H(u)n
−
1
4d−2
∣∣∣f (2d)(x, θ)∣∣∣ H(u)2d−1n−1/2
(2d− 1)! dθ
4u n
−1/2
∫ θm0+H(u)n− 14d−2
θm0−H(u)n
− 1
4d−2
∣∣∣f (2d)(x, θ)∣∣∣ dθ.
Since we have σ-finite measures, we may use Fubini theorem. Since moreover
θ in the integrand is between θ0 and θj,n(u) which converges to θ0, we may
then apply Proposition 2.3. For q ∈ [[1, 4]], using convexity of x 7→ xq on line
two, we may then write:
En,0 |R1,n(u)|q 4u n−q/2En,0
∣∣∣∣∣∣
∫
|θ−θm0 |4un
− 1
4d−2
∣∣f (2d)(x, θ)∣∣ dθ
f(x,Gn(0))
∣∣∣∣∣∣
q
4u n
− q
2
− q−1
4d−2
∫
|θ−θm0 |4un
−
1
4d−2
En,0
∣∣∣∣∣ f (2d)(x, θ)f(x,Gn(0))
∣∣∣∣∣
q
dθ
4u n
− q
2
− q
4d−2C
4u n
− q
2
− q
4d−2
with C from Proposition 2.3. In particular,
(21) nq/2En,0 |R1,n(u)|q 4u n−q/(4d−2) → 0.
Take q = 2 to obtain (20) ; the proof of (17) is complete.
To prove (18), note first that from (14) and (15),
n∑
i=1
Yi,n(u)
2 − u
2π2m0
n
n∑
i=1
Z2i,n = π
2
m0
n∑
i=1
(Ri,n(u)−Ri,n(0))2
+
2uπ2m0√
n
n∑
i=1
(Ri,n(u)−Ri,n(0))Zi,n
so that taking the L1-norm and by the Cauchy-Schwarz inequality,
En,0
∣∣∣∣∣
n∑
i=1
Yi,n(u)
2 − u
2π2m0
n
n∑
i=1
Z2i,n
∣∣∣∣∣ 4u nEn,0|R1,n(u)|2 + nEn,0|R1,n(0)|2
+
√
nEn,0|R1,n(u)|2 + nEn,0|R1,n(0)|2
√
En,0Z21,n
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and the r.h.s. tends to 0 by (20) and the fact that En,0Z
2
1,n → σ2. Moreover,
setting δn := |En,0Z21,n − σ2|, we have
En,0
∣∣∣∣∣n−1
n∑
i=1
Z2i,n − σ2
∣∣∣∣∣
2
4 En,0
∣∣∣∣∣n−1
n∑
i=1
(Z2i,n − En,0Z21,n)
∣∣∣∣∣
2
+ δ2n
4 n−1Varn,0(Z
2
1,n) + δ
2
n → 0
which goes to zero since δn → 0 by definition and En,0Z41,n 6 C for some
constant C by Proposition 2.3. We have thus,
1
n
n∑
i=1
Z2i,n
L2−→ σ2 and
∣∣∣∣∣
n∑
i=1
Yi,n(u)
2 − u2π2m0
1
n
n∑
i=1
Z2i,n
∣∣∣∣∣ L1−→ 0
which prove (18).
We turn to the proof of (19). It is easily seen from (14) that
n∑
i=1
|Yi,n(u)|3 4u n−3/2
n∑
i=1
|Zi,n|3 +
n∑
i=1
|Ri,n(u)|3 +
n∑
i=1
|Ri,n(0)|3
so that taking expectations
En,0
n∑
i=1
|Yi,n(u)|3 4u n−1/2En,0|Z1,n|3 + nEn,0|R1,n(u)|3 + nEn,0|R1,n(0)|3.
But each of the three terms in the r.h.s. tends to 0: the first one because of
En,0|Z1,n|3 6 C by Proposition 2.3, the second and the third ones because
of (21) for q = 3. Thus
∑n
i=1 |Yi,n(u)|3 converges to 0 in L1.
Example 2.2. Let’s take m = 2, m0 = 1 and θm0 = 0 so that G0 = δ0.
Then G1,n =
1
2
(
δ−2n−1/6 + δ2n−1/6
)
and G2,n =
4
5δ−n−1/6+
1
5δ4n−1/6 both have
0 as first moment, and 4n−1/3 as second moment. The third moments are
respectively zero for G1,n and 12n
−1/2 for G2,n. With the notation (10) in the
proof of Theorem 2.4, we have G1,n = Gn(0) and G2,n = Gn(12). Clearly,
one has W(G1,n, G2,n) = n
−1/6 for all n and as a by-product of Theorem 2.4
(iii), {G1,n} and {G2,n} are contiguous.
3. The rate n−1/(4(m−m0)+2) is optimal. We follow Deely and Kruse
(1968) and Chen’s (1995) strategy of estimating G by minimizing the L∞
distance to the empirical repartition function (28). We then need to con-
trol this distance in terms of the Wasserstein metric (Theorem 3.2), under
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appropriate identifiability conditions. To do so, we consider sequences of
couples (G1,n, G2,n) minimizing the relevant ratios, and express F (x,G1,n)−
F (x,G2,n) as a sum on their components F (x, θj,n) and relevant derivatives.
A difficulty arises: distinct components θj,n may converge to the same θj,
leading to cancellations in the sums. Forgetting this case was the mistake
by Chen (1995) in the proof of their Lemma 2. We deal with it by using
a coarse-graining tree: each node corresponds to sets of components that
converge to the same point at a given rate. We may then use Taylor expan-
sions on each node and its descendants, while ensuring that we keep non-zero
terms (Lemma 3.6).
3.1. Strong identifiability of order k. In what follows ‖ · ‖∞ is the supre-
mum norm with respect to x and ‖ · ‖ is the Euclidean norm (for instance).
Recall that F (p)(x, θ) is the p-derivative of F (x, θ) with respect to θ.
Definition 3.1. A family {F (x, θ), θ ∈ Θ} of distribution functions is
k-strongly identifiable if for any finite set of say m distinct θj, then the
equality ∥∥∥∥∥∥
k∑
p=0
m∑
j=1
αp,jF
(p)(x, θj)
∥∥∥∥∥∥
∞
= 0
implies αp,j = 0 for all p and j.
Remark 3.1. For a k-strongly identifiable family and fixed θi, we may
consider
inf
‖α‖=1
∥∥∥∥∥∥
k∑
p=0
m∑
j=1
αp,jF
(p)(x, θj)
∥∥∥∥∥∥
∞
.
Since the inner norm is a continuous function of α and the sphere is compact,
this infimum is attained, and hence not zero: for some c(θ1, . . . , θm) > 0, we
have: ∥∥∥∥∥∥
k∑
p=0
m∑
j=1
αp,jF
(p)(x, θj)
∥∥∥∥∥∥
∞
≥ c(θ1, . . . , θm) ‖α‖ .(22)
3.2. Main result and corollaries.
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Theorem 3.2. Assume that {F (x, θ), θ ∈ Θ} is 2m-strongly identifiable
and that F (x, θ) is 2m-differentiable with respect to θ for all x, with
(23) F (2m)(x, θ1)− F (2m)(x, θ2) = o(θ1 − θ2)
uniformly in x. Then, for any G0 ∈ Gm0 , there are ε > 0 and δ > 0 such
that
inf
G1,G2∈G6m
G1 6=G2
W(G1,G0)∨W(G2,G0)6ε
‖F (x,G1)− F (x,G2)‖∞
W(G1, G2)2m−2m0+1
> δ.(24)
Corollary 3.3. Under the conditions of Theorem 3.2, there exists δ > 0
such that
(25) inf
G1,G2∈G6m
G1 6=G2
‖F (x,G1)− F (x,G2)‖∞
W(G1, G2)2m−1
> δ.
Proof of Corollary 3.3. Consider a sequence (G1,n, G2,n) in G26m with
G1,n 6= G2,n for each n and such that
(26)
‖F (x,G1,n)− F (x,G2,n)‖∞
W(G1,n, G2,n)2m−1
−−−→
n→∞
inf
G1,G2∈G6m
G1 6=G2
‖F (x,G1)− F (x,G2)‖∞
W(G1, G2)2m−1
.
We can assume that (G1,n, G2,n) converges to some limit (G1,∞, G2,∞) in the
compact set G26m. Distinguish two cases.
Suppose first that G1,∞ 6= G2,∞. Set w := W(G1,∞, G2,∞) > 0 and let x0
such that z0 := |F (x0, G1,∞)− F (x0, G2,∞)| > 0. Then, for all n
(27)
‖F (x,G1,n)− F (x,G2,n)‖∞
W(G1,n, G2,n)2m−1
>
|F (x0, G1,n)− F (x0, G2,n)|
W(G1,n, G2,n)2m−1
.
The numerator of the r.h.s. of (27) tends to z0 since |F (x0, Gi,n)−F (x0, Gi,∞)|
is bounded by K0W(Gi,n, Gi,∞) with K0 = maxθ∈Θ |F (1)(x0, θ)| (i = 1, 2).
And by assumption, W(G1,n, G2,n) tends to w. As a consequence, (27) and
(26) give (25) by choosing δ := z0/w
2m−1.
Suppose now that G1,∞ = G2,∞. Set G0 := G1,∞ which is in Gm0 with
some m0 at most m. Consider ε > 0 and δ > 0 as defined in (24) ; for n large
enough, say n > n0, W(Gi,n, G0) (i = 1, 2) is less than ε so that by (24)
inf
n>n0
‖F (x,G1,n)− F (x,G2,n)‖∞
W(G1,n, G2,n)2m−2m0+1
> δ.
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Moreover, for n large enough, say n > n1, W(G1,n, G2,n) is small so that
W(G1,n, G2,n)
2m−2m0+1 is more than W(G1,n, G2,n)
2m−1 and thus for all n >
n0 + n1,
‖F (x,G1,n)− F (x,G2,n)‖∞
W(G1,n, G2,n)2m−1
> inf
n>n0+n1
‖F (x,G1,n)− F (x,G2,n)‖∞
W(G1,n, G2,n)2m−2m0+1
> δ.
Corollary 3.4. Let ε > 0. Under the assumptions of Theorem 3.2, let
G0 ∈ Gm0 and Fn be the empirical distribution of n i.i.d. random variables
with distribution F (x,G1). Let Ĝn be a near optimal estimator of G1 in the
following sense:
(28) ‖F (x, Ĝn)− Fn(x)‖∞ 6 inf
G∈G6m
‖F (x,G) − Fn(x)‖∞ + 1
n
.
Then,
W (Ĝn, G1) 4
1
n1/(4(m−m0)+2)
in probability under G1, uniformly for G1 ∈ G6m such that W(G1, G0) < ε.
Proof of Corollary 3.4. We simply follow Chen (1995, Theorem 2).
By the triangle inequality and (28) (choose G = G1), we have
‖F (x, Ĝn)− F (x,G1)‖∞ 6 2‖F (x,G1)− Fn(x)‖∞ + 1
n
.
Moreover by the DKW inequality (Massart, 1990), we have
‖F (x,G1)− Fn(x)‖∞ 4 1√
n
,
and thus
(29) ‖F (x, Ĝn)− F (x,G1)‖∞ 4 1√
n
in probability under G1, uniformly in G1.
We also have W(Ĝn, G1)→ 0. Otherwise, since Ĝn is in the compact space
G6m, there would be a subsequence Ĝnk which converges to some G2 6= G1
and thus we would have for all x:
|F (x, Ĝnk)− F (x,G2)| 6 max
θ∈Θ
|F (1)(x, θ)|W(Ĝnk , G2)→ 0.
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This, together with (29), would imply |F (x,G1) − F (x,G2)| = 0 for all x,
which contradicts identifiability.
Consequently, if W(G1, G0) < ε, we have W(Ĝn, G0) < 2ε for n large
enough, and by Theorem 3.2 and (29),
W(Ĝn, G1)
2m−2m0+1 4 ‖F (x, Ĝn)− F (x,G1)‖∞ 4 1√
n
in probability under G1, uniformly in G1 ∈ G6m such that W(G1, G0) <
ε.
3.3. Proof of the main Theorem 3.2. In all this section, keep in mind
the hypothesis of Theorem 3.2: the family {F (x, θ), θ ∈ Θ} is 2m-strongly
identifiable and F (x, θ) is 2m-differentiable with respect to θ for all x, with
F (2m)(x, θ1)− F (2m)(x, θ2) = o(θ1 − θ2)
uniformly in x. Note first that proving (24) amounts to proving
lim
n→∞
↑ inf
G1,G2∈G6m
G1 6=G2
W(G1,G0)∨W(G2,G0)61/n
‖F (x,G1)− F (x,G2)‖∞
W(G1, G2)2m−2m0+1
> δ.
From now on, we consider two sequences (G1,n), (G2,n) in G6m such that for
each n > 1:
• G1,n 6= G2,n,
• W(Gi,n, G0) 6 1n (i = 1, 2),
•
inf
Gi∈G6m
G1 6=G2
W(Gi,G0)6
1
n
‖F (x,G1)− F (x,G2)‖∞
W(G1, G2)2m−2m0+1
>
‖F (x,G1,n)− F (x,G2,n)‖∞
W(G1,n, G2,n)2m−2m0+1
− 1
n
.
Consequently, it’s enough to prove that
(30) lim inf
n→∞
‖F (x,G1,n)− F (x,G2,n)‖∞
W(G1,n, G2,n)2m−2m0+1
> δ.
Since (G1,n), (G2,n) are two sequences in G6m and m is finite, we may and
do assume that (Gi,n) ⊂ Gmi for some mi 6 m and i = 1, 2. We can then
write for each n
G1,n =
m1∑
j=1
π1,j,nδθ1,j,n and G2,n =
m1+m2∑
j=m1+1
π2,j,nδθ2,j,n
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and define for each n a signed measure Gn of total mass zero:
Gn = G1,n −G2,n =
m1+m2∑
j=1
πj,nδθj,n
with
(πj,n, θj,n) =
{
(π1,j,n, θ1,j,n) for j ∈ [[1,m1]]
(−π2,j,n, θ2,j,n) for j ∈ [[m1 + 1,m2]]
.
3.3.1. Scaling sequences. Set for short
Jo = [[1,m1 +m2]].
Since Jo is finite, up to selecting a subsequence of Gn, we may find a fi-
nite number of scaling sequences ε0,n, ε1,n, . . . , εsmax,n, together with integers
s(j, k) and σ(J) in [[0, smax]] for any j, k ∈ Jo and J ⊂ Jo, such that
0 ≡ ε0,n < ε1,n < · · · < εsmax,n ≡ 1, with εs,n = o
(
εs+1,n
)
,
|θj,n − θk,n| ≍ εs(j,k),n,(31) ∣∣∣∣∣∣
∑
j∈J
πj,n
∣∣∣∣∣∣ ≍ εσ(J),n.(32)
We also define the s-diameter of J as
s(J) = sup
j,k∈J
s(j, k).
3.3.2. Defining a tree for the key lemmas. Note that the application s(·, ·)
defined by (31) is an ultrametric on Jo (but does not separate points). Thus
we may define a tree T whose vertices are indexed by the distinct ultrametric
closed balls J = Bs(j, s) when j ranges over Jo and s over [[0, smax]].
Indeed, if I and J are two such balls, and I ∩ J 6= ∅, then either I ⊂ J or
J ⊂ I.
So that, defining the set of descendants and the set of children of J by
Desc(J) = {I ∈ T : I ( J};
Child(J) = {I ∈ Desc(J) : I ⊂ H ( J,H ∈ T =⇒ H = I},
we get a tree T with root Jo, and where the parent of J 6= Jo is given by
p(J) = K ⇐⇒ J ∈ Child(K).
MINIMAX RATES FOR FINITE MIXTURE ESTIMATION 19
Lemma 3.5. With the above notations, given the tree T ,
(33) W (G1,n, G2,n) ≍ max
J∈Desc(Jo)
εσ(J),nεs(p(J)),n.
Proof. See Appendix A.3.
Set now
F (x,Gn) := F (x,G1,n)− F (x,G2,n)
and for J ⊂ Jo,
F (x, J) :=
∑
j∈J
πj,nF (x, θj,n).
Note that F (x,Gn) = F (x, Jo). We now use Taylor expansions along the
tree T to express the order of F (x,Gn) in terms of the scaling functions εs.
Lemma 3.6. Let J be a vertex of the tree T and set dJ = card(J). Pick
θJ := θJ,n in the set {θj,n : j ∈ J}. The subscript n is skipped from the
following notations. There is a vector ηJ = (ηk,J)06k62m and a remainder
R(x, J) such that
(34) F (x, J) =
2m∑
k=0
ηk,Jε
k
s(J)F
(k)(x, θJ) +R(x, J),
where:
(i) η0,J =
∑
j∈J
πj and |ηk,J | 4 1 for all k 6 2m;
(ii) Taking subsequences if needed, there is a coefficient ηk,J of maximal
order among the dJ first ones. That is, there is an integer k(J) < dJ
such that
‖ηJ‖ := max
k62m
|ηk,J | ≍ |ηk(J),J |;
(iii) The norm ‖ηJ‖ is bounded from below (up to a constant) by a quantity
linked to the Wasserstein distance:
‖ηJ‖ < max
(
εσ(J), max
I∈Desc(J)
εσ(I)
(
ε
s(p(I))
ε
s(J)
)dJ−1)
;
(iv) The remainder term is negligible. Uniformly in x:
R(x, J) = o
(
‖ηJ‖ ε2ms(J)
)
.
Proof. See Appendix A.4.
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3.3.3. Concluding the proof. Let us now consider the root Jo of the tree
T . Distinguish two cases:
Case 1. Assume that s(Jo) < smax. We have εs(Jo) = o(1) and may apply
directly Lemma 34 to Jo:
F (x,Gn) = F (x, Jo) =
2m∑
k=0
ηk,Joε
k
s(Jo)
F (k)(x, θJo) +R(x, Jo),
where at least one ηk,Jo satisfies
|ηk,Jo| < max
I∈Desc(Jo)
εσ(I)
(
ε
s(p(I))
ε
s(Jo)
)dJo−1
< max
I∈Desc(Jo)
εσ(I)
(
ε
s(p(I))
ε
s(Jo)
)2m−1
,
so that one of the coefficients of the derivatives satisfies
|ηk,Joεks(Jo)| < maxI∈Desc(Jo) εσ(I)ε
2m−1
s(p(I)).
Thus, taking i = 1 in the lower bound (22), and since R(x, Jo) is of
smaller order, we get
‖F (x,Gn)‖∞ < max
I∈Desc(Jo)
εσ(I)ε
2m−1
s(p(I)) < W(G1,n, G2,n)
2m−1,
where the last inequality comes from Lemma 3.5.
Case 2. Assume that s(Jo) = smax. We split Gn over the first-generation
children:
F (x,Gn) = F (x, Jo) =
∑
I∈Child(Jo)
F (x, I)
=
∑
I∈Child(Jo)
[
2m∑
k=0
ηk,Iε
k
s(I)F
(k)(x, θI) +R(x, I)
]
.
Moreover the θI for I ∈ Child(Jo) are ε-separated for some ε > 0 (see
(45)), so that the lower bound (22) can be applied and yields, since the
R(x, I)’s are negligible:
‖F (x,Gn)‖∞ < max
I∈Child(Jo)
max
k62m
|ηk,Iεks(I)| > max
I∈Child(Jo)
max
k<dI
|ηk,Iεks(I)|.
On the one hand, we have maxk<dI |ηk,Iεks(I)| > |η0,I | and since |η0,I | =
|∑j∈I πj | ≍ εσ(I), we deduce
‖F (x,Gn)‖∞ < max
I∈Child(Jo)
εσ(I).
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On the other hand, we have maxk<dI |ηk,Iεks(I)| > maxk<dI |ηk,I |εdI−1s(I)
so that from Lemma 3.6 (ii) and (iii) for I, we deduce further
‖F (x,Gn)‖∞ < max
I∈Child(Jo)
‖ηI‖εdI−1
s(I)
< max
I∈Child(Jo)
max
H∈Desc(I)
εσ(H)ε
dI−1
s(p(H)).
After recalling that ε
s(Jo) = 1 and setting d⋆ = maxI∈Child(Jo) dI , we
may combine these two lower bounds and get
‖F (x,Gn)‖∞ < max
I∈Child(Jo)
max
H∈Desc(I)∪{I}
εσ(H)ε
dI−1
s(p(H))
< max
H∈Desc(Jo)
εσ(H)ε
d⋆−1
s(p(H))
< W(G1,n, G2,n)
d⋆−1,
where the last inequality comes from Lemma 3.5. Since G1,n and G2,n
converge to G0 ∈ Gm0 , the root Jo (of cardinality m1+m2) has at least
m0 children with at least two elements. Thus, the cardinality d⋆ of the
biggest child is bounded by m1 +m2 − 2(m0 − 1). Thus,
‖F (x,Gn)‖∞ < W(G1,n, G2,n)m1+m2−2m0+1 < W(G1,n, G2,n)2m−2m0+1.
Finally, if m0 is more than one, we are in the second case (where s(Jo) =
smax) and if m0 is one, the two cases can occur. But whatever the case, we
always have
‖F (x,Gn)‖∞ < W(G1,n, G2,n)2m−2m0+1
so that (30) is proved.
4. A class of k-strongly identifiable families. We expect the strong
identifiability to be rather generic, and hence the above theory often mean-
ingful. In particular, Chen (1995, Theorem 3) has proved that location and
scale families with smooth densities are 2-strongly identifiable. The theorem
and the proof straightforwardly generalise to our case. We merely state the
result.
Theorem 4.1. Let k > 1. Let f be a probability density with respect to
to the Lebesgue measure. Assume that f is k − 1 times differentiable with
lim
x→±∞
f (p)(x) = 0 for p ∈ [[0, k − 1]].
Set F (x, θ) =
∫ x
−∞ f(y − θ)dy. Then the family {F (x, θ), θ ∈ Θ} is k-
strongly identifiable. If Θ ⊂ (0,∞), the result stays true with F (x, θ) =
1
θ
∫ x
−∞ f
(y
θ
)
dy.
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APPENDIX A: AUXILIARY PROOFS
A.1. Proof of Equation (9). The map
φ : (π1, . . . , πd, θ1, . . . , θd) 7→
(
d∑
1
πj ,
d∑
1
πjθj,
d∑
1
πjθ
2
j , . . . ,
d∑
1
πjθ
2d−1
j
)
has the following Jacobian :
J(φ) = (−1) (d−1)d2 π1 · · · πd
∏
16j<k6d
(θj − θk)4.
To prove this, note that
J(φ) =
∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1 0 · · · 0
θ1 · · · θd π1 · · · πd
θ21 · · · θ2d 2π1θ1 · · · 2πdθd
...
...
...
...
θ2d−11 · · · θ2d−1d (2d − 1)π1θ2d−21 · · · (2d− 1)πdθ2d−2d
∣∣∣∣∣∣∣∣∣∣∣
= π1 · · · πd∆d
with
∆d =
∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1 0 · · · 0
θ1 · · · θd 1 · · · 1
θ21 · · · θ2d 2θ1 · · · 2θd
...
...
...
...
θ2d−11 · · · θ2d−1d (2d− 1)θ2d−21 · · · (2d− 1)θ2d−2d
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1 0 · · · 0
θ1 · · · θd 1 · · · 1
θ21 · · · θ2d 2θ1 · · · 2θd
...
...
...
...
θ2d−21 · · · θ2d−2d (2d− 2)θ2d−31 · · · (2d− 2)θ2d−3d−1
P (θ1) · · · P (θd) P ′(θ1) · · · P ′(θd)
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
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where P can be any (normalized) polynomial of degree 2d − 1 and P ′ its
derivative. Choosing P (θ) = (θ − θd)
∏
16j6d−1(θ − θj)2, we get
∆d = P
′(θd)
∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1 0 · · · 0
θ1 · · · θd 1 · · · 1
θ21 · · · θ2d 2θ1 · · · 2θd−1
...
...
...
...
θ2d−21 · · · θ2d−2d (2d − 2)θ2d−31 · · · (2d− 2)θ2d−3d−1
∣∣∣∣∣∣∣∣∣∣∣
= P ′(θd)
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1 0 · · · 0
θ1 · · · θd 1 · · · 1
θ21 · · · θ2d 2θ1 · · · 2θd−1
...
...
...
...
θ2d−31 · · · θ2d−3d−1 (2d− 3)θ2d−41 · · · (2d− 3)θ2d−4d−1
Q(θ1) · · · Q(θd) Q′(θ1) · · · Q′(θd−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where Q is any polynomial of degree 2d− 2. With Q(θ) =
∏
16j6d−1
(θ − θj)2,
we obtain
∆d = (−1)d−1P ′(θd)Q(θd)∆d−1 = (−1)d−1
d−1∏
j=1
(θd − θj)4∆d−1.
By iteration, we get
∆d = (−1)d−1
d−1∏
j=1
(θd − θj)4(−1)d−2
d−2∏
j=1
(θd−1 − θj)4∆d−2
= (−1)d−1+d−2+···+1
d∏
k=2
k−1∏
j=1
(θk − θj)4∆1
= (−1) (d−1)d2
∏
16j<k6d
(θk − θj)4
since ∆1 = 1. The proof is complete.
A.2. Auxiliary matrix tool.
Lemma A.1. Suppose j, di and d are positive integers such that
∑j
i=1 di =
d. Consider numbers θ1, · · · , θj all distinct. Write
I = {(i, ℓ) ∈ N : 1 6 i 6 j, 1 6 ℓ 6 di} .
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Define for each (i, ℓ) ∈ I a d-dimensional column vector as follows:
ai,ℓ[k] =
θk−ℓi
(k − ℓ)!1k>ℓ, 1 6 k 6 d,
and stack these vectors in a d× d matrix
(35) A(θ1, . . . , θj) =
[
a1,1| . . . |a1,d1 | . . . |aj,1| . . . |aj,dj
]
.
Then, the rank of A(θ1, . . . , θj) is d.
Proof. Set for short A = A(θ1, . . . , θj). Let Λ = (λi,ℓ)(i,ℓ)∈I be a vector
such that AΛ = 0. Proving the lemma is equivalent to proving that Λ = 0.
Note that
(36) (AΛ)k =
∑
(i,ℓ)∈I
λi,ℓai,ℓ[k] =
j∑
i=1
di∑
ℓ=1
λi,ℓ
θk−ℓi
(k − ℓ)!1k>ℓ,
and for any (d− 1)-degree polynomial P (x) =∑d−1k=0 ck xkk! , we have
(37) (c0, . . . , cd−1)AΛ =
d−1∑
k=0
ck(AΛ)k+1 =
∑
(i,ℓ)∈I
λi,ℓP
(ℓ−1)(θi).
Hence, if AΛ = 0, then (37) is zero. In particular, the (d − 1)-degree poly-
nomials
Pk(x) = (x− θk)dk−1
j∏
i=1
i 6=k
(x− θi)di , 1 6 k 6 j,
yield ∑
(i,ℓ)∈I
λi,ℓP
(ℓ−1)
k (θi) = λk,dk(dk − 1)!
j∏
i=1
i 6=k
(θk − θi)di = 0,
so that λk,dk = 0. More generally,
Pk,q(x) = (x− θk)dk−q
j∏
i=1
i 6=k
(x− θi)di (1 6 q 6 dk)
has the property that, for (i, ℓ) ∈ I , P (ℓ−1)k,q (θi) is zero if i 6= k or ℓ 6 dk − q.
On the other hand this term is never zero if i = k and ℓ = dk − q + 1. So
that recurrence on q yields λk,dk−q+1 = 0, and hence Λ = 0.
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Definition A.2. Let ε > 0. A vector (θi)16i6j in Θ
j is said ε-separated
if
∀i 6= i′, |θi − θi′ | > ε.
Corollary A.3. Let ε > 0. There exist constants c > 0 and C > 0 such
that for any vector Λ and any ε-separated vector (θi)16i6j ,
c ‖Λ‖ 6 ‖A(θ1, . . . , θj)Λ‖ 6 C ‖Λ‖ ,
where A(θ1, . . . , θj) is as in (35).
Proof. Note first that the set Dε of all ε-separated family {θi}16i6j is
compact in Θj. Moreover the norm ‖A(θ1, . . . , θj)Λ‖ is a continuous function
of ((θ1, . . . , θj),Λ) on the compact space Dε × S(0, 1) where S(0, 1) is the
d-dimensional unit sphere. Its infimum is attained on Dε × S(0, 1), say at
((θ∗i )16i6j,Λ
∗) . Now, by Lemma A.1, c := ‖A(θ∗1 , . . . , θ∗j )Λ∗‖ is positive so
that c ‖Λ‖ 6 ‖A(θ1, . . . , θj)Λ‖ for every Λ and every (θi)16i6j in Dε .
Conversely, C is easily bounded from above by the sum of the norms of
the matrix entries, and all those are bounded since Θ is compact.
A.3. Proof of Lemma 3.5. We shall estimate W(G1,n, G2,n) with the
comparison scale and the tree T . Set for any function f on Θ and any J ⊂ Jo
(38) f(J) =
∑
j∈J
πj,nf (θj,n) .
In what follows the subscript n is fixed and thus skipped in the θj’s, πj’s and
εs’s. Recall that the collection of distinct ultrametric balls J = {k : s(k, j) 6
s} for j varying in Jo and s in {0, . . . , smax} form a tree T . For each distinct
J , we picked an arbitrary j ∈ J and set θJ = θj. Set also for short
π(J) =
∑
j∈J
πj .
Let f be 1-Lipschitz on Θ. We first prove by recurrence that for any vertex
J of the tree,
(39) f(J) 4 π(J)f(θJ ) + max
I∈Desc(J)
εσ(I)εs(p(I)).
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If J has s-diameter zero, then f(J) = π(J)f(θJ) and (39) is satisfied. Next,
if J has children I that satisfy (39), we compute
f(J) =
∑
I∈Child(J)
f(I)
4
∑
I∈Child(J)
[
π(I)f(θI) + max
H∈Desc(I)
εσ(H)εs(p(H))
]
6 π(J)f(θJ) +
∑
I∈Child(J)
|π(I)| |f(θI)− f(θJ)|︸ ︷︷ ︸
6|θI−θJ |
+ max
H∈Desc(I)
εσ(H)εs(p(H)).
Since |π(I)| is of order εσ(I) and |θI − θJ | is of order εs(J) we see that (39)
holds for J and in particular for Jo for which we have π(Jo) = 0.
To prove the reverse inequality, let J ( Jo such that εσ(J)εs(p(J)) is max-
imal. Set e(J) = minj /∈J |θj − θJ | which is bigger than the s-diameter of
J and consider a 1-Lipschitz function f on Θ such that f(J) = 0 and
f(Jo \ J) = |π(J)|[e(J) − s(J)], for instance
f(θ) = −sgn(π(J))×min{e(J) − s(J), [|θ − θJ | − s(J)]+}
which satisfies f(θj) = −sgn(π(J))[e(J) − s(J)]1j /∈J . We get
f(Jo) = f(Jo \ J) + f(J) = |π(J)|[e(J) − s(J)]
and since |π(J)| is of order εσ(J) and e(J) is of order εs(p(J)) at least, we
deduce
f(Jo) < max
I∈Desc(Jo)
εσ(I)εs(p(I)).
It remains to note that (by the Kantorovich-Rubinstein Theorem)
W (G1,n, G2,n) = sup
‖f‖Lip61
∫
Θ
f(θ)dGn(θ) = sup
‖f‖Lip61
f(Jo).
A.4. Proof of Lemma 3.6. Recall that we set π(J) =
∑
j∈J πj. We
use definition (38) for f(θ) = F (x, θ). If J satisfies s(J) = 0, then all the
θj for j ∈ J are equal and F (x, J) = π(J)F (x, θJ ). In this case, the choice
ηk,J = π(J)1{k=0} and R(x, J) = 0 work.
Assume now that lemma 3.6 holds for any vertex I with parent J in the
tree T . We write a Taylor expansion to pass the estimates of I to the parent
J . By assumption,
(40) F (x, I) =
2m∑
ℓ=0
ηℓ,Iε
ℓ
s(I)F
(ℓ)(x, θI) +R(x, I).
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Assuming without loss of generality that θJ 6 θI , we apply Taylor’s formula
with remainder to F (ℓ)(x, θI) at θJ and obtain
F (ℓ)(x, θI)−
2m−1∑
k=ℓ
(θI − θJ)k−ℓ
(k − ℓ)! F
(k)(x, θJ) =
∫ θI
θJ
(θI − ξ)2m−1−ℓ
(2m− 1− ℓ)! F
(2m)(x, ξ)dξ.
So that
F (ℓ)(x, θI)−
2m∑
k=ℓ
(θI − θJ)k−ℓ
(k − ℓ)! F
(k)(x, θJ)
=
∫ θI
θJ
(θI − ξ)2m−1−ℓ
(2m− 1− ℓ)!
[
F (2m)(x, ξ)− F (2m)(x, θJ)
]
dξ
=
(θI − θJ)2m−1−ℓ
(2m− 1− ℓ)! O
(
sup
ξ∈[θJ ,θI ]
|F (2m)(x, ξ)− F (2m)(x, θJ)|
)
= o
(
(θI − θJ)2m−ℓ
)
,
where we used assumption (23) in the last equality. Setting now
(41) αℓ,I = ηℓ,I
(
ε
s(I)
ε
s(J)
)ℓ
, hI =
θI − θJ
ε
s(J)
,
we obtain
F (ℓ)(x, θI) =
2m∑
k=ℓ
εk
s(J)
hk−ℓI
(k − ℓ)!F
(k)(x, θJ) + ε
2m−ℓ
s(J) o(1),
and substituting in (40), we get
F (x, I) =
2m∑
k=0
εk
s(J)F
(k)(x, θJ)
k∑
ℓ=0
αℓ,I
hk−ℓI
(k − ℓ)! + ε
2m
s(J) max
ℓ62m
|αℓ,I | o(1)
+R(x, I).
Adding up F (x, I) over the children I of J gives (34) i.e.
F (x, J) =
2m∑
k=0
ηk,Jε
k
s(J)F
(k)(x, θJ) +R(x, J),
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with
(42) ηk,J =
∑
I∈Child(J)
k∑
ℓ=0
αℓ,I
hk−ℓI
(k − ℓ)!
and
(43) R(x, J) =
∑
I∈Child(J)
[
ε2m
s(J) max
ℓ62m
|αℓ,I | o(1) +R(x, I)
]
.
We first prove (i) for J . From (42) for k = 0 and (41) and recurrence
hypothesis on I, we have
η0,J =
∑
I∈Child(J)
α0,I =
∑
I∈Child(J)
η0,I =
∑
I∈Child(J)
∑
j∈I
πj =
∑
j∈J
πj .
Moreover, since |hI | 4 1 for each child I of J , Equation (42) yields
|ηk,J | 4 max
ℓ6k
I∈Child(J)
|αℓ,I |.
Furthermore, from (41) we have |αℓ,I | 6 |ηℓ,I | since εs(I) 6 εs(J). By assump-
tion on I, we have |ηℓ,I | 4 1 so that |αℓ,I | and thus |ηk,J | are O(1) and (i) is
established.
We turn to the proof of (ii). The first step is to show that
(44) max
k<dJ
|ηk,J | ≍ max
ℓ<dI
I∈Child(J)
|αℓ,I |.
To this end, note that (41) gives, for any two distinct children I and I ′ of J :
(45) |hI − hI′ | = ε−1
s(J)|θI − θI′ | ≍ 1.
The finite set {hI}I∈Child(J) is thus ε-separated for some ε > 0. Hence, if we
set Λ = (αℓ,I)06ℓ6dI−1, we get by Corollary A.3
max
k<dJ
∣∣∣∣∣∣
∑
I∈Child(J)
dI−1∑
ℓ=0
αℓ,I
hk−ℓI
(k − ℓ)!1k>ℓ
∣∣∣∣∣∣ ≍ maxℓ<dI
I∈Child(J)
|αℓ,I |.
Now, to obtain (44), we see from (42) that it’s enough to show
(46) I ∈ Child(J), k > dI =⇒
k∑
ℓ=dI
αℓ,I
hk−ℓI
(k − ℓ)! = o
(
max
ℓ<dI
|αℓ,I |
)
.
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Since |hI | 4 1, we have
(47)
∣∣∣∣∣∣
k∑
ℓ=dI
αℓ,I
hk−ℓI
(k − ℓ)!
∣∣∣∣∣∣ 4 maxdI6ℓ6k |αℓ,I |.
By assumption on I, we also have ‖ηI‖ ≍ maxℓ<dI |ηℓ,I |, so that
ε
s(I)
ε
s(J)
·max
ℓ<dI
|αℓ,I | =
ε
s(I)
ε
s(J)
·max
ℓ<dI
|ηℓ,I |
(
ε
s(I)
ε
s(J)
)ℓ
< ‖ηI‖
(
ε
s(I)
ε
s(J)
)dI
> max
dI6ℓ6k
|αℓ,I |,
where the last inequality comes from (41). Thus,
(48) max
dI6ℓ6k
|αℓ,I | = o
(
max
ℓ<dI
|αℓ,I |
)
,
so that (47) and (48) yield (46) and (44) is proved.
The second step is to prove
(49) ‖ηJ‖ ≍ max
k<dJ
|ηk,J |.
The non-trivial part is ‖ηJ‖ 4 maxk<dJ |ηk,J |. By the definition (42) of ηk,J ,
(48) and (44), we have
max
k>dJ
|ηk,J | 6 max
k>dJ
∑
I∈Child(J)
max
ℓ6k
|αℓ,I |
4
∑
I∈Child(J)
max
ℓ<dI
|αℓ,I | 4 max
ℓ<dI
I∈Child(J)
|αℓ,I | 4 max
k<dJ
|ηk,J |.
The proof of (ii) is complete.
We turn to the proof of (iii). From (49), (44) and (41), we get
‖ηJ‖ < max
k<dJ
|ηk,J | < max
ℓ<dI
I∈Child(J)
|αℓ,I | < max
ℓ<dI
I∈Child(J)
|ηℓ,I |
(
ε
s(I)
ε
s(J)
)ℓ
< max
I∈Child(J)
‖ηI‖
(
ε
s(I)
ε
s(J)
)dI−1
.(50)
Let H be a descendant of I, a child of J . Assumption (iii) on I then yields
‖ηJ‖ < ‖ηI‖
(
ε
s(I)
ε
s(J)
)dJ−1
< εσ(H)
(
ε
s(p(H))
ε
s(I)
)dI−1( ε
s(I)
ε
s(J)
)dJ−1
< εσ(H)
(
ε
s(p(H))
ε
s(J)
)dJ−1
.
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Moreover (i) implies
‖ηJ‖ < |η0,J | = |π(J)| ≍ εσ(J).
Similarly, from (44) and (i) for I,
‖ηJ‖ < |α0,I | = |η0,I | = |π(I)| ≍ εσ(I),
so that (iii) is established for J .
We finally prove (iv). From (43), (48), assumption (iv) for I and (44), we
have
R(x, J) 4 max
I∈Child(J)
[
ε2m
s(J) max
ℓ62m
|αℓ,I | o(1) +R(x, I)
]
4 max
I∈Child(J)
[
ε2m
s(J)max
ℓ<dI
|αℓ,I | o(1) + o
(
‖ηI‖ε2ms(I)
)]
4 ε2m
s(J)‖ηJ‖ o(1) + max
I∈Child(J)
o
(
‖ηI‖ε2ms(I)
)
,
and in addition, for each child I of J , from (50),
‖ηI‖ε2ms(I) = ‖ηI‖εdI−1s(I) ε2m+1−dIs(I) 4 ‖ηJ‖εdI−1s(J) ε2m+1−dIs(I) 6 ‖ηJ‖ε2ms(J),
and we are done.
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