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Hasse–Schmidt derivations, divided powers and
differential smoothness
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Abstract
Let k be a commutative ring, A a commutative k-algebra and D the
filtered ring of k-linear differential operators of A. We prove that: (1) The
graded ring grD admits a canonical embedding θ into the graded dual of
the symmetric algebra of the module ΩA/k of differentials of A over k,
which has a canonical divided power structure. (2) There is a canonical
morphism ϑ from the divided power algebra of the module of k-linear
Hasse-Schmidt integrable derivations of A to grD. (3) Morphisms θ and
ϑ fit into a canonical commutative diagram.
Keywords: derivation, integrable derivation, differential operator, divided
powers structure
MSC: 13N15, 13N10
Introduction
In the case of a polynomial ring A = k[x1, . . . , xn] or a power series ring A =
k[[x1, . . . , xn]] with coefficients in some ring k, it is well known that the k-linear
differential operators ∆(α) : A→ A, α ∈ Nn, given by Taylor’s development
F (x1 + T1, . . . , xn + Tn) =
∑
α∈Nn
∆(α)(F )Tα, ∀F ∈ A,
form a basis of the ring of k-linear differential operators DiffA/k regarded as left
(or right) A-module. More precisely, any k-linear differential operator P : A→
A or order ≤ d can be uniquely written as
P =
∑
α∈Nn
|α|≤d
aα∆
(α), aα ∈ A, with aα =
∑
β≤α
(
α
β
)
(−1)|β|xβP (xα−β),
where β ≤ α stands for the usual partial ordering: βi ≤ αi for all i = 1, . . . , n.
For any i = 1, . . . , n and any integer m ≥ 0 let us write ∆
(i)
m = ∆(0,...,
(i)
m,...,0).
In particular ∆
(i)
1 =
∂
∂xi
. The ∆(α) satisfy the following easy and well known
rules:
(a) ∆(α)(xβ) =
{ (
β
α
)
xβ−α if β ≥ α
0 if β 6≥ α.
∗Partially supported by MTM2007-66929 and FEDER.
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(b) ∆(α) ◦∆(β) = ∆(β) ◦∆(α) =
(
α+β
α
)
∆(α+β).
(c) ∆(α) = ∆
(1)
α1 ◦ · · · ◦∆
(n)
αn .
Let us write Diff
(d)
A/k, d ≥ 0, for the A-module of k-linear differential opera-
tors of order ≤ d and let us consider the graded ring
grDiffA/k =
⊕
d≥0
Diff
(d)
A/k /Diff
(d−1)
A/k (where Diff
(−1)
A/k = 0),
which is commutative. Let us also write σ(α) (resp. σ
(i)
m ) for the class (or symbol)
of ∆(α) (resp. of ∆
(i)
m ) in grdDiffA/k = Diff
(d)
A/k /Diff
(d−1)
A/k , with d = |α| (resp.
with d = m). From the above properties, the following properties hold:
(1) The family {σ(α), |α| = d} is a basis of the A-module grdDiffA/k,
(2) σ(α)σ(β) =
(
α+β
α
)
σ(α+β),
(3) σ(α) = σ
(1)
α1 · · ·σ
(n)
αn .
So, there is an isomorphism of (commutative) graded A-algebras between the al-
gebra of divided powers ΓA(ξ1, . . . , ξn) of the free A-module with basis ξ1, . . . , ξn
([11, 12]) and the graded ring grDiffA/k sending ξi to σ
(1)
i . Let us call this iso-
morphism ϑ0 : ΓA(ξ1, . . . , ξn)
∼
−→ grDiffA/k. In particular, the ring grDiffA/k
has a divided power structure (in the sense of [12] and [2]).
On the other hand, there is a canonical homomorphism of gradedA-algebras1
τ : SymADerk(A) → grDiffA/k, which is an isomorphism if Q ⊂ A. Further-
more, if Q ⊂ A, then the symmetric algebra SymADerk(A) coincides with the
algebra of divided powers ΓADerk(A) and the isomorphism ϑ0 coincides with
τ , once the basis {ξ1 =
∂
∂x1
, . . . , ξn =
∂
∂xn
} of the A-module Derk(A) is chosen.
If we do not assume anymore that Q ⊂ A, it is still possible to define an
isomorphism ϑ : ΓADerk(A)
∼
−→ grDiffA/k by using the coordinates x1, . . . , xn
of A and the above basis of Derk(A). It turns out that ϑ is independent of
the basis choice and it extends the canonical homomorphism τ through the
canonical map from the symmetric algebra to the algebra of divided powers.
The following natural questions appear:
(Q-1) Can we canonically define a divided power structure on grDiffA/k for an
arbitrary k-algebra A?
(Q-2) Can we canonically define a homomorphism of graded A-algebras ϑ :
ΓADerk(A) −→ grDiffA/k which becomes an isomorphism under conve-
nient smoothness hypotheses, for instance when A = k[x1, . . . , xn] or
A = k[[x1, . . . , xn]]?
A positive answer to (Q-1) would imply, of course, a positive answer to (Q-2).
The aim of this paper is to explore the above questions. Our main results
are the following: for any commutative ring k and any commutative k-algebra
A, the following properties hold:
1Which in fact always exist for any k-algebra A and not only for polynomial rings.
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(A-1) There is a canonical embedding θ of grDiffA/k into the graded dual of
the symmetric algebra of the module of differentials ΩA/k,
(
SymΩA/k
)∗
gr
,
which carries a canonical divided power structure by general reasons.
Moreover, θ is given by:
θ(σd(P ))
(
d∏
i=1
dxi
)
= [[· · · [[P, xd], xd−1], . . . , x2], x1]
for each P ∈ Diff
(d)
A/k and for any x1, . . . , xd ∈ A.
(A-2) There is a submodule IDerk(A) ⊂ Derk(A) (the elements of IDerk(A) are
the “integrable” derivations in the sense of Hasse-Schmidt) and a canonical
homomorphism of gradedA-algebras ϑ : ΓA IDerk(A) −→ grDiffA/k. When
Q ⊂ A, we have IDerk(A) = Derk(A) and the morphism above coincides
with the canonical morphism τ : SymADerk(A)→ grDiffA/k.
(A-3) There is a canonical commutative diagram
grDiffA/k
  θ //
(
SymΩA/k
)∗
gr
Γ IDerk(A)
ϑ
OO
nat. // ΓDerk(A).
OO
Our results are strongly based on the notions of Hasse–Schmidt derivation
and of integrable derivation. In fact, our starting point was the observation that
the symbols of the components of any Hasse–Schmidt derivation only depend
on its component of degree 1 (see proposition (2.2.3)).
Any k-derivation of A is integrable in two relatively “orthogonal” situations:
-) In characteristic 0, i.e. when Q ⊂ A.
-) When A is a smooth k-algebra.
So, the property that any derivation is integrable seems to be an interesting
step in understanding singularities in positive or unequal characteristics.
Let us now comment on the content of this paper.
In section 1 we review the basic notions used throughout the paper: Hasse–
Schmidt derivations, integrable derivations, rings of differential operators, ex-
ponential type series, algebras of divided powers and divided power structures.
Section 2 contains the main results of this paper: the construction of the
embedding θ : grDiffA/k →֒
(
SymΩA/k
)∗
gr
, the construction of the morphism
ϑ : Γ IDerk(A)→ grDiffA/k and the commutative diagram relating θ and ϑ. As
a consequence we obtain a relationship between the differential smoothness of
A/k, in the sense of [4], 16.10, and the behavior of θ and ϑ, and a proof of the
following general result: If IDerk(A) = Derk(A) and Derk(A) is a projective A-
module of finite rank, then the canonical map ϑ : ΓA IDerk(A) = ΓADerk(A) −→
grDiffA/k is an isomorphism. In particular, if Q ⊂ A and Derk(A) is a projective
A-module of finite rank, then the canonical map τ : SymADerk(A)→ grDiffA/k
is an isomorphism, generalizing proposition 4 in [1].
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Section 3 contains logarithmic versions of the preceding notions and their
use for explicit computations. We give an example illustrating the problem of
deciding whether a derivation is integrable or not.
1 Notations and preliminaries
All rings and algebras considered in this paper are assumed to be commutative
with unit element. For any family x = {xi}i∈I of elements in a ring and for any
finite subset L ⊂ I, we denote xL =
∏
i∈L xi. For any integer n ≥ 1 we will
denote [n] = {1, . . . , n} and [0] = ∅.
Let k be ring, A a k-algebra andM an A-module. We denote by Derk(A,M)
the A-module of k-linear derivations from A to M . If M = A, we will write as
usual Derk(A) = Derk(A,A).
1.1 Hasse–Schmidt derivations
In this section, k
f
−→ A
g
−→ B will be ring homomorphisms. For each integer
m ≥ 0 we set Bm = B[t]/(tm+1) and for m = ∞, B∞ = B[[t]]. We can view
Bm as a k–algebra in a natural way (for m ≤ ∞).
A Hasse–Schmidt derivation (over k) ([7]; see also [10], §27, and [13], [14]
for more recent references) of length m ≥ 1 (resp. of length ∞) from A to B,
is a sequence D = (D0, D1, . . . , Dm) (resp. D = (D0, D1, . . . )) of k–linear maps
Di : A −→ B, satisfying the conditions:
D0 = g, Di(xy) =
∑
r+s=i
Dr(x)Ds(y)
for all x, y ∈ A and all i. In particular, the component D1 is a k-derivation
from A to B. Moreover, Di vanishes on f(k) for all i > 0. When A = B and
g = IdA, we simply say that D is a Hasse–Schmidt derivation of A (over k).
We write HSk(A,B;m) for the set of all Hasse–Schmidt derivations (over k) of
length m from A to B, HSk(A,B) = HSk(A,B;∞), HSk(A;m) = HSk(A,A;m)
and HSk(A) = HSk(A,A;∞).
It is clear that the map
(D0, D1) ∈ HSk(A,B; 1) 7→ D1 ∈ Derk(A,B) (1)
is a bijection.
For any b ∈ B and any D ∈ HSk(A,B;m), the sequence D′ defined by
D′0 = g and D
′
r = b
rDr for r > 0 is again a Hasse–Schmidt derivation over k of
the length m from A to B, which will be denoted by b•D.
Any Hasse–Schmidt derivation D ∈ HSk(A,B;m) is determined by the k-
algebra homomorphism Φ : x ∈ A 7→
∑m
i=0Di(x)t
i ∈ Bm with Φ(x) ≡ g(x)
mod t. When B = A and g = IdA the k-algebra homomorphism Φ can be
uniquely extended to a k-algebra automorphism Φ˜ : Am → Am with Φ˜(t) = t:
Φ˜
(
m∑
i=0
ait
i
)
=
m∑
i=0
Φ(ai)t
i.
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So, we have a bijection between HSk(A;m) and the subgroup of Autk−alg(Am)
consisting of the automorphisms Φ˜ satisfying Φ˜(a) ≡ a mod t for all a ∈ A and
Φ˜(t) = t. In particular, HSk(A;m) inherits a canonical group structure which
is explicitly given by D ◦D′ = D′′ with
D′′n =
∑
i+j=n
Di ◦D
′
j for all n,
the identity element of HSk(A;m) being (IdA, 0, 0, . . . ).
It is clear that in the case A = B, g = IdA and m = 1, the map (1) is an
isomorphism of groups and so HSk(A; 1) is abelian.
For 1 ≤ m ≤ q ≤ ∞, the m-truncation τqm(D) = (D0, D1, . . . , Dm) of
any Hasse–Schmidt derivation D ∈ HSk(A,B; q) is obviously a Hasse–Schmidt
derivation (over k) of length m.
Since any D ∈ HSk(A,B) is determined by its finite truncations, we have:
HSk(A,B) = lim
←
HSk(A,B;m).
Let us note that τqm(b•D) = b•τqm(D).
When A = B, the truncation maps τqm : HSk(A; q)→ HSk(A;m) are group
homomorphisms and the projective limit above can be taken in the category of
groups. In the case m = 1, since HSk(A; 1) ≡ Derk(A), we can think on τq1
as a group homomorphism τq1 : HSk(A; q) → Derk(A) satisfying τq1(a•D) =
aτq1(D). We say that a k-derivation δ : A → A is q-integrable (over k) [9]
if there is a Hasse–Schmidt derivation D ∈ HSk(A; q) of length q such that
τq1(D) = D1 = δ. In such a case we say that D is a q-integral of δ. The set of
q-integrable k-derivations of A, denoted by IDerk(A; q), is a submodule of the
A-module Derk(A) since it is the image of τq1. We say that δ is integrable if it is
∞-integrable. The set of integrable k-derivations of A is denoted by IDerk(A).
We have exact sequences of groups
1→ ker τq1 −→ HSk(A; q)→ IDerk(A; q)→ 0, (2)
Derk(A) = IDerk(A; 1) ⊃ IDerk(A; 2) ⊃ IDerk(A; 3) ⊃ · · · ,
IDerk(A) ⊂
⋂
q∈N
IDerk(A; q).
More generally, we say that a Hasse–Schmidt derivation D′ ∈ HSk(A;m) of
length m is q-integrable (over k) if there is a Hasse–Schmidt derivation D ∈
HSk(A; q) of length q such that τqm(D) = D
′. In such a case we say that D is
a q-integral of D′. We say that D′ is integrable if it is ∞-integrable.
(1.1.1) Example. Let q ≥ 1 be an integer. If q! is invertible in A, then
any k-derivation δ of A is q-integrable: we can take D ∈ HSk(A; q) defined by
Di =
δi
i! for i = 0, . . . , q, and τq1(D) = δ. In the case q = ∞, if Q ⊂ A, one
proves in a similar way that any k-derivation of A is integrable.
(1.1.2) Proposition. Let us assume that A is a 0-smooth k-algebra. Then
any k-derivation of A is integrable.
Proof. It is enough to prove that, for each m ≥ 1, the map τm+1,m :
HSk(A;m + 1) → HSk(A;m) is surjective. Let D ∈ HSk(A;m) and let Φ :
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A → Am = A[[t]]/(tm+1) be the corresponding homomorphism of k-algebras.
Since A is 0-smooth over k (cf. [10], p. 193), we obtain a commutative diagram
k
f

// Am+1
projection

A
Φ //
Φ′
<<
z
z
z
z
z
z
z
z
Am
and D = τm+1,m(D
′), where D′ ∈ HSk(A;m+ 1) is the Hasse–Schmidt deriva-
tion corresponding to Φ′. Q.E.D.
The following proposition answers a natural question.
(1.1.3) Proposition. Assume that Derk(A) is a finitely generated A-module
and that Derk(A) = IDerk(A). Then, for each m ≥ 1, any Hasse–Schmidt
derivation D′ ∈ HSk(A;m) is (m+1)-integrable, and a fortiori it is integrable.
Proof. The proof is a consequence of [5], §2. Let δ1, . . . , δn be a system of
generators of the A-module Derk(A) and let D
i ∈ HSk(A) be an integral of δi.
From theorem 2.8 in loc. cit. there exist Cld ∈ A, 1 ≤ d ≤ n, 1 ≤ l ≤ m, such
that
D′i =
i∑
m=1

∑
|λ|=i
|µ|=m
λµ
n∏
d=1
∑
l∈N
µd
+
|l|=λd
µd∏
q=1
Clqd
Dµ (3)
for all i = 1, . . . ,m, where we write λ  µ for λd ≥ µd, d = 1, . . . , n, and if
µd = 0 then λd = 0,
Dµ = D
1
µ1 ◦ · · · ◦D
n
µn and
∑
l∈N
µd
+
|l|=λd
µd∏
q=1
Clqd = 1 if µd = λd = 0.
Let us take arbitrary elements Cm+1,d ∈ A (for instance Cm+1,d = 0) for d =
1, . . . , n and let D′m+1 be defined by the equation (3) for i = m + 1. The
sequence (D′0 = IdA, D
′
1, . . . , D
′
m, D
′
m+1) is a Hasse–Schmidt derivation of A of
length m+ 1 and so D′ is (m+ 1)-integrable. Q.E.D.
(1.1.4) Remark. Assuming that Derk(A) is a free A-module and δ
1, . . . , δn is
a basis in the proposition above, the sequence Cld ∈ A, 1 ≤ d ≤ n, 1 ≤ l ≤ m,
is uniquely determined and the choice Cm+1,d = 0 gives a “canonical” integral
of D′.
In example (3.1.6) we will see that if A is a “normal crossing” k-algebra,
then any k-derivation of A is integrable.
1.2 Rings of differential operators
A general reference for the notions and results in this section is [4], §16, 16.8.
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Let k
f
−→ A
g
−→ B be ring homomorphisms and let E,F be two A-modules.
The k-module Homk(E,F ) has a natural structure of (A;A)-bimodule:
(a, h) ∈ A×Homk(E,F ) 7→ ah := [e ∈ E 7→ (ah)(e) = ah(e) ∈ F ],
(h, a) ∈ Homk(E,F )×A 7→ ha := [e ∈ E 7→ (ha)(e) = h(ae) ∈ F ].
For h ∈ Homk(E,F ) and a ∈ A let us write [h, a] := ha− ah. For any c ∈ k one
has [h, c] = 0.
For all i ≥ 0, we inductively define the subsets Diff
(i)
A/k(E,F ) ⊆ Homk(E,F )
in the following way:
Diff
(0)
A/k(E,F ) := HomA(E,F ),
Diff
(i+1)
A/k (E,F ) := {ϕ ∈ Homk(E,F ) | [ϕ, a] ∈ Diff
(i)
A/k(E,F ), ∀a ∈ A}.
The elements of DiffA/k(E,F ) :=
⋃
i≥0
Diff
(i)
A/k(E,F ) (resp. of Diff
(i)
A/k(E,F ))
are called k-linear differential operators (resp. k-linear differential operators of
order ≤ i) from E to F .
The family {Diff
(i)
A/k(E,F )}i≥0 is an increasing sequence of (A,A)-bimodules
of Homk(E,F ), and if G is a third A-module, then
Diff
(i)
A/k(F,G) ◦ Diff
(j)
A/k(E,F ) ⊂ Diff
(i+j)
A/k (E,G), ∀i, j ≥ 0,
and so DiffA/k(F,G) ◦ DiffA/k(E,F ) ⊂ DiffA/k(E,G).
From the definition of Hasse–Schmidt derivations we know that for any D ∈
HSk(A,B;m) and any a ∈ A, the following equality holds:
[Dr, a] =
r−1∑
i=0
Dr−i(a)Di, ∀r > 0. (4)
The proof of the following proposition proceeds easily by induction from (4).
(1.2.1) Proposition. For each Hasse–Schmidt derivation D ∈ HSk(A,B;m)
and each i ≥ 0, Di is a k-linear differential operator from A to B of order ≤ i,
i.e. Di ∈ Diff
(i)
A/k(A,B).
In the case E = F , DiffA/k(E,E) is a subring of Endk(E). When E = A,
one has a canonical decomposition Diff
(1)
A/k(A,F ) ≃ F ⊕Derk(A,F ) given by
P ∈ Diff
(1)
A/k(A,F ) 7→ (P (1), P − P (1)) ∈ F ⊕Derk(A,F ),
(f, δ) ∈ F ⊕Derk(A,F ) 7→ f + δ ∈ Diff
(1)
A/k(A,F ),
which fits into a commutative diagram
F _

∼ // Diff(0)A/k(A,F ) _

F ⊕Derk(A,F )
∼ // Diff(1)A/k(A,F ).
(5)
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The ring DiffA/k(A,A) will be simply denoted by DiffA/k. It is filtered by
the F iDiffA/k := Diff
(i)
A/k(A,A), i ≥ 0. For any P ∈ F
iDiffA/k, Q ∈ F
j DiffA/k
one easily sees (by induction on i + j) that [P,Q] ∈ F i+j−1DiffA/k and so the
associated graded ring grDiffA/k is commutative. From (5) we have a canonical
isomorphism of A-modules Derk(A)
∼
−→ gr1DiffA/k and so a canonical map of
commutative graded A-algebras
τA/k : SymDerk(A) −→ grDiffA/k, (6)
which is an isomorphism in degrees2 0 and 1.
Let us denote by σr(P ) the class in gr
r DiffA/k = Diff
(r)
A/k /Diff
(r−1)
A/k of a
P ∈ Diff
(r)
A/k.
(1.2.2) Definition. The ring grDiffA/k is endowed with a canonical ho-
mogeneous k-bilinear map {−,−} : grDiffA/k × grDiffA/k → grDiffA/k, called
Poisson bracket, which is defined on homogeneous elements by
{σr(P ), σs(Q)} = σr+s−1([P,Q]), ∀P ∈ Diff
(r)
A/k, ∀Q ∈ Diff
(s)
A/k .
It is a Lie bracket and a k-derivation on each component.
The notion of differential operator is linearized through the algebras of prin-
cipal parts. Namely, let us consider the k-algebra PA/k = A ⊗k A, the epi-
morphism of k-algebras π : a ⊗ b ∈ PA/k 7→ π(a ⊗ b) = ab ∈ A and the
homomorphisms of k-algebras
µ1 : a ∈ A 7→ µ1(a) = a⊗ 1 ∈ PA/k, µ2 : a ∈ A 7→ µ2(a) = 1⊗ a ∈ PA/k
which endow PA/k with a “left” and a “right” A-algebra structure.
Let us denote by IA/k = kerπ. The ring P
n
A/k := PA/k/I
n+1
A/k is called the
algebra of principal parts of order n of A over k, and is also endowed with a left
and a right A-algebra structure. For each A-module E, let us denote PnA/k(E) =
P
n
A/k ⊗A E, where the tensor product is taken with respect to the right A-
module structure on PnA/k. The module P
n
A/k(E) will be always considered as
a A-module through the left A-module structure on PnA/k. Let us denote by
dnA/k,E : E → P
n
A/k(E) the k-linear map given by d
n
A/k,E(e) =
(
1⊗ 1
)
⊗ e.
The module of differentials of A over k is ΩA/k := IA/k/I
2
A/k, on which
the induced left and right A-module structures coincide. Moreover, the exact
sequence of left A-modules 0 → ΩA/k → P
1
A/k → A → A splits and we have
a canonical decomposition P1A/k = A ⊕ ΩA/k. So, the map d
1
A/k,A : A → P
1
A/k
induces the differential
dA/k : a ∈ A 7→ (1⊗ a− a⊗ 1) + I
2
A/k ∈ ΩA/k.
The main facts are the following:
(a) The map dA/k : A→ ΩA/k is a k-derivation and the map
h ∈ HomA(ΩA/k, F ) 7→ h ◦dA/k ∈ Derk(A,F )
is an isomorphism of A-modules.
2Actually, in degree 0 it is the identity map of A.
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(b) The map dnA/k,E : E → P
n
A/k(E) is a k-linear differential operator of order
≤ n and the map
h ∈ HomA(P
n
A/k(E), F ) 7→ h ◦d
n
A/k,E ∈ Diff
(n)
A/k(E,F )
is an isomorphism of A-bimodules.
1.3 Exponential type series and divided powers
General references for the notions and results in this section are [11, 12] and [2].
Let B be an A-algebra and let m ≥ 1 be an integer or m = ∞. The
substitution t 7→ t+ t′ gives rise to an homomorphism of A-algebras
R(t) ∈ Bm = B[[t]]/(t
m+1) 7→ R(t+ t′) ∈ B[[t, t′]]/(t, t′)m+1.
(1.3.1) Definition. An element R = R(t) =
∑m
i=0 Rit
i in Bm = B[[t]]/(t
m+1)
is said to be of exponential type if R0 = 1 and R(t + t
′) = R(t)R(t′), or
equivalently, if (
i+ j
i
)
Ri+j = RiRj , whenever i+ j < m+ 1.
The set of elements in Bm of exponential type will be denoted by Em(B). The
set E∞(B) will be simply denoted by E(B).
The set Em(B) is a subgroup of the group of units of Bm and the external
operation(
a,
m∑
i=0
Rit
i
)
∈ B × Em(B) 7→
m∑
i=0
Ri(at)
i =
m∑
i=0
Ria
iti ∈ Em(B)
defines a natural B-module structure on Em(B). It is clear that E1(B) is canon-
ically isomorphic to B.
Let C be another A-algebra. For each m ≥ 1, any A-algebra map h : B → C
induces obvious A-linear maps Em(h) : Em(B)→ Em(C). In this way we obtain
functors Em from the category of A-algebras to the category of A-modules.
For 1 ≤ m ≤ q ≤ ∞, the projections Bq → Bm induce truncation natural
transformations Eq → Em. The following result is proven in [11] in the case
m =∞. The proof for any integer m ≥ 1 is completely similar.
(1.3.2) Proposition. For each A-module M and each m ≥ 1 there is an uni-
versal pair (ΓmM,γm), where ΓmM is an A-algebra and γm : M → Em(ΓmM)
is an A-linear map, satisfying the following universal property: for any A-algebra
B and any A-linear map H : M → Em(B) there is a unique morphism of A-
algebras h : ΓmM → B such that H = Em(h) ◦γm, or equivalently, the map
h ∈ HomA−alg(ΓmM,B) 7→ Em(h) ◦γm ∈ HomA(M,Em(B))
is bijective.
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The pair (ΓmM,γm) is unique up to a unique isomorphism. The A-algebra
ΓmM is called the algebra of m-divided powers of M and it is canonically N-
graded with Γ0mM = A, Γ
1
mM = M . In the case m =∞, (Γ∞M,γ∞) is simply
denoted by (ΓM,γ) and it is called the algebra of divided powers of M .
In this way Γm becomes a functor from the category of A-modules to the
category of (N-graded) A-algebras, which is left adjoint to Em. For 1 ≤ m ≤
q ≤ ∞ the truncations Eq → Em induce natural transformations Γm → Γq.
For any A-module M and any integer m ≥ 1 there is a canonical morphism
of graded A-algebras SymM → ΓmM , which is an isomorphism provided that
m! is invertible in A. In particular, SymM ≃ Γ1M . In the case m = ∞ there
is also a canonical morphism of graded A-algebras SymM → ΓM , which is an
isomorphism provided that Q ⊂ A.
The algebra ΓM has another important structure which we will recall for
the ease of the reader.
(1.3.3) Definition. ([12], [2], §3) Let I ⊂ B be an ideal. A divided power
structure (or a system of divided powers) on I is a collection of maps ̺i : I → B,
i ≥ 0, such that for all x, y ∈ I, λ ∈ B:
1. ̺0(x) = 1, ̺1(x) = x and ̺i(x) ∈ I for all i ≥ 1.
2. ̺k(x + y) =
∑
i+j=k ̺i(x)̺j(y).
3. ̺k(λx) = λ
k̺k(x).
4. ̺i(x)̺j(x) =
(
i+j
i
)
̺i+j(x).
5. ̺i(̺j(x)) =
(ij)!
i!(j!)i ̺ij(x).
A such object (B, I, {̺i}) is called a P.D. ring. A P.D. A-algebra is a P.D. ring
which is also an A-algebra.
Morphisms between P.D. rings (or P.D. A-algebras) are defined in the obvi-
ous way.
Let us define γ0i : M → ΓM , i ≥ 0, by x ∈ M 7→ γ(x) =
∑∞
i=0 γ
0
i (x)t
i ∈
E(ΓM). We have γ0i (M) ⊂ Γ
iM . Let us write Γ+M for the ideal of ΓM
generated by homogeneous elements of strictly positive degree, and let us note
that γ01 : M → Γ
+M is an A-linear map. The following result is proved in [12]
(see also [2], App. A).
(1.3.4) Theorem. Under the above hypotheses, the following properties hold:
1. The {γ0i } extend to a unique divided power structure on Γ
+M , denoted by
{γi}.
2. The P.D. A-algebra (ΓM,Γ+M, {γi}) and the linear map γ01 :M → Γ
+M
have the following universal property: If (B, J, {̺i}) is a P.D. A-algebra
and ψ : M → J is a A-linear map there is a unique morphism of P.D.
A-algebras ψ˜ : (ΓM,Γ+M, {γi})→ (B, J, {̺i}) such that ψ˜ ◦γ
0
1 = ψ.
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Apart from the canonical morphism SymM → ΓM , there is another way
to relate symmetric algebras with algebras of divided powers (see for instance
[8] and [3], A2.4). Given an A-module M , the symmetric algebra SymM has a
coproduct given by the homomorphism of graded A-algebras
∆ : SymM → SymM ⊗A SymM (≃ Sym(M ⊕M))
induced by the diagonal map M → M ⊕M : ∆(m) = m ⊗ 1 + 1 ⊗m for any
m ∈M . Let us consider the graded dual of SymM as
(SymM)
∗
gr :=
∞⊕
i=0
(
SymiM
)∗
,
where (SymiM)∗ is the dual A-module HomA(Sym
iM,A). It is well known that
(SymM)∗gr becomes a (commutative) graded A-algebra by defining the shuffle
product through the transposed map of ∆. Explicitly, the shuffle product of
u ∈
(
SymiM
)∗
and v ∈
(
Symj M
)∗
is u ⋆ v ∈
(
Symi+j M
)∗
given by
(u ⋆ v)
(
i+j∏
l=1
xl
)
= · · · =
∑
L⊂[i+j]
♯L=i
u(xL)v(xL′) (7)
for any x1, . . . , xi+j ∈M , where L′ = [i+ j] \ L.
For any element w ∈ M∗ and any integer i > 0, let ζi(w) ∈
(
SymiM
)∗
be
the linear form defined by
ζi(w)
(
i∏
l=1
xl
)
=
i∏
l=1
〈xl, w〉, ∀x1, . . . , xi ∈M.
For i = 0 let us define ζ0(w) = 1 ∈ A =
(
Sym0M
)∗
. The element ζ(w) =∑∞
i=0 ζi(w)t
i in (SymM)
∗
gr [[t]] is of exponential type and the map
ζ : w ∈M∗ 7→ ζ(w) ∈ E
(
(SymM)
∗
gr
)
(8)
is A-linear. So, it induces a canonical homomorphism of graded A-algebras
φ : ΓM∗ −→ (SymM)∗gr . (9)
The homomorphism φ is an isomorphism if M is a projective module of finite
rank (cf. [2], prop. A10). In fact we have the following more general result.
(1.3.5) Proposition. The above homomorphism φ is an isomorphism if M∗
is a projective module of finite rank.
Proof. The proposition is a consequence of the fact that, ifM∗ is a projective
module of finite rank, then the canonical homomorphism of graded A-algebras
(SymM∗∗)∗gr −→ (SymM)
∗
gr
is an isomorphism, or equivalently, for any r ≥ 1 the canonical A-linear map
(SymrM∗∗)
∗ → (SymrM)∗ is an isomorphism. The case r = 1 is clear.
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We have canonical isomorphisms
(M⊗r)∗ ≃ HomA(M
⊗(r−1),M∗) ≃ (M⊗(r−1))∗ ⊗A M
∗,
where the last one comes from the hypothesis onM∗, and so we find by induction
on r that ((M∗∗)⊗r)∗ ≃ (M⊗r)∗.
For any A-module N , let us consider the natural right exact sequences of
A-modules (
N⊗r
)r−1 H
−→ N⊗r → SymrN → 0, r ≥ 2,
where H(t1, . . . , tr−1) =
∑
Hi(ti) and
Hi(n1 ⊗ · · · ⊗ nr) = n1 ⊗ · · · ⊗ ni−1 ⊗ (ni ⊗ ni+1 − ni+1 ⊗ ni)⊗ · · · ⊗ nr.
By taking A-duals we obtain natural left exact sequences
0→ (Symr N)∗ → (N⊗r)∗
H∗
−−→
((
N⊗r
)r−1)∗
, r ≥ 2.
By considering the cases N = M and N = M∗∗ and the natural isomorphisms
((M∗∗)⊗r)∗ ≃ (M⊗r)∗, we deduce that (SymrM∗∗)∗ ≃ (SymrM)∗. Q.E.D.
In fact, it is possible to define a canonical divided power structure on the
A-algebra (SymM)
∗
gr , or more precisely, on the ideal generated by homogeneous
elements of strictly positive degree. The case where M is free is treated in [3],
proposition-definition A2.6. We will briefly sketch the general case.
Let us write for simplicity B = (SymM)
∗
gr and B
+ = ⊕d≥1B
d ⊂ B. We
need to define a collection of maps ̺i : B
+ → B, i ≥ 0, satisfying the properties
in definition (1.3.3). It is enough to define the restrictions ̺i,d : B
d → Bid,
d ≥ 1.
Let us denote by P(i, d) the set of (unordered) partitions of [di] = {1, . . . , di}
formed by i subsets with d elements each one, i.e. an element L ∈ P(i, d) is a
subset L ⊂ P([di]) with ♯L = i, ♯L = d for all L ∈ L and L ∩ L′ = ∅ whenever
L,L′ ∈ L and L 6= L′.
Let us also denote by P˜(i, d) the set of ordered partitions of [di] = {1, . . . , di}
formed by i subsets with d elements each one, i.e. an element L ∈ P˜(i, d) is
L = (L1, . . . , Li) with L(L) := {L1, . . . , Li} ∈ P(i, d).
The map L ∈ P˜(i, d) 7→ L(L) ∈ P(i, d) is clearly the quotient map by the
action of the symmetric group Si on P˜(i, d).
Given an element u ∈ Bd =
(
SymdM
)∗
, we define ̺i,d(u) ∈
(
SymdiM
)∗
by
̺i,d(u)
(
di∏
l=1
xl
)
=
∑
L∈P(i,d)
∏
L∈L
u(xL).
Let us note that if u1, . . . , ui ∈
(
SymdM
)∗
, then
(u1 ⋆ · · · ⋆ ui)
(
di∏
l=1
xl
)
=
∑
L∈ eP(i,d)
i∏
j=1
uj(xLj )
and so u⋆i = i!̺i,d(u).
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The proof of the following proposition is left up to the reader.
(1.3.6) Proposition. The maps ̺i,d :
(
SymdM
)∗
→
(
SymidM
)∗
defined
above extend uniquely to a system of divided powers on B+ = ⊕d>0
(
SymdM
)∗
,
̺i : B
+ → (SymM)∗gr, i ≥ 0.
The preceding proposition joint with the universal property of theorem
(1.3.4) gives another way to construct the canonical homomorphism (9).
In the case where A is a k-algebra and M = ΩA/k, the homomorphism (9)
has an interesting (and obvious) interpretation in terms of multiderivations.
(1.3.7) Definition. Let M be an A-module and r ≥ 1 an integer. A k-
multiderivation from Ar to M is a k-multilinear map h : Ar →M such that for
any i = 1, . . . , r and any aj ∈ A with j 6= i, the map
x ∈ A 7→ h(a1, . . . , ai−1, x, ai+1, . . . , ar) ∈M
is a k-derivation. We say that a k-multiderivation h : Ar →M is symmetric if
it is so as multilinear map.
Let us denote by Derrk(A,M) (resp. SDer
r
k(A,M)) the set of k-multideri-
vations (resp. symmetric k-multiderivations) from Ar to M . If M = A we
will write Derrk(A) (resp. SDer
r
k(A)) instead of Der
r
k(A,A) (resp. instead of
SDerrk(A,M)). It is clear that Der
r
k(A,M) is anA-module and that SDer
r
k(A,M)
is a submodule of Derrk(A,M).
(1.3.8) Proposition. (a) For each A-linear map h˜ : Ω⊗rA/k →M , the map
h : (x1, . . . , xr) ∈ A
r 7→ h(x1, . . . , xr) := h˜(dx1 ⊗ · · · ⊗ dxr) ∈M
is a k-multiderivation and the map
h˜ ∈ HomA(Ω
⊗r
A/k,M) 7→ h ∈ Der
r
k(A,M)
is an isomorphism of A-modules.
(b) For each A-linear map h˜ : Symr ΩA/k →M , the map
h : (x1, . . . , xr) ∈ A
r 7→ h(x1, . . . , xr) := h˜(dx1 · · · dxr) ∈M
is a symmetric k-multiderivation and the map
h˜ ∈ HomA(Sym
r ΩA/k,M) 7→ h ∈ SDer
r
k(A,M)
is an isomorphism of A-modules.
Proof. Part (a) is clear for r = 1. For r ≥ 2 we proceed inductively by using
the obvious A-linear isomorphism
Derrk(A,M) ≃ Derk(A,Der
r−1
k (A,M)).
Part (b) is a straightforward consequence of part (a) and the fact that symmetric
maps h˜ : Ω⊗rA/k →M are characterized by factoring through Sym
r ΩA/k. Q.E.D.
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The A-module of symmetric k-multiderivations of A is by definition the
graded A-module
SDer•k(A) =
∞⊕
r=0
SDerrk(A).
From the above proposition, there is a natural graded A-linear isomorphism(
SymΩA/k
)∗
gr
≃ SDer•k(A) and we can transfer the shuffle product from the left
side to the right side in the following way: given h : An → A, h′ : Am → A
symmetric k-multiderivations, their shuffle product h⋆h′ : An+n → A is defined
by (cf. [6], 2)
(h ⋆ h′)(x1, . . . , xn+m) =
∑
L⊂[n+m]
♯L=n
h(xL1 , . . . , xLn)h
′(xL′1 , . . . , xL′m),
where L′ = [n+m] \ L and Mi stands for the ith element of M ⊂ [n+m] with
respect to the induced ordering.
For example, if δ, δ′ : A→ A are k-derivations, then
(δ ⋆ δ′)(x1, x2) = δ(x1)δ
′(x2) + δ(x2)δ
′(x1).
In that way SDer•k(A) is a graded commutativeA-algebra canonically isomorphic
to
(
SymΩA/k
)∗
gr
.
(1.3.9) Remark. In the case M = ΩA/k, the homomorphism (9) can be
interpreted as φ : ΓDerk(A)→ SDer
•
k(A) determined by the A-linear map
ζ : δ ∈ Derk(A) 7→ ζ(δ) =
∞∑
i=0
ζr(δ)t
r ∈ E(SDer•k(A)) (10)
where ζr(δ) ∈ SDer
r
k(A) is given by
ζr(δ)(x1, . . . , xr) =
r∏
i=1
δ(xi), ∀x1, . . . , xr ∈ A.
So, φ : ΓDerk(A) → SDer
•
k(A) is an isomorphism if Derk(A) is a projective
module of finite rank.
(1.3.10) Remark. We can define a unique homogeneous “Poisson bracket”
on SDer•k(A) extending the usual Lie bracket on SDer
1
k(A) = Derk(A) and such
that {h, a}(x1, . . . , xr−1) = h(x1, . . . , xr−1, a) for any h ∈ SDer
r
k(A) and any
a ∈ A = SDer0k(A). Namely, given h ∈ SDer
r
k(A), h
′ ∈ SDersk(A) we define
{h, h′} ∈ SDerr+s−1k (A) in the following way:
{h, h′}(x1, . . . , xr+s−1) =
∑
L⊂[r+s−1]
♯L=s
h(xL′1 , . . . , xL′r−1 , h
′(xL1 , . . . , xLs))−
∑
M⊂[r+s−1]
♯M=r
h′(xM ′1 , . . . , xM ′s−1 , h(xM1 , . . . , xMr )),
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where L′ = [r+ s− 1] \L, M ′ = [r+ s− 1] \M . For instance, if δ ∈ Derk(A) =
SDer1k(A) then
{h, δ}(x1, . . . , xr) = h(δ(x1), . . . , xr) + · · ·+ h(x1, . . . , δ(xr))− δ(h(x1, . . . , xr)).
In that way SDer•k(A) becomes a Poisson algebra over k, but this structure will
not be used in this paper.
2 Main Results
2.1 The embedding θA/k : grDiffA/k →֒
(
SymΩA/k
)∗
gr
Let A be a fixed k-algebra. For the sake of simplicity, we will omit the subscript
“A/k” everywhere: P∗ = P∗A/k, I = IA/k,Ω = ΩA/k(= I/I
2), d : A → Ω the
universal differential, Diff∗ = Diff∗A/k, etc. Let us denote by
υ : SymΩ = Sym I/I2 −→ grI P =
∞⊕
i=0
Ii/Ii+1 (11)
the canonical epimorphism of graded A-algebras.
Let n ≥ 0 be an integer. We know that the map h ∈ HomA(Pn, A) 7→
h ◦dn ∈ Diff(n) is an isomorphism of A-bimodules. For each P ∈ Diff(n) denote
by P˜ : Pn → A the unique (left) A-linear map such that P = P˜ ◦dn. The map
λ0n : P ∈ Diff
(n) 7→ P˜ |grnI P ∈ HomA(gr
n
I P, A)
is obviously A-linear. By looking at the exact sequence
0→ grnI P = I
n/In+1 → Pn = P/In+1 → Pn−1 = P/In → 0 (12)
we see that a P ∈ Diff(n) belongs to the kernel of λ0n if and only if P˜ vanishes
on grnI P, i.e. if P˜ factorizes through P
n−1, or equivalently, P ∈ Diff(n−1). So,
we obtain an injective linear map
λn : gr
nDiff →֒ HomA(gr
n
I P, A). (13)
By composing with the transposed map of the homogeneous component of de-
gree n of υ, we obtain an injective A-linear map
θn = υ
∗
n ◦λn : gr
nDiff →֒ HomA(Sym
nΩ, A).
For n = 0 we have gr0Diff = A, HomA(Sym
0Ω, A) = HomA(A,A) = A
and θ0 = IdA, and for n = 1, gr
1Diff = Derk(A), HomA(Sym
1 Ω, A) =
HomA(Ω, A) = Derk(A) and θ1 = IdDerk(A).
(2.1.1) Proposition. Let n ≥ 1 be an integer, P ∈ Diff(n) and x1, . . . , xn ∈ A.
With the above notations, the following equalities hold
θn(σn(P ))(dx1 · · · dxn) =
∑
L⊂[n]
(−1)♯LxLP (x[n]\L) =
= [[· · · [[P, xn], xn−1], . . . , x2], x1].
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Proof. For the first equality, let P˜ : Pn → A be the unique (left) A-linear
map such that P = P˜ ◦dn. We have
θn(σn(P ))(dx1 · · · dxn) = λn(σn(P ))(υn(dx1 · · · dxn)) =
λn(σn(P ))
(
n∏
i=1
(1⊗ xi − xi ⊗ 1) + I
n+1
)
=
P˜
(
n∏
i=1
(1⊗ xi − xi ⊗ 1) + I
n+1
)
= P˜
∑
L⊂[n]
(−1)♯LxL ⊗ xL′ + I
n+1
 =
∑
L⊂[n]
(−1)♯LP˜ (xLd
n(xL′)) =
∑
L⊂[n]
(−1)♯LxLP (xL′),
with L′ = [n] \ L.
For the second equality,
θn(σn(P ))(dx1 · · · dxn) =
∑
L⊂[n]
(−1)♯LxLP (xL′) =
∑
L⊂[n]
n/∈L
(−1)♯LxLP (x[n]\L) +
∑
L⊂[n]
n∈L
(−1)♯LxLP (x[n]\L) =
∑
L⊂[n−1]
(−1)♯LxLP (xnx[n−1]\L)−
∑
K⊂[n−1]
(−1)♯KxKxnP (x[n−1]\K) =∑
L⊂[n−1]
(−1)♯LxL[P, xn](x[n−1]\L)
and so
θn(σn(P ))(dx1 · · · dxn) = θn−1(σn−1([P, xn]))(dx1 · · · dxn−1). (14)
By iterating (14) we obtain
θn(σn(P ))(dx1 · · · dxn) = [[· · · [[P, xn], xn−1], . . . , x2], x1].
Q.E.D.
(2.1.2) Theorem. The A-linear map⊕
n≥0
θn : grDiff −→ (SymΩ)
∗
gr
is a homomorphism of graded A-algebras.
Proof. We need to prove that θn+m(σn(P )σm(Q)) = θn(σn(P )) ⋆ θm(σm(Q))
for all integers n,m ≥ 0 and all P ∈ Diff(n) and Q ∈ Diff(m). We proceed by
induction on n+m. For n+m = 0, the result is clear since θ0 = IdA.
Let us assume that θr+s(σr(P
′)σs(Q
′)) = θr(σr(P
′)) ⋆ θs(σs(Q
′)) for all
integers r, s ≥ 0, r + s < n+m and all P ′ ∈ Diff(r) and Q′ ∈ Diff(s), and take
P ∈ Diff(n), Q ∈ Diff(m), x1, . . . , xn+m ∈ A. From the definition of the shuffle
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product (see (7)), and writing x′ = xn+m, (dx)L =
∏
i∈L dxi, L
′ = [n+m] \ L,
N ′′ = [n+m− 1] \N , we have:
(θn(σn(P )) ⋆ θm(σm(Q)))(dx1 · · · dxn+m) =∑
L⊂[n+m]
♯L=n
θn(σn(P ))((dx)L)θm(σm(Q))((dx)L′ ) =
∑
L⊂[n+m]
♯L=n
(∑
K⊂L
(−1)♯KxKP (xL\K)
)( ∑
M⊂L′
(−1)♯MxMQ(xL′\M )
)
=
∑
L⊂[n+m]
♯L=n
K⊂L,M⊂L′
(−1)♯(K⊔M)xK⊔MP (xL\K)Q(xL′\M ) =
∑
N⊂[n+m]
(−1)♯NxN
∑
L⊂[n+m]
♯L=n
P (xL∩N ′)Q(xL′∩N ′) =
 ∑
N⊂[n+m]
n+m/∈N
(−1)♯NxN
∑
L⊂[n+m]
♯L=n
(· · · )
+
 ∑
N⊂[n+m]
n+m∈N
(−1)♯NxN
∑
L⊂[n+m]
♯L=n
(· · · )
 .
For the first summand, since N ⊂ [n + m] with n + m /∈ N , we have N ⊂
[n+m− 1], N ′ = N ′′ ∪ {n+m} and∑
L⊂[n+m]
♯L=n
(· · · ) =
∑
L⊂[n+m]
♯L=n
P (xL∩N ′)Q(xL′∩N ′) =

∑
L⊂[n+m]
♯L=n
n+m/∈L
P (xL∩N ′′)Q(x
′xL′∩N ′′)
 +

∑
L⊂[n+m]
♯L=n
n+m∈L
P (x′xL∩N ′′)Q(xL′∩N ′′)
 =

∑
L⊂[n+m−1]
♯L=n
P (xL∩N ′′)Q(x
′xL′′∩N ′′)
︸ ︷︷ ︸
AN

+

∑
K⊂[n+m−1]
♯K=n−1
P (x′xK∩N ′′)Q(xK′′∩N ′′)
︸ ︷︷ ︸
BN

.
For the second summand, since N ⊂ [n +m] with n +m ∈ N , we have N =
H ⊔ {n+m} with H ⊂ [n+m− 1], xN = xHx′, N ′ = H ′′ and
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∑
L⊂[n+m]
♯L=n
(· · · ) =
∑
L⊂[n+m]
♯L=n
P (xL∩N ′)Q(xL′∩N ′) =

∑
L⊂[n+m]
♯L=n
n+m/∈L
P (xL∩H′′)Q(xL′∩H′′ )
+

∑
L⊂[n+m]
♯L=n
n+m∈L
P (xL∩H′′ )Q(xL′∩H′′)
 =

∑
L⊂[n+m−1]
♯L=n
P (xL∩H′′ )Q(xL′′∩H′′)
︸ ︷︷ ︸
CH

+

∑
K⊂[n+m−1]
♯K=n−1
P (xK∩H′′)Q(xK′′∩H′′)
︸ ︷︷ ︸
DH

.
Putting all together
(θn(σn(P )) ⋆ θm(σm(Q)))(dx1 · · · dxn+m) =
· · · · · · · · · ∑
N⊂[n+m]
n+m/∈N
(−1)♯NxN
∑
L⊂[n+m]
♯L=n
(· · · )
+
 ∑
N⊂[n+m]
n+m∈N
(−1)♯NxN
∑
L⊂[n+m]
♯L=n
(· · · )
 =
 ∑
N⊂[n+m−1]
(−1)♯NxN (AN +BN )
−
 ∑
H⊂[n+m−1]
(−1)♯HxHx
′(CH +DH)
 =
∑
N⊂[n+m−1]
(−1)♯NxN (BN − x
′CN ) +
∑
N⊂[n+m−1]
(−1)♯NxN (AN − x
′DN ) =
∑
N⊂[n+m−1]
(−1)♯N
∑
K⊂[n+m−1]
♯K=n−1
[P, x′](xK∩N ′′)Q(xK′′∩N ′′) +
∑
N⊂[n+m−1]
(−1)♯N
∑
L⊂[n+m−1]
♯L=n
P (xL∩N ′′)[Q, x
′](xL′′∩N ′′) =
(θn−1(σn−1([P, x
′])) ⋆ θm(σm(Q)))(dx1 · · · dxn+m−1) +
(θn(σn(P )) ⋆ θm−1(σm−1([Q, x
′])))(dx1 · · · dxn+m−1).
On the other hand, from the induction hypothesis
θn+m−1(σn+m−1([P ◦Q, x
′])) =
θn+m−1(σn+m−1(P ◦ [Q, x
′])) + θn+m−1(σn+m−1([P, x
′] ◦Q)) =
θn+m−1(σn(P )σm−1([Q, x
′])) + θn+m−1(σn−1([P, x
′])σm(Q)) =
θn(σn(P )) ⋆ θm−1(σm−1([Q, x
′]) + θn−1(σn−1([P, x
′])) ⋆ θm(σm(Q))
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and from proposition (2.1.1) we conclude that
(θn(σn(P )) ⋆ θm(σm(Q)))(dx1 · · · dxn+m) =
· · · · · · · · ·
(θn−1(σn−1([P, x
′])) ⋆ θm(σm(Q)))(dx1 · · · dxn+m−1) +
(θn(σn(P )) ⋆ θm−1(σm−1([Q, x
′])))(dx1 · · · dxn+m−1) =
(θn+m−1(σn+m−1([P ◦Q, xn+m])))(dx1 · · · dxn+m−1) =
θn+m(σn+m(P ◦Q))(dx1 · · · dxn+m) = θn+m(σn(P ) σm(Q))(dx1 · · · dxn+m)
and so θn+m(σn(P ) σm(Q)) = θn(σn(P )) ⋆ θm(σm(Q)). Q.E.D.
We will denote
θA/k =
⊕
n≥0
θn : grDiffA/k →֒
(
SymΩA/k
)∗
gr
(15)
the homomorphism of theorem (2.1.2). Let us recall (see prop. (1.3.6)) that(
SymΩA/k
)∗
gr
has a canonical divided power structure.
(2.1.3) Remark. By using the Poisson bracket (see def. (1.2.2)), proposition
(1.3.8) and (14), the morphism θA/k can be interpreted as a homomorphism of
graded A-algebras θA/k : grDiffA/k → SDer
•
k(A) given by
θA/k(F )(x1, . . . , xn) = {{· · · {{F, xn}, xn−1}, · · · , x2}, x1}
for all F ∈ grDiff
(n)
A/k and all x1, . . . , xn ∈ A. One can see that θA/k is compatible
with the Poisson bracket in SDer•k(A) described in remark (1.3.10).
2.2 The total symbol of a Hasse–Schmidt derivation
Let A be a fixed k-algebra. In this section, we will see how the diagram
grDiffA/k
θA/k //
(
SymΩA/k
)∗
gr
Γ IDerk(A)
nat. // ΓDerk(A)
φ
OO
can be completed up to a commutative diagram.
(2.2.1) Definition. For any Hasse–Schmidt derivation D ∈ HSk(A;m) we
define its total symbol by
Σm(D) =
m∑
i=0
σi(Di)t
i ∈
(
grDiffA/k
)
m
=
(
grDiffA/k
)
[[t]]/(tm+1).
It is clear that Σm(D) is a unit and that the total symbol map Σm is a
group homomorphism from HSk(A;m) to the multiplicative group of units of(
grDiffA/k
)
m
. In fact we have a more precise result.
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(2.2.2) Proposition. For any D ∈ HSk(A;m), the total symbol Σm(D) is
of exponential type in
(
grDiffA/k
)
m
and for any a ∈ A we have Σm(a•D) =
aΣm(D).
Proof. The equality Σm(a•D) = aΣm(D) is clear. To prove the equality(
r + s
r
)
σr+s(Dr+s) = σr(Dr)σs(Ds), ∀r, s ≥ 0, r + s < m+ 1,
we need to prove that3
(
r+s
r
)
Dr+s − Dr ◦Ds ∈ Diff
(r+s−1)
A/k . We proceed by
induction on r + s. For r = s = 0 the result is clear. Let us assume that
Di ◦Dj −
(
i+j
i
)
Di+j ∈ Diff
(i+j−1)
A/k for i+ j < r + s.
Let us write P = Dr ◦Ds −
(
r+s
r
)
Dr+s. For each a ∈ A we have
[P, a] = Dr ◦ [Ds, a] + [Dr, a] ◦Ds −
(
r+s
r
)
[Dr+s, a] =
Dr ◦
s−1∑
i=0
Ds−i(a)Di +
r−1∑
j=0
Dr−j(a)Dj ◦Ds −
(
r + s
r
) r+s−1∑
k=0
Dr+s−k(a)Dk =
∑
0≤i≤s−1
0≤q≤r
Dr−q(Ds−i(a))Dq ◦Di +
r−1∑
j=0
Dr−j(a)Dj ◦Ds−
(
r + s
r
) r+s−1∑
k=0
Dr+s−k(a)Dk.
The only summands of possible order r+s−1 in the above expression are those
corresponding to i = s− 1, q = r, j = r − 1 y k = r + s− 1 and their sum
D1(a)Dr ◦Ds−1 +D1(a)Dr−1 ◦Ds −
(
r+s
r
)
D1(a)Dr+s−1 =
D1(a)
[
Dr ◦Ds−1 +Dr−1 ◦Ds −
(
r+s
r
)
Dr+s−1
]
=
D1(a)
[
Dr ◦Ds−1 +Dr−1 ◦Ds −
[(
r+s−1
s−1
)
+
(
r+s−1
s
)]
Dr+s−1
]
has order ≤ n+m− 2 by the induction hypothesis. Hence, [P, a] ∈ Diff
(r+s−2)
A/k
for all a ∈ A and so P ∈ Diff
(r+s−1)
A/k . Q.E.D.
Total symbol maps Σm : HSk(A;m)→ Em(grDiffA/k) turn out to be group
homomorphisms and for 1 ≤ m ≤ q ≤ ∞ the following diagram is commutative:
HSk(A; q)
τqm

Σq // Eq(grDiffA/k)
truncation

HSk(A;m)
Σm // Em(grDiffA/k).
(2.2.3) Proposition. The total symbol map Σm vanishes
4 on ker τm1.
3Hasse-Schmidt derivations for which the equality
`r+s
r
´
Dr+s = Dr ◦Ds holds are called
iterative [10], §27.
4Since the target of Σm is the group of units of
`
grDiffA/k
´
m
, “vanishes” means here that
the restriction of Σm to ker τm1 is constant equal to 1.
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Proof. For any D ∈ ker τm1 we have D1 = 0, and so D1 ∈ F 0DiffA/k and
σ1(D1) = 0. From (4) we deduce inductively that Di ∈ F i−1DiffA/k, and so
σi(Di) = 0, for all i > 0 and Σm(D) = 1. Q.E.D.
(2.2.4) Corollary. The total symbol map Σm : HSk(A;m)→ Em(grDiffA/k)
induces an A-linear map χm : IDerk(A;m)→ Em(grDiffA/k).
Proof. The corollary is a consequence of the above proposition, the exact
sequence (2) and the fact that Σm(a•D) = aΣm(D). Q.E.D.
It is clear that, for 1 ≤ m ≤ q ≤ ∞, the following diagram is commutative:
IDerk(A; q) _

χq // Eq(grDiffA/k)
truncation

IDerk(A;m)
χm // Em(grDiffA/k).
From the universal property of the algebras of divided powers (see prop.
(1.3.2)), we obtain canonical homomorphisms of graded A-algebras
ϑA/k,m : Γm IDerk(A;m)→ grDiffA/k . (16)
In the case m = ∞, ϑA/k,∞ will be simply denoted by ϑA/k : Γ IDerk(A) →
grDiffA/k.
It is clear that for each m the following diagram is commutative:
Γm IDerk(A;m)
ϑA/k,m // grDiffA/k
Sym IDerk(A;m)
nat.
OO
nat. // SymDerk(A).
τA/k
OO
(17)
(2.2.5) Theorem. Under the above hypotheses, the following diagram of graded
A-algebras
grDiffA/k
θA/k //
(
SymΩA/k
)∗
gr
Γ IDerk(A)
ϑA/k
OO
nat. // ΓDerk(A)
φ
OO
is commutative.
Proof. For simplicity, we will omit the subscript “A/k”. By the universal
property of the algebra of divided powers (see prop. (1.3.2)), it is enough to
prove the commutativity of the following diagram of A-modules:
E (grDiff)
E(θ)// E
(
(SymΩ)
∗
gr
)
IDerk(A)
χ
OO
inc. // Derk(A),
ζ
OO
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where ζ and χ have been defined in (8) and corollary (2.2.4) respectively.
Let δ ∈ IDerk(A) be an integrable derivation, D ∈ HSk(A) with δ =
D1 and x1, . . . , xn ∈ A. We have χ(δ) =
∑∞
n=0 σn(Dn)t
n, (E(θ) ◦χ)(δ) =∑∞
n=0 θn(σn(Dn))t
n and
θn(σn(Dn))(dx1 · · · dxn) = [· · · [[Dn, xn], xn−1], . . . , x1]
(see proposition (2.1.1)). On the other hand, ζ(δ) =
∑∞
n=0 ζn(δ)t
n with
ζn(δ)(dx1 · · · dxn) = 〈dx1, δ〉 · · · 〈dxn, δ〉 = δ(x1) · · · δ(xn).
So, the theorem is a consequence of lemma (2.2.6). Q.E.D.
(2.2.6) Lemma. Let D ∈ HSk(A;m) be a Hasse–Schmidt derivation of length
m. Then, for any integer n = 1, . . . ,m and all x1, . . . , xn ∈ A we have:
[· · · [[Dn, xn], xn−1], . . . , x1] = D1(x1) · · ·D1(xn).
Proof. From the equality [Dn, xn] =
∑n−1
i=0 Dn−i(xn)Di (see (4)) and the fact
that for each i = 0, . . . , n−2, Di is a differential operator of order ≤ i and hence
[· · · [Di, xn−1], . . . , x1] = 0, we deduce
[· · · [[Dn, xn], xn−1], . . . , x1] = [· · · [D1(xn)Dn−1, xn−1], . . . , x1].
We conclude by induction on n. Q.E.D.
Given a family D = {Di}1≤i≤n of Hasse-Schmidt derivations of A over k,
let us write Dα = D
1
α1 ◦ · · · ◦D
n
αn for each α ∈ N
n. It is clear that
Dα(ab) =
∑
σ+ρ=α
Dσ(a)Dρ(b), ∀a, b ∈ A.
(2.2.7) Proposition. Assume that the map ϑ : Γ IDerk(A) → grDiffA/k is
surjective5 and that δ = {D11, . . . , D
n
1 } is a system of generators of IDerk(A)(=
Derk(A)). Then, any k-linear differential operator P : A→ A or order ≤ d can
be written as
P =
∑
α∈Nn
|α|≤d
aαDα, aα ∈ A.
Proof. Let us denote by γ : IDerk(A)→ E(Γ IDerk(A)) the canonical map and
γ(ε) =
∑∞
j=0 γj(ε)t
j . From the definition (16) of ϑ we have ϑ(γj(D
i
1)) = σj(D
i
j).
We know that the homogenous part of degree d of the algebra of divided powers
of IDerk(A) is generated by the system γα(δ) :=
∏n
i=1 γαi(D
i
1) with |α| = d,
and so, since ϑ is surjective, the system σd(Dα) = ϑ(γα(δ)), |α| = d, generates
the homogeneous part of degree d of grDiffA/k. The proof of proposition goes
then by induction on d, the case d = 1 being obvious. Q.E.D.
5Let us notice that if ϑ is surjective, then Derk(A) = IDerk(A).
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2.3 Relationship with differential smoothness
(2.3.1) Proposition. If the homomorphism of graded A-algebras
θA/k : grDiffA/k →֒
(
SymΩA/k
)∗
gr
≡ SDer•k(A)
is surjective (and so an isomorphism), then IDerk(A) = Derk(A).
Proof. For simplicity, we will omit the subscript “A/k”.
Let δ ∈ Derk(A) be a derivation. We will show by induction on n ≥ 0 that
there are Dn ∈ Diff
(n) such that D0 = IdA, D1 = δ and
[Dm, a] =
m−1∑
i=0
Dm−i(a)Di, ∀a ∈ A (18)
for all m ≥ 1. The case n = 1 is obvious.
Assume that there are Dm ∈ Diff
(m), m = 1, . . . , n − 1, with n ≥ 2, satis-
fying the equality (18). In other words, (D0, D1, . . . , Dn−1) is a Hasse–Schmidt
derivation of length n− 1 with D1 = δ. From lemma (2.2.6) we know that
[· · · [[Dm, xm], xm−1], . . . , x1] =
m∏
i=1
δ(xi), ∀m = 1, . . . , n− 1, ∀x1, . . . , xm ∈ A.
Since θn is an isomorphism, there is a P
(1) ∈ Diff(n), unique modulo Diff(n−1),
such that (see proposition (2.1.1))
[· · · [[P (1), x1], x2], . . . , xn] =
n∏
i=1
δ(xi), ∀x1, . . . , xn ∈ A.
Therefore,
[· · · [[P (1), x1]− δ(x1)Dn−1, x2], . . . , xn] = [· · · [[P (1), x1], x2], . . . , xn]−
δ(x1)[· · · [Dn−1, x2], . . . , xn] =
n∏
i=1
δ(xi)− δ(x1)
n∏
i=2
δ(xi) = 0
for all x1, . . . , xn ∈ A, and so [P (1), x1]− δ(x1)Dn−1 ∈ Diff
(n−2) , and also
[P (1), x1]−
n−1∑
i=1
Dn−i(x1)Di ∈ Diff
(n−2) ∀x1 ∈ A.
Assume that for any integer r with 1 ≤ r ≤ n− 2 we have found P (r) ∈ Diff(n)
such that
[P (r), x1]−
n−1∑
i=1
Dn−i(x1)Di ∈ Diff
(n−r−1)
for all x1 ∈ A, and let us write
R(x1) := [P
(r), x1]−
n−1∑
i=1
Dn−i(x1)Di ∈ Diff
(n−r−1) .
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Let h : An−r → A be the k-multilinear map defined by
h(x1, . . . , xn−r) = [· · · [R(x1), x2], . . . , xn−r ] = [· · · [R(x1), x2], . . . , xn−r](1) =
[· · · [[P (r), x1], x2], . . . , xn−r](1)−
n−1∑
i=n−r−1
Dn−i(x1)[· · · [Di, x2], . . . , xn−r](1).
From lemma (2.3.2), we deduce that the second summand above is equal to
n−1∑
i=n−r−1
Dn−i(x1)

∑
α∈Nn−r−1
|α|=i
αl>0
n−r−1∏
l=1
Dαl(xl+1)
 =
∑
β∈Nn−r
|β|=n
βl>0
n−r∏
l=1
Dβl(xl)
and so it is symmetric in the variables x1, . . . , xn−r. From lemma (2.3.3)
we conclude that h is symmetric. On the other hand, it is clear that, for
x1, . . . , xn−r−1 ∈ A fixed, the map
xn−r ∈ A 7→ h(x1, . . . , xn−r−1, xn−r) ∈ A
is a k-derivation. So, h is a symmetric k-multiderivation,
Since θn−r is an isomorphism, there is a Q ∈ Diff
(n−r), unique modulo
Diff(n−r−1), such that
h(x1, . . . , xn−r) = [· · · [Q, x1], . . . , xn−r], ∀x1, . . . , xn−r ∈ A.
Taking P (r+1) := P (r) −Q ∈ Diff(n) and
R′(x1) := [P
(r+1), x1]−
n−1∑
i=1
Dn−i(x1)Di = R(x1)− [Q, x1] ∈ Diff
(n−r−1),
we have
[· · · [R′(x1), x2], . . . , xn−r] = · · · = h(x1, . . . , xn−r)− [· · · [Q, x1], . . . , xn−r] = 0
for all x1, . . . , xn−r ∈ A, and so
[P (r+1), x1]−
n−1∑
i=1
Dn−i(x1)Di ∈ Diff
(n−(r+1)−1), ∀x1 ∈ A.
After a finite number of steps, we find a P (n−1) ∈ Diff(n) such that
S(x1) := [P
(n−1), x1]−
n−1∑
i=1
Dn−i(x1)Di ∈ Diff
(0) = A, ∀x1 ∈ A.
To conclude, we define Dn = P
(n−1) − P (n−1)(1) and we have
[Dn, x1] = [P
(n−1), x1] =
n−1∑
i=1
Dn−i(x1)Di + S(x1) =
n−1∑
i=1
Dn−i(x1)Di + S(x1)(1) =
n−1∑
i=1
Dn−i(x1)Di + [P
(n−1), x1](1) =
n−1∑
i=1
Dn−i(x1)Di + P
(n−1)(x1)− x1P
(n−1)(1) =
n−1∑
i=0
Dn−i(x1)Di, ∀x1 ∈ A.
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It is clear that the sequence {Dn}n≥0 defined in that way is a Hasse–Schmidt
derivation with D1 = δ and so δ is integrable. Q.E.D.
The following lemma generalizes the equality 4 and its proof goes by induc-
tion on k.
(2.3.2) Lemma. For any Hasse–Schmidt derivation D ∈ HSk(A;m) of length
m, for any integer k = 1, . . . ,m and for any x1 . . . , xk ∈ A the following equality
holds
[· · · [Dm, x1], . . . , xk] =
m−k∑
j=0

∑
α∈Nk
|α|=m−j
αi>0
k∏
i=1
Dαi(xi)
Dj .
The proof of the following lemma is clear.
(2.3.3) Lemma. For any k-linear endomorphism P : A→ A the map
(x1, . . . , xd) ∈ A
d 7→ [· · · [[P, x1], x2], . . . , xd] ∈ Endk(A)
is symmetric.
(2.3.4) Theorem. Assume that Derk(A) is a projective A-module of finite
rank. The following properties are equivalent:
(a) The homomorphism of graded A-algebras
θA/k : grDiffA/k −→
(
SymΩA/k
)∗
gr
≡ SDer•k(A)
is an isomorphism.
(b) The homomorphism of graded A-algebras
ϑA/k : Γ IDerk(A) −→ grDiffA/k
is an isomorphism.
(c) IDerk(A) = Derk(A).
Proof. For simplicity, we will omit the subscript “A/k”. From the hypothesis
and proposition (1.3.5) we know that φ : ΓDerk(A) → (SymΩ)
∗
gr ≡ SDer
•
k(A)
is an isomorphism.
(a) ⇒ (b) From proposition (2.3.1), IDerk(A) = Derk(A) and we conclude by
applying theorem (2.2.5).
(b) ⇒ (c) It is clear since the degree 1 component of ϑ is the inclusion of
IDerk(A) in gr
1Diff = Derk(A).
(c) ⇒ (a) It is a consequence of (2.2.5) and the fact that θ is injective. Q.E.D.
(2.3.5) Corollary. Assume that IDerk(A) = Derk(A) and that Derk(A) is
a free A-module of finite rank with basis δ = {D11, . . . , D
n
1 }, and D
i ∈ HSk(A).
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Then, by using the notations in proposition (2.2.7), any k-linear differential
operator P : A→ A or order ≤ d can be uniquely written as
P =
∑
α∈Nn
|α|≤d
aαDα, aα ∈ A.
Proof. From theorem (2.3.4) we know that ϑ : Γ IDerk(A) −→ grDiffA/k is an
isomorphism. After proposition (2.2.7), we only need to prove the uniqueness
of the coefficients aα, but this comes easily by induction on d. Q.E.D.
The following result relates properties (a), (b), (c) in the theorem (2.3.4)
with differential smoothness, as defined in [4], 16.10.
(2.3.6) Corollary. Assume that ΩA/k is a projective A-module of finite rank
and that A is differentially smooth over k, i.e. the homomorphism of graded
A-algebras (see (11))
υA/k : SymΩA/k −→ grIA/k PA/k
is an isomorphism. Then, the equivalent properties (a), (b), (c) of theorem
(2.3.4) hold.
Proof. For simplicity, we will omit the subscript “A/k”.
Since υn : Sym
nΩ
∼
−→ grnI P is an isomorphism of A-modules, each gr
n
I P is
a projective A-module of finite rank and each Pn it is so. Hence, by applying
the functor HomA(−, A) to the exact sequence (12) we obtain again an exact
sequence
0→ Diff(n−1) → Diff(n) → HomA(gr
n−1
I P, A)→ 0,
and the map λn defined in (13) is an isomorphism. So θn = υ
∗
n ◦λn is also an
isomorphism for all n ≥ 0. Q.E.D.
In the characteristic zero case (i.e. Q ⊂ A), we have the following result.
(2.3.7) Corollary. Assume that Q ⊂ A and that Derk(A) is a projective
A-module of finite rank. Then, the canonical map (6)
τA/k : SymDerk(A) −→ grDiffA/k
is an isomorphism.
Proof. Since Q ⊂ A, we have IDerk(A) = Derk(A) and so, by theorem (2.3.4),
we deduce that ϑA/k : Γ IDerk(A) −→ grDiffA/k is an isomorphism. On the other
hand, the hypothesis Q ⊂ A implies that the canonical map SymDerk(A) →
ΓDerk(A) is an isomorphism. We conclude by looking at diagram (17). Q.E.D.
3 Examples and questions
In this section we will assume that our k-algebra A is a quotient of the ambient
k-algebra R = k[x1, . . . , xn] or R = k[[x1, . . . , xn]] by an ideal J . Let us denote
by π : R → A = R/J the natural projection and by ∆(α) : R → R, α ∈ Nn,
Taylor’s k-linear differential operators. The following properties hold:
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∆(α)(xβ) =
{ (
β
α
)
xβ−α if β ≥ α
0 if β 6≥ α.
∆(α) ◦∆(β) = ∆(β) ◦∆(α) =
(
α+β
α
)
∆(α+β).
{∆(α)}|α|≤d is a basis of Diff
(d)
R/k as left (or right) R-module, for any d ≥ 0.
For any i = 1, . . . , n and any integer e ≥ 0 let us write ∆
(i)
e = ∆(0,...,
(i)
e ,...,0). In
particular ∆
(i)
1 =
∂
∂xi
and ∆(i) := (Id,∆
(i)
1 ,∆
(i)
2 ,∆
(i)
3 , . . . ) ∈ HSk(R).
3.1 Logarithmic objects
(3.1.1) Definition. A k-linear derivation δ : R → R will be called J-
logarithmic if δ(J) ⊂ J . The set of k-linear derivations of R which are J-
logarithmic will be denoted by Derk(log J).
It is clear that Derk(log J) is a R-submodule of Derk(R), and that any
δ ∈ Derk(log J) gives rise to a unique δ ∈ Derk(A) satisfying δ ◦π = π ◦δ.
Moreover, the sequence of R-modules
0→ J Derk(R)
incl.
−−−→ Derk(log J)
δ 7→δ
−−−→ Derk(A)→ 0
is exact.
(3.1.2) Definition. A Hasse–Schmidt derivation D ∈ HSk(R;m) is called
J-logarithmic if Di(J) ⊂ J for any i = 0, . . . ,m. The set of Hasse–Schmidt
derivations of R over k of length m which are J-logarithmic will be denoted by
HSk(log J ;m). When m =∞ it will be simply denoted by HSk(log J).
It is clear that HSk(log J ;m) is a subgroup of HSk(R;m), and that a•D is
J-logarithmic whenever D is J-logarithmic.
For each integer m ≥ 1 let us call πm : Rm = R[[t]]/(tm+1) → Am =
A[[t]]/(tm+1) the ring epimorphism induced by π. Any D ∈ HSk(log J ;m) gives
rise to a unique D ∈ HSk(A;m) such that Di ◦π = π ◦Di for all i = 0, . . . ,m.
Moreover, if Φ : R→ Rm is the k-algebra homomorphism determined byD, then
the k-algebra homomorphism Φ : A→ Am determined by D is characterized by
Φ ◦π = πm ◦Φ, and the map
D ∈ HSk(log J ;m) 7→ D ∈ HSk(A;m)
is a surjective homomorphism of groups.
On the other hand, a D ∈ HSk(R;m) is J-logarithmic if and only if its
corresponding k-algebra homomorphism Φ : R→ Rm satisfies Φ(J) ⊂ JRm.
(3.1.3) Definition. We say that a J-logarithmic k-linear derivation δ :
R → R is J-logarithmically m-integrable if there is a D ∈ HSk(log J ;m) such
that D1 = δ. The set of J-logarithmic k-linear derivations of R which are J-
logarithmically m-integrable will be denoted by IDerk(log J ;m). When m = ∞
it will be simply denoted by IDerk(log J).
It is clear that IDerk(log J ;m) is a R-submodule of Derk(log J) and that
Derk(log J) = IDerk(log J ; 1) ⊃ IDerk(log J ; 2) ⊃ IDerk(log J ; 3) ⊃ · · ·
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(3.1.4) Proposition. Let ε : A → A be a k-linear derivation. The following
properties are equivalent:
(a) ε is m-integrable.
(b) Any δ ∈ Derk(log J) with δ = ε is J-logarithmically m-integrable.
(c) There is a δ ∈ Derk(log J) with δ = ε which is J-logarithmically m-
integrable.
Proof. The only implication to prove is (a) ⇒ (b): Let E ∈ HSk(A;m) be a
m-integral of ε and let δ be a J-logarithmic k-derivation of R with δ = ε. There
is a D ∈ HSk(log J ;m) such that D = E. We have D1 = E1 = ε = δ and so
δ −D1 = 0, i.e. there are a1, . . . , an ∈ J such that δ − D1 =
∑
ai∆
(i)
1 . The
Hasse–Schmidt derivation
E′ = τ∞m
(
(a1•∆
(1)) ◦ · · · ◦ (an •∆
(n))
)
is obviously a J-logarithmicm-integral of δ−D1 and soD ◦E′ is a J-logarithmic
m-integral of δ. Q.E.D.
(3.1.5) Corollary. The following properties are equivalent:
(a) IDerk(A;m) = Derk(A).
(b) IDerk(log J ;m) = Derk(log J).
Proof. The proof is a straightforward consequence of the preceding proposi-
tion. Q.E.D.
(3.1.6) Example. Let us write F =
m∏
i=1
xi and J = (F ) ⊂ R. The R-
module IDerk(log J) is generated by {x1∆
(1)
1 , . . . , xm∆
(m)
1 ,∆
(m+1)
1 , . . . ,∆
(n)
1 },
and any of these J-logarithmic derivations are integrable J-logarithmically, since
∆(j), xi •∆(i) ∈ HSk(log J) for i = 1, . . . ,m and j = m+ 1, . . . , n. In particular
IDerk(log J) = Derk(log J) and IDerk(R/J) = Derk(R/J).
(3.1.7) Example. Let k be a ring of characteristic 2, R = k[x1, x2, x3],
F = x21 + x
3
2 + x
2
3 and J = (F ). Let us consider the k-derivation δ = x
2
2
∂
∂x3
=
x22∆
(0,0,1) ∈ Derk(A). Since δ(F ) = 0, δ is J-logarithmic. The J-logarithmic
Hasse–Schmidt derivation (of length 1) (Id, D1 = δ) is determined by the homo-
morphism of k-algebras Φ1 : R −→ R[[t]]/(t
2) given by Φ(x1) = x1, Φ1(x2) = x2,
Φ1(x3) = x3 + x
2
2t. Let us consider the lifting Φ4 : R −→ R[[t]]/(t
5) of Φ1 given
by Φ4(x1) = x1, Φ4(x2) = x2+x
2
2t
2+x32t
4, Φ4(x3) = x3+x
2
2t. Since Φ4(F ) = F ,
the Hasse–Schmidt derivation D corresponding to Φ4 is J-logarithmic and it is
explicitly given by D = (Id, D1 = δ,D2, D3, D4), with
D2 = x
4
2∆
(0,0,2) + x22∆
(0,1,0), D3 = x
6
2∆
(0,0,3) + x42∆
(0,1,1),
D4 = x
8
2∆
(0,0,4) + x62∆
(0,1,2) + x42∆
(0,2,0) + x32∆
(0,1,0).
Let us consider now the Hasse–Schmidt derivation D′′ = (Id, 0,∆(1,0,0), 0) ∈
HSk(R; 3) and D
′ = τ43(D) ◦D
′′ = (Id, D′1, D
′
2, D
′
3) with D
′
1 = δ, D
′
2 = D2 +
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∆(1,0,0) = x42∆
(0,0,2)+x22∆
(0,1,0)+∆(1,0,0), D′3 = D3+D1 ◦∆
(1,0,0) = x62∆
(0,0,3)+
x42∆
(0,1,1) + x22∆
(1,0,1). It is clear that D′′ is J-logarithmic, and so D′ is a J-
logarithmic 3-integral of δ.
Let D˜′′ = (Id, 0,∆(1,0,0), 0, G4) be a Hasse–Schmidt derivation of length 4
integrating D′′. It is clear that (Id,∆(1,0,0), G4) ∈ HSk(R; 2), and the symbol of
G4 must be the same as the symbol of ∆
(2,0,0) (see corollary (2.2.4)), i.e. G4 =
∆(2,0,0) + δ′, with δ′ ∈ Derk(R). So, G4(F ) = 1 + δ′(F ) = 1 + 3δ′(x2)x22 /∈ (F )
and D˜′′ is never J-logarithmic. We deduce that there is no D˜′ ∈ HSk(log J ; 4)
such that τ43(D˜′) = D
′.
3.2 Questions
Let D = (Id, D1, . . . , Dm) be a J-logarithmic Hasse–Schmidt derivation (over k)
of length m of R and let Φ : R→ Rm = R[[t]]/(tm+1) be the homomorphism of
k-algebras determined by D. Since R = k[x] or R = k[[x]], Φ can be canonically
lifted to an homomorphism of k-algebras Φ˜ : R→ Rm = R[[t]]/(tm+2) and so we
obtain a canonical6 (m+1)-integral D˜ = (Id, D1, . . . , Dm, Dm+1) ∈ HSk(R;m+
1) of D. If D˜′ = (Id, D1, . . . , Dm, D
′
m+1) is another (m+ 1)-integral of D, then
D′m+1 − Dm+1 ∈ Derk(R). In particular, the existence of a such D˜
′ which is
J-logarithmic is equivalent to the existence of a derivation δ ∈ Derk(R) such
that (Dm+1 + δ)(J) ⊂ J . For instance, when J = (F ), the above property is
equivalent to the fact that Dm+1(F ) ∈ (F ′x1 , . . . , F
′
xn , F ), that can be tested
easily at least when k is a “computable” ring.
However, example (3.1.7) shows that there are (J-logarithmically)m-integrable
derivations admitting (J-logarithmic) (m−1)-integrals which are not (J-logarith-
mically)m-integrable, and so (J-logarithmic)m-integrability of a (J-logarithmic)
derivation cannot be tested step by step.
(3.2.1) Question. Find an algorithm to decide whether a J-logarithmic
derivation is J-logarithmically m-integrable or not, for m ≥ 3.
(3.2.2) Question. Find an algorithm to compute a system of generators of
IDerk(log J ;m), for m ≥ 2.
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