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APPROXIMATING THE GROUP ALGEBRA OF THE LAMPLIGHTER BY
INFINITE MATRIX PRODUCTS
PERE ARA AND JOAN CLARAMUNT
Abstract. In this paper, we introduce a new technique in the study of the ∗-regular closure of some
specific group algebras KG inside U (G), the ∗-algebra of unbounded operators affiliated to the group
von Neumann algebra N (G). The main tool we use for this study is a general approximation result for
a class of crossed product algebras of the form CK(X)⋊T Z, where X is a totally disconnected compact
metrizable space, T is a homeomorphism of X, and CK(X) stands for the algebra of locally constant
functions on X with values on an arbitrary field K. The connection between this class of algebras
and a suitable class of group algebras is provided by Fourier transform. Utilizing this machinery, we
study an explicit approximation for the lamplighter group algebra. This is used in another paper by
the authors to obtain a whole family of ℓ2-Betti numbers arising from the lamplighter group, most of
them transcendental.
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1. Introduction
For a discrete group G and a subfield K of C closed under complex conjugation, the group algebra
KG can be naturally seen as a ∗-subalgebra of the von Neumann algebra N (G) of G. The following
problem, known as the Strong Atiyah Conjecture (SAC), was solved in the negative by Grigorchuk
and Żuk [20] (see also [21] and [12]):
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Strong Atiyah Conjecture: If T is an m× n matrix over KG, then
dimN (G)(kerT ) ∈
∑
H
1
|H|
Z,
where H ranges over the family of all the finite subgroups of G, and kerT denotes the kernel of the
operator ℓ2(Γ)n → ℓ2(Γ)m given by left multiplication by T (see e.g. [31, page 369]).
Here dimN (G) stands for the von Neumann dimension, and the real number dimN (G)(kerT ) is called
the ℓ2-Betti number of T . The first counterexample to the SAC was found in [20] and is given by the
lamplighter group
Γ = Z2 ≀ Z =
(⊕
Z
Z2
)
⋊ Z,
where Z acts on
⊕
Z Z2 by translation. More precisely, denoting by t the generator corresponding to
Z and by ai the generator corresponding to the ith copy of Z2 in G, it was shown in [20] that the
self-adjoint element T = s + s∗, where s = 12(1 + a0)t, satisfies that dimN (Γ)(kerT ) = 1/3. This
gives a counterexample for the SAC, because all the finite subgroups of Γ have order a power of 2,
but does not solve the original question posed by Atiyah which asks whether all the ℓ2-Betti numbers
dimN (G)(kerT ) are rational whenever T ∈ ZG. This question was solved, also in the negative by
Austin [7] in a non-constructive way, and then other authors gave further counterexamples, see [18],
[19] and [34]. It is important to remark that Grabowski gave in [19] an example of an irrational
(indeed transcendental) ℓ2-Betti number associated to the lamplighter group. Using, among other
things, the techniques developed in the present paper, we build in [5] a large family of real numbers,
most of them transcendental, which arise as ℓ2-Betti numbers of the lamplighter group.
The von Neumann algebra N (G) can be naturally embedded in the ∗-algebra U(G) of unbounded
operators affiliated toN (G). This algebra can be realized algebraically as the classical ring of quotients
of N (G), meaning that every element in U(G) can be represented as a “fraction” ab−1 where a, b ∈
N (G) and b has trivial kernel. The study of ℓ2-Betti numbers can be done by using the notion of a
Sylvester matrix rank function. Such a function assigns to each matrix (of finite size) A over a ring R
a real number rk(A) satisfying some axioms, and it is a generalization of the usual rank in matrices
over a field. (See Section 2 for the precise definitions of these concepts.)
The canonical trace tr on N (G) induces a canonical Sylvester matrix rank function rk on U(G) by
the rule rk(A) = tr(P ), where A ∈Mn(U(G)) and P ∈Mn(N (G)) is its support projection. We have
the formula rk(A) = n− dimN (G)(kerA) connecting the rank of A with the von Neumann dimension
of the kernel of A (thought as an operator acting on ℓ2(G)n).
The ∗-algebra U(G) is a ∗-regular ring (see [8] and [37]) and therefore there is a smallest ∗-regular
subalgebra RKG of U(G) containing KG ([6] and [30]). The algebra RKG is called the ∗-regular
closure of KG in U(G). The structure of RKG has been recently investigated in connection with the
validity of the Strong Atiyah Conjecture and the Lück Approximation Conjecture in several papers,
including [6], [23], [24] and [25]. An interesting result in this respect is given by Jaikin-Zapirain in
[24, Lemma 6.2], which implies that for any ∗-subring S of a ∗-regular ring U such that U agrees
with the ∗-regular closure of S in U , and every Sylvester matrix rank function rk on U , the subgroup
G(S) of (R,+) generated by {rk(A) | A ∈ Mn(S)} coincides with φ(K0(U)), where φ is the state
of K0(U) induced by rk. Applying this to the canonical rank function rk restricted to RKG one
immediately recovers the known fact that G(KG) = Z if and only if RKG is a division ring (in which
case, obviously, it must agree with the division closure of KG in U(G), see [38, Lemma 3]). Another
fact one can easily show from the Jaikin-Zapirain result is that if the SAC holds for G, and there is
a bound on the orders of the finite subgroups of G, then RKG must be an Artinian semisimple ring
(see [30, Theorem 1.5] for a stronger related result).
In this paper we begin a systematic study of the ∗-regular algebra RKΓ of the lamplighter group
Γ, and indeed of a much more general class of ∗-regular closures, as follows. We consider groups of
the form G = H ⋊ρ Z, the semidirect product of a countable discrete torsion abelian group H by an
action ρ of Z on H. The first step in our strategy consists in using the Fourier transform to express
the group algebra KG in the form CK(X) ⋊ρˆ Z, where X = Ĥ is the Pontryagin dual of H, CK(X)
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is the algebra of continuous functions f : X → K, where K is endowed with the discrete topology,
and ρˆ : Z y Ĥ is the dual action. This process works smoothly for any field K of characteristic 0
containing all the nth roots of 1, where n ranges over the orders of the elements of H. In characteristic
p > 0 we have to impose in addition the condition that p is coprime with all the orders of elements of
H. (See Section 5 for details.)
Since H is a discrete countable torsion abelian group, the space X = Ĥ is a totally disconnected
compact metrizable space. We can thus generalize the above setting by studying ∗-algebras A =
CK(X) ⋊T Z, where T is a homeomorphism of a totally disconnected infinite compact metrizable
space X and K is any field endowed with a positive definite involution. This is precisely the situation
studied in [3], where it was shown that given a full T -invariant ergodic measure µ on X, there is a
unique Sylvester matrix rank function rk on A such that rk(χU ) = µ(U) for each clopen subset U of
X. Here χU ∈ CK(X) denotes the characteristic function of U . It is worth to mention here that, using
the methods of [40] and [29], it is possible to obtain a Sylvester matrix rank function on A satisfying
the above condition. Although the method of [3] is quite different from the methods employed in
those articles, these rank functions must agree by the uniqueness result mentioned above. Moreover
by [3] the completion Rrk of A with respect to the metric topology induced by rk is a ∗-regular ring,
which is ∗-isomorphic to the von Neumann continuous regular factor MK . We show in Proposition
5.10 that for a group algebra KG, where G = H ⋊ρ Z is as above, the canonical rank function rkKG
corresponds under Fourier transform to the rank function rkµ̂, where µ̂ is the Haar measure on Ĥ. If
in addition rkKG is extremal in the compact convex set of Sylvester matrix rank functions, then µ̂ is
ergodic and we are exactly in the setting of [3]. Moreover we show in Theorem 5.12 that, with the
above hypothesis, there is a rank-preserving ∗-isomorphism RKG ∼= RA, where RA is the ∗-regular
closure of A = CK(Ĥ)⋊ρˆ Z in Rrk. It is well-known that the Haar measure on the group
⊕
Z Z2 is a
full invariant ergodic measure and so the lamplighter group Γ falls under the umbrella of our theory.
In the following, we fix a totally disconnected infinite compact metrizable space X and a homeo-
morphism T of X. We also fix a full T -invariant ergodic measure µ on X, and write A := CK(X)⋊T Z,
where K is a field with positive definite involution. The basic idea to obtain approximating algebras
for A was developed in the setting of C∗-algebras by Putnam et al, mainly in the case where T is a
minimal homeomorphism, see e.g. [22], [35], [36]. We do not require in this paper that T is minimal.
Given a non-empty clopen subset E of X and a (finite) partition P of X\E into clopen subsets,
let A(E,P) be the unital ∗-subalgebra of A generated by the partial isometries χZt, where Z ∈ P .
Then A(E,P) can be embedded in a (possibly infinite) direct product R of finite matrix algebras
over K. Now fixing a point y ∈ X and considering sequences (En,Pn) such that En ⊇ En+1 for all
n,
⋂
n≥1En = {y}, each partition Pn+1 ∪ {En+1} refines Pn ∪ {En}, and such that
⋃
n≥1(Pn ∪ {En})
generate the topology of X, we obtain a sequence of approximating ∗-algebras An = A(En,Pn), each
of them embedded in a direct product of finite matrix algebras Rn. We set A∞ =
⋃
n≥1An and
R∞ =
⋃
n≥1Rn.
With this notation at hand, we can summarize our main results in the following theorem (see
Propositions 4.3 and 4.6, and Theorem 4.11).
Theorem 1.1. Let A = CK(X)⋊T Z, T and µ as stated above. Then the nested sequence of approx-
imating ∗-subalgebras An of A satisfies the following properties:
(i) For n ∈ N, each algebra An can be embedded in a ∗-regular ring Rn which is a (possibly
infinite) direct product of finite matrix algebras over K.
(ii) There are natural inclusion maps Rn →֒ Rn+1 so that the following diagram is commutative:
An
  //
 _

An+1 _

  // An+2 _

  // · · · 

// A∞ _

  // A _

Rn
  //
 _

Rn+1 _

  // Rn+2 _

  // · · · 

// R∞ _

  // RA _

Rn
  // Rn+1
  // Rn+2
  // · · · 

// R∞
  // Rrk,
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where, Rrk is the rank-completion of A, RA is the ∗-regular closure of A in Rrk, and for each
n ∈ N ∪ {∞}, Rn is the ∗-regular closure of An in Rn.
(iii) Assume that y is a periodic point for T of period l. Then there is an ideal I of A∞ which is
also an ideal of A such that
A∞/I ∼= Ml(K) and A/I ∼=Ml(K[t, t
−1]).
(iv) The extension I˜ of I to R∞ satisfies that R∞/I˜ ∼= Ml(K). Moreover the ideal I˜ can be further
extended to an ideal I of RA such that RA/I ∼= Ml(K(t)). In particular, I is a maximal ideal
of the ∗-regular closure RA.
Parts (i) and (iii) come from [3] and are listed here for completeness. Observe that (iii) means that
the ∗-subalgebra A∞ is large in A. Similarly (iv) indicates that the ∗-regular subalgebra R∞ is large
in the ∗-regular algebra RA.
Using this result we can infer the following corollary, which provides useful information on the ideal
structure of RA:
Corollary 1.2. With the above hypothesis and notation, suppose that T has some periodic point.
Then there is an injective map from the set of finite orbits for the action of T to the set of maximal
ideals of RA. In particular, RA is not a simple ring.
See Lemma 4.12 for the proof of Corollary 1.2. The algebra RA might be simple if T has no periodic
points, see [5].
Although the above theorem reduces in principle the study of the ∗-regular closure RA to the
determination of the ∗-regular subalgebras Rn, it is a challenging problem to elucidate the structure
of these algebras. For a given ∗-subalgebra B := A(E,P) associated to a pair (E,P) as above,
we start the investigation of the ∗-regular closure RB of B in R. For this, we are guided by the
study in [6] of a particular case, which corresponds to the choices E0 = [0] and P0 = {[1]}, where
A = CK({0, 1}Z) ⋊T Z ∼= KΓ is the lamplighter group algebra and [ǫ] = {(xn) ∈ {0, 1}Z | x0 = ǫ}
for ǫ = 0, 1. In that paper, the structure of the ∗-regular closure R0 of A0 := A(E0,P0) in its
corresponding direct product of finite matrix algebras R0 was completely determined, see [6, Theorem
6.13]. For a general algebra B = A(E,P), we find in the present paper a ∗-subalgebra E of RB which
provides a generalization of the construction in [6] (see Subsection 6.3 for the exact relation between
both constructions). We expect that E will generally be only a proper ∗-subalgebra of RB , but there
are indications that the algebra E is very large, see below.
The algebra B has a description as a partial crossed product over Z [14], and we can write B =⊕
i∈Z Bit
i, where B0 is a ∗-regular subalgebra of CK(X) and each Bi = eiB0 is an ideal of B0
generated by an idempotent ei (see [3] and Subsection 4.2). We observe that we can restrict the
injective representation map π : B →֒ R to a representation π+ : B+ =
⊕
i≥0 Bit
i → R by lower
triangular matrices. Considering now a skew partial formal power series algebra
B0[[t;T ]] :=
{∑
i≥0
bit
i | bi ∈ Bi for all i ≥ 0
}
,
we can extend π+ to an injective representation π+ : B0[[t;T ]] → R by lower triangular matrices.
Similarly we obtain a representation π− : B0[[t−1, T−1]] → R by upper triangular matrices. The
algebra D+ is defined as the division closure of B+ in B0[[t;T ]]; that is, D+ is the smallest subalgebra
of B0[[t;T ]] containing B+ and closed under inversion. Similarly we obtain a corresponding subalgebra
D− of B0[[t−1, T−1]]. It turns out that π+(D+) ⊆ RB and π−(D−) ⊆ RB, and that π+(D+)∗ =
π−(D−) (see Proposition 4.16). Since RB is closed under the involution, the ∗-algebra D generated
by π+(D+) must also be contained in RB . The situation is summarized in the following diagram:
4
B+
  //
 o
  
❅❅
❅❅
❅❅
❅❅OO
∗

D+  p
  
❆❆
❆❆
❆❆
❆❆OO
∗

B0
.

>>⑤⑤⑤⑤⑤⑤⑤
 p
  
❇❇
❇❇
❇❇
❇❇
B 

// D 

// RB
B−
  //
/

>>⑦⑦⑦⑦⑦⑦⑦⑦
D−
.

>>⑥⑥⑥⑥⑥⑥⑥⑥
Finally by using the somewhat technical notion of special terms (see Definition 4.17) we are able
to enlarge the algebra D by considering a certain ∗-regular subalgebra Ψ(Q)pE of pERpE , where
pE := π(χE). The ∗-algebra E is then defined as the subalgebra of R generated by D and Ψ(Q)pE
(Definition 4.25). It is shown in Proposition 4.26 that we have inclusions of ∗-algebras B ⊆ D ⊆ E ⊆
RB .
In the last section of the paper, we give a specific approximation sequence {An} for the lamplighter
group algebra A := CK(X) ⋊T Z ∼= KΓ, where here X = {0, 1}Z and T is the shift T (x)i = xi+1
for x ∈ X. We use as a sequence of approximations the algebras An := A(En,Pn) associated to
partitions given by cylinder sets
[ǫ−n . . . ǫ0 · · · ǫn] = {x = (xi) ∈ X | x−n = ǫ−n, ..., x0 = ǫ0, ..., xn = ǫn},
where ǫ−n, . . . , ǫn ∈ {0, 1}. For n = 0, we recover the algebra A0 studied in [6]. It is worth men-
tioning here that, for n ≥ 1, the algebra Rn := RAn contains a copy of the algebra Krat〈X〉 of
non-commutative rational series in infinitely many indeterminates (see Proposition 6.7). This has
potential applications for the computation of ℓ2-Betti numbers for the lamplighter, as explained in
[5].
The paper is organized as follows. Section 2 contains preliminary definitions and results, and
Section 3 contains details on the basic construction used in the paper, which is fully developed in
[3]. We undertake in Section 4 the general study of the ∗-regular closure RA of a crossed product
algebra A = CK(X) ⋊T Z, where X is a totally disconnected compact metrizable space, and T is a
homeomorphism of X. We first obtain the results about the approximation of RA by a sequence of
∗-regular algebras Rn, including the study about the difference between RA and R∞ =
⋃
n≥1Rn in
case y is a periodic point of T . In Subsection 4.2, we start our general study of the ∗-regular algebra
RB associated to an algebra B = A(E,P), by identifying several interesting subalgebras therein. In
Section 5, we explain the connection between the crossed product algebras CK(X) ⋊T Z and group
algebras KG, where G = H ⋊ρ Z is a semidirect product with H a countable torsion abelian group.
The connection uses essentially the Fourier transform, but, since we impose only minimal conditions
on our base field K, we need to work out some additional details. Finally Section 6 contains our study
of the group algebra KΓ of the lamplighter group Γ. Using a concrete sequence {(En,Pn) | n ∈ Z+}
of partitions of X = {0, 1}Z, we are able to concretely compute several of the objects introduced
in Section 4 in the general setting. In particular we show in Proposition 6.7 that, for n ≥ 1, the
∗-regular algebras Rn contain a copy of the algebra of non-commutative rational series in infinitely
many indeterminates. We conclude the paper by determining the exact relation of our theory with
the algebra studied in [6, Section 6].
2. Background and preliminaries
Here we collect background definitions, concepts, and results needed during the course of the paper.
2.1. Von Neumann regular rings, ∗-regular rings and rank functions. A ring R is called
regular, or von Neumann regular, if for every element x ∈ R there exists y ∈ R such that x = xyx.
In this case, the element e = xy is an idempotent and generates the same right ideal as x. In fact,
a characterization for regular rings is that every finitely generated right ideal of R is generated by a
single idempotent [17, Theorem 1.1].
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A ∗-regular ring is a regular ring R endowed with an involution ∗ which is proper, meaning that
the equation x∗x = 0 implies x = 0. The involution is called positive definite in case, for each n ≥ 1,
the equation
∑n
i=1 x
∗
ixi = 0 implies xi = 0 for all 1 ≤ i ≤ n. If R is a ∗-regular ring with a positive
definite involution, thenMn(R) is also a ∗-regular ring when endowed with the ∗-transpose involution.
In a ∗-regular ring R every principal right/left ideal is generated by unique projections. Specifically,
for every x ∈ R there exist unique projections e, f ∈ R (usually denoted by LP(x) and RP(x), and
termed the left and right projections of x, respectively) satisfying that xR = eR and Rx = Rf . In
this setting, there also exists a unique element x ∈ fRe such that xx = e and xx = f . The element
x is called the relative inverse of x. We refer the reader to [1, 8] for further information on ∗-regular
rings.
For any subset S ⊆ R of a unital ∗-regular ring R, there exists a smallest unital ∗-regular subring
of R containing S ([6, Proposition 6.2], see also [30, Proposition 3.1]). This ∗-regular ring is called
the ∗-regular closure of S in R, and is denoted by R(S,R). In fact,
R(S,R) =
⋃
n≥0
Rn(S,R),
where R0(S,R) is the unital ∗-subring of R generated by the set S, and Rn+1(S,R) is generated by
Rn(S,R) and the relative inverses in R of the elements of Rn(S,R). It was observed in [24] that
Rn+1(S,R) can be described as the subring of R generated by the elements of Rn(S,R) and the
relative inverses of the elements of the form x∗x for x ∈ Rn(S,R).
A pseudo-rank function on a unital regular ring R is a map rk : R→ [0, 1] that satisfies the following
properties:
a) rk(0) = 0, rk(1) = 1;
b) rk(xy) ≤ min{rk(x), rk(y)} for every x, y ∈ R;
c) if e, f ∈ R are orthogonal idempotents, then rk(e+ f) = rk(e) + rk(f).
If rk satisfies the additional property
d) rk(x) = 0 only if x = 0,
then rk is called a rank function on R. For general properties of pseudo-rank functions over regular
rings one can consult [17, Chapter 16].
Every (pseudo-)rank function rk on a regular ring R defines a (pseudo-)metric d on R by the rule
d(x, y) = rk(x − y). Since the ring operations are continuous with respect to this (pseudo-)metric,
one can consider the completion R of R with respect to d. It is also a regular ring, and rk can be
uniquely extended continuously to a rank function rk on R such that R is also complete with respect
to the metric induced by rk.
Regular rings are also of great interest since every (pseudo-)rank function rk on R can be uniquely
extended to a (pseudo-)rank function on matrices over R (see e.g. [17, Corollary 16.10]). This is no
longer true if we do not assume R to be regular. The definition that seems to fit in the general setting
is the notion of a Sylvester matrix rank function.
Definition 2.1. Let R be a unital ring, and set M(R) =
⋃
n≥1Mn(R). A Sylvester matrix rank
function on R is a map rk :M(R)→ R+ satisfying the following conditions:
a) rk(M) = 0 if M is a zero matrix, and rk(1) = 1;
b) rk(M1M2) ≤ min{rk(M1), rk(M2)} for any matrices M1 and M2 of appropriate sizes;
c) rk
(
M1 0
0 M2
)
= rk(M1) + rk(M2) for any matrices M1 and M2;
d) rk
(
M1 M3
0 M2
)
≥ rk(M1) + rk(M2) for any matrices M1, M2 and M3 of appropriate sizes.
Sylvester matrix rank functions were first introduced by Malcolmson in [32] in order to study ho-
momorphisms to division rings. For more theory and properties about Sylvester matrix rank functions
we refer the reader to [24], [28], [29] and [39, Part I, Chapter 7].
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We denote by P(R) the compact convex set of Sylvester matrix rank functions on R. By [17,
Proposition 16.20] this space coincides with the space of pseudo-rank functions on R when R is a
regular ring.
As in the case of pseudo-rank functions on a regular ring, a Sylvester matrix rank function rk on
a unital ring R gives rise to a pseudo-metric by the rule d(x, y) = rk(x − y). We call the Sylvester
matrix rank function faithful if its kernel, defined as the set of all element x ∈ R with zero rank, is
exactly {0}. In this case d becomes a metric on R. Again, the ring operations are continuous with
respect to d, so one can consider the completion R of R with respect to d, and rk can be uniquely
extended continuously to a Sylvester matrix rank function rk on R.
A very useful result connecting the ∗-regular closure R(S,R) and possible values of a Sylvester
matrix rank function defined on R is given in the following proposition, which can be thought of as
an analogue of the classical Cramer’s rule.
Proposition 2.2 (Corollary 6.2 of [24]). Let S be a unital ∗-subring of a ∗-regular ring R, and let
R = R(S,R) be the ∗-regular closure of S in R.
Then for any matrices r1, ..., rk ∈ Mn×m(R), there exists a matrix M ∈ Ma×b(S) and matrices
A1, ..., Ak ∈ Mn×b(S) such that, for any other square-matrices t1, ..., tk ∈ Mn(S) and any Sylvester
matrix rank function rk defined on R,
rk(t1r1 + · · · + tkrk) = rk
(
M
t1A1 + · · ·+ tkAk
)
− rk(M).
In particular, any Sylvester matrix rank function on R is completely determined by its values on
matrices over S.
2.2. Division closure and rational closure. In this subsection we recall the well-known concepts
of the division closure and the rational closure. We also introduce the notion of universal localization
in a special case. See [11] for a detailed treatment.
Let R be a unital subring of a ring T . The division closure D(R,T ) of R in T is the smallest
subring of T containing R and closed under inverses in T . So we have R ⊆ D(R,T ) ⊆ T and
d−1 ∈ D(R,T ) whenever d ∈ D(R,T ) is invertible in T . The rational closure of R in T is the smallest
subring Rat(R,T ) of T containing R and closed under inverses of square matrices. We thus have
R ⊆ Rat(R,T ) ⊆ T , and whenever a matrix A ∈Mn(Rat(R,T )) is invertible in Mn(T ), then all the
entries of A−1 belong to Rat(R,T ).
We summarize in the next lemma some properties concerning the rational, division and ∗-regular
closures. Its proof is straightforward, so we omit it.
Lemma 2.3. Let R be a unital subring of T . Then the following properties hold:
i) D(D(R,T ), T ) = D(R,T ) = D(R,D(R,T )).
ii) Rat(Rat(R,T ), T ) = Rat(R,T ) = Rat(R,Rat(R,T )).
iii) D(R,T ) ⊆ Rat(R,T ).
Moreover, if T is ∗-regular, then the ∗-regular closure of R in T , which we denote by R(R,T ), contains
the rational closure Rat(R,T ).
We will need in Section 6 the notion of universal localization of a ring, but only with respect to
elements of the ring. Let Σ be a subset of a unital ring R. Then the universal localization of R with
respect to Σ is the ring Σ−1R obtained by universally adjoining to R inverses of elements of Σ. There
is a canonical ring homomorphism ιΣ : R → Σ−1R satisfying the following universal property: for
each ring homomorphism ϕ : R → S such that ϕ(s) is invertible for all s ∈ Σ, there exists a unique
homomorphism ϕ˜ : Σ−1R→ S such that ϕ = ϕ˜ ◦ ιΣ.
2.3. ℓ2-Betti numbers for group algebras and the Atiyah Conjecture. Here we recall some
basic facts on ℓ2-Betti numbers associated to a group. We refer the reader to [31] for more information
on this subject.
For a discrete countable groupG and a subfieldK of C closed under complex conjugation we consider
the group ∗-algebra KG acting on the Hilbert space ℓ2(G) by left multiplication. We denote by N (G)
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the weak-completion of CG in B(ℓ2(G)), which is commonly known as the group von Neumann algebra
of G. An equivalent algebraic definition can be given: it consists exactly of those bounded operators
T : ℓ2(G)→ ℓ2(G) that are G-equivariant, i.e. T (ξg) = T (ξ)g for ξ ∈ ℓ2(G) and g ∈ G.
The algebra N (G) is endowed with a normal, positive and faithful trace, defined as
trN (G)(T ) := 〈T (ξe), ξe〉ℓ2(G) for T ∈ N (G),
where {ξg}g∈G is the canonical orthonormal basis of ℓ2(G). Note that for an element T =
∑
γ∈G aγγ ∈
CG, its trace is simply the coefficient ae.
All the above constructions can be extended to k × k matrices: the ∗-algebra Mk(KG) acts faith-
fully on ℓ2(G)k by left multiplication. We denote by Nk(G) the weak-completion of Mk(CG) inside
B(ℓ2(G)k), which coincides withMk(N (G)). The previous trace can be extended to an (unnormalized)
trace in Nk(G) by setting, for a matrix T = (Tij) ∈ Nk(G),
TrNk(G)(T ) :=
k∑
i=1
trN (G)(Tii).
Every matrix operator A ∈Mk(KG) gives rise to an ℓ2-Betti number, in the following way. Consider
A as an operator A : ℓ2(G)k → ℓ2(G)k acting on the left, and take pA ∈ Nk(G) to be the projection
onto the kernel of A. One can then define the von Neumann dimension dimN (G)(kerA) of kerA as
the trace of the projection pA.
Definition 2.4. A real positive number r is called an ℓ2-Betti number arising from G with coefficients
in K if for some integer k ≥ 1, there exists a matrix operator A ∈Mk(KG) such that
dimN (G)(kerA) := TrNk(G)(pA) = r.
We denote the set of all ℓ2-Betti numbers arising from G with coefficients in K by C(G,K). It should
be noted that this set is always a subsemigroup of (R+,+). The subgroup of (R,+) generated by
C(G,K) will be denoted throughout the article by G(G,K).
It is also possible to define the von Neumann dimension by means of a rank function, as follows. Let
U(G) be the classical ring of quotients of N (G). It is a ∗-regular ring possessing a Sylvester matrix
rank function rk defined by
rk(A) := TrNk(G)(LP(A)) = TrNk(G)(RP(A))
for any matrix A ∈Mk(U(G)), where LP(A) and RP(A) are the left and right projections of A inside
Mk(U(G)), respectively. In particular, we obtain by restriction a Sylvester matrix rank function rkKG
on KG , and we have the equality
(2.1) dimN (G)(kerA) = k − rkKG(A)
for each matrix operator A ∈Mk(KG).
3. A dynamical approximation for crossed product algebras
Let us recall the general construction used in [3] for providing an essentially unique Sylvester matrix
rank function on an algebraic crossed product algebra A := CK(X) ⋊T Z, where T : X → X is a
homeomorphism of a totally disconnected, compact metrizable space X, which we also assume to
be infinite (e.g. one can take X to be the Cantor space). Here K is an arbitrary field and CK(X)
is the algebra of continuous functions f : X → K where K is endowed with the discrete topology;
equivalently, is the algebra of locally constant functions f : X → K. For the construction, a T -
invariant, ergodic and full probability measure µ on X is also needed. We refer the reader to [3,
Section 3]. This construction is used throughout the paper.
For ∅ 6= E ⊆ X any clopen subset and P any (finite) partition of the complement X\E into clopen
subsets, define B to be the unital ∗-subalgebra of A generated by the family of partial isometries
{χZt}Z∈P . By [3, Lemma 3.4], the ∗-algebra B0 = CK(X) ∩ B is linearly spanned by the unit 1 and
the projections of the form χC , being C a non-empty clopen subset of X of the form
(3.1) T−r(Z−r) ∩ · · · ∩ Z0 ∩ · · · ∩ T
s−1(Zs−1),
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where Z−r, ..., Z0, ..., Zs−1 ∈ P and r, s ≥ 0. Here χU denotes the characteristic function of the clopen
subset U ⊆ X. We have the decomposition
B =
⊕
i∈Z
B0(χX\Et)
i =
⊕
i∈Z
Bit
i
with Bi = χX\(E∪···∪T i−1(E))B0 and B−i = χX\(T−1(E)∪···∪T−i(E))B0 for i > 0. By [3, Lemma 3.8], for
i > 0 the algebra Bi is linearly spanned by the terms χC , where C is of the form (3.1) with s ≥ i, and
similarly B−i is linearly spanned by the terms χC , where C is of the form (3.1) with r ≥ i.
There exists a quasi-partition of X (i.e. a countable family of non-empty, pairwise disjoint clopen
subsets whose union has full measure) given by the T -translates of clopen subsets W of the form
(3.2) W = E ∩ T−1(Z1) ∩ · · · ∩ T
−k+1(Zk−1) ∩ T
−k(E) for some k ≥ 1 and Zi ∈ P ,
whenever these are non-empty. In fact, if we write |W | := k (the length of W ) and V := {W 6=
∅ as above}, then for a fixed W ∈ V the characteristic functions {χW , ..., χT |W |−1(W )} belong to B,
and moreover the set of elements eij(W ) = (χX\Et)
iχW (t
−1χX\E)
j , 0 ≤ i, j ≤ |W | − 1, forms a set
of |W | × |W | matrix units in B (i.e. they satisfy eij(W )ets(W ) = δj,teis(W ) for all allowable indices
i, j, t, s). In addition, the element hW := e00(W ) + · · · + e|W |−1,|W |−1(W ) is central in B and, by [3,
Proposition 3.11], we have
(3.3) hWB ∼= M|W |(K).
From now on, and slightly abusing language, we will identify hWB withM|W |(K) whenever convenient.
In this way one constructs an injective ∗-representation π : B →֒
∏
W∈VM|W |(K) =: R defined by
π(a) = (hW · a)W [3, Proposition 3.13].
The ∗-algebra B corresponding to (E,P) as above will be denoted by A(E,P).
Take now {En}n≥1 to be a decreasing sequence of clopen sets of X together with a family {Pn}n≥1,
being each Pn a (finite) partition of X\En into clopen subsets, such that:
a) the intersection of all the En consists of a single point y ∈ X;
b) Pn+1 ∪ {En+1} is a partition of X finer than Pn ∪ {En};
c)
⋃
n≥1(Pn ∪ {En}) generates the topology of X.
By writing Vn for the (non-empty) sets (3.2) corresponding to the pair (En,Pn) and setting An :=
A(En,Pn), we get injective ∗-representations πn of An into Rn :=
∏
W∈Vn
M|W |(K), in such a way
that the diagrams
(3.4)
An
  ιn //
 _
πn

An+1 _
πn+1

  ιn+1 // An+2 _
πn+2

  // · · · 

// A∞ _
π∞

Rn
  jn // Rn+1
  jn+1 // Rn+2
  // · · · 

// R∞
commute. Here ιn is the natural embedding ιn(χZt) =
∑
Z′ χZ′t where the sum is taken with respect to
all Z ′ ∈ Pn+1 satisfying Z ′ ⊆ Z, the maps jn : Rn →֒ Rn+1 are the embeddings given in [3, Proposition
4.2], and A∞,R∞ are the inductive limits of the direct systems (An, ιn), (Rn, jn), respectively. In
fact, the algebra A∞ can be explicitly described in terms of the crossed product, as follows. For
U ⊆ X an open set, denote by Cc,K(U) the ideal of CK(X) generated by the characteristic functions
χV , where V ranges over the clopen subsets V ⊆ X contained in U . By [3, Lemma 4.3], A∞ coincides
with the ∗-subalgebra of A = CK(X)⋊T Z generated by CK(X) and Cc,K(X\{y})t. This will be used
in the next section when describing the ∗-regular closure of A.
One can define a Sylvester matrix rank function on each Rn by the rule
rkn(M) =
∑
W∈Vn
µ(W )Rk(MW ) for M = (MW )W ∈ Rn,
being Rk the usual rank of matrices. These rank functions are compatible with respect to the em-
beddings jn, so they give rise to a well-defined rank function rk∞ on R∞. Using this rank function
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it is possible to define a Sylvester matrix rank function over A, unique with respect to a certain
compatibility property concerning the measure µ, as the following theorem states.
Theorem 3.1. [3, Theorem 4.7 and Proposition 4.8] If Rrk denotes the rank-completion of R∞ with
respect to its rank function rk∞, then we can embed A →֒ Rrk in such a way that it coincides with the
embedding A∞ →֒ R∞ when restricted to A∞, and the element t is sent to limn πn(χX\Ent).
Moreover, the Sylvester matrix rank function rkA induced by restriction of rk∞ (the extension of
rk∞ to Rrk) on A is extremal, and unique with respect to the following property:
rkA(χU ) = µ(U) for every clopen subset U ⊆ X.
Finally, the rank-completion of A with respect to rkA gives back Rrk.
4. The ∗-regular closure RA and its ideal structure
In this section we undertake the study of the ∗-regular closure of the crossed product algebra
A = CK(X)⋊T Z inside Rrk (see Theorem 3.1) when (K,−) is a field with positive definite involution.
In this situation, the direct product Rn =
∏
W∈Vn
M|W |(K) has a structure of ∗-regular K-algebra,
where each matrix algebra M|W |(K) is endowed with the ∗-transpose involution. Since this structure
is compatible with the transition homomorphisms, we obtain a stucture of ∗-regular algebra on R∞,
and thus on its completion Rrk. Moreover, A sits naturally as a ∗-subalgebra of Rrk. See [3, Theorem
4.9] for more details.
Let RA := R(A,Rrk) denote the ∗-regular closure of A inside Rrk. The structure of this ∗-algebra
is closely related to the possible values of the rank function rkA; in other words, it is related with the
set
(4.1) C(A) := rkA
( ⋃
n≥1
Mn(A)
)
⊆ R+.
As in Definition 2.4, this set has the structure of a semigroup, inherited from (R+,+). We will denote
by G(A) the subgroup of (R,+) generated by C(A). The set C(A) can be thought of as the set of
complementary ℓ2-Betti numbers arising from A (cf. Definition 2.4 and (2.1)).
The exact relation between G(A) and RA is given in the following proposition, which is motivated
by Proposition 2.2.
Proposition 4.1. The group G(A) coincides with the subgroup of (R,+) generated by the set
rkRA(RA) = {rkRA(r) | r ∈ RA},
where rkRA is the restriction of rk∞ to RA (see Theorem 3.1). Equivalently, it coincides with the
image of the state
φ : K0(RA)→ R, [p]− [q] 7→ rkRA(p)− rkRA(q).
Proof. Write S1 for the subgroup generated by rkRA(RA). By Proposition 2.2, we have the inclusion
S1 ⊆ G(A).
For the other inclusion note first that, since RA is a ∗-regular ring with positive definite involution,
each matrix algebra Mn(RA) is ∗-regular too. So for each A ∈Mn(RA) there exists a projection P ∈
Mn(RA) such that rkRA(A) = rkRA(P ). We conclude that C(A) is contained in the set of positive real
numbers of the form rkRA(P ), where P ranges over matrix projections with coefficients in RA. Now
each such projection P is equivalent to a diagonal one [17, Proposition 2.10], that is, one of the form
diag(p1, ..., pr) for some projections p1, ..., pr ∈ RA, so that rkRA(P ) = rkRA(p1)+· · ·+rkRA(pr) ∈ S1,
and G(A) ⊆ S1.
Now the last part of the proposition follows easily, since φ(K0(RA)) = S1. 
Before continuing, it is worth to mention that we can completely determine the rank-completion
of RA: it is the well-known von Neumann continuous factor MK , defined as the completion of
lim
−→n
M2n(K) with respect to its unique rank function (see [4, 13] for details). Here the direct limit is
taken with respect to the block diagonal embeddings x 7→ diag(x, x).
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Proposition 4.2. With the above notation, we have that RA
rkRA ∼=MK as ∗-algebras.
Proof. Here MK has the involution induced from the ∗-transpose involution on each matrix algebra
M2n(K). Since A ⊆ RA ⊆ Rrk and A
rkA = Rrk ∼=MK due to [3, Theorems 4.7 and 4.9], the result
follows. 
Our strategy is to make use of our sequence {An}n≥1 of approximating algebras from Section 3 to
approximate RA in a suitable way. As already mentioned, in our present setting the algebras Rn, R∞
and Rrk become ∗-regular algebras, and all the connecting maps in the commutative diagram (3.4)
become ∗-homomorphisms. We denote by Rn = R(An,Rn) the ∗-regular closure of An inside Rn.
Similarly, R∞ = R(A∞,R∞).
Proposition 4.3. We have inclusions Rn ⊆ Rn+1, and moreover
⋃
n≥1Rn = R∞. Therefore the
diagram (3.4) extends to a commutative diagram
(4.2)
An
  //
 _

An+1 _

  // An+2 _

  // · · · 

// A∞ _

  // A _

Rn
  //
 _

Rn+1 _

  // Rn+2 _

  // · · · 

// R∞ _

  // RA _

Rn
  // Rn+1
  // Rn+2
  // · · · 

// R∞
  // Rrk.
Proof. Since An ⊆ An+1 ∩ Rn ⊆ Rn+1 ∩ Rn ⊆ Rn, and Rn+1 ∩ Rn is ∗-regular, we have Rn ⊆
Rn+1 ∩ Rn ⊆ Rn+1. In particular, this shows the commutativity of the left sides of the diagram.
The proof for the right sides is similar: A∞ ⊆ A ∩R∞ ⊆ RA ∩R∞ ⊆ R∞, and since RA ∩R∞ is
∗-regular, we have again R∞ ⊆ RA ∩R∞ ⊆ RA.
To prove the equality
⋃
n≥1Rn = R∞, note that each An ⊆ Rn ⊆
⋃
n≥1Rn ⊆ R∞, hence
A∞ ⊆
⋃
n≥1Rn ⊆ R∞. It is easy to check, using that Rn ⊆ Rn+1, that
⋃
n≥1Rn is ∗-regular, so by
definition R∞ ⊆
⋃
n≥1Rn. The other inclusion is trivial because each Rn ⊆ R∞. 
The following lemma gives some examples of elements that appear inside RA.
Lemma 4.4. Take p(x) = λ0 + λ1x+ · · ·+ λkx
k ∈ K[x] a polynomial with λ0 6= 0. Then p(t) ∈ A is
invertible in RA. Moreover, RA contains a copy of the rational function field K(t).
Proof. Inside Rrk we identify the element t ∈ A with limn πn(χX\Ent) (cf. Theorem 3.1). Hence
p(t) = limn p(πn(χX\Ent)). Note that πn(χX\Ent) = (hW · χX\Ent)W . We compute
hW · χX\Ent = e10(W ) + · · ·+ e|W |−1,|W |−2(W ) =: uW ,
so
p(πn(χX\Ent)) = (λ0 IdW +λ1uW + · · · + λku
k
W )W .
These are all lower triangular matrices inside each matrix algebra M|W |(K), and in fact invertible
since λ0 6= 0. Hence p(πn(χX\Ent)) is invertible inside Rn ⊆ Rrk for each n ≥ 1, and so is its limit
limn p(πn(χX\Ent)) = p(t). Since t is already invertible in RA, it follows that K(t) ⊆ RA. 
4.1. Difference between RA and R∞ assuming existence of a periodic point. We determine
in this subsection the exact relationship between R∞ and RA in case y is a periodic point. To start,
we recall the following proposition from [3], which determines how big is the subalgebra A∞ inside
the algebra A in this case of interest.
Proposition 4.5. [3, Proposition 4.5] Let us assume the above notation. Suppose that y is a periodic
point for T with period l. Let I be the ideal of A generated by Cc,K(X\{y, . . . , T l−1(y)}). Then:
(i) I is also an ideal of A∞, and we have ∗-algebra isomorphisms
A/I ∼= Ml(K[s, s
−1]), A∞/I ∼= Ml(K).
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(ii) There exists some M ≥ 0 such that for each n ≥ M there is exactly one Wn ∈ Vn of length
l and containing y, and such that the isomorphism hWnAn ∼= Ml(K) given in (3.3) coincides
with the restriction of the projection map q : A∞ → A∞/I on hWnAn. That is, the diagram
A∞
q
// A∞/I
∼=

hWnAn
∼=
//
?
OO
Ml(K)
commutes, where the right isomorphism comes from (i). Moreover, hW ∈ I for all W ∈ Vn,
W 6= Wn.
(iii) An/(I ∩An) ∼= A∞/I ∼= Ml(K) and (1− hWn)An = I ∩An for every n ≥M .
We continue with a proposition concerning the structure of R∞.
Proposition 4.6. Let us assume the same notation as in Proposition 4.5. Let I˜ be the ideal of R∞
generated by I. Then:
(i) I˜ =
⋃
n≥M(1− hWn)Rn, and there is a ∗-isomorphism
R∞/I˜ ∼= Ml(K).
(ii) If R denotes the ∗-subalgebra of RA generated by I˜ , hWMAM and K[t, t
−1], then I˜ is also an
ideal of R, A is contained in R, and there is a ∗-isomorphism
R/I˜ ∼= Ml(K[t
l, t−l]).
Remark 4.7. Since the ideal I˜ is already ∗-regular and the quotient R/I˜ is close to be ∗-regular, the
∗-subalgebra R is not the ∗-regular closure RA, but is a good approximation to it. We will see later
how to enlarge R in order to obtain the whole RA. First, we prove Proposition 4.6.
Proof of Proposition 4.6. (i) For n ≥M , let In = I ∩An and let I˜n be the ideal of Rn generated by
In.
Claim 1: I˜ =
⋃
n≥M I˜n.
Proof: Clearly each I˜n ⊆ I˜, so
⋃
n≥M I˜n ⊆ I˜. For the other inclusion, recall that I ⊆ A∞ by
Proposition 4.5. If we take a to be an element of I˜, then a =
∑m
j=1 rjbjsj for some rj, sj ∈ R∞ and
bj ∈ I ⊆ A∞. There exists then an index n0 ≥ M such that rj , sj ∈ Rn0 and bj ∈ I ∩An0 = In0
for all 1 ≤ j ≤ m. Therefore a =
∑m
j=1 rjbjsj ∈ Rn0In0Rn0 = I˜n0 , and we obtain the inclusion
I˜ ⊆
⋃
n≥M I˜n. 
Claim 2: I˜n = (1− hWn)Rn.
Proof: Since In = (1 − hWn)An due to Proposition 4.5, and taking into account that (1 − hWn) is
central in Rn, we compute
I˜n = RnInRn = Rn(1− hWn)AnRn = Rn(1− hWn)Rn = (1− hWn)Rn,
as required. 
Using Claims 1 and 2, we get I˜ =
⋃
n≥M I˜n =
⋃
n≥M(1−hWn)Rn. In particular, we see that the ideal
I˜ is ∗-regular.
Claim 3: For m ≥ n ≥M , we have isomorphisms Rn/I˜n ∼= Rm/I˜m ∼=Ml(K), via
eij(Wn) + I˜n 7→ eij(Wm) + I˜m 7→ eij .
Proof: To see this, note first that hWnRn ∼= Ml(K) through eij(Wn) 7→ eij , since An ⊆ Rn ⊆ Rn
and hWnAn = hWnRn ∼= Ml(K). Now each hWn is a central idempotent in Rn, so we have
decompositions
Rn = (1− hWn)Rn ⊕ hWnRn = I˜n ⊕ hWnRn.
Hence Rn/I˜n ∼= hWnRn ∼= Ml(K) ∼= hWmRm ∼= Rm/I˜m through the cited maps. 
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Fix n ≥ M and consider the composition Rn →֒ R∞ → R∞/I˜ . Since I˜n ⊆ I˜, we get a ∗-
homomorphism
Rn/I˜n → R∞/I˜, r + I˜n 7→ r + I˜ .
From Claim 3 it follows easily that, for n,m ≥M , the diagram
Rn/I˜n
∼=

// R∞/I˜
Rm/I˜m
::✉✉✉✉✉✉✉✉✉
is commutative. This proves surjectivity of Rn/I˜n → R∞/I˜. For injectivity, it is enough to show
that the element hWn does not lie inside I˜ . But if hWn ∈ (1 − hWn0 )Rn0 for some n0 ≥ n then
hWn0 = hWn0hWn = 0, a contradiction. From this we obtain the desired ∗-isomorphism R∞/I˜
∼=
Rn/I˜n ∼= Ml(K).
(ii) We show first that I˜ is stable under multiplication by elements of K[t, t−1].
Claim 4: tI˜ = I˜.
Proof: Let’s prove the inclusion tI˜ ⊆ I˜, so take a ∈ (1 − hWn)Rn for some n ≥ M . Since
a = (1− hWn)a, it is enough to show that t(1− hWn) ∈ I˜. But
t(1− hWn) = tχX\(Wn∪T (Wn)∪···∪T l−1(Wn)) = χX\(T (Wn)∪T 2(Wn)∪···∪T l(Wn))t
and χX\(T (Wn)∪T 2(Wn)∪···∪T l(Wn)) ∈ Cc,K(X\{y}), so by the description of A∞ given in Section 3
we deduce that t(1−hWn) ∈ A∞, hence t(1−hWn) ∈ I˜. To show the other inclusion it is enough to
show that t−1I˜ ⊆ I˜, which in turn will follow once we show that t−1(1− hWn) ∈ I˜. This is obvious
because 1− hWn ∈ Cc,K(X\{y}). 
As a consequence, we have p(t)I˜ , I˜p(t) ⊆ I˜ for any Laurent polynomial p(t) in t, so I˜ is an ideal of R.
Claim 5: I˜ is a proper ideal of R.
Proof: This follows from the fact that rkA(1− hWn) < 1 for all n ≥M . 
Claim 6: A ⊆ R.
Proof: We show by induction that hWnAn ⊆ R for all n ≥ M . For n = M , this follows from
the definition of R. Now assume that hWnAn ⊆ R for some n ≥ M . Under the quotient map
A∞ → A∞/I ∼= Ml(K) the matrix units eij(Wn) correspond to the matrix units eij (Proposition
4.5), hence the differences eij(Wn+1)− eij(Wn) belong to I ⊆ I˜ ⊆ R for all 0 ≤ i, j ≤ l − 1. Since
eij(Wn) ∈ hWnAn ⊆ R, we deduce that eij(Wn+1) ∈ R, and so the whole algebra hWn+1An+1 lies
inside R. Therefore hWnAn ⊆ R for all n ≥M . Hence
An = (1− hWn)An ⊕ hWnAn ⊆ I˜ + hWnAn ⊆ R
for all n ≥M , so A∞ ⊆ R. In particular CK(X) ⊆ R, and since K[t, t−1] ⊆ R already, we obtain
A ⊆ R, as claimed. 
Claim 7: We have a ∗-isomorphism R/I˜ ∼= Ml(K[tl, t−l]).
Proof: Since 1 − hWM ∈ I˜, the family {eij(WM ) + I˜ | 0 ≤ i, j ≤ l − 1} is a complete system of
matrix units for R/I˜ , so there is an isomorphism R/I˜ ∼= Ml(T ), being T the centralizer of the
family {eij(WM ) + I˜ | 0 ≤ i, j ≤ l − 1} in R/I˜ . The isomorphism is given explicitly by
s 7→
l−1∑
i,j=0
sijeij , with sij =
l−1∑
k=0
eki(WM ) · s · ejk(WM ) ∈ T,
which is also a ∗-isomorphism. We thus only need to prove that T = K[tl, t−l]. The inclusion
K[tl, t−l] ⊆ T is clear since, using that eij(W ) = χT i(W )t
i−j for 0 ≤ i, j ≤ |W | − 1, we get
tleij(WM )− eij(WM )t
l = (χT i+l(WM ) − χT i(WM ))t
i−j+l
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which belongs to I ⊆ I˜ due to the fact that χT i+l(WM ) − χT i(WM ) ∈ Cc,K(X\{y, . . . , T
l−1(y)})
since y is a periodic point of period l which belongs to WM (see Proposition 4.5). Therefore
R/I˜ ∼= Ml(T ) ⊇ Ml(K[tl, t−l]). In order to prove the equality it is enough to check that the
element t+ I˜ ∈ R/I˜ belongs to Ml(K[tl, t−l]) under the previous isomorphism. Note that we can
write
t+ I˜ = thWM + I˜ =
l−2∑
i=0
ei+1,i(WM ) + t
le0,l−1(WM ) + I˜
which is mapped to the element
∑l−2
i=0 ei+1,i + t
le0,l−1 under the previous isomorphism, and so it
belongs to Ml(K[tl, t−l]). We have thus obtained the desired ∗-isomorphism R/I˜ ∼= Ml(K[tl, t−l]).

This concludes the proof of the proposition. 
We now want to describe the ∗-regular closureRA ofA inRrk in terms of the ∗-algebraR introduced
in Proposition 4.6(ii). For that we need a couple of technical lemmas, together with a definition.
Definition 4.8. Let R be a non-unital ring. We say that a family E ⊆ R of idempotents is a left
local unit for R if for every r1, ..., rn ∈ R there exists an idempotent e ∈ E such that
eri = ri for all 1 ≤ i ≤ n.
The concept of right local unit is defined analogously. A local unit will be a right and left local unit.
Note that, in the case that R is a ring endowed with an involution ∗ and E is a left local unit for
R, then E∗ = {e∗ | e ∈ E} is a right local unit for R.
Recall that I˜ is the ideal of R∞ generated by I. We write S0 for the ∗-subalgebra of RA generated
by I˜ , hWMAM and K(t) (compare with R from Proposition 4.6). It may be the case that I˜ is not an
ideal of S0 anymore; nevertheless, we have the following result.
Lemma 4.9. Denote by I0 the ideal of S0 generated by I˜, and consider
E = {p(tl)−1(1− hWn)p(t
l) ∈ I0 | p(t) ∈ K[t]\{0}, n ≥M}.
Then E is a left local unit for I0.
Proof. Since I˜ is closed under the involution, it follows that I0 is a ∗-ideal of S0.
Note that every element of I0 is a sum of elements of the form
(4.3) p1(t)q1(t)
−1ei1,j1(WM ) · · · ps(t)qs(t)
−1eis,js(WM )ps+1(t)qs+1(t)
−1(1− hWn)y,
where pk, qk ∈ K[t]\{0}, 0 ≤ ik, jk ≤ l − 1, n ≥M and y ∈ S0. Since I˜ is stable under multiplication
by K[t, t−1], the product ps+1(t)(1 − hWn) belongs to I˜, so we can assume that ps+1(t) = 1.
Claim: Each element of the form (4.3) can be further written as a sum of elements of the form
q(tl)−1(1− hWn)y˜ for some q ∈ K[t
l]\{0}, n ≥M and y˜ ∈ S0.
Proof: Since the field extension K(t)/K(tl) has degree l, with basis {1, t, ..., tl−1}, we can write
qs+1(t)
−1 as
qs+1(t)
−1 =
N∑
i=0
tigi(t
l)−1
for some N ≥ 0 and polynomials gi ∈ K[tl]\{0}. Thus we can assume that qs+1 is a polynomial in tl.
Recall that, modulo the ideal I˜, the matrix units eij(WM ) commute with the element tl. As a
consequence the element bs := qs+1(tl)eis,js(WM ) − eis,js(WM )qs+1(t
l) belongs to I˜, so there exists
an integer ns ≥M such that bs = (1− hWns )bs. Therefore
eis,js(WM )qs+1(t
l)−1 − qs+1(t
l)−1eis,js(WM ) = qs+1(t
l)−1(1− hWns )bsqs+1(t
l)−1,
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so that
p1(t)q1(t)
−1ei1,j1(WM ) · · · ps(t)qs(t)
−1eis,js(WM )qs+1(t
l)−1(1− hWn)y
= p1(t)q1(t)
−1ei1,j1(WM ) · · · ps(t)qs(t)
−1qs+1(t
l)−1eis,js(WM )(1− hWn)y
+ p1(t)q1(t)
−1ei1,j1(WM ) · · · ps(t)qs(t)
−1qs+1(t
l)−1(1 − hWns )bsqs+1(t
l)−1(1− hWn)y.
Since eis,js(WM ) ∈ RM ⊆ Rn and 1− hWn is central in Rn, the first term becomes
p1(t)q1(t)
−1ei1,j1(WM ) · · · ps(t)q˜s(t)
−1(1− hWn)y
′
with q˜s(t) = qs(t)qs+1(tl) ∈ K[t]\{0} and y′ = eis,js(WM )y ∈ S0, and the second term becomes
p1(t)q1(t)
−1ei1,j1(WM ) · · · ps(t)q˜s(t)
−1(1− hWns )y
′′
with now y′′ = bsqs+1(tl)−1(1 − hWn)y ∈ S0. Again, due to the fact that K[t, t
−1]I˜ ⊆ I˜, we can
assume that ps = 1 in each of these terms. Now the claim follows by induction on s. 
Let now x1, ..., xn ∈ I0. By the above claim, we can assume that each xi is a monomial of the
form qi(tl)−1(1 − hWni )yi with qi ∈ K[t
l]\{0}, ni ≥ M and yi ∈ S0. Consider the polynomial
q := q1 · · · qn ∈ K[t
l]\{0}. We see that, for each 1 ≤ i ≤ n, the result of multiplying xi by q to
the left is always an element of the form x˜iyi, where x˜i ∈ I˜ . Therefore there exists N ≥ M such
that (1 − hWN )q(t
l)xi = q(t
l)xi for all 1 ≤ i ≤ n. The lemma follows by taking the idempotent
e := q(tl)−1(1− hWN )q(t
l). 
As a consequence of Lemma 4.9, the ideal I0 must be a proper ideal of S0, since for e ∈ E we have
rkRA(e) < 1.
At this moment we could argue as in the proof of Proposition 4.6 and compute the quotient S0/I0.
It turns out that this quotient is ∗-isomorphic to Ml(K(tl)), which is a ∗-regular ring. The problem
we encounter now is that the ideal I0 may not be ∗-regular. To fix this, we consider the non-unital
subalgebra of RA generated by I0 and the relative inverses x of elements x ∈ I0, denoted by I1. It is
in fact a ∗-subalgebra because of the equality x∗ = x∗.
From now on, we let P be the set of all the left projections LP(e), for e ∈ E. So for each p ∈ P
there is an idempotent e ∈ E such that p = LP(e); in particular ep = p and pe = e. Note that
P ⊆ I1.
Lemma 4.10. The following statements hold:
i) The set P is a local unit for I1.
ii) If S1 denotes the ∗-subalgebra of RA generated by I1, hWMAM and K(t), then I1 is a proper
ideal of S1, and there is a ∗-isomorphism
S1/I1 ∼= Ml(K(t
l)).
Proof. For i), let x1, ..., xn ∈ I1. We can assume that each xi is a monomial of one of the forms
(I) r1r2 · · · with ri ∈ I0; (II) r1r2 · · · with ri ∈ I0.
Consider the sets
J1 = {r ∈ I0 | r appears as a first term in one of the xi},
J2 = {r
∗ ∈ I0 | r appears as a first term in one of the xi},
so that J = J1 ∪ J2 is a finite subset of I0. By Lemma 4.9 there exists an idempotent e ∈ E such
that er = r for all r ∈ J . Take p = LP(e) ∈ P, so pe = e and ep = p. Now for an element r ∈ J1, we
compute
pr = per = er = r.
Also for an element r ∈ I0 such that r∗ ∈ J2, we compute pr∗ = per∗ = er∗ = r∗, so by taking ∗ we
have rp = r. Multiplying to the left by the relative inverse r we get (rr)p = rr, which is a projection.
Hence rr = (rr)∗ = (rrp)∗ = prr, and
pr = prrr = rrr = r.
We deduce from these computations that pxi = xi for all 1 ≤ i ≤ n. Since P = P∗, part i) follows.
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ii). By i), it is immediate to check that I1 ⊆ S1 is proper. To prove that it is an ideal, it is
enough to show that p(t)I1, I1p(t) ⊆ I1 for all p(t) ∈ K(t) and that eij(WM )I1, I1eij(WM ) ⊆ I1 for
all 0 ≤ i, j ≤ l − 1. By taking ∗, we only need to show that p(t)I1, eij(WM )I1 ⊆ I1.
Let p(t) ∈ K(t) and a ∈ I1. We can assume that a is a monomial of the form either (I) or (II). In
the first case, a = ra′ for some r ∈ I0 and a′ ∈ I1; then p(t)a = p(t)ra′ ∈ I1 since p(t)r ∈ I0. In the
second case, a = ra′ for r ∈ I0 and a′ ∈ I1. Consider p ∈ P such that pr = r and e ∈ E such that
p = LP(e). Then p(t)e ∈ I0, so that
p(t)a = p(t)ra′ = p(t)pra′ = p(t)epra′ = p(t)ea ∈ I1,
as required. Similar computations can be used to show that eij(WM )I1 ⊆ I1.
The rest of the proof follows exactly the same arguments as in the proof of Proposition 4.6. 
We are now ready to determine the ∗-regular closure RA.
Theorem 4.11. Following the previous assumptions and caveats, we define Im to be the non-unital
subalgebra of RA generated by Im−1 and the relative inverses of elements of Im−1, starting from our
I0. Let also Sm be the ∗-subalgebra of RA generated by Im, hWMAM and K(t). Then:
(1) Im admits the set P as a local unit;
(2) Im is a proper ∗-ideal of Sm, and Sm/Im ∼= Ml(K(tl)) for all m ≥ 0;
(3) I∞ =
⋃
m≥0 Im is a proper ∗-regular ideal of RA, and
RA/I∞ ∼= Ml(K(t
l)).
Moreover, RA is generated as a ∗-algebra by I∞, hWMAM and K(t).
Proof. We observe that each Im is also a ∗-subalgebra of RA. (1) and (2) follows easily by induction,
taking into account that the same arguments as in the proof of Lemma 4.10 apply here.
For (3), let S∞ be the ∗-subalgebra of RA generated by I∞, hWMAM and K(t). Clearly I∞ ⊆ S∞
is proper since each Im ⊆ Sm is so. To prove that I∞ is an ideal of S∞ it is enough to show that
K(t)I∞ ⊆ I∞ and that eij(WM )I∞ ⊆ I∞ for all 0 ≤ i, j ≤ l − 1. For the first inclusion, take
p(t) ∈ K(t) and a ∈ I∞. Then a ∈ Im for some m ≥ 0, so by (2) we have p(t)a ∈ Im ⊆ I∞. The
second inclusion is obtained analogously.
By construction of our sequence {Im}m≥0, it is straightforward to show that I∞ is ∗-regular too.
Therefore I∞ is a ∗-regular ideal of S∞ and, just as before, its quotient S∞/I∞ is ∗-isomorphic to
Ml(K(t
l)), which is ∗-regular. It follows from [17, Lemma 1.3] that S∞ is ∗-regular. Since A∞ ⊆ S∞
by Claim 6 of Proposition 4.6 and t ∈ S∞, we get A ⊆ S∞ ⊆ RA. We conclude that S∞ = RA. 
In conclusion, in the case that there exists a periodic point y ∈ X of finite period l, we have
been able to determine part of the ideal structure of the ∗-regular closure RA: for each such point
y ∈ X one can apply the above process to construct a maximal ideal I∞(y) of RA, thus proving
that, in particular, RA is not simple. In fact, the construction of the ideal I∞(y) not only depends
on the periodic point y ∈ X, but on the whole orbit O(y) = {y, T (y), ..., T l−1(y)}. This defines a
correspondence
O(y) 7→ I∞(y)
between the whole set of orbits of periodic points in X and maximal ideals of RA. The next lemma
shows that this correspondence is in fact injective.
Lemma 4.12. Let x, y ∈ X be two periodic points of periods l1, l2, respectively (not necessarily equal).
Suppose that x /∈ O(y). Then the maximal ideals I∞(x) and I∞(y) of RA are different.
Proof. Since O(x) ∩ O(y) = ∅, we can find a clopen subset U ⊆ X such that O(x) ∩ U = ∅ but
O(y) ∩ U 6= ∅. We can in fact assume that y ∈ U .
Since O(x) ∩ U = ∅, we have χU ∈ Cc,K(X\{x, ..., T l1−1(x)}) ⊆ I∞(x). Assume for contradiction
that I∞(x) = I∞(y), so χU ∈ I∞(y). By (1) of Theorem 4.11 there exists p ∈ P satisfying pχU =
χU . Hence we can find a non-zero polynomial p(t) ∈ K[t] and N ≥ M such that p = LP(e) with
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e = p(tl2)−1(1 − hWN )p(t
l2). Here the collection {Wn}n≥M is taken with respect to the point y ∈ X
(see Proposition 4.5). In particular eχU = epχU = pχU = χU , so hWN p(t
l2)χU = 0.
Write p(x) = a0 + a1x + · · · + amxm for some ai ∈ K. If we consider the non-empty clopen set
V := U ∩ T l2(U) ∩ · · · ∩ T l2·m(U), we obtain
0 = χV · hWN p(t
l2)χU
= χV · (a0hWNχU + a1hWNχT l2(U)t
l2 + · · ·+ amhWNχT l2·m(U)t
l2·m)
= a0hWNχV + a1hWNχV t
l2 + · · · + amhWNχV t
l2·m
= hWNχV p(t
l2).
Since p(tl2) is invertible inside RA, necessarily hWNχV = 0. This is a contradiction because y ∈
WN ∩ V . 
It is therefore reasonable to think that, in order to uncover the whole structure of RA in the case
of existence of a periodic point, it is crucial to understand the structure of the ideals I∞, and in
particular the structure of R∞ =
⋃
n≥1Rn, which in turn can be studied by studying their pieces Rn.
Therefore, in the next section we will concentrate on uncovering part of the structure of the ∗-regular
closure Rn, for a fixed n.
4.2. The ∗-regular closure RB. We return to the general setting we had in Section 3, with the
extra hypothesis that K is now a field with a positive definite involution −. We fix a clopen subset E
of X and a partition P of X\E into clopen subsets. Recall that B denotes the unital ∗-subalgebra of
A generated by the partial isometries {χZt}Z∈P , and we write B =
⊕
i∈Z Bit
i with B0 = CK(X)∩B,
Bi = χX\(E∪T (E)∪···∪T i−1(E))B0 and B−i = χX\(T−1(E)∪···∪T−i(E))B0 for i > 0.
We also write π for the map π : B → R given by π(b) = (hW · b)W , where R =
∏
W∈VM|W |(K).
We aim to follow the same steps as in [6, Section 6] to study the ∗-regular closure RB := R(B,R)
1.
However, the situation here is much more involved, and we are only able to determine a (large)
∗-subalgebra of RB .
The first step is to consider, from B, a skew partial power series ring B0[[t;T ]] by taking infinite
formal sums ∑
i≥0
bi(χX\Et)
i =
∑
i≥0
bit
i, where bi ∈ Bi for all i ≥ 0.
It is worth to point out here that, for i > 0, the coefficients bi are restricted to belong to the generally
proper ideal Bi of B0. Similarly we can consider B0[[t−1;T−1]]. Now, given a W ∈ V, only a finite
number of terms in the infinite sum
∑
i≥0 bit
i can be non-zero in the factor corresponding to W , since
the product hW · (χX\Et)
i is exactly zero for i ≥ |W |. We have a similar situation for B0[[t−1;T−1]].
In this way we obtain faithful representations
π+ : B0[[t;T ]]→ R, b 7→ (hW · b)W and π− : B0[[t
−1;T−1]]→ R, b 7→ (hW · b)W
by lower (resp. upper) triangular matrices. We will be mainly interested in the first one π+.
We have the following key property.
Lemma 4.13. Let x =
∑
i≥0 bit
i ∈ B0[[t;T ]]. Then x is invertible in B0[[t;T ]] if and only if b0 is
invertible in B0. Analogously for the elements of B0[[t−1, T−1]].
Proof. Assume first that x =
∑
i≥0 bit
i is invertible in B0[[t;T ]]. There exists then y =
∑
i≥0 b
′
it
i in
B0[[t;T ]] such that xy = yx = 1. In particular b0b′0 = 1, and so b0 is invertible in B0.
Conversely, assume that b0 is invertible in B0. We can then assume that b0 = 1, so that x = 1− y,
where the order of y in t is greater than or equal to 1. We then have
x−1 = (1− y)−1 = 1 + y + y2 + · · · ∈ B0[[t;T ]],
hence x is invertible in B0[[t;T ]]. The same arguments work for elements of B0[[t−1, T−1]]. 
1Note that, in the notation used in Section 4, RB = Rn in case B is one of the ∗-subalgebras An.
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We now introduce the following definitions.
Definition 4.14.
a) We denote by B+ the algebra of elements of B supported in non-negative degrees in t, that
is B+ =
⊕
i≥0 Bit
i. Clearly B+ ⊆ B0[[t;T ]]. The division closure of B+ in B0[[t;T ]] will be
denoted by D+.
b) We set B− =
⊕
i≥0 B−it
−i. Again B− ⊆ B0[[t−1, T−1]], and we denote by D− the division
closure of B− in B0[[t−1;T−1]].
In order to study the division closures D+ and D−, we need the following known lemma.
Lemma 4.15 (cf. [27]). Let S be a unital ∗-subalgebra of CK(X) generated by a family of characteristic
functions of the form {χC}C , where C are clopen subsets of X. Then S is a ∗-regular ring, and every
non-zero element of S can be expressed in the form
n∑
i=1
λiχKi ,
where λi ∈ K\{0} for all 1 ≤ i ≤ n, and {Ki}
n
i=1 are mutually disjoint clopen subsets of X such that
χKi ∈ S for all 1 ≤ i ≤ n.
In particular, the ∗-subalgebra B0 of B is ∗-regular, and b0 ∈ B0 is invertible if and only if, when
writing b0 in the above form, the family {Ki}
n
i=1 constitutes a partition of X.
Proof. If a =
∑n
i=1 λiχKi is as in the statement, then a =
∑n
i=1 λ
−1
i χKi is the relative inverse of a,
hence S is ∗-regular.
We show that each element of S can be written in the stated form. It is clear that each element
of S is a K-linear combination of functions of the form χLi , where Li is a clopen subset of X and
χLi ∈ S , since every product χC1χC2 · · ·χCt belongs to S and equals χL, where L = C1 ∩ · · · ∩ Ct
is clopen. Therefore, every non-zero element a of S can be written as a =
∑n
i=1 λiχLi , with {Li}
n
i=1
clopen subsets of X such that χLi ∈ S . We now show that this sum can be chosen to be an orthogonal
sum. This is done by induction on n.
The result is clear for n = 1, so assume that n ≥ 1, that a =
∑n+1
i=1 λiχLi with {Li}
n+1
i=1 clopen
subsets of X such that χLi ∈ S , and that
∑n
i=1 λiχLi =
∑m
j=1 µjχKj where now {Kj}
m
j=1 are mutually
disjoint clopen subets of X such that χKj ∈ S . We compute
a =
m∑
j=1
µjχKj + λn+1χLn+1 =
m∑
j=1
(µj + λn+1)χKj∩Ln+1 +
m∑
j=1
µjχKj\Ln+1 + λn+1χLn+1\(K1∪···∪Km).
Since the clopen sets {Kj ∩ Ln+1}mj=1 ∪ {Kj\Ln+1}
m
j=1 ∪ {Ln+1\(K1 ∪ · · · ∪Km)} are clearly disjoint
and all their characteristic functions belong to S , this completes the induction step.
Now, since B0 is generated by a family of characteristic functions of the above form, it is ∗-regular.
To conclude, assume that b0 =
∑n
i=1 λiχKi ∈ B0 is invertible in B0. Then necessarily its inverse
must be its relative inverse b0 =
∑n
i=1 λ
−1
i χKi , and so 1 = b0b0 =
∑n
i=1 χKi . This tells us that {Ki}
n
i=1
forms a partition of X. The converse is easily verified, with also b−10 = b0. 
Proposition 4.16. With the preceding notation, we have:
(i) D+ coincides with the rational closure of B+ in B0[[t;T ]], and similarly D− coincides with the
rational closure of B− in B0[[t−1;T−1]].
(ii) π+(D+) is the division closure of π+(B+) in R, and similarly π−(D−) is the division closure of
π−(B−) in R.
(iii) π+(D+) ⊆ RB, and similarly π−(D−) ⊆ RB.
(iv) π+(D+)∗ = π−(D−).
Proof. (i) This is a standard observation (see e.g. [2, Observation 1.18]).
(ii) Recall that π+ is an injective homomorphism from B0[[t;T ]] into R. We first show that
π+(B0[[t;T ]]) is division closed in R. For this, let x =
∑
i≥0 bit
i be an element in B0[[t;T ]] such that
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π+(x) is invertible in R. Observe that each component of π+(x) is an invertible matrix, with diagonal
coming exclusively from elements of B0. It follows that π+(b0) = π(b0) must be invertible in R. But
since B0 is regular (Lemma 4.15), there exists b0 in B0 such that b0b0b0 = b0. Applying π and taking
into account that π(b0) is invertible in R, we get that π(b0)−1 = π(b0), and so b0 is in fact invertible
in B0. It follows from Lemma 4.13 that x is invertible in B0[[t;T ]], as required.
Now we use the following general fact: if R ⊆ S ⊆ T are unital embeddings of unital rings, and S
is division closed in T , then the division closure of R in T equals the division closure of R in S, that
is D(R,T ) = D(R,S). Using this and the fact just proved that π+(B0[[t;T ]]) is division closed in R,
we deduce that
D(π+(B+),R) = D(π+(B+), π+(B0[[t;T ]])) = π+(D(B+,B0[[t;T ]])) = π+(D+),
as desired. Analogous arguments give that D(π−(B−),R) = π−(D−).
(iii) By (ii), we have that π+(D+) = D(π+(B+),R) which is contained in the division closure
of π(B) in R, D(π(B),R). This last one is contained in RB by Lemma 2.3, hence π+(D+) ⊆ RB.
Similarly π−(D−) ⊆ RB.
(iv) First observe that π+(B+)∗ = π−(B−) and π+(B0[[t;T ]])∗ = π−(B0[[t−1, T−1]]). The reason is
that, for x =
∑
i≥0 bit
i ∈ B0[[t;T ]] (resp. ∈ B+), we have
π+(x)
∗ = π−
(∑
i≥0
t−ib∗i
)
= π−
(∑
i≥0
T−i(b∗i )t
−i
)
.
The element b∗i is computed in the ∗-algebra B0. Also, by the description of B as a partial crossed
product (Proposition 3.7 of [3]), it follows that T−i(b∗i ) ∈ B−i and so
∑
i≥0 T
−i(b∗i )t
−i ∈ B0[[t−1;T−1]]
(resp. ∈ B−). Analogous arguments show the other inclusion(s).
Now,
π+(D+)
∗ = D(π+(B+)
∗, π+(B0[[t;T ]])
∗) = D(π−(B−), π−(B0[[t
−1;T−1]])) = π−(D−),
as required. 
We have two subalgebras π+(D+) and π−(D−) = π+(D+)∗ of RB . We will write D for the ∗-
subalgebra of RB generated by π+(D+), which coincides with the subalgebra generated by π+(D+)
and π−(D−). Intuitively, we obtain D by first adjoining all possible inverses of elements of B+ and
then taking adjoints in R.
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Note that D is indeed contained in the division closure D(B,R) of B in R.
Our plan now is to adjoin to D the relative inverses of (some) elements of D, in a controlled way.
This is done as follows.
Definition 4.17 (Special terms inside B).
a) A monomial biti ∈ B+ (for i > 0) is said to be special if the coefficient bi ∈ Bi is exactly of the
form χS , with
(4.4) S = T i−1(Z ′i−1) ∩ T
i−2(Z ′i−2) ∩ · · · ∩ Z
′
0,
that is s = i and r = 0 in (3.1), and moreover we ask that E ∩ T−i(S)∩ T−i−1(E) 6= ∅. The set
of clopen subsets S ⊆ X of the form (4.4) with E ∩ T−i(S) ∩ T−i−1(E) 6= ∅ will be denoted by
Wi.
19
b) Similarly, a monomial b−jt−j ∈ B− (for j > 0) is said to be special if the coefficient b−j ∈ B−j
is exactly of the form χS′ , with
(4.5) S′ = T−1(Z ′−1) ∩ T
−2(Z ′−2) ∩ · · · ∩ T
−j(Z ′−j),
that is r = j and s = 0 in (3.1), and moreover we ask that E ∩ S′ ∩ T−j−1(E) 6= ∅. The set of
clopen subsets S′ ⊆ X of the form (4.5) with E ∩ S′ ∩ T−j−1(E) 6= ∅ will be denoted by W−j.
c) If E∩T−1(E) 6= ∅, there is one term in B0 which we call special, namely the element χS0∪T−1(S1),
where
S0 = E ∪
( ⋃
Z∈P
Z∩T−1(E)6=∅
Z
)
and S1 = E ∪
( ⋃
Z∈P
T−1(Z)∩E 6=∅
Z
)
.
In case E ∩ T−1(E) 6= ∅, we set W0 = {S0 ∪ T−1(S1)}. If E ∩ T−1(E) = ∅, then there is no
special term of degree 0 and so W0 = ∅.
It is clear that, for i ≥ 1, the set Wi is in bijection with the set of all W ∈ V having length i+ 1,
through the map
S 7→W (S) := E ∩ T−i(S) ∩ T−i−1(E).
The inverse map will be written as W 7→ S(W ), so that S(W (S)) = S and W (S(W )) = W . Analo-
gously, for j ≥ 1, the same set of all W ∈ V having length j + 1 is in bijection with W−j via
S′ 7→W (S′) := E ∩ S′ ∩ T−j−1(E).
Again, the inverse map will be denoted by W 7→ S′(W ). When E ∩ T−1(E) 6= ∅, the set W0 contains
only one element, namely the clopen S0 ∪ T−1(S1), and therefore is in bijective correspondence with
the set consisting of the only clopen W ∈ V with length 1, namely W = E ∩ T−1(E). We will use the
notation W 7→ S(W ) := S0 ∪ T−1(S1) in this case. When E ∩ T−1(E) = ∅ there is no W ∈ V having
length 1 and correspondingly W0 = ∅.
Note that, by construction, the element b0 = χS0∪T−1(S1) serves as a unit among the special terms,
in the sense that
b0 · bit
i = bit
i = bit
i · b0 and b0 · b−jt
−j = b−jt
−j = b−jt
−j · b0,
for biti, b−jt−j special terms of degrees i, j ≥ 1, respectively.
The special terms are exactly detected by the representation π : B → R, as follows.
Lemma 4.18. With the previous notation,
i) For i > 0, let bit
i = χSt
i be a special term, with S as in (4.4). Then hW · biti = ei,0(W ), where
W = W (S). Moreover, if W ′ 6= W is of length k ≥ 1, then the component of ek−1,0(W
′) in
hW ′ · bit
i is 0.
ii) For j > 0, let b−jt
−j = χS′t
−j be a special term, with S′ as in (4.5). Then hW ·b−jt−j = e0,j(W ),
where W = W (S′). Moreover, if W ′ 6= W is of length k ≥ 1, then the component of e0,k−1(W
′)
in hW ′ · b−jt
−j is 0.
iii) Suppose that E ∩ T−1(E) 6= ∅. Let b0 = χS0∪T−1(S1) be the special term of degree 0. Then
hW ·b0 = e0,0(W ), where W = E∩T
−1(E). Moreover, if W 6= E∩T−1(E), then the components
of e0,0(W ) and e|W |−1,|W |−1(W ) in hW · b0 are exactly 1.
Proof. We will only prove i), being the other ones analogous. Take W = W (S) = E ∩ T−i(S) ∩
T−i−1(E), and note that T l(W ) ∩ S = ∅ for 0 ≤ l ≤ i − 1. For l = i, it gives T i(W ) ∩ S = T i(W ).
Hence
hW · bit
i =
i∑
l=0
χT l(W )∩St
i = χT i(W )t
i = (χX\Et)
iχW = ei,0(W ).
For the second part, it is enough to show that the product ek−1,k−1(W ′)
(
hW ′ · bit
i
)
e00(W
′) is zero.
This is a straightforward computation:
ek−1,k−1(W
′)
(
hW ′ · bit
i
)
e00(W
′) = χT k−1(W ′)
( k−1∑
l=0
χT l(W ′)∩St
i
)
χW ′ = χT k−1(W ′)∩T i(W ′)∩St
i.
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But W = E ∩ T−i(S) ∩ T−i−1(E), so T k−1(W ′) ∩ T i(W ′) ∩ S ⊆ T k−1(W ′) ∩ T i(W ′ ∩W ) which is
empty for W ′ 6= W . The result follows. 
Consider the subset S [[t;T ]] of B0[[t;T ]] consisting of those elements∑
i≥0
bi(χX\Et)
i =
∑
i≥0
bit
i
such that each bi ∈ Bi belongs to span{χS | S ∈Wi}. It is always a linear subspace of B0[[t;T ]], but
it might not be a subalgebra. We will, however, see in Section 6.2 that in the special case of A being
the lamplighter group algebra, S [[t;T ]] is indeed an algebra, and even an integral domain.
As we shall see, S [[t;T ]] certainly is a subalgebra of B0[[t;T ]] when it is endowed with the multi-
plicative structure given by the Hadamard product ⊙, defined by the rule(∑
i≥0
bit
i
)
⊙
(∑
j≥0
b′jt
j
)
:=
∑
i≥0
(bib
′
i)t
i.
Observation 4.19. Each bi belongs to the linear span of all the χS with S ∈Wi, hence they can be
written as bi =
∑
S∈Wi
λSχS for λS ∈ K. Let bi, b′i be two given elements of this form:
bi =
∑
S∈Wi
λSχS , b
′
i =
∑
S′∈Wi
µS′χS′ .
Since the sets S ∈ Wi are of the form T i−1(Z ′i−1) ∩ T
i−2(Z ′i−2) ∩ · · · ∩ Z
′
0 for i > 0 or S0 ∪ T
−1(S1)
in case i = 0, we see that for S, S′ ∈ Wi, S ∩ S′ = ∅ if they are different. Therefore the Hadamard
product of S [[t;T ]] can be written as(∑
i≥0
bit
i
)
⊙
(∑
j≥0
b′jt
j
)
=
∑
i≥0
(bib
′
i)t
i =
∑
i≥0
( ∑
S∈Wi
λSµSχS
)
ti.
We can also define an involution on S [[t;T ]] by∑
i≥0
( ∑
S∈Wi
λSχS
)
ti :=
∑
i≥0
( ∑
S∈Wi
λSχS
)
ti.
These operations turn S [[t;T ]] into a commutative ∗-algebra (S [[t;T ]],⊙,−). Indeed it is a ∗-algebra
isomorphic to
∏
VK. In the next proposition we show that it can be identified with the center of the
algebra R =
∏
W∈VM|W |(K), and also with a certain corner of R. We first fix some notation: we
will denote the projections π(χC) ∈ R by pC for any clopen C ⊆ X. So for example pE = π(χE) =
(e00(W ))W ∈ R, and pT−1(E) = π(χT−1(E)) = (e|W |−1,|W |−1(W ))W ∈ R.
Proposition 4.20. We have an isomorphism of ∗-algebras S [[t;T ]]
Ψ
∼= Z(R), the center of R. In
particular, we have a ∗-isomorphism S [[t;T ]] ∼= pERpE given by d 7→ Ψ(d)pE , d ∈ S [[t;T ]].
Proof. Write an element
∑
i≥0 bit
i ∈ S [[t;T ]] as∑
i≥0
bit
i =
∑
i≥0
( ∑
S∈Wi
λSχS
)
ti =
∑
W∈V
(λS(W )χS(W ))t
|W |−1.
Note that Z(R) = Z(
∏
W∈VM|W |(K)) =
∏
W∈VK. We define a map Ψ : S [[t;T ]]→ Z(R) by
Ψ
( ∑
W∈V
(λS(W )χS(W ))t
|W |−1
)
= (λS(W ) · hW )W .
It is straightforward to check that it is indeed an isomorphism of ∗-algebras. Since Z(R) ∼= pERpE
through z 7→ pEz, the result follows. 
Our next step is to prove the following formulas, which will be useful later.
Lemma 4.21. For A,B ∈ S [[t;T ]], the following formulas hold inside R:
pE · π+(A)
∗ · pT−1(E) · π+(B) · pE = Ψ(A⊙B)pE,
pT−1(E) · π+(A) · pE · π+(B)
∗ · pT−1(E) = Ψ(A⊙B)pT−1(E).
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Proof. We will only prove the first formula, being the second one analogous. Note that it is enough
to prove that the W -component of the left-hand side and the right-hand side of the formula agree.
More precisely, we have to check the equality(
pE · π+(A)
∗ · pT−1(E) · π+(B) · pE
)
W
=
(
Ψ(A⊙B)pE
)
W
for any fixed W ∈ V. Write A =
∑
i≥0
(∑
S∈Wi
λSχS
)
ti and B =
∑
j≥0
(∑
S′∈Wj
µS′χS′
)
tj. We
first compute, for a fixed S ∈Wi and using Lemma 4.18, the terms
e|W |−1,|W |−1(W ) · (hW · χSt
i) · e00(W ) = δW,W (S)ei0(W ) = δW,W (S)e|W |−1,0(W ).
2
Therefore(
pE · π+(A)
∗ · pT−1(E) · π+(B) · pE
)
W
= e00(W ) ·
(∑
i≥0
∑
S∈Wi
λShW · χSt
i
)∗
· e|W |−1,|W |−1(W ) ·
(∑
j≥0
∑
S′∈Wj
µS′hW · χS′t
j
)
· e00(W )
= e00(W ) ·
(
λS(W )e|W |−1,0(W )
)∗
· e|W |−1,|W |−1(W ) ·
(
µS(W )e|W |−1,0(W )
)
· e00(W )
= λS(W )µS(W )e00(W ) =
(
Ψ(A⊙B)pE
)
W
,
so the result follows. 
We now proceed to generalize the above formulas. For this purpose, we first define an idempotent
map P : B0[[t;T ]]→ S [[t;T ]] as follows.
Lemma 4.22. With the above notation, there exists an idempotent linear map P : B0[[t;T ]]→ S [[t;T ]]
such that for each x ∈ B0[[t;T ]], we have
pT−1(E) · π+(x) · pE = pT−1(E) · π+(P (x)) · pE.
Proof. For i ≥ 1, let Vi be the linear subspace of Bi given by span{χS | S ∈ Wi}, and let V ′i be the
linear subspace of Bi spanned by all the projections χC , where
(∗)i C is a non-empty clopen subset of X of the form (3.1), with s ≥ i,
and such that either s > i or r > 0.
Claim 1: Bi = Vi + V ′i .
Proof: Recall that Bi is spanned by all the characteristic functions χC , where C is a clopen subset
of X of the form (3.1) with s ≥ i. If s > i or r > 0, then C is of the form (∗)i, so that χC ∈ V ′i .
So we can assume that s = i and r = 0. Furthermore, if T i(E) ∩ C ∩ T−1(E) is non-empty, then
C ∈Wi and so χC ∈ Vi. So we can further assume that T i(E) ∩C ∩ T−1(E) = ∅.
We can write
C =
(
T i(E) ∩C
)
⊔
( ⊔
Z∈P
T i(Z) ∩ C
)
.
If T i(E) ∩ C = ∅, then χC is a sum of terms of the form (∗)i, so that χC ∈ V ′i . If T
i(E) ∩ C 6= ∅,
we can further decompose C as
C =
( ⊔
Z∈P
T i(E) ∩C ∩ T−1(Z)
)
⊔
( ⊔
Z∈P
T i(Z) ∩ C
)
by using the assumption T i(E)∩C ∩ T−1(E) = ∅. Note that for each Z ∈ P , either C ∩ T−1(Z) is
empty or it is of the form (∗)i; in the latter case we can write any non-empty T i(E) ∩C ∩ T−1(Z)
as
T i(E) ∩ C ∩ T−1(Z) =
(
C ∩ T−1(Z)
)∖( ⊔
Z′∈P
T i(Z ′) ∩ C ∩ T−1(Z)
)
.
Therefore χC is a linear combination of terms of the form (∗)i, and thus χC ∈ V ′i . 
Claim 2: Vi ∩ V ′i = {0}.
2Note that the appearance of the term δW,W (S) already encodes the fact that the term is 0 if |W | 6= i+ 1.
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Proof: Assume that b ∈ Vi ∩ V ′i and write b =
∑
S∈Wi
λSχS , with λS ∈ K. Since b ∈ V ′i we have
0 =
( ∑
S′∈Wi
χT i(E)∩S′∩T−1(E)
)
b =
∑
S∈Wi
λSχT i(E)∩S∩T−1(E).
Since {χT i(E)∩S∩T−1(E)}S∈Wi is a family of mutually orthogonal non-zero projections, we get that
b = 0. 
Therefore Bi = Vi⊕ V ′i for i ≥ 1. In the base case i = 0, we need to distinguish between two different
scenarios, depending on whether the intersection E ∩ T−1(E) is empty or not.
Case 1: E ∩ T−1(E) = ∅.
In this case we have W0 = ∅. We take V ′0 = B0 and V0 = {0}.
Case 2: E ∩ T−1(E) 6= ∅.
Define here V ′0 to be the linear subspace of B0 spanned by all the projections χC , where
(∗)0 C is a non-empty clopen subset of X of the form (3.1),
and let V0 = K · χS0∪T−1(S1) and V
′′
0 = K · χE∩T−1(E). Analogous computations as in the case for
i ≥ 1 show that there is a decomposition B0 = V ′′0 ⊕ V
′
0 . In particular, V
′
0 has codimension 1, so in
order to obtain the decomposition B0 = V0 ⊕ V ′0 it is enough to show that χS0∪T−1(S1) /∈ V
′
0 . But if
χS0∪T−1(S1) ∈ V
′
0 , we could write it as
χS0∪T−1(S1) =
∑
r,s≥0
∑
some Zi
λr,s,ZiχT−r(Z−r)∩···∩T−1(Z−1)∩Z0∩···∩T s−1(Zs−1),
and by multiplying the above equality by χE∩T−1(E) we would get
χE∩T−1(E) = χE∩T−1(E) · χS0∪T−1(S1) = 0,
a contradiction. Hence χS0∪T−1(S1) /∈ V
′
0 , and we have the desired decomposition. 
We can now define P as the projection onto the first component in the decomposition
B0[[t;T ]] =
(∏
i≥0
Vit
i
)
⊕
(∏
i≥0
V ′i t
i
)
= S [[t;T ]] ⊕
(∏
i≥0
V ′i t
i
)
.
We check the formula in the statement. Take x =
∑
i≥0 bit
i ∈ B0[[t;T ]]. We can write it as
x = P (x) +
∑
i≥0
∑
C as in (∗)i
λCχCt
i
in the case E ∩ T−1(E) 6= ∅, and as
x = P (x) + b0 +
∑
i≥1
∑
C as in (∗)i
λCχCt
i
if E∩T−1(E) = ∅. Note that in the latter case χT−1(E) · b0 ·χE = 0; hence to prove the formula of the
statement it is enough to check that, for a fixed W = E ∩T−1(Z1)∩ · · · ∩T−k+1(Zk−1)∩T−k(E) ∈ V
and C of the form (∗)i, we have hW · χT−1(E) · χCt
i · χE = 0. We compute
hW · χT−1(E) · χCt
i · χE = χT k−1(W )∩T−1(E)∩C∩T i(E)t
i.
This is zero for C of the form (∗)i, since either C ⊆ T i(X\E) or C ⊆ T−1(X\E). The result
follows. 
We can now generalize the formulas in Lemma 4.21.
Lemma 4.23. For x, y ∈ B0[[t;T ]], the following formulas hold:
pE · π+(x)
∗ · pT−1(E) · π+(y) · pE = Ψ(P (x)⊙ P (y))pE ,
pT−1(E) · π+(x) · pE · π+(y)
∗ · pT−1(E) = Ψ(P (x)⊙ P (y))pT−1(E).
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Proof. By Lemma 4.22 we have pT−1(E) · π+(x) · pE = pT−1(E) · π+(P (x)) · pE for all x ∈ B0[[t;T ]].
Taking the involution on both sides, we get that pE · π+(x)∗ · pT−1(E) = pE · π+(P (x))
∗ · pT−1(E) for
all x ∈ B0[[t;T ]]. Now we obtain, from Lemma 4.21,
pE · π+(x)
∗ · pT−1(E) · π+(y) · pE = pE · π+(P (x))
∗ · pT−1(E) · π+(P (y)) · pE = Ψ(P (x)⊙ P (y))pE ,
as desired. The proof of the other equality is similar. 
Recall that S [[t;T ]] is a unital ∗-regular commutative algebra under the Hadamard product ⊙, the
unit being the element e =
∑
i≥0(
∑
S∈Wi
χS)t
i. We obtain:
Proposition 4.24. Take s =
∑
Z∈P χZt = χX\Et ∈ B1t. Then u := (1−s)
−1 = 1+s+s2+ · · · ∈ D+
satisfies that P (u) = e, where e is the unit element of (S [[t;T ]],⊙). As a consequence, we have the
formulas
pE · π+(u)
∗ · pT−1(E) · π+(x) · pE = Ψ(P (x))pE ,
pT−1(E) · π+(x) · pE · π+(u)
∗ · pT−1(E) = Ψ(P (x))pT−1(E)
for all x ∈ B0[[t;T ]]. In particular, inside RB, the ideal generated by pE coincides with the ideal
generated by pT−1(E).
Proof. We first note that
si = (χX\Et)
i = χX\(E∪···∪T i−1(E))t
i =
∑
Z0,Z1,...,Zi−1∈P
χZ0∩T (Z1)∩···∩T i−1(Zi−1)t
i
for i ≥ 1. It follows from this formula and the computations done in Lemma 4.22 that P (si) =∑
S∈Wi
χSt
i. To compute P (1), note first that P (1) = 0 if E ∩ T−1(E) = ∅. So assume that
E ∩ T−1(E) 6= ∅, and observe that
1 = χS0∪T−1(S1) + χ(X\S0)∩(X\T−1(S1)) = χS0∪T−1(S1) +
∑
Z∈P
Z∩T−1(E)=∅
∑
Z′∈P
T−1(Z′)∩E=∅
χZ∩T−1(Z′).
By definition, the second part of this expression belongs to the complement V ′0 , so that P (1) =
χS0∪T−1(S1). Putting everything together, it is clear that P (u) = e. The desired formulas follow from
Lemma 4.23. In particular, we have
pE · π+(u)
∗ · pT−1(E) · π+(u) · pE = Ψ(P (u))pE = Ψ(e)pE = pE,
pT−1(E) · π+(u) · pE · π+(u)
∗ · pT−1(E) = Ψ(P (u))pT−1(E) = Ψ(e)pT−1(E) = pT−1(E).
One deduces from this and Proposition 4.16 (iii) that the ideal generated by pE coincides with the
ideal generated by pT−1(E) inside RB . 
We now define ∗-algebras Q and E which resemble the ones defined for a particular case in [6,
Lemma 6.10] (see Theorem 6.15 for the exact relation between these constructions). The algebra Q
is ∗-regular, and the ∗-algebra E is contained in the ∗-regular closure RB of B in R.
Definition 4.25. With the above notation, we define the ∗-algebra Q as the ∗-regular closure of
P (D+) in the ∗-regular algebra (S [[t;T ]],⊙,−). In other words, Q is the smallest ∗-regular subalgebra
of S [[t;T ]] containing P (D+). The ∗-algebra E is defined as the subalgebra of R generated by D and
Ψ(Q)pE .
Let x ∈ D+ ⊆ B0[[t;T ]], x =
∑
i≥0 bi(x)t
i. By Lemma 4.22, we can decompose each bi(x) =
b
(1)
i (x) + b
(2)
i (x) ∈ Vi ⊕ V
′
i , being b
(1)
i (x) =
∑
S∈Wi
λS(x)χS . Then the relative inverse of q := P (x) =∑
i≥0
(∑
S∈Wi
λS(x)χS
)
ti inside Q is given by (see Observation 4.19)
q =
∑
i≥0
( ∑
S∈Wi
λS(x)6=0
λS(x)
−1χS
)
ti,
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so that qq =
∑
i≥0
(∑
S∈Wi
λS(x)6=0
χS
)
ti.
We are now ready to show the desired properties of the ∗-algebras Q and E .
Proposition 4.26. We have an embedding Ψ(Q)pE ⊆ pERBpE. Moreover we have
B ⊆ D ⊆ E ⊆ RB,
where RB is the ∗-regular closure of B in R.
Proof. Let x ∈ D+, and set u = (1− s)−1 ∈ D+. Due to Proposition 4.24, we have
Ψ(P (x))pE = pE · π+(u)
∗ · pT−1(E) · π+(x) · pE.
By Proposition 4.16, we have that π+(D+) ⊆ RB, so all the factors of the right-hand side of the above
equality belong to D ⊆ RB . It follows that Ψ(P (x))pE ∈ pERBpE , and so Ψ(P (D+))pE ⊆ pERBpE.
By Proposition 4.20, the map d 7→ Ψ(d)pE defines a ∗-isomorphism from S [[t;T ]] onto pERpE.
It follows that Ψ(Q)pE is the ∗-regular closure of Ψ(P (D+))pE in pERpE . Since Ψ(P (D+))pE ⊆
pERBpE and pERBpE is ∗-regular, we conclude that Ψ(Q)pE ⊆ pERBpE ⊆ RB . From this it is
obvious that E ⊆ RB . This shows the result. 
We will show in Theorem 6.15 that we have the equality E = RB for the algebra B studied in [6,
Section 6].
5. Group algebras arising as Z-crossed product algebras
We start this section by first showing how the Fourier transform (sometimes called Pontryagin du-
ality) describes the group algebras of several semidirect product groups as Z-crossed product algebras.
In this setting, the Atiyah problem for the group algebra is translated to a problem on computing
ranks inside the corresponding Z-crossed product algebra.
For a topological, second countable, locally compact abelian group H one can define its Pontryagin
dual Ĥ as the set of continuous homomorphisms φ : H → T, also called characters. With the
compact-convergence topology, Ĥ becomes a topological, metrizable, locally compact abelian group.
If H is a countable discrete group then Ĥ is compact, and if moreover H is a torsion group then Ĥ is
totally disconnected. We refer the reader to [16, Chapter 4] for more information about Pontryagin
duality.
Suppose now that H is a countable discrete, torsion abelian group. Associated with H, we consider
the subset O ⊆ N given by
O = {n ∈ N | there exists an element g ∈ H of order n}.
This set inherits the structure of a lattice from that of N.
Lemma 5.1. The set O is a sublattice of (N,div, gcd, lcm). Even more, if n ∈ O, then any divisor d
of n belongs to O too, so O is a hereditary sublattice of N.
Proof. Given a, b ∈ O, there exist h, g ∈ H such that o(h) = a and o(g) = b. Take first d to be any
divisor of a, so we write a = da′ for some a′ ∈ N. Then the element ha
′
∈ H has order exactly d, and
so d ∈ O. In particular, we have shown that gcd{a, b} belongs to O.
We must show now that m := lcm{a, b} belong to O. If both a and b are coprime numbers, it is
straightforward to show that the element hg ∈ H has order exactly ab = m, so we assume that a and
b are not coprime. If we let ¶ be the set of prime numbers that appear in the factorizations of a and
b, we can write
a =
∏
p∈¶
pαp , b =
∏
p∈¶
pβp,
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being αp, βp non-negative integers. Define now
a′ :=
∏
p∈¶
αp≥βp
pαp , b′ :=
∏
p∈¶
αp<βp
pβp
so that, by construction, gcd{a′, b′} = 1 and lcm{a′, b′} = a′b′ = m = lcm{a, b}. Clearly, the order
of the element h˜ := h
a
a′ is a′, and the order of the element g˜ := g
b
b′ is b′. We now use the previous
case (since a′, b′ are coprime) to conclude that the element h˜g˜ ∈ H has order exactly a′b′ = m. This
concludes the proof of the lemma. 
For this section, we take K to be any field satisfying the following hypothesis:
(a) the characteristic of K must be coprime with all n ∈ O;
(b) K must contain all the nth roots of unity, for any n ∈ O.
We write
U(K) =
⋃
n∈O
{all nth roots of unity in K} ⊆ K.
It is clear that U(K) is a subgroup of the multiplicative group K×. We define the K-Pontryagin dual
of H as the set of all homomorphisms
Ĥ := {φ : H → K | φ is a morphism of groups} = {φ : H → U(K) | φ is a morphism of groups}.
This is a group under pointwise product. Note that, since H is endowed with the discrete topology,
any element φ ∈ Ĥ will be automatically continuous, whatever would be the topology on U(K).
Therefore in the case K = C this definition coincides with the usual Pontryagin dual.
We want to mimic the properties of Ĥ for the case K = C to this general setting. Indeed we will
show later that Ĥ does not depend on the particular field K up to isomorphism. To this aim, we need
the notion of compatible family of primitive roots of unity.
Definition 5.2. Let X := {ξn}n∈O be a family of roots of unity in K consisting of primitive ones (so
for each n ∈ O, we choose a primitive nth root of unity ξn). The family X is said to be compatible if
the equation
ξnn·m = ξm
holds for all n,m ∈ O such that n ·m ∈ O.
So for example for K = C, the family ξn := e
2pii
n is compatible.
Lemma 5.3. A compatible family of primitive roots of unity in K always exists.
Proof. If O is finite, then it follows from Lemma 5.1 that O is the set of divisors of some n ∈ N. In
this case, take a primitive nth root of unity ξn and set ξd := ξ
n/d
n for any divisor d of n.
Now assume that O is infinite. Enumerate O = {ni}i∈N such that ni < ni+1 for all i ∈ N. Assume
first that K has characteristic 0. We first construct a family {ηi}i∈N such that each ηi is a primitive
n1 · · ·n
th
i root of unity, and that η
ni+1
i+1 = ηi. The elements ηi may belong to an algebraic closure of
K, but the elements ξn below belong necessarily to K by our hypothesis.
Let η1 be a primitive nth1 root of unity, and assume we have constructed ηi a primitive n1 · · ·n
th
i
root of unity, such that
ηnii = ηi−1.
To construct ηi+1, take first any primitive n1 · · ·ni · nthi+1 root of unity ωi+1; then ω
ni+1
i+1 is a primitive
n1 · · ·n
th
i root of unity, so of the form η
j
i for some j coprime with n1 · · · ni. Let l0 be the inverse
of j modulo n1 · · ·ni. If we can find an integer k such that l := l0 + n1 · · · ni · k is coprime with
n1 · · ·ni · ni+1 we will be done, since ηi+1 := ωli+1 will be a primitive n1 · · ·n
th
i+1 root of unity, and
η
ni+1
i+1 = ω
l·ni+1
i+1 = η
j·l
i = ηi.
Let us now proceed to find an integer k such that l = l0 + n1 · · ·ni · k is coprime with n1 · · ·ni · ni+1.
Assume first that ni+1 is not a prime number; by Lemma 5.1, its divisors must be in O, so they are
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already included in n1 · · · ni. Since l0 is coprime with n1 · · ·ni, it also is coprime with ni+1. Thus we
may take k = 0, and we will be done. If ni+1 is a prime number p, then two cases can happen: (1) if
p does not divide l0, then l0 is coprime with both n1 · · ·ni and p = ni+1, and we may take k = 0; (2)
if p does divide l0, then it certainly cannot divide l0 + n1 · · ·ni (if that was the case, p would divide
n1 · · · ni, which is impossible), we can thus take k = 1.
Note that, because of our hypotheses on the characteristic of K, the above arguments work mutatis
mutandis for a field K of arbitrary characteristic (assuming, of course, the required hypotheses).
Now, given such a family {ηi}i∈N of primitive roots of unity, we define the desired compatible one.
For each n = ni ∈ O, let nj ∈ O be any element such that n divides the product n1 · · ·nj, and
consider
ξn := η
n1···nj
n
j .
We claim that this definition does not depend on the choice of nj , for if nl ∈ O is another element
such that n divides n1 · · ·nl, then by assuming nl > nj we compute
η
nj+1···nl
l = η
nj+1···nl−1
l−1 = · · · = ηj.
Here we have used the property ηni+1i+1 = ηi for all i ∈ N. The claim follows straightforwardly:
η
n1···nl
n
l = η
n1···nj
n
nj+1···nl
l = η
n1···nj
n
j .
It is easily checked that ξn defines a primitive nth root of unity. We now verify the compatibility
property: given n,m ∈ O such that n · m ∈ O, and nj ∈ O such that n · m divides n1 · · ·nj, we
compute
ξnn·m = η
n1···nj
n·m
n
j = η
n1···nj
m
j = ξm.
This concludes the proof of the lemma. 
Using Lemma 5.3, we can indeed show that, with our hypothesis on H and K, the group U(K)
does not depend on the field K, as follows.
Lemma 5.4. With the above hypothesis and notation, we have that U(K) does not depend on K.
In fact, the map Υ: U(K) → U(C) which sends ξan to e
2pii
n
a for n ∈ O and 0 ≤ a < n is a group
isomorphism.
Proof. We first observe that this map is well-defined. Suppose that ξan = ξ
b
m, for n,m ∈ O and
0 ≤ a < n, 0 ≤ b < m. Let l = lcm{n,m}, and write l = nl1 = ml2. We have
ξal1l = ξ
al1
nl1
= ξan = ξ
b
m = ξ
bl2
ml2
= ξbl2l ,
so that al1 − bl2 must be a multiple of l. Using this we obtain that
Υ(ξan) = e
2pii
l
al1 = e
2pii
l
bl2 = Υ(ξbm).
A similar computation shows that Υ is a group homomorphism. Clearly Υ is a bijection and so it is
a group isomorphism. 
Now we can translate the usual metric topology on U(C) ⊆ C into a metric topology on U(K). It
turns out that this topology can also be defined directly in terms of the algebraic structure of U(K),
as follows.
Take a compatible family of primitive roots of unity X = {ξn}n∈O, so that
U(K) =
⋃
n∈O
{1, ξn, ..., ξ
n−1
n }.
Define a distance dξ over U(K) in the following way: for two elements ξan, ξ
b
m ∈ U(K) with 0 ≤ a < n
and 0 ≤ b < m (here both n,m ∈ O), define
dξ(ξ
a
n, ξ
b
m) :=


∣∣∣ an − bm ∣∣∣ if ∣∣∣ an − bm ∣∣∣ ≤ 12 ;
1−
∣∣∣ an − bm ∣∣∣ if ∣∣∣ an − bm ∣∣∣ > 12 .
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Note that dξ is bounded by
1
2 . It is direct to prove that dξ is indeed a well-defined distance. We note
also that dξ is translation invariant, in the sense that dξ(g1g, g2g) = dξ(g1, g2) for g1, g2, g ∈ U(K).
This defines a metric topology on U(K). We prove below that in the case K = C, the subspace
topology of U(C) ⊆ C coincides with the metric topology induced by dξ when taking the compatible
family ξn = e
2pii
n . It then follows that the isomorphism Υ from Lemma 5.4 is indeed an isomorphism
of topological groups.
Lemma 5.5. We have the formula∣∣∣ξan − ξbm∣∣∣2 = 4 sin2(πdξ(ξan, ξbm)).
Here |·| denotes the complex norm.
Proof. It is a simple computation:∣∣∣ξan − ξbm∣∣∣2 = [ cos(2π an
)
− cos
(
2π
b
m
)]2
+
[
sin
(
2π
a
n
)
− sin
(
2π
b
m
)]2
= 2− 2
[
cos
(
2π
a
n
)
cos
(
2π
b
m
)
+ sin
(
2π
a
n
)
sin
(
2π
b
m
)]
= 2
[
1− cos
(
2π
a
n
− 2π
b
m
)]
= 4 sin2
(
π
∣∣∣a
n
−
b
m
∣∣∣)
= 4 sin2(πdξ(ξ
a
n, ξ
b
m)). 
Proposition 5.6. For K = C and ξn = e
2pii
n , the subspace topology for U(C) ⊆ C coincides with the
topology induced by the distance dξ.
Proof. For a real number |x| ≤ π2 , there exist positive constants c, C > 0 such that c|x| ≤ | sin(x)| ≤
C|x|. Applying Lemma 5.5 one gets positive constants A,B > 0 such that
A · dξ(ξ
a
n, ξ
b
m) ≤
∣∣∣ξan − ξbm∣∣∣ ≤ B · dξ(ξan, ξbm).
The result follows. 
We can now endow Ĥ with the compact-convergence topology. Recall that, in our setting, this
topology has as a basis the sets
B{h1,...,hn}(φ, ǫ) := {ψ ∈ Ĥ | dξ(ψ(hi), φ(hi)) < ǫ for all indices i},
where ǫ > 0, φ ∈ Ĥ and {h1, ..., hn} is a finite subset (hence compact) of H. It is easy to show that
this indeed defines a basis for a topology τcc in Ĥ.
Proposition 5.7. The topological group (Ĥ, τcc) is a totally disconnected, compact and metrizable
group.
Proof. We have an isomorphism of topological groups Ĥ ∼= ĤC induced by Υ, where ĤC is the usual
Pontryagin dual of H, and it is well-known that ĤC has the stated properties. 
Suppose now that Z acts on H by automorphisms via ρ : Z y H. We write G for the semi-direct
product group H ⋊ρ Z, so G is generated by t and by any set S consisting of generators of H 3.
We denote by ρ˜ : Z y KH the action on the group algebra KH extending ρ by linearity, so that
KG ∼= KH ⋊ρ˜ Z.
The action ρ : Z y H induces another action ρ̂ : Z y Ĥ by homeomorphisms, defined in the usual
way:
ρ̂n(φ) := φ ◦ ρ−n for n ∈ Z and φ ∈ Ĥ.
If we write T := ρ̂1 then the action ρ̂ is generated by T , in the sense that
ρ̂n(φ) = T
n(φ) for φ ∈ Ĥ and n ∈ Z.
3This crossed product construction can be generalized by replacing Z with any other countable discrete group Λ, as in
[7, Section 2]. However, we will stick into the case Λ = Z for our purposes.
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Observe that T : Ĥ → Ĥ defines a homeomorphism of the totally disconnected, compact metrizable
group Ĥ. In the next proposition we establish the relationship between the group algebra KG and
the Z-crossed product CK(Ĥ)⋊T Z by means of the well-known Fourier transform.
Proposition 5.8. Assume the previous hypothesis and caveats; that is, with
O = {n ∈ N | there exists an element g ∈ H of order n},
assume that the characteristic of K is coprime with all n ∈ O, and that, for any n ∈ O, K contains
all the nth roots of 1. Let X = {ξn}n∈O be a compatible family of primitive roots of unity in K (see
Definition 5.2 and Lemma 5.3).
Then we can identify the group algebra KG ∼= KH⋊ρ˜Z with CK(Ĥ)⋊T Z via the Fourier transform
F : KH → CK(Ĥ), by sending an element h ∈ H of order n to the element
n−1∑
j=0
ξ−jn χUh,j ,
where Uh,j = {φ ∈ Ĥ | φ(h) = ξ
j
n} and χUh,j denotes the characteristic function of the clopen Uh,j,
and then extending it to a map F : KG → CK(Ĥ) ⋊T Z by sending the generator t of Z on KG to
the generator δt of Z on the Z-crossed product.
If moreover K is endowed with an involution − satisfying the compatibility condition ξn = ξ
−1
n for
all n ∈ O, then the Fourier transform preserves the involutions on both KG and the Z-crossed product.
See also [7] and [18], where the authors state analogous results. For a proof of Proposition 5.8, see
[10]. Recall that the involution on KG is defined by the rule (λg)∗ = λg−1 for λ ∈ K, g ∈ G and
extended by linearity, and the involution on the Z-crossed product is given by
(f · δt)
∗ = (f∗ ◦ T−1) · δt−1 ,
with f∗(φ) = f(φ) for f ∈ CK(Ĥ) and φ ∈ Ĥ, and again extended by linearity.
Remark 5.9. The final condition in Proposition 5.8 that there is an involution on K such that
ξn = ξ
−1
n for all n ∈ O is a non-trivial one when the fieldK has characteristic p > 0. When O = {1, 2},
any involution –in particular the identity involution– works for any field K of characteristic p 6= 2
(in order to have that p is coprime to 2). If O is the set of divisors of pn + 1 for some prime p and
some n ≥ 1, then one can take the field Fp2n of p
2n elements, with the involution ϕn, where ϕ is the
Frobenius automorphism of Fp2n . If O is infinite, then there is no field of characteristic p > 0 with an
involution with the property that ξn = ξ−1n for all n ∈ O.
Let now K ⊆ C be a subfield of C closed under complex conjugation, which will be the involution
on K. Recall that rkKG denotes the canonical rank function on KG given by the restriction of the
rank function naturally arising from U(G) (see Section 2.3). Our question now is whether we can find
a measure µ̂ on the space Ĥ such that, when applying the construction explained in Theorem 3.1, we
end up with a rank function rkA on A = CK(Ĥ) ⋊T Z that coincides with rkKG under the Fourier
transform F . The answer to this question is affirmative in the case rkKG is extremal, and in fact µ̂
coincides with the normalized Haar measure on Ĥ, as we show in the next proposition.
Proposition 5.10. Let K ⊆ C be a subfield closed under complex conjugation and containing all the
nth roots of 1, for n ∈ O. Then from rkKG we can construct a full T -invariant probability measure µ̂
on Ĥ, which coincides with the normalized Haar measure on Ĥ.
If moreover rkKG is extremal in P(KG) then µ̂ is ergodic, and when applying the construction from
Theorem 3.1 to µ̂ we end up with a Sylvester matrix rank function rkA on A = CK(Ĥ) ⋊T Z such
that rkKG = rkA ◦F .
Proof. We first define a finitely additive probability measure µKG on the algebra K of clopen subsets
of Ĥ by the rule µKG(U) = rkKG(F
−1(χU )) for every clopen subset U of Ĥ which, by the same
argument as in the proof of [3, Proposition 4.8], can be uniquely extended to a Borel probability
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measure µKG on Ĥ. Invariance of µKG follows from the fact that t is an invertible element, and since
rkKG is a faithful rank function it follows that µKG is full. If moreover rkKG is extremal, then again
an argument similar to the one given in the proof of [3, Proposition 4.10] proves that µKG is ergodic.
Now Theorem 3.1 implies that rkKG = rkA ◦F , as required.
Finally, to prove that µKG coincides with the normalized Haar measure µ̂ on Ĥ, just note that
F−1(χU ) is a projection in KG for any clopen U ⊆ Ĥ, so its rank coincides with its trace and we
obtain
µKG(U) = trKG(F
−1(χU )) = F
−1(χU )(e) =
∫
Ĥ
χU(φ)φ(e)dµ̂(φ) = µ̂(U). 
Remark 5.11. An important observation is that, once we have proven that the Haar measure µ̂ on
Ĥ is T -invariant, this property does not depend on the base field K anymore. So, by assuming now
that K is any field of arbitrary characteristic p (with p not dividing any natural number n ∈ O)
and containing all the nth roots of unity for any n ∈ O, and by assuming ergodicity of µ̂, we can
invoke Theorem 3.1 to obtain a ’canonical’ Sylvester matrix rank function on KG, by simply defining
rkKG := rkA ◦F .
We can use Proposition 5.10 to prove that the ∗-regular closure of the group algebra KG inside
U(G), which we denoted by RKG, can be identified with RA, the ∗-regular closure of A inside the
rank-completion Rrk of A with respect to its rank function rkA (recall Theorem 3.1).
Theorem 5.12. Consider the same notation and hypotheses as in Proposition 5.10, and assume
that rkKG is extremal in P(KG). We then obtain a ∗-isomorphism RKG ∼= RA. In fact, we have
commutativity of the diagram
A
∼=

  // RA
∼=

  // Rrk _

KG 

// RKG
  // U(G).
Moreover, the rank-completions of both KG and RKG are ∗-isomorphic to MK , the von Neumann
continuous factor over K.
Proof. Since U(G) is complete with respect to the rkU(G)-metric, Proposition 5.10 together with
Theorem 3.1 tell us that Rrk embeds in U(G), making the previous diagram commutative. In turn,
since Rrk is itself ∗-regular, we see that
RKG = R(KG,U(G)) ∼= R(A,Rrk) = RA
as ∗-algebras, as required. The last part follows from Proposition 4.2. 
6. The lamplighter group algebra
In this section we apply the constructions given in Sections 3 and 4 to study the lamplighter
group algebra. This algebra is of great relevance because, among other things, it gave the first
counterexample to the Strong Atiyah Conjecture, see for example [20], [12] and the Introduction.
Definition 6.1. The lamplighter group Γ is the wreath product of the finite group Z2 of two elements
by Z. In other words,
Γ = Z2 ≀ Z =
(⊕
i∈Z
Z2
)
⋊σ Z
where the semidirect product is taken with respect to the Bernoulli shift σ : Z y
⊕
i∈Z Z2 defined by
σn(x)i = xi+n for x = (xi) ∈
⊕
i∈Z
Z2.
In terms of generators and relations, if we denote by t the generator corresponding to Z, and by ai
the generator corresponding to the ith copy of Z2, we have the presentation
Γ = 〈t, {ai}i∈Z | a
2
i , aiajaiaj , tait
−1ai−1 for i, j ∈ Z〉.
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Now the Fourier transform (if K is any field with involution of characteristic different from 2) gives
a ∗-isomorphism KΓ ∼= CK(X) ⋊T Z, where X = {0, 1}Z is the Cantor set and T is the shift map,
namely T (x)i = xi+1 for x ∈ X. The isomorphism is given by the identifications
1 7→ χX , t 7→ t, ai 7→ χUi − χX\Ui
where Ui = {x ∈ X | xi = 0}. Note that, in particular, the elements ei =
1+ai
2 are idempotents in KΓ,
and so are fi = 1 − ei. They correspond to the characteristic functions of the clopen sets consisting
of all the elements in X having a 0 (resp. a 1) at the ith component, respectively.
6.1. The approximating algebras An for the lamplighter group algebra. We now give a
concrete family of pairs {(En,Pn)}n≥0 as in Section 3, together with the corresponding algebras
An = A(En,Pn) for the algebra A = CK(X) ⋊T Z corresponding to the lamplighter group.
We will follow the same notation as in [18, Section 3]: given ǫ−k, ..., ǫl ∈ {0, 1}, the cylinder set
{x = (xi) ∈ X | x−k = ǫ−k, ..., xl = ǫl} will be denoted by [ǫ−k · · · ǫ0 · · · ǫl]. It is then clear that a
basis for the topology of X is given by the collection of clopen sets consisting of all the cylinder sets.
We have a natural measure µ on X given by the usual product measure, where we take the
(
1
2 ,
1
2
)
-
measure on each component {0, 1}. It is well-known (see [26, Example 3.1]) that µ is an ergodic, full
and shift-invariant probability measure on X. In fact,
rkKΓ(F
−1(χ[ǫ−k···ǫ0···ǫl])) =
1
2l+k+1
= µ([ǫ−k · · · ǫ0 · · · ǫl]).
It follows from Theorem 3.1 that rkKΓ ◦F−1 coincides with rkA, where A = CK(X) ⋊T Z. In
particular, the set of ℓ2-Betti numbers arising from Γ with coefficients in K can be also computed by
means of rkA:
C(Γ,K) =
⋃
k≥1
{k − rkA(A) | A ∈Mk(A)},
which is closely related to C(A) = rkA
(⋃
k≥1Mk(A)
)
. In fact, they are both subsemigroups of
(R+,+) which generate the same subgroup G(Γ,K) = G(A), see Subsection 2.3.
Let us start our analysis of KΓ ∼= CK(X) ⋊T Z using the dynamical approximation from Section
3. For n ≥ 0, we take En = [1 · · · 1 · · · 1] (with 2n + 1 one’s) for the sequence of clopen sets, whose
intersection gives the point y = (..., 1, 1, 1, ...) ∈ X which is a fixed point for the shift map T 4. We
take the partitions Pn of the complements X\En to be the obvious ones, namely
Pn = {[00 · · · 0 · · · 00], [00 · · · 0 · · · 01], ..., [01 · · · 1 · · · 11]}.
Write An := A(En,Pn) for the unital ∗-subalgebra of A = CK(X) ⋊T Z generated by the partial
isometries χZt, Z ∈ Pn. It is easily seen that An coincides with the unital ∗-subalgebra of A generated
by the partial isometries si = eit for −n ≤ i ≤ n, where recall that each ei is the projection in KΓ
given by 1+ai2 (equivalently, the characteristic function of the clopen set [0i]), and we put fi = 1− ei.
We have, for each n ≥ 0, inclusions An ⊆ An+1. The quasi-partition Pn consists of the translates of
the sets W ∈ Vn of the following types:
a) W0 = [11 · · · 1 · · · 111] of length 1 (there are 2n+ 2 one’s);
b) W1 = [11 · · · 1 · · · 11011 · · · 1 · · · 11] of length 2n+ 2 (there are 4n+ 2 one’s, and a zero);
c) W (∗, ∗, ..., ∗, ∗) = [11 · · · 1 · · · 110 ∗ ∗ · · · ∗ ∗011 · · · 1 · · · 11] of length (2n+ 3) + l,
where in the last type l ≥ 0 is the number of ∗, and each ∗ can be either a zero or a one, but with at
most 2n consecutive one’s. It can be checked by hand that indeed Pn forms a quasi-partition of X,
namely that ∑
W∈Vn
|W |µ(W ) = 1.
To this aim, we first need a definition. We write m = 2n+ 1.
4It can also be done by taking an even number of one’s at each level n; we are taking an odd number for notational
convenience.
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Definition 6.2. For k ∈ Z+ we define the kth m-acci number, denoted by Fibm(k), recursively by
setting
Fibm(0) = 0, Fibm(1) = Fibm(2) = 1, Fibm(3) = 2, . . . , Fibm(m− 1) = 2
m−3,
and for r ∈ Z+,
Fibm(r +m) = Fibm(r +m− 1) + · · · + Fibm(r).
This sequence is also known in the literature as the m-step Fibonacci sequence, see for example [15]
and [33].
Lemma 6.3. For k ≥ 2, Fibm(k) is exactly the number of possible sequences (ǫ1, ..., ǫl) of length
l = k − 2 that one can construct with zeroes and ones, but having at most m− 1 consecutive one’s.
Proof. A simple combinatorial argument yields the result. 
By using the summation rules∑
k≥1
Fibm(k)
2k
= 2m−1,
∑
k≥1
kFibm(k)
2k
= 22m − (m+ 1)2m−1,
whose proofs can be found in [10, Lemma 3.2.3], we compute∑
W∈Vn
|W |µ(W ) =
1
2m+1
+
1
22m
(∑
k≥1
mFibm(k)
2k
+
∑
k≥1
kFibm(k)
2k
)
=
m+ 1
2m+1
+
(
1−
m+ 1
2m+1
)
= 1,
as we already know.
Recall from Section 3 that we have faithful ∗-representations πn : An →֒ Rn, x 7→ (hW · x)W . In
our situation, we have the concrete expression Rn = K ×
∏
k≥1Mm+k(K)
Fibm(k).
If now K is a subfield of C closed under complex conjugation, then by Theorem 5.12 we can identify
RKΓ ∼= RA, and in fact the ∗-regular closure of each An inside U(Γ) coincides with Rn = R(An,Rn),
and the same forR∞ = R(A∞,R∞). In particular, Proposition 4.2 applies to give the following result,
already proved by Elek in [13] for K = C.
Corollary 6.4. Let K be a subfield of C closed under complex conjugation, and let Rrk to be the
rank-completion of RKΓ inside U(Γ) with respect to rkU(Γ). Then Rrk ∼= MK as ∗-algebras over K,
where MK denotes the von Neumann continuous factor over K.
6.2. The algebra of special terms for the lamplighter group algebra. We now interpret the
results in Subsection 4.2 for the lamplighter group algebra. In particular, we show that the corre-
sponding algebra of special terms Sn[[t;T ]] is an integral domain. Our notation here is a little bit
different from that section: we write An,0[[t;T ]] instead of B0[[t, T ]] to denote the set of infinite sums∑
i≥0
bi(χX\Ent)
i =
∑
i≥0
bit
i, where bi ∈ An,i := χX\(En∪···∪T i−1(En))An,0
with An,0 = CK(X) ∩An. We then have a representation πn : An,0[[t;T ]]→ Rn, πn(a) = (hW · a)W .
Following Definition 4.14, we denote by (Dn)+ the division closure of (An)+ =
⊕
i≥0An,it
i in
An,0[[t;T ]]. We write Sn[[t;T ]] to denote the subspace of An,0[[t;T ]] consisting of those elements∑
i≥0 bit
i such that each bi belongs to span{χS | S ∈ Wi} (see Definition 4.17). These are easy to
describe here: noting that En ∩ T−1(En) 6= ∅, we have that the special term of degree 0 is given by
S0 = T
−1(S1) = [1 · · · 1 · · · 11︸ ︷︷ ︸
2n
],
which corresponds to χS0 = f−n+1 · · · f0 · · · fn−1fn; the special one of degree i = 2n+ 1 is
S = [11 · · · 1 · · · 1︸ ︷︷ ︸
2n
0 1 · · · 1 · · · 11︸ ︷︷ ︸
2n
],
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corresponding to χSt2n+1 = f−3nf−3n+1 · · · f−2n · · · f−n−1e−nf−n+1 · · · f0 · · · fn−1fnt2n+1; finally, with
degree i ≥ 2n+ 2, we have the elements
S = [11 · · · 1 · · · 1︸ ︷︷ ︸
2n
0 ∗ ∗ · · · ∗ ∗︸ ︷︷ ︸
i−(2n+2)
0 1 · · · 1 · · · 11︸ ︷︷ ︸
2n
]
corresponding to
χSt
i = f−n−i+1f−n−i+2 · · · f−i+1 · · · f−i+ne−i+n+1(∗)−i+n+2 · · · (∗)−n−1e−nf−n+1 · · · f0 · · · fn−1fnt
i,
with (∗)j ∈ {ej , fj} having no more than 2n consecutive fj’s. The next lemma shows that the
lamplighter group algebra has some special properties that are reflected in Sn[[t;T ]].
Lemma 6.5. The space Sn[[t;T ]] becomes a subalgebra of An,0[[t;T ]], and even an integral domain.
Proof. We show that if S ∈Wi, S′ ∈Wj then S ∩ T i(S′) ∈Wi+j (here i, j ≥ 2n+ 2, the other cases
can be also checked in a similar way). We have
χS = f−n−i+1 · · · f−i+1 · · · f−i+ne−i+n+1a−i+n+2 · · · a−n−1e−nf−n+1 · · · f0 · · · fn,
χS′ = f−n−j+1 · · · f−j+1 · · · f−j+ne−j+n+1b−j+n+2 · · · b−n−1e−nf−n+1 · · · f0 · · · fn,
with ak, bk ∈ {ek, fk} with no more than 2n consecutive fk’s, so that
χSt
i · χS′t
j = χS∩T i(S′)t
i+j = f−n−j−i+1 · · · f−j−i+1 · · · f−j−i+ne−j−i+n+1b−j−i+n+2 · · · b−n−i−1e−n−i
· f−n−i+1 · · · f−if−i+1 · · · f−i+ne−i+n+1a−i+n+2 · · · a−n−1e−nf−n+1 · · · f0 · · · fnt
i+j .
Now it is clear that S ∩ T i(S′) ∈ Wi+j. This shows that Sn[[t;T ]] is a subalgebra of An,0[[t;T ]]. To
show that Sn[[t;T ]] is a domain, consider two non-zero elements a, b ∈ Sn[[t;T ]] , and let χSti and
χS′t
j be terms in the support of a and b respectively, of smallest degree. By the computation above
χSt
i · χS′t
j = χS∩T i(S′)t
i+j is a non-zero term of smallest degree in ab. This shows that ab 6= 0. Note
that the special term χS0∪T−1(S1) = χS0 = χT−1(S1) is the unit of the algebra Sn[[t;T ]]. 
Define Sn[t;T ] ⊆ Sn[[t;T ]] as the set of elements of Sn[[t;T ]] with finite support, i.e. of the form∑r
i=0 bit
i with bi belonging to the linear span of the special elements of degree i, and r a positive
integer.
Proposition 6.6. For n ≥ 1, Sn[t;T ] is a free K-algebra with infinitely many generators, and
Sn[[t;T ]] is a free power series K-algebra with infinitely many generators.
Proof. We say that a special term χSti of the form
f−n−i+1 · · · f−i+1 · · · f−i+ne−i+n+1a−i+n+2 · · · a−n−1e−nf−n+1 · · · f0 · · · fnt
i
is pure if there are no more than 2n − 1 consecutive fj’s in the a−i+n+2 · · · a−n−1 sequence. Denote
by Pu the set of pure elements. Then every special term χSti can be written uniquely as a product
of pure terms, so we obtain an isomorphism
K〈〈xb | b ∈ Pu〉〉 ∼= Sn[[t;T ]], xb 7→ b, 1 7→ χ[1···1···11]
which restricts to an isomorphism K〈xb | b ∈ Pu〉 ∼= Sn[t;T ]. 
In the next subsection we provide the description of Sn[[t;T ]] for the case n = 0.
We now observe that, for n ≥ 1, the ∗-regular algebra Qn and so the ∗-algebra En, corresponding
to the algebra An (described in Definition 4.25), contain a well-known large ∗-subalgebra.
With the notation used in the proof of Proposition 6.6, denote by Krat〈xb | b ∈ Pu〉 the algebra
of non-commutative rational series, which is by definition the division closure of K〈xb | b ∈ Pu〉 in
K〈〈xb | b ∈ Pu〉〉, see [9]. Note that
Krat〈xb | b ∈ Pu〉 =
⋃
F
Krat〈xb | b ∈ F 〉,
where F ranges over all the finite subsets of Pu. We see Krat〈xb | b ∈ Pu〉 as a subalgebra of Sn[[t;T ]]
via the identification K〈〈xb | b ∈ Pu〉〉 ∼= Sn[[t;T ]] provided by Proposition 6.6. By [9, Theorems 1.5.5
and 1.7.1], the algebra Krat〈xb | b ∈ Pu〉 is even a ∗-subalgebra of (Sn[[t;T ]],⊙,−). We will denote
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the algebra of rational series endowed with the Hadamard product ⊙ by Krat〈xb | b ∈ Pu〉◦. Note
that, since Pu is infinite, the algebra Krat〈xb | b ∈ Pu〉◦ is not unital, but it has a local unit, namely
the family {(1 −
∑
b∈F xb)
−1}F , where F ranges over all the finite subsets of Pu.
Proposition 6.7. Let n ≥ 1 and let Qn be the ∗-regular closure of P ((Dn)+) in (Sn[[t;T ]],⊙,−).
Then Qn contains the ∗-regular closure of Krat〈xb | b ∈ Pu〉◦ in (Sn[[t;T ]],⊙,−).
Proof. Using the identifications given in the proof of Proposition 6.6, we only need to check that the
division closure D of Sn[t;T ] in Sn[[t;T ]] is contained in P ((Dn)+).
Let us denote by g the unit of Sn[[t;T ]], that is g = χS0∩T−1(S1) = χS0 = χT−1(S1). Then the
division closure of (1− g)K +Sn[t;T ] in (1− g)K +Sn[[t;T ]] is precisely (1− g)K +D . Moreover we
have inclusions of unital algebras
(1− g)K + Sn[t;T ] ⊆ (Dn)+ ∩ ((1 − g)K + Sn[[t;T ]]) ⊆ (1− g)K + Sn[[t;T ]],
and (Dn)+ ∩ ((1 − g)K + Sn[[t;T ]]) is inversion closed in (1− g)K + Sn[[t;T ]], so
(1 − g)K + D ⊆ (Dn)+ ∩ ((1 − g)K + Sn[[t;T ]]) ⊆ (Dn)+.
We thus get D = P (D) ⊆ P ((Dn)+), as desired. 
To close this subsection, we compute the ∗-regular closure of Krat〈X〉◦ in K〈〈X〉〉◦. To this end,
we first analyze the ∗-regular closure in the setting of commutative rings.
For any unital ring T , we denote by B(T ) the Boolean algebra of central idempotents of T . Recall
that e ∧ f = ef and e ∨ f = e+ f − ef for e, f ∈ B(T ).
Let R be a commutative unital ∗-regular ring and let S be a unital ∗-subring of R. Observe that the
idempotents of R are necessarily self-adjoint. We want to obtain a simplified form of the construction
of the ∗-regular closure of S in R.
Write
(6.1) E(S) = {e ∈ B(R) | there exists a ∈ S such that aR = eR}.
We can think of the elements of E(S) as being the supports of the elements of S. Note that B(S) ⊆
E(S) ⊆ B(R) and that for a ∈ S and e ∈ E(S) such that aR = eR, we have (1 − e)R = AnnR(a),
the annihilator of a in R.
Lemma 6.8. Let R be a commutative unital ∗-regular ring and let S be a unital ∗-subring of R. The
set E(S) is closed under meets in B(R). Consequently, E(S) is a Boolean subalgebra of B(R) if and
only if E(S) is closed under complements.
Proof. Let a, b ∈ S, and suppose that aR = eR and bR = fR for e, f ∈ B(R). We then have:
(e ∧ f)R = efR = (eR)(fR) = (aR)(bR) = (ab)R,
which shows that e ∧ f ∈ E(S). The second part follows from the De Morgan laws. 
We can obtain now the description of the ∗-regular closure.
Proposition 6.9. Let R be a unital commutative ∗-regular ring and let S be a unital ∗-subring of
R. Let E(S) ⊆ B(R) be the set defined in (6.1), and let BS be the smallest Boolean subalgebra of
B(R) containing E(S). Let SBS be the subring of R generated by S and BS. Then the ∗-regular
closure R of S in R coincides with the classical ring of quotients Qcl(SBS) of SBS. Moreover we
have B(R) = BS.
Proof. We first show that Qcl(SBS) naturally embeds in R. Observe that every element x ∈ SBS
can be written in the form x =
∑n
i=1 eisi, where si ∈ S for all i and (ei) is a sequence of pairwise
orthogonal elements of BS . Now let fi ∈ E(S) such that siR = fiR. We have (eisi)R = (eifi)R, and
hi := eifi = ei ∧ fi ∈ BS , because BS is a Boolean subalgebra of B(R). Hence, by replacing each ei
by hi, we can further assume that (eisi)R = eiR. It follows that the support projection of x in R is
exactly
∑n
i=1 ei = ∨
n
i=1ei ∈ BS . So we have shown that the support projection in R of any element
of SBS belongs to BS .
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Let z be a non-zero-divisor of SBS , and write zR = eR for some idempotent e ∈ R. By what we
proved above we have e ∈ BS . Since (1 − e)z = 0, we conclude that e = 1. Hence z is invertible in
R and therefore there is a unique embedding of Qcl(SBS) into R extending the canonical embedding
S →֒ R.
Let R denote the ∗-regular closure of S in R. We first show that Qcl(SBS) ⊆ R. It is clear that
E(S) ⊆ R, so that BS ⊆ B(R) and SBS ⊆ R. Now since all non-zero-divisors of SBS are invertible
in R, we get that Qcl(SBS) ⊆ R.
For the other inclusion R ⊆ Qcl(SBS), it suffices to show that Qcl(SBS) is a ∗-regular subring of
R. First notice that since S is a ∗-subring of R, SBS is a ∗-subring of R too. It follows that Qcl(SBS)
is a ∗-subring of R. Now let x = ab−1 ∈ Qcl(SBS), where a ∈ SBS , and b a non-zero-divisor in
SBS . We proved above that the support projection, say e, of a belongs to BS . Hence a + (1 − e)
is a non-zero-divisor in SBS , so that it is invertible in Qcl(SBS). Now it is easily checked that the
quasi-inverse of x is eb(a+ (1 − e))−1 ∈ Qcl(SBS), so that Qcl(SBS) is a ∗-regular ring. 
Let X be an infinite countable set and write X =
⋃
n≥1Xn, where Xn ⊆ Xn+1 and |Xn| = n for all
n. Let Rnrat be the ∗-regular closure of Krat〈Xn〉
◦ in K〈〈Xn〉〉◦, and let Rrat be the ∗-regular closure
of Krat〈X〉◦ in K〈〈X〉〉◦. Then we have
Rrat =
( ⋃
n≥1
Rnrat
)
+ 1 ·K.
Therefore, it is enough to compute the ∗-algebras Rnrat.
For a finite set X, denote by X∗ the free monoid generated by X. For a =
∑
w∈X∗ aww ∈ K〈〈X〉〉,
denote by supp(a) the support of a, that is, the set of all w ∈ X∗ such that aw 6= 0. The annihilator
ann(a) is defined as the complement of supp(a) in X∗. The Boolean algebra B(K〈〈X〉〉◦) is isomorphic
to the power set P (X∗) of X∗. A subset of X∗ is usually called a language (see [9, p. 4]).
The following proposition is the key to obtain some new irrational ℓ2-Betti numbers arising from
the lamplighter group, see [4, Subsection 4.3].
Proposition 6.10. Let K be a field with involution, and let X be a finite non-empty set. Let K be
the set of all the supports of elements from Krat〈X〉, and let B be the Boolean subalgebra of P (X
∗)
generated by K. Then the ∗-regular closure of Krat〈X〉
◦ in K〈〈X〉〉◦ is the ∗-algebra of all formal
power series whose support belongs to B.
Proof. Note that the set K corresponds exactly with the set E(S) described in Proposition 6.9. Hence
the result follows from that proposition. 
Remark 6.11. By [9, Section 3.4], if K is a field of characteristic zero, and |X| > 1, then the set
K of Proposition 6.10 is not closed under complementation, and so it is not a Boolean subalgebra of
subsets of X∗. It follows that B is strictly larger than K, and in particular properly contains the
Boolean algebra of all the rational languages over X, see [9, Chapter 3].
6.3. Analysis of the algebra A0. Here we analyze the example in [6, Section 6] in the light of the
theory developed in the present paper. The algebra constructed there coincides with the algebra A0,
the first of the approximating algebras considered in the preceding two sections. In [6], a concrete
description of the ∗-regular closure of the ∗-algebra A0 is obtained, and it is shown that G(A0) = Q.
Recall that G(A0) denotes the subgroup of R generated by the set of ℓ2-Betti numbers C(A0) arising
from A0. Note that A0 coincides with the semigroup algebra KF of the monogenic free inverse
monoid F (see [6]).
We will denote by D+ and D− the subalgebras of A0,0[[t;T ]] and A0,0[[t−1;T−1]] introduced in
Definition 4.14.
Now recall from [6] that the algebra Σ−1A0 embeds naturally in R0 =
∏
i≥1Mi(K). Here Σ is the
set of all the polynomials of the form f(s) for f(x) ∈ K[x] with f(0) = 1, and s = χX\E0t = χ[0]t.
Denoting by B the image of Σ−1A0 in R0, the ∗-subalgebra of R0 generated by B + B∗ will be
denoted by T . This algebra was considered in [6] with the notation D (see [6, Proposition 6.8]).
We will show below that indeed T = D, where, as in Section 4, D denotes the ∗-subalgebra of R0
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generated by π+(D+) + π−(D−) = π+(D+) + π+(D+)∗. Thus in the end the algebras denoted by D
in each of the two papers do agree.
Proposition 6.12. With the above notation, we have T = D.
Proof. Note that for any f(s) ∈ Σ, we clearly have that f(s)−1 ∈ D+. Since obviously A0 ⊆ D, we
get that B = Σ−1A0 ⊆ D, and since D is a ∗-algebra we get T ⊆ D.
We may consider the algebra A0,0((t;T )) consisting of skew Laurent power series
∑
i≥−n bit
i, where
n ∈ Z+ and bi ∈ Bi for all i. Observe that B ⊆ A0,0((t;T )). Set B+ := B ∩A0,0[[t;T ]]. We aim to
show that π+(D+) ⊆ B+. This would imply that D ⊆ T , and thus we would get the desired equality
D = T .
Consider the natural onto homomorphism ρ : B → K(x) sending s to x and s∗ to x−1. The kernel
of ρ is the ideal of B generated by 1− ss∗ and 1− s∗s. We denote by ρ+ the restriction of the map
ρ to B+.
To show that π+(D+) ⊆ B+, it is enough to prove that B+ is closed under inverses in A0,0[[t;T ]],
because D+ is the division closure of A0,0[t;T ] in A0,0[[t;T ]].
Observe that ρ restricts to a surjective homomorphism ρ0 : A0,0 → K, which can be described as
follows. Given any expression z =
∑
U∈P λUχU , where P is a partition of X into clopen basic subsets
as in [3, Lemma 3.8], there is a unique U0 ∈ P such that χU0 does not belong to the kernel of ρ, namely
U0 = [0
i
· · · 0] for some i. Then we have ρ0(z) = λU0 = z((..., 0, 0, 0, ...)). Note that ρ0(T
j(z)) = ρ0(z)
for all j ∈ Z. This enables us to extend ρ to a well-defined homomorphism A0,0((t;T )) → K((x)),
also denoted by ρ, which is given by
ρ(
∞∑
i=−n
ait
i) =
∞∑
i=−n
ρ0(ai)x
i.
We have the following commutative diagram
B+
//
ρ+

A0,0[[t;T ]]
ρ+

K[x](x) // K[[x]]
where ρ+ from the right-hand side is the restriction of ρ : A0,0((t;T )) → K((x)) to A0,0[[t;T ]]. The
image of the map K[x](x) → K[[x]] is of course the algebra of rational series. Now let z =
∑
i≥0 bit
i ∈
B+ be invertible in A0,0[[t;T ]]. By Lemma 4.13, we can assume without loss of generality that b0 = 1.
Then ρ+(z)must be invertible inK[x](x), so that there are f(x), g(x) ∈ K[x] such that f(0) = g(0) = 1
and ρ+(z) = f(x)g(x)−1. Now f(s)g(s)−1 ∈ B+ and we have
z = f(s)g(s)−1 + y,
where y belongs to the ideal I>0 := I ∩
(⊕
i≥1A0,it
i
)
, where I is the ideal of B generated by 1− ss∗
and 1− s∗s. Therefore we have that zg(s)f(s)−1 = 1 + y′, where y′ ∈ I>0, and we need to show that
1 + y′ is invertible. Indeed, we will show that I>0 is a nil-ideal, that is, that every element of I>0 is
nilpotent.
By [6, Lemma 4.7], each element of I can be expressed as a (finite) linear combination of terms of
the following forms:
(A) f−1si(1− ss∗)(s∗)j , for i, j ≥ 0 and f ∈ Σ,
(B) (s∗)i(1− s∗s)sjf−1, for i, j ≥ 0 and f ∈ Σ,
(C) (s∗)i(1− s∗s)sjf−1(1− ss∗)(s∗)k, for i, j, k ≥ 0 and f ∈ Σ,
(D) elements from soc(A).
Let y be an element in I>0. Let {hn}n be the canonical central projections of A0. Since the constant
term of y is 0, we see that each matrix hn · y must be a strictly lower triangular matrix. We want to
show that there is a fixed integer R such that (hn · y)R = 0 for all n. Now taking into account the
forms (A), (B),(C), (D) above, we see that there are positive integers N and r such that for all n ≥ N
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the matrix hn ·y has the property that it is strictly lower triangular and that (hn ·y)ij = 0 for all (i, j)
such that i ≤ n− r and j ≥ r + 1. The result then follows from the next straightforward lemma. 
Lemma 6.13. Let 0 < r < n. Suppose that A = (aij)1≤i,j≤n is a strictly lower triangular matrix such
that aij = 0 whenever (i, j) satisfies that i ≤ n− r and j ≥ r + 1. Then A
2r+1 = 0.
Proof. For 1 ≤ t ≤ r + 1, we show by induction that At = (cij), with cij = 0 whenever i ≤ j + t− 1
and whenever (i, j) satisfies that i ≤ n− r+ t− 1 and j ≥ r+1, and also whenever (i, j) satisfies that
i ≤ n− r and j ≥ r − t+ 2. Moreover if t ≥ 3 then
cn−r+1,r+3−t′ = cn−r+2,r+4−t′ = · · · = cn−r+t′−2,r = 0
for 3 ≤ t′ ≤ t.
Assume the result holds for t ≤ r. We will show it holds for t + 1. Write D := At+1. It is a
simple matter to show that dij = 0 whenever i ≤ j + t. Now assume that the pair (i, j) satisfies that
i ≤ n − r + t and that j ≥ r + 1. Suppose that there is a non-zero term cikakj contributing to the
term dij . Then i > k + t− 1 and k > j. Therefore we have
k + t− 1 < i ≤ n− r + t,
which implies that k − 1 < n− r so that k ≤ n − r. But now since k ≤ n− r and j ≥ r + 1 we have
that akj = 0 by hypothesis. So all the products cikakj are 0 and we get that dij = 0.
Now assume that (i, j) satisfies that i ≤ n − r and j ≥ r − t + 1. Proceeding as above the term
cikakj is either 0 or i > k + t − 1 and k > j. We get k > j ≥ r − t + 1 and so k ≥ r − t + 2. Since
i ≤ n − r and k ≥ r − t + 2, we get that cik = 0 by the induction hypothesis, and so cikakj = 0.
Therefore dij = 0.
It remains to show the last statement. Suppose first that t = 3. We have to show that dn−r+1,r = 0.
Assume there is a term cn−r+1,kak,r which is non-zero, where here A2 = (cij). Then we must have
n− r+ 1 > k + 1 and k > r and thus k ≥ r+ 1 so that cn−r+1,k = 0 by what we have proved before,
and we get a contradiction. Hence dn−r+1,r = 0. Using induction, we assume the result true for all
3 ≤ t′ ≤ t ≤ r and we show it for t+1. Setting At+1 = (dij), we need to show that dn−r+s,r+s−t+1 = 0
for 1 ≤ s ≤ t−1 (this is the case t′ = t+1 of the statement, the cases where 3 ≤ t′ ≤ t follow the same
pattern). Write At = (cij) and let s be an integer such that 1 ≤ s ≤ t− 1. Let cn−r+s,kak,r+s−t+1 be
non-zero. By the induction hypothesis and what we proved before, we known that cn−r+s,j = 0 for
j ≥ r + s− t+ 2. Therefore we get that k < r + s− t+ 2. We also have that k > r+ s− t+ 1, since
ak,r+s−t+1 6= 0, so k ≥ r + s− t+ 2, and we get a contradiction.
Therefore we have proven that Ar+1 is a matrix consisting of a r × r lower diagonal matrix at the
left lower corner, and the rest of the entries are 0. It follows that A2r+1 = 0. 
We now proceed to describe the special elements S0[[t;T ]] at this level. There is exactly one special
term for each degree i ≥ 0. For i = 0, it is given by S0 = T−1(S1) = X and the corresponding
element inside the algebra is χX = 1. For i ≥ 1 we get the element S = [0
i
· · · 0], corresponding
to χSti = χ
[0
i
···0]
ti. Note that si = χ
[0
i
···0]
ti for i > 0, where s = χX\E0t, and so S0[[t;T ]] can be
isomorphically identified with the algebra of formal power series K[[x]], the isomorphism sending
s 7→ x.
The isomorphism given in Proposition 4.20 coincides exactly with the isomorphism ψ given in [6,
paragraph preceding Proposition 6.8], and formulas (6.3) and (6.4) from [6] are deduced from Lemma
4.21.
As in [6], we denote by R◦ the subalgebra of rational series in K[[x]], endowed with the Hadamard
product ⊙. It is not closed under inversion in (K[[x]],⊙). Let Q be the classical ring of quotients of
R◦ in (K[[x]],⊙), which coincides with its ∗-regular closure R(R◦,K[[x]]) (see [6, Lemma 6.10], where
it is denoted by Q). The algebra Q is not to be confused with our algebra Q which, by Definition
4.25, is the ∗-regular closure of P (D+) inside (K[[x]],⊙).
Lemma 6.14. We have Q ⊆ Q.
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Proof. Once we show the inclusion R◦ ⊆ P (D+) we will be done since Q, being the ∗-regular closure
of P (D+) in (K[[s]],⊙), will contain Q.
So let p(s) ∈ R◦. By definition, p(s) ∈ K[[s]], so that P (p(s)) = p(s). (Recall that P is the
idempotent map given in Lemma 4.22.) Hence p(s) ∈ P (D+), as required. 
We are now in a position to prove that the ∗-subalgebra E of R0 = R(A0,R0) generated by D and
Ψ(Q)(1 − ss∗) coincides with the ∗-subalgebra of R0 generated by T and Ψ(Q)(1 − ss∗), which in
turn coincides with R0 by [6, Theorem 6.13]. Let E denote the latter ∗-subalgebra.
Theorem 6.15. We have E = E = R0 and Q = Q.
Proof. By Proposition 6.12, we have D = T , so R0 coincides with the ∗-subalgebra E generated by
D and Ψ(Q)(1 − ss∗) by [6, Theorem 6.13].
Now the inclusion E ⊆ E is clear by Lemma 6.14. Since E ⊆ R0 = E , we get the equality
E = E = R0.
Finally Ψ(Q)(1− ss∗) = (1− ss∗)R0(1− ss∗) by [6, Theorem 6.13]. Since
Ψ(Q)(1− ss∗) ⊆ Ψ(Q)(1 − ss∗) ⊆ (1− ss∗)R0(1− ss
∗)
by Lemma 6.14 and Proposition 4.26, and the map x 7→ Ψ(x)(1 − ss∗) is injective, we conclude that
Q = Q. 
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