The analysis of single CT slices extracted at the third lumbar vertebra (L3) has garnered significant clinical interest in the past few years, in particular in regards to quantifying sarcopenia (muscle loss). In this paper, we propose an efficient method to automatically detect the L3 slice in 3D CT images. Our method works with images with a variety of fields of view, occlusions, and slice thicknesses. 3D CT images are first converted into 2D via Maximal Intensity Projection (MIP), reducing the dimensionality of the problem. The MIP images are then used as input to a 2D fully-convolutional network to predict the L3 slice locations in the form of 2D confidence maps. In addition we propose a variant architecture with less parameters allowing 1D confidence map prediction and slightly faster prediction time without loss of accuracy. Quantitative evaluation of our method on a dataset of 1006 3D CT images yields a median error of 1mm, similar to the inter-rater median error of 1mm obtained from two annotators, demonstrating the effectiveness of our method in efficiently and accurately detecting the L3 slice. Code and dataset will be made available at https://github.com/fk128/ct-slice-detection.
Introduction
The analysis of CT slices extracted at the third lumbar vertebra (L3) has garnered significant clinical interest in the past few years, in particular in regards to computing a sarcopenia measure [SWMN16] . Sarcopenia refers to loss of muscle mass and is computed as the total area of the skeletal muscle mass divided by the square of the patient's height. Sarcopenia is particularly relevant in oncology where severe muscle loss in adult patients is typically found to be associated with poor outcome [TVVR + 15, MCB + 12, KBMB16]. L3 is taken as a standard landmark by a majority of medical researchers for sarcopenia measurement [SWMN16] , as muscle and adipose fat areas at L3 and L4 have been found to be most linearly correlated to their whole-body counterparts [KBMB16] .
The main motivation for automating the whole process of computing a sarcopenia measure is to provide it as prognostic information to clinicians in cancer populations alongside the CT images. Extracting measurement directly from CT images is convenient as CT is frequently obtained as part of cancer staging and disease assessment. The current work-flow for computing a sarcopenia measurement is as follows: manual extraction of the L3 slice; this involves scrolling through the 3D image slice by slice until the L3 slice is found. Semi-automated segmentation software (e.g. Slice-O-Matic or ImageJ) that involves manual refinement is then used to segment the skeletal muscle and adipose fat tissue. This process takes 5 to 10 minutes per image, and it becomes time-consuming to run on large datasets.
In this paper we solely address the problem of automatic slice detection, as skeletal muscle segmentation has already been addressed in the literature using fully-convolutional networks [LTT + 17, LHC + 15]. Slice detection in [BCH + 17] is formulated as a regression problem, where a VGG architecture with a single output fully-connected layer is used to predict the slice location. The main advantage of the approach is that it operates on 2D images instead of 3D; it does so by converting the 3D CT images to 2D via Maximal Intensity Projection (MIP). This involves projecting the maximal intensity pixel value along the perpendicular direction of the frontal plane. The MIP image representation still contains enough information for locating the L3 vertebra. This greatly reduces the dimensionality of the problem and allows feeding into the CNN images that have more context, as opposed to a 3D volume where input size is limited by memory capacity.
As vertebrae are similar in appearance, context is an important feature in discriminating between them. A dense layer with a single output is attached to the last convolutional layer output of a pretrained VGG network. The weights are then fine-tuned. The method only trains on image crops of fixed size ([100, 512, 3]). However, there are a few drawbacks: (1) In order to detect the L3 slice, a sliding window approach is adopted; this means that convolutions from overlapping image areas are being repeatedly recomputed as the window slides over the whole image, and this increases prediction time; (2) the method has no probabilistic output as it only outputs a single number that indicates the predicted slice location; (3) only image crops that contain the L3 vertebra are used for training, while image crops that do not contain it are excluded. With this approach, a special elimination process is used during test time that relies on the assumption that image crops that do not contain the target vertebra will produce random outputs. (2) and (3) could potentially be solved by adding another output to the network that serves as an indicator whether the L3 slice is present or absent. This would allow training on negative examples and produce a probabilistic output; however, the sliding window approach is still computationally inefficient. In this paper, we propose an efficient method to detect the L3 slice (or potentially any other slice) based on fully-convolutional networks (FCNN) that output full-resolution confidence maps either in 2D or 1D. This is motivated by previous works [TGJ + 15, PCZ15, PŠBU16, CSWS17] that use FCNN to predict confidence maps for landmark localisation.
In summary, we make the following contributions: (1) an efficient method to automatically detect the L3 slice (or potentially any other slice) without using a sliding window approach; this is due to the use of a fully-convolutional network formulation for confidence map prediction; (2) we propose a novel variant architecture based on a simple modification of the UNet [RFB15] architecture that produces 1D confidence map output instead of the standard 2D output, which is suited for our particular use case; (3) we compile a large annotated dataset of 1070 images obtained from multiple public sources; and (4) the dataset and code for reproducing our method will be publicly available online at https://github.com/fk128/ct-slice-detection.
Related Work
In computer vision, pose estimation methods such as OpenPose [CSWS17] and others [TGJ + 15, PCZ15] rely on FCNNs to regress confidence maps of multiple landmarks, some of which achieve state-of-the-art performance. For medical-based application, [PŠBU16] investigated the applicability of several configurations of FCNNs for multiple landmark localisation for hand X-ray images. Notably, a UNet-based architecture [RFB15] , defined by the presence of a down-sampling and upsampling path linked via skip connections, compared to a network with a down-sampling path only, achieves the best accuracy overall for the localisation of landmarks on 2d hand X-ray image. The up-sampling path helps in improving localisation by integrating information from higher resolution feature maps. On the other hand, a network with only a down-sampling path outputs confidence maps of a lower resolution due to the max-pooling operations, resulting in loss of localisation precision. To overcome the loss in localisation precision from max-pooling, [TGJ + 15] use a 2-stage network, where the 1st stage network performs coarse localisation of a given landmark; the output of this network, along with cropped volumes of the feature maps, from the previous layers, are used as input for a 2nd stage network to refine the location of the landmark. This is analogous in principle to the approach adopted with a UNet-like architecture with skip connections, except that cropping is involved. . For machine learning-based methods, this requires ground truth annotations or segmentations to be available for all the vertebrae that appear in the images of the training set; a drawback of this is an increase of ground truth annotation time. In [GZK + 13] a random classification forest is used to localise vertebra centroids in 3D CT images. The sparse centroid annotations are transformed into dense probabilistic labels for training. Once probabilistic outputs have been predicted, a false positive removal strategy, which takes into account the global shape of the spine, is used to remove spurious outputs and improve the predictions. [ ] make use of a 3D CNN for vertebrae localisation. While such approaches are beneficial if the goal is 3D vertabrae localisation, for our intended application of single slice detection that entail single vertebra detection, we find that working with 2D images provides good localisation accuracy and efficiency.
Methods
The system takes in as input a 3D CT volume. The volume is converted into a 2D image via Maximal Intensity Projection (MIP) and is further post-processed. The 2D MIP image is used as input to the network. Depending on the network, the output is a 1D or 2D confidence map. The location of maximal probability from the confidence map is used as the prediction for the location of L3, allowing the extraction of the transverse slice from the CT volume. In this section we describe in detail each step of the pipeline.
Pre-processing
The input 3D CT volumes are first converted into 2D Maximal Intensity Projection (MIP) images along the frontal and sagittal views, similarly to [BCH + 17]; however, we compute a restricted MIP for the sagittal view in order to eliminate the outer edges of the pelvis and to have a clear view of the sacrum vertebrae, which is an essential reference point for determining the position of L3 if the annotator counts the vertabrae bottom-up. As the spine tends to be situated in the middle of the images in the majority of cases, we only compute the restricted sagittal MIP using the range [-20, 20 ] from the centre of the image; however, for the rare cases where the spine is not at the centre of the image, it is potentially possible to use a more elaborate image processing technique to attempt to detect the centreline of the spine and centre it. As CT images tend to have different slice thicknesses, we normalise the pixel size of the resulting MIPs to 1 × 1mm 2 to allow consistent input to the algorithm.
Finally, we threshold the images between 100 HU and 1500 HU in order to eliminate the majority of soft tissue at the lower end of HU and minimise the effect of metal implants and artifacts above 1500 HU. The images are then mapped to 8bit ([−127, 127]). Figure 1 shows an example of MIP images obtained from a 3D CT volume.
Model Architecture
We investigate the use of a FCNN based on the UNet architecture [RFB15] with a 2D confidence map output, and we propose a variant architecture that allows for a 1D confidence map output.
2D output The FCNN is based on a UNet-like architecture, and it consists of multiple downsampling and up-sampling blocks, with the latter mirroring the former. Each block consists of 1 or 2 convolutional units, where each unit is a sequence of 3x3 convolution, batch normalisation, and Leaky ReLU (α = 0.05) activation. Each block in the up-sampling path ends with an additional 1x1 convolution with the same number of channels as the corresponding block. 2x2 max-pooling is performed at the end of each block in the down-sampling path, with a 4x4 max-pooling performed at the last layer of the down-sampling path. Skip connections, which consist of the concatenation of the output of the up-sampling blocks with the outputs from the down-sampling blocks at the same level, are used to link the down-sampling path with the up-sampling path. In the up-sampling path we use spatial dropout at each block with p = 0.25. At the output of the network we attach a 1x1 convolutional layer with a sigmoid activation function and 1 channel output for the confidence map prediction. The resulting 2D confidence map prediction output has the same dimensions as the input image. We refer to this network as L3UNet-2D. Figure 2a illustrates the architecture. The network has 8,493,537 parameters. 1D output The FCNN is similarly based on the UNet architecture; the down-sampling path is the same as that of L3UNet-2D; however, the main difference is that we apply global horizontal max-pooling along the up-sampling path. The resulting up-sampling path consists of 1D convolutions, and we employ dropout with p = 0.25. The output is 1D and has the same size as the height of the image. We refer to this network as L3UNet-1D. Figure 2b illustrates the architecture of the network. The network has 6,189,025 parameters.
Augmentation
Augmentation is a straightforward approach that typically helps in improving generalisation performance. Image transformations are applied on the input images to create artificial variants. We use a set of image transformations such as: horizontal flipping, scaling [0.8, 1.2], intensity offsets [-70 , 70], piece-wise affine deformation, region drop-outs and over-exposures (to simulate occlusions), and vertical image sub-sampling (to simulate different slice thicknesses). In MIP images, occlusions can show up due to the presence of metal implants, bowel content, or contrast agents; region drop-outs and over-exposures can help make the algorithm less susceptible to such occlusions. To simulate images with a variety of slice thicknesses (up to 7mm), an image is down-sampled along the vertical axis and then up-sampled back to its original size using linear interpolation. 
Localisation
We convert point-wise annotations into confidence maps H i for each MIP image i. The only available annotation is the position of the slice along the y-axis. In the frontal MIP images, the spine is expected to be located in most of the cases within a fixed range along the x-axis. And we make this assumption when we generate the ground truth 2D confidence maps for the frontal MIP images. Given y i as the ground truth coordinates of the L3 slice for image i along the y-axis, the value of the 2D confidence map at any coordinates (x, y) is defined as
where f i is the step function
g σ is a Gaussian filter function, v is an offset, and A is the max norm ||H i (x, y)|| ∞ . Figure  3 shows examples of the generated 2D confidence maps overlaid on top of the images. In the 1D case, f i is reduced to an indicator function
For the objective function, we use L 2 loss between the predicted confidence map P and the ground-truth map H, averaged over a training batch:
Figure 3: Examples of different images with the ground-truth confidence maps (σ = 3mm, v = 50) overlaid on top of the images. As the only available annotation is the y coordinate, we generate an asymmetric Gaussian map centred in the middle of the image to account for offsets of the spine in the x coordinate. The dataset comprises of different images with a variety of fields of view, slice thicknesses, and artefacts.
where N is the batch size.
Experiments and Results
We implement our architecture using keras [C + 15] with the tensorflow backend. Data augmentation is performed on the fly via the data input generator using imgaug library 1 . We compare our proposed method with the sliding window regression approach as described in [BCH + 17], as well as a modified version where we produce two outputs: the y coordinate of the slice, and a Boolean that indicates the presence or absence of the slice (to allow training on images that do not contain a view of the L3 vertebra).
Dataset
We collected a diverse dataset consisting of 1070 CT images from multiple publicly available datasets. 3 sets were obtained from the Cancer Imaging Archive (TCIA) 2 : head and neck 3 , ovarian 4 , colon; a liver tumour dataset is obtained from the LiTS segmentation challenge 5 ; and an ovarian cancer dataset is obtained from Hammersmith Hospital (HH), London. Figure 4 provides the distribution of slice thicknesses and image heights the combined dataset.
All the 1070 3D CT images were pre-processed, where each 3D image results in a set consisting of a frontal image and a restricted sagittal image. The annotation were carried out on images normalised to 1x1mm. The MIP images were annotated by 2 annotators: a radiologist with 7 years of experience and an annotator with 5 years of experience working with CT images. For each image set, the annotator was presented with the frontal and restricted sagittal MIPs side by side, and the annotator clicked on the location of the L3 slice. The main landmark was chosen as the middle of the pedicle, lining up with the top edge of the transverse process. Only the Table 1 : Error, computed as absolute difference, between annotators A and B. Errors are reported in mm and in number of slices. As the mean slice location from both annotators is later taken as ground truth for training, we report the error between any given annotator and the ground truth.
position along the y-axis was recorded. It took about 2-4 seconds to manually annotate a single image. 9 images had disagreements between the annotators and 57 out of 1070 were ambiguous as there was uncertainty in assigning the location of the L3 vertebra. Further inspection by a senior radiologist with 18 years of experience as a consultant revealed that the majority of ambiguous cases consisted of patients with congenital vertebral anomalies, with the principal anomaly being transitional vertebra. Transitional vertebrae are ones that exhibit ambiguous characteristics, they are relatively common in the population (15-35%) [CCJL + 11, UUC + 13], and they occur at the junction between spinal segments with various degrees of apparent transition: atlanto-occipital junction, cervicothoracic junction (with a cervical rib from C7), thoracolumbar junction (with lumbar rib at L1 or a 13th rib from T13), and lumbosacral junction (commonly refered to as Lumbosacral transitional vertebrae (LSTV)). Inaccurate identification of the correct level due to LSTV has led to procedures being carried out at the wrong vertebra level [KW10] . Correct identification of L3 in ambiguous cases can only be resolved if the image contains a view of the whole spine [Bro07, CCJL
+ 11]. Results reported in Table 1 correspond to the errors where annotations from both annotators fell within the same vertebra for each image. The error in slices was computed by dividing the error in mm of a given image by the slice thickness, without rounding. Transitional vertebra cases (57 ) were excluded, leaving 1006 images for the training process; however, we still evaluated the detection algorithm on the transitional cases to verify the output, as in real-world scenarios, such cases are expected to be encountered. The average (rounded down) L3 slice location from the 2 annotators is used as ground truth for training.
Results
For L3UNet-1D and 2D, we trained using image crops of size [256, 384] , with crops randomly sampled along the y-axis and centred along the x-axis. We used a batch size of 5 for L3UNet-2D and 8 for L3UNet-1D. We set σ = 1.5 for generating the confidence maps. During training we found it helpful to start with a larger σ = 10 and linearly reduce it to 1.5 as the training progresses. The networks were trained for 50 epochs (sufficient enough to allow no further improvements on a small validation subset of the training set) using the Adam optimiser with a learning rate of 1e-3. For L3UNet-2D we only used the frontal MIP image as input During testing, the whole MIP image was provided as input to the network. The image were padded as necessary to ensure that the height and width were divisible by the amount of max-pooling in the network. Table 2 : 3-fold cross validation results using our method compared to the method from [BCH + 17] on our dataset. The error in slices is computed as the error in mm divided by the slice thickness for a given image, without rounding. We also report the number of outlier images that have an error greater than 10. For the 1D case, the confidence map is stretched out along the x-axis for visualisation purposes. The red line corresponds to prediction, while green line is the ground truth.
For the sliding window VGG16 regression, we attempted to reproduce the methodology as described in [BCH + 17] using their suggested parameters; however, not all parameters needed for training were reported; to fine-tune the network, we use a smaller learning rate 1e − 5 to avoid quickly destroying the learned weights of VGG16, and we used a batch size of 12. We used crop windows of size [100, 512], as recommended, sampled from frontal MIP image regions that contain the L3 vertebrae. In addition, we trained a modified version of VGG16 regression with dual output: a y coordinate and a Boolean that indicates the presence or absence of the L3 vertebra. This allowed training on positive and negative image crops. We report the results of 3-fold cross validation in Table 2 .
Training and testing were carried out on a workstation with 2 Nvidia TitanX GPUs. Once the MIP images were obtained, the average testing times for an image with average 440mm height were: L3UNet-1D 0.06s, L3UNet-2D 0.17s, sliding window VGG16 2.98s.
Finally, we applied our trained L3UNets on the excluded set of transitional vertebra cases. Outputs in all cases consisted in one of the two adjacent true candidate vertebrae or, in some cases, both. Figure 6 show a sample output on a transitional vertebra case.
Discussion
Results show that FCNNs with confidence map outputs achieve state-of-the-art L3 localisation performance, with a median error using our proposed L3UNet models equal to 1mm, similar to the human annotator error. We note that using our proposed approach of 1D confidence map outputs achieves slightly better results than the 2D confidence map output, despite the global max- pooling applied along the up-sampling path. As the only available annotation is the slice location along the y-axis, it is straight-forward to apply L3UNet-1D on either the frontal or sagittal MIP images. However, with the 2D output, we only make use of the frontal MIP image as we make the assumption that the spine is located in the centre of the image. In the sagittal MIP images, the spine is not always located at the same position. Although, it would have been possible to potentially detect the spine with some image processing, we have not done so. Therefore, we only use the frontal image as input for L3UNet-2D.
There still remains a small subset of images where the prediction is maximally off by one vertebra (outliers are images with an error more than 10mm). An inspection of the outlier images revealed that roughly half of them have an apparent reason that might explain why the network made an incorrect prediction. Figure 7 shows such an example of outliers. In addition, a few outliers had probabilities less than 50%, so it would potentially be possible to detect them. Nonetheless, the other half of outliers had confident, incorrect prediction outputs with no apparent reason. It is potentially likely, though, despite the best efforts of the annotators that some transitional vertebrae cases have slipped past them into the training set, given that the cases are at most prevalent in the general population 15-35%, while only 57 out of 1070 , which amounts to about 5% were found in our dataset. With transitional vertebrae cases, it is not possible to determine the correct L3 level without a full view of the spine, which would allow counting from the cervical segment. We tested our network on the excluded set of transitional vertebrae images, the outputted confidence maps always resulted in predictions for one or the other potential L3 candidate, and occasionally both. In a practical application where the goal is performing sarcopenia measurement, it would be worth investigating the amount of tolerable offset from L3 that would result in a different prognostic output; this is of course also subject to accurate segmentation of the muscle area.
The results that we obtained using the sliding window approach of VGG16 regression are not within the same range as those reported in [BCH + 17] despite attempts to improve the output. This could be due to three things: (1) our dataset is more complex than the one used in [BCH + 17] and contains more finer slice thicknesses (minimum of 0.8mm vs 2mm); however, their dataset is not publicly available, so there is no means to verify this. (2) Based on previous reported results in the literature ([PŠBU16, TGJ
+ 15]) on the use of networks with one down-sampling path, there is always a reduction in localisation accuracy due to max-pooling: this is the case with VGG16, so the obtained results are somewhat to be expected. In addition [BCH + 17] report that vertical max-pooling distorts the target position when using a custom network trained from scratch, but this does not seem to be reflected in the results reported for VGG16. (3) An implementation error of their slice detection method on our part, despite our best efforts of reproduction. Nonetheless, disregarding the accuracy results, one clear advantage of our proposed method is the the inference speed, where 50x speed-up can be obtained using L3UNet-1D. Using either L3UNet-1D or 2D, a prediction can be made in 0.06s and 0.17s, respectively, for an image of average height 440mm. 
Conclusion
We have proposed an efficient method for the automatic detection of the L3 slice within a 3D CT volume, with the principal goal of using our method as part of an automatic sarcopenia measurement tool. The method is based on a fully-convolutional UNet-like architecture with no restriction on the image input size. A 3D CT image is first converted into a 2D MIP image, reducing the dimensionality of the problem. MIP images and associated confidences maps are then used to train a FCNN. We have in addition proposed a novel architecture variant that consists in a simple modification of the UNet architecture that is suited for our particular use case of predicting a confidence map along a single axis. Our method achieves state-of-the-art results with a median error rate (in mm) that is comparable to the inter-annotator median error. Future work could look at the potential of using our method for multiple vertebrae detection, instead of a single vertebra, and comparing that with 3D methods. 3D coordinates of a vertebra could be obtained using the frontal and sagittal MIP images, and the traverse slices. The algorithm could first detect the coordinates of the vertabrae along the sagittal and frontal planes, and then along the transverse planes.
