Abstract: Continuous satellite-derived cloud records now extend over three decades, and are increasingly used for climate applications. Certain applications, such as trend detection, require a clear understanding of uncertainty as it relates to establishing statistical significance.
Introduction
The National Oceanic and Atmospheric Administration NOAA Polar Orbiter Environmental Satellite series (POES) and more recently the European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) Polar System (EPS) Metop series has produced continuous measurements from the Advanced Very High Resolution Radiometer (AVHRR) since 1978. Several Climate Data Records (CDRs) have been developed from this record, including the focus of this article-the Pathfinder Atmospheres Extended (PATMOS-x) Cloud CDR [1, 2] . As the length of the in different trends in the PATMOS-x cloud products? Is there a 'best choice' reanalysis product that minimizes uncertainty?
Materials and Methods

PATMOS-x/AVHRR Cloud Climatology
The primary data set being used in this study is the PATMOS-x/AVHRR cloud climatology. The five-channel AVHRR record begins in 1981 and includes central wavelengths at 0.63-, 0.86-, 3.75-, 11-, and 12-microns. The native AVHRR spatial resolution is 1.1 km at nadir and has a scanning swath of 2500 km. However, the Global Area Coverage (GAC) data used by PATMOS-x averages raw sensor counts from the center of three scan lines and averages four out of every five pixels along the line. This results in an effective spatial resolution of approximately four kilometers at nadir, which coarsens towards the limb. Beginning with NOAA-15, the AVHRR/3 was flown on all satellites, which added the ability to switch from channel 3b (3.75-micron) to channel 3a (1.61-micron) during daytime operation. This mode was used for NOAA-16 (until May 2003), NOAA-17, METOP-A and METOP-B but not for NOAA-15, NOAA-18 or NOAA-19. Optical properties retrieved using these two channels are significantly different, so to achieve consistent daytime cloud optical properties we restrict ourselves to 3.75-micron measurements. The standard PATMOS-x products uses the Level2b file format, which is a sampled (not averaged) product fit to a 0.1˝equal-angle global grid. Each polar-orbiting satellite views the entire globe twice daily, output as global ascending and descending node files. We used every fifth day in this analysis. PATMOS-x is available as a NOAA's National Centers for Environmental Information's (NCEI's) Climate Data Record Program (CDRP). The CDR is separated into the AVHRR Reflectance-PATMOS-x Fundamental CDR and the AVHRR Cloud Properties-PATMOS-x Thematic CDR. Subsets of the product can also be access at the Cooperative Institute for Meteorological Satellite Studies (CIMSS) Climate Data Portal [22] .
PATMOS-x produces a full suite of cloud products, but in this analysis we focus on three. Cloud Fraction (CF) is determined using a naïve Bayesian cloud detection algorithm [23] . The algorithm calculates the probability of a given pixel being cloudy or clear using distinct tests, or classifiers, trained using collocated CALIPSO overpasses. The classifiers make use of IR, near-IR and visible channels, making CF representative of all spectral content from the AVHRR. One advantage of the naïve Bayesian approach is that it quantifies the probabilities for each classifier, which can be combined later to derive an overall uncertainty. CF is calculated at the Level2 (unsampled) processing stage. For each pixel all adjacent pixels are gathered to form a 3ˆ3 sampling area where CF is defined as the ratio of cloudy to total pixels.
Cloud Top Height (CTH) is derived from the Algorithm Working Group (AWG) Cloud Height Algorithm (ACHA) [24] . ACHA employs an IR split-window (11-and 12-micron) method to estimate cloud top pressure, height and temperature. An optimal estimation approach is used, which returns uncertainty as part of the retrieval. The algorithm uses ancillary data when calculating covariance between modeled versus observed differences between 11-and 12-micron brightness temperatures. In this way, uncertainty in the reanalysis product contributes to retrieval uncertainty in the algorithm. However, these covariances are static, and as such do not account for seasonal or inter-annual biases that may exist in the reanalysis products. ACHA requires profiles of temperature and moisture from ancillary data for vertical placement in the atmosphere. We chose CTH for this analysis because it relies on the IR channels of AVHRR, and has little dependence on near-IR or visible channels. This makes it a good complement to Cloud Optical Depth (COD), which uses the visible and near-IR channels.
Cloud Optical Depth (COD) is retrieved using the Daytime Cloud Optical and Microphysical Properties algorithm (DCOMP) [25] . DCOMP employs a dual-channel approach that uses a visible channel and a near-IR channel to do a simultaneous retrieval of COD and effective radius, which is a measure of the volume of cloud particles. Optimal estimation is also used in DCOMP, providing a physically-based uncertainty estimate with each retrieval. DCOMP requires pre-computed radiative transfer calculation look-up tables to account for cloud absorption and scattering. Ancillary data, such as humidity profiles, ozone amount, snow cover and surface albedo, are used for atmospheric correction and surface impact.
PATMOS-x/AVHRR cloud climatology uses CFSR as its primary source of ancillary data. In order to test the record's sensitivity to choice of ancillary data we modified the PATMOS-x processing system to use two alternative reanalysis products: the MERRA and the ECMWF ERA-Interim (ERA-I). Using the same version of code and processing system as the PATMOS-x/CFSR version, we processed every fifth day from 1982-2014 resulting in two new cloud records that we will, henceforth, refer to as PATMOS-x/MERRA and PATMOS-x/ERA-I. The bulk of the analysis done in this study is an inter-comparison of these three records. As mentioned earlier the cloud detection algorithm requires a training file created using collocations with CALIPSO, and assuming the CALIPSO cloud detection to be 'truth'. New training files were generated using background information from the MERRA and ERA-I for the inter-comparison.
Ancillary Data Sets
Several fields are required for the PATMOS-x ancillary data set. Table 1 lists the different dynamic fields and their purpose within the PATMOS-x processing system. These are non-static fields that are subject to continual variability and therefore must be provided from a data source that spans the lifetime of the AVHRR record. Static fields not included in Table 1 and yet are important for the processing of PATMOS-x include topographics maps, surface emissivity maps and surface albedo maps. These fields are not derived from the reanalysis products and are not addressed in this work. Many of the fields listed are not part of the primary PATMOS-x processing, meaning they are used in development in post-processing value-added products or else they are used as a means of performing validation and quality assurance. The fields that have the greatest impact on the primary processing of PATMOS-x products are the vertical profiles of pressure, temperature, relative humidity and ozone, the surface temperature and pressure, snow depth (for snow mask), and tropopause temperature. The CFSR is an NCEP reanalysis product generated using the Climate Forecast System, a coupled atmosphere-ocean-land-cryosphere model that assimilates observations from surface, radiosonde, aircraft, and satellite data sources [10] . CFSR was originally generated over the period January 1979 to March 2011 and was later extended as an operational real-time product [11] . CFSR is produced at different horizontal resolutions, but we use the 0.50˝ˆ0.50˝product with twenty-six vertical levels. The fields are available at 6-hourly intervals and interpolated to the scan line time from the sensor measurements.
MERRA
MERRA is a NASA reanalysis product generated using the Goddard Earth Observing System version 5 atmospheric data assimilation system [20] . MERRA is composed of various observations taken over the satellite era, 1979 to present. Its goal is to use the NASA EOS observations to create a climate-quality analysis, meaning unlike weather-based counterparts the algorithms used to process the data remain consistent over the entire record. MERRA has products available for different resolutions, but we use the native 0.5˝ˆ0.66˝with vertical profiles processed for 42 pressure levels.
Some PATMOS-x ancillary fields necessitated unit conversions. Surface skin temperature was used in lieu of surface temperature, 10-m temperature replaced temperature at sigma = 0.995, 10-m u-and v-winds replaced those values at sigma = 0.995, and 10-m relative humidity replaced relative humidity at sigma = 0.995. Specific humidity at each pressure level was converted to relative humidity according to the WMO recommended formula for vapor pressure over liquid water and the Goff Gratch equation for vapor pressure over ice; similarly to CFSR, vapor pressure over liquid water was used above 0˝C, vapor pressure over ice was used below´20˝C, and a weighted interpolation of both was used in between.
Several modifications were made to match CFSR more closely. MERRA sets data values at pressure levels below the earth's surface to missing. CFSR, however, extrapolates below the earth's surface. To make MERRA resemble CFSR more closely, the lowest MERRA pressure level with valid data was determined at each grid point, and all pressure levels below the earth's surface were set to this lowest valid value. This causes significant variability when comparing MERRA to CFSR in mountainous regions. A land fraction threshold of 0.25 was chosen to create a binary land mask resembling CFSR's land mask. Additionally, all areas where MERRA's land ice fraction was greater than 0.25 were considered to be snow-covered. This affects primarily Greenland and Antarctica, which CFSR considers to be snow-covered. Finally, a notable difference is that MERRA extends higher in the atmosphere than CFSR (0.1 hPa compared to CFSR's highest level of 10 hPa); however, no changes were made to account for this. For more information and to order data see [26] .
ERA-I
The ERA-I is the latest global atmospheric reanalysis from ECMWF [27] . The ERA-I dataset used in this study includes January 1982 through December 2014. The products are updated monthly after allowing a two-month delay for quality control. Required products were accessed from the ECMWF Meteorological Archival and Retrieval System (MARS) using a scriptable Python interface.
Several units conversions were performed. In addition there were some fields not directly available from ERA-I. In these instances the closest approximations were used: Skin temperature was used in lieu of surface temperature, 2-m temperature replaced temperature at sigma = 0.995, and 10-m u-and v-winds replaces those values at sigma = 0.995. A surface height is not included in the ERA-I. Instead, the surface pressure was used to convert to kilometers, using a derivation based on a subset of the International Standard Atmosphere. To approximate the relative humidity at sigma = 0.995 the 2-m temperature and dew point temperature are used. Tropopause temperature and pressure is not available from ERA-I and needed to be calculated [28] .
Test for Statistical Significance
While the focus of this article is not identifying statistically significant trends, it is important to have a means of determining whether the effect ancillary data has on the PATMOS-x/AVHRR cloud climatology is large enough to be considered statistically significant, or more precisely to shift what may be considered a statistically significant trend to insignificance (or vice-versa). For this we have chosen a method developed by Weatherhead et al. [29, 30] . The premise of the method is that in order for a signal to be considered statistically significant it must be large enough to be detectable through noise and natural temporal variations (e.g., seasonality or large scale phenomena, such as ENSO), and that the factors determining this can be simplified to the size of the signal, the temporal variations in the data that are not well understood, and the autocorrelation of the noise in the data [30] . If we define ω as the signal of which we are trying to determine significance, σ as the month-to-month variation, and ϕ as the month-to-month autocorrelation of the noise, the number of years necessary for a statistical trend to be detectable can be approximated by (taken from Weatherhead et al. [29, 30] 
where N is the noise of the time series and ε is the white noise. An assumption here is that the slope of the linear fit, ω, may be considered statistically significant at the 95% confidence level when |ω/σ ω | > 2, where σ ω is the standard deviation of ω. This is the same method and code used to determine the significance in PATMOS-x/AVHRR cloudiness trends over North America in Foster and Heidinger [9] . In its application to this study the noise is defined as the environmental data measurement minus the deseasonalized linear fit to the time series. It is assumed the uncertainty estimates derived from the retrieval algorithm are included in this value. A trend is considered to be statistically significant if the length of the record is greater than n*.
Results
Variability in Reanalysis Records and Uncertainty
In order to ascertain variability among PATMOS-x/CFSR, PATMOS-x/MERRA and PATMOS-x/ERA-I a standard deviation was calculated for each month using monthly means from the three records. Henceforth we will use reanalysis variability to describe the mean of the monthly standard deviations from 1982 though 2014. Figure 1a ,d,g show the reanalysis variability for CF, CTH and COD respectively. The retrieval uncertainty is separate from reanalysis variability, and is produced as part of the cloud property retrieval. As described earlier the cloud detection algorthim calculates uncertainy as part of the naïve Bayesian methodology, while ACHA and DCOMP, which retrieve CTH and COD respectively, calculate uncertainty as part of their optimal estimation framework. Figure 1b ,e,h show the retrieval uncertainty for CF, CTH and COD. Finally Figure 1c ,f,i show the correlation between the reanalysis variability and retrieval uncertainty for CF, CTH and COD. A high correlation coefficient suggests the retrieval uncertainty is accounting for uncertainty from the reanalysis fields. Reanalysis variability is strongly tied to geography. The reanalysis variability for CF is largest over the polar regions and Central Asia. There is moderate variability in the tropical oceans except those areas where persistent stratocumulus exist, where CF is close to unity and variability is low. These are also the areas where the PATMOS-x CF retrieval uncertainty is greatest (Figure 1b) . Generally the CF reanalysis variability is smaller than the retrieval uncertainty-with a globally averaged ratio of one-to-three variability to uncertainty. The correlation between the two is positive (Figure 1c ). The global mean correlation is 0.55, with peaks above 0.90 in polar regions where uncertainty is highest. Polar regions pose several challenges for sensors and consequently reanalysis products. Surface stations must operate in harsh and potentially damaging weather conditions in remote locations making them difficult to service and/or repair. Moored instruments in polar oceans are rare due to seasonal sea-ice coverage, and reliable satellite observations are sparse due to consistent cloudiness in many areas and the difficulty for imagers to differentiate between cloud and snow/sea-ice [17, 31] . This third point affects PATMOS-x CF in two ways, as resolving radiometric contrast between clouds and cold, bright surfaces is an issue shared by both PATMOS-x/AVHRR and the reanalysis products. The framework of the cloud detection algorithm is likely responsible for the correlation between reanalysis variability and retrieval uncertainty. The naïve Bayesian method requires a training data set from which probabilities are derived. In the case of PATMOS-x, CALIPSO collocations are used, where CALIPSO cloud detection is treated as 'truth'. This training requires the same vertical placement, brightness temperature simulations and atmospheric corrections as the normal PATMOSx processing, meaning that the ancillary data set plays a key role in the training of the cloud detection algorithm. This suggests that areas where the reanalysis is uncertain could translate to increased uncertainty in the cloud detection algorithm, and indeed this is a viable explanation to what is seen in Figure 1c Reanalysis variability is strongly tied to geography. The reanalysis variability for CF is largest over the polar regions and Central Asia. There is moderate variability in the tropical oceans except those areas where persistent stratocumulus exist, where CF is close to unity and variability is low. These are also the areas where the PATMOS-x CF retrieval uncertainty is greatest (Figure 1b) . Generally the CF reanalysis variability is smaller than the retrieval uncertainty-with a globally averaged ratio of one-to-three variability to uncertainty. The correlation between the two is positive (Figure 1c) . The global mean correlation is 0.55, with peaks above 0.90 in polar regions where uncertainty is highest. Polar regions pose several challenges for sensors and consequently reanalysis products. Surface stations must operate in harsh and potentially damaging weather conditions in remote locations making them difficult to service and/or repair. Moored instruments in polar oceans are rare due to seasonal sea-ice coverage, and reliable satellite observations are sparse due to consistent cloudiness in many areas and the difficulty for imagers to differentiate between cloud and snow/sea-ice [17, 31] . This third point affects PATMOS-x CF in two ways, as resolving radiometric contrast between clouds and cold, bright surfaces is an issue shared by both PATMOS-x/AVHRR and the reanalysis products. The framework of the cloud detection algorithm is likely responsible for the correlation between reanalysis variability and retrieval uncertainty. The naïve Bayesian method requires a training data set from which probabilities are derived. In the case of PATMOS-x, CALIPSO collocations are used, where CALIPSO cloud detection is treated as 'truth'. This training requires the same vertical placement, brightness temperature simulations and atmospheric corrections as the normal PATMOS-x processing, meaning that the ancillary data set plays a key role in the training of the cloud detection algorithm. This suggests that areas where the reanalysis is uncertain could translate to increased uncertainty in the cloud detection algorithm, and indeed this is a viable explanation to what is seen in Figure 1c . The high correlations in the polar regions are a good example of this. Uncertainty in the reanalysis fields translates to increased uncertainty (lower probabilities of cloud detection) in the CF retrievals. Greater retrieval uncertainty means greater sensitivity to small changes in ancillary fields, which in turn leads to a greater variability among the reanalysis CFs.
The reanalysis variability for CTH is largest over landmasses, particularly over Africa, Australia, South America, Southern Asia and Antarctica. Similar to CF, the COD reanalysis variability is about one third the size of the retrieval uncertainty as a global median (Figure 1e ). Unlike CF, the correlation between variability and uncertainty is not as large globally (Figure 1f ). Over the polar regions the correlation is highest, but over the Tropics and Midlatitudes it drops considerably. Figure 2 shows global anomaly maps as compared to the average of CFSR, MERRA and ERA-I surface temperature along with a standard deviation map of the three. The differences in temperature over land match the pattern seen for CTH reanalysis variability. Surface temperature has a large effect on the outgoing terrestrial radiation, and subsequently vertical placement of cloud-top IR brightness temperatures, so differences in reanalysis surface temperature are driving reanalysis CTH variability. Interestingly, surface temperature variability is high over all landmasses, not just polar regions. Many areas where the reanalysis variability is highest, such as north-eastern portions of Africa, show little to no correlation with retrieval uncertainty. The large reanalysis variability over land masses is being driven by differences in surface temperature. The variability in reanalysis products, especially over the desert, is not consistently reflected in the ACHA uncertainty retrieval. As a result the uncertainty estimates over dry, bright surfaces in Figure 1e are being underestimated. This may be attributable to how uncertainty is calculated via optimal estimation in the CTH retrieval. As mentioned earlier, uncertainty is derived from the covariance calculations in ACHA between modeled and observed 11-and 12-micron brightness temperature differences, which are dependent on the reanalysis fields of surface temperature, ozone and water vapor. However, it does not account for seasonal and inter-annual biases in these fields nor does it incorporate profiles of temperature variability, which are used for the vertical placement of cloud. This may be why we find areas where variability in the reanalysis fields is not well-represented in retrieval uncertainty. reanalysis fields translates to increased uncertainty (lower probabilities of cloud detection) in the CF retrievals. Greater retrieval uncertainty means greater sensitivity to small changes in ancillary fields, which in turn leads to a greater variability among the reanalysis CFs. The reanalysis variability for CTH is largest over landmasses, particularly over Africa, Australia, South America, Southern Asia and Antarctica. Similar to CF, the COD reanalysis variability is about one third the size of the retrieval uncertainty as a global median (Figure 1e ). Unlike CF, the correlation between variability and uncertainty is not as large globally (Figure 1f ). Over the polar regions the correlation is highest, but over the Tropics and Midlatitudes it drops considerably. Figure 2 shows global anomaly maps as compared to the average of CFSR, MERRA and ERA-I surface temperature along with a standard deviation map of the three. The differences in temperature over land match the pattern seen for CTH reanalysis variability. Surface temperature has a large effect on the outgoing terrestrial radiation, and subsequently vertical placement of cloud-top IR brightness temperatures, so differences in reanalysis surface temperature are driving reanalysis CTH variability. Interestingly, surface temperature variability is high over all landmasses, not just polar regions. Many areas where the reanalysis variability is highest, such as north-eastern portions of Africa, show little to no correlation with retrieval uncertainty. The large reanalysis variability over land masses is being driven by differences in surface temperature. The variability in reanalysis products, especially over the desert, is not consistently reflected in the ACHA uncertainty retrieval. As a result the uncertainty estimates over dry, bright surfaces in Figure 1e are being underestimated. This may be attributable to how uncertainty is calculated via optimal estimation in the CTH retrieval. As mentioned earlier, uncertainty is derived from the covariance calculations in ACHA between modeled and observed 11-and 12-micron brightness temperature differences, which are dependent on the reanalysis fields of surface temperature, ozone and water vapor. However, it does not account for seasonal and interannual biases in these fields nor does it incorporate profiles of temperature variability, which are used for the vertical placement of cloud. This may be why we find areas where variability in the reanalysis fields is not well-represented in retrieval uncertainty. COD reanalysis variability is largest over high latitude land masses. Similar to CF and CTH, the COD variability tends to be larger at the polar regions. However the correlations over the Antarctic land mass are low, and are negative over Greenland. The COD reanalysis variability corresponds COD reanalysis variability is largest over high latitude land masses. Similar to CF and CTH, the COD variability tends to be larger at the polar regions. However the correlations over the Antarctic land mass are low, and are negative over Greenland. The COD reanalysis variability corresponds closely with the variability seen in the upper-atmospheric moisture and ozone among CFSR, MERRA and ERA-I. See supplementary materials online for comparisons of moisture, ozone and other key variables from CFSR, MERRA and ERA-I. Reanalysis variability is being driven by upper atmospheric water vapor and ozone, while COD retrieval uncertainty is being driven by surface albedo. COD retrievals over Greenland and Antarctica are so noisy that there is no correlation with the reanalysis variability, despite the fact that both experience the largest values in those areas. closely with the variability seen in the upper-atmospheric moisture and ozone among CFSR, MERRA and ERA-I. See supplementary materials online for comparisons of moisture, ozone and other key variables from CFSR, MERRA and ERA-I. Reanalysis variability is being driven by upper atmospheric water vapor and ozone, while COD retrieval uncertainty is being driven by surface albedo. COD retrievals over Greenland and Antarctica are so noisy that there is no correlation with the reanalysis variability, despite the fact that both experience the largest values in those areas. If we apply the Weatherhead et al. [29, 30] statistical significance test we get some differentiation among the reanalyses. For PATMOS-x/CFSR there are statistically significant CF trends at the 95% confidence level over 29% of the globe. For PATMOS-x/MERRA this number is 36%, while for PATMOS-x/ERA-I it is 25%. This means an 11% range for statistically significant CF trends across the globe among the reanalyses cloud records. For CTH, PATMOS-x/CFSR produces statistically significant trends over 31% of the globe, for PATMOS-x/MERRA it is 27%, and for PATMOS-x/ERA-I it is 26%, a range of 4%. Finally, PATMOS-x/CFSR produces statistically significant trends for COD over 8% of the globe, for PATMOS-x/MERRA it is 7% and for PATMOS-x/ERA-I it is 8%. The small If we apply the Weatherhead et al. [29, 30] statistical significance test we get some differentiation among the reanalyses. For PATMOS-x/CFSR there are statistically significant CF trends at the 95% confidence level over 29% of the globe. For PATMOS-x/MERRA this number is 36%, while for PATMOS-x/ERA-I it is 25%. This means an 11% range for statistically significant CF trends across the globe among the reanalyses cloud records. For CTH, PATMOS-x/CFSR produces statistically significant trends over 31% of the globe, for PATMOS-x/MERRA it is 27%, and for PATMOS-x/ERA-I it is 26%, a range of 4%. Finally, PATMOS-x/CFSR produces statistically significant trends for COD over 8% of the globe, for PATMOS-x/MERRA it is 7% and for PATMOS-x/ERA-I it is 8%. The small values for COD trends are in part due to the COD sensitivity to surface albedo. Many of the areas where large COD changes over time are found coincide with areas that are covered with snow or sea ice for much, if not all, of the year. Bright surfaces introduce significant uncertainty to the COD retrieval, making the signal to noise ratio large and less likely to meet statistical significance criteria.
Trend Detection Sensitivity
These percentages do not take into account where these records agree and disagree over statistically significant trends. Figure 4 shows a color-coded map where the color is based on the number of records that produce a statistically significant trend over a given 1˝ˆ1˝grid box. A value of 3 indicates that all three PATMOS-x records produce statistically significant trends over that box. For CF many of the areas where the three PATMOS-x records agree are found over oceans, particularly over the Southern Atlantic and Central Pacific. There are also large areas of agreement over South-Central Eurasia and the polar regions. Areas where the three records agree cover 19% of the globe. Areas where one or two but not three of the records produce trends include the edges of regions where agreement exists, as well as large areas in the Northern Pacific and the ocean adjacent to Antarctica. These areas account for 24% of the globe.
For CTH the areas where all three records produce trends include oceans at or just south of the equator, large portions of Europe, Eurasia, the Northern United States into Canada, and a large swath over the oceans near Antarctica. These areas cover 22% of the globe. The agreement over CTH trends among the three records is better than that of CF, with areas of disagreement (one or two records producing trends) covering 13% of the globe.
There are not many areas where significant trends are detected for COD, the largest region being landmasses and ocean adjacent to the Arctic. The three records agree over 6% of the globe, and one or two but not three records produce trends over 4% of the globe. It should also be noted that the uncertainty associated with the surface albedo in polar regions makes it difficult to trust trends detected there even when they pass the Weatherhead et al. [29, 30] values for COD trends are in part due to the COD sensitivity to surface albedo. Many of the areas where large COD changes over time are found coincide with areas that are covered with snow or sea ice for much, if not all, of the year. Bright surfaces introduce significant uncertainty to the COD retrieval, making the signal to noise ratio large and less likely to meet statistical significance criteria. These percentages do not take into account where these records agree and disagree over statistically significant trends. Figure 4 shows a color-coded map where the color is based on the number of records that produce a statistically significant trend over a given 1° × 1° grid box. A value of 3 indicates that all three PATMOS-x records produce statistically significant trends over that box. For CF many of the areas where the three PATMOS-x records agree are found over oceans, particularly over the Southern Atlantic and Central Pacific. There are also large areas of agreement over South-Central Eurasia and the polar regions. Areas where the three records agree cover 19% of the globe. Areas where one or two but not three of the records produce trends include the edges of regions where agreement exists, as well as large areas in the Northern Pacific and the ocean adjacent to Antarctica. These areas account for 24% of the globe.
There are not many areas where significant trends are detected for COD, the largest region being landmasses and ocean adjacent to the Arctic. The three records agree over 6% of the globe, and one or two but not three records produce trends over 4% of the globe. It should also be noted that the uncertainty associated with the surface albedo in polar regions makes it difficult to trust trends detected there even when they pass the Weatherhead et al. [29, 30] significance test. 
Individual Performance of the Reanalysis Products
Cloud detection is trained with the help of Cloud-Aerosol Lidar with Orthogonal Polarization/Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIOP/CALIPSO) collocations. CALIOP/CALIPSO uses a narrow beam LiDAR for cloud detection, and has very little dependence on external factors like atmospheric correction or surface characteristics [32] . As a result CALIOP/CALIPSO cloud detection and height determination is considered extremely reliable [33] . The length of the CALIOP/CALIPSO record is much shorter than that of the AVHRR, though, despite this, Chepfer et al. suggest that spaceborne active remote sensors like CALIOP/CALIPSO may be able to detect certain cloud responses to climate change faster than their longer, passive sensor counterparts [34] . To assess cloud detection performance based on choice of reanalysis product we processed collocations for 2009 between NOAA-19/AVHRR and CALIOP/CALIPSO, resulting in over 300,000 individual pixel comparisons. These collocations spanned the entire year, thereby including seasonal variability. The CALIOP/CALIPSO LiDAR is more sensitive than AVHRR to thin cirrus, with detection limits as low as 0.01 optical depth [32, 33] . The LiDAR also measures using a single narrow beam, compared to the~4 km resolution of an AVHRR GAC pixel. As a result filters may be applied, such as requiring 3 or 5 consecutive cloudy or clear detections from CALIPSO in order to better match the AVHRR resolution or setting a minimum COD threshold. For this analysis we used a loose set of criteria, meaning we required 3 consecutive clear or cloudy measurements from CALIPSO but did not apply a minimum COD threshold. Naïve Bayesian training files were generated for each of the reanalysis products. The resulting metrics include the probability of detection (POD), which constitutes pixels where both PATMOS-x and CALIOP/CALIPSO agree for clear sky or cloud. False cloud represents pixels where PATMOS-x detects cloud and CALIOP/CALIPSO does not, while missed cloud represents pixels where PATMOS-x detected clear sky while CALIOP/CALIPSO detected cloud. Table 2 contains the statistical results from these training files separated by surface type. Performance for all three reanalysis products is similar over deep oceans, frozen and unfrozen land and deserts. Over the Arctic MERRA produced a significantly lower POD (78%) that can be attributed mostly to missed cloud (16%). ERA-I experienced a similar drop in POD over the Antarctic (78%) though it can be attributed to both missed cloud (12%) and false detection (10%). Relative to the other two reanalysis CFSR performed best over shallow water while MERRA performed best over the Antarctic. Interestingly, while all three reanalysis product produced similar PODs over frozen land (~82%), MERRA and CFSR had less false cloud (5% and 6%) and more missed cloud (14% and 13%) relative to CFSR (10% missed and false cloud). 93%  94%  90%  82%  78%  87%  93%  ERA-I  92%  92%  90%  82%  86%  78%  94%  CFSR  94%  97%  92%  81%  85%  82%  93%   MERRA  false cloud   2%  2%  2%  5%  6%  7%  2%  ERA-I  3%  3%  2%  6%  8%  10%  2%  CFSR  2%  1%  2%  10%  6%  8%  2%   MERRA  missed cloud   5%  4%  8%  14%  16%  7%  5%  ERA-I  6%  5%  8%  13%  6%  12%  4%  CFSR  5%  2%  7%  10%  10%  10%  5% We can use the same collocations to assess the PATMOS-x/AVHRR NOAA-19 vertical cloud placement relative to CALIOP/CALIPSO. For the ascending (mostly daytime) nodes we get relative biases for CFSR, ERA-I and MERRA of 0.54, 0.36 and 0.52 km and standard deviations of 2.6 km for all three reanalyses. If we look at the descending (nighttime) node we get biases of´0.16,´0.32 and 0.02 km with standard deviations of 2.9, 3.0 and 2.8 km for CFSR, ERA-I and MERRA, respectively. We do not have COD retrievals for all cloud types from CALIOP/CALIPSO. In lieu of that sensitivity tests were performed using the DCOMP algorithm to track error propagation from ozone amount to subsequent ozone atmospheric correction and finally to COD error. COD is calculated from top-of-cloud reflectance, which is derived from top-of-atmosphere reflectance by computing the transmission of ozone and other above cloud gases. No significant correlation between ozone and other above cloud gases (e.g., water vapor) were found nor did we find ozone error correlated to any other error, unsurprising since they occur in different atmospheric layers. From this we assume our calculation of sensitivity to ozone has a direct impact on COD retrieval without significant correlation to other sources of error, unlike other retrieved properties. Our conclusion is that for a typical cloud a change in ozone of ten Dobson units results in a 1%-2% difference in retrieved COD.
One of the key components in the PATMOS-x processing system is the calculation of the clear-sky 11-micron brightness temperature. The difference between simulated clear-sky 11-micron brightness temperature and that observed is one of the key indicators of whether or not a cloud is present in the detection algorithm and is also used to determine where in the atmospheric column a cloud is located. This calculation requires simulation of a cloud-free atmosphere and requires the surface temperature as well as atmospheric correction due to the presence of ozone and water vapor, which is provided by ancillary data. Therefore it may serve as a good metric of how well a reanalysis product can reproduce observations. Specifically we look at pixels the cloud detection algorithm identifies as 'definitely clear' (>0.95 probability) and compare the observed to the simulated 11-micron brightness temperature. We compared the satellites in afternoon orbits (NOAA-7, NOAA-9, NOAA-11, NOAA-14, NOAA-16, NOAA-18 and NOAA-19) between 1982 and 2014. We do not have COD retrievals for all cloud types from CALIOP/CALIPSO. In lieu of that sensitivity tests were performed using the DCOMP algorithm to track error propagation from ozone amount to subsequent ozone atmospheric correction and finally to COD error. COD is calculated from top-of-cloud reflectance, which is derived from top-of-atmosphere reflectance by computing the transmission of ozone and other above cloud gases. No significant correlation between ozone and other above cloud gases (e.g., water vapor) were found nor did we find ozone error correlated to any other error, unsurprising since they occur in different atmospheric layers. From this we assume our calculation of sensitivity to ozone has a direct impact on COD retrieval without significant correlation to other sources of error, unlike other retrieved properties. Our conclusion is that for a typical cloud a change in ozone of ten Dobson units results in a 1%-2% difference in retrieved COD.
One of the key components in the PATMOS-x processing system is the calculation of the clearsky 11-micron brightness temperature. The difference between simulated clear-sky 11-micron brightness temperature and that observed is one of the key indicators of whether or not a cloud is present in the detection algorithm and is also used to determine where in the atmospheric column a cloud is located. This calculation requires simulation of a cloud-free atmosphere and requires the surface temperature as well as atmospheric correction due to the presence of ozone and water vapor, which is provided by ancillary data. Therefore it may serve as a good metric of how well a reanalysis product can reproduce observations. Specifically we look at pixels the cloud detection algorithm identifies as 'definitely clear' (>0.95 probability) and compare the observed to the simulated 11-micron brightness temperature. We compared the satellites in afternoon orbits (NOAA-7, NOAA-9, NOAA-11, NOAA-14, NOAA-16, NOAA-18 and NOAA-19) between 1982 and 2014. Figure 5 is a color-coded global map for the ascending (Figure 5a ) and descending (Figure 5b) nodes showing which reanalysis produced the smallest difference between the simulated and measured 11-micron brightness temperature. For the ascending (mostly daytime) node ERA-I produced the best results over almost the entirety of the Tropical and Subtropical oceans as well as Northern Eurasia, Australia, Northern Africa, the central parts of North America and much of the Middle East. CFSR performed best over many of the Mid-and High-Latitude oceans and coastal regions of North America while MERRA performed best over various land masses, including large parts of Southern Eurasia, and coastal areas. South America and Southern Africa were split similarly between CFSR and MERRA. MERRA performed best over central parts of North America, while the polar regions were somewhat noisy, without any clear winner. Numerically, for the ascending node ERA-I performed best over 51% of the land and 50% of the water, CFSR performed best over 27% of the land and 33% of the water, and MERRA performed best over 22% of the land and 17% of the water.
For the descending (mostly nighttime) node the results were similar with a few key differences. CFSR performed best over almost all of Africa and large parts of Eurasia and extended its performance over the Indian and North Pacific oceans. MERRA performed best over Europe and for bands between ERA-I and CFSR over Subtropical and Midlatitude oceans. MERRA took over parts of Central North America, while South America became noisier, without any clear winner. Numerically, for the descending node ERA-I performed best over 34% of the land and 45% of the water, CFSR performed best over 38% of the land and 36% of the water, and MERRA performed best over 28% of the land and 19% of the water.
Conclusions
We have taken the standard PATMOS-x/AVHRR Cloud Climatology generated using the CFSR reanalysis product as a source of ancillary data, and using the same measurements and code created two additional records: one using MERRA and one using ERA-I. Inter-comparison of these records has shown that there are areas where significant differences exist among the three reanalysis products for fields that are necessary for the processing of PATMOS-x (e.g., surface temperature, ozone, moisture and temperature profiles), and these differences result in a range of retrieved values for CF, CTH and COD. For CF the variability in the records is well-correlated with the retrieval uncertainty. This is likely because the classifiers in the naïve Bayesian framework of the cloud detection algorithm are sensitive to changes in the reanalysis fields, which in turn propagates to estimates of uncertainty. For CTH and COD reanalysis variability is not as well correlated with retrieval uncertainty, likely because uncertainty estimation in the optimal estimation technique used for these retrievals is largely uncoupled to seasonal and inter-annual variability in the reanalysis data. Future work in this area could include integrating knowledge of ancillary data biases into the a priori estimates fed into the optimal estimation algorithm. A potential shortcoming of this analysis is that we characterize the effect reanalysis has on CF, CTH and COD, but we do not differentiate between the direct effect (that due to variability among reanalyses) and indirect effect (that due to changes in another variable). For example, Table 2 shows that reanalyses produce different amounts of missed cloud and false detections over different surface types. This in turn determines for which pixels CTH and COD retrievals are performed. We consider this to be an indirect effect to CTH and COD caused by changes in CF. Similarly, the CTH determines the size of the atmospheric column above the cloud, which subsequently affects atmospheric correction for COD retrievals. The results seen in Figure 4 , for example, show the combined direct and indirect effects of reanalyses, though further study to better differentiate these two may be warranted.
In terms of how the variability among the three PATMOS-x records affects trend detection, we found differing results for CF, CTH and COD. The choice of reanalysis seems to have the greatest impact on trend detection for CF, where large areas of disagreement exist among the records regarding the location of statistically significant trends. In fact, there was a greater percentage (24%) of the globe where only one or two of the records detected trends than there were where all three agreed (19%). That said, many of the areas of disagreement occurred at the boundaries of areas where there was agreement, suggesting that a more stringent statistical test (or a longer record) may improve agreement among the records. For CTH the spatial adherence of the three records was better, with agreement over a larger portion of the globe, 22%, and disagreement over 13%. However, some of the areas where all three records detected trends, such as parts of Eurasia, corresponded with large variability among the reanalyses, which did not seem to be properly represented in the CTH retrieval uncertainty. This makes it difficult to determine whether these trends would still exist were the retrieval uncertainty to account for reanalysis uncertainty. For COD agreement among the three records was quite good. However it is difficult to make many conclusions about trend detection, as there were few areas in the world where statistically significant COD trends were detected by any of the records.
In terms of performance collocations with CALIOP/CALIPSO showed similar CF and CTH detection skill from all three reanalysis products except in polar regions, where uncertainty among the reanalysis products and PATMOS-x was already high. A sensitivity study performed on DCOMP showed a change in Dobson units of ten resulted in a 1%-2% difference in retrieved COD; suggesting reasonably low sensitivity to choice of reanalysis. The comparison of the simulated versus observed 11-micron brightness temperature showed relative performance of CFSR, MERRA and ERA-I was strongly sensitive to geographical location and surface type. For the ascending nodes ERA-I fields were best able to reproduce observed 11-micron brightness temperature for the largest spatial extent; 51% of the land and 50% of the water, but performance was strongly dependent on geography and the numbers reduced to 34% and 45% respectively when looking at the descending node. We conclude that there is no clear winner among the reanalysis data sets using this metric, though the results were intriguing and leave open the possibility of a 'best choice' ancillary data set based on surface type and/or geographical region.
We found in this study that the magnitude of the reanalysis variability when compared to algorithm retrieval uncertainty is small but not insignificant; globally reanalysis variability is about one-third the size of retrieval uncertainty. Qualitatively there was good agreement among the trend maps among the different reanalysis PATMOS-x products. For these reasons we believe using reanalysis products as ancillary data do not preclude using the PATMOS-x/AVHRR Cloud CDR for trend detection; with the caveat that one must be cognizant that reanalysis biases must be treated as an additional source of uncertainty. Future work will include doing a better job of incorporating this uncertainty into a priori information fed into the optimal estimation retrieval algorithms. 
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