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In dieser Arbeit wird eine Möglichkeit der optischen Navigation von unbemannten Luft-
fahrzeugen unter der Verwendung von Simulataneous Localization And Mapping mit einem
Square-Root UKF. Dazu wurde zur Repräsentation einzelner Objekte die Inverse Depth
Parametrisierung verwendet.
Die Realisierung erfolgt durch eine geeignete Initialisierung neuer Objekte sowie einer
effizienten Verwaltung der Karte. Dafür wird die Karte in eine kurzfristige und eine lang-
fristige Karte unterteilt. Die kurzfristige Karte verwaltet die lokale Umgebung, während
die langfristige Karte eine Karte der zurückgelegten Umgebung repräsentiert. Die Initiali-
sierung unterliegt zudem einer Vorauswahl der Objekte, um nur eine repräsentative Menge
der lokalen Umgebung aufzunehmen
Abschließend wird gezeigt, dass die entwickelte Methodik geeignet ist, eine korrekte Na-
vigation nur über optische Sensordaten zu ermöglichen. Zudem wird gezeigt, dass die
Verwendung eines weiteren Sensors die Navigation verbessert und stabilisiert.
II
Abstract
This thesis will show a possibility of optical navigation of unmanned aerial vehicles using
Simulataneous Localization And Mapping with a Square-Root UKF. For this purpose the
inverse depth parameterisation was used to represent individual objects.
The realisation is achieved by a suitable initialisation of new objects and an efficient map
management. Therefore the map is divided into a short-term and a long-term map. The
short-term map manages the local environment, while the long-term map represents a
map of the covered environment. The initialisation is also subject to a pre-selection of the
objects in order to include only a representative quantity of the local environment
Finally, it is shown that the developed methodology is suitable to enable a correct navi-
gation only via optical sensor data. It is also shown that the use of an additional sensor
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1 Kapitel 1. Einleitung
1 Einleitung
Die Verwendung von unbemannten Luftfahrzeugen (eng. Unmanned Areal Vehicle UAV)
steigt stetig in verschiedenen Bereichen. So können UAVs zu Dokumentationszwecken im
Bereich der Forschung, der Begutachtung von Gelände oder der Medien verwendet werden.
Weiterhin steigt der Einsatz zu logistischen Zwecken oder auch bei Rettungseinsätzen. Bei
diesen können UAVs ein Bild der Lage übermitteln, bevor Fachkräfte am Einsatzort ein-
treffen.
Da UAVs in Regionen vordringen können, die von Menschen nicht ohne Probleme er-
reichbar oder zu gefährlich sind, werden Systeme zur Selbstlokalisierung benötigt. Dabei
werden vor allem globale Navigationsssatellitensysteme, wie z.B. GPS, GLONASS oder
Galileo verwendet. Um robuster gegen Störungen dieser Systeme zu sein, werden alterna-
tive Positionierungssysteme benötigt. Diese Störungen können einerseits durch Sensoraus-
fälle auftreten, aber auch durch eine zu geringe Zahl an Satelliten. Letzteres kann durch
Störsignale oder physische Barrieren wie z.B. Wände oder Dächer entstehen.
Als alternative Positionierungssysteme können kann auf Trägheitsnavigation basierende
Systeme zurückgreifen werden, die mit Hilfe von Beschleunigungs- und Gierratensensoren
sowie Magnetometer auf Basis der Bewegung die aktuelle Position schätzen. Zudem kann
mit Radarsensorik die Entfernung zu definierten Landmarken oder Objekten gemessen
werden und durch die Relationen die eigene Position bestimmen.
Neben diesen Verfahren existieren optische Navigationsverfahren, die mit Hilfe von Ka-
merabildern die eigene Postion bestimmen und auf Fokus dieser Arbeit gesetzt ist. Basie-
rend auf den Kamerabildern kann die Eigenbewegung mittels Visueller Odometrie (VO)
geschätzt werden. Dabei wird mithilfe der aufgenommenen Kamerabilder die Eigenbewe-
gung geschätzt.
Die Auswertung von Kamerabildern zur Selbstlokalisierung wird im Bereich der Robotik
bereits in vielen Bereichen verwendet. Allerdings ist die Übertragung auf ein UAV nicht
ohne weiteres möglich, da das aufgenommene Bild, aufgrund der Bewegung oberhalb der
Szene, die Umgebung als planare Ebene wahrnimmt. Dadurch enthält eine Aufnahme we-
niger Informationen als am Boden.
Obwohl die Kamerabilder keine Tiefeninformationen abbilden können, besteht die Mög-
lichkeit unter Verwendung von detektierten Objekten die eigene Orientierung zu schätzen.
Einerseits können ortsfeste Landmarken verwendet werden, dessen exakte Position in ei-
nem Weltkoordinatensystem bereits bekannt ist. Dieses Koordinatensystem ist häufig das
geographische oder geozentrische Koordinatensystem.
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Andererseits besteht die Möglichkeit Objekte der lokalen Umgebung zu detektieren und im
Kontext von Simultaneous Localization and Mapping (SLAM) zu speichern sowie die eige-
ne Positionierung zu verbessern. Die Verbesserung entsteht, indem das UAV eine bessere
Kenntnis der Umgebung enthält. Aus der Verwendung optischer Sensordaten für SLAM
entstand die Inverse Depth Parametrisierung. Diese erlaubt detektierte Objekte direkt zu
verwenden. Insbesondere lassen sich Objekte in großer Distanz früh zur Schätzung Ori-
entierung nutzen. Das bietet im Bereich der Luftfahrt den Vorteil, Objekte, die sich am
Horizont befinden, früh für eine korrekte Orientierung zu verwenden.
Ein Luftfahrzeug besitzt sechs Freiheitsgrade, sodass diese Objekte aus dem Kamerabild
verschwinden können. Um diese Objekte weiterhin im Blickfeld zu behalten, befindet sich
am UAV eine Pan-Tilt-Unit (PTU). Diese kann die Orientierung der Kamera entspre-
chend anpassen, damit Objekte länger im Bild zu detektieren sind. Diese Anpassungen
des Blickfeldes können dann mit der Inverse Depth Parametrisierung zur Orientierung
und Positionsschätzung eingesetzt werden.
Die Inverse Depth Parametrisierung wird in einen Unscented Kalmanfilter (UKF) imple-
mentiert. Dieser bildet eine Erweiterung des Kalmanfilters für nichtlineare Zustandsüber-
gänge und bietet die Möglichkeit der einfachen Erweiterung um neu detektierter Objekte.
Zunächst erfolgt eine Einführung in die verwendeten Koordinatensysteme, so wie die ent-
sprechenden Transformationen. Diese Transformationen sind zudem durch die Verwendung
der PTU relevant.
Anschließend erfolgt eine Einführung in die Kalmanfilterung sowie der entsprechenden
Erweiterungen. Die Erweiterung des UKF zur Verwendung in SLAM wird darauf folgend
im Kontext der Optischen Navigation eingeführt. Vor diesem Hintergrund wird zudem
die Inverse Depth Parametrisierung dargestellt sowie die Verwendung der entsprechend
notwendigen Kameramodelle. Anschließend werden die bestehenden Rahmenbedingungen
dargelegt.
Im folgenden Abschnitt wird zunächst eine Anpassungen der Parametrisierung vorgenom-
men, um Winkelungenauigkeiten und -unstetigkeiten zu umgehen. Anschließend wird ei-
ne Initialisierung mehrere Objekte dargelegt und die Notwendigkeit der Verwendung des
Square Root UKF begründet. Nachfolgend wird zunächst das verwendete Sensormodell
beschrieben unter Betrachtung der Transformationen durch PTU und Lage des UAV.
Abschließend wird eine Kartenverwaltung beschrieben, die eine Echtzeitfähigkeit ermög-
lichen soll. Das geschieht einerseits durch die Transformationen der Objekte in eine kar-
tesische Repräsentation und andererseits durch eine Verwaltung einer kurzfristigen und
einer langfristigen Karte. Diese erzeugen effektiv ein Bild der lokalen und der globalen
Umgebung.
Die Modellierung wird anschließend in einer Simulationsumgebung mittels Simulink® va-
lidiert. Dabei erfolgt zunächst jeweils die isolierte Betrachtung der Parametrisierung im
Kontext von UKF SLAM und die der Kartenverwaltung. Zum Schluss wird die Kombina-
tion erprobt inklusive Ausfall von Sensorik.
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2 Stand der Technik
Simultaneous Localization And Mapping (SLAM) kann mit verschiedenen Methodiken er-
folgen. Grundlegend sind dabei häufig die in Abschnitt 2.1 beschriebenen Zustandsschät-
zer. Darauf aufbauend sind die verschiedenen Algorithmen in 2.2.2 entstanden. Hinzu
kommen ausschließlich auf SLAM ausgerichtete Methodiken.
Die Inverse Depth Parametrisierung ist Teil der optischen Navigation und ermöglicht die
direkte Verwendung neuer Objekte im Kontext von SLAM. Neben dieser existieren weitere
Möglichkeiten, beschrieben in 2.2
2.1 Zustandsschätzer
Ein grundlegender Teil der optischen Navigation ist die Schätzung des eigenen Zustands.
Die bekanntesten Schätzer sind Kalmanfilter und Partikelfilter. Beide bilden einen rekur-
siven Filter, indem sie zur Schätzung des Zustands im nächsten Zeitschritt den a priori
geschätzten verwenden.
Ein Zustand setzt sich im Bereich von UAVs in der Regel aus Position, Geschwindig-
keit und räumlicher Lage zusammen. Mit Kenntnis über diese Zustandsvariablen ist eine
Navigation möglich.
2.1.1 Kalmanfilter
Der Kalmanfilter nach Kalman [25] ist eine weit verbreitete Möglichkeit, den Zustand
zu schätzen und bildet im Fall eines linearen Zustandsübergangs die optimale Schätzung.
Diese Zustandsschätzung wird durch einen Mittelwert x und einer zugehörigen Kovari-
anzmatrix P repräsentiert. Der Mittelwert gibt die aktuelle Schätzung an, während die
Kovarianzmatrix die Genauigkeit dieser Schätzung durch Angabe der Abweichung wieder-
spiegelt.
Die Filterung ist in zwei Schritte gegliedert. Zum einen die Prädiktion, die den Zustand
anhand eines Bewegungsmodelles initial schätzt. Zum anderen die Korrektur, die den ge-
schätzten Zustand mit Sensordaten verbessert.
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Da der Kalmanfilter ausschließlich für lineare Zustandsübergänge geeignet ist, existieren
diverse Erweiterungen, um eine Schätzung für nicht lineare Zustandsübergänge zu ermög-
lichen. Weit verbreitet sind Extended Kalmanfilter (EKF) und Unscented Kalmanfilter
(UKF). Der EKF nutzt zur Abbildung des nichtlinearen Zustandsübergang eine lineari-
sierte Form des Modells, indem eine Taylorreihenentwicklung nach dem linearen Glied
abgebrochen wird. [16, 20, 31, 45]
Der UKF nutzt einen reduzierten Samplingansatz der Monte-Carlo-Methoden, um die
Wahrscheinlichkeitsverteilung des Zustands mit diskreten Punkten darzustellen [22]. Die-
se werden anschließend durch die nicht lineare Funktion propagiert und wieder zu einer
Wahrscheinlichkeitsverteilung aus x und P zusammen gesetzt. Das ermöglicht die Erfas-
sung Momente höherer Ordnung [51].
Die Rechenkomplexität von EKF und UKF ist in der Ordnung von O(n2) [15]. Der UKF
besitzt dabei Vorteile gegenüber dem EKF [16, 23, 52]. Zum einen werden durch die
Linearisierung Terme höherer Ordnung ignoriert, die größere Fehler induzieren und zur
Divergenz führen können [51, 52]. Weiterhin ist die Jacobimatrix zu bestimmen, was viele
partielle Ableitungen benötigt. Das wiederum ist ein fehleranfälliger Prozess, da diese im
Vorhinein händisch bestimmt werden müssen. Weiterhin zeigt H. Khazraj, F. Faria da
Silva und C. L. Bak [16], dass der UKF auch hinsichtlich der Rechenzeit Vorteile mit
sich bringt.
2.1.2 Partikel Filter
Partikel Filter sind nicht-parametrische rekursive Bayes-Filter. Nicht-parametrische Filter
benötigen keine Funktion für die posterior, sondern approximieren diese mit einer endlichen
Anzahl an Parametern [45, S. 187ff].
Der Bayes Filter ist in Algorithmus 1 dargestellt. Dabei wird auf Basis des vorherigen
Zustands unter Einbezug der Dynamik der aktuelle Zustand postuliert.
Algorithm 1 Bayes Filter Algorithmus[45, S. 23]
1: procedure ParticleFilter(bel(xt−1), ut, zt)
2: Initialize X t = Xt = ∅








Der Partikel Filter ist in Algorithmus 2 dargestellt. Dieser bildet eine diskrete Lösung des
Bayes-Filters, indem die Wahrscheinlichkeitsverteilung zum Zeitpunkt t durch M soge-
nannte Partikel repräsentiert wird. Jedes Partikel enthält eine Zustandshypothese sowie ein
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Gewicht entsprechend der aktuellen Wahrscheinlichkeitsverteilung (Zeile 4). Im nächsten
Schritt werden die Sensordaten verwendet, um die Gewichte jedes Partikels anzupassen,
sodass sie der realen Verteilung entsprechen (Zeile 5). Anschließend findet das sogenannte
“Importance sampling” statt. In diesem Schritt werden aus dem aktualisierten Partikelset
Partikel mit einer Wahrscheinlichkeit proportional zu ihrem Gewicht gezogen und dem Er-
gebnisset hinzugefügt (Zeile 8ff). Infolgedessen sind unwahrscheinlichere Zustände entfernt
und damit die Konvergenzrate erhöht worden [45, S. 77ff].
Algorithm 2 Partikel Filter Algorithmus [45, S. 78]
1: procedure ParticleFilter(bel(xt−1), ut, zt)
2: Initialize X t = Xt = ∅
3: for m = 1 to M do
4: sample x[m]t ∼ p(xt|ut,x
[m]
t−1)
5: w[m]t = p(zt|x
[m]
t )









8: for m = 1 to M do
9: draw i with probability ∝ w[i]t





Optische Navigation beschreibt die Schätzung des Zustands under Verwendung von opti-
schen Sensoren. Das können beispielweise LIDar-Sensoren oder Kameras sein.
Kameras nehmen eine Projektion der Umgebung auf, sodass Kameramodelle benötigt wer-
den, die eine Übertragung in den dreidimensionalem Raum ermöglichen. Dementsprechend
beschränkt sich das Anwendungsgebiet der optischen Navigation häufig auf die Lageschät-
zung [36, 47].
Der Aufbau einer Karte wird mit Hilfe von SLAM Algorithmen realisiert, wie beschrieben
in 2.2.2. Diese ergänzen und verbessern die in 2.2.1 beschriebene visuelle Odometrie. Das
heißt die Schätzung der Eigenbewegung mit Hilfe der Kamerabilder.
Weiterhin ist die Detektion und Wiedererkennung von Objekten im Kontext von SLAM
relevant, um neue Objekte aufzunehmen oder erneut für die Lokalisation zu verwenden. In
der Regel wird eins der drei Verfahren Scale-invariant feature transform (SIFT)[28], Spee-
ded up robust features (SURF)[3] oder Maximally stable extremal regions (MSER)[33]
verwendet.
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2.2.1 Visuelle Odometrie
Visuelle Odometrie (VO) bezeichnet die Schätzung der Eigenbewegung auf Basis von Ka-
merabildern. Dabei wird eine Sequenz von Kamerabildern ausgewertet, um die relative
Bewegung von einem Bild zum nächsten zu schätzen. Diese können dann zu einer Gesamt-
bewegung aufsummiert werden. Dadurch unterliegt die Schätzung einer Akkumulation der
Fehler über die Zeit [12].
Es kann zwischen Stereo und Monocular unterschieden werden. Bei der Stereo VO werden
zwei Kameras verwendet, um daraus 3D Informationen zu rekonstruieren. Dabei werden
Bildobjekte direkt aus den beiden Kamerabildern rekonstruiert. Monocular VO verwendet
nur eine Kamera und rekonstruiert die 3D Informationen aus zwei oder mehreren zeitlich
aufeinanderfolgenden Kamerabildern. Dabei unterliegt die Rekonstruktion zusätzlich der
Ungenauigkeit hinsichtlich der Kamerabewegung.
Die VO kann unter Verwendung von inertialen Messdaten verbessert werden [26].
Die Verbesserungen (VIO) nutzen verschiedene Ansätze zur Schätzung. Häufig werden
Nichtlineare Versionen des Kalmanfilters verwendet, die sich in Messmodell und Tiefen-
kopplung der optischen Messungen unterscheiden. Bekannte Vertreter sind Algorithmen
MSCKF [43], ROVIO [4] und SVO+MSF [5, 29].
Weiterhin werden auch Smoother und Sliding Window Esitmator verwendet [5, 27, 30,
39].
2.2.2 Simultaneous Lokalisation and Mapping
Simultaneous Localization And Mapping (SLAM) ist ein Verfahren aus der Robotik, bei
der ein Roboter seine räumliche Position schätzt und gleichzeitig eine Karte seiner Um-
gebung anfertigt. Die Karte wird dabei durch Objekte repräsentiert. Die Schätzung von
Position und Umgebung findet online ohne vorherige Kenntnis des Ortes statt [10].
SLAM wird häufig über probabilistic SLAM formuliert [44]. Dabei wird zu jedem Zeit-
punkt k eine Wahrscheinlichkeitsverteilung in Gl. 2.1 über die eigene Position x und die
der Objekte m geschätzt [14, 24, 46, 49].
P (xk,m|Z0:k,U0:k,x0) (2.1)
Wobei Z0:k und U0:k die Beobachtungen bzw. Bewegungen vom initialen 0 Zustand bis
zum aktuellen Zustand beschreiben.
Zur Lösung des Problems wurden zum einen die Zustandsschätzer aus 2.1 um das Mapping
erweitert sowie Graph-basierte Verfahren entwickelt.
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SLAM mit Partikelfiltern
Partikelfilter aus 2.1.2 sind zur Zustandsschätzung konzipiert und zur Verwendung im
Kontext von SLAM um den Mapping Aspekt zu erweitern. Dementsprechend existieren
verschiedene Erweiterungen wie FastSLAM nach Michael Montemerlo, Sebastian
Thrun, Daphne Koller, Ben Wegbreit [35] und Distributed Particle(DP)-SLAM
nach Austin I. Eliazar und Ronald Parr [2], die den Aspekt unterschiedlich behan-
deln.
FastSLAM erweitert jeden Partikel um die beobachteten Objekte. Diese werden jeweils
durch einen 2× 2 Extended KalmanFilter dargestellt sowie einem Gewicht.
In jedem Schritt werden zusätzlich Beobachtungen für jedes Objekt im Partikel prädiziert
und der EKF ausgeführt. Dabei korrigiert der EKF das Gewicht.
Im FastSLAM 2.0 von Michael Montemerlo, Sebastian Thrun, Daphne Koller
und Ben Wegbreit [34] werden die Beobachtungen bereits beim Sampling der Partikel
miteinbezogen. Dadurch kann die Partikelanzahl reduziert werden und der Algorithmus
ist robuster mit dem Nachteil einer höheren Komplexität.
Im Gegensatz zum FastSLAM erweitert DP-SLAM den Partikelfilter in jedem Partikel um
eine sogenannte GridMap. Diese stellt die Karte als Raster dar. Die effiziente Implementie-
rung wird über die Verwendung eines Stammbaums für jeden Partikel sowie die Verwaltung
einer gemeinsamen statt mehrerer Karten gewährleistet. Dadurch wird verhindert, dass je-
des Partikel eine eigene mögliche Trajektorie mit der entsprechenden Umgebung verwaltet.
Dafür wird ein Partikel des Zeitschritts i, das zum samplen ein oder mehrerer Partikel im
Zeitschritt i+ 1 genutzt wird, zu deren Elternpartikel. Die Partikel des Zeitschritts i+ 1
bilden damit die Kindpartikel. Partikel mit dem gleichen Elternpartikel sind Geschwister
und stellen jeweils eine mögliche Pose des Roboters basierend auf der Pose des Elternpar-
tikels dar. Die Kinder erhalten eine Referenz zu ihrem Elternpartikel und verwalten eine
Liste ihrer aktualisierten Rasterquadrate. Dadurch wird in jedem Zeitschritt der Stamm-
baum erweitert.
Die Größe des Stammbaums ist aus speichereffizienten Gründen begrenzt. Das wird einer-
seits dadurch gewährleistet, dass Partikel, die kein Kinder des aktuellen Zeitschritts haben,
und damit keinen Beitrag mehr leisten, aus dem Stammbaum entfernt werden. Elternpar-
tikel dieses Partikels, die dadurch keine Kinder mehr besitzen, werden dadurch ebenfalls
entfernt. Andererseits werden Elternpartikel mit ihren Kinderpartikeln zusammengefasst,
wenn die Elternpartikel nur ein Kind besitzen. Das Zusammenfassen sorgt dafür, dass alle
Beobachtungen des Elternpartikels in das Kindpartikel übertragen werden. Zudem wird
die Id des Elternpartikels übertragen. Diese beiden Schritte werden in jedem Zeitschritt
für jeden Baum durchgeführt.
Die GridMap speichert die Geschichte der Änderungen durch die Partikel, indem ein ba-
lancierter Baum mit den entsprechenden Partikel Ids generiert wird. Dementsprechend
wird die GridMap als Matrix aus leeren Bäumen initialisiert. Dadurch wird nicht mehr
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jedem Partikel eine Karte, sondern den entsprechenden Kartenteilen Partikel zugeordnet.
Die Abb. 2.1 illustriert den DPSLAM Algorithmus, beginnend bei der ersten Generation
in 2.1a ist in Abb. 2.1b zu erkennen, dass nicht alle Partikel Kinderpartikel erzeugen. In
Abb. 2.1c sind die Partikel ohne Kinder entfernt und eine neue Generation erzeugt wor-
den. Das anschließende Entfernen ist in Abb. 2.1d illustriert. Dort ist der linke Partikel
mit seinen Elternknoten zusammengefasst worden, da diese keine weiteren Kinder mehr
besitzen.
(a) Erste Generation ge-
sampelt von einem Par-
tikel
(b) Samplen einer neuen
Generation
(c) Erzeugung weiterer Ge-
nerationen nach entfer-
nen von Partikeln
(d) Reduzieren des Baumes
Abbildung 2.1: Illustration von DP-SLAM [13]
Graph-basierte Methoden
Beim Graph-basiertem SLAM wird das SLAM Problem unter Verwendung eines Graphen
gelöst, der kontinuierlich aufgebaut wird. Bekannte Vertreter sind GraphSLAM [46] und
TreeMap [14].
Im GraphSLAM entspricht jeder Knoten einer Pose während des Mappingprozesses und
jede Kante zwischen zwei Knoten repräsentiert eine räumliche Beschränkung hinsichtlich
der Bewegung. Hinzu kommen Beschränkungen durch Beobachtungen von Objekten, wo-
bei diese als zeitinvariante Knoten zu interpretieren sind. Dadurch wird kontinuierlich ein
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Graph aufgebaut, wie er in Abb. 2.2 illustriert ist.
Den Kanten wird jeweils ein Gewicht für die Bewegung und den Beobachtungen zu-
Abbildung 2.2: Graph beim GraphSLAM [46]
gewiesen unter Verwendung eines Bewegungsmodells g und Beobachtungsmodells h. Das
Beobachtungsmodell inkludiert dabei die Objekte. Ziel beim GraphSLAM ist, einen Graph
zu erzeugen mit einer entsprechenden Knotenkonfiguration, die den Einschränkungen am
besten gerecht wird, sodass sich ein Minimierungsproblem ergibt. Das Minimierungspro-
blem wird dann für jede Pose mit Hilfe des Gauss-Newton oder Levenberg-Marquardt
Verfahren gelöst.
Der TreeMap-Algorithmus nach Frese [14] beruht auf der Überlegung, dass ein Roboter
in einem Gebäude befindet, dass virtuell in zwei Abschnitte A und B geteilt wurde. Der
Roboter befindet sich in Abschnitt A und benötigt dann nur die Informationen aus Ab-
schnitt B, die er von der aktuellen Position in B beobachten kann. Alle weiteren Objekte,
die sich in B befinden, sind zu dem Zeitpunkt nicht von Interesse. Dementsprechend ist
nur die Marginalverteilung der Objekte, die aus beiden Abschnitten zu beobachten sind,
im aktuellen Zustand von Interesse. Die Marginalverteilung ist zusätzlich durch die Beob-
achtungen im anderen Abschnitt bedingt.
Mit diesem Ansatz wird beim TreeMap-Algorithmus die Karte rekursiv in einen binären
Baum aus Unterabschnitten geteilt. Infolgedessen ergibt sich der Graph nach Abb. 2.3.
Hier stehen die schwarzen Linien für den Teil des Algorithmus, der das Mapping beschreibt
und die blauen Linien für den Teil zur Zustandsschätzung.
Das Mapping startet an den Blättern des Baumes, die die Messwerte als gausschen Ein-
gang speichern. An jedem Blatt werden alle Objekte, die außerhalb des Blattes nicht
mehr verwendet werden, durch Marginalisierung entfernt und in einem bedingenden Blatt
gespeichert (blauer Kasten). Die restlichen Informationen werden an den Elternknoten
weitergegeben. An diesem werden die Informationen mit denen des anderen Kindes kom-
biniert und die Marginalisierung wird erneut durchgeführt. Dieser Algorithmus setzt sich
fort bis zum Wurzelknoten.
Zur Zustandsschätzung wird der Mittelwert der marginalisierten Objekte an der Wurzel
Kapitel 2. Stand der Technik 10
verwendet und an die Kinder weitergegeben, an denen es mit den gespeicherten Bedingun-
gen kombiniert wird. Das Ergebnis wird anschließend weitergegeben und erneut kombiniert




Abbildung 2.3: Aufbau des Baumes vom TreeMap Algorithmus[49]
SLAM mit Kalmanfiltern
Die Erweiterung des Kalmanfilters im SLAM-Kontext unterscheidet sich nicht für KF,
EKF und UKF. In allen Fällen wird der Zustandsvektor x und die Kovarianzmatrix P um
die entsprechenden Objekte erweitert[15, 42]. Dementsprechend beschreiben die Unterma-
trizen auf der Hauptdiagonalen die Kovarianzmatrizen des ursprünglichen Zustands und
die der Objekte. Auf den Nebendiagonalen befinden sich sowohl die Kreuzvarianzen der
Objekte untereinander als auch die mit dem ursprünglichen Zustand. Die Kreuzvarianzen
beschreiben entsprechenden die Korrelationen.
Die Objekte können, sofern bekannt, im Vorhinein festgelegt sein oder im Laufe der Be-
wegung erfasst und integriert werden. Um ein fehlerhaftes Lokalisieren zu vermeiden, ist
eine im Vorhinein bekanntes Objekt mit einer hohen Ungenauigkeit zu initialisieren [45,
S.253].
Wenn Objekte während der Bewegung erfasst und in die Zustandsbeschreibung aufgenom-
men werden, wachsen Zustandsvektor und Kovarianzmatrix kontinuierlich.
Neben der Erweiterung der Zustandsbeschreibung sind auch das System- und das Mess-
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rauschen sowie die Modelle anzupassen. Im Bewegungsmodell ist zu garantieren, dass
eine ortsfestes Objekt keine Translation erfährt und lediglich durch das Systemrauschen
beeinflusst wird. Im Beobachtungsmodell ist eine Prädiktion der Messung von Objekten
in Abhängigkeiten der aktuellen Position vorzusehen, um die Karte im Korrekturschritt
verbessern zu können.
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3 Grundlagen
Im Zuge dieser Arbeit wird der Unscented Kalmanfilter als Zustandsschätzer im Kon-
text von SLAM verwendet. In 3.2 wird zunächst der grundlegende Kalmanfilter erklärt
und darauf aufbauend der UKF eingeführt Im Abschnitt 3.3 wird die Verwendung des
Kalmanfilters im Kontext von SLAM sowie die verwendeten Kameramodelle beschrieben.
Insbesondere der Gebrauch von Objekten im Filterprozessschritt wird dargelegt. Objekte
sind durch die Sensorik detektierte Teile der Umgebung. Diese befinden sich zum Zeit-
punkt der Detektion in unmittelbarer Umgebung. Mit Hilfe dieser Objekte kann dann
eine Karte der Umgebung erzeugt werden. Zur Beschreibung der Objekte innerhalb der
Karte existiert die Inverse Depth Parametrisierung.
Abschließend wird in Abschnitt 3.4 das bestehende Framework sowie dessen Besonderhei-
ten im Hinblick auf die Parametrisierung dargelegt.
Die Ergebnisse dieser Arbeit sind zur Verwendung eines UAV gedacht. Dementsprechend
werden verschiedene Koordinatensysteme und Transformationen benötigt, um Bewegungs-
und Sensormodell richtig darzustellen. Diese werden nachfolgend vorgestellt.
3.1 Koordinatensysteme und -transformationen
Durch die Verwendung einer Kamera ergeben sich drei Koordinatensysteme mit entspre-
chender Translation und Rotation. Zum einen ein Weltkoordinatensystem. In diesem wird
die globale Position des Flugobjekts angegeben. In der Regel wird hierfür North East
Down (NED) oder Earth Centered Earth Fixed (ECEF) verwendet. Dieses Koordinaten-
system wird folgend mit W indiziert. Hinzukommt ein körperfestes Koordinatensystem,
indiziert mit B, welches den Ursprung im Schwerpunkt hat. Ausgehend von diesem sind al-
le Translationen und Rotationen zur entsprechenden Sensorik angegeben. Das körperfeste
Koordinatensystem ist ein rechtsdrehendes, wobei die x-Achse nach vorne und die z-Achse
nach unten orientiert ist. Das dritte Koordinatensystem ist ein kamerafestes Koordinaten-
system. Die Fläche, aufgespannt durch die x- und y-Achse, liegt im Kamerabild und die
z-Achse zeigt aus der Kameraebene heraus. Beschreibungen in diesem Koordinatensystem
werden mit C indiziert. Für die Inverse Depth Parametrisierung ist die Kenntnis über die
Transformationen zwischen den Koordinatensystemen erforderlich. Dabei ist zusätzlich die
Besonderheit einzugehen, dass die Kamera an einer Pan-Tilt-Unit befestigt ist. Dadurch
muss bei der Transformation in das kamerafeste Koordinatensystem die zusätzliche Trans-
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lation und Rotation miteinbezogen werden.
Zwischen den Koordinatensystemen ist entsprechend zu transformieren. Dabei ist zu be-
achten, dass die PTU eine zusätzliche Rotation und Translation einbringt. Dadurch ergibt
sich eine Transformation von der Befestigung der PTU PT UB am UAV zur Befestigung
der Kamera an der PTU PT UC .
Abb. 3.1 zeigt die entsprechenden Koordinatensysteme. Dabei ist in Abb. 3.1a die Relation
des Weltkoordinatensystem zum körperfesten Koordinatensystem dargestellt. Hierbei ist
entsprechend die Möglichkeit der unterschiedlichen Lage zu beachten. In Abb. 3.1b ist nur
das verwendete UAV inklusive der PTU und der Kamera illustriert. Durch die Verwendung
der PTU kann das aufgenommene Kamerabild entsprechend beeinflusst werden.
W
B





(b) Körperfestes und sensorfestes Koordi-
natensystem in Relation
Abbildung 3.1: Verwendete Koordinatensysteme
3.2 Kalmanfilter
Der Kalmanfilter ist wie in 2.1.1 beschrieben eine verbreitete Möglichkeit zur Zustands-
schätzung, die den Zustand durch einen Mittelwert x und eine Kovarianzmatrix P be-
schreibt. Die Schätzung ist dabei in einen Prädiktions- und einen Korrekturschritt ge-
gliedert. Letztere verbessert den durch ein Bewegungsmodell geschätzten Zustand unter
Verwendung von Sensordaten.
Die Berechnung der prädizierten Schätzung erfolgt unter Verwendung des Mittelwerts und
der Kovarianzmatrix des letzten bekannten Zustands sowie des Signals der Steuergröße.
(3.1, 3.2).
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x̂k = Ad · xk−1 + Bd · uk (3.1)
P̂k = AdPk−1ATd + Qk (3.2)
Das Bewegungsmodell in 3.1 und 3.2 wird beschrieben durch die Matrizen Ad und Bd.
Letztere bildet den Einfluss der Steuergröße uk auf den neuen Zustand ab, während Ad
den Einfluss des letzten Zustands beschreibt.
Da das Modell die Realität nicht vollständig abbildet, wird zusätzlich ein Systemrauschen
Q, das den Modellfehler beschreibt, in die Prädiktion eingebracht. Wenn die einzelnen Ein-
träge des Zustandsvektors linear unabhängig sind, kann Q als Varianz dargestellt werden.
Damit reduziert sich das Systemrauschen auf eine Diagonalmatrix [32, S. 142-143].
Der anschließende Korrekturschritt benötigt zur Verarbeitung der Sensordaten ein Sen-
sormodell. Dieses bildet den Zustandsvektor auf den Bereich der Sensordaten ab und
ermöglicht damit die Postulierung der Messdaten.
Da auch die Sensordaten keine vollständig perfekte Abbildung der Umgebung liefern kön-
nen, ist analog zum Bewegungsmodell ein sensorbedingtes Rauschen R zu beachteten. In
der Regel bildet das Rauschen den minimalen hardwarebedingten Fehler ab [32, S. 13].
Die Fehler durch System- und Messrauschen werden durch die sogenannte Kalmanverstär-
kung gegeneinander abgewägt. Dieser gibt an, wie stark die Korrektur durch die Sensor-
daten in Abhängigkeit des Messrauschens stattfindet. Je geringer das Messrauschen, desto
ausgeprägter ist der Einfluss der Sensordaten.
Kk = P̂kCTk (CkP̂kCTk + Rk)−1 (3.3)
xk = x̂k + Kk · (zk −Ckx̂k) (3.4)
Pk = (I−KkCk)P̂k (3.5)
Mit Hilfe der Kalmanverstärkung erfolgt die Korrektur der in der Prädiktion geschätzten
Werte unter Verwendung von 3.4 und 3.5. Der korrigierte Mittelwert x und die Kovari-
anzmatrix P werden anschließend im nächsten Filterprozessschritt als Eingangsparameter
verwendet.
Der Kalmanfilter ist weit verbreitet, da die Zustandsschätzung immer konvergiert, solan-
ge das Bewegungs- und Sensormodell nicht zu stark verrauscht sind. Die Problematik des
Kalmanfilters ist die Begrenzung auf lineare Zustandsübergänge. In der Realität sind diese
in den meisten Anwendungen allerdings nichtlinear. Dementsprechend existieren Erweite-
rungen, die die Approximation mit nichtlinearen Übergängen ermöglichen. Weit verbreitet
sind der sogenannte Extended Kalmanfilter (EKF) oder Unscented Kalmanfilter (UKF).
Der UKF weißt dabei Vorteile gegenüber dem EKF auf. Zum einen bildet er bei gleicher
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Komplexität eine genauere Schätzung. Zum anderen benötigt der EKF Jacobi-Matrizen,
deren händische Bestimmung stark fehleranfällig ist. [6, 50–53]
3.2.1 Unscented Kalmanfilter
Der Unscented Kalmanfilter (UKF) bildet eine Alternative zur Verwendung des Kalman-
filters mit nichtlinearen Funktionen nach Julier, Uhlmann und Durrant-Whyte [22].
Die Motivation ist, eine bessere Schätzung zu ermöglichen, ohne den Rechenaufwand zu
erhöhen, indem der Sampling-Ansatz der Monte-Carlo-Methoden verwendet wird. Diese
ziehen eine große Anzahl zufälliger Zustände aus der aktuellen Schätzung, um die Vertei-
lung möglichst genau abzubilden [38].
Grundlage des UKF bildet die Unscented Transform (UT) nach Julier, Uhlmann und
Durrant-Whyte [23], die als Eingangsparameter den Mittelwert sowie die zugehörige
Kovarianzmatrix benötigen.
Die Parameter werden zur Erzeugung sogenannter Sigmapunkte verwendet, die die stati-
stische Verteilung des aktuellen Zustands beschreiben. Im Gegensatz zu den Monte-Carlo-
Methoden ist die Menge der zu erzeugenden Punkte deutlich geringer, um die Rechen-
komplexität zu minimieren. Gleichzeitig ist die Anzahl so zu wählen, dass der Zustand
inklusiver aller Ungenauigkeiten ausreichend repräsentiert wird. Dementsprechend wurde
die Anzahl auf 2L + 1 gesetzt, wobei L die Größe des Zustandsvektors beschreibt. Die
Sigmapunkte werden symmetrisch um den Mittelwert verteilt 3.6[53]. Zusätzlich bildet
der Mittelwert selbst einen Sigmapunkt. Mit Hilfe von λ, α und β kann die Verteilung um
x beeinflusst werden [51].
Um die Sigmapunkte wieder zu einem Mittelwert und einer Kovarianz zusammenzufügen,
werden Gewichte nach 3.7 definiert [51]. Dabei sind die Gewichte gekennzeichnet mit (m)
zur Berechnung des Mittelwerts und mit (c) zur Berechnung der Kovarianz.
X0(k|k) = xi(k|k)
Xi(k|k) = xi(k|k) + (
√
(L+ λ)P(k|k))i i = 0, . . . ,L
Xi+L(k|k) = xi(k|k)− (
√


















2(L+ λ) i = 1, . . . ,2L (3.7)
mit λ = α2(L+ κ)− L
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UT Nach der Erzeugung der Sigmapunkte erfolgte die Propagierung durch eine beliebige
Funktion, wobei diese auf jeden Sigmapunkt einzeln angewendet wird, sodass die Anzahl
der Sigmapunkte gleich bleibt. Die Funktion kann sowohl linear als auch nicht linear sein.
(3.8).
Yi = g(Xi), i = 0, . . . ,2L (3.8)













i {Yi − y}{Yi − y}T (3.10)
Die UT wird im UKF sowohl für das Bewegungs- als auch das Beobachtungsmodell verwen-
det. Algorithmus 3 zeigt einen Zeitschritts des UKF, bestehend aus Prädiktion (Zeile 5 - 12)
und Korrektur (Zeile 12 - 17).
Algorithm 3 Unscented Kalman Filter
1: procedure UKF(x,P)
2: Calculate sigma points















i [Xi,k|k−1 − x̂−k ][Xi,k|k−1 − x̂−k ]T

















i [Xi,k|k−1 − x̂−k ][Yi,k|k−1 − ŷ−k ]T
15: Kk = PxkykP−1ykyk
16: x̂k = x̂−k +Kk(yk − ŷ−k )
17: Pk = P−k −KkPykykKT
18: end procedure
In der Regel sind Modell- und Sensorrauschen nicht additiv, sodass die Schätzung mit-
tels der Augmented UT erfolgen muss [52, 53]. Diese verwendet angepasste Übergangs-
funktionen, indem Zustandsvektor und Kovarianzmatrix um Mess- und Systemrauschen
erweitert werden. Das hat einer Erhöhung der Dimension des Zustandsvektors zur Folge
und führt zu einer größeren Menge Sigmapunkte. Dementsprechend sind die Funktionen
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für Bewegungs- und Beobachtungsmodell nach 3.11 und 3.12 anzupassen, sodass System-












= h(x) + v
Durch Verwendung der Augmented UT im UKF erfolgt die Erweiterung nach 3.13, wobei
das Rauschen von Bewegungs- und Beobachtungsmodell mit einem Erwartungswert von 0
angenommen wird. Dementsprechend wird der Zustandsvektor um Nullen der Größe des
System- und Messrauschens erweitert. Die erweiterte Kovarianzmatrix ist eine Blockdia-
gonalmatrix, bestehend aus der ursprünglichen Kovarianzmatrix sowie des System- und
Messrauschens mit Q = E[wwT ] und R = E[vvT ].







In Folge der Erweiterung von System- und Messrauschen ist das Bewegungsmodell nach
3.14 anzupassen, sodass das Messrauschen unbeeinflusst bleibt. Das Systemrauschen wird











3.2.2 Square Root Unscented Kalmanfilter
Eine Erweiterung des UKF bildet der Square Root UKF nach van der Merwe und Wan
[50], dargestellt in Algorithmus 4. Dieser reduziert die Komplexität des UKF und erhöht die
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numerische Stabilität, indem die Wurzel der Kovarianzmatrix
√
P = S direkt aktualisiert
wird. Dafür werden die drei folgenden mathematischen Operationen verwendet:
1. die QR Zerlegung,
2. die Cholesky Faktor Aktualisierung
3. die Methode der kleinsten Quadrate
Durch das direkte Aktualisieren von S kann diese beim Ziehen der Sigmapunkte verwen-
det werden. Anschließend können die Sigmapunkte wie bisher durch die Modellfunktion
propagiert und zum neuen Mittelwert zusammengesetzt werden. Die Aktualisierung von S
erfolgt in Zeile 8 und 9. Dabei gibt qr die obere rechte Dreiecksmatrix R der QR-Zerlegung
AT = QR zurück. Der obere Dreiecksteil der Matrix ist dabei genau die Transponierte
des Cholesky Faktors von P = SST . Das cholupdate beschreibt eine Änderung von Rang
1, wobei für das Ergebnis von S = chol{S,u,± ν} gelten muss SST = P±√νuuT . Falls u
eine Matrix ist, wird die Rang 1 Aktualisierung für jede Spalte von u durchgeführt. Alle
weiteren Berechnungen der Prädiktion werden wie bisher durchgeführt.
Für den Korrekturschritt wird bei der Berechnung von Sŷk analog vorgegangen (Zeile 15
und 16). Die Kreuzvarianzmatrix Pxkyk wird wie bisher bestimmt.
Die Kalmanverstärkung K wird in Zeile 18 mit Hilfe der Methode der kleinsten Quadrate
bestimmt, gekennzeichnet durch den Operator /. In dieser Arbeit wird als Lösungsansatz
eine QR-Zerlegung mit voller Pivotisierung verwendet .
Anschließend sind der korrigierte Mittelwert x̂ und die korrigierte Matrixwurzel S zu
bestimmen. Letztere wird in Zeile 20 und 21 entsprechend mit einem choleskyupdate
berechnet.
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Algorithm 4 Square-Root Algorithmus nach van der Merwe und Wan [50]
procedure Square−RootUKF (x, S)
Calculate Sigma points




















k , X ∗0,k|k−1 − x̂−k , W
(c)
0 )
Xk|k−1 = [x̂k−1 x̂k−1 ±
√
γS−k ]
























i [Xi,k|k−1 − x̂−k ][Yi,k|k−1 − ŷ−k ]T
Kk = (Pxkyk/STŷk)/Sŷk
x̂k = x̂−k +Kk(yk − ŷ−k )
U = KSŷk
Sk = cholupdate(S−k , U, − 1)
end procedure
3.3 Optische Navigation
Optische Navigation verwendet Kamerabilder zur Schätzung des Zustands sowie der Um-
gebung. Diese nehmen eine Projektion der Umgebung auf, sodass Kameramodelle benötigt
werden, die eine Übertragung in den dreidimensionalen Raum ermöglichen. Diese werden
in 3.3.2 beschrieben. Allerdings entstehen durch die Kameramodelle eine große Ungenau-
igkeit hinsichtlich der Tiefe. Dementsprechend.
Im Kontext von SLAM existiert die Inverse Depth Parametrisierung nach Montiel, Cive-
ra und Davison [37]. Diese ermöglicht es, Objekte zu verwenden, die in größerer Distanz
sind, indem die vorhandenen Informationen zur Orientierung genutzt werden. Dabei lie-
fern die vorhandenen Information vor allem die Richtung, in der das Objekt sich befindet.
Dementsprechend kann ohne Information zur exakten Position bereits eine Aussage über
die Orientierung getroffen werden.
Die Verwendung von Kalmanfiltern für SLAM wird in 3.3.1 beschrieben. Dabei wird noch-
mal auf die Inverse Depth Parametrisierung in 3.3.1 eingegangen.
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3.3.1 SLAM mit Kalmanfiltern
Die Erweiterung des Kalmanfilters im SLAM-Kontext unterscheidet sich nicht für KF,
EKF und UKF. In allen Fällen wird der Zustandsvektor X und die Kovarianzmatrix P um
die entsprechenden Objekte erweitert[15, 42]. Damit ergibt sich ein erweiterter Zustands-
vektor nach 3.15 sowie eine erweiterte Kovarianzmatrix nach 3.16. Die Untermatrizen auf
der Hauptdiagonalen in 3.16 beschreiben die Kovarianzmatrizen des ursprünglichen Zu-
stands und die der Objekte. Auf den Nebendiagonalen befinden sich die Kreuzvarianzen
der Objekte untereinander sowie die mit dem ursprünglichen Zustand.
xSLAM = [x l0 . . . lm]T (3.15)
PSLAM =

Px,x Px,l0 · · · Px,lm
Pl0,x Pl0,l0 · · · Pl0,lm
...
... . . .
...
Plm,x Plm,l0 · · · Plm,lm
 (3.16)
Die Objekte werden hier kontinuierlich dem Zustandsvektor hinzugefügt und sorgen dement-
sprechend für eine stetige Vergrößerung.
Neben der Erweiterung der Zustandsbeschreibung sind ebenfalls das System- und das
Messrauschen sowie die Modelle anzupassen. Im Bewegungsmodell ist zu garantieren, dass
eine ortsfestes Objekt keine Translation erfährt und lediglich durch das Systemrauschen
beeinflusst wird. Im Beobachtungsmodell ist eine Prädiktion der Messung von Objekten
nach 3.17 in Abhängigkeit der aktuellen Position vorzusehen, um die Karte im Korrektur-
schritt verbessern zu können.
z = [zx zl0 . . . zlm ]
T (3.17)
SLAM als Erweiterung des Kalmanfilters hat ferner die Anforderung einer Lokalisierung in
Echtzeit. Das bedeutet, dass die Schätzung des nächsten Zustands abgeschlossen sein muss,
bis neue Sensordaten zur Verfügung stehen. Andernfalls ist ohne entsprechendes Modell
keine akkurate Schätzung mehr möglich. Dementsprechend ist die Größe des Zustandsvek-
tors zu begrenzen. Im Falle der stetigen Integration neuer Objekte ist eine kontinuierliche
Verwaltung der Karte notwendig. Hierbei ist neben einer maximalen Objektanzahl im Zu-
standsvektor eine Abwägung zu treffen, wie diese Grenze einzuhalten ist.
Inverse Depth Parametrisierung
Die Inverse Depth Parametrisierung, eingeführt von Montiel, Civera und Davison [37],
beschreibt ein Objekt, sodass trotz größerer Tiefenungenauigkeit eine Aussage über die
aktuelle Position und Orientierung getroffen werden kann. Insbesondere Objekte in großer
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Entfernung können so schon früh verwendet werden. Das begründet sich der Entkopplung
von Richtung und Abstand. Im Gegensatz dazu beschreiben andere Parametrisierungen
die Ort eines Objekts direkt ohne verkoppeln damit jegliche alle Dimensionen.
Ein Objekt in Inverse Depth Parametrisierung besteht nach Gl. 3.18 aus der Position, an
der dieses zum ersten Mal detektiert wurde [x y z]T , dem Azimut θ und Höhenwinkel φ
sowie der inversen Tiefe ρ.
yi = [xi yi,zi,θi φiρi] (3.18)
Mithilfe von 3.19 kann ein Objekt wieder in eine kartesische Repräsentation überführt






Die Darstellung erlaubt Objekte in großer Distanz in die Landkarte aufzunehmen und für
das SLAM-Problem zu nutzen.
Die Nutzung der Parametrisierung im Kontext von SLAM setzt voraus, dass jedes Ob-
jekt mittels eines Kameramodells in den Sensorbereich transformiert wird. Hierfür wird
zunächst der Vektor hC von der Kamera zum Objekt mit Gl. 3.20 berechnet, wobei rWC









Der Vektor hC kann anschließend mithilfe des gewählten Kameramodells aus 3.3.2 trans-
formiert und mit Sensordaten verwendet werden.
Da die Inverse Depth Parametrisierung je Objekt den Zustandsvektor um sechs Einträge
vergrößert, ist im Hinblick Rechenkomplexität eine Transformation in kartesische Koor-
dinaten sinnvoll. Zur Abschätzung eines geeigneten Zeitpunkts kann ein Linearitätsfaktor
mit 3.21 berechnet werden[21]. Dabei beschreibt Pyy die Kovarianzmatrix des betrachteten
Objekts und damit Pyy(6,6) die entsprechende Varianz der inversen Tiefe. Die Paralaxe













di = ‖hC‖ cos(α) =
m · hC
‖hC‖
Wenn der Linearitätsfaktor Ld ≈ 0 kann die Funktion annähernd als linear bezeich-
net werden, was wiederum eine Erhaltung der gaußschen Eigenschaften ermöglicht. Nach
Civera, Davison und Montiel [7] und J. Civera, A. J. Davison und J. M. M. Mon-
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tiel [21] ist bei Ld ≈ 0.1 eine Transformation in kartesische Koordinaten ohne signifikaten
Verlust der gaußschen Eigenschaften möglich.
C
W
Abbildung 3.2: Grafische Darstellung der Inverse Depth Parametrisierung[37]
3.3.2 Kameramodelle
Kameramodelle dienen im Allgemeinen dazu, die aufgenommenen Bilder in den dreidimen-
sionalen Raum zurück zu transformieren, da Kameras nur eine Projektion der Umgebung
warnehmen. Generell kann zwischen drei Modellen unterschieden werden: Lochkamera,
Fischauge und Omnidirektional.
Im Lochkameramodell wird ein dreidimensionaler Punkt auf die Bildebene projiziert un-
ter Verwendung einer perspektivischen Transformation nach Gl. 3.23. Dabei beschreibt
(X,Y,Z) den dreidimensionalen Punkt im Weltkoordinatensystem, (u,v) die Pixelkoordi-
naten der Projektion, (cx,cy) den Bezugspunkt der Pixelkoordinaten und fx,fy die Brenn-
weite der Kamera in die jeweilige Koordinatenrichtung ausgedrückt in Pixel nach Gl. 3.22.










In Matrixschreibweise ergibt sich Gl. 3.24, wobei [R|t] eine Rotationstranslationsmatrix
vom Weltkoordinatensystem in das entsprechende Kamerakoordinatensystem. Mittels die-
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ser Matrix wird die Kamerabewegung oder die Bewegung des beobachteten Objekts be-













r11 r12 r13 t1
r21 r22 r23 t2








sm̃ = A [R|t] M̃ (3.24)





















Abb. 3.3 illustriert das Lochkameramodell, wobei die Bezugsebene mit dem Bezugspunkt
(cx,cy) im Abstand der Brennweiten f liegt. Dabei wurde das Kamerakoordinatensystem
so gewählt, dass die Z-Achse durch den Bezugspunkt normal zur Bezugsebene verläuft.
Abbildung 3.3: Grafische Darstellung des Lochkamera Modells
Das Lochkameramodell findet Anwendung in einfachen Kameras, deren Blickfeld mit geeig-
neten Objektiven auf bis zu 130° erweitert werden kann. Mithilfe einer Fischaugenkamera
besteht die Möglichkeit, den Blickwinkel auf bis zu 180° zu erweitern. Allerdings wird
weiterhin eine Projektion aufgenommen, wodurch es zu einer größeren Verzerrung kommt.
Dadurch kann das Lochkameramodell nicht mehr angewendet werden. Dementsprechend
werden für Fischaugenkameras in der Regel eines der vier Modelle stereographische Pro-
jektion, äquidistante Projektion, flächentreuer Projektion oder orthographische Projektion
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verwendet.
Omnidirektionale Kameras können ein Sichtfeld von 360 Grad in horizontaler Ebene be-
sitzen oder eine Hemisphäre oder den ganzen Raum auf einmal betrachten. Das Modell
muss für die Kamera entsprechend der Konfiguration bestimmt werden, da zur Realisie-
rung des Sichtfeldes unterschiedliche Spiegelsysteme verwendet werden. Infolgedessen ist
das Kameramodell von der verwendeten Kamera abhängig.
3.4 Rahmenbedingungen
Die Inverse Depth Parametrisierung wird in das von Ammann und Andert [1] beschrie-
bene Framework zur Lokalisierung implementiert. Der Zustand ergibt sich nach Gl. 3.27,
wobei rW die Position, vW die Geschwindigkeit und qWB die Lage in Form eines Quaternions
beschrieben. Position und Geschwindigkeit sind im gewählten Weltkoordinatensystem W
angegeben und die Lage beschreibt die Rotationen eines körperfesten Koordinatensystems






 ∈ R10 (3.27)
Dieser Zustand wird durch die IMU hochfrequent zwischen 0,1 kHz bis 100 kHz aktua-
lisiert. Da die resultierende Navigation durch inkorrekte Messungen oder Modellfehler
anfällig ist, wird weiterhin ein ErrorState nach Gl. 3.28 definiert. Dieser enthält die Fehler
in Position δrW, Geschwindigkeit δvW und Lage δθWW. Zusätzlich dazu sind noch die Fehler
der IMU in Form einer Verschiebung für Beschleunigung aB und Gyroskop ωB inkludiert.











Die Fehlerschätzung erfolgt mit dem UKF bei einer niedrigeren Frequenz. Der ge-
schätzte Fehler wird anschließend zur Korrektur des durch die IMU geschätzten Zustands
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Die Kovarianzmatrix P repräsentiert die Ungenauigkeit des ErrorStates und damit auch
die der Navigation[1].
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4 Modellierung und Implementierung
Die Verwendung der Inverse Depth Parametrisierung im UKF-SLAM kann in drei Ab-
schnitte gegliedert werden. Zum einen sind die Objekte mit den gegebenen Messwerten
entsprechend im Zustandsvektor zu initialisieren. Bei der Initialisierung ist zunächst eine
Weiterverarbeitung der Kovarianzmatrix zu beachten. Hinzu kommt die Anforderung, die
Initialisierung in kürzester Zeit zu vollziehen.
Weiterhin wird wie in Abschnitt 3 beschrieben, eine Verwaltung der entstehenden Kar-
te benötigt, um den Rechenaufwand zu begrenzen und die Echtzeitfähigkeit zu erhalten.
Dabei wird einerseits auf eine Begrenzung des Zustandsvektors, andererseits auf die Trans-
formation in kartesische Koordinaten zurückgegriffen.
Hinzu kommt eine Anpassung der Parametrisierung infolge von Schätzungsungenauigkei-
ten und -unstetigkeiten von Winkeln, die in der Umgebung von 0° oder 360° liegen. In
dieser Region kann eine Schwankung zu einer fehlerhaften sowie ungenauen Schätzung
führen.
Gl. 4.1 zeigt den Aufbau des Zustandsvektors. Am Anfang steht der zu schätzende Zu-
stand. Darauf folgen die Objekte in kartesischer und Inverse Depth Repräsentation. Die
Reihenfolge ist so gewählt worden, damit Objekte einfach am Ende dem Zustandsvek-
tor angefügt werden können. Objekte in kartesischer Repräsentation können nur durch
eine interne Transformation aus der Inverse Depth Repräsentation dem Zustandsvektor
hinzugefügt werden.
XSLAM = [xT lTC lTI ]T (4.1)
4.1 Anpassung der Parametrisierung
Die Parametrisierung von Montiel, Civera und Davison [37] erzeugt den Richtungsvek-
tor aus den zugehörigen Winkeln Azimut θ und Höhenwinkel φ. Durch die Verwendung von
Winkeln können Probleme in der Umgebung von 0° bzw. 360° auftreten, da die Funktionen
Sinus und Kosinus vom Wertebereich 0−2π bzw. 0° bis 360° abbilden. Infolgedessen kann
ein Winkel nahe 0° durch die Ungenauigkeiten einen negativen Wert zugewiesen bekom-
men. Dieser wird allerdings durch die Beschränkung des Wertebereichs auf eine Umgebung
von 360° abgebildet.
Aufgrund dessen kann trotz einer guten Schätzung ein größerer Fehler entstehen. Das kann
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einerseits vermieden werden, indem die Winkel zunächst in den zugehörigen Quadranten
durch Berechnung des Tangens mit Sinus und Kosinus abgebildet werden. Anschließend
wird der arctan 2 des Ergebnisses gezogen. Dieser bildet die Winkel im zweiten Quadranten
ab. Das behebt den Fehler allerdings nicht vollständig, sondern verschiebt die Problematik
nur.
Andererseits besteht die Möglichkeit der direkten Verwendung des Richtungsvektors. Die-
ser wird direkt aus den Pixelkoordinaten mit Hilfe eines der Kameramodelle aus 3.3.2
erzeugt. Dabei wird aus den Pixelkoordinaten (u,v) nach Gl. 4.2 mit der inversen Projek-









Ein Vorteil des Richtungsvektors bildet die Eindeutigkeit durch die zusätzliche Bedingung
der Normierung. Das verringert die Fehleranfälligkeit im Vergleich zur Anwendung mit
Winkeln. Allerdings erhöht sich dadurch die Dimension und erzeugt eine Korrelation der
Dimensionen.
Wie in Abschnitt 3.3.1 beschrieben, bietet die Inverse Depth Parametrisierung den Vor-
teil, Objekte ohne Tiefeninformationen zur Orientierung zu nutzten. Unter Verwendung
der Winkel besteht dadurch die Gefahr, dass Fehler induziert werden die zur Divergenz des
UKF führen. Dementsprechend wurde die Parametrisierung angepasst, sodass der Rich-
tungsvektor anstatt der Winkel für ein Objekt in den Zustandsvektor dX aufgenommen






 ∈ R7 (4.3)
Die Erhöhung der Dimension wird durch die entsprechende Kartenverwaltung aus Ab-
schnitt 4.4 kompensiert, um die Echtzeitfähigkeit zu erhalten.
4.2 Initialisierung neuer Objekte
Die Initialisierung neuer Objekte erfolgt unter Verwendung der Unscented Transform
(UT), da die Transformation von den gegebenen Messwerten in die Inverse Depth Para-
metrisierung eine nicht-lineare Funktion darstellt. Weiterhin werden zunächst alle Objekte
in der Inverse Depth Parametrisierung initialisiert, um die Initialisierung zu vereinfachen.
Das erlaubt jedes Objekt an den bestehenden Zustandsvektor anzufügen. Ein Objekt mit
Tiefeninformationen kann anschließend wie in Abschnitt 4.4.3 beschrieben in kartesische
Koordinaten transformierten werden.
Für die UT existieren verschiedenste Möglichkeiten der Berechnung der Sigmapunkte. Aus
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Gründen der Konsistenz fiel die Wahl für die Initialisierung auf die Augmented Scaled UT
unter Verwendung der Parameter α, β und κ. Die Erweiterung des Zustandsvektors und
der Kovarianzmatrix erfolgt grundsätzlich nach Gl. 4.4. Dabei wird der bisherige Zustands-
vektor um den aktuellen Messvektor erweitert.
xa = [xT zT ]T (4.4)
Die Größe der Messdaten hängt von der Detektion ab, wobei zwischen einer zwei- und
dreidimensionalen unterschieden werden kann. In beiden Fällen wird aus den Pixeln unter
Verwendung des Lochkameramodells und einer UT ein Richtungsvektor erzeugt. Im Falle
einer dreidimensionalen Messung stehen zusätzlich Tiefeninformationen zdist zur Verfü-
gung.
Die zweidimensionale Detektion erfordert eine Erweiterung um eine feste Tiefe, damit zu
jeder Initialisierung eine inverse Tiefe gesetzt werden kann. Analog ist auch die Kovarianz-
matrix R der Messung zu erweitern um eine initiale Varianz. Beschrieben von Montiel,
Civera und Davison [37] werden diese nach Gl. 4.5 gesetzt, wobei dmin die minimale
Sichtweite der Kamera beschreibt
ρ0 =
ρmin
2 , σ0 =
ρmin




Im Anschluss werden die Sigmapunkte gezogen und die entsprechenden Gewichte berech-
net.
Die Sigmapunkte werden durch eine Initialisierungsfunktion 4.6 propagiert, wobei Y ∈
Rn+7×m und n und m die Größe des Zustandsvektors vor der Initialisierung bzw. die
Anzahl der Sigmapunkte beschreiben.
Y = finit(X ) (4.6)
Die Funktion finit erweitert den Zustand für jedes Objekt. Dabei ist zur Erzeugung einer
Karte die Darstellung in einemWeltkoordinatensystem zu wählen. Dadurch kann im Bewe-
gungsmodell jedes Objekt als konstant angesehen werden und ist unabhängig von Position
und Lage des Flugobjekts. Die Sensordaten zdir und zdist sind allerdings im sensorfesten
Koordinatensystem angegeben. Dementsprechend ist die Position der ersten Detektion die
des Sensors. Dieser hat einerseits eine Translation durch PTU und Befestigung, anderer-
seits eine Rotation durch die Lage des Flugobjekts. Dadurch ergibt sich unter Beachtung
der aktuellen Position rW und Rotation qWB die aktuelle Sensorposition nach Gl. 4.7.
rWC = rW + qWB ⊗ tSB (4.7)
Um zu einer korrekten Darstellung der Translation tSB vom körperfesten zum sensorfesten
Koordinatensystem unter Mithilfe der aktuellen Lage des UAV in das Weltkoordinaten-
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system zu erhalten, ist zu Rotieren.
Da auch der Richtungsvektor im sensorfesten Koordinatensystem angegeben wird, ist die-
ser ins Weltkoordinatensystem nach Gl. 4.8 zu transformieren.
zWdir = qWB ⊗ qBPTUB ⊗ q
PTUB
PTUC
⊗ qPTUCC ⊗ zCdir (4.8)
Die Rotation vom sensorfesten Koordinatensystem setzt sich zusammen aus den vier ein-
zelnen Rotationen
• vom Sensor zur PTU qPTUS ,
• der PTU zur Befestigung qPTUBPTUC ,
• der Befestigung zum körperfesten Koordinatensystem qBPTUS und
• vom körperfesten in das Weltkoordinatensystem qWB .
Die Initialisierung der Objekte mit der von Julier, Uhlmann und Durrant-Whyte [23]
beschriebenen UT ist einzeln durchzuführen aufgrund sinkender Stabilität, wenn mehrere
Objekte gleichzeitig initialisiert werden sollen. Die Sensitivität der UT hinsichtlich der
Wahl der Sigmapunkte ist hinreichend bekannt, sodass verschiedene Ansätze zur Bewäl-
tigung der Problematik bestehen. Bei der Verwendung der Augmented Scaled UT stehen
drei Parameter zur Steuerung dieser zu Verfügung. Je nach Parameterset können Kovari-
anzmatrizen auftreten, die nicht mehr positiv definit sind. Infolgedessen ist keine weitere
UT mehr möglich und die Initialisierung unbrauchbar. Die Auswahl der korrekten Para-
meter ist in 4.2.1 dargestellt.
Die einzelne Initialisierung bringt eine Problematik hinsichtlich der Laufzeit mit, da der
benötigte Rechenaufwand einer UT in der Ordnung O(n2) ist, wobei n der Größe des Zu-
standsvektors entspricht. Gleichungen 4.9 und 4.10 zeigen den benötigten Rechenaufwand
für die Initialisierung aller m Objekte. Dabei stehen Og und Oe für eine gemeinsame bzw.
einzelne Initialisierung. Im betrachteten Fall hat die zu einem Objekt korrespondierende
Messung immer die Größe 4.
Dementsprechend ist entweder ein Set von Sigmapunkten zu finden, die eine gemeinsame
Initialisierung erlauben oder eine Auswahl der zu initialisierenden Objekte im Vorhinein
zu treffen. Zudem besteht die Möglichkeit der Verwendung des Square-Root UKF. Dieser
ist für additives System- und Messrauschen numerisch stabiler und besitzt eine geringere
Komplexität.




((n+ 7 ∗ i) + 4)2 (4.10)
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4.2.1 Berechnung der Sigmapunkte
Aufgrund der Sensitivität der UT auf die Wahl der Sigmapunkte muss ein Parameterset ge-
funden werden, dass eine gute Initialisierung ermöglicht. Die Bewertung der Initialisierung
kann an zwei Eigenschaften des resultierenden Zustandsvektors und der Kovarianzmatrix
festgemacht werden. Zum einen muss für eine Weiterverarbeitung die Kovarianzmatrix im-
mer symmetrisch positiv definit sein, da anderenfalls keine Choleskyzerlegung möglich ist.
Andererseits können die Ko- und Kreuzvarianzmatrizen der initialisierten Objekte einen
Aufschluss über die Initialisierung geben.
In [48] wird der Ansatz gewählt, dass ein modellspezifisches optimales Parameterset θ =
[α,β,κ] für einen UKF mittels Machine Learning Algorithmen bestimmt werden kann.
Da im Zuge dieser Arbeit der Fokus der Inverse Depth Parametrisierung im Kontext von
SLAM steht, wurde auf eine Implementierung komplexerer Algorithmen verzichtet. Statt-
dessen wurde das Set mithilfe einer einfache Grid-Search bestimmt. Bei dieser wird auf
einem Intervall ein äquidistantes Gitter aus den freien Parametern erzeugt, sodass alle
möglichen Kombinationen an den Knotenpunkten dargestellt werden. Die Knotenpunkte
dienen als Eingangparameter zur weiteren Berechnung.
Zur Reduktion des Rechenaufwands wurde ein vereinfachtes Modell des im Navigation-
Framework verwendeten Modells benutzt. Der Zustandsvektor enthält initial ausschließ-
lich Informationen über die Abweichung der aktuellen Position und Rotation. Beide sind
initial auf 0 gesetzt. Die verwendete Kovarianzmatrix enthält demnach auch nur die Ab-
weichungen hinsichtlich Position und Rotation. Demzufolge wird angenommen, dass das
körperfeste und kamerafeste Koordinatensystem identisch ist und keine Transformation
zwischen diesen notwendig ist.
Das Hauptkriterium zur Bewertung der Initialisierung, ob die entstehende Kovarianzma-
trix symmetrisch positiv definit ist. Die Symmetrie ergibt sich implizit durch die Berech-
nung, da die Summe symmetrischer Matrizen erneut eine symmetrische Matrix bildet.
Infolgedessen ist nur zu prüfen, ob die resultierende Matrix positiv definit ist. Andern-
falls kann das Parameterset nicht verwendet werden. Die möglichen Parametersets können
anschließend hinsichtlich der Initialisierung bewertet werden.
Die Bewertung der Initialisierung erfolgt durch einen Vergleich von Zustandsvektor und
Kovarianzmatrix nach Gl. 4.11 und Gl. 4.12. Der Referenzzustandsvektor setzt sich aus
dem initial gesetzten Zustandsvektor sowie den Objekten, bestehend aus den Mittelwerten
der korrigierten Position X+dX und den jeweiligen Messungen zdir und zdist, zusammen.
Dabei wurde zdir in das Weltkoordinatensystem transformiert. Die Referenzkovarianzma-
trix wird zunächst als Blockdiagonalmatrix initialisiert, bestehend aus der ursprünglichen
Kovarianzmatrix, der Kovarianzmatrix bzgl. der PositionPl,x, dem Messrauschen des Rich-
tungsvektors R̂dir sowie die Inverse des Messrauschen der Tiefe Rdist. Die Matrix R̂dir
beinhaltet dabei schon die zusätzliche Ungenauigkeit durch die Rotation des Richtungs-
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vektors. Auf den Nebendiagonalen befinden sich die Kreuzvarianzmatrizen der Position
und des Richtungsvektors mit der initialen Kovarianzmatrix.
dXref =
[







Pinit Px,init Pv,init 0
Px,init Pl,x 0 0
Pv,init 0 R̂dir 0
0 0 0 1Rdist
 (4.12)
mit Pinit = diag(Px,Prot), R̂dir = Prot ∗Rdir
Die Wahl der Referenzgrößen ergeben sich einerseits aus der Vorgabe, dass eine Initiali-
sierung keinen Einfluss auf die Schätzung haben soll. Dementsprechend soll der bisherige
Mittelwert übertragen werden. Andererseits sind zum Zeitpunkt der Initialisierung sowohl
Richtungsvektor als auch Tiefe und inverse Tiefe unabhängig von der Position. Der Zu-
sammenhang zwischen der aktuellen Position und des Objekts wird vollständig durch die
korrigierte Position X+dX und der zugehörigen Kovarianzmatrix Px dargestellt. Dement-
sprechend enthält eine gute Initialisierung keine Kreuzkorrelationen von Richtungsvektor,
inverser Tiefe und der Kovarianzmatrix der initialen Position.
Infolge der Zusammenfassung der Translation in X + dX, sind Kreuzkorrelationen zwi-
schen der Kovarianzmatrix der aktuellen Position Px und der Kovarianzmatrix Pl,x zu
erwarten. Aufgrund des reduzierten Modells bilden die Kreuzkorrelationen der aktuellen
Position mit dem Zustandsvektor die initial gewählte Kovarianzmatrix der Position.
Die Kovarianzmatrix des Richtungsvektors ergibt sich als Produkt der Kovarianzmatrix
der Rotation mit der des Messrauschens infolge der Rotation des Richtungsvektors. Die
inverse Tiefe ist unabhängig vom aktuellen Zustand, da diese eine erste Approximation
des Abstands darstellt und dementsprechend einer hohen Ungenauigkeit unterliegt.
Die Kreuzkorrelationen von Position und Rotation mit der Detektionsposition bzw. dem
Richtungsvektor ergeben aufgrund des vereinfachten Models die initiale Positionsmatrix
bzw. Rotationsmatrix.
Nachdem die Referenzgrößen erzeugt wurden, wird eine Initialisierung der Objekte für
jedes Parameterset durchgeführt. Das Ergebnis wird von nicht verwendbaren Sets berei-
nigt, um es anschließend mit den Referenzgrößen zu vergleichen. Aus der Konstruktion der
Referenzgrößen ergeben sich einerseits die Betrachtung der Abweichung vom Mittelwert
und andererseits die Abweichung der Ko- und Kreuzvarianzmatrizen. Damit ergeben sich
zusätzlich zur Abweichung der ursprünglichen Matrix je initialisiertem Objekt sechs zu
betrachtende Matrizen.
Für diese Matrizen und die Abweichung des Mittelwertes wird jeweils die mittlere Abwei-
chung bestimmt. Ist die mittlere Abweichung kleiner als die numerisch mögliche Genauig-
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keit, wird diese mit 0 angenommen.
Die Parametersets mit minimaler Abweichung in den einzelnen Bewertungsabschnitten
werden in die engere Auswahl genommen. Demnach existieren abschließend maximal 2+6m
mögliche Parametersets. Aus diesen ist anschließend eine Wahl zu treffen.
Die Erhaltung einer positiv definiten Kovarianzmatrix kann neben der Optimierung des
Parametersets θ durch eine Anpassung der Initialisierung erfolgen. Zum einen kann die
UT, wie von Julier, Uhlmann und Durrant-Whyte [22, S. 481] beschrieben, modifi-
ziert werden, um die positive Definitheit zu erhalten. Das ist insbesondere bei der Wahl
von λ < 0 möglich, da dann das zum Mittelwert gehörende Gewicht kleiner 0 ist.
Die Modifikation besteht in der Verwendung des zum Mittelwert gehörenden transformier-
ten Sigmapunkt Y0 als Referenzgröße anstelle des errechneten Mittelwerts. Infolgedessen
verschwindet der Einfluss des Gewichts wc0 und dementsprechend auch von β. Somit ist
das Parameterset auf θMOD = [α,κ] reduziert. Diese Modifikation bestimmt nicht für alle
Parametersets positiv definite Matrizen, konnte allerdings die Initialisierung stabilisieren.
Zu erkennen ist dies an einer höheren Anzahl akzeptierter Parametersets bei gleichen Ein-
gangparametern.
4.2.2 Vorauswahl der Objekte
Wenn neue Objekte wie beschrieben nicht gemeinsam initialisiert und dementsprechend
nacheinander dem Zustandsvektor hinzugefügt werden, führt dies zu einer Problematik
hinsichtlich der Rechenzeit, da die UT quadratisch mit der Größe des Zustandsvektors
steigt. Das kann je nach Anzahl neuer Objekte zu einer signifikanten Erhöhung der Re-
chenzeit führen. Infolgedessen ist eine Vorauswahl über die zu initialisierenden Objekte zu
treffen.
Zudem ist der UKF selbst in der Ordnung O(n2), weshalb die maximale Anzahl der Objek-
te begrenzt ist. Dementsprechend ist eine gezielte Auswahl der zu initialisierenden Objekte
sinnvoll. So werden nur die Objekte in den Zustandsvektor aufgenommen, die den größten
Beitrag zur Schätzung leisten. Die Vorauswahl erfolgt einem Clustering Ansatz, um das
aktuelle Blickfeld mit einer geringen Anzahl Objekte bestmöglich abbilden zu können. Ei-
ne Auswahl über den Informationsgehalt eines Objekt, wie in Abschnitte 4.4 beschrieben,
ist nicht sinnvoll, da die Transformation in einen Richtungsvektor für jedes Objekt mit
derselben Varianz geschieht. Folglich liefert der Informationsgehalt in diesem Fall keinen
validen Wert zur Auswahl.
Jeder Cluster stellt eine Region des Blickfeldes dar. Dementsprechend wird das Objekt
mit dem geringsten Abstand zum Zentrum des zugehörigen Clusters repräsentativ für die
Region ausgewählt.
Als Clustering Algorithmus wird kmeans++ verwendet, da dieser einerseits eine einfache
Implementierung und andererseits eine Vorgabe der Cluster-Anzahl ermöglicht. Dadurch
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kann die Anzahl neuer Objekte und damit die Größe des Zustandsvektors direkt gesteuert
werden.
KMeans ordnet der gewählten Anzahl Clusterzentren die eingegebenen Datenpunkte nach
einer Metrik zu. Ziel ist dabei die Minimierung des quadratischen Abstands zwischen jedem







Algorithmus 5 stellt die Bestimmung der Clusterzentren mit den Datenpunkten X und der
Anzahl Cluster k als Eingangparameter dar. Kmeans verschiebt damit die Clusterzentren,
bis diese keine weitere Veränderung durch Entfernen oder Hinzufügen neuer Datenpunkte
erfahren.
Algorithm 5 Kmeans
1: procedure k −means (X, k)
2: Setze zufällig k initiale Zentren C = {c1, . . . ,ck}
3: repeat
4: for all i ∈ {1, . . . ,k} do
5: Für Cluster Ci ordne X ∈ X zu mit ‖X − ci‖ < ‖X − cj‖, ∀j 6= i
6: end for
7: for all i ∈ {1, . . . ,k} do




10: until Cn = Cn−1
11: end procedure
Zur Erhöhung der Konvergenzgeschwindigkeit setzt kmeans++ die initialen Zentren nach
Algorithmus 6 mit D(x) als kürzesten Abstand eines Datenpunkts x zum nächstgelegenen
Zentrum. Die Wahrscheinlichkeit, dass ein Datenpunkt zu einem Zentrum wird, steigt nach
Zeile 6, je weiter es von den bereits gewählten Clusterzentren entfernt ist.
Algorithm 6 kmeans++ Zentren
1: procedure kmeans+ +− Seeding(X, k)
2: Wähle initial zufällig c1 ∈ XX
3: repeat
4: for all x ∈ X do
5: Berechne D(x) = minc∈C ‖x− c‖
6: end for




8: until dim(C) = k
9: end procedure
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Zur Vorauswahl der Objekte wird die euklidische Norm verwendet, da ein Clustering hin-
sichtlich des Ortes bzw. der Abstände der Objekte zueinander erfolgen soll.
Kmeans ordnet als partitionierender Clustering Algorithmus alle Datenpunkte einem Clus-
ter zu. Dementsprechend können einzelne Datenpunkte Cluster bilden. Dadurch werden
Objekte mit Tiefeninformationen einem anderen Cluster zugeordnet, als die ohne Tiefen-
informationen. Da die Objekte meist keine Tiefeninformationen haben, bilden diese einen
eigenen Cluster und werden entsprechend direkt aufgenommen. Abbildung 4.1 zeigt das
Ergebnis nach dem Clustering mit 40 Objekten und 10 Clustern. Jedes Objekt wird durch
einen Punkt gekennzeichnet, wobei Objekte der gleichen Farbe demselben Cluster zuge-
ordnet werden. Die Asterisk kennzeichnen die Objekte, die sich am nächsten zum exakten
Clusterzentrum befinden.
Zu erkennen ist, dass Objekte in der Inverse Depth Parametrisierung in einer Ebene lie-
gen und in mehrere Cluster aufgeteilt werden. Objekte mit Tiefeninformationen bilden



























Abbildung 4.1: Clustering neuer Objekte mit kmeans++
Die einzelne Initialisierung birgt aufgrund der stark erhöhten Komplexität erhebliche
Nachteile gegenüber der gemeinsamen. Das macht eine Vorauswahl der Objekte zwin-
gend notwendig. Im Gegensatz dazu bietet der Sqaure Root UKF nach van der Merwe
und Wan [50] die Möglichkeit einer gemeinsamen Initialisierung mit dem Nachteil, dass
dieser in der Form nur mit additivem Rauschen verwendbar ist.
Holmes, Klein und Murray [19] beschreiben eine Erweiterung des SRUKF, sodass die
Wurzel der Kovarianzmatrix S um System und Messrauschen erweitert werden kann. Da-
mit kann auch nicht additives Rauschen verwendet werden. Dementsprechend wird der
UKF durch den SRUKF ersetzt, da die gemeinsame Initialisierung unabhängig der Para-
metrisierung funktioniert. Zudem ist der SRUKF numerisch stabiler, sowie von geringerer
Komplexität.
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4.3 Prädiktion der Messdaten
Die Verwendung der Inverse Depth Parametrisierung für SLAM benötigt ein entsprechen-
des Sensormodell. Die Kamera detektiert Bilder, die mithilfe der gängigen Verfahren aus-
gewertet werden, sodass einzelne Objekte mit Pixelkoordinaten beschrieben werden. Diese
Pixelkoordinaten werden mittels einer UT in einen Richtungsvektor unter Verwendung von
Gl. 4.2 transformiert, wobei die Varianz hinsichtlich der Pixelgenauigkeit gewählt wird.
Zur Verwendung der Objekte in Inverse Depth Parametrisierung ist eine Transformation
in kartesische Koordinaten nach Gl. 4.14 notwendig. Dabei ist durch die Normalisierung











Die Position x bildet die geschätzte Position des Objekts im Weltkoordinatensystem. Um
diese Position mit den Sensordaten verwenden zu können, wird der Abstandstandsvektor
h = x−X zwischen der aktuellen Position des UAV und des Objekts gebildet. Dieser ist
anschließend in das sensorfeste Koordinatensystem zu transformieren.





B ⊗ hW (4.15)
In Gl. 4.15 beschreiben APTUS , A
PTU
PTU und ABPTU die affinen Abbildungen von PTU
zu Sensor, Befestigung zur PTU und körperfesten Koordinatensystem zur PTU. Diese
enthalten nach Gl. 4.16 entsprechend sowohl Translation t als auch Rotation R.
Ax = Rx + t (4.16)
Der Abstandstandsvektor vom sensorfesten Koordinatensystem wird anschließend als prä-
dizierter Messwert normalisiert, um ausschließlich den Richtungsvektor zum entsprechen-
den Objekt zu verwenden. Falls neben den optischen Sensordaten Informationen zur Ent-
fernung zur Verfügung stehen, wird zusätzlich die Länge des Abstandstandsvektors als
Messwert prädiziert. Dabei werden als erstes Objekte ohne und anschließend mit Tiefen-
informationen wie in Gl. 4.17 prädiziert.
Zk|k−1i =
[
zTdir,0, . . . ,z
T
dir,l,[zTdir,zdist]0, . . . ,[zTdir,zdist]s
]T
(4.17)
Die Prädiktion wird für jeden Sigmapunkt durchgeführt und anschließend nach Gl.4.18 zu
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Diese wird dann anschließend, wie in Algorithmus 4 und Gl. 4.19 beschrieben, zur Kor-



















i [Xi,k|k−1 − x̂−k ][Zi,k|k−1 − ẑ−k ]T
Kk = (Pxkzk/STẑk)/Sẑk
x̂k = x̂−k +Kk(zk − ẑ−k|k−1i)
(4.19)
4.4 Kartenverwaltung
Im Hinblick auf Rechenzeit ist, wie in Abschnitt 2.2.2 beschrieben, eine Verwaltung der
erzeugten Karte notwendig. Bei der optischen Navigation können in Abhängigkeit des Sen-
sors in jedem Zeitschritt eine größere Menge neuer Objekte detektiert werden. Dement-
sprechend ist neben einer Vorauswahl, beschrieben in Abschnitt 4.2.2, eine Abwägung zu
treffen, welche und wieviele Objekte entfernt werden müssen.
Einerseits besteht das Bestreben nach einer maximalen Genauigkeit der Karte. Anderer-
seits entstehen neue Informationen zur Umgebung mit neuen Objekte, was dazuführt,
dass sich zwischen den alten und neuen Objekten entschieden werden muss. Diese können
ggf. einen besseren Beitrag zur Lokalisierung leisten als Objekte, die seit einigen Zeit-
schritten nicht mehr detektiert wurden, aber eine höhere Genauigkeit aufweisen.
Diese Abwägung spiegelt sich in der Verwendung einer kurzfristigen und langfristigen
Karte wieder. Erstere verwaltet die Objekte der aktuellen Umgebung. Im Gegensatz dazu
verwaltet die langfristige Karte Objekte zur bisher detektierten Umgebung, die möglichst
genau dargestellt sein soll. Beide Karten besitzen eine Obergrenze, sodass die Summe der
beiden Obergrenzen die maximale Objektanzahl im Zustandsvektor definieren. Diese ist
so gewählt, dass der UKF weiterhin echtzeitfähig bleibt.
Neben einer allgemeinen Verwaltung der Objekte kann die Rechenzeit durch Transfor-
mation der Objekte von der Inverse Depth Repräsentation in kartesische Koordinaten
verbessert werden. Das ermöglicht entweder eine geringere Rechenzeit des UKF oder mehr
Objekte zu initialisieren bei konstanter Rechenzeit.
4.4.1 Kurzfristige Karte
Die kurzfristige Karte enthält die Objekte der aktuellen Umgebung, deren Initialisierung
nur wenige Zeitschritte her ist. Grundsätzlich werden alle neuen Objekte zunächst der
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kurzfristigen Karte zugeordnet. Die Karte besitzt zudem eine Obergrenze an Objekten,
die ihr zugeordnet sein dürfen. Sobald diese überschritten wird, findet eine Aktualisierung
statt, sodass Objekte entfernt werden.
Zudem wird der Karte ein Zeitintervall zugeordnet. Damit wird eine regelmäßige Aktua-
lisierung der Karte gewährleistet, wobei diese nur stattfinden kann, wenn neue Sensorda-
ten existieren. Andernfalls entstünde ein Informationsverlust ohne Vorteil hinsichtlich der
Laufzeit, da die maximale Objektanzahl entsprechend gewählt wurde.
Die Objektentfernung aus der kurzfristigen Karte erfolgt analog zu dem Algorithmus von
Dissanayake, Williams, Durrant-Whyte und Bailey [9]. Hierbei werden alle Objek-
te gesammelt, die seit der letzten Aktualisierung der Karte nicht mehr detektiert wurden.
Aus diesen Objekten wird eine bestimme Menge ausgewählt, die erhalten bleibt. Damit
können Objekte erhalten bleiben, die sich zum Zeitpunkt gerade eben außerhalb des sicht-
baren Bereichs befinden und im nächsten Schritt wieder sichtbar sind. Alle anderen werden
von der Karte entfernt. Sichtbare Objekte werden dabei nur verwendet, wenn nicht genug
Objekte entfernt werden würden.
Die Auswahl erfolgt über den Informationsgehalt der Objekte, der über die Kovarianzma-
trix bestimmt wird. Zur Bestimmung des Informationsgehalts gibt es verschiedene Mög-
lichkeiten[8]. Generell werden die Fisher-Information [11], die Entropie [11, 54] oder die In-
verse der Spur [18] verwendet. Dissanayake, Durrant-Whyte und Bailey [8, S. 1013]
erklärt, dass der Algorithmus im Allgemeinen unabhängig von der Wahl zur Berechnung
des Informationsgehalts ist. Infolgedessen wird die Wahl durch die Rechnekomplexität
der einzelnen Verfahren bestimmt. Tab. 4.1 illustriert drei Möglichkeiten. Die Bestim-
mung des Informationsgehalts über die Entropie ist aufgrund der Rechenkomplexität zur
Berechnung der Determinanten erheblich höher. Fisher Information und inverse Spur un-
terscheiden sich nur geringfügig voneinander, wobei letztere eine geringere Komplexität
aufweist. Dementsprechend wird die inverse Spur zur Bestimmung des Informationsge-
halts verwendet.
Tabelle 4.1: Vergleich der Informations berechnung
Fisher Entropie (Shannon) Inverse Spur
Formel ∑ni σ−1ii ln(det(P )−1) (∑ni σii)−1
Komplexität O(2n) O(n2,373) O(n+ 1)
Eine Aktualisierung erfolgt immer nach der Initialisierung, damit neue Objekte mit in die
Betrachtung des Informationsgehalts einbezogen werden. Von diesen werden die mit dem
geringsten Informationsgehalt von der Karte entfernt, bis die maximale Grenze erreicht
wurde. Dabei können sowohl neue als auch ältere Objekte entfernt werden. Ältere Objekte
werden dann entfernt, wenn ein neues Objekt durch Tiefeninformationen eine bessere
Schätzung darstellt, als ein Objekt, das nur einmal detektiert wurde. Dadurch erhält die
Karte die zu diesem Zeitpunkt genauste Schätzung.
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4.4.2 Langfristige Karte
Die langfristige Karte enthält Objekte, die durch den UKF bereits verbessert wurden.
Dementsprechend ist die repräsentierte Karte akkurater als die kurzfristige Karte. Diese
Karte wird in einem längeren Intervall aktualisiert. Dabei wird bei jeder Aktualisierung
ein Objekt von der kurzfristigen in die langfristige Karte verschoben. Ziel dieser Karte ist,
bei einer Rückkehr die Objekte wiederzuerkennen und einen Loop Closure zu ermöglichen,
um die Schätzung zu verbessern.
Die Auswahl der Objekte erfolgt über den Informationswert für die gesamte Karte. Das
beinhaltet einerseits den in Abschnitt 4.4.1 beschrieben Informationsgehalt und anderer-
seits die Position des Objekt im Verhältnis zu den anderen Objekten. Der Bewertungsan-
satz erfolgt über einen Clustering-Ansatz, beschrieben von Hochdorfer und Schlegel
[18].
Als Clustering Algorithmus wird, wie von Hochdorfer und Schlegel [18] beschrieben,
DBSCAN, verwendet [41]. Hier werden in einer Umgebung Eps um einen Datenpunkt wei-
tere Datenpunkte gesucht, die zu einem Cluster zusammen gehören. Datenpunkte außer-
halb dieser Umgebung werden als Ausreißer deklariert und werden damit keinem Cluster
zugeordnet. Mit dem Parameter MinPts wird die minimale Anzahl an Datenpunkten,
die zu einem Cluster gehören, festgelegt. DBSCAN bildet Cluster in Regionen mit einer
hohen Datenpunktdichte, die getrennt sind durch Regionen geringer Dichte und benötigt
dementsprechend keine Cluster Anzahl im Vorhinein. Um die maximale Information zu
erhalten, sind Datenpunkte in weniger dichten Regionen bzw. Ausreißer von Interesse, da
diese die Region alleine repräsentieren.
Im Anschluss des Clusterns ist zunächst für jedes Objekt der Informationsgehalt zu be-
stimmen. Darauffolgend wird für jedes Objekt die Position berechnet, um das Objekt zu
clustern. Jedem Cluster Ci wird ein Informationswert nach Gl. 4.20 zugewiesen. Dabei
wird die Differenz zwischen dem maximalen und minimalen Informationsgehalt aller dem






Die Cluster mit der größten Differenz enthalten immer mindestens zwei Objekte [40]. Da-
mit ist die Region des Clusters auf der Karte besser repräsentiert als mit einer Differenz
von null. Diese impliziert, dass nur ein Objekt vorhanden ist und die Region alleine reprä-
sentiert wird. Dementsprechend ist der Informationswert dieser Objekte höher und trägt
einen größeren Beitrag zur Erzeugung der Karte bei. Falls kein Cluster ausschließlich aus
einem Objekt besteht, wird der Cluster mit der minimalen Differenz verwendet, da diese
eine gleichmäßigere Verbesserung aller Objekte induziert. Demzufolge repräsentiert das
Objekt eine Region, die weitestgehend bekannt ist. Aus diesem Cluster wird anschließend
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das Objekt mit dem höchsten Informationswert in die langfristige Karte verschoben.
Die langfristige Karte hat, wie die kurzfristige Karte, eine Obergrenze hinsichtlich der
Anzahl der Objekte. Bei Überschreitung dieses Limits wird der Informationsgehalt aller in
der langfristigen Karte befindlichen Objekte bestimmt und die mit dem geringesten Wert
der Karte und aus dem Zustandsvektor entfernt.
4.4.3 Transformation in kartesische Koordinaten
Neben der Möglichkeit einer Kartenverwaltung kann die Größe durch Transformation der
Objekte in Inverse Depth Parametrisierung in kartesische Repräsentation der Zustands-
vektor verkleinert werden. Diese Möglichkeit bietet den Vorteil der Erhaltung der bisher
gesammelten Informationen zum Objekt.
Die Transformation ist nichtlinear und ist dementsprechend mit einer UT durchzuführen.
J. Civera, A. J. Davison und J. M. M. Montiel [21] verwenden einen EKF und
transformieren einzelne Objekte nacheinander unter Verwendung einer Jacobimatrix nach







Diese wird anschließend mit der Kovarianzmatrix nach Gl. 4.22 multipliziert, um die ak-
tualisierte Kovarianzmatrix zu erhalten. Der Zustandsvektor wird entsprechend direkt
angepasst.
Pnew = JPJT (4.22)
Damit ist zum einen für jedes Objekt einzeln eine Jacobimatrix zu bestimmen. Die Bestim-
mung wiederum ist, wie beschrieben, fehleranfällig. Weiterhin findet jede Transformation
einzeln statt. Dadurch finden für jedes transformierbare Objekt zwei Matrixmultiplika-
tionen statt. Das erhöht die Komplexität erheblich. Die Verwendung der UT ermöglicht
eine Reduktion der Komplexität durch die Verwendung einer gesamten Transformation
für alle Objekte oder einer einzelnen Transformation unter Verwendung des zum Objekt
gehörenden Teils des Zustands und der Kovarianzmatrix.
Der Vorteil einer Transformation einzelner Objekte bildet die Reduktion der Rechenkom-
plexität auf ein Minimum. Dabei wird nur der zum Objekt zugehörige Teil des Zustands-
vektors und der Kovarianzmatrix verwendet. Allerdings werden damit alle Kreuzkorrelatio-
nen in der Kovarianzmatrix ignoriert. Dementsprechend sind alle Kreuzvarianzen zwischen
dem transformierten Objekt und den anderen Objekten sowie dem Zustand auf null zu
setzten, mit der Folge eines Informationsverlusts.
Die Transformation mit dem gesamten Zustand und damit aller Objekte gleichzeitig erhält
alle Informationen auf Kosten einer höheren Rechenkomplexität. Allerdings kann der In-
formationsverlust durch eine einzelne Transformation zur Instabilität des UKF führen, da
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nie eine vollständige Unabhängigkeit zwischen dem transformierten Objekt, dem Zustand
und den restlichen Objekten besteht. Das ist insbesondere durch die Inverse Depth Para-
metrisierung nicht gegebenen, da diese maßgeblich auf der Schätzung der eigenen Position
beruht. Demnach wird die Transformation mit dem gesamten Zustand gewählt.
Aufgrund der Verwendung des gesamten Zustandes ist es möglich, die entsprechenden Ob-
jekte gleichzeigt zu transformieren. Hierfür ist zunächst für alle Objekte der Linearitäts-
faktor nach Gl. 3.21 zu berechnen. Eine Transformation ohne die gaußschen Eigenschaften
zu verlieren, ist möglich, wenn Ld < 0.1. Dementsprechend wird für den UT-Parameter β
ein Wert von zwei angenommen [51].
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5 Validierung
Die Validierung der in Abschnitt 4 beschriebene Modellierung gliedert sich in der Verwen-
dung der Parametrisierung im Kontext von UKF-SLAM für UAVs, die korrekte Verwaltung
der entstandenen Karte sowie die Verwendung der Parametrisierung in Kombination mit
der Kartenverwaltung. Die Verwendung ist nur dann möglich, wenn detektierte Objekte
konvergieren und zur Lokalisierung beitragen. Die Verwaltung der Karte hingegen muss ei-
ne Karte erzeugen, die möglichst viele konvergierte Objekte und gleichzeitig die Aufnahme
neuer Objekte zulässt, um die neue Umgebung gut dartsellen zu können.
Die Implementierung erfolgte in C++ in das in Abschnitt 3.4 beschriebe Framework. Die-
ses Framework wird in eine Simulink® Simulationsumgebung eingebunden. Dort werden
Routen und die entsprechenden Sensordaten generiert, die für den SLAM benötigt wer-
den. Zur Beschreibung der Route werden Lissajous-Kurven in jede Koordinatenrichtung
verwendet. Damit ergibt sich als einfachste Route ein Oval auf einer Ebene. In der Si-
mulationsumgebung sind bereits Sensoren zur Bestimmung der Position in ECEF und
Longitudinal, Lattitude und Altittude (LLA), der Geschwindigkeit in ECEF und NED
sowie der aktuellen räumlichen Lage und ein Magnetometer implementiert. Neben diesen
Sensoren ist ein Feature Emulator eingebunden. Dieser detektiert Objekte im Bild unter
Verwendung einer Kamera, bietet aber auch die Möglichkeit, in der Simulationsumgebung
Objekte unter Eingabe vorher generierter Objekte zu emulieren. Dementsprechend sind
die Sensordaten für die optische Navigation in der Simulationsumgebung im gleichen For-
mat wie die realen Sensordaten.
5.1 Verwendung der Inverse Depth Parametrisierung in SLAM
Die Verwendung der Inverse Depth Parametrisierung im SLAM für UAVs ist nur dann
möglich, wenn aufgenommene Objekte konvergieren und im Falle von Sensorausfällen die
Lokalisierung weiterhin ermöglichen. Zudem sollte ein Loop Closure die Genauigkeit der
Schätzung erheblich verbessern. Die Validierung der Parametrisierung erfolgt inkrementell
mit wachsender Komplexität. Zudem werden keine Tiefeninformationen zu den einzelnen
Objekten verwendet, da diese durch zusätzliche Sensorik gebildet werden. Damit wird ge-
währleistet, dass sowohl die Bestimmung der Position als auch die Navigation nur mit
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optischen Sensorwerten in Form von Kamerabildern erfolgt.
Dafür wird im ersten Schritt ein Objekt fest definiert, das sich möglichst lange im Blick-
feld der Kamera befindet. Damit kann die Konvergenz des Objekts mit dem gewählten
Messmodell eingeschätzt und die Konvergenzgeschwindigkeit abgeschätzt werden. Letzte-
re muss entsprechenden hoch sein, um auf einen Sensorausfall zeitnah vorbereitet zu sein.
Zudem bildet die Konvergenzgeschwindigkeit das Maß an welchen Zeitpunkt eine Lokali-
sierung ohne weitere Sensoren möglich ist.
Anschließend wurden mehrere Objekte entlang der Strecke definiert, um die Konvergenz
mehrerer wohldefinierter Objekte zu prüfen. Zunächst wurden vier Objekte zentral gesetzt,
sodass sich diese ebenso möglichst lange im Blickfeld befinden. Das ermöglicht eine Ein-
flussabschätzung der Objekte untereinander im Hinblick auf die Konvergenz. Anschließend
sind je Seite der Runde elf Objekte äquidistant platziert worden.
Mit dieser Konfiguration ist es bereits möglich, erfolgreich Objekte aufzunehmen und nach
entsprechender Konvergenz zur Lokalisierung ohne weitere Sensordaten zu verwenden. Das
ist möglich aufgrund der repräsentativen Objektwahl für die entsprechenden Flugabschnit-
te.
Als nächstes wird eine größere Menge Objekte zufällig in der Umgebung verteilt. Die
Anzahl ist dabei so gewählt, dass die Zustandsvektorgröße eine laufzeitabhängige Ma-
ximalgröße nicht überschreitet. Dadurch ist keine Kartenverwaltung notwendig und die
isolierte Betrachtung der Inverse Depth Parametrisierung möglich.
Die Abb. 5.1b zeigt die Abweichung der Positionsschätzung eines Objekts zur realen Posi-
tion. Die Position des Objekts in Relation zur Trajektorie ist in Abb. 5.1a dargestellt. Das
Objekt konvergiert nach der erstmaligen Detektion und Aufnahme in den Zustandsvektor
innerhalb weniger Sekunden. Der Anstieg nach der ersten Detektion kann auf die Initia-
lisierung zurückgeführt werden, da der gesetzte Tiefenwert zunächst keine physikalisch
sinnvolle Größe besitzt.
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Reale Trajektorie Geschätzte Trajektorie
Objekte Startpunkt
(a) Trajektorie mit einzelnem Objekt











(b) Zeitliche Verändung des Unter-
schieds zwischen Schätzung und
realer Position
Abbildung 5.1: Verwendung eines einzelnen Objekts
Anschließend konvergiert das Objekt in weniger als 2 s auf einen Abstand von unter 1 m.
Der Anstieg bei 18 s ist auf die erneute Detektion des Objekts und dem Messmodell zu-
rückzuführen. Dieses Verhalten begründet sich in der Messung des Abstandsvektors zum
Objekt als Projektion in das Kamerabild und der Transformationen in einen Richtungsvek-
tor. Dieser wird durch Normalisieren des Abstandsvektors zum Objekt gebildet. Dadurch
wird auch die Kovarianzmatrix der Messung normalisiert und die Sicherheit fälschlicher-
weise erhöht. Infolgedessen wird der Einfluss kleinerer Abweichungen größer. Allerdings
zeigt Abb. 5.1b auch, dass die Erhöhung begrenzt ist und die Objekte anschließend erneut

























(b) Normal verrauschter Abstandsvektor
Abbildung 5.2: Veränderung der Verteilung durch Normalisierung des Abstandsvektors
und der entsprechenden Normalisierung. Dabei ist deutlich zu erkennen, dass insbesonde-
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re die Ungenauigkeit hinsichtlich der Tiefe stark gesunken ist. Zudem ist die Verteilung
der einzelnen Punkte erkennbar geringer.
Abb. 5.3b zeigt die Konvergenz von vier fest definierten Objekten. Die vier Objekte rela-
tiv zur Trajektorie sind in Abb. 5.3a dargestellt. Die Objekte konvergieren ähnlich zum
Fall mit einem Objekt. Allerdings reduziert sich die Konvergenzgeschwindigkeit bei der
Initialisierung neuer Objekte, erkennbar bei der Aufnahme der Objekte 0 und 2. Die Kon-
vergenzgeschwindigkeit der bereits initialisierten Objekte 1 und 3 stagniert, bis die neueren
Objekte konvergieren.












Reale Trajektorie Geschätzte Trajektorie Objekte Startpunkt
(a) Trajektorie mit vier fest definierten Objekten Objekt















(b) Zeitliche Verändung des Unterschieds zwischen Schätzung und realer Position
Abbildung 5.3: Verwendung von vier festen Objekten
Die starken Verbesserungen der Objekte 2 und 3 bei 20 s wird durch die erneute Detektion
hervorgerufen und beschreibt damit einen erfolgreichen Loop-Closure.
Abb. 5.4 zeigt die Positionierung der 22 Objekte entlang der Flugtrecke. Die Positionierung
ist so gewählt worden, dass zu jedem Zeitpunkt ein Objekt detektiert werden kann. Damit
sind die einzelnen Abschnitte der Route durch ein Objekt repräsentiert.
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Reale Trajektorie Objekte Startpunkt
Abbildung 5.4: Trajektorie mit 22 Objekten entlang der Strecke
Abb. 5.5 zeigt die Konvergenz aller 22 Objekte, wenn kein Sensor ausfällt. Die bereits
beschriebenen Phänomene tauchen auch in diesem Fall auf. Insbesondere die Erhöhung
der Differenz zur realen Position, hervorgerufen durch Abweichungen des Richtungsvektors
bei der erneuten Detektion, ist zu erkennen.






















































Abbildung 5.5: Zeitliche Verändung des Unterschieds zwischen Schätzung und realer
Position der 22 Objekte
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Abb. 5.6 zeigt die Abweichung der Objekte zur realen Position mit Ausfall der Sensorik
nach 50 s bei einer Gesamtflugzeit von 120 s.
Dabei bleibt die Abweichung zur realen Lage des Objekts relativ gering. Allerdings ist auch
an den Objekten 0 bis 5 zu erkennen, dass ohne weitere Sensorik eine Divergenz von weniger
konvergierten Objekten auftritt. Dieses Phänomen ist unabhängig vom Ausfallzeitpunkt
zu erkennen. Im Gegensatz dazu bleiben gut konvergierte Objekte von einem Sensorausfall
unberührt.






















































Abbildung 5.6: Konvergenz der geschätzten Objekte bei einem Sensorausfall nach 50 s
Abbildung 5.7 zeigt den geschätzten Fehler bei dem Sensorausfall nach 50 s. An der Abbil-
dung ist einerseits der geringe Einfluss neuer Objekte auf die Position erkennbar. Anderer-
seits ist die Lokalisierung bei einem Sensorausfall weiterhin erfolgreich unter der Bedingung
genügend konvergierter Objekte. Insbesondere der Zeitpunkt des Sensorausfalls hat einen
geringen Einfluss auf die Lokalisierung.
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3-σ-Grenze des geschätzten Fehlers Realer Fehler Geschätzter Fehler








3-σ-Grenze des geschätzten Fehlers Realer Fehler Geschätzter Fehler
Abbildung 5.7: Positionsfehler bei Sensorausfall nach 50 s
Es treten lediglich geringe Abweichungen hinsichtlich der Z-Koordinate auf, wobei sich die
Schätzung der Position jedoch wieder verbessert. Das ist auf die konvergierten Objekte
zurückzuführen, die in dieser Region erneut zur Schätzung beitragen.
Abb. 5.8 zeigt eine zufällige Verteilung von 106 Objekten in der Umgebung der simulierten
Route. Abb. 5.9 beschreibt die in den Zustandsvektor aufgenommen Objekte. Die Anzahl
der aufgenommenen Objekte ist geringer als die Gesamtanzahl, da nicht alle Objekte
während der Simulation detektiert wurden.
Kapitel 5. Validierung 48












Reale Trajektorie Geschätzte Trajektorie Objekte Startpunkt
Abbildung 5.8: Position zufällig erzeugter Objekte mit Trajektorie


















































































Abbildung 5.9: Konvergenz der aufgenommenen Objekte bei zufällig generierten Punk-
ten
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Dementsprechend wurden in diesem Fall lediglich 34 Objekte aufgenommen. Auch hier ist
zu erkennen, dass die meisten Objekte zeitnah konvergieren. Allerdings existieren einige
Objekte, die nach 120 s noch nicht konvergiert sind. Diese Objekte befinden sich immer
nur kurzzeitig im Blickfeld der Kamera, sodass sich die Konvergenzgeschwindigkeit die-
ser Objekte reduziert. Das Objekt 80 zeigt deutlich, dass diese wenige Male pro Runde
detektiert und dabei jedes Mal die Schätzung verbessert wird.
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3-σ-Grenze des geschätzten Fehlers Realer Fehler Geschätzter Fehler
Abbildung 5.10: Positionsfehler bei zufällig generierten Objekten
Analog zu den 22 fest definierten Objekte wird ein Sensorausfall nach 50 s simuliert, dar-
gestellt in Abb. 5.10 . Dieser zeigt die zuvor festgestellte Charakteristik. Insbesondere die
Abhängigkeit der Lokalisierung ohne zusätzliche Sensorik von der Konvergenz der Ob-
jekte ist auffällig. Der Sensorausfall nach 90 s hat bei 106 s eine größere Abweichung der
Z-Koordinate zur Folge, wird aber anschließend wieder durch besser konvergierte Objek-
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te korrigiert. Im Gegensatz dazu führt der Sensorausfall nach 50 s zu einer kleinen, aber
regelmäßigen Verschiebung der Z-Koordinate. Auch das kann auf nicht ausreichend kon-
vergierte Objekte zurückgeführt werden.
Bei einer ausschließlich optischen Navigation ist einerseits auffällig, dass diese trotz einiger
nicht genügend konvergierten Objekte mit geringer Abweichung weiterhin erfolgreich ist.
Andererseits zeigt Abb. 5.11, dass weniger gut konvergierte Objekte weiterhin konvergieren
können unter Verwendung bereits konvergierter Objekte. Dementsprechend ist SLAM mit
Inverse Depth Parametrisierung robust gegenüber Sensorausfällen und der Verwendung
von Objekten, die nicht im optimalen Blickfeld liegen.


















































































Abbildung 5.11: Konvergenz von Objekten mit Sensorausfall
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5.2 Verwaltung der Karte
Die in Absatz 4.4 beschriebe Kartenverwaltung wird in die zwei Abschnitte der kurzfris-
tigen und langfristigen Kartenverwaltung unterteilt. Dabei repräsentiert die kurzfristige
Karte die lokale und die langfristige Karte die gesamte bisher detektierte Umgebung.
Die Funktionalität des in der kurzfristigen Karte verwendeten Algorithmus ist bereits
von Dissanayake, Williams, Durrant-Whyte und Bailey [9] gezeigt worden. Wei-
terhin ist die Verwendung eines Clustering-Algorithmus zur Ermittlung des Wertes in der
Karte unabhängig von der tatsächlichen Genauigkeit von Hochdorfer und Schlegel
[18] gezeigt worden. Im Gegensatz zu der beschriebenen Methodik wird hier die Informa-
tion genutzt, um ein Objekt zu finden, das die Region am besten repräsentiert. Dement-
sprechend besteht der Fokus hinsichtlich des Übertrags in die langfristige Karte sowie dem
Entfernen von Objekten.
Aus Gründen der Übersicht ist die Menge der zu detektierenden Objekte auf 30 begrenzt
worden. Von diesen sind sechs im Vorhinein festgelegt. Die übrigen Objekte sind zufällig
gesetzt worden.
Die sechs Objekte mit den Id 0 bis 5 befinden sich im Rechteck um den Mittelpunkt
bei (±80, ± 300, − 145), an den Scheitelpunkten der Ellipse bei (0, ± 950, − 145) sowie
im Mittelpunkt bei (0,0,0). Diese Objekte stehen repräsentativ für die lokale Umgebung.
Dementsprechend werden diese früh in die langfristige Karte geschoben. Die gesamte Ver-
teilung ist in Abb. 5.12 dargestellt.












Reale Trajektorie Geschätzte Trajektorie Objekte Startpunkt
Abbildung 5.12: Verteilung der Objekte mit sechs fest definierten Objekten
Abb. 5.13 zeigt den zeitlichen Verlauf der Objekte in der kurzfristigen Karte (oben) und
der langfristigen Karte (unten). Die Größe der einzelnen Karten ist dabei auf 5 für die
kurzfristige und 15 für die langfristige Karte gesetzt worden. Damit wird gewährleistet,
dass zu keinem Zeitpunkt alle Objekte gleichzeitig im Zustandsvektor sein können und so
ein regelmäßiger Austausch notwendig ist. Zudem ist der Zyklus für die kurzfristige Karte
auf 2 s und für die langfristige Karte auf 3 s gesetzt worden.
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(a) Objekte in der kurzfristigen Karte









(b) Objekte in der langfristigen Karte
Abbildung 5.13: Verteilung der Objekte af kurzfristige und langfristige Karte über die
Zeit
Das Objekt mit der Id 5, also am Scheitelpunkt der Ellipse, wird initial in die kurzfristi-
ge Karte aufgenommen und bei der nächsten Möglichkeit direkt in die langfristige Karte
überführt, da diese alleine repräsentativ für die gesamte Umgebung steht. Analog wird
das gegenüberliegende Objekt mit der Id 4 zu einem späteren Zeitpunkt direkt überführt.
Neben dem Übertrag in die langfristige Karte ist zu erkennen, dass die kurzfristige Karte
regelmäßig aktualisiert wird. Allerdings werden nur die am wenigsten konvergierten Ob-
jekte entfernt. Deutlich wird das durch das Objekt mit der Id 3. Dieses Objekt befindet
sich nach der Detektion dauerhaft in der kurzfristigen Karte. Demgegenüber existieren
Objekte, die nur kurz in der kurzfristigen Karte auftauchen. Diese konvergieren entweder
nicht schnell genug oder bilden einen signifikanten Bereich der gesamten Umgebung ab.
Die Abb. 5.14 stellt eine Momentaufnahme während des Fluges dar. Die zurückgelegte
Strecke zu diesem Zeitpunkt ist durch die grüne Linie und die aktuelle Position durch den
roten Punkt gekennzeichnet. Der Großteil der Objekte in der kurzfristigen Karte befindet
sich vor dem UAV. Die Objekte hinter dem UAV sind entsprechend gut konvergiert, sodass
diese einen signifikanten Beitrag zur Schätzung leisten können. Weiterhin ist zu erkennen,
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dass die Objekte der langfristigen Karte jeweils den zurückgelegten Bereich abbilden und
dabei jeweils für einen Abschnitt der Strecke stehen.















Objekte Objekte kurzfristige Karte Objekte langfristige Karte
Geflogene Trajektorie Aktuelle Position
Abbildung 5.14: Aufgenommene Objekte getrennt in unterschiedliche Karten
5.3 Inverse Depth SLAM mit Kartenverwaltung
Nachdem in Abschnitt 5.1 und 5.2 eine isolierte Betrachtung erfolgte, wird im folgenden
die Verwendung der Inverse Depth Parametrisierung im SLAM mit der Kartenverwaltung
demonstriert. Dementsprechend wird eine entsprechende Anzahl Objekte erzeugt, die zur
Orientierung genutzt werden können.
Zudem werden mehrere Simulationen mit einer Konfiguration verwendet, wobei sich in
jeder Simulation die Position und Sichtbarkeit der Objekte verändert. Analog zu Ab-
schnitt 5.1 wird ein Sensorausfall nach 50 s und 90 s simuliert. Weiterhin wird neben einer
rein optischen Navigation auch der Ausfall von Satellitennavigationssystemen simuliert,
indem weiterhin Sensordaten über die Lage mithilfe eines Magnetometers zur Verfügung
stehen. Zur Überprüfung der Robustheit, werden Monte-Carlo-Simulation durchgeführt.
Als Referenzgrößen werden der geschätzte Fehler sowie die reale Position im ECEF-
Koordinatensystem der X-Koordinate verwendet. Die zugehörigen Abbildung für die Y-
und Z-Koordinate sind in in Anhang A dargestellt.
Abb. 5.15 zeigt den Fehler der Position nach 90 s mit und ohne Magnetometer. Dabei be-
schreiben die dickeren Linien den Mittelwert aller Simulationen und die dünneren Linien
die einzelnen Simulationen. In beiden Fällen steigt erwartungsgemäß die Ungenauigkeit der
Position, zu erkennen an der 3-σ-Grenze. Dabei steigt das Intervall ohne Magnetometers
deutlich stärker an. Das spiegelt sich insbesondere an der Größenordnung der Skala wieder.
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Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers
(a) Positionsfehler mit Magnetometers










Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers
(b) Positionsfehler ohne Magnetometers
Abbildung 5.15: Positionsfehler bei Sensorausfall nach 90 s
Allerdings ist zu erkennen, dass unabhängig vom Sensorausfall der gemittelte geschätzte
Fehler nah am echten Fehler liegt.
Dementsprechend verbessert die Verwendung eines zusätzlichen Sensors die Lokalisierung
erheblich.
Abbildung 5.16 zeigt das beschriebene Verhalten gleichermaßen. Zudem ist zu erkennen,
dass auch ohne Magnetometer eine gute Lokalisierung stattfinden kann. Allerdings ist hier
die Gefahr größer, dass die Messung des Richtungsvektors einen größeren Einfluss erhält.
Dieser Einfluss ist an den Ausreißern in Abb. 5.16b zu erkennen. Die geschätzte Position in
den weiteren Simulationen waren erfolgreicher, weswegen die mittlere Schätzung deutlich
näher an der realen Position verläuft.
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(a) Geschätzte Position mit Magnetometers









Position in ECEF KoordinatenGeschätzte Werte Reale Werte Mittelwert der geschätzten Werte
(b) Geschätzte Position ohne Magnetometers
Abbildung 5.16: Geschätzte Position bei Sensorausfall nach 90 s
In Ab. 5.16a sind solche Ausreißer auch zu erkennen. Diese werden allerdings durch die
Verwendung des Magnetometers gedämpft, sodass die Schätzung sowohl in den einzelnen
Simulationen als auch im Mittel deutlich besser wird.
Die Abb. 5.17 zeigt den geschätzten Positionsfehler bei einem Sensorausfall nach 50 s.
Analog zu Abb. 5.15 ist nach dem Sensorausfall ein schneller Abfall der Genauigkeit zu
erkennen. Doch trotz des früheren Sensorausfalls divergiert die Schätzung nicht. Insbeson-
dere die mittlere Abweichung bleibt in beiden Fällen in der Nähe des tatsächlichen Werts,
wobei die Verwendung des Magnetometers die Schwankung ebenso reduziert.
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(a) Positionsfehler mit Magnetometers








Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers
(b) Positionsfehler ohne Magnetometers
Abbildung 5.17: Positionsfehler bei Sensorausfall nach 50 s
Erneut ist eine Simulation zu erkennen, die deutlich größere Abweichungen hat, als die
anderen und damit die mittlere Abweichung etwas verzerren. Der Mittelwert folgt sowohl
mit als auch ohne Magnetometer der realen Position mit kleineren Abweichungen. Dabei
hat das Magnetometer erneut einen dämpfenden Einfluss. Abb. 5.18a verdeutlicht diesen
Zusammenhang. Inesbesondere die einzelnen Ausreißer sind deutlich zu erkennen. Aller-
dings werden diese kontinuierlich sowohl mit als auch ohne Magnetometer korrigiert. Dabei
sind größere Ausschläge bei Einsatz des Magnetometers erst zu einem späten Zeitpunkt
erkennbar. Zudem ist der Mittelwert in Abb. 5.18a insgesamt deutlich näher am realen
Verlauf als in Abb. 5.18b.
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Position in ECEF KoordinatenGeschätzte Werte Reale Werte Mittelwert der geschätzten Werte
(b) Geschätzte Position ohne Magnetometers
Abbildung 5.18: Geschätzte Position bei Sensorausfall nach 90 s
Die Validierung zeigt noch Instabilitäten hinsichtlich der Messung des Richtungsvektors
auf. Durch die implizierte erhöhte Genauigkeit können einerseits bereits konvergierte Ob-
jekte divergieren. Andererseits können diese weniger gut konvergierten Objekte zu einer
großen Schwankung oder auch zur Divergenz führen. Dieser Einfluss kann aber durch die
Verwendung eines weiteren Sensors erheblich verbessert werden, sodass die Navigation
weiterhin möglich bleibt.
Weiterhin geht aus der Validierung hervor, dass ein UKF-SLAM mit der Inverse Depth
Parametrisierung möglich ist und ein UAV robuster gegenüber einem Sensorausfall von
Satellitennavigationssystemen macht. Zudem ist die entwickelte Verwaltung in der Lage,
eine Karte zu erzeugen, die sowohl eine langfristige Navigation als auch eine kurzfristige
Orientierung ermöglicht.
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6 Zusammenfassung und Ausblick
Die Motivation dieser Arbeit bestand in der Verbesserung der Robustheit von UAVs ge-
genüber Störungen von Satellitennavigationssystemen, um eine korrekte Navigation ohne
externe Steuerung weiterhin zu gewährleisten. Insbesondere die Verwendung der optischen
Navigation stand dabei im Fokus. Die Robustheit wird durch die Verwendung von SLAM
gewährleistet, indem die Umgebung zur Positionsschätzung miteinbezogen wird.
In der Luftfahrt enthalten Sensordaten in Form von Kamerabildern weniger Informationen
als am Boden aufgrund der Flughöhe. Insbesondere die im Kontext von SLAM detektier-
ten Objekte können unter Umständen in größerer Entfernung sein. Als Lösungsansatz
dieser Problematik wurde die Inverse Depth Parametrisierung verwendet. Diese bietet den
Vorteil, Objekte in größerem Abstand schon früh zur Orientierung zu nutzen. Dabei wird
ein Objekt durch die Position der ersten Detektion sowie einem Richtungsvektor und der
inversen Tiefe dargestellt. Der Richtungsvektor wird dabei durch zwei Winkel parametri-
siert.
In dieser Arbeit wurde zunächst die Parametrisierung des Richtungsvektors im Hinblick
auf Winkelungenauigkeiten und -unstetigkeiten angepasst, indem die Winkel direkt durch
einen Richtungsvektor ersetzt wurden. Damit wurde die Dimension eines Objekts zuguns-
ten einer robusteren Repräsentation erhöht.
Anschließend wurde eine Initialisierung mehrerer Objekte in den Zustandsvektor erörtert.
Im Zuge der Initialisierung musste aufgrund linearer Abhängigkeiten durch die Überpa-
rametrisierung eines Objekts durch Inverse Depth Parametrisierung auf den numerisch
stabileren Square-Root UKF zurückgegriffen werden.
Neben einer Anpassung der Parametrisierung wurde das Sensormodell im Hinblick auf die
Winkelungenauigkeiten und -unstetigkeitenangepasst, indem anstelle von Pixelkoordina-
ten ein Richtungsvektor prädiziert wird. Der Richtungsvektor aus der Sensorik ergibt sich
aus der Transformation der detektierten Pixelkoordinaten mithilfe eines Kameramodells.
Abschließend ist eine Verwaltung der Karte entwickelt worden, die die Echtzeitfähigkeit
des Systems gewährleisten soll. Diese Verwaltung teilt die entstehende Karte in eine kurz-
fristige und eine langfristige Karte auf. Damit besteht einerseits die Möglichkeit, kurzfristig
in der lokalen Umgebung zu navigieren. Andererseits kann im Falle einer längeren Sensor-
störung über die langfristige Karte eine Lokalisierung weiterhin stattfinden.
Diese Anpassungen der Modellierung sind mittels Simulink® validiert worden. Dabei ist die
Funktionalität der Parametrisierung im Kontext von UAVs gezeigt worden. Insbesondere
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die rein optische Navigation ist mit der gewählten Parametrisierung und Kartenverwaltung
möglich. Zudem wurde gezeigt, dass die Verwendung eines weiteren Sensors die Navigation
erheblich verbessert. Dementsprechend kann durch die Nutzung der Inverse Depth Para-
metrisierung im UKF SLAM die Navigation eines UAVs robuster gegenüber Störungen
gestaltet werden.
Zur weiteren Verbesserung des entwickelten Lösungsansatzes ist eine Anpassung des Mess-
modells sinnvoll. Dieses weißt in der aktuellen Form Instabilitäten hinsichtlich der Genau-
igkeit auf. Dabei wäre es möglich, eine Dämpfung zu entwickeln, die den Einfluss einzelner
fehlerhafter Messungen reduziert, indem die Ungenauigkeit erhöht wird. Damit wäre es
zusätzlich möglich, mithilfe eines Hypothesentestverfahrens nicht verwendbare Messungen
zu entfernen.
Weiterhin kann eine Abfangmöglichkeit für das Auftreten negativer inverser Tiefen in
einzelnen Sigmapunkten entwickelt werden, da diese die prädizierte Messungen erheblich
beeinflussen können. Einerseit besteht die Möglichkeit der Verwendung eines festen Grenz-
wertes als untere Grenze. Andererseits könnte eine inverse Tiefe verwendet werden, die sich
aus den übrigen Sigmapunkten bildet oder der Sigmapunkt könnte von der Prädiktion der
Messung ausgeschlossen werden.
Zur Abschließenden Validierung könnte die entwickelte Modellierung im Flugversuch ein-
gesetzt und erprobt werden.
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Abbildung A.1: Geschätzte Position in X, Y und Z-Koordinate mit Magnetometer mit
Sensorausfall nach 50 s
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Abbildung A.2: Geschätzte Position in X, Y und Z-Koordinate ohne Magnetometer mit
Sensorausfall nach 50 s
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Realer Fehler Mittelwert des geschätzten Fehlers
Abbildung A.3: Positionsfehler in X, Y und Z-Koordinate mit Magnetometer mit Sen-
sorausfall nach 50 s
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Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers









Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers










Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers
Abbildung A.4: Positionsfehler in X, Y und Z-Koordinate ohne Magnetometer mit Sen-
sorausfall nach 50 s
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Geschätzte Werte Reale Werte Mittelwert der geschätzten Werte










Geschätzte Werte Reale Werte Mittelwert der geschätzten Werte









Geschätzte Werte Reale Werte Mittelwert der geschätzten Werte
Abbildung A.5: Geschätzte Position in X, Y und Z-Koordinate mit Magnetometer mit
Sensorausfall nach 90 s
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Position in ECEF KoordinatenGeschätzte Werte Reale Werte Mittelwert der geschätzten Werte










Geschätzte Werte Reale Werte Mittelwert der geschätzten Werte









Geschätzte Werte Reale Werte Mittelwert der geschätzten Werte
Abbildung A.6: Geschätzte Position in X, Y und Z-Koordinate ohne Magnetometer mit
Sensorausfall nach 90 s
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Position Error in ECEF Koordinaten
Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers







Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers








Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers
Abbildung A.7: Positionsfehler in X, Y und Z-Koordinate mit Magnetometer mit Sen-
sorausfall nach 90 s
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Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers







Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers








Geschätzter Fehler 3-σ-Grenze des geschätzten Fehlers Mittlere geschätzte 3-σ-Grenze
Realer Fehler Mittelwert des geschätzten Fehlers
Abbildung A.8: Positionsfehler in X, Y und Z-Koordinate ohne Magnetometer mit Sen-
sorausfall nach 90 s
