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ABSTRACT 
A modelling framework for the specification of interest rate models with finite- 
state time-homogeneous Markov chains is introduced by combining into a new 
context the well known exponential integrators for time integration and a mo- 
ment matching approach or a general n-th order finite difference scheme for 
the space discretisation of the Markov generator. Markov chain lattices are 
applied to the construction of local volatility and stochastic volatility terminal 
distribution models. Both well known approximating Markov chain models 
and a new stochastic volatility regime model are discussed. Furthermore, a 
new stochastic monetary policy interest rate term structure model, solved by 
means of Afarkov chain lattices, is introduced. The 3-month spot LIBOR 
rate is chosen as modelling primitive and the model is constructed within an 
arbitrage-free framework with local volatility, asymmetric jumps, stochastic 
volatility regimes and stochastic drift regimes. The model is able to achieve a 
persistent smile structure across maturities with a nearly time homogeneous 
parameterisation and explain steep, flat and inverted yield curves, consis- 
tently with historical data. It is shown that the drift regime process represents 
the main driver for long time horizons and therefore provides a powerful tool 
for the calibration to the historical correlation structure and the long dated 
volatility smile. Finally, an application to the pricing of callable swaps and 
callable CMS spread range accruals is presented and it is shown that this mod- 
elling framework allows one to incorporate economically meaningful views on 
central banks' monetary policies and, at the same time, provides a consistent 
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1. PREFACE 
Well known results from numerical analysis are put into a new context and a 
mathematical and numerical framework for the specification of interest rate 
models with finite-state time-homogeneous Markov chains is formalised. We 
solve three well known terminal distribution models and show how to enrich 
them by means of a semi-parametric approach. Furthermore, we discuss a 
new stochastic monetary policy interest rate term structure model and apply 
it for the valuation of two interest rate derivative contracts. 
The numerical method is based on the direct specification of the Markov 
generator and the computation of the transition probability matrix by sub- 
sequent time integration. Discretization schemes of this type have been 
previously discussed in (Albanese and Kuznetsov, 2003) and (Albanese and 
Kuznetsov, 2005) for models where the spectrum of the Markov generator 
can be computed in analytically closed form. In this case, the continuum 
state space process is approximated with a discrete birth and death process, 
for which the eigenfunctions of the Markov generator can be represented by 
appropriate polynomials. Hence time integration, and therefore the com- 
putation of the probability kernel, boils down to the evaluation of special 
functions on a discrete state space. In this work, we extend the application 
domain by performing the time integration with exponential integrators and 
use a moment matching approach or a general n-th order finite difference 
scheme for the space discretization. 
Both exponential integrators and finite difference discretisation schemes 
have been extensively discussed in the traditional numerical analysis liter- 
ature. However, to the best of our knowledge, they have never been used 
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in combination for the specification of financial derivative models. We refer 
to Alarkov chain lattice as a discretization scheme for a Markov chain pro- 
cess, obtained by means of space discretization of the Markov generator and 
subsequent time integration with exponential integrators. Consistently with 
well known results in the numerical analysis literature, for time integration, 
numerical eigenvalue decomposition can be safely and efficiently used for the 
case when the Markov generator is a symmetric matrix, as it is the case for 
example for pure diffusion processes. However, the method becomes unstable 
when the conditioning number of the matrix of eigenvectors becomes large, 
as it may happen for more complex dynamics like stochastic volatility or 
asymmetric jump models. For these cases we find the scaling and squaring 
method to be more stable and hence it represents our recommended choice 
for time integration. This method has been used in our tests and applications 
and it has overall performed satisfactorily. 
In chapter (3) we review exponential integrators and in chapters (4) and 
(5) we formalise the mathematical and numerical framework for the con- 
struction of approximating Markov chains for diffusion and jump diffusion 
processes. We review two space discretization methods: one based on a 
moment matching approach and the other on a general n-th order finite dif- 
ference scheme obtained by means of differentiation matrix formalism. We 
show that these two approaches are mathematically equivalent. The former 
is more convenient when it is useful to retain a direct probabilistic interpre- 
tation, whereas the latter makes use of a more powerful formalism and it is 
therefore easily applicable to complex models. 
We apply Markov chain lattices to the European option problem, which 
we solve for the well known Black, CEV and SABR models. We then propose 
two possible extension to the SABR model, which are achieved within a semi- 
parametric framework. The first aims at better controlling the wings of the 
volatility smile by introducing a state dependent skew. In particular, we find 
that this can be effectively done by means of a state dependent 0 parameter, 
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where this is understood to be the exponent of the CEV diffusion process 
(see chapter 6). The second allows us to introduce a stochastic skew in the 
model: in this case the exponent 3 or the correlation parameter p are made a 
function of the volatility regime variable. Whilst the first extension improves 
the price fitting capabilities of the model, the second can be useful for risk 
management purposes. 
Finally, we introduce a new stochastic monetary policy interest rate term 
structure model, solved by means of Markov chain lattices. The primitive is 
chosen to be the spot 3m-LIBOR rate. The model is constructed within an 
arbitrage-free framework with local volatility, asymmetric jumps, stochastic 
volatility regimes and stochastic drift regimes. The drift regimes allows us to 
incorporate a stochastic monetary policy component into the model, which 
represents an important benefit of this framework. In fact, we show that this 
additional degree of freedom represents a powerful tool in order to provide 
an economically meaningful explanation of the implied volatility smile and 
the correlation term structure. 
The model is able to achieve a persistent smile structure across maturities 
with a nearly time homogeneous parameterisation. The calibration is per- 
formed by ensuring consistency with a snapshot of the EUR market, as well 
as the qualitative behaviour of historical yield curve shapes. In fact, we show 
that the model is able to explain steep, flat and inverted yield curve shapes, 
as a function of the monetary policy regime. We show that the drift regime 
process represents the main driver for long time horizons and therefore can 
be used to calibrate the historical correlation structure and the long dated 
volatility smile. We apply the model to the valuation of callable swaps and 
callable CNIS spread range accruals and show that this modelling framework 
allows one to incorporate economically meaningful views on central banks' 
monetary policies and, at the same time, provides a consistent arbitrage- 
free context suitable for the pricing and risk management of interest rate 
derivatives. 
2. INTRODUCTION TO MARKOV CHAINS 
In the construction of our interest rate models we work with Markov chains 
with finitely many states. It is therefore useful to recall the basics concepts of 
probability theory in discrete setting and introduce an appropriate notation. 
In particular, we recall the definition and properties of Markov generators, 
which play a pivotal role in the specification of our models. In this chapter, we 
follow mostly the text books of (Kijima, 1997) and (Grimmett and Stirzaker, 
2001), to which we refer the interested reader for a more comprehensive 
review of Markov processes. 
2.1 Stochastic processes on finite state spaces 
We consider a random variable Y and assume that it can take values in a finite 
set Q. Without loss of generality we assume that Q= 10,1,.., N}, the set of 
the first N integers together with zero. The discrete random variable Y can 
be characterised by the probability distribution function and the probability 
mass function, defined as follows: 
Definition 1: The probability distribution function of a real-valued discrete 
random variable Y is the function F: R --+ [0,1] given by F(a) = P(Y < a), 
for each aER. 
Definition 2: The probability mass function of a real-valued discrete random 
variable is a function f: R --+ [0,1] such that f (a) = P(Y = a) for each 
aER and with the property that 1: f (y) 
YEn 
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The probability distribution function and the probability mass function 
are related by: 
F(a) = 1: f (y), 
v<a 
with VE 11 and aER. 
Definition 3: The expected value of a discrete random variable is: E[Yj 
Eyf (y). 
VEn 
We define a stochastic process Yt as a family of random variables JY(t) : 
tE Tj indexed by a time interval TE R+. If the time set T is discrete, we 
call the process a discrete-time process; whereas if T is continuous, we call the 
process a continuous-time process. The state space 0 of a stochastic process 
is the range of possible values that the random variables JY(t) :tE Tj can 
take. If 0 is finite, we call Yt a finite-state stochastic process. A stochastic 
process is characterised by its state space Q, its index set T and a family 
of finite dimensional distributions, which identifies the dependence structure 
between the random vaxiables f Y(t) :tE T}. 
2.2 Continuous-time finite-state Markov chains 
Now let Xt = jg(Y(t)) :tE T}, where g: Q --+ R is a deterministic real val- 
ued function. The state space of Xt is given by g(Q) = 19(0), g(N)} 
and the elements of Q may be interpreted as the coordinate values of the 
state space of Xt. Therefore we refer to Q as the coordinate space of Xt. We 
note that the deterministic mapping g from the stochastic process Yt to Xt 
adds nothing to the description of the properties of continuous-time finite- 
state Markov chains, however it helps establish the notation we use in our 
modelling framework. 
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Let x and y be two generic elements of Q and g(xi) a generic value taken 
by the process Xt at time ti. 
Definition 4: A process Xt is called a continuous-time finite-state Markov 
chain if it satisfies the following condition: 
9(y) I X(ti) = g(xl), ..., 
X(t. 
-I) = g(x. -i)) = 
g(y) I X(t. -i) = g(x. -i)), 
(2.2) 
for all y, xl,..., X,, -l EQ and any sequence of times tj ET and such that 
tI < t2 < 
... 
< tn- 
The evolution of a Nlaxkov chain is fully determined by the specification 
of its transition probability matrix, as a function of time. 
Definition 5: The transition probability matrix function of the finite-state 
Markov chain Xt, also called Markov propagator, is the matrix un, seen as a 
function Of t2, defined to be 
Un(X? tl; Yq t2) ý-- P(X(t2) : -": 9(Y) 
I X(tl) --` 9(X)) 1 
(2.3) 
for tj < t2 and X, yEQ. Furthermore, the chain is called time-homogeneous 
if Ufl(-Ts tI; Yi t2) ý Un(Xi 0; Yq t2 - t1) for all x, yEQ and t2, tj E T. 
The coordinate value UO (X9 tI; Yi t2) of the transition probability matrix 
function is easily interpreted as the probability that the process Xt attains 
state g(y) at time t2, conditional on the fact that the chain was at state g(x) 
at time tj. We restrict our focus to a particular type of Markov propaga- 
tors, referred to as standard in traditional literature. The following theorem 
summarises the key properties of a standard Markov transition probability 
matrix function. 
2. Introduction to Alarkov chains 19 
Theorem 6: If Un (-T9 tl; Yi t2) is a standard transition matrix function of a 
Alarkov chain, then it satisfies the foRowing: 
Un(Xetl; Yet2) > 07 (2.4) 
EUfl(X7tl; Yit2) li (2.5) 
YEO 
HM Un(Xitl; Yit2) JxV7 (2.6) 
t2-tl 
EUfl(X9tl; 
ZJ2)Ufl(Zit2; Yjt3) :- Ufl(X)tl; Yit3), (2.7) 
ZEfl 
for each X, y, zE 11 and any tj < t2 < t3 E T. 
A matrix satisfying the first two equations is said to be stochastic. The 
third equation ensures that the transition matrix is standard. The last equa- 
tion is the well known Chapman-Kolmogorov equation. We recall that every 
standard transition probability function Un (X) t1; Yi t2), as defined above, is 
continuous in t2; also Un(X, tl; X, t2) is positive and Ufl(X, tl; Y, t2) is either 
positive or identically zero, for every x, yE0 and any tj < t2 ET (Kijima, 
1997). This means that a standard Markov chain must visit all states with 
non-zero probability and that there is no periodicity. 
The Afarkov generator is an operator that describes the behaviour of the 
Markov chain for an infinitesimal time increment. Formally, if the matrix 
elements of the Nlarkov propagator UQ(X, tI; Yi t2) are differentiable functions 
of the time parameter t2 in a right neighborhood of tj, then one can define: 
Definition 7: The Nlarkov generator of the Nlaxkov chain at time tj is defined 
as the following derivative: 
£0 (x, y; t i) = im 
d 
U9(X, tl; Y, t2)- (2.8) 
t21t1 dt2 
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For the case of a time homogeneous Markov chain, the Markov generator 
does not depend on the time variable and it is denoted by Cn (x, y). 
Theorem 8: If Ln(x, y; ti) is a Markov generator, then the two following prop- 
erties hold: 
Lfl (X, y; tj) ý: 0, if x :ýY, 




Conversely, if the matrix function Ln (x, y; tj) satisfy to the two conditions 
above for every tj, then there exists a unique transition matrix un(x, ti; y, t2) 
associated to it. 
Definition (2.8) establishes a strong link between the transition matrix 
and the Afark-ov generator. In the construction of stochastic processes, we 
look for the propagator of the chain, as this contains the transition proba- 
bihties from any initial state to any final state in the lattice space. Rom 
eq. (2.8) it is clear that from un one can compute Ln. However in the con- 
struction of financial models the starting point is the knowledge of the local 
properties of the process. Hence we want to directly specify Ln and solve 
for un. The following important equations allow one to perform exactly this: 
compute un once Ln is known. 
Theorem 9: If Un (X, t1; Y, t2) is the transition matrix of a Markov chain and 
, Cn(x, y; tl) the associated Markov generator, then the following two equa- 
tions hold: 
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d 
gj Un(X, tl; Y, t2) ý 
EU92(X7t1; 




Un(Xttl; Yit2) ' -E£n(XiZ; tl)Ufl(Zytl; Y7t2)- (2.12) 
ZE92 
The two above equations are called the forward and backward Kolmogorov 
equation respectively. 
In the time homogeneous case, the Markov generator is not a function of 
time. In this case, the solution of Kolmogorov equations (2.11) and (2.12), 
subject to the initial condition (2.6), can be formally written as: 
UO(X90; Yet2 - tl) =e 
£n(t2-tl) (X) Y), (2.13) 
where the matrix exponential is an operator acting on the coordinate values 






Therefore, for a time homogeneous Markov chain, once the Markov generator 
, Cn is known, the computation of the propagator reduces to the solution of 
the matrix exponentiation problem. 
3. THE EXPONENTIAL INTEGRATOR SCHEME 
3.1 Description and motivation 
The solution of the forward or backward Kolmogorov equation (2.11) and 
(2.12) for a finite-state time-homogeneous Markov chain lies at the heart of 
our modelling framework. We have seen that, subject to the initial condition 
(2.6), the formal solution of Kolmogorov equations is given by: 
Un (Xg 0; Yi t2 - tl) -- e£n 
(t2 -tl ) (XIY), 
For the most common interest rate models in the traditional literature, in 
the continuum limit, the transition probability function u is the solution of 
a linear parabolic partial differential equation of the second order, for which 
there exists a large amount of numerical schemes in the traditional literature. 
In financial applications, a few explicit and implicit discretisation algorithms 
are commonly used for the solution of equations of this type, as for example 
the trinomial explicit finite difference scheme, the Crank-Nicolson and Dou- 
glas two-time level implicit scheme, and the popular multidimensional ADI 
(Alternating-Direction-Implicit) method with mixed derivatives, described in 
(Craig and Sneyd, 1988) and based on the standard ADI method introduced 
by (Douglas, 1955) and (Peaceman and Rachford, 1955). With these schemes 
both the space and time dimensions are discretised and various different ap- 
proaches are adopted in order to optimise the convergence properties in both 
dimensions. In some cases, high convergence rates and small truncation er- 
rors are achieved by optimising the ratio between the time discretisation step 
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k and the square of the space discretisation step h. 
In general, explicit methods are easy to implement and easily parallelis- 
able, as they only require matrix-vector multiplications, however for a chosen 
h the time step is often constrained to be excessively small in order to main- 
tain acceptable stability and convergence properties. On the other hand, 
implicit methods are more stable, but they typically require the solution of 
linear systems. These methods are based on the approximation of the time 
evolution operator via a rational approximation combined with a solution 
of a linear system. Fýirthermore with some traditional explicit and implicit 
schemes it is not always possible to control the convergence properties in 
the time dimension without affecting the convergence properties in the space 
dimension. 
We have chosen to adopt a numerical scheme which allows to conceptu- 
ally decouple time integration with space discretisation. This is particularly 
useful in our modelling framework, as the construction of the state space 
may be driven either by an approximation of the continuum limit or by a 
well defined modelling choice on a very sparse grid. Hence, in the appli- 
cations we consider, we need to retain the flexibility of specifying the state 
space geometry independently of the time integration scheme. However, in 
all cases, we require the integration in the time dimension to be as accurate 
as possible. 
Within the modelling framework we use, model specification boils down to 
the construction of the Markov generator for the chosen modelling primitive 
and other auxiliary state variables. For example, in our stochastic monetary 
policy described in chapter 7, the modelling primitive is the 3-month spot 
LIBOR rate and the auxiliary state variables are stochastic volatility and 
stochastic drift. Each stochastic process is charaterised by a Markov genera- 
tor matrix. Depending on the nature of the process, we interpret its Markov 
generator in one of the two following ways: 
* as a spatial discretisation of a process defined in the continuum limit; 
3. The exponential integrator scheme 24 
* as a given characterization of a process directly defined on a finite state 
space, possibly with only few states. 
The Markov generator that describes the joint evolution of the state variables 
is typically built with a hybrid approach: some state variables are discretised 
as an approximation to the continuum limit and others are defined on finite 
spaces with no conceptual link to a continuum limit. Therefore we need to 
retain the flexibility of constructing Markov generators on finite state spaces 
independently from any constraints that may be required in order to achieve 
an accurate integration in the time domain. Exponential integrators fall 
within this type of numerical schemes. 
Another reason for choosing exponential integrators is that they are stable 
numerical algorithms when applied to initial data with local singularities, 
which is common in financial applications. Furthermore, they retain their 
convergence properties when applied to the computation of the so-called 
greeks, as discussed in section (4.2.3). 
Exponential integrators were introduced as early as the 1960s for the 
solution of semi-linear problems. Many different versions of exponential in- 
tegators exist in the literature, often with different names. In line with 
(Minchev, 2004a, b; Minchev and Wright, 2005; Hochbruck, 2004) we chaxac- 
terise exponential integrators for Markov chains as follows: 
Definition 10. An exponential integrator for Mark-ov chains is a numerical 
method which involves an exponential function of the Markov generator ma- 
trix. 
The solution of semi-linear problems involves a linear part, with an expo- 
nential function (or a related function), and a non-linear part. The idea 
of exponential integrators is to solve the linear part 'exactly', or to within 
machine precision, by means of an appropriate numerical method, and then 
tackle the non-linear part separately. In our case, we deal with a linear equa- 
tion. Therefore the computation of the exponential of the Markov generator 
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matrix represents the key component of the numerical scheme. There is in- 
deed a choice of stable and accurate algorithms for the matrix exponential 
computation which supports this theory. We make extensive use of the well 
known scaling and squaring method, which is based on level 3' numerical lin- 
ear algebra and, for the case of symmetric Markov generators, the eigenvalue 
decomposition method. These algorithms are described in the next sections. 
Also, a comprehensive review on available methods for the computation of 
the matrix exponential is described in (Moler and Van Loan, 2003). Unfor- 
tunately there is no single method that appears to work well in all situations 
and the classification criterion for selecting the most appropriate method 
is not straightforward. However, for applications in finance, we provide a 
recommendation that has worked well in all cases we have explored: the 
calculation of the transition probability kernel for models based on diffusion 
processes can be safely solved with the diagonalisation technique; however 
for more complex dynamics the scaling and squaring method is more stable 
and therefore represents our preferred choice. 
It should be noted that the recent advances in hardware has meant that 
the problem of computing the exponential of a matrix has now become prac- 
tical and competitive with other schemes. For this reason exponential inte- 
grators have received increased attention in recent times. For the solution 
of the pricing problem, the computation of the exponential of the Markov 
generator, obtained by means of numerical linear algebra routines, represents 
the main performance bottleneck. Such routines are provided in the BLAS 
and LAPACK third party libraries, further discussed in section (3.5.2), which 
are well known for their robust and efficient implementation. For this rea- 
son, these libraries have been used for the implementation of the interest rate 
models discussed in this thesis. 
The exponential integrator scheme, which addresses the integration prob- 
I As discussed in section (3.5.2), level 1 linear algebra performs scalar, vector and vector- 
vector operations, level 2 linear algebra performs matrix-vector operations, and level 3 
linear algebra performs matrix-matrix operations. 
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lern in the time dimension, can then be combined with a variety of spatial 
discretisation algorithms. To the best of our knowledge, exponential inte- 
grator methods in finance were first looked at by (Druskin et al., 1997). In 
his paper, Krylov subspace approximations were used for the solution of the 
option pricing problem. With this method, one solves for the application 
of the transition probability matrix to a payoff vector. As an alternative, 
exponential discretisation schemes used for the computation of the transi- 
tion probability matrix itself were introduced by (Albanese and Kuznetsov, 
2003). Here the authors adopt a decomposition method and restrict the ap- 
plication domain to the case where the spectrum of the Markov generator 
can be computed in analytically closed form. 
Whilst we retain the insight provided by their spectral analysis treat- 
ment, we choose to do without analytic solvability and follow instead a non- 
parametric approach. We extend the application domain of the numerical 
scheme and rely on numerical linear algebra routines for the solution of the 
Markov generator exponential. This simple observation has an important 
impact for the modeller, as it allows for a considerably enhanced modelling 
flexibility. In fact, more sophisticated processes can be considered simply by 
constructing more general Markov generators. 
We proceed with the description of the well known eigenvalue decomposi- 
tion and scaling and squaring methods, which have both been experimented 
in this work. Furthermore, we review the emerging Krylov subspace ap- 
proximation method, which could potentially be suitable for application to 
mathematical problems in finance. We discuss implementation and perfor- 
mance issues and in particular multi-threading optimisation, which can take 
advantage of the emerging multi-core processors hardware technology. 
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3.2 Decomposition methods 
All decomposition methods are based on a similarity transformation and the 
following theorem. 
Theorem 11: Let V an analytic function andCn E Cnxn. Let a function of a 
matrix V (, Cn) be formally defined in terms of a power series: 
00 
ýp E a', Cnn (3.2) 
n=O 
with aEC and let the largest eigenvalue of Cn be less in magnitude than the 
radius of convergence of the series. If Cn admits the similarity transformation 
, Cn = SBS-', where SE C"" is an invertible matrix and BE C71", then: 
V(, Cn) = SV(B)S-1. (3.3) 
The computation of the exponential of a matrix is a particular case of 
theorem 11, hence it can be performed as follows: 
e'-C" = Se 
tBS-1. (3.4) 
It should be noted that any square complex matrix P-n G Cnxn can be 
decomposed in the Jordan canonical form: 
, cn = pip-,, (3.5) 
where P is an invertible complex matrix and J is a Jordan matrix with k 
Jordan block, J= 41,111 6ý J, \2, n2 *** E) JN,, n,. Each Jordan block J, \,,, is a 
complex matrix composed of zeros everywhere except for the diagonal, which 
is filled with a fixed element AGC and the superdiagonal, filled with ones 
everywhere. 
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So, in principle, the similarity transformation Cn = SBS-1 is always 
possible. However, the difficulty lies in its computation in floating point 
arithmetic. Therefore the challenge for these methods is to find S such that 
S-1 can be reliably and accurately computed whilst at the same time B is 
such that e" is easy to compute. In practice this means that we look for S 
such that B is as close to a diagonal matrix as possible. 
3.2.1 Eigenvalue decomPosition 
If the Markov generator matrix Ln is diagonalisable, one can take S to be 
the matrix U whose columns axe the right eigenvectors. In this case, one 
adopts the eigenvalue decomposition: 
Ln = UAU-', (3.6) 
where A is the diagonal matrix having the eigenvalues Aj as elements and 
U-1, the inverse of U, has as rows the left eigenvectors. The exponential of 
Ln can therefore be trivially computed as: 
et'fl = Ue tAU-1 7 
(3.7) 
where: 
etAl 0 ... 00 
0 etA2 ... 00 
e 
tA 0000 (3.8) 
00... 0e 
tAn 
For the simplest case where the Maikov generator Cn is a symmetric 
matrix, the right and left eigenvectors are identical and the eigenvalues are 
real and non positive. In the general case, the right and left eigenvectors are 
different and the eigenvalues are not real. In this case, we are only guaranteed 
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that their real part is non-positive IZeA,, :50 and that complex eigenvalues 
occur in complex conjugate pairs, in the sense that if A,, is an eigenvalue then 
its conjugate )ý, is also an eigenvalue. 
The numerical implementation of the diagonalisation problem can be ef- 
ficiently carried out by means of routines such as geev in LAPACK, however 
care must be taken in analysing the stability and accuracy of the spectrum. 
Theoretically the method breaks down when Ln does not admit a complete 
set of linearly independent eigenvectors. However, numerically the method 
becomes unstable when the conditioning number cond(U) = IJUJI JIU-111 of 
the matrix of eigenvectors is large. This is because the error in computing 
e tA is multiplied by as much as cond(U). In practice, the method works well 
for symmetric matrices, as in this case the eigenvectors can be chosen to be 
orthogonal and cond(U) = 1. 
Finally it should be noted that, for the case of tridiagonal matrices, the 
eigenvalue decomposition method is not the most efficient of all. In partic- 
ular, in this case, it is possible to compute the exponential of a matrix by 
means of the method described by (Lu, 2003). This method, based on the 
calculation of the largest eigenvalue of the tridiagonal matrix and approxi- 
mations derived from the Chebyshev rational approximation, requires only 
O(n2) theoretical floating point operations, as opposed to O(n 3) required for 
the eigenvalue decomposition method. 
3.2.2 Block diagonalisation algorithms 
Very recent research has been looking at block diagonalisation algorithms, 
which make use of a series of numerically stable similarity transformations 
and function evaluations. A promising algorithm of this type is known as 
the Schur-Parlett method (see Davies and Higham, 2003). The main idea 
of this method is to perform a block matrix decomposition, such that Cach 
block is upper triangular with close but distinct eigenvalues. In this case, 
the evaluation of the matrix function can be reliably performed by means of 
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Parlett's recurrence relation. Algorithms of these types, if well implemented, 
may prove to be a stable and efficient alternative for the valuation of the 
matrix exponential and functions in general. It is therefore encouraging that 
they have been considered for the implementation of upcoming releases of 
the LAPACK and ScaLAPACK numerical libraries (Demmel et al., 2007). 
Until this is done, we take advantage of traditional decomposition meth- 
ods available in third parties numerical libraries and restrict their usage to 
symmetric matrices. In this case, the eigenvalue decomposition method ap- 
pears the most attractive, and it is the one we have adopted in our applica- 
tions. 
3.2.3 Error bounds 
If the Markov generator matrix is symmetric, decomposition methods are 
well conditioned. In this case, it has been shown that, if a perturbation 
matrix E is applied to the Markov generator Cn , the relative perturbation 
0 in the matrix exponential is as small as it can be expected (Nfoler and 
Van Loan, 2003). In particular: 
Ile t(, Cn+E) - et('CO) II IlEll 0= iiet(f-n)ll -< t 
IlEll et (3.9) 
3.3 Scaling and squaring 
Taylor or Pad6 series methods can be applied to approximate the matrix 
exponentiation problem. With a Taylor expansion to the k-th order, et'Cn is 
approximated as follows: 
e tCn 
k- tcn)j (3.10) 
j! 
j=o 
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whereas a (p, q) Pad6 approximation is obtained by: 
et'cn . 
Rpq(tf-fl) = [Dpq(tLn)]-'Npq(tf-n), (3.11) 
where: 
p (p +q- j)! P! Npq(tLQ) =E- (3.12) 
j=o 
(p + q)! j! (p - 
Y)-! 
q (p +q- j)! q! Dpq(tLn) = 1: (p + q)! j! (q _ jj! 
(-tLn)j* (3.13) 
j=o 
Unfortunately when tI1, Cn II>1 both methods suffer from roundoff errors, 
which make them unreliable. Cancellation errors may occur and the accurate 
computation of the matrices in the expansion may not be possible. Also, 
the computational cost increases with t IlLn1j. However these methods are 
generally effective when t 11, Crill -: 5 1. The scaling and squaring method, also 
known as fast exponentiation method, makes use of these series approximation 
in their stability region by taking advantage of the following fundamental 
property of the exponential function: 
t jt, cn rt et'cn = (e ). (3.14) 
The time step Jt >0 is chosen such that it is possible to correctly coin- 
pute the elementary propagator ust = ejtLn by means of a Taylor or Pad4 
approximation. One can then compute e'Ll, by evaluating in sequence: 
U26t : -": U& * UR) (3.15) 
U4R ýý U28t ' U2Sts 
U2nbt ý-- U2n-l&t * U2n-lbt. (3.17) 
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We find that a suitable choice of R is the largest positive time interval for 
which the following properties are both satisfied: 
min(l + Jtf-n (y, y)) ý! 1/2, (3.18) yEfl 
1092 tn 
bt (3.10) 
where equation (3.18) is equivalent to Jt JJCnJJ < 1/2, but it better lends to 
a probabilistic interpretation. In fact, it states that the optimal time step Jt 
is the largest possible time interval such that the first order approximation 
of the largest probability of jumping out of its current state is less than one 
half. Therefore the more the process is volatile the smaller the time step. 
Whilst in the implementation of our interest rate models we have used 
condition 3.18, it is worth pointing out that it has been shown that this is not 
the condition the minimise the computational complexity of the algorithm. 
In fact, when this research study was coming to its conclusion, we have 
become aware of the work by (Higham, 2005). The author takes a fresh 
look at the scaling and squaring method and provides sharper backward 
error bounds for the Pad6 approximation algorithm than the ones reported 
in (Moler and Van Loan, 2003). This allows one to make use of the Pad6 
rational approximation also for cases when t JJLnJJ is larger than one. Let E 
a perturbation matrix such that: 
(Rqq(Jt, Cn)) Nt (tf-n+E) ' =e 1 (3.20) 
then the author finds a backward error bound: 
IIEJI 




where 0= JjRCnjj and f (0) has been evaluated numerically by the author. 
Equation (3.21) establishes a link between the relative error in the original 
matrix tCn and the elementary matrix JtCn. Also, the author provides a 
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Tab. 3.1: Optimal Pad6 orders q and corresponding values 0. = JjJt. Cnjj for the 








table detailing the maximum value 0, = 118tCnll associated with the required 
Pade order q, such that the backward error bound (3.21) is less than u= 2-53 1 
the unit roundoff in IEEE double precision arithmetic. 
For a given q the number of repeated squaring n can be obtained as 
follows: 
.t iir_nii I F1092 -0 (3.22) 
q 
if IltCnll > Oq, or n=0 otherwise. Two conflicting components contribute 
to the computational complexity of the algorithm: the larger the Pad6 order 
q used for the computation of the elementary propagator, the smaller the 
number of required repeated squaring n. Therefore a large q implies a high 
computational cost in the computation of the elementary propagator but a 
low cost in the computation of the repeated squaring algorithm. An analysis 
of the total computation cost of the algorithm leads the author to conclude 
that q= 13 is the best choice. 
3.3.1 Error bounds 
As discussed in the previous section, (Higham, 2005) shows that the scaling 
and squaring method can be used to compute the exponential of a matrix 
such that the backward error bound (3-21) is within inachine precision, in 
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exact arithmetic. The author shows that q= 13 is the Pad6 order that 
minimise the computational cost of the algorithm, when the back-ward error 
bound is constrained to be less than machine precision. 
Error bounds for the scaling and squaring algorithm were also provided 
by (Moler and Van Loan, 2003). In their work, the authors determine the 
required scaling and squaring parameter and Pad6 or Taylor expansion order, 
for a given error tolerance. The authors consider the case where t jj'Cnjj < 




lltCnll 2q ( (q! )2 
(3.23) 
litlcnll -[ 2n 
I 
(2q)! (lq + T)-! 
where the norm 11 - 11 is understood to be the 2-norm (see Appendix A of (NIoler 
and Van Loan, 2003)). The authors also perform an inverse error analysis 
and they report the optimum pairs (n, q) and (n, k), where n is the scaling 
and squaring parameter, q is the Pad6 approximation order and k the Taylor 
expansion order, for various error tolerance values c and Markov generator 
matrix norm t 11, C011 (see table 3.3-1). 
For applications to interest rate modelling, the elements of the Markov 
generator matrix represent the transition probability intensities of the under- 
lying modelling primitive, which is either a forward rate or a short term rate. 
In our calibrated sets, reported in chapters (6) and (7), the process for the 
underlying primitive does not change state more frequently than once a day, 
hence the infinite norm of the Markov generator is always less than 365. Also, 
contract maturities never exceed 50 years. Therefore the last and last-but- 
one rows in table (3.3.1) represents our area of interest, from which we find 
that in order to accurately compute the exponential of the Markov generator 
matrix it is sufficient to use between 8 and 11 matrix-matrix multiplications. 
The relative error in the 2-norm of the exponential of the Nfarkov gener- 
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Tab. 3.2: Each row reports the optimum pairs of Pad6 order and scaling and squar. 
ing parameter (top) and Taylor order and scaling and squaring parameter 
(bottom) for various relative error tolerance c and a given norm t 11CnIj. 
10-3 10-6 10-9 10- 12 10- 15 
10-2 (1,0) (1,0) (2,0) (3,0) (3,0) 
(1,0) (2,1) (3,1) (4,0) (5,0) 
10-1 
(1,0) (2,0) (3,0) (4,0) (4,0) 
(3,0) (4,0) (4,2) (4,4) (5,4) 
100 
(2,1) (3,1) (4,1) (5,1) (6,1) 
(5,1) (7,1) (6,3) (8,3) (7,5) 
10, 
(2,5) (3,5) (4,5) (5,5) (6,5) 
(4,5) (6,5) (8,5) (7,7) (9,7) 
102 (2,8) (3,8) (4,8) (5,8) (6,8) 
(4,8) (5,9) (7,9) (9,9) (10,10) 
103 (2,11) (3,11) (4,11) (5,11) (6,11) 
(5,11) (7,11) (6,13) (8,13) (8,14) 
ator, can finally be quantified as follows: 
[R,, (JtC,, )] I-t - et'cn 
11 
< et 11, Cnll e'tll'cnll. (3.24) Ilet, cn 11 
Finally, it should be noted that this analysis does not take into account 
round-off errors. Cancellation errors, which are small compared to 11, Cn 112 
but not necessarily 11, C2 11, may affect the accuracy of the computation of a 
f -IL2 = Ln' these matrix-matrix multiplication. However, since .n errors can 
only happen if the conditioning number of the Markov generator matrix is 
large, as: 
cond(, Cn) = 11411 11, C-111 ý: 
11, Cnill (3.25) f) Ilf 2 11 
11 
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3.4 Krylov subspace approximations 
A few other numerical methods have been proposed in the traditional liter- 
ature for the solution of the matrix exponentiation problem or, equivalently, 
the exponential integrator scheme. Many of these methods can be reliably 
used only in special cases. In particular, most methods break down for non 
normal matrices 2, or alternatively they require the estimation of the spec- 
trum of the matrix, which is a slow and hard problem to solve. For the appli- 
cations we consider, we deal with asymmetric matrices and require numerical 
stability for a wide range of cases. Hence, the scaling and squaring method 
appears the most suitable and it is therefore our recommended choice. How- 
ever, although we have not experimented with it, we here review the Krylov 
subspace approximation method as this may be a promising way for scaling 
the algorithm to problems with sparse matrices of higher dimensions. 
For a more extensive review of numerical methods for the computation of 
the matrix exponential we refer the reader to (Moler and Van Loan, 2003). 
Also, a review of exponential integrator schemes for non linear problems is 
discussed in (Minchev and Wright, 2005). 
Krylov subspace approximations have been recently discussed, amongst 
others, in (Saad, 1981; Gallopoulos and Saad, 1992; Moret and Omari, 1992) 
and (Hochbruck and Lubich, 1997; Ipsen and Meyer, 1998). We empliasise 
that these methods solve the problem of evaluating e4nv, rather than e'Cn, 
so they are less general than the scaling and squaring method. However, in 
financial applications it is typically only necessary to evaluate the product 
of the transition probability matrix by a payoff function, without computing 
the pricing kernel explicitly. Hence, Krylov methods are relevant for appli- 
cations in finance. In fact, these methods are particularly effective if Cn is 
a large sparse matrix, as in this case they avoids the computation of C'Cn I 
which is dense, and make use of iterative algorithms which require matrix- 
2A matrix AE Cnxn is said to be normal if AA* = A*A, where A* is the conjugate 
transpose of A. 
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vector multiplications only. The key idea is to approximate the action of 
the matrix exponential operator to a vector by means of a projection onto 
a Krylov subspace, defined by K.. = span f v,, Cnv, for some m 
which is typically much smaller than the dimension of the original matrix. 
The Lanczos or Arnoldi iterative methods, for symmetric and non-symmetric 
matrices respectively, are used to find approximations to the solution in the 
Krylov subspace. The latter finds an orthonormal basis Vn = JV1v V2t ... I VM) 
and achieves a reduction of the form: 
, CnV,,, = V,, H,, + (3.26) 
where H,,, is an m-by-m upper Hessenberg matrix, hij are the Arnoldi coef- 
ficients computed from H,,,, e,, is the last column of I,,,, and v,,, +, is a unit 
vector that satisfies V,, Tv, +, = 0. Hence H.. represents the projection of the 
linear transformation of Ln to the subspace K;,, with respect to the base V,,,. 
Returning to the problem of matrix exponentiation, it turns out that 
e. cov = V,, eHmel. (3.27) 
The original problem is therefore reduced to the calculation of elf- for a 
matrix of much smaller dimension, which can be performed with the scaling 
and squaring method. Besides its efficiency, one other advantage of the 
Krylov subspace method is that it does not require the estimation of the 
spectrum of the original matrix Lo. 
3.5 Implementation issues 
For practical applications, exponential integrators must be implemented with 
acceptable performance levels. Of course, other things being equal, the faster 
the algorithm execution the better. Once a given algorithm has been selected, 
further performance improvement may be achieved by code execution opti- 
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misation, scalability and parallelisation. 
Although in this work we focus mainly on the mathematical and mod- 
elling framework, in this section we briefly discuss general implementation 
guidelines, software optimisation issues and future trends. 
3.5.1 The Pareto principle 
The Pareto principle was introduced in economics and states that 80% of 
the resources are used by only 20% of the operations. This principle also 
finds pratical. application in compute science and for a computer program it 
is often formulated as a 90/10 law instead: 10% of the code uses 90% of the 
computing resources. In practise this means that it is useful to well identify 
where the performance bottlenecks of a computer program are. 
For the case of Markov chains models solved with exponential integra- 
tors, the performance bottleneck is encapsulated in the computation of the 
matrix exponential. The overall execution speed can therefore be improved 
by optimising the low level numerical linear algebra routines required for the 
computation of the matrix exponential. This is not an easy task and, for 
this reason, it is better to make use of well known and efficient third party 
numerical linear algebra libraries, discussed in the next section. 
3.5.2 Numerical libraries 
BLAS and LAPACK 
We have used third party BLAS and LAPACK numerical linear algebra li- 
braries, which support most commonly known algorithms for the solution of 
the matrix exponential problem as well as linear algebra routines (Deminel, 
1991). In particular, we have used the general purpose matrix-matrix mul- 
tiplication routine dge= for the scaling and squaring method and geev for 
eigenvalue decomposition. 
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The description for BLASI and LAPACK 4 reads: 
Definition 12: The BLAS (Basic Linear Algebra Subprograms) are routines 
that provide standard building blocks for performing basic vector and matrix 
operations. The Level 1 BLAS perform scalar, vector and vector-vector op- 
erations, the Level 2 BLAS perform matrix-vector operations, and the Level 
3 BLAS perform matrix-matrix operations. 
Definition 13: LAPACK (Linear Algebra PACKage) is written in Fortran77 
and provides routines for solving systems of simultaneous linear equations, 
least-squares solutions of linear systems of equations, eigenvalue problems, 
and singular value problems. The associated matrix factorizations (LU, 
Cholesky, QR, SVD, Schur, generalized Schur) are also provided, as are re- 
lated computations such as reordering of the Schur factorizations and esti- 
mating condition numbers. Dense and banded matrices are handled, but not 
general sparse matrices. In all areas, similar functionality is provided for real 
and complex matrices, in both single and double precision. 
These libraries must be custom built on each hardware architecture in 
order to take full advantage of processor specific optimizations. This can be 
achieved by means of freely available software pack-ages, like ATLAS (Auto- 
matically Tuned Linear Algebra Software) (Whaley and Petitet, 2005), or by 
purchasing pre-built optimized libraries supported by a selection of vendors . 
In addition to clever cache management, compiler and processor specific 
optimizations, the major methodology for making the algorithms run faster is 
to restructure them to perform block matrix operations (e. g. niatrix-Inatrix 
multiplication) in their inner loops. These block- operations may be optimized 
to exploit the memory hierarchy of a specific architecture. Also, the libraries 
3 More information Is available at littp: //www. netlib. org/bliis/in(lex. litiTil 
4 More information is available at littp: //www. netlib. org/Iiipiick/iii(lex. litinl 
5A list of vendors for pre-built optlinizetl libraries Is available from 
littp: //www. netlib. org/blas/faq. litml#8 
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are multithreaded and can therefore take advantage of the emerging multi- 
core hardware architecture. Finally, they are extensively used by a large user 
base, hence they are well tested. 
ScaLAPACK 
In order to obtain effective scalability, one must make use of special pur- 
pose computer programs, written in order to take advantage of distributed 
memory parallel computers. This is the aim of the ScaLAPACK (Scalable 
LAPACK) project. The ScaLAPACK library contains dense and bank ma- 
trix software, large sparse eigenvalue software, sparse direct system software 
and preconditioners for large sparse iterative solvers. 
Fbture trends 
The main upcoming challenge for numerical linear algebra libraries will be 
the support of heterogeneous hardware architecture. Clusters will likely be 
formed by farms of computers of different specification, some with high perfo- 
mant multi-core processors, some with special purpose processors like GPUs 
(Graphical Processing Unit), possibly with different floating point semantics. 
Also, we expect that the domain of application of Nfarkov chain lattices, 
and exponential integrators in general, may be extended to higher dimensions 
with the widespread of multi-core hardware technology. 
3.5.3 Implementation of interest rate models 
The interest rate models discussed in this thesis have been implemented by 
means of bespoke code, developed on purpose for the solution of both the 
european option problem and the stochastic monetary policy model. How- 
ever, we have made use of the BLAS and LAPACK numerical libraries for 
the solution of numerical linear algebra problems, and in particular the gccv 
routine, for the computation of the eigenvalues and left and right eigenve. c- 
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tors of a general matrix, and the gemm routine, for the computation of the 
matrix-matrix multiplication. 
4. THE MARKOV CHAIN LXFTICE 
The construction of the Markov chain lattice boils down to the definition of 
the state space and the specification of the Markov generator matrix. Once 
this is known, the transition probability matrix can be computed between 
any two points in time on the lattice by means of the exponential integration 
scheme. 
In our modelling applications, the process for the modelling primitive is 
chosen to be a forward rate, for the case of the European option problem, or 
the 3-month spot LIBOR rate, for the stochastic monetary policy model dis- 
cussed in chapter 7. The conditional process for these modelling primitives 
is defined on an approximating Markov chain which converges to the contin- 
uum limit, for the lattice discretisation step h -+ 0. We choose to construct 
these processes in the spatial domain by means of an irregular grid and the 
well known finite difference discretisation scheme. 
Additional auxiliary processes are also used in the specification of the 
models we consider. In particular, we use stochastic volatility regimes and 
introduce stochastic drift regimes. The lattice grid of these processes is con- 
structed in order to reflect their financial interpretation and their Nlarkov 
generator elements are determined by means of a calibration algorithm. 
4.1 Approximating Alark-ov chains 
We consider a stochastic real-valued process Ft defined in the continuum 
limit. We assume that Ft is a time-homogeneous Markov chain, so that the 
Kolmogorov equations hold. In this section Nve describe the mathematical 
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framework for the construction of an approximating Markov chain lattice for 
Ft. Example of these lattices, and their applications to financial models, are 
then discussed in the next chapters. 
4.1.1 Grid specification 
In the exponential integrator class we use, time and space integration are 
conceptually decoupled. These discretisation schemes rely on numerical al- 
gorithms which allow to calculate the exponential of the discretised Markov 
generator matrix, and therefore the time evolution of the partial differen- 
tial equation, with extreme accuracy. Therefore the definition of the state 
space is not constrained by the convergence properties of the time integration 
scheme. NVe exploit this flexibility and construct an irregular grid in order 
to better resolve the probability density function of the process considered. 
Let Fnt be the process that discretises Fg and Q= {0, N} the set 
of coordinate values for Fnt. The state space of Fnj, or the lattice grid, is 
constructed by means of an increasing positive function F: Q -+ R+ such 
that F(O) =F.. i,,, where F,,, i,, is the low boundary of the process which 
is typically set to F,,, i,, = 0. As the state space of Fnt can be unambigu- 
ously recovered from fl and the mapping function F, for easy of notation we 
sometimes refer to Q as the lattice space, or simply the lattice. This should 
be understood as the coordinate values of the state space of the discretised 
process Fnt. 
With a finite difference discretisation scheme, the solution is npproxi- 
mated with a series of overlapping polynomials. A grid with a high concen- 
tration of points in the regions where the solution has the sharpest changes 
help resolve correctly the solution on the finite system. Obviously, the exact 
location where this happens is unknown, however in the applications we con- 
sider, the probability density function typically has the sharpest variations 
either near zero or close to the spot value. Hence, we use a simple mapping 
function that generates a fine grid from F(O) to spot and placei progressively 
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sparser points from spot to the upper boundary. In particular, we use a linear 
function between F(O) and F (N+) and a parabola between F (N+I) and 22 
F(N), with the condition that the mid-point F (141) is set to be equal to 2 
the spot value of Ft and that the first derivative is continuous at F 
4.1.2 Alark-ov generator construction 
The Markov generator is constructed by means of moment matching ap- 
proach or a finite difference scheme with n+1 << N stencilsI. We' assume 
that we are given the first n+1 instantaneous moments of the increments 
of Ft: mo, mj,..., mn and that these are finite, where with instantaneous 
moments we mean the moments of the increments for an infinitesimal time 
step. We use the notation mi (Ft, dt) to indicate that the moments may be a 
function of Ft, that they are defined for a small time increment dt and that, 
for dt --+ 0, they converge to the instantaneous moments mi(Ft). These in- 
stantaneous moments are identified in this notation by dropping the dt term. 
At this stage we make no further assumption on the nature of the process 
Ft, but we note that particular applications to jump diffusion processes are 
reported in chapter 5. 
From the definition of mi, the following equations hold: 
Et [(Ft+dt - Ft)i] = mi (Fi, dt), i=0,..., lt. 
We note that, as we deal with probability measures, we must have 7no 
This condition is referred to as the probability conservation condition. 
We describe two approaches that can be adopted for the specification of 
the Nf arkov generator matrix such that the first n+1 instantaneous moments 
of the approximating Markov chain recover those of the original process. 
I an n+ 1-point stencil of a point In the grid Is made up of the point Itself together with 
its n neighbours 
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Differentiation matrix approach 
This approach is applicable in case Ft is a diffusion process. In this case, its 
Markov generator is a linear combination of differential operators and one can 
take advantage of the differentiation matrix formalism for the construction 
of the discretised Markov generator matrix. 
A convenient way to describe finite difference schemes is to view the spa- 
tial differential operator as an exact operator applied to an approximating 
interpolant. This allows one to easily generalise the scheme to arbitrary 
spaced grids and to represent the spatial discretisation of the Markov gener- 
ator as a linear combination of differentiation matrices. In this section, we 
review the main concepts of differentiation matrices and show their appli- 
cation to the discretisation of the Markov generator. For a more detailed 
discussion on differentiation matrices, and collocation methods in general, 
we refer the reader to (Trefethen, 2000; Canuto et al., 2006b; Weideman and 
Reddy, 2000; Fornberg, 1988; Lakin, 1986). 
Interpreted in this way, finite difference schemes approximate the solution 
with a series of low-order overlapping interpolating polynomials and then 
interpret their exact derivatives as the approximation of the derivatives of 
the solution at the lattice points. More formally, assume the values g(xj) of 
a function g are known at the lattice points Q= jXOsX1w ... s XN}- In order 
to approximate the derivatives of g at a point xj, located in the interior 
of the lattice, with an n-th order finite difference scheme one can first find 
the unique polynomial interpolant pi of order n centered on xi given by the 
Lagrange interpolation formula: 
k 







Xi - XJ+i 
joi 
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where k=2, then approximate the derivatives of g at xj with those of the 2 
interpolant pi: 
dl gk d' 
dxl 
1: 
-jx-, [wi(x)].,..,, 9(xi+i). (4.4) 
X=Xj j=-k 
As an example, consider the second order and fourth order finite difrerence 
schemes in one dimension with 3 and 5 point stencils respectively. Although 
the above representation can be applied to an arbitrarily spaced grid, for the 
purpose of this example we assume a regular grid with spatial discretisation 
step h. 
The approximating interpolants for the second and fourth order finite 
difference schemes, expressed with the Lagrange interpolation formula, are 
respectively given by: 
Pý2) (X) = 
(X - Xi) 
(X 
- Xi+1) 
1 2h2 q(xi-i) 
(X - xi-i)(x - xi+i) 9(xi) h2 
+ 
(X xi-, ) (X xi) Xxi+I), (4.5) 
21L2 
plý1) (X) = 
(X Xi-1)(X Xi)(X Xi+I)(-T -Ti+2) 9(Xi-2) 
2410 
(X 




- Xi-2)(X - Xi-1)(X - Xi+I)(X - Xi+2) 
9(xi) 
410 
(X - Xi-2) 




- Xi-2)(X - Xi-I)(X - XJ(X - Xi+1) 
9(Xi+2)- (4.6) 
2410 
One can then verify that the well known second order finite difference 
approximation, expressed with the Newton's interpolation formula, can then 
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be obtained by differentiating the interpolant and evaluating at xi: 
dg g(xi+i) - g(xi-i) (4.7) 
dx 2h 
d'g g(xi+l) - 2g(xi) + g(xi-1) 
dX2 112 
(4.8) 
Similarly, for a fourth order scheme we have: 
dg 
Ixi -9(Xi+2) + 
8g(xi+l) - 89(Xi-1) + 9(Xi-2) 
TX 12h 1 
(4.9) 
d2 9 -9(Xi+2) + 16g(xi+, ) - 30g(xi) + 
169(Xi-1) - 9(Xi-2) 
Txi 1xi 12112 -. (4.10) 
In practice a general formula, which is also efficient and numerically sta- 
ble, can be implemented by means of the barycentric interpolation algorithm, 
described in (Berrut and aefethen, 2004). In this case, the interpolating 




(xi - xi+i) 
J=-k 
joi 
From eq. (4.5) and (4.6), it is clear that the finite difference approxi- 
mation at the middle point for a second and fourth order finite difference 
scheme is at least 0(h2) and 0(10), respectively. More generally, for all n-th 
order scheme the truncation error oil the approximation of the derivative is 
of order 0(h'+'). 
Besides the fact that it extends to non uniform grid, ail a(Mintage of 
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this formalism is that, for a given discretisation scheme and regardless of 






such that the numerical differentiation process can be written as the solution 
of the linear algebra problem: 
D(l)gl (4.14) 
where g(') and g are the vectors of the finite difference and function values, 
respectively, evaluated on the lattice Q. Ifigh order derivatives can be eval- 
uated either by means of iterative formulas (see Welfert, 1997) or, for the 
polynomial approximation scheme described above, simply by matrix-matrix 
multiplication. In fact, in this case, the 1-th order differentiation matrix is 
given by: 
(4.15) 
Having chosen a low-order finite difference scheme, the Markov generator 
matrix is constructed as a linear combination of differentiation matrices, each 
matrix being multiplied by the appropriate coefficient given by the backward 
or forward Kolmogorov equation. For example, for the case of a one di- 
mensional diffusion processes with scalar first and second moments mi and 
M2 respectively, the Markov generator matrix of the backward Kolniogorov 
equation is given by: 
, Cn = mID +1 m2D 
2 
2 
It should be noted that the zero-th moment mo =1 is recovered by con- 
struction. This follows from the fact that the coefficients of the differentiation 
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matrices do not depend on the column coordinate value and that for any I-th 
order differentiation matrix we have that: 
Dilj = 0, (4.17) 
for i=0, N. This follows directly from definition of the interpolation 
weights. Furthermore, we note that, for the case of a finite difference scheme 
with 3 points stencils, the Markov generator of a diffusion process is a tridi- 
agonal matrix. However, for higher order schemes Cn becomes denser and 
denser. This is equivalent to saying that, within a second order finite differ- 
ence scheme it is only possible to match the first and second moment of the 
diffusion process, whereas higher order schemes also allow to recover higher 
moments. 
We note that the differentiation matrix formalism is the base for colloca- 
tion pseudo-spectral methods, which have become popular since the 1980's 
in fields of fluid-dynamics, meteorology and quantum physics. The key idea 
of these methods is to use a single global interpolant, rather than a series 
of overlapping polynomials. It can be shown that, for smooth initial data, 
this leads to superior convergence properties. However, as these methods 
deal with high order polynomial, excessive oscillations may be introduced, 
particularly at the domain boundaries, a phenomenon known as the Runge 
phenomenon. Therefore the correct strategy is to choose an appropriate node 
placing scheme, depending on the cardinal functions used for the definition 
of the interpolant. As a result, the grid geometry in pseudo-spectral inethods 
cannot be chosen arbitrarily, as discussed in (Trovato and White, 2007). We 
do not engage in this discussion any further and refer the interested reader 
to the excellent text books of (Canuto et al., 2006b, a; Boyd, 2001; Trefethen, 
2000). 
um 
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Moment matching approach 
Given a lattice 0, an approximating Markov chain to Ft may be constructed 
through an appropriate specification of the Markov generator matrixcn. The 
following theorem provides an algorithm that allows to find Cn by solving a 
system of linear equations. 
Theorem 14: Let Ft a standard time-homogencous real valued Markov chain 
and let mi, i= 10,..., n- 1} its first n instantaneous moments. The moments 
mi may be a function of Ft, are assumed to be known and finite. Also assume 
that the moments mi(Ft, dt), defined for a small time increment dt, converge 
to the instantaneous moments mi(Ft) for dt --* 0. Let fl a lattice for Ft. 
Then an approximating Mark-ov chain that recovers these moments on the 
lattice 0 may be constructed by means of a Markov generator matrix which 
satisfies the following system of linear equations: 
Z £R(X, y) = 
vdEn 
O\ 
j", Cn(x, y)(F(y) - F(x))'= mi(F(x)), (4.19) 
VEn 
Proof. Let un be the transition probability matrix of the approximating 
Markov chain defined on the lattice fl. We look for un such that the first 
n instantaneous moments on the discretized system of the Nlarkov chain are 
the same as the original process Ft. In particular, un must be such that eq. 
(4.1) on the discretised system are satisfied. Solving eq. (4.1) on Q we get: 
Eun (x, t; y, t+dt)(F(y) - F(x»' = mi(F(x), dt), i=0,..., n. (4.20) 
yEf2 
From the definition (2.8) of the Markov generator operator and the proba- 
bility conservation condition (2.6) it follows that, for a small time increment 
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dt: 
Ln (x, y) dt + o(dt) = un (x, t; y, t+ dt) jx 94 Y, (4.21) 
(1 + Ln (x, x) dt) +o (dt) = un (x, t; x, t+ dt), (4.22) 
The first equation tells us that, if the chain is in state x at time t, then the 
chain jumps to a state y 54 x at time t+dt with probability Cn (x, y)dt+o(dt); 
whereas the second equation states that the chain remains in the same state 
x with probability (1 +, Cn (x, x) dt) + o(dt). Substituting (4.2 1) and (4.22) in 
(4.20) we have: 
1: £gl (x, y)dt+o(dt) + (1 +£n (x, x)dt) +o(dt) = 1, (4.23) 
YE: n-{-l 
Z (£n (x, y)dt + o(dt» (F(y) - F(x»' = nii (F(x), dt), 
VEn 
(4.24) 
for i=n-1, where in the first equation we have used the fact that 
mo = 1. Rearranging (4.23) and taking the limit for dt -. * 0, we arrivc at 
(4.18) and (4.19). m 
4.1.3 Consistency conditions 
A finite difference discretisation scheme aims to find an approximate solution 
to a partial differential equation. For the case of the Kolniogorov equation, 
we propose to construct a lattice which is used to find an approximation 
of the Markov chain process defined in the continuum state space. As an 
additional constraints, one may want to ensure that this approximation is 
itself a Markov chain on the discretised system. For this to hold, not only 
Ln has to be a correct discretisation of the differential operators, but it must 
also be a valid Markov generator. 
Rom section (2.2) we recall that, if the matrix Ln is a Markov generator, 
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then the following two conditions must hold: 
Ln (x, y) 0, if x 34 Y, (4.25) 
Lgl (X, x) -Z Ln (x, y). (4.26) 
7/Efl-{xl 
For a finite difference discretisation of the Markov generator, the second 
condition is always satisfied by construction. This can be easily verified 
by inspecting any p-th order differentiation matrix for an n-th order finite 
difference scheme. However, the first condition is not generally true. A 
second order finite difference discretisation of a diffusion process has been 
considered by (Kushner and Dupuis, 2001; Albanese and Mijatovic, 2006). 
In this case, it has been shown that the above consistency conditions are 
satisfied so long as: 




where m, and M2 are the first and second instantaneous moments of the 
process. For a given discretisation step h, this condition imposes a limit on 
the maximum absolute drift attainable on the lattice, as a function of the 
volatility of the process. In particular, in order to support a highly drifting 
process with low volatility one must adopt a fine spatial discretisation. 
For the case of diffusion processes, we note that higher order differenti- 
ation schemes will not yield a valid Markov generator matrix, in the sense 
that the consistency conditions (4.25) and (4.26) are not satisfied. For ex- 
ample, the fourth order approximation of the laplacian differential operator, 
obtained by means of central differences in equation (4.10), has negative en- 
tries off the main diagonal and therefore does not satisfy equation (4.25). 
Hence, the discretisation of diffusion processes are limited to second order 
finite difference scheme, if one requires that the discretised system is itself 
a Markov chain. This should be regarded as a limitation of the exponential 
integrator scheme, when applied to diffusion processes. 
This limitation stems from the fact that, in exponential integrators, the 
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time marching scheme is completely decoupled from the space discretisation. 
In fact, some traditional finite difference discretisations, as for example tri- 
nomial trees, take advantage of a clever selection of the relative space and 
time discretisation step in such a way to cancel fourth order errors even with 
a 3-point stencil scheme. 
For the case of jump diffusion processes, finite difference schemes with 
order higher than two may be used to construct a valid Markov generator 
only be if there is a compensating jump component such that it offsets the 
negative entries in the Markov generator. 
In general, for a given stochastic process and a chosen finite difference 
scheme, the above consistency conditions must be verified. Rom a numerical 
perspective, this can be done by imposing a check that each element in the 
Markov generator is non negative. On failure of this check and for the case 
of a second order finite difference scheme, the consistency condition may be 
satisfied by appropriately adjusting the lattice spacing. 
4.1.4 Boundary conditions 
The discrete nature of the state space is a natural framework for financial 
applications. In finance we deal with asset price processes, which in the real 
market are constrained to take a countable set of states. For example, a 
stock price or a LIBOR rate can only move by a discrete amount, the tick 
size. 
The finite nature of the state space is, instead, an artificial constraint. In 
fact, there is no theoretical upper boundary for typical financial processes, 
although in most cases one must impose a lower boundary at zero. However, 
a Markov chain lattice has finite lower and upper bounds. For a correct ap- 
proximation of the process on the discretised system, one could ensure that 
the lattice contains all regions which the process may visit with non negligi- 
ble probability. This would ensure that the tail behaviour is appropriately 
captured. In this case, boundary conditions do not have a significant impact. 
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However, whilst this is a viable choice for the upper boundary condition, this 
may not be always possible at the lower boundary. Depending on the mod- 
elling choice, the process may reach zero with finite probability. In this case, 
one has the option to either reflect the process back into the domain or ab- 
sorb it at the boundary itself. The different tail behaviour at zero may have 
a non negligible impact for low strike options and therefore must be chosen 
with care. 
Absorbing boundary 
Absorbing boundaries are related to the Dirichlet boundary condition im- 
posed for partial differential equations. In order to generate a Markov chain 
with absorbing states at the boundaries, the first and last row of the Markov 
generator must be set equal to zero: 
0 0 0 0 o 








In-l, l In-1,2 In-1,3 ln-l, n-I 
ln-l, 
n 
0 0 0 0 0 
(4.28) 
It should be noted that, in order to impose absorbing boundary conditions 
only at the lower (upper) boundary, then only the first (last) row should be 
set to zero. 
If the tail behaviour does not significantly change the nature of the pro- 
cess, imposing absorbing boundary conditions is an effective way of ensuring 
that there is no leakage of probability on the lattice. In order to assess 
the potential impact of absorbing boundary conditions on the nature of the 
process, it is possible to estimate the mean time spent in the states where 
absorption occurs, conditional on the process taking value F(x) at the initial 
0 0 0 0 0 








In-l, l In-1,2 In-1,3 ln-l, n-I 
ln-l, 
n 
0 0 0 0 0 
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time to. If this is of time scales much shorter than the maturity of the con- 
tracts considered in our modelling, then the absorbing boundary conditions 
axe not expected to significantly affect their valuation. In particular, let T 
be the contract maturity and A the set of transient states, the mean time 
spent in the states where absorption occurs can be computed as follows: 
T=T-ZE 
[10 T U{F. 









T- un (x, to; y, nAT) AT (4.31) 
YEA n=l 
N 
=T-y: E un (x, to; y, AT)'AT, (4.32) 
YEA n=l 
where NAT = T. 
Reflecting boundary 
Reflecting boundaries are related to the Neumann boundary condition im- 
posed for partial differential equations. If the process reaches the boundary, 
it is reflected back into the domain. A strictly positive value in the ma- 
trix elements off the main diagonal of the Markov generator in the first and 
last row generates a Markov chain with reflecting boundary conditions. The 
value of the matrix element on the main diagonal is computed by imposing 
the probability conservation condition, which ensures no probability leakage. 
Assessing the impact of reflecting boundary conditions is less obvious 
than in the case of absorbing conditions. In fact, whilst in absorbing case 
the probability of reaching the boundary accumulates at the boundary, and 
can therefore be inspected, in the reflecting case this probability is spread in a 
4. The Alarkov chain lattice 56 
neighbourhood region of the boundary itself. However, in some cases reflect- 
ing boundary conditions represent a more natural behaviour for the process 
near the boundary and it is therefore often used in financial applications. 
4.2 Stability, truncation error and convergence properties 
In this section we summarise, to the best of our knowledge, the stability, con- 
sistency and convergence properties of the exponential integrator numerical 
scheme when this is applied to the construction of approximating Markov 
chains for local volatility models and particularly for the Black's model as 
described in section 6.2.2. 
4.2.1 7hncation error 
We define the truncation error of a difference scheme as the difference between 
the exact solution evaluated at a given grid point (x, y) and the solution of 
the finite difference equation evaluated at the same point. For the case of 
the Markov chain lattice, the solution is the probability density function and 
the truncation error is defined to be: 
c(x, t; y, T) =e (T-t), C(X, y) -e 
(T-t), Cn (X, Y). (4.33) 
A Taylor expansion of the exact solution around the final point y at time 
T in both the time and space dimensions, conditional on the initial point 
x and initial time t, allows one to calculate the truncation error of a finite 
difference scheme. The truncation error properties of exponential integrators 
in the time dimension vary depending on the particular algorithm chosen for 
the calculation of the Markov generator matrix exponential. In this analysis 
we assume that the matrix exponential can be computed exactly, or to within 
machine precision. Although this assumption finds some justification in the 
exponential integrator approach, which relies on known numerical methods 
that are able to compute the matrix exponential function to within machine 
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precision accuracy, we note that this is a simplistic assumption. In fact, 
in reality any numerical algorithm chosen for the calculation of the Markov 
generator exponential may be affected by approximation or roundoff errors. 
However, the following analysis is useful in understanding the impact of the 
order of the finite difference scheme to the convergence properties of the 
Markov chain lattice. 
Let L the Markov generator of a time-homogeneous real valued stochastic 
diffusion process Ft. Also, let u (x, t; y, T) denote the coordinate expression 
for the probability density function, as a function of y, for a given x and 
(t, T): 
u (x, t; y, T) = IP (5 (FT - F(y» 1 Ft = F(x» =e 
f-(T-t) (X, y). (4.34) 
Theorem 15: Let Cn the m-th order finite difference discretisation of C ob- 
tained as described in section (4.1.2), on a regular grid with space discretisa- 
tion step h, with m << N and N the number of points in the grid. Assume 
that Ln satisfies the consistency conditions (2.9) and (2.10). Let 
un (X, t; Y, T) = JO (T-t) (X, Y) (4.35) 
the solution of the finite difference equation on the grid point y, for a given x 
and (t, T). Assuming that the matrix exponential can be computed exactly, 
the truncation error e(y) = u(x, t; y) T) - ujj(x, t; y, T) is of o(h-). 
Proof. The m-th order finite difference discretisation Ln of the operator C 
is such that: 
y) (4.36) 
for a given x and every yE0. This follows from the definition of finite 
difference and the Taylor series expansion of the operator L. 
Substituting (4.36) in (4.34) and assuming the Taylor expansion property 
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holds, we have that: 
u(x, t; y, T) = (e£(T-1» (X, y) (4.37) 
= 
(e('c"+o(h'»(T-t) ) (X, y) (4.38) 
w (T - t)i (£n + o(hm»j = i: j! 
(X, Y) (4.39) 
(j=o 
00 «T t)£2)j =Z it (x, y) + o(h') (4.40) 
= un(i, t; yj T) + o(hm), (4.41) 
where we have substituted (4.35) in (4.38). Also (4.40) follows from the 
matrix multiplication associative property and the fact that the sum of all 
cross products with terms of integer powers of o(h-) is equal to o(h'). Hence, 
we have that: 
u (x, t; y, T) ý-- un (x, t; y, T) +o (h'). (4.42) 
M 
We note that the discretised transition probability matrix un (x, t; y, T) 
should be interpreted as the average probability of the process attaining 
values F(y - A) < FT < F(y + A), or more formally: 22 
uf2 (x, t; Y, T) =p 
(F (y_ h) (y+ h)I 
F < FT< Ft= F(x». (4.43) 
The above theorem shows that the truncation error in the space coordinate 
of the transition probability matrix may be reduced by adopting a high or- 
der finite difference scheme for the construction of the Markov generator. 
However it should be noted that the solution un of the difference equation 
is a transition probability matrix of a Nlaxkov chain only if the discretised 
Markov generator satisfy the consistency conditions (2.9) and (2.10). For 
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diffusion processes this is not the case if the Nlaxkov generator is discretised 
with finite difference schemes of order higher than two. 
In other words, if one wants to ensure that the discretised system for 
diffusion processes is itself a Markov chain, o(h') is the highest truncation 
error one may achieve within our Markov chain lattice framework. However, 
smaller truncation errors may be obtained if the Markov chain condition 
is given up. In practice, if the diffusion process is used as a first building 
block in order to compose more advanced models, as for example stochastic 
volatility regime models, the Markov chain condition is better retained. In 
this case, the discretised system is the model and therefore the probabilistic 
interpretation has to be retained. However, if one simply wants to obtain an 
approximation of a diffusion process, it would be appropriate to make use of 
high order schemes in order to reduce the truncation error. Finally we stress 
that the result of the above theorem is only valid with an homogeneous grid 
for the case of m << N. In fact, when the degree of the finite difference 
scheme becomes very high, i. e. comparable to the dimension of the grid, one 
must adopt an appropriate node placing scheme in order to avoid excessive 
oscillations introduced by the high degree interpolant at the boundary of the 
domain. 
Finally we note that, although we have not discussed the estimation of 
the truncation error in the time dimension, the backward error analysis of 
sections 3.2.3 and 3.3.1 can be used to determine the algorithm-specific pa- 
rameters required to compute the matrix exponential to within machine pre- 
cision. For example, for a given Markov generator matrix it is possible to 
determine the Pad6 order and the number of matrix-matrix multiplications 
required to compute the Markov generator matrix exponential to within ma- 
chine precision. 
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4.2.2 Stability 
The common interpretation of stability for finite difference schemes is that 
small errors in the initial condition cause small errors in the solution (Thomas, 
1995, see for example). For the case of Markov chain lattices, we solve for the 
probability density function, which is related to the Dirac delta initial condi- 
tion. With this in mind, another way to discuss the stability of the numerical 
scheme is to analyse the sensitivity of the matrix exponential algorithm for a 
perturbation of the Markov generator matrix. In fact, the Maxkov generator 
matrix represents an approximation in the space dimension of the Markov 
generator operator. As such, its calculation is subject to approximation and 
round off errors. 
For the case of decomposition methods, time is not discretised and the 
stability properties of the algorithm are not affected by the space discretisa- 
tion geometry. If we assume exact arithmetic, the backward error analysis in 
3.2.3 shows that the method is stable and that the method breaks down only 
when the Markov generator matrix does not admit a complete set of linearly 
independent eigenvectors. In practice, accounting for round off errors in the 
matrix decomposition algorithm, these methods are well conditioned if the 
Markov generator matrix is also well conditioned. As symmetric matrices 
are well conditioned, it is reasonable to expect that symmetric spatial dis- 
cretisation geometries would further enhance the stability properties of the 
algorithm. 
For the case of the scaling and squaring method, error bounds with exact 
arithmetic have been reviewed in 3.3.1. The analysis shows that the method 
is conditionally stable. The condition imposes a maximum value of the time 
step U, used for the calculation of the elementary propagator, as a function 
of the space discretisation step and the Pad6 approximation order. We recall 
that the scaling and squaring algorithm exploits the following property: 
t1c 
e fl (4.44) 
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where n is the scaling and squaring parameter. Let q the Pade order required 
to compute etr-n such that the backward error (3.21) is less than the unit 
roundoff in IEEE double precision arithmetic u=2 -53 , 1.1 x 10". As 
discussed in (Higham, 2005), the required q is a function of 0= Jt 11, Cn1j, and 
Oq represents the maximum 0 such that et'CO can be evaluated by means of 
a q-order Pad6 approximation with the condition that the backward error 
(3.21) is less than u. By recalling that: 
n= 
r1092 t IlIcnil (4.45) Oq 
we therefore have that: 
Jt =t< 
Oq 
(4.46) Fn - 11, C011' 
If Cn is a finite difference approximation of the diffusion operator L, the 
order of 11, Cnll is h-2. Therefore, the stability condition of the scaling and 
squaring algorithm is: 
Jt < Oqh 2. (4.47) 
Finally, as q= 13 is the value that minimise the computation cost of the al- 
gorithm and 013 = 5.371920351148152, we conclude that a sufficient stability 
condition is: 
Jt <5.371920351148152h 2. (4.48) 
This compares favourably with the stability condition of traditional explicit 
schemes, which states that R<0.5h 2. Hence for a given space discretization 
step h, in a Markov chain lattice the maximum time step can be chosen to be 
about ten times larger than the one required for traditional explicit schemes. 
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4.2.3 Convergence properties 
As mentioned in previous sections, the traditional literature refers to the 
exponential integrator schemes as numerical algorithms for the solution of 
partial differential equations which take advantage of the direct calculation 
of the matrix exponential. In particular, (Minchev and Wright, 2005) points 
out that exponential integrator schemes assume that the algorithm has access 
to routines that are able to compute the exponential of a matrix exactly 
or to within machine precision. A direct consequence of this assumption 
implies that all exponential integrator schemes are A-stable'. However, as 
we have shown in the previous section, we point out that not all exponential 
integrators are unconditionally stable and that any stability analysis must 
account for the particular algorithm used for the computation of the matrix 
exponential. 
For financial applications, we require schemes that damp local errors in- 
duced in the computation and, more importantly, do not propagate the high 
frequency errors caused by local singularities of the data. This is particu- 
lar useful in financial applications where the initial data typically contains 
singularities. Furthermore, the computation of the so-called greeks requires 
the solution of the first and second order derivatives of the (irregular) initial 
data. In particular, the Heaveside function or the Dirac delta function are 
typical initial data in financial applications. 
Hence, not all A-stable schemes can be safely used for our purposes. For 
example, the approximation of the call option problem with the popular 
Crank-Nicolson scheme, which is an A-stable scheme, converges to the so- 
lution with a rate of O(h 2) and O(k 2), in the space and time discretisation 
respectively. This is indeed an acceptable convergence rate. However, it 
2 This is a concept introduced by (Dahlquist, 1963). A k-step method is called A-stable 
if all the solutions of the linear system that discretises the solution of ordinary differential 
equation tend to zero as n -,, oo, when the method is applied with fixed positive h to any 
differential equation of the form dyldt = \y, where \ is a complex constant with negative 
real part. 
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has been known for some time ((Shaw, 1998)) that instabilities may arise 
when computing greeks of discontinuous payoffs, typical in financial appli- 
cations, with the Crank-Nicolson numerical scheme. In fact, the Crank- 
Nicolson scheme is unconditionally stable in L2, which ensures convergence 
in L2 only for initial data that lies in L2. This issue has been further dis- 
cussed by (Giles and Carter, 2006), where it has been shown that the option 
gamma, the second derivative of the call option function, does not converge. 
This is because gamma is the Dirac delta function and therefore does not lie 
in L2. This shortcoming makes the discretisation scheme, if applied naively, 
not appropriate for the risk management of a derivatives book. However, 
it turns out that this undesirable behaviour is due to the non-optimal time 
integration method adopted and that the convergence rates for initial data 
with singularities can be improved by an appropriate modification of the 
time integration algorithm (Rannacher, 1984). An alternative method for 
removing the instabilities in the greeks calculation was suggested by (Duffy, 
2004), whereas ((Shaw, 1998)) point out that the implicit 3-time level Dou- 
glas scheme can be reliably used for the computation of both price and greeks 
of financial payoffs. 
Two types of convergence properties have been analysed for approximat- 
ing Markov chains in the literature: convergence of the finite dimensional 
distribution and weak convergence, or convergence in distribution. The lat- 
ter is a stronger result, as it implies the convergence between probability 
measures, however in this case convergence rate estimations have not been 
obtained. 
(Kushner and Dupuis, 2001) use a slight different construction, where 
both the state space and time are discretised, and analyse the convergence 
properties for approximating Markov chains for diffusion and jump-diffusion 
processes. In the first case, they show that the discretised Markov chain 
converges in distribution to the diffusion process. In the second case, they 
show that the discretised process admits a continuous limit and that the 
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resulting discretised process converges to this limit in distributional sense. 
We now summarise the findings related to the convergence rates of Markov 
chain lattices built with either decomposition methods or the scaling and 
squaring method. 
Decomposition method 
The convergence properties of a second order finite difference approximation 
of a diffusion process, solved by means of an exponential integrator with 
eigenvalue decomposition, have been studied by (Albanese and Mijatovic, 
2006). The authors consider the convergence properties of the lattice for the 
Black-Scholes model and show that, assuming exact arithmetic, the transition 
probability matrix converges to the continuous density function at a rate no 
faster than O(h 2), where h is the space discretisation step. This is, perhaps, 
not surprising as the Markov generator has been obtained with a second 
order finite difference scheme, for which the truncation error of the derivative 
operators is also O(h 2). More interestingly, though, they show that also the 
delta and gamma of Arrow-Debreu securities converge at the rate of 0(h2). 
In addition to the actual convergence rate results obtained by the au- 
thors, it is interesting to note that these results have been obtained by com- 
paring the spectral representations of the discretised transition probability 
matrix and the continuous density. This representation relies on the expo- 
nential function, which is a key feature, of exponential integrators, and allows 
to separate the time and space variables. The convergence properties of the 
derivatives of the transition probability matrix with respect to the state space 
follow directly from the obtained convergence rates for the transition proba- 
bility matrix itself and the space-time separation. As a result, a Markov chain 
lattice for diffusion processes, solved with an exponential integration scheme, 
allows to obtain stable option prices and hedge ratios and it is therefore an 
appropriate numerical method for applications in finance. 
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Scaling and squaring method 
The convergence properties of one-dimensional diffusion equations with con- 
tinuous coefficients solved by means of Maxkov chain lattice and scaling and 
squaring exponential integrators have been discussed in (Albanese, 2007). 
The author considers a second order finite difference discretisation scheme in 
the space dimension and a scaling and squaring method in the time dimen- 
sion, obtained by means of a first order Taylor expansion. For the case of 
constant coefficients, the numerical solution of the probability density func- 
tion is found to converge to the actual solution, assuming exact arithmetic, 
at a rate no faster than O(h 2) . 
Furthermore, the time derivative and first 
and second space derivatives converge at the same rate. 
4.2.4 Numerical complexity 
The numerical complexity of the Markov chain lattice depends largely on the 
chosen time integration algorithm. In this section we analyse the complexity 
of a Markov chain lattice solved by means of the scaling and squaring algo- 
rithm as a function of the space discretisation step h. Also, we focus on the 
solution of the conditional probability density functions between any starting 
point in the spatial grid and any final point in the spatial grid. 
First, we recall the stability condition: 
Jt < 5.371920351148152h 2. (4.49) 
If N is the number of grid points, assuming a naive triple loop implemen- 
tation, a matrix-matrix multiplication requires O(NI) floating point opera- 
tions, where N is the dimension of the matrix. However, matrix-matrix mul- 
tiplication can be accelerated both by means of clever algorithms and more 
efficient hardware and software architecture. In particular, it has been shown 
that matrix-matrix multiplication algorithm scales no slower than O(N 2- 376), 
if this is performed by means of the asymptotic acceleration technique de- 
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Tab. 4.1: Number of matrix multiplication 7rq required to compute the q-order 
Pad4 approximation of a matrix. 
q1123456789 10 
7r, 0123344556 
q1 11 12 13 14 15 16 17 18 19 20 21 
7r, 66677778888 
scribed in (Coppersmith and Winograd, 1987). Also, by using efficient nu- 
merical libraries of Level 3 BLAS, described in section (3-5-2), one can take 
advantage of processor-specific optimisation and clever cache management. 
Matrix multiplication can be performed with these numerical libraries by 
invoking the routine dgemm. What's more, it is possible to further improve 
code execution performance by means of the emergent technology of hard- 
ware acceleration on multi-core architectures and GPUs (Graphic Processing 
Unit), which are designed to optimise linear algebra operations on low cost 
hardware. 
For the purpose of this analysis we use the naive estimate of O(N') float- 
ing point operations. The number of matrix-matrix multiplication required 
to compute the exponential of the elementary propagator e6tco by means of 
a Pad6 approximation algorithm is reported in (Higham, 2005), and sum- 
marised in table 4.1. 
As the optimum Pad6 order is q= 13, we have that 7r,, = 6. In general, 
the number of operation required to compute the conditional transitional 
probability between any starting point in the grid and any final point in the 
'C 3). grid is 0 7rq + 1092 
(! Lj-'I) )XN For the case when Ln is obtained 
by means of a second order finite difference discretisation the order of Ln is 
O(h -2 ) and the truncation error is e= O(h'). Therefore, for a fixed number 
of grid points N, the complexity of the algorithm in terms of the required 
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number of operations is: 
C=O 7rq + 1092 
th-2 
xN30 (N 




or, in terms of the truncation error: 
C=O(N 3X 1092E-l) (4.51) 
Furthermore, for finite spatial domains with fixed boundaries, we have that 
h=0 (1) (or equivalently c=0 (N- 
1/2) ) and the computational costs N 
of the Markov chain lattice is C=0 (N'1092N') (or equivalently C 
0 (C-3/2 10921))- 
Finally, it should be noted that the complexity of the algorithm does not 
change for the vector problem, i. e. for the case when only the computation 
of the option price is required as opposed to the evaluation of the conditional 
probability function between any two grid points. 
4.3 Regime modelling 
We refer to regimes modelling when the process is allowed to take a small 
number of outcomes. Typically, regime modelling is limited to three or four 
possible states. 
Regime modelling is an effective way of capturing the essential charac- 
teristics of the process for auxiliary state variables without compromising 
the performance of the numerical scheme. Within the context of interest 
rates, regime modelling has been often applied to describe stochastic volatil- 
ity regimes. We also use it for stochastic drift regimes. The financial meaning 
of such modelling assumption is further expanded in chapter 7. In this section 
we explain how to construct a regime model on a Markov chain lattice. 
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4.3.1 Grid specification 
The grid of a regime process is specified according to qualitative views in 
order to allow enough depth to the Markov chain that one wants to describe. 
The financial and economic interpretation of the process must be the guiding 
factor for the specification of the grid. For example, when dealing with 
stochastic volatility regimes, one must ensure that the obtainable levels are 
in line with the observed extremes in implied volatility historical time series 
observed on the market. 
Alternatively, the possible values that the regime process can take on the 
grid may be left as free parameters and determined as part of a calibration 
to implied market prices. However, in this case, it is advisable to impose 
qualitative restrictions on the geometry of the admissible grid in order to 
rule out unrealistic solutions. 
4.3.2 Alarkov generator construction 
Similarly, the elements of the Markov generator of a regime model is cali- 
brated to implied market data. For example, a stochastic volatility regime 
may be calibrated to a set of out-of-the-money swaptions in order to pro- 
vide the required modelling flexibility necessary to correctly recover market 
prices. 
It should be noted that only the element off the main diagonal are free 
parameters, as the main diagonal is recovered by imposing the probability 
conservation condition. For example, in a model with three regimes we have 
a maximum of six free parameters 1,,, y: 
( dij 11,2 11,3 
12,1 d2,2 12,3 (4.52) 
13,1 13,2 d3,3 
) 
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as the diagonal elements are given by: 
dl, l 
(11,2 + 11,3) (4.53) 
d2,2 (12,1 + 12,3) (4.54) 
d3,3 (13,1 + 13,2) 
- (4.55) 
In addition, one could further reduce the number of unknowns by im- 
posing a qualitative behaviour on the process. For example, if one allows 
only transitions between contiguous states, the free parameters are reduced 
to four. In fact, in this case we have that: 
11,3 ' 0) (4.56) 
13,1 = 0- (4.57) 
4.3.3 Boundary conditions 
Theoretically one is free to choose and impose absorbing or reflecting bound- 
ary conditions on the regime process. However the latter are our preferred 
choice, both for performance and modelling reasons. In fact, regime mod- 
elling is often used for the description of the process of auxiliary variables. 
This implies that, for each regime, the dimensionality of the problem grows 
by as much as the dimensionality of the lattice for the underlying variable. 
Therefore, adding an absorbing state to a regime model may be expensive. 
Also, in most cases, it is desirable to constrain a regime process to take values 
inside the domain and not accumulate at the boundaries. The accumulation 
could potentially become substantial and therefore unrealistic. 
5. MARKOV CHAIN LATTICE FOR JUMP DIFFUSIONS 
In this section, we describe the construction of an approximating Markov 
chain for jump diffusion processes solved by means of an exponential in- 
tegrator lattice. We start with a diffusion process and proceed with the 
construction of its discretised Markov generator. We then overlay jumps on 
the original process by making use of Bochner subordinators, and show how 
to construct the discretised Markov generator which incorporates both the 
diffusion and jump parts. Finally, we recall that the transition probability 
matrix on the lattice can be computed through numerical matrix exponenti- 
ation, and discuss convergence properties. 
5.1 Local volatility diffusion processes 
Consider a generic asset price process Ft as a modelling primitive and assume 
that it satisfies the following SDE for a diffusion process: 
dFt = jt(Ft)dt + a(Ft)dlVt (5.1) 
where W is a one dimensional Brownian motion and both jz(Ft) and a(Ft) 
are assumed to be continuous functions of Ft. 
Also, consider the probability density function u(f, t; F, T) of the diffusion 
process given by eq. (5.1), where f, FER. If a' > 0, then the probability 
density function u(f, t; F, T) is known to be the unique solution of the back- 
ward Kolmogorov equation (see Karatzas and Shreve, 1991). In particular, 
as a function of the backward variables f and t, the density satisfies: 
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Du 
Y- +Lu =0 for t<T t t 
(5.2) 
u(f, t; F, T) = J(f - F) at t=T (5.3) 
where the Markov generator L, defined on a continuum state space, acts on 
a twice differentiable function u in the following way (see Friedman, 1975, 
1976; Karatzas and Shreve, 1991): 
M(f) 
19u (f) +1u 2(f) 
a2U 
(5.4) if- af2(f)- 
Further, if p(Ft) and a 2(Ft) have continuous first and second derivative 
respectively, then the density is known to be the unique solution of the for- 
ward Kolmogorov equation. As a function of forward variables T and F, the 
density u satisfies: 
au 
£u for t<T (5.5) ä7t 
u(f, t; F, T) = 6(f - F) at T=t (5.6) 
where, in this case, the Markov generator C is defined as follows: 
amu 1 £920,2U (LU) (F) =- ä-F (F) +- -jl 72 (F) - 
(5.7) 
2F 
The solution to eq. (5.5), subject to the initial condition (5.6) can be 
formally written as: 
u(f, t; F, T) = et(T-t) (f, F), (5.8) 
where in this notation we mean that the operator e-(7-t) is applied to the 
variables (f, F). In the next sections we discuss the specification of the 
Markov generator and the computation of the transition probability matrix. 
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1.1 Alarkov generator construction 
Let Q= 10, N} be the coordinate space for the discretised process Fnt 
and let F(Q) f F(O), F(1),... ' F(N)} be the state space for FRt, where 
F: Q --+ R+ is an increasing deterministic function with F(O) = 0. We pro- 
ceed with the construction of the approximating finite-state Markov chain 
that discretises the local volatility diffusion process (5.1). The construction 
is based on the specification of the local properties of the Markov chain, and 
in particular on the specification of the Markov generator. For this, two 
equivalent methods have been introduced and discussed in the previous sec- 
tions: a moment matching method and a differentiation matrix approach. To 
fix ideas, we use the moment matching approach and consider a discretisa- 
tion of the Markov generator obtained by imposing first and second moment 
matching conditions, together with the probability conservation condition, 
which are respectively given by: 
Z £n (x, y) (F(y) - F(x» = p(F(x» (5.9) 
yEn 




In this case CO is a tridiagonal matrix, hence it is uniquely identified by the 
above system of equations. 
It should be noted that, for a correct construction of the Markov genera- 
tor, one should also ensure that the consistency conditions of section (4.1.3) 
are satisfied. In this case, these conditions reduce to: 
inf [Or2 (F(x)) -h Iii(F(x))I] ý: 0 x 
where h is the lattice spacing and xEQ. 
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5.2 Adding jumps by subordination 
At this stage of the construction one can add jumps by means of Bocliner 
subordinators. In this section we show the numerical procedure for the con- 
struction of the discretised subordinated Markov generator, having computed 
the discretised Markov generator for a diffusion process. 
5.2.1 Bochner subordinators 
Bochner subordinators are a special type of time change processes, first in- 
troduced by (Bochner, 1955), where the time change process is independent 
of the original process being subordinated. The technique of time changes 
have been extensively used in finance both for describing jump diffusions and 
stochastic volatility (see for example Geman et al., 2003,2001). A compre- 
hensive survey on time changes used in finance can be found in (Geman, 
2005). We restrict our attention to subordinators. 
Definition 16: The process Tt is called a subordinator if it is a right-continuous 
non decreasing process with values in R+ such that To =0 and it has inde- 
pendent and homogeneous increments. 
If we choose a subordinator Tt with discontinuous paths, then we can 
construct a new process Yt = FT, which can be naturally interpreted as a 
jump diffusion process. Possible choices for Tt could be, for example, the 
Poisson or the Gamma process. 
In our modelling framework, we work with the local properties of the 
process, so we are interested in the construction of the Markov generator for 
Yt. The relation between the transition probability densities of Ft and Yt 
allows one to compute the relationship between the Markov generators for 
Ft and Yt. 
If the Markov generator C of the diffusion process Ft can be diagonalised, 
then C(f, F) = E,, A,, u,, (f)v,, (F), where f, F ER and A,,, u,, and vn are 
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the eigenvalues, the right eigenfunctions and the left eigenfunctions of C 
respectively. In this case the transition probability density function for the 
process Ft can be formally written as follows: 
u (f, 0; Fr) =e 
C7- 
(f, F) =Z eXTu, (f ) v (F), (5.13) 
where r=T-t. Also, the transition probability uj of the subordinated 
process Yt is given by: 




Un (f ) vn (F) I: E [e 
AnTr] 
Un (f ) vn (F), 
nn 
(5.14) 
where the first equality follows from the subordinating procedure and the 
second from the linearity of the expectation operator. For particular choices 
of the process Tt it is possible to find a function O(A) of the form (Bochner, 
1955): 
O(A) = cA + 
00 (1 - eA) dv(x), (5.15) 
0 
such that: 
E [e-ATI] = e-tO('\), 
where c>0 and v is a positive measure with 0 xv(dx) < oo. A func- 
tion O(A) of the form (5.15) that satisfies eq. (5.16) is called the Bernstein 
function of Tt. If Tt admits a Bernstein function O(A), then the transition 
probability density of the jump diffusion process Yt can be simply calculated 
as follows: 
uj(f, 0; F,, r) = 1: e-'O(-", )Un(f)vn(F). 
n 
Rom theorem (11) it follows that the Markov generator Li of the subordi- 
nated process Yt is simply given by: 
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ri = -0 (-£). 
5.2.2 Alarkov generator construction 
Eq. (5.18) allows one to calculate, in the continuum limit, the Markov gener- 
ator of the jump diffusion process from the Markov generator of the diffusion 
process and the Bernstein function associated to the chosen Bochner sub- 
ordinator. In a finite state space Q we can apply the following numerical 
algorithm. First, the matrix Lf, is diagonalised by means of numerical rou- 
tines like geev of LAPACK: 
Ln = UAU-1, (5.19) 
where A is a diagonal matrix containing the eigenvalues of CO on its main 
diagonal and U is the matrix having as columns the right eigenvectors. We 
note that this computation is stable as Cn is symmetric by construction (see 
3.2.1). Then we apply the Bemstein function to the matrix En by taking 
advantage of theorem (11): 
L3n = -0 (-£n) =- UO (-A) U-'. n (5.20) 
The matrixC3,, is a Markov generator for a diffusion process with jumps. 
This generator describes the transition of the process between both contigu- 
ous and non contiguous states. Hence the matrix V. has non zero entries 
also in the elements off the three leading diagonals, even if the Markov gen- 
erator for the diffusion process was constructed with a tridiagonal matrix. 
Although in this case Vn is a denser matrix thanCn, and it is not possible to 
take advantage of the numerical optimisations that may have been used when 
dealing with the tridiagonal matrices of diffusion processes, the dimension- 
ality of the problem has not increased and therefore the overall performance 
of the discretisation scheme is only marginally affected. 
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5.2.3 Iransition probabilities 
Having constructed the Markov generator for a diffusion process with jumps, 
the discretised. transition probability kernel defined on the lattice can be 
simply obtained by means of the exponential integrator scheme: 
u3, (x, t; y, T) =e £n T- t' 
where x, yEQ. 
5.2.4 Convergence properties 
For the case of jump diffusions of section (5.2), to the best of our knowledge, 
convergence results have not been derived yet. However we note that an 
alternative construction of the jump diffusion approximating Markov chain 
is considered in (Kushner and Dupuis, 2001), where it is shown that the dis- 
cretised process admits a continuous limit and that the resulting discretised 
process converges to this limit in distributional sense. 
6. THE EUROPEAN OPTION PROBLEM 
We construct pricing models for the solution of the European option problem 
solved by means of Markov chain lattices. We first discuss the construction 
of approximating Markov chain models and then describe how to take ad- 
vantage of the mathematical framework in order to achieve more advanced 
model specifications. The stochastic volatility model we build by means of a 
Markov chain lattice extends the popular SABR model. Stochastic volatility 
is introduced by means of regime modelling and the local volatility function 
of the underlying forward is of CEV-type, where the regime variable and the 
forward rate processes are made correlated. We then consider two different 
extensions of the model, one with stochastic skew and the other with state 
dependent skew, and we show their impact to the implied volatility smile'. 
6.1 Option pricing with Markov chain lattices 
Before proceeding with the construction of approximating Alarkov chains 
lattices, it is worth describing the algorithm used for pricing a call option on 
the lattice. 
Let Ft be a forward price process. We want to evaluate the present value 
of a call option on Ft with strike K. At expiry T the option holder receives 
a cash amount equal to: 
VT 
= Max (FT - K, 0) 
1 The volatility smile is the relationship between the implied Black's volatility and strike, 
for a given option expiry and tenor. 
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The first step in our algorithm is the construction of the discretisation 
grid for the forward price Ft. We take N states with coordinate values 0= 
10, N- 11 and an increasing function F that maps the first N integers 
together with zero to a countable set of R+. Thus we generate an array of 
values for Ft, not necessarily equispaced: F(n) = JF(O), F(1),... ' F(N - 1)}, 
with F(O) = F,,, i,,. '"re then construct the Markov generator 'Cn on Q in the 
T-forward measure. The construction of the Alarkov generator represents 
the core component of the model specification. The generator may either be 
obtained by means of a discretisation algorithm or directly specified. The 
former allows one to construct a discretisation scheme of a process defined 
in the continuous state space, whereas the latter provides full control to the 
modeller. We argue that the most interesting applications of Markov chain 
lattices make use of a combination of the two approaches. 
Once, Cn is known, the discretised pricing kernel is recovered by comput- 
ing the exponential of the Markov generator itself (see section 3): 
uýI (x, t; Y, T) =e 
Cn(T-t) (X, Y) , (6.2) 
for x, ycQ. For a given initial condition x at time t, un(x, t; y, T) represents 
the terminal density of the process at time T as a function of y. This is all 
we need in order to solve our option pricing problem. In fact it is well known 
that, in the T-forward measure, the present value of an option on an asset 
price process can be evaluated as the forward value of the option times the 
T-maturity deterministic discount factor. Hence, the present value of a call 
option, with expiry date T, strike K, evaluated in the T-forward measure 
and as a function of the initial condition x at initial time t, is: 
pv(x, t) = Z(x; t, T)Et,., [Max (FT - K, 0)], (6.3) 
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which, on the lattice, is evaluated as follows: 
pv(x, t) : -- Z(x; t, T) Z un(x, t; y, T) [Max (F(y) - K, 0)], (6.4) 
YES) 
where Z(x; t, T) is the T-maturity discount bond conditional on the initial 
value x at initial time t. 
6.1.1 Caplets and swaptions 
In interest rate applications, the forward price process Ft is either a swap rate 
or a LIBOR rate. Call options on swap rates are called (payer) swaptions, 
whereas call options on LIBOR rates are called caplets. 
Caplets are conveniently evaluated in the forward measure corresponding 
to their payment date. In particular, consider a caplet struck at K, where the 
underlying is a 7--period LIBOR rate LT, resetting at time T, with payment 
date Tp =T+ -r. Its present value, in the Tp-forward measure, evaluated at 
initial time t, is given by: 
pv(x, t) = Z(x; t, Tp)Et, [Max (LT - K, 0» . 
(6.5) 
Similarly, swaptions are conveniently evaluated in the BPV-measure, or 
Basis Point Value measure. Consider a swap rate ST with underlying tenor r 
and fixed payment accrual fraction S. The present value of a swaption with 
expiry date T and strike K, evaluated at initial time t in the BPV-measure, 
is given by: 
pv(x, t) = BPV(x, t; T, T +, r)Et,.. [Max (ST - K, 0)], (6.6) 
where BPV(x, t; T, T+ r) ETIJ 6Z(x- tT+ i6) %=1 II 
Hence, the evaluation of caplets and swaptions reduces to the coinputa- 
tion of the forward call option on the lattice, multiplied by a deterministic 
quantity. 
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6.2 Local volatility approximating Afarkov chains models 
In a local volatility model, the modelling primitive Ft is assumed to satisfy the 
diffusion process of equation (5.1). The general algorithm for the construction 
of an approximating Markov chain for diffusion processes has been described 
in the previous section. In this section, we apply the algorithm to the Black's 
model and the CEV model as case studies. Let Q= 10, N- 11 be the 
coordinate value of the lattice grid and F(Q) = JF(O), F(1),..., F(N - 1)} 
the row vector containing the lattice grid values. In this section we use the 
following notations: IN is the N-by-N identity matrix and F= F(SI) - IN is 
the N-by-N diagonal matrix with the lattice grid values on the main diagonal. 
Also, dot product is denoted by '. ', whereas matrix-matrix multiplication is 
understood to be element by element. 
6.2.1 Forward versus backward Kolmogorov equation 
The Markov generator can be constructed both for the backward and forward 
Kolmogorov equation. In both cases, the discretised probability density func- 
tion is obtained by taking the exponential of the Markov generator matrix. 
There is however a subtle difference: for the solution of the European option 
problem we are interested in the terminal distribution of the process given 
an initial condition at time t. Hence, in this case, the forward equation is a 
more natural choice. In fact, the terminal distribution is given by selecting 
the appropriate column in the discretised transition probability matrix, cor- 
responding to required delta function initial condition. Instead, extracting 
the terminal distribution from the backward Kolmogorov equation is equiv- 
alent of imposing a terminal condition at any node in the lattice domain 
at T. As the terminal condition is a delta function, numerical issues may 
arise when this is imposed at the edge of the domain. Therefore we expect 
the solution of the backward Kolmogorov equation to be noisier than the 
one generated with the forward Kohnogorov equation. However it should be 
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noted that, in term structure modelling applications, it is necessary to cal- 
culate the transition probabilities between any initial and final point. In this 
case, solving the backward or forward Kolmogorov equation is equivalent. 
6.2.2 Black's model 
The Black's model is obtained by setting tz(Ft) =0 and a(Ft) = aBFt, 
where OrB is a positive constant. The discretised Markov generator can be 
constructed, for an n-th order finite difference scheme, either through the 
moment matching algorithm or the differentiation matrix method. 
We recall that, as discussed in section (4-1-3), a second order finite dif- 
ference scheme is the highest order finite difference scheme that allows one 
to construct an approximating Markov chain to diffusion processes on the 
finite-state system within our numerical framework. Higher order schemes 
may be used for a valid numerical discretisation of the Kolmogorov equa- 
tions and they help reducing the truncation error. However, in this case 
the matrix solution of the finite difference equation does not represent the 
transition probability matrix of a finite-state Alarkov chain as the Markov 
generator fails to satisfy the consistency conditions (2.9) and (2.10). 
In the differentiation matrix formalism, we have: 
1: Ln (x, y) = 0, (6.7) 
yEn 
Z £n (x, y) (F(y) - F(x» = 0, (6-8) 
YE9 
Z £n (x, y) (F(y) - F(x»2 =or, 
20 F2 (X), (6.9) 
yEn 
Z 
£n (X, y) (F(y) - F(X»i = 0, i=3,..., n. 
VEn 
Whereas the Markov generator for the forward Kolmogorov equation in the 
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differentiation inatrix approach cail be forinally, x%-l*il t en as: 




and the Markov generator for the backward Kohnogorox, cquation Is' given 
by: 
42 f2 
- Dff. (6.12) 
2 13 
where DFF and Dff are the second order differentintion nuitrices in tI Ic F 
and f co-ordinates respectively. 
We plot the error in the In the infinite 1101-111 of' the probabilitY densit. N. 
function of the Black model calculate with Markov c1min hit t ices Nvil h finit v 
difference scheines with 3,5 and 7 stencils, as a filliction of' the number of 
grid points. The numerical results colifirill that n high order fillite diff(INIMIC 
scheme achieves better convergence rates wbich. in fig. 6.1 is represent ed by 









Fig. 6.1: Error in the infinite norill of the probability densit 
* 
N, 1,111101oll of III(' Black 
model for finitc difl'Crence scheines wit h 3ý 5 and 7 st cucil.,. a., a I'mict i4 )n 
of the number of grid points. 
n=71 
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6.2.3 CEV model 
In the CEV model we have jz(Ft) =0 and the local volatility is defined to 
be: 
0 
O'(Ft) " OrCEVFt 
where O'CEV is a positive constant and typically, 8 E [0,1]. The power law has 
been extensively used for the specification of the local volatility function in 
financial modelling (see Cox and Ross, 1976; Beckers, 1980; Cox, 1996; Ha- 
gan et al., 2002). The popularity of the CEV model is probably due to the 
fact that there exists a closed form solution for the valuation of plain vanilla 
options and that it provides a simple tool to generate a skew through the 
parameter 3. However, the general closed form solution of plain vanilla op- 
tion prices requires a direct numerical integration involving Bessel functions, 
lattice schemes or Monte-Carlo simulations. Other approximate numerical 
schemes have also been suggested, however they are not of practical inter- 
est as they involve the valuation of the non-central distribution function or 
the approximation of an infinite series of Gamma functions. Or alterna- 
tive approximation schemes, as the Hermite expansion method suggested by 
(Aft-Sahalia, 1999). 
In general, the solution of the CEV differential equation with numerical 
methods poses two main challenges, in particular near zero: 
* the Ft process can attain zero for, 3 < 0.5 (and for, 8 = 0.5 if ji(Ft) :5 0); 
9 for 3<1 the terminal expiry distribution has a discrete non zero 
portion at zero and a continuous portion for Ft > 0. 
Whilst these challenges may be easily addressed by making use of third- 
party libraries with high level math functions, the analytical properties of 
the CEV model near zero are not desirable from a modelling point of view. 
In particular, if the process attains zero, the price of some financial products 
may be undefined. A practical approach to overcome this problem is to 
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locally modify the local volatility functional form near zero (see Andersen 
and Andreasen, 2000). Another approach, suggested by (Jackel, 2006), is to 
replace the power law with hyperbolic transformations, which can retain the 
fundamental properties of the CEV model but overcome the issues near zero. 
In either case, the key observation is to specify a functional form with finite 
first derivative at zero. 
With Markov chain lattices it is easy to apply a local modification to 
the local volatility function near zero in order to regularise the process. In 
doing so we must ensure that we are not altering the fundamental properties 
of the model and that the limiting behaviour is consistent with the original 
specification. We adopt the Limited CEV model proposed by (Andersen 
and Andreasen, 2000). The authors show that the model has the correct 
limiting behaviour. We also note that, as the discrete portion of the terminal 
distribution at zero is typically very small, a local modification of the local 
volatility function near zero is not expected to alter drastically the nature 
of the process. For the case 3<1 and absorbing boundary conditions, the 
finite probability that the trajectory gets absorbed at zero can be directly 
estimated as this is given by: 
1 22- 
U(Olf) 
2(1-ß) ý -f4r1 
r (2(110» 
= 
f2(1 - 0) 
where g (1-#)2a2T , r(v) is the Gamma function, while 17(v, f) is the (upper) 
incomplete Gamma function (Abramowitz and Stegun, 1964, equation 6.5.3, 
page 260). 
In the construction of the Markov chain lattice we replace the CEV local 
volatility function (6.13) with: 
C(Ft) = FtMin 
(Ft, 3-1,0-1 )I (G. 15) 
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where c is a small number and we have used e=0.0001. 
Finally, the discretised Markov generator for the Limited CEV model 
constructed by means of the moment matching algorithm is given by: 
Z £n(x, y) = 
vEn 
(6.16) 
Z Ln (x, y) (F(y) - F(x» = 0, (6.17) 
vEn 
)2 22 (X)2(ß-1), E2(ß-1) E£n(x, y)(F(y)-F(x) ýý7CEVF(x)lýlin(F ), (6.18) 
YE2 
Z £n (x, y) (F(y) - F(x»' = 0, i=3,..., n. (6.19) 
YEQ 
Whereas the Markov generator for the forward Kolmogorov equation in the 
differentiation matrix formalism is: 
u2 V, 8(2)6- 1)F 
2,3-2 
-IN+2or2 OF 2,3-1 DF+ 
1 
or 2 2,3 (6.20) CE CEV 2 CEVF 
DFFi 
and the Markov generator for the backward Kolmogorov equation is: 
12 
, 
cn =ý UCEV f20 - Dff, (6.21) 
where DF, DFF, Df and Dff, are the first and second order differentiation 
matrices in the F and f co-ordinates, respectively. 
As before, a second order discretisation of the Markov generator is the 
highest finite difference scheme that may be used in order to construct a 
Markov chain process on the discretised state space. 
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6.3 Stochastic volatility approximating Markov chains modds 
The construction of approximating Markov chain lattices extends naturally 
to two dimensions and stochastic volatility models. As case study, we discuss 
the SABR model introduced by (Hagan et al., 2002). 
6.3.1 SABR model 
In the most general form of the SABR model specification, the forward price 
and volatility satisfy the following SDE, under the forward measure: 
dFt = atC(Ft)dlVl, F(O) = f, (6.22) 
dat = vatdIV2, a(O) = a, (6.23) 
with 
dIVidIV2 = pdt, (6.24) 
where both dIV, and dIV2 are one dimensional Brownian motions. 
Let u(t, f, a; T, F, A) be the probability density function for the joint pro- 
cess (Ft, at) which, under similar conditions to those reported for the one 
dimensional case (see section 6.2), is known to be the unique solution of the 
forward and backward Kolmogorov equations. In particular, as a function of 
the forward values T, F and A, the density satisfies: 
au 
-= OT 
J(F - f)J(A - a) 
for T>t (6.25) 
at T=t (6.26) 
where the Markov generator L is an operator that acts on a twice differen- 
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tiable function u as follows: 
12 a2C2U d92 A 2CU 1 a2 A 2U (£u) (F, A) =A (F, A) + pv ä-F 2 DF 2 DA 
(FA) +2 V2 --jA 2 (F, A) 
(6.27) 
We construct a two-dimensional grid, in the F and A co-ordinates, with 
N and Al grid points respectively. We note that the grid does not need to 
be equispaced and that the number of grid points in the two coordinates 
does not need be the same. The coordinate values of the 2-D lattice can 
be formally written as 0 : -- OF X 9A, where OF " 10, L... ' N- 1} and 
OA " 10,1, ..., M- 1}. The state space 
is constructed by means of two 
increasing real valued functions F: QF R+ and A: QA --+ R+ and it is 
given by F(OF) x A(OA), where F(QF) JF(O), F(1),... ' F(N - 1)} and 
AMA) = JA(O), A(1)1..., A(M - 1)}. 
We use the differentiation matrix formalism, which in this case is a more 
natural framework for the specification of the Markov generator. The differ- 
entiation matrices on multidimensional grids can be computed by expanding 
the single dimensional differentiation matrices by means of tensor products, 
as described by (Trefethen, 2000). In particular, let DF, DFF, DA and DAA 
be the differentiation matrices corresponding to the discretisations in the F 
and A co-ordinates respectively. Also, as in the previous section, let IN be the 
N-by-N identity matrix and denote the matrix dot product by Y, whereas 
matrix multiplication is understood to be element by element. Then the 2-D 
partial differential operators can be discretised as follows: 
aa. 
- (6.28) aF 
(Im 0 DF)* --3 JÜF*e äA , (DA 0 





(DAA 0 IN)* : --- 
bAA't (6.29) 5-F-2 * ; zýý (IAf 0 DFA' : "2 
where 0 indicates the Kr6necker product. Furthermore, the cross-derivative 
term is computed as the dot product of the two expanded differentiation 
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matrices in the F and A variables: 
a2 
UM -- 
(DA 0 IN) * (Im 0 DF). (6.30) 
(6.31) = (IA, (D DF) - (DA (3 IN)' = ýÖFA *- 
The discretised Markov generator for the SABR model is an NAf-by-N. Af 
matrix, given by: 
Ln = 
[A2(CCFF + (CF)2) + 2pvACF +1,2] .1 NM 
+ [2AC(ACF + Pl-")] * (bF) + [A(vpACF + 2V2)] '(, bA) 
+1A 2C2 (. 15FF) +1v2A2 
OAA) + [pvA 2C] ' (-bFA)- (6.32) 
[2 1- [2 1- 
The coefficient in bold are understood to be NAI-by-NAI diagonal matrices. 
In particular, the diagonal elements of the coefficients which are function of 
F are evaluated by expanding the coefficients from the F grid to the lattice 
grid, as follows: 
C (IM 0 C(ý2F» * INAli (6.33) 
CFF (IM 0 CFF (OF» ' INM) (6.34) 
CF 
--2 
(IM 0 CF(9F» * INNli (6.35) 
(CF)2: -- (IM 0 (CF)2(f2F»'INAfi (6.36) 
where IM is a vector of length Af with all elements equal to one. Whereas the 
diagonal elements of the coefficients which are function of A are evaluated 
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by expanding the coefficients from the A grid to the lattice grid, as follows: 
A= (A(IIA) 0 IN) ' INAls (6.37) 
A2= (A 2 (QA) 0 IN) * INAf - (6.38) 
6.4 Markov chain stochastic volatility models 
By means of a Markov chain construction we build two stochastic volatil- 
ity models in a semi-parametric fashion which, although inspired by the well 
known SABR model, extend classical stochastic volatility specifications avail- 
able in the traditional literature. 
Both models extend a common stochastic volatility regime model, where 
we take the forward rate Ft as modelling primitive and assume that this is 
subject to a conditional local volatility process. The local volatility function 
is also made stochastic and it can attain a small and finite number of realisa- 
tions. Furthermore, the two processes are assumed to be correlated. In the 
first extension, the skew is made state dependent. This can be achieved by 
making 0 or pa smooth function of the underlying forward rate process. In 
the second extension we consider a stochastic skew model where the regime 
variable drives both the stochastic volatility and the skew, by means of the 
,3 exponent or the correlation p. 
Evidence for regime switching has been provided both for the process 
of the short rate in econometric studies (Ball and Torous, 1999; Andersen 
et al., 2004) and the process for the implied swaption volatility (Rebon- 
ato and Joshi, 2001). As a result, various authors have proposed regime 
switching models and in particular models where the volatility component 
is described by means of a Markov chain process. Typically, in these works, 
the parameters for the volatility function used in interest rate model known 
in the traditional literature are made a function of an additional finite-state 
Markov chain process. For example, (Rebonato and Kainth, 2003) discusses 
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an extension of the LIBOR Market Model by means of a two-state stochastic 
volatility regime switching model. The process for the stochastic volatility is 
made uncorrelated with the process of the underlying forward LIBOR rate 
and the parameters of the deterministic volatility function are made depen- 
dent of a two-state Markov process. A similar approach in spirit is taken by 
(Valchev, 2004) where, in this case, it is the volatility of the instantaneous 
forward rate that is made dependent of a driving finite-state Markov chain, 
independent of the underlying instantaneous forward rate process. 
In our approach, the conditional volatility is constant. Hence, we calibrate 
directly the volatility values experienced by the underlying process for any 
given state in the Markov chain. Furthermore, we allow the Markov chain 
process driving the volatility regimes to be correlated with the process driving 
the underlying rate. 
6.4.1 The common stochastic volatility regime model 
Local volatility component 
We construct a grid for the forward rate process with n= 70 states F(QF) = 
IFo, Fl,..., F,, -, 
} and a grid for the volatility process with m=5 states 
A(PA) = JAo, A,,..., A,, -, 
}. Let (X1, X2) and (a,, a2) be the coordinates for 
the Alaxkov generators of the conditional local volatility forward rate pro- 
cess Cn, and stochastic volatility regime process 'CnA respectively. For each 
volatility regime state al E SIA, we have chosen to build the Cn, matrix by 
means of the moment matching method with a second order finite difference 








I al)(F(X2) - F(xi 
))2 = Cr2(Xl I aj)F 
2(Xl), (6.41) 
1,2(7Q 
where o, 2(XI I a, ) is the lognorinal local volatility fuliction evaluated at state 
x, and conditional oil the a, regime. The lognormal local volatility functions, 













Mol. 5.00% 10.00% 15.00% 20.00% 25.00% 
Forward 
Fig. 6.2: Lognormal local volatility finictions conditional on each volatility regime. 
Stocha,. stic volatilitY regimes 
The Markov generator for the stochastic volatility regime process is built by 
means of a direct specification. We Choose to allow transition 0111Y between 
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contiguous states and similarly to the SABR model, we impose zero drift 
on the stochastic volatility regime process. Under these assumptions we are 
left with 8 unknowns: one for the first, one for the last row and two values 
for each middle row. The generator is then calibrated by means of a least- 
square algorithm to out-of-the money options. Also, similarly to the SABR 
model, we impose zero drift on the stochastic volatility regime process. As 




-16.67% 16.67% 0 










0 15.78% -20.54% 4.76% 
004.76% -4-76% 
(6.42) 
We note that, in this specification of the Markov generator, we have as- 
sumed reflecting boundary conditions. When the process reaches the bound- 
ary it is reflected back into the domain, thus avoiding probability leakage. 
Also, the finite nature of the state space ensures that the process does not 
explode by reaching extreme high levels. This explosive behaviour can be 
observed for models defined in the continuous state space and where the 
volatility process evolves according to a lognormal distribution assumption, 
as it is the case for the SABR model. In order to address this issue, practi- 
tioners have considered variations of the SABR model where the stochastic 
volatility process has a non zero mean reverting drift. In our case, due to 
the finite nature of the state space, this is not necessary and the process of 
the stochastic volatility regime is described by a Markov generator with zero 
drift. 
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Correlation and combined process 
The Markov generator for the combined process is defined on the lattice 
Q --` QF X QA and it is first assembled assuming zero cross terms: 
Ln (xi, a,; X2, a2) ---: f-nF 
(XI; X2 I al)Jal, a2 + Cn., (a,, a2)Jx,, X2 * (6.43) 
The correlation is then induced through a constructive approach and a mo- 
ment matching method. A non zero correlation determines the cross terms 
of the Markov generator associated with the joint moves in the forward and 
volatility regime processes. In general, one must ensure that: 
E, Cn(xi, a,; X2, a2)(F(X2)-F(xj))(A(a2)-A(aj)) = po, (xi I aj)F(xj)v(aj), 
X2, a2 
(6.44) 
where v is the normal volatility of the stochastic volatility regime process 
which can be computed as follows: 
v(al)= E4IA(aj, a2)(A(a2)-A(aj))2. (6.45) 
a2 
We incorporate the cross terms with a simple constructive approach. We al- 
low only contiguous move in each variable. Also, negative correlation values 
are recovered by simultaneous jumps in the F and A variable in opposite 
directions: an up move in F is associated with a down move in A and vicev- 
ersa. Instead, positive correlation values are recovered with simultaneous 
jumps in the F and A variable in the same direction. Therefore, only two 
additional cross terms are populated in the Markov generator matrix. Fur- 
thermore we assume that these two cross terms are equal. In particular, for 
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negative correlation values (p < 0), we solve for: 
Ln(xi, a,; x, - 1, a, + 1)(F(xi - 1) - F(xi))(A(al + 1) - A(al)) 
Ln (x al; x, + 1, al - 1)(F(xi + 1) - F(xi»(A(al - 1) - A(a1» 
= pu(xi 1 aj)F(xi)v(a1), (6.46) 
£n(xi, al; x, - 1, al + 1) = £n(xi, al; xi + 1, al - 1) (6.47) 
whereas for positive correlation values (p > 0), we get: 
Ln(xi, a,; x, - 1, a, - 1)(F(xi - 1) - F(xi))(A(al - 1) -A(al)) 
+, Cn(xi, a,; x, + 1, a, + 1)(F(xi + 1) - F(xi))(A(al - 1) - A(al)) 
= por(xl I al)F(xl)v(al), (6.48) 
Lo (xi, a,; x, - 1, a, - 1) = Cn (x',, a,; x, + 1, a, + 1) (6.49) 
Once this is done, the diagonal elements of the Markov generator matrix must 
be recalculated in order to enforce the probability conservation condition. 
We note that an alternative way of calculating the entries for the cross 
terms in the Markov generator matrix is by means of the cross differentiation 
matrix DFA, as described in section (6.3). 
The volatility smile 
We apply the model to the valuation of the swaption volatility smile. In our 
example, the initial value for the forward rate is f= 5%, time to expiry is 
T= 10 years and the at-the-money Black implied volatility is ATM 20%. 0' 
B =-- 
Also, the calibrated Markov generator for the stochastic volatility process 
is reported in eq. (6.42), which corresponds to a lognormal volatility of 
volatility Of VLN = 40%. 
In fig (6.3) we show the implied volatility smile for different values of 
The effect of the 0 parameter is to twist the smile around the at-the-money 
point, consistently with what is observed for the SABR model. In particular 
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for 3 (. los(, to 1 flie decreases at low strikes and increasus at Iligli strikes. 
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Fig. 6.3: VolatilitY smile for different values of the 3 cxponciit. 
We also analyse the impact of correlation. From Q (14) one (an see 
that the model responds well to diffcrellt correlation vallies. III Iml-ticillar. as 
it happens Nvith J. a change in the correlation parameter induces a rotation 
(A the We anmmd the aNthe-moncy point. This makes intuitive sense as'. 
for positive correlation. high volatility ,, allies are more likelY when the for- 
ward spans high rate vallies. whereas low volatilit. v is inore likelY when the 
rate spans low rate islues. Hence, milpared to the zvro) (wwrelationi (asp. a 
poMtke correlation induces n lower smile at low strikes and a higher smlile at 
high strikes. Die oppoAtv eMA ocmu-s for noyathv (inTelatiom. 
The response of our Markov chaill stochastic volatilitY 1110del to changes 
ill 3 and P is similar to Hie one observed Nvith Hic SAIM model. This is 
not surprising as. so far, our niodcl Ims beell largely inspired oil the SABB 
inodel itself Hom-eim a ctmiWe of o1wenytions are Nvorth making. Virst. Nve 
note that our nunlel is We to Mimi, a Immiounced smile even xvith as little 
as 5 inhOlity reginies. This migg(sts t hat t lw hilpact of' st ochastic volat ilitY 
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0.0% 2,0% 4.0% 6.0% 8.0% 10.0% 12.0% 14.0% 16.0% 18.0% 20.0% 
Strike 
Fig. 6.4: Volatilitv smile for different correlation values. 
is well captured by a small and finite state space. Second. we note that, 
at very high strikes, the smile tends to flatten out rather than diverge, as 
one typically observes with the SABR model. This is (In(, to the fact that 
the stochastic volatility process is constrained to stay within it finite state 
space. and this prevents all explosive behaviour of the volatilit 'v process. 
Both 
observations suggest that the predominant impact of a siliall and finite state 
space for the stochastic volatility process is Oil tile modelling of the volatility 
smile at extreme strikes. 
6.4.2 Stntc dependuiA skew modol 
At this point, we take advantage of the flexibilitY offered by the Markov chain 
mathematical frainework aild introduce a state dependent skew 2. We have 
seen that the skew is controlled by the 3 and p parameter ill it similar fashion. 
Hence. ill a state dependent skew model, 3 or p are Ilulde a sillooth function 
of the underlying forward rate. This has been (1011c ill a 11011 parailletric forill 
2 Whilst we have not come across a description of state dependent skew inodels ill 
the public domain, these models are well known by the research community Nvol-kim, ill 
financial institutions. 
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and we have considered four different paraincterisatimis. showii in fig. (6.5) 
and (6.6): 113 lou,. 3 high. p lovi and p high. III particular, 3 /oil, and rho /oil' 
are increasing functions of the forward rate. whereas 4 Iiigh and p high are 
decreasing functions of the forward rate. 
The local volatility component and the stochastic volatility process 
are first calibrated to the liquid strike region, which for the most mature 
markets aniongst the G8 economics it (-all be roughly identified by it T/C' 
range around the at-the-money strike. Then the model calibration is refilied 
at extreme strike regions by ineans of local inodifications of the volatility 
function at very high and low rate or volatility levels. III genci-A, the local 
modification of the volatility fi-inction at extreme regions may also have it 
non negligible impact for the valuation of options prices at ilea r-t lie-ii ioneY 
strikes. Hence. the optimal calibration is reached by inemis of all iterative 
process. However. for local modifications, we found this dependency to he 












Fig. 6.5: State dependent 
13 curves: 
3 low and 3 high. 
-a--_ 0 
For the case of state dependent skew induced bY a stilte dependent 3 
curve, we fiild that it is possible to alter the voIntilitY "'llille ill such a Nva. v to 
lower or raise both wings at the saine time. We compare ill(' volatilitY Sillile 
o OE I 
0001.5,00% 10.00% 15.00% 20.00% 25,00% 












Fig. 6.6: State dependent j) curves: p low aild p 114,1111. 
: : -_ 1".; 
obtained with the two 3 curves (3 lou, and 3 hIgh) with the one cidculated 
with a constant ý3. One can notice that the 3 lon, curve achieves it higher 
smile both at low and high strikes. whereas Nvith the 3 high, curve the sinile 
moves III the opposite direction (see fig. 6.7). This represcilts an cidimiced 
modelling flexibilitly. which lins been achieved h. v mcmis of the Mm-kov chain 
lattice frainework xve have introduced. However, we find that for the state 
dependent p illodel the most 1-clevailt impact is achieved at high strikcs oilly. 
whilst little additional control is gaincd at low strikes (sce fig. 6.8). tlenccý 
the state dependent 1) model is not as attractive as the state dependent 3 
model. 
6.4.3 Stochastic skow model 
We also consider a iiiodcl with stocliastic sk(, w. This can he iichloved bv 
making the 13 or p paraineter shuhnst4% In tlds (aso the mixiHng, rvgiill(, 
process is responsible for driving both the volMility mid the .1 or p variables. 
TImse are therefore allowed to take five (liffel-clit vallics. olic per reginle state. 
For an interpretadon of the shulastic 3 model, we not(, that in this case 
one is able to impose differeilt conditional distriblitioll ils-sumplions oil the 
underlying rate as a huwOon (A the volatility reginic. F(w example. olle 
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Fig. 6.8: Volatility sinile for state dependent p curves. 
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Tab. 6.1: Stochastic 0 parameterisation. 
Regime volatility flat 30 low # higý'- 
0 0.017 0.6 0.20 0.80 
1 0.045 0.6 0.33 0.66 
2 0.08 0.6 0.46 0.53 
3 0.17 0.6 0.60 0.40 
4 0.44 0.6 0.80 0.30 
Tab. 6.2: Stochastic p parameterisation. 
Regime volatility flat p plow p higý- 
0 0.017 0.00 -0.40 0.40 
1 0.045 0.00 -0.20 0.20 
2 0.08 0.00 0.00 0.00 
3 0.17 0.00 0.20 0.20 
4 0.44 0.00 0.40 0.40 
may want to model a normal forward rate process for periods with high 
volatility and lognormal forward rate process for periods with low volatility, 
or viceversa. For the case of stochastic p model, one is able to change the 
correlation assumption between the volatility and the underlying forward 
process as a function of the regime variable. The values chosen in our example 
are reported in table (6.1) and (6-2). 
Whilst this model can be attractive from a hedging point of view, we find 
that that this does not provide substantial additional control on the implied 
volatility smile. In particular, like it happens for a deterministic skew, the 
stochastic skew tilts the implied volatility smile around the at-the-money 
point, as shown in fig. (6-9) and (6.10). Roughly speaking, the volatility smile 
implied by a stochastic skew model could be obtained by a plain stochastic 
volatility regime model with an appropriately calibrated skew parameter. 
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This call be b etter scen for tI ic stod Ii Is t Ic ýýII Io( le I NN. I III p= ()ý where I he 
unconditional terminal distriblitioll of' the 1111derlYing 1,01-will-d rilte is 
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7. A STOCHASTIC MONETARY POLICY INTEREST 
RATE MODEL 
7.1 Introduction 
The view on central banks' monetary policies has a crucial impact on the 
risk taking and hedging strategies of financial institutions. Surprisingly, most 
commonly used pricing models do not allow for a direct specification of such a 
view. In this chapter, we present a novel approach to interest rate modelling, 
which incorporates stochastic monetary policy. 
Taking inspiration on short rate models, previously discussed by (Vasicek, 
1977; Cox et al., 1985; Black and Karasinski, 1991; Hull and White, 1993), 
we choose a modelling primitive which is not an asset price process. The 
main consequence of this choice is that the drift term is not implied by the 
specification of the volatility term and the no-arbitrage condition. We exploit 
this property and introduce an additional degree of freedom by making the 
drift a stochastic process which can be directly specified. 
Furthermore, similarly to what is done in the so called LIBOR Mark-et 
Models by (Brace et al., 1996), we choose to work with a simple compounding 
rate, rather than an instantaneous rate, as this is a market observable quan- 
tity. We take the 3-month LIBOR spot rate Lt as our modelling primitive. 
The process for Lt can formally be written as follows: 
dLt = it,,, (Lt) dt+ Orbt (Lt)dl Vt + jumps, (7.1) 
where TVt is a one-dimensional Brownian motion and the drift and the volatil- 
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ity terms are stochastic and driven by the processes at, bt correlated to the 
rates themselves. 
We enforce a nearly time-homogeneous parameterisation (with time de- 
pendencies introduced only by means of deterministic time-dependent shifts) 
and show that the model is able to generate a persistent smile across tenors 
and maturities, in good qualitative agreement with the EUR market. We 
also show that the model is able to explain steep, flat and inverted yield 
curve shapes and we find that these shapes are considerably affected by the 
drift regime process, as one would intuitively expect. Although we find that 
a limitation of the model is that it can not obtain humped yield curve shapes, 
our model compaxes favourably with time-homogeneous short rate models, 
which have much greater limitation in the shapes that they can reproduce. 
For example, (Brigo and Mercurio, 2006) show that in the Vasicek model it 
is not possible to obtain inverted curves, no matter the values of the model 
parameters. We show how the drift regimes can be used as a direct con- 
trol for the calibration of the long dated portion of the volatility smile in 
high and low strike regions without considerably affecting the nature of the 
process at earlier maturities. In fact, (Konikov and Madan, 2001) explain 
that jumps are predominant at short maturities and it is well known that 
stochastic volatility persists for longer time span. Our finding is that the 
drift process, associated with the first moment of Lt, has a predominant im- 
pact at long maturities. The three different components can therefore be 
effectively used to drive the process at different time spans whilst retaining 
a time homogeneous parameterisation. 
Our model is solved by means of finite-state Maxkov chains. We use 
Markov chains in two conceptually distinct ways: as an approximation to 
the continuum limit and as a modelling framework in its own right. In par- 
ticular, the first approach is used for the approximation of the conditional 
local volatility diffusion process. Whereas the drift and volatility regime 
processes are constructed with a direct specification of the transition proba- 
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bilities themselves. The combined process is therefore the result of an hybrid 
approach. 
Discretisation schemes of the first type have been previously discussed in 
(Albanese and Kuznetsov, 2003) and (Albanese and Kuznetsov, 2005), and 
applied to models for which the spectrum of the Markov generator can be 
computed in analytically closed form. Whilst retaining the insights provided 
by their spectral analysis treatment, here we choose to do without analytic 
solvability and follow instead a non-parametric approach, similarly to what 
was proposed by (Albanese and Trovato, 2005). The idea is to leverage not 
on the ability to evaluate special functions but instead on numerical linear 
algebra routines in order to compute a matrix exponentiation. The discreti- 
sation scheme is based on operator methods and level 3 numerical linear 
algebra (i. e. matrix-matrix multiplication), which can be performed with 
robust and efficient third party libraries, available with both freeware and 
commercial licensing. A popular and well established freeware for numerical 
linear algebra is ATLAS (Automatically Tuned Linear Algebra Software), 
available from the sourceforge web site and discussed by (Whaley and Pe- 
titet, 2005). Markov chain modelling of the second type has recently been 
explored by (Albanese and Týovato, 2005), in the context of interest rates, 
and (Graziano and Rogers, 2006) and (Albanese and Vidler, 2007) in the 
context of credit modelling. 
The introduction of stochastic monetary policy in interest rate modelling 
is the main technical contribution of this chapter. Furthermore, the use 
of Markov chain lattices and operator methods also represents a distinctive 
feature of our approach. 
In this chapter we describe the interest rate model and its calibration to 
the implied volatility smile and correlation. Furthermore we show an appli- 
cation to callable swaps and callable CNIS spreads range accruals and analyse 
the impact of drift regimes on the price functions and exercise boundaries. 
7. A stochastic monetary policy interest rate model 106 
7.2 Desiderata for an interest rate term structure smile model 
The large variety of payoffs available in the interest rate derivatives market 
means that a trading desk builds up exposure not only to interest rate move- 
ments, but also to several other derived state variables, some of which are not 
easily observable on the market. For consistent pricing and robust hedging 
one would want to try and make use of the same model across all products, 
and retain efficient numerical solubility and stable hedge ratios computation. 
Whilst we do not engage in a discussion on what should be the selection cri- 
terion for a good interest rate model, which has been an active debate in the 
literature, we note that an interest rate derivatives desk of a major financial 
institution is likely to build up exposure to: 
* interest rates movements; 
* at-the-money implied volatility movements; 
* movements of the liquid portion of the volatility smile, i. e. strike levels 
around the at-the-money forward; 
e movements of the asymptotic volatility smile, i. e. in regions of very 
high and very low strike levels; 
* forward volatility movements; 
4, forward rates correlation movements. 
Interest rates and at-the-money implied volatilities are observable in the 
market, as is the liquid portion of the smile. The latter is driven by European 
swaption contracts and, as an example, for the current EUR market it spans 
a strike range between 2% and 8% approximately. The asymptotic smile 
spans extreme strike levels and is driven primarily by constant maturity 
swaps (CNIS). These exotic structures receive a floater, the coupon being 
a spread over LIBOR, and pay the equilibrium swap rate of a fixed tenor 
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prevailing at each coupon date. An analysis of the CMS leg coupon structure 
leads to the conclusion that CMS contracts are particularly sensitive to the 
asymptotic behavior of implied volatilities for very large strikes. Therefore 
market CMS rates are an average indication of the asymptotic smiles and 
they suggest that implied volatilities flatten out and converge asymptotically 
to a constant. Forward volatility is not directly observable in the interest 
rates market, apart from some fairly illiquid products, and implied forward 
rates correlation is only observable for a few forward rate pairs over a limited 
range of strikes. 
A consistent model aims to recover all market prices and observables and 
can be used to extrapolate the values for those quantities that, although not 
directly observable on the market, play an important role in the pricing and 
risk management of some interest rate derivative products. Also, ideally, 
a consistent model should be able to describe the market over time with a 
parameter set that can stay almost constant. 
In the construction of our model we make every effort to retain the eco- 
nomic interpretation of the assumptions imposed on the process, hoping that 
this would lead to an economically meaningful extrapolation of the model de- 
rived quantities. 
The first goal of our model construction is to try and describe consistently 
both the liquid and the asymptotic portion of the smile, in good qualitative 
agreement with the market. The rich model parameterization and the ability 
to control the transition probability of the spot rate to span and stay in 
different value regions allow us to achieve this goal. 
The second goal is to ensure that the model is qualitatively consistent 
with historical data. In our calibration exercise we ensure that the yield 
curve shapes obtained by the model, as a function of the initial condition, 
are consistent with historical market scenarios. The third goal is to ensure 
that the model implies realistic values for the implied forward volatility. For 
this we use time-homogeneity as a guiding criterion of our methodology. In 
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fact, in a time-homogeneous model the implied forward smile is necessarily 
similar to the spot smile. This is a desirable feature for an interest rate 
model. 
The fourth goal is to recover the historical correlation structure between 
forward rates. The drift regime process provides the necessary control for 
this. 
7.3 LIBOR drift and monetary policy 
The monetary policy of a central bank is primarily driven by two often con- 
flicting tasks: keep inflationaxy pressure under control and ensure stable 
growth in the economy. A detailed discussion on the drivers of central banks' 
monetary policies is beyond the scope of this work, however we point out that 
it is possible to establish a qualitative link between the drift of the LIBOR 
rate process and monetary policy. In particular, it is important to note that 
the monetary policy of a central bank tries to address issues in the economic 
cycle which may last for periods that span multiple years. For example, in 
periods when the economy is weak a central bank may lower interest rate 
to foster economic growth, whereas in periods when the economy is buyoant 
and inflationary pressures become a threat to the value of money, interest 
rates are raised to fight inflation and cool the economy. The economy grows 
and shrinks in cycles and consequently the intervention of central banks to 
the short term rate are also cyclical. A central bank typically raises or lowers 
interest rates in steps of 25bp or 50bp and multiple interventions are required 
in order to obtain a non-negligible impact on the economy. Therefore, once 
a directional trend is taken by the central bank, it is likely that this trend 
will continue for a while before switching to a different regime. We therefore 
argue that a possible way of incorporating a monetary policy component in 
our model is to account for stochastic monetary policy regimes, which are 
directly linked to stochastic LIBOR drift regimes. 
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A qualitative analysis of the historical time series for the 3-month LIBOR 
spot rate of four major currencies (EUR, USD, GBP iind JPY) confirm's 
this intuition and gives us the necessary insight for the specification of ()in- 
stochastic monetary policy inodel. From fig. (7.1) it is obvious that the 3- 
month LIBOR spot rate is characterised by trends which maY last for period,,; 
that spall multiple Years. One can ("IsilY identif. y falling, stable and rising 
trends, in the EUR. GBP and USD time series. In ()in- model. these ti-cilds 
are associated with drift reginies corresponding to falling. stable and rising 
rates. The JPY t1ine series is interesting because it spans regions not explored 
by the other tinie series, and in particular regions where the rate is close to 
zero. When the rate approaches these extremely low levels. it is subject to 
deflationary pressure and it may be constrained to staY at such low levels for 
all extended period of time. as it has happened for the Japanese ecoliolilly 
between 2000 and 2005. In our model, we include il dc1lational-Y drift reglille 
which is associated to this phenomenon. 
Hence it is not unreasonable to account for stochastic monetary policy 
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Fig. 7.1: Spot 3in Libor rate historical tinic series. 
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7.4 The modelling framework 
We proceed with the specification of our modelling framework. We define a 
tenor structure ti, iE 10, MI such that 7- = tj - tj-, = 0.25 for each 
jE M}, and take the 3-month LIBOR spot rate Lt as our modelling 
primitive. The term structure of discount bonds is recovered through a model 
dependent formula: 




where the expectation is taken in the 3-month spot LIBOR measure, Z(ti, tj) 
is the value at tj of a zero coupon bond paying one currency unit at tj and 
Lt', is the prevailing 3-month LIBOR spot rate at time tk. The process for 
Lt can formally be written as follows: 
dLt = g, (Lt) dt + O'bt (Lt) dTVt + jumps, (7.3) 
where the drift and the volatility terms are stochastic and are driven by 
the processes at, bt correlated to the rates themselves. We note that, as Lt 
is not a fixed asset price process, the drift and the volatility terms can be 
independently specified. 
In our modelling framework the process for the LIBOR rate is driven 
by a conditional local volatility diffusion process with asymmetric jumps, a 
volatility regime variable process and a drift regime variable process. The 
conditional local volatility is specified as a CEV process, where the exponent 
is made a function of the rates themselves. Asymmetric jumps are also 
introduced, in order to describe the pronounced and asymmetric smile at very 
short maturities. The volatility regime variable is constrained to take three 
possible values: low, medium and high volatility. The drift regime variable 
can take values corresponding to regimes of rising, stable, f alling rates 
and def lation. 
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In this modelling framework, the 3-month LIBOR spot rate, and therefore 
the yield curve dynamics, are driven by three factors: the conditional local 
volatility diffusion process, the process for the volatility regime variable and 
the process for the drift regime variable. 
7.5 The model construction 
We introduce NL = 70 states for the conditional local volatility diffusion 
process, N,, =4 states for the drift regime variable and Nb =3 states for the 
volatility regime variable. Let QL be a finite set {O, 1,..., NL- 11 containing 
the first NL -1 integers together with zero, Q,, the finite set {O, 1,2,3} and 
Qb the finite set 10,1,21. Let L: QL --+R be an increasing positive function 
such that L(O) = 0. Also, let yj = (xi, aj, bi) be a generic element of the 
lattice Q= QLX Pa X Qb, where xi GQL, aj EQa, and bi Ef2b- 
7.5.1 The conditional local volatility diffusion process 
Conditional on a drift regime state ai and a volatility regime state bi, we 
define an approximating Markov chain associated with the conditional local 
volatility diffusion process for the 3-month LIBOR spot rate. The Markov 
generator is constructed by imposing probability conservation and the local 
consistency properties, in the sense of eq. (5.11), (5.9) and (5.10) respectively. 
Drift specification The drift specification is an important ingredient in the 
construction of our model. In classical short rate modelling, the functional 
form for the drift is specified according to qualitative economic assumptions, 
which are derived from an analysis of historical data in the real world mea- 
sure. In particular, the drift is typically made mean reverting to a long time 
mean reverting level at a given mean reverting speed, a choice adopted by 
(Vasicek, 1977; Hull and White, 1993; Cox et al., 1985). In these models, 
the level of the rates is then fitted in the risk neutral measure in order to 
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match the term structure of discount bonds. This procedure is based on the 
implicit assumption that the qualitative behaviour observed in the real world 
measure remains valid in the pricing measure, although the actual values are 
then computed in the pricing measure. This is not unreasonable if one be- 
lieves that the market risk premium does not alter the qualitative behaviour 
of the drift functions. However, not all drift parameters are calibrated to the 
discount curve, as they have different economical meanings. In particular the 
degree of freedom provided by mean reversion speed is typically used in order 
to generate meaningful correlation dynamics. In fact, it is well known that 
the mean reversion speed has a crucial impact on the correlation of interest 
rates at different times. For example, consider the Vasicek-Hull-White model 
where the short rate satisfies the following SDE: 
drt = (Ot - atrt)dt + utdlVt, (7.4) 
with Ot, at and at deterministic function of times. For the case at = a, (Hunt 
and Kennedy, 2004) show that the correlation structure for the short rate is 
given by: 
r(rt, ) 
p(rti, rtj) = e-a(tj -ti) 




If we assume that the model is calibrated to a strip of caplet prices, the 
ratio =(211) does not depend on a. Thus, the higher the mean reversion var(rt, ) 
speed a the lower is the correlation between the short rate at different times. 
For other short rate models it may not be possible to recover an analytical 
formula for the correlation structure, but the principle still applies. For this 
reason, the mean reversion speed is typically given in input in such a way to 
recover the desired correlation structure. 
Our model allows for greater flexibility, as we have four drift functions, 
one for each drift regime. We follow the same approach of traditional short 
rate modelling and assume that the qualitative behaviour observed in the 
real world measure remains valid in our pricing measure. Although the yield 
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curve dynamics are generated by the interplay of the different factors built 
into the model, we ensure that the drift mean reversion levels are primarily 
fit to the term structure of discount bonds and the mean reversion speeds to 
the correlation term structure. 
The estimation of the drift functions from historical time series is a very 
active research field in econometrics. (Andersen et al., 2004) consider para- 
metric jump diffusions with stochastic volatility, whereas (Stanton, 1997) 
discusses a fully non parametric approach for one factor diffusion processes 
and show that the drift is substantially non linear. In particular, they show 
that the mean reversion effect appears to be negligible at low to medium level 
of rates, and that it rapidly increases at high rates. We choose to construct 
the drift functions with a series of piecewise linear functions of the underlying 
rate (fig. 7.2(a)). In our parametrization choice, for the stable and rising 
regimes, the drift is constant at low rates, whereas it has a mean reverting 
behavior at medium to high rates, consistently with (Stanton, 1997). For 
falling and deflation regimes, the higher the level of rates, the more the 
process is pulled toward low levels: this makes intuitive sense as, by defi- 
nition, in these regimes the rate process is biased toward low interest rate 
levels. 
Local volatility specification 
Whilst the construction of the drift functions is primarily based on eco- 
nomically meaningful views, the local volatility specification aims to achieve 
consistency with the observed skew in the swaption market. We have chosen 
the local volatility to be of a CEV type (fig. (7.2(b))), which has received 
much attention in finance, and has been previously discussed by (Beckers, 
1980; Cox, 1996; Andersen and Andreasen, 2000) : 
Orb, (L (x» =Ubi L 
(X)ß(L(x». (7.6) 
The exponent is made dependent on the level of the underlying rates: 





where A and B are solved by imposing 6(0) =, 30 and fl(L, q) = 0,, f (fig. 
(7.3)). Such state dependent exponent can be interpreted as a state depen- 
dent distribution assumption and it has the advantage that one is able to 
control the model implied skew at different strike levels. In our calibrated 
set, where flo = 0.1, L,, f = 0.05 and 0,, f = 0.6, the model implied skew 
at low strikes is close to the one obtained when the LIBOR rate is normally 
distributed, whereas at high strikes it is not far from the skew obtained with 
a lognormal model. It should also be noted that, as the 8 exponent is always 
positive, the LIBOR rate is also constrained to be positive. 
Alarkov generator construction 
Having chosen the drift and local volatility function, conditional on each 
drift and volatility regime, we build the discretised Markov generator for the 
conditional diffusion process: 
2 
DL +b IDLL9 (7.8) 2 
for each pair (ai E ga, bi E Qb), where DL and DLL are the first and second 
order differentiation matrices in the L co-ordinate, respectively. 
75.2 Introducing jumps 
At this stage of the construction one has the option to add jumps. Although 
in the examples discussed in this chapter we focus on long dated callable 
exotics, for which we find that the impact of jumps can be safely ignored, 
adding jumps is worth considering and implementing in other situations. To 
add jumps, uncorrelated to the conditional local volatility diffusion process, 
we use Bochner subordinators with the Bernstein function associated to the 
variance gamma process previously discussed in (Madan and Seneta, 1990) 
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where p is the mean rate and v is the variance rate of the variance gamma 
process. We note that we must necessarily use a unitary mean rate as, in 
this case, it is possible to recover the original diffusion process when the 
jumps variance rate tends to zero. In fact, for p=1 and v --+ 0 we have 
O(A) --+ A. We then follow the following procedure which accounts for the 
need to assign different intensities to up-jumps and down-jumps. This is 
done in order to address the calibration of an asymmetric smile at the very 
short end. To produce asymmetric jumps, we specify the two parameters 
in (7.9) differently for the up and down jumps and compute separately two 
Markov generators (see 5.2): 
.± "': -0±(-CfIL) = -U±O±(-A)U-'±, 'CjnL "' (7.10) 
where: 
(A) log(l + Av±). 
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The new generator for our process with asymmetric jumps is obtained by 
combining the two generators above: 
0 0 0 0 o 














0 0 0 ... 0 0 
(7.12) 
il where 11 is the element (x, y) of the matrix r. . Here the element of the XIY L 
diagonal are chosen in such a way to satisfy probability conservation: 
d, y y). (7.13) 
Also notice that we have zeroed out the elements in the matrix at the upper 
and lower boundary: this ensures that there is no probability leakage in the 
process. At this stage of the construction, we have therefore obtained a 
collection of generators V0, for the 3-month spot LIBOR rate process, one 
for each pair (ai E Ila, bi E Qb), whose dynamics are characterized by a 
combination of state dependent local volatility and asymmetric jumps. 
75.3 Stochastic volatility regimes 
The process for the stochastic volatility is not easily observed in interest 
rates. Payoffs whose primitive underlier is the volatility itself are still scarce 
and illiquid, although recently they have been receiving increased attention 
in the market. (Rebonato and Joshi, 2001) argue that the volatility process 
experiences patterns which can be effectively described by means of regimes. 
Also, previous econometric studies by (Hamilton, 1998) and (Susmel and 
0 0 0 0 









'n-1,2 'n-1,3 dn-l, 
n-1 
0 0 0 ... 0 
7. A stochastic monetary policy interest rate model 118 
Kalimipalli, 2001) on the short term interest rate give evidence for regime 
switching in interest rates. Consistently with this view, we model stochastic 
volatility by means of regime switching. The volatility is allowed to switch 
between three possible states: low, medium and high. 
The transition probabilities between regimes are set to be independent of 
the rate. The values used in our model parameterisation are the following: 
-2.5 2.5 0 high 
Lnb 0.2 -0.6 0.4 medium 
0 0.4 -0.4 low 
The Markov generator has been constructed both by performing a fit 
to the volatility cube and by ensuring that transition probabilities between 
regimes reflect a meaningful view on the volatility process. In particular, it 
should be noted that the process on the regimes is typically much slower than 
the process on the state variable Lt. The volatility process is responsible for 
driving the medium to long term behaviour of the term structure of the yield 
curve. The rate is allowed to transition from one regime to another with low 
frequency and we have chosen to allow only transition between contiguous 
regimes. Also, the process reverts from the high to the medium volatility state 
faster than any other regime transition. This is in line with the qualitative 
behaviour observed in the market, whereby high volatile periods axe typically 
much shorter than normal or low volatile periods. 
7.5.4 Stochastic monetary policy 
In our model, one has the flexibility of directly specifying the process for 
the stochastic drift regimes. The monetary policy represents an economi- 
cally meaningful risk factor and a direct specification of its dynamics is an 
important benefit of this framework. This additional degree of freedom is 
best viewed as a powerful tool in order to provide an economically mean- 
ingful explanation of the implied volatility smile and the correlation term 
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structure. 
Evidence that the 3-month LIBOR spot rate experiences drift regimes is 
provided by a qualitative analysis of the historical data (fig. 7.1). In addition, 
the econometric studies by (Andersen et al., 2004), and references therein, 
have been able to successfully explain the short term rate historical time series 
by incorporating a stochastic drift component in the model specification. 
In our parameterisation choice, the elements of the Markov generator Ln. 
of the drift regime process have been chosen as shown in fig. (7.4). These 
are defined to be a function of the underlying LIBOR rate. This functional 
dependence introduces a correlation between rates and drift regimes. A few 
economically meaningful observations have driven the specification of the 
stochastic monetary policy Markov generator: 
a the drift regime process is allowed to jump with non-zero probability 
only between contiguous regimes; 
9 apart from the deflationary regime, beyond a certain rate level the rate 
may switch between different regimes with equal probability; 
at very low rate levels, there is a large probability of switching from a 
falling to a deflation regime; whereas for increasing rate levels this 
probability rapidly decreases to zero; the inverse applies for def lation 
to falling; 
the probability of switching from a stable to a falling regime, and 
from a rising to a stable regime, increases up to a constant as rates 
increase up to a reference level; the inverse applies for f ailing to 
stable and stable to rising; 
One should note that the above behaviour is qualitatively consistent with 
the mean reversion phenomenon observed in the interest rates market. 
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7.5.5 The combined process for the spot LIBOR rate 
We complete the construction of our interest rate model bY coillbilling to- 
gether the conditional local volatility jullip diffusion process. the volatilit. N. 
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the (a,, a2) element of the Markov generator for the stochastic drift regime 
process defined on the lattice Pa and function of the underlying LIBOR rate 
process; and Cn, (bl, b2) is the (bl, b2) element of the Nfarkov generator for 
the stochastic volatility regime process defined on the lattice 06. 
In a more compact form we write 4(Yl; Y2) = Cn(xi, a,, bi; X2, a2, b2), 
where we remind that in our notation yj = (xi, aj, bi) . To gain an intuition on 
the meaning of the matrix element Ln(yj; y2) we note that, for each element 
off the main diagonal, 4 (YI; V2) dt represents the transition probability to 
move from a state L(xi) in the a, drift regime and b, volatility regime to a 
state L(-T2) in the a2 drift regime and b2 volatility regime in an infinitesimal 
time dt. 
The Markov propagator of the combined process between two consecutive 
times in the tenor structure (ti, ti+, ) is computed by taking the exponential 
of the combined Markov generator: 
ufl(yi, ti; Yi+i, ti+l) = ef-n(ti+i-ti)(yi, yi+i). (7.16) 
Since our underlier is a 3-month rolling LIBOR rate though, we are not inter- 
ested in the pricing kernel but rather in the discounted transition probability 
kernel, which in the 3-month spot LIBOR measure we use, is given by: 





The 3-month discounted transition probability kernel is obtained by discount- 
ing the 3-month propagator Un(Yk-1. tk-1; Yki tk) between times 
(tk-1; tk) With 
the 3-month discount factor I. In order to obtain the discounted tran- 1+. rLtk-I 
sition probability kernel between two generic times (ti; tj) belonging to the 
standard tenor structure, with j>i+1, the elementary discounted kernel is 
compounded n= ýLý times summing across all intermediate states. 
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It should be noted that the model is by construction arbitrage-free, as it 
is built by means of a pricing kernel (7.16) and it is defined on finitelY-many 
states (see (Hunt and Kennedy, 2004), theorem 1.7). 
7.5.6 Handling non standard periods 
As it is the case for any model where the chosen primitive is the LIBOR rate 
with simple compounding, the stochastic discount factor between any two 
generic times that are not j7, years apart, with iEN, is not readily avail- 
able. Whilst this is not a problem for the valuation of standard derivatives 
instruments with regular payment schedules, the issue arises when applying 
this class of models to unconventional trades. This is a matter of practical 
interest which should not be overlooked, as non standard payment schedules 
axe often found in a typical trade population of exotics trading desks. Over- 
the-counter contracts may be tailored to match clients' unconventional cash 
flow schedules and this generally results in a stub period at the beginning of 
the trade or at exercise dates. Also, in some cases, as for example accrual or 
trigger swaps, one must be able to obtain the discounted transition probabil- 
ity matrix for non standard tenors even if the trade has a regular payment 
schedule. Finally, a correct evaluation of stub periods is necessary for the 
pricing and risk management of aging trades. In this case the tenor between 
the pricing date and the payment date of the first cash flow shrinks from the 
market standard period, at trade inception, to zero as time goes by. 
Several practical solutions have been presented for the so-called LIBOR 
Market Model, which is also based on a simple compounding rule. In par- 
ticular, a linear interpolation method on the discount factor is proposed by 
(Jashmidian, 1997). (Brigo and Mercurio, 2006) suggest a drift interpolation 
algorithm based on Brownian bridge, whereas some practitioners choose a 
naive interpolation on the stochastic LIBOR rates themselves, as it is done 
by (Morini, 2005). It should be noted that, in general, these solutions are 
not arbitrage-free. This concept is further expanded in (Davis and Mataix- 
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Pastor, 2008), where it is shown that an arbitrage-free interpolation of the 
swap curve can only be obtained for particular interpolation functions. In 
this work, we present numerical results showing that in our model the im- 
pact of the interpolation method is typically small for long dated derivative 
pricing. Hence, we do not look for an arbitrage-free interpolation method, 
but rather address the problem with a practical solution, which is applicable 
within our modelling framework. 
Without loss of generality and in order to fix ideas, we first address the 
issue encountered when pricing a Bermuda swaption with an unconventional 
exercise schedule (see fig. 7.5). Let to be the evaluation date and, for sim- 
plicity, assume that all cash flows are 7- years apart, both on the fixed and 
floating leg. Also, assume that a given exercise date W falls in between two 3 
ex X payment dates: t2 < t3 < t3- In order to evaluate the option at te one needs 3 
to perform a backward induction between t3 and W. This requires the valua- 3 
tion of the discounted transition probability matrix G3= Gn 
Mxv t3ex; Y3t t3)- 
Also, working back on the lattice from tex to t2, one also needs to know the 3 
matrix G2 = Go (? I ex, teX) 2st2; Yq q 
G G2 G3 G 





Fig. 7.5: Bermuda swaption with non standard exercise date t" falling in between 3 
payment dates t2 and t3. 
Let L, (t) be the spot LIBOR rate with tenor r and evaluated at time t. 
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Also, let: 
T2 t3 - t2) (7.18) ex 
- tex T3 t3 31 (7.19) 
where 7-2 and -r3 are expressed in year fractions. If we knew the Markov 
generators, C2, n and 4, n, for L,, and L, 3 respectively, we could evaluate the 
elementary propagators U2 and U3 as follows: 
tex C2, n 
(t3e" 
-t2) e ) : -- e (Y2 i Y31) 
(7.20) U2 Ufl (Y2 t2; Y3e' 93 
4,03-t3e2) e' U3 Ufl (Y3 7 
te32; Y3 i 
t3) =e (7.21) I' M1 Y3)) 
and therefore compute G2 and G3 by discounting the elementary propagators 









(tex 1 +, r3L 3Y 
The same reasoning applies for the valuation of aging trades, as well as 
trigger or accrual swaps. In fact, in the most general case, the valuation 
of a derivative contract requires the knowledge of the discounted transition 
probability matrix G, associated with the standard 3 month spot LIBOR rate 
process, as well as some other matrices Gj associated to the spot LIBOR rate 
process of tenor -ri < r. In the time homogeneous case, for the valuation of a 
given trade, one needs to compute as many G,, as non standard periodsri <r 
encountered in the contract specification. For example, the trade shown in 
fig. (7.6) represents an aged Bermuda swaption with exercise dates falling 
in between payment dates. In this case, four time homogeneous discounted 
transition probability matrices G are required: one for the standard period 
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, r, one for the initial stub rl, due to the aging effect, and two for the periods 
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Fig. 7.6: Aged Bermuda swaption with exercise dates falling in between paymcnt 
dates. 
Therefore, solving the issue of handling non standard periods boils down 
to the estimation of the Markov generator for the spot LIBOR rate pro- 
cesses associated with tenors smaller than the standard one. For practical 
applications, we propose to adopt the following approximation: 
, C,,, n = C,, n, for each ri < -r. (7.24) 
The above assumption is equivalent to saying that L,, (t) = L, (t), for each 
-ri < r, at any time t. Or, in other words, that the conditional yield curve 
dynamics for expiries less than, or equal to, -r is driven by the same stochastic 
process. As in this work we are mainly concerned with the valuation and 
risk management of long dated derivatives, the number of times when this 
approximation is required for the valuation of exotic trades is typically low. 
Also, with numerical experiments we find that the error induced by using 
,r=0.25 as standard lattice frequency is very small and conclude that this is 
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Finally we note that, having adopted the above proposed approximation, 
it is possible to run the model on a general time structure of this type: 
0< to < tj < ... < t" (7.25) 
with tj arbitrary. 
7.6 Calibration 
In our calibration problem we focus on two main aspects: 
e recover the implied market prices at one particular date; 
* obtain yield curve dynamics consistent with historical data. 
We first perform a best fit of the model to the price of a selection of calibration 
instruments observed at a given date and then analyse the model implied 
yield curve shapes to ensure consistency with historical data. 
In this section we first briefly discuss the market completeness for stochas- 
tic drift models. We then describe the algorithm for the solution of the best 
fit calibration problem and show numerical results and model implied yield 
curve dynamics. Finally, we report some performance timings. 
7.6.1 Stochastic drift and market completeness 
Our model is built with three stochastic drivers: one for the underlying rate, 
one for the volatility and one for the drift. In a continuous setting this may 
pose issues related to market completeness. In fact, in the traditional liter- 
ature, the calibration problem is formulated in such a way that, in addition 
to a riskless security, it is possible to associate one risky security for each 
risk factor introduced in the model. Broadly speaking this ensures that the 
market is complete. Whilst market completeness gives comfort on one side, 
as this implies that general contingent claims can be perfectly hedged, it 
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often constrains model flexibility. This may lead to unsatisfactory modelling 
frameworks, which are not able to fit the implied market data or generate 
economically meaningful dynamics. The difficulty therefore lies in finding a 
mathematical framework that, on one side can guarantee a (quasi-) perfect 
hedge of contingent 'Claims, and on the other allows for enhanced modelling 
flexibility. For example, for models built with geometric Levy processes, 
(Corcuera et al., 2005) suggest to complete the market with an additional 
ad-hoc risky asset. Whereas (Merton, 1976) assumes that jumps are uncor- 
related with the marketplace and can therefore be diversified away. On a 
different approach, (Carr et al., 2001) discuss a new framework for pricing 
and hedging in incomplete markets, that is somewhat in between the expected 
utility maximization and arbitrage free pricing theory. Finally, (Schoutens, 
2006) states that most model are incomplete and that many practitioners 
believe that the market is not complete. 
In our framework, we choose to do work with finite-state Markov chains 
and enrich the process in order to incorporate economically meaningful dy- 
namics. This choice represents a consistent approach in order to satisfy the 
market completeness condition and at the same time enhance the model spec- 
ification. In fact, a market described by finite-state Mark-ov chains provides 
an interesting framework in order to address the market completeness issue. 
In fact, on one side it provides enough modelling flexibility for practical ap- 
plications and on the other side it limits the sources of randomness. The 
process is constrained to take a finite set of values and, in particular, the 
maximum number of outcomes originating from a given lattice value yj is 
countable and finite. Broadly speaking, this allows to identify a replicating 
self-financing strategy, based on a finite number of risky securities. For ex- 
ample, in our case, a set of discount bonds, each with different maturity, may 
be used to construct a self-financing replicating portfolio. We do not engage 
in this discussion any further and we refer the reader to (Norberg, 2003) for 
a rigorous description of the completeness issue in a Markov chain market. 
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The reader may notice that, within such modelling framework, market coin- 
pleteness conditions are reasonably easy to obtain. This contrasts with the 
continuous state space case for which a similar discussion can be found ill 
(Eberlein et al., 2005), where the authors consider the case of L6vy processes. 
Also, we argue that, regardless of market completeness properties, the 
introduction of stochastic monetary policy in interest rate modelling is an 
interesting extension of currently known modelling frameworks and therefore 
it is worth exploring. 
7.6.2 Best flt calibration 
Let ME RI be the set of model calibration parameters, with m the total 
number of paxameters, and Y the column vector of n market observables, 
with m<n. The model is calibrated with a time homogeneous parameteri- 
sation by solving a weighted non-linear least square minimisation problem: 
min,,, Wi [f (. A4) _ y, 
]2, 
MER n. (7.26) 
The calibration is subsequently refined with minor deterministic time de. - 
pendent shifts for a perfect match to the term structure of the interest rates. 
The vector Y stores the market prices, volatilities or correlation values for 
the target calibration instruments. The weights wi are used to differentiate 
liquid and illiquid calibration instruments. The function f (M) is the model 
dependent function that evaluates the same quantities as a function of the 
set of model calibration parameters M. 
We now proceed with the detailed description of Y, wi, f (M) and M. 
Target calibration instruments 
In this section we describe the target calibration instruments and the market 
observable values Y associated to them. 
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Theyieldcurve A yield curve is composed of a set of liquid interest rate con- 
tracts, which typically include short term cash deposits, futures and swaps. 
The discount curve, defined as an array of (day, discount factor) pairs, is 
computed from a yield curve by means of an interpolation method and cu- 
tover rules. Therefore, depending on the chosen interpolation method and 
cutover rules, slightly different discount curves may be obtained from the 
same yield curve. In order to avoid any ambiguity in the problem defini- 
tion, we report in table (7.1) the target discount curve directly, rather than 
the yield curve. The calibration to the term structure of interest rates, and 
therefore the market yield curve, is obtained by fitting the model implied 
discount factors to the market discount curve. 
The swaption volatility smile For the calibration to the swaption volatility 
cube we perform a best fit to 5 tenors at 5 maturities for 9 strikes, including 
the at-the-money strike (see table 7.2). 
The market swaption volatility cube is reported in tables (7.3) through 
(7.7). Each table reports the lognormal swaption volatility smile for a given 
term across different strikes, expressed on a relative basis with respect to the 
at-the-money strike, and maturities. 
The correlation structure For a few tenor pairs, rates correlation can be 
observed in the market through spread option contracts. In our calibration 
exercise we consider two liquid spread option contracts: 10y-2y and 30y-10y 
struck at-the-money. The target correlation for the former is set at 85% and 
the latter at 90%. 
For a full correlation structure calibration, one may consider setting the 
target correlation values to the historical correlation of the thne series of the 
daily differences. Daily differences are used in the calculation as in this way 
it is possible to meaningfully compare the correlation implied by the inodel 
with the historical correlation data. In fact, in this case, the correlation 
backed out from historical data represents a close proxy for the instantaneous 
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Tab. 7.1: Market discount curve. 
day discount factor day discount factor day discount factor 
1 0.999927366 8403 0.372759315 12055 0.167552267 
2 0.999854738 8770 0.356356137 12238 0.163256923 
9 0.999346598 9134 0.340705866 12421 0.159077742 
34 0.997505944 9499 0.326496418 12607 0.1549-12816 
63 0.995224016 9864 0.312830208 12788 0.151009805 
78 0.994012629 10229 0.299722683 12970 0.147183464 
169 0.986296614 10594 0.287151142 13152 0.143437836 
260 0.978039737 10961 0.275061698 13334 0.139815013 
269 0.977208781 11326 0.263833522 13516 0.136268459 
273 0.976837987 11690 0.253104116 13699 0.1328186-14 
351 0.969427221 12055 0.242793969 13882 0.129461998 
442 0.960699186 12421 0.232914997 14065 0.126195988 
533 0.951909044 12788 0.223396917 14247 0.123017189 
624 0.943108386 13153 0.214327616 14430 0.119925154 
715 0.934288246 13516 0.205684202 14612 0.116915599 
806 0.925497753 13882 0.197354859 14798 0.11381899.1 
897 0.916713987 14247 0.189372692 14979 0.11087147 
988 0.907938797 14612 0.181723608 15161 0.10800253 
1079 0.899151934 14979 0.174628926 15343 0.105209757 
1170 0.890422024 15343 0.167914897 15526 0.10247600.1 
1463 0.862554297 15708 0.161445823 15708 0.099814883 
1828 0.82862217 16073 0.155250892 15891 0.097225109 
2198 0.795047053 16438 0.149318379 16073 0.09470-1114 
2561 0.762673694 16806 0.143605509 16256 0.09225072 
2925 0.730950851 17170 0.138181774 16438 0.089862455 
3290 0.699829583 17534 0.132986918 16621 0.087538243 
3655 0.669740977 17899 0.127996582 16806 0.085250898 
4020 0.640791156 18265 0.12321853 16988 0.08306196 
4385 0.612568238 18630 0.11815783 17170 0.08091883 
4752 0.585662831 18997 0.113279131 17352 0.078844826 
5116 0.559783263 10412 0.212287467 17534 0.07681418 
5481 0.534545329 10594 0.206694591 17717 0.07483803 
5846 0.511247409 10780 0.201162854 17899 0.072914243 
6211 0.48874021 10961 0.195927116 18082 0.0710-12098 
6579 0.466890884 11143 0.190891333 18265 0.069219875 
6943 0.445954225 11325 0.185963599 18448 0.06738367 
7308 0.425690982 11508 0.181170131 18630 0.065596174 
7672 0.407387449 11690 0.176505487 18815 0.06383728 
8038 0.389733443 11873 0.1719G7955 18997 0.06214386 
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Tab. 7.2: Volatility cube calibration instruments. 
Maturity Tenor Relative Strike 
ly 3m -2.00% 
5y ly -1.00% 
loy 5y -0.50% 
20y loy -0.25% 





Tab. 7.3: Market swaption lognormal volatility for different maturities and strikes, 
relative to the at-the-money strike. Term 3m. 
Maturity -2.00 -1.00 -0.50 -0.25 0.00 0.25 0.50 1.00 2.00 
ly 22.75 17.24 15.33 14.68 14.30 14.19 14.31 15.03 17.12 
5Y 24.21 18.56 16.65 16-04 15.70 15.64 15.83 16.65 18.91 
loy 23.23 16.94 14.82 14.21 14.00 14.17 14.63 16-00 19.05 
20Y 16.68 13.44 12.58 12.37 12.30 12.35 12.51 13.03 14.40 
30Y 15.15 12.54 11.86 11.68 11.60 11.61 11.69 12.02 12.99 
Tab. 7.4: Market swaption lognormal volatility for different maturities and strikes, 
relative to the at-the-money strike. Term 1Y. 
Maturity -2.00 -1.00 -0.50 -0.25 0.00 0.25 0.50 1.00 2.00 
ly 24.61 19.23 17.33 16.62 16.10 15.77 15.64 15.82 17.11 
5Y 23.42 18.55 16.91 16.32 15.90 15.65 15.57 15.77 16.96 
loy 19.39 16-06 14.94 14.52 14.20 13-97 13.82 13.75 14.18 
20Y 17.80 14.43 13.28 12.84 12.50 12.25 12.09 12.01 12.43 
30Y 16.74 13.67 12.62 12.22 11-90 11.66 11.49 11.36 11.63 
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Tab. 7.5: Market swaption lognormal volatility for different maturities and strikes, 
relative to the at-the-money strike. Term 5Y. 
Maturity -2.00 -1.00 -0-50 -0.25 0.00 0.25 0.50 1.00 2.00 
ly 20.53 17.56 16.43 15.94 15.50 15.11 14.76 14.20 13.54 
5Y 19.61 16.54 15.36 14.86 14.40 13.99 13.64 13-07 12.44 
loy 18.35 15.43 14.31 13.83 13.40 13.02 12.69 12.18 11.64 
20Y 16.95 14.08 12.98 12.51 12.10 11.74 11.43 10.96 10.55 
30Y 16.70 13.67 12.52 12.03 11.60 11.23 10.92 10.46 10.13 
Tab. 7.6: Market swaption lognormal volatility for different maturities and strikes, 
relative to the at-the-money strike. Term 10Y. 
Maturity 1 -2.00 -1.00 -0.50 -0.25 0.00 0.25 0.50 1.00 2.00 
ly 17.63 15.11 14.16 13.76 13.40 13.08 12.81 12.38 11.94 
5Y 17.04 14.44 13.43 12.99 12.60 12.25 11.94 11.45 10.89 
loy 16.51 13.91 12.91 12.48 12.10 11.76 11.47 11.02 10.58 
20Y 15.61 12-88 11.84 11.39 11-00 10-66 10.38 9.96 9.66 
30Y 15.08 12.37 11.33 10.89 10.50 10.17 9.88 9.48 9.19 
Tab. 7.7. Market swaption lognormal volatility for different maturities and strikes, 
relative to the at-the-money strike. Term 20Y. 
Maturity 1 -2.00 -1-00 -0.50 -0.25 0.00 0.25 0.50 1.00 2.00 
ly 15.32 13.05 12.20 11.83 11.50 11.21 10.95 10.54 10.07 
5Y 15.23 12.81 11.87 11.47 11.10 10.77 10.49 10.03 9.51 
loy 15.38 12.81 11.82 11.39 11-00 10-66 10.36 9.91 9.47 
20Y 14.10 11.63 10.68 10.27 9.90 9.58 9.30 8.89 8.52 
30Y 13.83 11.40 10.46 10.06 9.70 9.39 9.12 8.72 8.39 
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correlation, which does not depend on the particular measure considered. 
Calibration weights 
Calibration weights are used to differentiate between liquid and illiquid con- 
tracts. In particular, liquid contracts are assigned a higher calibration weight 
than illiquid contracts. In our calibration exercise, we have set the liquid con- 
tracts to be: 
o the discount curve; 
* at-the-money and ±1% out-of-the money swaption contracts; 
o 10y-2y and 30y-10y correlation values. 
Illiquid contracts are: 
e other out-of-the money swaption contracts; 
e any other correlation value. 
Model calibration parameters 
In this section we describe the set of model calibration parameters M (-: R' 
solved by the calibration fitting algorithm. 
The algorithm we have described for the construction of the Markov 
generator for the combined LIBOR rate process subject to stochastic drift 
and stochastic volatility regimes can be applied both for parametric and 
non-parametric models. In particular, local volatility functions, drift func- 
tions, stochastic volatility and monetary policy transition probability inten- 
sity functions may be specified either parametrically or non-parametrically. 
Whilst a fully non-parametric specification of the models provides a large 
number of degrees of freedom and therefore, in theory, allows one enhanced 
flexibility for calibration, it may suffer from over-fitting issues. Further- 
more, one would need to enforce appropriate constraints in order rule out 
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non-realistic dynamics. As it emerges from our construction of the Markov 
generator, we favour a semi-parametric approach. Input functions are speci- 
fied in parametric form, but we allow for piece-wise parameter specification, 
as well as some local modifications in order to regularise the process. Also, 
some modelling assumptions are chosen to be fixed in input. In this way, 
the dimensionality of the calibration problem is further reduced and, at the 
same time, the modeller is able to retain control on some key economically 
meaningful features. 
Model parameters are therefore specified with an hybrid approach: some 
parameters are specified in input by the modeller and some are calibrated to a 
set of target market instruments. We refer to the former as model construc- 
tion parameters and the latter as model calibration parameters. Roughly 
speaking, we fix by modelling assumptions those parameters directly linked 
to economically meaningful views and risk management features. The re- 
maining parameters are calibrated to the yield curve, swaption volatility 
smile and correlation structure. For example, the shape of the transition 
probability intensities of the drift regime process is chosen by means of eco- 
nomically meaningful assumptions. Also, the shape of the'6 function in the 
conditional local volatility specification is chosen to reflect an assumption on 
the model implied backbone. 
We report here in detail the description of both the model construction 
and calibration parameters. Model parameters can be conceptually grouped 
in the following components: 
e drift functions; 
9 local volatility functions; 
0 jumps; 
e stochastic volatility regimes; 
* stochastic drift regimes; 
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Tab. 7.8: Drift functions calibration parameters. 
0% 2.5% 5% Lynax_ 
POO Pol A02 P03 
Plo All 1112 P13 
A20 IL21 P22 P23 
P30 P31 1132 /133 
Drift functions The drift functions are chosen to be piece-wise linear. This 
choice represents a good compromise between the need of allowing non- 
parametric shapes, as suggested by econometric studies, and the need of 
limiting the number of degrees of freedom in the model. The partitioning 
of the domain is given in input by the modeller and we have chosen to use 
three partitions delimited by four partition values: 0%, 2.5%, 5% and L. ax- 
The drift functions are specified by 16 calibration parameters, as reported 
in table (7.8). In this table, each element (i, j) represents the value that the 
i-th drift regime drift function takes at the partition value j. 
Furthermore, we further impose the constraint that the drift functions are 
flat or downward sloping, consistently with a mean reverting assumptions of 
the 3-month LIBOR rate. Hence we impose that: pij ý: pi, j+l for i= 
10,1,2,31 and j= 10,1,2}. 
Local volatility As described in section (6-2), the local volatility function are 
CEV-like. In the calibration process, we further impose that these functions 
do not exceed a given maximum value: 
Min (Fb, L(X)O(L(x)), )- (7.27) 
where we have set or.,,, = 400%. 
We choose to leave the beta function as a model construction parameter, 
rather than a calibration parameter. In fact, this function allows one to 
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impose views on the risk management behaviour of the model and is typically 
chosen by calibrating the backbone of simple CEV-Iike terminal distribution 
model to historical data. We set the shape of the 3 function to be: 
A+ L(x) (7.28) 
B+ L(x) 
By means of an analysis of the historical backbone, we have chosen to solve 
for A and B by setting: 
p(o) = 7A i=0.17 (7.29) 
0(0.05) =A+0.05 - 0.6, (7.30) B+0.05 
which yields: 
, 3(L(x)) = 
0.004 + L(x) (7.31) 
0.04 + L(x) 
The overall levels of the volatility functions, UbO I UbI 7 Ub2, one 
for each 
volatility regime, are solved as part of the best fit calibration process. 
Jumps For application to short dated derivatives, it is useful to retain the 
flexibility to calibrate the asymmetric jump intensities to the short dated 
smile. In this case, the jump components provides 6 free parameters, which 
describe up jumps and down jumps, one for each volatility regime: v+, i and 
v-, i, with i= 10,1,2}. For application to long dated derivatives, we find 
that jumps can be safely neglected in our modelling framework. In fact, we 
have experimented by adding jumps of the order of v± = [2%, 5%] to the 
calibrated set. The impact to the short dated smile was apparent, however 
price functions and exercise boundaries of long dated callable swaps and 
callable CMS spreads were not significantly affected. Hence, we choose to do 
without jumps and further reduce the calibarion dimension. 
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Stochastic volatility regime By model construction, we choose to allow only 
transitions between contiguous volatility regimes. As there are three volatil- 
ity regimes, we are left with four calibration parameters: bo, j, bi, o, 
b1,2 and 
b2j. 
The Markov generator of the stochastic volatility regime process is given 
by: 
-bo, 1 bo, 1 0 






Furthermore, we impose the constraint that the process reverts from the 
excited to the normal volatility state faster than it jumps from the normal 
to the excited state: bo, l > bi, o. 
Stochastic drift regimes The transition probability intensities of the stochas- 
tic drift process are made a function of the LIBOR rate. The shapes of these 
functions are chosen in order to incorporate the qualitative behaviour de- 
scribed in section (7.5.4). In addition, the following model assumptions are 
made in order to further reduce the model parameterisation: 
* the falling-stable and stable-rising functions are identical; 
9 the stable-falling and rising-stable functions are identical and have zero 
value at L=0; 
* the deflation-falling function has zero value at L=0. 
The specification of the stochastic drift regime functions is described here 
below. In the following, xo is the state such that L(xo) =0 and Y is such 
that L(T) = T. The value T refers to a representative value for the major 
world economies, and in our calibration it has been set to 5%. 
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Falling-stable and stable-rising The transition intensity function ai(x) 








where A, and A2 are such that: 
ai(xo) = a, (7.34) 
al(Y) = a3- (7.35) 
Solving we get: 
A, = aIA2 (7.36) 
A2 = a3ln(I + 
a2l) 
(7.37) 
a, - a3 
Stable-falling and rising-stable The transition intensity function a2W 
associated to the stable-falling and rising-stable regime switches is: 
a2 (1) -"ý 
a3 L(x) >1 (7.38) 
JA31n(l 
+ a, L(x)) L(x) <T 
where A3 is such that a2(7) = a3- Solving we get: 
A3 = 
a3 
" (7.39) In(l + a2l) 
Deflation-failing The transition intensity function a3(T) associated to 
the deflation-falling regime switches is: 
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a3(X) = a4L(x)' (7.40) 
Falling-deflation The transition intensity function a4(x) associated to 
the falling-deflation regime switches is: 
a4 (0 =e asL(x)+A4 (7.41) 
where A4 is such that: 
a6 ýe 
A4 (7.42) 
Summary of model calibration drift function parameters Given the stochas- 
tic drift function specification as described above, the transition probability 
intensity functions of the drift regime process are therefore fully determined 
by six parameters: 
e the intercepts at zero a, and a6, 
the value a3 at the reference point 
9 the decay (or growth) speeds a2, a4 and a5. 
Summary of model calibration parameters Summarising, there are in total 
35 model calibration parameters, which reduce to 29 if jumps are excluded 
from the model specification: 
* 16 drift function parameters pij, for i, j=0,1,2,3, 
*3 local volatility parameters 'Ub,, with i=0,1,2, 
e6 (optional) jump paxameters v+, i and v-, i, with i= JO, 1,2}, 
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94 stochastic volatility parameters bo,,, b1,2, b2,1 and bi, o, 
*6 stochastic drift parameters aj, with i=1,2,..., 6. 
Model functions 
In this section we describe the functions f (M) used for the model implied 
valuation of the observables associated to the target calibration instruments. 
The model functions used by the best fit calibration algorithm are based on a 
time homogeneous parameterisation. As already mentioned above, the model 
calibration is subsequently refined with minor deterministic time dependent 
shifts for a perfect match to the term structure of the interest rates. 
Discount factors Fitting to the term structure of rates is performed by 
fitting the discount curve directly. In the time homogeneous case, discount 
factors conditional on an initial state yj are evaluated as follows: 
Z (yi; ti, tj) =E Gn (yi, ti; yj ý tj). 
(7.43) 
Yj 
This follows directly from eq. (7.17) and the definition of discount factor. 
Swaption volatility For the calibration to the swaption volatility smile, one 
needs to evaluate the price of a portfolio of European swaptions, for different 
maturities, underlying tenors and strikes. In particular, the value of an 
European swaption maturing at time tj > ti, where the maturity of the 
underlying swap is tk > tj and struck at k is given by: 
SO (yi; ti, tj) E Go (yi, ti; yj, tj) (SR (yj; ti i tk) - k) +B PV 
(yj; ti) tk) - 
Yi 
(7.44) 
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where the swap rate SR (yj; tj i tk) is given by: 
SR(yj; tj, tk) : ": 
1- Z(Yj; tji tk) 
(7.45) 
BPV(yj; tji tk) 
and the Basis Point Value (BPV) is: 
BPV(yj; tj, tk) 7Z(Yj; tji ts) (7.46) 
s=j+l 
Equation (7.45) follows directly from equations (7.17) and eq (7.43), and the 
definition of swap rate. 
Correlation The one week term correlation between two swap rates of un- 
derlying tenors r, and -r2, evaluated at ti, is computed on the lattice as 
follows: 
STI) (ST2 SI'2)] 
PJ (ti; 71 7-2) r 
Eti I(St 





-S -S Et sti t +6 ti 
Ir2 [( 
tý+6 S) 
where J= 1/52 and we have used the notation Str = SR(ti, tj + 7-). 
The initial guess 
Perhaps the most difficult task in the calibration process is the selection of 
the initial guess. A good initial guess is instrumental for a fast and robust 
solution of the non linear minimisation problem, which can be solved by 
means of routines based on the Levenberg-Marquardt algorithm 1. For the 
purpose of this research project, the initial guess has been simply obtained by 
means of a manual trial and error approach, hence additional work is required 
IA widely used free implementation of the Levenberg-Nfarquardt algorithm is the lmder 
routine of MINPACK, available from www. netlib. org/minpack/ 
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in order to establish the stability of the calibration algorithm. However we 
note that this can be further improved by deriving approximate analytical 
model functions. Even if these are based on simple model assumptions, they 
can be very effective for the calculation of the initial guess used by the non 
linear minimization routine. We leave this to future work. 
Numerical results 
The numerical results reported in this section have been obtained with the 
calibrated set reported in section (7.5). 
Yield curve A perfect match to the term structure of interest rates is 
achieved by means of time inhomogeneities. This is achieved by normalising 
the discounted transition probability with a deterministic time dependent 
factor: 
Zmkt (ti) Z (Vo; to 
i 
ti) 
Go (yi, ti; yj, tj) - Go (yi, ti; yj, tj) = Go (yi, ti; yj, tj) Zmkt (ti) Z (Fo; to) tj) 
(7.48) 
where Zmkt(ti) is the market discount factor with maturity tj, Vo is the 
spot value at current time to of the underlying lattice process. If the time 
homogeneous parameterisation is well calibrated, this time dependent change 
is expected to produce shifts in the interest rates which axe typically smaller 
than 10 basis points. 
Volatility smile The implied volatility of swaptions at various maturities is 
characterized by a persistent skew. The model is capable of describing this 
effect and the implied volatility smiles are qualitatively in line with the mar- 
ket (fig. (7.8)). This effect is primarily generated by the local volatility and 
stochastic volatility components at short to medium maturities. However, at 
longer maturities, stochastic drift becomes the predominant factor. 
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Fig.. 7.8: Model (lines) and market (dots) swaption volatility smile at different 
maturities and for different tenors. 
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Tab. 7.9: One week term model implied correlation structure 
0.25 0.5 1 2 10 20 30 
0.25 100.0 99.85 98.74 94.38 60.30 62.09 50.60 
0.5 99.85 100.0 99.46 96.06 64.59 66.15 55.0.1 
1 98.74 99.46 100.0 98.43 72.15 73.31 63.02 
2 94.38 96.06 98.43 100.0 83.25 83.87 75.24 
10 60.30 64.59 72.15 83.25 100.0 97-12 92.54 
20 62.09 66.15 73.31 83.87 97.12 100.0 98.84 
30 50.60 55.04 63.02 75.24 92.54 98.84 100.0 
An interesting observation allows one to gain more insight on the impact 
of the drift regime, and in particular the deflationary regime. In fact, by 
removing the deflationary regime, in our experience, it has not been possi- 
ble to calibrate the low strikes portion of the smile for long dated maturities 
without affecting the dynamics of the process at earlier maturities. Fig. (7.9) 
shows that the 20y into 30y swaption smile at low strikes is too flat com- 
pared to the market. The introduction of a deflationary regime allows one 
to increase the probability of the rate of spanning regions of low values at 
long maturities, and therefore lifts up the smile at low strikes, without con- 
siderably affecting the smile at short and medium maturities. This example 
highlights the important fact that the monetary policy process can be used 
to provide direct control to the long dated behaviour of the rate process. 
Correlation structure Finally, we note that the model implied short term 
correlations, reported in table (7.6.2), are also in line with historical estimates 
across tenors and maturities. 
7.6.3 Consistency with historical data 
Our calibration exercise aims at finding a model parameterisation that not 
only explains the market at one particular date but also generates yield 
curve shapes that, as a function of the initial condition, are consistent with 
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with and without dcflation. 
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However we note that the model fails to humped Yicld (. 111-ve 
7. A stochastic monetary policy interest rate model 148 
shapes. In order to address this issue, the model would need to be enhanced 
with additional flexibility. As humped yield curve shapes can be explained 
with a well defined view on monetary policy in the short term, a natural and 
practical extension of the model would be to allow for minor time dependen- 
cies in the drift process at short maturities. 
With these constraints in mind, one is able to obtain a parameterisation 
choice that could be used as a good first guess for a more comprehensive his- 
torical back testing, which would further enhance the calibration procedure. 
This exercise is left as a subject for future works. 
76.4 Performance timings 
Each pricing iteration necessary for the valuation of the calibration problem, 
in its full specification, requires the solution of. 
e 200 discount bonds; 
9 66 forward rates; 
o 660 swaptions; 
e 30 correlations. 
The pricing of the above described calibration instruments has been executed 
in 1'20" on a laptop with solo Intel Pentium CPU with clock speed of 1.73GIlz 
and 1.00 GB of RAM. We note that, in practical applications, the calibration 
problem is typically reduced to a much smaller subset of liquid contracts. 
Also, a substantial performance improvement can be obtained with currently 
available hardware specifications and by taking advantage of commercially 
available and low cost GPU cards. 
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7.7 Applications 
We have applied the stochastic monetary policy model to callable swaps and 
callable CNIS spread range accruals. The impact of the monetary policy 
component built into the model is made obvious by an analysis of the price 
functions conditional on the drift regime, as a function of the initial condition 
on the 3-month LIBOR spot rate. Also, for the case of callable CNIS spread 
range accrual, we show numerical results that highlight the impact of the 
drift regimes on the coupon accrual probabilities. 
First we proceed with the description of the algorithm used for the pricing 
of callable CMS spread range accruals. Then we present numerical results. 
The evaluation of callable swaps is performed according to standard backward 
induction lattice techniques. 
7.7.1 Pricing callable CAIS spread range accruals 
We consider the case where the counterparty paying the CNIS spread range 
accrual leg and receiving the Libor leg has the option to cancel the swap 
every year. In our example, the range accrual coupons axe contingent on the 
spread between the 10y and 2y CNIS rates. In its simplest form, the range 
accrual coupon is given by: 
ci = kl' (7.49) N' 
where 
ni is the total number of days when the IOy-2y CNIS spread sets between 
a low and a high barrier level in the coupon period i; 
*N is the total number of observations per coupon period; 
*k is the fixed multiplier of the structured coupon, also referred to as 
fixed rate. 
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In this case, the apparent path dependency in the payoff can be easily 
removed by taking advantage of the linearity of the payoff and the expectation 
operator. In fact, let tj be the accrual start date of a range accrual flow with 
payment date tj. Then the present value of the range accrual coupon can be 
calculated as follows: 
N 
Pvti = 9tiEti 
1k Es=l lfbl<SR(ts, ts+10y)-SR(ti, ts+2y)<bhI (7.50) 
l9tj 
N 
N1 lfbi<SR(ta, ti. +10y)-SR(t,, t,, +2y)<bhlI 




where gt is the numeraire associated to the chosen pricing measure, SR(t., t, + 
10y) and SR(t, t, + 2y) are the value of the 10y and 2y swap rates respec- 
tively, evaluated at time t. (see eq. (7.45)), and b, and bh are the low and 
high barrier levels respectively. Having made this observation, the pricing of 
callable CMS spreads range accruals may proceed with standard backward 
induction lattice methods, described here below. 
Backward induction method 
In a backward induction method, one must evaluate the 2y and 10y spot 
swap rates at different times. These can be evaluated by means of eq. (7.45), 
conditional on a lattice point y,, with spot time t, and maturity t. + 2y and 
t, + 10y respectively. In particular: 
SR(y,; t,, t, + 2y) =1- 
Z(y.; t., t, + 2y) (7.52) 
BPV(y.; t,, t, + 2y)' 
SR(y,; t., t, + 10y) =1- 
Z(Y.; t" t. + loy) (7.53) 
BPV(y,; t,, t, + 10y) 
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where 
s+2/-r 
BPV(y,; t., t. + 2y) = 1: rZ(Y.; t., t, ), (7.5-4) 
r=s+l 
s+101, r 
BPV(y.,; t, t, + 10y) =E rZ(y,; t., t, ). (7.55) 
r=s+l 
For the evaluation of these swap rates, the only required quantity is the 
stochastic discount factor with maturity -r, or integer multiples ofr. In a time 
homogeneous Markov framework, the stochastic discount factor, and there- 
fore spot swap rates, depends only on time to maturity and the conditional 
lattice point y,. Hence, spot swap rates may be evaluated once, cached for 
efficiency, and then used at any time in the lattice. In our case, we overlay a 
small deterministic time dependent shift to the time homogeneous discounted 
transition probability matrix Go in order to obtain a perfect match to the 
term structure of interest rates. This shift must be taken into account and 
caching may not be possible. However, even in this case, swap rates can be 
computed at any time without further approximations required, by replacing 
the time homogeneous Gn with the shift-adjusted Un, as described in eq. 
(7.48). 
At each accrual start date ti one needs to evaluate the discounted value 
of the range accrual coupon, conditional on the lattice point yi, and payment 
date tj: 
N1 lfbl<SR(y.; t*, t. +10y)-SR(y.; t., t. +2y)<bh) 
c(yi; ti, tj) = gt, Eti kN Yt, ý-- Yi gtj 
I 
(7.36) 
Consider the generic discounted range accrual probability p,, corresponding 
to the observation date t,, with tj < t. < tj, and payment date tj. Its value 
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at time t, conditional on the lattice point y, is given by: 
PS (ys; ts) ti )= gt, Et. 
1 1{bl<SR(y.; t, t. +lOy)-SR(y.; to, ta+2y)<bhl 







lfbt<SR(y,; te, t. +10y)-SR(y,; t., t. +2y)<bh) 
N 
(7.58) 
I Jbi <SR(yj; t., t. + 10y) -SR(y.; ts. ts +2y)< bh ) Z(Y--ý; t" tj) ý, vl N1 
(7.59) 
where we note that the indicator function can be taken out of the expectation 
operator as it is a measurable function at time t,. It follows that the dis- 
counted range accrual probability p, at time tj and conditional oil the lattice 
point yj is: 
ps (yi; ti, tj) = gti Eti 
1 
PS (ys; tat ti) Yti = Yi (7.60) 
Igt. 1 1. 
This is computed on the lattice by taking the expectation of the payoff as 
follows: 
p, (yi; ti, tj) =E Gn (yi, ti; y,, ts)ps (ys; t,, tj). 
V8 
From equations (7.59) and (7.61), it is clear that this algorithm requires 
the valuation of the discounted transition probabilities Gn on a non standard 
time structure. In particular, one must be able to evaluate the Go inatrix 
between accrual start date tj and any observation date t,, as well as between 
any observation date t, and payment date tj. This can be achieved by means 
of the approximation described in section (7.5.6). 
Finally, the present value of the range accrual coupon at time ti, and 
conditional on the lattice point yi, can be evaluated as the suni of the range 
accrual probabilities, one per observation in the coupon period, times the 
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fixed rate k: 
c(yi; ti, tj) =Z kp, (yi; ti, tj). (7.62) 
s=1 
Having computed the discounted value of the range accrual coupon at 
time ti, the valuation of the callable CNIS spread range accrual trade proceeds 
with standard backward induction methods. 
Moments method 
In a more general form, the range accrual coupon may be capped or floored 
and is defined as follows: 
ci = 
[Min (Max (kai 
, ki) , k2)], (7.63) N 
where k, and k2 are the coupon floor and cap level respectively. In this case it 
is not possible to exchange the expectation and the sum operators and we are 
faced with the valuation of a path dependent problem on the lattice. This 
can be performed by means of the moments method, which allows one to 
estimate the joint density of the coupon and the underlying Markov process 
on the lattice. Although in our application we consider CNIS spread range 
coupons without cap and floor, here we describe the moments method for 
completeness. 
In this case, we deal with a particular type of path dependent payoff, 
which falls within the category of Abelian path dependencies, discussed in 
(Albanese and Rovato, 2006; Albanese, 2006; Albanese and Vidler, 2007). 
Abelian path dependent payoffs are characterised by a commutativity prop- 
erty for a certain operator algebra associated to the path dependent option. 
In this particular case, however, a more intuitive characterisation of the payoff 
is obtained by noting that the path dependent state variable, the structured 
coupon, is translation invariant and does not depend on its own past history. 
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We take advantage of this property in order to solve the pricing problem, as 
described below. 
The pricing of this type of payoffs boils down to the problem of having to 
find the joint transition probabilities between the Nfarkovian process driving 
the dynamics of the yield curve and a path dependent process defined by an 
expression of the form: 
t 
it =I (yt, t) = w(y. )ds, (7. G4) 
for a time interval (tj, t) and a time-homogeneous lattice function V(yt). For 
the case of the 10y-2y CMS spread range accrual, the lattice function ýO is 
the accrual value of the range accrual structured coupon conditional on the 
process being at y, This is given by: 
bt <SR(y.; ts, t,, +10y) -SR(y.; t&, ts +2y)<bh) 
N 
Our game plan is to evaluate the moment of It conditional on the initial and 
final states (Yls Y2) and approximate the distribution of It with an analytical 
tractable probability distribution by means of moment matching. 
We consider the problem of computing the moments of It. If EER, let 




i Y2) --'ý 
CO (Yl 
i Y2) + EV(YI)Jyl, y2 
and consider the time interval r= t2 - t1- It is important to note that the 
operator Lfn is only a function of (yl, y2). This is the case because the lattice 
function ýp depends only on the Markovian process yt, and in particular 
does not depend on the past history of It itself, and because the Markov 
generator Ln is constant over the time interval r. In fact, as our model lim, 
been specified with a time homogeneous paranieterisation, Cn is constant 
over the life of the trade. 
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Theorem 17: If Cf. is a matrix of the form (7.66) and It is of the form (7.64), 
then: 
(t2 




- Y2)1 Ytj - 
for tj < t2 and YI i Y2 E Q. 
Proof. Consider Neper's formula for the transition probability matrix whose 
generator is Ln: 
'CeO(t2-tl) (Yl 
7 Y2) : ": 
HM 1+ 





where V is the matrix V(yi, y2) = V(yj)Jy,, v, By collecting same powers in E 
in Neper's formula, one finds Dyson's formula introduced by (Dyson, 1958): 
ef-en(t2-tl) (yl, Y2) = eL"(t2-tl)(Yl, Y2)+ 
t2 
c 








(t2 - 8n) ) (YloY2)- 
The time-ordered integrals above are proportional to moments and in par- 
ticular we have that: 
Oo n 
, Cn(t2-tl) In n (Y19 Y2) Etl 
[It28(yt2 
- Y2)1 Yij =-- Yl] - (7.70) 
n=O n. 
0 
Theorem (17) allows one to obtain the moments of the distribution of Ii 
conditional on the initial and final states (yi, y2). We take ad%iintage of this 
and proceed with an approximation technique. We evaluate the first two ino- 
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ments of It by numerically computing the first two derivatives of eq. (7.67). 
We then approximate the distribution of It with an analytically tractable 
probability distribution such that the first two moments are assigned to the 
ones estimated from eq. (7.67). In our application, we have chosen to use the 
standard chi-square distribution. At this stage, the marginal distribution of 
It is fully known and the expectation of the path dependent coupon can be 
computed by integration across both the state space f2 and the state space 
for It. It is worth noting that, by computing further moments it is possible 
to assess if the approximation choice is satisfactory. In our experience, little 
is gained in accuracy by going further than the second moment. 
7.7.2 Numerical results 
Callable sivaps 
In fig. (7.11) we plot the price functions and exercise boundaries for a 20y 
maturity callable payer swap struck at 5% with annual exercise schedule. 
For a given initial condition, the price of a callable payer swap is always 
an increasing function of the monetary policy regime: the lowest price being 
obtained in the deflationary regime and the highest price in the rising regime. 
This result is not surprising and also quite obvious: the value of a callable 
payer swap is expected to be higher in a rising regime, when rates are biased 
on a rising trend, than in a falling regime, when interest rates are biased on 
a falling trend. 
Callable CAIS spread range accruals 
For the case of callable CMS spread range accruals, the analysis requires more 
care. In fact, in this case, the monetary policy regime lia-s all impact oil both 
the level of the rates and the level of the CNIS spread. In this example, 
the effect of the correlation framework based on the dynairlic conditioning 
to monetary policy regimes becomes apparent. We plot the price finictions 
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and the exercise boundaries in fig. (7.12) and the range accrual probabilities 
in fig. (7.13). The latter reports the average probabilities, within a coupon 
period and conditional on the state at the start of the period itself, that 
the CMS spread sets above a specified barrier level, which in our example 
was set to 10 basis points. In a time-homogeneous parameterisation, these 
are the same for every coupon period. One can note that, for the case 
of the deflationary regime, the model generates nearly zero range accrual 
probabilities for most initial conditions, apart from very low initial condition 
levels. This is consistent with the fact that, conditional on a deflationary 
regime, the model implies a flat or inverted yield curve. 
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8. CONCLUSIONS 
We have presented a mathematical and modelling framework for the specifica- 
tion and construction of interest rate models with finite-state time-homogeneous 
Markov chains. 'VNIe have shown how to construct jump diffusions and stochas- 
tic volatility approximating Markov chain models. We have presented two 
extensions of the SABR stochastic volatility model for the European option 
problem, which provide enhanced control of the swaption volatility smile. 
Finally, we have introduced a new stochastic monetary policy interest rate 
model for the pricing and risk management of long dated interest rate deriva- 
tive contracts. 
The mathematical framework for the construction of Nlaxkov chain lat- 
tices is based on exponential integrators and generic n-th order finite differ- 
ence schemes, in the time and space dimension respectively. We have ex- 
plained that, within this framework, time and space discretisation schemes 
are conceptually decoupled and that acceptable convergence rates can be ob- 
tained for the solution of both the call option problem and its derivatives. 
The former property is particularly useful in our modelling framework, as 
it allows one to obtain accurate time integration both for the case of ap- 
proximating Markov chain and regime switching models, which typically use 
different space discretisation approaches. The latter is important for the 
application of the numerical scheme to the pricing and risk management of 
derivatives trading books. 
Exponential integrators are numerical schemes that involve the use of 
the exponential function. We explain that the calculation of the transi- 
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tion probability matrix boils down to the computation of the exponential of 
the Markov generator. For diffusion processes, involving symmetric Markov 
generators, this can be efficiently solved with the eigenvalue decomposition 
method, however for more advance models a more robust approach is based 
on the scaling and squaring method. Both these methods have been described 
in this work as well as some implementation and performance considerations. 
Furthermore, we have reviewed an alternative and promising method based 
on Krylov subspace approximations. 
The specification of the local properties of the process, and in particu- 
lar the Markov generator, represents the core modelling component of our 
framework. We have shown how to obtain a correct finite difference discreti- 
sation of the Markov generator for approximating Markov chain models by 
means of a moment matching algorithm or a differentiation matrix formal- 
ism. Once this is done, the transition probability matrix on the lattice is 
simply evaluated by applying the exponential integrator scheme. 
Having discussed the general mathematical and modelling framework for 
Markov chain lattices, we have described its application for the construction 
of approximating diffusions processes with asymmetric jumps. The jump 
component is efficiently introduced with Bochner subordinators, which are a 
special type of stochastic time changes where the jump process is uncorrelated 
with the subordinated process. 
Furthermore, we have discussed the construction of Markov chain lattices 
for the solution of one and two dimensional approximating Mark-ov chain 
models, and in particular for the Black's model, the CEV local volatility 
model and the SABR stochastic volatility model. We have then extended 
the SABR model by taking advantage of the enhanced modelling flexibility 
offered by the Markov chain lattice framework. In particular, the stochastic 
volatility variable has been described by means of a regime switching model, 
rather than in the continuous space. We have explained that, by constraining 
the volatility process to take a small and finite set of values, it is possible 
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to avoid the typical explosion of the volatility smile at high strikes observed 
in the SABR model. Rirthermore, we have considered a stochastic and a 
state dependent skew extension of the model. For the case of the stochastic 
skew model, we have discussed a stochastic fl as well as a stochastic p model. 
Similarly, two versions of the state dependent model have been described, 
where the correlation parameter p or the CEV parameter 6 are made a 
smooth function of the underlying forward rate. We have shown that, in 
particular in the latter case, this additional degree of freedom allows one 
to control the level of the volatility smile simultaneously at low and high 
strikes, without considerably affecting the shape of the smile around the at- 
the-money strike. This is an improvement with respect the SABR model, for 
which a change in the 0 or p parameter generates a twist of the volatility 
smile, and a change of the volatility of volatility impacts the shape of the 
smile at all strikes. 
Finally, we have applied the Markov chain lattice framework for the speci- 
fication of a term structure interest rate model for the valuation of long dated 
interest rate exotics. In particular, we have presented a new arbitrage-free 
interest rate model which incorporates stochastic monetary policy in addition 
to a conditional local volatility component, asymmetric jumps and stochastic 
volatility. This is a novel approach in interest rate modelling and it repre- 
sents an important technical contribution of this work. Time-homogeneity 
has been a key driver in the construction of our model and we have shown 
that, with the additional degree of freedom provided by the drift process, 
the model is able to describe steep, flat and inverted yield curve shapes. As 
a result, we find that the monetary policy component helps achieve model 
consistency and allows one to obtain a good qualitative fit to the swaption 
volatility cube and the correlation structure. 
We have shown an application of the model to callable swaps and callable 
CMS spread range accruals. The dependence of the price functions and 
the range accrual probabilities to the drift regimes reveals the impact of 
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stochastic monetary policy in interest rate derivative pricing. Hence, a major 
benefit of the modelling framework proposed in this work is that it allows 
one to directly incorporate economically meaningful views into the model 
and analyse the impact of these views on the valuation and risk management 
of exotic interest rate contracts. 
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