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En esta memoria analizamos algunos hechos relativos a una subclase de pro-
cesos adaptativos, aquellos basados en el principio de la evolución de las
especies (la supervivencia del más fuerte): los algoritmos genéticos
Las primeras descripciones técnicas y definiciones de adaptación provie-
nen de la biología. En este contexto, la adaptación designa cualquier proceso
en el cual una estructura va modificándose de forma progresiva pa,ra lograr
el comportamiento óptimo en su entorno. Tales estructuras pueden ser desde
una proteína hasta el cerebro humano. Una observación cuidadosa de la evo-
lución sufrida por esas estructuras revela generalmente un conjunto básico de
modificadores estructurales u operadores, cuyas acciones reiteradas conducen
a las modificaciones observadas.
Los procesos adaptativos desempeñan un papel decisivo en campos tan
diferentes como la psicología; la economía, la inteligencia artificial, o en las
técnicas de muestreo. Básicamente, son procesos de optimización, pero es
difícil aglutinarlos y unificar su estudio, porque las estructuras modificables
son complejas y su comportamiento es incierto. A menudo, interacciones no
aditivas (epistasis o no linealidad) hacen imposible determinar el comporta-
miento de un todo a partir del estudio de sus partes aisladamente. Estas
dificultades suscitan un verdadero problema al analista; sin embargo, el pro-
ceso adaptativo biológico las maneja de forma rutinaria.
Es un hecho familiar que cada organismo es una amalgama de caracterís-
ticas determinadas por los genes de sus cromosomas. Cada gen tiene varias
formas-alelos- que originan diferencias en el conjunto de las características
asociadas a ese gen. Hay decenas de miles de genes en los cromosomas de un
vertebrado, cada uno de los cuales tiene varios alelos. El conj unto de cromo-
somas, obtenidos de todas las posibles combinaciones de, por ejemplo, diez
mil genes es de 210.000 ,.,, l^s.ooo estructuras, (suponiendo dos alelos por cada
uno de los genes). Incluso una población enorme, pongamos de diez billones
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de individuos, contiene sólo una minúscula fracción de esas posibilidades. Es-
te enorme número de posibilidades genéticas-genotipos- es un indicador de
la complejidad de los sistemas naturales. Sin embargo, la complejidad básica
de estos sistemas se debe a las interacciones entre los genes. Varios genes
pueden determinar conj untamente una característica dada en un individuo,
y diferentes alelos de un mismo gen pueden producir proteínas relacionadas
entre sí. que, a su vez, provocan variaciones en las características asociadas
a ese gen. Todo esto aumenta considerablemente la complejidad del sistema.
Pero la mayor complejidad aparece cuando los efectos de diferentes enzimas
(catalizadores biológicos de las proteínas) no son aditivos; fenómeno éste que
se conoce como epistasis. La idea básica es que cada alelo depende fuerte-
mente de los demás alelos, de forma que cambios pequeños en alguno de ellos
pueden originar efectos importantes. Es decir el fenotipo resultante depende
de manera determinante de estos efectos epistáticos.
Por todo lo anterior, para modelar estos sistemas adaptativos naturales
mediante los algoritmos genéticos; es necesario extraer y generalizar los fac-
tores fundamentales de los procesos biológicos. Entre esas generalizaciones
destacan el concepto de esquema, que se corresponde con un conjunto de ge-
nes que interactúan, la generalización de los operadores genéticos tales como
el cruce o la mutación y la abstracción al campo computacional del fenómeno
de la epistasis.
Los algoritmos genéticos vienen siendo desarrollados por John Holland
y sus colegas de la Universidad de Michigan desde finales de los años se-
senta. Las consecuencias más importantes de sus investigaciones han sido
fundamentalmente abstraer y explicar el proceso adaptativo de los sistemas
naturales, y diseñar software para sistemas artificiales que imitan los meca-
nismos fundamentales de actuación de tales sistemas.
La primera monografía sobre este tema es Adaptation in Natural and Ar-
tificial Systems, publicada por Holland en 1975. En ella se sientan las bases
teóricas que fundamentan el desarrollo, desde el punto de vista computacio-
nal, de la teoría de los algoritmos genéticos; abstrayendo los conceptos de
genética natural y aplicándolos a la economía, el reconocimiento de patrones
y la teoría de j uegos.
Posteriores investigaciones han establecido la validez de los algoritmos
genéticos en la optimización de funciones (éste será nuestro ámbito de es-
tudio) y las aplicaciones de control. Recientemente han incrementado sus
campos de acción a áreas que van desde el diseño de circuitos integrados y
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redes neuronales al diseño de turbinas en aviación, por ejemplo.
La razón del número creciente de aplicaciones es clara: estos algoritmos
son computacionalmente sencillos y sin embargo poderosos. No están limita-
dos por suposiciones restrictivas sobre el espacio de búsqueda (relacionadas
con la continuidad, la existencia de derivadas, ... ). Además, les apoya fuerte-
mente el rápido crecimiento en la capacidad computacional de las máquinas
de procesamiento paralelo; ya que, los algoritmos genéticos trabajan cón
poblaciones (i.e., subconjuntos del espacio de búsqueda) y, por ende, son
adecuados para ejecutarse sobre computadores con gran número de procesa-
dores.
Para que los algoritmos genéticos aventajen a los métodos tradicionales
de optimización funcional; en cuanto a la robustez, deberán diferenciarse de
éstos en aspectos fundamentales. En efecto, los algoritmos genéticos son
diferentes en cuatro aspectos:
1. trabajan con una codificación de un conjunto de parámetros, no con
los parámetros mismos,
2. realizan la búsqueda sobre un conjunto de puntos, no en un único
punto.
3. utilizan la información que les proporcionan las evaluaciones de la
función objetivo, no derivadas ni ningún otro conocimiento auxiliar, y por
último,
4. usan reglas de transición probabilísticas, no deterministas.
El principal logro de la combinación de los puntos anteriores ha sido el
equilibrio entre la eficiencia y la eficacia necesarias para resolver diferentes y
comple j os problemas; algunos de los cuales, como el problema del via j ante,
no admite soluciones tradicionales.













La ejecución del algoritmo comienza con la generación, usualmente de forma
aleatoria, de una población inicial de individuos P(o)-posibles soluciones
del problema a tratar-, que; generalmente, se codifican en cadenas binarias
de longitud fija. Lo que sigue es un proceso iterativo de actuación que po-
demos resumir así: durante la iteración t el algoritmo genético cuenta con
una población de soluciones potenciales P(t) (los cromosomas o vectores).
Cada cromosoma se evalua por medio de la función a optimizar-función de
ajuste-para medir su idoneidad; entonces se seleccionan los individuos más
idóneos. Algunos de los miembros de esta nueva población sufren alteracio-
nes; debidas a la acción de los operadores genéticos (cruce y/o mutación),
para formar nuevas soluciones que constituyen una nueva generación. El
proceso se repite hasta alcanzar una cierta condición de parada.
Al análisis del funcionamiento general de los algoritmos genéticos y su
comparación con los métodos tradicionales de optimización, junto con la
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introducción de la terminología usual en este campo (extraída de la genética),
dedicamos el primer capítulo de esta memoria.
El segundo capítulo resume los conceptos básicos que permiten establecer
las bases teóricas del funcionamiento de los algoritmos genéticos. Se introdu-
cen las nociones de esquema, orden y longitud de definición de los esquemas;
conceptos éstos sobre los que se analiza el comportamiento de la selección y
los operadores genéticos, y que desembocan en el teorema fundamental de los
algoritmos genéticos: el teorema de los esquemas, establecido por Holland en
1975 en [ 14) .
Holland observó que los "mejores" individuos guardaban entre sí ciertas
similitudes y formalizó esta idea bajo la noción de esquema. Observó además
que, a medida que el proceso de búsqueda y selección avanza, los "mejores"
cromosomas persisten en mayor número en la población. Por su parte, los que
se mantienen en la media estabilizan su presencia y, por último, los "peores"
desaparecen. Así pues, los esquemas son patrones que permiten explotar
esos "parecidos" entre los cromosomas, con el fin de mejorar las direcciones
de búsqueda del algoritmo.
El teorema de los esquemas es la justificación teórica más importante
del funcionamiento de los algoritmos genéticos. Afirma este teorema que el
número de esquemas cortos, de bajo orden e idoneida,d alta crece exponencial-
mente en las sucesivas generaciones del algoritmo. Este tipo de esquemas se
caracterizan por ser menos susceptibles a los operadores genéticos. El teore-
ma de los esquemas se estudia con detalle en la sección 2.1, en la que también
se introduce la hipótesis de los building blocks (o bloques constructivos).
La generalización del concepto de esquema de Holland, realizada por Vose
en [31], condujo directamente a la cuestión suscitada durante bastante tiem-
po en relación con la existencia de otras estructuras (además de los esquemas
clásicos), que verificasen el teorema de los esquemas. Además de los predi-
cados arbitrarios introducidos por Vose, en [30] se consideran los esquemas
como subconjuntos difusos (fuzzy) del espacio de búsqueda en el que trabaja
el algoritmo, y se demuestra que empleando ese punto de vista (más gene-
ral a efectos prácticos), se verifica una versión apropiada del teorema de los
esquemas. Un resumen de los hechos más importantes concernientes a este
estudio lo constituye el segundo epígrafe de este capítulo.
En el último epígrafe del capítulo 2; generalizamos los resultados de [30] ;
desarrollados en la sección 2.2, al caso de poblaciones no necesariamente fini-
tas (en el caso no fuzzy). T^abajamos con espacios de búsqueda y poblaciones
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que son conjuntos medibles, con funciones de ajuste integrables, y operadores
estocásticos y obtenemos una conveniente versión del teorema de los esque-
mas en este ámbito. Los contenidos de este epígrafe han sido publicados en
los proceedings de la International Conference on Intelligent Technologies in
Human-Related Sciences (ITHURS'96) celebrada en León en ^ julio de 1996
(ver [15]).
Aun siendo el resultado teórico más importante, el teorema de los esque-
mas sufre algunas carencias significativas. Las conclusiones que se derivan
de él (en relación a los esquemas más apropiados para dirigir la búsqueda
del óptimo) se refieren a los esquemas presentes en la población. Esto es, no
proporciona información sobre nuevas estructuras. En particular, este teo-
rema no permite predecir qué zonas del espacio de búsqueda va a investigar
el algoritmo en los pasos siguientes. De este modo, el algoritmo fuerza la
búsqueda sobre determinados subconjuntos de la población; de forma que,
aunque se introduzcan nuevos esquemas (como consecuencia de mutaciones,
por ejemplo) éstos difícilmente van a desplazar a esos subconjuntos. Es decir,
hay ocasiones en las que los bloques constructivos parecen violar el teorema
de los esquemas y el problema resulta "difícil" para el algoritmo.
Estas situaciones han dado en llamarse, al igual que las funciones que las
originan, decepcionantes. De hecho, Goldberg en su libro Genetic Algorithms
in Search, Optimization and Machine Learning, expone un ejemplo de una
función que viola la hipótesis de los building blocks; presentando así el pro-
blema más sencillo que puede causar la situación de decepción: el problema
decepcionante mínimo-MDP-.
Al análisis de las razones por las cuales una función puede resultar dificil
de optimizar por un algoritmo genético dedicamos el capítulo 3.
Aun cuando se suele identificar dificultad con decepción, éste no es un
término suficientemente uniformizado por los investigadores en este campo.
Existen otras acepciones de la decepción, basadas en el concepto de compe-
tición entre esquemas introducido por Whitley. El análisis de la decepción
constituye el epígrafe 3.1. En él se exponen algunos ejemplos de funciones,
definidas por medio de esquemas cortos de orden bajo que, sin embargo, pre-
sentan gran dificultad para los algoritmos genéticos. Estos hechos han llevado
a los investigadores a la conclusión de que algunas otras características de la
función deben desempeñar un papel importante en el análisis de la dificultad
de una función. Van Hove propone medir la "mayor o menor" linealidad de
la función. utilizando el concepto de epistasis sugerido (de forma intuitiva)
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por R,a,wlins. R,awlins habla de epistasis cero o mínima si ca.da bit es inde-
pendiente de todos los demás. En el otro extremo, (si ningún subconjunto
propio de genes es independiente de ningún otro) se dice que la epistasis es
máxima.
En 1991 Davidor abstrae la idea fundamental del concepto genético de
epistasis y lo formula en términos matemáticos. Posteriormente, Van Hove
lo reescribe de forma más compacta en [26] .
Desde 1995 se ha venido estudiando con detalle la epistasis de funciones
de a j uste, definidas sobre espacios de búsqueda codificados binariamente.
[22], [23], [25], [26], [27] y[28] son algunos de los trabajos desarrollados sobre
el tema. Los aspectos má,s importantes de ellos se resumen en los epígrafes
3.2 y 3.3 de esta memoria. Concretamente, seguimos el esquema del análisis
realizado por Suys y Verschoren en [25], en donde, haciendo uso de [27] y
[28], se reinterpreta la definición de epistasis de una forma más elegante y
manejable y se explotan técnicas matriciales para un estudio exhaustivo de
este concepto.
Teniendo en cuenta la idea que subyace al concepto de epistasis, si r es
un número real positivo, es claro que las funciones f y r f deben tener la
misma epistasis, por lo que se requiere una normalización del concepto. Esto
les lleva a definir la epistasis normalizada e* ( f) de una función f. Además,
un estudio algebraico detallado conduce a la completa caracterización de las
funciones no negativas con epistasis normalizada extrema. En el caso de la
e istasis mínima se lle a a ue la función debe ser de la forma t-1p ^ g q ,f = ^i^ gi
siendo gi una función . que depende únicamente del i-ésimo bit, recuperando
de esta forma la idea original de Rawlins. Por otra parte, el valor máximo
de la epistasis 1- 2111 se alcanza cuando
c ^ ei 21
f= qi = 2 e21-^_i E^'
(0 < i< 21-1 - 1), donde {eo, ..., e2^-^_1} es la base canónica, de II^21-1
El capítulo 3 se completa con la inclusión de un ejemplo de función va-
luada positiva, que, siendo fácil de optimizar a través de un algoritmo ge-
nético, sin embargo contiene decepción. Una vez codificada en cadenas de
diez bits, calculamos su epistasis normalizada y obtenemos que ésta es muy
ba j a(^^ 0.029) en relación al valor máximo posible (^_-0.998) . Por otra parte,
comprobamos que es decepcionante de orden 5; por lo que en este caso, la
epistasis mide mejor la dificultad de la función de lo que lo hace la decepción.
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El ca,pítulo cuatro lo hemos estructurado en cuatro secciones. La pri-
mera de ellas comienza analizando las ventajas e inconvenientes tanto de la
representación binaria de los datos, como de la no binaria.
El resultado de aplicar un algoritmo genético a la resolución de un proble-
ma depende de la elección adecuada de la función a optimizar, los operadores
que van a actuar y de la codificación de la población. Aunque la representa-
ción binaria de los elementos de la población es la más utilizada, hay ocasiones
en las que no es la más acertada para determinados problemas; en especial
cuando se pierde información debido al empleo de esa representación. Estas y
otras consideraciones, sobre el número y la calidad de los esquemas presentes
en la población (en relación con la codificación efectuada), llevan a Field a
concluir en [9] que no es defendible la supremacía de la representación binaria
frente a la no binaria dependiendo, la idoneidad de la misma, del problema
en cuestión. Field unifica el estudio de las representaciones bina,rias y no
binarias, bajo la denominación "multary representations". Nosotros habla-
remos de representaciones n-arias para indicar que la codificación se realiza
sobre alfabetos de n elementos.
En este ámbito, generalizamos el concepto de epistasis de una función f,
definida sobre cadenas s de longitud l, cuyos alelos son de ca,rdinalidad n
(i.e.: s E SZn = {0, 1, . . . , n - 1}^) :
^n,^(S) = Ĵ(S) -^ l 1^ Ĵ(t) + l ll ^ f(t)
i^ n tES^i,si n tESa„
Definimos la epistasis global de f como
c-i
^n^^ lf ) 1 I ^ ^n,l (S)
sESt„
y, al igual que sucedía en el caso binario, la anterior definición se puede
reescribir en forma matricial como:
en,l(.f) = IIf - En,lf^^
donde En,l = (eti^ ) es la matriz cuadrada nl-dimensional cuyos coeficientes
siguen ahora la fórmula:
eti^ - 1^ ((n - 1)l + 1 - ^n,(i,^))^
n
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donde dn,(ti,^) es la distancia Hamming entre las representaciones en base n
deiyj.
Continuando con un esquema de estudio paralelo al realizado en [25] en
el caso binario, el siguiente paso es normalizar este concepto de epistasis, lo
que constituye el segundo epígrafe del cuarto capítulo. Comienza esta sección
analizando algunas propiedades algebraicas de la matriz Gn,l = nlEn,^ que
nos permiten demostrar la idempotencia de En,^. Ello nos conduce a nuestra
generalización de la definición de epistasis normalizada:
* 2 f
^n,c(f ) _ ^n,^
Ilf II
= tf (In'l E^'l)f = cos2(f ^ Fn af )^t^ ,
donde Fn,c = In,^ - En,c es una proyección ortogonal. Entonces, 0<^ñ,l ( f)<
1, para cualquier función f.
La expresión anterior nos permite interpretar geométricamente la defini-
ción de epistasis normalizada como una 2-forma fundamental sobre IEgn` .
Utilizando la descomposición de la matriz Gn,l, en términos de Gn_i,t,
en bloques matriciales demostramos que los autovalores de En,l son 0 y 1;
y que si, V^,o y V l , i denotan los subespacios invariantes asociados a 0 y 1
respectivamente, entonces ^ñ,l ( f ) = 0(respectivamente ^ñ,l ( f) = 1) si, y sólo
si, f EVñ 1 (resp. f EVñ o)., ,
El epígrafe 4.3, tal y como su título indica, lo dedicamos al estudio de los
valores extremos de la epistasis normalizada.
De acuerdo con el estudio algebraico realizado en la sección anterior, y
analizando algunas propiedades de las componentes de la matriz Gn,l, obte-
nemos que la epistasis normalizada mínima (i.e.: nula) se tiene exactamente
cuando f=^i^ gi, siendo gti una función que depende únicamente del i-
ésimo bit: recuperando de nuevo la idea original de Rawlins. Por otra parte,
el valor máximo de la epistasis es ahora 1- n,l l, para funciones no negativas;




donde {eo, ..., en,-^ _1 } es la base canónica de II^n!-1, y 0 < io, ••., in-1 <
n^-1 - 1 es una familia de índices que verifican:
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n-1
a) ^ i = n (nc-i _ 1)
r 2 ^
r=o
b) dñ_ 1, (ir.i9 ^= l- 1 para cualquier 0< r^ s < n- 1.
Geométricamente, las funciones objetivo con estos vectores asociados, son
aquellas funciones con n picos situados en n cadenas con distancia máxima
entre ellas. En particular, si n= l = 2 obtenemos los vectores qi del caso
binario.
Esta caracterización de las funciones de ajuste con epistasis máxima cons-
tituye el último epígrafe de este capítulo.
Parte de los contenidos de este capítulo se han recogido en el artículo
Multary Epistasis (ver [16]).
El capítulo 5 es el último capítulo de esta memoria. Lo hemos titulado
"^.inciones de peso" pues en él detenemos nuestro estudio en aquellas fun-
ciones cuyas imágenes sobre cadenas de longitud l(ya sean de alelos binarios
o no binarios) dependen únicamente de los alelos que intervienen y no de la
colocación de los mismos en la cadena. Así pues, el valor sobre una cadena
depende del "peso" de cada uno de los alelos presentes.
En el caso binario, las funciones de peso se caracterizan porque sus imáge-
nes dependen del número de unos en la cadena, no de la posición de los
mismos. Así, si l = 3, tendríamos que una función f de este tipo valdría lo
mismo sobre las cadenas 100, 010, 001, por ejemplo.
Estas funciones se conocen como "unitation functions"; y son interesantes
ya que reducen la dimensión del problema de 2l a l+ 1 valores distintos.
Además. una vez analizada la decepción para ellas, los resultados se pueden
extender a otras funciones.
Nosotros, generalizamos este concepto a alfabetos de n elementos, y calcu-
lamos su epistasis, tanto en el caso binario como en el ternario. Por secciones
el capítulo se estructura como sigue: Los dos primeros epígrafes abordan el
estudio de la epistasis normalizada y sus valores extremos pa,ra alfabetos
binarios. En 5.1 escribimos la epistasis de las funciones de peso como:
1 thB h
^i (Ĵ) = 1 - 2l f Z
^^ ^^
donde h es el vector de Ilg^+idefinido por h^ = fm si el número de 1's de la
representación binaria de m es l^.
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Por otra parte, la matriz Bl tiene como coeficientes
b
- l l l+ (l-2p)(l-2q)c _
^ p q l
En el epígrafe 5.2 estudiamos el comportamiento de este tipo de funcio-
nes en relación con la epistasis mínima y máxima; observamos que el va,lor
máximo de la epistasis se alcanza sobre las funciones de peso, y caracteri-
zamos aquellas que, tomando valores no negativos, tienen epistasis mínima.
En concreto, nosotros obtenemos que, una función de peso sobre un alfabeto
binario tiene epistasis nula, si y sólo si, su vector asociado h es de la forma
^lhi-1-(l-1)hll
h= 2hl_1 - hl
h^-^
hl /
El tercer epígrafe lo dedicamos al caso ternario. Ahora las funciones de
peso reducen el conjunto imagen de un número total de 3l valores distintos a
un máximo de C7Z(3, l). Entonces el vector h asocia,do a una función f tendrá
ahora (l l2) componentes.
Sóbre alfabetos de tres elementos realizamos en 5.3 un estudio paralelo al
de las secciones 5.1 y 5.2; y obtenemos que la matriz B3,1, en términos de la
cual escribimos ahora la expresion de ^3,1( f), tiene como coeficientes
(b )
\l) \^) \l) \s) ^1 + (Z-Zk+r)(1-2s-^t)+(l-k-r^(a-s-t^+(^-Zr^(s-^t)
3, l pq
=^ r s t l )^
donde l^, r, s, t E 1^Y verifican ciertas condiciones.
El epígrafe se completa con el análisis de los valores extremos de la epista-
sis normalizada, concluyendo con la caracterización de las funciones de peso






(1 - l)h,o+lh2 I
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donde la componente p-ésima hp de h; con p=^^^2 1 + r, es
hp= (1 -1^)h,o+(1^-r)hi+rh2.
Concluye el capítulo con el cálculo explícito de la epistasis de una función
de peso que se caracteriza porque no contiene decepción de ningún orden
y. sin embargo. es difícil de optimizar para un algoritmo genético. Nosotros
obtenemos valores altos de su epistasis; incluso en el caso más desfavorable-
cuando l = 2-.
De nuevo, al igual que sucedía en el epígrafe 3.3, estamos ante otro ejemplo
en el que la epistasis mide mejor la dificultad de la función de lo que lo hace
la decepción.
Las secciones 5.1 y 5.2 constituyen parte de los contenidos de [17].
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1.1 Métodos clásicos de optimización
En estos últimos años han adquirido gran importancia los algoritmos que
imitan a los mecanismos de la naturaleza para resolver problemas. Algunos
de los más importantes son las redes de neuronas artificiales, los autómatas
celulares y los algoritmos de evolución.
En términos generales, las redes de neuronas simulan el sistema nervioso
y los autómatas celulares modelizan la cooperación entre diferentes células,
mientras que los algoritmos evolutivos se inspiran en el proceso biológico de
la evolución de las especies.
Los algoritmos genéticos (en adelante AG's) son un tipo particular de
algoritmos de evolución cuya aplicación ha resultado provechosa en problemas
muy diversos y en muy diferentes ámbitos, como son el problema de dibuj ar
grafos dirigidos (bajo ciertos criterios estéticos), la programación de tareas
( Scheduling ) o el problema de dividir un grupo de n ob jetos en k categorías
(Partitioning); por ejemplo. (Para más detalles ver [21]). Sin embargo, su
utilidad principal es la optimización de funciones.
En el campo de la optimización funcional los métodos de búsqueda de
la mejor solución se pueden agrupar en tres tipos: basados en el cálculo 0
analíticos, enumerativos y aleatorios. Dentro de los primeros podemos dis-
tinguir aquellos que, generalmente, buscan extremos resolviendo un conjunto
15
16 CAPÍT ULO 1. ALGORITMOS GENÉTICOS Y OPTIMIZACIÓN
de ecuaciones (en general) no lineales resultantes del estudio de las raíces
del gradiente de la función objetivo. (Esto es la generalización al caso mul-
tidimensional del estudio, de las raíces de la derivada, en una variable pa,ra
obtener los puntos críticos de una función) . Para funciones deriva,bles, los
posibles extremos se encuentran entre los puntos donde las pendientes de las
tangentes en todas direcciones son cero. Por otra parte, el método directo
más simple se basa en la búsqueda de la solución óptima moviéndose siempre
en la dirección en la que el cambio de la función es más rápido. Esta técnica,
que se conoce como "hill climbing" , es una sencilla regla de búsqueda que
depende de la evaluación en ciertos puntos de la función a optimizar, pero
es la misma para todas las funciones. Sin embargo, a la sencillez del método
hay que contraponer dos problemas destacables: el primero de ellos es la
facilidad con la que este algoritmo puede caer atrapado en un extremo local;
el segundo es el mal comportamiento del método en zonas constantes de la
función (las llamadas "mesetas" ).
Para mitigar estos problemas, la mayoría de las técnicas de optimización
hacen uso de propiedades explícitas de la función con la que trabajan. Por
ejemplo, la "p^rogramación lineal" exige que tanto la función como las condi-
ciones adicionales sean lineales. A pesar de esta limitación la programación
lineal posee un amplio campo de aplicación. Paxa otras técnicas, como la
de los multiplicado^es de Lagrange, además de sufrir alguna restricción el
dominio de las funciones, éstas deben ser al menos derivables. Además, los
óptimos hallados son locales.
Los métodos analíticos han sido estudiados extensamente. A pesar de
ello, unos por su carácter local, otros por su dependencia de ciertas deriva-
das, u otras limitaciones, no siempre son aplicables en la práctica. Muchas
situaciones, en problemas concretos, poco o nada tienen que ver con la no-
ción de derivada y la "suavidad" que ella implica. Una sencilla muestra la
tenemos en el gráfico de un electrocardiograma, por ejemplo. Estas técni-
cas son por tanto insuficientemente robustas en ciertos dominios. Por otra
parte; existen muy pocas técnicas para funciones no continuas. Esto nos lle-
va a considerar otros métodos como el del enr^ejado, probablemente el más
sencillo para funciones con dominio de definición ]l^n. Se basa esta técnica
en la construcción de una red rectangular evaluando la función a optimizar
en cada una de las intersecciones de la red. Obviamente, es válido desde el
punto de vista práctico, sólo para problemas de dimensiones pequeñas. (Con
vistas a mejorar el método, se podría utilizar la información obtenida en eva-
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luaciones previas, para dirigir la búsqueda). Éste es un ejemplo de método
de tipo enumerativo.
Este tipo de técnicas se basan en una idea simple y directa: en un espacio
de búsqueda finito o infinito (pero discretizado) el algoritmo actúa evaluando
la función en cada punto del espacio, un punto cada vez. Aunque la sim-
plicidad de este tipo de métodos es atractiva (la enumeración es una clase
de búsqueda "muy humana" cuando el número de posibilidades es pequeño),
tales técnicas deben desecharse por su falta de eficiencia. Muchos espacios de
búsqueda son demasiado grandes para efectúar una búsqueda punto a punto
con costes aceptables desde el punto de vista práctico.
En cuanto a los algoritmos de búsqueda aleatoria, éstos han logrado in-
crementar su popularidad como resultado del reconocimiento de los defectos
de los métodos analíticos y enumerativos. Sin embargo, ellos también pecan
de falta de eficiencia.
Otro método ampliamente difundido es el método de Simulated annea-
ling (SA). Generalmente se expone como un algoritmo de minimización (la
adaptación a a la maximización es trivial).
Para aplicar un SA se determina un entorno dentro del espacio de bús-
queda, y se escoge un punto a en ese entorno, de forma aleatoria. A con-
tinuación se elige; aleatoriamente también, un punto ^3 en ese entorno y se
evalúa la función objetivo f en ambos puntos. Si f(^3) < f(a), entonces /3
reemplaza a a. Si, por el contrario, ^3 es peor que a en nuestro camino ha-
cia el mínimo, entonces el nuevo elemento ,^ se acepta con una probabilidad
exp(-(f( ,Q) - f(a))/p), donde p es una variable elegida por el usuario. La
selección de nuevos elementos se repite hasta que el cambio en las evaluacio-
nes de f no es significativo para los requisitos del problema. En cada paso,
el valor de la variable p se reduce, y el proceso se repite con el nuevo valor
de p. El algoritmo termina cuando p es muy "pequeña" .
Esta técnica, aunque recuerda a la búsqueda directa efectúada por el
método hill climbing, se diferencia de á,quel en que utiliza cierta aleatoriedad
en la determinación de la dirección a explorar, para evitar caer atrapado
en un óptimo local, además de hacer uso de las evaluaciones previas. Como
veremos más adelante, los AG's combinan estas ideas para dirigir la búsqueda
del óptimo.
La razón del creciente interés por los AG's es que éstos permiten resol-
ver problemas muy complejos, de grandes dimensiones, de forma rápida y
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eficiente. Para esa clase de problemas, tales como el conocido p^blema del
viajante o TSP ( Traveling Salesman P^roblem), no existen soluciones tradi-
cionales. La única forma en que habían sido abordados, hasta ahora, es por
medios heurísticos. Pero éstos no proporcionan ninguna información sobre la
calidad de la solución obtenida, es decir, no indican cuán buena es esa solu-
ción en relación con todas las posibles. Además, como ya se ha comentado,
cuando las dimensiones del problema aumentan, no son operativos desde el
punto de vista práctico.
Como veremos más adelante, un algoritmo genético es un método de
búsqueda global y^robusto. Global porque la búsqueda se realiza sobre el
conjunto de todas las posibles soluciones, y robusto porque cambios pequeños
en el problema muy raraxnente causan la divergencia del algoritmo.
1.2 Evolución y Algoritmos Genéticos
Evolución
Durante el siglo pasado los científicos se plantearon el problema de nues-
tra existencia en relación con el origen de la vida. En 1858 Charles Darwin
y Alfred Wallace, de forma independiente, plantea,ron sus ideas sobre la se-
lección natural de las especies; una explicación científica, simple y elegante
de la complejidad y variedad de la naturaléza.
En la actualidad los investigadores en Inteligencia Artificial tratan el mis-
mo problema pero a la inversa. Esto es, intentan responder a la pregunta
Lcómo encontrar soluciones a problemas complejos?. Una dirección a seguir
es tomar prestadas las ideas de la selección natural y usarlas para resolver
estos problemas.
Darwin observó que, usualmente, los organismos generan muchos descen-
dientes, pero sus poblaciones, de las que cabría esperar que crecieran expo-
nencialmente, tienden a estabilizarse a un tamaño constante. Teniendo en
cuenta que los organismos de cualquier población presentan características
individuales, él concluyó que las "fuerzas" que actúan en la población, enfer-
medades, depredación, etc, determinan la supervivencia de los especímenes
mejor relacionados con su entorno. Como tales supervivientes se pueden
reproducir. las características que les ayudaron a sobrevivir pasarían a sus
descendientes. R,ecíprocamente; sus defectos no pasarán y, al cabo del tiempo
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desaparecerán de la especie. En esencia, la evolución por la selección natural
de las especies se basa en la acumulación de pequeños cambios positivos en
la población.
Descubrimientos posteriores en Genética han proporcionado una expli-
cación sobre la forma en la que las características diferenciadoras de los in-
dividuos pasan de padres a hijos. Los organismos surgen inicialmente de
una célula que contiene el ADN (ácido desoxirribonucleico), portador de las
"instrucciones" necesarias para construir el organismo completo. El ácido
desoxirribonucleico es, sin ninguna duda, la molécula más importante de la
vida. En el ADN se encuentra la información que determina la estructura
de las proteínas, así como las instrucciones para el crecimiento, desarrollo y
diferenciación celular [8] . En las células el ADN se encuentra en forma de
bastones enrollados denominados c^romosomas.
El ADN [18] es una larga cadena de moléculas llamadas nucleótidos y
sus "tiras" contienen la información necesaria para construir las prnteínas.
Hay una sencilla correspondencia entre una cadena de ADN y la proteína
que produce. Las proteínas forman la mayor parte de la substancia física del
organismo y controlan muchos de los procesos químicos internos; así que el
ADN indirectamente, (a través de las proteínas), codifica las características
del organismo resultante. En ocasiones la relación es simple. El color de o jos,
por ejemplo, está determinado por una única proteína; otras características,
tales como el peso, son mucho más complejas.
Aunque el entorno en el que vive un organismo juega un papel importante
en cómo éste se desarrolla, hay una relación entre su material genético (geno-
tipo) y sus características físicas (fenotipo). La sección de ADN que produce
una característica se llama gen y el lugar que ocupa un gen en un cromosoma
se denomina locus genético. Los diferentes nucleótidos que se incluyen en esa
sección de ADN, esto es, las distintas formas del gen que ocupa ese locus, se
conocen como alelos. Pongamos un ejemplo, hay un gen para el color de ojos
con alelos azul y marrón.
Las características de los individuos pasan de padres a hijos sencillamente
porque el ADN pasa de padres a hijos. Esto conlleva la importante conse-
cuencia de que las caracterísiticas adquiridas en vida, tales como las cicatrices
(por accidente, por ejemplo), no serán heredadas por los descendientes.
Por supuesto, es necesario disponer de un meca,nismo por el cual surjan
nuevas características en un individuo. El método más sencillo es la muta-
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ción, por el cual los nucleótidos cambian (unas veces se añaden otros, y en
ocasiones se eliminan). La mutación puede ser consecuencia por ejemplo de
un error en la copia del ADN al formarse una nueva célula, o por efecto del
ambiente en el que se desarrolla el organismo (las radiaciones químicas, por
ejemplo, pueden producir mutaciones).
La mutación puede ocurrir en todos los organismos pero en aquellos que
se reproducen sexualmente podemos considerar además el proceso por el que,
tomando ADN de dos individuos y seleccionando partes de cada uno de ellos
para formar un nuevo ADN, las características de los organismos se mezclen.
De esta forma, características diferentes, buenas, en dos especímenes distin-
tos pueden reunirse en un único individuo vía la reproducción sexual. Desde
luego, el recíproco también es cierto: malas combinaciones pueden sumar-
se, y buenas combinaciones romperse. Sin embargo, cuando son las buenas
características las que concurren en un individuo entonces proporcionan ma-
yor facilidad para la superviviencia y la continuación de las mismas en las
generaciones siguientes.
La anterior descripción no pretende ser más que una rápida, y en conse-
cuencia muy simplificada, introducción al mundo de la Genética. En realidad,
la vida es mucho más complicada. Sin embargo, el fin primordial de esta so-
mera exposición es introducir los elementos genéticos de la selección natural
de las especies que sean importantes para entender los algoritmos de evolu-
ción. El proceso de la evolución natural es una fuerte motivación para los
algoritmos genéticos y evolutivos, pero no puede usarse como justificación
de su capacidad para resolver problemas con efectividad. Para que estos
algoritmos se puedan considerar alternativa seria de otros métodos de bús-
queda, tales como el Simulated annealing por ejemplo, es imprescindible que
se sustenten en una teoría rigurosa. Podemos, pues, considerar la Genética
y el proceso de evolución de las especies como una fuente de ideas que tomar
prestadas y poder desarrollar en el campo de los algoritmos genéticos.
Algoritmos Genéticos
Los algoritmos genéticos simulan procesos evolutivos. Como consecuencia
de la descripción anterior parece importante destacar algunos hechos intrín-
secos a la evolución:
* Hay una población de organismos determinados por un código genético.
* Algunos de esos organismos son "mejores" que otros, en el sentido de
que se adaptan mejor al medio en el que se desarrollan.
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* La información genética transmitida a los hijos está formada por partes
de la información genética de los padres, no exenta a posibles, aunque raras,
mutaciones.
En un algoritmo genético, el entorno es el problema a resolver y los or-
ganismos las posibles soluciones al mismo. Pasa poder aplicar un algoritmo
genético a un problema deben determinarse:
a) una codificación genética para el problema, y
b) una f unción de ajuste que asigne un va,lor a cada individuo de acuerdo
con su comportamiento en su medio; es decir, de acuerdo con su idoneidad.
Los AG's tradicionales manejan cadenas de símbolos de longitud fija lla-
madas crnmosomas. Asociado a cada una de sus posiciones en la cadena hay
un gen. Un gen es; simplemente, un conjunto de símbolos, cada uno de los
cuales puede aparecer en una posición particular de la cadena. Esos símbolos
que constituyen un gen se llaman alelos.
La asignación de un código genético a un problema está determinado por
la longitud de las ca,denas y los genes que las constituyen (lo que se conoce
como problema de representación) y por la correspondencia entre las cadenas
y las posibles soluciones del problema.
Por lo que se refiere a los alelos estos pueden ser representados por cual-
quier símbolo, sin embargo por conveniencia práctica se suelen utilizar, para
representarlos, los números naturales. El número de símbolos que pueden
representar a un gen se llama car^dinalidad del gen.
En cuanto a la dinámica de la actuación de los AG's veremos que son
una metáfora del proceso de selección natural de las especies: una pobla-
ción de individuos con mejores cualidades para la supervivencia crecen y se
reproducen.
El algoritmo genético opera a partir de una población de tamaño deter-
minado, inicialmente constituida por cadenas generadas aleatoriamente. Las
cadenas se evaluan y se produce el proceso de selección. La selección escoge
cadenas de la población, para su recombinación, con una probabilidad pro-
porcional a su idoneidad. La recombinación que actúa sobre los pares de
cadenas seleccionados se compone básicamente de dos operaciones el cruce y
la mutación y los descendientes creados se incorporan a la nueva población.
El ciclo de producción de una nueva población mediante la selección, el cruce
y la mutación constituye una generación.
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El cruce es la parte de la recombinación en la que los alelos de los padres
se mezclan. La forma tradicional de cruce es aquella en la que se seleccio-
na un punto entre dos posiciones determinadas en las cadenas, se rompen
las cadenas padres y se intercambian. Este proceso se aplica con una cierta
probabilidad fija llamada prnbabilidad de cruce. Otro parámetro del funcio-
namiento del AG es la prnbabilidad de mutación, bajo la que los alelos toman
diferentes valores. Esta probabilidad suele tener un valor generalmente pe-
queño (0.01 0 0.001) manteniendo la idea intuitiva, de que una mutación no
es un hecho corriente.
La siguiente figura muestra el proceso de cruce y mutación actuando sobre
las cadenas "padres" . Se ha escogido como lugar de cruce el situado entre el
tercero y cuarto bit; la mutación se efectúa sobre los bits de las posiciones
segunda y sexta:
Padr^es Cruce Mutación Hijos
0000000 000^1111 0001111 0101101
1111111 111^0000 1110000 10100i0
El algoritmo genético termina cuando se alca,nza una cierta condición
de parada. Podría actuar durante un número fijo de generaciones o bien
hasta obtener una cadena con una idoneidad superior a un nivel de control
prefij ado.
Por otra parte, hay una gran variedad de decisiones a tomar antes de
implementar y ejecutar un AG. En primer lugar está el problema, ya men-
cionado, de encontrar una buena representación para los datos. Este es un
aspecto fundamental en la aplicación de los AG's. Una representación inade-
cuada de los datos repercutirá en una disminución de la eficacia o eficiencia
del algoritmo. Aunque la codificación binaria es la de uso más extendido,
cadenas sobre otros alfabetos; además de estructuras tales como grafos o
árboles, se han utilizado también con éxito en algunas aplicaciones.
En segundo lugar, existen distintos métodos de selección que poder elegir.
En [4] los autores comparan analíticamente el comportamiento de la repro-
ducción proporcionada, la selección de ranking, la selección "tournament" y
la selección "steady-state" .
Después de la selección llega la recombinación. La primera cuestión es
qué tipo de operador cruce utilizar. Aunque el cruce es un operador ins-
pirado en un proceso biológico tiene, sin embargo, algunos inconvenientes.
1. 2. EVOL UCIÓN Y ALGORITMOS GENÉTICOS 23
Como muestra de ello tomemos el conocido prnblema del viajante, que con-
ceptualmente es muy simple: un viajante debe visitar todas y ca,da una de
las ciudades en su territorio exactamente una vez y retorna,r al punto de
partida. Dado el coste del viaje entre ellas, se plantea cuál debe ser el iti-
nerario de menor coste. Particularicemos, por ejemplo, al caso de nueve
ciudades a recorrer. Si representamos cada una de ellas por un número del
uno al nueve, una posible solución la constituirá un vector de nueve com-
ponentes. El vector (2,4,8,9,3,1,7,6,5) representa entonces el itinerario que
partiendo de la ciudad número 2 llega a la número 5 atravesando las siete
restantes, para volver a continuación a la ciudad de partida, la número 2.
Esta representación no soporta al operador de cruce clásico: basta tomar
dos vectores (2,3,7,9,8,1,5,4,6) y(5,7,6,9,1,2,4,3,8) y señalar como punto de
corte "entre la quinta y sexta componente" . El resultado serían los vec-
tores (2,3,7,9,8,2,4,3,8) y(5,7,6,9,1;2,5,4,6) que no cumplen los requisitos
del problema (son descendientes "ilegales" ). Esto se subsana introduciendo
una variante del operador cruce, como el operador PMX (partially mapped
crnssover), propuesto por Goldberg y Lingle, que construye un descendiente
eligiendo una secuencia de un recorrido completo, de un padre y preserva, el
orden y la posición del número máximo posible de ciudades del otro padre.
(Para un estudio más detallado ver [21] ).
En el siguiente capítulo volveremos sobre el operador cruce y algunas de
sus variantes. Bástenos por ahora analizar otro argumento que diferencia los
dos operadores de la recombinación. Existe una "asimetría" entre la mutación
y el cruce: el efecto de la mutación depende de la longitud del cromosoma
y el del cruce no. Por ejemplo, si la probabilidad de mutación es pm=0.01,
y la longitud de un cromosoma es 100, el número esperado de bits mutados
en ese cromosoma es 1. En cambio, si la longitud del cromosoma fuese 1000,
el número esperado de mutaciones sería 10. Sin embargo, en ambos casos, el
operador cruce clásico combinasá dos cadenas de padres cruzando los alelos
a partir de un punto de cruce dado, sin tener en cuenta la longitud de las
cadenas.
Como ya se ha apuntado, el proceso evolutivo no es una explicación de
porqué funcionan los algoritmos genéticos, y en consecuencia es necesario
añadir rigor a la discusión de su actuación. En cierto sentido, el procedi-
miento general de funcionamiento de un AG no está interesado en las ca-
denas como entes en sí mismos, ya que las similitudes entre cromosomas de
idoneidad alta pueden guiar la búsqueda de la solución mejor. Cabe pues,
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preguntarse cómo se entiende esa "similitud" entre cadenas. La respuesta a
esta cuestión la proporciona el concepto de esquema que se abordará en el
capítulo siguiente, y sobre el que se asienta la base teórica del funcionamiento
de los algoritmos genéticos.
Capítulo 2
Sobre el Teorema de los
Esquemas
2.1 ^,Por qué funcionan los algorit mos genét i-
cos?
Con vistas a proporcionar una descripción más precisa del funcionamiento de
los algoritmos genéticos, introducimos en primer lugar alguna terminología
y notación básicas.
Comencemos por denotar por D al conjunto de todos los posibles orga-
nismos, esto es, el espacio total en el cual se efectuará la búsqueda. Los
elementos de D tienen una codificación genética, representada por una apli-
cación inyectiva C:D^--^ A^. Por simplicidad, en este epígrafe tomaremos
como alfabeto A= {0,1 }; y también por simplicidad supondremos que ^ D^
=21. Esta codificación la realiza el usuario y es de vital importancia para el
funcionamiento del algoritmo. Por razones obvias los elementos del alfabeto
se denominan bits y los cromosomas cadenas binarias. A lo largo de todo el
texto los bits se numerarán de derecha a izquierda y de 0 a l-1. El conjunto
de índices {0, ..., l-1 } se representará por I. Una cadena s E Al se representa-
rá por s= sl_ i. .. s 1 so . Mantendremos este convenio sobre todas las cadenas,
incluso en casos más generales, cuando el alfabeto considerado no sea binario
(como sucederá en los capítulos 4 y 5 de esta memoria). Por esta razón, A
denotará el alfabeto, sea binario o no, utilizado en la codificación del espacio
de búsqueda. Por analogía con sus homónimos genéticos, los elementos de A
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se llaman alelos. En tanto no se especifique lo contrario Al = SZ.
Sea f.•S2 -j IEg la función que eva,luará los elementos de la poblacibn (en
el contexto de la evolución genética representa al entorno y en el campo de
la optimización f será la función objetivo, es decir, la función a optimizar).
f se conoce como función de ajuste o función de idoneidad, que mide la
adaptación, ("bondad" , o adecuación) de los cromosomas a la población.
Para un mejor conocimiento sobre la forma en que actúan los AG in-
troducimos ahora el concepto de esquema. Los esquemas son interesantes
porque son exactamente los subconjuntos de SZ que se obtienen cruzando los
elementos de subconjuntos arbitrarios de SZ entre sí (ver [26], [33]).
Un esquema describe a un subconjunto de cadenas con similitudes en cier-
tas posiciones. Holland [14] sugiere esta definición al observar que individuos
con cierto "parecido" (que luego precisasemos) persistirán de generación en
generación.
Consideremos el símbolo "#" para indicar que una posición dada de
una cadena puede estar determinada, indistintamente, por los alelos 0 0 1.
Entonces, añadiendo el carácter ^ al alfabeto binario, en el nuevo alfabeto
A= { 0, l, #} se define un esquema como una cadena de elementos de A. Más
precisamente, un esquema de longitud l es una cadena de longitud l de 1's,
0's y#'s. Esto determina un único subconjunto de {0,1}l:
S(^) _{s E{0,1}l; si ^z ^# entonces si = Qi}
Por ejemplo; ^= 00^#11 se corresponde con
S(^) _ {000011, 000111, 001011, 001111}
Obviamente habrá 3l esquemas diferentes de longitud l. En general para
alfabetos de n elementos habrá ( n-}-1) ^ esquemas. Por otra parte, en una
población de N miembros hay a lo sumo 2l • N esquemas, puesto que cada
cadena pertenece a 2l esquemas. Esto da una idea de la magnitud de infor-
mación que procesa un algoritmo genético. Sin embargo, los esquemas no
son todos iguales; algunos son más específicos que otros, y debemos hacer
una distinción entre ellos. Consideremos por ejemplo los esquemas 01011#1
y 1#####0• El primero tiene más definida la "similitud" entre las cadenas
que lo representan que el segundo. La cuantifica,ción de estas ideas se realiza
considerando los conceptos de orden y longitud de definición de un esquema.
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El or^den de un esquema ^, o(^), es el número de alelos definidos en él (es-
to es, el número de caracteres que no son #). Por ejemplo, 0(1##^#^0)=2.
La longitud de definición, S(Q), es la distancia entre el primero y el último
de los alelos especifica,dos. (S(1^^###0)=6).
Estos valores son útiles para determinar la probabilidad con la que un
esquema sobrevive a la recombinación. En concreto, el orden informa sobre
la probabilidad de que el esquema sea destruido por la mutación (mayor
orden significa más facilidad de sufrir mutación en uno de los alelos fijos).
La longitud de definición, por el contrario, proporciona información sobre
la posibilidad de destrucción del esquema por medio de un cruce: a mayor
longitud de un esquema mayor probabilidad de destrucción. Pongamos un
ejemplo: consideremos los esquemas ^1 =^##01## Y^Z =#0##^#1.
Mientras para el primero (b(^1) = 1) sólo es posible su destrucción mediante
un cruce si éste se efectúa entre las posiciones cuarta y quinta del cromosoma,
en el caso de ^2 basta escoger como lugar de cruce cualquier posición posterior
a la segunda (S(^2) = 5).
Sin embargo, el efecto del cruce es complicado. En algunos casos parti-
culares, podría permanecer la estructura de un esquema, incluso después de
sufrir un cruce; bastaría que el esquema existiese en ambas cadenas padres,
por ejemplo.
Obviamente, la probabilidad de supervivencia de un esquema depende de
la probabilidades de actuación de los operadores de mutación y cruce, pero
de lo anteriormente expuesto, parece que, a pesar de que la recombinación
destruye las cadenas, los esquemas cortos y de bajo orden permanecerán.
De esta forma, si un esquema contiene "buenas" cadenas, i.e. cadenas con
idoneidad alta (por encima de la media), esas cadenas serán seleccionadas
con mayor frecuencia y generarán una nueva población con más cadenas que
sigan la estructura del esquema. Así, es probable que el esquema se mezcle
con otros buenos esquemas para formar individuos mejores.
Sin embargo, este a,rgumento podría fallar. Imaginemos un esquema ^
que tiende a aparecer en cadenas pobres. Estas cadenas no serán seleccio-
nadas con demasiada frecuencia y la influencia del esquema en la población
decrecerá hasta desaparecer. Pero, podría suceder que ese esquema ^ com-
binado con otro d proporcionase buenos individuos. El esquema ^ no sería
tan malo, después de todo, pero el AG lo ha hecho desaparecer. Si los es-
quemas son cortos y de bajo orden es improbable que situaciones como la
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expuesta sucedan. Por el contrario, para esquemas más largos o de orden
mayor es menos probable que se combinen y más probable que se rompan
por el proceso de recombinación.
Examinemos con un poco más de detalle el efecto de la reproducción
en el número esperado de esquemas en la población. Supongamos que en la
generación t hay m ejemplares de un esquema particular que forman parte de
la población P( t). (En realidad m=m (^, t) pues es posible que en diferentes
generaciones haya cantidades diferentes de cadenas que siguen el esquema
^). Durante la reproducción, un cromosoma es copiado cero, una o más
veces de acuerdo con su idoneidad; o más exactamente, es seleccionado con
una probabilidad ^sEP(L) f(s) ' Si se parte de una población de tamaño n,
entonces el número esperado de representantes del esquema Q en el paso t+1
será:
Ĵ (^)E(m(^^ t+ 1)) = m(^^ t) , n.
L^sEP(t) f \s) ^
donde E denota el operador esperanza y f(^) es la idoneidad media de las
cadenas del esquema ^ que lo representan en la generación t-ésima, (i.e.: mide
la "bondad" de esos elementos del esquema). Si f denota el ajuste medio de
la población completa, es decir, f= ñ^sEP(t) f(s), entonces claramente:
^
E(m(^, t+ 1) )= m(^, t) • f_
Ĵ
lo que significa que esquemas presentes en la población y con idoneidad supe-
rior a la media de la población aumentarán su número de representantes en la
generación siguiente, mientras por el contrario, esquemas con "adecuación"
por debajo de la media perderán representantes.
Ahora bien, copiando estructuras ya existentes en la población no se ex-
ploran nuevas regiones del espacio de búsqueda. Es necesario pues introducir
el efecto de los operadores cruce y mutación.
Dado que un esquema sobrevive cuando la posición donde se ha de reali-
zar el cruce no está entre el primero y el último alelo fijos, la probabilidad
de que no sobreviva a un cruce no es otra que l 1. Si el cruce actúa de
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manera aleatoria con una probabilidad p^, entonces una cota inferior para la
probabilidad de superviviencia del esquema es:
S ^
p? 1-p^• l_ 1^
el efecto combinado de la selección y el cruce transforman la ecuación de
crecimiento en
E(m(^, t-}- 1)) > m(^, t) • f (^) , 1- p° • ^ (^) .f l-1
De nuevo el significado es claro: el número de representantes del esquema
aumenta o disminuye dependiendo de dos factores, la relación entre la bondad
del esquema y la bondad media de la población, y la longitud de definición
del esquema.
El último operador a considera,r es la mutación. Para que un esquema so-
breviva a la mutación todos sus alelos fijos deben permanecer en la estructura
mutada. Si pm denota la probabilidad de alterar aleatoriamente una posi-
ción cualquiera, entonces la probabilidad de supervivencia del esquema será
(1- pm )°^^^ . Como en general pm « 1, esa probabilidad se puede aproximar
por la expresión 1- o(o^) • p.,.,.t, y en consecuencia:
E(m(^, t
-}- 1)) > m(^, t) • f(^) •Ĵ Ll - pc ^ (al J • [1- O(^) • p,,.^^ .
Despreciando los términos con valores muy pequeños se obtiene la expresión
del Teo^ema Fundamental de los Algoritmos Genéticos o Teor^ema de los
Esquemas:
E(m(^, t^- 1)) ^ m(^^ t) • f(^) • 1- p° • S(^) - o(^) • pm ^
- f l-1
cuya interpretación se puede resumir como sigue: Esquemas cortos, de orden
bajo y con idoneidad por encima de la media, incrementan el número de
representantes en las generaciones sucesivas de un algoritmo genético.
Como parecen jugar un papel tan importante, a este tipo de esquemas
se les ha dado un nombre especial los "building blocks" . Nombre que a su
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vez identifica la llamada "Hipótesis de los Buliding Blocks" : los algoritmos
genéticos alcanzan un comportamiento óptimo a través de la yuxtaposición
de esquemas cortos; de orden bajo y con idoneidad alta.
El Teorema de los Esquemas es una explicación intuitiva de cómo un algo-
ritmo genético procesa los esquemas presentes en la población. Sin embargo,
es incapaz de predecir las áreas de búsqueda que el algoritmo investigará
después. Nótese que la media f(^) utilizada en el Teorema de los Esquemas,
es la media del esquema ^ sobre la población de la generación t-ésima; por
tanto; no proporciona ninguna referencia a nuevos esquemas introducidos por
medio de cruces o mutaciones. Es decir, no informa sobre qué nuevos esque-
mas (no presentes previamente en la población) seleccionará el algoritmo en
las generaciones venideras.
En este sentido, Grefenstette, en [13], es muy crítico con las conclusiones
poco precisas que, del teorema de los esquemas, se incluyen en numerosos
artículos; indicando que pueden conducir a interpretaciones erróneas si éstas
se toman como base del análisis de la teoría operacional de los algoritmos
genéticos. Concretamente, Grefenstette afirma:
". .. el teorema del esquema describe el crecimiento esperado de un hiperplano,
parYZ una única generación, basado en el ajuste medio de los r^epr^esentantes del
hiperplano pr^esentes en la población. Después de una serie de generaciones,
la adecuación media observada de un hiperplano no r^, f leja, necesariamente,
el ajuste medio estático del hiperplano ".
Aquí, el ajuste medio estático significa la idoneidad media calculada sobre
todas las cadenas que siguen el esquema; y es por tanto independiente del
número de representantes que el esquema pueda tener en la población en
cualquier momento.
En particular, esta limitación, del teorema de los esquemas, se pone de
manifiesto, entre otros casos, cuando se produce una convergencia colateral;
fenómeno éste que se refiere al caso en el que la población converge a diferen-
tes ritmos, a dos hiperplanos que poseen representantes comunes. En estas
situaciones, no es posible estimar el ajuste medio estático de los esquemas
utilizando la información presente en la población actúal.
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2.2 Un Teorema de los Esquemas Ft.izzy
La noción de esquema, introducida en el epígrafe anterior, es la de los esque-
mas clásicos, definidos originalmente por Holland (ver [14] ) añadiendo # al
alfabeto binario. Como se indica en [1] una cuestión abierta durante bastante
tiempo ha sido saber si otros conjuntos, además de los esquemas de Holland,
bajo operadores apropiados se comportarían de acuerdo con el teorema del
esquema. En [1], Battle y Vose responden a esta cuestión afirmativa,mente
mediante transformaciones matriciales e isomorfismos. Los resultados de [1]
se pueden considerar como un ejemplo explícito de una construcción más
general debida a Vose [31] que generalizó la noción de esquema a "pr^edicados
arbitrarios" .
El punto de vista adoptado por Vose en [31] es que un esquema Q se
puede interpretar como un predicado en el sentido de que si s E SZ, diremos
que o^ (s) = V(verdad) si, y sólo si, s y^ coinciden en todas las posiciones
distintas de # en o^. (Se dice que s representa a^). Esto equivale a identificar
^ con el subconjunto de S2 de todas las cadenas s E A^ tales que ^(s) = V. La
generalización propuesta en [31] es considerar que los esquemas puedan ser
predicados asbitrarios o subconjuntos de SZ. Además Vose prueba el teorema
del esquema en este caso.
En [30] los autores avanzan un paso más. Aunque se ha visto que el uso de
predicados arbitrarios como esquemas es una herramienta adecuada de tra-
bajo, las aplicaciones prácticas requieren una situación un poco más general.
En realidad, la función de ajuste sobre SZ = Al, generalmente, asocia a las
cadenas una medida, obtenida experimentalmente, con una cierta ca,ntidad
de vaguedad y errores de medida. Esto implica que los valores extremos de
f podrían no ser determinados correctamente, sino sólo aproximados. Esto
tiene especial importancia si se desea indicas las razones estructurales por
las cuales el conjunto H de soluciones es óptimo. De hecho, como mucho,
sólo es posible conjeturar o aproximar la probabilidad de que un cromosoma
pretenezca a H, i.e., podría considerarse H como un "subconjunto difuso" de
SZ.
Verschoren y Van Hove en [30] desarrollan este enfoque introduciendo el
uso de estos esquemas difusos. Como indicación de su utilidad, los autores
demuestran que este tipo de esquemas satisfacen una apropiada versión del
teorema de los esquemas.
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,
Para ello en prirrier lugar consideran un universo (finito o infinito, ai^nque
en la práctica será generalmente SZ={0,1}^ ).
Un esquema difuso H se define como un subconjunto difuso de SZ, i.e.,
una aplicación H:SZ -> [0,1] (ver [31]). (Si H toma sólamente los valores 0 y
1 nos encontramos en el caso clásico) . En realidad el valor de H sobre una
cadena indica el "grado" de pertenencia de la cadena a H.
En este contexto, una población P será un multiconjunto finito de S2 (los
elementos pueden estar repetidos). Entonces I HI P=^pEP H(p) cuenta los
elementos de P que pertenecen a H, incluyendo sus multiplicidades. Pasa
una función de ajuste f: SZ ^ Il^, y para cualquier esquema difuso H de SZ,
se define ( [30] )
fP(H) _ 1 ^ H(p) ' Ĵ (p)H
I I P pEP
( siendo f P( H) = 0, si I H( P= 0). En particular si H = SZ entonces f P( H)_
fP(SZ) denota la idoneidad media de la población P.
Considerando una población modificable A(t), donde t se puede tomar
como un parámetro discreto de tiempo, los autores denotan por m(H, t) al
número de elementos de la población que "pertenecen" a H en el instante t,
y definen la idoneidad de H como:
f (H^ t) = 1 • ^ H(p) • f (p) = fA(t) (H)m(H, t)
pEA(t)
(en particular f (SZ, t) - 1 ^ f(p)).
- m(SZ,t) pEA(t)
El siguiente paso es suponer que la población A(t) C SZ se transforma
por la aplicación de algunos operadores genéticos. En particular, ellos se
restringen a la selección y el cruce.
Dado que el operador selección escoge cadenas de la población A(t) con
una probabilida,d proporcional a su idoneidad, se sigue que, para cualquier
esquema fuzzy H :
E(m(H^ t+ 1)) = H(p) • f(p) = f (H^ t) , m(H^ t)
^ SZ t SZ tf( ) Ĵ ( )pEA(t) ^ ^
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donde E denota, de nuevo, el operador esperanza.
Para poder introducir el operador cruce, dada una cadena p=pl...pl, se
selecciona a continuación una segunda cadena q=q1... ql y una posición de
cruce aleatoria 1< z< l. Como la probabilidad ^rp,q de selección de un
cierto pa,r (p, q) de cadenas de A(t), es
^P,4 -
Ĵ (p) f (q)
m(^^t) ' Ĵ(^^t) m(^^t) • .f(^^t) '
se generan entonces dos nuevas cadenas p 1. .. p^ _ 1 q^ ... q^ Y q 1. .. q^ _ 1 p^ .., p l una
de las cuales, denotada por p® q reemplazará a p. Sea ahora TH(p, q) la
probabilidad de que p ® q pertenezca al esquema H, entonces
TH(p^ q) = H(r) ^
^ XTEx(r,q) ^ (p^ q) ^
donde X(p, q) es el multiconjunto de posibles descendientes que se podrían
producir aplicando el cruce a p y q. En consecuencia:
E(m(H, t+ 1)) -„2(s^, t) ,^^,g f(p) '.f(g) 1- p^ H(p) + H(g)
(m(^^ t) • .f (^, t))2 ( ) 2
^^,9 f (p) ' f (4')
+m(Si,
t) •(m(^^ t) f(^^ t))2 p^ • Tx(p^ 4')
donde p^ es la probabilidad con la que actúa el operador cruce.
Operando en la expresión anterior, se obtiene la siguiente versión del Teo-
rema de los Esquemas, para los esquemas difusos:
Teorema 2.1 ([30] ) .- Par^a cualquier esquema fuzzy H en S2:
E(m(H, t+ 1)) > m(SZ, t) • f(H't) •(1 - p^ • a(H, t)) ,
.f(^^t)
donde
a(H^ t) _ H(p)Ĵ (p) . Ĵ(q) (1 - Tx(p^ 4'))
^mH,t Ht ^mSZt S2tp ( )lf( ^ ) 9 ( ^ )f( ^ )
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a(H, t) se interpreta como la "probabilidad" de que ningún hijo resultante
del cruce de un elemento de A(t) y de A(t) f1 H pertenezca, a H.
Claramente, si se aplica también el operador mutación con una probabi-
lidad pm, este resultado se transformará en:
E(m(H^ t + 1)) ? m(^^ t) ' f (H't) ' (1- p^ • a(H^ t)) ' (1 - pm • ^(H^ t)) ^f(^^t)
donde ,6(H, t) tiene en cuenta el efecto mutación.
Esto implica que que si f(H, t) > f (SZ, t) se espera que se incremente el
número de representantes de H en la siguient^ generación si a(H, t) y,Q(H, t)
son pequeños, en el caso de un universo finito. Esto ocurrirá si el esquema es
corto y de orden bajo. De nuevo, esquemas de esas características y altamente
adecuados persisten de generación en generación.
2.3 E1 Teorema de los Esquemas en espacios
medibles
En este epígrafe nos proponemos generalizar, a poblaciones no necesariamen-
te finitas en el caso no fuzzy, los resultados obtenidos en [30] . Aunque algunos
modelos se han conseguido ya con aplicaciones interesantes, las poblaciones
seguían siendo discretas. Nosotros adoptaremos un punto de vista diferente
trabajando con espacios de búsqueda y poblaciones que son conjuntos medi-
bles (por ejemplo S2 = IEgn). La función de ajuste será una función integrable
mientras el operador de cruce es un operador estocástico en dos variables y
con valores en^ S2. De este modo, si SZ está dotado de una métrica podemos
tener en cuenta la distancia entre dos puntos si queremos obtener nuevos
puntos. Más concretamente:
Sea SZ un espacio medible, por ejemplo 11Sn, y sea P C SZ un subconjunto
medible de SZ que llamaremos población. Nuestra función de idoneidad será
una función acotada, integrable:
f : SZ -^ IEg
y que toma únicamente valores positivos.
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Cualquier subconjunto medible H C S2 será un esquema y lo identificare-
mos con su función característica:
H : SZ ^ {0,1 }
definida como
IHIp ' fPH(w) ' Ĵ(w)^
0
que será una función integrable.
Fijemos momentáneamente una población P y sea
IHIP = H(w)dw = µ(H n P),
P
donde µ es una medida en SZ. Podemos definir
ĴP(H) _
En otras palabras,
si ^H^P ^ 0
si ^H^P = 0
µ(H n P) • fP(H) = f(w)dw.
HnP
_ 1 sipEH
H(p) 0 si p^ H
Supongamos ahora que nuestra población depende de un parámetro discreto
t, i.e., P= A(t) C Si, entonces denotaremos
m(H, t) _ ^H^A(t) = H(w)dw = µ(H n A(t))
A(t)
y
Si m(H, t) ^ 0, tenemos:
f (H^ t) = ĴA(t) (H) •
H, t = fA(t) H(w)f (w)^f( )
fA t H(w)^O
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Sea r^ el operador selección que escoge elementos de SZ con una probabili-
dad de ser seleccionados proporcional a su idoneidad. En nuestras hipótesis
de trabajo, este operador transforma subconjuntos medibles en subconjuntos
medibles. Como
m(H, t -^ 1) = H(c^)dw
A(t+l )
se sigue que
E(m(H^ t+ 1)) = 1 H(w)f (W)^ = f(H^ t) m(H^ t)•
.f (^^ t) A(t) .f (^^ t)
donde E denota, como antes, el operador esperanza.
Por lo que respecta al cruce, éste será un operador estocástico en dos
variables:
X: SZ x SZ ---> SZ,
que, para cada par de elementos p, q E S2, asigna un nuevo elemento p® q E SZ
y que también lleva subconjuntos medibles en subconjuntos medibles. Un
ejemplo podría ser el operador:
X:^nX^n^^n
(p^ q) H ap + ( 1 - a)q^
donde a sigue una distribución normal de media 0.5 y desviación tfpica nula.
Por otra parte, la probabilidad de seleccionar una pa,reja (p, q) E A(t) x A(t)
es
Ĵ (p) Ĵ (g) __ Ĵ (p)Ĵ (g)
JA(t) f (W )^ . JA(t) f (W )^ (f (^^ t)m(^^ t) )2
Denotemos por TH(p, q) la probabilidad de que, al cruzar p y q, el resultado
pertenezca a H, y supongamos que la aplicación
TH : SĜ X SZ ^ ^^,1)
es integrable. Entonces la probabilidad de obtener un elemento de H par-
tiendo de un par cualquiera (p, q) E A(t) x A(t) después de actuar la selección
y el cruce está dada por:
1'(p^ q) = pcTH(p^ q) + 1 pc '(H(p) + H(q)) ^2
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donde p^ es la probabilidad de aplicar el operador cruce.
Así, es fácil ver que E(m(H, t^- 1)) = A-}- B, con
A- p^ 1 (H(p) + H(q))f (p)f (4') dpdqf(^^ t) A(t)xA(t) m(^^ t).f (^^ t)
donde p^ _ ^ y con
B= p^ Tx(p^ 4') • f(p)f (4') dpdq•f(^^ t) A(t)xA(t) m(^^ t)f (^^ t)
Para calcular el término A, haremos una primera suposición (*): el conj unto
de discontinuidades de la aplicación
A(t) x A(t) -^ R
(p^ 4') H (Hf ) (p)f (4')
tiene medida cero. Aquí H f está definida sobre A(t) por
(H f) (p) _ f (p) si p E H f1 A(t)
0 sip^H
Si el conjunto de discontinuidades de f tiene medida nula (en particular, si f
es continua) entonces H f es continua, excepto, posiblemente, en la frontera




2 H(p)Ĵ (p)Ĵ (q) dpdq
p^ Ĵ (^^ t) A(t^xA(t^ m(^^ t)f (^^ t)
lo que se puede reescribir de la forma
1- p^
H(p)f (p) f(q) dq dpĴ (^^ t) A(t^ A(t^ m(^^ t)Ĵ (^^ t)
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y como
^ Ĵ (g)
A(t) m(^^ t)Ĵ (^^ t) dq = 1
respectivamente
H(p) f(p)dp = f (H, t)m(H, t),
A(t)
nosotros tenemos
A=(1 - p^) Ĵ (H^ t) m(H^ t)f (^^ t)
Para calcular el término B hagamos una segunda suposición
función
A(t) x A(t) -> R
(p^ q) H f (p)Ĵ (q)TH(p^ q)
la
tiene a lo sumo un conjunto de discontinuidades de medida nula. Conside-
rando
^YA(t) (p^ Ĵ ) = Ĵ (q) TH(p^ q)dq
A(t) m(^^ t)Ĵ (^^ t)
nosotros tenemos ahora que
B = ^ t Ĵ (p) ' 1'A(t) (p^ Ĵ)dp >_ pc H(p) ' f (p) ' ^A(t) (p^ f )dp
f( ^) A(t) f(^^ t) A(t)
= p^ • m(H^ t) f(H^ t) H(p) ' f(p) '^YA(t) (p , f)dpdp
Ĵ (^^ t) A(t) m(H^ t)f (H^ t)
Denotemos ahora por 9H(pq) = 1- TH(p, q), y definamos
1'A(t) (p^ Ĵ) = f (q) • 9H (p^ q)dq = 1 - ryA(t) (p^ f ) •
A(t) m(^^ t)f (^^ t)
Entonces
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B> p^ . m(H^ t) Ĵ (H^ t) X 1_ H(p)Ĵ(p)
• 1rA t(p^ Ĵ)dp •Ĵ(^^ t) A^t^ m(H^ t) Ĵ (H^ t) c)
Por último, supongamos que las dos condiciones (*) y(**) se satisfacen.
Combinando los cálculos anteriores obtenemos finalmente:
Teorema 2. 2( Teor^ema "global" de los Esquemas).-
E(m(H, t+ 1)) > m(H, t) • f(H't) •(1 - p^ • a(H, t)) ,
Ĵ (^^ t)
con
cx(H, t) _ H(p).f (p) y'A t (p^ Ĵ)dp•a(t) m(^^t)Ĵ (^^t) ( )
Este último término se puede interpretas como la "probabilidad" de que
ningún descendiente de elementos de H mediante la acción del operador cruce
pertenezca a H, i.e., la probabilidad de que ningti.n hijo obtenido cruzando
elementos de H fl A(t) y de A(t) pertenezca, a H. (Se ha comprobado que
para el operador de cruce mencionado antes, a(H, t) toma valores pequeños).
Por otra parte, si considerásemos además la acción del operador mutación,
con una probabilidad pm por ejemplo, un argumento similas al anteriormente
desarrollado proporcionaría una versión algo más general del Teorema de los
Esquemas afirmando que
E(m(H, t+ 1)) > m(1`'t, t) ' f(H't) '(1 - p^ • a(H, t) - p^.,.^, •,ú(H^ t)) ^
.f (^^ t)
para una función ,Q(H, t) apropiada, que dependerá de la población A(t) y
de la información estructural de H.
Las explicaciones estandar sobre el funcionamiento de los AG's, aborda-
das en este capítulo, se basan en la hipótesis de que los "building blocks"
se combinan para formar mejores cromosomas. Esta afirmación parece ra-
zonable y, de hecho, existe un gran número de aplicaciones, desarrolladas
empíricamente de acuerdo con ella, para muy diferentes problemas. Sin em-
bargo; también es verdad que algunos problemas "violan" la hipótesis de los
bloques. Algunos esquemas cortos y de bajo orden pueden engañar al algorit-
mo y hacerle converger a soluciones subóptimas. Este fenómeno se denomina
Decepción y a él nos referiremos de nuevo en el inicio del tercer capítulo.
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Capítulo 3
^.inciones difíciles de optimizar
3.1 Funciones decepcionantes
A pesar de que se han realizado muchos intentos para describir la clase de
funciones para las cuales un algoritmo clásico actúa bien, sin emba,rgo, estas
tentativas no han resultado muy satisfactorias. Se han propuesto varias de-
finiciones de funciones decepcionantes, todas ellas basadas en la hipótesis de
los "building blocks" .
Desafortunadamente, algunas funciones que deberían ser difíciles de opti-
mizar de acuerdo con estas definiciones son fáciles y viceversa. Grosso modo,
una función es decepcionante cuando existen esquemas cortos, de bajo orden,
con alta idoneidad, que no proporcionan la solución óptima.
En este epígrafe analizaremos dos situaciones sorprendentes que demues-
tran lo mucho que todavía se desconoce acerca, del funcionamiento de los
algoritmos genéticos. Consideraremos en primer lugar el problema más sim-
ple que podría causarle a un AG la divergencia del óptimo global (ver [12] ).
Para hacer esto deberemos contar con bloques cortos y de orden bajo que diri-
jan incorrectamente al algoritmo hacia esquemas más largos, de orden mayor
(subóptimos) . El problema más pequeño que puede tener tal decepción es
un problema de dos bits, conocido como p^roblema decepcionante mínimo 0
MDP (Minimal Deceptive Prnblem). En lineas generales su planteamiento es
el siguiente:
Supongamos que tenemos el siguiente conjunto de cuatro esquemas de
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con valores de adecuación media, para una cierta función f , foo, foi ^ f10 Y fll
respectivaxnente. Para fijar criterios, supongamos que fli es el óptimo global;
es decir, fi l > foo ^ fl l> f01 Y fl l >,fio • Introduzcamos ahora el elemento de
decepción: se desea que uno (o ambos) de los esquemas subóptimos de orden 1
sean mejores que el óptimo de orden 1, lo que matemáticamente se representa
por una (o ambas) de las condiciones f(0#) > f(1#), f(#0) > f(#1). (Por
simplicidad se han omitido los alelos de los esquemas que no son fijos) . De
las expresiones anteriores se deduce que
f(00) + f(O1) > f(10)+ f(11)
f (00) + f (10) > f (O1) + f (11),
inecuaciones que son incompatibles. Tomemos una de ellas, por ejemplo la
primera. Esa inecuación, j unto con el hecho de que fi i es el óptimo conducen
a una clasificación del problema en dos tipos distintos del MDP (figuras 2.1
y 2.2 [11] )
Tipo I : foi > foo
Tipo II : foo ? Ĵoi
„
Fig. 2.1 MDP (Tipo I) Fig. 2.2 MDP (Tipo II)
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A pesar del empeño puesto en engañar al AG, sorprende el hecho de que este
problema decepcionante no es un problema difícil (har^d prnblem) puesto que,
generalmente, el algoritmo no diverge del óptimo global. Las figuras 2.3, 2.4
y 2.5 representan diversas situaciones correspondientes a los tipos I y II del
MDP. La figura 2.3 muestra cómo el problema de tipo I no es difícil para el
algoritmo. (Este resultado se puede generalizar a cualquier problema de tipo
I que tenga inicialmente representantes de los cuatro esquemas [ver [12]).
Fig. 2.3 (Tipo I)
Fig. 2.4 (Tipo II, convergente) Fig. 2.5 (Tipo II, divergente)
Las figuras 2.4 y 2.5 reflejan situaciones muy distintas de problemas del
tipo II. Mientras en la primera de ellas, y a pesar de la decepción inicial,
el problema converge al óptimo, en la última figura se puede observar la
convergencia a un subóptimo, la segunda mejor solución.
Otro resultado sorprendente en relación a este tema lo proporcionan las
funciones Royal Road (RR). Éstas son un conjunto de funciones que debe-
rían ser fáciles de optimizar por los AG's (de acuerdo con la interpretación
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"cándida" del teorema de los esquemas) . Se construyen asignando valores de
idoneidad altos a las cadenas que pertenecen a ciertos esquemas predefinidos
que deberían servir de vía fácil (camino ^al) que dirija al algoritmo hacia
el máximo de esas funciones. Para definir esos esquemas denotemos por a(n)


















a cada uno de los cuales les asignamos un va,lor cti igual al número de 1's en
los alelos fijos, esto es: ci = 8 ( i=1...8).
Esto define una función SJR1 : SZ ={0,1]64 --j II^, la primera función RR,
que asigna a cada s E SZ la suma sobre todos los ci para los cuales s es un
elemento de Q^, es decir, ^1(s) _^ti:xE^i ci. Así, por ejemplo, SJRi(1(8)0(5s>) _
8 mientras que ^1(1(is>0(^)) = 16.




























= 1(32) # (32)
^14 = #(32)1(32)
Obviamente, el máximo de ambas funciones es la cadena s= 1(^) E SZ. Es
razonable esperar que estas dos funciones sean fáciles para los AG's, porque
están definidas por medio de esquemas cortos, de orden ba jo, que se pueden
utilizar como un camino directo hacia la solución óptima. Además, la fun-
ción ^2 debería ser más fácil que ^1 ya que proporciona más información
(hay más esquemas en la definición). Sin embargo, Forrest y Mitchell [10]
demuestran que no es este el caso. Más aún, comparando el comportamiento
sobre ambas funciones, en [10] se muestra que ^1 es realmente más sencilla
que ^2. Por otra parte, como veremos a continuación, estas funciones no
contienen decepción.
Como se ha comentado ya, el concepto de decepción no está precisado sufi-
cientemente en la bibliografía desarrollada sobre el tema. Aunque el término
"función decepcionante" se utiliza frecuentemente para describir funciones
difíciles de optimizar por un AG, ésta no es la única, acepción admitida. Una
de las definiciones consistente con la mayorfa de las restantes es la propuesta
por Whitley [34] que se basa en el concepto de esquemas competitivos.
Dos esquemas se dice que son competitivos cuando los bits definidos de
ambos están en las mismas posiciones, pero al menos uno de los valores de
esos bits es diferente. Es decir, ^ y T son competitivos si ^ti =#^ Ti =#
y^i E{ j;^^ ^#}:^z ^ Tti . Nótese que el conj unto de todos los esquemas
con un número fijo de bits determinados, define una partición en A^. Por
ejemplo, los esquemas 0#0#...#, 0#1#...#, 1#0#...#, 1#1#...#, definen
claramente una partición. Por otra parte, se llama orden de una partición
al número de posiciones, en las cadenas del esquema, con alelos distintos del
carácter #(la partición del ejemplo anterior es de orden dos); y se dice que
una partición subsume a una partición P' si cada esquema de P' es un sub-
conjunto de un esquema de P. Pongamos un ejemplo: la partición P={##0,
##1} subsume a la partición P'={#00, #O1, #10, #11}.
Definición 3.1. ([34] ).- Una función f: SZ -> II^ contiene decepción si exis-
ten dos particiones P y P', P' de orden mayor que P y subsumida por P,
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tales que el esquema ganador de P' tiene al menos un bit, entr^e las posicio-
nes de bits definidos y comunes a P y P', cuyo valor difiere del valor del bit
correspondiente en el ganador de P.
Aquí, el término "ganador" de una partición se refiere al esquema de esa
partición con adecuación media más alta entre todos los esquemas de dicha
partición.
Por otra parte, un conjunto de esquemas T conduce a un esquema dado
s si S(s) C S(t), para todo t E T. Además, una función f se dice completa-
mente decepcionante de orden N si, y sólo si, para cualquier partición P de
orden N, los ganadores de todas las particiones de órdenes menores, que sub-
sumen a P, conducen a un esquema en P distinto del ganador. Este esquema
se denomina atractor decepcionante (o simplemente atr^zctor).
Ahora se puede ver fácilmente que las funciones R,oyal Road no contienen
decepción. En efecto, tomemos por ejemplo la función ^1 (análogo razona-
miento serviría para ^ĉ2 ). Si ^ es un esquema cualquiera en S2, entonces la
adecuación media del esquema es f(^) _ ^^^ ^i ^o^ n si^, donde la suma se
extiende a todos los esquemas que definen a la función R,oyal R.oad. Con-
sideremos la partición P formada por todos los esquemas competitivos con
^. El ganador de esa competición T será el esquema que tenga un 1 en cada
posición definida. Cualquier otro esquema ^ de P tendrá al menos un cero.
Por la forma de los esquemas que definen a la función, siempre existirá un
si que tenga un 1 en la posición donde ^ tenga un cero. Así, la intersección
^ fl si es vacía, y la idoneidad media del esquema ^ es menor que la de T.
Se deduce entonces que el ganador de cualquier partición entre esquemas
competitivos es aquel que no contiene ningún cero. Si ahora se consideran
dos particiones P y P', P' subsumida por P, y T y T' denotan los ganadores de
P y P' respectivamente, entonces el conjunto S(T') de los esquemas definidos
por T' es un subconjunto del conjunto S(T) definido por T, y en consecuencia
la función no contiene decepción. (Para más detalles ver [34], [26]).
Estos resultados sugieren una posible causa de la dificultad de una función
para un AG, la no linealidad en la representación de esa función.
Hemos dedicado esta sección a ejemplificar las dificultades existentes con
el concepto de funciones decepcionantes. De lo expuesto en este epígrafe, es
claro que parecen importantes también otras propiedades de las funciones ob-
jetivo. Como candidata a analizar, Van Hove en [26] propone una medida de
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la "mayor o menor linealidad" de una función, la epistasis, que introducimos
a continuación.
3.2 Epistasis sobre alfabetos binarios
Como la mayoría de los conceptos en el caxnpo de los AG's el término epis-
tasis deriva, de su homónimo en Genética. En ese contexto un gen, o un
par de genes, se dice epistático a otro gen cuando el primero enmascara el
efecto (fenotípico) del segundo (ver [8] ). De nuevo, y como en otros muchos
casos relacionados con los algoritmos genéticos, el concepto de epistasis se ha
simplificado y adaptado al contexto de los AG's hasta tal punto que guarda
escasa similitud con su correspondiente biológico.
En el contexto de los algoritmos genéticos la epistasis surgió como una
idea intuitiva. En [23], Rawlins comenta:
"... Vemos que ex7,sten dos extremos en el comportamiento de la función
objetivo:
• Epistasis ce^ro. En este caso cada gen es independiente de cualquier
ot^ro gen. ^..^Está cla^ro que esta situación puede ocurrir sólamente cuando la
función objetivo se puede expre.sar como una combinación lineal de funciones,
que dependen, cada una de ellas de un gen.
• Epistasis máxima. En este caso ningún subconjunto de genes es in-
dependiente de cualquier ot^ro gen. Cada gen depende de los demás por su
idoneidad.^..^. Esta situación es equivalente a que la función objetivo sea
una función arbitraria."
Sin embargo, la primera definición formal de epistasis se debe a Davidor
([2]). En [2] el autor define el ajuste medio de un alelo del alfabeto binario,
a E A= {0,1 }, situado en la posición i-ésima (i E I), sobre una población
P, como
1 ^ Ĵ (s).f (a^ 2) = Nti(a)
PsE i,a
Aquí Pi,a es el multiconjunto de todas las cadenas de P que tienen el alelo a
en la posición i, y Ni (a) _ ^ Pti,a ( es el número de elementos de Pi,a.
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El valor de exceso del alelo se define como:
Ei(a) = Ĵ (a^ 2) - f ^
donde f es la idoneidad media de la población.
Para una cadena s E Al, el valor de exceso génico es:
l-1
E(S) _ ^ Ei(Si).
y su valor génico previsto se define como
N
.f(s) = E(s) + Ĵ
Finalmente, la epistasis de una cadena s es:
^(S) = Ĵ(s) - Ĵ (s)•
Van Hove, en [26], reescribe la definición de Davidor en una única fórmula.
Así, para una cadena s= sl_i...so se define su epistasis ^P,f(s), con respecto
a la población P C S2, ^ P ^= N, como:
l-1
^P,f(S) = Ĵ (S) - 1 Ĵ(t) + l -1 .f(t)•^ N^ s ^ ^ N ^
i^ ti( z) tEP;,,9^ tEP
En particular si P = SZ, i.e., N= 2l, entonces
l-1
^(s) _ ^^(s) _
.f (S) - ll 1 f (t) + l l 1 ^ f (t)•
^2 ^ 2i^ tESZi,ati tESZ
De nuevo en [26] encontramos que, utilizando notación matricial, es po-









e = f - Elf,
donde El=(eti^ ) E Ilg2` x If82` (0 < i, j< 2l -1), con eti^ = 21(l + 1- 2dZ^ ). Aquí
dz^ es la distancia Hamming entre i y j (i.e., el número de bits en los cuales
las representaciones binarias de i y j difieren, ver [29] )
Entonces se define la epistasis global de f:
^(f ) ^=1 ^^ ^2 (S) = Ilell •
sEStt
Se ha demostrado en [28] que EZ es idempotente, de lo que se sigue fácil-
mente, teniendo en cuenta que El es simétrica, que ^i ( f) = tfFlf, donde
FI=I^-El, con Il la matriz identidad de dimensión 2l. La demostración de
este hecho que aparece en [28] es bastante técnica. En [25] se puede encontrar
un enfoque más directo, de la siguiente forma:
En primer lugar se define Gl=2l•EZ E MZt(7L), i.e.: Gl=(gz,), con gti^ _
l+ 1- 2dti^, para todo 0 < i, j< 2l - 1. Por otra parte, denotando
y utilizando que
1 ••1
. • . E MZ1-1 (^) ^
1•••1
__ Gc-i + Ua-i Ga-i - Ut-i
Gl Ga-i - Uc-i Gi-i + Ul-i '
^ .f(oo...00)1 ^ t ^
f (00...01) ^"
11. 11 f2`-1f(1 1 ) ' ^ z^-t
se prueba que, para cualquier entero positivo l, Gi =2l • Gl.
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Como Gl E M2^ (7L) es simétrica sólo tiene autovalores reales. No es dificil
entonces ver que los autovalores son 0 y 2l; y que El es idempotente. (Además
los autovalores de El son 0 y 1) .
El propósito de los autores en [25] es estudiar cuantitativamente la noción
de epistasis con vistas a caracterizar completamente las funciones ob jetivo
(sobre alfabetos binarios) con valores de epistasis extremos.
Para ello, es necesario primeramente describir los espacios de autovectores
de Gl (y El ). Sean Vó y Vi los espacios de autovectores en 11^2` correspon-
dientes a los autovalores 0 y 2^ respectivamente (o, equivalentemente, a 0 y
1 como autovalores de E^ ). Entonces IIS2` = Vó ® Vi y como Vó = ker ( Gl )
(respectivamente Vi = Im(Gl)), y rang(Gl) = l-}- 1 (para más detalles ver
[25] ) entonces dimVó = 2l - l- 1 y dimVi = l+ 1.
Además se puede describir explícitamente una base ortogonal para Vi :
Sea vó =1 y supóngase construido ya inductivamente el conjunto { vó 1, •••,vi-i } C











, donde e^_1 = E I(^2`-1
1
Por ejemplo, si l= 1,






_ 1 2 _ -1
1 ' vl 1
1 -1 ) 2, v2
)
Proposición 3.2 ([25] ).- Con las notaciones previas, para cualquier ente^
positivo l, el conjunto {vó, ...,vi } es una base ortogonal de Vi .
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Volvamos un momento sobre la idea que originó el concepto de epistasis.
En vista del hecho de que f y r f deben tener las mismas relaciones de de-
pendencia entre los bits, para cualquier número real r, debería suceder que
e(r f)= e( f), lo que conlleva una "normalizacibn" de la epistasis.
Definición 3.3 ([25] ).- La epistasis normalizada de f (o f) es:
^i (f ) = ei f = e^ ( 2) = tf (Il El)f = cos2 (f, Flf),IIfII IIfII t^
donde Fl = Il-El es una proyección ortogonal (ya que es idempotente y si-
métrica). Se sigue que 0 < ei ( f)< 1.
Nota.- En su tesis doctoral Van Hove propone como definición de epista
sis normalizada de f
eN(f ) = cos2(f,Elf) = t^lf .t^
Obsérve^^e que eN ( f) invierte la escala de valores de el ( f), (eN ( f) = 1 cuando
e^ ( f)_() ). En realidad la normalización eN ( f) de Van Hove y la posterior-
mente p:ropuesta en [25], ^i ( f), miden esencialmente lo mismo; de hecho,
ambas s^^ relacionan por la ecuación ei ( f)= 1-^N ( f). En lo que sigue,
cuando ^^os refiramos a la epistasis normalizada de una función f se enten-
derá la riormalización en el sentido de [25], el ( f).
Por otra parte volviendo a la definición anterior, se deduce claramente de
ella que ^l ( f) = 0 si, y sblo si, f E Vi (respectivamente el ( f) = 1 si, y sólo
si, f E V^i ) .
Nóte:se que los valores máximo (resp. mínimo) de ^j ( f) se corresponden
con los ^^alores mínimo (resp. máximo) de ^yl ( f)= tfGlf, con I I f II = 1, donde,
desde lu.ego, 0<-yi ( f)< 2l
A1 e^tudio de esos valores extremos se dedica el último epígrafe de este
capítulo.
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3.3 Valores extremos de la epistasis
En primer lugar, tal. y como se establece en [25], el valor mínimo teórico de la
epistasis normalizada ^i ( f) = 0 efectivamente se alcanza. Si l= 1, cualquier
f E Il^2, con ^ ^ f ^ ^= l, verifica que ^yl ( f)= 2. Si l> 1, basta considera,r
f= 2 2` • e^ . Entonces ^ ^ f ^ ^= 1 y
21-1 21-12i-1-1
^c (f ) = tfGlf = 2-l ^ gij = 2-l ^ ^ (gij + gi ^ ) = 2.
i,j^ i^ j^
A uí se ha utilizado ue +^- 2(0 < i < 2l -1 donde ^- 2l -1- ^q q 9ij 9i j - > > .7 - ) ^ Y .^ - .?
(para más detalles ver [25]).
Se ha demostrado en [27] y[28] que ^i ( f) = 0 si, y sólo si, f tiene epistasis
mínima en el sentido de Rawlins ( [24]); es decir, cuando f(s) _^ti^gi(s),
donde gi depende sólo del i-ésimo bit si de s. En [25] se desarrolla una
demostración más sencilla de este hecho, que se puede resumir como sigue:
En primer lugar se definen, para 0< i < l- 1, las funciones
hi : SZ --> Ii8
S -^ hi(S) _
1 si si=1
0 en otro caso
y hi sus correspondientes vectores de 1I82` .(El vector el E II^2` corresponderá
a la función constante de valor 1) . Entonces un argumento por inducción
demuestra que {hó, ..., hi_1, el} es una base para Vi .
A continuación se consideran las funciones gi : SZ ^ IEg que dependen
únicamente del i-ésimo bit, esto es:
9i(S) -
CLti s1Si=1
bi S1 Si = ^ '
y se reescriben como aihi + bi(el - hti), (i = 0, ..., l).
Claramente, si f tiene epistasis mínima en el sentido de [24] entonces
f E Vi , es decir, ^i ( f)= 0.
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R.ecí^ ►rocamente, si f E Vt entonces
l-1 l-1
f = ^ ai hti + ^ec = ^ 9ti
i^ ^^
donde go = (ao +,Q)hó + ,Q(et - hó) Y 9i = atihi, para 1 < i< l- 1.
Cent^^émonos ahora en el valor máximo de ei ( f). De nuevo en [25] se
,-
demuest^ra el siguiente resultado
Proposiición.3.4 .- Pa^a cualquier ente^ positivo l y pa^a cualquier función
valuada positiva f con ( ^ f ^(= 1, se verifica:
1
ei (Ĵ ) ^ 1- 2i-i
(equivalE;ntemente, el valor mínimo de ^yl ( f) es 2) .
La demostración utiliza la igualdad tSGIS=D, donde D es una matriz
diagonal. cuya diagonal principal está compuesta por los autova,lores de Gi
(contando sus multiplicidades) y S es una matriz ortogonal de autovecto-
res unit^arios de Gl . En particular, se pueden escoger los vectores 2- z vi
(i = 0, .., l), de la sección 3.2, como las l+ 1 primeras columnas de S. Así:
i
^l(f) =t fGlf =t fSDtSf = ^ (vtif)2,
i^







= a> 1) entonces, por construcción,
E ]1^2t-^ ^
^Í'l(f) -- ^i'(f0^ ..., f21-1) = Í'l(f) + ((f0 + . . . -}- f2t-i) - (f2t-i_1 -}- . . . + f21-1))2.
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Además para la función f'= á f , con vector asociado unitario, se cumple la
desigualdad yl ( f' )< yl ( f).
La demostración finaliza con un razonamiento por reducción al absurdo.
Se supone que para algún entero positivo l, y para alguna función positiva
^f con ( I f I I= 1, yl ( f) < 2, entonces y1_1( f)< yl ( f) < 2, y en particular,^
yl-1(f') = a2 Í'l-1(f ) G Ĝ .
R.epitiendo este procedimiento se encontraría alguna función f positiva
con I( f I I= 1, tal que yi ( f) < 2 lo que es imposible (como se ha comentado
al inicio de este epígrafe) ya que, para cualquier función f
yi (f ) =t fGlf = 2• tflif = 2 IIf II2 = 2.
Por otra parte, este máximo teórico para las funciones positivas, con
vector asociado normalizado, se alcanza. Basta considerar
^ól
f=
Este ejemplo es, esencialmente, el único. De hecho:
Proposición 3.5 ([25] ).- Para cualquier l> 2 y parcz cualquier función
positiva f E 1I^2` con I I f I I= 1; equivalen:
1. ^i (Ĵ) = 1 - 12t-i ^
2. ex^iste algún 0< i< 21-1 - 1 tal que f=qi, donde qi E II^2` está da-
da or l l-^ l=0si i i coni=2l-1-i .p (qZ)i = (qz)z - 2 ^ Y (q^i)^ .7 ^ > > i ^
A continuación calcularemos, la epistasis sobre una función concreta, para
la cual analizamos también su decepción.
Nuestro propósito es reforzar nuestra inicial apuesta por la epistasis como
indicador de la dificultad de las funciones. Ello es debido no sólo a los
resultados inesperados a que ha dado lugar el estudio de las funciones R.oyal
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R,oad o l^^s funciones Tanese en cuanto a su decepción; (resultados que, como
hemos indicado, han conllevado un estudio más exhaustivo, por parte de
distintos investigadores, del estimador propuesto por Davidor). Además,
GrefenstE:tte en [13] afirma que la existencia de decepción no es necesaria ni
suficientE; para que un problema sea dificil para los AG's. El ejemplo que
mostram^os a continuación, parece indicar que la epistasis podría ayudar a
medir mE^jor la dificultad, al menos para algunas funciones.
Nos i^^spiramos en la función con la que Grefenstette (en [13] ) muestra la
existenci;^, de funciones que, a pesar de ser decepcionantes, son fáciles de opti-
mizar. Por ra,zones de economía computacional, modificaxnos "ligeramente"
la funció^s de Grefenstette; sin embargo, esa modificación no añade dificultad
alguna al ejemplo. Nuestra propuesta es la función definida sobre [0,1] x[0,1]
por:
2xi + 5x2 si x2 < 0.99f(xi, x2) _ (1 _ xl)a + 5x2 si x2 > 0.99
cuyo valor máximo se alcanza en el par (0,1) .
Si co^iifica,mos en cadenas binarias de longitud 10 (cinco bits para cada
va,riable), se comprueba que
^io(Ĵ) = 1- tfGi^ 2 = 0.029350
210 ^^f^^
siendo el valor máximo teórico, en este caso, 0.998047. Como se observa, el
valor de :^a epistasis es muy bajo en relación al máximo que se podría llegar a
alcanzar. Por otra parte, se puede demostrar que la función es completamente
decepcio:nante de orden 5, siendo su atractor el esquema ^= 11111###^#.
Ante:^ de acometer el estudio de la epistasis sobre alfabetos no binarios, al
que dedi^camos el capítulo siguiente, indiquemos que recientemente Naudts
y Verschoren en [23] han examinado la relación existente entre epistasis y
decepció:n (en alfabetos binarios), haciendo especial énfasis en su mutua in-
terrelacicín; y han probado que, aunque estas propiedades son esencialmente
independientes, pueden reforzarse mutuamente. En particular, en [23] se de-
muestra que la epistasis es la responsable del diferente comportamiento que,
ante la c:onvergencia al óptimo global, muestran los tipos I y II del MDP.
Concreta^mente, se comprueba que, para un conjunto fijo de valores f^, fol,
fio Y fii (^nsiderando este último como el va,lor máximo), la epistasis nor-
malizada, ^* ( f) sólo puede tomar tres valores diferentes ^1 <^2 <^3. Además,
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los autores demuestran que en el caso de la epistasis más baja, ^1, no puede
haber decepción. Siempre que existe decepción, entonces la epistasis permite
diferenciar entre los dos tipos de M.D.P.: el tipo I se tiene para el va,lor inter-
medio de epistasis, mientras que el tipo II ocurre cuando la epistasis alca,nza
el mayor valor de los tres.
Capítulo 4
Epistasis sobre alfabetos no
bin^rios
4.1 Las representaciones n-arias y la epistasis
R,epresentación binaria versus no binaria
Part^e del poder de los algoritmos genéticos se fundamenta en la forma
de repre:sentar los datos, ya que la representación media^nte ca,denas binarias
los hace ampliamente aplicables. Sin emba,rgo, hay ocasiones en las que los
operadores genéticos clásicos no son adecuados pues no son internos. Por
ejemplo, si necesitaxnos codificar cinco elementos de forma binaria, serán
precisas cadenas de tres bits. Como tres bits permiten representar hasta
un tota^l de ocho elementos, podría ocurrir que cruzando dos individuos se
obtuvie:^en descendientes "ilegales"; o bien mutando un bit de un individuo
de la pobla,ción se podría obtener una de las tres cadenas que no representen
a ningún elemento de la población.
Por otra parte, pa,ra algunos tipos de problemas en los que intervienen
estructt^ras ta,les como grafos, árboles, etc., la codifica^ción bina,ria destruye
informa^ción importante para el problema. Pensemos por ejemplo en una
matriz
all a12 a13 a14
^ll a22 a23 a24
a31 a32 a33 a34
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que se podría codificar fácilmente por una cadena de doce genes, concate-
nando sus filas (o sus columnas):
(all^ a12^ a13^ a14^ a21^ a22^ a23^ a24^ a31^ a32^ a33^ a34) •
Esta codificación, sin embargo, ignora el hecho de que ali y a12 eran adya
centes en la matriz; por contra, a24 y a31 lo son ahora, cuando antes estaban
distantes. El problema de la codificación de imágenes es otro ejemplo en el
que se pone de manifiesto la importancia de establecer una representación
apropiada de los datos.
Para remediar estos problemas, durante los últimos años se han conside-
rado diversas variantes de los algoritmos genéticos. Wright en [36] aborda el
problema de la optimización de funciones con parámetros reales. Conside-
ra que codificando ca,da variable de forma binaria (o con la codificacion de
Gray) se puede interpretar el operador cruce con uno 0 1^ puntos de corte,
(siendo el valor de k pequeño en relación al número de parámetros), como
una operación de cruce sobre el vector de parámetros reales más una pertur-
bación de alguno de los parámetros. Propone entonces un AG que maneja
vectores de números reales como cromosomas, parámetros reales como genes
y números reales como alelos; interpreta el concepto de esquemas y muestra
que, en este ámbito, el teorema de los esquemas de Holland se verifica.
El TSP es otro ejemplo en el que la codificación binaria no es la más
apropiada. Como ya hemos comentado en el capítulo 1, la representación
por medio de números naturales, ciclos o permutaciones, unida a ciertas va-
riantes de los operadores genéticos clásicos, es más acertada. De hecho, en
los últimos años han surgido diferentes operadores de reordenación, entre los
que se encuentra el operador inversión que al igual que la mutación es un
operador unario. La inversión simple selecciona dos puntos en el cromoso-
ma como puntos de corte, y en la subcadena limitada por esos dos puntos
se invierten sus elementos. Ta1 inversión aplicada al TSP garantiza que el
nuevo cromosoma es un recorrido completo por todas las ciudades, en las
condiciones del problema. También para este operador inversor, Holland en
[14] formula una modificación del teorema de los esquemas incluyendo sus
efectos.
Veamos otro ejemplo. Supongamos que el Sr. X desea abrir un comercio
de ropa. El comerciante analiza distintas posibilidades con vistas a obtener
los mayores beneficios. Esos beneficios dependerán del precio al que venda la
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ropa, lo c;ual a su vez depende de factores como la calidad de los materiales
empleadc ►s en su confección, el precio del mayorista, el tipo de a,rtículo, ...
La elE;cción del tipo de ropa es importante y complica,da. Hay cinco clases
de ropa clue el empresario toma en consideración. Se diferencian en el precio
y en los posibles clientes a los que va dirigida, así como en el ma,rgen de
ganancias de las mismas. Estos cinco tipos son: prendas de deporte, ropa
interior, ropa de calle, trajes de noche y vestua,rio tradicional de la región.
Los destinatarios de la mercancía son otro punto importante a consideras.
El comer^ciante duda entre dedicar la tienda a1 público femenino solamente,
o por el ^contra,rio centrarse en ropa masculina, o quizá ambas posibilida,des;
incluso considera la opción de ropa de adultos y niños.
Otra cuestión importante es la cantidad de prendas por talla de las que
deberá disponer. Supongamos, para este ejemplo, que el comerciante limita
esa canti.dad en seis piezas por modelo y ta11a, como máximo.
Con c:stas tres variables en mente (tipo de ropa, futuro mercado de ventas,
y número de prendas por talla), nuestro empresario pretende analizar sus
beneficic ►s empleando un algoritmo genético.
El primer paso en la aplica,ción de un AG es idear una adecuada represen-
ta,ción del problema. Hay una elección obvia pa,ra codificar el tipo de ropa,
un gen de cardinalidad cinco. Podría pensarse en una representación binaria
pero ent;onces debería codifica,rse esa ca,racterística empleando cadenas de
tres genes binarios. Sin embargo, en casos como éste, en los que el espacio de
búsqued.a no es potencia de dos, por las razones ya comentadas, se considera
que una representación no binaria es la elección más acertada.
La codificación del tipo de clientela es menos obvia. Un gen de cardi-
nalidad cuatro podría servir, pero también podría codificarse utilizando dos
genes binarios. La mejor elección depende de las propiedades de la función de
ajuste. ^^upongamos que nuestro empresario opta por un gen de cardinalidad
cuatro.
Finalmente, queda la cuestión de la cantidad de ejemplares de un modelo,
por tall;^,. En este caso, se elige codificar esta característica por medio de un
gen de c;ardinalidad seis.
Así las cosas, la representación del problema de nuestro hipotético co-
mercian.te se puede expresar por un vector de tres componentes <5,4,6>,
donde cada componente representa la casdinalidad del gen correspondiente a
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la primera, segunda y tercera cuestiones, respectivamente. En consecuencia,
cada individuo de la población será una cadena de tres genes, cada uno de los
cuales tendrá 5, 4 y 6 valores distintos posibles, dependiendo de su posición.
Los ejemplos anteriores, son una muestra de que la elección del tipo de
representación al diseñar un AG no es un problema trivial. Pasa hacer posible
que los algoritmos genéticos se apliquen a un amplio rango de problemas,
parece necesario introducir otras estructuras además de las cadenas binarias.
Esta idea, se ve reforzada por el estudio desarrollado por Paul Field en su
tesis [9]. Uno de los puntos claves de ese estudio es el análisis de las ventajas
e inconvenientes de utilizar representaciones no binarias en la codificación de
un problema.
Field cuestiona la supremacía de la representación binaria frente a la no
binaria, sosteniendo que la distinción entre ambos tipos es improcedente. Tal
afirmación se fundamenta en la discusión de dos importantes argumentos, de-
fensores de las representaciones binarias: el argumento sobre la "cantidad de
esquemas" (the quantity of schemata ar^gument) y el de la "cobertura aléli-
ca" ( the allele cove^age a^gument ). Detengámonos con algo más de detalle
en estas ideas.
Mientras el término "representación binaria" es universalmente entendido
como sinónimo de las codificaciones que representan a las soluciones mediante
cadenas binarias de longitud fija, el término "no binaria" significa, general-
mente; que las soluciones se representan por medio de cadenas de longitud
fija que contienen alelos, algunos de los cuales (o todos) no son binarios. Otra
interpretación es considerarla como una codificación en ca,denas binarias de
longitud variable.
En cuanto a la disyuntiva entre los dos tipos de representaciones, Gold-
berg en [12] señala que una representación binaria tiene más esquemas que
otra no binaria equivalente (es decir, con el mismo número de elementos
en la población). Por ejemplo, SZ ={0,1, 2, 3} tiene sólo cinco esquemas
{0, 1, 2, 3, #} mientras que, sobre las cadenas binarias de SZ ={0,1}2, hay
nueve esquemas {00, O1, 10,11, ^0, #1, 0#, 1^, ^#}. Como el AG trabaja
procesando esquemas, sin duda, cuantos más esquemas haya más información
tendrá el algoritmo y debería funcionar mejor. Sin embargo, ya hemos visto
que algunos esquemas pueden engañar al AG. En [9] se propone el reeem-
plazamiento de varios genes por un gen de cardinalidad mayor. Esta nueva
representación actuará "congelando" ciertos esquemas, de forma que, si un
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AG tiend.e a destruír esquemas vitales para su funcionamiento (por ser de un
orden, o una longitud, más grande), se frenará su destrucción, impidiendo
que desa^^arezcan mediante el cruce, y asegurando una menor susceptibilidad
a la mut,^,ción.
Por 1^^ que respecta al argumento de la cobertura alélica, éste se refiere
a la proporción estimada de todos los genes en una población aleatoria. La
idea bási.ca es que cuanto más alta es la cardinalidad de un gen menor es la
probabil:idad de que todos los alelos aparezcan en una población aleatoria, (el
caso ext:remo se tiene cuando se considera una población de tamaño menor
a la cardinalidad del gen).
El pr^oblema de carecer de algunos alelos desde la población inicial es que
debemo;^ esperar a que la mutación los introduzca. Mientras tal cosa sucede,
el AG actúa sin la información inherente a esos alelos. Si alelos de ciertas
posicion.es poseen efectos positivos al combina^rse con esos alelos perdidos,
esas consecuencias positivas también se perderán. Sin embargo, la validez
de este argumento se cuestiona en [9] en base al efecto "congelador" de los
esquem^^.s, afirmando que:
"...l^a compar^ación entr^e alelos binarios y no binarios es erránea. En lu-
gar de hablar de alelos no binarios, deberían consider^arse como esquemas
congelado^,es, en cuyo caso el pr+oblema de la cobertura de los alelos desapa-
r^ece, porque el númer^o estimado de esquemas distintos y el númern esperado
de alelos no binarios distintos es el mismo ».
El a^nálisis anterior podría resumirse diciendo que una representación bi-
naria tiene más esquemas que una no binaria pero, si esos esquemas contienen
inform^^,ción que engaña al algoritmo, entonces son de poca, utilidad. Por el
contrar^io, una representación no binaria tendrá algunos esquemas menos,
pero pi^eden ser de mejor ca,lidad.
En [9] se concluye afirmando:
"... a efectos prácticos la mejor repr^sentación a emplear depende del prn-
blema ^..^ ambas son útiles por lo que deberían usarse, tanto las binarias
como las no binarias, en situaciones prácticas". Afirmación que se apoya en
los res^ulta,dos empíricos obtenidos (para más detalles ver [9] ).
Co:nsecuente con esa filosofía, Field introduce el término "multary" que
reúne las representaciones binaria y no bina,ria. Se utiliza para describir las
repres^^ntaciones basadas en cadenas de genes de longitud fija cuyos alelos
toman. un conj unto finito de valores.
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En esta memoria, hacemos nuestro el término multary y la interpretación
que encierra, y lo traducimos por "representación n-aria" (n denota el cardi-
nal del conjunto de valores que toman los genes). El caso binario es entonces
un caso particular de la representación n-aria, cuando n=2.
Para fijar criterios, denotaremos por A={0,1, ..., n-1} su alfabeto, (ge-
neralización natural del alfabeto binario) . SZn (o SZ si no existe ambigiiedad)
denotará, como hasta ahora, el espacio total Al sobre el que se define la co-
dificación, f: D y S2 la función pertinente en cada caso y^ denotará una
posición en la que cualquiera de los valores de los n alelos es posible.
Epistasis sobre un alfabeto n ario
La amplia aceptación de la que ha gozado la representación binasia en la
comunidad científica ha traído como consecuencia el desarrollo de un estudio
más detallado sobre el funcionamiento de los AG's que emplean esa codifica
ción. Un ejemplo de ello es el estudio realizado sobre la epistasis en [3], [23],
[25], [26], [27] y[28] como indicador de la dificultad de las funciones que ac-
túan sobre alfabetos binarios, frente al caso no binario (no considerado hasta
el momento). Por ello, en lo que resta del capítulo generalizaremos la noción
de epistasis normalizada ^ñ,l ( f) para una función f sobre un alfabeto n-ario
cuyo valor máximo (o mínimo) deseamos encontrar. Además, analizamos sus
propiedades más importantes que nos conducirán a la caracterización de las
funciones objetivo con epistasis normalizada máxima y mínima.
En lo que sigue, mantendremos las notaciones introducidas en el cuarto
capítulo de esta memoria, y en consecuencia f denotará ahora la aplica,ción
valuada positiva, f: SZn -^ II^+, que deseamos optimizas. La definición de
epistasis debida a Davidor, (y expuesta en la sección 3.2 de esta memoria),
para el caso binario; se puede extender a un alfabeto de n elementos sin
variar su significado. Los conceptos de a j uste medio de un alelo, valor de
exceso alélico, valor de exceso génico, valor génico previsto y epistasis de
una cadena, se mantienen independientemente de que el alfabeto sea {0,1 }
o{0,1, ..., n- 1}. En consecuencia, siguiendo las ideas desarrolladas por
Davidor en [2] y por Van Hove en [26], para el caso binario, podemos definir,
para una cadena s E SZn, su epistasis ^P, f(s) con respecto a una población
P C SZn. como
c-i 1 l - 1
^P,f(S) _ .f (S) - ^ ^ f (t) + p ^ f (t)Ni s i
i^ ( ) tEPti,sti tEP
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A lo largo del capítulo consideraremos que P= SZn, por lo que ^ P ^= n^, y la
ecuación anterior se convierte en
l-1 1 l - 1
^n,^(S) = esZn,f(S) = Ĵ (S) - ^ ni-i ^ f (t) + nt ^ f (t)'
i^ tESĜg,91 tESZn
que se conoce como epistasis global de la cadena s.
Definici^ón 4.1.- La epistasis global de f es
^n,l (f ) ._ ^ ^n,l (s)
3EStn
A1 ig^ual que en [25], [27] y[28], la definición anterior se puede reescribir




f((^- i)^t>)Ĵ ((n- 1) l^)
donde (^r^ - 1) ^l^ es la cadena (n - 1) .. .(n - 1) de longitud l. Emplearemos
también. la notación fo, ..., fnt_1 para f (00...00), ..., f((n - 1)^l^), es decir
f=
Sea ahora, para cada 0 < i, j< nl - 1,






,f(oo ...o i )
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donde di^ (o dñ (i ^) si existiese ambigiiedad) es la distancia de Hamming (n-
aria) entre las representaciones n-asias de i y j. Por ejemplo, como las
representaciones terna,rias de 16 y de 24 son respectivaxnente 121 y 220,
tendremos que d3,^1s,24) = 2.
Denotemos por En,l la matriz cuadrada nl-dimensional, con coeficientes
racionales; (eñ,ti^ ) . Entonces tenemos que
e=f-En,lf
y la epistasis global de f es entonces
^n,l (Ĵ) _ ^^eII = IIf - En,if ^) •
4.2 Epistasis normalizada
De la definición anterior se deduce que ^n,c (r f)_ ^r^ ^n,l ( f), (b'r E If8). En
consecuencia, para poder utilizar la noción de epistasis como un indicador de
la dificultad que encierra una función objetivo para un AG, es necesario (tal
y como se comentó ya en el capítulo anterior para el caso binario) normalizar
ese concepto. Con este fin analizamos a continuación la idempotencia de la
matriz En,l. Para ello, consideramos en primer lugar la matriz cuadrada, con
coeficientes enteros, Gn,l = nlEn,l, i.e., para cada 0 < i, j< nl - 1,
Gn,l = (gn,ij ) _ (n - 1)l + 1 - ^ñ,(ti^^)'
Por simplicidad, siempre que no haya ambigiiedad escribiremos gti^ (respec-
tivamente e^^ ) en lugar de gñ^z^ (respectiva,mente eñ,ti^ ).
El siguiente lema nos será muy útil:
Lema 4.2.- Para cualquier ente^ro positivo l, Gn,e es:
Gn,^-1 + (n - 1)Un,e-1 Gn,e-1 - Un,e-1 . . . Gn,^-1 - Un,B-1
Gn,e-1 - Un,e-1 Gn,e-1 + (n - 1)Un,^-1 ' ' ' Gn,^-1 - Un,e-1
Gn,P-1 - Un,2-1 Gn,2-1 - Un,2-1 ' ' ' Gn,e-1 + (n - 1)Un,e-1
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Demostr•ación.- Las cadenas de longitud l a las que da lugar el alfabeto de
n element;os, A= {0,1, ..., n-1 }, se pueden dividir en n subclases, cada una
de las cu;^,les está determinada por el dígito que ocupa la posición l. Esta
subdivisitín nos permite considerar a Gn,e como una matriz compuesta de n2
^
submatrices Gpq tales que
^^ ... Go,n-^
Gn,e = , , ,
^ ^
Gn-i,o Gn- )
con G^ _ (gñ,ti^ ), donde i, respectivamente j, varía sobre los elementos de
A^ con el. dígito p, respectivaxnente q, en la posición l-ésima.
Ento^^ces, para cada 0 < p< nl - l, G^, = Gn,e_i + (n - 1)Un,1_1. En
efecto,
G^rp = (gn,ij) - ((n - 1)l + 1 - ^n,(ti,^))
_ ((n - 1)(l - 1) + 1 - ^ñ,(ti,^) + (n - 1))
_ ((n-1)(l-1)+1-^n,(ti,a)+(n-1))
= Gn,e-1 + (n - 1) Un,l-1 ^
ya que, en este caso, se verifica siempre dñ^ (ti^^ 1= dñ^ (i,^ ^. (Hemos denotado,
igual que antes, por dñ ( ti ^) la distancia entre las representaciones de i y j(de
longitud^ l), en el alfabeto A; dn!(Z•^) representa entonces la distancia Hamming
entre lo;^ vectores de longitud l- 1 obtenidos de los anteriores eliminando el
l-ésimo "bit" ) .
Fuer^a de la diagonal, esto es, para 0 < p^ q< n- 1, tenemos
^
G^ _ (gn,ij ) _ ((n - 1)l + 1 - ^ñ,(ti,^))
_ ((n-1)(l-1)+1-^n,(i,^)+(n-1))
_ ((n-1)(l-1)+1-n(dn,(ti,^)+1)+(n-1))
= Gn,e-i - Un,a-i ^
l,n-1
66 CAPÍT ULO 4. EPISTASIS SOBRE ALFABETOS NO BINARIOS
ya que ahora, siempre tenemos que dñ,(ti^^^ = dñ^(ti^^^ + 1. q
Como consecuencia de este lema obtenemos:
Corolario 4.3.- Para cualquier ente^ro positivo l, Gñ^e = nlGn,e.
Demostración.- Para l = 0, y l= 1 la a^irmación claramente es cier-
ta. puesto que Go,e =(1), y Gi,e = nIn (In denota la matriz identidad
n-dimensional) . El caso general se demuestra utilizando un argumento de
inducción, junto con el lema anterior y la igualdad Uñ^l = nlUn,t, como Gñ,e
es
Gn,e-1 + (n - 1)Un,e-1
Gn,e-i - Un,e-1
Gn,e-1 - Un,e-1
Gn,^-1 - Un,^-1 . . . Gn,e-1 - Un,^-1
Gn,^-1 + (n - 1)Un,Q-1
Gn,2-1 - Un,e-1
Gn,2-1 - Un,2-1
Gn,e_i + (n - 1)Un,2-1
los elementos de la diagonal son entonces de la forma
[Gn,e-1 +' (n - 1)Un,^-1)^2 + (n - 1) [Gn,^-1 - Un,Q-1^2
2 2 2
= n,Gn,e-i + (n - n)Un,e-i
= nl [Gn,^-1 + (n - 1)Un,e-1^ ^
y las submatrices situadas fuera de la diagonal son
2 [Gn,e-1 + (n - 1)Un,e-1^ [Gn,e-1 - Un,e-1^ + (n - 2) [Gn,e-1 - Un,e-1^2
2 2 _ l
rl,Gn,2-1 - nUn,2-1 - n [Gn,e-1 - Un,e-1^ ^
lo que finaliza la demostración. q
Nótese que este resultado implica que los autovalores de Gn,e son 0 y nl.
De hecho, como Gn,e es una matriz real simétrica, sus autovalores son todos
reales. Por otra parte, si v es un autovector asociado a un autovalor ^ de
Gn,e, es decir, Gn,ev= ^v, entonces
2
nl i^v = ntGn,ev = Gn^ev =^2v.
En consecuencia, ^= 0, o ^= n^, como habíamos afirmado.
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Corolario 4.4: Para cualquier ente^ro positivo l la matriz En,l es idem-
potente. Er^ particular, sus autovalores son 0 y 1.
Demostr<<ción: Se sigue inmediatamente de Gn,l = n^En,l y del corola
rio anterior. q
Ahora estamos en condiciones de generalizas el concepto de epistasis nor-
malizada j^ara un alfabeto no binario.
Definició^n 4.5.- La epistasis normalizada de una función de ajuste f es:
^n,c (.f ) _ ^ñ,l
f
Ilf II
= en.,l(f ) _ tf (In,l-En,^)f
= COSZ (f, Fn,lf),
Ilfll2 t^
donde F,;,,t = I,z,t-En,l es una proyección ortogonal (por ser idempotente y
simétrica,). Se sigue entonces que 0 < eñ,l (f ) < 1 para cualquier función f.
Para poder caracterizar las funciones con valores extremos de epistasis
normalizada, nos proponemos a continuación- determinar los espacios de au-
tovectorE:s de Gn,r (y de En,l), para lo cual debemos calcular primero su
rango.
Lema 4.6.- Para cualquier ente^ positivo l, rang(Gn,l) _(n - 1)l + 1.
Demosi^ración: Argumentemos de nuevo por inducción en l. Para l= 1 la
afirmaci^ón es obvia. Por otra parte, utilizando el lema 4.1, mediante opera-







rang(Gn,^) = rang(Gn,l-1) + (n - 1)rang(Un,e_i)
((n - 1)(l - 1) -I- 1) + (n - 1) _ (n - 1)l -^ 1,
lo que prueba la afirmación. q
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Denotemos por V l ,o y V l, i los espacios de autovectores en II^n` corres-
pondientes a los autovalores 0 y n^, respectiva,mente, de Gn,l (o, equiva-
lentemente, correspondientes a los autovalores 0 y 1 de En,l). Entoncest]l^n = V^,o ® Vl,i, y como Vl^o = ker(Gn,l), respectivamente Vñ,i = Im(Gn,l),




dim(Vl^i) _ (n - 1)l -^ 1.
Se puede construir explicitamente una base ortogonal para Vl^ 1 de la for-
ma siguiente: comencemos con el vector vó = 1 y supongamos ya construído
inductivamente un conjunto ^
l-1 l-1V^
, . . . , V(n-1)(l-1) ^
l
construímos ahora un nuevo conjunto
l l n{ V^, .




para 0< 1^ < (n - 1)(l - 1) Y donde v^
n-1)(l-1)+1^ ^^n-i)(c-i)+2^ ..., v^n-1)l
son
con
^ el-i 1 % ei-i ^ l
o^-^ ^ ^ o^-^
et-i =







i > Y 0^- i = :
1 0
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en II^n`-1
Así por ejemplo, si consideramos n= 3 y l= 1, entonces
1 1 1
1 1 1vo= 1 , v1= -1 , v2= 1 ,
1 0 -2
ysin=3yl=2,
1 1 1 1 1
1 -1 1 1 1
1 0 -2 1 1
1 1 1 -1 1
vó = 1 , vi = -1 , vz = 1 , v3 = -1 , v4 = 1
1 0 -2 -1 1
]. 1 1 0 -2
]. -1 1 0 -2
l^ 0 -2 0 -2
Ahora, podemos probar:
Proposiición 4.7: Con las notaciones previas, par^a cualquier ente^ro po-
sitivo l, el conjunto {vó, .
.., v^n_1)l es una base ortogonal para Vl^l.J






, . . . , vn-1 -
\ ^/ \ - ^^1 1 ^ )
son ortogonales. Supongamos que la afirmación de la proposición se verifica
para las longitudes 0, ..., l- 1, y probémosla para las cadenas de longitud l.
En ese caso, si 0<_ 1^ ^ 1^' <_ (n -1) (l -1), la hipótesis de inducción garantiza
que tvjw^, = 0. Por otra parte, si 0< 1^ < (n - 1) ( l- 1) < 1^' < ( n- 1) l,
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entonces
t l l ( t l-1 t l-1 )VkVk^ = Vk , . . . , Vk
et-i
-2et-i = itVk let-1 - ZtVk iet-1 = O.
Finalmente, si (n - 1)(l - 1) -^- 1 < 1^ ^ 1^' <(n - 1)l, entonces
tVkV^ _ ( tet-1 ^ . . . , tet-1 ^ -Ztet-1 ^ t^t-1 ^ . . . , t^l-1 ) =0.
Como los vectores vó, ..., v^n_i^t son claramente un conjunto de (n-1)l-^1
(= dim( Vñ, l)) vectores independientes, para completar la demostración sólo
resta comprobar que todos ellos pertenecen a VZ 1.
,
De nuevo argumentaremos por inducción en l. Para l= 1, la afirmación
es directa de un sencillo cálculo. Supuesto que se verifica para las longitudes
0, ..., l- 1, la comprobaremos para la longitud l. En primer lugar, si 0<
1^ < (n - 1)(l - 1), entonces
l
Gn,lVk






= n • nt-i ( ) V+ (n - 1)UG
l-1










k ) tt= n vk . )
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Por otr2^ parte, si 1^ _ (n - 1) (l - 1) -{- i con 1 < i< n- 1, entonces
Gn^IV^
Gn,e-1 + (n - 1)Un,e-1 . . . Gn,e-1 - Un,e-1








=n•n^-1 ^l= n vk.
0^-1 I ` 0^-1 l
Esto fi^aaliza la demostración. q
Ya hemos visto que 0 <^ñ l( f)< 1; ahora, y como consecuencia de los
- , -
resultados anteriores, ^ñ,^ ( f) = 0(respectivamente ^ñ,l ( f) = 1) equivale a
que f E: V l^ 1 (respectivamente f E V l,o) Asf, por ejemplo, si n= 3 y l= 2,
f E V?1 si, y sólo si, f pertenece al espacio vectorial generado por los vectores
1 1 1 1 1
1 -1 1 1 1
1 0 -2 1 1
1 1 1 -1 1
1 , -1 , 1 , -1 , 1
1 0 -2 -1 1
1 1 1 0 -2
1 -1 1 0 -2
1 0 -2 0 -2
lo que equivale a
f01 + f02 + ,f10 + f12 + f20 + f21 = 2(.f00 + fll + ,f22)•
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Finalizamos esta sección dando una "interpretación geométrica" de la
epistasis normalizada de una función. Para ello necesitamos algunos concep-
tos de Álgebra Lineal y Geometría de superficies; que resumimos a continua-
ción.
Sea V un espacio vectorial real, y b : V x V-^ Il^ una forma bilineal,
simétrica. b define unívocamente una forma cuadrática
q : V --^ IE8
v ^ q(v) = b(v,v)
(De lo que se deduce que q(v) = tvBv siendo B la matriz asociada a la
aplicación b, respecto de una base) .
En particular, si V=]l^n` y b es el producto escalar sobre ]l^n`
b: Il^n` x I^Bn` -> Ii^
(v, w) ^ b(v, w) _(v, w) = tvw
entonces la forma cuadrática q se llama (en teoría de superficies) Prime^a
Forma Fundamental en II^n`, y si la denotamos por Zi,
Zi : II^n` -> II^
v ^ Zl(v) _(v, v) = tvv = ^Ivl^2
es definida positiva.
Por otra parte, fijado un espacio vectorial real V y una aplicación bilineal
b: V x V--> IEg; una aplicación lineal cp : V-^ V se dice que es autoadjunta
si para cualesquiera v, w E V , se verifica
b(2^, cp(w)) = b(cp(v), w)
Un ejemplo de aplicación autoadjunta en V = Ii^n`, con b= (-, -), es
(P ; --^^n` ^n`
v ^ ^(v) = Fn,lv = ( In^l - En^l)21
Toda aplicación lineal autoadjunta tiene asociada una forma cuadrática
q : V -^ IF8
v ^ q(v) = b(v,cp(v))
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que se conoce como Segunda Forma Fundamental y que denotaremos por Z2.
Volviendo a nuestro ejemplo anterior, la segunda forma fundamental aso-
ciada a cp es:
Z2 : ^n` -^ ^
v ^•-^ Z2(v) _ (v, Fn,^v) = tvFn,lv
Es claro entonces que
^* = e2 f = tf (^,a-En,l)f _ tfFn,lf _ Z2(f) _ 2 fn,c(.f) n,c I^fll t^ tff Zi(f) Z ^^f^^
Nota.-^ En teoría de superficies, dada una superficie M y un punto p E M,
pasa cualquier vector v del plano tangente a M en el punto p, (Tp(M)), el
cociente il(^1 = ZZ ( Ilvll )^ donde T.^ es la forma cuadrática determinada por
la aplic;ación opuesta a la de Weingarten, se llama curvatura normal de la
superficie M en el punto p, e indica cuánto y cómo se "curva" la superficie
en los ,alrededores del punto p. Los autovalores de la aplicación autoadjunta
se llanlan curvatur^s principales de M en p (y las rectas que generan se
conoce:n como di^ecciones principales ). Además, esos autova,lores son los
valore^> extremos que puede tomar Z2 en el conj unto { v E Tp ( M): ^ ^ v ^ ^= 1}
(para :más detalles ver [6], por ejemplo).
En nuestro ámbito, M = IEgn` y Tp(M) _]I^n` (`dp E ll^n`); las "curvaturas
princi]^ales" son aquí los autovalores de la matriz Fn,l = I.,,,,1-En,l, es decir,
0 y 1(i.e.: los autovalores de En,l); y en consecuencia, esos son los valores
extrenaos que puede tomar Z2 sobre la esfera rf E Iign` : ^ ^ f ^ ^= 1}. Por último,
l
las "direcciones principales" serán aquí los espacios de autovectores asociados
a los ^^utovalores 0 y 1, esto es V l^o y V l, i.
4.3 Valores extremos de la epistasis normali-
zada
En este epígrafe, tal y como su título indica, nos ocuparemos de analizar los
va,lor^^s extremos de la epistasis normalizada, relacionándolos con la noción
de ep^istasis mínima y máxima dada por Rawlins en [24] .
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En primer lugar, nótese que los valores máximo (respectivamente míni-
mo) de ^ñ,l( f) se corresponden con los valores mínimos (resp.máximos) de
-yn,^( f)= tfGn,lf, con ^^f ^^ = 1. En particular 0 <^yn,j( f)< nl.
Además, si particularizamos al caso en que l= l, entonces dim(V11) = n,
,
y por tanto, V 11 = II^n. En consecuencia, para cualquier f E1I^n con ^ ^ f ^ ^= 1,
se verifica
n . . . 0 Ĵo n-i
^n,i (f ) = tfGn,lf = ( fo^ . . . ^ Ĵn-i) . . . . = n ^ f 2 = n.
^ ... n
,fn-1 i^
En el caso general, es decir, si l> 1, haremos uso del siguiente lema:
Lema 4.8: Para cualquier entern positivo l, se verifica:
^ l = n21.
9n,ij
i, j
Demostración.- Aplicasemos la inducción en l. Para l= 1, Gn,i = nIn,
así que el resultado es correcto. Supongamos ahora, , que se verifica también
para las longitudes 1, ..., l- 1 y lo probaremos para la longitud l. Para ello,
basta utilizar el lema 4.2; entonces es obvio que
t a t-i 2 2(c-i^ Zi
9n,ij =n ^9n,ij =n •n =n ,
como queríamos. ^
Consideremos ahora el vector
f' _
y sea f= ^f; ^^ , entonces podemos afirmar que ^ñ l( f)= 0; lo que demuestra
,
que el va or mínimo, teórico, de la epistasis normalizada se alcanza. En
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efecto:
t
1'n,i(f ) ^= tfGn,lf = 1 2 f'Gn af^
^^f ^^
1 Gn,e-1 + (n - 1)Un,e-1
. . . Gn,e-1 - Un,^-1
Gn,e-1 - Un,B-1 . . . (xn,^-1 + (n - 1)Un ) f'2na-1
1
2 t-1 Lea-1(2Gn,e-1 + (n - 2)Un,^-1)et-12n
1
nl-1 (2 ^
9t-1 + (n _ 2) ^ ^l-1)
n,ij n,ij
l-1 (2n2(t-1) + (n _ 2)n2(1-1)) = n^.
n
Cor.no ya hemos comentado en el capítulo anterior, se ha demostrado en
[27] y ^^28] que (para un alfabeto binario) ^2,1( f) = 0 cuando la funcidn f
tiene e^pistasis mínima en el sentido de [24] . Nosotros extendemos ahora ese
resultado para un alfabeto de n elementos. Para ello, definimos, para cada
0< i<_ l- 1, y 1< j < n- 1, las funciones
hñ,(i^j) : SZ -^ IIS
l lsisi=j
s= sc-1 ... so H hn,(i,^) ^s) _ Osisi^j
y denotamos su vector correspondiente en Ii^n` por hñ^(i^j). Entonces, clara
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^ ai+l^,(i,l) + ^ ai^2^,(i,2) + . . . + ^ ai,n-1 ^,,(i,n-1) + ^el = Ol^
i^ i^ i^
y denotemos por g la correspondiente función real sobre S2n
l-1 l-1 l-1
^ CYi,1^Zn,(i,l) + ^ CYi,2^2n,(i,2) + . . . ^- ^ CYti,n-lhn,(i,n-1) + ^el^
i^ i^ i^
donde el ^denota la función constante igual a 1. Entonces, claramente ,6 =




- ^ a^,.7hn,(k,9) `^7Lz) + ^Q = CYi,^
^^
lo que demuestra el lema. 0
Por otra parte, un razonamiento similar al utilizado en la proposición 4.7
demuestra que tanto los vectores hñ (i,^) como el pertenecen a Vñ,l, lo que
significa que constituyen una base para ese espacio vectorial. Ahora estamos
en condiciones de probar
Teorema 4.10.- Para cualquier función de ajuste f sobr^e SZn, equivalen:
1. f tiene epistasis mínima, i. e.: f=^i^ gi par,a algunas funciones de
adecuación gi, que dependen sólo del i-ésimo bit;
,2. ^n^c (f ) = 0.
Demostración.- En primer lugar, si f tiene epistasis mínima, es decir, si
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^-^1 donde de ende sólo del i-ésimo bit entonces f EVl enf=^i=^ gi ^ 9i p ^ n, l^ y
consecuencia ^ñ,l ( f)= 0. Para demostrar esta afirmación bastará ver que se
verifica para cada uno de los vectores gi asociados a las funciones gi. Deno-
temos por ai j el valor común gi ( s) de todas las cadenas cuyo i-ésimo bit es
igual a j (1 < j< n- 1), entonces
n-1
gti - ^ aijhn^(ti^.7) + ^0(et - hn,(i,l) - . . . - %2ñe(ti,n-1))^
j=1
así que gi E ( hñ, (i,j ) ' el ^= V l, l.
R.eci:procamente, si f EVI,I, entonces
Z-1 n-1 l-1
f = ^ az^^, (z,^) + ^e^ - ^(^ az^ ^,(t,.7)) + ^el = ^ gi^
i,j i^ j=1 i^
donde
n-1







Eri cuanto al valor máximo de ^ñ^l ( f) ya hemos indicado que ^ñ^l ( f)< 1,
y también que ese valor máximo se alcanza para cualquier fE Vl,o. En
lo qu^^ resta de sección, nosotros trabajaremos con una restricción añadida,
consideraremos que todas las coordenadas de f son positivas, lo que equivale a
decir que la función de ajuste f asociada a f es una función valuada positiva,
sobre Stn. En estas condiciones, demostraremos que el valor máximo teórico
no se alcanza, siendo el máximo real alcanzado 1- n^ (equivalentemente, el
valor mínimo de ^yn, l( f), con ^ ^ f ^ ^=1, es n,) . En lo que sigue nos dedicaremos
a cornprobar este hecho.
F'rimeramente mostramos que, efectivamente, -yn,l ( f)= n, para ciertas
func:iones de adecuación. Para ello, consideremos el vector f E IEgn` , dado por
tf = (a,0,...,0,a,0,...,0,a),
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donde a=^/n aparece en las posiciones i ñ`=i , con 0 < i< n- 1. Por
construcción, obviamente ^ ^ f ^ ^= 1. Además, si m denota el cociente n` -1
n-1 ^
tenemos
ryn,l (,f ) tfGn,tf
a2 ( (goo + 9om + . . . -^ 9o,nt -i ) + (gmo + . . . + 9m,n1-1)
+ . . . -^ (gnl-1,0 + . . . + 9n^-l,nl-1))
1( (goo + gmm -I- . . . -1- 9nl - l,nl -1) + Z (gom + . . . ^- g(n-2)m,m ) )
n
1
^ ( ngoo -^- 2 ^ gim, jm ) •
i<j
donde cada uno de los gim, jm tiene el mismo valor (n - 1) l+ 1- nl (ya que
hay (2)pares (im, jm) y sobre ca,da uno de ellos d(im, jm) = l). Así pues,
un sencillo cálculo muestra que, tal y como habíamos afirmado, ryn,t ( f)= n.
Teorema 4.11.- Para cualquier enterb positivo l y para cualquier función
objetivo f valuada positiva, con vector asociado unitario (^^f^^ = 1), tenemos:
^n,l (f ) C 1 -
1
nt-i
Demostración.- Como la matriz Gn,t es simétrica, existe una matriz ortogo-
nal S que la diagonaliza, es decir, que verifica que tSGn,tS = D es una matriz
diagonal, cuya diagonal principal está constituída por los autovalores de Gn,t
(teniendo en cuenta sus multiplicidades). Entonces, podemos suponer que
D= ( ntI(n-1)t-}-1 ^0 0 '
Denotemos por g el vector tSf . Entonces, ryn,t ( f)= nt ^^^ 1)t g2 La matriz
S se puede construír formando sus columnas con una base ortonormal de au-
tovectores asociados a Gn,t . En particular, las (n -1) l-}-1 primeras columnas
pueden elegirse como la ortonormalización de los vectores vó, ..., v^n_1)t de
la proposición 4.1. Sea pues, la base ortonormal
{wó, .
. . , w^n-i)(t-i) ^ zi, . . . , zn-i }
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de V t^ 1, donde w^ = n-t/ZV^ para 0< 1^ < (n - 1) ( l- 1) y donde zti =
(22 + Z)-i/zn(i-t)/2
^n-1)l+i con 1< z< n- 1.
Pode^nos comprobar que:
yn,l (,f ) ^n,t(,f0^ . . . ^ fni-1)
(n-1)(l-1) n-1
nt ^ (twk f)z + nt ^(tZif)z
k^ i=1
(n-1)(l-1) n-1
nt(n-t/a)2 ^ (t^kf)2 + nt(n(i-t)/2)2
^ • • 1 (t^^n-i)t+if)2.
z (z -}- 1)
k^ i-1
Por construcción, obtenemos que
ryr.,l(,f0^ . . . ^ fnl-1)
_ ^n,l-1(f0 + fnl-1 ^ . . . -{- f(n-1)n^-1, . . . ^ fnl-1_1 + . . . + fnt-1)
1
+nl2llfo + . . . -}- fnt-t-1) - (fnl-^ -}- . . . -^ f2n^-^-1))
1
2
^"^ , ^ (lfo ^ . . . -^ ,fn1-1-1) + lfnl-1 + . . . -+ f2n1-1-1) - Z(f2n^-^ -}- . . . ^- .f3nl-i-1))2
^_...
1 2
-^' (n _ 1)n(^Ĵo + . . . -f- Ĵn^-^-i) + . . . - (n -1)(Ĵ(n-1)nl-i + . . . + .fnt-1)) )•
Denotemos
^ f0 + fn^-1 ^- . . . -}- f(n-1)n^-t 1
fi + ,fn^-1„^i -^ . . . + f(n-1)nl-l+ti






- (f0 + . . . -}- f(n-1)nt-1)2 -}- . . . ^- (fnl-i_1 •^- . . . + fni-1)
= f^ + . . . + fnt-1 + 2(fOfn^-^ + . . . -^ Ĵnt-^-lfnl-1)
= a2 ^
2
para algún a > 1.
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..
Sea f' = á f; entonces ^ ^ f' ^ ^= 1 Y
i'n,l-1(f') _ ^n,l-1( 1 f ) - 2 ^n,l-1(,f ) •
a a
Ahora, supongamos que para algún entero positivo l, ryn,l ( f)< n, para alguna
función f con ( ^ f ^ ^= 1. Entonces
n-1
^Ín,l-1(f ) ^ ^n,l-1(f ) + ^ i i n 1 ((Ĵo + . . . + fn1-t-1) + . . .i ^ ( + )-
-(Z - 1)lf(i-1)nl-1 ^- . . . -^- finl-l-1))2
- ^n,l ( f ) < n.
En particular, de lo anterior se deduce que
^( n
^n,t-1(f') _ ^2 ^Ín,t-L lf ) < ^2 < n.
^R,epitiendo este proceso, llegaríamos a que, para alguna función f, con ^ ^ f ^ ^_
1, ^yn, l(f)< n. Sin emba,rgo, esto es imposible, ya que ryn, i toma cons-
tantemente el va,lor n sobre las funciones de ajuste normalizadas (como se
puede demostrar fá.cilmente). Esto contradice nuestra suposición y completa
la demostración del teorema. ^
4.4 Funciones de ajuste con epistasis máxima
Ya hemos indicado en el epígrafe anterior que n es el va,lor mínimo de ^yn,l,
correspondiente a la epistasis normalizada máxima, y que éste se alca,nza.
Finalizaremos este capítulo resolviendo el problema de caracterizar comple-
tamente la clase de funciones de adecuación f para las cuales -yn,l ( f)= n.
Fijemos un entero positivo l > 2 y consideremos índices 0 <_ io^ •••^ Zn-1
< n^-1 - 1, distintos dos a dos, y cumpliendo las dos condiciones siguientes:
1. ^ ^ ir = 2 (n^-1 _ 1) ^
2. d(i,.,is)=l-1,para0<r^s<n-1.
Definición 4.12.- Para cada una de tales familias de índices io, ..., in_1,
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definimos los vecto^es
(^n,l _ V I L
^.0,...,i„-1 n
e.^
. E ^^l ^
etin-1(
donde {eo, ..., en^-^_1} es la base canónica de IfBn!-1.
Por ejemplo, si n= l = 2, entonces, necesariamente, tenemos { io, il} _
{0,1}, y
1 0
2,2 - y` ^ 2,2 y` 1
^o, i- 2 ^ ^ qi,o = 2 1
1 0
En gene^cal, todavía en los alfabetos binarios, las familias de índices emplea,dos
en la definición 4.12 verificarán 0< io, il < 21-1 - 1, con io ^- il = 21-1 - 1












donde sus componentes no nulas ocupan las posiciones k y 2l -1^ - 1.
Co:mo un ejemplo de un alfabeto no binario, consideremos el caso n= 3,
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l= 2. Entonces { 2p, 21, 22} _{0,1, 2}, y por ejemplo,
3,2 _ V J
qoi2 - 3
3,2 _ V v
qio2 - 3
Se pueden interpretar las funciones objetivo correspondientes a los vectores
n'l como funciones con n picos situados en las imágenes de las cade-
^io^...v^n-1
nas con distancia Hamming máxima entre ellas. Por otra parte, conjuntos






El siguiente resultado responde al propósito de este epígrafe:
Teorema 4.13.- Para cualquier entern l> 2 y para cualquier vector de
componentes no negativas f E II^n` , con ^ ^ f ^ ^= 1, las siguientes afirmaciones
son equivalentes:
1. En,l l.f ^ - 1- nti ^^
2. f (^ n^^ 'l para un aprvpiado conjunto de índices 0< io, ..., Zn-1 Ĉ+aO,...ftin-1
nt-i _ 1.
Demostración.- Comencemos probando que la segunda afirmación implica
la primera. Escogiendo adecuadamente los índices ip, ..., in_1i tenemos
Í'n,l^f ^ = tfGn^lf =^ ^^2^te^, . . ,t ei„-t ^Gn,ln
ein-1
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l, ,




ñ { (9io,io + . . . + 9,i,a^(n-1)nt-^+i„-^ ) + . . .
. . . + (9(n-t)nl-^+ti„-^,^o + . . . -}- 9(n-^)ri1-l^.in-1^ (n-^)nl-i.^tin-1)}
1
ñ{ngo,o + 2((9^,n1-l+til + . . . -}- g^o,(n-i)ttl-l+in-1 ) + . . .
. . . -^- (g(
n-2)nt-i^.in-2^(n-1)n.l-1+i„-1))}
1 {n((n - 1)l + 1)
n
+2{(n - 1)((n - 1)l + 1) - n(d^o,n1-1+1 + . . . + dy,^,(n-1)ri1-l+^n-1)
+(n - 2)((n - 1)l + 1) - n(dnt-1.^i1,2,n!-1+ti2 -r . . . + u,^l_1+i1^(n-1)nl-l+tin-1 )
. . . + 1((n - 1)l + 1)
- nd(n-2)nl-l.^in-2^(n-1)nl-l+in-1}}
1 {((n - 1)l -^ 1)n2 - 2n(d;^^nt_1+1
-}- . . . -^ d(n-2)n!-l+i„-2,(n-i)nl-^+in-^)}
n
= n((n - 1)l -}- 1) - 2 2 l= n,
lo que ^prueba nuestra afirmación.
Para demostras el recíproco, utilizaremos la inducción en l. Consideremos
una fuYición de a j uste f cuyo vector asociado f E It^n` está normalizado y tiene
la propiedad de que ^yn,l ( f)= n. Con las notaciones anteriores, esto significa
que
n = ^yn,i(Ĵo^ • • ^ Ĵnl-i)
..
_ ^Ín,l-1(f) + rL{2((fo + . . .
-^ fn1-1-1) - lfn^-1 + . . . + f2n^-1-1))2 + . . .
+ 1 ((f0 + . . . -^ fnt-^-1) + . . . - (n -1)(Ĵ(n-1)nl-1 + . . . -}- fnt-1))2}^n(n - 1)
y en c:onsecuencia
ryn,l-1( f ) ^ Í^n,l ( f ) •
n^-^+ti -^ . . . -^ 9o, (n-1)nl-i.^ti„-190 ^ + 9o
gnt-l,ia -i- . . . -}- gnl-1,(n-1)nl-t+ti„-^






n2^n,^-i (Ĵ ) Ĉ 1 2^n,i (Ĵ) < 2< n,
Ilf II f
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lo que conduce a que ^yn,1_1( f') = n, como consecuencia del teorema 4.11.
También se obtiene que Ilf II 1. Entonces, f= f' y-yn,1_1( f)= n lo que
significa que se verifican las siguientes identidades:
f0 -I - . . . -}- Ĵnt -1 = fnt-1 + . . . -^ f2n1-i-1
= f(n-1)nl-i -^- . . . + fn^-1•




_ ^ ^ f ^ ^= 1, tenemos también:
= fOf(n-1)n1-i
fif(n-1)nt-i+i
_ . . . = fnl-i-lfn^-1
_ . . . = f(n-2)nl-1 f(n-1)n!-1 = ^
f(n-1)nl-i-lfnt-1 = O
En particular, si l= 2 y ry2 ( f o, ..., f n2 _ 1) = n= ryi ( f), entonces las ecuacio-
nes anteriores se reducen a:
f0 + . . . -{- Ĵnl -1 = ,fn + ' ' ' + f2n-1
= f(n-1)n + ' ' ' + fn2-1 •
y
fOfn
f n-1 f 2n-1
• _ ,f(n-2)nf(n-1)n - ^
f (n-1)n-lfn2-1 = ^
Resolviendo este sistema de ecuaciones se obtiene fácilmente que
e^(o)
f = ^ = 2 n2
. qa(0)...^(n-1) E ^ ,
n
eQ(n-1)
donde ^ es una permutación de {0, ..., n- 1} y{eo, ..., en_1} es la base
canónica de ]l^n .^ Desde luego, si 0< r^ s< n- 1, entonces ^( r) ^^( s) y
n-1 n-1
n
^^(r) - ^r - 2(n- 1)'
r^ r^
f(n-2)nt-l+if(n-1)n^-i+i = ^
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así que los índices ^(0), ... ^(n - 1) satisfacen las condiciones requeridas.
Supo^agamos ahora que nuestra afirmación es cierta para las longitudes
2, 3, ..., ^i, - 1. La comprobaremos para la longitud l. Consideremos una
función f normalizada sobre las cadenas de longitud l y supongamos que




para cie:rtos índices 0< io, ..., 2n_1 < nl-Z - l, con la propiedad de que
d(i,., is) = l- 1 para r^ s y^^ i^. = 2(n1-2 - 1). De la definición
de f- n l , se si ue ue sus com onentes no nulas están en las filas
- ^,...,tin-1 g q P
kn1-2 + i^ (0 < 1^ < n- 1), cuya expresión, para cualquier k es:
^
fknl-z+ti^ -{- f,tl-1+(^.r.El-2+tk) + . . . ^- .f(n-1)nl-1+(knl-2+i^) _ .
n
Por otra arte los sistemas de ecuaciones anteriores a licados a f= n'lP > > P q^o,...,ti,.-1
se redu.cen a:
fZO + fnl-z,{.ti1 + . . . ^- f(n-1)nl-2+in-1 - . . . _
- ^(n-1)nl-1+^ + ,f(n-1)nl-1+(,^1-2+ti1) -{- . . . ^- f(n-1)n1-1-{-((n-1)nl-2+in-1)
y
fio fnl-1+,^ _ . .
- fiof(n-1)nl-1.+^ _ . . . _
= f(n-2)nl-1+.^ f (n-1)nl-1.^io = . . . _ ()
f(n-1)nl-2+tin-Lfnl-1+((n-1)nl-2+tin-1) _ . . . _
= f(n-1)nl-2+in-1 f(n-1)nl-1+((n-1)nl-2+iri-1) _ . . . _
= f(n-2)nl-1+((n-1)nl-2+in-1)f(n-1)n1-1^-((n-1)nl-2+ti„-1) = 0
A.hora, denotando por x^ = f^ ,Zl-1+^^,1-2+tik para cualesquiera 0 < j, k
n-]i, los sistemas anteriores de ecuaciones equivalen a:
(a)
xó+xo+..{
xn-1 + xn-1 +
0 1
0 n
^ + xn-1 - n
n-1 - ^
. . . -}- xn-1 - n
<
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{
{
xo + xo ..}_ . . . + xó-i = . . .
= x° -}- xi + xn-i
n-1 n-1^^^ n-1
0 0 - 0 0x°xl = . . . - xOxn-1
- 0 0
- xn-Zxn-^ = 0
n-1 n-1 n-1 n-1x° xi
- . . . - x0 xn-1
n-1 n-1
= xn-2xn-1 = 0
Pero. por ser x^ > 0, para todos los índices j, k, se tiene que en cada una de
las ecuaciones de (a) al menos uno de los sumandos debe ser no nulo. Las
ecuaciones (c) implican . la unicidad de este sumando. Entonces el sistema de
ecuaciones (a) se reduce a
0 1 n-1xTO = xrl = . . . = xTn_1 = rL
para ciertos 0< ri < n- l. Además, analizando las ecuaciones (b) se observa
que en todas y cada una de ellas debe haber el mismo número de sumandos
no nulos. Un argumento tedioso, aunque no difícil, prueba que en cada una
de ellas hay sólo un elemento no nulo. En consecuencia, las soluciones del
sistema son de la forma
0 1xTO = xTl = . n-1 V ' °. . = xrn_1 = 12
con ri ^ r^ si i^ j. En otras palabras;
e w^
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donde ^i ^ -^ pnl-Z -I- 2p para algunos índices iP, de tal forma que los índices




^ Zr + ^ rnl-2
r^ r^ r^
n(n^-2 _ 1) ^- ni-2 n(n - 1)
2




d(i^, ik) = d(pnt-2 + ip^ qna-2 ,+ iq) = 1-f- d(ip^ i9) = 1-I- (l - 1) = l.
Esto c;ompleta la demostración. q
Interpretemos brevemente este resultado. Lo haremos en el caso binario,
por si:mplicidad. En este caso, el valor máximo de la epistasis normalizada es
1- ^3 y ese va,lor lo alca,nzan las funciones de ajuste que son nulas siempre,
excepto para dos puntos con distancia Hamming máxima entre ellos (por
ejem^►lo 0... 0 y 1. ..1) y con el mismo valor de adecuación. Tal y como se
explic:a en [16] aunque a primera vista parezca extraño que esas funciones
sean :más dificiles de optimizar que la función de Dirac (que tiene un único
pico ^en 1... 1, por ejemplo), sin embargo, se debe tener en cuenta que el
máxi^mo m de la función de Dirac es más estable que los dos máximos mi,
m2 d^e "nuestras" funciones, en el sentido siguiente.
Una vez que se halla el máximo m, el AG continuará seleccionándolo con
una ^probabilidad alta, debido a su alta adecuación. Combinado con otros
punt^^s, por ejemplo por medio de un cruce, se perderá con bastante proba-
bilid;^,d. Pero, por otra parte, el cruce casi siempre utilizará dos copias de m,
de n^uevo debido a su alta idoneidad, y esto no sólo le permitirá sobrevivir,
sino que incluso aumentará su proporción en la población.
F:n el caso de "nuestras" funciones, las cosas son algo distintas ya que mi
y m^; tienen igual probabilidad de ser seleccionadas, desde el momento en que
se encuentren en la población.. Si sólo se encuentra mi en la población inicial
(o rr^ediante búsqueda aleatoria) y si m2 tasda "un tiempo suficientemente
largo" en ser hallada, el máximo mi tenderá a dominar, de forma similar a
la fi^nción de Dirac. No obstante, si m2 está presente en igual proporción
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que ml, las copias de ambos puntos tendrán la misma probabilidad de ser
seleccionados (probabilidad, que por otra parte es alta). El cruce entre ambos
los destruirá, dirigiendo al AG lejos de esos máximos.
Desde luego, en las situaciones prácticas, esto es, cuando l es relativa,-
mente grande, ambas funciones tienen la misma epistasis normalizada (apro-
ximadamente igual a 1), y el resultado anterior es de interés principalmente
teórico.
En [16] se analiza el comportamiento de algunas funciones R.oyal Road,
comparándolas con las funciones del teorema 4.13. Se calcula su epistasis
normalizada y se observa que estas últimas toman los valores más altos.
Concretamente, se considera la generalización de las funciones de Forrest y
Mitchell dada, en [22], a partir de los esquemas
H^ ^m _ ^1^2r"i)1(2r" Ĵ #(2"-2m(ti^-l ĴĴ '
que se definen, para cualesquiera enteros positivos n< m y 0 < i< 2n-m -1.
Entonces, se denota por R1z,,.t la función de ajuste que actua, sobre cadenas s
de longitud 2n, por Rm(s) = 2mc.,.^,,,.b(s), donde cn,m(s) representa el número
de esquemas Hti 'm a los cuales pertenece s. En particular, ^ es una función
lineal, y Rñ es la función de Dirac con un único pico en 11. ..11.
Como medida de la dificultad, que tiene el algoritmo para optimizar las
funciones, se considera, en [16], el número medio de generaciones, G( f),
necesarias para que se cumplan las tres condiciones siguientes:
• al menos un elemento de la población tenga idoneidad máxima,
• la adecuación media de la población sea superior a190% de la idoneidad
máxima,
• la desviación estándar tenga un valor menor o igual que el 5% de la
media.
La siguiente tabla muestra los resultados, obtenidos experimentalmente,
al trabajar con cadenas binarias de longitud l= 4, y con una población de
tamaño 200:





(c denota la función que es nula en todo punto excepto en 0000 y 1111) .
Capítulo 5
^ .ix^ciones de peso
5.1 Epistasis en las funciones de peso
Como su título indica, en este capítulo nos restringiremos al análisis de las
funciones de peso. Las funciones de peso, también conocidas en la bibliografia
como `'`unitation functions" son aquellas funciones de ajuste (definidas sobre
alfabei^os binarios) cuyo valor sobre una cadena depende sólo del número de
bits dE; la cadena iguales a 1, y no de la posición de los mismos.l
Así las cosas, sobre cadenas binarias de longitud l, este tipo de funciones
puede tomar sólamente (y como máximo) l^-1 valores diferentes, en contraste
con lo:^ 2l valores que toma, en general, una función de ajuste arbitraria. Esta
reducc;ión en el número de valores hace a las funciones de peso más fáciles de
estudiar. De hecho, Deb y Goldberg han analizado con éxito su decepción en
[5) . Nosotros nos centraremos ahora en el cálculo explícito de su epistasis.
Pa^ra una cadena s= s^_1. .. so E SZ ={0,1}l, denotemos por u(s) la
distar^cia Hamming de s a la cadena nula, es decir, u(s) es el número de bits
de la cadena con valor 1. Es claro entonces que, si f denota una función de
peso, definida sobre SZ,
J^(s^-i^ . . . , so) = Ĵ(u(s)) = Ĵ (0 . . . O 1. . .1 = . . . = f 1. . .10 . . . 0)
1 Eri el tercer epígrafe se generaliza este concepto para alfabetos no binarios
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Situados en este contexto, consideremos el vector
f(0...00)
f(0...01)




que denotaremos también por
h
Claramente la función f está completamente determinada por el vector h,
por lo que tiene sentido intentar hallar una matriz Bl que verifique
tfGlf = thBlh,
pues entonces, la definición de epistasis normalizada ^i ( f)= 1- 21 ^^^^ se
simplifica a





Para hallar la matriz Bl, definimos inductivamente para cualquier entero
positivo l> 1 la matriz 2l x (l + 1)-dimensional Al por
Al = Ac-i ^c-i
0^-i Ai-i
donde, como siempre, Ol denota el vector nulo en II^2` y Aies la matriz iden-
tidad dos-dimensional. Es fácil ver entonces que f= Alh
De esta última relación, se sigue directamente que Bl = tAlGlAI. Usare-
mos esta relación para calcular Bl = (bpQ,) explícitamente. Para ello, debemos
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hacer notar, que si denotamos por O^ la matriz 2l x(l -^ 1)-dimensional, con





y, empleando la fórmula de inducción para Gl, vista en el capítulo 3,
__ Gc-i + Uc-i Gt-i - Ut-i
Gl G^-i - Ut-i Gt-i -^- Ut-i '
nosotros obtenemos
Bl =t AIGiAI
It t^a tAt-i (Gc-i + Ul-i )At-i
tOl Il tAt-i (Gc-i - Ut-i )Aa-i
= B^ -}- B^^l l
con
tAt-^ (Gi-^ - Ut-^)A^-^
tAc-i(Ga-i + Ua-i)At-i
B^ = Ic tOc tAl-iUa-iAc-i -tAa-iUt-iAi-i It ^i
c t^c Ia -tAi-iUa-iAi-i tAa-iUt-iAa-i ^i Ii
Y
B^^ _ It t^l Ba-i
l - t^l Il Bl-1
Bt-i It Oc
Bi-i ^a Ic
P;^,ra poder hallar la matriz Bi necesitamos:
Lema 5.1.- Para cualquier ente^ positivo l, se define
cl = (^r) = tAiUtAc- .





Dennostración.- Argumentemos por inducción en l. Para l= l, la matriz A^
es, ^omo ya hemos comentado, la matriz identidad dos-dimensional, entonces
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la afirmación es cierta. Supongamos que 10 es también para las lOngitudes
1, ..., l- 1 y la probaremos para la longitud l. Para esto, introducimos el
vector
^o^






t^i tAl-1 t^a-i Ui-i Ui-i Ac-i
Il t^l-1 tAl-1 Ul-1 Ul-1 ^l-1
t^a Ct-i Cc-i Ii ^t
I^ Ca-i Ci-i ^i Ii
Il Ol^l vi-1 (tv _ t v_
Il vl-1 `











encontramos que Cl = v^ • tvl, lo que prueba la afirmación. ^
Usando el resultado anterior, podemos escribir
B'a
Il t^a Cl-1 -C1-1 Il ^l
t^i Ii -Cc-i Ca-i ^a Ii
Ia tOt vc-L (t t It Ol
t^^ It -vt-1 \
v^-1^ - vt-1) Ol Il ^
)
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Bi = ^bi,va^ - \ ^P/ \4/ ^^ - Zp)
^^ - 2q)1
l l ^
El siguiente resultado ca,lcula la matriz Bi =(^^pq) :
Prop^osición 5.2.- Las componentes ^^pq de la matriz Bl están determi-
nadas por:
1 •
^^00 = bÓ01 ^ ^^ll - bl-l,l-1 ^ ^,Ol - b0,11 1 ^
^. si 1 < q< l- 1, entonces ^^Oq - bOqi + b0,q-i y^^lq = bi-i,q + bi-i,q-i ^
3. si 1 < p, q < l- 1, entonces l^^pq = bpq 1+ bp,q1^- b^ i^q -{- bp i,q_1.
Dem.ostración.- Las igualdades anteriores se obtienen de calcular explíci-
tame:nte
__ IZ tOl Bc-i BZ-i Ic ^t
BZ t^l IZ BZ-1 BZ-1 ^l IZ .
L►e los resultados anteriores y del hecho de que BZ = Bi ^- Bl , se sigue
ahor;a trivialmente:
Corolario 5.3.- Las componentes bpq de la matriz Bl están determinadas
por:
1'. boo = b^l = l+ 1 re.sp. ból = bio = 1- l;
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,2. si 1 < q< l- l, entonces
resp.
bccq
bóq = b^i+bó,q 1+
bc-i,q + bl-l,q-1 - l l- 2q.q l '
3. si 1< p, q< l- 1, entonces
b1^9, - bp,q + bp i,q + bp,9 1+ bp
i,q-1 + l l l- 2p l- 2q.
p q l l
Podemos probar entonces:
Teorema 5.4.- Para cualesquier^a 0< p, q< l, la componente blPq de la
matriz _Bl está dada por
bl =
^ ( p / \ q / \ 1 + ^l - 2p ^(l - 2q) 1 .^
Demostración.- Para b^, bóc ^ bio ^ Y bct ^ la comprobación es directa de las
expresiones del corolario anterior. El resultado sobre los elementos de la
primera fila de B^, con 1 < q< l-1, se obtiene fijando p = 0 y argumentando
por inducción en l. En el caso l= 1 la a^irmación es trivialmente cierta.
Supongamos que se verifica para las longitudes 1, 2, ..., l-1 y comprobémosla
para l.
Por el corolario anterior:
c ci ci l l-2q
boq = boq +bo,q-1+ q l
= 1 C 1 I ^l - 24) + ) ^l - 2q + 2) +( l 24q \4\ / - 1 4/ l
1l (l Z ^ ^ + l 2^4 / + \4 - 1/^ \ + \4/^ - ^ \ ^ l /
= I ĝ l(l+l-2q)
\/
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La demostración para los elementos de la forma blq, con 1 < q< l- 1, es
análog;^, a la anterior.
Poi^ último, consideremos los elementos b^, de la matriz Bi, con 1<
p, q< l- 1. De nuevo un argumento por inducción en l nos proporcionará el
resulta^,do deseado. En efecto, para l= 2, ^1 = 4, y la afirmación es cierta.
Supue;^to que se cumple también para 2, 3, ..., l- 1, la demostramos para l.
De la ^expresión del apartado 3 del corolario 5.3, se tiene que




- 2P)^ 1- 1 - 24)
+ \p - 1/ \l q 1/ + /l - i/ \l
q 1 1 (l - 2p+c1)(ll 1 - 2q)
^ ^
+ \l P 1/ \4 - 1/ + \l p 1/ \4 -
1) ^l -
1
- 2p)^i- 2q + 1 )
+ ^P - 1/ \4 - 1/ + ^P - 1/ \4 - 1) (l
- 2p +ll) (ll 2q + 1)
+ \P
/ \4/ ^^ - 2PC ^l - 24)
z
y así, agrupando los términos convenientemente, se llega a
^P/ \4/ + ^P/ \4/ ^l -
lP)^i- 24) +
V'/ \9/ ^^ -
ZPIZl - 29)
+ l-2p^1\ (^l-1\ _ (1-11 1 + l-2q/l l S((I l-1\ _ /l
1- 1 PI t 4 - 1^ ^ 4 l1 l -1 l9^ l\P-ll ^
+ ^ 1 1 ^ \4 _ 1/ - \C 4 1 / ^ ^ V^ - 1/ _ \l P 1 / ^
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Nota. Se puede obtener una prueba más directa del teorema anterior que se
basa en los siguientes hechos:




^bi-^ + l-1 _
p-i^4'-j pi,j^
Iterando se obtiene que
T
c-i






Bl = Al - Alrp rp r,p-1 ^
_ ^ r 1-r-1
i^ i p-i
Entonces, es fácil ver que, para cualquier r< l, tenemos






Cl P 1/ - ^P - 1/
1\
^
lo que completa la a^irmación.
Nótese que los resultados anteriores implican que Bl es simétrica y que
b^ = b^_p,l_q, para cualesquiera 0 < p, q< l.
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5.2 Valores extremos de la epistasis normali-
zada
Como ;ya se ha indica.do, para cualquier función de ajuste f, valuada positiva,
sobre c;adenas binarias de longitud l,
o^^*(f)<1- 1- c - Zc-i •
En este epígrafe nos proponemos analizar con un poco más de detalle esos
valore:^ extremos, en el caso particular en el que la función de ajuste sea
una función de peso. Por lo que respecta al valor máximo, también hemos
apunt^^,do ya (ver epígrafe 3.3 de esta memoria), que, la función f con vector
asocia^^o
f=^ , J
es tal que ^i ( f) = 1-^, lo que demuestra que el valor máximo de la
epista^is normalizada se alca,nza sobre las funciones de peso.
Es^tudiemos ahora el comportaxniento de este tipo de funciones en cuanto a
la epis^tasis normalizada mínima. Como consecuencia del estudio realizado en
la secc;ión anterior, la expresión de la epistasis normalizada, sobre funciones






expre:^ión que, a su vez, se puede reescribir en la forma
^* f = 1-(l + 1) + 1 l21 IIf I^2 - Z t^^h
t() 2a 2c-i f 2
^^ ^^
y teniendo en cuenta que
c
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(l + 1) 1 H(ho, . . . , hl)












En consecuencia, para hallar los valores extremos de la epistasis normalizada,
será suficiente analizar los de la función H, con la restricción ^ ^ f ^ ^= 1. Para




utilizando el método de los multiplicadores de Lagrange. Ahora bien, las










= 2^h,o - ^ boqhq = 0
q=1




= Zí^hl - ^ blPlhP = O
P^
l




ihP - bpqhq = 0
9^
q^P
5.2. VALORES EXTREMOS DE LA EPISTASIS NORMALIZADA 99
no son _más que los autovectores hEIEgl+i asociados a los autovalores de la
matriz Bl cuyos elementos b^, verifica,n, para cualesquiera p, q tales que 0<
p^ q Ĉ ^^^
bl = ^^ .
P4 (^)
(Nosotros estamos interesados en aquellos autovectores con componentes
hti > 0,, di.)
Paa^a obtener los autova,lores de esta matriz BZ nos será de utilidad el
siguiente resultado:
^
Lema 5.5.- Parn cualquier enterv positivo l, se verifica Bi = 21B^.
---2 ^





- ^b` b^pk kq
k^
^ \k/ \9/ \1 + (l - 2p)^ l
- 2k) / \1 + (l - 2k ^(l - 2q)1
l




+ (l \ r, k2 ( l14 (l - 2P) ^^ - 2q)
^4^ k^' lk J ^a
Ahor^^, utilizando que
t
^ k l = l2c-i
^k^
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y que
i
^ ^2 l = l(l + 1)2i-a
^^ ^
un sencillo cálculo muestra que:
a
^P4 2` \4/ \ 1 +






Este lema implica, en particular que los autovalores de Bl son 0 y 2l. En
^
e_fecto, si vE IEgl+i es un autovector, asociado al autova,lor a de B^, es decir,
Blv = av, entonces
^
2^av =2lBlv =Bi v =a2v,
y por tanto, a debe ser 0 0 2l, como habíamos afirmado.
^
Calculemos áhora el rango de Bl.
^
Lema 5.6.- Para cualquier ente^ro positivo l, rang(Bl) = 2.
Demostración.- En primer lugar nótese que, de la relación existente entre^
los ele_mentos de la matriz Bl y los de la matriz Bl, se sigue directamente que
rang (Bl )= rang ( Bl ). Además, para cualesquiera 0 < p, q< l,
bc = l l 1+ (l-2p)(l-2q)
^ p q l
= l(1-p) l(l+l-Z )+
l p l l 1+ (l-2)(l-2q)
p
q




con ap = (p) (1 - p) y^3p = (p) p , lo que prueba que rang(Bl) = 2. q
Si denotamos por Wó y Wi los espacios de autovectores _en Il^l+i co-
rrespondientes a los autovalores 0 y 2l, respectivamente, de Bl, enton_ces
II^^+1 = Wó ® Wl, y como Wó = ker( Bl), respectivamente Wi = Im( Bl),
entonces es claro que dim( Wó )= l- 1 y dim ( Wi )= 2. Además, nosotros
tenemos:
Proposición 5.7.- Los vector^es
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/ l 1 ^-^^ - ^^ 1
vi = ^ Yv2=
I
consti^tuyen una base parn Wi .
Demostración.- Como vl y v2 son linealmente independientes, será su-
ficiente demostrar que son elementos de Wi . En efecto:
Bv = l b l- = l l 1+ (l-Zp)(l-2q) l-( N l 1)p ^ 1^9 ( q) ^ l ( Q)
q^ q^ Q
= c l 12+1-2 l+ l l 6 -31-1 l l 2-4p^ ( p ) ^q ( p )+^^ l
^ q ^ q ^ q9 9 q
2l ( l- p) = 2l (vi )p,
para0<p<l.
Un razonamiento análogo prueba que también v2 E Wi . q
Ahora, podemos probar el siguiente resultado:
Pro^^osición 5.8.- Sea f una función de peso, valuada positiva. Entonces,
f tiene epistasis ce^ro si, y sólo si, su vector asociado fli es
lhl-^ - (l - 1)hr
h= 2hl_1 - hl
ha-^
con hl < l^ 1 ht_1.
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Demostración.- Será suficiente comprobar que thBlh =2l ^ ^ f ^ ^ 2. Para ello
desarrollamos, en primer lugar, la expresión de ^ ^ f ^ ^ 2:
l l
^ ((l - p)ha-i - (l - p - 1)hl)z
p^ p
h? l2 l l- 2l l l l 2 lc i ^ ^p +^p
p^ p p^ p p^ p
+h2 1-12 c l-21-1 l l l 2 lt ( ) ^ ( )^p +^p





ll-1 l l+ 1-21 l l l 2 l( )^ ( )^p -^^p
p^ p p^ p p^ p
ll(l+ 1) a ll2 - 31+4 ll(1 -l)
2 4 + hc 2 4 + hl-i hl 2 2
c i
thBlh




^ bpp (( l - p)ht-i - (l - p - 1)hl)z
p=fl
l
+ ^ bpq ((l






^ bpp^l - p)2 +^ bpy(l - p)(l - 4')
p^ p^
l l
+h? ^ bpp(l p- 1)2 + ^ bpq (l - p- 1)(l - q- 1)
p=0 p,4'
p^9
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a






Por ta:nto, para demostrar la proposición bastasá comparar los coeficientes
de hi ^., hi Y htht-i en ^^f ^^2 Y en thBjh.
El ^^eficiente de hi 1 en thBlh es:
c t
^> b^(l - p)2 +^ b^(l - p)(l - q)
^^^ P,4
pí^l
`^ l 2 l_ 2 1 (l - 2p)2
^^ p ( p) + l
^,^
'F y^ \P^ \4^




Si fija^nos el término p-ésimo, entonces:
1 l
_ ^ p (l - p)F^r
P^
/ z t /
^^ - \p/ ^l - P) I 1 + ^l -l2p) / +
^
\4/ ^^ - 4) 1 1 +
^ ^
Pí{9
CP/ ^l - p) ^1 + ^l -l2p)2 / + l ^ \9/ - ^ q \4/
Pí{9 p#q
/ /
+^l 12p^ ^ ( l^ ^l2 - 31q+2í^^
^4
P#9
(l - 2P) ^l - 2q)1
l ^
CP/ ^l - P) I 1 + ^^ - l2p) 2 / + l \2` - \P/ / - \Zt 2 - p \P/ /
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+^l l 2p^ I 1221- 3l I 2^ 2
- P (P/ / + 2 C2` l(C 4 1) - pz \P/ //\ \
= 2^^^-p^•
De manera análoga a la anterior, fijando el p-ésimo término de los coeficientes
de h^ (respectivamente de hih1_1), se obtiene
^P/ \ 1 +
^ l - lZP)21 ^ l
_ P _ 1) ^- ^ \4/ \
1 + (l - Zp l(l - 2q> ) ^^
- 9 - 1)l
^
= 2l(l - p - 1)
respectivamente,
z
2 l ^l - PÍ ^l - p - 1 ) ^1 + ^l -l2p) 1J
_Q^ ^li (1 1+^^-Zp^^1-24)l ^^^-P)^^-4- 1)-^(l-4)^1-p- 1 )^4^ \ l I
P^9
= 2l•2(l-p)(1-p-1)
lo que completa la demostración. ^
Nota. Se puede obtener el véctor h de la última proposición de una manera
más sencilla. Basta tener en cuenta que, como se ha indicado ya (ver [25] ),
una función f tiene epistasis cero si, y sólo si,
Ĵ (St-i ^ . .
e-i
So) _^9(2^ si) _^ 9(2^ 0) +^ 9(,7^ 1)•
i^ i^ si^ ^^ s^ =1
En particular; para cualesquiera 0 < i^ j< l- 1
i
f(0 . .. 0 1 0... 0) = 9(z^ 1) + 9^j^ 0) + ^ 9(^^ 0)
^#^,^
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f(0 . .. 0 1 0... 0) = g(j, l) + g(i, 0) -1- ^ g(1^, 0).
k,^i, j
Tal y c:omo se apuntó al comienzo del ca,pítulo, en el caso en el que f sea una
funció^l de peso, tenemos además
Ĵ (sa-i^ . . . , so) = Ĵ (u = ^c(s))
De las dos relaciones anteriores se deduce fácilmente que, si f es una función
con epistasis nula, para cualesquiera 0 < i^ j< l- 1
if(o...010...0) = f(o...o i o...o)
Y
g(2^ 1) - g(i^ o) = 9(j, l) - g(j^ o)
es dec ^ir
9 (z, l ) - 9 (i, 0) = cte = ,Q
parai=0,...1-1.
En consequencia, ei ( f) = 0 equivale a
Ĵ (s) _ .f(u(S)) _ ^(S)^ + Ĵ (0 . . . 0)
y, corr^o f(s) = f(zc(s)) = h.^(3^ con u(s) E{0,1, ..., l}, entonces
hl = l,Q + f (0 . . . 0) y h^-^ _ (l - 1)^ + f (0 . . . 0)
De ello se obtiene que
^ _ (hl - hc-i) Y f (0 . . . 0) = lhc-i - (l - 1)ha•
Y por tanto, para 0< u< l:
hu=u,Q+f.(0...0)=(l-^c)hc-i-(1-u-1)ha
como se quería demostrar. ^
El último resultado de esta sección muestra que los autovectores asocia-
dos al autovalor cero no proporcionan soluciones no negativas:
Proposición 5.9.- Si h= t( ho, ..., hl ) E Wó, entonces al menos una de
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sus componentes es negativa.
Demostración. Si h E Wó, entonces h E ker(Bl) y el sistema homogéneo
Bl h= 0 se reduce a:
y, entonces
q=2
Ahora bien, para todo 2 < q< l,
y en consecuencia,
i
bóo^ + bói hi - abpq h9
q=2
l




hi = - 1 ^(bóobiq - bóibóq)hq•4l
c a c c lb^blq - boi boq = 4q q,
i t
h1=-1 q l hq=- l-1 hq. D
l ^ ^ -- 1
9=2 q 9=2 q
Pa,ra concluír este epígrafe calculasemos explícitamente la epistasis sobre
una función de peso concreta, para la cual analizamos también su decepción.
Nuestro ejemplo se basa en la función que Grefenstette considera en [13]
como muestra de que, a pesar de no ser decepcionante es dificil de optimizar
por un algoritmo genético. Dicha función está definida sobre el intervalo
[0,1], con una codificación binaria por medio de cadenas de longitud l, así:
Ĵ (x)
21+1 si x = 0
x2 en otro caso
En [13] el autor afirma que f no contiene decepción de ningún orden, por
lo que siguiendo la terminología de Vose y Liepins (ver [31] ) es una función
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"fáci.l" para los AG's. Sin embargo, esta función es casi imposible de optimi-
zar. De hecho, Grefenstette a^irma:
". ..Supongamos que ejecutamos un AG estandard sob^e f con una población
de t^zmaño polinomial en l. Si el óptimo no está en la población inicial, prn-
babl^:mente el algoritmo nunca lo encontnzrá. Desde luego, debería crearlo un
cruce afortunado o una mutación múltiple muy afortunada".
1'ara nuestros propósitos, modificaremos la función anterior para conver-
tirla en la función de peso f definida sobre {0,1}l por:
Ĵ (S) = Ĵ(^(S)) _ { 2^+1 si u(s) = 0u(S) 2
tC) si u(s) > 0
Obv^iamente, la dificulta.d para hallar el óptimo global se mantiene. Además,
comprobaremos que f no contiene decepción, mientra que su epistasis es alta.
]?ara determinar el valor de e* ( f) necesitamos calcular thBlh y I I f I I• Aho-
ra b^ien,
t }1^l }1 =
con
y
^ bp4hphq = ^ ^l) (q) 1 + \l - 2p)(l - 2q) hp^4p l
p,4 P^Q
l 2 Z 2
^ \l^hp + l ^ \l^ l - 2p hpp p l
p^ p^
^2 + l^2
b= l ^ h = 2c+i + 1^ c 2_ 2t-2 9l + 1
^ ^p^ p l2 ^ ^p^ p l
p=fl p=^
a 2 i 2 a
^\p) hp l^ p\p^ hp S l3 ^ p3 \p)
p^ p=^ p=^
^_ 2a-2 l+ 3 _ 2c-i 4l - 1
l l
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(En las expresiones anteriores se ha utilizado que ^p^ p2^^} = 21-2(l2 -}- l)
y qUe ^p^ ps ^^} = 2t-3 (l3 + 3l2} ).
Entonces
t^lÍl = S2 + l^2 = 221-4







I I f I I 2 - ^(p) hp - 221+2 + 4^ p4 \p)l
p^ p=1
= 221-^-2 + ^ 21-4 (l4 + 6l3 -}- 3l2 - 21)
l
312-21
_ thBlh _ 6414+4913+2212+1
2l (^f^^2 (21+6+ 1)13+612 +3l - 2'




crece a medida que l aumenta.
La tabla siguiente refleja algunos va,lores concretos de la epistasis de la
función f :
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Por lo c^ue respecta al análisis de su decepción, se puede comprobar fácilmente
que esta función no contiene decepción.
En ^efecto, siguiendo la definición debida a Whitley, (ver ca,pítulo 3), con-
siderarc^mos dos particiones P y P' de esquemas, tales que P sea de mayor
orden que P' y además P subsuma a P'. Para fijar ideas, denotasemos por
r y t los órdenes respectivos de P y P'. Entonces, podemos representar, sin
pérdid^^ de generalidad, P y P' por:
P = . . . . "#. .#0. .0, ^. #0. .01,..., #...# 1.
t t t
^^ ^^ ^^o...o, #...#^...o^,..., #...#^...^0 0 ^0 01  1 .1
r
El esquema ganador de P(respectiva,mente de P' ) es ^...# 0Ó(respec-
t r







2a+i + (t-T) 1
1 l2
2 rl-r
.+...+ i f(#... j^ 21...2r ^
Z
r
^^^para cu.alesquiera il, ..., ir E {0,1}r , con i1. .. iT ^ 0... 0. De hecho, el
r
esquem,^ #...# 1^1 sería el caso más desfavorable a considerar en la
r
^1




_ -- f (0 . . . 0 1^~) + (` ir)f (0 . . . O1 1. . .1 ^- . . . -{.. Ĵ (1. . .1 1. . .1l r
_ 1 r 2 l_r r+ 1 2 l 2
l--r ^ll +( i ) -}-...+ -l l
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r
1
^ (1 + (l ^r^ .^ . . . -f- ^i-^^^ = 1 2i-r ^ Ĵ (# . . . ^ 0 . . . 0l-r l-r
De todo lo anterior, podemos concluir que el esquema ganador de cualquier
par de particiones en competición tiene los mismos bits definidos, por lo que
f no contiene decepción de ningún orden.
5.3 Funciones de peso en alfabetos ternarios
Para finalizar este capítulo, nos proponemos generalizar los resultados obte-
nidos en las dos secciones anteriores, abarcando el estudio de las funciones
de peso aplicadas a cromosomas no binarios. En este ámbito, una función
de peso, definida sobre SZn ={0,1, ..., n- 1}l, se caracteriza porque el valor
sobre una cadena s E SZn será el mismo que sobre cualquier otra obtenida
de s por una permutación entre sus "bits" componentes. A1 igual que en
el caso binario, se produce un decremento en el número máximo de valores
distintos que una función de peso puede tomar, puesto que de un total de nl
posibles valores en el caso arbitrario, nos encontramos ahora con un máximo
de C1Z(n, l) _(n+i-1^ va,lores distintos.
El estudio que abordamos a continuación, se restringe al caso n= 3,
debido fundamentalmente a la complejidad que adquiere la formulación de
los resultados que se obtienen.
Comencemos denotando por ^ una permutación de orden l sobre SZ3 =
{0,1, 2}^, i.e.:
^ ^ ^3 ^ ^3
S = Sl-1 ... Sp H Q(S} = S^1_1 ... S^
con io, ... i1_1 E{0, 1, 2} distintos entre si.
Entonces, si f: S23 --^ IIS, es una función de peso, se tiene que f(s)
f(^(s)), (para todo ^). Por ejemplo, si l= 4, y s= 0122, entonces
f (s) = f (0212) = f (0221) = f (1022) = f (1202)
= f (1220) = f (2012) = f (2021) = f (2102)
= f (2120) = f (2201} = f (2210).
5.3. F'UNCIONES DE PESO EN ALFABETOS TERNARIOS 111
En ger^eral, una función f definida sobre SZ3, podrá tomar, a lo sumo,
valore^; distintos.




h= Ĵ (0 ... O11) E IEg(^i2)
f (0 . . . 012)
\1+21c
^ f (2 . . . 222) J
asociacío a la función f, y que la determina completamente. Las componentes
de h la^s denotaremos por ho, hi, ..., hm, con m=(li2) - 1.
En lo que sigue, nos proponemos obtener, en primer lugar, la expresión de
una m^^triz B3,1, con la propiedad tfG3,lf = thB3,lh, para lo cual, definimos in-
ductiv^^mente, para cualquier entero positivo l, la matriz 3^ x m-dimensional,
Al, asf:
Al-1 ^l-1 ^l-1 AI-2 Ol-2 ^l-2
^c-i Ai-i ^t-i ^ Ai-i = Ot 2 Al 2 ^t-a














* A1 es la matriz identidad 3-dimensional, y la matriz A^^ i es 3l-i x
dimensional. Además, para todo 1 < j < l- 1,
A^) _^
^
r^.1 0•••0 0 0
0 0•••0 1 0
0 0 ••• 0 0 1•  •0  
(m
)
* O^_i denota la matriz nula, 3l-i x l-dimensional; Ol_i es el vector nulo de
I^3`-^, ^- O^^ i es la matriz nula, 3l-i x i-dimensional.
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Un cálculo tedioso, auñque no difícil, muestra que f= Alh. De esta rela-
ción, se sigue entonces que B3,1 = tAlG3,lAl, (lo que, en particular, significa
que B3,1 es una matriz cuadrada de dimensión C^Z(3, l) ).
Para p_oder describir explicitamente los elementos (b3,1)^q de B3,1, denote-
mos por Ol la matriz nula, CR(3, l) x (l ^- 1)-dimensional, y reescribamos
Al en la forma:
Aa-i ^t-i ^t-i ^ Ic^t^,c-i) ^a-i
i
^c-i At-i ^l-iAl = ^l ^CR(3,l)-2
N N^ ^




= Oc-i Ac-i ^a-i Yc^
^
^c-i ^i-i Ai-i
donde, las submatrices situadas en la diagonal de Yl son las matrices identi-
^
/^/ N
dad de dimensiones CR( 3, l-1) y C1Z ( 3, l)- 2; y Ol _ 1 y Ol denotan los vectores
de II^c^t(3,1-1> y IEBc^t(3,l)-2, respectivamente, con todas sus componentes nulas.
Ahora, empleando la fórmula de inducción dada en el lema 4.2 para n= 3,
se tiene que
B3,1 = B3^1 ^- B3^1





2 tAl-lU3,l-lAl-1 - tAl-lU3,l-lAl_1 -tAl-1U3,l-lAl-1
- tAi-iU3,l-lAl-1 2 tAi-iUs,t-iAi-i
-tAi-iUs,a-iAi-i Yi^














Para hallar la matriz B3^1 haremos uso del siguiente resultado:
Yl.
Lema 5.9.- Para cualquier ente^ positivo l, se define
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Cl = (c^q) = tAlU3,^A1.
Entonce,s, par^a cualesquier^a 0< p, q< CR(3, l) - 1, se verifica
_ l k l s
^ k r s t '
con 1^, r, s, t E 1^Y tales que:
1.0<k:,r,s,t<l,
2 k 2 1 -I- r= p, s 321 -}- t= q, siendo k(r^espectivamente s) el mayor ente^ro
que sati^sface k 2 1 < p, (^espectivamente 3 2 1 < q).
Demositración.- Argumentemos por inducción en l. Para l= 1, la matriz
A1 es la matriz identidad tres dimensional y, en consecuencia, la afirmación
es cierta^. Supongamos que lo es también para las longitudes 1, 2, ..., l- 1
y comprobémosla para la longitud l. Para ello, introducimos los vectores de
^CR(3,l) y ^CR(3,1+1)-2
twt
((a)(o) (^)(o) (,)(^)^(2)(0) ,C)(o)^ .(^)(;))
\ \o/ \o/ ^ o, \^/ \o/' \^/ \^/ ' ^' \^/ \a) • ... .o , (^) (a) ,. .. , \^/ \^/ /
Entonce^s, se verifica que Cl = tAlU3,lAl es:
t.Ar-i t^a-i t^^-i











tVl-1 twl-1 twl-1 ) Yl
wi-i
Ai-i Da-i ^i-i








l ( vl-1wl-1wt-i )






t^l-1 t^l kR(3,l)-2 ^
rl-1 l ( 1^0I ^0^ -1 l (0l
ll l i l\QI + ll 01l \Q!
\l lil `^ll + 11011 \OUI
( l-1 l (2l2 /\0^ i 1 1 I `Oll-1 l r 1 l








Denotemos ahora por Cl_1 y Cl_l las matrices tAl_lU3,l_1Ai_1 y tAi-1i73,i-1Ai-1























-va-i twl-i -va-i twi-i
2wt-i twt-i -wt-i twt-i Yt
-wt-i twc-i Zwl-i twi-i









+ tY^ -wi-i (tpa ^ -twt-i ^t wa-i ) Yt
wt-i
_ (B3^1^1 + (B3^1^2 + (B3^1^3.
Ahora bien,







tpl ^(;R(3,l)-2 )( Vl-1wa-i^pl
\C Z 1/ \^/ - \2 - 1) (Z .7 1/ \z/
^.í/ l - ^i + j
^ l z 1^ ^z/ ^2^ ^2/ C ^ Z
y que
\l ^ 1/ \^ - 1/ - \l/ ^7/ ^ l l ^
)
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el vector anterior es:
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De manera análoga, utilizando que
C l z 1/ \J^/ _ \z - 1/ ^.7 - 1/ \z/ \9/ l l -7
C` 2 1) (^) (z) (^) ` ^ Z
- \l ' 1/ \.7 - 1/ \^/ \77/ ( ^^ ) ^
respectivaxnente
Cl 7 1/ \,7 ^ 1/ -\l 7 1/ \^/
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respectivaxnente
\k/ (r) 2r^ k
1
Como consecuencia de todo lo anterior,
B' = (b'( 3,i! )1 \ P4^ 1
(B3,^!)2
- \b1^9,21
B' = (b'^ 3,l)3 \ ^1,3
- ( (k) (r) (S) (t) (l
- 2k + r^ (l - 2s + t)
2
- \ \^/ \^T / \S/ \t) ^l - k - r^z l - s - t^ /
- \ \^/ \^/ \S/ \t) ^k - 2r^ (s
- 2t) /
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con k, r, s, t E ^1 tales que:
1.0<k;,r,s,t<l,
2 k k2 1^ + r = p, y s 32 1 -}- t= q, siendo l^ (respectivamente s) el mayor
entero c^ue satisface k k2 1< p, (respectivamente s 32 1< q)
Manteniendo estas notaciones, se deduce claramente:
Propo:>ición 5.10.- Para cualesquiera 0< p, q< CR(3, l) - 1, se verifz-
ca:
B3,1 - ((^3,1)1x1^
_ (l) (k) (l) (s) (1-2k-^r)(l-2s+t)-^(l-k-r)(l-s-t)-{-(k-2r)(s-2t)
k r s t( l2 )'C
Demos,tración: Se sigue directamente de las expresiones de (B3^1)1, (B3^1)2,
Y (B3,1)3. q
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Para obtener la expresión explícita de la matriz B3,1, consideremos las
matrices
B3,1-1 = ((b3,1-1)Pq) = tAl-1G3,l-lAl-1^
_ ^_
tB3,1-1 = (b3,1-1)P4 Al-1G3^l-lAl-1-
y denotemos por ^c y r^, respectiva,mente, a C7Z(3, l- 1) - 1 y C^Z(3, l) - 3,
entonces nosotros tenemos:
Proposición 5.11: Las componentes (b^3^1)^, de la matriz B3^1 están de-
terminadas por:
1• (^3^1)00 = (b3,1-1)00^ (^3,1)O1 = (b3,1-1)O1 + (b3,1-1)00^
N N




(^3,1)1,^+2 = (b3,1-1) lr^ + (b3,1-1)Or^^ (^3,1)^7+2,r^+2 = (b3,1-1)^i
,2. si 2 < q< µ, entonces
\b3,1)Oq = (b3,1-1)O,q + (b3,1-1)O,q-1 + (b3,1-1)O,q-2i
(b3,1)1,9 - (b3,1-1) l,q + (63,1-1) l,q-1 + (b3,1-1) l,q-2
N A/
+(b3,1-1)q,0 + (b3,1-1)O,q-1 + (b3,1-1)O,q-2
3. si ^C < q< r^ + 1, entonces
(b3,1)Oq = (b3,1-1)O,q-1 + (b3,1-1)O,q-2i
(b3,1) lq = (b3,1-1) l,q-1 + (b3,1-1) l,q-2 + (b3,1-1)O,q-1 + (b3,1-1)O,q-2 i
!. si 2< p< µ, entonces
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a)sip<q<µ,
N
^b3,1 ^F4 - ^b3,1-1 ^pq + ^63,1-1 ^p,q-1 + ^b3,1-1 ^p^9-2
+^b3,1-l^q,p-1 + ^b3,1-l^q,p-2 + ^b3,1-l^p-l,q-1
^ ^
+^b3,1-l^p-l,q-2 + ^b3,1-1^p-2,q-1 + ^b3,1-1^p-2,q-2









+^b3,1-l^p-l,q-2 + ^b3,1-1^p-2,q-1 + ^b3,1-1^p-2,q-2i
N
N N
^b3,l^p^^1-^2 = ^b3,1-l^p,^l + lb3,l-l^p-l,r^ + ^b$,l-l^p-2,^^
5. a) si: µ< p< q< r^ -}- 1, entonces
N
N N
^b3,l^pq - ^b3,1-l^p-l,q-1 +' ^b3,1-1 Ĵp-l,q-2
N
+^b3,1-1^p-2,q-1 + ^b3,1-1 Ĵp-2,q-2i
b) si µ< p< r^ -}- 1, entonces
N
^b3,l^p^^1-1-2 = ^b3,1-l^p-l,r^ + ^b3,1-1^.
Demo^stración.- Para comprobar la veracidad de las relaciones anteriores,
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B_ 3,1-1 B_ 3,1-1
^^ N
B3,1-1 B3,1-1
donde OaQ denota la matriz nula de dimensión (C7Z(3, l- 1) x C7Z(3, l) - 2)
y Oa, (respectivamente Op) es la matriz cuadrada C1Z(3, l- 1)-dimensional
(respectivainente (C1Z(3, l) - 2)-dimensional), con todas sus componentes nu-
las. Entonces un cálculo directo sobre dichas expresiones prueba la proposi-
ción. q
De los resultados anteriores y del hecho de que B3,1 = B3,c + B3,1, se sigue
trivialmente:
Corolario 5.12.- Las componentes (b3,1)^ de la matriz B3,1 están deter-
minadas por:
1.
(bs,i )oo = (bs,^ )^+2,,^+2 = 1 -^ 2l
(b3,1)oi = 2l(l - 1)^ (bs,i)o,^+2 = 1 - l;
(b3,c)ii
(bs,a ) i,^+2
_ (b3,1-i ) ii + 2(b3,i-i ) oi -^ (b3,c-i )oo + (l - 2)2 + (l - 1)2 + 1,
_ (b3,c-i ) iµ ^- (bs,c-i )oµ - l ^
2 si q= S S2 1 -}- t, con s, t E N` , tales que 1 < s, t < l, entonces
a^ si 2 < q<^c, entonces
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l s (2l - 3s)
(b3,l.Í0q = (b3,1-1)Oq + (b3,1-1)O,q-1 + (b3,1-1)O,q-2 + S t l
b) si µ<: q<^+ 1, entonces
3. (con las mismas notaciones que en el punto 2)
a) si 2 < q< µ, entonces
(b3,1) lq
^ l s (2l - 3s)
(b3,1)Oq = (b3,1-1)O,q-1 + (b3,1-1)O,q-2 + s t l ^




Cil(^l ^ (l-2)(l-2s+t)+(l ^ 1)(l-s-t)+( S -zt) 1
s)^l ^
b) si µ < q<^+ 1, entonces
1b3,^ )14
N ^^
_ (b3,1-1)l,q-1 + (b3,1-1)l,q-2 + (b3,1-1)O,q-1 + (b3,1-1)O,q-2
+
(cl(^l( (l-2)(l-2s+t)+(l ^ i)(l-s-t)+(s-2t) 1
s^l^l^ ^
,^. si 2< p< µ, p= k k2 1 -^ r, con k, r E N` , tales que 1 < l^, r< l, entonces
a) si p< q< µ, entonces
(b3,1:)pq = (b3,1-1)pq + (63,1-1)p^4-1 + \b3,1-1)p,9-2 + (b3,1-1)9,p-1
_ ^_
+(^^3,1-1)q,p-2 + ( b3,1-1)p-l,q-1 + (b3,1-1)p-l,q-2 + (b3,1-1)p-2,q-1
+ ^^ . -1 r l l (k l ( l l rs l (l-2k+r)(1-2s-}-t)-^(l-k-r)(l-s-t)+(k-2r)(s-2t)1 ,
(^3l )p-2,9-2 + \kl \rl \sl \tl ( l2 J ^
b) si µ. < q<^+ 1, entonces
_ _ ^_
(b3,1)pq = (b3,1-1)p^q-1 + (b3,1-1)p,q-2 + (b3^1-1)p-l,q-1
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+(b3,1-1)p-l,q-2 + (b3,1-1)p-2,q-1 + (b3,1-1)p-2,q-2
+(l) (k) (l) (s) (1-2k-}-r)(l-2s+t)-}-(l-k 2r)(l-s-t)-^(k-2r)(s-2t)1
k r s t ( l J
l 1^ (3r - l)
(b3,1)p:^7+2 = (b3,1-1)p,^7 + (b3,1-1)p-l,r^ + (b3,1-1)p-Z,r! + l^
r l
5. si µ< p< r^ -^ 1, (con las mismas notaciones que en el punto .^Ĵ ,
a) si p < q< r^ ^- 1, entonces
(b3,1)pq = (b3,1-1)p-l,q-1 + (b3,1-1)p-l,q-2 + (b3,1-1)p-2,q-1 + (b3,1-1)p-2,q-2
+(1) (k) (1) (s) ^ (l,-2k+r)(l-2s+t)^-(l-k 2 r)(l-s-t)+(k-2r)(s-2t) ^
k r s t l
b/ (b3,1)p,r1+2 - (b3,1-1)p-l,r^ + (b3,1-1)p-2,^ + \kl lrl 3rl l '
Ahora podemos probar:
Teorema 5.13.- Para cualesquiera 0< p, q< C7Z(3, l) - 1, el elemento
(b3,1)p,q de la matriz B3,1 está dado por
_ ( l l (k l ( l l (s l ^ (l-2k+r)(1-2s-}-t)+(l-k-r)(l-s-t)+(k-2r)(s-2t)1
(b3,1)p,4 - \kl \rl \s/ \tl 1 + l J ^
donde, ^, r, S, t E 1^, COn ^ ^^, r, S, t^ l, SOn tales que k^k2 1 -Í- r= p, 2^ f
S^S+1) + t= q, siendo 1^ (r^espectivamente sĴ el mayor ente^ que satisface2 .
k^ 2 1^ < p, (r^espectivamente 5^32 1 < q^
Demostración.- Para (b3,1)o0^ (bs,t)oi^ (bs,a)o,n+2 Y (b3,t)n+2,n+2 la compro-
bación es directa de las expresiones del corolario anterior. Para (b3,t)11 Y
(bs,c)i,n+2 argumentando por inducción en l, se llega, de una manera sencilla,
a la expresión requerida.
Para los demás elementos de la matriz, la comprobación se realiza si-
guiendo también un razonamiento por inducción en l. en cada uno de los
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distintos casos„ Como la técnica es larga, pero no complicada, desarrollare-
mos sólo los c^^lculos sobre los elementos de la primera fila de B3,1 restantes,
i.e., los ( b3,1)oq con q> 2. (Nótese que esto, en particular, implica que
1^ = r= 0). Comenzaremos suponiendo además que q< µ. Entonces, para
l= 1; (b3,1)o2 = 0, y la afirmación es cierta. Supongámosla cierta para las
longitudes 1, 2, ..., l- 1, y comprobémosla para l.
Para ello, fijado q = s 321 + t, distinguiremos tres casos, según los valores
det(t=s,t=0yt^s,0).
i) q= 3^32 1^+ s, ( i.e.: t= s), entonces q-1 = 3 32 1+(s -1) y(b3,1_1)o,q_1 =
^
0.2 Además, ( bs,t-i)o,q-2 = (b3,1-1)o,q, con q=(q-2)-(s-1) = 3 21s-}-(s-1).
Entonces, por el corolario anterior,
l s (2l - 3s)(b3,^)oq = (bs,c-i)o,q + (b3,i-i)o,q +
s t l
Utilizando^ ahora la hipótesis de inducción en l,
l-1 (21-3s-1)+ l-1 (21-3s+2)+ l (21-3s)(b3'l)oq = s s- 1 s l
l
= s (21-3s+1)
- l 0 l s l+l(l-s)+l(l-2s)
0 0 s s l '
s s-^ 1 ^ - ( ^ii) q= 2, ( i.e.: t= 0), entonces, ( bs,^-i)o,q-i =(b3,1-i)o,q^ con q_ s 2i 3
y(b3,1_1)o,q_2 = 0. De nuevo; utilizando el corolario anterior y la hipótesis de
inducción en l, se tiene
(b3,1)oq = l (2l - 3s + 1);
s
iii S 3+1 + t con t _,C, s 0; entonces, b,_ b con ^) ^! = 2 ^ T ^ ( 3l 1)o,q-1 = ( 3,1-1)o,q^ q =
2 L.as columnas de la matriz B3,^_ 1 situadas en las posiciones ^s+l ^Z 3+2) -1 (con s>_ 1)
son n.ulas
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..
^S 21 S-f- t Y (b3,i-i)o,q=2 = (b3,c-i)o,q donde q= 3 21 3 +(t - 1) = q- l.
Entonces, al igual que antes, el corolario 5.12, junto con la hipótesis de
inducción, conducen a:
(b3.1)oq = (b3,1-1)O,q-1 + (b3,1-1)o,q + (b3,1-1)o,q-1 +
l S (2l - 3s)
s t l
- l-1 s (21-3s-1)+ l-1 s-1 (21-3s+2)
s t s-1 t
+ l- 1 s- 1(21-3s+2)-}- l s (21-3s)
s-1 t-1 s t l
= ( ŝ l l t l (21-3s+ 1 ),
\/\/
como queríamos.
Sea ahora µ< q< r^ + 1. (Entonces, l> 2, y q= l l21 + t, con 0<
t< l- 1) . De nuevo usaremos un argumento por inducción en l. Si l= 2,
como µ= 2 y r^ = 4, ( b3,2) 03 =-1 Y( b3,2 ) 04 =- 2, que verifican la fórmula
requerida.
Supongamos la afirmación cierta para las longitudes 2, 3, ..., l- 1, y la
demostraremos para l. El corolario 5.12 afirma que, en este caso,
^
(b3,1)oq = (b3,1-1)o,q-1 + (b3,1-1)o,q-2 t
Pero. (b3,i-^ )o:q-^ _ (b3,c)oq con q = ^l 21^1 +t, y en consecuencia, (b3,1-i )o,q-a =
(b3,^)o^q_l. Entonces,
( b3, l ) oq
- (b3'l)Oq + (b3'l)O'q-1 - Z
t
- l-1 + l-1 (2-l)- l
t t-1 t
= l (1 - l),
t
lo que completa la demostración para los elementos de la primera fila de B3,1.
0
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Valores extremos de la epistasis normalizada
Como se ha demostrado en el ca,pítulo anterior, pasa cualquier función de
ajuste f, va,luada positiva, sobre cadenas ternarias de longitud l,
1
0 ^ ^ŝ,i(Ĵ ) Ĉ 1
- 3i-^'
A contin.uación analizaremos, con un poco más de detenimiento, estos
va,lores extrE;mos de la epistasis normalizada sobre las funciones de peso.
Por lo qlze respecta al valor máximo, el teorema 4.13 del epígrafe cuarto
del capítulo anterior, caracteriza a las funciones f con epistasis normalizada
máxima; enl;re éstas se encuentran aquellas cuyo vector asociado es
tf = ^,0,...,0, ^0,...,0, ^ ,3 3 3
donde las com onentes no nulas están situadas en las osiciones i 3^ -1 0<P P 2 ^ _
l c
i< 2(es dE;cir, corresponden a las imágenes de las cadenas 0Ó, 1^l y
^
2... 2; de l.o que se deduce que el valor máximo de la epistasis normalizada
se alca,nza ^;obre las funciones de peso.
En cuanto al valor núnimo, desarrollaremos un estudio paralelo al reali-
zado. para ,^,lfabetos binarios, en la sección anterior de este mismo capítulo.
Como G^nsecuencia de los resultados obtenidos, en relación a la matriz
B3,i, deternainada por el teorema 5.13, se puede formular la expresión de la
epistasis normaliza.da en términos de esa matriz así:
* 1 t^s,ih
^3,^(Ĵ) = 1 - 3l
Ilf ^I2
.
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donde 1^, r E I^Y, son tales que 0 < 1^, r< l, con 1^ ^ el mayor natural que verifica
p= k k2 1
-}- r; entonces
= 1( -- (2l +
1) 2 H(ho, . . . , h,^,,,)
+
f )^ŝ ,c 3^ 3l m ( c (k h2
^ \k) \r) P
P^
donde




(2l + 1) l k
- (b3^1)r^ hp - (b3 1)^hphq
^2 k r ,
p^ p,q
p^9
Para obtener los valores extremos de la epistasis normalizada, analizare-
mos los de la función
m
F(^^...,hm^^) = H(^^...,hm) +a l ^ ^p -1
^ 1^ r
p^
empleando el método de los multiplicadores de Lagrange, el cual proporciona










= 2aho - ^(b3,1)oqhq = 0
q=1
l m








= 2^hm - ^ (b3,1)p,.nhp = 0.
p^
cuyas soluciones son los autovectores hE Ii^m+l asociados a los autovalores de
^ ^
la matriz $3,l cuyos elementos ( b3,1)pq verifican, para cualesquiera 0 < p, q<
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m,
^ _ (b3,1)^r
(b3,1)P4 - r l l rkl ^
\kl \r/
con k, r E= I^Y, (0 < k, r< l), y k el mayor natural que verifica p= k 2+1 + r.
Nosotro^, estamos interesados en los autovectores con hti > 0, bi
Para. poder hallar los autovalores de la matriz B3,1, nos serán útiles los
dos sigiúentes resultados:
Lema 5.14.- Para cualesquiern enterns u, v tales que 0<_ u, v< l, si
^u-^ 1 ^
z= 2 + v, se verifican:
m
2) ^ (u) (v) = 3l ^
^^
m m
is;) ^ u (,^) (v) = 2 ^ v (,^) (v) = 2l • 3i-i,
N ^/ N 1/
m m
iii) ^ u2^u^ ^v^ = 2l(2l + 1)31-2^ ^ v2^^^ ^v^ - l(l + 2)3c-2^
m
iv) ^ uv^•^^ ^v^ = l(2l -}- 1)3^-2^
^^
donde m= C^Z(3, l) - 1.
t
l^emostración: i) Como (x -}- 1)l =^(^)x^, en particular,
u^
3l = l l 2u = l l u u
^ u ^ u ^ v
u^ u^ v^
_ l 0 l 1 1
0 0+ 1 0+ 1 +...
l l l l
_.^._ l O _.f._ 1 + . . . -f-- l
_ m l u
^ u v '
^^
Por otra parte, derivando la función cp(x) _(x -^ 1)l, y sustituyendo el valor
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m
^u l u =2l•3t-i
^^ u v





t l u v u ^ 1 t u l 2u
^ u ^ v 2^ u
u^ v^ u^
1 t l u u 1 m Z 2^
2^u u ^ v 2^u u v^
u^ v^ ^^
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Por lo que respecta a las expresiones de iii), la primera de ellas se demuestra
calculando la derivada segunda de la función cp, y va,luándola en x= 2, pues:
l(l - 1)3t-2 = 1
4
t
^ u(u - 1) l 2^`
u^ u
l l
1 u2 l Zu _ u l 2u
4 ^ u ^ u
u^ u^
entonces, sólo resta utilizar ii) en esta última expresión, para obtener la
igualdad deseada.
La segunda e^resión de iii) se obtiene de manera directa con un razona-
u
miento análogo al anterior junto con el hecho de que ^ v2 (v) = u(u+ 1)2u-2.
v^
Por último, iv) se obtiene de la segunda expresión de iii) también de forma
directa.
Lema 5.15.- Par^a todo ente^ro positivo l, se verifica B3,t = 3tB3,^.
^





_ ^ `b3't )p" `b3't )"4
z^
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ahora, al desarrollar la expresión anterior (haciendo uso del teorema 5.13), y
utilizar el lema 5.14, un cálculo largo, pero no dificil, conduce a la igualdad
requer^ida. O
El lema anterior implica que los autovalores de B3,1 son 0 y 3l. (La com-
proba^ción de este hecho es análoga a la realizada en el caso binario en la
sección anterior).
Pa^ra poder describir el espacio de autovectores de B3,1, calculamos a con-
tinuac;ión su rango.
Lem,^^ 5.16.- Para cualquier enter^o positivo l, rang(B3,1) = 3.
Demostración.- De la relación existente entre lo ŝ elementos de las matrices
.. ^
Bs,t y Bs,t, se sigue que rang(B3,1) = rang(B3,i). Además, pasa cualesquiera
0<p,q<_C1Z(3,l)-1,
( b3,1)1^4 - aP(b3,1)04 + ^P(b3^1)14 + 74(b3,1)2q^
con orp, ,Qp, -yq E IIS. En efecto, con las nota,ciones de siempre:
_ ( l (k ( l (s ^1 + (1-2k-^r)(1-2s-^t)-^(l-k-r)(l-s-t)-}-(k-2T)(s-2t)1
(^^3,1)pq
- \k) \r) \s) \t) l J
-: ^^) ^r) (1 - ^) ^s) ^t) (1 + l - 3s)
^^ ^^) ^T) ^ t T ^1) ^s) ^t) (1 -}- (Z-2)(r-2s+t)+(l
^ 1)(a-9-t)+(s-2t)1
+^ ^^) ^k) ĉ (i) ^s) ^t)
(1 + (l-1)(l-2s+t)+(l ^2)(l-s-t)-(s-2t)1
-^ \k) \r) (1 ^) (b3,1 )Oq + C k) \r) ^ l r (b3,1) lq + Ck) lr) Z (b3,^ )29'
A.demás,
(b3,1)00 (b3,1)Ol (b3,1)02
det (b3,1)l0 (b3,1)11 (b3,1)12 = 2712,
(b3,1)20 (b3,1)21 (b3,1)22
lo qize completa la demostración. ^
1+2
^^i denotamos por Wó'l y Wi'l los espacios de autovectores en I[^ i co-
^
rres)^ondientes a los autovalores 0 y 3l, respectivamente, de B3,1, entonces
I!^(1i2) = Wó'l ® Wi'l, y como Wó'^ = ker( B3,1), (resp. Wi'l = Im( B3,1)), en-
tonces es claro que dim(Wó'^) _^ l23 - 2, y dim(Wi'Z) = 3. Ahora, nosotros
tenemos:
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Proposición 5.17.- Los vector^es vi, v2, y v3 defznidos por
t+i
tvi =' i,p,0,-1,-1,-1,-2,-2,-2,-2,...,- (l- 1),...,-(l- 1), ,
tv2 = (0,1, 0, 2,1, 0, 3, 2,1, . . . , 0, l, (l - 1), . . . , 2,1, 0) ,
tv3 =(0, 0,1, 0, l, 2, 0,1, 2, 3, ..., 0,1, 2, ...,(l - 1), l) ,
forman una base para Wi't
Demostración.- Como los tres vectores son claramente linealmente inde-
pendientes, bastará ver que son elementos de Wi'^. Comprobaremos este
hecho para el vector v3 sólamente; un razonamiento similar prueba que los
otros dos vectores están en el espacio Wi'c
Nótese en primer lugar que, si p=^^21+ r, (0 <_ k, r< l ), entonces las
componentes p-ésimas de vi, v2, y v3 son, respectivamente, 1-1^, 1^ - r y r.
Entonces
( ^ _ m ^ ( _ ( ^ l (s1 (l-2k+r)(1-2s-I-t)+(l-k-T)(l-s-t)-}-(k-2r)(s-2t)
lB3^lV3)P - ^ b?^4'lV3)4 - ^ \sl \tJt (1 + l
9^
^ t (S\ ^tl + ^l - 2^ t r) ^
^lt - 2st + tZ) (S) (t)
^l J
l-k-r l s k-2r l s+^ ^ ^ ^(tt - st - t2) (S) (t) + ^ ^ ^ ^(St - 2t2) (S) (t .
utilizando ahora el lema 5.14 se obtiene fácilmente
(B3,1V3)p = 3lr = 3^ (V3)p.
Finalmente, el siguiente resultado caracteriza las funciones de peso sobre
alfabetos ternarios con epistasis mfnima:
Proposición 5.18.- Sea f una función de peso, sobr^e un alfabeto de tr^es
elementos, valuada positiva. Entonces, f tiene epistasis cern si, y sólo si, su
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vectvr asociado h es
h=
^ 2m l ^ h
p^ I^ r p
I
dona!e la componente p-ésima hp de h, con p = ^^2 1 + r, es
hp = (1 -1^)ho -^ (1^ - r)hi -^ rh2.








(1 - k)ho ^- (1^ - r)hi -^ rh2
` (1 - l)ho + lh2
((1 -1^)ho -^- (k - r)hi ^- rh2)Z
ho m l ^(1 _^)a + hi m l ^(^ _ r)2
^ 1^ r ^ I^ r
p^ p^
+h2 m l le r2 + 2^h1
m l ^(1- ^)(^ - r)
^ 1^ r ^ k r
p^ p^
-I-2hoh2 m l ^ (1 -1^)r + 2hih2 m l ^ (k - r)r
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m
^(bs,^)rp ((1 - ^)ho + (1^ - r)hi + rh2)2
P^
+ ^(bs,^)^ ((1 - ^)ho + (^ - r)Itl + rh2) ((1 - s)ho + (s - t)lti + th2)
p,9
p^9
donde la componente q-ésima se ha representado, como siempre, por q=
s 321
+ t, (0 < s, t< l); entonces agrupando los términos de ^ ^ f ^ ^ 2 y de
thB3,lh respecto de los coeficientes de ho, hi, h2, h,ohi, hoh2 y hih2, bastará
comparar dichos coeficientes para demostrar la afirmación establecida.
En particular, el coeficiente de hó en thB3,^h es:
m
^(bs,l)rn(1 - ^)2 + ^(b3,1)^(1 - ^)(1 - s)
p^ p,4
pí^l
- m l 2^ 2 1+ (l-2k+r)2+(l-k-r)2+(k-2r)2 1-^ 2
^ ^^^ ^T^ l ( )
p^
+ ^ ^^^ ^r^ ^s^ ^t^ (1 + (1-2k+r)(a-Zs+t)+(a-r^ ^r)(a-s-t)+(^-ZT)(s-^c)
l (1- ^)(1- s)l4p,
P^9
Fijando su término p-ésimo, utilizando el lema 5.14 y extrayendo factor
común (^) (T) (1 -1^), se obtiene:
(kl `^rl (
1 ^-- (l-2k+r)Z-{-(l-^-r)2+(k-2r)Z 1
(1 - ^)
+ ^ (ŝ) (t) (1 -I- (Z-2^+r)(l-2s+t)+(l-k^r)(l-s-t)-^(k-2r)(s-^t)1 (1- s) = 3l(1- k).
p,9 ` J
p^9
Un razonamiento análogo sirve para comparar los coeficientes de hi, h2,
h,ohl, hoh2 y hih2, lo que completa la demostración. q
Nota. Como sucedía en el caso binario, también aquí se puede obtener
el vector h de la última proposición de una manera más sencilla. Teniendo
en cuenta que, como se ha demostrado ya en el teorema 4.10 del ca,pítulo
anterior (ver también [1?] ), una función f tiene epistasis cero si, y sólo si,
e-i
.f (S1-^^ . . . , sp) _ ^ 9(Z^ Si) _ ^ 9(21^ 0)+ ^ 9(22^ 1)+ ^ 9(23^ 2)
i^ il ^ s{1 ^ i2 ^ si2 =1 i3 ^ st3 =2
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y quE: además en el caso en el que f sea una función de peso, se tiene
l-k r r 1-k
Ĵ (sa--i ^ . . . , so) = h^ = f 0 . . . 0 1. . .1 2 . . . 2 = . . . = f 2 . . . 2 1. . .10 . . . 0 ,
para algún p(^ < p<(l i 2) - 1) .
E,ntonces, se deduce fácilmente que, si f es una función de peso con
epistasis nula, se verifican:
9(z, l) - 9(i, 0) = cte = a,
9(2, 2) - 9(i, 0) = cte =^3,
para i= 0, ... l- 1. En consequencia, ei ( f) = 0 equivale a
Ĵ (s) -- h^ = r,^ -}- (k - r)a -I- Ĵ (^ . . . 0)^
en p.articular,
ho = Ĵ (^ . . . 0)^ hi = a + f (0 . . . 0) Y h2 = Q + Ĵ (^ . . . 0)
Y dE; ello se obtiene que
a = hl-h.oY^=h2-ho
Por tanto, para todo 0 < p< (l l2) - 1:
hp = (1-1^)ho -}- (1^ - r)hi -I- rh2
com^o se quería demostrar. q
:Por lo que respecta a los autovectores asociados al autovalor cero de B3,1,
el último resultado de esta sección muestra que algunas de sus componentes
son negativas, por lo que no son autovectores del tipo requerido.
Proposición 5.19: Si h= t(h,o, ..., hm,) E Wó'l, entonces al menos una
co^raponente es negativa.
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Demostración.- Si h E Wó'c, entonces h E ker(B3,c) y el sistema homo-
géneo B3,ch = 0 se reduce a:
(b3,1)00^ + (b3,1)Olhl + (b3,1)02h2 =
(bs,c)loho + ( b3,c)llhl + (b3,c)12h2 =










que, teniendo en cuenta que, B3,c es simétrica, y que (b3,1)Ol =(b3,1)02,





`(b3,1)00(b3,1)11 - (b3,1)01) (b3,1)1q
q=3
m




+ 1 2 ^ ^(b3^^)O1 - lb3,l)12(b3^1)^) (b3^1)2927l q^
Pero, como para todo l, se verifican:
entonces
(b3,c)oo(bs,c)11 - (bs,c)ól = 3l(l + 2)^
(bs,c)ol ((bs,c)12 - (b3,c)11) = 3l(l - 1),
(b3,1)O1 - (b3,1)12(b3,1)o0 = 6l2(1 - l)i
hl
m
- 2 (S-t) l S hq^
l ^ s t9=3
y
con lo que finaliza la demostración. q
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