Quasi-Monte Carlo sequences have been shown to provide accurate option price approximations for a variety of options. In this paper, we apply quasi-Monte Carlo sequences in a duality approach to value American options. We compare the results using different low discrepancy sequences and estimate error bounds and computational effort. The results demonstrate the value of sequences using expansions of irrationals.
Introduction
Due to the absence of analytical solutions for many securities, Monte Carlo simulation has been widely applied in the pricing of financial derivatives since Boyle [1977] introduced Monte Carlo simulation methods into asset pricing. Many others have explored Monte Carlo methods for various pricing applications (see Glasserman [2004] ). Tilley [1993] , for example, applied simulation to the pricing of American options, which can be particularly difficult to evaluate because of the path dependence of early exercise.
While classical Monte Carlo methods apply quite broadly, they have, however, several disadvantages for the numerical integration used in option pricing. In particular, they yield only probabilistic error bounds and have errors that decrease only according to the square root of the number of samples. On the other hand, Niederreiter [1992] and others have shown that the uniformity of the samples over the integral domain may be useful in obtaining other bounds. A measure, known as the discrepancy, can be reduced by selecting deterministic sequences (also called low-discrepancy sequences). The use of low-discrepancy sequences instead of pseudo random sequences is called the quasi-Monte Carlo method. Birge [1994] proposed an early quasi-Monte Carlo approach to option pricing and demonstrated improved estimates in simple options. In 1995, Paskov and Traub [1995] compared low-discrepancy methods (Halton [1960] , Sobol' [1967] ) and Monte Carlo (classical and combined with antithetic variates) algorithms on evaluation of financial derivatives, in particular, collateralized mortgage obligations (CMOs). They reported that the Sobol' sequence appeared superior to the other algorithms for the CMO examples. Broadie and Glasserman [1997] Anderson and Broadie [2001] , Rogers [2002] , and Haugh and Kogan [2001] is a particularly promising method that uses Monte Carlo evaluation. In this paper, we apply quasi-Monte Carlo methods into this approach for American option valuation. We use different low-discrepancy sequences (α (alpha), Halton, Faure, Sobol') with quasi-Monte Carlo simulation and compare their performance. The numerical results show that the alpha sequence, which has received little attention in the literature, has good convergence properties and efficient calculation.
We organize this article as follows. In Section 2, we review the quasi-Monte Carlo methods. In Section 3, we discuss how the different low-discrepancy sequences are generated. We then review the duality approach to American option valuation in Section 4. Numerical results and comparisons are given in Section 5, followed by a conclusion in Section 6.
Quasi-Monte Carlo methods
Quasi-Monte Carlo methods are Monte Carlo methods that use quasi-random sequences instead of (pseudo-)random numbers. These quasi-random sequences are also called low-discrepancy se- Carlo approximation is formulated as
where x 1 , . . . , x n follows a low-discrepancy sequence in I s .
In this paper, we use four different kinds of low-discrepancy sequences: α, Halton, Faure and Sobol', and make comparisons on their performance. The generating methods for these sequences are discussed in the next section.
3 Low-discrepancy sequences
We first discuss two constructions of one-dimensional low-discrepancy sequences, as they are fundamental to construct multidimensional low-discrepancy sequences.
One class of one-dimensional low-discrepancy sequences is generated by multiples of irrational numbers. For x ∈ , let x denote the integral part of x, that is, the greatest integer that is less than or equal to x. Let {x} = x − x be the fractional part of x. Note that {x} ∈ [0, 1] always.
For an irrational number α, let S(α) be the sequence x 0 , x 1 , . . . with x n = {nα} for all n ≥ 1.
By a theorem (see, e.g., Kuipers and Niederreiter [1974, page 7] ), the sequence S(α) is uniformly distributed modulo 1.
Another class of one-dimensional low-discrepancy sequences is the van der Corput sequence.
For any integer n ≥ 0, write n into a unique digit expansion in base b as below:
where a i (n) ∈ Z b for all i ≥ 0. Note that for a certain n, only a finite number of a i (n) are nonzero.
thus, we can write Equation (2) as
Next we define the radical-inverse function (Glasserman [2004] ) to be
then, the van der Corput sequence in base b is the sequence
We can now construct high-dimensional low-discrepancy sequences based on the two onedimensional cases discussed above.
α sequences
We construct the α sequence based on {nα}, which is described above. For a given dimension s ≥ 1, let n 1 , . . . , n s be the first s prime numbers; thus, 1, √ n 1 , . . . , √ n s are linearly independent over the rationals. We define the α sequence as the sequence
∈ I s for all n ≥ 1. By a theorem, (see Kuipers and Niederreiter [1974, page 48] ), the α sequence is uniformly distributed in I s .
Halton sequences
Another sequence, which can be obtained by generalizing a van der Corput sequence into high dimensions, is the Halton sequence. For a given dimension s ≥ 1, let b 1 , . . . , b s be the first s prime numbers. We define the Halton sequence as the sequence
I s for all n ≥ 0; so, the dimension i of the Halton sequence is the van der Corput sequence in base
The Halton sequence is acceptably uniform for lower dimensions, up to about s = 10. For higher dimensions, the quality of Halton sequences degrades quickly. In particular, points in successive dimensions are highly correlated. Faure [1986] generalized the Halton sequences by using the same base and permuting the a i (n) in Equation (4).
Faure sequences
The Faure sequence is a generalized Halton sequence. An s-dimensional Faure sequence uses a single base, which is the smallest prime number that is not less than s and not less than 2. Higher dimensions are permutations of the sequence in the first dimension. Given a dimension s, let p be a prime number such that p ≥ s and p ≥ 2. The first dimension of the Faure sequence is the van der Corput sequence in base p. Writing n in base p as
Let . . . , L(n) , where the superscript 1 denotes the first dimension. Now, we produce the other dimensions of the sequence points x 2 n , . . . , x s n by recursion. Assume we already
can be obtained by the formula:
The sequence is then:
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As reported in Galanti and Jung [1997] , the Faure sequence suffers from the same start-up problems as Halton sequences. In practice, it is suggested to discard the first n = (p 4 − 1) points, where p is the base of the Faure sequence (see Bratley and Fox [1988] ).
Sobol' sequences
The Sobol' sequence, like the Faure sequence, is a generalized Halton sequence. All dimensions use the least prime number 2 as the base. The first dimension is a van der Corput sequence in the base 2 and higher dimensions are permutations of the first dimension following the same procedure.
A Sobol' sequence is based on a set of "direction numbers," {v i }, which satisfy:
where the m i are odd positive integers less than 2 i . To obtain m i and v i , we choose a primitive polynomial described in Knuth [1981] :
then we use its coefficients to define a recurrence formula for m i and v i as below:
where ⊕ denotes the bit-by-bit exclusive-or operation such that 
where . . . b 3 b 2 b 1 is the binary representation of n, i.e., n = log 2 n i=1 b i w i . To generate an sdimensional Sobol' sequence, we only need to choose s different primitive polynomials to calculate s different sets of direction numbers. This is Sobol's original method. Antonov and Saleev [1979] provide a revised method using the formula:
where . . . g 3 g 2 g 1 is the binary representation of the Gray code, i.e.,
Equation (11) can then be transformed as
where c is the position of the rightmost zero bit in the binary representation of n, i.e., b c is the rightmost zero bit in . . . b 3 b 2 b 1 .
Duality approach to American option valuation
We wish to explore the effectiveness of the different sequences in a pricing problem that generally requires Monte Carlo evaluation. We choose American options because of their simple characterization yet complex valuation. We use the duality approach because of its reliance on simulation and its promising results.
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The duality approach to the American option problem was first developed independently by Rogers [2002] and Haugh and Kogan [2001] and later followed by Andersen and Broadie [2001] .
Their work provided a 'dual' way to price American options based on simulating the path of the option payoff and judiciously choosing a martingale process (in the case of Haugh and Kogan [2001] , a supermartingale process). As observed by Andersen and Broadie [2001] , "The tightness of the upper bound depends critically on the choice of the (super-)martingale process."
First, we formulate the American option pricing problem. We fix the time horizon T > 0.
Under the assumption that the market is complete, we consider the economy as a probability space
(Ω, F, Q), where Q is the unique risk-neutral measure such that the prices of all derivatives equal the discounted expected value of their payoff. Let Z t denote a d-dimensional standard Brownian motion and let F t be generated by Z t . F t is a filtration, i.e., an increasing sequence of σ-fields. The state of the economy is represented by an F t -adapted Markovian process
i.e., X n ∈ F t for all n.
Let h t = h(X t ) be a nonnegative adapted process representing the payoff of the option and B t be the value at time t of $1 invested at time 0 under the riskfree rate; then, the primal problem, pricing the American option, is Definition 4.1 Let F n be a filtration. If X n is a sequence with
then X is said to be a martingale (with respect to F n ). If, in the last definition = is replaced by ≤, then X is said to be a supermartingale.
For an arbitrary martingale M (t), we define a dual function F (t, M ) as
The dual problem is then to minimize F (t, M ) at time 0 over all martingales M (t). Let U (0) denote the optimal value of the dual problem, so that
Haugh and Kogan [2001] showed that the optimal values of the primal and dual problems coincide, i.e., V (0) = U (0); an upper bound on the American option can be constructed by evaluating the dual function for any supermartingale M (t),
The tightness of the upper bound then depends on the choice of this (super-)martingale.
Numerical results and comparison
We take a simple American option as an example. Consider a standard American put on a single asset in the Black-Scholes model, whose price process is given by
where r is the riskfree rate and σ is the constant volatility. Rogers [2001] suggested that M (t) approximate a component of the discounted price of the American option, in particular, the discounted value of the corresponding European option, started when the option goes in the money.
Starting at t = 0, we define the martingale to be:
where V euro is the Black-Scholes value of the European put.
We use the same parameters values as Rogers [2001] : K = 100, r = 0.06, T = 0.5, σ = 0.4, and 52 equal time-steps for potential exercise points. We compare the performance of a pseudo-random sequence and quasi-random sequences: α, Halton, Faure and Sobol' in the following Table 1 : Simulation prices of standard American puts. S 0 is the initial asset price. The price is based on m = 50 replications with batch size of n = 1000. In previous comparisons of pseudo-and quasi-random methods, a general advantage of quasiMonte Carlo is that estimates are more stable than those from pseudo-random schemes. To observe this behavior here, we consider the standard error over batches of 1000 replications. In large practical Monte Carlo implementations, especially in support of trading operations, computation time for the estimates is also quite important. Table 3 compares the simulation time using different sequences. In these tests, note that the pseudo-random sequence here takes the least time and that the α sequence time averages 36% more time than the pseudo-random sequence time. The α sequence also has significantly faster computation time than the other quasi-random schemes, which are from 4.5 to almost 11 times slower on average than the pseudo-random method.
Figures 1, 2 and 3 compare the relative errors of the prices given by the pseudo-random and 
Conclusions
Our results indicate that the α sequence produces good estimates with low standard error and relatively low computation time. The low standard error estimates indicate that stable and accurate results are generally available in fewer sample iterations than standard Monte Carlo. The low computation times indicate that this improvement is possible with less effort than other quasiMonte Carlo schemes.
Further research will include the exploration of other option pricing problems and the investigation of stopping rules for quasi-Monte Carlo schemes. We believe that the α-sequences hold promise for effective and efficient calculations in a variety of models. We hope to show how to verify these results quickly in practical instances and to provide further evidence of their value in 16 a variety of contexts.
