The maximum likelihood (ML) method achieves an excellent performance for DOA estimation. However, its computational complexity is too high for a multidimensional nonlinear solution search. To address this issue, an improved bee evolutionary genetic algorithm (IBEGA) is applied to maximize the likelihood function for DOA estimation. First, an opposition-based reinforcement learning method is utilized to achieve a better initial population for the BEGA. Second, an improved arithmetic crossover operator is proposed to improve the global searching performance. The experimental results show that the proposed algorithm can reduce the computational complexity of ML DOA estimation significantly without sacrificing the estimation accuracy.
Introduction
Direction-of-arrival (DOA) estimation is not only an important process for many military and civilian applications but also a basic function of certain equipment such as sonar and torpedoes [1] . The performance of estimation precision and speed directly influence the performance of such equipment. This has been a hot research topic for decades, and researchers have proposed some useful methods. In general, these methods can be divided into three types [2] : conventional beamforming (CBF), subspace-based, and maximum likelihood (ML) methods [3] .
The CBF algorithm is the earliest DOA estimation method based on an array and can be traced back to World War II [2, 4] . The algorithm is a natural extension of classical Fourier-based spectral analysis on sensor array data. The angular resolution of the CBF algorithm is limited by the array physical aperture and cannot distinguish between two spatial targets within a beam width, which is called the Rayleigh resolution limit. Therefore, overcoming the limitation imposed by the array physical aperture is an important research direction and promotes the development of spatial spectrum estimation.
The earliest and well-known high-resolution DOA estimation algorithms are multiple-signal classification [5] and the estimation of signal parameters via the rotational invariance technique [6] . They are both representative of subspacebased algorithms. They can achieve simpler but suboptimal solutions, which decompose the observation space into signal and noise subspaces. They are widely known for their good angle estimation performance. However, conventional subspace techniques necessitate the eigenvalue decomposition or singular value decomposition of the covariance matrix to estimate the signal and noise subspaces; thus, a huge computational complexity is presented, particularly when the number of sensors is large such as in large towed sonar arrays.
ML estimation is simple and achieves a good estimation performance, especially in asymptotic estimation [7, 8] . This method is often able to achieve the Cramér-Rao bound (CRB), and this peculiarity is fairly ideal in many DOA estimation tasks, where a high estimation accuracy is required but the signal-to-noise ratios (SNRs) are usually low. The ML estimation algorithm performs well, and it can estimate not only incoherent sources but also coherent sources. However, the likelihood function of the ML estimation algorithm is a multidimensional nonlinear function, which results in a high 2 Mathematical Problems in Engineering computational cost. Thus, reducing the number of calculations has become an urgent problem in the development of ML estimation algorithms.
In past decades, to reduce the computational complexity, many alternative multidimensional searching methods have been proposed [9] [10] [11] , such as the Newton-Gauss method, alternating projection method, space-alternating generalized expectation-maximization method, and method of direction estimation (MODE). Unfortunately, the application of these methods remains restricted due to their drawbacks. In the alternating projection method, the multidimensional search is converted into a unidimensional search; however, the convergence becomes slow when the source number increases. To obtain reliable and accurate estimates, detailed knowledge of the response of the measurement system is required in the space-alternating generalized expectation-maximization method. Meanwhile, the computational complexity is not reduced because of the iteration process. In addition, in most MODE-based methods, an eigendecomposition of the data covariance matrix is still required. Moreover, all MODEbased methods are restricted by a threshold, which is required in the method. The method performs well only when the SNR or snapshot number exceeds the threshold value; otherwise, the performance decreases greatly.
In recent years, intelligent algorithms based on bionics have seen rapid development and have been used widely. Various researchers have attempted to use these algorithms to solve the multidimensional nonlinear searching problem in ML DOA estimation. The genetic algorithm (GA) is one of the most powerful and popular global optimization tools. It is convenient for GA to choose a small population size and a low crossover fraction. However, this algorithm is limited by its precocity and slow convergence when population increased. This limitation may be surpassed by means of the implementation of parallel programming algorithms [12] . To improve the performance of GAs, several modified GAs, such as HeMI, ECG, and PGAs, have been proposed [13] [14] [15] . However, the performances of the improved GAs are not satisfactory when some conditions are changed, such as more inputs, high feature dimensionality, or high computational complexity. With the development of bioinspired computing, increasingly more methods have been proposed and are being used for the DOA estimation optimization problems [16] [17] [18] [19] [20] such as the artificial bee colony (ABC) algorithm, particle swarm optimization (PSO) algorithm, differential evolution (DE) algorithm, and ant colony (ACO) algorithm.
The bee evolutionary genetic algorithm [21, 22] is an improvement on the GA. This technique introduces the excellent evolutionary characteristics of bees to emphasize the importance of the optimum individual in the population evolution and can converge to a global optimal solution quickly. In the BEGA, the optimum individual is selected as a queen bee from the population; then, a crossover operation is performed with each selected individual (drones). To avoid premature convergence, the BEGA introduces a random population, which is used to extend the searching area. The BEGA has been applied in many areas [21, 23, 24] such as the packing problem and layout design. The BEGA is essentially a stochastic search optimization technique and performs well in solving nonlinear global optimal problems, making it possible to solve the computational complexity problem facing ML DOA estimation.
In this paper, we apply bee evolutionary genetic algorithm for ML DOA estimation. First, this paper converts the ML DOA estimation to a problem that the conventional BEGA can solve. This can reduce the computational complexity, but the estimation accuracy is not satisfactory. Therefore, this paper improves upon the conventional BEGA from two respects: the population initialization method and the crossover operator. The improved algorithm is called the IBEGA algorithm. The initial population provides an initial guess of the solutions. A good initial population can increase the convergence speed and lead to high-quality final solutions. An opposition-based reinforcement learning method is utilized to realize this goal. As mentioned above, the BEGA belongs to the GA family, and it is an improvement on the GA. For these types of algorithms, the crossover operator determines the global search performance. Due to the nonsatisfactory estimation accuracy of the conventional BEGA, this paper modifies the arithmetic crossover operator in the conventional BEGA. Finally, this paper conducts some simulations to verify the applicability of the IBEGA algorithm to ML DOA estimation. The simulations contain not only a comparison between the conventional BEGA and IBEGA algorithms but also a comparison among the IBEGA algorithm and other intelligent algorithms such as ABC, DE, and PSO. As a result, the computational complexity of ML DOA estimation can be greatly reduced without a loss of estimation accuracy.
The remainder of this paper is organized as follows. In Section 2, the signal model and ML DOA estimator are reviewed. In Section 3, the conventional BEGA algorithm and the proposed IBEGA algorithm are defined. The simulation results are shown in Section 4, and conclusions are drawn in Section 5.
Signal Model and ML DOA Algorithm
. . Signal Model of Array. Assume that a uniform linear array is composed of elements and that its element gap is . A sketch of the array receiving a signal from a far-field source is as shown in Figure 1 .
Consider a uniform linear array receiving narrowband signals from a far field but ignoring element coupling, Mathematical Problems in Engineering 3 channel and band mismatch, etc. The array output data vector at time is
where ( ) ∈ ×1 is the complex amplitude vector of the source, ( ) ∈ ×1 is a complex vector of additive noise, is the snapshot number, and ( ) is an × -dimensional array manifold matrix:
Here, ( ) is the steering vector:
where
The covariance matrix of the array snapshot data is
where is the signal covariance matrix and is the noise covariance matrix.
In practice, only snapshot data sets are available. Thus, the covariance matrix is instead the sample covariance matrix̂, which iŝ=
where is the number of snapshots.
. . Maximum Likelihood DOA Estimation. Suppose that the first order and second order of the snapshot data satisfy the following conditions:
With (6), (7), and (8), we can know that the joint (conditional) probability density function of the snapshot data sets is
where det{•} is the determinant of the matrix and ‖ • ‖ is the Euclidean norm. The negative logarithm of (9) is
where is a multidimensional nonlinear function of the unknown parameters , 2 , and . The deterministic ML DOA estimation of the unknown parameters 2 and from (10) is
where {•} is the trace of a matrix, ⊥ is the orthogonal projection matrix of the matrix , and + is the pseudoinverse of the matrix .
Substituting (11) and (12) back into (10), we obtain the ML estimation of the parameter :
and is the projection of the matrix .
Grid search is one of the most accurate methods for finding the optima of likelihood functions. Its computational load depends on not only the grid size and searching range that we select but also the number of sources that we want to estimate. We can approximate the computational complexity for calculating the likelihood function over a grid search as follows:
where ( , ) is the searching range, Δ is the number of single DOA calculations, is the distance between each grid point, and is the number of signal sources. Clearly, as the number of signal sources increases, the computational load will increase exponentially, which restricts the application of this approach.
The Proposed Improved BEGA-Based ML DOA Estimation Algorithm
Because the performance of the above-mentioned spectral searching ML DOA estimator is governed by the scanning grid size and the number of searching grids when implementing the high-resolution DOA estimation, the technique is time consuming, and the searching grid is not clear. Therefore, this paper applies the BEGA to maximize the likelihood function of the ML DOA estimator at each iteration. In this section, first, the BEGA is introduced. Then, the ML DOA estimation is converted into a problem that the BEGA can solve. Finally, due to the unsatisfactory estimation accuracy of the conventional BEGA, this paper modifies it from two respects: the population initialization method and the crossover operator.
. . Bee Evolutionary Genetic Algorithm. The bee evolutionary genetic algorithm was proposed by Meng Wei et al. in 2006 [25] . The BEGA is similar to nature in that the queen bee, the fittest individual in a generation, crossbreeds with the other bees selected as parents from the original generation by a selection operator. Simultaneously, a random population is also introduced as parents to extend the searching area. This enhances the exploration of the genetic algorithm. This is an excellent global optimization algorithm and has many advantages such as its low computational load, fast convergence, and small adjustment term. Therefore, it has been widely used to solve various types of optimization problems.
The basic ideas underlying the BEGA algorithm are presented below. First, the algorithm finds the optimal individual of the current population in each iteration. Then, it compares the optimal individual with the queen bee of the last generation, and the winner is selected as the current queen bee. Second, it selects ( /2) individuals from the current population and produces ( /2)(1 − ) new individuals randomly. is the population size, is the selection ratio, with the latter's range being [0, 1]. Third, it obtains the son generation population through the crossover and mutation operators from the queen bee and individuals that are produced in the second step. Fourth, the algorithm finds the optimal individual of the son generation population. If the fitness value of the optimal individual that is found from the son generation population is higher than the fitness value of the queen bee, the entire son generation population is used as the population of the next generation. Otherwise, the worst individual of the son generation population is replaced by the queen bee, and the modified son generation population is used as the population of the next generation.
Based on the above ideas, the main steps of the BEGA algorithm are presented in Figure 2 .
. . Conventional BEGA for ML DOA Estimation. Based on the introduction in Section 3.1, the BEGA can be applied for ML DOA estimation as follows.
(1) Generate an initial population ( ) = [ 1 , 2 , . . . , ], = 0. denotes the current iteration number. Each in ( ) has dimensions, which means that
. The dimension number of each bee is equal to the signal source number that must be estimated. In general, the initial population is generated by a uniform distribution function and can be expressed as follows:
where rand(0, 1) is a random number generated in the interval [0, 1], which obeys a uniform distribution.
(2) Calculate the fitness values of the initial population and find the best individual as the initial queen (0). We define a fitness function equal to the likelihood function of the ML DOA estimation as follows:
]̂} (16) (3) Judge whether the stopping criterion is met. If the criterion is met, stop the iteration and output the result; otherwise, = + 1, and continue. In this paper, the stop criterion uses the maximum iteration number criterion, which makes the judgment by checking whether the iteration number has reached the maximum number.
(4) Select ( /2) individuals from the population ( ). This paper uses 'roulette wheel' selection as the selection operator; a detailed discussion of this selection type can be found in [26] .
(5) Generate ( /2)(1 − ) individuals randomly. The generation method is the same as in Step (1).
(6) ( −1) performs the crossover operation with /2 of the individuals, which are selected from Step (3) and Step (4), to generate the population ( ) = [ , ] . The crossover operator uses the arithmetic crossover operator and can be expressed as follows [27] :
where is the crossover parameter, which is generally set to 0.5.
Apply the mutation operation to the population ( ) to obtain the population ( ) = [ 1 , 2 , . . . , ]. The mutation operator uses the 'Uniform mutation' method, which can be expressed as follows:
(8) Calculate the fitness value of the population ( ) and select an individual as , whose fitness value is the maximum.
(9) If the fitness value of is higher than that of ( − 1), let ( ) = , and the th population ( ) = ( ); otherwise, let ( ) = ( − 1). Simultaneously, the worst individual in ( ) is replaced by ( − 1), and the modified population ( ) is the th population ( ).
(10) Go to Step (3) and start the next iteration.
. . Improvements on Conventional BEGA for ML DOA Estimation. Due to the unsatisfactory estimation accuracy, the conventional BEGA is improved from two aspects: the population initialization method and the crossover operator.
. . . Improved Population Initialization Method. Population initialization is the starting point for population evolution and provides an initial guess of the solutions. Then, these initially guessed solutions are iteratively improved in the course of the optimization process until a stopping criterion is met. Generally, population initialization can affect the convergence speed and quality of the final solution [28] . A good population facilitates the convergence to good solutions, whereas a poor initial population can hinder the convergence.
As described above, (15) represents the common method for population initialization. The method employs pseudorandom number generators (PRNGs) to produce the initial population. The rationale behind this is that PRNGs can generate uniformly distributed samples [29] , and thus, a population initialized using PRNGs tends to cover promising regions (containing global optima or good local optima) of the search space. Because the population size is always limited, the chance for a population to cover promising regions of the search space decreases with increasing range of the search space. Therefore, increasing the chance for a population to cover promising regions of the search space is important.
To obtain a better initial population, this paper utilizes an opposition-based reinforcement learning (OBRL) method [30] to modify the common population initialization method. The OBRL method is a multistep technique that uses a fitness function as a guideline for enhancing the initial population. First, the OBRL method generates a set of points called the original population. The original population can be generated using any initializer technique. Second, some simple heuristic rules are employed to produce another population with the same size in the last step. Finally, a subset of the union of both populations is selected based on their fitness values. Equation (19) shows the heuristic rule that produces an opposite population based on the original population:
where is the opposite individual of in the solution range ( , ).
. . . Improved Crossover Operator. The crossover operator affects the global searching performance of the BEGA. Many researchers proposed new crossover mechanisms to promote the global searching performance of the BEGA. Zhang Qiongbing et al. proposed a new crossover mechanism called Same Adjacency crossover; it solved the optimization problem of variable length path through finding more identical genes and exchange gene fragments between Adjacency points and effectively [31] . Pawel Blazej et al. adapted a crossover operator based position for the most restricted model and developed a new type of crossover operator for the more general models. The method could significantly improve the quality of the solutions in the problem of optimization of the genetic code [32] . Yao-Chen Chuang et al. developed a parallel-structured real-coded genetic algorithm (RCGA) with a direction-based crossover operator, named the RGA-RDD. It provided an excellent ability to solve real-parameter optimization problems, especially for those unsolved multimodal and high-dimensional hybrid functions [33] .
It is important to select the best crossover operator to pass the excellent gene to the next generation. A common crossover operator is given by (17) in Section 3.2. In this crossover operator, determines the availability of the excellent genes. It is generally set to 0.5. However, the fixed value of the parameter cannot fully utilize the excellent genes. Therefore, an adaptive adjustment strategy is needed to set the value of the parameter . In this paper, the fitness value is selected as the judgment standard of the adaptive adjustment strategy. It is used to reflect the degree of excellence of an individual being tested. Good individuals can be considered as individuals whose fitness values are close to queen. Thus, the adaptive adjustment strategy for the parameter can be shown as follows:
In the equation above, is determined by the ratio between the current test point and the current optimal value. By increasing the proportion of outstanding individuals, we can retain more genes carried by excellent individuals.
Simulations
In this section, we demonstrate several numerical simulation results to illustrate the performance of the proposed algorithm. First, comparisons between the conventional BEGA and IBEGA algorithms are shown to verify the effectiveness of the improvements. Second, comparisons among the IBEGA algorithm and other intelligent algorithms are shown to verify the superiority of this paper's algorithm.
In the following simulations, we consider a uniform linear array consisting of = 16 identical sensors, and the received signals are narrow-band signals. The sensors are uniformly placed with a spacing of half a wavelength. The number of snapshots is = 100, and the interval for the DOA is ( , ) = (−90 ∘ , +90 ∘ ). To evaluate the estimation performance of the different algorithms, we take the Root-Mean-Square Error (RMSE) as our metric [34, 35] . The RMSE represents the deviation between the estimated value and the true DOA. A lower RMSE represents a higher estimation accuracy. The RMSE is calculated as follows:
where is the number of signal sources, is the number of independent experiments,̂( ) is the estimate of the th DOA achieved in the th experiment, and is the DOA of the th signal source. Table 1 . Figure 3 shows the fitness values of different BEGA-based ML DOA estimations. The fitness values are obtained from an average of 100 experimental runs. Figure 3(a) shows the fitness value comparison between the conventional BEGA and the original and improved initialization methods. Figure 3(b) shows the fitness value comparison between the conventional BEGA with the original and improved crossover operators. Figure 3(c) shows the fitness value comparison between the conventional BEGA and IBEGA algorithms.
As we can observe from Figure 3 , each improvement finds an optimum faster than does the conventional BEGA. After comparing Figure 3 (a) to Figure 3(b) , we can find that the algorithm with the improved crossover operator can find an optimum faster than the algorithm with the improved initialization method. Simultaneously, the fitness value of the optimum found by the algorithm with the improved initialization method or improved crossover operator is slightly higher than that of the conventional BEGA. From the three figures in Figure 3 , we can find that the algorithm with both improvements can obtain a faster convergence speed and higher fitness value of the optimum.
From Table 2 , we can find not only that the estimation error of each improved algorithm is lower than that of the conventional BEGA but also that this is the case with the RMSE value. Moreover, the algorithm with both improvements obtains the lowest estimation error and RMSE values.
From the above analysis of Figure 3 and Table 2 , we find that every improvement of the conventional BEGA proposed in this paper is effective. The IBEGA algorithm proposed in this paper combines the advantages of both improvements; the algorithm can not only obtain a high convergence speed but also retains a high estimation accuracy.
. . Comparisons among IBEGA and Other Intelligent Algorithms. In this part, the convergence property, estimation accuracy, and computational load of the IBEGA-ML, proposed in this paper, are shown by comparison with some intelligent algorithms. These intelligent algorithms are ABC, DE, and PSO. The population size of the algorithms is set to 10, and the max generation is set to 500. The other parameters are set properly.
. . . Convergence Property. First, we consider two uncorrelated sources located at 1 = −20 ∘ and 2 = 10 ∘ , with = 0 and = −10 , respectively. Figure 4 values of f ABC, DE, PSO, and IBEGA with two signal sources show the fitness values of ABC, DE, PSO, and IBEGA with two signal sources. The fitness values are obtained from an average of 100 experimental runs. As we can observe, the IBEGA algorithm finds the optimum faster than the other three intelligent algorithms under both cases of = 0 and = −10 . This means that the IBEGA algorithm can always converge to an optimum within fewer iterations, thereby helping to reduce the computational load. Then, we consider a scene, whereby the number of signal sources increases. We assume that there are three signal sources in space with = 0 and = −10 at the locations 1 = −20 ∘ , 2 = 5 ∘ , and 3 = 20 ∘ . Figure 5 values of f ABC, DE, PSO, and IBEGA with three signal sources show the simulation results. The fitness values are obtained from an average over 100 experimental runs. It is obvious that all four algorithms need more iterations to attain the optimum when more signal sources need to be estimated. However, the IBEGA algorithm still estimates the locations of the signal sources faster than the other three algorithms.
Finally, because the ML DOA estimation method can perform well with coherent signals, we consider two coherent sources located at 1 = −20 ∘ and 2 = 10 ∘ , with = 0 and = −10 , respectively. Figure 6 values of ABC, DE, PSO, and IBEGA with two coherent signal sources show the simulation results. The fitness values are obtained from an average over 100 experimental runs. From the fitness value curves in Figure 6 , we find that all four algorithms can still find the optimum of the ML DOA estimation, while the IBEGA algorithm requires the fewest iterations. From the above simulation results, we can conclude that the IBEGA algorithm has a higher convergence speed than do the ABC, DE, and PSO algorithms for the ML DOA estimation problem. The feature determines that the computational load of the IBEGA algorithm is lower than that of the other three intelligent algorithms.
. . . Estimation Accuracy. At the beginning of Section 4, RMSE was also used as the metric to judge the estimation accuracy among the different algorithms, and 100 experimental runs were performed. Figure 7 shows the simulation results of the RMSE curves for the ML DOA estimations versus with two signal sources and three signal sources. We can observe that the RMSE curve of the IBEGA is slightly lower than that of ABC and is far lower than that of DE and PSO with increased , especially in the scene with more signal sources. Figure 8 shows the simulation results of the RMSE curves for the ML DOA estimations versus with three coherent signal sources. It is obvious that all four algorithms are effective for ML DOA estimation with coherent signal sources. Meanwhile, the performance of the IBEGA remains better than that of the other three algorithms, especially when the increases. As the simulation results demonstrated above, we can draw the conclusion that the ML DOA estimation with the IBEGA algorithm performs better than the other three intelligent algorithms, which are used widely.
. . . Computational Load. Equation (14) in Section 2.2 presents the computational load of the ML DOA estimation with the grid search method. With increasing number of signal sources, the computational load increases exponentially when using the grid search method.
The computational load of the ML DOA estimation with the IBEGA algorithm can be expressed as follows:
where is the size of the population, is the maximum number of iterations, and Δ is the number of single DOA calculations.
From (22), we can find that the computational load of the ML DOA estimation with the IBEGA algorithm is independent of the number of signal sources that need to be estimated. It is only dependent on the population size and the maximum number of iterations. From Section 4.2.1, we can find that the IBEGA algorithm needs fewer iterations than the other intelligent algorithms in all situations. Therefore, we analyse the effects of the population size.
For any intelligent algorithm, the population size affects the computational load because it determines the number of candidate solutions, which is obtained by calculating the maximum likelihood function in each iteration. Thus, an algorithm with a high estimation accuracy and low population size is wanted.
To understand the effects of population size on the estimation accuracy, a situation with two and three signal sources separately with = 0 is considered. Figure 9 shows the curves of the RMSEs versus the population size of the ABC, DE, PSO, and IBEGA methods. The RMSE values are obtained from an average over 100 experimental runs. From Figure 9 , we can observe that the RMSE value decreases with increasing population size. However, when the population size is greater than 10, the decrease in the RMSE is nonsignificant. When the population size is 10, the RMSE value is acceptable. Meanwhile, the RMSE value of the IBEGA is the lowest among all four algorithms regardless of the population size. Now, we consider a situation with two coherent signal sources with = 0 . Figure 10 shows the curves of the RMSEs versus the population size of the ABC, DE, PSO, and IBEGA methods. The RMSE values are obtained over an average of 100 experimental runs. Clearly, the RMSE value under the IBEGA is still the lowest. Finally, we compare the computation time of the ABC, DE, PSO, and IBEGA methods. Table 3 presents the simulation results. The RMSE values and the computation times are obtained over an average of 100 experimental runs. The population sizes of the four algorithms are set to 10, and the maximum number of iterations is set to 500. The results are obtained on an Intel Core i3-3220 PC using Matlab 2012a. From Table 3 , we can find that not only the computing time but also the RMSE value obtained under the IBEGA is the lowest. This means that under the same estimation accuracy requirement, the IBEGA presents the lowest computational load compared to the other three intelligent algorithms.
Based on the previous analysis, we conclude that the IBEGA algorithm achieves a high estimation accuracy with a low population size.
Conclusion
In this paper, an improved BEGA algorithm, IBEGA, is proposed to reduce the computational complexity of ML DOA estimation. The BEGA is an improvement on the wellknown GA, and this paper applies it for ML DOA estimation. Although the computational load of the BEGA method is low, its estimation accuracy is unsatisfactory. Therefore, this paper modifies the conventional BEGA algorithm from two aspects: the population initialization method and the crossover operator. All the improvements are verified to be effective according to simulation results. Meanwhile, through comparisons of the IBEGA algorithm to the ABC, DE, and PSO algorithms, which are widely used in the area of DOA estimation, the superiority of the IBEGA algorithm is also verified. Briefly, ML DOA estimation with the IBEGA algorithm can achieve both high estimation accuracy and low computational load. This method provides a reference for related engineering realizations in the area of DOA estimation and is worth further study. 
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