Efficient State Estimation for Gas Networks via Low-Rank Approximations by Stahl, Nadine & Marheineke, Nicole
Efficient State Estimation for Gas Networks via Low-Rank
Approximations
Nadine Stahl and Nicole Marheineke
Abstract— Modeling physical applications often leads to sys-
tems of very high dimension. For such large-scale systems model
order reduction has turned out to be an advantageous way to
calculate desired solutions with much less computational effort.
In this paper we will make use of such a low-rank model to
reconstruct the system state by help of the Kalman Filter. This
filter is known to be unfeasible for high-dimensional systems.
For that reason in literature have risen low-rank Kalman filters
which we will compare to our proposed approach. We will
study the performance of the methods in terms of quality of
the estimate and efficiency at the application of a gas pipeline
network.
I. INTRODUCTION
Aiming for model predictive control for gas pipeline
networks, this requires reconstructing the state of interest,
e.g., pressure and mass flux of the gas, given some measure-
ments and a mathematical model. The mathematical model
consisting of nonlinear partial differential equations coupled
with algebraic constraints to describe the dynamics in the
whole network yields a high-dimensional system. This holds
true even for linearized model variants. For this reason, state
estimation techniques are needed that can handle such large-
scale systems efficiently.
The Kalman Filter, developed in [1] in the 1960s, is still
one of the most prominent filtering algorithms nowadays
because of its optimality property for linear systems where
the uncertainties are modeled with uncorrelated Gaussian
processes. But it suffers from a large computational ef-
fort which makes it impracticable for large-scale systems.
This problem has been thoroughly addressed in literature
where different versions of the Kalman Filter are present
to overcome the very costly computations, see [2] and the
references therein. Most low-rank Kalman filters reduce the
computational effort by simplifying the calculations of the
error covariances arising during the filtering process as these
are the most expensive ones. E.g., the Ensemble Kalman
Filter [3] does so by collecting an ensemble of possible
states using a Monte-Carlo method. The Spectral Kalman
Filter [4] reduces the covariance matrices by help of a Taylor
expansion and the Compressed State Kalman Filter [5], [6]
by help of projection techniques.
In this paper, we propose a Kalman filter variant for
large-scale systems, which, in contrast, does not approximate
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the filtering algorithm, but the model itself. This is done
by projecting the equation system under consideration onto
a much smaller subspace. The underlying projection-based
model order reduction is well known in the field of ap-
proximating large-scale systems [7]. The resulting low-rank
model is of such small dimension that the Kalman Filter is
applicable with an immense reduction of computational time
making state estimation possible even for systems for which
simulations tend to be unfeasible. Comparing our filtering
approach to the Compressed State Kalman Filter whose low-
rank filter approximation is also based on projection, it turns
out that our approach implies a similar algorithm and yields
competitive estimates, but has computational advantages due
to the reduction of the whole model. The combination of
low-rank model with a low-rank filter is also investigated.
The paper is structured as follows: After developing a
model hierarchy for gas pipeline networks and the stochas-
tically forced model used in the filtering in Section II, we
present the Kalman filtering algorithm with a reduced model
and discuss its similarities and differences to the Compressed
State Kalman Filter in Section III. A numerical performance
study for the low-rank approximations – in terms of quality
and efficiency – is carried out in Section IV, using a real gas
pipeline network from western Germany.
II. PROBLEM DESCRIPTION
A. Model hierarchy
Modeling gas pipeline networks, an overview over differ-
ent hierarchical models can be found, e.g., in [8]. We proceed
from the nonlinear isothermal Euler equations and establish
a model hierarchy by help of linearization and model order
reduction. Let the pipeline network be described as a directed
graph G = (V, E) with node set V and edge set E . A
pipe is represented by an edge e ∈ E , junctions as well
as inlet/outlet points of the network by nodes v ∈ VI and
v ∈ VB , respectively, with VI ∪ VB = V , VI ∩ VB = ∅. In
the following we indicate quantities that are associated to an
edge e by the superscript e and the ones associated to a node
v by v .
The gas dynamics on a single pipe e of length le we model
by the semilinear isothermal Euler equations for pressure
pe = pe(x, t) and mass flux qe = qe(x, t), (x, t) ∈ [0, le] ×
[0, T ], e ∈ E ,
ae∂tp
e = −∂xqe, be∂tqe = −∂xpe − deqe |q
e|
pe
, (1)
with constant pipe parameters ae, be and de. Mass conser-
vation is ensured in the network by requiring Kirchhoff’s
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conditions to be fulfilled in every junction v ∈ VI for all
t ∈ [0, T ], i.e.,∑
e∈δ−v
qe(le, t) =
∑
e∈δ+v
qe(0, t), (2a)
pe(le, t) = pv(t), e ∈ δ+v , pe(0, t) = pv(t), e ∈ δ−v , (2b)
where δ+v , δ
−
v denote the sets of all topologically ingoing
and outgoing edges to a node v,
δ+v = {e ∈ E : ∃u ∈ V with e = (v, u)}, (2c)
δ−v = {e ∈ E : ∃u ∈ V with e = (u, v)}. (2d)
At all inlets and outlets v ∈ VB we prescribe the pressure by
means of an input function uv which consists of a determin-
istic part uvD and a stochastic one u
v
S , for t ∈ [0, T ],
pv(t) = uv(t) = uvD(t) + u
v
S(t), (3a)
duvS = κ
v(µv − uvS)dt+ σvdW vt . (3b)
We particularly model uvS by an Ornstein-Uhlenbeck pro-
cess with constant parameters κv , µv , σv and a standard
Wiener process W vt . By help of the stochastic boundary
data, e.g., market strategies or the idea of Power-to-Gas,
i.e., using electrical energy mostly from renewable energy
plants to generate gas from water and carbon dioxide, can be
described, cf. [9]. The transient network model is initialized
with the stationary solution associated to the unperturbed
input uv = uvD(0), v ∈ VB .
Considering a simplified linear friction term in (1), we
obtain a linear model variant for a pipe, the damped wave
equations, with the associated constant friction parameters
del ,
ae∂tp
e = −∂xqe, be∂tqe = −∂xpe − del qe. (4)
A spatial semi-discretization of the linear network model (2)-
(4), using mixed finite elements as in [10], yields a linear
time-invariant descriptor system of the form
E x˙ = A x + B (uD + uS), (5a)
y = C x, (5b)
duS = K(µ− uS)dt+ ΣdWt (5c)
with E,A ∈ RN×N , B ∈ RN×Rin and C ∈ RRout×N .
The state x(t) ∈ RN , t ∈ [0, T ], contains the space-discrete
pressure and flux values, its size depending on the number
of edges and the number of finite elements on each edge.
The input functions uD,uS take into account the boundary
conditions. The diagonal matrices K, Σ ∈ RRin×Rin possess
the entries κv and σv , respectively, and µ = (µv)v∈VB with
Rin = |VB |. The output vector y(t) ∈ RRout collects certain
pressure or flux values of interest. In the later context of
filtering, the output will correspond to the values which can
be measured with measurement devices.
Applying model order reduction to (5a), we obtain a model
system of same structure but much smaller state dimension
n  N . Therefore we construct an orthonormal projection
matrix Vx ∈ RN×n, i.e., VTx Vx = I, I identity, with the
property x ≈ Vx xˆ. The reduced quantities are indicated byˆ
in the following. The system matrices of the reduced model
are calculated as
Eˆ = VTx EVx, Aˆ = V
T
x AVx, Bˆ = V
T
x B, Cˆ = CVx. (6)
The inputs uS , and also uD, are not affected by the model
order reduction and for the outputs it holds that y ≈ yˆ. An
overview over projection-based model order reduction can be
found in [7]. We make use of the moment matching method
presented in [10].
B. Stochastically forced model for filtering
The state estimation is based on a filtering model, i.e., a
model with which we can predict the system state and for
which we know ”how uncertain” the underlying model is.
We use either the linear semi-discretized network model (5)
or its reduced version, depending on which filter is applied
later on. Uncertainties are incorporated via a system noise
being modeled as (driving) uncorrelated Gaussian process in
(5a).
Let x(t) = (xT ,uTS )
T (t) ∈ RN+Rin , t ∈ [0, T ]. Consider
equidistant time points tk = kτ , τ = T/K, k = 0, ...,K,
then our filtering model in time-discrete form is given by
xk+1 = Φ xk + Ψ uk + wk (7a)
with
Φ =
(
(E− τθA)−1(E + τ(1− θ)A) τ(E− τθA)−1B
(I + τK)−1
)
(7b)
Ψ =
(
τ(E− τθA)−1B
τ(I + τK)−1Kµ
)
. (7c)
Here, xk denotes the state approximation, xk ≈ x(tk), and
uk = ((θuD(tk+1) + (1 − θ)uD(tk))T ,1T )T the respective
input at time tk with vector of ones 1 ∈ RRin . The
underlying time-integration is based on a θ-scheme for (5a)
and an Euler(-Maruyama)-scheme for (5c). Our different
treatment is motivated by the observation that the Euler-
scheme is sufficient for the computation of uS (boundary
data), but the more sophisticated θ-scheme allows for a
better capturing of the dynamic behavior of x (pressure and
flux values). The state noise wk ∼ N (0,Q) is a normal
distributed centered random variable with constant diagonal
covariance matrix Q for every time tk, in particular
Q = τ
(
ZZT
ΣΣT
)
. (7d)
It results from the system noise added on (5a) (with ampli-
tude Z ∈ RN×N , diagonal matrix) and the scaled Wiener
process in (5c),
The output is assumed to be measurable with suitable
devices. To account for measurement errors, noise is added
to the corresponding output equation (5b), yielding
yk = H xk + vk (8)
with yk the output at time tk and H = (C,0). The discrete
time noise vk ∼ N (0,R), with constant covariance matrix
R ∈ RRout×Rout , is assumed to be uncorrelated in time and
to be component-wisely independent of wk.
In case of using the reduced order model for filtering, in
(7)-(8) the matrices E,A,B and C are to be exchanged with
their reduced versions Eˆ, Aˆ, Bˆ and Cˆ of (6), respectively,
yielding Φˆ, Ψˆ and Hˆ. The reduction of Q is given by Qˆ =
VTQV with
V =
(
Vx
I
)
. (9)
To see this, we express the state noise wk = Υwk by
another noise wk ∼ N (0, I). So, it holds Q = ΥΥT .
Interpreting wk as input, model order reduction yields wˆk =
VTwk = V
TΥwk. The covariance of wˆk is thus given as
VTΥΥTV = VTQV.
The measurements yk which are given to the filters are
the stochastically disturbed outputs of the nonlinear stochas-
tically forced model (1)-(3).
III. LOW-RANK APPROXIMATIONS
As our filtering model is linear, we focus on Kalman
filtering algorithms in this work. The Kalman Filter is known
to be optimal for linear systems with white noise as state
and measurement noise in the sense that it is unbiased
and minimizes the error variance [1]. However, it is not
applicable to large-scale systems for computational reasons.
We propose an approach for efficient state estimation of
large-scale systems on basis of projection-based model order
reduction involving low-rank models and discuss its similar-
ities and differences to the Compressed State Kalman Filter
being a projection-based low-rank Kalman filter.
The Kalman Filter and its variants all consist of a predic-
tion and a correction step. In each of these steps a state
estimate and its error covariance are computed. At time
point tk, the state and the error covariance matrix of the
prediction step are denoted by xk|k−1 and Pk|k−1, where
the first index indicates the current time point tk and the
second index stands for the time up to which measurement
data is considered, i.e., tk−1. In the correction step additional
measurement data of the current time point is taken into
account, yielding the state estimate xk|k and the corrected
error covariance matrix Pk|k. The correction ratio between
prediction and correction is given by the so-called Kalman
gain Kk, see Algorithm 1.
A. Kalman Filter using reduced order models
In the Kalman Filter the computational complexity for
large-scale systems arises from the calculation of the error
covariances (and the Kalman gains) being fully occupied
matrices of the system’s size. The matrix evaluations are
memory-intensive and computationally expensive. Establish-
ing a model hierarchy for the large-scale system of interest,
a low-rank approximation can be derived by projection-
based model order reduction. Using this low-rank model to
estimate the state and compute the error covariances reduces
the complexity and makes the Kalman Filter applicable.
Prolongation of the resulting low-rank estimate yields the
desired state estimate of the large-scale system.
The Kalman Filter applied to the reduced order model
yields an estimate for the reduced state xˆk|k and its associ-
ated error covariance matrix Pˆk|k of small size for all k =
1, ...,K. To get the quantities xk|k and Pk|k of the original
full order (large-scale) system, we exploit the linearity of
the expectation value and the approximation property of the
reduced state x ≈ V xˆ, where the projection matrix V comes
from the underlying applied model reduction technique. This
results in xk|k ≈ V xˆk|k for the state estimate as well as
Pk|k = VPˆk|kVT for the error covariance matrix.
Algorithm 1: Kalman Filter
// initialization
1 x0|0 = x0,P0|0 = P0;
2 for k = 0, . . . ,K − 1 do
// prediction
3 xk+1|k = Φ xk|k + Ψ uk;
4 Pk+1|k = ΦPk|kΦT + Q;
// correction
5 Kk+1 = Pk+1|kHT (HPk+1|kHT + R)−1;
6 xk+1|k+1 = xk+1|k + Kk+1(yk+1 −Hxk+1|k);
7 Pk+1|k+1 = (I−Kk+1H)Pk+1|k;
8 end
B. Compressed State Kalman Filter
To overcome the highly expensive calculations of the error
covariance matrix during the Kalman Filter iteration when
dealing with large-scale systems, the idea of the Compressed
State Kalman Filter is to replace the matrix with a low-
rank approximation, [5], [6]. Therefore, it is assumed that
there exists a constant orthonormal projection matrix W,
WTW = I, such that Pk|l ≈ WP˜k|lWT holds for both
the predicted (l = k − 1) and the corrected error covariance
matrix (l = k) with P˜k|l being of much smaller size. Solving
now for P˜k|l, instead of Pk|l, the computational costs are
reduced when calculating constant matrices beforehand, see
Algorithm 2, line 2. Note, that the calculations for the state
estimate (line 4 and line 7) stay the same as in the (classical)
Kalman Filter, except for prolongating the Kalman gain to
the high-dimensional space.
C. Relation between projection-based filtering variants
Dealing both with projection-based low-rank approxima-
tions, the Kalman Filter using a reduced order model and the
Compressed State Kalman Filter seem to be very similar at
first glance. However, there exist severe differences.
In the Compressed State Kalman Filter the large-scale
system is still used for the computation of the state estimates
(see Algorithm 2, line 4 and line 7), whereas the reduction
only affects the error covariance matrices and thus the
Kalman gain. The Kalman Filter on a reduced order model,
in contrast, uses a low-rank model for the whole filtering
process, including the state computation. This is expected to
improve the computational speed even more, but probably
Algorithm 2: Compressed State Kalman Filter
// initialization
1 x0|0 = x0, P˜0|0 = WTP0W;
// constant low-rank matrices
2 Φ˜ = WTΦW, H˜ = HW, Q˜ = WTQW;
3 for k = 0, . . .K − 1 do
// prediction
4 xk+1|k = Φ xk|k + Ψ uk;
5 P˜k+1|k = Φ˜P˜k|kΦ˜T + Q˜;
// correction
6 K˜k+1 = P˜k+1|kH˜T (H˜P˜k+1|kH˜T + R)−1;
7 xk+1|k+1 = xk+1|k + WK˜k+1(yk+1 −Hxk+1|k);
8 P˜k+1|k+1 = (I− K˜k+1H˜)P˜k+1|k;
9 end
at the cost of accuracy compared to the Compressed State
Kalman Filter. A numerical study on this point can be found
in Section IV.
Concerning the projection, in the field of model order
reduction there exist multiple techniques how to construct
the projection matrix V for a low-rank model, e.g., with
Balanced Truncation, Proper Orthogonal Decomposition or
Moment Matching (see, e.g., [7] for an overview). Thereby,
the special structure of the underlying large-scale system
(differential, algebraic or additional input equations) are
usually taken into account to achieve the best possible
approximation quality. In the Compressed State Kalman
Filter the choice of W is not obvious, as it exclusively
acts on a statistical quantity (error covariance matrix). In
the subsequent investigations we use W = V.
Applying the same projection matrices, one might expect
the same low-rank approximations for the error covariances
in both filtering variants when starting with the same ini-
tialization. But this is in general not the case, as a closer
look at its computation in the prediction step reveals, see
Algorithm 1, line 4 and Algorithm 2, line 5, respectively.
For the Kalman Filter using a reduced order model we have
Pˆk+1|k = ΦˆPˆk|kΦˆT + Qˆ
for the error covariances associated to the reduced state xˆ,
where Φˆ denotes the filter state matrix composed of the
reduced system matrices (6), and Qˆ = VTQV is the reduced
state noise covariance. For the Compressed State Kalman
Filter this step is given by
P˜k+1|k = Φ˜P˜k|kΦ˜T + Q˜
with Φ˜ = VTΦV. In particular, Q˜ = Qˆ holds. Comparing
the filter state matrices Φˆ and Φ˜, it turns out that Φˆ 6= Φ˜
when using an underlying implicit time-discretization. See,
e.g., the first diagonal block matrix for the pipe network
model (7) and the projection matrix (9),
Φˆ11 = (V
T
x (E− τθA)Vx)−1VTx (E + τ(1− θ)A)Vx
6= VTx (E− τθA)−1(E + τ(1− θ)A)Vx = Φ˜11.
In this context, the projection might be also interpreted as
a model reduction before or after time-discretization for
the Kalman Filter using a reduced order model and the
Compressed State Kalman Filter, respectively.
D. Ensemble Kalman Filter
Additionally to the two projection-based approaches, we
will consider the Ensemble Kalman Filter for comparison
reasons in Section IV, as it is probably the most used Kalman
filter variant for large-scale systems, [3]. This filtering al-
gorithm avoids the costly evaluation of the deterministic
expression of the error covariance matrix in the prediction
step (matrix-matrix-matrix product of full occupied matrices
of system’s size, see Algorithm 1, line 4). Applying a
Monte-Carlo method, instead, the covariance is numerically
approximated on basis of an ensemble of samples of the
stochastic filter model (7a). The calculation of Kalman gain
and corrected error covariance follows the classical Kalman
Filter. The state estimate is given by averaging the updated
samples. Note that, certainly, the Ensemble Kalman Filter
can be combined with a reduced order (low-rank) model,
as filter model and filter technique are independent of each
other.
IV. NUMERICAL INVESTIGATIONS
In this section we investigate the performance of the low-
rank filtering techniques in terms of accuracy of the state
estimates and computational effort. As gas pipeline networks
we consider an academic example of small size for which the
classical Kalman Filter is still applicable as well as a large-
scale real network from western Germany. As measurement
data we use the flux values at the boundary nodes computed
by means of the nonlinear network model which also serves
as reference. For the Ensemble Kalman Filter we always take
100 samples in accordance to the recommendations in [3].
All computations are performed in MatlabR2017b on an Intel
Xeon with 2.2GHz using 12 Cores. In the figures and tables
we use the following abbreviations: Kalman Filter (KF),
Kalman Filter on reduced order model (RKF), Compressed
State Kalman Filter (CSKF), Ensemble Kalman Filter on full
order model (EnKF) and on reduced order model (REnKF).
A. Academic Example
The small academic diamond network consists of 7 edges
and 6 nodes, see Fig. 1. The pipe parameters are taken
from [9]. For the linear model we use del = d
e|qeav|/peav
where peav and q
e
av are the average pressure and mass flux
on edge e ∈ E of the stationary solution associated to
the initial unperturbed input uv = uvD(0), v ∈ VB . In
the subsequent example each pipe is discretized with 250
equidistant finite elements, yielding a full order system with
N = 3511 degrees of freedom. The reduced model is of
size n = 29, which implies a low-rank filter model of
size n + Rin = 31 when adding the two equations for the
boundary data. Concerning the filter model, the system noise
is exclusively added to the dynamic equations of (5a), it is
set up with respect to the maximal deviation of the stationary
solution from its average values (pressure, mass flux) on
each pipe. The algebraic constraints are not perturbed as
they describe mass conservation across junctions. Note that
the constraints are preserved under the applied model order
reduction. The measurement noise accounts for 1% deviation
from the maximal measured flux values. As input functions
we choose
uv1D (t) =

2 + t, 0 ≤ t < 1,
3, 1 < t < 5,
1.5− 0.1t, 5 ≤ t < 10,
2, t ≥ 10,
and uv2(t) ≡ 2,
(µ, κ, σ)v1 = (0, 3, 0.2)
for t ∈ [0, 20]. We apply 1000 time steps and set θ = 0.51.
e1
e2
e
3
e
4
e
5
e6
e7
v1 v2
v3
Fig. 1. Academic example: diamond network topology.
Figure 2 illustrates the mass flux at the inner node v3
(cf. Fig. 1) being computed with the nonlinear model (1)-
(3) (reference solution), the linear model (2)-(4) as well
as estimated by the different low-rank filtering techniques.
Although the estimates are calculated on basis of the linear
model whose solution differs strongly from the nonlinear
one, they capture the nonlinear behavior being included via
the measurements very well. Regarding the estimation errors
(i.e., temporal mean of the relative spatial L2-errors wrt.
reference in Table I), the (classical) Kalman Filter shows
the best approximation properties. The Compressed State
Kalman Filter achieves a comparable error, whereas the
errors of the other low-rank filters (Kalman and Ensemble
Filters on reduced order model) are of same order but slightly
higher. The better accuracy of the Compressed State Kalman
Filter towards the other low-rank filters might be expected
as it estimates the states on basis of the large-scale model.
However, all results are astonishingly good considering the
underlying model order reduction error.
In view of computational time we distinguish between
offline (pre-computation) and online (actual runtime) phases.
For the (classical) Kalman Filter as well as its projection-
based low-rank variants, the error covariance matrices and
the Kalman gains can be precomputed offline. So, the run-
time only consists of the state estimation taking into account
the actual inputs and measurements. In the ensemble filtering
a pre-computation is not possible, as all quantities depend
on the chosen samples. Changing input or measurement data
hence requires a completely new filtering process. In our
set up the Ensemble Kalman Filter takes longer than the
classical Kalman Filter when using the large-scale model and
similar time as the Compressed State Kalman Filter when
using the reduced model. This outcome indicates that the
filter needs additional tuning to give accurate estimates with
0 5 10 15 20
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Fig. 2. Simulation and estimation results for qv3 , cf. Fig. 1.
fewer samples, for details we refer the reader to [3]. Our
approach, the Kalman Filter using the reduced model, clearly
outperforms the other methods, especially those operating
on the large-scale model. However, note that an additional
post-processing step is required to obtain the estimate for the
high-dimensional state and its error covariance when using
the reduced model. The time for this prolongation is not
contained in the online time, listed in Table I.
TABLE I
ERRORS AND CPU TIME FOR DIAMOND NETWORK
Filter mean
j
‖E[xj−xj|j ]‖L2
‖E[xj ]‖L2
Offline [s] Online [s]
KF 3.7 · 10−2 8.4 · 102 5.2 · 101
RKF ? 6.0 · 10−2 0.2 · 100 7.4 · 10−2
CSKF 3.8 · 10−2 2.1 · 100 1.5 · 100
EnKF 8.8 · 10−2 – 2.6 · 103
REnKF ? 9.8 · 10−2 – 1.5 · 100
? requires additional post-processing for prolongation
B. Large-scale partDE Network
The partDE network from western Germany consists of
636 pipes connected in 487 junctions with 47 in-/outlets, see
Fig. 3. The pipes have a maximal length of about 120 km,
the specific pipe parameters can be found in [11]. In the
subsequent example each pipe is discretized equidistantly
with a maximal element length of 100 m, yielding a full
order model of dimension N = 86160. The reduced model
is of size n = 1356. As input we prescribe the pressure in
bar, particularly we choose
uv1D (t) = 60 + 5 sin(0.03t), u
v2
D (t) = 70 + 7 cos(0.1t),
uv3D (t) = 65 + 2 sin(0.05t), u
v4
D (t) = 80 + 4 sin(0.008t),
uv5D (t) = 55 + 5 sin(0.017t),
(µ, κ, σ)vi = (0, 3, 0.2), i = 1, ..., 5 at the boundary nodes
marked in Fig. 3 and uvj ≡ 60 at all others, j = 6, ..., 47.
A time horizon from 0 to 12 hours is covered by 720 time
steps of 1 minute length. The other model parameters are set
and the computations are performed in the same way as in
the academic example.
Fig. 3. Gas pipeline network from western Germany ”partDE” [11].
This real large-scale example makes it necessary to use
low-rank filters for state estimation for computational rea-
sons. The performance of the filters is like in the academic
example, see Table II. Compared to filtering with the reduced
order (low-rank) model, the approximation quality of the
Compressed State Kalman Filter is slightly better (by less
than an order) as the state is estimated on the large-scale
model. But, the prize to pay for this is significantly longer
computing times. An additional drawback, getting more
importance the larger the full order model becomes, is the
amount of memory needed. This is the result of the Kalman
gains being matrices in dimension of the large-scale model,
which are saved due to the pre-computation. The other
two methods do not have this drawback, as the Kalman
Filter using the reduced order model operates exclusively
on the low dimension and thus the Kalman gains are of
small size and the Ensemble Kalman Filter does no pre-
computation. Note that the time for prolongation of state
and error covariance is not included in the CPU time listed
in Table II as it can be performed for selected time points in
post-processing. The Kalman and Ensemble Kalman Filters
using the reduced order model yield comparable results in
terms of accuracy and efficiency. For the Ensemble Filter as
a low-rank filtering method operating on a low-rank model,
one would expect that the computing costs drop even further.
That this is not the case here may be due to the lack of tuning.
There might be more sophisticated ways to numerically
approximate the covariance matrix from just a few samples,
but this is left to future research. However, the Kalman Filter
on the reduced model – with its offline and online phases –
is clearly preferable, when input or measurement data are
changed.
TABLE II
ERRORS AND CPU TIME FOR PARTDE NETWORK
Filter mean
j
‖E[xj−xj|j ]‖L2
‖E[xj ]‖L2
Offline [s] Online [s]
RKF ? 2.2 · 10−1 2.5 · 102 3.4 · 101
CSKF 6.3 · 10−2 2.6 · 104 2.5 · 104
REnKF ? 3.5 · 10−1 – 2.1 · 102
? requires additional post-processing for prolongation
V. CONCLUSIONS
In this paper we presented an efficient approach to estimate
pressure and mass flux of a gas pipeline network. Using
a low-rank model derived by linearization and projection-
based model order reduction, the Kalman Filter, which
is unfeasible for the original large-scale system, could be
applied. We compared our approach to the Compressed State
Kalman Filter whose low-rank also results from projection-
based reduction. Although the underlying approximation
ideas seemed to be very similar at first glance, our approach
yielding estimates of comparable accuracy proved itself a
lot more efficient and less memory-intensive in a numerical
study on a German pipeline network. Moreover, the low-rank
model could be combined with other low-rank Kalman filter
variants, such as the Ensemble Kalman Filter.
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