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Abstract: Range imaging systems use a specialised sensor to capture an image where object 
distance (range) is measured for every pixel using time-of-flight.  The scene is illuminated 
with an amplitude modulated light source, and the phase of the modulation envelope of the 
reflected light is measured to determine flight time, hence object distance for each pixel.  As 
the modulation waveform is cyclic, an ambiguity problem exists if the phase shift exceeds 2π 
radians.  To overcome this problem we demonstrate a method that superposes two different 
modulation frequencies within a single capture.  This technique reduces the associated 
overhead compared with performing two sequential measurements, allowing the system to 
retain high range measurement precision at rapid acquisition rates.  A method is also provided 
to avoid interference from aliased harmonics during sampling, which otherwise contaminate 
the resulting range measurement.  Experimental results show the potential of the multiple 
frequency approach; producing high measurement precision while avoiding ambiguity.  The 
results also demonstrate the limitation of this technique, where large errors can be introduced 
through a combination of a low signal to noise ratio and suboptimal selection of system 
parameters.  
1. INTRODUCTION  
Range imaging is an emerging technology capable of measuring the size, shape and locations 
of objects by measuring intensity and distance (range) for every pixel in an image.  Unlike 
laser scanners, range imaging systems measure every pixel simultaneously without the need 
for moving parts; leading to a potentially cheap, fast and compact measurement device 
suitable for a wide range of applications including machine vision, gesture recognition for 
gaming systems, and automotive and security applications.  
Distance is determined from an indirect time-of-flight measurement, where the entire scene is 
illuminated with an amplitude modulated light source and the light is reflected from objects 
back to a specialised image sensor, as illustrated in Figure 1.  The time required for the light 
to travel to and from each object (the flight time) results in a phase shift of the illumination 
modulation envelope proportional to the distance travelled.  The phase shift is then measured 
independently by each pixel to determine the object distance.  This is achieved by modulating 
the sensor pixel gain at the same frequency as the light source (homodyne 
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Figure 1: Object distance is determined by measuring the modulation envelope phase of the 
reflected light within each pixel in the image sensor. 
 
operation), and integrating the signal, effectively performing a correlation between the 
illumination and sensor waveforms.  The data is readout from the sensor, and sensor 
modulation is phase stepped by θ=
2
π (90°) before capturing the next sample i.  From N=4 
samples, I0,…I3, the phase shift φ, amplitude A, and background (or ambient) offset B of the 
received light can be calculated using (1)–(3). 
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Object range r is then computed from the phase measurement φ using (4), where f is the 
modulation frequency of the illumination source and image sensor, and c is the speed of light. 
2 2
c
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f
ϕ
π
= ⋅  (4) 
2. RANGE AMBIGUITY 
Phase is cyclic; if the phase shift of the illumination signal exceeds 2π radians, it will be 
wrapped around to fall within the range of 0 to 2π during the calculation in (1).  This means 
that objects which are located at distances greater than  
2
c
R
f
= , (5) 
known as the unambiguous range, will be incorrectly calculated using (4).  For example, for a 
modulation frequency of 30 MHz where the unambiguous range is 5 m, objects located at 
1.25 m and 6.25 m both have a phase value φ of π/2; therefore both objects will result in a 
computed range of 1.25 m.  To correct this error, (4) can be modified as (6), where an integer 
multiple of the unambiguous distance is added by the integer variable x.  In this example x 
equals one for the distant object, resulting in the correct 6.25 m computed range value.  The 
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difficulty is that x cannot be resolved directly from the four captured samples above, limiting 
the working distance of the system to the unambiguous range.   
2 2
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 (6) 
2.1. Reduction of the modulation frequency 
The simplest method to avoid ambiguity problems is to reduce the modulation frequency f, to 
increase the unambiguous range.  For example, a modulation frequency f of 30 MHz 
corresponds to a 5 m unambiguous range, whereas a modulation frequency of 10 MHz will 
provide 15 m.  An appropriate frequency can therefore be selected to encompass all object 
ranges within a given scene, and ambiguity can be avoided. 
However, range measurement uncertainty is also dictated by the selection of modulation 
frequency, as the standard deviation σ is given by [1] 
4 2 d
c B A
c Af
σ
π
+
= ⋅ , (7) 
where the additional term cd is called the demodulation contrast.  A reduction of the 
modulation frequency proportionally increases measurement uncertainty, and is therefore not 
suitable for applications which require high precision. 
2.2. Pseudo-noise modulation 
Instead of continuous sinusoidal amplitude modulation of the illumination source, it is 
possible to use a digitally generated pseudo-random sequence.  The main advantage of this 
technique is that multiple range imaging cameras can operate within the same scene, with 
minimal interference between the different illumination sources [1].  A secondary effect is 
that objects beyond the working distance fall outside the correlation peak and the distance 
cannot be measured [1].  Although this technique does not allow extended distances to be 
measured, the benefit of this approach is that objects which occur beyond the system working 
distance can be identified and removed from the data.  
2.3. Consecutive measurements at different frequencies 
Another demonstrated method of resolving measurement ambiguity is to perform two 
sequential measurements at different modulation frequencies [2].  In this instance two high 
modulation frequencies are used, fa and fb, each producing a different unambiguous range.  By 
comparing the two possible sets of range values (ra at fa and rb at fb) using (6) with x=1,2,3…, 
only one distance will be common to both measurements.  An example is shown in Figure 2 
where an object captured using 40 MHz and 33.3 MHz modulation frequencies has phase 
shift φ equal to 4
3
π and 4
9
π respectively.  Only one common location exists between the two 
captures (at 10.00 m); hence this is selected as the true range and ambiguity from each of the 
measurements is resolved.  This simple method allows the unambiguous range to be extended 
to  
ba2 ff
c
R
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= , (8) 
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significantly extending the working range of the system. An advantage of this technique is 
that the two measurements can be averaged together to produce a root two improvement in 
measurement precision.  However, this comes at the expense of doubling the total number of 
samples of the illumination waveform, thereby doubling the acquisition time.  To maintain a 
rapid acquisition time the sample integration time can be reduced; however this at the expense 
of measurement precision as discussed further in section 2.4. 
 
Figure 2: A single object produces multiple ambiguous range values for a single modulation 
frequency.  By comparing two different modulation frequencies, the true object location 
(10.00 m) can be resolved. 
2.4. Simultaneous measurement of multiple frequencies 
Performing two consecutive measurements, as in section 2.3, essentially involves collecting 
eight samples of the waveform(s) to determine only five variables; the background 
illumination B, and the phase φa, φb and amplitude Aa, Ab of the two modulation frequencies 
respectively.  Part of the problem is that the background illumination B is actually measured 
twice – once at each modulation frequency.  It is therefore apparent that performing two 
consecutive measurements is not an efficient method to resolve ambiguity. 
An alternate approach is to superpose the two modulation frequencies so that they can be 
measured simultaneously.  To allow the two amplitudes and phases to be independently 
measured, a different phase step size θ must be selected for each of the two modulation 
frequencies.  An example is to use θa=
2
5
π (72°) for the first modulation frequency and 
θb=
4
5
π (144°) for the second modulation frequency, while capturing a total of N=5 sample 
images.  Using this approach the first modulation frequency is sampled five times over a 
2π radian phase shift, while the second modulation frequency is sampled five times over a 4π 
shift, effectively being sampled at half the sampling rate.  A Discrete Fourier Transform 
(DFT) of the five samples can then be used to calculate the DC component, and amplitude 
and phase of the two modulation frequencies which now fall in different frequency bins. In 
this situation, the selection of N=5 is most efficient because the minimum number of samples 
are acquired to determine the five unknown variables. 
The major advantage of this technique is that the total number of captured image frames can 
be reduced compared with the use of consecutive measurements in section 2.3.  At the end of 
the integration period for each image frame, the data must read out of the sensor before 
acquisition of the next image can begin.  During this read out time the sensor does not collect 
any incoming light.  By using only five, rather than eight, image frames, the total readout time 
is reduced and the integration period for each sample can be extended to capture more light to 
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increase the signal amplitude A, and therefore improve measurement precision according to 
(7).  This is particularly significant for high speed operation where range images are required 
at video frame rates and the integration time is relatively short.  For example, assuming an 
application requires an update rate of 25 range images per second and the sensor takes 2.5 ms 
to read out each image; to capture eight raw images there is 2.5 ms available to integrate each 
image (the same length of time as the read out).  In this configuration the sensor is only 
sensitive to the incoming light 50% of the time.  To provide the same 25 range images per 
second processed from five captured images, the integration time can be increased to 5.5 ms, 
and the sensor will be sensitive to the incoming light for over twice as long for each raw 
image. 
To create the superposed modulation waveform, two sinusoidal waveforms at frequency fa 
and fb can simply be added together as shown on the left hand side of Figure 3.  The 
illumination source and image sensor are then amplitude modulated with this waveform.  In 
practice however, range imaging systems often approximate the sinusoidal waveform by 
using square wave modulation [3, 4], generated using a digital source to simplify the 
electronic design.  The superposed waveform cannot be approximated in the same manner 
using a digital source; therefore an alternate method of combining the two waveforms is 
shown on the right hand side of Figure 3.  By dividing the sensor integration time in half, the 
two modulation frequencies can be applied sequentially within a single image frame, using 
the integrating function of the image sensor to sum the result.  The sensor output is identical 
to a true superposed waveform, with the advantage that the technique is compatible with the 
existing practise of using digital switching to approximate each of the sinusoidal waveforms. 
                    
Figure 3: Left: Two sinusoidal waveforms at frequencies fa and fb are superposed to create the 
sensor and light source modulation waveform.  Right: The same effect can be created by 
dividing the sensor integration period in two, and switching between fa and fb for each 
captured image. 
2.5. Nonlinearity due to harmonics 
The use of a digital square wave to approximate the sinusoidal amplitude modulation 
introduces a systematic error in the resulting range measurement.  This error is due to the 
higher order harmonics present in the square wave being aliased onto the signal of interest 
during the sampling process [5–7].  Typically a correction is generated through calibration 
[6], which can then be applied during post processing.  When two modulation frequencies are 
superposed as described in section 2.4, the calibration routine becomes significantly more 
complex as each signal has the potential to interfere not only with itself (as in the typical 
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single frequency case), but also with the other frequency.  Candidate harmonics which are 
aliased onto each of the two signals of interest are given by 
2 2 2 2
1, , 1,a ba a b a b b a b
a b b b a a
n i n i n i n i
θ θπ π π π
θ θ θ θ θ θ→ → → →
= ± = ± = ± = ± , (9) 
adapted from [8], where i=0,1,2,3… and n is the harmonic number which is valid only for 
integer values.  The subscript notation indicates the source of the harmonic and the signal it 
will be aliased onto, e.g. na→a refers to harmonics from modulation frequency fa being aliased 
onto fa (i.e. itself), while na→b refers to harmonics from modulation frequency fa falling on 
modulation frequency fb during sampling. 
The most efficient sampling approach described in section 2.4 uses N=5 with θa=
2
5
π and 
θb=
4
5
.π   Substituting these values into the four equations in (9), there are a significant number 
of candidate harmonics which could potentially interfere with each of the two measurements.  
By increasing the number of samples, i.e. N=6 with θa= 3
π and θb=
2
3
π , nb→a does not contain 
any integer values (i.e. no harmonics from modulation frequency fb are aliased onto frequency 
fa) while na→a contains only odd harmonics (5,7,11,13,17,19…).  A prior technique has been 
demonstrated where it is possible to reject odd harmonics during the sampling process [7], 
removing the na→a aliased harmonics.  It is therefore possible to perform a range measurement 
at modulation frequency fa without any distortion due to harmonics, avoiding the need to 
perform calibration/compensation on the measurement data to remove this source of error. 
With N=6, the second modulation frequency fb still suffers from aliasing even if odd 
harmonics are rejected (nb→b=2,4,5,7,8,10… and na→b=2,4,8,10,14,16…), so rather than trying 
to perform a high precision measurement at the second modulation frequency as in [2], it is 
proposed that a low modulation frequency can instead be substituted as described in 
section 2.1.  The result from this low frequency measurement will produce an unambiguous 
approximation of the object range for each pixel, which can be used to remove ambiguity 
from the high frequency, high precision measurement. 
3. Experimental results 
An image intensifier based range imaging system was utilised to study the practicality of the 
dual–modulation frequency approach described above.  The system is shown in Figure 4, and 
further detail can be found in [2].  The advantage of this particular system is that the 
modulation frequency can be set much higher than other range imaging devices (up to 
100 MHz) to achieve high range measurement precision; but ambiguity problems also 
escalate at these frequencies as the unambiguous range R reduces as given by (5). 
A scene was constructed from cardboard boxes placed at different distances as shown in 
Figure 4, and the range imaging system was configured with fa=83.3 MHz, θa= 3
π and 
fb=12.8 MHz, θb=
2
3
.π  The lower modulation frequency fb provides an unambiguous range R 
of 11.7 m, compared to only 1.8 m if fa had been used alone in a traditional single frequency 
configuration.  The camera frame rate was set to 90 fps, allowing 15 range images to be 
captured per second (using six frames per capture) with a resolution of 256×256 pixels. The 
object distances were measured as 1.708, 2.796, 3.512, 3.506, 4.599, 5.318, 5.310, and 
5.707 m respectively using a Leica Distro Plus laser distance meter.  An example of the 
captured data is given in the top of Figure 5 for two single pixels located at objects 2 and 4 
respectively, with a reconstruction of the received modulation waveform showing how the 
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waveform shape is significantly different to the traditional sinusoid.  Equations (1)–(3), which 
are equivalent to performing a Discrete Fourier Transform (DFT), are used to extract the 
background illumination B, and amplitude A and phase φ for each of the modulation 
frequencies which are located in different frequency bins as illustrated in Figure 5. 
     
Figure 4: Left: Photo of the image intensifier based range imaging system; Right: A photo of 
objects at various distances within the scene. 
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Figure 5: Top: Raw captured data for a single pixel located at object 2 (left) and object 4 
(right).  The dashed line illustrates the reconstructed received illumination waveform.  Centre 
and bottom:  Amplitude and phase calculated using a DFT on the six samples. 
 
Range values were independently calculated using (4) for the two measured phase values at 
the two different modulation frequencies, and the results are shown in the left and centre of 
Figure 6.  At the high modulation frequency fa=83.3 MHz, objects 1,3,4,6,7 all appear to be 
located at the same distance of approximately 1.2 m, and objects 2 and 5 appear at a distance 
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of approximately 0.5 m due to ambiguity in the range measurement.  The low frequency 
fb=12.8 MHz range image in the centre of Figure 6 does not suffer from the ambiguity 
problem, but the measurement noise is relatively high.   
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Figure 6: Left:  Ambiguous range data captured using a high modulation frequency where 
objects at different distances are indistinguishable; Centre: Unambiguous range data captured 
with a low modulation frequency, with a corresponding high noise level; Right: Processed 
range image from the two data sets, providing unambiguous range with high precision. 
 
The processed scene is shown on the right hand side of Figure 6, where data from the two 
range images have been combined.  The resultant range image is comprised of the precise 
data from the high frequency measurement fa, where contamination due to harmonics has been 
avoided as described in section 2.5, combined with the low frequency fb data, which is used to 
calculate the most probable value of x in (6) and thereby remove ambiguity. 
3.1. Measurement precision 
To determine the measurement precision of the range images, the scene was captured fifty 
times and the variation at each pixel was calculated from the (one–sigma) standard deviation 
of the measured range.  A region of 15×15 pixels was then selected from each object to give a 
representation of the performance for different distances and object properties, with the result 
shown by the triangle marker in Figure 6.  The precision varied from approximately 1.2 cm 
for a close object, to 4.7 cm at the far wall.  For comparison purposes, a traditional single 
frequency measurement was also performed using f =12.8 MHz, with four samples (N=4) 
shifted by θ=
2
π (90°).  As only four samples are captured in this instance (as opposed to six 
for the multiple frequency technique), the integration time for each raw image frame was 
extended while still maintaining an identical 15 range images per second.  The resulting 
standard deviation varied between approximately 2.9 cm to 8.9 cm as shown by the cross 
marker in Figure 6, where on average the uncertainty was about double that of the multiple 
frequency approach. 
A further improvement in precision can be found by realising that the low frequency 
measurement fb intentionally only contributes the initial approximation of the object location, 
as the data is noisy due to the low modulation frequency and is likely to be experience small 
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systematic errors due to harmonics.  As this data does not contribute towards measurement 
precision, the division of the integration time can be changed to favour the high frequency 
measurement fa.  By increasing the percentage of time at the high frequency, the proportional 
increase in signal amplitude Aa will reduce the measurement error.  An example is given in 
Figure 6 where 75% of the integration time was at fa=83.3 MHz, with only 25% of the time at 
fb=12.8 MHz.  The measurement uncertainty is expected to be reduced by approximately 20% 
in this case as given by (7), but the data in Figure 6 shows the uncertainty reducing by about 
40%, with values from 0.7 to 2.6 cm.  This difference might be explained by the contribution 
of other noise sources within the system that are not accounted for in the theoretical precision 
limit given by (7). 
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Figure 6: Measurement precision at each object over 50 consecutive captures.  The triangle 
marker shows precision for the multiple frequency technique where the integration time is 
split equally (50%) between fa and fb.  To improve measurement precision, a larger percentage 
(75%) of the integration time was given to the high frequency measurement fa, as illustrated 
by the circle marker.  Finally, a standard single frequency capture is provided by the cross 
marker for comparison. 
 
By further altering the integration time ratio between fa and fb, it would be expected that 
continued improvement of the measurement uncertainty would ensue; however noise within 
the low frequency measurement precludes the use of this approach.  Additional data (not 
shown here) was collected with up to 95% of the integration time at the high modulation 
frequency fa. At these ratios, noise in the low frequency measurement meant that the integer x 
in (6) could not be correctly determined, and the range values at some pixels were incorrect 
by some metres (an integer multiple of the unambiguous range value R).  A similar effect can 
already be seen on the edges of some of the objects in the processed data in Figure 6, 
particularly between the transition of objects 2 and 8 (the rear wall), where shadowing, 
focusing issues and other limitations have resulted in a few pixels appearing at an incorrect 
distance.  In this case, post processing could be used to identify regions that are likely to be 
problematic, e.g. where the signal amplitude is low, and these points could be removed. 
4. Evaluation and conclusion 
The experimental results have verified that the amplitude and phase can be successfully 
extracted from two different modulation frequencies superposed within a single capture, 
providing an efficient method to remove ambiguity from the resultant range measurement.  
Systematic errors from aliased harmonics are also avoided through selection of the phase step 
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size, and the use of harmonic rejection during the sampling process, removing the need for 
calibration or the need to apply compensation to the resultant measurement data. 
The experimental data demonstrates that the overall measurement performance is dependent 
on the division of the integration time between the high modulation frequency fa, which 
contributes the measurement precision, and the low modulation frequency fb, which allows 
ambiguity to be removed.  The optimal ratio of the two modulation frequencies for a given 
scene will therefore maximise the high frequency integration time without significantly 
deteriorating the low frequency measurement accuracy.  This, however, is the main limitation 
of the proposed system.  The processed range data does not degrade gracefully as noise 
increases, instead producing measurements which can be metres from the true location.  As 
the measurement signal to noise ratio is scene dependent, the optimal integration ratio will 
also be scene dependent; therefore it is not possible to select one optimal ratio for all 
situations. 
Although it is likely possible to detect and remove rogue range measurements during post 
processing, e.g. by simply applying a median filter to the data, future work will instead focus 
on the superposition of two high frequency modulation waveforms, where object range is 
calculated as described in section 2.3.  The advantage to this approach is that 100% of the 
integration time contributes towards measurement precision, resulting in improved overall 
performance compared to that presented here.  In this instance further investigation of the 
harmonic content of the modulation waveforms and cancellation techniques is required to 
avoid the need to characterise and compensate for resulting systematic errors due to aliasing. 
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