The present article is devoted to the study of the well-posedness, blow-up criterion and lower semicontinuity of the existence time for the full compressible Euler equations in 
Introduction
In this paper, we study the Cauchy problem of the following full compressible Euler system
(t, x) ∈ R + × R N , (ρu) t + div(ρu ⊗ u) + ∇p = 0, (ρE) t + div(ρuE) + div(up) = 0, ρ(0, x) = ρ 0 (x), u(0, x) = u 0 (x), E(0, x) = E 0 (x),
x ∈ R N , (1.1)
which governs the motion of a compressible inviscid non-heat conductive fluid, where E = e + 1 2 u 2 is the total energy, ρ(t, x), u = (u 1 , u 2 , · · · , u N ), p(t, x) and e denote the density, velocity vector fluid, pressure and internal energy, respectively. The symbol u ⊗ u denotes a matrix whose ij th entry is u i u j .
Substitute (1.1) 1 into (1.1) 2 and (1.1) 2 into (1.1) 3 , we obtain
ρ t + div(ρu) = 0, (t, x) ∈ R + × R N , ρu t + ρu · ∇u + ∇p = 0, ρe t + ρu∇e + pdivu = 0, ρ(0, x) = ρ 0 (x), u(0, x) = u 0 (x), e(0, x) = e 0 (x),
x ∈ R N ,
where
Note that the other two thermodynamic variables, the absolute temperature θ and the specific entropy S. If the density and specific entropy (ρ, S) are chosen as the independent variable, then the constitutive relations can be written as (e, p, θ) = (e(ρ, S), p(ρ, S), θ(ρ, S)), governed by the following equation
where τ = 1 ρ is the deformation gradient(specific volume for fluids, strain for solids).
To simplify the problem in the paper, we only consider a polytropic fluid, so that the equations of state for the fluid is given by p = Rρθ, e = C v θ, p = C 1 ρ γ exp(S/C v ), (1.3) where R > 0 may be taken to be the universal gas constant divided by the effective molecular weight of the particular gas, C 1 > 0 can be any constant under scaling, C v = R γ−1 is the specific heat at constant volume, γ > 1 is the adiabatic exponent.
The formation of singularities is a fundamental physical phenomenon manifested in solutions of the Euler equations for compressible fluids [13, 16, 19, 22] , which are a prototypical example of hyperbolic systems of conservation laws. This phenomenon can be explained by mathematical analysis by showing the finite time formation of singularities in the solutions. Thus the blow-up phenomena for the multi-dimensional compressible Euler flows has attracted lots of interests and attentions because of its physical importance. However, it is a difficult problem to understand the blow-up behavior of the general solutions of the compressible Euler equations. For the isentropic case, system (1.2) reduce to        ρ t + div(ρu) = 0, (t, x) ∈ R + × R N , ρu t + ρu · ∇u + ∇p = 0, ρ(0, x) = ρ 0 (x), u(0, x) = u 0 (x),
x ∈ R N , (1.4) where the pressure p(ρ) = k 0 ρ γ , γ > 1, k 0 > 0 is a constant. There have been many studies to Eq.(1.4). Taylor [25, 26] found the wave motion produced by an expanding sphere and preceded by a shock front. It is similar to the one-dimensional gas flow produced by a piston with constant speed. The progressing waves were also succeeded in finding some other types of spherical waves like detonation, deflagration, combustion and reflected shocks. In [6, 9, 20, 21, 24] , the authors studied the global weak solution of Eq.(1.4) with spherical symmetry. Recently, Li and Wang [15] obtained some special solutions to the isentropic compressible Euler equations with spherical symmetry. Some results of Eq.(1.4) can be found in [8, 12, 17, 18, 23] . For the non-isentropic case, i.e. system (1.1). Majda [19] got the local well-posedness in H s , s > 1 + d 2 , d is the space dimension, if there exists a c > 0 such that the pressure p, density ρ satisfy c ≤ p ≤ c −1 , c ≤ ρ ≤ c −1 . It is very challenging to get some blow-up or global solutions to system (1.1). Recently, The second author obtained some blow-up and global solutions to the nonisentropic compressible Euler equations with spherical symmetry [28] . More results about system (1.1) can be found in [3, 4, 7, 10, 19, 23, 27] , as well as the references cited therein.
The rest of the paper is organized as follows. In Section 2, we first study a symmetric systems by Lemma 2.5 and Corollary 2.1. In Section 3, by virtue of these lemmas, we establish local well-posedness for the Cauchy problem of system (3.1) in the Besov spaces by Theorem 3.1, 3.2 and Theorem 3.3, if there exists a c > 0 such that the initial data entropy c ≤ S 0 ≤ c −1 . Next, we also prove that the solution v = (π, u, S) is stable i.e. the solution to system (3.1) is continuously dependent of the initial data
2,1 )) and state the blow-up criterion of the solution by Theorem 3.2 (or Theorem 3.3). In Section 4, an accurate blow-up criterion with an admissible Osgood modulus of continuity is derived. Finally, in Section 5, we obtain the lower bound of maximal existence time and the lower semicontinuity of the existence time.
Notation: Let X be a Banach space, and X * is the predual of X, then we denote by C w ([0, T [; X) the set of measurable function f : [0, T [→ X such that for any ψ ∈ X * , the function t → f (t), ψ X×X * is continuous over [0, T [. The nonhomogeneous Besov space B s p,r → C 0,1 if and only if
where N is the space dimension, and the Hölder space C k,ρ is the space of C k , k ∈ N functions u such that
, where
Preliminaries
In this section, we shall establish an important lemma to a symmetric systems in Besov spaces. First, for the convenience of the readers, we recall some facts on the Littlewood-Paley decomposition, the Bony decomposition and some useful lemmas. 
Leth = F −1 χ and h = F −1 ϕ. Then the nonhomogeneous dyadic blocks ∆ q and the nonhomogeneous low-off operators S q can be defined as follows:
Moreover, if u, v ∈ S (R N ), then we have
Furthermore, for all u ∈ S (R N ), one can easily check that
The homogeneous dyadic blocks∆ q and the homogeneous low-off operatorṡ S q are defined for all q ∈ Z bẏ
Then the nonhomogeneous Besov space B s p,r (R N ) and the homogeneous Besov spaceḂ s p,r (R N ) are defined as follows:
where ∆ k are the nonhomogeneous dyadic blocks. If
For u, v ∈ S (R N ), we have the Bony decomposition as follows:
Then formally, we have the nonhomogeneous Bony decomposition
Similarly, the homogeneous Bony decomposition gives rise by
Lemma 2.1 [11] The following properties hold: i) Density: if p, r < ∞, then S(R N ) is dense in B s p,r . ii) Generalized derivatives: let f ∈ C ∞ (R N ) be a homogeneous function of degree m ∈ R away from a neighborhood of the origin. There exists a constant C depending only on f and such that
vii) Let m ∈ R and f be a S m -multiplier, i.e. f : R n → R is smooth and satisfies that for all multi-index α, there exists a constant C α such that
By the Bony decomposition, we can infer the following estimate.
Lemma 2.2 [1, 11] For any positive real number s and any p, r ∈ [1, ∞], the space L ∞ ∩ B s p,r is an algebra, and there exists a constant C such that 
Moreover, if f belongs to C ∞ b (R) and ∇u belongs to B −1 ∞,∞ , then we also obtain
Finally, taking advantage of
we can get the following lemma.
Lemma 2.4 [1, 11] Assume f be a smooth function such that f (0) = 0,
).
Consider the following n-dimension linear equation
where A 0 is a positive symmetric n × n matrix such that
A N are symmetry n × n matrices, and B is a n × n matrix, then we obtain the following result. 
, then there exists a constant C depending only on r, s, N such that the following statements hold:
2)
Moreover, the solution u belongs to the space C([0, T [; B s 2,r ) if r < ∞, and belongs to the space
Proof. Multiplying the equation from (2.1) by A −1 0 , we obtain
Applying ∆ k to Eq.(2.3) yields
(2.5)
The following commutator estimate is similar to the proof of Lemma 2.100 of page 112 in [1] , thus one has that
where C is a constant depending only r, s, N and c k is a sequence such that c k l r = 1. Note for all function g the fact that
Plugging (2.6) and (2.7) into (2.5) to obtain
and Gronwall's inequality to (2.8) , we deduce
Analogous to the proof of Theorem 3.19 in [1] , we deduce that the solution u belongs to the space C([0, T [; B s 2,r ) if r < ∞, and belongs to the space
This completes the proof of Lemma 2.5. 
By virtue of the Gronwall lemma the above inequality yields that
On the other hand, if s < 1 + N 2 , thanks to (2.7) 1 , thus we should replace
Similar to the proof of Lemma 2.5. Note thatḂ
is an algebra, taking the place of (2.6) 2 , (2.6) 3 and (2.7) by
One can easily check that
, and
and
Therefore, we can get the following corollary.
, then there exists a constant C depending only on N such that the following statements hold:
)(t). Moreover, the solution u belongs to the space
)(t).
Remark 2.3
The assumption that A 0 is a positive symmetric n × n matrix such that cI n ≤ A 0 ≤ c −1 I n , and A = (A 1 , · · · , A N ), A 1 , · · · , A N are symmetry n × n matrices is necessary in Lemma 2.5 and Corollary 2.1.
3 Well-posedness and blow-up criterion
In this subsection, in view of Lemma 2.5 and Corollary 2.1, we shall establish the local well-posedness for Cauchy problem of system (1.1) in Besov space.
If we define π = p (γ−1)/2γ , then system (1.2) is equivalent to
. Then we deduce from system (3.1) that 
Analogous to the proof of Proposition 3.10 of page 129 in [1] , one can obtain the following useful result on the above initial value problem.
Lemma 3.1 Assume u be a smooth time-dependent vector field with bounded first order space derivatives, and T be the maximal existence time of the corresponding solution u(t, x) to system (3.1). Then Eq.(3.3) has a unique solution
By virtue of Lemma 3.1 and system (3.1) 3 , one shows that
Now let us present the main well-posedness result. 
2,∞ ). The argument of Theorem 3.1 will be proved by several lemmas. At first, the uniqueness of solution to system (3.2) in Theorem 3.1 is a straightforward corollary of the following result.
2,r (T ) be two given solutions to system (3.2) with the initial data v 0 , η 0 ∈ B σ 2,r . Then for every t ∈ [0, T [, we have
Proof. Let w = v − η. It is obvious that w solves the following equation
Thanks to Lemma 2.5 to Eq.(3.9), we obtain
Plugging (3.11) and (3.12) into (3.10), applying Gronwall's inequality yields that
which derives the result of Lemma 3.2. However, applying interpolation theorem as follows
In order to prove the existence of a solution to system (3.2), we shall process as follows:
(1) First, we construct approximate solutions of system (3.2) which are smooth solutions of some linear equation.
(2) Second, we prove that the approximate solutions are uniformly bounded in E σ 2,r (T ) for some T > 0. (3) Third, we show that the sequence of approximate solutions is Cauchy sequence in some superspace of E σ 2,r (T ). (4) Finally, we check that the limit of the solution is indeed a solution and has the desired regularity.
Step one: Construction of approximation solutions
In order to define a sequence {v n } n∈N of approximation solutions to system (3.2), we use an iterative scheme. Starting from v 0 = 0 we define by induction a sequence {v n } n∈N of smooth functions by solving the following linear equation
Due to the initial data S k+1 v 0 ∈ E ∞ 2,r (T ) for all positive T , Lemma 2.5 enables us to show by induction that for all k ∈ N, Eq.(3.13) has a global solution v k+1 which belongs to E ∞ 2,r (T ).
Step two: Uniform a priori estimates
We shall use the following lemma to get a priori estimates of approximate solutions to Eq.(3.13).
Lemma 3.3
There exists a sequence of smooth functions {v k } k∈N ∈ C(R + ; B ∞ 2,r ) solving Eq.(3.13). In particular, there is a maximal existence time T > 0 such that the solutions v k satisfy the following conditions
14)
for all t ∈ [0, T ] and k ∈ N, where M and N are constants which can be chosen to not rely on k.
Proof. According to Lemma 2.3 and Lemma 2.5, we have for all k ∈ N that
In view of (3.15), it follows that
where we have chosen T such that T ≤
. Combining Eq.(3.13) with (3.16) to yield
(3.17)
Step three: Convergence in low norm We are going to prove that {v k } k∈N is a Cauchy sequence in C([0, T [; B σ−1 2,r ). For the purpose, we deduce from Eq.(3.13) that
In view of Lemma 2.5 to Eq.(3.18). Similar to the proof of Lemma 3.2, one has that
dτ .
e C(M 2 +N )t . Then for large enough k and small T , it follows that 2,r ). Thus v ∈ E σ 2,r (T ). Thanks to Lemma 3.2, we obtain the uniqueness of the solution to system (3.2). This completes the proof of Theorem 3.1.
Finally, we will prove that the solution v to system (3.2) is continuously dependent of the initial data v 0 in C([0, T [; B σ 2,r ) and state the blow-up criterion of the solution. is continuous for every σ < σ when r = ∞ and σ = σ whereas r < ∞. Moreover, we have the following inequality
where {v n } n∈N is a sequence of approximation solutions to system (3.2). In particular, assume T v 0 is the lifespan of the solution to system (3.2) with initial data v 0 as the supremum of positive T , if T v 0 < ∞, then we have
The proof of Theorem 3.2 is based on the following lemmas. 
2,r , and such that sup
Proof. Let η n = w n − w. It is obvious that η n solves the following equation 
2,r is an algebra, in view of (3.21) and (3.22) , one has that
which yields the desired result of convergence. While w 0 ∈ B σ−1 2,r , one can process as follows for n, k ∈ N to obtain
where w n k is the solution to the following equation
, thanks to (3.23), we have
On the other hand, (w m − w m k ) solves the following equation
By Lemma 2.5 to Eq.(3.27), it follows that
(3.28)
Plugging (3.26) and (3.28) into (3.24), we can get
For fixed k, let n tend to infinity so that the last term of right tends to zero. By the Lebesgue dominated convergence theorem, the first two terms may be made arbitrarily small for k large enough. This completes the proof of Lemma 3.4.
Lemma 3.5 If v 0 ∈ B σ 2,r , B σ 2,r → C 0,1 , then there exists a T > 0 and a neighborhood V of v 0 in B σ 2,r such that for any solution v to system (3.2) with the initial v 0 , the map
is continuous.
Moreover, we have for any > 0 that
where {v n } n∈N is a sequence of solutions to system (3.2).
Proof. Set {v n 0 } n∈N tend to v ∞ 0 ∈ B σ 2,r . According to Lemma 3.3, there
One can check that m n solves the following equation
By virtue of Section 10 in [14] , we can decompose m n = z n + w n such that
Thanks to Lemma 2.2, 2.3 and Lemma 2.4, we have
Thus, applying Lemma 2.5 to Eq.(3.30), we can get
where we have used sup
On the other hand, Using
Step three deduce that
2,r ), from (3.32) for large enough n ∈ N, it follows that
Applying Gronwall's inequality to (3.33), we obtain
where C 1 depends only on M, T . In view of Lemma 3.2, it follows that the solutions is continuous with respect to initial data in
2,r ). Consequently, we derive the result of Lemma 3.5.
is a solution to Eq.(2.12) with the initial data v 0 , then we have
34) where the constant C only depends on S 0 L ∞ .
Proof. We can replace (2.7) by
where we have applied 
exp(S/(γC v ))π. Plugging (3.36) and (3.37) into (3.35) to yield
Applying Lemma 2.5 to Eq.(3.2) yields that
Due to
where we have used Eq.(3.1) 3 in the second inequality.
Inserting the above inequality into (3.39) to obtain
where the constant C depends on S 0 L ∞ . This completes the proof of Lemma 3.6. Proof of Theorem 3.2. Assume v n tend to v ∞ as n → ∞. Combining Lemma 3.4 with Lemma 3.5, one can easily check that
Therefore, the map Φ continuously depends on the initial v 0 in the space E σ 2,r (T ).
we shall prove that no blow-up occurs at time T * . According to (3.34) of Lemma 3.6, it follows that
If we choose > 0 such that
where C, M and N are the constants used in
Step two of Lemma 3.3, then there exists a solution w(t, x) ∈ E σ 2,r ( ) to system (3.2) with the initial data v(T * − 2 ), i.e. there is a solution w(t, x) over [T * − 2 , T * + 2 [. Thanks to the uniqueness which is guaranteed by Theorem 3.1, we have
Thus, T * < T v 0 and the solution w(t, x) can be extended beyond T * , the above argument tells us if 
2,1 )) 2+N to system (3.2) with the initial data v 0 . Moreover, the solution v, η satisfies
). Furthermore, assume T v 0 be the lifespan of the solution to system (3.2) with initial data v 0 as the supremum of positive T , if T v 0 < ∞, then we have
A refined blow-up criterion and continuation criterion
From the result of Theorem 3.2 and Theorem 3.3, it is easy to obtain that the blow-up criterion of solution is almost equivalent to
In this subsection, by the Osgood continuous theory, we will get a more accurate blow-up criterion. We first recall following useful definitions and lemmas which come from [5] . We denote by C µ (X) the set of bounded, continuous, real-valued functions u over X such that
, then the function µ(r) = r α , µ(r) = r(− log r) α and µ(r) = r(− log r)(log(− log r)) α are admissible moduli of continuity. Moreover, µ(r) = r, µ(r) = r(− log r) α and µ(r) = r(− log r)(log(− log r)) α are Osgood moduli of continuity. Assume µ(r) = r α for some α ∈ ]0, 1], the space C µ (X) is equivalent to the Hölder space C α (X). Let the space LL of log-Lipschitz functions which are bounded functions u such that
We have B 1 ∞,∞ → LL(X). If µ(r) = r(1 − log r), then C µ (X) coincides with the space LL(X).
Lemma 4.1 [1] Assume µ be an admissible modulus of continuity. There exists a constant C such that for any ε ∈ ]0, 1], u ∈ C 1,ε , and positive Λ, we have
where Λ + u Cµ ≤ (a/2) ε ∇u C 0,ε , and Γ is a nondecreasing function. 
Now, we prove a blow-up condition which is more accurate than the one given in Theorem 3.2 and 3.3, we are going to substitute for the Lipschitz norm associated with an admissible Osgood modulus of continuity. , S) is the corresponding solution to system (3.2) with the initial data v 0 which is guaranteed by Theorem 3.1. If there exists a finite T > 0 such that
for some admissible Osgood modulus of continuity µ, then the solution v to system (3.2) may be continued beyond T . Moreover, assume T v 0 > 0 be the maximal existence time of the solution v to system (3.2), if T v 0 is finite, then we have
Proof. We first define
Using (3.38) and Lemma 2.5 to system (3.2) to yield , we obtain
where we have used Sobolev's embedding B σ 2,r → C 1,ε . Injecting (4.2) into (4.1), after a few computations, it follows that
and Γ ε = Γ(y 1/ε ), (4.3) becomes
Note that µ is an Osgood modulus of continuity, one can easily check that the function H ε (y) := 
Therefore, by the definition of ρ σ (t) yields that
Thus v(t) B σ 2,r stays bounded on [0, T [, and the proof can be completed by the argument in the proof of Theorem 3.2.
Remark 4.2 If we choose µ(r) = r(1 − log r), thanks to Remark 4.1, we deduce that the µ(r) is an Osgood modulus of continuity and the space C µ coincides with the space LL of log-Lipschitz functions. Due to
then the solution v to system (3.2) may be continued beyond T . We can compare with the incompressible Euler equation
and the BKM criterion of blow-up [2] as
Lower bound and lower semicontinuity
In this subsection, we first get a lower bound depending only on v 0 for the maximal existence time. Therefore, it follows that T v 0 ≥ T * , which derives the result of Theorem 5.1.
We shall derive lower semicontinuity of the existence time, provided the initial data v 0 is smooth enough. Proof. Assume z = v − w, from system (3.2) to imply that Integration inequality (5.6) on [0, t] with respect to time variable, for all t < T , using (5.5) again, we can derive z(t) 2,r , w is the solution to system (3.2) with w 0 in the life span T w 0 . Let the initial data v 0 ∈ B σ 2,r , B σ 2,r → C 0,1 . If there exists T * < T w 0 and a constant C satisfying the assumption of Theorem 5.2, then the solution v of system (3.2) with the v 0 can be extended to the time T * and belongs to the space E σ 2,r (T * ).
