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Cette thèse est consacrée à l'étude de la stabilité robuste de lois de commande de
systèmes non linéaires.
La première partie s'intéresse aux systèmes non linéaires entrée-sortie linéarisés et
découplés par bouclage statique.
Nous rappelons la définition de l'immersion d'un système entrée-sortie et nous dis-
tinguons deux cas: l'immersion est localement bijective, les résultats de stabilité et de
robustesse se ramènent au cas linéaire là où la loi de bouclage ne présente pas de singu-
larité ; l'immersion n'est pas bijective. Dans ce cas, la loi de bouclage a rendu une partie
de la dynamique inobservable, la dynamique des zéros. Nous donnons une définition de la
stabilité moins restrictive que la stabilité asymptotique, la K-stabilité, et nous donnons
deux conditions nécessaires de K-stabilité, l'une étant de nature topologique et utilisant la
caractéristique d'Euler-Poincaré de la sous-variété asymptotique inobservable.
La seconde partie est consacrée à l'étude de la linéarisation totale des systèmes non
linéaires entrée-état par bouclage dynamique.
Nous montrons d'abord que pour les systèmes mono-entrée, la linéarisation par bouclage
dynamique est équivalente à la linéarisation par bouclage statique. Nous donnons ensuite
une condition nécessaire triviale de linéarisation par bouclage dynamique. Nous montrons
que cette condition est suffisante pour les systèmes ayant une dimension de plus que de com-
mande. Puis nous donnons des conditions suffisantes de linéarisation totale par bouclage
dynamique pour les systèmes non linéaires mu1ti-entrée. Des exemples, dont un tiré de
l'aéronautique, nous montrent comment mettre en œuvre ces conditions.
Mots-clefs
Stabilité, Robustesse, Système non linéaire, Bouclage statique, Bouclage dynamique, Linéa-
risation, Dynamique des zéros, Immersion, Caractéristiques d'Euler-Poincaré.
ABSTRACT
In this thesis we study stability and robustness aspects of nonlinear system control
laws.
The first part is devoted to input-output nonlinear systems decoupled and linearized
by static feedback.
We recall the definition of immersion of input-output nonlinear systems and we dis-
tinguish two cases: either the immersion is locally a diffeomorphism i then stability and
robustness results are those of the Iinear case whenever the feedback law is nonsingular.
Or the immersion is not a local diffeomorphism and the unobservability of part of the dy-
namics, the zero dynamics, results from the construction of the feedback law. We propose
a weaker definition of stability than asymptotic stability, namely K-stability, and we give
two necessary conditions of K-stability, one of them being of topological type and involving
the Euler-Poincaré characteristic of the unobservable asymptotic submanifold.
The second part is concerned with complete linearization via dynamic feedback of input
to state nonlinear systems.
First we show that for single-input systems, dynamic feedback linearization is equivalent
to static feedback linearization. Then we give a trivial necessary condition for dynamic
feedback linearization. We show that this condition is sufficient when the number of states
minus one is equal to the number of inputs. We give sufficient conditions for dynamic
feedback Iinearization of multi-input nonlinear systems. We show how these conditions
work on examples, one of them being a general mode! of aircraft guidance.
Keywords
Stability, Robustness, Nonlinear system, Static feedback, Dynamic feedback, Linearization,
Zero dynamics, Immersion, Euler-Poincaré characteristic.
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Une des questions primordiales pour la commande des systèmes est celle de la stabilisation
Étant donné un système commandé, est-il possible de trouver une loi de commande qui le
stabilisera autour d'un régime de fonctionnement donné, que ce soit un point d'équilibre,
une trajectoire périodique ou des comportements plus complexes ? La résolution de ce
problème est fondamentale pour les applications, une commande instable n'ayant aucun
intérêt lors de la mise en œuvre pratique sur des systèmes réels de ladite loi de commande.
Pour les systèmes linéaires les problèmes de stabilisation autour d'une trajectoire quel-
conque se ramènent à la stabilisation de l'origine. Pour les systèmes non linéaires une
caractérisation aussi simple de la stabilité n'est plus possible. La richesse et la complexité
des phénomènes observables remettent en question la notion même de stabilité. Si pour les
systèmes linéaires l'étude du comportement local au voisinage de l'origine nous permet-
tait d'en déduire le comportement global du système, il n'en est plus de même pour les
systèmes non linéaires; les résultats globaux deviennent rares et ne concernent souvent
que des classes particulières de systèmes non linéaires.
il convient également de remarquer que dans les systèmes commandés, le concepteur
cherche à faire suivre au système des comportements simples qu'il domine bien et cherche
à éviter des comportements qui malgré leur intérêt du point de vue mathématique sont
soit inexploitables en raison de leur complexité soit même indésirables en raison des efforts
physiques qu'ils exigent du système, soit plus simplement que leurs performances ne satis-
font pas à des critères industriels. La notion de stabilité que le mathématicien trouvera
convenable pour un système non linéaire pourra être inacceptable pour l'automaticien si le
comportement "stable" du système est aberrant vis à vis de ses caractéristiques physiques
et des objectifs demandés.
Nous nous intéresserons dans ce mémoire à la stabilisation des systèmes non linéaires
et à la robustesse de la stabilité du système en boucle fermée vis à vis de perturbations de
la dynamique. La notion de robustesse que nous étudions est proche de celle de la stabilité
structurelle. En effet, nous ne considèrerons pas le cas où lors de la modélisation une partie
de l'état a été négligée (dynamique parasite) mais simplement le cas où la dynamique est
entachée d'erreurs "petites" en un sens à préciser.
L'étude des systèmes commandés se subdivise en deux approches complémentaires;
l'approche entrée-sortie, et l'approche entrée-état.
Dans l'approche entrée-sortie, les systèmes sont définis par les relations dynamiques
entre les sorties, dont nous voulons contrôler l'évolution au cours du temps, et les entrées,
sur lesquelles nous pouvons agir directement pour commander les sorties. En linéaire cette
relation dynamique est décrite par une matrice de transfert dont les pôles caractérisent la
stabilité du système ou par un système dynamique linéaire dont les valeurs propres corre-
spondent aux pôles de la matrice de transfert. Le problème de la stabilisation d'un système
entrée-sortie par retour (dynamique) de sortie devient un problème de placement de pôles
sur la matrice de transfert ou du placement de valeurs propres par le choix d'un compensa-
teur. En plus de la stabilisation, on peut s'intéresser au découplage entrée-sortie par retour
d'état: l'évolution de chaque sortie ne dépend que d'une entrée et chaque entrée n'influe
que sur une sortie. P.L. Falb et W.A. Wolovich [12J donnèrent des conditions nécessaires
et suffisantes de découplage entrée-sortie (voir aussi E.G. Gilbert [13]et E.G. Gilbert et
J.R. Pivnichny [14]). W.M. Wonham ([31]) montra que si l'on utilise un précompensateur
et un bouclage, il n'y a plus de contrainte structurelle (hormis l'inversibilité à droite) pour
découpler les systèmes entrée-sortie (voir aussi W.M. Wonham et A.S. Morse [32J, [25]).
Ces questions se posent en non linéaire, cependant les outils à notre disposition ne sont
plus les mêmes. L'utilisation du concept de distribution (f,g)-invariantes, qui généralise
celle de sous-espace (A, B)-invariants en linéaire (cf [17], [19]), a permis, en 1981, à
R.M. Hirschorn [17] et à A. Isidori, A.J. Krener, C. Gori-Giorgi, S.D. Monaco [21J de
résoudre le problème du découplage entrée-sortie et du rejet de perturbations par bouclage
statique. Ces mêmes méthodes permettent d'étudier et de résoudre le problème de la
linéarisation entrée-sortie, i.e, de faire en sorte que la relation entrée-sortie soit la même
que celle d'un système linéaire (problème dont l'équivalent linéaire serait celui du suivi de
modèle).
Lorsqu'en plus de la linéarisation et du découplage entrée-sortie on veut stabiliser le
système, des contraintes structurelles, similaires à celle du découplage stable en linéaire,
apparaissent, liées à. ce que C. Byrnes et A. Isidori ont appelé la dynamique des zéros [3J
[19J.Cette dernière apparaît lorsqu'une partie de l'état a été rendue inobservable par la
loi de bouclage. Elle est l'extension au non linéaire de ce que sont les zéros de la matrice
de transfert en linéaire.
Dans le Chapitre 2, nous nous plaçons dans le cadre de la linéarisation et du découplage
entrée-sortie par retour d'état. C. Bymes et A. Isidori [3] montrèrent que si la dynamique
des zéros était exponentiellement stable, le système était localement exponentiellement
stable. Cependant, en non linéaire, la notion de stabilité exponentielle est parfois trop
restrictive. Nous donnons ici une définition plus large de la stabilité, la K-stabilité. Un
système est dit K-stable lorsque, d'une part sa relation entrée-sortie est linéaire stable,
d'autre part lorsque les trajectoires du système vont vers un compact attractif. Nous don-
nons deux conditions nécessaires de K-stabilité, l'une de nature topologique reliant la
dynamique des zéros à. la caractéristique d'Euler-Poincaré de la sous-variété sur laquelle
est définie ladite dynamique, l'autre liée au comportement du système au voisinage des
singularités de la loi de bouclage. Nous montrons que la K-stabilité est robuste vis à vis
des perturbations des champs de vecteurs décrivant la dynamique. Enfin nous donnons
un exemple tiré de la robotique ([1]) de systèmes K-stable qui ne vérifie pas la condition
suffisante donnée par C. Byrnes et A. Isidori [3].
Pour éviter d'affronter le problème de la stabilité de la dynamique des zéros, on peut se
poser le problème de savoir si un sytème est équivalent par bouclage et difféomorphisme à
un système linéaire commandable. A.J. Krener, en 1973, donna les conditions pour qu'un
système non linéaire soit localement difféomorphe à un système linéaire. R. Brockett [2],
en 1978, étudia le problème de la linéarisation par bouclage statique et difféomorphisme,
enfin B. Jakubczyk et W. Respondek [23], en1980, et L.R. Hunt, R. Su, et G. Meyer [18],
en 1983, caractérisèrent les systèmes localement linéarisables par bouclage statique régulier
et difféomorphisme. Lorsque cette linéarisation locale n'est pas posible, R. Marino [24], en
1986, étudia le problème de la linéarisation partielle et caractérisa la taille et la structure
du plus grand sous-système linéarisable.
Tant dans le cadre des approches entrée-sortie que des approches entrée-état, on a
senti le besoin d'élargir la classe des transformations utilisées de façon à pouvoir traiter les
problèmes que les techniques de bouclage statique d'état ne permettaient pas de résoudre.
Notons que pour la linéarisation entrée-état, les conditions sont particulièrement non
génériques. L'extension aux bouclages dynamiques et difféomorphismes, furent introduit
en linéaire (cf W.M. Wonham [31]) pour résoudre le problème du découplage entrée-sortie.
R.M. Hirschorn [16], en 1979, et S.N. Singh [27] [28], en 1980 et 1981, utilisèrent ces tech-
niques de bouclage dynamique pour étudier le problème de l'inversion des systèmes non
linéaires entrée-sortie, et le découplage par bouclage dynamique. J. Descusse et C.H. Moog,
en 1985 [7] et en 1987 [8], M. Fliess, en 1987 [19], et en 1989 [18], H. Nijmeijer et W. Respon-
dek [26], en 1988, caractérisèrent les systèmes non linéaires entrée-sortie découplables par
bouclage dynamique d'état. A. Isidori [20], et A. Isidori, C.H. Moog, et A. De Luca [22],
en 1986, donnèrent des conditions suffisantes pour linéariser et découpler par bouclage
dynamique un système non linéaire entrée-sortie. Notre propos est, dans le Chapitre 3,
d'étendre au bouclage dynamique les résultats de linéarisation entrée-état afin d'obtenir
un bouclage stabilisant robuste pour le système non linéaire considéré.
Le chapitre 3 reprend des résultats établis en collaboration avec J. Lévine et R. Marino
(cf [4], [5], [6]). Nous montrons un premier résultat négatif concernant les systèmes mono-
entrée: un système mono-entrée est linéarisable par bouclage dynamique si et seulement
s'il l'est par bouclage statique. Autrement dit, les techniques de bouclage dynamique
n'apportent rien pour la linéarisation des systèmes mono-entrée. La linéarisation par
bouclage dynamique est essentiellement un phénomène multi-entrée.
Nous établissons ensuite une condition nécessaire triviale: un système non linéaire
linéarisable par bouclage dynamique a son approximation linéaire tangente commandable.
Puis nous donnons deux conditions suffisantes de linéarisation par bouclage dynamique.
Des exemples nous permettent de voir comment utiliser ces théorèmes lorsque l'on connaît
la structure des crochets de Lie des champs de vecteurs de commande et de dynamique
propre.
Nous comparons nos résultats avec ceux établis par M. Fliess [10] et nous donnons un
exemple d'application au guidage-pilotage d'engin aérodynamique.
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Chapitre 2
Stabilité et robustesse des systèmes
non linéaires entrée-sortie linéarisés
et découplés par bouclage statique!
2.1 Introduction
Les sytèmes que nous étudions ci-dessous sont des systèmes non linéaires entrée-sortie.
il semble naturel de demander un comportement simple à la relation entrée-sortie après
bouclage, en l'occurence, on s'intéressera aux systèmes dont la fonctionnelle entrée-sortie
est linéarisable par bouclage statique. Le problème du découplage entrée-sortie stable par
retour d'état a été étudié en linéaire par P.L. Falb et W.A. Wolovich [22], en 1967 ils
mirent en évidence des conditions nécessaires et suffisantes de découplage entrée-sortie.
Cependant une partie de la dynamique, liée aux zéros finis de la matrice de transfert,
devient inobservable et conditionne la stabilité du système en boucle fermée. W.M. Won-
ham [54] montra que ces contraintes pouvaient être supprimées lorsque l'on s'autorisait un
précompensateur et un bouclage.
Ces deux types de conditions ont leurs équivalents en non linéaire. Celles liées aux
zéros à l'infini en linéaire deviennent des conditions de régularité d'une matrice appelée
matrice de découplage (cf R.M. Hirschorn [27] et A. Isidori, A.J. Krener, C. Gori-Giorgi,
et S. Monaco [31]). L'équivalent non linéaire des zéros finis étant la notion de "dynamique
des zéros" introduites par C. Byrnes et A. Isidori [8] (voir également A. Isidori [29]).
ils donnèrent une condition suffisantes de stabilité d'un système entrée-sortie découplé par
bouclage statique: si la dynamique des zéros admet un point d'équilibre asymptotiquement
stable, le système complet est découplable et localement stabilisable par bouclage statique.
Le premier résultat de ce chapitre concerne les systèmes non linéaires sans dynamique
des zéros. Nous montrons alors que les résultats de stabilité et de robustesse sont essen-
tiellement ceux d'un système linéaire mais vu au travers de coordonnées non linéaires.
Nous montrons ensuite que la notion de stabilité utilisée par C. Byrnes et A. Isidori est
ILes résultats de ce chapitre ont déjà fait l'objet d'une publication (cf [9]).
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parfois trop restrictive. Nous définissons d'abord la K-stabilité : un système non linéaire
entrée-sortie linéarisé et découplé par bouclage statique est K-stable si sa relation entrée-
sortie est asymptotiquement stable et si toutes les trajectoires du système bouclé vont
vers un compact attractif. Nous donnons deux conditions nécessaires de K-stabilité, l'une
portant sur le comportement du système bouclé au voisinage des singularités de la loi de
bouclage, l'autre de nature topologique reliant les propriétés des points stationnaire de la
dynamique des zéros à la caractéristique d'Euler-Poincaré de la sous-variété sur laquelle
elle est définie. Puis nous étudions dans quelle mesure la K-stabilité est préservée lorsque
les champs de vecteurs définissant la dynamique du système sont perturbés. Enfin nous
donnons un exemple tiré de la robotique (cf B. d'Andréa-Novel et J. Lévine [2]) K-stable
qui ne vérifie pas les conditions suffisantes de stabilité données par C. Byrnes et A. Isidori.
2.2 Rappel
Une large classe de systèmes physiques est constituée des systèmes décrits par des équations
dites linéaires analytiques:
(E) { :i: : f(x) + ~9i(X)Ui ._
Yj - hj(x) )-l, ... ,q,
où les champs de vecteurs i, 91, ... ,9m et les fonctions hl, ... , hq sont analytiques.
Classiquement, le vecteur des sorties y représente les mesures effectuées sur le système.
Dans notre cas, on supposera que tout l'état est mesuré; le vecteur des sorties y représentera
généralement les grandeurs physiques qui nous intéressent plus particulièrement; mais ce ne
sera pas toujours le cas, le choix de y peut relever de considérations plus "mathématiques"
que "physiques" (pour assurer la stabilité par exemple... ). Une des manières de com-
mander le système est d'imposer un comportement entrée-sortie donné, sous réserve que
cela soit possible. Un des comportements simples particulièrement intéressant est d'imposer
une relation entrée-sortie linéaire, et si possible découplée dont nous rappelons la définition:
DÉFINITION 2.1
On dit que le système (E) est découplé si et seulement si les sorties Yj, 1 ~ j ~ q vérifie
des équations différentielles du type suivant;
'f'j(Yj, ... , ~;~j,Uj) , 1 < j < q.
Yj vérifie une équation différentielle où n'interviennent que les dérivées de Yj et l'entrée
Uj.
On dit que le système (E) a une relation entrée-sortie linéaire si et seulement s'il existe





En particulier, la relation erür é e-soriie entre u et y peut être décrite par une matrice de
transfert:
P~) est découplable [respectioemeni linéarisable] J'il eeiste un bouclage statique u =
a(x) + j1(x )v, avec l3(x) iniiersible quel que soit x, et un dijJéomorphiJme z = rp(x) tels
que le JYJtème en boucle fermée soit découplé [respectivement linéaire).
Nous nous placerons pour simplifier dans le cas de systèmes carrés, m = q. Nous utiliserons
les notations usuelles de la géométrie différentielle rappelées dans l'Appendice A. Nous
rappelons pour mémoire l'expression de la dérivée de Lie en coordonnées.
(
fl(X) J a a
Si f(x) = fn~x) = !J(x)a;;; + ... + fn(x) a;;;. est un champ de vecteurs et







Introduisons maintenant quelques notations propres à l'Automatique:
DÉFINITION 2.2
Soient
Pi = inf{k 1 Lg,L;hi i- 0 pour au moins un j}.
Le.!J nombres Pi sont appelés les nombres caractéristiques du JYJtème (~).
On définit également l'immersion 0 (cf M. Fliess et 1. Kupka [21]) ;
DÉFINITION 2.3
On appelle immersion l'application 0 suivante:
Mn ~ Rq
~,
m ( ~l J ( ~i.O J
où q = m + ~Pi' ~ = : ,et ~.=: les ~i,k valant ~i,k = L~hi'
~m ~',P.
On définit enfin les matrices 6 et 6 0
DÉFINITION 2.4
tJ. est la matrice carrée d'élëmenis
tJ.j = Lg,Lj'hi;





Nous sommes maintenant en mesure d'énoncer le résultat bien connu sur la linéarisation
et le découplage par bouclage d'état:
THÉORÈME 2.1 (!9],!29],!Sl]J
Le JYJtème (~) est linéarisable et découplable par bouclage d'état Ji et seulement Ji la
matrice de découplage ~ est inversible ; dans ce ens, les matriceJ a et 13 qui caraetérüent
la loi de bouclage s'erpriment JOUJ la forme:
Qi = f)~-l)~« wj,~i > -~~), 13 = ~-lD,
i=l
(2.3)
où D est une matrice conJtante diagonale inversible m x m, et Wi est une forme linéaire
quelconque Jur RP.+1. On utilisera la notation
Avec la loi de bouclage (2.3), (~) a le même comportement entrée-sortie que le système
(~I) :
(~I) {é = F~ + Gv
y = H~,
où eE Rq, F, G, et H sont des matrices bloc-diagonales :
F diag(F1, ,Fm),
G = diag(G1, ,Gm ) ,
H = diag(H1, ,Hm ) ,
H, = (1, ... ,0) , Hi E (W·+1r
(on rappelle que D est une matrice diagonale.)
(~I) se décompose en m sous-systèmes indépendants. On remarque que les pôles de
chaque sous-systèmes peuvent être choisis indépendament à travers les Wi dans le demi-plan
gauche ouvert. On peut donc supposer sans perte de généralité que chaque sous-système
est stable.
Cette technique de commande, si elle permet d'imposer un comportement entrée-sortie
linéaire découplé stable lorsque ~ est inversible ne permet pas toujours de conclure sur la
stabilité du système (~) proprement dit. Il nous faut distinguer deux cas:
• e est un difféomorphisme local, dans ce cas la stabilité du système (~) se réduit à
la stabilité du système immergé (~I).
15
• 0 n'est pas un difféomorphisme local, dans ce cas, la loi de bouclage a rendu inob-
servable une partie du système (~) (voir Proposition 2.5), la stabilité du système
(~I) ne rend plus compte que partiellement de la stabilité du système complet, il
nous faut également étudier la stabilité de la dynamique inobservable dite dynamique
des zéros.
Les résultats que nous avons énoncés s'expriment en fonction de l'immersion 0 et de
la matrice de découplage ~. Plus précisément, nous avons vu que notre problème était
résoluble si et seulement si la matrice de découplage était inversible. Rien n'a été dit
jusqu'à présent sur l'immersion, en particulier sur ses singularités; le théorème suivant
montre que les singularités de 0 sont comprises dans les singularités de ~, et qu'il n'y a
pas besoin de les traiter de façon spécifique.
THÉORÈME 2.2
Soit T:.0 l'application tangente en x à 0. La sinqularité de 0 en x, i.e. rg T",0 < q,
implique la sinqularité de ~ en x, i.e. dei ~ = o.
Démonstration:
Par l'absurde, supposons que rg T",0 < q et que ~(x) soit inversible. Dans ce cas ~ est
inversible dans un voisinage de e , et le Théorème 2.1 s'applique, le système (~) s'immerge
dans le système linéaire commandable (~I). On a donc
T0(J) = Fe
T0(9i) = O,
où Gi est la i ème colonne de G. L'application tangente T0 étant naturelle pour le crochet
de Lie (i.e. si T0(V;) = Wi , i = 1,2, alors [T0(V1 ) , T0(V2 ) ] = [W1 , W2 ]) , on en déduit que
T0(ad;9i) = (-I)iFG i • Le système (~I) étant commandable, nous avons
rg(G, FG, ... ,Fq-1G) = q, ce qui implique que rgT",0 2: q, ce qui contredit l'hypothèse
rgT",0 < q. 0
2.3 Cas où l'immersion est localement bijective, q = n
C'est le cas le plus simple. On suppose que ~ est presque partout inversible. Le système (~)
en boucle fermée est localement difféomorphe au système (~I), ses propriétés de stabilité
et de robustesse sont essentiellement celles d'un système linéaire, vu après un changement
non linéaire de coordonnées.
DÉFINITION 2.5
On dit que x est un point nominal de (~) $i et seulement $Î 0(x) E ImF-lG et ~(x)
inversible. Cela $ignifie qu'il existe iL et v tels que fi = a(x) + {3(x)v et
f(i) + ~iLi9i(i) = O.
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(2.4)
On rappelle que le placement de pôles du système immergé est assuré par le choix des
W;. En particulier, si i est un point nominal de (~), comme 0 est un difféomorphisme
local au voisinage de i, le système (~) en boucle fermée est asymptotiquement stable au
voisinage de i.
On s'intéresse maintenant à la robustesse de la loi de bouclage (2.3) lorsque les champs
de vecteurs i, 91,'" ,9m ne sont pas exactement connus. Une formulation équivalente con-
siste à supposer que les champs de vecteurs étudiés peuvent être perturbés par les champs
inconnus éj,é91, . . . ,é9m,tandis que les matrices a et f3et l'immersion 0, construites à
partir des données restent inchangées. Des termes correctifs doivent être ajoutés au système
immergé pour tenir compte de ces perturbations inconnues (supposées petites).
Si l'on considère des perturbations de sorties qui n'affectent pas la structure des nombres
caractéristiques, les perturbations dues à ces errurs affectant les matrices ~ et ~o sont du
même type que celle étudiées ici. On peut donc se restreindre sans perte de généralité aux
perturbations de ~ et ~o uniquement créées par des "erreurs" sur les champs de commande
et de dynamiq ue propre.
Comme ei." = L7hi, on aura
ç;." = L/+<jL;hi+t ujLg'+'iJ,L;h; = L;+lh; + f Uj Lg,L;h; +e:(LjL;h;+f ujLg,L;hi)
j=l '---v-' j=l "-,.--" j=1
={ •.Hl si "<P. =0 si "<p,
=.6.~ si k=p. ~~; si k=p,
Comme U = ~ -1(Oç - ~o + Dv), (~I) s'écrit:
(~I){ { = Fç+Gv+e:[ro+r~-l(Oç_~o+Dv)]
y = Hç,
où ro(z) et r(z) sont respectivement des matrices de taille n X 1 et n x m.
~~ : ~~)1~:1~::1>
"avec r = i+ k +~P., 1 :; i :; P"+l +1,0:; k :; m-l. r, et r sont des fonctions continues
(et même indéfiniment différentiable) à valeurs matricielles sur AIn, en particulier, elles
sont bornées sur toute partie compacte de Mn.
On s'aperçoit cependant, que la perturbation du système immergé contient ~-1, cette
perturbation ne peut pas être considérée comme "petite" au voisinage des singularités de
~. En revanche, si on se place au voisinage d'un point nominal x (en particulier ~(x)
est inversible), les techniques classiques de robustesse des systèmes linéaires soumis à des
perturbations non linéaires s'appliquent.
THÉORÈME 2.3 (:i) (n)
Considérons le système linéaire suivant soumis à une perturbation non linéaire:
(= K.(e) = K( + e:L((),
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(2.5)
où ( E BI/' boule ouverte de rayon v de RP, K matrice p X P de valeur" propre" à partie
réelle strictement négative, L champ de vecteur" de classe Cl "ur BI/'
Pour tout P, 0 < P < v, il eeiste un réel strictement positi] 1)(p) tel que pour tout e ,
I~I < Tf(p) :
(i) Le champ de vecteur" K. a un zéro et un seul (, dan" la boule fermée s;
(H) (, est exponentiellement "table pour le flot <fJ, de K, et "on domaine d'attraction
contient la boule fermée Br
En outre, e I---t (, est de classe Cl.
Corollaire 2.4
Supposons que le" champ" de vecteur" f, 91,"" 9m "oient perturbé" par le" champ" «l,
egl, ... ,eg m • Soit i un point nominal du "Y8tème (E) non perturbé. Alor" il eziste un réel
stictement po.sitifT](i) tel que pour tout e, lei < T](i), le 8Y8tème (E) en boucle fermée ait
un point nominal exponentiellement stable i, au uoisiruiqe de i. En outre, l'application
e f---+ i. nt de classe Cl.
Démonstration:
i étant un point nominal, Ô(i) est inversible. D'après le Théorème 2.2 0 induit un
difféomorphisme d'un voisinage U de i sur un voisinage W de 0(2:). Sur W, on a un
système linéaire soumis à une perturbation non linéaire et Proposition 2.3 s'applique, ce
qui nous donne la conclusion. 0
Dans le cas particulier où l'immersion est localement bijective, nous venons de voir
que les résultats de robustesse sont essentiellement des résultats de type linéaire, c'est à
dire que l'on traduit en terme de coordonnées non linéaires des résultats bien connus en
linéaire. Les véritables "phénomènes non linéaires" apparaîtront en fait lorsque le système
immergé ne sera plus localement difféomorphe au système initial. C'est ce que nous allons
étudier dans le paragraphe suivant.
2.4 Cas où l'immersion est de plus petite dimension
que l'état, q < n
Le système immergé a la même forme que précédemment:
(El) {è = F~+Gv
y = H~.
On rappelle que les pôles du système immergé peuvent être placés arbitrairement à travers
le choix des Wi. Le principal problème qui apparaît lorsque q < n est l'existence d'un
feuilletage de dimension n - q de Mn que la loi de bouclage a rendu inobservable. Ce
phénomène est comparable à ce qui se passe en linéaire lorsque la loi de bouclage fait
disparaitre les zéros finis (cette opération se fait en plaçant un pôle sous chaque zéro).
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La stabilité du système p:;) en boucle fermée ne se lit plus uniquement sur le système
immergé, il faut aussi s'assurer que la dynamique inobservable dite dynamique des zéros
soit stable, en un sens à préciser.
On remarque que lorsque l'on applique la commande constante v, ç tend vers une limite
finie:
tE~ooÇ(t) = -P-IGv i
ce fait justifie la définition suivante:
DÉFINITION 2.6
On appelle sous-variété asymptotique inobservable associée à v la sous variété N; de M ;
N; = {x E M 1 0(x) = -P-IGv, rgT",0 = q}.
Le qualificatif d'inobservable est détaillé par la proposition suivante
Proposition 2.5 (29)
Le système (~) en boucle fermée admet un feuilletage inobservable 3, dim 3(x) = n - q
pour tout x tel que ~(x) est inversible. La distribution 3 a localement pour variété intégrale




invariante par [, !lI, .. · ,!lm (9),f29), [si], où
f = f + foJgj , !Ji = L-/3fgj.
j=1 j=1
En particulier dim V, = n - q.
Démonstration:
Le système en boucle fermée ayant le même comportement entrée-sortie que le système
immergé, commandable et observable, (El), on en déduit que la plus grande distribution
invariante contenue dans nker dh., est précisement
j=1
3 = nnker dL~hj.
j=I;=O
De par sa définition, 3 est exactement la distribution inobservable du système (~) en
boucle fermée ([25]). Ce qui nous donne la conclusion. 0
L'étude de la stabilité du système (~) en boucle fermée se scinde donc en deux: la
stabilité de la partie observable, qui dépend exclusivement des choix du concepteur et se
lit sur le système immergé (~l), et la stabilité de la dynamique inobservable dont nous
montrerons que certains éléments sont indépendant des choix du concepteur et peuvent
être calculés a priori. Ce sont ces objets que nous allons maintenant définir; on introduit
les notations suivantes:
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• S(x) = det~(x)
• gu = Euig; (notation matricielle)
• Li = transposée de la comatrice de ~ , Li= S~ -1 lorsque 15 =1 o.
• N" = {x E NnIS(x) =1 O}
• Î" = (f - 9~-1~O)IN.
On remarque que
Lemme 2.6 (voir aussi lB})
Pour tout v E Rm, le champ de vecteurs ï + gv coincide avec le champ În sur N". En
particulier, sur N", il ne dépend pas du choix des matrices D et n. En outre, În est tangent
à N". În est par définition la dynamique des zéros.
Démonstration:
Lorsque xE N", cela signifie que F~ + Gv = 0 et donc que n~ + Dv = 0, i.e,
f + 9~-1(n~ - ~o + Dv) = Î"
Ainsi €= 0 et x reste dans N",on en déduit que Î" est tangent à N". 0
On constate que lorsque l'on applique la commande constante v, l'état x du système en
boucle fermée tend à se rapprocher de la variété asymptotique inobservable N".Le champ
de vecteurs În défini sur N"représente donc la dynamique inobservable de l'équilibre, la dy-
namique des zéros. Le lemme ci-dessus nous montre que cette dynamique est indépendante
du choix des pôles du système immergé, c'est à dire de la dynamique observable et ne
dépend que du choix du régime permanent; en outre, cette dynamique des zéros peut être
calculée a priori avant même de réaliser la loi de bouclage.
La stabilité du système (E) en boucle fermée ne pourra être assurée que si la dynamique
des zéros est elle même stable. La notion habituelle de stabilité correspond à ce qui est
bien connu pour les champs linéaires, l'état du système tend vers un point attractif dont
le domaine de stabilité est l'espace tout entier. Si cette notion de stabilité est satisfaisante
pour la dynamique observable, qui dans notre cas est linéaire, elle est par contre trop
restrictive pour la dynamique des zéros. On peut envisager, en J'absence de point d'équilibre
stable, que l'on puisse se contenter d'exiger que toutes les trajectoires de la dynamique
asymptotique inobservable aillent dans un compact et n'en ressortent plus.
Notons que ce type de comportement peut s'avérer dans certain cas inacceptable:
pour rester dans le compact K, les actionneurs peuvent être excessivement sollicités. Cette
discussion doit être menée au cas par cas.
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DÉFINITION 2.7
Soit N une variété et V un champ de vecteur~ JUr N On dit que V est Kssiable si et
seule ment ,,'il eziste un compact régulier K de N tel que V soit rentrant ~ur BK et tel que
chaque point de N soit transporté par le flot de V dans K en temp" fini positi]. Un tel
compact est dit vérifier la propriété (P).
DÉFINITION 2.8
Le ~y8tème (~) en boucle fermée est dit Ksstable si pour toute commande constante v, le
champ de vecteur~ j + yv est K-"table.
Ayant maintenant une notion plus large de stabilité, il nous faut maintenant trouver des
critères permettant de savoir si un champs de vecteurs est K-stable ou non. Nous énonçons
maintenant un théorème qui nous servira à établir un tel critère:
THÉORÈME 2.7 (Poincaré, Hopf) !:J9!
Soit N une variété compacte à bord et V un champ de vecteur tangent à N On suppose
que V est sortant "ur le bord BN et qu'il n'a que des zéros isolés (N étant compact, il"
sont donc en nombre fini). Alors, on a l'égalité:
L i(x)==X(N),
"'EN,V(",)=O
où X(N) est la caractéristique d'Euler-Poincaré de N et où i(z) est l'indice du zéro z du
champ de veeteur~ V
Rernarque 2.1
Si z est un zéro régulier de V, alors i(z) = (_1)"', où CT = nombre de valeurs propres
réelle" strictement néçaiives de V", V X(N) est un invariant topologique dont la définition
peut être trouvée dans (24].
Le théorème est énoncé dans le cas où V est sortant, pour obtenir des résultats de
stabilité, on sera amené à considérer des champs de vecteurs rentrants. La transposition
est immédiate, si V est un champ de vecteurs rentrant, - V sera sortant, et l'on applique
le Théorème 2.7 à-V. Il suffit de remarquer que les indices des zéros de - V s'obtiennent
en multipliant par (_I)dllnN. les indices des zéros de V
On suppose que le système (~) vérifie pour tout v les hypothèses supplémentaires
suivantes:
(i) Nv est "simple à l'infini", c'est à dire qu'il existe un compact K'; de Nv qui est un
rétract par déformation de s:
(ii) Le champ de vecteurs Îv n'a qu'un nombre fini de zéros.
(iii) Le champ de vecteurs 1+ yv est complet (ce qui implique que le champ ivle soit).
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Remarque 2.2
L'hypothèse (iii) est en fait superflu, si l'on suppose que le champ j + gv est K-stable,
comme il sera rentrant dans un certain compact, le flot sera défini pour tout t ~ 0 même
si le champ n'est pas complet pour les t < O.
En revanche, l'hypothèse (i) est indispensable; si le champ j +gvest K-stable, le champ
Î" le sera aussi. On peut alors montrer que N"est homéomorphe à K u BK x] - 00, OJ où
K est un compact de N" et où BK et BK x {O}sont identifiés; ce qui montre que K est
un rétract par déformation de N".
Nous sommes maintenant en mesure d'énoncer le principal théorème de ce chapitre:
THÉORÈME 2.8
Si le système (E) en boucle fermée est K-stable, alors, pour tout v les conditions suivantes
sont vérifiées:
(i) L i(:I:)= (-l)dirnN·X(N,,).
ZEN.J.(z)=o
(ii) Lgt.t.obIN.n{.=O}::; O.
En outre, lorsque (ii) est vérifiée, l'inégalité est stricte pour les points génériques; l'état
du système en boucle fermée ne peut atteindre N" n {b = O} aux points où cette inégalité
est stricte.
La condition (i) traduit la K-stabilité de la dynamique asymptotique inobservable sur N",
tandis que la condition (ii) signifie que le système en boucle fermée est naturellement
repoussé des singularités de ~.
Démonstration:
Par définition, la K-stabilité du système en boucle fermée implique que Î" soit K-stable,
donc qu'il existe un compact K" de N" satisfaisant à la propriété (P). K" étant un rétraet
par déformation de N", on a X(K,,) = X(N,,). Le théorème de Poincaré-Hopf s'applique
alors pour K" et pour le champ de vecteurs I, restreint à K", ce qui nous donne (i).
La K-stabilité implique également que les trajectoires du système ne traversent jamais
les singularités de ~, la dynamique en boucle fermée n'y étant pas définie. Montrons que
cela implique (ii).
Par l'absurde, supposons qu'il y ait un point :1:0 de N" n {b = O} tel que Lgt.t.obl.o > O.
Soit C la courbe intégrale du champ bÎ" passant par Zo (le champ bÎ" se prolonge par
continuité à N" tout entier) ; comme bLi.b tend vers -Lgt.t.oblro lorsque z tend vers zo,
la trajectoire C est parcourue dans le sens des b décroissants. Excepté lorsque b = 0, C est
aussi une trajectoire de Î", parcourue dans le sens des b décroissants lorsque b est positif,
et dans le sens des b croissants lorsque 6 est négatif; en outre, on a ILi.bl ------> 00 lorsque
b ----> 0, sur C, le flot de Î" est attiré par sur la zone singulière 6 = 0, ce qui est contraire
à l'hypothèse de K-stabilité sur N". 0
Étudions maintenant les propriétés de robustesse du système (E) en boucle fermée. On
suppose que le système (E) est K-stable et que les champs de vecteurs f, 91"'" 9m, sont
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perturbés par les champs de vecteurs inconnus ël, ë9l"", e9m, la loi de bouclage (2.3)
étant toujours calculée avec les champs t, 91,'" ,9m' Le champ de vecteurs en boucle
fermée s'écrit alors:
(2.6)
Comme ll. -1 apparaît dans le terme perturbatif, les perturbations ne seront "petites" que
lorsque le système sera loin de la zone {cl'= O}.Pour les mêmes raisons qu'en l'absence de
dynamique des zéros, on peut ramener les perturbations des sorties respectant la structure
des nombres caractéristiques à des perturbations des matrices ~ et ~o du mêmes type
que celles étudiées ici. Le système p:;) non perturbé étant K-stable, pour toute commande
constante v il existe un compact tel que le champ non perturbé en boucle fermée soit ren-
trant dans ce compact, pour des perturbations faibles, i.e. pour e proche de zéro, le champ
perturbé /. sera toujours rentrant (les propriétés de transversalité étant structurellement
stables). On en déduit donc le théorème suivant:
THÉORÈME 2.9
Supposons que le système (~) non perturbé en boucle fermée soit Kssiable. Alors pour tout
v et pour tout 7] > 0, il eziste un compact KT),v de M - {cl'= O} et un nombre p(7],v) > 0
tels que si lei < p(7],v) :
(i) /. (cf !.6) est rentrant dans KT).'"
(H) 110(x)+ A-lBvll < 7] Vx E KT).v'
En particulier, le système perturbé reste K-stable si l'on se restreint dans un voisinage du
compact KT).v.
Démonstration:
On sait que lorsque l'on applique une commande constante v, l'état du système immergé
0(z) tend vers -A-lBv lorsque t tend vers +00 (les pôles du système immergé ayant
été bien évidemment choisis stables). Comme on suppose d'autre part que le système (~)
est K-stable, les trajectoires du système en boucle fermée sont rentrantes dans un certain
compact; on peut choisir ce compact tel que son image par 0 soit contenues dans une
boule de rayon 7] centrée en -A-lBv.
En effet, si K est un compact vérifiant la propriété (P), pour tout z appartenant à K on
pose t",.v = inf{t > o/I'~~(z)11 :::: 7]} où cJ>" est le flot défini par le champ en boucle fermée
lorsque l'on applique la commande constante v. L'application x f-t t",.vétant continu sur
le compact K, admet une borne supérieure l; on peut alors prendre pour K'I." le compact
cJ>~(K).
Le champ non perturbé 10 est rentrant dans KT).v' D'autre part, KT)." n {c5 = O} = 0
(le système non perturbé étant K-stable, le compact K, et donc le compact KT),,, , a une
intersection vide avec les singularités de la loi de bouclage, i.e, avec la zone {cl'= O}). Au
voisinage de K'I,'" le champ 1. peut être considéré comme une petite perturbation de 10 ;
en particulier pour e suffisemment petit, 1.sera toujours rentrant dans K'I.v, ce qui nous

























Comparons les deux résultats de robustesse que nous avons obtenus. Dans le paragraphe
précédant, nous avions affaire essentiellement à un système linéaire avec une perturbation
non linéaire. Le point de fonctionnement autour duquel nous nous étions placés était
légèrement déplacé et conservait ses propriétés de stabilité. Tandis qu'ici, on ne peut plus
véritablement parler d'un point de fonctionnement, mais plutôt d'un "compact" de fonc-
tionnement, compact qui n'apparaît ponctuel que vu à travers l'immersion 8. Ce compact
est déformé par les perturbations (il peut même "s'épaissir" et ne plus être contenu dans
une sous-variété de M), et son image par 8 n'est plus ponctuelle j tout ce que l'on peut
dire, c'est que l'image par 8 des trajectoires du système perturbé en régime permanent
resteront au voisinage du point de fonctionnement du système immergé.
On retrouvera des résultats comparables au linéaire lorsque le "compact de fonction-
nement" K est en fait réduit à un point j la dynamique inobservable est alors stable
au sens usuel où toutes les trajectoires tendent asymptotiquement vers le même point
d'équilibre, on dit alors que le système est à minimum de phase. Ce cas particulier a été
plus précisément étudié par C. Byrnes et A. Isidori [8].
2.5 Application à la commande d'un bras de robot
équilibriste [2]
On étudie un bras de robots constitués de trois segments articulés. Le premier segment
BI est vertical et tourne autour d'un axe vertical. Le deuxième segment B 2 est fixé à
l'extrémité supérieure de BI et peut tourner dans le plan vertical défini par BI et B2 •
Le troisième segment B J est fixé à l'autre extrémité de B 2 et tourne dans le même plan
vertical. Les angles 81> 82 , et 83 sont définis dans la Figure 1. Sur chaque articulation du
bras de robot il y a un actionneur commandé en couple.
Un pendule rigide est fixé à l'extrémité du bras de robot. Ce pendule est décrit par
ses coordonnées sphérique notées 8, <p dans un repère lié au segment B 3 , et peut tourner
librement autour de son articulation.
On cherche une loi de commande qui stabilise le pendule autour de sa position d'équilibre
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instable (robot équilibriste).
Le système mécanique "bras + pendule" est représenté par ses coordonnées d'angles et
de vitesses angulaires dans R10 ,
Xl 01 , X2 O2 , X3 03 ,
4>, 0, 81>
82 , X8 83 , X9 ~,
8.
Les équations du système sont données par les équations de Lagrange.
où Qi est le couple exercé par la gravité sur la i ème articulation et Ui le couple commandé
appliqué par l'actionneur de la i ème articulation. Pour les coordonnées du pendule on
trouve:
~*-~ = Q~, ~?fi -~ = Qg.
L'expression du Lagrangien et des couples de gravité est donné en Annexe.
On définit X = ( 7J, le système prend alors la forme classique:
X10
f, 91, 92, et 93 analytiques. La position d'équilibre supérieure est caractérisée par:
X2 + x3 + X6 = 0
X4 = 0
Xi = 0 6:::; i:::;10.
(2.7)
On va maintenant choisir trois sorties pour pouvoir utiliser les outils développés dans les
paragraphes précédents. Les sorties seront choisies de telle sorte qu'il n'y ait qu'un nombre
fini de points d'équilibre dans chaque sous-variété asymptotique inobservable; les sorties
h il h 2 , et h 3 seront fonctions uniquement des cinq coordonnées d'angles, Xl, ••• , X5, et
telles que leurs différentielle forment avec les différentielles des fonctions X2 + X3 + X5 et X4
une famille de rang 5 (i.e. de rang maximal), ce qui nous permet d'assurer que les points
d'équilibre dans la sous-variété asymptotique inobservable sont isolés. Un choix possible
de fonctions hl, h2 , et h3 est donné par les expressions suivantes:
hl H(X 1 - X1e) + (X2 - X2JJ
h 2 (Xl - X1e) + HX 3 - X3<)
h3 H(X4 - X4e) + (X6 - X5<)],
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où
2:1c = fi 2:2c = 2:3c
2:4c = 0
Avec ce choix de sorties on obtient l'immersion
La matrice de découplage .6. est de la forme
.6.=PfQ,
où T est la matrice d'inertie du système et
La matrice de découplage .6. n'a pas de singularités sur la sous-variété asymptotique inob-
servable No (qui est de dimension 4). On a donc No = No. Sur No, il n'y a qu'un point
d'équilibre 2:., caractérisé par 2:; = 2:;c pour 1 :s i :s 5 et 2:; = 0 pour 6 :s i :s 10. Le
linéarisé du champ de vecteurs Îo autour de ce point d'équilibre a pour valeurs propres:
4.77 X 10- 7 ± 3.99i, -1.43 x 10-7 ± 5.45i
Ce point n'est pas asymptotiquement stable. Le système a, selon la définition de C. Byrnes
et A. Isidori, deux zéros instables et le système n'est pas à minimum de phase.
Cependant, on a iio(2:.) = 1 et comme No :::::; R\ x(No ) = l, conformément au
Théorème 2.8, les conditions nécessaires de K-stabilité sont vérifiées, et la simulation (Fig-
ure 2) nous montre que le système est effectivement K-stable, le compact K étant une
"petite" boule centrée en 2: e- En outre, la simulation nous suggère que les trajectoires
tendent vers un tore attractif contenu dans K
Nous avons avec le bras de robots un exemple de système qui n'est pas asymptotique-
ment stable, dont le linéarisé tangent au point d'équilibre est instable; mais qu'on ne peut
cependant pas qualifier d'instable, les trajectoires du système restant dans un voisinage de
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de K-stabilité; cela ne signifit pas que le système soit obligatoirement stable, ces conditions
sont nécessaires et non suffisantes, il a fallu simuler le système pour établir avec certitude
s'il était K-stable ou pas. Ce critère permet de faire un premier tri entre les sorties accep-
tables, celles qui vérifient les conditions nécessaires de K-stabilité, de celles qui ne le sont
pas, qui donneront de toutes façons un comportement en boucle fermée instable.
2.6 Conclusion
Nous nous sommes intéressés à la stabilité et la robustesse d'une classe particulière de
lois de bouclage. Nous avons élargi à la K-stabilité la notion de stabilité. Ceci nous a
permis de relacher nos exigences sur la partie inobservable de la dynamique, la "dynamique
des zéros" On notera aussi que la K-stabilité est structurellement s'table alors que la
stabilité asymptotique ne l'est pas toujours. En effet, si le système en boucle fermée a
un point d'équilibre asymptotiquement stable et que par la suite de perturbations une
bifurcation de Hopf se produit en ce point, le système reste K-stable tandis qu'il n'est
plus asymptotiquement stable. On soulignera cependant que nous n'avons donné que des
conditions nécessaires de K-stabilité tandis que C. Byrnes et A. Isidori [8] et A. Isidori
[29] donnaient des conditions suffisantes de stabilité asymptotique.
B. d'Andréa-Novel et J. Lévine prolongèrent cette étude de la K-stabilité en prenant
en compte d'autres invariants topologiques de la sous-variété asymptotique inobservable
et en considérant en plus des points stationnaire de la dynamique des zéros ses orbites
périodiques, et en utilisant les inégalités de Morse-Smale [46]. Cette extension est cependant
limitée; la mise en application de ces résultats exigeant que la dynamique des zéros soit
de Morse-Smale (voir [43] pour une définition précise des champ de Morse-Smale), or cette
condition n'est plus générique en dimension supérieure ou égal à 3.
Ces résultats de stabilité restent dépendants de l'approche "suivi de modèle" puisque
l'on essaye par diverses transformations de suivre un modèle que l'on connaît et que l'on
sait stable. D'autres approches plus générales sont possibles. Un grand nombre d'entre
elles utilisent des méthodes de type Lyapunov. Ces méthodes permettent de construire
des lois de bouclage stabilisantes au voisinage de points où les techniques de linéarisation
ne s'appliquent pas. Ces méthodes peuvent déboucher sur des lois de commande qui ne
sont plus coo mais seulement Ca (et parfois pas même Lipschitz) (cf Z. Artstein [5]). Des
résultats ont également été obtenues avec des lois de bouclages discontinues. (Voir par
exemple E.D. Sontag [47] pour une présentation générale sur les résultats de stabilité, voir
aussi [48], [52].) Les résultats obtenues jusqu'à présent restent cependant fragmentaires.
2.7 Annexe: Expression du Lagrangien et des couples
de gravité [1]
Le robot étant considéré comme rigide, l'énergie potentielle interne est nulle. Le Lagran-




• On notera Ra= (Ozyz) un repère absolu, J'axe Oy étant parallèle à la barre Bç,
• On notera Rl (01ZlY1Zd le repère relatif lié à la barre B l obtenu par une trans-
lation de longueur dl le long de J'axe Oz suivi d'une rotation d'angle (Jl autour de
l'axe Oy parallèle à OlYl'
• On notera R 2 = (02Z2Y2Z2) le repère relatif lié à la barre B 2 obtenu à partir de
R l par une translation de longueur d2 suivant OlYl suivi d'une rotation d'angle (J2
autour de l'axe 02Z2 parallèle à l'axe OlZl'
• On notera R3 = (03Z3Y3Z3) le repère relatif lié à la barre B 3 obtenu à partir de R 2
par une translation de longueur d3 le long de l'axe 02Z2 suivi d'une translation de
longueur d4le long de 02Y2 et d'une rotation d'angle (J3 autour de l'axe 03Z3 parallèle
aux axes OlZl et 02Z2.
• On notera par ds la distance entre 0 3 et le centre de gravité G4 du pendule R, et
par çi = (J4 et (J = (Js ses coordonnées sphériques dans le repère R3 •
• On notera x g" Yg" et Zg" i = 1,2,3, les coordonnées du centre de gravité G, de la
barre Bi dans le repère relatif R;.
• On notera
( i: 0 0)Ii = 0 i; 0o 0 t.,
la matrice d'inertie de la barre Bi dans le repère (GiXiYiZi) pour i = 1,2,3. Pour
i 4, cela représente la matrice d'inertie du pendule R dans un repère relatif lié à
R d'origine G4 •
• On note mi les masses des barres Bi et m4la masse du pendule R.
On a alors:





>'1,1 ml(X;, + Z;,) + m2«X In cos 82 + Yinsin62)2 + z;.)
+m3« -(dl + d3)sin 82 + Xg, cos(6 2 + 83 ) + Yg,sin(62 + 83W + (d4 + Zg,)2)
+m4( (-(dl + d3) sin 82 + d4sin( 62 + 63 )
+ds(cos(82 + 83) sin 85 cos 84 + sin(82 + 83) cos 8sW
+(d 4 + ds sin 84sin 8s)2)
+Iy,l + I z •2sin2(82 + 63 ) + III.2 cos? 82 + III,3COS2(82 + 83 )
+Iz •4(sin(8 2 + 83) cos 84cos8s + cos(6 2 + 83) sin8s)2
+III,4(cos(62+ 63) cos8s - sin(8 2 + 83)cos84sin8s)2 + I,,4 sin 284sin 2(82 + 83)
>'2,2 m2(x;, + y;') + m3(x;, + y;, - (dl + d3 ) ( -dl - d3 + 2(yg, cos 83 - Xg, sin83 ) ) )
+m4«d4(d4 + 2(-dl - d3) cos 83) + (dl + da)2 + d~(cOS2 84sin 28s + cos 28s)
+2d s«d4 - d3co s 83) cos 6s + (dl + da) sin 83 cos 84sin8s))
+ 1',2 + 1,.a + 1",,4sin 284cos? 8s
+ 111,4 sin 284sin 26s + 1,,4 cos 284
>'3,3 m3( X;, + y;,) + m4( d~ + ~(cos2 64sin 28s + cos 28s) + 2d4ds cos 8s)
+1,,3 + 1",,4cos28s sin 284 + 111,4sin
28s sin 284 + 1,,4 cosê 84
>'4,4 m4d; sin 285 + I",,4.s in28s + 111•4cos28s
>'s,s m4~+1,,4
>'1,2 = m2Zg,(xg, sin 82 - Yg,cos 82) + m3(d 4 + Zg,)
x«dl + d3)cos82 + Xg, sin(8 2 + 83 ) - Yu, cos(8 2 + 83 ) )
-m4(d4 + ds sin 84sin 85 )( -(dl + da)cos 82 + d4cos(8 2 + 83 )
+ds( - sin(8 2 + 83 ) cos 84sin 6s + cos(8 2 + ( 3) cos 8s))
-1",,4(sin(82 + ( 3 ) cos 84cos 8s + cos(8 2 + ( 3) sin8s) sin 84cos 8s
+III,4(cos(82 + 83 ) cos 8s - sin(8 2 + (3)cos84sin8s)sin84sin8s
1,,4 sin 84cos 85 sin( 82 + 83)
>'1,3 m3(d 4 + Zg,)(Xg, sin(8 2 + 83 ) - Yg,cos(8 2 + 83 ) ) - m4(d 4 + ds sin84sin8s)
x(d4 cos(8 2 + 83 ) + ds(cos(82 + 83 ) cos 85 - sin(82 + 8a) cos 84sin 85 ))
-1",,4(sin(82 + 83 ) cos 84cos 85 + cos(8 2 + 83 ) sin8s) sin84cos 85
+Iy,4(cos(8 2+ 83 ) cos 84cos 85 + cos(8 2 + 83 ) sin 85 ) sin 84cos 85
+1,,4 sin64cos 64sin(82 + 63 )
>'1,4 m4« -(dl + d3)sin62 + d4sin(82 + 83 ) + ds(cos(62 + 6a) sin 65 cos 84
+ sin(8 2 + 83 ) cos 8s))ds cos84sin8s
+(d4 + ds sin 84sin 8s)ds cos(8 2 + 8a) sin 64sin 85 )
+ 1",,4sin 8s(sin( 82 + ( 3) cos 84cos 8s + cos( 82 + 8a) sin 8s)
+111,4cos 8s(cos(82 + 83 ) cos 8s - sin(8 2 + 83 ) cos 84sin8s)
'\1,5 Tn4((-(dl + da) sin 82 + d4sin( 82 + 8a) + ds(cos( 82 + 83 ) sin Oscos 04
+ sin(82 + 83 ) cos 8s))ds sin 84cos Os
-ds(d4 + ds sin84sin 8s)(cos(82 + 83 ) cos 04 cos 0s-
sin( 82 + 8a) sin Os)) + 1,,4 sin( O2 + 8a) sin 04
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~2.3 m3(Z;. + y;. - (dl + d3)(Yg. cos 83 - Zg. sin 83))
+m4(d4(d4 - (dl + d3)cos 83) + d~(cOS2 84sin 2 85 + cos285 )
ds(2d4 cos fh - (dl + d3 )(cos 83cos 85 - sin 83cos 84sin 85 )) )
+ 1.,3 + 1",,4sin 284cos 285 + 111•4sin
284sin 285 + I.,4 cos? 84
~2.4 -m4dS sin84sin8s(-(dl + d3 ) cos 83 + d4 + ds cos8s)
-(1",,4 - 111,4 ) sin 84sin 8s cos 8s
~2.S m4dS((-(dl + d3) cos 83 + d4) cos 84cos 85 + d3sin 83sin 85 + ds cos 84)
+I.,4cos 84
~3,4 -m4dS(d4 + ds cos 8s)sin84sin8s - (1",,4- 111,4) sin 84sin8s cos8s
~3.S m4dS(ds + d4cos 8s ) cos 84 + 1.e,4cos 84
~4,S 0
Les couples de pesanteur sont donnés par les expressions suivantes (Qi = Qs, pour
1,2,3, o; = Qs,. et o, = Qs'):
Qs, 0
Qs, = g(m2(z92 cos 82 + Yg,sin(2 )
+m3( -(dl + d3) sin 82 + Zg, cos( 82 + ( 3) + Yg, sint 82 + ( 3))
m4( -d4sin (82 + 83) + (dl + d3) sin 82
+ds( - cos(8 2 + ( 3) cos 84sin8s - sin(82 + ( 3) cos ( 5 )))
Qs. g(m3(Zg, cos(8 2 + 83) + Ys, sin(82 + ( 3))
+m4(-d4sin(82 + ( 3) + ds( - cos(8 2 + ( 3) cos 84sin8s - sin(82 + ( 3)cos8s)))
Qs, - gm4 ds sint 82 + ( 3) sin 84sin 8s
Qs. gm4 dS(sin(8 2 + 83) cos 84cos 85 + cos(8 2 + 83) sin 85 )
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Chapitr e 3
Lin é arisation par bouclage
dyn amiqu e e t difféomorphism e l
3 .1 I ntrod uction
L~ but premier de III. commande d 'u n syst ème, qu'Il so it linéair e ou non , est de lui do nne r
un compor tement shl.ble, c'es t à dire que le syst èlm' revienne spont anément 1'1. 11 co m porte -
ment qui lui ft été assigné lorsqu 'une p ert urba tion l'en a éee rté, et robu ste a u sens où
le comportement quali ta ~ i f du système rest e le même lorsq ue les peremet res d u système
varient , qu e la dy na miqu e n'e s t connu qu'appr oxima tiv ement , a il q ue Ill. loi de bo uclag e
a ppli qu ée n'est pas exac tem ent celle que 1'011 a ca lcu lée .
Il ..s t bie n connu d ' une part q u' un Iystème liné airec om ma nd 80 blr.es t s ta bilis able par une
loi de b ou cla ge (linéaire) bien choisie i d 'autre pa rt qu'un syst ème lin éaire stable est robu ste
lorsqu' il est so umis à de>; perturbations non lin éairea. Enfin les prop ri ét és de stll.hi lit~
et de rob ustesse sont invarientes par difféolnorphi smt'. Une des tech niques possi bles d e
commande stabilisa nte et robust e et de t ra nsformee par bo uclag e et diffèomorp hieme u n
système non lin éair e en un syst êllle lin éa ire commeudeble.
Les systèmes non linéa ires étudié s ici se ront d e la (orme
z= f (z ) + f: u.g.( ~ ) = f (z) + g(z)u .
' '''1
(3 .1)
A.J . Krener [35) donna les conditio ns pour que le systè me (3.1) soit di fféomo rphe à un
système linéaire. R. W. Brcckeu 171 généralisa celt e app roche pour des lois de bo uelage
de Ill. for me u = a (z ) + f1v, où iJ est une mat rice m )( m cc nst a nte el inver sible. Enfi n
B. J a kubczyk d W. R..spondek [33J et ind épe ndemm..nt L.R . Hunt , R . Su et G . Meyer [28]
donn èr .. nt III. répons.. com plète lorsque l' on s 'autorise les lois de bouc lage sta tiq ues de la
forme
u ~ o (z ) +Pl z)" (3.2)
le.. tr"VlI.iI " ~t" .. ff..ct ue ..n coll..!>o•• tioD .....c J . Levi..c ct R. Mat ina ct • f"; t l'obj ..1 d e plu sieun
pllblic &tioDS(d [12J. [13], ct [H]
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(3.3)
où j1(x) est une matrice carrée inversible pour tout x. Ce résultat contient ceux présentés
dans [35] et [7].
R. Marino [38] montra que tout système (3.1) admettait un plus grand sous-système
linéarisable et en donna la construction. Après difféomorphisme et bouclage, le système
est scindé en une partie linéaire et une partie non linéaire,
z = Az+bv
( = a(z,()+b(z,()v
et la stabilité et la robustesse de ces systèmes est alors donné d'une part par la partie
linéarisée et d'autre part par la partie non linéaire. Cependant le comportement de cette
partie non linéaire est inconnue a priori, on ne peut que constater la stabilité ou l'instabilité
du système bouclée. En outre, cette stabilité dépend du choix des coordonnées qui sont
effectivement linéarisées.
Dans le Chapitre 2 nous cherchions des critères permettant de savoir si la partie non
linéaire du système (3.1) était stable et robuste. Ici on cherchera plutôt à étendre la classe
des lois de bouclages possibles aux bouclages dynamiques de façon à élargir la classe des
systèmes linéarisables. Les lois de bouclage dynamique étudiées seront de la forme:
w = a(x,w) + b(x,w)v w E Rn'
u = a(x,w) + j1(x,w)v V E Rm' m' 2':m.
La loi de bouclage étant régulière en un sens qui sera défini ultérieurement (cf Définition 3.1).
Ce type de loi de bouclage contient ce qu'en linéaire on appelle compensateur dynamique
et précompensateur. En non linéaire, nous ne ferons plus cette distinction. Le système
étendu (3.1) + (3.3) sera appelé extension dynamique de (3.1).
Ce type de loi de bouclage a été introduit en linéaire pour résoudre le problème
du découplage entrée-sortie (cf W.M. Wonham [54]). R.M. Hirschorn [26], en 1979, et
S.N. Singh [44] [45], en 1980 et 1981, montrèrent l'importance de ces lois de bouclage
dans la construction d'inverse de systèmes entrée-sortie non linéaires et du découplage par
bouclage dynamique.
On remarquera que si la transformation par bouclage statique (3.2) est inversible, le
bouclage permettant de revenir au système initial étant donné par v = j1(xt 1(u - a(x)),
la transformation par bouclage dynamique ne l'est pas (la dimenson de l'espace d'état
augmente et passe de n à n + n'). S'il est possible de définir un "groupe de transforma-
tion par bouclage statique" du système (3.1), on ne peut plus en faire de même pour les
transformations par bouclage dynamique.
Le bouclage dynamique fut étudié dans le cas des systèmes non linéaires entrée-sortie:
J. Descusse et C.H. Moog [15], [16] étudièrent le découplage entrée-sortie, A. Isidori et
M.D. Di Benedetto [6] résolurent le problème du suivi de modèle non linéaire. A. Isidori [29J
avec C.H. Moog et A. De Luca [32], et M. Fliess [20], donnèrent des conditions suffisantes
pour qu'un système non linéaire entrée-sortie soit simultanément linéarisable et découplable
par compensation dynamique. Notre approche diffère de celle de [17] et de [32] puisque
nous considérons des systèmes entrée-état, donc sans sortie; si dans l'approche entrée-
sortie les fonctions de sorties sont données, l'approche entrée-état dans ce cas reviendrait
à chercher des "bonnes" sorties vérifiant les conditions données par les auteurs précédents.
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Les définitions des compensateurs dynamiques et de la linéarisation par bouclage dy-
namique que nous utiliseront sont différentes de celles utilisées par M. Fliess; il n'est donc
pas surprenant que nos résultats et les siens semblent contradictoires. En effet, M. Fliess
montre (cf [19]) que tout système non linéaire peut être transformé par bouclage dy-
namique et difféomorphisme en un système linéaire. Nous montrons au contraire que toute
une classe de systèmes, les systèmes non linéaires mono-entrée qui ne sont pas linéarisables
par bouclage statique, ne sont pas non plus linéarisables par bouclage dynamique. Cette
contradiction apparente provient de ce que la classe des transformations que nous nous
autorisons est plus restrictive que celle de M. Fliess. Si l'on note z E Rn l'état du système
non linéaire étudié et w E Rq l'état du compensateur dynamique, nous ne considérons
que des difféomorphismes z = <p(z,w) de Rn+q l'espace étendu, tandis que M. Fliess con-
sidère les transformation z = '!/J(z,w) de Rn l'espace initial, où pour tout w, '!/J(.,w)est un
difféomorphisme de Rn. Il s'en suit que nous linéarisons l'ensemble système + compensateur
tandis que cela peut ne pas être le cas dans la théorie de M. Fliess. Lorsque nous plaçons les
pôles du système linéarisé, nous stabilisons l'ensemble système + compensateur; M. Fliess
après avoir linéarisé le système se doit de vérifier que le compensateur lui-même a un corn-
portement stable, ce qui n'est pas garanti a priori. L'approche de M. Fliess donne surtout
des renseignements d'ordre structurel sur les systèmes non linéaires.
Nous établirons en premier lieu le résultat négatif évoqué ci-dessus : Si un système
mono-entrée n'est pas linéarisable par bouclage statique, il ne sera pas linéarisable par
bouclage dynamique. La linéarisation par bouclage dynamique est un phénomène exclu-
sivement multi-entrées.
Nous donnerons ensuite une condition nécessaire triviale: si un système est linéarisable
par bouclage dynamique, alors son approximation linéaire est commandable.
Devant la complexité du problème pour les systèmes multi-entrées nous ne prétendrons
pas résoudre de façon exhaustive le problème de la linéarisation par bouclage dynamique
(3.3) du système (3.1) ; nous chercherons à trouver des conditions suffisantes de linéarisation
par bouclage dynamique. Enfin nous montrerons qu'elles s'appliquent à certaines classes
de systèmes non linéaires (3.1) et nous donnerons un procédé de synthèse des commandes
dynamiques correspondantes.
3.2 Résultats préliminaires
Considérons le système étendu composé du système (3.1) et du compensateur (3.3)
fez) + g(z)o:(z, w) + g(;z;)I3(z,w)v
tU = a(;z;,w)+b(;z;,w)v,
que l'on peut réécrire
(3.4)
i = j(7:) + g(x)v = j(x) + Ê9;(X)V;, x E Rn+n', v E Rm' (3.5)
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où i = (x,w) est l'état étendu et où
j = ( J(x) + g(x)a(x,w)) 9 = (g(x){3(X,w) )
a(x, w) b(x, w) (3.6)
m'
Si les Uj = aj(i) + t;{3j,i(i)vi' 1 < j ~ m, sont considérées comme des sorties
du système (3.5), on définit leurs nombres caractéristiques VI, ..• , t/-« selon la définition
habituelle [29] :
Vj = 0 si {3j,i(i:) # 0 pour au moins un i, 1 ~ i ~ m
Vj = min{r 1 L g,LT 1aj(i:) # 0 pour au moins un i, 1 ~ i ~ ml. (3.7)
Soit
6j ,i(i: ) = {{3Lj'iL(~~-1 (_) s~ Vj = °0g. 1 aj x SI n > .
Lorsque tout les Vj sont finis, la matrice m x m'




La loi de bouclage dynamique (3.3) est dite régulière pour le système (3.1) ai le système
étendu (3.4) muni des sorties (Ul'''''Um ) est inversible à droite (cf [15], [16], [17]).
Remarque 3.1
Une loi de bouclage statique (3.2) avec {3(x) inversible est un cas particulier de loi de
bouclage dynamique régulière.
DÉFINITION 3.2
Le système (3.1) est dit localement staiiquemeni linéarisable s'il existe une loi de bouclage
(3.2) et un difféomorphisme de l'espace d'état transformant (3.1) en un système linéaire
commandable.
DÉFINITION 3.3
Le système (3.1) est dit localement dynamiquement linéarisable ou linéarisable par bouclage
dynamique s'il existe une loi de bouclage dynamique régulière (3.3) et un difféomorphiame
de l'état étendu (x,w) transformant le système Étendu (!I.t) + (!I.3) en tm système linéaire
commandable.
Les notions mathématiques utilisées ci-dessous sont définies en Appendice A. On rapelle
de [33], [28], et [38J les définitions et résultats suivants:
DÉFINITION 3.4
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• Qo = YO= SP{91,··.,9m}'
• Y'+I = Yi + ad~+!yo = Yi + ad/y, .
• Qi+1 = Q; + ad~+!Qo pour tout i 2:' 1.
• Y.= iQy,·
• Q'=iQQ i'
Où il représente la clôture involutive de la distribution 6. Les principales propriétés des
distributions Qi et Yi sont données dans la proposition suivante et sont démontrées dans
l'AppendiceB. PourlessystèmeslinéairesX = AX+Bu,ona Qi = Yi = Im(B,AB, ... ,A'B).
Proposition 3.1 (cf Appendice B)
Les distributioru Qi et y, vérifient les identités suivantes :
• g:=~.
• ç: = Q., en particulier Q. est involutive.
• ad/Qi C Qi+l.
• ad/~ C Qi+!
En outre, les distributions Qi et Qi sont invariantes par bouclage statique régulier ((38)).
(En général, le.l distributions Yi ne le .lont pas.]
On rappelle la définition de l'invariance par bouclage statique régulier des distributions.
DÉFINITION 3.5
On dit qu'une distribution définie en fonction des champs de vecteurs t, gl,"·' gm (par
exemple les distribuiions Yi et Qi et leurs clôtures invol;:.tive.l) est invariante pa: bouclage
statique réçulier si lorsque l'on remplace f par ï = f +~O'i(X)9i et s. par gj = ~,8j.'(X)9i
pour tout i, 1 :S i:S m avec ,8 inversible, cette distribution n'est pas modifiée.
On s'aperçoit en outre que si f - ï appartient à YO et que si (gih<i<m est une base de
YO alors ï = f + ~O'i(X)9i et gj = ~,8j"(X)9i pour tout i, 1 :S i :S-~ avec,8 inversible.
Une loi de bouclage statique (3.2) s'interprète donc comme un changement de base de la
distribution Ço et une modification de la dynamique propre par un champ de vecteurs de
9 0 :
ï
9, ----> g, 1:S i:S m,
où f - ï E a;
On rapelle les théorèmes suivants:
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THÉORÈME 3.2 (29}
LeJ trois propositions suivanteJ sont équivalentes :
(i) Le système (3.1) est localement fortement commandable.
(ii) Q. =TR".
(Hi) n ezisie un entier k ~ n -1 tel que QIc = TR".
Pour les systèmes linéaires, on retrouve bien le critère de Kalman.
THÉORÈME 3.3 (33}(28}
LeJ propositions suioantes sont équivalentes :
(i) (9.1) est linéarisable (localement) par bouclage statique (9.2) et difféomorphisme.
(ii) LeJ distributions Yi JO nt involutives de rang conJtant quel que soit i et Y"-l = TR"
Dans ce cas les deux familles de distributions Yi et Qi coïncident, Yi = Qi, pour tout i 2: o.
Les théorèmes précédents nous permettent de caractériser entièrement les systèmes
linéarisables par bouclage statique et difféomorphisme. On s'aperçoit que l'impossibilité
de linéariser le système (3.1) peut provenir de deux causes bien distinctes,
• La variation du rang des distributions Yi' Cette obstruction de type topologique ne
sera pas étudiée ici.
• La non involutivité des distributions Yi.
Quand ces conditions ne sont pas vérifiées on peut s'intéresser au plus grand sous-




• ri = dim Qi - dim Qi-1 pour i 2:1,
• k i = card{jlrj 2: i} pour i = 1, . . . ,m.
DÉFINITION 3.1 (38}
On dit que le système (3.1) est partiellement linéarisable avec les indices ~1>"" ~,"' si et
seulement Ji (s.i ) est équivalent par bouclage statique à un système de la forme:
z Az+Bv
( = a(z,() + b(z,Ov,
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(3.10)
où la partie linéaire est commandable d'indice de commandabilité KI" .• , Kw P1U$précisé-





Si le $Y$tème (3.1) est équivalent à un $Y$tème de la forme (J.10) alors on aura Ji. :s: m
et Ki :s: k i pour tout i :s: u,
En outre le $Y$tème (s.i ) est effectivement équivalent à un $Y$tème de la forme (!J.10)
avec Ji.= m et Ki = k i •
La dimension des plus çrand» $OU3·$Y3tème3linéarisable est donc égal à k1+ ... + km =
ro+···+rn-l·
DÉFINITION 3.8
On appelle dimension. non linéaire du $Y3tème (J.l) et on note nNL l'entier
En particulier, le système (3.1) est linéarisable par bouclage statique si nNL = O. Dans ce
cas, on retrouve le résultat du Théorème 3.3 grâce à la remarque suivante:
Remarque 3.2
Si Q. = TRn, on a nNL = Ëdim~ - dim Qi. L'entier nNL donne une
"mesure" de la non involutivité des distributions Qi' Donc 3i nNL = 0, toutes le$ Qi sont
inuolutiues et L ki = n donc Qn-l = TRn, d'où le Théorème J.J.
DÉFINITION 3.9 On dit que le $Y$tème (s.i) est $01.1$ forme pseudocanonique $'il est
écrit $01.1$ la forme (J.10) avec Ji.= m et Ki = k i pour tout i, 1 :s: i ~ m.
Un système non linéaire (3.1) est en général équivalent à plusieurs formes pseudocanoniques
(la partie non linéaire de (3.10) dépend du choix des coordonnées de la partie linéarisée).
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3.3 Le cas mono-entrée
On peut maintenant passer à l'étude des bouclages dynamiques. Le résultat est particu-
lièrement simple dans le cas où le système n'a qu'une seule commande.
THÉORÈME 3.5
On considère le système (3.1) avec m = 1. Les propositions suivantes sont Équivalentes:
(i) Le système mono-entrée (3.1) est linéarisable par bouclage statique et difféomorphisme.
(ii) Le système mono-entrée (3.1) est linéarisable par bouclage dynamique et
difféomorphisme.
En outre, la dimension non linéaire n'i-n de toute extension dynamique de (3.1) est
supérieure à nNL, nlVL ~ nNL.
Démonstration:
L'implication (i) ==} (ii) est triviale (tout bouclage statique est un cas particulier de
bouclage dynamique, voir Remarque 3.1).
Montrons que (ii) ===> (i). Considérons une extension dynamique de (3.1),
x f(z) + a(z, w)g(z) + l1(z,w)g(z)v
w = a(z, w) + b(z, w)v
u = a(z,w) + l1(z,w)v,
(3.11)
où v E Rm' Nous montrerons que si (3.11) est linéarisable par bouclage statique et
difféomorphisme alors (3.1) vérifie les conditions de Jakubczyk-Respondek, Hunt-Su-Meyer
(Théorème 3.3). On a (z, w) E Rn+n' ; les champs de vecteurs définissant le système (3.11)
sont
f- - ( f(z) +a(z, w)g(z) ) -. _ ( 11,(z,w)g(z) )
- a(z,w) , g, - b,(z,w) 1:S i:S m'
On définit les distributions
• go = Qo = sp{gj; 1 :S j :S m'},
• ô.= gH + sp{adjg} = g'-l+ ad~go, i ~ 1.
• Q, = Q'-l + ad/Qo, i ~ 1.
(3.12)
Le système étendu sera linéarisable par bouclage statique si et seulement si les distributions
g, sont involutives de rang constant pour tout i, auquel cas nous aurons g,= Q, pour tout
i ~ O. Nous allons montrer que ce n'est pas possible lorsqu'une des distributions Y, ne l'est
pas, i.e. lorsque le système (3.1) n'est pas linéarisable par bouclage statique.
On définit l'entier v comme en (3.7), Définition 3.1 :
• v = 0 si I3j(z,w) t 0 pour au moins un i, 1:S j:S m'
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• v = min{k 1LiI,Lt1a(x,w) t 0 pour au moins un j} si f3Ax,w) == 0 pour tout i.
l:Sj:S m'
Soit 1'j(x, w) = f3Ax, w) si v = 0 et 1'Ax,w) = (-1)"LiI,Lt1a(x,w) si v 2:1. Nous aurons
besoin du lemme technique suivant;
Lemme 3.6
On a les égalité& &uivante& :
OÙ Xj,i E Qi-v-l et où * représente des expressions mathématiques qu'il n'est pa&néces&aire
de préciser.
En particulier, on a Qi T7l"(Qi+v) et (;f; = T7l"(Qi+v), où T7l"est l'application tangente
à la projection (x,w)~ x.
On suppose provisoirement que le lemme a été démontré. Nous montrerons par l'absurde
que les distributions y; sont involutives. Si tel n'était pas le cas, soit k = min{i 1 9: i Y;} ;
ayant supposé que (i) était faux, nous avons k < +00.Comme c;= Yj pour tout j < k, on
a Yk = sp{g, adfg, ... , ad~g} et Yk= Qk. La définition de k entraine qu'il existe un entier
j tel que
L'assertion (ii) étant vérifiée, on a d'après le Lemme 3.6 et la définition de k
;; {( 0) (0) ( 1'jg) ( ad~1'jg ) . ,}~,,+k = sp V. ' ... , v. 'v. ,... , v. ; 1 :SJ :S m
),1 J,li ),...,+1 J1v+k+l
Soit 1 tel que 1'1 i 0, on calcule le crochet de Lie suivant:
où Y = (Ladjill1'l)adjg-(LadÎiIl1'l)ad~g E Yk,ce qui implique que Ç}"+!e n'est pas involutive
ce qui est contradictoire avec l'assertion (ii).
Nous avons montré que (ii) impliquait que Yi était involutive quel que soit i, montrons
maintenant que Yi (ou Qi) est de rang constant. D'après le Lemme 3.6 et le fait que Qi
soit involutive pour tout i, quitte à faire des combinaisons linéaires des champs de vecteurs
adj9j, les distributions Qv+i se décomposent de la façon suivante:
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OÙ T7r induit une bijection de E, sur Qi et où Fi = Q"+in ker Tjr. On a donc
dim Q,,+i = dim Qi + dim Fi.
Comme les applications Z ....... dimQi(7r(z» et Z ....... dimFi(z) sont semi-continues inférieure-
ment et comme Qi est de rang constant, il en est de même pour Fi et Qi = Yi.
Enfin, on a Q. = TRn+n', d'où l'on déduit que Y. = Q. = T7r(Q.) = TRn, l'assertion
(i) est bien vérifiée.
Comme T7r( QH") = Q;", il existe alors une application unique <.p telle que le diagramme
suivant soit commutatif et exact
0 -----> Qi Qi Qi/Qi -----> 0
l T7r l T7r l<.p
0 -----> Qi Q;" Q;"/Qi -----> O.
L'existence de <.p et sa surjectivité se déduit de l'exactitude des deux .!i1?nes et de la
surjectivité de l'application T7r. La surjectivité de <.p implique que dim Qi - dim Qi ~
dim~ - dim Qi ; on en déduit que n'ln ~ nNL.
Démonstration du Lemme 3.6
Par récurrence sur i. Pour i = 0 on a
avec f3j = 'ïssi v = 0 et f3j = 0 si v ~ 1. Le lemme est vrai pour i = O.
On suppose que le lemme est vrai pour un entier donné i, montrons qu'il est vrai pour
l'entier i + 1. On considère deux cas suivant que i ~ v ou i < v. Si i ~ v, on aura
où
Comme x ; E Qi-"-l et 'Yj = (-1)"8j , x., s'écrit Xj,i(X,W) = ~U"'.j.i(X,W)r"',j'i(X), où
r ...,).; E Qi-,,-l, ainsi 8~.ia = ~ Lau ....i.ir .... j.i E Qi-"-l j on en déduit que, conformément
à la Proposition 3.1, X i.H l appartient à Qi-'"
Si i < v alors par hypothèse on a
d i - ( 0 )a jgj = *
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On en déduit qu e
Comme
{
(~) ' '' < v - 2
ad? lg, = (19 )~ si i = v - 1.
La r écurr ence est établie.
Mon trons p!l.r récurr ence que l'on II. pou r tou t i ~ a
( i) TlI" (Q ih ) '" Qi .
(ii ) T.,cr.::) =Q;.
De la relat ion IT lI"( Vd , T 1T(V, )] = T 'IT([v", V, ]) on déd uit que (i) im plique (ii). Dt"l 'expr ession
des adj+"g. on obt ient que (i) es t vrai pou r i = o.
Supposons que (i) (et d onc (ii» lioit vrai pour un emie r i d onné : montrons alors que
(i ) est vr-ai p ou r i +l. Comme I\dj+"+l g• = ( "l'..ad~+ l g ~ X.,'+...... l ) avec X•.'+"+l E~,
on en d éd ui t qu e
T'IT ( Q'ht l ) =~+Jpan{ i'.ad? l g +~, l :5k :5m'},
=~ (~
i.e. vu la d éflni tien d es Q~, T 'IT( Q,+v+d = Q,tI - La r ècu rren ee est ét ab lie, 0
Coro lln ire 3 . 7
On eon, idère un ,yJtè me (J .I) eOll, titui dl' fil ri union de m , y't ème, mono _enlrie
(<1:1>. , .,2:,.,), 2:, E rl"' , n = n l + " · + n,.,,
i ; := /;(2:,) + g;(2:,)u;,
alors lu propo, ition., , uiVllllttl , uiVllnt e, , ont équivalente , :
(i) Le Iy Jt ème (J. I ) est lilléllr j, IlMe par bouclage , lllt ique.
(i i) Le ,y,ttme ('. 1) u t lin illri'llble pllr bouclage dynamique.
Dérn o n lltra t io n :
L'i m plicat ion ( i) ~ ( i i) t'st éviden te. Si l' on suppose main tenant qu e (ii) est vrai ,
chaqu e so u s -s ys t èm e mon o-en t rè .. sera linéari sab le pa r b ouclag e dynamique (le com pensa-
te ur [in éar'ise.nt ce sous -syst ème ét ant constitué d u comp ensateur lin éa risant l'e nsemble du
systèm e (3. 1) et des au tres so us-sys tè mes mono- en tr ée]. Le T héorème 3.5 implique alors
que chaq ue so us-s ystè me mono-eut rée est linéari sab le par bouclage sh .tiq ue. n est alors
évid ent q ue le sys tèmeçomplet (3.1) eet Hnèerlseble par bouclage stat iq ue. 0
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3.4 U ne condition nécessaire
La condition nécessaire suivante, presque triviale, permet de mieux comprendre la structure
des systèmes linéarisables par bouclage dynamique.
THÉORÈME 3.8
On considère un .lyJtème non linéaire (3.1). On suppose que ce .lY.ltème est localement
dynamiquement linéarisable au ooisinaçe Uo de l'origine.
A/or.l l'approzimation linéaire tangente à l'origine de (3.1) est commandable.
Démonstration:
D'après les hypothèses il existe un bouclage dynamique (3.3) et un difféomorphisme de
l'état étendu z = rp(z,w) tel que le système étendu soit transformé en un système linéaire
commandable. Considérons le système étendu:
x = fez) + G(x)a(x,w) + G(x),8(x, w)v
w = a(x,w) + B(x,w)v.
Il s'en suit que l'approximation linéaire du système (3.13) au voisinage de (0,0)
x = (V'",J)(O)x+ G(O)(V'",a)(O,O)x +G(O)(V'",a)(O,O)w + G(O);3(O,O)v
w = (V'",a)(O, O)z+ (V'",a)(O,O)w+ B(O,O)v,
que l'on écrit de façon condensée
(3.13)
~ ( x ) = ( V'",f + G(O)V'",a G(o)V'",a) ( x ) + ( G(O);3(O,O) ) v (3.14)
dt w V'",a V'",a w B(O,O)'
=Ë'
est équivalente par le changement linéaire de coordonnées Z = V'rp ( : ) à un système
linéaire et cornmandable. Le système (3.14) vérifie donc le critère de Kalman.
Montrons par récurrence sur i que
lm(In,O)(G,Ë'G, ... ,Ë'iG) C lm (G(O),V'",fG(O),... ,(V'",J)iG(O)) (3.15)
= Ci
C'est évident pour i = O. Supposons le vrai pour un entier donné i. De l'inclusion (3.15)
on en déduit qu'il existe une matrice M telle que
On en déduit que
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où N est un e cer ta ine mat rice ; cd a nous do nne (3.15) pour i +1. La récurr ence est établie.
Comm e le syst ème (3. 14) l'st eommand ahle, les m at rices ft' et o vé rifie le c:ri th e de
Ka lman. Ce qu i nous donne
le T héor ème de Cayl ey- Hamilton nous do nne alors le cri t ère de Ka lman po u r V ~f e t 0 (0).
o
Exemp te
C ette con d itio n nécessaire n'est bien évide mment pa.s su ffisante comme no us le montr e le
sys t èm e non linéai re suivant :
i l == Z2 + z~
i f = .1',
i, == u .
Ce sy s t ème Il. pour ap pr ori ma tion linéai re Je ' Ylitf.me comm ll.nclable
(3.16)
Cep end an t , d 'ap rès le Th éorèm e 3.3 le sys tê me (3.16) n'f'$t plU!linéa risa ble pa r bou cla ge
stat iq ue eot donc, conformément au Th éorème 3.5, n'es t pas lin éarisab le par bouclage dy -
narni que .
R ernas-q n e 3 .3
A uc un JYJt èm l"bilin i a ir< homogèn t :i: "" L u; Aiz n'tlt linia riJabl...par bouc1agt dyna mi que
au voiJinagt dl' O.
3.5 Le ca s multi-entrée
La s jt nation es t t rès d iffért'nte pour les syst ème s mulri-entr ées. Ce rtain es classes de sys t èm es
non li néa ires mulfi-ent r ées q ue l'on ne peut pas linéaris er pa r bouc lage sta tiq ue le son t pa r
bouclage d y namique.
O n peut essayer de véri fier di rect em ent que le syst èm e ét en du (3.1 )-(3 .3) vérifie les
co ndi ti ons du T héorème 3.3 pour savo ir Iii le système (3 .1) es t linéa risable par b ou cla ge
dy na mique. Mais nou s n'a vons aucun moyen théorique de sa voir quel choix de com pensa-
teur d ynamique (3 .3) nous linéa rise ra le syst ème ét end u. Notre pro po s es t de cher che r d es
eond iti o ns di rectement vér ifiable sur le sys tème (3. 1) q ui !l O U S assurerons l' exillte llce et u n
alg ori t lum: de constr uct ion d u compensateur dynamique [in éaeisa nt ,
Les lois de bouclage dyn ami que (3.3 ) sont t rop comple xes el ne p eu vent êt re êt udiée..s
d am tout e leu r généralité. On se rest reind ra à d es bc uelages dynamiqu es de la forme
(3.17)-(3.1 8)
~;:; =ii; i=l , .. ,m,
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(3.17)
v = a(x, w) + j3(x,w)v, (3.18)
avec a(O, 0) = 0 et f3(x, w) matrice m x m inversibles. On note w = (wt; l1-i 2:: 1,1 ::; j ::; l1-i)
où wl vaut ~;j~~i. C'est à dire que l'on met des chaînes d'intégrateurs sur certaines entrées,
enfin on fait un bouclage statique sur le système étendu. Cela revient à "retarder" certaines
commandes par des chaînes d'intégrateurs pour que le système étendu verifie les conditions
du Théorème 3.3. Ce type de compensateur est bien régulier (la relation entrée-sortie v ~ u
est linéaire et sa matrice de transfert est inversible).
On pourrait également faire un premier bouclage statique sur l'état initial, ce qui revient
à choisir une base de go, puis de rajouter des chaînes d'intégrateurs sur ces nouveaux
canaux d'entrées. Le point le plus délicat est alors le choix du premier bouclage statique.
Il n'y a malheureusement pas encore de procédure systématique simple permettant de
faire "le bon choix", à l'exception du cas particulier des systèmes dont la dimension non
linéaire nNl (cf Definition 3.8) est égale à 1, nNl = 1. Pour ces systèmes nous donneront des
conditions suffisantes de linéarisation totale par bouclage dynamique qui porteront sur la
structure des crochets de Lie des champs de commande dans une forme pseudocanonique.
Pour vérifier ces conditions, il faudra donc faire un premier bouclage statique qui mette le
système (3.1) sous forme pseudocanonique.
Pour les autres systèmes non linéaires il est toujours possible de se mettre sous forme
pseudocanonique, cependant, dans de nombreux cas rencontrés dans les applications les
systèmes sont naturellement "structurés" et sont déjà dans la "bonne base" i le concepteur
devant encore déterminer les entiers l1-i de (3.17) sans devoir au préalable se mettre dans
une forme pseudocanonique. Bien que de tels systèmes ne soient pas le cas général, nous
les étudierons en premier lieu.
Nous allons maintenant donner des conditions suffisantes pour que le système (3.1) soit
linéarisable par un bouclage dynamique de la forme (3.17)-(3.18).
On suppose choisi la base de go et les entiers 11-1>' •• , I1-m i On considère le système
étendu (3.1)+(3.17). Le système étendu a donc la forme:
avec iX = (x,w) = (X;W;,l1-i 2:: 1,1::; j::; j1.i), où wl = ~~~~i et
{
",,-1 a
](iX) = f(x) + L wI9i(x) + L L W{+lliJ
gi(X) = 9i(X) Sil'~~l= 0 ",,~2 j=l Wi
gi(iX) = a~f' si l1-i 2:: 1.
On définit les distributions 9i de façon similaire aux distributions gi :





Ces distributions dépendent naturellement de la définition de l'espace étendu. Notre
but est de "traduire" les propriétés des 9.en propriétés de distributions définies sur l'espace
initial. On introduit donc:
DÉFINITION 3.10
Soit 6.; la famille de distributions "uivante :
• 6.0 = 3p{gle tILle = O}
• 6.;+1 = 6.; + [j, 6.;] + sp{gle 1 ILle = i + 1}
Les distributions 6.; et les distributions 9. sont, sous certaines conditions, étroitement
reliées:
Lemme 3.9
Si pour tout i, i ~ 0 et pour tout j, 1 ~ j ~ m, tel" que ILi ~ 1 nou" avon"
a/or" pour i ~ 0
Q. = 6.. + 3P{a:':'i 1 ILi ~ I} + ... + sp{ aW~l-' 1 ILi ~ i + 1}. (3.22)
1 i
Lorsque les hypothèses de ce lemme sont vérifiés, les propriétés d'involutivité et de cons-
tance de rang des distributions 9. se lisent sur les distributions 6.;.
Démonstration:
Calculons la distribution 90
90 3p{9J., .. ·,9m}
sp{gle 1 ILle = O}+ sP{a:j' 1 ILj ~ I}.
Or, d'après la définition de 6. 0 ,
Nous allons maintenant procéder par récurrence sur i. On suppose que pour i donné





Qi+! = Qi + adiQi'
Or, d'après l'hypothèse de récurrence,
Qi + sp{adiX i X E Qi}




1 JLj ;:::: i + 1}
Qi+sp{adfY+ L:w}adg,Y;Y E ~i}+sp{gjIJLj=i+l}
8 j,I',?l 8
+SP{awji; JLj;:::: 1} +... + sP{8wj,-i-l ; /Lj;:::: i + 2}.
En effet, si Y(x,w) E ~i, Y(x,w) = L:),k(X,W)Yk(x) où Yk(x) E ~i. On a donc
k 8
adiY = L:Àk(adf + L: adgi)Yk + L:(adiÀk)Yk, vu que [8'i",Yk(x)] = o.
k i,I'.?l ~ Wj
EA.cg.
Par hypothèse, pour tout i, 1 :S j :S m, JLj ;:::: 1, nous avons [gj, ~il C ~i+l' Selon la
définition de ~i+l' nous venons de montrer que le Lemme est vrai pour i + 1 s'il est vrai
pour i. La récurrence est établie. 0
Nous pouvons maintenant énoncer les conditions suffisantes de linéarisation par bouclage
dynamique:
THÉORÈME 3.10
Étant donnée une suite d'entiers (JLl" .• , /Lm), /L =~ /Li, et la suite des distributions ~i
données par la Définition 3.10, si les conditions suivantes sont vérifiées au voisinage de
l'origine,
(i) ~i est involutive de rang constant pour tout i, i = 0, ... n + /L - 1.
(ii) ~n+l'-l = TRn
(iii) Pour tout i, i = 0, ... n + JL- 1 et tout j, 1 :S j :S m, [gj, ~i] E ~i+!'
alors le système (3.1) est linéarisable par bouclage dynamique par un compensateur régulier
du type (3.17)-(3.18) ; autrement dit, le système étendu (3.1)-(3.17) est linéarisable par
bouclage statique.
Démonstration:
L'hypothèse (iii) et le Lemme 3.9 nous garantit que (3.22) est vrai pour tout i ;:::: O. Comme
~i ne dépend que de x, étant défini sur l'espace d'état initial, (i) et (3.22) impliquent que
les distributions Qi sont involutives de rang constant pour tout i 2: O.
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Enfin (3.22) implique que 9n+~-1 = .6.n+~-1 +TR~; d'après (ii), on a bien dim9n+~_1 =
n+ /-L.Les conditions de Jakubczyk-Respondek, Hunt-Su-Meyer sont bien vérifiées, il existe
donc un bouclage statique sur l'espace étendu
li = a(z, w) + f3(z,w)v,
(a(O,O) = °et f3(z,w) matrice m x m inversible) et un difféomorphisme de l'état étendu,
z = ,;,(z,w) , ,;,(0,0) = 0 z E Rn+~,
transformant le système (3.19) en un système linéaire commandable. 0
Corollaire 3.11
Considérons le ~y~tème (3.1) tel que m = n-1. Les propositions suivantes sont équiualentes :
(i) Le .sy~tème (3.1) est localement linécrisable par bouclage dynamique.
(ii) L 'approzimation linéaire tangente du ~y~tème (3.1) à l'origine est commandable.
Démonstration:
(i) =? (ii) est une conséquence du Théorème 3.8.
(ii) =? (i).
Comme l'approximation linéaire du système (3.1) est commandable et que le rang de
90 est n - 1, il existe un champ de vecteurs gi tel que adfgi n'appartient pas à 90 (sinon
on aurait 91 = 90, ce qui impliquerait que 9. = 90 =1 TRn, ce qui est contradictoire avec
l'hypothèse de commandabilité de l'approximation linéaire de (3.1)). D'autre part on a
91 = TRn. On distingue deux cas : soit 90 est involutive et alors, comme 91 = TRn, selon
le Théorème 3.3 le système (3.1) est linéarisable par bouclage statique, soit 90 n'est pas
involutive. Dans ce cas on assigne aux indices /-Lk les valeurs suivantes: /-Lk = 1 si k # i et
/-Li= O. On aura alors
• .6.0 = 3p{gi} qui est de rang 1 et involutive.
• .6.1 = 90 + sp{adfg;} = TRn puisque n = m + 1.
Les hypothèses du Théorème 3.10 sont vérifiées et le système (3.1) est linéarisable par
bouclage dynamique. 0
Remarque 3.4
Nous allons montrer comment les conditions ~uffi&ante~ du Théorème 3.10 peuvent nou s
aider à trouver la structure d'un compensateur dynamique linéarisant lorsqu 'il ezisie,
Nous nou~ plaçons dans le ca~ particulier où toutes les non inoolutiuiiés sont qénérées
par un seul champ de veeteur~, par exemple gm' Plus précisémeni, on sup pose que Ao =




où. I( {ad;g"", 0 S kSi}) est l'idéal de Lie de l'algèbre de Lie ~ engendré par {ad;gm, 0 <
kSi}. Cette condition 8ignifie que les non involutivité8 des distributions Yi proviennent
de crochets de Lie mettant en jeu gm'
Cette structure 8pécifique des alçèbres de Lie Qi nOU8 8uggère de considérer des com-
pensaieurs dynamique du type (3.17) tel que III = . = Il''''-l = 0 et Il,,,, i= O. Il nOU8
reste à choisir une valeur pour Il,,,,. La procédure suivante nOU8 donnera des bornes pour
cet entier.
NOU8 défini880n8 les distributions et indices suiuanis :
io=inf{i 1 Yii=~
Il = sup{O, {i o - k 1 [ad;gm,ad~oAo] et. (ho' 0 S k sion
r = sup{i 1 Ai involutive et adg",A i _ 1 C Ad.
Soient III = ... = Ilm-l = O. Supposons que Il S r et choisissons Ilm et les distributions ~i
comme suit :
Il+l Sllm :::;r+l
~i = Ai Vis Il,,,, - 1
~_ = Al'm + sp{g",,}
~i+l = ~i + adf~i Vi ~ Il,,,,·
Conformément à la définition des distributions Ai et de l'indice r, et au Théorème 3.3, si ~i
est involutive pour tout i 2':Il,,,, alors le 8Y8tème (3.1) est linéarisable par un compensateur
dynamique du type (3.17) avec III = ... = Il,,,,-l = 0 et Il,,,, donné par (S.iS).
Si Il,,,, est choisi inférieur ou égal à Il, alors ~io ne peut pas être involutive:
adjO-l'gm C ~io ce qui implique, conformément à la définition de Il, que ~io C Yio n'est.
pas involutive.
Ïnoersemeni; si Il est choisi strictement supérieur à r + 1, alors
et, conformément à la définition de r, ~r+l = A r + l n'est pas involutive. Le8 8eul8 choiz
possibles 80nt Il + 1 S JLmS r + 1.
Nous étudions maintenant le cas des sytèmes (3.1) "presque linéarisable", c'est à dire
dont la dimension non linéaire vaut 1, nNL = 1. Pour ces systèmes nous ferons un bouclage
statique préliminaire qui les mettra sous forme pseudocanonique, les conditions portant
sur les champs de commande après ce bouclage.
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THÉORÈME 3.12
Considérons le système (3.1) dont l'approximation linéaire tangente est commandable. On
suppose que nNL == 1, i.e. que ~ k i == n - 1 (cf Définition 3.6). Soit
(3.24)
une forme pseudocanonique équivalente par bouclage statique à (3.1). S'il existe un indice
j, 1 ~ j ~ m, tel que
(3.25)
où
ri == {h,-2 + sp{ady-lgil,
alors le système (3.1) est linéarisable par bouclage dynamique.
Dérnonst.ration :
Considérons une forme pseudocanonique (3.24) du système (3.1) obtenue par bouclage
statique et difféomorphisme auquel on adjoint le compensateur dynamique suivant
{
dVi ,. --'- . 1 .dt = Vi t Î J, < t < m
Vi vj. (3.26)
On introduit la notation xl+1 = Vi pour i -#j, 1 :s: i:s: m et x = (Xjxt_l,i -# j). On
déduit de la Définition 3.7 et du Théorème 3.4 que le système (3.24)-(3.26) s'écrit
1 :s: l:s: ki
i-#j, 1 :S:i:S:m
1:S: l:s: ki-1 (3.27)
que l'on écrit sous forme condensée









Montrons par récurrence que
ad(9i
adf9j
-ad/-IBi + Xi,1 i i- i, 1;::: 1
adjBj + Xj,l 1 ;::: 0, (3.29)
avec Xi,l E QI-l, i i- i, et Xj,1 E QI.
On remarque que adf9i = -gi pour i i- j, les démonstrations de (3.29) pour i i- jet
pour i = j sont identiques à l'exception d'un décalage d'une unité dans les indices l. On
ne fera donc la démonstration de (3.29) que pour i = j.
(3.29) est évidente pour l = 0, Xj,a = O. Supposons la démontrée pour l'indice l. On a
donc
adt9j = adjad~Bj + adjXj,1
= adj+!Bj + Xj,I+I'
EQï
où
Xj,HI = adjXj,1 + LXt+1 adg;(adfBj + Xj,I)'
i#j
Comme [1, QI] C Q'+I, (cf Appendice B), on a bien Xj,l+! E Ql+I' La récurrence est
établie.
D'après l'hypothèse (3.25), il existe une fonction 1jJ(x) telle que d1jJ E ïj et
(d1jJ, adj Bj) i- O. Si maintenant l'on considère 1jJ comme une fonction de X, on en déduit,
vu la définition de r et (3.29), que
(d1jJ, adt'_9j ) i- 0
(d1jJ, adjgi) = 0 0:S 1 :S kj - 1, 1 :S i:S m.
On définit maintenant les fonctions de x suivantes:
(3.30)
YI = Ljl1jJ, 1:S 1 :S kj + 1. (3.31)
L'application x >------+ (xi,Y'j 1 :S 1 :S ki + 1, i i- i, 1 :S i :S m, 1 :S s :S kj + 1) est un





OÙ Pl = ~(ki + 1), P2 = .E.I(k; + 1) et où A est une matrice carrée de taille (k j + 1) x
(k j + 1)
avec Tf = Lg,L~,+I"p =/= O. On peut donc remplacer dans x les fonctions coordonnées Z(2)
et zf, 1 :s: 1 :s: kj, par les nouvelles coordonnées in, 1 :s: 1 :s: k j + 1, les autres fonctions
coordonnées étant conservées. Dans ces nouvelles coordonnées le système (3.24) s'écrit
YI+!
L~,+l"p+ I:(Lg.L~'"p)v: + (Lg,L~'"p)vj.
'h
Le bouclage statique suivant sur (3.32)
1 :s: l:s: ki , i =/= j
i=/=j
1:S:l:s: i, (3.32)
v' v" i=/=j, 1:S:i:s: m
v:. = _'_l_(-L~,+I"p-I:(L-L~'"p)v~'+v") (3.33)
} Lg,L~'"p f ih /Ji f ' }



















Co m me Ço n 'es t pu involutive, la condit ion (ii) du Th éo rème 3.3 n'es t pas vérifiée, le
système (3.34) n 'es t pas lin èeri sa ble pa r bouclage s ta t ique. On remarqu era que, co nt raire-
m ent iLJP{g l' 9"ad j 91}, "M9!> 9" a d/ga l es t in volut ive et de rang constant égal il. 3. Ainsi,
si l 'o n choi ~i l/t l = l et JIz = a nous aurons
6 0 "P{9z}
6 1 = Jp{9" ad,91.9 d
6, = Jp{g1.91 ,a d,9Il lLd/9, }.
Les cond it ions du T héorèm e 3.10 sont sa tisflLÎtes . Les indices de comm a ndab ilité d u système
en boucle (dy namique) fe rm ée son t (3,2 ). Le comp ensat eur dynami qu e s'éc rira
dUI ,dt = VI
U2 = v~ .
Le changemen t de coo rdon née s d u syst ème étendu s 'obt ient C il résolvan t les équations
inv ers ible; une solution t'st donné e par 'P I = Z \ , '112 "" Z4 _ Le changement de coo rdo n nées
(' jJt alon
.2
et le bo uclage d'état étendu vau t
( : [ ) = ( -~, 1 ~u, )-, ( :: )
On rem arquera que le bo uc lage dy namique a int rodui t une s ingulari t é en tl ] =0 l.
E x emple 2
Cd exe m ple mo nt re q ue la cond it ion ( iii) d u Théorè me 3.10 n 'es t pas néct'lSso.ir e. Con -
sid ér on s le syst ème
%1 =0 Z, + Z3I1J
%1 =0 Z3+ ZIIIJ




f = z'~ + Z3k , YI =~ . !h == z3k + Zl/;; + z, f;; +k·
On a If' S crochets de Lie suivants
ad ",,91 =-~ , Il.d:'Yl =0 ~. Il.d~gl =--/;;
(3.35)
ad /YI = -~ . adjY I = /;; ' Rd/ yz = - Xl /;; + Z3/;;
En particuli er Yo n 'est plU in volu t ive, ce syst ème n'est pes lin éari sa ble pa r bou clage s t a-
tique. C om me dimÇI = 4,l 'ap proxima tio n lin éair e tan gen te il.l 'o rigin e es t eommend a ble.
Si l'on eho lsit JlI = 0 et 1J2 = 3, le système étendu s 'éc rit
z, Z, + Z3U'\










l U .nQ~' l ,Il, '
, ~ . '01'1 .e, PO"I ,11
C,(,~"..,
f ;,", . 3
QI = 00+ Jp<ln{ 8:1 '~ +WI~ } '
âl = Q. + "pan{a: } ,(1 - W])~ +W:/;; + Wt k}·
Lorsque w:+ Wl - 1 -1- 0 (i.e. li, 1-1 - u:) on li.
Of = àl + ..pan{ a~l ' /;; } .
De meme lorsque w: + W2 - 1 f- 0
Lu dia tribur ions â, sa tisfont les eondi tiona du Th éorème 3.3 ta nt que w:+tL' t - 1 f 0 (où D.
lieu un e ch ute de rang de Ô2). D'autre pert on a~o = ..pan{~} <:t6. 1 = Jpan{k, k} i
la con d it io n (iii) du Th éorème 3.10 n' est pu sll.tÎs!lI,ile pu isq ue aà"gl n 'ap part ient pas à
"'..
On re ma rqu er a que dans ce t exemple, les 6, ne son t plus ~gaux e ux p roje ctions
da ns l'es pac e original des d istri bution s âi' Ceci nous mon tr e le rôle de la condition (ii i) ,
bien q u'ell e ne soit pas nécessa ire, elle nous permet lorsqu'elle est sat isfaite de vè rj fier
l' involutivi t é et la con stance d u tang des dist rib utio ns 0, en ne considérant que les die tri -
b utîon s 6 , défini es su t l'esp eee origi nal .
Exem p le 3 : comm ande de la cinématique d 'un corps r igide [23]
On cons id ère un mod èle de co rps rigid e, CM qui recou vre en particulier les modèl es
d'a vions ou de miss iles. Nous mon tr ero ns que ce mod èle n'est pu linéarisab le par b oucla ge
sta t ique mais qu 'il est linéa risab le pa r bo ucla ge dyn amiq ue. Nee s com pa rerons également
les per fo rm ances dl' la loi de bou clage dynamiqu e lln èarisan t e avec la loi de bouclage
st a tiq ue permett ant de linéa rise r un so us-syst ème maxim al.
Soit ( ~ ) 1" coordonnées du centre de masse du W'P' rigide dans un repère absolu
daxe vertical I'axe des z (orien" vern le bas}, ( : ) 1" coordonnées de la vitesse dan,
un repère relatif liée au corps rigide, ( : ) 1" composantes do moment cinétique dans l,
repère relatifç et ( ~ ) 1" angles respectifs de roulis, tangage et lacet. Soit
{=
le vecteur d'état. On considère p, q, T, et p (où p est la poussée) comme des variables
de commande. Ce choix signifie que l'on considère comme rapide la dynamique du corps
rigide autour de son centre de masse comparée à la dynamique du centre de masse. C'est
la distinction entre guidage et pilotage bien connue en aéronautique. Les équations du
mou vement sont:
ucoslJfcos0
+v(cos lJfsin 0 sin cP- sin lJfcos cP)
+w( cos lJfsin 0 cos cP+ sin lJfsin ep)
usin lJfcos 0
+v( sin lJfsin 0 sin ep+ cos lJfcos ep)
+w(sin lJfsin O cos cP- cos lJfsin ep)
-usin 0 + vcos0 sinep + w cos O cos ep
gsin0 + TV _ qw + XoW + !!!.
-gcos0sinep - TU +;:: + yfç)
zëê)
- 9 cos 0 cos ep+ qu - pv + ----;:;;-






où (Xo(O + J p, y(e), Z(O) sont les composantes du vecteur des forces, la gravité exceptée,
exprimées dans le repère relatif. Le modèle est de la forme suivante:
où les champs de vecteurs i, 91' 92' 93' et 94 sont obtenues à partir de (3.36).
f=
u cos \Ifcos 0 + v(cos \Ifsin 0 sin cI> - sin \Ifcos cI> )
+w(cos \Ifsin0 cos cI> + sin IJtsincI»
u sin \Ifcos 0 + v(sin \Ifsin 0 sin cI> + cos \]f cos cI> )
+w(sin \Ifsin0 cos cI> - cos \IfsincI»
-usin0 + v cos o sin cI> + wcos 0 cos cI>
9 sin 0 + X:O
-9cos0sincI> + y~)
Z(O
-9 cos 0 cos cI> +~

















Il est alors facile de vérifier que
• SP{91, 92' 93} est involutive;
• go = SP{91,92,93,94} n'est pas involutive, dimgo = 4;
• Q;; = go+ sp{adg.92,adg.93} = sp{f, -f, -/;;,~, -:e, ~}, dimQ;; = 6;
• gl = Q;;+ ad/go i' Q; = TR 9 , dimgl = 7 et dimQ; = 9.
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Comme go (et gd n'est pas involutive, le système (3.36) n'est pas linéarisable par bouclage
statique. Cependant, la structure des crochets de Lie fait apparaître que 94 joue un rôle
particulier; si nous choisissons fll = fl2 = fl3 = 0 et fl4 = 1, on aura:
Do SP{9l, 92, 93}
Dol = Do + ad/Llo + Sp{94} = ?k
Do2 = Dol+ ad/Dol = TR 9 •
Les conditions suffisantes du Théorème 3.10 sont donc satisfaites. On augmente donc l'état
en lui adjoignant la poussée p et l'on construit le compensateur dynamique suivant:
Le système étendu est alors linéarisable par bouclage statique et difféomorphisme. On peut

















L'mX!!.cos 1I'cos0 + L:: (cos 1I'sin0sin~ - sin 1I'cos~)
+L~Z (cos 1I'sin 0 cos ~ + sin 1I'sin ~)
Lt.:0 sin 1I'cos 0 + L:: (sin 1I'sin 0 sin ~ + cos 1I'cos~)
+L~Z (sin 1I'sin0cos ~ - cos1I'sin~)
_Lt.:0 sin0 + L:: cos0sin~ + L~Z cos0cos~
0,
~ cos 1I'sin 0 cos ~ - ~ cos 1I'sin 0 sin ~ + ê~
- X o: J p (cos 1I'sin 0 cos ~ + sin 1I'sin ~) + ~ cos 1I'cos 0 + ê~
Xc: J p (cos 1I'sin 0 sin ~ - sin 1I'cos ~) - ~ cos 1I'cos 0 + ê~
~cos1I'cos0
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~(sin 'lTsin0 cos cI> - cos'lT sincI» - ~(sin 'lTsin0 sin cI> + cos 'lTcoscI» + ~~
- X o: J P(sin 'lTsin 0 cos cI> - cos 'lTsin cI» + ~ sin 'lTcos 0 + ~;
Xo; Jp(sin 'lTsin0sincI> + cos 'lTcoscI» - ~sin 'lTcos 0 + ~~
~sin'lTcos0
co:0 (Y cos cI> + Z sin cI» + ~i
_ X o: Jp(cos 0 cos cI> +sin0~) +~;



















Lg:n,Xo cos 'lTcos 0 + L::nY (cos 'lTsin0 sin cI> - sin 'lTcoscI»
+L::nZ (cos 'lTsin0 cos cI> + sin 'lTsin cI»
L~Xo sin'lT cos 0 + L~Y (sin 'lTsin 0 sin<I>+ cos 'l'cos cI»
+L:Z (sin'lT sin0cos cI> - cos'lTsincI»
_ Lg:o sin0 + L:Y cos0sincI> + L:Z cos 0 cos cI>
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1 SiS 3.
On fait alors le bouclage statique suivant sur l'état étendu
v = D-1(v' - Do),




Nous avons essayé dans cette étude de déterminer la structure des systèmes entrée-état
linéarisables par bouclage dynamique. Nous sommes arrivés à une cartactérisation complète
de ceux-ci dans le cas mono-entrée; un système mono-entrée est linéarisable par bouclage
dynamique s'il est linéarisable par bouclage statique.
Les choses sont beaucoup moins claires dans le cas des systèmes multi-entrée. Mis à part
une condition nécessaire triviale, le linéarisé tangent du système en boucle ouverte doit
être commandable, le problème reste ouvert. Nous avons essayé de trouver des caractéri-
sations des systèmes linéarisables par bouclage dynamique qui soient directement lisibles
sur le système initial. Pour cela nous avons dû restreindre la classe des compensateurs
dynamiques utilisés, et nous avons donné des conditions suffisantes de linéarisation par
bouclage dynamique. Ces conditions nous permettent de résoudre le cas où la dimension
du système initial n'est supérieure que d'une unité au nombre de commandes.
Un contre-exemple (Exemple 2) nous prouve que ces conditions suffisantes ne sont
pas nécessaires. Ce contre-exemple nous montre également les limites de notre approche.
En effet, nous avons cherché des conditions lisibles directement sur le système en boucle
ouverte et non sur le système étendu, système + compensateur dynamique. Les outils
mathématiques utilisés ici ne semblent pas permettre des extensions substantielles des
résultats présentés. L'obtention de conditions nécessaires et suffisantes de linéarisation par
bouclage dynamique reste un problème ouvert. Cependant les techniques actuelles suff-
isent à traiter des exemples d'applications particulièrement importants, comme le guidage-




Nous nous sommes interessés dan s ce m émo ire à la ste bills a t lon el à la robuste sse de s
sys tè mes non linéair es en bou cle fermée. La façon d' aborde r ce problème fi. été "inàirl'cte" ,
en ce sens qu e nou s avon s ~sayé de (aire suivre a u système com m andé des mo d èles co nnus
que l 'on SIlva Î\ s ta bles et robu st es, dans no t re cas , des syst èmes linéai res ccmmandebles.
Dan s le Cha pitre 2, nous nous so m mes pl ac és d ans le Iorrnalisme en trée-so r t ie et nous
a von s étud ié le pr obl ème de la s ta bilit é de la comma nde iinéari sa nt e et déc ouplaute.
C. Hyenes et A. Isidori [81. mont rèrent l'import a nce pour ce prob lème de la dynamiqu e
d es zér os et donnhent de!! eonditions suffisa n tes de st ab ili té as ymptotique d u système en
bo ucl e (ermu ( voir aussi [29]). Nous avons id élar gi la not ion de stabilit é i la K -s t ll.bil ité
cc qui nous pe rme t d'êt re moin e e~gea fl t sur III dynamique d es zéros tou t en conserva nt
les m êmes exige nces sur Ill. relati on en t rée-so r t ie. On remarquera que cont rai rem ent i la.
s ta bili t é asy m pto t ique , III.K-s tabili té est s t ruc t urelleme nt sta ble. En effet, si le sy s tè me en
boucle ferm ée a un point d'équilib re as yrnp totlq uemen r s ta ble et que pa r suite de perturba-
ti ons u ne bifur ca ti on dt' Hopf se pr od uit en ce point , le sys tè me reste Kvstable ta nd is qu'il
n 'e s t pl us asy mp tot iqueme nt sta ble. En re vanche nous n'a vons pu d onner que de s co ndi -
t ion s n écessal ees de K-sta bilit é tand is que C. By rucs et A. Isidori donnaient d es con d iti ons
sufflse ntes de st abilité asy mptotique . No to ns cepe ndant q ue la. Kcstabilit è pe ut s'a vérer
dans certain Cl\.$ inacce ptable: pour res ter da ns le com pact K , les act ion neur s peuvent
ê t re ex cessiv eme nt sollici té s. Ce UI"d iscu ssion doit êt re me né e au CIlS par cas .
B. d ' And e èe-Novel et J . L évle e pr olongèr ent cet te ét ude de la K-stabili t é en pre na nt
en co m pte d'aut res in var iant s to polo giq ues d e Ill. sous -va riét é as ym pt ot iq ue in ob servab le
ct en cons idé ra nt, en plus des po ints sref io nn al res de Ill.dy na miq ue des zé ros , ses orbi tes
péri od iqu es et en utilisent les in égalités d e Mors e-Sme le [46J. Ce tt e extensio n est cepe ndant
limi t ée ; III mise en a pplica ti on de ces résult a ts e ri geant qu e la dyna mique de s zéros soit
d e Mor se-Smale (voi r [43] pou r un e dé finit ion précise des ch a mp d e Mo rse-Smale), or cett e
co ndi t ion n'es t plu s gén érique en dimensio n supérieu re ou égale il 3.
Des approch es plus générales sont possibl es. La plupart so nt (ondées sur des m ét hodes
d t: typ e Lyapunov. Con trairem ent iLce qu e l'on ét udie ici , ces bouclages st abilisa nts ne
sont plu s néce ssairement Co<> ni mêm e Lipschitz mais seuleme nt COou mê me d isco ntinue
(cf Z. Ar tst e!u [51 et E.D . Son ra g [47] pour une pr ésent at ion géné ra le sur les résul ta h
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d e st a bilité, voi r aussi [481, {52).) Les rés ulta ts obten us j usqu'à pré sen t res tent ce-pendant
fr ag me n ta ires.
Dan s le C hapitre 3, pou r évite r d 'av oir iL faire une analyse de la d yna miq ue rl~ a éros ,
nous nOlIS sommes int éresses a u problème de la lin éar isat ion to ta le ent rée-état par boucl age
dynamique (ce pr obl ème ayant été résolu da ns le cas d u bou clage statique d ans [33], 128]).
Nous avons ob ten u un résult a t co mplet dans le cas des sys tè mes mo no-e nt rée s et dans le
cas d es sys tbncs m u jt.i -e nt r écs co mpo rt ant un e dimen sion de plus q ue de com m a ndes.
Dan s le cas des syst èmes multi -entr ée générau x, mi s .il par t une con di t ion nécessair e
t ri viale· le liné arisé tangen t d u sys tème en bo ucle ouver t e doit être commandeble le
problème reste ou vert . Nous avo ns ch erché des ca rllcté risllt ions des syst èmes linéa risa bles
pa r bou clage dy namique qui soient dir ectem ent lisibles su r le syst èm e in it ial en res t reign ant
la classe des co mpens ateurs dyn a miq ues à des ehel nes d 'int ég rat eu r simples , con dui sant iL
des condi t ions suffisantes de linéarisa ti on par bo uclage dy namique.
Un cou tre -exemple P OUl pr ou ve que ces con ditiOf15suffisa ptes ne sont pas nécl"ssai res . Ce
cont re-e xe m ple nous mon t re également les limites de not re approch e. En effet , nous avons
che rc hé d es cond it ion s lisibl es dir ect ement sur le syst ème en boucle ouv ert e et non sur le
sys tème éte nd u, sys t ème + co mpe nsa te ur dy namique. Les o utils ma thématiqul"s ut ilisés ici
ne IiOUS nous sem blent pas pe rme tt re des ext ensio ns subst a n t ielles des r ésultats pr ésen tés .
L'o bt ent ton de con di tions n écessair es et su ffisan tes de linéa risa t ion pa r bouclage d yna mique
res te u n p robl èm e ouver t . Ce pe ndant les techniques eetuelles suffisen t à t rait er de s ex-
emples d 'applications pa r t iculièrem en t imp ort ants, com me le gui dage-pilo t age d 'engins
a érod yn ami q ues.
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Quelques notions de G éom étrie
différentielle
La géométrie différentielle est la théorie qui étudie les propriétés des objets mathématiques
appelés "variétés différentiables".
Les résultats donnés ici sans démonstration peuvent être trouvés de façon plus développé
dans les ouvrages [2] et [4J
A.l Sous-variétés différentiables
Pour nos besoins, nous nous restreindrons au cadre des sous-variétés de Rn. Avant de donner
la définitions des sous-variétés de Rn nous allons d'abord en donner quelques exemples bien
connus:
• Rn lui-même est une sous-variété de Rn ;
• Les ouverts de Rn sont des sous-variétés de Rn. Ces sous-variétés servent d'ailleurs
localement de modèles à toute variété;
• Les sous-espaces vectoriels de dimension k de Rnsont des sous-variétés de Rndifféomor-
phes à Rie;
n+l
• La sphère de dimension n d'équations sn= {(Xl' ... ' Xn+l) E Rn+l 1 ~ X~ = l} est
une sous-variété de Rn+l ;
• Le cylindre {(x,y,z) E R3 1 x2+ y2 = l} est une sous-variétés de R3 .
Ces exemples de sous-variétés obéissent tous à la définition suivante:
DÉFINITION A.t
Un ensemble V C Rn est une sous-variété analytique (respectivement Co:>, cr) de dimension
k ::; n si pour tout point X de V et pour tout ouvert Juffisement petit U", de Rn contenant
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x (i.e. contenu dans une boule B(x, p) de centre x et de rayon p pour p &uffi&ement petit),
il eziste un ouvert fl" de Rk et une application analytique [respectioemerü COO, C~) 'f!" de
fl" dans U" telle que:
• U" = V n U" = 'l',,(fl,,),
• 'f!" induit une bijection de fl" dans V n U'" et V'f!" est de rang k en tout point de fl".
Dans ce cas on dit que le triplet (fl""'f!,,,U,,) est une carte locale analytique [respective-
ment COO, cr) de V au »oisinaçe de x. Les coordonnées canonique& de fl", C Rk forment
ce que l'on appelle un &Y8tème de coordonnées locales au »oisinaçe de x. La notation 'f!;1
dénotera la réciproque de la bijection induite par 'l'" de fl" dans V nU",.
On utilisera la notation Vk lorsqu.'oti voudra préciser la dimension de V
Remarque A.t
On munit V de la topologie induite par celle de Rn , i.e. les ouvert& de V sont les U = V n U,
U ouvert de Rn. L'application 'l'" de la carte locale (fl"" 'l'", U,,) est un hornéornorph.isme
de fl" dans U",.
Les divers systèmes de coordonnées locales au voisinage d'un point x vérifient la pro-
priété suivante:
THÉORÈME A.t
Soient V k une sous-variété de Rn, (flt.'I'1,U1) et (fl2,'I'2,U2) deux caries locales au »oisi-
nage de x. Les ensembles 'l'i1(U1 n U2), i = 1, 2 sont des ouvert& de Rk et l'application
'f!1,2= 'f!210'l'1 est un difféomorphi8me analytique [respectioemeni coo, cr) de 'f!ï 1(U1 n U2)
dans 'l'2 1(U1 n U2 ) .
L'application '1'1,2 est l'application qui donne le changement de coordonées locales dans
U1 n U2 •
DÉFINITION A.2
On appelle atlas analytique {respectivement COO, cr) de V toute famille (fli,'f!.,U')'El de
carte locale analytique [respectivement coo, C~) de V telle que V = Uu;
set
Exemples:
• La variété Rn (sous-variété triviale d'elle même) est muni de l'atlas trivial (Rn, Id, Rn).
• L'ouvert U de Rn est muni de l'atlas trivial (U, Id, U).
• Si V est un sous-espace affine de dimension k de Rn, il est muni de l'atlas (Rk , 1.1+ b, V)
où 1.1 est une application linéaire injective de Rk dans Rn et b est un vecteur de Rn
constant.
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• On considère les deux projections stéréographiques PN de Ul = SI - {N} dans R et
Ps de U2 = SI - {S} dans R. N
IR
Le cercle SI est alors muni de l'atlas {(R, PN.1,ud, (R, PSI ,U2 )} . L'application de
changement de carte est alors
R' p~' R·
l/z
(généraliser cet exemple aux sphères de dimension quelconque).
Comme V est un espace topologique, on peut donc parler de fonctions continues définies
SUI V où à valeurs dans V. Nous allons voir que les systèmes de coordonnées locales nous
permettront de définir ce qu'est pour une sous-variété une application différentiable.
DÉFINITION A.3
Une application h de V dans R est dite analytique [respectivement C"", crJ &ipour toute
carte locale analytique {respectivement C"", C"J(O,,;,,U) de V l'application ho lp est ana-
lytique {res pectiuemerü C"", cr J de 0 C RM datu R.
Une application 8 d'une sous-variété VIM' de Rn, dans une sous-variété V2M, de Rn, est
dite analytique [respectivement C"", C") &ipour toute carte locale (OI,lpbUl) de VI et toute
crrie locale (02,lp2,U2) de V2 l'application lp;1 080 lpl est analytique(re&pectivement C"",
cr J de n, c RM, dans O2 C RM, là où cette application est définie.
La définition de la régularité d'une application d'une sous-variété dans une autre implique
toutes les cartes locales de chacune de ces sous-variétés. Le Théorème suivant montre qu'il
n'est besoin que de regarder un nombre restreint de cartes pour vérifier la régularité d'une
application.
THÉORÈME A.2
Soient h une application continue de la sous-variété V M de Rn dans R, et A un atlas de
V k Les propositions suivantes $ont équivalentes :
(i) h est analytique [respectiuemerü C"", cr J.
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(H) Pour toute carte locale (n,'f',U) appartenant à l'atlas A, l'application ho'f' de n c Rie
dans R est analytique [respectivement COO, cr).
Soient 8 une application continue de la sous-variété ~Ie, dans la sous-variété vr, et Al et
A 2 des atlas de Vl et V2 respeciioement. Le.5propositions suivantes sont équivalentes:
(iii) 8 est analytique (respectivement COO, cr).
(iv) Pour toute carte locale (n1>'f'l,Ud de Al et toute carte locale (n 2,'f'2,U2) de A 2 ,
l'application 'f';l 080 'f'l d'un ouvert de Rie, dans Rie, est analytique {respectivement
C<x>, cr).
Ce résultat important montre que l'on peut non seulement se restreindre aux cartes des
atlas des sous-variétés considérées pour étudier la régularité d'un application 8, mais aussi
que l'on peut choisir ces atlas. Dans la pratique on prendra les atlas qui nous simplifierons
le plus les calculs et on n'hésitera pas à changer d'atlas en cours de route si besoin est.
On remarque en outre que les propriétés de régularité des applications d'une sous-
variété dans une autre sont intimement liées aux atlas de ces variétés et indépendantes des
espaces ambiants dans lesquels elles se trouvent. Seule est importante l'existence d'atlas
et des lois de changement de carte (lorsque l'on fait totalement abstraction de l'espace
ambiant on parle de variété différentiable et non plus de sous-variété).
Désormais, nous utiliserons le terme variété pour désigner une sous-variété V de Rn
Nous ne feront exception à cette règle que lorsque nous voudrons insister sur l'inclusion de
V dans Rn.
A.2 Espace tangent, Fibré tangent, Application linéaire
tangente
Dans "variété différentiable" il yale mot différentiable. Nous avons défini dans le para-
graphe précédent ce qu'était une application différentiable, mais nous ne savons pas encore
la différentier. C'est le propos de ce paragraphe.
DÉFINITION A.4
Soient Vie une variété et x un point de V Soit a une courbe différentiable de R dans V telle
que u(O) = x. On appelle vecteur tangent à la courbe paramétrée a , l'application
suivante notée X", ;
F", ~ R
f >-----+ X",f = ~(f 0 u)I,=o
où. F", est l'ensemble des fonctions différentiable.5 à valeurs réelles définies dans un ooisi-
nage de x.
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Dan s le cu de Ill.variété tri viale V = Rn, le vect eur tangent à z = <1(0) a u sens c1llssique
es t 0-(0). DAns ce cal on aura
X~I =< dl .0->= ~o-,(O);f(Z)
La dé finiti on que nous avons donnée identifie les " vec teurs clas sique s" avec 11"8 dériv ées
d i r~c t ion nelle8 qu'ils d éfinissent .
Les vedl"ut:S ta ngents eu un poin t z de V v~rifirnt les prop riétés suiv ante s :
Propositio n A .3
• L'applicat ion X" dl.'F. dan8 Il e4t lin éai~ . En parti culier l 'mumbleT~V de~ vecteu rs
tallgenb li V en z e~ t un espace vectoriel appelé o pace tangent li V en x ou au deuu~
de e ,
• Si 1 et 9 appartienn en t aFr. et,i X~ appartie nt aT .V on aura
X.Ug) ~ (X . n g(x) + f(x )(X., )
Con sid érons un système de coo rdonnée s loeeles au voisinage de z , n c Rn ....!.... V. POIU
tou t i . 1 :5 i :5 n on consid ère la cour be diff érent iable cri do nnée eu coordonnées locales
pa.
z;;(q( l)) = zi (z) si j i- i, 1 :5 j :5 n,
x ,(_!' )) _ x,(x ) +t
On not er a ~(z ) le vect eu r ta ngen t.il. qi au poi nt e , Cette notation pe rmet d' écr ire
8z;
En ou tr e, on a le t héor ème suiva nt:
T H É O R t M E A.4
Soi ent V " unI.' variété de dimen ,jo n n et (z " . .. , z,,) un 8 Y 8 t ~me de coordonnie~ loca fu
au voi~j,.age de e , L 'e' pace vectoriel T . V a pour bau
-k(z), "' 8~ ,, (Z )
Un ve ct e u r X . d e T~ V tAt donc ca ra c/ iriJ ' pc.r :
• Le, eoordonniu (Zl, ' .• z ,,) du poinl x (qui eara dirÎ~ ent j'endroit où X. e, t tan gent
à V j.
• Les eoo rdo nn ie~ ( X " . . .• X,,) dall' 1.. bail.' (k(z ), ... , k (z ») de X • . LorJqu e le
con te xte l 'indiq ue clai remen t, on fie donn era pa.! ll'.! coo rdo n nées du point z de bau .
7I
DÉFINITION A.5
On appelle espace fibré tangent de V, ou plus simplement. le fibré tangent de V, que
l'on note TV, la réunion disjointe des espaces iançerüs à V au dessus de chaque point.
TV= U T",V
",EV
On appelle projection canonique de TV dans V l'application tt qui à un vecteur tangent
à V en x aJJocie le point x
TV .z, V
X", E T",V 1-----> X
[Classiquement, l'application 1r aJJocie à tout vecteur lié Jon origine.) En particulier on a
7r-1 (x ) =T",V
Si (XI""'Xn) est un JyJtème de coordonnées locales de V, (Xl,' .. ,xn,XI, ... ,Xn)
définit un système de coordonnée; locales de TV. aLe 2n-uplet (Xl,"" X n, XI"'" X n)
désignant le vecteur tangent X1~(X)+ ... + Xna;:.(x), x étant le point de V de co-
ordonnées (XI' ... , xn).
Par abus de notation on écrira (x, X",) = (XI""'X m X 1, ... ,Xn ) .
Les changements de carte de TV se construisent à partir des changements de V de la
façon suivante: si y = <p(x)est un changement de coordonnées sur V, le changement de
coordonnées correspondant sur TV est
(y, Yl/) = (<p(x),V'",<pX",)
(où les composantes de X", ont été écrites en colonne). Ce procédé nous permet de construire
un atlas de TV à partir d'un atlas de V et donc de définir une structure de variété
différentiable sur TV On remarquera qu'avec cette structure différentiable l'application
7r : TV --> V est une application différentiable. On remarquera que dim TV = 2 dim V
Exemples:
• L'espace tangent à R est difféomorphe à R2 , TR == R2 •
• Plus généralement, TRn = R2n .
• Si 51 désigne la sphère de dimension 1 (le cercle), on a TSI = 51 X R.
• En revanche, TS 2 '1=- 52 X R2 (cf le Théorème du hérisson).
TS 2 = {(x,y,z,X,Y,Z) E R6 l x2 + y2 + Z2 = 1, «x + yY + zZ = O}
Définissons maintenant l'application linéaire tangente à une application différentiable
'P: V-----tW
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T II BORÈME a .s
Suit II' une application diff érentiable de la t'ari i U V" darll la variété W '" n a iste une
aPl,lication un ique T'f' de TV dans T lV appelée application tangente à cp virifiant lu
propr ié tés suivantes :
(i) T 'f'( T .,V) C T"{"llV
( ii) Si X" est IHI w d eur tangent e n z = u(O) li la courbe différent iable U t T cp(X .,) es t
le vect eur tangent tn 'f'(z) à ra courk 'f' 0 a , é. e. Ji h e.tl un e fond ion définie au
voisin age de 'f'(Z ),on aura
Si z = (ZI•. . • ' z ..) et y = (Yl>' '' ' Y...) so nt deux sys t~mes de coo rdonné es locales sur V et
W respect ivement, el (z, X) et (y, Y ) les sys t~mCli de coo rdonné es corr espondants sur TV
et T W , I'a pplic a tlou T 'f' s'écrit alors
TV !!. T W
(x, X) ~ (y , Y ) = (.( x )," •• X )
On rem arqu er a 'l ue l'app lica tion tangente T 'f' "contient" l'a p plicat ion 'f'. On no te ra T :o'f'
l'a pplica tion de T .V da ns T ..{.,)W T:o'f' !"Stappd~ l' applicat ion linéai re t angente à 'f' en
Pro p r ié t é s :
• L' applicati on T.,If'~t une a pplicat ion linéaire; cc qui ju stifie son nom .
• T ('f' o 1J» = T 'f' o T "' ,
T.,('f' c !pl = T,, (.,)'f' 0 T :oW.
• Si o es t une cour be d ifféren t iab le et si X . est le vecteur ta ngent en z = u(O) à o , alors
X:o = T u(O, l ) = Tou(l) (T R = R2 ) . Par convention , on not er a 0-(/ ) = T u(t ,l ) =
T,.(I).
DÉ Fll'HTION A.6
On dit que 'f' ed de rang k l n l' si rg T :o", = k . On dit que ", ut de rang constant si
rg T.,'P = k est indépendan t de e ,
Ces défi niti ons nous redonnent bien les not ions connues pour lu ap plications de H" dans
W" et permettent de générali ser a ux vari ét és les th éorème s d'Inversio n locales, des fonc ti ons
im plicit esç ete .
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A.3 Champs de vecteurs, Flots, Dérivées de Lie, Cro-
chets de Lie
DÉFINITION A.7
Soit V une variété, on appelle champ de vecteur~ COO ~ur V une application CooX : V f---+
TV telle que 7l' 0 X = Ldv , i.e. X(x) E T",V pour tout x de V L'application X a~~ocie à
chaque point x de V un vecteur tangent en x à V
Propriétés:
• L'ensemble XCV) des champs de vecteur COO sur V est doté d'une structure de COO_
module (COO(V)= COO étant l'espace des fonctions COO sur V). Si j est une fonction
COO sur V et X et Y sont deux champs de vecteurs, on définit
(X + Y)(x) = X(x) + Y(x) E T",V
(fX)(z) = j(x)X(z) E T",V
• Si x = (Xl,'" ,Zn) est un système de coordonnées locales, pour chaque i, 1 :si :s
n, l'application --/;; : x >--+ -/;;(x) est un champ de vecteurs Coo. En outre, tout
champ de vecteurs X se décompose de façon unique:
Nous allons maintenant introduire les notions de courbe intégrale et de flot d'un champ
de vecteurs.
DÉFINITION A.8
Soit X un champ de veeteur~ sur V, soit a : J C R ---> V une courbe différentiable (1
est un intervalle de R). On dit que a est une courbe intégrale de X $Î
ù(t) = X(u(t)) Vt E J
THÉORÈME A.6
Soient X un champ de vecteur~ su r V et x un point de V n e;cùte un unique intervalle
J", cRet une unique courbe différentiable u'" de J", dans V tels que:
• u., est une courbe intégrale de X
• U.,(O)= x.
• Si a est une autre courbe intégrale définit sur un intervalle J vérifiant les deux pro-
priétës ci-dessus, alors IcI", et pour tout t E J, u(t) = u",(t).
On dit que u'" est la courbe intégrale mczimale de X telle que u",(O) = x ou de condition
initiale x.
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La courbe intégrale IJ" est la solution de l'équation différentielle
il = X(y)
y(O) = x
On définit alors l'ensemble U = U {x} x 1" C V x R et l'application
"EV
U ---.!... V
(x,t) f------+ ~t(x) = IJ,,(t)
où IJ" est la courbe intégrale maximale de X de condition initiale x. On dit que (U,~) est
le flot associé à X (on omettra souvent de préciser l'ensemble U).
THÉORÈME A.T
Soient X un champ de vecteurJ Jur V, et (U,~) Jon flot associé, On a
• U est un ouvert de V x R.
• ~ est une application COD de U dans V
Lorsque U = V x R on dit que le champ X est complet. On remarquera que l'on a toujours
Mx {O} C U
Propriétés:
• ~o(x) = x, i.e. ~o = Ldç ,
• ~t+. = ~t o~. partout où ces expressions sont simultanément définies.
• ap~~x) = X(pt(x)).
Nous allons maintenant introduire les deux notions très importantes de dérivées de Lie
d'une fonction par un champ de vecteurs et de crochets de Lie de champs de vecteurs.
DÉFINITION A.9
Soient f une fonction COD sur V et X un champ de vecteurs, On appelle dérivée de Lie de
f par X, que l'on note Lxf, la fonction
n af
x f------+ Lxf(x) = X"j = ~Xi(X)a;;-(X)
La dérivée de Lie a les propriétés suivantes:
• La dérivée de lie est une dérivation, i.e,
Lx(jg) (Lxf)g + !(Lxg)
LxU + g) = Lx! + Lxg
Lx(af) = aLxf 'la E R.
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• Si f et 9 sont deux fonctions sur V et X et Y deux champs de vecteurs,
LX+Yf Lxf + Lv ]
LfXg = f(Lxg)
• ~(f a <1>t(x)) = (LxI) 0 lflt(x), où lfl est le flot associé à X, en particulier
Cette identité est parfois prise comme définition de Lx f.
Cette dernière identité nous montre que la dérivée de Lie par rapport à X n'est rien d'autre
que la dérivée particu1aire le long des trajectoires du flot de X
Proposition A.8
Soient X et Y deux champs de vecteur~ sur V Ïl eziste un unique champ Z telle que, pour
toute fonction f de COO(V),
Lzf = Lx(Ly f) - Ly(Lxf)
DÉFINITION A.IO
Le champ de uecreurs Z est noté [X, Y] et est appelé crochet de Lie des chcmps X et Y
n Ô n Ô
Si X = ~Xia;: et Y = ~Y;a;:' on aura
Les crochets de Lie vérifient les propriétés suivantes:
• [X, X] = 0 pour tout champ de vecteurs X, propriété équivalente à [Y,X] = -[X, Y]
pour tous champs de vecteurs X et Y Le crochet de Lie est antisymétrique.
• [X + Y,Z] = [X,Z] + [Y,Z] et [X,Y + Z] = [X, Y] + [X,Z], [>'X,Y] = .\[X,Y] =
[X, .\Y] pour tout champ de vecteurs X, Y, et Z et pour tout réel>' ; le crochet de
Lie est bilinéaire.
• [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X, Y]] = 0, pour tous champs de vecteurs X, Y, et Z ;
c'est l'identité de Jacobi.
• [X, fY] = f[X, Y] + (LxJ)Y et [f X, Y] = f[X, Y] - (L yJ)X pour tous champs de
vecteurs X et Y et pour toute fonction différentiable f
• Pour toute fonction f et pour tous champs de vecteurs X et Y, L[x.yd = [Lx, Lylf =
LxLyf - LyLxf·
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E n pa rt iculier, l'e space X (V ) des champ s de vecte urs m uni d u croc het de Lie es t uue
al gèh rl"de Lie (d e dim ension infin ie).
DÉFIN ITION A.il
Soi ent V une vari/U difJérent ia61e et ~ un difJéomorph iJme de V Pour tout cham p de
vect eurJ Y Jur V , on appelle imag e réci proque Je Y JXJr ~, que l'o n 'Iole ~'Y , te cham p
de vecle ur,
~' Y = ( T~r l 0 Y o ~
i.e . ~' Y( z ) = (T.~t'(Y(~(z))).
P r o p o sition A .9
Soien t V une variiU, X un d am p de vect eu r, Jur V et 4> JOn flot . Pou r tout cham p de
vecte u r, Y on a :
IX,YJ(z ) =p~ 4> ; Y(z)
Nous allons main terren t montrer le lie n ent re le crochet de Lie de deux cha mps de
vec teu rs X et Y et les flots q u' ils génèrent .
T H ÉO RÈME A . IO
Soi ,.n l X et Y deu:! champs de ver lwr, et 4> et ~ leJ flotJ re, pect i!J qu 'il" gi nèN:nt. LeJ
propriét él ,u ivan teJ lon i équivalentu :
( ii) Pour toul 1 et 1 appartenan t li H, un Il 4>1 0 'i' . = ~. 0 4>1' partout où Ct' , ez preH ion.•
l on t , im ul/an iment défin iu ; ï.e. le, flotl commuten i lorl que fe crochet d e Li e (31
nul .
A.4 C o vecteurs, E spa ce co t angent, I -fo r-mes
DÉFIN IT ION A. 12
Soi t V un e t'ariéli. On appelle e' pace cota nç ent a u poi rü s: que l 'on note T : V , l 'e']XI ce
dual de T.,V, T : V = L(T .,V,R ). Le produit de dualit é en tre u n vecteur et un ceeect eur
, era noté indiDét em ent < X ." w., > ou < W." X . >, X. E T .,V, et w. E T : V
On appetfe fibré cotang ent de l ' la réunion di3join /e deJ u pace, cotan gen t, en chaque
poin t ,
T' V ~ U T; V
. ,v
L,., tl lmen h d,. T "V sont t!pper.:u du covedeu r, o u l'C'deur, cota ngen t, .
011 appelle projection canonique de T 'V dan, V l 'applicat iun 'Ir qui à lin vec teur co tan-
gent à V en :r aHcc ie fe poin t ;r:
T "V ~ l '
w. E T:V
En JXJrticulicr, 'Ir- t( z ) = T :V
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Si x = (Xl>'" ,Zn) est un systèm; de coordonnées locales sur V, on note (dxl(x)"" ,dxn(x))
la base de T:V duale de la base (-(x), ... ,~(x» de T.,V
ÔXl ôX n
ô {O si i #- j< dXi(x), -ô(x) >= 1 .. .
Xj SIl <:
Le covecteur w., est donc déterminé par:
• Les cordonnées x = (XI, ... , xn) de son point de base (qui précise que w., appartient
àT:V),
• Les coordonnées (Wl>'" ,w n ) de W., dans la base (dXl(X)"" ,dxn(x».
Nous allons maintenant munir TOV d'une structure différentiable à partir de celle de V
Si Y = <p( x) est un changement de coordonnées sur V, le changement de coordonnées sur
TOV est donné par
(où' dénote la transposition) si les composantes de W., et .,pli sont écrites en colonne,
si les composantes de w'" et .,pli sont écrites en ligne. Ce procédé nous permet de construire
un atlas de TOV à. partir d'un atlas de V On remarquera que les changements de cartes
de TOV sont duaux de ceux de TV.
DÉFINITION A.13
On appelle I-forme différentielle ou champ de covecteur" une application différentiable w
de V dan" T"V telle que 7l" 0 W = Ldv , i.e. w(x) E T:V pour tout x de V On note 11(V)
L'ensemble de" 1-forme" différentielle".
Si x = (XI,'" ,xn) est un système de coordonnées sur V, on note dz, la I-forme
différentielle qui à X associe dx,(x). Toute I-forme différentielle w se décompose de façon
unique sous la forme
où les w, appartiennent à COO(V).
Les espaces X(V) et n(V) sont en dualité; si X est un champ de vecteur et w une
l-forme, on définit
< w, X >=< X,w > E C""(V)
par < w,X > (x) =< w(x),X(x) > pour tout X de V
DÉFINITION A.14
Soit f une fonction "ur V On note df la I-forme telle que
< df(x),X., >= X.,f
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pour tout vecteur de T",V df se caractérise également par
< «t,« >= Lxf
pour tout champ de vecteurs X sur V En coordonnées on a
" afdf=~~dxi
A.5 Distributions, Distributions involutives, 'I'héor-èrne
de Frobénius
DÉFINITION A.l5
Soit V une variété différentiable. On appelle distibution. 6 sur V une application qui à
tout point x de V associe un sous-espace 6(x) de T",V La distribution 6 est dite régulière
s'il existe des champs de vecteurs C"" Xl>"" XIe tels que 6(x) = sp{X1(x), ... ,XIe(x)} en
tout point z .
On dit que 6 est de rang constant si rg6(z) est indépendant de z , On dit qu'un champ
de vecteurs appartient à 6 si X(z) E 6(x) pour tout z , On dit que 6 est involutive si pour
tous champs de vecteurs X et Y appartenant à 6, le champ [X, Y] appartient également
à 6.
Les champs de vecteurs appartenant àune distribution 6 forment un sous-module de
X(V). Lorsque 6 est involutive, ce sous-module est également une sous-algèbre de Lie.
Un champ de vecteurs X définit une distribution de rang 1, à savoir 6 = sp{X}. Les
courbes intégrales de X sont alors appelées par définition courbes intégrales de 6. Pour
les distributions de rang supérieur, on définit la notion de sous-variété intégrale.
DÉFINITION A.l6
Soit 6 une distribution sur V On dit que W C V est une sous-variété intégrale de 6 si
pour tout point z de W, on a T",W = 6(z) (en particulier, dimW = dim6(x»).
On dit que 6 de rang constant k est complètement intégrable si pour tout point z de
V, il existe une sous-variété intégrale W", de dimension k telle que z E W",.
Le Théorème de Frobénius nous permet de relier les notions d'involutivité et de complète
intégrabilité.
THÉORÈME A.lI (Frobénius)
Soit 6 une distribution de rang constant. Les deux conditions suivantes sont équivalentes:
(i) 6 est involutive.
(ii) 6 est complètement intégrable.
Lorsqu'une distribution n'est pas involutive, on construit sa clôture involutive.
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Proposition A.12
Soit Ô. une di&tribution sur V n existe une unique distribution involutive notée K, que
l'on appelle la clôture involutive de 6., vérifiant les propriétés suioanies :
(i) Ô. c K.
(ii) Si r est une autre distribution, 6. Cret r involutive impliquent que Ker
K est la plus petite di&tribution involutive contenant 6..
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App endix B
Propri é t é s d e qu elqu e s distributions
utili s é es d an s le c a lc u l d e lois d e
bou cla g e s
On eonsi d êre le sys!(-me non lin éair e su iva nt
i = I( z ) + f:U,9i(Z ) Z E Rn
O n dé finit les distribu t ions suivantes:
DÉlo'INITION B.1
• Qo = Oo = , p{gl> .. ,g",} .
• 0;+1 = Qi + adi-l-lOo= fi; + adJ ~h
• Q i t! = Q;"+ adj +1Qo
• a. ~ Üç.
•Q. ~ .Q Q..
(B. l)
Où K re p rése nte la clôt ure in volutive de la dis t ribution 6. . P OUf 1~ sys tèmes linéaires
X = AX + Ru , on ft. Q i = Yi= Im(B, AB , ... , AiB).
Le n till e n.r
Pour fo u i i 0'1 a Qi C Qi tt Ç," = 'Q;" et ç: = Q . " en parti culi er, Q. u t i7wolu ti ve.
D emo n s t ration :
Mon tr on s d 'abord par récurr en ce sur i que O. c Q ._ C'est évident po ur Î = O. Su ppo son s
8 1
le vrai pour i donné. On a Yi+l =~+ad~+lyO c Qi + ad~+lyo C Qi + ad~+1yo = Qi+l'
c c,
la récurrence est établie.
Montrons maintenant que 9: = (2.. L'inclusion 9: c Qi est triviale. Montrons par
récurrence l'inclusion inverse. Elle est trivial pour i = O. Supposons la vrai pour i donné.
On a donc ~ = Qi. On a alors Yi+l = Yi + ad~+lyo et Qi+l = ~ + ad~+lyO' vu que
YO= Qo et vu l'hypothèse de récurrence. il ne nous reste plus qu'à montrer que pour deux
distributions quelconques 6 et r, on a
(B.2)
6 + r est la plus petite distribution involutive contenant 6 et r. En particulier elle contient
K qui est la plus petite distribution involutive contenant 6. Elle contient donc K et r, et la
clôture involutive de leur somme, K + r c D. + r. De façon similaire, on montre l'inclusion
inverse, on a donc l'égalité (B.2). Ce qui nous permet de conclure que Qi+1 = Yi+1' la
récurrence est établie.
Comme les dimensions des distributions Yi et Qi vont en croissant et qu'elles sont
majorées par n, il existe un k tel que Yle = Y. = SUPiYi et Q/c = Q. = su Pi Qi' En
particulier, QIe+l = Q/c. Conune Q"; C QIe+1> on en déduit que QIe est involutive. On a
donc 9: = ?Ji: = QIe= Q•. 0
DÉFINITION B.2
Soient (r;)i2: 0 et (Pi)i2:0 les suites d'entiers suivants :
• ro = Po = dim YO = m.
• ri = dim Qi - dim Qi-l pour tout i ~ l.
• Pi dimYi - dimYi_1 pour tout i ~ 1.
Les indices ri ont été définis et utilisés dans [3],une variante des indices Pi a été définis et
utilisés dans le cas des systèmes linéaires dans [1]. On remarquera que pour les systèmes
linéaires, ri = Pi pour tout i.
Proposition B.2
LeJ suites (ri) et (Pi) sont décroissantes :
• ro ~ ri ~ ~ ri 2':"
• po ~ PI ~ ~ Pi ~ ..
Démonstration:
Comme Pi = dimYi - dimYi_l, il existe Pi champs de vecteurs indépendants X 1 , ... ,Xp ,
tels que Yi = Yi-l œsp{X/c, 1 :s; k :s; Pi}' Comme, par définition, Yi = Yi-l + ad~yo, il existe
Pi champs de vecteurs YI>"" Yp , de YO et Pi champs de vecteurs Zl"'" z; de Yi-I tels
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que XIe = ad~YIe+ZIe' On a donc Yi = Yi_tEBsp{ad~Y", 1 :Sk :SPi}' On a Yi+l = Yi+adfYi,
i.e.:
Yi+l Yi + ad f(Yi-l EB sp{ad~YIe, 1 :Sk :S Pi})
= Yi +~ +adfsp{adjYIe,1 :Sk :SPi}
Cil.
= Yi + sp{ad~+IYIe' 1 :Sk :SPi}
La somme n'étant pas forcément directe, on en déduit que dimYi+l :S dimYi + Pi, i.e,
Pi+l :S Pi·
La démonstration est similaire pour les indices ri' 0
Corollaire B.3
Si sur un ouvert U de Rn, on a Yi+! = Yi (respectivement Qi+! = Qi) pour un entier i
donné, alors pour tout k 2': i, on a Yle = Yi (respectivement QIe= Qi)'
Démonstration:
L'hypothèse Yl+l = Yi implique que Pi+l = O. D'après la Proposition B.2, Pie= 0 pour tout
k 2':: i + 1. La conclusion s'en suit. La démonstration est identique pour les distributions
Qj.D
Proposition B.4
Pour tout i 2': 0, les distributions Qi vérifient les propriétés suivantes;
(i) adfQi C Qi+l'
(ii) adfQ;" C Qi+l
Démonstration:
Montrons d'abord que si Ll est un distribution quelconque, adfK C Ll + adfLl. On a
K=sp{adv,· .. adv.V..,+!, v 2': 0, 11; E Ll, l:S;i:S;v+l}
Montrons par récurrence sur v que adfadv, ... ad v•V"'+1 E Ll + adfLl. C'est vrai pour
v = 1. En effet, adfadv,V2 = [f, [VI'V2 ]] = [[f, VI], Vi]+ [VI' [f, V2 ]] (identité de Jacobi), i.e,
adjadv, V2 = [ad fV1 , V2 ] + [Vi,adfV21 E Ll + adfLl.
Supposons le vrai pour un entier v donné. On a
où l'on a utilisé l'identité de Jacobi et l'hypothèse de récurrence. La récurrence est établie;
(B.3)
Montrons maintenant par récurrence sur i que (i) et (ii) sont vrais. On remarque d'abord
que comme Qi C Qi+l. (i) implique (ii) (conformément à (B.3». TI ne nous reste donc
qu'à vérifier (i).
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(i) est trivialement vrai pour i = 0 (donc (ii) l'est vrai). Supposons que (i) soit vrai
pour un entier donné i. On a
adjQi+! adj(~+ ad~+!Qo)
~+ad~+2Qo c Qi+! + ad~+2Qo
c~
C Qi+2
La récurrence est établie. 0
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