Abstract. The Heisenberg product is an associative product defined on symmetric functions which interpolates between the usual product and the Kronecker product. In 1938, Murnaghan discovered that the Kronecker product of two Schur functions stabilizes. We prove an analogous result for the Heisenberg product of Schur functions.
Introduction
Aguiar, Ferrer Santos, and Moreira introduced a new product, the Heisenberg product, on symmetric functions (also on representations of symmetric group) in [1] and [10] . Unlike the ordinary product and the Kronecker product, the terms appearing in the Heisenberg product of two Schur functions have different degrees. The highest degree component is the usual product. When the Schur functions have the same degree, the lowest degree component of the Heisenberg product is their Kronecker product.
In 1938, Murnaghan [11] found that the Kronecker product of two Schur functions stabilizes in the following sense. Given a partition λ of l and a large integer n, let λ[n] be the partition of n by prepending a part of size n − l to λ. Given two partitions λ and µ, the coefficients appearing in the Schur expansion of the Kronecker product s λ[n] * s µ[n] do not depend upon n when n is large enough. The aim of this paper is to show that each degree component of the Heisenberg product also has this property.
The paper is organized as follows. In the second section, we first give the definitions of the induction product, the Kronecker product, and the Heisenberg product, and recall some important results. At the end of this section, we state the main result of this paper, which says that each degree component of the Heisenberg product has the similar stabilization property as the Kronecker product. Section 3 offers an example of this stabilization. In the fourth section, we prove the main theorem. In the last section, we define the stable Heisenberg coefficients, and show how to recover the usual Heisenberg coefficients from the stable ones which generalizes an analogue formula for the Kronecker coefficients in [3] .
Preliminaries
We begin by defining the induction product on (complex) representations of symmetric groups (we work with complex representations throughout the paper). For an introduction to representations of symmetric groups, see [12] . Let V and W be representations of S n and S m respectively. Observe that the tensor product V ⊗ W is a representation of S n × S m , and S n × S m can be naturally embedded into S n+m . The induction product of V and W is the induced representation of V ⊗ W from S n × S m to S n+m , written as Ind S n+m Sn×Sm (V ⊗W ). For any partition α, let V α denote the irreducible representation, known as the Specht module, of S |α| indexed by α. Let λ, µ, and ν be partitions of n, m, and n + m respectively (written as λ ⊢ n, µ ⊢ m, and ν ⊢ m + n). The Littlewood-Richardson coefficient c ν λ,µ is the multiplicity of V ν in the decomposition of Ind S n+m Sn×Sm (V λ ⊗ V µ ) into irreducible representations. That is, (2.1) Ind
Let · , · denote the natural inner product on the representations of the finite groups in which the irreducible representations form an orthonormal basis. Applying the Frobenius Reciprocity Theorem to (2.1), we have
There is a one-to-one correspondence between the irreducible representations (up to isomorphism) and the Schur functions by the Frobenius characteristic map, which sends V λ to the Schur function s λ . So we could also express the induction product in terms of symmetric functions. Under this bijection, the induction product corresponds to the ordinary product (denoted by ·) on symmetric functions, i.e.
The Littlewood-Richardson coefficient has been well-studied, it has the following nice combinatorial description: Proposition 2.1 (Littlewood-Richardson rule, [8] Chapter 1 Section 9). Let λ, µ, and ν be partitions. Then c ν λ,µ is equal to the number of semi-standard skew Young tableaux T of shape ν − λ and weight µ whose reverse row reading word w(T ) is a lattice permutation.
(See [8] for a more thorough introduction to the above notions.)
The Kronecker product can also be defined in terms of representations of symmetric groups. Let V and W be representations of S n . While the tensor product V ⊗ W is a representation of S n × S n , it can also be considered as a representation of S n (by viewing S n as a subgroup of S n × S n through the diagonal map). Write it as Res in the decomposition of Res
Using the above formula, we can define the Kronecker product (denoted by * ) for symmetric functions:
We will switch between the languages of representation theory and symmetric functions. There is some interesting general work on representation stability by Church, Ellenberg, and Farb [5, 6, 7] . In this paper, we focus on the stability phenomenon of the Kronecker product discovered by Murnaghan [11] . We introduce some notations which will be used throughout the paper. Let α be a finite integer sequences. Define α + to be the sequence obtained from α by adding 1 to the first part α
. . ) be the sequence obtained from α by removing the first part. Let β be another finite integer sequence, we set α+β = (α 1 +β 1 , α 2 +β 2 , . . . ) and
Given an eventually constant sequence {a n } n≥0 with stable value L, and n 0 the smallest integer, denoted by SStab({a n }), such that for all n ≥ n 0 , a n = L. We say that this sequence stabilizes when n ≥ M if as long as M ≥ n 0 , and the stabilization begins at n = n 0 . For a sequence of symmetric functions {F n } n≥0 , where F n has the Schur expansion F n = α a α n s α (we set a α n = 0 if α is not a partition). We say the sequence {F n } stabilizes if for any α (not necessarily a partition), the sequences a α+(n) n n≥0 is eventually constant, and there exist N, such that SStab( a α+(n) n ) ≤ N for all α. Let n 1 be the smallest N having this property, and we denote it by FStab({F n }). From the definition, we have n 1 = FStab({F n }) = max α {SStab( a α+(n) n )}. We say the sequence of symmetric functions {F n } stabilizes when n ≥ M as long as M ≥ n 1 , and the stabilization begins at n = n 1 .
Given a partition λ = (λ 1 , λ 2 , . . . ) and a positive integer n, let λ[n] be the sequence (n − |λ|, λ 1 , λ 2 , . . . ). When n ≥ |λ| + λ 1 , λ[n] is a partition of n. The stability of the Kronecker product means that for any partitions λ and µ, the sequence of symmetric functions s λ[n] * s µ[n] n≥0 stabilizes when n is large enough. This phenomenon is best shown on an example. Let λ = (2) and µ = (1, 1), we compute the Kronecker product s n−2,2 * s n−2,1,1 for n ≥ 4: Observe that the last two equations are only different in the first part of the indexing partitions. Indeed, for n ≥ 7, we have s n−2,2 * s n−2,1,1 = s n−1,1 + s n−2,2 + 2s n−2,1,1 + s n−3,3 + 2s n−3,2,1 + s n−3,1,1,1 + s n−4,3,1 + s n−4,2,1,1 .
In this example, the stabilization of the sequence g (n−3,2,1) (n,2),(n−2,1,1) n≥0
begins at n = 6. The sequence of symmetric functions {s n−2,2 * s n−2,1,1 } n≥0 stabilizes when n ≥ N as long as N ≥ 7, and the stabilization begins at n = 7.
In the above example, one can also observe that, for fixed partition ν, the sequence of coefficients of s ν [n] in the expansion is weakly increasing as n increases. This was shown by Brion [4] and Manivel [9] : Proposition 2.2. Let λ, µ, and ν be partitions. The sequence g
is weakly increasing.
The sequence g
is eventually constant according to the stability of the Kronecker coefficients. Write g ν λ,µ for the stable value of this sequence and call it a reduced Kronecker coefficient. In our example, we see that g Briand et al. [3] determined when the Kronecker product stabilizes and provide another condition for the reduced Kronecker coefficient being nonzero. 
Proposition 2.4 ([3] Theorem 3.2).
Let λ and µ be partitions, then
Proposition 2.4 will be used later in the proof of Theorem 2.5.
Aguiar et al. [1] and Moreira [10] introduced a new (nongraded) product which interpolates between the induction product and the Kronecker product. 
The Heisenberg product (denoted by #) of V and W is
where the degree l component is defined using the dashed arrows in the diagram:
, which is the induction product of representations; when l = n = m, (V #W ) l = Res 
and we set h ν λ,µ = 0 if λ, µ, or ν is not a partition. Similar to the Kronecker product, we can use the above formula to define the Heisenberg product (also denoted by #) for symmetric functions:
By the definition of the Heisenberg product (see diagram (2.2)), when b is much greater than a and c, the right hand side of (2.4) behaves like the Kronecker product. A natural question is whether we can develop a stability result for this degree component.
Theorem 2.5. Given nonnegative integers r and t and two partitions λ and µ, the sequence of symmetric functions of (s λ[n] #s µ[n−r] ) n+t n≥0 stabilizes, and the stabilization begins at n = |λ| + |µ| + λ 1 + µ 1 + 3t + 2r.
Example of the Stability of the Heisenberg Product
We give an example of the stabilization of the Heisenberg product. Let us take λ = (1, 1), µ = (1). We check the stability of the two lowest degree components of s (1, 1) [n] #s (1) [n−1] : Table 1 . Schur expansion of (s n−2,1,1 #s n−2,1 ) n for n ≥ 3. The circled numbers are where we estimate the corresponding sequence of Heisenberg coefficients will stabilize using Corollary 5.2. where the coefficients are the coefficients in the expansion in the Schur basis, of, respectively (in this order):
We can see that when n ≥ 7, the Schur expansion of this degree component always has the same Heisenberg coefficients in the Schur expansion, and the only difference is the first part of the indexing partitions. The stabilization of the sequence of the lowest degree components of s n−2,1,1 #s n−2,1 happens at n = 7 (using Theorem 2.5 with r = 1 and t = 0, the stabilization begins at n = 2 + 1 + 1 + 1 + 2 = 7). When n ≥ 7, we have (s n−2,1,1 #s n−2,1 ) n = s n + 3s n−1,1 + 4s n−2,2 + 4s n−2,1,1 + 2s n−3,3 + 5s n−3,2,1 + 3s n−3,1,1,1 + s n−4,3,1 + s n−4,2,2 + 2s n−4,2,1,1 + s n−4,1,1,1,1 .
(3.1)
From Table 1 , we can also see that different columns (i.e. sequences h
(n−2,1,1),(n−2,1) for different ν) stabilize at different steps, we give an estimate for this in the next section.
We also compute the second lowest degree component (s (1,1) [n] #s (1) [n−1] ) n+1 for n ≥ 5, and create a table (see Table 2 Table 2 . Schur expansion of (s n−2,1,1 #s n−2,1 ) n+1 for n ≥ 5.
This computation shows that the sequence of the second lowest degree components of s n−2,1,1 #s n−2,1 stabilizes at n = 10 (using Theorem 2.5 with r = 1 and t = 1, the stabilization begins at n = 2 + 1 + 1 + 1 + 3 + 2 = 10). When n ≥ 10, we have (s n−2,1,1 #s n−2,1 ) n+1 = s n+1 + 7s n,1 + 15s n−1,2 + 17s n−1,1,1 + 15s n−2,3 + 34s n−2,2,1 + 19s n−2,1,1,1 + 8s n−3,4 + 27s n−3,3,1 + 18s n−3,2,2 + 29s n−3,2,1,1 + 10s To prove Theorem 2.5, we first prove a stability property of the Littlewood-Richardson coefficient.
Lemma 4.1. Let λ, µ and ν be partitions with |ν| = |λ| + |µ|, (1) is proved. The proof of (2) is the same, as µ 1 − µ 2 ≥ |λ| also implies that the first row of ν/µ is disconnected from the rest of it. is weakly increasing and is constant when n is large. for all ν ⊢ n + t + 1 when n ≥ |λ| + |µ| + λ 1 + µ 1 + 3t + 2r.
To prove (4.1), we express the Heisenberg coefficient in terms of the Littlewood-Richardson coefficients and the Kronecker coefficients. Proof. Consider the diagram (2.2) we used to define the Heisenberg product. Given partitions λ ⊢ n and µ ⊢ m, V λ ⊗ V µ is a representation of S n × S m (= S a+b × S b+c ). We compute the Heisenberg product of V λ and V µ in three steps.
Res
Second, pull back to S a × S b × S c along the diagonal map of S b . For α ⊢ a, ρ ⊢ c, and β, η ⊢ b we have,
The final step is the induction from S a × S b × S c to S a+b+c (= S l ). Break this step into two substeps as in (4.3) . Given α ⊢ a, δ ⊢ b, and ρ ⊢ c, we have:
Combining (1), (2) , and (3) together, gives
as claimed.
We set c ν λ,µ = 0 when λ, µ, or ν is not a partition. Then (4.2) holds for all sequences ν with sum l. Applying (4.2), to prove (4.1), it is enough to show that, when n ≥ |λ| + |µ| + λ 1 + µ 1 + 3t + 2r,
for all ν ⊢ n + t + 1, where
Define f : T −→ Z ≥0 and f * : T * −→ Z ≥0 as follows:
Some terms in the sums of (4.5) vanish. Let us consider only the nonvanishing terms.
Lemma 4.3. When n ≥ |λ| + |µ| + λ 1 + µ 1 + 3t + 2r, the embedding ϕ from T to T * :
Proof. For all u = (α, β, η, ρ, δ, τ ) ∈ T 0 , we show that β, η, δ, and τ have large enough first parts so that we can apply Proposition 2.3 and Lemma 4.1 to the Kronecker coefficients and the Littlewood-Richardson coefficients appearing in the definition of f . Since n ≥ |λ| + |µ| + λ 1 + µ 1 + 3t + 2r, we have
Using Lemma 4.1 (1), we get
As β ⊂ λ[n], |β| ≤ |λ| < n − r − t and (β) 1 ≤ λ 1 . Similarly, we have |η| ≤ |µ| < n − r − t and (η) 1 ≤ µ 1 . Since β and η are both partitions of n − r − t, they can be written as β = β[n − r − t] and η = η[n − r − t] respectively. They both have large first parts. More specifically, we have
By Proposition 2.3, we have
Followed from Proposition 2.4,
for otherwise g δ β,η = 0, which implies that f (u) = 0, contradiction! Hence,
which gives us
Applying Lemma 4.1 (2), we get So
Hence, by Lemma 4.1 (2), we get
To show that ϕ is a bijection between T 0 and T * 0 , we need construct a reverse map. Lemma 4.4. When n ≥ |λ| + |µ| + λ 1 + µ 1 + 3t + 2r, the map φ :
Proof. Take u = (α, β, η, ρ, δ, τ ) ∈ T * 0 , we first show that β − , η − , δ − , and τ − are partitions. Since f * (u) = 0, we get c
= 0. After Proposition 2.1, we must have β ⊂ λ and λ[n + 1] − β 1 ≤ |α|. Hence,
So β − is a partition. Similarly, we can show η − is a partition. Using Proposition 2.3 and Proposition 2.4 as we did in the proof of Lemma 4.3, we see that δ − is a partition for
As c τ α,δ = 0, we have τ 1 ≥ δ 1 and τ 2 ≤ δ 2 + |α|. This shows that τ − is a partition because
Then by the same argument as in the proof of Lemma 4.3, we can show that f
Proof of Theorem 2.5. Combining Lemma 4.3 and Lemma 4.4, we know ϕ is a bijection between T 0 and T * 0 . With this and (4.7), we prove (4.6), and hence
To prove that the stabilization begins at |λ| + |µ| + λ 1 + µ 1 + 3t+ 2r, it is enough to show that there is ν ⊢ n + t with ν 1 = ν 2 (then ν − is not a partition) such that h 
Stable Heisenberg Coefficients
Given partitions λ, µ, and ν, Theorem 2.5 tells us that the sequence {h
is eventually constant. We write h ν λ,µ for that constant value, and call it a stable Heisenberg coefficient. The stable Heisenberg coefficient generalizes the reduced Kronecker coefficient. By the way we define the stable Heisenberg coefficient, we have
λ+(n),µ+(n) , for all nonnegative integers n. The reason we restrict n to nonnegative integers is that λ + (n), µ + (n), and ν + (n) need to be partitions. But we can drop this restriction and extend the definition by setting
We call a finite integer sequence α = (α 1 , α 2 , . . . , α k ) an h-partition if α 2 ≥ α 3 ≥ · · · ≥ α k > 0, then a stable Heisenberg coefficient, in the new definition, is indexed by three h-partitions. We have
λ+(n),µ+(n) , for all integers n. where λ, µ, and ν are h-partitions.
Murnaghan [11] pointed out that the reduced Kronecker coefficients determine the Kronecker product. Briand et al. [3, Theorem 1.1] gave an exact formula to recover the Kronecker coefficients from reduced ones, and Bowman et al. [2] interpreted this formula in terms of the representation theory of the partition algebra. Analogously, the stable Heisenberg coefficients also determine the Heisenberg product, even for small values of n. This can be proved using vertex operators on symmetric functions, and the idea of the proof is the same as the proof of the stability of the Kronecker product in [13] .
Consider the lowest degree component of s By the Jacobi-Trudi determinant formula,
where h k is the complete homogeneous symmetric function, and we set h k = 0 when k is negative and h 0 = 1. We no longer require λ to be a partition, λ can be any finite integer sequence. Then the Jacobi-Trudi determinant will give us 0 or ±1 times some Schur function. Applying Jacobi-Trudi determinant to the right hand side of (5. Theorem 5.1. Let λ, µ, and ν be partitions with |ν| ≥ |λ| ≥ |µ|, then
where
Consider an example. From Section 3, we know that h To get h ν λ,µ from (5.4), we determine which s τ −(n) 's would give us ±s ν . Suppose the length of τ is l. From the Jacobi-Trudi formula, we know that s τ −(n) = ±s ν if and only if the length of ν is at most l and (τ 1 − n, τ 2 , τ 3 , . . . , τ l ) + (l − 1, l − 2, . . . , 0) is a permutation of (ν 1 , ν 2 , . . . , ν l ) + (l − 1, l − 2, . . . , 0). This happens when there is an i (1 ≤ i ≤ l) such that τ 1 − n + (l − 1) = ν i + l − i, τ j + (l − j) = ν j−1 + (l − j + 1), j = 2, 3, 4, . . . , i, τ j + (l − j) = ν j + (l − j), j = i + 1, i + 2, . . . , l, which is equivalent to τ − (n) = ν †i , and when this happens, s τ −(n) = (−1) i−1 s ν .
So the coefficient of s ν in (s λ #s µ ) |ν| is (5.5) h = 0 for all i ≥ 2, which proves the corollary.
We go back to Table 1 and compute the lower bound for the stabilization of each column using Corollary 5.2. We circle the number corresponding to those lower bounds. We can see that, in this case, the lower bounds are the places where the stabilizations of the Heisenberg coefficients begin, except for h (n−3,3) (n−2,1,1),(n−2,1) , h (n−3,2,1) (n−2,1,1),(n−2,1) , and h (n−4,1,1,1,1) (n−2,1,1),(n−2,1) .
