Abstract. We present a revisited form of a result proved in [Boccardo, Murat and Puel, Portugaliae Math. 41 (1982) 507-534] and then we adapt the new proof in order to show the existence for solutions of quasilinear elliptic problems also if the lower order term has quadratic dependence on the gradient and singular dependence on the solution.
Introduction
Quasilinear Dirichlet problems having lower order terms with superlinear growth with respect to the gradient play a fundamental role in the study of Nonlinear Differential Equations.
We recall the paper [30] , by Jean-Pierre Puel, for its influence on later developments. Moreover, quasilinear Dirichlet problems having lower order terms with quadratic growth with respect to the gradient arise naturally in Calculus of Variations and in Stochastic Control.
For example, if we consider the functional (in all the paper Ω is a bounded open set in R N ) The direct study of Dirichlet problems similar to the previous ones gives some difficulties. The first difficulty is due to the fact that the principal part of the differential operator −div((1 + |v| r )Dv) is not well defined on the whole W defined on the whole W (Ω) . However, the lower order term has the useful property that v · (|v| r−2 v|Dv| 2 ) ≥ 0. In a more general setting, in Section 2, we present a revisited form of the techniques of [13] (and of [9] ) in order to study the Dirichlet problem u ∈ W Ω × R × R N → R are functions which are measurable with respect to x and continuous with respect to s and ξ, such that, for x ∈ Ω, s ∈ R, ξ ∈ R N , we have
where α > 0, β(s), γ(s) are continuous, increasing (possibly unbounded) functions of a real variable and ν(s) : R + → R + is continuous, increasing and ν(0) = 0. Recall that in order to study (1.3) , if the right hand side belongs to L 2 (Ω), it is enough the slightly weaker assumption g(x, s, ξ) s ≥ 0, introduced in [13] .
Thanks to the presence of the lower order term with quadratic dependence with respect to the gradient and to the assumption (1.7), introduced in [9] , the Dirichlet problem (1.3) is allowed to have finite energy weak solutions (see [9] ), even if f belongs only to L 1 (Ω). This result (regularizing effect of g) is somewhat surprising because it is not true in the linear case (for example if g(x, s, ξ) ≡ 0).
Contributions to the existence of solutions of nonlinear elliptic problems with lower order terms having quadratic growth with respect to the gradient, like (1.3), can be found in some papers in collaboration with F. Murat and J.-P. Puel [14] [15] [16] (see also [7, 19, 20] ), where we proved existence of bounded solutions (without the assumption g(x, s, ξ) s ≥ 0 and with the assumption f ∈ L m (Ω), m > N/2). If we look for unbounded solutions, we refer to the paper [13] , in collaboration with F. Murat and J.-P. Puel and to
• [4, 21] : unbounded solutions and data in the dual space (with the assumption g(x, s, ξ) s ≥ 0); • [9, 10, 17, 27, 29] : unbounded solutions and f ∈ L 1 (Ω) (with the assumption (1.7)); • [6] , where a different notion of solution is used (with the assumption (1.7)). Remark 1.1. Thanks to the assumption g(x, s, ξ) s ≥ 0 and to Stampacchia type L ∞ -estimates [31] , the existence results for the case m > N/2 are contained in [16] .
In the last two sections, we adapt the techniques of the second section in order to prove the existence of strictly positive (in Ω) solutions of two Dirichlet problems with lower order term having quadratic dependence on the gradient and singular dependence on u.
Simple examples of the existence results of the last two sections are
Our results are closely related to those of [1] [2] [3] 22] . For the sake of simplicity, we confine our study to the framework: positive data, right hand side functions (instead of measures absolutely continuous with respect to the capacity, as in [10] ), W 
The BMP-PORTUGALIAE M ATHEMATICA method revisited
In this section, we shall follow the approach of the paper [13] (in collaboration with F. Murat and J.-P. Puel and published in Portugaliae Mathematica), proving a more general result, thanks to some new techniques (mainly due to [9] ). 
Before the proof of the theorem, we shall prove some preliminary results. Let the truncation T k : R → R be defined by
u n = 0, on ∂Ω.
Since f n is a bounded function, by a result of [16] , there exists
, then there exists R > 0 (see [9] ) such that
Then it follows
Thus the sequence {u n } is bounded in W 1,2 0 (Ω): we can say that (up to a subsequence still denoted by {u n }) the sequence converges weakly in W 1,2 0 (Ω) and a.e. to u, for some u ∈ W 1,2 0 (Ω). Lemma 2.2. The following inequality holds (see [9] )
Then letting → 0 (k ≥ 0) the previous estimate implies (2.3).
Lemma 2.3. The sequence {Du n (x)} converges a.e. to Du(x).
Proof. The test function used in this proof is the same used in [5] (for similar results see also [8, 12] ). Thanks to (2.3), we have from (2.2) with test function
Thus it follows
Let now q be such that 1 < q < 2. Then we have
Thus, for every h > 0,
That is, letting h → 0 and then k → +∞,
Then (up to subsequences) Du n (x) converges a.e. to Du(x).
Fatou Lemma and (2.3), written for k = 0, imply the following inequality.
Corollary 2.1.
In the following lemma, a summability result is proved, in the spirit of [11, 31] ; but, thanks to the presence of the lower order term, it is possible to prove extra summability, as in [25] .
Remark 2.1. Note that Lemmas 2.1 and 2.4 cover all the interval 1 ≤ m < N/2.
Lemma 2.5. Under the assumptions of Theorem
Proof. Fix r > 1 such that Proof of Theorem 2.1. For the sake of simplicity, we present the proof in the easy case f (x) ≥ 0, which implies u n (x) ≥ 0 and, thanks to the assumption (1.7), g(x, u n , Du n ) ≥ 0. We point out that the test functions used in this proof are similar to those used in [13] . The proof proceeds by steps.
First step. By (2.2) we have
(2.4)
The limit n → ∞, Fatou Lemma and Lemma 2.5 yield
In order to use Lebesgue Theorem (as k → +∞) in the previous inequality, note that
The inequalities (2.4) and (2.5) implies
Since we can write ϕ = ϕ
(Ω), we proved the existence of a solution u of the Dirichlet problem (1.3).
A lower order term singular with respect to u (sublinear growth singularity)
Now we study the existence of weak solution for some elliptic problems with lower order terms having quadratic growth with respect to the gradient and singular dependence with respect to the solution.
A model problem is the Euler-Lagrange equation (1.2) if (at least formally) in (1.1) we assume 0 < r < 1. Other motivations can be found in [1, 2, 22] .
Here we assume more summability on the right hand side:
symmetric, measurable with respect to x and continuous with respect to s such that, for x ∈ Ω, s ∈ R we have 
Proof. Let 0 < ε < 1 and consider
where {f ε } is a sequence of bounded functions converging to
. Note that u ε exists by Theorem 2.1 and that u ε ≥ 0 by (3.1). Let δ > 0. We use [(u ε + δ) θ − δ θ ] as test function and we have (once more, thanks to the use of the lower order term as leader term, as in [25] )
Furthermore the use of T 1 (u ε ) as test function produces
Then assumption (3.1) and Sobolev inequality imply that the sequence {u ε } is bounded in W 1,2 0 (Ω) (thus u ε u, for some u ∈ W 1,2 0 (Ω)). As in the previous section, it is possible to prove that the sequence of lower order terms is bounded in L 1 (Ω), i.e.
and that Du ε (x) converges a.e. to Du (x). Define, for t ≥ 0,
Now we shall prove that u > 0 in Ω. Indeed, take ϕ = e
−b
Hε(uε ) α φ, with φ ∈ D(Ω), φ ≥ 0, as test function in (3.4), using assumptions (1.5) and (3.3), we get
We can pass to the limit, since M (x, u ε )Du ε converges weakly in L 2 to M (x, u)Du (recall that the matrix M is bounded). Therefore
, where z is the bounded weak solution of
The strong maximum principle for weak solutions implies z > 0 in Ω (see [31, 32] ) and so P (u) > 0 and also u > 0 in Ω, since the real function P (s) is strictly increasing. Thus we have no problems to pass to the limit.
Note that the last integrand is positive: we can use Fatou Lemma in the right hand side (thanks to the fact that u > 0 in Ω); we can handle the left hand side as in the previous section, as ε → 0 and then as j → ∞.
Then we get
On the other hand the opposite inequality follows from
Linear growth singularity
Under the assumption (1.5), with β(s) ≤ β 0 ∈ R + , (3.3), α > 2b and (4.1), there exists u ∈ W 1,2
Proof. Define u ε :
As in the previous sections, u ε ∈ L ∞ (Ω) and it is possible to prove that the sequence {u ε } is bounded in W 1,2 0 (Ω) (thus u ε u, for some u ∈ W 1,2 0 (Ω)), that the sequence of the lower order terms is bounded in L 1 (Ω), 4) and that Du ε (x) converges a.e. to Du (x). Moreover (4.4) implies
Now we shall prove that u > 0 in Ω. Let φ ∈ D(Ω), φ ≥ 0, and use φ
Let L > 0 be such that the measure of the set {x ∈ Ω : u(x) = L} is zero; all except countably many L are such that this holds, since u ∈ L 1 (Ω). Since u ε (x) → u(x) a.e., thanks to the choice of L, χ {uε≤L} (x) → χ {u≤L} (x) a.e. in Ω and so
Here we use the the fact that the assumption α > 2b implies that 1 − b α > 0 and we obtain
The comparison principle in W
where z ε is the weak solution of
It is easy to see that z ε converges strongly in W 1,2 0 (Ω) to z 0 , the solution of
Note that the assumption f (x) ≥ 0 allows to have a right hand side zero on a set of positive measure.
Remark 4.2.
In this section, we assume θ = 1. Note that assumption (4.1) is exactly assumption (3.1) with θ = 1.
Remark 4.3.
Note that in order to prove (4.8) only inequality α ≥ b is needed, instead of α ≥ 2b, which is the assumption of the previous theorem.
Remarks on two related problems

Remarks on a related semilinear problem
Consider here the boundary value problem (4.2) in the simple case u > 0 in Ω : 
. Then the new problem, which depends on α, at least formally is
The previous boundary value problem can be seen as the Euler-Lagrange equation of the coercive functional 1 2
Note that the problem (5.1) has been extensively studied at least with f bounded (see e.g. the pioneering paper [18] and also [24] ). Moreover, in the spirit of this section, it is important to recall [28] . Moreover, if α ≥ 2, we are able to say that z = N +2 (Ω). Such kind of problems has been studied in [33] .
