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Overview 
 
The Institute of Natural Products Chemistry of Vietnam has collected data of Vietnamese natural 
products for discovery of medicine. Now, they need an information system for managing and processing 
these data of natural product of Vietnam. They want to use the computing power for virtual screening on 
data. In this project, we use the software Autodock[1] for virtual screening and the WISDOM Production 
Environment (WPE)[2] to manage jobs on the grid infrastructure. We present in this paper the goal of this 
project, deployment of system WPE on the grid computing for virtual screening and several performance 
tests of WPE to evaluate its capacity. 
 
Enjeux scientifiques, besoin de la grille : 
 
 Au Vietnam, la médecine traditionnelle a une longue histoire de développement. Elle utilise des 
parties de plantes médicinales naturelles, par exemple, racine, fleur, tige d'un arbre, feuille... Il y a 
actuellement environ 4000 plantes médicinales qui ont été enregistrés au Vietnam. L’Institut de Chimie 
des Produits Naturels de l’Académie des Sciences du Vietnam (INPC) collecte des échantillons issus de la 
biodiversité locale et détermine la structure 3D des molécules isolées. L’enjeu pour cet institut est de 
constituer une base de données des échantillons et de mettre en place une chaîne de traitement des 
échantillons pour déterminer sur quelles cibles biologiques les produits isolés sont potentiellement actifs. 
 
 Dans la chaîne de traitement des échantillons, l’étape de “docking”  a pour but de simuler 
l’interaction entre les molécules par ordinateur. On prend des résultats obtenus de cette étape pour prédire 
les propriétés des produits isolés. Nous avons besoin d’une grande puissance de calcul pour utiliser cette 
technique parce que la donnée traitée est très grande et le même calcul effectué par 1 ordinateur prendrait 
des centaines d’années.  
Développements, déploiement sur la grille : 
 
Nous utilisons le logiciel Autodock [1] pour faire le “docking”. AutoDock est une suite d'outils de 
“docking” automatisé et libre de droit. Il est conçu pour prédire comment les petites molécules, telles que 
des substrats ou des médicaments candidats, se lient à un récepteur dont la structure 3D est connue. 
 
Nous utilisons le système WISDOM Production Environment (WPE) [2] pour soumettre et gérer 
efficacement les tâches sur la grille. Le système WPE a été développé par le Laboratoire de Physique 




Figure 1 - La structure de WPE 
Le WPE est composé de 4 éléments principaux. Le Job Manager soumet les jobs pilotes (ou 
agents) sur la grille pour réaliser les tâches dans le Task Mananger (TM). Pour exécuter le Job Manager, 
on a besoin d’un certificat correspondant à l’organisation virtuelle où les jobs seront soumis. Les tâches 
sont enregistrées et gérées par le Task Manager. Un agent interagit avec le Task Manager pour récupérer 
une tâche puis l’exécute sur la grille. Les états des agents sont enregistrés dans le WIS (WISDOM 
Information Service). Le WIS est installé sur un serveur de base de données AMGA [6]. On peut 
surveiller le WPE et interroger ses états pendant son exécution.  Le Data Manager a pour but de gérer des 
fichiers sur la grille en mode différé (batch). Le WPE est maintenant installé sur les serveurs de 









Résultats scientifiques : 
 
Des tests ont été effectués sur les composants de WPE pour évaluer sa performance.  
 




Figure 2 – L’évolution d’état des agents du WPE sur la grille de calcul dans le cas le Task Manager est 
vide 
 
Dans le premier test, 1000 agents sont soumis sur la grille par le Job Manager. Il n’y a pas de 
tâche dans le Task Manager. Ensuite nous avons surveillé les états des agents du WPE. On peut voir l’état 
des agents du WPE dans la figure 2. Elle montre un problème de Job Manager : l’agent est terminé 
automatiquement dans le cas où il n’y a pas de tâches disponibles dans le Task Manager. De plus, le 
nombre d’agents d’état « idle » et « running » est faible. La performance du Job Manager n’est donc pas 






Figure 3 – L’évolution de l’état des agents du WPE sur la grille de calcul dans le cas le Task Manager 
n’est pas vide 
 
 
Dans le deuxième test, le Job Manager a soumis 1000 agents sur la grille. Des tâches Autodock 
sont créées dans le Task Manager. La figure 3 représente l’évolution d’état des agents du WPE pendant 
son exécution. D’après le résultat obtenu,  l’agent n’est pas terminé automatiquement et la performance du 
Job Manager est plus haute que cela dans le cas où le Task Manager est vide car dans ce cas là il y a plus 


















































































































































































Figure 4 – Surveillance du temps de communication entre les agents et le Task Manager 
 
Nous avons soumis 500 agents sur la grille de calcul. Ces agents interrogent le Task Manager pour 
savoir s’il y a des tâches prêtes dans le Task Manager. Le Task Manager va répondre à l’information de 
tâche. Dans ce test, nous mesurons le temps de la communication entre l’agent et le Task Manager. Nous 
avons surveillé la communication entre l’agent et le Task Manager pendant 9 heures. Dans ce test, le 
temps maximum est de 6 secondes, le temps minimum est presque nul, le temps moyen de 0, 28 seconde. 
 
c. Test de performance du WISDOM Information Service (WIS) 
 
 





























































Communication entre l'agent et le WIS
09/07/2001
16/07/2001
Pour tester la performance du WIS, nous avons mesuré le temps de la communication entre les 
agents et le WIS pendant deux heures. 
Dans le premier test, nous avons soumis 500 agents sur la grille de calcul le 9/7/2011. Pendant le 
cycle de la vie d’un agent, il enregistre toujours son état sur le WIS. Le temps maximum est de 31 
secondes, le temps minimum de 7 secondes et le temps moyen de 11.8 secondes 
Dans le deuxième test, nous avons soumis 500 agents le 16/7/2011. Le temps maximum de la 
communication entre les agents et le WIS est de 38 secondes, le temps minimum de 18 secondes et le 
temps moyen de 26,62 secondes. D’après les résultats obtenus, le temps de communication augmente avec 
le temps. 
d. Test de performance du WPE avec l’Autodock. 
 
Figure 6 : Le temps de calcul des tâches Autodock sur la grille 
Dans le premier test, 1000 agents sont soumis sur la grille par le Job Manager. Ensuite, nous 
avons créé 100, 1000, 2000, 5000, 10000 tâches Autodock dans le Task Manager. Nous mesurons le 
temps pour finir toutes les tâches. Le résultat obtenu est représenté dans la figure 5. Normalement, il faut 
environ 3 minutes pour calculer une tâche Autodock sur un seul ordinateur.  D’après les résultats obtenus, 
le temps de calcul est sensiblement réduit quand on effectue des tâches Autodock sur la grille.  
Dans le deuxième test, 500 agents sont soumis sur la grille par le Job Manager. Ensuite, nous 
avons créé aussi 100, 1000, 2000, 5000, 10000 tâches Autodock dans le Task Manager. D’après les 
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De plus, l’exécution du WPE sur la grille n’est pas stable. Quelque fois, le système compte des 
problèmes, par exemple, on ne peut pas soumettre des agents sur la grille ou des agents qui ont soumis sur 
la grille n’exécutent pas des tâche dans le Task Manage ... Dans ces cas, nous devons resoumettre des 
agents sur la grille. 
Perspectives : 
 
Avec le résultat obtenu, on peut conclure que dans notre projet nous pouvons utiliser le WPE pour 
effectuer l’étape de « docking ».  Cependant, il y a maintenant encore des problèmes dans l’exécution du 
WPE. Les travaux effectués doivent permettre de trouver des solutions pour augmenter la performance du 
WPE.  
Aujourd’hui, le WPE est lancé sur l’infrastructure de la grille EGI. Nous essayons de transférer le 
WPE sur l’infrastructure du « cloud computing » de StratusLab [3]. 
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