Abstract. Protein-protein interactions play a very important role in many biological processes, for example, information transfer along signaling pathways, and enzyme catalysis. Recently, scientists tried to predict the protein-protein interaction interface from sequences. Since the number of protein 3D structure still increase slowly comparing to the number of protein sequences, it may be a good idea to predict the protein-protein interface from sequences directly.
Introduction
Protein-protein interactions play a very important role in many biological processes, for example, information transfer along signaling pathways, and enzyme catalysis. Recently, scientists tried to predict the protein-protein interaction interface from sequences [1, 2] . Since the number of protein 3D structure still increase slowly comparing to the number of protein sequences, it may be a good idea to predict the protein-protein interface from sequences directly.
In [2] , authors have developed a two-stage support vector machine (SVM) based method using amino acid sequence information to discriminate interface residues and non-interface residues from surface residues, and showed good results. In this paper, we try to use an efficient Radial Basis Function Network (RBFN) classifier and PSSM profiles to enhance the prediction results. In addition, we adopt secondary structure information and some biochemical properties to improve the prediction accuracy. The experimental results showed that the additional information are useful for prediction.
The radial basis function network (RBFN) is a special type of neural networks with several distinctive features [3, 4, 5, 6] . Since its first proposal, the RBFN has attracted a high degree of interest in research communities. An RBFN consists of three layers, namely the input layer, the hidden layer, and the output layer. The input layer broadcasts the coordinates of the input vector to each of the nodes in the hidden layer. Each node in the hidden layer then produces an activation based on the associated radial basis function. Finally, each node in the output layer computes a linear combination of the activations of the hidden nodes. How an RBFN reacts to a given input stimulus is completely determined by the activation functions associated with the hidden nodes and the weights associated with the links between the hidden layer and the output layer. The general mathematical form of the output nodes in an RBFN is as follows:
where c j (x) is the function corresponding to the j-th output unit (class-j) and is a linear combination of k radial basis functions φ() with center μ i and bandwidth σ i . Also, w j is the weight vector of class-j and w ji is the weight corresponding to the j-th class and i-th center. The general architecture of RBFN is shown in Fig 1 .
In this paper, we select the spherical Gaussian function as our basis function of RBFN, so the Eq.1 becomes:
From Eq.2, we can see that constructing an RBFN involves determining the number of centers, k, the center locations, μ i , the bandwidth of each center, σ i , and the weights, w ji . That is, training an RBFN involves determining the values of three sets of parameters: the centers (μ i ), the bandwidths (σ i ), and the weights (w ji ), in order to minimize a suitable cost function. Nevertheless, the essential task in constructing a RBFN classifier is to optimize the weights associated with the radial basis functions. In this paper, we proposes an efficient algorithm for determining the weights associated with the RBFN by exploiting the regularization theory [7] and the Cholesky decomposition [8] . The general observation is that the RBFN constructed is capable of delivering the same level of prediction accuracy as the SVM, while enjoying significant execution efficiency during the phase to construct the classifier.
Constructing the Radial Basis Function Network
In this paper, we focus on the calculation of the weights, so we conduct the simplest method to determine the centers and bandwidths. We have adopted all training instances as centers in the our experiments. Also, we employ the simplest method which is use the fixed bandwidth of each kernel function, and set the bandwidth as 5 for each kernel function. After the centers and bandwidths of the kernel functions in hidden layer have been determined, the transformation between the inputs and the corresponding outputs of the hidden units is now fixed. The network can thus be viewed as an equivalent single-layer network with linear output units. Then, we use the lease mean square error (LMSE) method to determine the weights associated with the links between the hidden layer and the output layer.
In the following section, we will show how the LMSE method have been used in data classification field, and then propose a method which has a better theoretical foundation and practical use.
Assume h is the output of the hidden layer.
where k is the number of centers, φ 1 (x) is the output value of first kernel function with input x. Then, the discriminant function c j (x) of class-j can be expressed by the following:
where m is the number of class, and w j is the weight vector of class-j. We can show w j as:
After calculating the discriminant function value of each class, we choose the class with the biggest discriminant function value as the classification result. We will discuss how to get the weight vectors by using least mean square error method in the following subsections.
Traditional Least Mean Square Error Method
The traditional LMSE method was proposed by Broomhead and Lowe [9] . This method is originally proposed for function approximation, and is the most popular supervised learning method of constructing the weights of RBFN [4, 5, 10, 11] . In this method, the objective function of class-j can be shown as:
where
This system is overconstrained, being composed of n equations with k unknown weights, then the optimal solution of w j can be written as
and Φ + is the pseudoinverse of Φ. The matrix Φ is rectangular (n × k) and its pseudoinverse can be computed as
is square and its dimensionality is k, so that it can be inverted in time proportional to k 3 . The cost of computing Φ + is very high. Especially, we need to store Φ of size (n × k) in the memory. The value of n in some classification problems is very large, such that it may be impractical to have such large amounts of memory space for storage. Therefore, this method may not be suitable for the use of classification problem.
Least Mean Square Error Method with Statistics Techniques
The improved LMSE method for data classification was proposed by Devijver et. al. [12] . The idea of this method is basically the same with the traditional method, but [12] used the statistics techniques to analyze the whole problem. From this aspect, we can get the following results, and the major advantage from this approach is that we don't need to store Φ in the memory.
For a classification problem with m classes, let V i designate the i-th column vector of an m × m identity matrix and W be an k × m matrix of weights:
Then the objective function to be minimized is
where P j and E j {} are the a priori probability and the expected value of class-j, respectively. To find the optimal W that minimizes J, we set the gradient of J(W ) to be zero:
where [0] is a k × m null matrix. Let K i denote the class-conditional matrix of the second-order moments of h, i.e.
If K denotes the matrix of the second-order moments under the mixture distribution, we have
Then Eq. 11 becomes
If K is nonsingular, the optimal W can be calculated by
When compared to the traditional method, the size of K, k × k, is much smaller than the Φ matrix of size (n × k) described in the previous subsection. Therefore, this method requires less memory space for storing the matrix.
However, there is a critical drawback of this method. That is, K may be singular and this will crash the whole procedure. By observing the matrix hh T , we are aware of that the matrix hh T is symmetric positive semi-definite (PSD) matrix with rank = 1. Since K is the summation of hh T for each training instance, K is also a PSD matrix with rank ≤ n. However, PSD matrix may be a singular matrix, so we should add the regularization term to make sure the matrix will be invertible.
In the regularization theory [7] , it consists in replacing the objective function as follows:
where λ is the regularization parameter. Then the Eq. 14 becomes
If we set λ > 0, (K + λI) will be a positive definite (PD) matrix and therefore is nonsingular. The optimal W * can be calculated by
However, the PD matrix has many good properties, and one of them is a special and efficient triangular decomposition, Cholesky decomposition. By using Cholesky decomposition, we can decompose the (K + λI) matrix as follows,
where L is a lower triangular matrix. Then, the Eq. 18 becomes
Actually, we can solve the linear system efficiently by using backsubstitution twice. In our experiments, Cholesky decomposition is about 10-20 times faster than alternative methods for matrix inversion. For example, in our experiments, we only used 25.36 seconds for inverting a 2558 × 2558 matrix in letter data set, while the traditional method used 754.93 seconds. It's about 30 times faster than the traditional method.
Finally, we can get the optimal w * j for class-j from W * , and then the optimal discriminant function c j (x) for class-j is derived. By using the regularization theory, the optimal weights can be obtained analytically and efficiently.
Experimental Results of Interface Residues Prediction

Datasets
We adapt the same dataset from Yan et al [2] . The dataset is originally from Chakrabarti et al. [13] . Yan et al. selected 77 protein chains from 70 proteinprotein complexes.
PSSM Profiles
Recently, scientists try to use the Position Specific Scoring Matrix (PSSM) profiles as features in residues level function or structure prediction. [14, 15] In this paper, we also adapt the PSSM profiles as our primal feature set instead of sequence residue type only. We obtain the PSSM profiles by using PSI-BLAST and non-redundant (NR) protein database. Also, every element has been scaled by 
Biochemical Properties
We tried 7 biochemical properties, which are hydrophobic, polar, small, aliphatic, aromatic, positive, and negative. In addition, we consider the properties toward interface-based or surface-based. That is, if the amino acid appears in interface more frequent than in surface, we think this amino acid is interface-based. Otherwise, we think the amino acid is surface-based. We list the properties with interface-based/surface-based in Table 1 . 
Secondary Structure Information
To further improve the prediction performance, we combined the PSSM profiles, biochemical properties and the predicted secondary structure from PSIPRED [14] . Secondary structure play a very important role on protein folding and 3D structure, and generally believe that the function of protein is basically determined by its structure. We think the secondary structure information may useful on interface residues prediction. The experimental results show that the secondary structure information did improve the prediction performance.
Results
We used recall, precision, f-score, MCC (Matthew's correlation coefficient), ACC (accuracy) to measure the prediction performance. TP, FP, TN, FN are true positive number, false positive number, true negative number, and false negative number, respectively. 
First of all, we compared our proposed RBF network classifier with Yan's results on [2] . Mr. Yan provided us one of datasets of his experiment, and told us that the dataset may have some improper information within the training data. As Table 2 shows, our proposed classifier performs significantly better than results on [2] , especially on second stage results. However, this dataset seems not fair on training and testing data, and than easily overfit with second stage process. We analyzed the problem, and concluded that the problem may be caused by residues based 5-fold cross validation, so we divided the 77 protein chains into 5 groups, and than used the new divided dataset as the comparison standard.
In Table 3 , we listed the different results with the new divided dataset. The "PSSM" row listed the results by using PSSM profiles as features. Also, the following rows are the results by adding different biochemical properties as features. We can see the best results are from PSSM profile with 3 additional biochemical features, Aliphatic I, Aromatic I, and Positive I.
In Table 4 , we can see the secondary structure information can enhance the prediction accuracy. The final results show that the method proposed in this paper can achieve the 0.471 of F-score and 0.214 of MCC. 
Conclusion
In this paper, we proposed an efficient method to construct an RBFN classifier by using the improved LMSE method for constructing an RBFN optimized for data classification and bioinformatics applications. The method proposed by [12] is more efficient than the traditional one, but it may suffer the singular matrix problem and fails to build the classifier in such case. We solved the singular matrix problem by using the regularization theory, and used the Cholesky decomposition to speedup the matrix inversion process. This provides a good framework for constructing an RBFN in classification problems, and the proposed method can obtain the optimal weights analytically and efficiently. We have applied our proposed approach to the prediction of interface residues. The interface residues prediction is one of the most important problems in computational biology and bioinformatics. Experimental results showed that combining proposed classifier and additional biochemical properties and secondary structure information can significant improve the prediction accuracy.
