In stochastic resonance, a periodically forced Brownian particle in a double-well potential jumps between minima at rare increments, the prediction of which pose a major theoretical challenge. Here, we introduce a path-integral method to predict these transitions by determining the most probable (or "optimal") space-time path of a particle. We characterize the optimal path using a direct comparison principle between the Langevin and Hamiltonian dynamical descriptions, allowing us to express the jump condition in terms of the accumulation of noise around the stable periodic path. In consequence, as a system approaches a rare event these fluctuations approach one of the deterministic minimizers, thereby providing a precursor for predicting the stochastic transition. We demonstrate the method numerically, which allows us to determine whether a state is following a stable periodic path or will experience an incipient jump. The vast range of systems that exhibit stochastic resonance behavior insures broad relevance of our framework, which allows one to extract precursor fluctuations from data.
Rare events, which frequently accompany unusual fluctuations or phase transitions, arise in a wide range of natural and social systems, such as infectious disease outbreaks, earthquakes, stock market crashes, and many others [e.g., [1] [2] [3] . Of particular interest are dynamical systems that have bifurcations, at which sudden transitions to distinct dynamical regimes occur [4] . Even before reaching a bifurcation, noise-induced transitions can occur with low probability [5] . In consequence, a system experiences a large-magnitude change resulting in significant positive and/or deleterious consequences. Hence, it is important to understand the mechanism leading to the occurrence of such events, and to quantify, predict and potentially control them.
The desire to predict these rare events in advance has fueled studies, to simulate [6] , classify [7] , analyze [8] and predict [9, 10] their properties. Although the existence of early-warning signals for rare events has been suggested, there are few results determining reliable and robust indicators for noise-induced transitions [11] . Because most systems are inherently noisy, understanding the role of noise in inducing these transitions is critical for their quantitative prediction well in advance. Here we describe a theory quantifying the role of noise in rare events, which underlies reliable forecast models.
We study noise-induced transitions using a class of periodically forced low dimensional stochastic dynamical systems and identify a novel early-warning indicator for the jumps from one stable state of the system to another. Periodically forced stochastic systems are ubiquitous in nature. For example, weak periodic forcing and background noise are the main ingredients of stochastic resonance [12, 13] (see [14, 15] for reviews), wherein the response to a weak signal is magnified by noise induced fluctuations that drive hopping from one stable state to the other in a double-well potential with two min-ima. The state (x, or position) of the system is modeled by the following nonautonomous one-dimensional overdamped Langevin equation:
in which
where the dot denotes differentiation with respect to time and the prime differentiation with respect to x, A cos(ωt) is an external periodic forcing (with period T = 2π/ω) and ξ(t) is zero mean Gaussian white noise with correlation function
The constant noise intensity is σ > 0, and we assume that σ A and σ 1. Settings of relevance include the human cardiovascular system [16] and the seasonal variability of the Earth's climate [17] .
We employ a path integral formulation [18] to study a system described by (1)- (3) . In order to make our treatment reasonably self-contained, we first outline the general methodology [e.g. 19, refs. therein] and then describe our key point of departure and the new consequences. The conditional probability density that the process x(t) reaches a point x f at time t f , given that it started at a point x i at time t i , can be written as [20, 21] P
where S[x(t)] is the action functional given by 
This result can be rigorously justified using the sample path large deviation theory of Freidlin-Wentzell [22] . Because σ 1, the path integral in Eq. (4) is dominated by the local minima of the action, and thus we integrate only over those paths that satisfy
where δS δx k (t) denotes the functional derivative of S with respect to x k at time t, here evaluated at
The x * k (t) are local minimizers of the action, and are the most probable or optimal paths connecting the points (x i , t i ) and (x f , t f ), otherwise known as instantons. Using Eqs. (5)-(8), we find that x * k (t) satisfies the following second order differential equation:
It is convenient to represent this boundary value problem in a Hamiltonian form as (in what remains we drop the superscript * )
where the "momentum" variable p k (t) = 1 2ẋ k (t) − F (x k (t), t) measures deviation from the deterministic unperturbed flow. The Hamiltonian variables satisfy the following system of first order differential equationṡ
andṗ
defining paths that minimize the action, which can now be rewritten as
Computing the path integral in Eq. (4), taking into account only the optimal paths and neglecting the O(σ 2 ) term, yields
where
Here, the Q k satisfy the following second order initial value problem [19] :
With high probability and for a long time the system will follow a stable periodic orbit, x s (t), around one of the local minima of the potential satisfyinġ
and
with fluctuations of order σ. Rarely, however, the system will jump from one minimum to the other, in which case the most probable path is described by Eqs. (11)- (12), with the jump beginning at time t i and ending at time t f . Our main task is to find quantitative precursors for the occurrence of such rare events.
The key observation is as follows. We compare Eq. (11) with the Langevin equation (1) and observe that the optimal condition for the system to jump from one potential well to the other is when the fluctuation around the stable periodic path
accumulate to √ 2p(t)/σ, where p(t) is one of the p k (t)'s satisfying Eq. (12) . Namely, up to a multiplicative factor, as the system approaches a rare event, the fluctuations around the stable state approach one of the deterministic minimizers √ 2p k (t)/σ. Therefore, it is crucial to extract such fluctuations from data in order to determine whether a state is simply following a stable periodic path, or begins to follow Eqs. (11)-(12), after which a jump will occur.
From Eq. (12), we see that the p k (t) behave as
where t 0 ≥ 0 is an initial time. Until the system begins to closely follow another stable periodic orbit, we can write
for t − t 0 >> 1, where λ s < 0 is the Lyapunov exponent of the stable periodic orbit.
If we now move from the Langevin to the Hamiltonian description, and change the equation of motion from (1) to (11)-(12), the associated x s (t) becomes an unstable periodic orbit. Indeed, in the neighborhood of the stable path the force field can be expressed as
so that we can write
However, when the system begins to behave according to Eqs. (11)-(12) direct observation of the time series will be insufficient for quantitative detection of the transition.
In fact, when the equation of motion changes from (1) to (11)-(12) the behavior of the system is not immediately affected. It continues to closely follow the stable periodic orbit until p(t) reaches the same magnitude of the fluctuation around the minimum of the potential, O(A).
Because p(t) grows exponentially in time, it becomes dominant in Eq. (11) driving the system away from the stable orbit. However, a jump to the other well, if it happens, is immediate. Therefore, a significant deviation of the behavior of the system from the stable periodic orbit occurs only when the jump is in progress, in which case it is too late to predict.
We determine in advance if the system is approaching a possible jump by studying the fluctuations around the stable periodic orbit to determine when they begin to behave as p(t). Predictions are made by computing the probability of a jump and estimating when it happens.
In order to demonstrate this strategy, we evolve Eq. (1) numerically for a very long time, until the system jumps from one potential well to the other. The case σ
A is very difficult to study numerically because the probability of a jump occurring is incredibly small. Thus we consider a case that is far from this limit, but for which the strategy still works well; we use a quartic potential U (x) = −x 2 /2+x 4 /4 with A = 0.7, ω = 2π and σ = 0.23. These parameters are chosen to maximize the difference between A and σ and yet still yield a jump in a tractable simulation time. Fig. 1(a) shows the time evolution of the system state x(t) and of the deviation p(t) from deterministic flow (the noise) over a time of 2000 periods. We observe that p(t) exhibits small oscillations around zero, showing a peak near the jump. Since the system is driven by white noise, p(t) has no temporal structure in the time frame considered, save for the increment very near the jump. Indeed, as described above, this jump can only be observed if the noise accumulates in an optimal way. Therefore, the noise must acquire a correlation length near the jump. Fig. 1(b) shows in detail the behavior of p(t) close to the jump. When the value of p(t) is near zero, we expect Note that x first hits the origin at around t = 1011.5, which is preceded by 4 periods with a peak in p. The data are smoothed using a moving average. that the noise, and thus p(t), will accumulate randomly. Importantly, in that region, because there are many ways for the noise to accumulate with equal probability, finding an optimal path is meaningless. However, when p(t) deviates from zero we find a substantially different cumulative influence of the noise. Namely, because the probability differences between paths increase exponentially, only a single path becomes relevant. This path is very near the optimal path satisfying Eqs. (11)- (12) . Indeed, the semianalytical Eq. (12) and numerical shapes of p(t) agree well near the transition; increasing exponentially rather far from zero as e −λst and then, when approaching the unstable periodic orbit around the maximum of the potential, it begins to decrease as e −λut , with λ u the Lyapunov exponent of the unstable periodic orbit. Clearly the unstable periodic orbit will not persist and, after reaching the maximum of the potential, the system will immediately fall into the stable periodic orbit around the minimum of the other well. However, the asymmetric influence of the noise as the system transitions is responsible for the deviation of the numerical and the analytical prediction near the peak.
The amplitude of p(t) depends only on the parameters of the potential and not on the noise amplitude σ.
Therefore, by decreasing σ, we find that p(t) begins to follow the optimal path sooner in its trajectory thereby increasing the jump warning time. In the limit A σ, Eq. (21) shows that the jump warning time scales as
. Although as noted above, the limit A σ is very difficult to study numerically, we can simulate the behavior of the system in this limit using the analytical results derived above. We consider the following modified version of the Langevin equation (1);
with
The function f (t − t j ) is designed to capture the behavior of the system in the intermediate region, where it is already deviating from the stable periodic orbit and approaching the jump (which happens at t = t j ). Here the deviation from the stable periodic orbit is still of order σ, and hence the deviations from the optimal path determined previously are relevant in this region. This allows us to determine the required shape of f (t); zero for most of the time, rapidly increasing when p(t) becomes of order σ, and reaching a value close to one at t = t j . Eq. (25) shows that for time t t j , p(t) is negligible and ν(t) = √ 2σξ(t), thereby reducing to the original Langevin equation (1) . On the other hand, for t ≈ t j Eq. (25) becomes Eq. (11) .
In order to numerically simulate this system, and in particular to study its behavior before the jump, we integrate Eq. (25) using the same quartic potential as above with σ = 0.01 and f (t − t j ) a step function centered at t = t j . We choose an initial position in the basin of attraction of the stable periodic orbit and we compute its time evolution until the system begins to follow the stable periodic orbit. In detail, we first fix f (t) = 0 and p(t) = 0. We then turn on the influence of p(t) by setting f (t) = 1 and assigning an initial value of p(t 0 ) = 1.5σ/ √ 2. The evolution of the system is computed until it reaches the maximum of the potential at which we impose an absorbing boundary condition.
The result of this simulation is very close to what we expect from a real system characterized by these parameters. Namely, in the limit A σ, the evolution of p(t) in a region of order σ above the origin is irrelevant and, as we showed numerically above, p(t) will closely follow the optimal path when it grows above that region.
From Fig. 2(a) we observe that the system closely follows the stable periodic orbit for a few periods even after we turn on p(t) at t = 10.7. In Fig. 2(b) we show the behavior of ln(|p(t)|) as function of time. Importantly, the exponential growth allows us to anticipate the jump of the system several periods prior to the jump.
Once we have determined p(t) from data using relation (19) , we calculate t 0 , the time at which the system begins to follow the optimal path, and we denote p 0 as the initial value p(t 0 ). Eq. (15) shows that all of the information regarding the probability of a jump and its most probable time are determined in terms of p(t), which evolves as
Therefore, once we have estimated the parameters p 0 and λ s from experimental or observational data, we can predict the future behavior of a system. After determining the interval where we must find the value of p 0 , we can evolve the system many times using Eq. (12), for many different initial values of p(t) inside that interval. We can then compute for every path the associated action using Eq. (13) and the corresponding time for the jump. Therefore, we can select the initial value for p(t) as that associated with the minimum value of the action (the value of Q(t) is of a sub-exponential order) and the jump time as the jump time of the corresponding path.
In Fig. 2(c) we plot the time evolution of the jump probability by repeating the same procedure described above for every point inside each period. We always turn on the influence of p(t) using p 0 = 1.5σ/ √ 2, and then compute the time evolution for x(t) and p(t). Then, we use Eq.(15) to determine the probability of a jump.
Assuming that the noise begins to accumulate inside the 10th period (as in the simulation), in Fig. 2(d) we show the probability distribution of the time of the jump. Clearly, there is only a small time window in which the jump can occur.
We have developed a theory to predict noise-induced rare events within a general framework of stochastic resonance. In stochastic resonance, a periodically and noise forced system in a double-well potential jumps between minima, but the time-scale separation of these forcings insures that the system oscillates for a long time about one of the local minima of the potential and only very rarely jumps to the other minima. The ubiquity of such transitions underlies the importance of trying to predict when they will occur. By using a path-integral method, we have demonstrated analytically and numerically that the fluctuations around the unperturbed deterministic flow must organize in a particular manner prior to the system jump. We have harnessed the signature of this fluctuation behavior as an advanced indicator of a jump and have computed the probability of such rare events. The method provides a framework to examine data in a manner that facilitates predictions across a broad spectrum of stochastic systems.
