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Un Sistema de Dia´logo para la Consulta de Correo Electro´nico
en Lenguaje Natural ∗
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Resumen: En los u´ltimos an˜os ha surgido un nuevo tipo de interfaces hombre-
ma´quina que combina varias tecnolog´ıas de habla con el fin de permitir a las personas
conversar con los ordenadores mediante la voz. En este art´ıculo, presentamos uno de
estos sistemas, disen˜ado para facilitar el acceso a un servidor de correo electro´nico
usando lenguaje natural.
Palabras clave: Interfaces conversacionales, reconocimiento de voz, conversio´n
texto-voz, sistemas de dia´logo, procesamiento del lenguaje natural
Abstract: Last years have witnessed the emergence of a new class of human-
computer interfaces that combine several human language technologies to enable
humans to converse with computers using speech. In this paper, we describe one of
these systems, devised for accessing an e-mail server using natural language.
Keywords: Conversational interfaces, speech understanding, text-to-speech conver-
sion, dialogue systems, natural language processing
1. Introduccio´n
Cada vez es ma´s habitual encontrar siste-
mas que proporcionan diversos tipos de in-
formacio´n utilizando el habla (Zue y Glass,
2000; Bernsen, Dybkjaer, y Dybkjaer, 1998;
Hacioglu y Ward, 2001; Pellom, Ward, y
Pradhan, 2002). En la construccio´n de in-
terfaces de comunicacio´n de este tipo esta´n
involucradas tecnolog´ıas como pueden ser el
reconocimiento de habla, la conversio´n texto-
voz y el control de dia´logo.
Muchos interfaces de comunicacio´n basa-
dos en habla pueden ser considerados conver-
sacionales en el sentido de que tiene lugar una
conversacio´n real entre el sistema y el usua-
rio. Estos sistemas pueden ser clasificados en
funcio´n del grado de actividad del sistema en
la conversacio´n. En un extremo tenemos las
interacciones en las cuales el dia´logo es dirigi-
do o de iniciativa en el sistema. En este caso
el dia´logo es r´ıgido y el usuario debe comple-
tar una serie de preguntas formuladas por el
sistema en un orden determinado. En el otro
extremo esta´n los sistemas de iniciativa en el
usuario. En este caso el sistema es pasivo y
como mucho realiza preguntas cuando nece-
sita informacio´n adicional. El t´ıpico ejemplo
es el sistema que le pregunta al usuario algo
del tipo “¿que´ desea?”. En principio, en este
∗ Este trabajo ha sido financiado parcialmente me-
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TIC2000-0370-C02-01
tipo de sistemas las frases del usuario no pre-
sentan ninguna estructura predefinida, por lo
que la comprensio´n del lenguaje natural es
un aspecto clave. Entre estos dos extremos
se situ´an los denominados sistemas de inicia-
tiva mixta, en los cuales ambas partes parti-
cipan activamente para llevar a buen te´rmino
la interaccio´n.
En esta comunicacio´n se presenta un siste-
ma de dia´logo de iniciativa en el usuario pa-
ra la consulta de correo electro´nico. El siste-
ma fue desarrollado adaptando un Conversor
Texto-Voz y un Reconocedor de Habla dispo-
nibles previamente y funciona en ordenadores
PC sobre sistema operativo Linux. En su fase
actual de desarrollo, el sistema funciona uti-
lizando como entrada la tarjeta de sonido del
ordenador, aunque ser´ıa perfectamente facti-
ble su adaptacio´n a una tarjeta de gestio´n
telefo´nica. El sistema de dia´logo es un pro-
totipo en constante revisio´n, por lo que son
posibles numerosas mejoras del mismo.
El resto de este art´ıculo esta´ estructurado
como sigue: en primer lugar se hace una des-
cripcio´n general del sistema desde el punto de
vista de su funcionamiento global. A conti-
nuacio´n se describen los bloques funcionales,
pasando en la seccio´n 4 a comentar el objeti-
vo principal de este art´ıculo: el procesado de
lenguaje natural. En las u´ltimas secciones se
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Figura 1: Diagrama de bloques del sistema
2. Descripcio´n general
Tal como se ha comentado en la introduc-
cio´n, el objetivo del sistema presentado en
este art´ıculo es el de permitir la consulta de
los usuarios de correo electro´nico por medio
de habla natural. El diagrama del bloques de
la aplicacio´n se puede ver en la figura 1. La
estructura del sistema es similar a la presen-
tada en (Pe´rez-Pin˜ar y Garc´ıa-Mateo, 2002).
La entrada al sistema sera´ por tanto una fra-
se en lenguaje natural obtenida mediante un
Reconocedor de Habla, mientras que la salida
devolvera´ la informacio´n solicitada mediante
un Conversor Texto-Voz. De estas dos herra-
mientas (el Reconocedor de Habla y el Con-
versor Texto-Voz) se dispon´ıa previamente, y
se realizo´ su adaptacio´n a la tarea que nos
ocupa. Dichas herramientas esta´n descritas
de forma breve en las secciones 3.2 y 3.3, res-
pectivamente.
El nu´cleo de la aplicacio´n presentada es el
Mo´dulo de Control de Dia´logo, que consta de
un Submo´dulo Analizador de Consultas y de
un Submo´dulo de Gestio´n de Interacciones.
El objetivo es poder acceder a un servidor
de correo entrante para poder llevar a cabo
alguna de las siguientes acciones:
Consultar si se ha recibido algu´n mensa-
je y contar los mismos.
Consultar caracter´ısticas de los mensajes
tales como la fecha, el remite o el asunto.
Leer alguno de los mensajes existentes.
Borrar mensajes del buzo´n.
En cada caso habra´ varias maneras de se-
leccionar el mensaje o mensajes que se desean
consultar, es decir, varios criterios de filtrado
de los mismos:
Indicando su posicio´n dentro de la lista
de mensajes.
Pidiendo los N primeros o los N u´ltimos.
Indicando el remitente.
Especificando la fecha de env´ıo. Se
podra´n solicitar los mensajes enviados
en una fecha concreta o que sean ante-
riores o posteriores a la misma.
Concretando si son nuevos o ya han sido
le´ıdos.
Estos criterios podra´n combinarse, por lo que
podremos, por ejemplo, solicitar el u´ltimo
mensaje de un remitente concreto, o el primer
mensaje recibido en una fecha determinada.
3. Estructura del sistema
En esta seccio´n se presentan de forma bre-
ve las funciones y los detalles principales de
los bloques del sistema que se pueden obser-
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3.1. Mo´dulo de Control del
Dia´logo
Este mo´dulo es el nu´cleo principal de la
aplicacio´n. Sus funciones incluyen la interac-
cio´n con las herramientas de habla (el Con-
versor Texto-Voz y el Reconocedor de Habla)
y con el servidor de correo electro´nico.
A continuacio´n se describen los submo´du-
los que lo integran.
3.1.1. Submo´dulo de Gestio´n de
Interacciones
Este submo´dulo recibe como entrada la
frase reconocida en formato texto y se la
env´ıa al Submo´dulo Analizador de Consul-
tas. A partir de la informacio´n que e´ste le
devuelve llevara´ a cabo la interaccio´n con el
servidor POP3 y obtendra´ de e´ste la informa-
cio´n requerida en la consulta. Esta informa-
cio´n sera´ enviada en formato texto al Con-
versor Texto-Voz.
En el caso de que la consulta no siga las re-
glas de la grama´tica especificada, la informa-
cio´n enviada el Conversor Texto-Voz consis-
tira´ en una frase que comunicara´ dicho hecho
al usuario.
Este submo´dulo ha sido desarrollado en
lenguaje C e incorpora una interfaz de co-
municacio´n con un inte´rprete Prolog (Vila-
res, Alonso, y Valderruten, 1998; Convington,
1994), lenguaje en que ha sido desarrollado el
Submo´dulo Analizador de Consultas, que se
presenta a continuacio´n.
3.1.2. Submo´dulo Analizador de
Consultas
Este submo´dulo recibe la frase a anali-
zar del Submo´dulo de Gestio´n de Interac-
ciones como una lista Prolog. La comunica-
cio´n se lleva a cabo a trave´s de un predicado
consulta/6, que tiene un te´rmino de entrada
y cinco de salida:
consulta(+A,-Accion,-Indicador,
-Numero, -Remite, -Fecha)
En A se introduce la frase a analizar, y el
resto de las variables son instanciadas en el
submo´dulo segu´n el resultado del ana´lisis:
Accion: indica la accio´n a realizar (con-
tar, leer, borrar, consultar remite, con-
sultar fecha, consultar tema).
Indicador: sirve para establecer el cri-
terio de seleccio´n de los mensajes de la
consulta. Algunos de sus posibles valo-
res son todos, numero, leidos, remite, fe-
cha desde, fecha antes.... Adema´s, estos
criterios pueden ser combinados median-
te el signo +. Por ejemplo, si la consul-
ta se refiere a los mensajes de un deter-
minado remite y en una fecha determi-
nada el valor de Indicador ser´ıa remi-
te+fecha.
Numero: contendra´ el nu´mero de men-
sajes a leer o la posicio´n de un mensaje
determinado.
Remite: el remitente cuyos mensajes se
deseen seleccionar.
Fecha: en el caso de que se deseen se-
leccionar los mensajes por su fecha. En
esta primera versio´n, se han limitado
las capacidades del sistema de tal modo
que esta variable solamente podra´ con-
tener los valores hoy, ayer, anteayer, lu-
nes...domingo. De este modo, solamente
se podra´n especificar por fecha mensa-
jes de antigu¨edad igual o inferior a una
semana.
La aplicacio´n soporta la combinacio´n de
ma´s de un criterio de filtrado de mensajes.
En este caso, se combinar´ıan los para´metros
correspondientes a cada uno de los criterios.
En la tabla 1 se muestran algunos ejemplos
de combinaciones de este tipo.
3.2. Reconocedor de Habla
El Reconocedor de Habla utilizado en es-
te sistema se encuentra descrito en (Car-
denal Lo´pez, 2001; Cardenal, Die´guez, y
Garc´ıa-Mateo, 2002). Esta´ basado en un mo-
tor de reconocimiento que utiliza 25 mode-
los preentrenados de fonemas. Dichos mode-
los consisten en HMM’s (Modelos Ocultos de
Markov) (Rabiner, 1989) que fueron entrena-
dos utilizando una base de datos de voz te-
lefo´nica, aunque posteriormente fueron adap-
tados para ser usados para reconocer voz ob-
tenida directamente de la tarjeta de sonido
de un PC. Los modelos son de los denomina-
dos de izquierda a derecha con 3 estados y 16
mezclas por estado.
La voz obtenida es muestreada a 8 KHz.
A partir de la misma, se obtienen la energ´ıa
y 12 coeficientes mel-cepstra utilizando una
ventana de ana´lisis de longitud 20 mseg. con
un desplazamiento de 10 mseg. Se aplica un
liftering con factor 22 y se an˜aden las prime-




























Consulta Accion Indicador Numero Remite Fecha
“Borra los dos
primeros mensajes borrar remite+primeros 2 Manolo null
de Manolo”
“Lee los mensajes
de Manolo leer remite+fecha null Manolo viernes
recibidos el viernes”
“Dime el asunto
del primer consultar tema posicion+noleidos 1 null null
mensaje nuevo”
Cuadro 1: Ejemplos de ana´lisis de consultas
frase ⇒ <frase_verbal>
frase_verbal ⇒ <verbo> + <complemento_directo>
(“quiero contar los mensajes...”)
frase_verbal ⇒ “me gustar´ıa” + <complemento_directo>
(“me gustar´ıa leer el correo...”)
complemento_directo⇒ <artı´culo> + <posicio´n> + <nombre> + <condicio´n>
(“le´eme el tercer correo de Manolo”)
condicio´n ⇒ “enviados por” + <remite>
(“... enviados por Manolo”)
Cuadro 2: Ejemplos de reglas de ana´lisis
obteniendo as´ı vectores de 39 coeficientes por
trama.
Para lograr cierta ecualizacio´n, a los vec-
tores de para´metros se les suprime su media,
por lo que, cuando se reconoce en tiempo real,
se necesitan un mı´nimo nu´mero de vectores
de para´metros antes de poder realizar una es-
timacio´n adecuada. Por tanto, el reconocedor
no dara´ resultados correctos hasta despue´s de
un cierto tiempo de funcionamiento (que pue-
de ser alrededor de un segundo).
El funcionamiento es el que sigue: el reco-
nocedor esta´ obteniendo de forma constante
muestras de la tarjeta de sonido y aplican-
do un VAD (detector de actividad) basado
en umbrales de energ´ıa. Mediante el VAD es
detectado el momento en el cual el usuario co-
mienza a hablar. A partir de este instante, se
almacenan vectores de para´metros hasta que
se detecta que el usuario ha dejado de hablar,
momento en el cual se se lleva a cabo el pro-
ceso de reconocimiento y la frase reconocida
se transmite al Submo´dulo de Gestio´n de In-
teraccio´n. El reconocedor permanecera´ inac-
tivo hasta que el Submo´dulo de Gestio´n de
Interaccio´n le transmita la orden de que de-
be volver a escuchar de nuevo.
3.3. Conversor Texto-Voz Cotov´ıa
El Conversor Texto-Voz utilizado es el de-
nominado Cotov´ıa (Ferna´ndez y Rodr´ıguez,
1999; Rodr´ıguez et al., 2002). Cotov´ıa es
un Conversor Texto-Voz bil´ıngu¨e castella-
no/gallego basado en concatenacio´n de uni-
dades. Es capaz de generar voz masculina o
femenina de banda ancha (8 KHz). La fre-
cuencia fundamental y la velocidad de arti-
culacio´n son para´metros configurables por el
usuario.
Cotov´ıa actu´a como un mo´dulo comple-
tamente independiente del resto del sistema,
e integra todas las funciones necesarias para
trabajar como aplicacio´n aislada. Entre estas
destacan sus capacidades para realizar pre-
procesado de texto.
4. Consultas en lenguaje natural
En esta seccio´n se presentan ma´s en pro-
fundidad dos aspectos ba´sicos de la consulta
en lenguaje natural, que son la generacio´n del
modelo del lenguaje para el Reconocedor de
Habla y el problema de la especificacio´n de
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4.1. Generacio´n del modelo de
lenguaje
El Reconocedor de Habla utiliza un mode-
lo de lenguaje probabil´ıstico basado en el for-
mato ARPA, similar al que utilizan el conjun-
to de herramientas de reconocimiento HTK
(Young, 2002). Dicho modelo consiste en un
le´xico y un conjunto de probabilidades de
unigramas, bigramas y trigramas a partir de
los cuales se construye una red de reconoci-
miento. Esta red es utilizada por el motor
de reconocimiento, que aplica el algoritmo
de Viterbi para obtener la cadena reconocida
con mayor probabilidad.
Se puede ver, por tanto, que el modelo de
lenguaje es un modelo probabil´ıstico, por lo
que, para su obtencio´n, es necesario un cor-
pus de texto suficientemente grande a partir
del cual se obtienen tanto el le´xico como el
conjunto de probabilidades de los n-gramas.
Lo ideal es utilizar un corpus adaptado a la
tarea de reconocimiento, esto es, que sea re-
presentativo del posible conjunto de frases
que a las que va a tener que enfrentarse el
reconocedor. Para obtener este corpus se ha
explotado el hecho de que un analizador Pro-
log puede ser utilizado de forma sencilla como

















Figura 2: Interfaz de reconocimiento del sis-
tema
En resumen, para obtener el modelo de
lenguaje se han llevado a cabo los siguientes
pasos (ver figura 2):
1. Definicio´n informal de una grama´tica pa-
ra las consultas. Se ha elegido un posible
conjunto de estructuras de frase que per-
mitan la obtencio´n de informacio´n sobre
correo electro´nico. Por ejemplo: “le´eme
los mensajes...”, “¿podr´ıas decirme...?”,
“quiero que me digas el nu´mero de...”
2. Implementacio´n de un analizador de la
grama´tica en Prolog. Para ello se ha uti-
lizado un predicado ra´ız frase. A partir
de e´ste, mediante dos reglas, se conside-
ran dos tipos de frases: verbal (“quiero
leer...”) e interrogativa (“¿podr´ıas decir-
me...?”). En la tabla 2 se muestran a mo-
do de ejemplo algunas de las reglas uti-
lizadas.
Se ha tenido en cuenta la concordancia
entre ge´nero y nu´mero para evitar la pro-
liferacio´n de frases gramaticalmente in-
correctas.
3. Transformacio´n del analizador en un ge-
nerador de frases correctas. Generacio´n
del corpus de frases correctas.
4. Estimacio´n del modelo de lenguaje. Para
ello se ha utilizado el conjunto de herra-
mientas software presentado en (Rosen-
feld y Clarkson, 1996).
El vocabulario de la aplicacio´n esta´ com-
puesto de un total de 144 palabras, y el cor-
pus de frases al que da lugar esta´ compuesto
de unos cuantos millones de frases. El nu´me-
ro de apariciones por palabra oscila entre las
aproximadamente 20.000 veces que aparecen
palabras como nuevo, viejo, etc. y los siete
millones que aparece la palabra el. La media
del nu´mero de apariciones para cada palabra
es de algo ma´s de medio millo´n de veces. El
modelo de lenguaje estimado consta de 144
palabras, 1637 bigramas y 11801 trigramas.
Para la estimacio´n de estas cifras se ha uti-
lizado una agenda de remitentes en la cual
hab´ıa tres personas cuyos nombres constaban
de una sola palabra.
4.2. Agenda de remitentes
Aunque son muchos los detalles pra´cticos
a tener en cuenta en la realizacio´n y puesta a
punto de un sistema de este tipo, uno que me-




























de los mensajes. El sistema extraera´ el conte-
nido del campo From de las cabeceras de los
mensajes, campo que puede venir expresado
de varias maneras que dependera´n de la con-
figuracio´n del mensaje emisor. Lo u´nico se-
guro es que la direccio´n de correo electro´nico
esta´ presente en cualquier caso.
El sistema lograra´ seleccionar los mensa-
jes de un determinado remitente siempre y
cuando logre establecer una relacio´n entre el
nombre que se le indique en la consulta por
voz (el alias) y el contenido del campo From
de la cabecera. Para solucionar esto se ha in-
corporado al sistema una agenda de direccio-
nes que almacenara´ las correspondencia entre
alias y direccio´n electro´nica.
5. Conclusiones y posibles
mejoras
En esta comunicacio´n se ha desarrolla-
do una aplicacio´n de consulta de correo
electro´nico con iniciativa en el usuario uti-
lizando el lenguaje Prolog para el ana´lisis de
las consultas. La arquitectura presentada ha
sido tambie´n aplicada a la bu´squeda de con-
tenidos en Internet. Esto demuestra que es
posible la extensio´n de esta arquitectura a
otras aplicaciones de consulta remota.
Las aplicaciones son ampliables, ya que el
disen˜o del Submo´dulo Analizador de Consul-
tas permite la extensio´n de e´ste, pudiendo
tanto an˜adir palabras al le´xico de la aplica-
cio´n como crear nuevas estructuras sinta´cti-
cas o nuevas combinaciones de las ya existen-
tes. Sin embargo, el procedimiento para crear
los modelos de lenguaje dista de ser co´mo-
do. La generacio´n del modelo de lenguaje a
partir de la grama´tica es un aspecto en el
que se esta´ trabajando en el momento en que
se escribe este art´ıculo. El analizador Prolog
hace uso del formalismo de las DCG’s (Defi-
nite Clause Grammars), a partir del cual es
fa´cil construir algu´n tipo de script que ex-
traiga tanto el vocabulario como el fichero de
grama´tica en formato HTK (Young, 2002),
muy similar al formato de especificacio´n de
grama´ticas ABNF. La ventaja de utilizar un
modelo de lenguaje basado en una grama´tica
de estados frente a un modelo probabil´ıstico
es que se evita la necesidad de la construc-
cio´n de un corpus de frases (ver figura 2), lo
que redunda en un aumento de flexibilidad y
comodidad en el procedimiento de generacio´n
de modelos de lenguaje.
Una limitacio´n introducida en la primera
versio´n del sistema consiste en que los alias de
los remitentes esta´n incorporados en el anali-
zador Prolog y en el modelo del lenguaje. Por
tanto, an˜adir un nuevo remitente supone re-
petir el proceso de generacio´n del modelo del
lenguaje desde el principio. La utilizacio´n de
modelos de lenguaje basados en grama´ticas
de estados evitara´ este problema.
Otras modificaciones ira´n encaminadas al
aumento de la inteligencia y la naturalidad
del dia´logo. Entre estas podemos citar:
En el estado actual del sistema, e´ste es
sin memoria, es decir, cada consulta se
considera completa de forma individual.
Una mejora sustancial ser´ıa dar al usua-
rio la posibilidad de completar informa-
cio´n en varios pasos de interaccio´n.
Cuando una consulta no es correcta gra-
maticalmente, el sistema devuelve un
mensaje sencillo notifica´ndolo. Otra po-
sible mejora consiste en que el sistema
sea capaz de reconocer cuando una con-
sulta es parcialmente correcta e interro-
gar al usuario por la informacio´n que le
falta.
Tal como se ha comentado, el sistema pre-
sentado esta´ en continua revisio´n. Por tanto,
a falta de una versio´n estable y definitiva, no
se ha realizado una evaluacio´n exhaustiva de
las prestaciones del mismo. Las pruebas de
funcionamiento se han realizado de una ma-
nera ma´s o menos informal, por lo que no han
sido incluidas en este art´ıculo.
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