A positive operator A and a closed subspace S of a Hilbert space H are called compatible if there exists a projector Q onto S such that AQ = Q * A. Compatibility is shown to depend on the existence of certain decompositions of H and the ranges of A and A 1/2 . It also depends on certain angle between A(S) and the orthogonal of S.
Introduction
Consider the set Q of all (bounded linear) projectors on a Hilbert space H. Sometimes the elements of S are named oblique projectors in order to emphasize that they are not necessarily orthogonal. Since the early years of matrix and operator theories, projectors have played a relevant role in many studies on spectral theory, approximation, optimization, orthogonal decompositions, least square methods, and so on. Very recently, several applications of oblique projectors to signal processing [10] , [13] , [36] ; sampling [11] , [57] ; wavelets [3] , [56] ; information theory [57] ; integral equations [51] , [52] ; statistics [54] ; least square approximation [28] , [29] , [60] and parallel computing [17] have been found. For these multiple manifestations, many results on projectors are rediscovered once and again by different specialists. It seems that a short survey on several old of invertible operators on H, L(H) + the cone of positive operators, GL(H) + = GL(H) ∩ L(H) + and Q = {Q ∈ L(H) : Q 2 = Q} the set of oblique projectors. For an operator W its image is denoted by R(W ) and its nullspace by N (W ). Recall that if H, K are two Hilbert spaces and C ∈ L(H, K) has closed range, then there exists a unique C † ∈ L(K, H) such that CC † C = C, C † CC † = C † and CC † , C † C are Hermitian; C † is called the Moore-Penrose inverse of C (see [23] and [12] for details).
The following result by R. G. Douglas will be frequently used in this paper. Given Hilbert spaces H, K, G and operators A ∈ L(H, G), B ∈ L(K, G) then the following conditions are equivalent: i) the equation AX = B has a solution in L(K, H); ii) R(B) ⊆ R(A); iii) there exists λ > 0 such that BB * ≤ λAA * . In this case, there exists a unique D ∈ L(K, H) such that AD = B and R(D) ⊆ R(A * ); moreover, D 2 = inf{λ > 0 : BB * ≤ λAA * }. We shall call D the reduced solution of AX = B. The reader is referred to [26] and [27] for the proof of Douglas theorem and related results. Let us remark that if R(A) is closed then the reduced solution of AX = B is A † B: this follows quite easily from the properties of the Moore-Penrose pseudoinverse. For a fixed closed subspace S of H, operators in H are represented as 2 × 2 matrices according to the decomposition H = S ⊕ S ⊥ ; more precisely, for each B ∈ L(H) the identity
where P is the orthogonal projector onto S, can be matricially rephrased as
In particular, P = 1 0 0 0 , any projector Q onto S has the form Q = 1 e 0 0 for some e ∈ L(S ⊥ , S) and any A ∈ L(H) + can be expressed as
c ∈ L(S ⊥ ) + and | bη, ξ | 2 ≤ aξ, ξ cη, η for every ξ ∈ S, η ∈ S ⊥ [50] . As a consequence (see [4] ) it follows that the image of the positive square root of a contains the image of b : R(a 1/2 ) ⊇ R(b). Given a closed subspace S let Q S be the subset of Q of all projectors with range (i.e. image) S. Of course Q is the disjoint union of all Q S . On the other side, any positive (bounded linear) operator A on H defines a (Hermitian semidefinite) positive sesquilinear form
We shall not study the existence of an A-adjoint of an operator (see [41] and [25] for this type of problems). However, the following result shows that this existence is not irrelevant, even in the case of projectors. 
This proves decomposition (1) .
If formula (1) holds, then R(
Denote by Q A the set of all A-Hermitian projectors on H and P(A, S) = Q S ∩Q A . In [19] it is remarked that every Q ∈ Q belongs to some P(A, S). Thus, Q = ∪P(A, S) where S runs over the class of all closed subspaces on H and A over a class of positive operators A. The sets P(A, S) are the object of our study.
We follow the terminology proposed by Ben-Israel and Greville [12] : the operator Q : ξ → Qξ which performs the projection is named projector, meanwhile Qξ is the projection of ξ (under Q).
In what follows S denotes a closed subspace of H and A denotes a positive operator on H. Denote by
The identities S ⊥ A = A −1 (S ⊥ ) = (AS) ⊥ will be used without further mention. Observe that, if A is invertible, then , A is an inner product which is equivalent to , ; so that the subspace S admits a closed A-complement in (H, , A ), namely S ⊥A ; thus, H = S ⊕ S ⊥A . However, if A is not invertible, such a complement may not exist. In fact, S ∩ S ⊥ A may be non trivial and S + S ⊥A may be a proper non closed subspace of H (see below).
The next theorem collects several well-known facts on projectors which are due to many mathematicians: Afriat [1] , Greville [32] , Ptak [49] , Chung [18] , Buckholtz [16] . Indeed, the use of projectors is so extended that many results appear once again in papers in functional analysis, statistics, matrix analysis, signal processing, and so on. Theorem 2.2. If S and N are closed subspaces of a Hilbert space H then the following properties are equivalent:
In such case P S P N ⊥ has a closed range,
and the projector onto S with nullspace N is
In particular, P S//N = (I − P N P S 2 ) −1/2 .
There is a formula, due to Kerzman and Stein [38] , [39] , which expresses, given a projector Q, the unique orthogonal projector P such that R(P ) = R(Q). Some of the expressions of P S//N given above follow from Kerzman-Stein's formula. The following result, due to M.G. Krein [40] , will be used, implicitely or explicitely, several times. Observe that two projectors Q 1 , Q 2 on H such that R(Q 1 ) = R(Q 2 ) and N (Q 1 ) ⊆ N (Q 2 ) are equal: every ξ ∈ H can be written as
. Using this remark, we prove the next result.
Corollary 2.6. The set P(A, S) is parametrized by the set of all direct complements of
The following remarks may be helpful to understand the meaning of compatibility. If Q is a projector onto S then Q ∈ P(A, S) if and only if
It is easy to see that the four equations reduce to a single one, namely, ax = b. By Douglas theorem, ax = b has a solution if and only if R(b) ⊆ R(a) and, in this case, there is a
.
The following result, which contains another parametrization of P(A, S), in terms of the set of solutions in L(S ⊥ , S) of the equation ax = b, follows from the remarks above.
We resume the conditions which are equivalent to compatibility in the next statemet:
Theorem 2.9. Given a closed subspace S of H and a positive operator A on H, the following conditions are equivalent:
Example 2.10. If A ∈ L(H) + has a dense non closed image in H, then
On the other hand, R(A . For a proof of these facts, see [19] .
Proof. Both projectors have the same image, namely S. It suffices to show that
This finishes the proof.
Remark 2.12. Under additional hypothesis on A, another characterizations of compatibility and formulas for P A,S can be used. We mention a sample of these, taken from [19] and [20] :
(see, e.g., [4] ). If R(P AP ) = R(a) is closed, then R(b) ⊆ R(a 1/2 ) = R(a) so that (A, S) is compatible, by Theorem 2.8. In this case, 
Otherwise, P A,S = P N + (P AP ) † P A. 2. If A has closed range then the following conditions are equivalent: and P Q,S is the projector given by this decomposition, i.e., N (P Q,S ) = N (Q).
Remark 2.13. Consider the following conditions:
A precise description of the relationships among them is provided by the implications: 
1↔ 3: similar to (1) ↔ (2). 3↔ 4: If y ∈ R(A 1/2 ) then y = y 1 + y 2 for unique y 1 ∈ A 1/2 (S) and y 2 ∈ A 1/2 (S) ⊥ ; but, then, P M (y) = y 1 ∈ A 1/2 (S) = R(A 1/2 P ). The converse is similar.
As a consequence of proposition 2.14, it is easy to see that (A, S) is compatible if and only if A 1/2 (S) is closed in R(A 1/2 ) and
More generally, given a closed subspace S of H and W = A −1/2 (A 1/2 (S)), then (A, W) is compatible if and only if R(
and, of course, the sum is direct. The converse is similar.
A notion which is naturally related to oblique projectors is that of angle between subspaces. We consider here two non equivalent definitions of angles and we show a characterization of the compatibility of (A, S) in terms of these angles. For excellent treatments on angles in Hilbert spaces the reader is referred to the survey by Deutsch [24] or the book by A. Ben-Israel and T. N. E. Greville [12] Given two subspaces S, T , the cosine of the Friedrichs angle between them is defined by
It is well known (see theorem 13 of [24] ) that the following conditions are equivalent:
The formulas P S P T = c(S, T ) [24] and P S//T = (1 − c(T , S) 2 ) −1/2 [49] relate this notion with oblique projectors. The minimal angle between S and T is the angle whose cosine is defined by 
Proof. If (A, S) is compatible then H
= S + A −1 (S ⊥ ), so that S + A −1 (S ⊥ ) is closed.
By the remarks above and the identity
Conversely, if c 0 (S ⊥ , A(S)) < 1 then S ⊥ ∩ A(S) = {0} and S ⊥ + A(S) is closed; therefore, S +A(S) ⊥ is closed; also (S +A(S) ⊥ ) ⊥ = S ⊥ ∩A(S) = {0}. Then S +A(S) ⊥ = H and (A, S) is compatible. 
3. Formulas for P A,S . This section is devoted to present several explicit formulas for P A,S in terms of the orthogonal projectors onto S, W = A(S) ⊥ (S ∩ N (A) ) and W ⊥ . Afriat [1] , Greville [32] and Ptak [49] have proven this type of formulas, the first two in finite dimension settings. Some of these formulas seem to have been known by V. E. Ljance [43] . Consider A ∈ L(H) + and S a closed subspace of H such that (A, S) is compatible. Denote N = S ∩ A(S) ⊥ = S ∩ N (A) and W = A(S) ⊥ N . Then, as it is shown in theorem 3.5 of [22] , W is the kernel of P A,S so that it holds P A,S = P S//W , the oblique projector onto S, along W. Afriat [1] and Greville [32] exhibited formulas for an oblique projector Q in terms of the orthogonal projectors onto R(Q) and N (Q), by using the Moore-Penrose pseudoinverse. However, in order to use the same method in our infinite dimensional setting we need to know that the operator whose Moore-Penrose pseudoinverse is considered has closed range [23] . This justifies the need of a proof for the first part of the next result. The rest of the proof follows without change Greville's arguments. Proof. If (A, S) is compatible then H = S ⊕ W by the remarks above. Observe first that R(P W ⊥ P S ) = W ⊥ : for this, it suffices to show the inclusion W ⊥ ⊆ R(P W ⊥ P S ), because the reversal is evident. If ξ ∈ W ⊥ , then ξ decomposes as ξ = σ + ω, σ ∈ S and ω ∈ W, so that ξ = P
Conversely, if P W ⊥ P S has closed range then (P W ⊥ P S ) † is a bounded linear operator. Greville's arguments for matrices [32] can be used almost without changes to prove that (P W ⊥ P S ) † is an idempotent with range S and kernel W. Then H = S ⊕ W = S + A(S) ⊥ and (A, S) is compatible. The formulas of part 2 follow from the fact that P A,S = P S//W , using Theorem 2.2 
The shorted operator of A to S is A/ S = sup{X ∈ L(H) † : X ≤ A and R(X) ⊆ S}. In [48] , Pekarev proved
where M = A 1/2 (S). Let us show a formula for P A,S in the spirit of Pekarev's. The relationship between the projectors in P(A, S) and A/ S ⊥ is given by the formula A/ S ⊥ = AE, which holds for every projector E such that 1 − E ∈ P(A, S) (see [19] ). In particular A/ S ⊥ = A(1 − P A,S ) and, if A were invertible, we can compute
In order to get a generalization of this formula, we consider firstly the injective case:
Proof. Observe that in this case P(A, S) = {P
We generalize this formula for any (not necessarily injective) Let C ∈ L(H) such that R(C) = S is closed, and A ∈ L(H) + with closed range. Formula (3) suggests the natural generalization, which is widely used in the finite dimensional case:
?
In general, the formula is false for many reasons. For instance, (C * AC) † is unbounded if R(C * AC) is not closed; or C(C * AC) † C * A may have range strictly contained in S. However, the wide range of applications of the right side of formula (4) makes it desirable to establish its exact relationship with P A,S . In fact, projectors like C(C * AC) † C * A appear explicitely in papers on scaled projections [53] , [46] , [34] , [31] , [60] , [14] , linear least squares problems [28] , [29] , linear feasibility [28] , [29] , [17] , signal processing [36] , [10] , [58] and so on. A first observation is that one needs to verify if R(C * AC) is closed. An interesting fact, which generalizes item 2 of Remark 2.12, is that R(C * AC) is closed if and only if (A, S) is compatible. Indeed, note that R(C * AC) is closed if and only if R(A 1/2 CC * A 1/2 ) is closed. Since R(C) = S is closed, there exist a, b > 0 such that aP ≤ CC * ≤ bP , so that
This implies, by Douglas theorem, the identity
which is closed if and only if (A, S) is compatible, by Remark 2.12. Suppose now that (A, S) is compatible. If N = N (A) ∩ S, we shall see that
showing that formula (4) holds if and only if N (A) ∩ S = {0}. Denote by Q = C(C * AC) † C * A. It is clear that Q 2 = Q, R(Q) ⊆ R(C) = S and AQ = Q * A. Therefore, Q is an A-selfadjoint projector onto a subspace of S. Also, since C and (C * AC) † are injective on R(C * ), N (Q) = N (C * A) = A −1 (N (C * )) = A −1 (S ⊥ ). The next step is to show that R(Q) = S N . Note that R(C * A) = C * (R(A)) = C * (R(A 1/2 )) = R(C * A 1/2 ).
Hence R(C * A) = R((C * AC) † C * A 1/2 ) and R(Q) = R(CC * A 1/2 ) = R(CC * A). But N (ACC * ) = N (CC * ) ⊥ (R(CC * ) ∩ N (A)) = S ⊥ ⊥ N , so that R(Q) = N (ACC * ) ⊥ = S N , as claimed. This fact clearly shows that Q ∈ P(A, S N ) = {P A,S N } (since (S N ) ⊥ A = S ⊥ A ) and also shows formula (5) .
It is shown in [6] that for every projector Q onto a closed subspace S, there exists an invertible positive A ∈ L(H) such that Q = P A,S . This can be rewritten as follows: Final comments and open problems. The structure of the set ∓ S = {A ∈ L(H) + : (A, S) is compatible} is not completely known. We have observed that GL(H) + is contained in ∓ S . Of course, if S is finite-dimensional, then ∓ S = L(H) + .
The extension of compatibility questions to Hermitian operators instead of positive operators is a much more difficult problem. The reader can fin in [35] , [19] and [44] some resuts in this direction.
Compatibility is relates to some problems arising from wavelet and frame theory. The paper [7] deals with some problems in this area.
A difficult and very useful problem consists in determining conditions which ensure the convergence of sequences like {P An,S } and {P A,Sn }. A sample of this type of results can be found in [21] .
Given Q ∈ Q S , it is known that χ Q = {A ∈ L(H) + : Q ∈ P(A, S)} is not empty and the set χ Q ∩ GL(H) + is characterized [6] . However, in general, the structure of χ Q is unknown and it would be interesting to have optimality criteria for choosing A ∈ χ Q .
